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Phasor Measurement Unit (PMU), which is based on the GPS technique, is able to 
provide power engineers with immediate and precise measurements. By utilizing PMUs, 
the reliability and stability in power system are expected to be improved. Conventionally, 
an optimal PMU placement is considered to use the least number of units to make the 
entire system completely observable. In this thesis, it is recommended to not only 
optimize the number of PMUs but also install the majority of PMUs on the most sensitive 
buses in a power system. Thus a bus sensitivity analysis based on Dec upled Power Flow 
method is first studied. Then multiple PMU placement methods constrai ed by bus 
sensitivity analysis are proposed in this thesis. They are Integer Programming, the 
Genetic Algorithm method and Ant Colony Optimization. Finally results and 
comparisons of these proposed methods are shown and analyzed.  
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        Phasor Measurement Unit (PMU) based on GPS technique is widely used to monitor
the state of a power system. The PMU measurement is received by time sampling based 
on the same time reference synchronized by the GPS, so it could provide power engin ers 
with immediate and precise measurements. By applying the PMU measurements in 
different areas in power systems such as state estimation, protection, load shedding, 
voltage collapses etc., the reliability and stability in power system are expected to be 
improved [1]. However, due to a high cost of PMUs or nonexistence of communication 
facilities in certain buses, it is impossible to place a PMU on every bus in the network, 
either as a stand-alone unit or relay-based function. So an optimal lacement of PMUs is 
required for better power quality.  
        In order to make a good use of Phasor Measurement Units (PMUs), PMUs are 
recommended to be installed at certain buses that are critical and sensitive in the network. 
A sensitive bus refers to a bus which may have the maximum voltage phasor variation 
due to the system changes. On one hand, the system change could be the load increase. 
According to a report [2] issued by the European Commission, the average worldwide 
energy consumption is expected to increase by approximately 1.8% per year. In the 
absence of new network construction, the increased load and additional energy 
production may increase disturbances in power systems. On the other hand, the system 
change could be a fault or a contingency in power system. There are several kinds of 
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faults happening in power systems such as a 3-phase fault, single line-to-ground fault, 
double line-to-ground fault and line-to-line fault. A fault happening in the power system 
usually induces a large fault current at the fault location and may cause damages to power 
system facilities. Through placing PMUs on the most sensitive bus s in a power system, 
these PMUs are capable of immediately reflecting the voltage phasor changes on the 
most sensitive buses when a fault or load increase occurs in this system. The power 
system operation center could gather the PMUs’ information through exclusive 
communication facilities. And by analyzing the PMUs’ data on sensitive buss in a power 
center, the power system operators will be able to estimate and predict the power system 
situation and to take the proper action to avoid a blackout.  
        Because of the fact that either the shunt fault condition at a certain location or the 
entire load increase condition in a power system is equivalent to adding loads into the 
system, in this study the entire system loads are increased in power flow simulation at 
first and then the most sensitive buses are selected and ranked by comparing the bus 
voltage phasor variations caused by the load increase. In this project, th  decoupled 
power flow method is suggested to be applied in bus sensitivity analysis.  
        After obtaining the list of most sensitive buses, the next step i to f nd an optimal 
PMU placement. In the previous PMU placement techniques, most methods only 
considered that an optimal PMU placement is to use the minimum number of PMUs to 
make the entire system observable but ignored the sensitivity analsis. Some of the 
previous papers showed the techniques of PMU placement considering bus sensitivity 
analysis, but two main drawbacks exist in these methods. One drawback is that the 
computational burdens of these methods are heavy; the other is that in ese methods an 
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optimal PMU placement without bus sensitivity analysis is requird to be solved at first 
and then the final placement scheme considering sensitive buses is obtained by modifying 
the previous solved placement. Thus the process of minimizing the number of PMUs and 
locating some PMUs on the most sensitive buses are two separate rocesses which may 
reduce the range of the optimal solutions. In this research, the proc ss of minimizing the 
number of PMUs and installing certain PMUs on the most sensitive buss are run 
together in a single program. The applications of Integer Programming, a Genetic 
Algorithm and Ant Colony Optimization into the PMU placement problem are discussed 
in this thesis.  
        It can be seen that in order to prepare for this project, the knowledge of bus 
sensitivity analysis and PMU placement techniques has to be required.  The bus 
sensitivity analysis includes the off-line bus sensitivity analysis and the on-line bus 
sensitivity analysis. The difference between the off-line and on-line sensitivity analysis is 
that they use different voltage data. The off-line sensitivity analysis uses the static power 
flow voltage data; the on-line sensitivity analysis uses the voltage data calculated by state 
estimation utilizing PMU measurements. So the knowledge of state estimation utilizing 
PMU measurements is also important in this project. Thus in the following three sections 
in chapter one, the literature reviews of bus sensitivity analysis, the state estimation using 










1.2 Bus Sensitivity Analysis 
        In the above section, it is defined that a sensitive bus refers to a bus which may have 
the maximum voltage phasor variation due to the system changes. Th  system change 
could be a fault happening in power system and it could also be a load increase. The 
reason that these kinds of buses are selected as sensitive buses is that normally the main 
disturbances which may cause the voltage instability are due to a large increase in loads 
and also system faults or contingency. According to reference [3], the voltage stability of 
a power system indicates its ability to maintain the voltage at each bus on an acceptable 
voltage level at any time, even after being disturbed by a load increase or fault. In 
contrast, voltage instability means that the power system lost its ab lity to maintain the 
voltages at all buses at a safe voltage level and the voltages at one or more buses are 
gradually decreasing which may lead to a system blackout. The aut or in this reference 
also points out that a power system coming into a condition of voltage instability is 
mainly due to a steady increase in load demand or a system contingency (loss of 
generation, loss of transmission lines and etc.) or system faults.  
        In reference [4], the authors derived the sensitivity indicators based on the nonlinear 
Jacobian matrix in load flow. The goal of this reference is to obtain the optimal reactive 
power reserve plan by reaching the mathematical formulations showing the relations 
between the voltages and the generated reactive power. This method works well for bus 
sensitivity analysis, however, the computation of this method is slow and complicated 
because the Jacobian matrix is nonlinear. 
        The author developed an index called VCPI (Voltage Collapse Prediction Index) 
based on the load flow equations in reference [5]. This method works well for one desired 
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bus in each simulation by increasing the load on the corresponding bus and analyzing the 
bus voltage change compared with its neighboring buses. It only requires the system 
configuration parameters and the voltage phasor measurements at all buses in a computer 
program. This method has less computation burden and really works well for bus 
condition, however, it cannot offer a ranking of the most sensitive ones that is required in 
this research.  
        In reference [6], the author reduced the system into a 2-bus equivalent system and 
then derived a sensitivity indicator showing the relation between the voltage changes and 
load increase based on this 2-bus system. This method is capable of giving the sensitivity 
rank. However, reducing a large and multi-generator system into asimple 2-bus system is 
complicated and the reactive power required in this indicator cannot be directly measured.   
Computing the P-V and Q-V curves at selected buses is another way of analyzing the 
voltage stability [7, 8]. In this method, the P-V and Q-V curves are only solved at one 
selected bus in each simulation. Each simulation contains a large number of runs of 
power flow by gradually increasing the load on a certain bus fromits base value to its 
maximum value which may cause system blackout. After all P-V and Q-V curves have 
been derived, theses curves are compared to attain the most sensitive buses. This method 
could display a detailed profile of bus sensitivity at each load level. However, for a large 
power system, this method is really time-consuming and it is not uggested to apply this 
method in real-time power system control.       
        In reference [9], the author presented a new eigenvalue method. In this method, the 
author built a special matrix, for which the eigenvalues are associated with various 
operating parameters including the active injection power, reactive injection power and 
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P-V nodes voltages. The relation of the P-V node voltage change and load increase could 
be further derived by eliminating the eigenvalue variable and only leaving the load 
injection and voltage variables in an equation. However, this approach should be solved 





















1.3 State Estimation in Power System  
        The state of the AC power system is expressed by the voltage m nitudes and phase 
angles at the buses. It is impossible to measure all voltage phasors in a power system with 
a limited number of measurement units. However, they can be computed by state 
estimation using partial real-time measurements acquired from the system. The power 
system state estimation depends on the available measurements in the power system, the 
estimation criterion and the measurement unit or topology errors. By executing power 
system state estimation, not only all voltage phasors could be calculated but also the bad 
measurements could be detected. Compared with the conventional and asynchronous 
measurement units, phasor measurement unit (PMU), which is based on the GPS 
technique and provides power engineers with synchronous and more accurate 
measurements, is capable of improving state estimation in robustness a d accuracy. The 
inclusion of PMU measurements in state estimation can make the stat  estimation 
solution more accurate, improve the network observability and enhance the ability to 
detect bad data. 
        The traditional and most commonly used approach in power system state e timation 
is Weighted Least Squares (WLS) which converts the nonlinear power flow equations 
into the linear equations by taking the first-order elements. However, the solution of the 
traditional power system state estimation is not accurate enough since the measurements 
are all conventional measurements based on the asynchronous measurement units.  
In reference [10], the author presented a multi-area state estimation utilizing PMU 
measurements. In this method the system is attempted to be divided into several zones 
based on the boundary sensitive buses. The state estimation runs in each zone separately. 
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In this method, the measurement vector is composed of both the conventional 
measurements and PMU measurements.  
        In reference [11], the author proposed a hybrid state estimation in which the 
measurement vector should be a combination of the traditional state eimation solution 
and all the PMU measurements available in the power system. Since the PMU 
measurements are accurate enough and readily used, the voltage phasor at the 
neighboring bus of a PMU bus could be expressed by a linear equation bsed on Ohm’s 
law. So the state estimation equation is still a linear equation. The hybrid state estimation 
is easy to solve and the solution is proved to be more accurate. In this project, the hybrid 















1.4 PMU Placement Technique 
        Depending on the number of measurement channels and features, PMUs can be 
expensive. A suitable methodology is therefore needed to determine the optimal locations 
of synchrophasors so that the number of PMUs required to make the sysem completely 
observable is minimized. When a PMU is located at a certain bus, this bus is directly 
observable, the neighboring buses connected to this bus are indirectly observable and 
other buses are unobservable. A power system is considered completely obs rvable when 
all of the states in the system can either be directly observabl  or indirectly observable. In 
recent years, there has been significant research activity on the problem of finding the 
minimum number of PMUs and their optimal locations. There are mainly two ways in 
PMU placement technique, one is the topology method and the other is the ma rix
numerical method.  
        In [12, 13], the authors use a simulated annealing technique to find the optimal PMU 
locations. Since this approach needs an initial random guess for a solution, the 
computational burden of this method is heavy and this method may not provide full 
optimal solutions over a global range.  
         In [14, 15], the authors use integer programming to find the optimal placement. This 
method is simple and easy to operate. However, multiple objectives, such a  minimizing 
the number of PMUs and maximizing the measurement redundancy, cannot be handled 
by integer programming.  
        In [16], a genetic algorithm (GA) is used to find the optimal PMU locations. GA is 
an advanced global search method which is based on biological phenomena. The 
advantage of the GA method is that it can produce multiple solutions in order to provide 
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power companies with more options. The drawback of this approach is that it m y not 
result in the minimum number of PMUs making the system observable. And the optimal 
number of PMUs should be known beforehand in order to implement the GA method.   
        In reference [17, 18], the author considered the bus sensitivity anal sis in full 
observability PMU placement. However, initially the author carried out the sensitivity 
analysis and the PMU placement in two separate processes. The final optimal PMU 
placement is coordinated based on the results of the bus sensitivity analysis and the initial 
PMU placement. Separating the two processes may limit the solution range and reduce 
the solution accuracy. 
        In reference [19], the author proposed the condition number of the normalized 
measurement matrix as a criterion for selecting candidate solutions. However, the result 














OFF-LINE SENSITIVITY ANALYSIS 
 
 
2.1 Review of Power Flow Methods  
        A sensitive bus refers to a bus which may have the maximum voltage phasor 
variation due to a system change. A mathematical expression is required to be built in 
order to demonstrate the relation between the voltage phasor variation and the system 
changes. The power flow equations are used in developing the sensitivity indicators in 
this study. So before talking about the sensitivity algorithm, it is necessary to review the 
power flow equations.  
        The power flow calculations are critical in power system operation and control. 
Normally the power flow approaches are the following: 
• Newton-Raphson method 
• Gauss method 
• Gauss-Seidel method 
• Ward-Hall method and 
• Jordan method 
        These methods differ in their numerical properties and numbers of iterations. The 
Newton-Raphson method is commonly used in load flow study since the Newton-
Raphson method is a nearly convergent algorithm. However, the Newton-Raphson 
method requires the most work to calculate the nonlinear Jacobian matrix which is time-
consuming. The decoupled power flow is a simplified form of the Newton-Raphson 
method, obtained by making some proper approximations. The equations of decoupled 
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power flow are linear and the computational burden of this method is not much. It is 























2.2 Newton-Raphson Power Flow Equations 
        Firstly, let’s start from the basic power flow equations in a bal nced system, which 






















                                                                   (2.1) 
Here iP , iQ  are the injected active and reactive power on busi ; ijY is the admittance 
matrix element, ijθ  is the phase angle ofijY ;  iV , iδ  are the magnitude and angle of the 
voltage on bus i . Deriving iP  , iQ  with the angle iδ  and the voltage magnitude iV will 
lead to the relation between the change of injected load and voltage variation, which turns 
out to be the Newton-Raphson equations. 
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Multiplying the inverse of Jacobian matrix on both sides yields the expression of the 





























































































































































































































                       (2.3) 
In the above formula, 
, ,i i increase i baseP P P∆ = −
                                                                                                                     
, ,i i increase i baseQ Q Q∆ = −
                                                                                        (2.4)                                                                          
Where ii QP ∆∆ ,  are the injected active and reactive load variations on busi ; baseibasei QP ,, ,  
are the injected active and reactive loads in the base case on busi ; increaseiincreasei QP ,, ,  are 
the injected active and reactive loads after an increase on busi . 
        The solution shown above is not a linear equation so it will lead to large computation. 
Also the relation between the load increase and the voltage change is ot well shown in 









2.3 Jacobian Method in Bus Sensitivity Analysis 
        The power flow basic equations are: 
1
( cos sin )
n
i i j ij ij ij ij
j
P V V G Bδ δ
=
= +∑                                 (2.5)               
1
( sin cos )
n
i i j ij ij ij ij
j
Q V V G Bδ δ
=
= −∑                                 (2.6) 
The active and reactive power balance equations of PQ nodes in a system are represented 
by the following expression: 
( , , ) 0F X µ α =                                                               (2.7) 
 where 
State vector [ , , ]TL L gX V δ δ= ; 
Control vector 0 0[ , , , , , , , ...]
T
L L g g gP Q P Q V Vµ δ β= ; 
Independent variable vector including system admittance variables or other system 
parameters [ , ]G Bα = . 







                                                         (2.8) 








                                                          (2.9) 
Thus the element /i jd dP Pδ  can be obtained through a matrix expression, which reflects 
the sensitivity of the voltage angle at bus i  to the active power P  at bus j . This method 
requires a complicated nonlinear computation. It is recommended to get he sensitivity 
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index of the voltage variation at a certain bus relative to the total variation of the entire 























2.4 Decoupled Newton-Raphson Power Flow Method 
        When solving large–scale power systems, the decoupled power flow method is able 
to improve the computational efficiency and reduce computer storage requirements.  In 
the Jacobian matrix, jiP δ∂∂ / is much larger than jiQ δ∂∂ / , then assume 0/ ≈∂∂ jiQ δ  ; 
ji vQ ∂∂ /  is much larger than ji vP ∂∂ / , so assume 0/ ≈∂∂ ji vP . In a well-designed and 
properly operated power transmission system: 
• The angle differences ( )i jδ δ− between typical buses of the system are usually so 
small that cos( ) 1;sin( ) ( )i j i j i jδ δ δ δ δ δ− = − ≈ − . 
• The line susceptances ijB  are many times larger than the line conductances ijG so 
that sin( ) cos( )ij i j ij i jG Bδ δ δ δ− −=  
These approximations can be used to simplify the elements of the Jacobian. 








= = − + −
∂ ∂
 
Using the identity sin( ) sin cos cos sinα β α β α β+ = + , the above equation gives  
{ }cos( ) sin( )i ij i j ij i j ij i j
j j
P Q
V VV B G
V
δ δ δ δ
δ
∂ ∂
= = − − + −
∂ ∂
 
where sinij ij ijB Y θ= and cosij ij ijG Y θ= . The approximations above yield the following 
elements: 
Off-diagonal elements  
i i



















= = − −
∂ ∂  
Then the Newton-Raphson power flow equation can be simplified as two simple 
equations consisting of a B matrix which is formed by the imaginary parts of the 
elements in admittance matrix.  
22 23 2 2 2 2
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(2.11) 
        Due to the fact that the B
−
 matrix is a constant matrix and the voltage phasors are 
constant at a given system operating point, the relation between the power variations and 
voltage changes is linear. Multiplying the inverse of the B
−
matrix on both sides yields the 
angle variation and voltage magnitude change: 
1
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                                                   (2.14)      
where ijk is the coefficient reflecting the impact on the voltage on busi  caused by the 
load variation on busj . The normalized values of iδ∆  and iV∆  are considered to be the 
sensitivity indices.  A large value of iδ∆  or iV∆  indicates the great influence on this bus 
due to the system load increases. Since these nodeswill xhibit relatively large parameter 












2.5 Branch Sensitivity 
        When the power system load increases, some transmission lines will suffer heavy 
power flows which may exceed the lines’ capacity.  It is necessary to predict those lines 
which may overload due to the load increase. In this transmission line sensitivity analysis, 
the voltage data on each bus and the transmission line impedance is required in 
computation. Here the voltage data is obtained from the power flow results by increasing 
an expected amount of load. 
        Assume ijS is the power flow on line i-j and ,ij LimitS is the maximum capacity suffered 
by line i-j, so the ratio ijS / ,ij LimitS  reflects the loading situation (MVA%) on line i-j.  Here 
iv , jv are the voltage phasors on bus i and j,  while ijz  
is the actual impedance of line i-j.  
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Through comparing the value of branch sensitivity indices, the most severe branches 



























PMU DATA ANALYSIS 
 
3.1 Introduction of Synchophasor 
        Phasor measurement units take online measurements of voltage and current phasors, 
frequency and frequency deviation and power output. By utilizing the GPS pulse in 
synchronization, a standard reference wave is the same at every location in a power 
system, which gives PMUs the ability to simultaneously measure and compare different 
system states in different locations. In accordance with the IEEE standard for 
synchrophasors for power systems, the standard waveform is defined by a cosine 
waveform represented by the following equation:  
( ) cos( )mx t X tω φ= ⋅ +  
where  mX  = magnitude of the sinusoidal waveform  
            ω =2 fπ  where f  is the instantaneous frequency  
            φ = angular starting point for the waveform. 




= ∠  
Since in the synchrophasor definitionX
−
 is a RMS value, a correlated coefficient 1/ 2  
should be multiplied by the magnitudemX . 
        Based on the standard reference waveform, the measurements at different locations 
could be compared and measured at the same time point. In this case, each measurement 
stored in the computer is associated with a time mark. Processing the measurements in 
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the data base with the same time mark leads to a better monitoring and estimation of 
power system.    
 
Fig 3.1 Snapshot of the Power System 
(Picture is from http://www.selinc.com/synchrophasors/) 
 
        Synchrophasors are capable of providing power enginers with a snapshot of the 
power system, which reflects the real states in a power system. Through the phasor 
measurements taken at different locations at the same time, the operators could obtain a 
more accurate value of angle difference between different places which is useful for 
voltage stability analysis in a power system. In short, by utilizing PMUs, the reliability 








3.2  Classical State Estimation 
        The state of the AC power system is expressed by the voltage magnitudes and phase 
angles at the buses. Although relative phase angles of bus voltages cannot be measured, 
they can be calculated using partial real-time data acquired from the system. These data 
are processed by the state estimator, a computer program which calculates voltage 
magnitudes and relative phase angles of all buses in a system. While the state estimator 
gives results similar to those available from a conventional power-flow program, the 
input data and calculation procedure are quite different. Besides the aspect of calculating 
the system states, the state estimation can also detect bad measurements in a power 
system.  
        The measurement equation in the power system can be formulated as follows: 
     ( )z h x e= +                                                        (3.1) 
where z  is the measurement vector (its elements usually contains active power and 
reactive power or current of the bus injection, transmission line, transformer, as well as 
the magnitude value of bus voltage); ( )h x  is the vector of nonlinear functions formed by 
Ohm’s law that reflects the relations between measurement and state variables; x  is the 
true state variable vector (the magnitude and angle of the bus voltage); and e  is the 
measurement error vector, which is assumed to have zero mean and constant variance 2σ .
From the WLS method, the objective function can be expressed as follows: 
1( ) ( ( )) ( ( ))TJ x z h x R z h x−= − −
                                   (3.2) 























                              
(3.3) 
Here m is the number of measurements. 
        An initial guess of the state variables is required at first, and then the final values of 
the state variables are determined by the Gauss Newton iteration. The iteration terminates 
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(3.4) 
where k  is the iteration number, 0k =  means the initial condition, and 1,2,...k =  
represented the iteration time and the maximum value of k depends on the setting of the 
convergence limit. H  is the Jacobian matrix related to the state variables, so this matrix 
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(3.5) 
Here n  is the number of the state variables. If the power system has N buses, then 
2 1n N= − . The 2 1N − state variables correspond to the voltage magnitude and angle 
respectively, and the angle is zero at the referenc bus so it is not included here. 
The gain matrix can be defined as follows: 
 26
1TG H R H−=                                                          (3.6) 
        The gain matrix G is important to the power system state estimation algorithm. 
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3.3 Hybrid State Estimation 
        According to reference [11], the measurement vector in hybrid state estimation is a 
combination of the traditional state estimation results and the PMU measurements. The 
hybrid state estimation model is linear. The general formula for hybrid state estimation is 
the same as for the conventional state estimation   
eHVZ +=                                                                    (3.8) 
where H is the measurement Jacobian coefficient matrix and e is the vector of errors in 
the measurements. In order to build a linear model and avoid the calculations in the 
complex number domain in hybrid state estimation, both the measurements and state 
variables in the above equation are decomposed into a real part and an imaginary part. So 
the state vector of real and imaginary components of bus voltages can be expressed as 
[ ]TR IV V .  
        The measurement vector Z is composed of 
a) The results from the classical state estimation [ ]
T
R I SEV V  
b) Real and imaginary components of PMU voltage measurments 
T
PMUIR VV ][   
c) Real and imaginary components of PMU current measurments 
T
PMUIR II ][ . 
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        The Jacobian matrix H  is a nonlinear matrix reflecting the relation betwen the 
measurements and state variables. Due to the fact th t he PMU measurement is readily 
used and accurate, the voltage information at the PMU’s neighboring bus could be 
directly calculated by Ohm’s law which only depends on the system configuration. In 
order to derive the relation between the PMU measurements and the state variables, the 
transmission line is assumed to follow the Pi model as shown in Figure 3.2. 
 
Fig.3.2 Transmission Line Pi Model 
(Picture is from reference [11]) 
 
        The elements RIpqV
∂
∂  































                                            (3.10) 
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Similar expressions can be derived for IIpqV∂





























                                                   (3.11) 
        The measurement errors are assumed to have zero-mean. The weighted least squares 
method is used to solve the equations above. Unlike the classical state estimation, there is 
no iteration in hybrid state estimation and the state estimates are directly obtained 
through the weighted least squares method. The stat estimate can be expressed as 
ZRHGV T 11
^
−−=                                                     (3.12) 













3.4 On-Line Sensitivity Analysis 
        It is shown in the previous chapter that the decoupled ower flow method is applied 
into the off-line sensitivity analysis. The on-line s nsitivity is also based on the decoupled 
power flow method. The difference between the off-line and on-line methods is that the 
off-line sensitivity analysis is based on the off-line data without PMU measurements, but 
the on-line method needs the on-line data which is obtained by immediate hybrid state 
estimation including PMU measurements.  
        Because the measurements used in the off-line case are not dynamic and 
synchronous, the measurements taken at different times will affect the accuracy of the 
results. The PMU data used in the on-line case is immediate and precise because the 
PMU measurements at different PMU locations have the same time reference with the 
application of GPS technique. So the hybrid state estimation including PMU 
measurements could give a better estimation of the power system states than power flow 
or classical state estimation. It is recommended to use the on-line data in the bus 










3.5 Sensitivity Analysis Test 
        The system used in this research is an actual 47-bus system. The base case power 
flow data and a fault case data of this system are both provided.  In this research, the 
given fault case of the system is used to test the sensitivity analysis. Figure 3.3 shows a 
part of the 47-bus system which includes both the fault area and overload transmission 
line caused by the fault. 
 
Fig. 3.3 System Diagram in Power World 
 
        The fault occurred in the circled area. By analyzing the power flow results of the 
fault case, it can be observed that a transmission line within the rectangular area gave an 
alert of overload. This overload branch connects the slack bus with one sensitive bus 
 32
(Bus25). Because the phase angle on the slack is a constant but the sensitive bus 
associated with the slack bus has a maximum phase angl variation influenced by a fault, 
the angle drop across this transmission line will be greater than for other lines. So the 
power flow through this line increases more than other lines, and once the increase 





















PMU PLACEMENT TECHNIQUES 
 
4.1 PMU Observability Analysis 
        Before the discussion of PMU placement techniques, the basic PMU placement rules 
should be mentioned. A PMU installed on a certain bus is able to measure the voltage 
magnitude and phase angle of the local bus and the branch current phasor of all branches 
emerging from this bus. The voltage magnitude and phase angle of the neighboring bus 
can be computed using voltage drop equations. Thus the buses monitored by a PMU are 
directly observable, the neighboring buses connected to the PMU buses are indirectly 
observable and the other buses which are not associted with the PMU buses are 
unobservable. The following graph explains the bus observability in a system: 
 
Fig.4.1 PMU Observability Analysis 
(Figure is from reference [13]) 
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        In figure 4.1, the network has 7 buses from bus A to bus G. Assume two PMUs are 
located on bus B and bus F, so bus B and F are directly observable. Bus A, C, E and G 
are all connected to bus B and F so they are indirectly observable. Bus D is not associated 
with any PMU bus, so bus D is unobservable. So in this 7-bus system example, 6 buses 
are observable and 1 bus is not observable. Thus, tis system is not a completely 
observed system. A completely observed system means all the buses in this system 


















4.2 Influence of Zero-Injection Bus in PMU Placement 
        Zero-injection bus is a bus such that no current or power is injected into the system 
through this bus, which means no active or reactive load is associated with this bus. 
Figure 4.2 shows a zero-injection bus in a network. 
 
Fig.4.2 Zero-Injection Case 
 
        In the network above, bus A is a PMU bus, bus B is a zero-injection bus and bus C is 
a PQ bus in power system. Bus A is directly measured by the PMU installed at bus A, so 
bus A is directly observable; bus B which is connected to the PMU bus (bus A) is as well 
an observable bus by computing the voltage information with the voltage drop equations. 
Because bus B is a zero-injection bus, the current flowing through line A-B equals the 
current flowing through line B-C. Knowing the voltage information on bus B and the 
current phasor on line B-C, the voltage data on bus C can be calculated using Ohm’s law. 
So in conclusion, bus A, B and C are all observable wh n bus B happens to be a zero-
injection bus. In contrast, if bus B is not a zero-injection bus, the assumption that the 
current phasor on line A-B equals that on line B-C will be invalid and thus the voltage 
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information on bus C cannot be calculated without the current information on line B-C. 
In this case, only bus A and B are observable when bus B is not a zero-injection bus. In 
short, considering the influence of zero-injection buses in a power system, the number of 
observed buses is expected to be increased and the op imal number of PMUs required 




















4.3 Methods of PMU Placement 
        The PMU placement problem in this research is a dual objective problem.  One 
objective is to minimize the number of PMUs allowing the power system to be 
completely observed, and the other objective is to make sure the most sensitive buses are 
directly measured by PMUs. In the next sections, the applications of Integer 
Programming, the Genetic Algorithm method and Ant Colony Optimization into PMU 
placement will be introduced separately. 
4.3.1  Integer Linear Programming 
a) Without bus sensitivity analysis 
        The idea of the Integer Programming method is that e placement of PMUs is 
equivalent to a problem that minimizes the number of PMUs in order to allow each bus in 
the system to be measured at least once by the set of PMUs. Thus the objective function 
is the minimum number of PMUs which are able to make the entire system observed. The 
constraints enable that each bus should be reached by the PMU at least once. 
Consider the simple 8-bus system shown in figure 4.3. 
 
Fig. 4.3 Simple 8-bus system 
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Let ix  be a binary decision variable associated with the bus i . Variable ix  is set to one if 
a PMU is installed at bus i , else it is set to zero. Then minimum PMU placement 
problem for this 8-bus system can be formulated as follows: 
1 2
1 2 3 5
2 3 5
4 5
2 3 4 5 7
6 7
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                             (4.2)
 
        Observing the 0-1 matrix multiplied by the placement variable vector x , it is almost 
the same as the bus adjacency matrix except for the diagonal elements in this matrix. If 
bus i  is associated with bus j , the elements ( , )i j  and ( , )j i  in this matrix equal to 1; 
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the diagonal elements in this matrix are all equal to 1; otherwise, the other elements in 
this matrix is zero. The unit vector on the right side of the formula indicates that each bus 
should be directly observed or indirectly observed by PMUs at least once. If considering 
the loss of PMU in a sudden urgent case, all the elem nts in the vector on the right side of 
the formula could be set as 2. This means if a PMU is out of service in the system, a 
backup PMU is still available to provide the measurements instead of the PMU out of 
service. 
        For any N-bus power system, the generalized modeling of the Int ger Linear 
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          Because each bus in the system should be reached by the set of PMUs at least once, 


















   . 
        The MATLAB Integer Programming function bintprog is used to solve this 
optimization problem. For this simple 8-bus system case, an optimal solution is 
[ ]0 1 0 1 0 0 1 0Tx = , which means the PMUs should be installed at bus 2, 4 and 7.  
The optimal number of PMUs is 3. 
 
Fig. 4.4 Optimal PMU Placement 
 
        Actually the solution of this Integer Programming problem is not unique. Since 
installing PMUs at bus 2, 4 and 7 is an optimal soluti n, a new solution can be found by 
adding a constraint 72 4 3x x x+ + <  to the model, which excludes the old solution. By 
repeating a similar process, all solutions could be o tained until the optimal number of 
PMUs obtained is larger than the initial one (here, 3). In this example, two other solutions 




b)   With bus sensitivity analysis 
        The same simple 8-bus system was used in the PMU placement considering bus 
sensitivity analysis.  
 
Fig. 4.5 8-bus system with two sensitive buses 
. 
        Now, bus 2 and bus 6 in this system are the most sen itive buses and they are 
expected to be directly monitored by installing two PMUs at both bus 2 and 6.  Thus the 
formulation for this problem is shown as follow: 
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                                            (4.4)
 
        Observing the equations above, due to the fact that 2 1x =  and 6 1x = , the inequalities 
for bus 1, 2, 3, 5, 6 and 7 will be automatically satisfied.  Thus these constraints in the 
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above equations can be eliminated. After arranging the equations by eliminating the 





















                                 (4.5)
 
        Solving the formulation by the MATLAB Integer Programming function, the optimal 
PMU placement scheme is obtained as [ ]0 1 0 1 0 1 1 0Tx = . So the PMUs should 
be installed at bus 2, 4, 6 and 7. See figure 4.6. 
 









c) Comparison of PMU placements with and without bus sensitivity analysis 
        An actual 47-bus system is used in the comparison of PMU placement with and 
without bus sensitivity analysis. The following figure shows the diagram of the 47-bus 
system. 
 
                    Fig. 4.7 Actual 47-bus System Diagram 
 
        If the PMU placement is implemented by utilizing Integer Programming without the 
consideration of sensitive buses, the optimal number of PMUs required is 16. The 
recommended placement is installing PMUs at buses 1, 3, 5, 7, 11, 14, 17, 20, 23, 26, 28, 
30, 37, 41, 45 and 46. 
        When the PMU placement is constrained by bus sensitivity analysis, figure 4.8 
shows the relation between the number of required PMUs and the number of sensitive 
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buses required to be directly measured by PMUs. The sensitive buses are selected in the 
list of top 10 sensitive buses based on the off-line sensitivity analysis results. 
 
Fig. 4.8 
Number of PMUs Considering Sensitivity Analysis 
 
        Observing the chart above, it can be seen that if more sensitive buses are required to 
be directly measured by PMUs, the total number of PMUs needed will be increased in 
order to make the entire system completely observable. However, the number of PMUs 
doesn’t significantly increase much. Actually in a real power system, extra PMUs are 




























4.3.2 Genetic Algorithm Method 
        The Genetic Algorithm method is an advanced global search technique which is 
based on the biological phenomena of natural evolution. In order to implement the 
genetic algorithm in a PMU placement problem, firstly a placement set of PMUs should 
be coded by a set of binary numbers (chromosome)1 2{ , ,..., }nα α α  , where iα  is equal to 
“1” if a PMU is placed at bus i  and “0” otherwise. The string size n is equal to the
number of buses in the power system.  The strings i the population are evaluated and 
manipulated by using genetic operators, such as reproduction, crossover, and mutation, 
until the fixed number of generations is exceeded. Generally, the following four steps are 
required in a Genetic Algorithm method in PMU placement.  
        STEP ONE: Initial Population 
        Initially a large population of solutions is seeded with randomly chosen 
chromosomes. The MATLAB random function helps generate the initial set of PMU 
solutions. In each solution that is represented by a set of binary numbers, there are “m” 
elements equal to 1 and “n-m” elements equal to 0. The variable “m” here indicates the 
required number of PMUs. The value of variable “m” should be given in advance for the 
Genetic Algorithm, in other words, the Genetic Algorithm method cannot determine the 
optimal number of PMUs but can solve the PMU placement problem with the known 
number of PMUs. In order to cover the range of possible solutions in the search space, 
the initial set of population is expected to be as large as possible. 
        STEP TWO: Selection 
        Once the initial set of solutions is available, thenext step is to select fitter solutions 
as parent strings which are going to be used to breed n w generations. The fitness of a 
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PMU placement solution (chromosome) is evaluated by a fitness function. In this PMU 
placement problem, the fitness function should be al to calculate both the number of 
observed buses and the number of sensitive buses that are directly monitored by PMUs 
with a given PMU placement solution (chromosome). Then good solutions are selected 
by comparing and ranking the fitness function values.  
        STEP THREE: Reproduction 
        The selected good solutions in STEP TWO are used to breed new generations. This 
process is called reproduction, which is composed of crossover and mutation. 
1) Crossover 
        In this genetic algorithm method, the one-point crossover was chosen to generate 
offspring strings. During a one-point crossover, a couple of parent strings both separate 
into two segments at the same point on their strings and then exchange the segments on 
the same side of the crossover point. Then a couple of new strings are created through 
this one-point crossover. Figure 4.9 illustrates the process of one-point crossover. 
 
Fig. 4.9 One-Point Crossover 
 
        However, in this PMU placement problem, the crossover point is not chosen 
arbitrarily but on the condition that the numbers of “1”s on the same side of the crossover 
point in both parent strings should be the same. Th purpose of this constraint is to make 
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sure that the offspring strings will keep the total number of “1”s the same as the required 
number of PMUs. On the premise of this one-point crossover constraint, the crossover 
point could be chosen randomly. 
2) Mutation 
        The purpose of mutation in GA method is to enable the diversity of the generations 
and allow the algorithm to avoid local minima by preventing the population of strings 
from becoming too similar to each other, thus slowing or even stopping evolution. 
Traditionally, the mutation process in GA method is to arbitrarily change a single bit in a 
string. However,  in order to keep the total number of “1”s in a string as a constant in this 
PMU placement problem, if a bit “1” in a string is changed into “0”, another bit “0” 
should be changed into “1” in the same string and vice ersa. 
        STEP FOUR: Termination 
        The termination condition for this GA method in PMU placement is set as a large 
number of generations. Thus this generational process will be repeated until the fixed 
number of generations has been reached. The flowchart of GA method can be shown in 
figure 4.10 in the next page: 
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4.3.3 Ant Colony Optimization 
        Based on the fact that ants are able to find the shortest path to their food using the 
communication of the pheromone they produced, this biological phenomenon is widely 
applied to searching and optimization problems. The search for PMU locations could also 
be simulated as the ants searching their food.  Thefollowing four steps are proposed in 
order to utilize the Ant Colony Optimization method t  find the optimal PMU placement. 
        STEP ONE: 
        Randomly set a number of ants at different buses in a power system network and let 
these ants perform their movements. The buses that the ants stopped over represented the 
candidate PMU locations. In each movement performed by an ant, it should move three 
conjoint branches successively and the ant should not visit the same bus more than once 
during its completed tour. An ant stops its movement when it reaches a deadlock. The 
following figure 4.11 simply illustrates a movement by an ant. 
 
Fig. 4.11 Ant’s Movement in a Network 
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        As can be observed in figure 4.11, the ant moved from bus 7 to bus 13 through line 
7-9, line 9-14 and line 14-13. The purpose that an ant should move three edges during a 
single movement is to minimize the required number of PMUs. Assuming in figure 4.11 
that bus 7 and bus 13 are two candidate PMU locations, bus 9 and bus 14 can be 
indirectly observed by the couple of PMUs installed at bus 7 and 13 without any 
duplications. If an ant only moves two branches in a movement, the ant will stop at bus 
14 in the above figure and bus 14 will be a candidate PMU location instead of bus 13. In 
this condition, bus 9 will be twice-observed by both PMUs at bus 7 and 14. It is not wise 
to let two PMUs monitor the same bus in an optimal PMU placement, which explains the 
reason that an ant should move three edges in each movement. The following model 
























                                           
(4.6) 
where ijτ indicates the total amount of pheromone on branch i j− ; 
k
iN  indicates the set 
of buses connected to bus i ; kijp shows the probability that the ant will continue its route 
on line i j− .  The amount of pheromone on each transmission line is accumulated based 
on the ants’ assessments of their tours. 
        STEP TWO: 
        After all ants finish their tours (each tour corresponds to a PMU placement), these 
tours (PMU placements) are evaluated by the number of observed buses by the action of 
these placements. The best tour which gives the maximum number of observed buses is 
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selected. The branches composing the best tour are inc ased by a fixed amount of 
pheromones. Assume that initially each branch has te ame amount of pheromone as one 
unit.   
        STEP THREE: 
        Repeat STEP ONE that the ants will perform their movements from their original 
buses. At this time, the distribution of the pheromones in the network has been changed 
due to the fact that pheromone amount on those branches composing the best were 
increased, thus the ants will perform different tours compared to the previous tours they 
made.  
        STEP FOUR: 
        Repeat STEP THREE and evaluate the tours. Finally it can be found that the 
pheromone amount on one tour will keep increasing compared to other tours. This tour is 
recommended to define the optimal PMU locations.  












SIMULATION RESULTS AND CONCLUSIONS 
 
5.1 Simulation Results 











1) Off-line Sensitivity Analysis Results 
                The entire system load is assumed to be increased by 30%. 
Rank given by Power World Simulation 
Rank 1 2 3 4 5 6 7 8 9 10 
Bus # 23 14 25 11 36 13 32 7 15 9 
Rank given by Off-line sensitivity Analysis Method 
Rank 1 2 3 4 5 6 7 8 9 10 
Bus # 23 25 14 11 36 13 32 7 15 9 
                      Table 5.1 Off-line Sensitivity Results 
 
2) Hybrid State Estimation Results 
Bus # Voltage Angle Bus # Voltage Angle 
1 1.0496 0 25 1.0396 -13.072 
2 1.0208 -11.345 26 1.0402 -13.017 
3 1.0104 -7.1719 27 1.0403 -13.038 
4 1.0342 -12.885 28 1.0473 -12.8 
5 1.012 -7.1769 29 1.0474 -12.8 
6 1.012 -7.179 30 1.0452 -12.98 
7 1.0068 -7.5477 31 1.0452 -12.98 
8 1.0337 -8.15 32 1.051 -0.18 
9 1.0337 -8.14 33 1.0513 -0.17 
10 1.0088 -7.2451 34 1.0424 -5.29 
11 1.0217 -10.68 35 1.0429 -0.78 
12 1.0394 -7.0961 36 1.0462 -1.06 
13 1.0094 -7.2435 37 1.0573 0.32 
14 1.0364 -10.62 38 1.0602 0 
15 1.0385 -10.05 39 1.0554 -4.21 
16 1.0412 -6.8059 40 1.0485 5.3 
17 1.0282 -7.0646 41 1.0412 -1.21 
18 1.0198 -6.79 42 1.035 -0.27827 
(Table Continued in Next Page) 
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19 1.0372 -7.2586 43 1.0505 1.23 
20 1.0282 -5.68 44 1.0557 0.32711 
21 1.0404 0.69 45 1.0574 0.44208 
22 1.0276 -8.03 46 1.0479 0.17423 
23 1.0284 -7.4 47 1.0363 -3.4 
24 1.0365 -5.19    
Table 5.2 Hybrid State Estimation Results 
 
3) On-line Sensitivity Analysis Results 
        Applying the hybrid state estimation results to the on-line method, the rank of the top 
10 sensitive buses is obtained below in table 5.3. The system load is increased by 30% as 
well in the simulation. 
On-Line Sensitivity Analysis 
Rank 1 2 3 4 5 6 7 8 9 10 
Bus # 23 7 14 13 15 8 9 25 32 35 
                     Table 5.3 On-line Sensitivity Results 
 
4) Comparison of Off-line and On-line Results in Bus Sensitivity Analysis  
        Because the simulation of the Power World software package is based on the off-line 
data, Power World power flow is able to provide a st ndard static result. In this study, 
both off-line and on-line results are compared with the result from the Power World 
Simulation. The purpose of the comparison is to verify that the off-line method should 
have similar results as the Power World results but the on-line method based on the on-












1 Line 21-20 Line 21-20 Line 21-20 
2 Line 25-1 Line 25-1 Line 25-1 
3 Line 40-37 Line 40-37 Line 40-37 
4 Line 7-9 Line 7-9 Line 40-41 
5 Line 7-5 Line 7-5 Line 7-5 
6 Line 40-41 Line 40-41 Line 7-9 
7 Line 42-43 Line 42-43 Line 2-3 
8 Line 2-3 Line 2-3 Line 23-43 
9 Line 23-43 Line 23-43 Line 42-43 
10 Line 42-44 Line 42-44 Line 42-44 
                                                   Table 5.4 Comparisons of Line Sensitivity 
                 
              
Power World Simulation Results 
Rank 1 2 3 4 5 6 7 8 9 10 
Bus 
# 
23 14 25 11 36 13 32 7 15 9 
(Table Continued in Next Page) 
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Off-line Sensitivity Analysis                      
Rank 1 2 3 4 5 6 7 8 9 10 
Bus # 23 25 14 11 36 13 32 7 15 9 
On-line Sensitivity Analysis 
Rank 1 2 3 4 5 6 7 8 9 10 
Bus # 23 7 14 13 15 8 9 25 32 35 
                                                 Table 5.5 Comparisons of Bus Sensitivity 
 
        Observing the tables above, the on-line and off-line methods show some differences 
of the ranks. However, the two methods pick in common 8 out of 10 sensitive buses 
though the orders of rank are not totally the same. It can also be found that the result of 
the off-line sensitivity analysis is nearly the same as the power world simulation results 
but the results between the on-line method and power world simulation show some 
difference. 
5) Integer Programming in PMU Placement 
        The optimal solutions are not unique in the PMU placement. The total number of 
solutions is 184 which is solved by the MATLAB software. Here, one of the optimal 
placements is given as installing PMUs at bus 1, 3,5 7  11, 14, 17, 20, 23, 26, 28, 30, 37, 
41, 45 and 46. The optimal number of PMUs is 16. 
6) Genetic Algorithm Method in PMU Placement 
        Four solutions are proposed through this method. The given number of required 
PMUs is assumed to be 16. 
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Solution 1: 
Install PMUs at bus 1, 3, 5, 7, 11, 14, 19, 20, 23, 26, 28, 30, 35, 41, 45 and 46. 
Solution 2: 
Install PMUs at bus 1, 9, 10, 15, 17, 20, 24, 27, 29, 30, 34, 35, 39, 41, 42 and 46. 
Solution 3: 
Install PMUs at bus 1, 3, 5, 7, 13, 14, 17, 21, 25, 26, 28, 33, 37, 41, 42 and 46. 
Solution 4: 
Install PMUs at bus 1, 6, 8, 10, 12, 14, 17, 23, 28, 30, 35, 38, 40, 41, 45 and 46. 
7) Ant Colony Optimization Method in PMU Placement 
        One solution is obtained by this method. The optimal number of required PMUs is 



















        After comparing each technique in PMU placement, it can be concluded that: 
1) Integer Programming 
        The Integer Programming method is easy to understand d operate. The 
computation of this method is fast. The result from this method is always the best global 
solution. The Integer Programming is able to provide all optimal solutions. So this should 
be the best method for solving the PMU placement problem. 
2) Genetic Algorithm Method 
        The optimal number of PMUs should be known in advance. The computational 
burden of the GA method is heavy. The GA method doesn’t guarantee the best solution in 
the global search space. However, the GA method is able to provide multiple solutions by 
repeating the program. 
3) Ant Colony Optimization 
        This method also has a heavy computational burden. Due to the fact that the ACO 
method is a probability-based searching method, it is also unable to guarantee the global 
optimal solution. Compared with the GA method, the ACO method has the ability of 
getting the optimal number of required PMUs. 
        In short, it is recommended to use Integer Programming to solve the optimal number 
of required PMUs and the best placement scheme as a standard solution. The GA method 
or the ACO method is used to produce more solutions, whose accuracy could be checked 
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%//////////////Build Y bus////////////////  (Correct!! Page 245 )
for i=1:length(branch(:,1)) 
    if  (branch(i,1)==cuta & branch(i,2)==cutb) 
        continue; 
    end 
    if  (branch(i,2)==cuta & branch(i,1)==cutb) 
        continue; 
    end 
    a(branch(i,1),branch(i,2))=1/complex(branch(i,7),branch(i,8)); 
    a(branch(i,2),branch(i,1))=a(branch(i,1),branch(i,2)); 
end 
for i=1:n 
    for j=1:n 
        if  (i==j) 
            for m=1:length(branch(:,1)) 
                if  (branch(m,1)==i | branch(m,2)==i) 
                    y(i,j)=y(i,j)+complex(0,branch(m,9))/2; 
                end 
            end 
             
            for k=1:n 
                y(i,j)=y(i,j)+a(i,k); 
            end 
            continue; 
        end 
        y(i,j)=-a(i,j); 




    for j=1:n 
 63
        if  (i==j) 
            d2(i,i)=bus(i,6)/bus(i,3)/sbase-bus(i,3)*imag(y(i,i)); 
            continue; 
        end 
            d2(i,j)=-abs(bus(i,3))*abs(y(i,j))*sin(angle(y(i,j)+(bus(j,4)-bus(i,4))*pi/180)); 
    end 




    for j=1:n 
      if  (bus(j,2)>0) 
       
         d1(i)=d1(i)+d2(j,i); 
      end 
    end 






















connection=[10 6 7 3;5 13 0 0;19 12 17 0;27 25 0 0;44 46 42 0]; 
  
for loop=1:1 




    vse(2*i-1,1)=x(n+i,1)*cos(x(i,1)*pi/180); 
    vse(2*i,1)=x(n+i,1)*sin(x(i,1)*pi/180); 
    h(2*i-1,2*i-1)=1; 
    h(2*i,2*i)=1; 
    r(2*i-1,2*i-1)=0.01^2; 




    vpmu(2*i-1,1)=vp(i,1)*cos(vp(i,2)*pi/180); 
    vpmu(2*i,1)=vp(i,1)*sin(vp(i,2)*pi/180); 
    h(2*n+2*i-1,2*i-1)=1; 
    h(2*n+2*i,2*i)=1; 
    r(2*n+2*i-1,2*n+2*i-1)=0.005^2; 







    for j=1:length(connection(1,:)) 
      
       if  connection(i,j)==0 
           break; 
       end 
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       for k=1:nl 
           if  (branch(k,1)==pmu(i) & branch(k,2)==connection(i,j)) | (branch(k,2)==pmu(i) 
& branch(k,1)==connection(i,j)) 
               l=l+1; 
               h(m+2*l-1,2*pmu(i,1)-1)=real(inv(complex(branch(k,7),branch(k,8)))); 
               h(m+2*l-1,2*pmu(i,1))=-
(imag(inv(complex(branch(k,7),branch(k,8))))+branch(k,9)/2); 
               h(m+2*l-1,2*connection(i,j)-1)=-real(inv(complex(branch(k,7),branch(k,8)))); 
               h(m+2*l-1,2*connection(i,j))=imag(inv(complex(branch(k,7),branch(k,8)))); 
                
               h(m+2*l,2*pmu(i,1)-1)=-h(m+2*l-1,2*pmu(i)); 
               h(m+2*l,2*pmu(i,1))=-h(m+2*l-1,2*pmu(i)-1); 
               h(m+2*l,2*connection(i,j)-1)=-imag(inv(complex(branch(k,7),branch(k,8)))); 
               h(m+2*l,2*connection(i,j))=real(inv(complex(branch(k,7),branch(k,8)))); 
                
               currentpmu(2*l-1,1)=ipmu(i,2*j-1)*cos(ipmu(i,2*j)*pi/180)/ibase; 
               currentpmu(2*l,1)=ipmu(i,2*j-1)*sin(ipmu(i,2*j)*pi/180)/ibase; 
                    
               r(m+2*l-1,m+2*l-1)=0.005^2; 
               r(m+2*l,m+2*l)=0.005^2; 
               continue; 
           end 
        end 
        
     










    vc=complex(xse(2*i-1,1),xse(2*i,1)); 
    v(i)=abs(complex(xse(2*i-1,1),xse(2*i,1))); 
    ang(i)=atan(xse(2*i,1)/xse(2*i-1,1))*180/pi; 





























































    f(i,1)=1; 
    b(i,1)=1; 
end 
for i=1:n 
    for j=1:n 
        if  i==j 
            Tpmu(i,j)=1; 
        end 




    Tpmu(branch(i,1),branch(i,2))=1; 






    if  x(i,1)==1 
        k=k+1; 
        pmu_location(k)=i; 








    if  observed_situation(j,1)>1 
        l=l+1; 
        redundancy(l)=j; 
    end 
end 




Program of Sensitivity Constrained Integer Programming 
clc; 
  









    f(i,1)=1; 
    b(i,1)=1; 
    for j=1:length(senpick) 
        if  i==senpick(j) 
            beq(i,1)=1; 
            break; 
        end 
    end 
end 
for i=1:n 
    for j=1:n 
        if  i==j 
            Tpmu(i,j)=1; 
        end 




    Tpmu(branch(i,1),branch(i,2))=1; 





    Aeq(senpick(i),senpick(i))=1; 
end 




    if  x(i,1)==1 
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        k=k+1; 
        pmu_location(k)=i; 








    if  observed_situation(j,1)>1 
        l=l+1; 
        redundancy(l)=j; 
    end 
end 
redundancy   %SORI---System Observability Redundancy Index 
 
