Abstract. This paper is concerned with an e cient estimation and segmentation of 2-D motion from image sequences, with the focus on tra c monitoring applications. In order to reduce the computational load and facilitate real-time implementation, the proposed approach m a k es use of simplifying assumptions that the camera is stationary and that the projection of vehicles motion on the image plane can be approximated by translation. We s h o w that a good performance can be achieved even under such apparently restrictive assumptions. To further reduce processing time, we perform gray-level based segmentation that extracts regions of uniform intensity. Subsequently, w e estimate motion for the regions. Regions moving with the coherent motion are allowed to merge. The use of 2D motion analysis and the pre-segmentation stage signi cantly reduces the computational load, and the region-based estimator gives robustness to noise and changes of illumination.
Introduction
Motion estimation and segmentation is one of the fundamental problems in image sequence processing. In recent y ears, as a result of advances in information technology both in terms of computational power and cost, it has become possible to use computer vision techniques to solving many e v eryday problems. A good example of such a task is tra c monitoring. Tra c monitoring system should be able to carry out many operations including estimation of tra c mean velocity, c o u n ting the number of moving vehicles, tracking individual vehicles and detecting whether tra c is moving freely or not.
One of the crucial components of the tra c monitoring system is the motion analysis algorithm. The task is di cult for several reasons: there are multiple moving objects, the objects of interest are usually small (in the image plane) and poorly textured, and the camera may vibrate due to the weather conditions. The illumination conditions may b e p o o r a n d m a y c hange rapidly. Multiple occlusions are likely and the environment m a y be cluttered. But probably the most challenging is the requirement of real-time or close to real-time performance on relatively cheap hardware. These speci c di culties and constraints require that a standard of-the-shelf algorithm cannot usually be applied and a dedicated algorithm must be designed. In this paper we present a n o vel algorithm, which modi es and combines several known approaches to image segmentation and motion estimation. Before we explain the main premises behind our approach, we v ery brie y review the state of the art in motion estimation.
Motion analysis methods are usually divided into two groups: gradient-based methods and feature-based methods. Gradient-based methods exploit the relationship between the spatial and temporal gradients of intensity through the well-known optic ow equation 6]. These methods only work satisfactorily in regions where there are su cient spatial intensity v ariations (texture) and where the motion between frames is relatively small. Unfortunately, in the case of tra c monitoring, objects exhibit little intensity v ariations and may be quite small, consequently ruling-out this class of approaches. Feature-based methods use features extracted from the frames such a s i n terest points, corners, lines, zero crossing points or regions to determine a motion eld by analysing the change of position of features through several frames. Here again, due to small size of the vehicle in the image plane, grey-level edges and corners are short and can be barely detected. Even if features are detected, a confusion during the feature-matching stage is quite likely as the environment is highly cluttered and there are many occlusions and disocclusions. Recently, Bober and Kittler 3] developed a region-based motion analysis technique called RHT. They combine the Hough Transform and Robust Statistical kernels. It has been shown that RHT can extract motion parameters (such as displacement or parameters of a ne transformation) from two frames with excellent accuracy. M o r e o ver, the technique o ers simultaneous motion estimation and segmentation and is computationally e cient.
Great deal of work has been done in the area of motion estimation and segmentation to tra c monitoring. We s h a l l v ery brie y mention several contributions that show the current trend. Dubuisson and Jain 4] describe a technique that combines motion and colour segmentation. In the paper 5] a system for tra c monitoring is described which The main premise behind our approach are that for the application at hand, an e cient and robust region-based motion analysis should be used. It is expected that region-based estimation is more robust that feature-based approaches, and is also likely to outperform the contour based trackers, which rely solely upon the outer contour of the tracked object. To further aid motion segmentation and reduce computational cost, we propose to apply a grey-level based segmentation as the pre-processing stage. Such approach removes motion-based ambiguity i n regions of uniform grey-level and speeds-up motion segmentation by reducing the number of passes in multi-pass stage.
The paper has the following structure. In next section, we p r e s e n t an outline of the algorithm. Sections 3, 4 and 5 describe in greater detail three stages of processing, namely pre-segmentation, motion analysis and post-processing. Section 6 shows the experimental results on real-word sequences and, nally, conclusions are drawn is section 7.
Outline of the Algorithm
The algorithm consists of three stages: pre-processing involving gray-level based segmentation, motion analysis (including further segmentation if needed) and post-processing stage, where regions are allowed to merge.
The segmentation of the reference image is designed to group pixels of similar gray-levels. Since the road surface and the cars are usually poorly textured, the gray-level segmentation is likely to group pixels belonging to objects (cars) or background (road).
The rst step of motion analysis stage attempts to reduce the number of regions in order to simplify the subsequent operations. This reduction is based on di erence images analysis, and, at least, it allows merging the majority o f t h e static regions.
Motion estimation is applied to the rest of regions. The motion estimator uses a translational motion model. Although more complicated motion models are probably more appropriate for the road-tra c sequences, the translational model is computationally less expensive and can still cope when the scaling e ect is small compared to the translation.
The postprocessing stage, uses the spatial neighbourhood relations between regions to improve the nal segmentation. If two neighbouring regions have similar motion parameters they are likely to belong to the same moving object.
To this end we obtaine a 2D segmentation map with the large background region and smaller foreground regions (cars). An accurate estimate of the translation is given to each region.
Segmentation of the Reference Frame
The purpose of the rst stage is to obtain groups of pixels with similar intensity. Motion will be estimated for these regions, so it is very important that the pixels which are grouped are likely to belong to a single object.
The clustering algorithm used is a modi cation of the technique developed by Kottle and Sun and described in 9]. This technique is an adaptation of the classical k-means algorithm, employing a three-dimensional space of features: the two image coordinates and the pixels intensity. Pixels are assigned to one of the clusters in an iterative process. At e a c h iteration a pixel i is assigned to a cluster j which minimises the following criterion: E ij = ( p i ; m j )W j (p i ; m j ) for j 2 f 1 2 : : : k g (1) where p i is a vector composed of the coordinates and the intensity of the pixel i, m j is the vector which c o n tains the mean coordinates and mean intensity o f the cluster j, k is the number of clusters in the image and W j is a weight matrix that makes the algorithm to adapt itself to the image.
The original algorithm has an important d r a wback, namely it requires that the number of regions (clusters) is provided as an input parameter. It is very di cult to predict reliably how many regions are needed, because it depends not only on the number of moving objects, but also on their size. This is because the clustering tends to favour a uniform distribution and the average size of the clusters depends on their number. If too small number of regions is present, the clustering may group pixels from di erent objects, but too large a parameter used will cause over-segmentation and increase in computational load.
Our approach r e m o ves this problem by i n troducing a multistage segmentation where the original image is segmented initially into a relatively small number of clusters, and each cluster in turn is considered for further segmentation. Since in tra c scenes the road and cars do not exhibit much texture, the decision if a cluster should be further divided is based on the cluster intensity v ariance j . In addition, since it is very di cult to estimate motion for a very small region reliably, a minimum region-size is used to prevent o ver-segmentation. On the other hand, large regions with a small intensity v ariance are also not desirable, since they may c o n tain a small region of di erent i n tensity. Therefore, a maximum region size is also restricted. The cluster is divided if the following condition is ful lled: (N j o r (N j and sigma 2 j t )) where N j is the number of pixels in cluster j and t is the variance threshold. The following values were used in experiments: t = 1 2 , = 1500 and = 150 (image size 192x144 pixels). The selection of the parameter values is somewhat arbitrary, and will depend on the image size, and the minimum size of the object (on the image plane) that should be detected. The parameters are constant f o r a g i v en system (eg xed image resolution and camera location).
The proposed modi cation makes the technique more adaptable to the content of the images, and the nal number of clusters is no longer xed. We still have to specify the initial number of clusters and the number of divisions per iteration, but the results are not sensitive to the value of these parameters. Furthermore, the minimum size of the cluster is now restricted, preventing from extreme over-segmentation. We initially create 6 to 10 clusters and every cluster that passes the division test is again subdivided into 4 clusters. When the size of a cluster is smaller than two times , then the cluster is only divided into 2 clusters. The technique does not guarantee that all pixels are spatially-connected and we need to perform connected component analysis.
or not. The test is based on a simple observation that if there is an intensity edge between two regions and at least one of them is moving, then the frame di erence for some pixels on the boundary is large. (namely for the fractions of edges which are perpendicular to the direction of motion). We follow pixels along the boundary and calculate what proportion of them has large frame di erence.
In this step, static regions are merged and those regions that were divided by the clustering algorithm but in fact form a single region without a substantial discrepancy in the intensity of their pixels.
The region-based motion estimation involves nding the parameters of translation that minimises the sum of displaced frame di erences (DFD), transformed by a robust kernel . The summation is over all pixels from the reference region. In fact, we are minimising an error measure E de ned as follows:
(I 1 (x y) ; I 2 (x + dx y + dy) ) (2) where I 1 (x y), I 2 (x y) are the pixel intensity v alues at location (x y) in the reference and consecutive frames respectively. ( _ ) is the robust redescending function and are the function parameters. When multiple motions are present within a region, the pixels that are not consistent with the dominant motion may b i a s the estimate. These pixels are referred to as outliers. Application of the robust kernel reduces the in uence of outliers so that they will not a ect the value of motion estimate. We h a ve used the following kernel due to its low cost: (x ) = jxj if jxj < otherwise Our approach i s a v ariant of the steepest descent algorithm but it requires less computations. At e a c h iteration, the value of the error function E i (dx dy) is compared to the values of E i computed for eight modi ed displacements:
(dx + k r d y + l r) k l 2 f ; 1 0 1g kl 6 = 0 , where r is the current resolution.
The procedure terminates when the value of E i cannot be further improved by modi cations to (dx dy).
To a void the local minima o f t h e E i function and to accelerate the process, we use a multiresolution approach. A coarse value of the motion parameters is calculated from the image sequence at coarse resolution. This value is then used as a starting point for iterations at ner resolution. At the nest resolution we obtain the parameters of the translation to subpixel accuracy (0:1 pixel). Bilinear interpolation is used to approximate intensity v alue at inter-pixel locations.
Final Motion Segmentation
This nal stage attempts to merge regions moving with coherent motion. This stage is needed, since the initial greylevel based segmentation may split object into smaller regions. All pairs of adjacent regions are considered as candidates (E AB Q 1 )AND(E AB E AA + Q 2 ) (3) (E BA Q 1 )AND(E BA E BB + Q 2 ) (4) where E XY is the error function for the region X displaced with motion parameters calculated for region Y , a n d Q 1 and Q 2 are two positive constants. Values assigned to Q 1 and Q 2 are: 5 Q 1 < 9 a n d 0 Q 2 1. This process is repeated for all pairs of adjacent regions until no pair can be merged. 6 Results Figure 1 presents the segmentation for a sequence in which 9 v ehicles are moving in both directions. Sub gure a is the reference frame, sub gure b is the result of the gray-level based segmentation, sub gure c is the result of the reduction of regions step, and sub gure d is the nal motion segmentation.
For this sequence, it can be seen that eight v ehicles, and not nine, are detected. There is a car that is moving onto the lane on the left that is united to the van that is hiding part of it. Due to the small relative v elocity di erence that exits between the velocities of both vehicles and their distant position in relation to the camera, we believe that this can not be considered as a defect of the algorithm. In any case, the algorithm separates both vehicles after a few frames.
For the rest of vehicles shown in gure 1 we can see that they are correctly segmented, in spite of some of them hide parts of other vehicles.
In both sequences the camera was vibrating slightly, p r o voked by the wind. However, the algorithm can cope with these situations. Note that the method has successfully segmented the moving vehicles.
In sub gure 1.c the importance of the reduction of number of regions step can be seen. This step allows grouping 60-80% of the static pixels of the image into one region. Thus, the subsequent operations are carried out more easily and using less time.
In the rst stage, the parameters initial number of regions, , and were chosen as 6, 12.0, 300, and 4000, respectively. In the motion segmentation stage, the parameters Q 1 and Q 2 received the values 8.0 and 1.0, respectively. Table 1 represents the computational costs of the di erent parts of the algorithm when using diferent con gurations for this sequence. These times have been measured on a Hewlett Packard workstation Apollo Model 725/75 with a processor PA-RISC 7100 (75 MHz).
The rst row of the table shows the costs when the size of the image is 384x288. We can see that the computational cost of the two rst stages is large in comparison with the third stage. The total cost is 47.8 seconds per frame. The algorithm can be speeded up by calculating an 'Activity Map ' 10] that marks the pixels that are always static. These pixels are discarded since they never will be occupied by a v ehicle. The time of computation of the algorithm when the 'Activity Map' is used is shown in the second row. Now, it has been reduced to 26.63 seconds. We can see that the cost of the clustering stage is signi catively reduced. However, the reduction in the Motion Estimation stage is not so large, because the cost of the static pixels is small compared with the cost of estimating the motion for the moving pixels. Table 1 . Computational cost (seconds) of the algorithm. Since 384x288 can be considered as a big image size, and the algorithm does not require so much resolution, we can reduce the computational cost of the algorithm by reducing the size of the images. The third row of the table 1 shows the computational costs of the algorithm when using a 192x144 image size and an 'Activity Map' (A.M.). Now, the total time of computation is 8.03 seconds.
Conclusions
We h a ve presented an approach for motion analysis in tra c scenes, which segments moving vehicles and estimates their velocities in the image plane. Our approach i s a n o vel combination of several existing techniques and algorithms.
The clustering algorithm is an improved variant of the method presented in 9] in which w e h a ve carried out modi cations. With these modi cations is not necessary to indicate the nal number of regions. We h a ve also developed a method based on di erence images which reduce the number of regions by uniting almost all the static regions of the image into a stationary background. The motion estimation process is based on nding the motion that minimizes the gray level di erence between the motion-compensated pixels in the original frame and corresponding pixels in the consecutive frame. The estimation is performed with sub-pixel accuracy and uses a multi-resolution approach that allows to avoid the local minima of the Displaced F rame Di erence function and speeds up the computational process. In order to achieve a reliable motion estimation, we u s e a redescending robust kernel. The nal motion segmentation is achieved by merging regions moving with coherent motion.
We h a ve demonstrated that a motion analysis based on a translational model is su cient for the segmentation purpose when scaling e ect of the motion is small compared with translation, and therefore it is not necessary to employ a more complex model such as a ne or perspective.
The proposed method proved to be robust to camera vibrations and it copes well with multiple moving objects. Unlike some other techniques it does not use feature points and it consequently works well in a cluttered environment.
