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Category theory has been used extensively and successfully in modeling func-
tional programming languages (see, e.g., [22, 23, 17, 20, 25, 15]). However, it
has been used to a lesser extent in understanding and modeling object-oriented
programming (OOP) languages, mainly focusing on OO languages extant during
the early days of OOP research [13, 16, 18, 21].
Recently, we presented a detailed outline for using operads, from category
theory, to model the iterative construction of the infinite subtyping relation
in Java and other generic nominally-typed OO programming languages such
as C#, C++ and Scala. Besides using operads to model the construction of
the subtyping relation, we believe that there are plenty of other new uses of
category-theoretic tools that can help in having better models and a better
understanding of mainstream OOP languages.
In this extended abstract we present outlines for four potential applications
of category theory in OOP research. Namely, we first present (1) a summary of
our use of operads to construct the Java subtyping relation, then we present (2)
the possible use of representable functors (and Yoneda’s Lemma) in modeling
and understanding generic types of generic nominally-typed OOP, followed by
(3) the possible use of the equivalence of category presentations to relational
database schema and of cartesian-closed categories as models of functional pro-
gramming to model a structural view of OOP, and, finally, we present (4) the
possible use of adjoint functors to model a particularly complex feature of Java
generics, namely Java erasure.
Operads and Generic OO Subtyping. Earlier this year, in [10, 11],
we outlined how an operad, called JSO (for Java Subtyping Operad), can be
defined to model the iterative construction of the generic subtyping relation in
Java and other similar generic nominally-typed OO languages such as C# and
Scala. Our model makes use of two facts: the fact that the generic subtyping
relation in Java exhibits intricate self-similarity, due to the existence of wildcard
types (and, accordingly, the existence of three subtyping rules for generic types),
∗This extended abstract, in abridged form, has been accepted for presentation at The
Nordic Workshop on Programming Theory (NWPT’17), Turku, Finland, November 1-3, 2017.
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Figure 1: The JSM morphism of JSO
and that operads are category-theoretic tools suited for and frequently used to
model self-similar phenomena. (More on operads can be found in [25, 19]).
In JSO we present four operad morphisms, copy, flip, flat, and merge
that model the three subtyping rules for generic types in Java and a (hidden)
merging transformation. The operadic composition of these four morphisms
(see Figure 1) defines how the subtyping relation in Java can be iteratively con-
structed. More details on JSO, and examples that illustrate its inner workings
and its application, are found in [10, 11].
Recently, while working on formalizing JSO in full, it has been suggested
to us [26] to make the presentation of JSO clearer by specifying some of the
“obvious” relations that exist between morphisms of JSO. As such, the most
obvious of the relations between JSO morphisms seem to us to be copy = id,
flip2 = flip ◦ flip = copy, and flatten2 = flatten ◦ flatten = flatten, which
express that copy is an identity transformation, that flip is its own inverse, and
that flatten is an idempotent transformation. We intend to present more of
these relations (and more accurate versions of them) when, in future work, we
present the full formal definition of JSO.
Using operads to model the subtyping relation in Java has revealed to us
some facts that we believe improve our understanding of the type systems of
generic nominally-typed OO languages. These include, for example, revealing
three reasons why the self-similarity of the Java subtyping relation is intricate
and not immediately obvious (see [10, 11, Section 6]). It has also made clearer
to us some suggestions on how to build a domain-theoretic or categery-theoretic
model of generic nominally-typed OO languages, as we explain below.
Yoneda’s Lemma, Representable Functors, and OO Generic Types.
Last year we developed and presented few ideas on how to construct a domain-
theoretic model of generic nominally-typed OOP [8] along similar lines to our
earlier construction of a model of non-generic nominally-typed OOP [1, 2, 4],
particularly suggesting using the notions of nominal type intervals and full
generification and illustrating these notions with a number of code examples [7].
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Recently we found out that, again, category theory can be employed to better
improve, explain and present our model.
David Spivak has presented, in his famed book [25] and also earlier in [24],
how to view relational database schemas as category presentations and vice
versa. In his work, Spivak also explains the meaning of representable func-
tors, and of the related Yoneda’s lemma, in the context of relational databases,
where representable functors are viewed as particular (“most generic”) database
instances (of a database schema) and Yoneda’s lemma provides a correspon-
dence between each row of a relational database table and an instantiation of
the most generic instance of the the database schema corresponding to that
table.
Given that representable functors can be viewed as modeling themost generic
instances of objects in a category and that Yoneda’s lemma states that specify-
ing an instance of some type is the same as ‘filling in all placeholders’ in the most
generic instance of an object [25], it immediately came to our minds that both
notions can be helpful in understanding and modeling generic nominally-typed
OOP.
In particular, we saw that if generic classes of a Java program are objects
of a category where non-id arrows of the category connect a generic class to
classes of the upperbounds (i.e., the erasure) of its type parameters (classes
that take no type parameters will have no non-id outgoing arrows), then in that
context Yoneda’s lemma is simply a formal expression of the fact that defining
and specifying a generic type (in Java and other similar languages) is done just
by specifying a generic class and its actual type arguments (e.g., for generic
class List and actual type argument String, we get type List<String>).
Also, given a database schema/category C, then just as Spivak uses set-
valued functors F : C → Set to model instances of C, we found that set-valued
functors can similarly model generic types as instances (also called ‘instantia-
tions’) of generic classes, where a generic class gets mapped by such a functor to
the corresponding set of its instantiations. Further, given that not all set-valued
functors are representable functors, but that representable functors are rather
the most generic instances/functors, we found that representable functors over
the category of generic classes of a program can correspond to instantiations
of the fully-generified versions of the classes—which we explain in [7]—using
artificial type variables (equivalent to Skolem variables in logic, and to labelled
nulls in database systems), making clearer a connection between our own work
and category theory.
SOOP=RDB+FP=Cat+CCC. Compared to a nominally-typed view of
OOP [1, 2, 4, 14, 9], a structurally-typed view of OOP is simpler, but also less
accurate. A structural view of OOP is still held by some OO PL researchers [3,
5, 6, 12]. A structural view of OOP views objects as being mere records, of
data values (as fields) and of functions (as methods), i.e., as records that do
not include nominal class/type information that is associated with behavioral
contracts that the objects maintain [9]. Due to its semantic significance, the
inclusion of nominal information is essential in the nominally-typed view of OOP
(where it is usually included as a third class signature component of objects). In
3
the simpler structural view of OOP an object can however be viewed as being
composed of just two components: an inactive “state” component (fields of the
object, or its “configuration”) and an active “processing” component (methods
of the object, or its “actions”).
As hinted to earlier, Spivak has shown the equivalence of relational database
schemas and category presentations. Also, it is well-known that functional pro-
gramming, and typed λ-calculus (the “mother” of all functional programming
languages) in particular, can be modeled by cartesian closed categories (CCCs).
Given the strong similarity between fields of objects and data fields in a
relational database table and the strong similarity between methods of objects
and (mutually-recursive) functional programming, we conjecture that combin-
ing both models of relational databases and functional programming in some
precise way can be used to model structural OOP. This seems to be a plausible
category-theoretic view of structurally-typed OOP [26]. In particular, we be-
lieve an accurate category-theoretic model of (structural) OOP can be developed
that uses (instances of) a category presentation to model fields of objects and
(instances of) cartesian closed categories to model methods of objects. In other
words, we believe structural OOP can be modeled by combining the category
theory models of relational databases (namely, category presentations), and of
functional programming (namely, cartesian closed categories).
In summary, we thus believe
SOOP = Cat+ CCC
where SOOP stands for a categorical model of structural OOP, Cat is the
category of (small) categories (or, more accurately, their presentations), CCC is
the category of cartesian closed categories, and + is a combination/composition
operator whose details are so far left unspecified.
To model nominally-typed OOP using similar category-theoretic tools, it
seems that including nominal information (as the third class signature compo-
nent of objects) can be done via an algebra or an algebra signature, but we have
not investigated this idea further. We leave it to future work.
Adjoint Functors and Java Erasure. Adjoint functors (a pair of which
define an adjunction) can be best understood intuitively as modeling approx-
imations, or as providing so-called “formulaic optimization”. For example, the
floor and ceiling functions (usually denoted by b·c, d·e), which map real num-
bers in R to their nearest integers in Z, can be presented as examples of two
adjunctions when each of the two functions is separately paired with the inclu-
sion function i : Z→ R that maps integers into the real numbers. The floor
and ceiling of a real number present a best-lower and best-upper approximation
of that real number. A similar sense of approximation exists in Java erasure,
where a (less precise) non-generic type can be viewed as approximating a (more
precise) generic type.
The current support for generics in Java depends heavily on the notion of
Java erasure, which is a feature of Java that eases ‘migration-compatibility’
from non-generic Java code to generic Java code. Java erasure “erases” a
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generic type to a related non-generic type, which also allows generic code to
be run on non-generic JVMs. (For example, instantiations of the generic Java
class LinkedList, such as LinkedList<String> and LinkedList<Integer>,
get erased to the non-generic legacy Java type LinkedList.)
Given the one-to-one correspondence between non-generic subtyping and
subclassing (particularly type inheritance) in nominally-typed OO languages
such as Java, C# and Scala [14, 12], erasure can be viewed as a mapping from
generic types to Java classes, where the subclassing relation between generic
classes/type constructors is the same as the non-generic subtyping relation.
Erasure, as such, defines an (adjoint) functor, say F , from the generic subtyping
relation to the subclassing relation. The other element in the pair of functors
(so as to define an adjunction) should be a functor, say G, that takes a generic
class and produces a “canonical” instantiation of that class. We take G to be
the functor instantiating the generic class with the wildcard type ‘?’ (which
by default is bounded by the upperbound of its corresponding type parameter.
With little difficulty, F-bounded type parameters, where a type parameter is
used in its own bound, can be handled by G).
To demonstrate that F and G define an adjunction (called a ‘Galois connec-
tion’ in the context of partial orders, since the generic subtyping relation and
the subclassing relation are indeed partial orders), we should note that it is easy
to see that the condition for an adjunction is satisfied by F and G. Namely, in
Java we have
F (a) ≤ b⇐⇒ a <: G(b),
for all generic types a, generic classes b, where ≤ denotes the subclassing relation
and <: denotes the generic subtyping relation.
In words, this condition says that the erasure F (a) of a generic type a is a
subclass of class b if and only if a is a subtype of the ‘?’ wildcard instantiation
G(b) of class b, which is a true statement in Java and all generic nominally-typed
OO languages. (To illustrate, consider, for example, the statement
LinkedList ≤ List⇐⇒ LinkedList<T> <: List<? extends Object>
where a is the generic type LinkedList<T> for any type parameter T—e.g.,
String or Integer or ‘? extends Number’—b is class List, and Object is the
upperbound of the type parameter of class1 List. This statement asserts that
LinkedList is a subclass of List if and only if any instantiation of LinkedList
is a subtype of List<? extends Object>—the same type as List<?>—which
is a true statement in Java.)
Given that any adjunction induces a monad, and vice versa, to strengthen
the connection with category-theoretic notions even further we can present the
monad induced by the (F,G) adjunction, but for space considerations we refrain
from doing so here. In summary, though, we should note that, in Java, for all
generic types a and generic classes b, we have
a <: G(F (a)) and F (G(b)) ≤ b
1In this work we treat Java interfaces as abstract classes.
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(in fact, more strongly, in Java we have b = F (G(b))).
Of course, it is natural to expect that there could be strong connections and
interactions between the four uses of category theory we presented above. For
example, note the use of Java erasure when discussing representable functors
and the application of Yoneda’s lemma to the category of generic classes. Also,
note that Yoneda’s lemma will be applicable “at two different levels” (i.e., the
level of values and the level of types) if nominally-typed OOP is modeled as
we suggested above (it will applicable to the instantiation of generic classes to
define generic types, and to the instantiation of generic types to define objects,
a.k.a., instances of these types). We keep making further connections to future
work, however.
To conclude this abstract, based on the connections we made above between
some notions of category theory and some features of OOP languages, particu-
larly generic nominally-typed OOP languages, we believe that the extensive use
of category theory in modeling functional programming two decades ago should
now be matched by more use of category theory—including the use of its newly
discovered tools—in improving our understanding of modern mainstream OOP
languages.
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