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Re´sume´
Classiquement, l’asservissement visuel base´ image a
consiste´ a` controˆler les mouvement d’un ensemble
de primitives visuelles (souvent de type ge´ome´trique).
Re´cemment, un controˆle de type asservissement visuel
photome´trique a e´te´ propose´, de manie`re a` conside´rer
l’image comme un ensemble et ainsi permettant d’e´viter
d’extraire et de suivre des primitives ge´ome´triques. Des
travaux ante´rieurs ont propose´ d’utiliser directement les in-
tensite´s de l’image pour de´finir une loi de controˆle. Dans
cet article, nous proposons une extension de ces travaux
en utilisant des descripteurs globaux, ici des histogrammes
d’intensite´, pris sur l’inte´gralite´ de l’image ou sur plu-
sieurs sous-ensembles de l’image, de manie`re a` arriver
a` un controˆle des 6 degre´s de liberte´ (ddl.) d’un robot.
Les re´sultats sont ensuite de´montre´s via des validations
expe´rimentales.
Mots Clef
Vision, asservissement visuel direct, histogrammes d’in-
tensite´s, robotique.
Abstract
Classically visual servoing considered the regulation in the
image of a set of visual features (usually geometric fea-
tures). Recently direct visual servoing scheme, such as pho-
tometric visual servoing, have been introduced in order to
consider the image as a whole and thus avoid the extrac-
tion and the tracking of such geometric features. Previous
works proposed methods to use directly the image intensi-
ties in the definition of the control law. In this paper, we
propose a method to extend these works by using a global
descriptor, namely intensity histograms, on the whole or
multiple sub-sets of the images in order to achieve control
of a 6 degrees of freedom (DoF) robot. The results are then
demonstrated through experimental validations.
Keywords
Computer vision, direct visual servoing, intensity histo-
grams, robotics.
1 Introduction
Le but de l’asservissement visuel est de controˆler la dyna-
mique d’un syste`me par l’utilisation de l’information vi-
suelle fournie par une ou plusieurs came´ras [2]. Le but est
de re´guler a` ze´ro une erreur de´finie dans le plan image.
Habituellement, comme pre´sente´ dans [11][2][3] cette er-
reur a` minimiser est base´e sur des caracte´ristiques visuelles
qui correspondent a` des caracte´ristiques ge´ome´triques
(points, lignes,...) extraites et mises en correspondance
dans l’image courante et de´sire´e. Cette approche classique
requiert l’extraction d’informations visuelles qui doivent
ensuite eˆtre mises en correspondance et suivies a` partir
de ces images. Le suivi spatio-temporel en temps re´el
de ces caracte´ristiques visuelles e´tant une taˆche non tri-
viale, il repre´sente un des points critiques au niveau du
de´veloppement du domaine de l’asservissement visuel.
Re´cemment, pour e´viter ces processus de suivi et de mise
en correspondance, des approches directes ont e´te´ pro-
pose´es [4], dans lesquelles l’e´tape de mise en correspon-
dance des caracte´ristiques et d’extraction a e´te´ e´limine´e.
Dans le cadre de ces me´thodes, le controˆle est construit par
minimisation de l’erreur entre l’image courante et de´sire´e.
La seule information conside´re´e ici e´tant l’information
photome´trique pure (i.e., l’intensite´ de l’image).
Bien que l’asservissement visuel photome´trique [4]
soit tre`s efficace et tre`s pre´cis, il peut paˆtir d’un cer-
tain nombre d’inconve´nients dans un environnement non
controˆle´ (parce qu’il se base sur une comparaison pixel a`
pixel entre les images, il peut alors eˆtre sensible aux va-
riations d’illuminations et aux occultations...), ce qui me`ne
a` une perte de pre´cision au niveau des re´sultats de posi-
tionnement. Une possibilite´ pour ame´liorer cette me´thode
est l’utilisation d’une approche globale de manie`re a` tra-
vailler avec une repre´sentation plus compacte de l’infor-
mation visuelle. Pour re´soudre ces proble`mes, [9] pro-
pose d’adapter dynamiquement l’image de re´fe´rence aux
conditions d’illumination de l’image courante acquise par
la came´ra. L’image de re´fe´rence est alors remplace´e par
une image pre´dite, calcule´e en utilisant un ope´rateur de
pre´diction probabiliste (lequel prend en compte les condi-
tions d’illuminations a` la fois de l’image courante et de
l’image de´sire´e apprise). Une autre approche directe [8]
a utilise´ l’information mutuelle comme crite`re de simila-
rite´ entre l’image de´sire´e et courante. Cette approche base´e
sur la the´orie de l’information permet d’asservir la came´ra
de manie`re a` maximiser la quantite´ d’information partage´e
entre l’image courante et de´sire´e (l’information mutuelle
e´tant base´e sur une mesure de l’entropie de l’image).
Dans cet article, nous proposons de repre´senter l’image
par des histogrammes d’intensite´ et de construire une loi
de controˆle base´e sur ces caracte´ristiques visuelles, ce qui
permet d’offrir une plus grande flexibilite´ au niveau du
choix du descripteur (niveaux de gris, couleur, gradients...)
et permettant de profiter de la relative simplicite´ de calcul
d’une distance entre histogrammes. Les histogrammes ont
e´te´ tre`s largement utilise´s en vision par ordinateur, que ce
soit en suivi, mise en correspondance, de´tection ou indexa-
tion d’images.
Au niveau du suivi, l’algorithme de suivi Mean Shift [6] et
ses de´veloppements ont prouve´ la faisabilite´ d’un sche´ma
de commande base´ histogramme. Un histogramme de cou-
leur est utilise´ pour de´crire la re´gion a` suivre. En se basant
sur le coefficient de Bhattacharyya, le suivi en ensuite ac-
compli ite´rativement pour trouver le minimum local d’une
fonction de mesure de distance en utilisant l’algorithme du
mean shift. Une version e´tendue du mean shift, utilisant des
histogrammes et base´ sur de l’optimisation non-line´aire, a
aussi e´te´ propose´e dans [10]. Dans le domaine de la re-
connaissance de forme ou de l’indexation d’image, l’utili-
sation de me´thodes utilisant des descripteurs base´s histo-
grammes a be´ne´ficie´ grandement a` certaines applications.
Les histogrammes de gradients oriente´s ont e´te´ largement
utilise´s dans la de´tection de points d’inte´reˆts et dans les
me´thodes de mise en correspondance telles que Sift [12],
utilise´ par exemple dans la de´tection de pie´tons comme
montre´ dans [7]. Des algorithmes d’indexation ou de re-
cherche d’image, tels que Gist [14], utilisent eux aussi les
histogrammes pour de´crire l’image globalement.
Dans cet article, nous e´tendons l’asservissement visuel di-
rect en utilisant les histogrammes d’intensite´s de niveaux
de gris. L’ide´e est de calculer l’histogramme des images
acquises pour la pose de´sire´e et courante, et de com-
mander la came´ra de manie`re a` minimiser une distance
approprie´e entre ces deux histogrammes. Cette approche
nous permet de be´ne´ficier des proprie´te´s des histogrammes,
telles qu’une meilleure robustesse au bruit, ainsi que de la
flexibilite´ en permettant de choisir le nombre de classes
conside´re´es dans le calcul de l’histogramme.
Cet article est structure´ comme suit. La section suivante
de´crit les concepts e´le´mentaires de l’asservissement visuel.
La section 3 de´veloppe la nouvelle fonction de couˆt a` mi-
nimiser et la loi de commande sous-jacente. Finalement,
la section 4 propose le de´veloppements expe´rimentaux qui
valident la me´thode.
2 Asservissement visuel direct
2.1 Taˆche de positionnement
L’objectif d’une taˆche de positionnement est d’atteindre
une pose de´sire´e de la came´ra r∗, en partant d’une pose ini-
tiale arbitraire. Pour atteindre cet objectif, il faut de´finir une
fonction de couˆt ρ qui refle`te, dans l’espace image, cette
erreur. En conside´rant la pose courante de la came´ra r, le
proble`me peut alors eˆtre e´crit sous la forme d’un processus
d’optimisation :
r̂ = argmin
r
ρ(r, r∗) (1)
ou` r̂ est la pose atteinte apre`s le processus d’asservisse-
ment, et doit eˆtre la plus proche possible de r∗ (a` l’opti-
mum r̂ = r∗). Par exemple, si l’on conside`re un ensemble
de caracte´ristiques ge´ome´triques s, de manie`re classique,
la taˆche minimisera la diffe´rence entre s et la configuration
de´sire´e s∗, ce qui me`ne a` :
r̂ = argmin
r
(s(r)− s∗). (2)
Cette taˆche d’asservissement visuel peut eˆtre re´solue en
appliquant ite´rativement une vitesse a` la came´ra. Cela
ne´cessite une connaissance de la matrice d’interaction Ls
de s(r) qui relie la variation de s˙ a` la vitesse de la came´ra
et est de´finie telle que :
s˙(r) = Lsv (3)
avec v = (v,ω), ou` v et ω sont respectivement la vitesse
line´aire et angulaire de la came´ra.
Cette e´quation me`ne a` l’expression de la vitesse qu’il faut
appliquer au robot. Une loi de commande cine´matique est
traditionnellement de´finie par :
v = −λL+s (s(r)− s∗) (4)
ou` λ est un scalaire positif.
Comme indique´ dans [5], une telle loi de commande
est tre`s similaire a` un processus de minimisation de
type Gauss-Newton, me´thode tre`s largement utilise´e pour
re´soudre des proble`mes d’optimisation non-line´aires. Dans
cette approche, la de´termination de la direction de descente
va affecter tre`s largement le rayon de convergence de cette
me´thode. Une me´thode alternative, de type Levenberg-
Marquardt, peut aussi eˆtre utilise´e afin d’augmenter le coˆne
de convergence et peut s’exprimer de la manie`re suivante :
v = −(H + µ diag(H))−1L>s (s(r)− s(r∗)) (5)
avec H = L>s Ls.
3 Asservissement visuel base´ histo-
gramme
Les histogrammes sont un moyen tre`s puissant d’obte-
nir une repre´sentation globale et compacte d’un ensemble
de valeurs, spe´cialement pour des applications de suivi
ou d’indexation d’images, ou` ils sont utilise´s pour effec-
tuer des comparaisons entre deux images (ou des par-
ties d’images) de manie`re globale. Puisque la comparaison
pixel a` pixel (SSD) peut ne pas eˆtre assez robuste en cas
de variation d’illumination ou de bruit, une telle approche
globale nous apparait eˆtre un choix inte´ressant.
3.1 Histogramme : de´finition et pre´sentation
L’ide´e principale derrie`re le calcul d’histogramme est de
classifier chaque pixel de l’image dans une classe cor-
respondant (dans le cas conside´re´ dans cet article) a` une
valeur d’intensite´ de ce pixel. Chaque classe consiste en
une valeur scalaire qui sera incre´mente´e chaque fois qu’un
e´le´ment correspondant a` cette classe sera trouve´. Les va-
leurs des classes seront ensuite normalise´es en fonction du
nombre de pixels dans l’image. Cela conduit a` la de´finition
classique d’un histogramme d’intensite´ :
pI(i) =
1
Nx
Nx∑
x
δ(I(x)− i) (6)
ou` i ∈ [0, 255] si l’on utilise des images a` 256 niveaux
de gris, Nx est le nombre de pixels dans l’image I(x), et
δ(I(x)− i) e´tant la fonction de Kronecker de´finie par :
δ(x) =
{
1 si x = 0
0 sinon (7)
pI(i) est donc la probabilite´ qu’un pixel de l’image I
posse`de l’intensite´ i.
3.2 Distance entre histogrammes
Comme annonce´, notre but est de trouver un moyen d’utili-
ser un tel histogramme en tant que caracte´ristique visuelle
au sein d’une loi de commande d’asservissement visuel. Il
convient donc de pouvoir comparer deux a` deux ces histo-
grammes. Comme donne´ dans l’e´quation (1), une fonction
de corre´lation ρ(.) doit donc eˆtre de´finie. La me´thode tra-
ditionnelle pour le faire est de comparer les histogrammes
classe a` classe, en utilisant par exemple la distance de Ma-
tusita, qui peut eˆtre exprime´e par [1] :
ρ(I, I∗) =
Nc∑
i
(√
pI(i)−
√
pI∗(i)
)2
(8)
ou` Nc est le nombre de classes utilise´es dans les histo-
grammes. Il est a` noter que le choix d’un nombre de classes
e´leve´ permettra d’obtenir plus de pre´cision au niveau de la
loi de commande mais au de´triment du rayon de la zone de
convergence et peux aussi conduire a` l’apparition de mi-
nima locaux dans la fonction de couˆt ce qui peux nuire a` la
convergence de la loi de commande.
3.3 Calcul de la matrice d’interaction
Le proble`me principal qui survient lors de l’utilisation de
cette formulation de l’histogramme est que la fonction
de Kronecker (δ(.) dans l’e´quation (6)) est a priori non-
de´rivable, ce qui est proble´matique puisque nous devons
calculer une matrice d’interaction [2] (dite aussi Jacobien
image [11]) correspondant a` cette nouvelle fonction d’er-
reur (a` savoir la distance de Matusita).
Pour re´soudre ce proble`me, en suivant la me´thodologie
propose´e dans [8], nous choisissons d’utiliser des B-
Splines d’ordre au moins deux (de´rivable au moins une
fois) pour approcher et adoucir nos classes (comme illustre´
par la Fig.1). Cette technique conduit a` la formulation sui-
vante d’un histogramme :
FIGURE 1 – B-Spline applique´e a` un histogramme
pI(i) =
1
Nx
Nx∑
x
φ(¯I(x)− i) (9)
ou` Nx est le nombre de pixels, x = {x, y} est un unique
pixel de l’image, φ(.) est une B-Spline de´rivable au moins
une fois, I¯ est l’image re´duite a` Nc valeurs d’intensite´
(chaque histogramme contiendra alors Nc classes). Pour
des images 8 bits, nous avons :
I¯(x) =
Nc
256
I(x).
Une description de´taille´e des fonctions B-Splines est
donne´e par Unser et al. dans [15], mais les proprie´te´s qui
nous inte´ressent ici sont : l’inte´grale de la fonction est 1
(ainsi le re´sultat n’a pas a` eˆtre re-normalise´) et le calcul
des de´rive´es est obtenu aise´ment. Dans les expe´riences sui-
vantes, une B-Spline d’ordre 2 a e´te´ choisie :
φ(t) =

t+ 1 si t ∈ [−1, 0]
−t+ 1 si t ∈ [0, 1]
0 sinon
. (10)
Comme montre´ dans la partie pre´ce´dentes, la matrice d’in-
teraction peut eˆtre vue comme le Jacobien du vecteur de ca-
racte´ristiques par rapport a` chacun des parame`tres de pose
r = {tx, ty, tz, rx, ry, rz}. Cette de´finition me`ne a` l’ex-
pression suivante : Lρ =
∂ρ(I,I∗)
∂r ou` I
∗ et I sont les images
a` la pose de´sire´e et a` la pose courante, et ρ(I, I∗) est la
distance de Matusita entre les deux histogrammes.
En utilisant la re`gle de composition des de´rive´s de fonc-
tions, on peut obtenir les expressions suivantes :
Lρ =
∂
∂r
[
Nc∑
i
(√
pI¯(i)−
√
pI¯∗(i)
)2]
(11)
= 2
Nc∑
i
(
∂
∂r
√
pI¯(i)
(√
pI¯(i)−
√
pI¯∗(i)
))
avec
∂
∂r
√
pI¯(i) =
1
2
√
pI¯(i)
∂pI¯(i)
∂r
(12)
ou`
∂pI¯(i)
∂r
=
∂
∂r
(
Nx∑
x
(
φ(¯I(r, x)− i)))
=
Nx∑
x
(
∂
∂r
(
φ(¯I(r, x)− i))) (13)
et d’apre`s [8],
∂
∂r
(
φ
(¯
I(r, x)− i)) = ∂
∂i
(
φ
(¯
I (r, x)− i)) ∂I¯ (r,x)
∂r
=
∂
∂i
(
φ
(¯
I (r, x)− i))LI¯ (14)
avec, d’apre`s [5], la matrice d’interaction qui relie la va-
riation des intensite´s de l’image a` la vitesse de la came´ra,
donne´e par :
LI¯ = −
(∇xI¯Lx +∇yI¯Ly) (15)
ou` Lx et Ly sont les lignes correspondant aux coordonne´es
x et y de Lx qui est la matrice d’interaction correspondant
a` un unique point 2D x = (x, y) de l’image, et de´finie dans
[2] par :
Lx =
[−1
Z 0
x
Z xy −(1 + x2) y
0 −1Z
y
Z 1 + y
2 −xy −x
]
.
Finalement, apre`s simplification, nous obtenons la matrice
d’interaction suivante Lρ pour notre loi de commande :
Lρ =
Nc∑
i
 1
Nx
(
1−
√
pI¯∗ (i)√
pI¯(i)
)
Nx∑
x
(
∂
∂i
(
φ(¯I(r,x)− i))LI¯)
.
3.4 Utilisation de noyaux dans l’histo-
gramme
Dans des travaux tels que les proble`mes de suivi par mean
shift [6, 10], lesquels sont lie´s a` notre proble´matique, une
fonction noyau de ponde´ration a e´te´ introduite avec succe`s
dans le calcul de l’histogramme, de manie`re a` donner plus
de poids aux pixels au centre de l’image et moins a` ceux en
bordure, ces derniers e´tant plus susceptibles de contenir de
l’information utile. L’utilisation des noyaux peut eˆtre jus-
tifie´e puisque certains pixels entrent et sortent du champ
de capture de la came´ra. Le noyau permet alors de don-
ner plus d’importance a` ceux, plus stables, du centre de
l’image. L’expression de calcul de l’histogramme devient
alors :
pI¯(i) = C
Nx∑
x
K(
x− c
h
)δ(i− I¯(x)) (16)
avec C une constante de normalisation telle que C =
1
Nx
∑Nx
x K(
x−c
h )
, et K un noyau isotrope de bande passante
h, centre´ sur c, le centre de l’image. Dans notre cas, nous
prenons K comme e´tant un noyau gaussien, exprime´ tel
que :
K(
x− c
h
) = e−
||x−c||22
h . (17)
3.5 Extension a` des noyaux multiples
Comme attendu d’apre`s des travaux pre´ce´dents utilisant
des distances d’histogrammes d’intensite´ [6], le calcul d’un
seul histogramme sur l’image entie`re ne permet pas de
controˆler plus que les seules translations sur les axes x/y.
Une solution qui a e´te´ propose´e dans le domaine du suivi
est d’e´tendre la sensibilite´ de la me´thode base´e histo-
gramme a` plus de degre´s de liberte´s en utilisant plusieurs
noyaux dans la meˆme image [10]. Ici nous adaptons cette
ide´e en divisant l’image en plusieurs zones et en asso-
ciant un histogramme a` chacune de ces zones, les vecteurs
d’erreurs ainsi que les matrices d’interaction re´sultantes
sont ensuite empile´s. La Fig. 2 montre un exemple de
l’utilisation de cette me´thode en utilisant 9 noyaux dans
l’image : chaque sous-partie est utilise´e pour calculer son
propre histogramme, donnant ainsi une nouvelle distance
qui pourra eˆtre utilise´e comme une caracte´ristique a` part
entie`re lorsque l’on comparera ces 9 histogrammes aux 9
histogrammes qui seront calcule´s dans l’image a` la pose
de´sire´e.
La matrice d’interaction globale devient alors :
Lρ =
[
Lρ1 Lρ2 . . . Lρn
]T
(18)
ou` Lρi est la matrice d’interaction associe´e a` la distance
entre les K-ie`mes histogrammes, en utilisant la loi de com-
mande de´finie dans la partie pre´ce´dente. En utilisant as-
sez de noyaux dans l’image, il devient alors possible de
controˆler les six degre´s de liberte´ du robot (voir la partie
suivante).
Apre`s plusieurs expe´riences, la se´paration de l’image en
cinq horizontalement et verticalement (25 sous-parties)
s’est ave´re´e eˆtre un bon choix. Prendre moins de zones peut
se re´ve´ler proble´matique a` par rapport a` un bon de´couplage
des degre´s de liberte´, tandis qu’en prendre plus peut en-
traıˆner une trop grande sensibilite´ a` de petites variations de
la sce`ne et conduire a` une plus grande difficulte´ concer-
nant le re´glage des parame`tres (notamment concernant la
de´termination du gain associe´ a` la vitesse de descente et du
nombre de classes a` prendre dans l’histogramme).
FIGURE 2 – Illustration de l’approche multi-noyau avec 2
se´parations horizontales et verticales (9 zones)
Concernant l’effet de l’approche multi-noyaux au niveau
de la fonction de couˆt, la Fig. 3 montre la forme de la fonc-
tion de couˆt dans le cas ou` l’on utilise qu’un seul noyau
sur toute l’image pour calculer notre histogramme. On voit
que meˆme sur ces seuls degre´s de liberte´s (tx et ty), il n’y
a pas de minimum global clairement de´fini, ce qui pourra
empeˆcher notre syste`me d’atteindre la pose de´sire´e. D’un
autre cote´, si l’on se´pare l’image en 5 sur les axes x et y,
et si l’on cre´e une caracte´ristique pour chacune des sous-
parties, la fonction de couˆt montre un minimum bien de´fini,
ainsi qu’une valle´e de convergence plutoˆt large, comme le
montre la Fig. 4.
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FIGURE 3 – Fonction de couˆt pour une approche a` noyau
simple
4 Re´sultats expe´rimentaux
Pour valider l’approche propose´e, plusieurs expe´riences
ont e´te´ effectue´es en utilisant une came´ra monte´e sur un
bras robotise´ a` 6 degre´s de liberte´. Inde´pendamment de
l’expe´rience, le temps de calcul reste faible. La loi de com-
mande est calcule´e a` la cadence vide´o. Une vitesse est cal-
cule´e et envoye´e au robot toutes les 40ms pour une image
d’entre´e de taille 320 × 240 sur un ordinateur de cadence
2.4GHz. Toutes les imple´mentations ont e´te´ effectue´es en
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FIGURE 4 – Fonction de couˆt pour une approche a` 25
noyaux
utilisant la librairie ViSP [13].
Pour la validation de notre approche, plusieurs expe´riences
ont e´te´ mises en place pour tester l’efficacite´ globale de
cette me´thode. Le but de ces expe´riences est toujours le
meˆme, nous indiquons une pose de´sire´e au robot en cap-
tant l’image associe´e, puis nous de´plac¸ons le robot a` une
autre pose, ensuite, les vitesses a` appliquer a` la came´ra
sont calcule´es a` la cadence vide´o selon la loi de commande
propose´e de manie`re a` revenir a` la pose de´sire´e. Quatre
expe´riences ont e´te´ re´alise´es, testant la me´thode en condi-
tions nominales (avec un robot a` 4 ddl. lors d’une simula-
tion pre´liminaire et avec 6 ddl. sur le robot physique), dans
le cas d’une sce`ne non planaire et enfin en pre´sence d’oc-
cultations qui sont ajoute´es durant l’expe´rience.
Simulation d’une taˆche de positionnement a` 4 ddl..
Pour la premie`re expe´rience, pour valider la loi de com-
mande propose´e, nous allons conside´rer une taˆche de
positionnement a` 4 ddl. dans un environnement simule´.
L’image simule´e est un environnement plan, fourni par le
moteur de rendu de ViSP [13]. Dans ce cas de test, la
came´ra est positionne´e a` une distance de 0.2m du plan ob-
jet, avec un de´calage initial au niveau de la position came´ra
de rinit = (1cm,−1cm,−2.5cm, 0◦, 0◦, 10◦). Comme
montre´ sur la Fig. 5, la loi de commande re´ussit a` conver-
ger, ouvrant la voie a` des tests plus complexes d’asservis-
sement visuel sur robot physique a` 6 ddl.
Taˆche de positionnement a` 6 ddl. en conditions no-
minales. Pour la deuxie`me expe´rience, nous avons tra-
vaille´ en conditions nominales, c’est a` dire avec une sce`ne
planaire, sans modification de la luminosite´ et sans ap-
parition d’e´le´ments exte´rieurs a` la sce`ne initiale durant
l’expe´rience. La profondeur a e´te´ conside´re´e comme e´tant
constante durant toutes les expe´riences, avec Z = 0.80m
dans l’e´quation (16). Le de´placement initial par rapport
a` la position de´sire´e (qui rend le plan came´ra paralle`le
au plan de la sce`ne) choisi pour cette expe´rience e´tait de
rinit = (−2cm, 16cm, 6cm, 16◦, 1◦, 0◦). La Fig. 6 montre
les re´sultats de cette expe´rience. Il est inte´ressant de no-
ter qu’avec cette pose initiale, le plan de la sce`ne et celui
de la came´ra ne sont plus paralle`les, ce qui entraıˆne une
profondeur relative non-uniforme des pixels de l’image ac-
a b
c d
FIGURE 5 – Simulation a` 4 ddl. Vitesses came´ra en m/s
et rad/s dans (a). (b) Distance de Matusita. (c) Erreur de
positionnement : composantes de translations de 4r, (d)
composantes de rotations de4r.
quise. Malgre´ l’hypothe`se forte de profondeur constante
utilise´e dans le calcul de la matrice d’interaction, le com-
portement est convergent. La Fig. 6(a) de´crit l’e´volution
des vitesses de la came´ra ; la Fig. 6(b) l’e´volution de la dis-
tance de Matusita ; les Fig. 6(c) et Fig. 6(d) l’erreur de pose
(resp. les composantes translationnelles et rotationnelles)
entre r et r∗ ; les Fig. 6(e), Fig. 6(f) montrent les images
initiales et finales acquises par la came´ra ; les Fig. 6(g).
Fig. 6(h) de´crivent les valeurs initiales de I−I∗. La conver-
gence posse`de un certain nombre de bonne proprie´te´s au
niveau de l’e´volution de la distance de Matusita, montrant
une de´croissance exponentielle satisfaisante, laquelle peut
aussi eˆtre retrouve´e dans l’e´volution des composantes d’er-
reurs de pose.
Sce`ne non planaire. Dans cette expe´rience, nous testons
la sensibilite´ qui peut eˆtre induite par notre hypothe`se de
planarite´ de la sce`ne en introduisant un objet 3D dans notre
sce`ne. L’objet utilise´ peut eˆtre vu sur les Fig 7(a) et 7(b).
La pose initiale choisie pour cette expe´rience e´tait rinit =
(−1cm, 0cm,−10cm, 0◦, 0◦,−19◦), ce qui permet aussi
de tester la sensibilite´ introduite par l’hypothe`se de profon-
deur constante dans le calcul de la matrice d’interaction.
La Fig. 7 montre le re´sultat de l’expe´rience, et nous pou-
vons voir que toutes les bonnes proprie´te´s de l’expe´rience
pre´ce´dente sont conserve´es, de´montrant ainsi la robustesse
de notre me´thode concernant les approximations effectue´es
sur la profondeur. Pour cette expe´rience, nous avons utilise´
uniquement 16 classes dans notre histogramme, ce qui a
pour conse´quence d’e´largir la zone de convergence.
Ajout d’occlusions durant le positionnement. Dans
cette dernie`re expe´rience, nous introduisons un objet ex-
terne a` la sce`ne durant le processus de positionnement.
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FIGURE 6 – Conditions nominales. Vitesses came´ra en m/s
et rad/s dans (a). (b) Distance de Matusita. (c) Erreur de
positionnement : composantes de translations de 4r, (d)
composantes de rotations de4r. (e) Image initiale (128 ni-
veaux de gris utilise´s). (f) Image de´sire´e (128 niveaux de
gris utilise´s). (g) I - I* a` la position initiale. (h) I - I* a` la
fin de l’e´volution
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FIGURE 7 – Positionnement par rapport a` une sce`ne non
planaire. Vitesses came´ra en m/s et rad/s dans (a). (b) Dis-
tance de Matusita. (c) Erreur de positionnement : compo-
santes de translations de 4r, (d) composantes de rotations
de 4r. (e) Image initiale (16 niveaux de gris utilise´s). (f)
Image de´sire´e (16 niveaux de gris utilise´s). (g) I - I* a` la
position initiale. (h) I - I* a` la fin de l’e´volution
Cela introduit une dissimilarite´ significative entre l’image
de´sire´e, et celle qui peut effectivement eˆtre atteinte.
Puisque que cela introduit un changement important dans
les intensite´s de nombreux pixels, cela montre aussi que
la me´thode propose´e est robuste aux changements locaux.
La pose initiale choisie dans cette expe´rience e´tait rinit =
(−2cm, 16cm, 6cm, 16◦, 1◦, 0◦), la meˆme que celle uti-
lise´e dans la deuxie`me expe´rience, de manie`re a` pouvoir
comparer les comportements. La Fig. 8(b) met en valeur
le moment ou` nous ajoutons un objet a` la sce`ne. Cet objet
peut eˆtre clairement vu dans la Fig. 8(f) et Fig. 8(h). Nous
pouvons voir que le syste`me converge toujours, malgre´ des
vitesses et des trajectoires plus bruite´es.
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FIGURE 8 – Occlusions pendant le de´placement came´ra.
Vitesses came´ra en m/s et rad/s dans (a). (b) Distance de
Matusita. (c) Erreur de positionnement : composantes de
translations de 4r, (d) composantes de rotations de 4r.
(e) Image initiale (128 niveaux de gris utilise´s). (f) Image
de´sire´e (128 niveaux de gris utilise´s). (g) I - I* a` la position
initiale. (h) I - I* a` la fin de l’e´volution
Augmenter la zone de convergence. De manie`re a` aug-
menter la zone de convergence en cas de bruits plus impor-
tants tels que des changements d’illuminations ou des oc-
clusions de plus grande taille, les expe´riences ont montre´s
qu’utiliser un filtre Gaussien au cours d’une phase de
pre´traitement des images permet une stabilisation signifi-
cative de la me´thode dans la plupart des cas, au de´pend
toutefois de la pre´cision finale. Toutefois, cela pourrait se
re´ve´ler inte´ressant si cette solution e´tait couple´e a` notre
technique actuelle, base´e sur des images brutes, au sein
d’une approche comportant deux e´tapes, ou` une premie`re
e´tape qui ame`nerait le syste`me dans la zone de convergence
graˆce a` un tel filtre, pour ensuite revenir aux images brutes
de manie`re a` obtenir une bonne pre´cision finale.
5 Conclusion et perspectives
Dans cet article, nous avons montre´ qu’il e´tait possible
d’e´tendre la me´thode d’asservissement visuel direct pho-
tome´trique en utilisant des descripteurs globaux : les histo-
grammes d’intensite´. Nous avons propose´ une nouvelle loi
de commande minimisant la distance de Matusita entre his-
togrammes. La matrice d’interaction associe´e a` cette nou-
velle fonction d’erreur a e´te´ de´crite. Enfin nous avons va-
lide´ cette approche par des taˆches de positionnement sur
6 ddl., effectue´es sur des sce`nes varie´es, a` la fois pla-
naires, et non planaires. Les travaux futurs concerneront
l’e´laboration de lois de controˆle base´es sur des descripteurs
globaux plus complexes et plus robustes tels que des his-
togrammes de couleurs, ou des histogrammes de gradients
oriente´s [7].
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