Sampling related to the outcome variable of a regression analysis conditional on covariates is called informative sampling and may lead to bias in ordinary least squares estimation. Weighting by the reciprocal of the inclusion probability approximately removes such bias but may inflate variance. This paper investigates two ways of modifying such weights to improve efficiency while retaining consistency. One approach is to multiply the inverse probability weights by functions of the covariates. The second is to smooth the weights given values of the outcome variable and covariates. Optimal ways of constructing weights by these two approaches are explored. Both approaches require the fitting of auxiliary weight models. The asymptotic properties of the resulting estimators are investigated and linearisation variance estimators are obtained. The approach is extended to pseudo maximum likelihood estimation for generalized linear models. The properties of the different weighted estimators are compared in a limited simulation study. The robustness of the estimators to misspecification 1 of the auxiliary weight model or of the regression model of interest is discussed.
Weighting in survey analysis under informative sampling
Introduction
Survey data are often used to make inference about superpopulation models from which finite populations are assumed to be generated. When survey data are obtained from units selected with complex sample designs, the re- proposed smoothing survey weights, with a modification which depends on the survey variables, in order to improve efficiency of descriptive estimation.
In this paper, we show how the ideas of [?] However, in this paper we restrict attention to weighting methods, which are widely used in survey practice and for which various weight modifications are already familiar to survey data users.
Basic set-up
We consider the regression of a variable y on a vector of variables x. Let (x i , y i ) denote the row vector of values of these variables for a unit with label i in the index set U = {1, . . . , N } of a finite population of size N and suppose that these values follow the regression model
3 where E(e i | x i ) = 0. We assume a probability sampling design, where inclusion in the sample is represented by the indicator variables I i (i = 1, . . . , N ),
where I i = 1 if unit i is included in the sample and I i = 0 otherwise and
is the first-order inclusion probability. Then the ordinary least squares estimator of β 0 solves
for β, and this estimator will generally be biased unless sampling is noninformative, that is I i and y i are pairwise independent conditional on x i ,
In some circumstances it is possible to ensure that sampling is noninformative by including in x i all of the design variables which explain variation in the π i . Many surveys, however, exhibit variation in the π i which, at least in part, is attributable to practical features of the survey implementation and cannot be wholly explained by variables which would be of scientific interest as covariates in the model. Thus, it is more realistic to
and Z = (z 1 , . . . , z N ) of both x i and a vector of design variables z i , often unobserved, which may induce informative sampling via residual association between y i and z i given x i . In such settings, the use of the design weights
in the weighted least squares estimatorβ d which solves
for β is a standard approach to achieving consistent estimation of β 0 .
3 Proposed weighting method
Introduction
We consider the class of weighted estimatorsβ w solving
for β, that is the solution of (4) with d i replaced by a modified weight denoted w i . We aim to choose w i so thatβ w has minimum asymptotic variance subject to being consistent for β 0 . A sufficient condition for consistency is that w i obeys
and we shall restrict attention to the class of estimatorsβ w for which w i meets this condition. Note that E(.) and (.) in this paper will generally denote expectation with respect to both the model in (1) and the probability sampling scheme which is the source of randomness in the I i . Moments with respect to just one of these distributions will be represented by appropriate conditioning. More details of the asymptotic properties ofβ w are in the Appendix. The design-weighted estimator solving (4) is in the class of estimatorsβ w obeying (6) since
by assumption and using the fact that
The asymptotic variance ofβ w may be expressed as
where
Expression (7) may be decomposed into two parts by writing:
where Y = (y 1 , . . . , y N ) and I = (I 1 , . . . , I N ). In the next subsection, we shall discuss how the second component of this expression may be removed by taking w i as a smoothed version of d i . In the following subsection we shall discuss the use of further weight modification to minimize the first component of this expression.
Weight smoothing
Before discussing the estimation of regression parameters, we first consider The smoothed Horvitz-Thompson estimatorθ SHT 
and var θ SHT ≤ var θ HT .
Proof. Result (9) is easy to establish. To show (10), note that
We now extend this smoothing idea to estimation in the regression model. We propose to replace the design weight by the smoothed weight
. We condition on both x i and y i in order to ensure that the consistency condition in (6) holds. This is the case since
The resulting estimatorβ Sd of β 0 , obtained by usingd i in place of w i in (5) is therefore consistent. Moreover, this choice of w i removes the second term of (8) sinced i is a function of x i , y i and I i . Thus, by the same argument used to obtain (10),β Sd is more efficient thanβ d . The smoothed weightd i is not, however, observed and its estimation is discussed in 4. The weightd i was also derived, in the formd i = {pr(I i = 1 | y i , x i )} −1 , using an empirical likelihood argument by [Equation 3 .33]pfeffermann11. 
Weight optimization
We initially leave aside the use of weight smoothing and consider the class of
is an arbitrary function of x i .
Condition (6) holds regardless of the choice of function q(·) and so the corresponding weighted least squares estimatorβ dq is consistent for β 0 for any such function, with respect to the joint distribution induced by the model and the probability sampling scheme. [Appendix A]magee98 proves consistency of this estimator with respect to the conditional distribution given the realized sample. We should like to identify an estimator within the class of estimators of the formβ dq which has minimum variance. In order to obtain a practical solution, we shall approximate the variance to be minimized, since this will not affect consistency nor the validity of inferences using the chosen estimator. We begin with the expression for the asymptotic variance in probabilities and found very little difference. Thus, we suggest that the departure from optimality arising from this approximation will often be small for single stage sampling schemes which arise in practice. The variance of
given x i may be expressed as
Thus, the choice of q *
will minimize the variance of any linear combination of the elements ofβ dq , which is consistent with the suggestion of [Ch. 6]fuller09 for scalar x.
Let us now consider modifying the smoothed weight in a similar way using w i =d i q(x i ), where again q(x i ) is a function of x i . The corresponding estimatorβ Sdq can be expressed as the solution tõ
for β. The weightd i q i can be shown to obey the consistency condition (6) by combining the arguments used to show that each ofd i and d i q i obey this condition. The estimatorβ Sdq is consistent for β 0 regardless of the choice of function q(·). By a similar argument to that used for w i = d i q i , the optimal estimatorβ Sdq * can be obtained by using
. This is our proposed estimator, subject to the need to estimate q * i , which is considered in 4.
For comparison, we also consider the semi-parametric method proposed by [?] , which is a particular case of an estimator of formβ dq with
. Applying smoothing to (12) gives a particular version of (11). The resulting estimatorβ SPS solves
and methods for their estimation will be discussed in 4. Note
Thus, by the same argument as for (10), the solution to (13) is more efficient than the solution to (12). In particular, if the sampling design is non-informative in the sense that (3) holds then
andβ SPS from (13) reduces to the unweighted least squares estimator in (2).
Remark 3.1 The estimatorβ SPS that solves (13) can be justified by a prediction argument rather than an efficiency argument. Let the parameter of interest, β 0 , be defined as the unique minimizer of the population prediction mean squared error
we can write
Thus, a consistent estimator of β 0 can be obtained by minimizing
Using equality (2.5a) of [?], we have
Thus, we can write
and the solution to (13) is obtained by minimizing (15).
Auxiliary weight models
In order to apply the proposed estimatorβ Sdq * we need to estimated i and we propose to do this using an auxiliary model for E(d | x, y, I = 1). If both x and y are categorical then a fully nonparametric model for E(d | x, y, I = 1) can be used, that is we can partition the sample A = {i ∈ U | I i = 1} into
and (x i , y i ) is constant for i ∈ A g . In this case, we can estimated g by the simple group mean of the
similarly in order to constructβ SP S from (13).
If x or y is continuous, we can specify a parametric modeld
, indexed by an unknown parameter φ. For example, one may consider the following parametric model
for some φ = (φ 1 , φ 2 ), where c is assumed to be known. Note that c is the minimum value of the weight and we may often set c = 1. By (14), model (16) is equivalent to assuming the logistic model
In principle, models such as (16) may be checked with sample data, especially since the conditioning on I = 1 implies that the model applies to the sample, and the sensitivity of results to alternative well-fitting models could be investigated.
Given the specification of the model in (16), the parameter vector φ can be estimated by minimizing 
In this case, the optimal estimating equation for φ is
Using the resulting estimatorφ we obtaind i =d(x i , y i ;φ) as an estimimator ofd i . We can also estimate q * i = 1/E{d i e 2 i | x i } as follows.
1. Obtain consistent estimators of β and φ by solving (4) and (18), respectively.
Let q
Using the current valuesφ andβ of the parameter estimates, the consistent estimator
and (19) can be computed using Monte Carlo sampling.
3. Use equation (11) 
and estimating φ * by solving
Asymptotic properties
We now discuss asymptotic properties of the proposed estimator. We assume that (1) holds with E(e i | x i ) = 0. We first consider an estimator obtained from (11) which takes the form
whered i is assumed to be known and q i = q(x i ). Now, writing
we have
Under regularity conditions, we have var(M xxq ) = O(n −1 ) and soM xxq − M xxq,N = O p (n −1/2 ). Similarly, we haveM xeq = O p (n −1/2 ) and sõ
The asymptotic distribution ofβ Sdq − β 0 is equal to the asymptotic distribu-
xxq,NM xeq . To consider variance estimation, note that we can writeM xeq =
, where u i = x i e i q i . Sinced i is a fixed quantity conditional on X and Y , we have
The first term is the sampling variance ofM
and can be easily estimated by applying a standard variance estimation formula forθ
the second term will be of order O(N −1 ) and will be negligible if n/N is negligible. An unbiased estimator of the second term can be easily computed
whereê i = y i −x iβ . In addition, we need to estimate the third term, which is order O(N −1 ) and will be negligible if n/N is negligible, and it is consistently estimated byV
In practice, we usê
whered i =d(x i , y i ;φ) is a consistent estimator ofd i andq i = q(x i ;α) is a consistent estimator of q i = q(x i ; α). The estimatorφ = (φ 1 ,φ 2 ) may be computed by solving an estimation equationŨ (φ) = 0, such as (18). Without loss of generality, we may writẽ
we have, under some regularity conditions,
Also, by first order Taylor linearization,
Note that
Thus, we can estimate k from the sample bŷ
To summarize, a consistent variance estimator ofβ Sdq in (24) can be obtained byV
wherev b HT is an estimator of the design variance ofb
iζi and e i = y i − x iβ Sdq , andV 2 andV 3 are defined in (22) and (23), respectively.
Pseudo maximum likelihood estimation
We now extend the proposed method to a generalized linear model setting, where the finite population values (x i , y i ); i = 1, · · · , N are generated independently with probability density f (y i | x i ; θ)h(x i ) and the conditional distribution of y i given x i is in the exponential family
where γ i is the canonical parameter. By the theory of the generalized linear models, we have
and we assume that g(µ i ) = x i β 0 . We are interested in estimating β 0 .
Under this setup, the pseudo maximum likelihood estimator (Skinner, 1989 ) for β 0 is the solution of
To derive an optimal estimator under informative sampling, consider a class of estimators of β that solves
where q(x i ) is to be determined. The solution to (29) is consistent regardless of the choice of q(x i ) because E{S(β; x i , y i ) | x i } = 0. By Taylor linearization, the solution to (29) satisfieŝ
where e i = y i − µ i . Since ∂µ i /∂β = {g µ (µ i )} −1 x i , the asymptotic variance of β obtained from (29) is
Using the same argument as in Section 3.2, we have
and the optimal choice that minimizes (30), assuming independence between the terms in the summation in this expression, is
, we can write
If the smoothed weightsd i are used in (28) instead of the original weights then the optimal choice becomes
To compute (31), we need to evaluate E(d i e 2 i | x i ) which depends on the conditional distribution of y i given x i . An EM-type algorithm can be obtained
where q * i (β (t) ) is the value of (31) evaluated at β =β (t) . In practice, we usê
Example 6.1 Assume that y i follows from a Bernoulli distribution with mean p(x i ; β) = {1 + exp(−x i β)} −1 . The pseudo maximum likelihood estimator of β can be obtained by solving
In this case, g(µ i ) = logit(µ i ) = x i β and so g µ (µ i ) = {µ i (1 − µ i )} −1 . Note that we can write
where p i = p(x i , β). Thus, the EM algorithm in (32) can be implemented by
for β, where
For variance estimation, note that the solutionβ Sdq can be obtained by
The Pfeffermann-Sverchkov-type estimator uses q(
Using the argument in Section 5, we can show that a consistent estimator of the variance ofβ Sdq iŝ
whereM
HT is an estimator of the design vari-
andk s is computed by (26) with x iêi replaced bŷ s i = S(β Sdq ; x i , y i ), andV 2 andV 3 are computed by (22) and (23), respectively, with x iêi replaced byŝ i .
7 Simulation studies
Simulation 1
To compare the performance of the estimators, we performed two limited simulation studies. In the first simulation, we repeatedly generated B = 2, 000 Monte Carlo samples of finite populations of size N = 10, 000 with
, where x i ∼ U (0, 2), To estimate the smoothed weights, we used
with (φ 0 ,φ 1 ,φ 2 ) computed by (18).
We consider two parameters: β 0 and β 1 . Table 1 presents 
Simulation 2
In the second simulation study a finite population of size N = 10, 000 was generated with values (x i , y i , π i ), where For each sample, we computed five estimators of (β 0 , β 1 ) by solving 5. smoothed optimal weights using the EM-type algorithm (32), as discussed in Example 6.1. Table 2 presents the Monte Carlo biases, standard errors, and root mean squared errors of the five weighted estimators of β 0 and β 1 considered. As expected, the smoothed optimal estimator shows the smallest standard error. Variance estimators computed from (33) were all nearly unbiased in the simulation.
Concluding Remarks on Robustness
We have shown how the efficiency of weighted estimation of regression coefficients under informative sampling may be improved by two approaches to modifying the survey weights: smoothing and multiplication by a function of the covariate values. Both approaches, in their optimal forms, depend on fitting an auxiliary regression model to the weights. An important difference between the approaches is that the consistency of estimation of the regression coefficients of interest depends on specifying the weight model correctly for the smoothing approach, but holds under arbitrary misspecification of the weight model for the second approach.
We conclude that weight smoothing is only likely to be appealing in practice if the gain in efficiency it offers is appreciably superior to that offered by the second approach alone. The simulation studies illustrate how this may be the case. An illustration of how this may not be the case is provided by a common kind of survey of businesses or organizations where the principal source of variation in inclusion probabilities is the size of the organization. A further consideration is the question of robustness of these approaches under misspecification of the underlying regression model of interest. Under such misspecification, the alternative weighting methods will no longer provide consistent estimation of a common parameter. The different weighted estimators will, in general, converge to different limits. Comparison of the different weighting approaches will therefore need to take account of both the appropriateness of these different limits as well as efficiency. We suggest that the appropriateness of limits will depend on the nature of the scientific application and that none of these approaches will always be superior in this respect, in line with the conclusion drawn by Scott and Wilde (2002) in the case of logistic regression modelling of case-control data.
