Neural adaptation and visual auditory integration are two well studied and common phenomena in the brain, yet little is known about the interaction between them. In the present study, we investigated a visual forebrain area in barn owls, the entopallium (E), which has been shown recently to encompass auditory responses as well. Responses of neurons to sequences of visual, auditory, and bimodal (visual and auditory together) events were analyzed. Sequences comprised two stimuli, one with a low probability of occurrence and the other with a high probability. Neurons in the E tended to respond more strongly to low probability visual stimuli than to high probability stimuli. Such a phenomenon is known as stimulus-specific adaptation (SSA) and is considered to be a neural correlate of change detection. Responses to the corresponding auditory sequences did not reveal an equivalent tendency. Interestingly, however, SSA to bimodal events was stronger than to visual events alone. This enhancement was apparent when the visual and auditory stimuli were presented from matching locations in space (congruent) but not when the bimodal stimuli were spatially incongruent. These findings suggest that the ongoing task of detecting unexpected events can benefit from the integration of visual and auditory information.
Introduction
Stimulus-specific adaptation (SSA) is the ability of neurons to adapt to high probability stimuli while maintaining a relatively strong response to low probability stimuli. This phenomenon has been suggested as a neural correlate for the detection of unexpected stimuli (i.e., change detection, also known as novelty detection) (Ulanovsky et al., 2003; Nelken and Ulanovsky, 2007; Malmierca et al., 2009) . SSA is common in the brain and has been observed in visual (Müller et al., 1999) , auditory (Pérez-González et al., 2005; Reches and Gutfreund, 2008) , and somatosensory (Katz et al., 2006) pathways, yet none of the studies cited has involved more than one modality.
The everyday environment provides an influx of auditory and visual information that is often congruent and complementary. In humans and other animals, visual and auditory information is integrated in the brain to facilitate the perception of unitary events that can be both seen and heard (Frassinetti et al., 2002; Jiang et al., 2002; Narins et al., 2005; Whitchurch and Takahashi, 2006) . This facilitation has been correlated with the responses of multisensory neurons in midbrain structures involved in attentive and orienting behaviors (King and Palmer, 1985; Stein et al., 1988; Stein and Meredith, 1993) . It is reasonable to assume that cross-modal integration can also facilitate the ability to specifically detect and respond to unexpected events. Thus, we predicted a link between cross-modal facilitation and change detection, two themes that have each been widely explored separately. Such a link is expected to be manifested in the modulation of SSA by bimodal stimuli.
In the present study, experiments were performed in the entopallium (E), the forebrain recipient of the avian tectofugal pathway (Karten and Hodos, 1970) . The tectofugal pathway is a visual pathway that exists in all mammals and birds (Karten, 1969; Shimizu and Bowers, 1999) , and it is suggested to play a role in bottom-up attention control and visual saliency mapping (Robinson and Petersen, 1992; Shipp, 2004; Marín et al., 2007) . Recently, it has been reported in barn owls that neurons in the E can respond to auditory as well as visual signals ). Thus, the E provides an interesting opportunity to explore the multisensory SSA hypothesis. Our results show that the SSA effect, defined as the difference between the response to a stimulus when it is rare and the response to the same stimulus when it is frequent, is markedly enhanced when both visual and auditory streams deviate simultaneously. We further demonstrate that this effect requires the bimodal sequence to be congruent in space as well as in time. These findings are consistent with the hypothesis that the ongoing task of detecting deviants benefits from the integration of visual and auditory information.
Materials and Methods
Five barn owls (Tyto alba) were used in this study. All owls were hatched in captivity, raised, and kept in a large flying cage equipped with perching spots and nesting boxes. The owls were provided for in accordance with the guidelines of the Technion Institutional Animal Care and Use Committee.
Electrophysiological measures. Owls were prepared for repeated electrophysiological experiments in a single surgical procedure. A craniotomy was performed, and a recording chamber was cemented to the skull. At the beginning of each recording session, the owl underwent anesthesia using isoflurane (2%) and nitrous oxide in oxygen (4:5). Once anesthetized, the animal was positioned in a stereotaxic apparatus at the center of a double-wall sound-attenuating chamber. The head was bolted to the stereotaxic apparatus and aligned using retinal landmarks (Wathey and Pettigrew, 1989) . Within the chamber, isoflurane was removed and the bird was maintained on a fixed mixture of nitrous oxide and oxygen (4:5). A glass-coated tungsten microelectrode (1-2 M⍀; NAN Biosystems) was driven into the recording chamber using a motorized manipulator (Narishige ). An MPC Plus-8 System (〈lpha Omega) was used to amplify and filter the signal (350 -4000 Hz). Multiunit recordings were obtained by manually setting a threshold and consistently selecting the largest unit waveforms. The highly bursty activity characterizing the E precluded the isolation of single-unit templates ). Therefore, we could not tell in confidence to what extent the recorded activity reflected a single neuron or a small cluster of neurons near the tip of the electrode.
Targeting of the E. To target the E, we determined the position in the optic tectum (OT) corresponding to the visual receptive field of zero azimuth and zero elevation (directly in front). From this point, the electrode was advanced 2 mm rostrally, 0.4 mm laterally, and 6.5-7 mm dorsally. In a previous study, anatomical reconstructions have confirmed the correspondence of these stereotaxic coordinates and of the typical bursting activity with recording sites within the borders of the E .
Stimuli presentation. Auditory stimuli generated on a computer (custom MATLAB programs) were converted to analog (48 kHz sampling rate, RP2; Tucker Davis Technologies) and transduced by a pair of matched miniature earphones (Knowles ED-1914) . The earphones were placed in the center of the ear canal ϳ8 mm from the tympanic membrane. The amplitude and phase spectra of the sound were equalized within Ϯ2 dB and Ϯ2 s by computer adjustment of the stimulus waveform. Sound levels were controlled by two independent attenuators (PA5; Tucker Davis Technologies). Stimuli consisted of broadband (2-12 kHz) noise presented at an interstimulus interval (ISI) of 1 s and a duration of 300 ms. The average binaural sound intensity was maintained at 10 -15 dB above the threshold of the units.
Visual stimuli were generated using the MATLAB Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) and projected (refresh rate, 72 Hz; XD400U; Mitsubishi) on a calibrated screen inside the sound attenuating chamber (screen size, 150 ϫ 115 cm, 1.5 m away from the owl). The projector was positioned outside the chamber, projecting the image through a double-glass window. The visual stimulus was a moving dark dot on a gray background (1.9°diameter; luminance of background screen was 6.16 cd/m 2 , and luminance of dot was 1.02 or 2.74 cd/m 2 ). The stimulus appeared on the screen at onset and moved a short distance of ϳ4°upward for a duration of 300 ms and disappeared.
Oddball stimulation protocol. For each test, two visual, two auditory, and two bimodal stimuli were first selected. The visual stimuli differed only in the azimuth of the horizontal position. The stimuli were set 20 o apart, both within the contralateral field. The positions of the first and second stimuli were between 0 -10 o and 20 -30 o contralateral to the recording side, respectively. The elevation was held constant at near-zero elevation. The two auditory stimuli differed in the interaural time difference (ITD). The ITDs were set to match the horizontal positions of the visual stimuli: ITD (in s) ϭ 2.5 * azimuth (in degrees) (Brainard and Knudsen, 1993) . The interaural level difference was maintained at ϩ5 dB (right ear louder) to match zero elevation (Olsen et al., 1989) . In the bimodal condition, a combination of one of the visual stimuli and one the auditory stimuli was presented simultaneously. Bimodal stimulation was either congruent (i.e., the visual stimulus was presented together with its spatially matched auditory stimulus) or incongruent (i.e., the visual stimulus was presented together with the spatially non-matched auditory stimulus).
Most oddball tests consisted of six blocks: two visual, two auditory, and two congruent bimodal blocks (see Fig. 1 A) . A block consisted of a sequence of 100 stimuli, each stimulus with a duration of 300 ms and an ISI of 1 s. In each block, one of the stimuli was defined as the rare stimulus and the other as the common stimulus (frequent). The probability of occurrence of the rare and frequent stimulus was 15 and 85%, respectively. In the next experimental block, the roles of the frequent and rare stimuli were reversed. During the experiments, blocks were randomly interleaved and each was presented twice. At the end of the test, we compared the neural responses to the rare occurrences of the stimuli with the responses to the frequent occurrences of the same stimuli. In 32 tests, an additional two incongruent bimodal blocks were added.
Data analysis. For each stimulus in the sequence, spikes were registered in a time window starting 200 ms before stimulus onset and ending 500 ms after stimulus onset. The number of spikes in the prestimulus window (200 ms before the stimulus) multiplied by 2.5 was subtracted from the number of spikes in the poststimulus window (0 -500 ms). The resulting value was averaged across all the rare and all the frequent stimuli in a single block to give the responses to rare and to frequent, respectively. Single-test poststimulus time histograms (PSTHs) with 2-ms-wide bins were smoothed for display purposes (running average window of 9 bins) (see Figs. 1 B-K, 4A-H, 5A-D). To demonstrate the population difference between the responses to rare and frequent presentations of stimuli, we calculated the average novelty response: we first normalized the PSTHs in each experiment relative to the maximal value achieved in the experiment. The normalized PSTHs of the rare and the frequent responses were then averaged across the entire population and subtracted from one another [novelty_response(t) ϭ deviant(t) Ϫ frequent(t)] (see Fig. 4 I) .
Results

SSA in unimodal and bimodal stimuli
We recorded neural responses from 60 sites in the E. At each site, an oddball paradigm was used to characterize SSA of auditory, visual, and congruent bimodal stimuli. An example from one recording site in the right E is shown in Figure 1 B-G. In this example, the visual stimuli were positioned one at left 20°(Loc 1, contralateral stimulus) and the other at 0°(Loc 2, central stimulus). The ITDs of the two auditory stimuli were set to match the locations of the two visual stimuli (Ϫ50 s left ear leading and 0 s, respectively). The two bimodal stimuli consisted of the spatially matching pairs of auditory and visual stimuli (Ϫ50 s with left 20°, 0 s with 0°). In this example, the recording site did not respond to the two auditory stimuli regardless of whether they were rare or frequent ( Fig. 1 B, C) . The same site did respond to both rare and frequent visual occurrences ( Fig. 1 D, E) (t test, p Ͻ 0.05). The responses to the rare occurrences, however, were noticeably stronger than the responses to the same stimuli when frequent (compare green lines with blue lines). Thus, SSA to the location of the visual stimulus was apparent in this site. The results from the bimodal oddball blocks are shown in Figure 1 , F and G. Here, once again, a robust SSA effect was observed. Interestingly, however, the difference between the rare and frequent responses was clearly larger in the bimodal test than in the visual test (Fig. 1 , compare F, G with 1 D, E). Thus, the visual SSA effect was enhanced by the presence of congruent auditory stimuli.
Figure 1 H-K shows the same average responses (PSTHs) shown in Figure 1 B-G, compared in a different manner. The bimodal stimuli (cyan) are shown together with the average responses to their corresponding unimodal components (visual in red and auditory in blue). This display demonstrates that, despite the fact that there were no apparent responses to the rare auditory occurrences in this recording site, the responses to the rare bimodal stimuli were larger than the responses to the rare visual stimuli ( Fig. 1 H, J ) . As a result of the SSA, the visual and bimodal responses to frequent stimuli were markedly reduced ( Fig. 1 I, K ) but were not completely abolished (both visual and bimodal stimuli induced significant responses to frequent occurrences; t test, p Ͻ 0.05). Interestingly, multisensory enhancement was not apparent in the responses to the frequent occurrences. Thus, the multisensory enhancement depended on the context of the stim-ulus. Such context dependency implies that the multisensory SSA is stronger than the unimodal SSA, as is demonstrated in Figure  1 B-G (for a mathematical support of this statement, see supplemental data, available at www.jneurosci.org as supplemental material).
A summary of the results of the oddball tests from all sites is shown in Figure 2 . For each condition (auditory, visual, and bimodal), the two stimulus indices (SI 1 and SI 2 ) and a single neural index (NI) were computed (Ulanovsky et al., 2003) . SI 1 is defined as SI 1 ϭ (r 1 Ϫ f 1 )/(r 1 ϩ f 1 ), where r 1 and f 1 are the responses to stimulus 1 when presented as rare and frequent, respectively. SI 2 is the same as SI 1 but for the other stimulus. A positive SI indicates a stronger response to the deviant than to the frequent. The NI is defined as NI ϭ (r 1 Ϫ f 1 ϩ r 2 Ϫ f 2 )/(r 1 ϩ r 2 ϩ f 1 ϩ f 2 ). This index combines the results from the two stimuli, quantifying the tendency of the neurons to better respond to rare occurrences. The left column in Figure 2 presents scatter plots of SI 1 versus SI 2 calculated from the auditory (Fig. 2 A) , the visual (Fig. 2C) , and the congruent bimodal (Fig. 2 E) responses. A point appearing in the top left quadrant (within the two dashed lines) implies stronger responses to the rare occurrence of both stimuli. However, as noted by Ulanovsky et al. (2003), any point above the diagonal line implies a tendency for SSA. In the auditory condition, the dot distribution was not significantly biased above the diagonal line (Fig. 2 A) (sign test, p Ͼ 0.05). The low level of auditory SSA in the population is not surprising considering the relatively weak auditory responses observed in most cases. Results from the visual stimuli, conversely, were significantly distributed above the diagonal line (Fig. 2C ) (sign test, p Ͻ 0.01), showing a clear population tendency for SSA. The results from the bimodal tests were also distributed above the diagonal line (Fig. 2 E) (sign test, p Ͻ 0.01). In this case, however, almost all dots appeared within the top left quadrant (dashed lines) and further above the diagonal line, indicating a stronger net SSA effect in the bimodal condition compared with the visual-only condition. This result was also apparent in the NI distributions (Fig. 2, right column) . No significant tendency to positive values (t test, p Ͼ 0.05) was observed in the auditory condition (Fig. 2 B) , whereas the NI distribution of the visual condition (Fig. 2 D) was significantly biased to positive values (t test, p Ͻ 0.01). The distribution of the bimodal condition (Fig. 2 F) was further shifted toward positive values compared with the distribution of the visual condition (MannWhitney test, p Ͻ 0.01). We analyzed the differences between the NIs of the bimodal condition and the NIs of the visual condition within the same sites. The distribution of the differences was significantly shifted to the positive side (Fig. 3A) (one tailed t test, p Ͻ 0.01). Thus, in most recording sites, the visual SSA was enhanced by the presence of auditory stimuli.
Multisensory enhancement in rare versus frequent occurrences
In the single-site example shown in Figure 1 , it is clear that the phenomenon of multisensory enhancement depended on the context of the stimulus. To assess the context dependency of the multisensory enhancement at the population level, we calculated the enhancement indices (EIs) (Stein and Meredith, 1993) , defined as EI ϭ (AV Ϫ max(A,V))/max(A,V), where AV is the response to the bimodal stimulus, A is the response to the auditory component, and V is the response to the visual component. The EIs were calculated for the two bimodal stimuli, once when rare and once when frequent. Figure 3B summarizes these results, with each dot designating the EI of the rare stimuli ( y-axis) versus the EI computed from the same stimuli when frequently presented (x-axis). The majority of the dots appeared above the diagonal line (92 of 120; sign test, p Ͻ 0.01), indicating a significant tendency for stronger multisensory enhancement in rare occurrences relative to frequent occurrences. Multisensory enhancement at the population level was significant in rare occurrences (distribution of dots along the y-axis; sign test, p Ͻ 0.01) but nonsignificant in frequent occurrences (distribution of dots along the x-axis; sign test, p Ͼ 0.05). Because our recordings were multiunit (see Materials and Methods), a concern is that the multisensory enhancement identified in this study arises from electrode summation of independent visual and auditory streams (as would be expected if the visual and auditory responses are carried by distinct intermixed populations of neurons). However, the population multisensory SSA was enhanced despite the fact that the neurons showed no auditory SSA (Fig. 2) , a result that cannot be explained based on summation of responses from distinct populations of neurons. Moreover, as can be seen in the single-site example, the rare congruent bimodal response ( Fig. 1 H, J ) exceeded the sum of the unimodal responses. Thus, the enhancement most likely reflects interactions in multisensory neurons (for more evidence for nonlinear multisensory interactions in the E, see Reches and Gutfreund, 2009 ).
Spatial incongruency
The response to a rare stimulus in SSA has been related to the amount of change from the expected (frequent) sensory scene (Nelken and Ulanovsky, 2007) . The multisensory enhancement of SSA shown above may accordingly reflect the additional change imposed on the multisensory scene in which both visual and auditory streams deviate simultaneously. If it is only the amount of deviation from the expected that leads to enhanced SSA, an effect should occur whether the change is spatially congruent (i.e., visual and auditory stimuli shifting together from one location to another) or not. To test this, we presented the three oddball blocks described in Figure 1 A (auditory, visual, and congruent bimodal) together with a fourth incongruent bimodal oddball block. This test was repeated in 32 recording sites. Similar to the congruent block, the rare event differed from the frequent by a change in the locations of the auditory and visual stimuli, yet to opposite locations. An example from a single recording site is presented in Figure 4 A-H. Consistent with the results presented above (Figs. 1, 2) , the congruent bimodal condition (Fig. 4E,F ) gave rise to a larger SSA effect than the SSA effect obtained in the visual (Fig. 4C,D) or auditory (Fig. 4 A, B) conditions. Conversely, the incongruent bimodal condition did not achieve the same SSA effect as the congruent condition (Fig. 3 , compare G,H with E, F ); results of the incongruent bimodal condition more closely resembled results from the visual-only condition.
The benefit of bimodal congruency was evident at the population level as well. The novelty response (the difference between the average response to the deviant and the frequent occurrences) of the congruent bimodal condition (Fig. 4 I, cyan curve) was substantially enhanced over the visual novelty response (Fig. 4 I , red curve), whereas the novelty response of the incongruent bimodal condition (Fig. 4 I, purple curve) was only slightly enhanced. It is interesting to note that the average peak of both bimodal conditions appeared before the average peak of the visual condition. This was consistent with a previous study showing significant shortening of the times-to-peak of the bimodal responses in the E (Reches and Gutfreund, 2009). Figure 4 , J and K, shows the differences between the bimodal and visual NI for all tests. In the congruent bimodal condition (Fig. 4 J) , the distribution was significantly shifted to positive values (t test, p Ͻ 0.01). Conversely, the distribution of the differences from the incongruent bimodal test (Fig. 4 K) was not significantly biased from zero (t test, p Ͼ 0.05), indicating no net effect of auditory stimuli on the visual SSA.
SSA in strong versus weak visual stimuli
The enhanced SSA in bimodal conditions may be explained by an adaptation mechanism that is sensitive to the effectiveness of the stimulus: stimuli that give rise to stronger neural responses (for example, the congruent bimodal stimulus in our case) consequently give rise to stronger adaptation, independent of the modality of the input. Therefore, it is interesting to examine the effect of the intensity of the unimodal stimulus on SSA. For this purpose, we performed an additional set of experiments using a new oddball test composed of four randomly interleaved blocks.
Here we tested only visual stimuli: two blocks displayed visual stimuli identical to the stimuli used in the previous tests (normal stimuli), and two blocks displayed the same two stimuli but at a higher contrast (strong stimuli; background, 6.16; and foreground, 1.02 cd/m 2 ). A single-site example is shown in Figure  5A -D. The responses to the frequent stimuli were clearly suppressed relative to the responses to the rare stimuli in both normal and strong conditions. Despite the larger responses evoked by the rare strong stimuli (Fig. 5C,D, green lines compared with  A, B, green lines) , the SSA did not differ substantially between the two conditions. The NI of the normal and strong conditions was 0.44 and 0.45, respectively. This experiment was repeated in 56 sites. In each site, the enhancement indices of the responses to the higher contrast stimuli (strong stimuli) over the responses to the normal stimuli were calculated (V s Ϫ V n /V n , where V s is the response to the strong stimulus and V n is the response to the normal stimulus from the same location). Figure 5E shows the EI of the rare stimuli versus the EI of the same stimuli when presented frequently. As expected, the strong rare stimuli gave rise to responses that tended to be above the responses to the normal rare stimuli (see inset). This tendency is statistically expressed in the distribution of the rare EIs, which was positively shifted (Fig. 5E , distribution of dots along the y-axis) (sign test, p Ͻ 0.01). Note that this effect is qualitatively comparable with the multisensory enhancement obtained in the previous experiment (Fig. 3B , distribution of dots along the y-axis); however, the median of the distribution here was 0.16, somewhat smaller than the median of the multisensory EI distribution of 0.25. We were not able to obtain additional enhancement of visual-only responses, most likely because of response saturation. To quantitatively compare between the SSAs under the two contrast levels, we analyzed the differences between the NIs of the strong condition and the NIs of the normal condition within the same sites. The distribution of the differences was not significantly shifted from zero ( Fig. 5F ) (t test, p Ͼ 0.05). This result was markedly different from the result obtained using the bimodal stimuli (compare Figs. 5F, 3A) . Thus, our results do not support an SSA that is sensitive to the general effectiveness of the stimulus.
Discussion
Saliency mapping and the tectofugal pathway We have shown SSA, which is considered to be a neural correlate of change detection (Nelken and Ulanovsky, 2007) , to visual stimulation in the E. Change detection has been linked with the ability of an animal to abruptly attend to events that differ from their background (i.e., saliency mapping) (Tiitinen et al., 1994; Itti and Koch, 2001; Knudsen, 2007) . Thus, this result may not come as a surprise considering the suggested involvement of the avian tectofugal pathway in visual saliency mapping (Marín et al., 2007) . Recently, auditory responses have been identified in the barn owl's E (Reches and Gutfreund, 2009), raising the possibility that it is engaged in modality-independent processing. Here, we
showed that the response properties of the E were not symmetrical between the two modalities: visual-only responses were consistently stronger and showed clear SSA effects. Auditory responses, conversely, were weak and at the population level showed no significant SSA effect (Fig. 2 A, B) . In some cases, auditory responses were not observed at all and were only exposed in bimodal conditions (for example, see Fig. 1 ). This asymmetry suggests that the E in barn owls is mainly involved in visual and not auditory processing. Because we did not systematically survey the E, we cannot rule out the possibility that it is functionally divided into subregions with different modality preferences, consistent with the idea that the tectofugal pathway is functionally segregated (Benowitz and Karten, 1976; Mpodozis et al., 1996; Karten et al., 1997) . Despite the relatively weak influence of auditory signals alone, congruent auditory stimuli presented simultaneously with the visual stimuli substantially enhanced the visual SSA effects. This intriguing result leads us to hypothesize that visual-auditory integration provides a mechanism for improving visual change detection when additional information from the auditory modality is made available.
The origin of this effect, shown in the E, is unknown. Recently, we have reported in tectal neurons that, in a monotonic sequence of sensory events, the first, less expected event usually gives rise to stronger multisensory enhancement compared with the subsequent events (Zahar et al., 2009 ). In addition, Bergan and Knudsen (2009) have reported enhanced modulation of auditory responses in the inferior colliculus of barn owls by rare visual stimuli (presumably via visual signals from the OT). These studies agree with the multisensory oddball effects reported here and thus suggest the possibility that what we identified in the E reflects computations occurring in the OT. Supporting this is the recent finding that the origin of the auditory signals in the E is the OT ). Accordingly, information about temporal saliency may be first computed in the OT (or the superior colliculus in mammals) to initiate rapid gaze responses. This information, however, should somehow be made available to the forebrain for the control of various covert orienting responses (Sokolov, 1963; Mü ller et al., 2005; Boehnke and Munoz, 2008) . Our results, together with the study by Marín et al. (2007) that addressed spatial saliency, support the hypothesis that information regarding saliency is distributed to the forebrain through the tectofugal pathway. It remains an open question whether the saliency information is further refined along the tectofugal pathway.
Mechanisms of interaction between SSA and bimodal integration
In principle, two equally feasible models can explain the enhanced SSA observed in bimodal conditions. In the first model, the visual-auditory integration occurs before the specific adaptation (Fig. 6 A) . Here, we assume that, at lower levels, responses are enhanced each time congruent visual and auditory stimuli are presented together (multisensory enhancement). Because of this enhancement, the inputs to the higher levels, in which the specific adaptation takes place, are stronger in the bimodal condition compared with the visual condition. We assume that the auditory input to the bimodal integrator is weak, by itself unable to produce substantial responses at the output level. In this model, the simplest way to achieve the enhanced SSA in bimodal conditions would be through an adaptation mechanism that is sensitive to the strength of the response; stronger responses (bimodal condition in our case) would lead to stronger adaptation. Similarly, incongruent conditions that lead to smaller responses would induce smaller SSAs. One of the classical models of synaptic depression precisely obeys such a rule (Tsodyks and Markram, 1997) . Conversely, a recent experimental study on adaptation in the thalamus and cortex of rats reported the contrary, i.e., adaptation that decreased with the intensity of the stimulus (Ganmor and Lampl, 2009 ). The other possible mechanism is that SSA takes place at unimodal levels before the multisensory integration (Fig. 6 B) . Again, the auditory inputs are assumed to be weak. In this model, to account for our results, rare, non-adapted inputs should give rise to stronger multisensory enhancement compared with frequent, adapted inputs. This requirement seemingly opposes the common observation that less effective inputs give rise to stronger multisensory enhancement [i.e., "the principle of inverse effectiveness" (Meredith and Stein, 1986b; Perrault et al., 2005; Stanford et al., 2005) ]; rare inputs are more effective in driving the neurons, yet they provide stronger enhancement (Figs. 1 H-K, 3B) . However, the inverse effectiveness principle has been demonstrated with stimuli that were less effective because of their low signal-to-noise ratio (Stanford et al., 2005) . Here, the effectiveness of the stimuli was reduced as a result of adaptation. There may be a conceptual difference between the two that is manifested in the outcome of multisensory integration. How this differential integration may be achieved at the cellular level remains unknown. One possibility is that the adaptation weakens the auditory presynaptic inputs to a degree that renders the postsynaptic neurons practically unisensory for frequent responses but not for rare responses. The absence of the effect in the incongruent condition would be simply because of the lack of multisensory enhancement in these conditions .
Both basic phenomena, unisensory SSA and enhancement of responses to congruent bimodal stimuli, have been reported in tectal neurons of the barn owl (Reches and Gutfreund, 2008; Zahar et al., 2009) . Therefore, on the basis of the available physiological data, it is difficult to distinguish between the two models (described above and in Fig. 6 ). However, in the last experiment (Fig. 5) , we report that higher contrast visual stimuli, which induced stronger responses at the population level, did not produce an SSA distribution that was significantly different from the SSA distribution obtained using the less effective visual stimulus (Fig. 5) . This result is not consistent with SSA that is scaled with the effectiveness of the stimulus and therefore does not support the first possibility (Fig. 6 A) . It should be noted, however, that the response enhancement obtained through bimodality was, on average, larger than the response enhancement obtained through increasing the visual contrast (see Results). We therefore cannot rule out that yet higher responses will demonstrate stronger adaptation rates.
Context dependency of multisensory integration
To integrate visual and auditory information in an adaptive manner, it is important to distinguish between bimodal stimuli that are aligned in space (congruent events) and bimodal stimuli that are misaligned in space (incongruent events). Congruent bimodal stimuli are likely to arise from the same object and therefore provide complementary information, whereas incongruent bimodal stimuli are not and thus provide competing information. Consistent with this is the common observation that the presentation of congruent audiovisual stimulation leads to enhancement over the unimodal responses, whereas incongruent stimuli lead to no enhancement or even suppression compared with the unimodal responses (King and Palmer, 1985; Meredith and Stein, 1986a; Wallace et al., 1992; Reches and Gutfreund, 2009; Zahar et al., 2009) . If the multisensory integration reported here plays a role in increasing the probability of detecting deviant objects, we expect the enhancement to appear when the information is likely to be complementary and to be absent when the information is not complementary. Consistent with this, the bimodal incongruent condition did not provide a net advantage over the visual-only condition. Conversely, it did not suppress the visual SSA either. Thus, auditory inputs affected the visual SSA only when the auditory stimulus was spatially congruent with the visual stimulus; otherwise, the auditory inputs had no apparent influence on the response properties of the neurons. This result again points to the dominance of visual processing in this brain region.
Multisensory enhancement is considered a hallmark property of cross-modal integration (Stein and Stanford, 2008) . The majority of the studies in this field, however, use unitary presentations of bimodal stimulation, overlooking the effect of stimulus history. Here, we show that the history of the stimulus can strongly influence the level of its multisensory enhancement (Figs. 1 H-K, 3B ). This result highlights the importance of the context of the stimulus in the integration of visual and auditory information. Such a context-dependent multisensory effect, which is predicted by several EEG studies in humans (Schröger and Widmann, 1998; Besle et al., 2005) , has significant implications for interpreting and modeling multisensory integration. An important consequence of this effect is that SSA can be markedly enhanced in multisensory settings, providing a neural mechanism for a link between change detection and multisensory integration. 
