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Abstract
We consider a PT -symmetric cubic oscillator with an imaginary double well. We
prove the existence of an infinite number of level crossings with a definite selection
rule. Decreasing the positive parameter ~ from large values, at a parameter ~n
we find the crossing of the pair of levels (E2n+1(~), E2n(~)) becoming the pair of
levels (E+n (~), E
−
n (~)). For large parameters, a level is a holomorphic function
Em(~) with different semiclassical behaviors, E
±
j (~), along different paths. The
corresponding m-nodes delocalized state ψm(~) behaves along the same paths as
the semiclassical j-nodes states ψ±j (~), localized at one of the wells x± respectively.
In particular, if the crossing parameter ~n is by-passed from above, the levels
E2n+(1/2)±(1/2)(~) have respectively the semiclassical behaviors of the levels E
∓
n (~)
along the real axis. These results are obtained by the control of the nodes. There is
evidence that the parameters ~n accumulate at zero and the accumulation point of
the corresponding energies is an instability point of a subset of the Stokes complex
called the monochord, consisting of the vibrating string and the sound board.
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1 Introduction
The anharmonic oscillators are among the simplest non solvable models in quantum
mechanics. In addition to presenting some connections with quantum field theory,
their main interest mainly lies in the presence of diverging perturbation series and
in the problem of their summability [1]. The latter is related to the existence of
singularities of the levels as functions of the perturbation parameter. Since the
family of Hamiltonians is analytic [2], such singularities are due to level crossings.
The semiclassical theory provides good qualitative and quantitative results for
lower parameter up to the crossing value [3–6]. The exact semiclassical method [7]
has extended the results to larger, but not very large, values of the parameter
[8, 9]. Such results are useful and complementary to the rigorous results we are
showing here. Indeed we believe that only the nodal analysis, begun in the papers
[10–13], can give a clear and exhaustive analysis of the level crossings, for which
a generalization of the method of control of the zeros by Loeffel-Martin [1] as
well as a generalized semiclassical theory are useful tools. Unfortunately, it is
not easy to prove the existence of these crossings, and it is even harder to give
the selection rule on the two pair of levels (at least) involved in a crossing. The
first problem is the unique labeling of the levels. Rigorous results were recently
obtained in [14] by different techniques. The present paper was announced in [15]
and its purpose, as we said, is to produce rigorous results by a clear method based
on nodal analysis and and making recourse to some physical notions. We will also
make some hypotheses in order to extend the treatment and exhibit a complete
understanding of the full phenomenon.
Level crossings are forbidden in case of analytic families of self-adjoint Hamil-
tonians [2]; also in the case of families of single well Hamiltonians with PT -
symmetry [4,5,16] the absence of crossings was proved in [17,18]. Andre´ Martinez
and one of us (V. G.) in the paper [13] have extended the proof of absence of
crossings of the perturbative levels E˜n(β), n ∈ N, of the analytic family of single
well cubic oscillators (22),
H(β) = p2 + x2 + i
√
βx3, p2 = − d
2
dx2
, β 6= 0, | arg(β)| < π
with fixed domain D(H(β)) = D(p2)
⋂
D(|x|3). The labeling of the states ψ˜n(β)
and the corresponding levels E˜n(β) is based on the n nodes as the stable zeros
at β = 0. In [13] the semiclassical method was also used, but the exact results
of analyticity were mostly given by the control of the nodes of the states. Our
program is to extend the analysis of the perturbative levels to the other regions
of β where the complex potential presents a double well structure and where the
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existence of crossings is expected. In the case of PT -symmetric double wells we
expect to have level crossings for real ~. We then continue the Hamiltonian H(β)
to the two sectors π < | arg(β)| < 3π/2, by using the complex dilations. By
two possible changes of representation in the extended sense, with the parameter
transformations
β±(~) = exp(∓i5π/4)3−5/4~, (1)
for π < ∓ arg(β) < 3π/2 respectively (20,21), we get the semiclassical family of
Hamiltonians
H~ = ~
2p2 + V (x), V (x) = i(x3 − x), ~ > 0, (2)
on the same domain D(p2)
⋂
D(|x|3) for
~ ∈ C0 = {~ ∈ C; ~ 6= 0, | arg(~)| < π/4}. (3)
The Hamiltonians H~ for ~ > 0 are closed and PT -symmetric operators. Since
the derivative of the potential V ′(x) has two real zeros at x± = ±1/
√
3, H~ can
be regarded as a double well Hamiltonian: it is indeed a peculiar double well
without an internal barrier and we will see that for complex energy it is, actually,
an effective single well Hamiltonian.
Let us recall something about the real double wells. As a simple example, we
consider a self-adjoint Hamiltonian with a double well potential as V (x) = (x2−1)2.
For E > V (0) = 1 we have a semiclassical regime of delocalized states, and for
E < 1 we have a semiclassical regime of bilocalized states. Localized states in a
single well can exist for complex ~. We expect the existence of level crossings for
almost real parameters ~ and energies near the critical energy given by the internal
top of the potential, V (0) = 1. One indication of this fact comes from the presence
of a logarithmic term in the separation distance of the levels [19].
Coming back to our case, the critical energy can be defined by studying the Stokes
complex. Since we know the absence of singularities of the level En(~) for small |~|
in certain sectors [18], we define two other types of levels for small ~ > 0, by the
analytic continuations of Eˆn(α) on the complex plane along arcs of circle of radius
|α|, starting from α = ~−4/5 > 0 and arriving to α± := exp(±iπ)α, respectively.
We thus define the levels
E±n (~) := ~
6/5Eˆn(α
∓), n ∈ N, α± = exp(±iπ)~−4/5, ~ > 0. (4)
All such levels E±n (~) are analytic continuations of the perturbative levels E˜n(β) as
E˜n(β
±(~)) by the relations (1) and are extensible as many-valued functions to the
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sector C0 of the ~ complex plane. The large ~ behavior of the level Em(~) is studied
using a different scaling that gives a new representation with the Hamiltonians
K(α) = p2 +W (α, x), W (α, x) = i(x3 + αx), α ∈ C. (5)
The level Eˆm(α), of K(α) is holomorphic on the sector,
Cα = {α ∈ C, α 6= 0, | arg(α)| < 4π/5}, (6)
but before the first crossing it can be analytically continued [13] as a positive
function up to negative values by the relation,
Em(~) = ~
6/5Eˆm(α), α = −~−4/5 . (7)
The levels Em(~) for large ~ are related to the perturbative levels by (7) and the
behavior (11),
E˜m(β) ∼ β1/5Eˆm(0) as β → +∞.
All such levels Em(~) are analytic continuations of the perturbative levels E˜m(β)
and are extensible as many-valued functions, to the sector C0 of the ~ complex
plane.
We give all the rules of the crossings in a minimality hypothesis which allows to
simplify the notations.
Hypothesis H1 The number of crossings involving two given pairs of levels, re-
spectively before and after the crossing, is minimal.
As a result, the crossing parameter ~n is unique. Both the levels E
±
n (~), such that
E+n (~) = E¯
−
n (~), (8)
are non-real analytic for small ~ > 0 and have the semiclassical behaviors (23),
E±n (~) = ∓i
2
3
√
3
+
√±i 4
√
3(2n + 1)~+O(~2) ∈ C∓ = {z ∈ C, ∓ℑz > 0}. (9)
Since all the levels are real for large ~ > 0, there exist ~n > 0 such that the levels
E±(~n) are real and equal because of (8). Thus, the first part of the crossing rule
(Theorem 1) is proved. For the second part, at a fixed parameter ~ > 0, we extend
the states ψ±n (x) and the state ψm(x), x ∈ R, as entire functions on the complex
z = x+ iy plane. In particular, the state ψm(z) corresponding to a positive level
Em is taken to be PxT -symmetric, where
Pxψm(x+ iy) = ψm(−x+ iy).
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We now prove that for ~ < ~n the n nodes of ψ
±
n (~) are their only zeros in
C
± := {z ∈ C, ±ℜz > 0}, (10)
respectively. At the left limit, ~→ ~−n , the union of the sets of n nodes of the two
states ψ±n (~) becomes the Px-symmetric set of 2n non imaginary zeros of the critical
state ψcn,n (Lemma 7). The state ψ = ψ
c
n,n is completely P -asymmetric in the sense
that the mean parity vanishes, 〈ψ,Pψ〉 = 0 (Lemma 9). At the right limit ~→ ~+n ,
the sets of 2n non imaginary zeros of both the new states, generically called ψm(~),
are stable (Lemma 8). In Theorem 1 we show that for ~ > ~n all the non imaginary
zeros of the states ψm(~) are locally stable. The label m is the number of zeros
(nodes) of the state ψm in C− for large ~ > 0 (Lemma 1). The number of non
imaginary nodes can be 2j, 0 ≤ j ≤ n. It is possible that no imaginary node or
only one imaginary node does exist (Lemma 4). Thus 2n + 1 is the maximum
value m. Since the two values of m must be different for the independence of the
states, the maximum values of the pair of integer m is (2n, 2n+1). If we consider
the sequence of levels obtained by the crossings, the sequence of the maximum
values is the only one compatible with the uniqueness of the state ψm for a given
m. Therefore, for ~ > ~n, the pair of independent states ψm(~), continuation of
the pair of states ψ±n (~), is (ψ2n(~), ψ2n+1(~)) corresponding to the pair of levels
(E2n(~), E2n+1(~)). Only the state ψ2n+1(~) has an imaginary node. The levels
are locally bounded as proved in Lemma 10.
The crossing selection rule can also be given in simple terms. The two levels
E2n+(1/2)±(1/2)(~), separated for ~ > ~n, cross at ~n > 0, becoming the two sep-
arated levels E±n (~) for ~ < ~n. We call E
c
n,n the limit level at ~ = ~n and ψ
c
n,n
the corresponding state. More explicitly, the crossing rule is given in terms of the
analytic continuations (Theorem 2). The two functions E2n+(1/2)±(1/2)(~) , holo-
morphic for large |~| , are analytically continued along the positive semi-axis for
decreasing ~ > 0 by passing above the singularity at ~ = ~n as, for instance, along
a semi-circle of radius ǫ > 0 and parameter θ
~(θ)− ~n = ǫ exp(iθ), θ ∈ [0, π],
They have respectively the two semiclassical behaviors E∓n (~) for small positive ~.
All the results presented so far have been rigorously proved. We now continue our
investigation introducing some definitions and making some conjectures, arising
on the basis of numerical results, that we believe useful for a full understanding of
this specific problem.
Definitions. Let ~ = 0. We call (vibrating) string the short Stokes line [12],
(sound) board the exceptional Stokes line [12]. Their union is a subset of the
Stokes complex called the monochord.
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Figure 1: The crossing process of the pair of levels (E6(~), E7(~)) for ~ > h3,
and the pair of levels E±3 (~) for ~ < h3. A complex level E is represented by
ℜE + ℑE.
Conjecture C1 Let us fix ~ ∈ C0, and consider the state ψE corresponding to
the level E. There exists the string, an arc of line where the nodes lie, and the
board, a half-line where the other zeros lie. The string is the exact short Stokes
line and the board is the exact exceptional Stokes line in the sense of the exact
semiclassical theory (49), [7]. The approximate monochord is exact at ~ = 0, and
the approximated board is exact in case of a positive level Em(~) at a positive
parameter ~.
These notions are relevant in order to control the stability of the nodes for any
~. The numerical results, reported in Fig. 4-7, support the conjecture C1. A
node can disappear by passing from the string to the board. On the other side an
antinode can double after a crossing with a stationary point at a turning point.
These events are possible when the string and the board come in contact.
Conjecture C2 The standard sequence of nodes and antinodes of a state ψm(~)
with m nodes, [m/2] = n, for ~≫ ~n > 0 and suitable labeling, is the following:
S2n = (A−n−1, N−n, ... , A−2, N−1, A0, N1, A2, .... , Nn, An+1),
S2n+1 = (A−n−1, N−n, ... , A−1, N0, A1, .... , Nn, An+1).
There exists a parameter ~an > ~n such that the antinode A0 of the state ψ2n(h
a
n)
coincides with the imaginary turning point I0 (Remark 1). There exists a param-
eter ~
p
n > ~n such that the node N0 of the state ψ2n+1(h
p
n) coincides with the
6
imaginary turning point I0 (Lemma 4). This means that at the parameter ~
a
n and
energy E2n(~
a
n) the end point of the board, I0, touches the string. The same hap-
pens at the parameter ~
p
n and energy E2n+1(~
p
n). Decreasing ~, just below ~an the
imaginary antinode A0 of S2n doubles into the pair of non imaginary antinodes
(A−1, A1), and just below ~
p
n the imaginary node N0 of S2n+1 disappears. Thus,
the sequence of nodes of the state at the crossing, ψcn,n, is,
Scn,n = (A−n−1, N−n, ... , N−1, A−1, A1, N1, .... , Nn, An+1),
and the sequences of the nodes of the states ψ±n (~) for ~ < ~n are
S−n = (A−n−1, N−n, ... , N−1, A−1), S
+
n = (A1, N1, ... , Nn, An+1)
respectively.
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Figure 2: ~ > ha3. The approximate monochord of E6(~) with the nodes
and antinodes.
Following the process of crossing for decreasing ~, just after the crossing we have
the breaking of both the string and the sequence of the nodes. The limit of the
critical energies, Ecn,n → Ec is an instability point of the Stokes complex. At the
energy Ec the exceptional Stokes line touches the short Stokes line [9], (Fig.1).
We believe it is useful to try now to complete the picture of all the semiclassical
behaviors of a level Em(~) in the complex plane. It is clear that for non-real ~
7
-1 0 1
Re z
0
0,4
0,8
Im z
Turning points
Approximate string
Board
Nodes
Antinodes
I_ I
+
I0
A
-4
N
-3
A
-3
N
-2
A
-2
N
-1
A
-1
N0 A1
N1 A2 N2 A3 N3 A4
[h]
Figure 3: ~ > hp3. The approximate monochord of E7(~) with the nodes
and antinodes.
other crossings of the same type are possible. Since the PT -symmetry is lost, we
admit that the indexes j, k of the two levels undergoing crossing are different, and
their sum j + k is not necessarily even. On the other side, at least one of the
nodes of the state ψj+k+1(~) must be unstable for the crossing of Ej+k+1 with a
level Em, m < j + k + 1. The simplest possible generalization to the non-real ~
case is obtained if we assume that exactly one of the nodes is unstable as in the
symmetric case, so that the level Ej+k+1(~) crosses the level Ej+k(~).
Conjecture C2′ The standard sequences of the nodes of the states ψj+k(~),
ψj+k+1(~), for large |~|, with a suitable labeling, are respectively,
Sj+k = (A−j−1, N−j , ... , A−2, N−1, A0 , N1, A2, .... , Nk, Ak+1),
Sj+k+1 = (A−j−1, N−j, ... , A−1, N0, A1, .... , Nk, Ak+1).
There exists a parameter ~aj,k such that the antinode A0 of the state ψj+k(~
a
j,k)
coincides with the turning point of the board I0. There exists a parameter ~
p
j,k such
that the node N0 of the state ψj+k+1(~
p
j,k) coincides with the turning point of the
board I0. The sequence of the nodes of the state at the crossing is,
Scj,k = (A−j−1, N−j, ... , N−1, A−1, A1, N1, .... , Nk, Ak+1),
and the sequences of the nodes of the states ψ−j , ψ
+
k are respectively
S−j = (A−j−1, N−j , ... N−1, A−1), S
+
k = (A1, N1, ... , Nk, Ak+1) .
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Figure 4: h3 < ~ < h
a
3. The approximate monochord of E6(~) with the
nodes and antinodes.
Again, if we follow the process of crossing for decreasing |~|, after the crossing we
have the breaking of the string and of the sequence of nodes and the limit of the
critical energies, Ecn,δn → Ec(δ) as n = [(j+k)/2]→∞ and δn = (k− j)/n→ δ ,
is an instability point of the Stokes complex. Thus, for complex parameter, the
following crossings are possible: the two levels, Ej+k+(1/2)±(1/2)(~), (j, k) ∈ N2 ,
cross at ~j,k ∈ C0 giving two semiclassical levels E−j (~) and E+k (~) for small |~.|
If we assume, according to the Hypothesis H2 (to be more precisely formulated in
the following), that no crossing different from the above ones is possible and if we
use Hypotheses H1 we obtain recursively the full picture of the Riemann sheets of
the levels (Theorem 3). The level Em(~), well defined and holomorphic for large
|~|, has different behaviors for ~→ 0 along different paths tangent to the real axis
at 0. Near the origin there exists a partition of C0 into a finite number of stripes,
ordered for increasing imaginary part,
Sm,0− , S
m−1,0
m,0 , S
m−1,1
m−1,0 , S
m−2,1
m−1,1 , .... S
1,m−1
1,m−2 , S
0,m−1
1,m−1 , S
0,m
0,m−1, S
+
0,m
where the behavior of Em(~) is respectively expressed by the following semiclassical
levels in the same order
E−m(~), E
+
0 (~), E
−
m−1(~), E
+
1 (~), ... E
−
1 (~), E
+
m−1(~), E
−
0 (~), E
+
m(~).
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Figure 5: h3 < ~ < h
p
3. The approximate monochord of E7(~) with the nodes
and antinodes.
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Figure 6: 0 < ~ < h3. The approximate monochord of E
+
3 (~) with the
nodes, the antinodes, the zeros and the stationary points.
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To conclude, we give a brief summary of the paper content. In Sec. 2 we deal
with the behavior of the levels and of the nodes for large values of |~|. We prove
a confinement of the nodes for large ~ > 0, the positivity of the spectrum for
large ~, the reality of the states on the imaginary axis and we also consider the
instability of the imaginary node of the odd states. In Sec. 3 we study the
behavior of levels and states in the semiclassical limit and we show that for small
~ > 0 the imaginary axis is free of zeros and the nodes are bounded. We prove
then the total P-symmetry breaking at the crossing. In Sec. 4 we determine the
possible quantization rules and we consider the Riemann surfaces of the levels in
a neighborhood of the real axis of ~. The general crossing rule and level Riemann
surfaces are considered in Section 5. In the final Section 6 we introduce the string
and the board, by which we determine the sequences of nodes and antinodes.
We add two Appendixes concerning the semiclassical series expansions and some
considerations on the numerical aspects.
2 Behavior of levels and nodes for large |~|
The necessity of level crossing comes from the comparison of levels and states for
large ~ and small ~ > 0. In this section we begin by investigating the principal
features of levels and states for large ~.
(a) Analyticity and confinement of the nodes for large |~|
In order to fix the number m of nodes of a state ψm(~) for large |~|, we prove a
confinement of the nodes, so that the nodes are the only zeros in a certain region
of the complex plane. For ~ > 0 large, it is convenient to use the representation (5)
and the Hamiltonian K(α) so to have uniformly bounded energy and nodes. Let us
consider the level Eˆm(0), m ∈ N, of K(0) ≡ K(α = 0), corresponding to the level
Em(~) of H~ at the limit of ~ = +∞ according to (7). It is important to observe
that the scaling given in (7) is regular, with a positive (although unbounded) scale
λ = ~2/5 that maintains the phases on the complex plane. Due to (7) the level
Eˆm(α) is positive for α ∈ R and |α|. We prove now a confinement of the nodes
and of the other zeros. We translate the operator K(0) by x→ x+ iy, and we let
Ky(0) = p
2 + i(x+ iy)3 = p2 + i(x2 − 3y2)x+ y3 − 3yx2 = p2 + Vy(x) .
We then apply the Loeffel-Martin method [1] to a level E = Eˆm(0) > 0, with a
state ψ = ψˆm(0):
−ℑ [ψ(x+ iy)∂xψ(x+ iy)] =
∫ ∞
x
ℑVy(s) |ψ(s + iy)|2ds =
11
∫ ∞
x
(s2 − 3y2)s|ψ(s + iy)|2ds = −
∫ x
−∞
(s2 − 3y2)s|ψ(s+ iy)|2ds 6= 0
for ±x ≥ √3 |y|, y ∈ R . In this case we have a rigorous confinement of the region
of the nodes
Cσ = {z = x+ iy, y < 0, |x| < −
√
3 y} ⊂ C− = {z ∈ C, ℑz < 0}.
The same confinement extends to all α > 0 and we see that them zeros of the state
ψ̂m(α) on C− are stable in the limit α→ +∞, namely they are nodes by definition.
Previous computations of the nodes [20] suggest that the present confinement may
be sharp. Since we know the analyticity of every level E˜m(β) of H(β) as long
as the m nodes of the state ψ˜m(β) are in C−, we want to look what happens at
β = +∞. In the case of the Hamiltonian H(β) = p2 + x2 + i√βx3, β > 0, by the
scaling x→ λx with positive λ = β−1/10, we have
H(β) ∼ β1/5(p2 + β−2/5x2 + ix3)
so that the level E˜m(β) of H(β), has the behavior,
E˜m(β) ∼ β1/5Eˆm(0) as β → +∞. (11)
Thus, the operator K(0) gives the asymptotic behavior of the spectrum of both the
family of operators H(β) for β → +∞ and the family of operators H~ for ~→ +∞.
As the nodes of the state ψˆm(0) are in C−, the regularized levels β
−1/5E˜m(β) are
real analytic up to β = +∞ [13]. This means the absence of level crossings at
α = 0. But a level crossing of Eˆm(α) is possible at a parameter α = α(m) < 0.
Therefore the level Eˆm(α) is real analytic and the nodes of ψm(α) are in C− for α
in [α(m),+∞). At the same time, the level Em(~) is real analytic and the nodes
of ψm(~) are in C− for ~ in [~(m),+∞), α(m) = −~(m)−4/5. Thus, we state a
result:
Lemma 1 The level Em(~) is real analytic and all the zeros of ψm(~) in Cσ as
well as in C− are its m nodes for ~ ∈ [ ~(m),+∞), where ~(m) ≥ 0. All the other
infinite zeros are in,
CB = {z = x+ iy, y > 0, |x| <
√
3 y} ⊂ C+ = {z ∈ C, ℑz > 0}.
Therefore the levels Eˆm(α) are real analytic for α ∈ R for |α| small.
We will see that actually such zeros in CB are imaginary.
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(b) Positivity of the levels and reality of the states on the
imaginary axis for large ~ > 0
The level Eˆm(α), m ∈ N of K(α) is analytic in a neighborhood of the origin
U ⊂ C [13, 21]. Since it is real analytic for α < 0, it is real analytic also in
U
⋃
R [17]. The positivity of the real part of the levels comes from the numerical
range and, in particular, from the kinetic energy
ℜEˆm(α) = ℜ〈ψ̂m(α),K(α)ψ̂m(α)〉 = 〈ψ̂m(α), p2ψ̂m(α)〉 > 0,
where ψm(α) is the corresponding normalized state. Also the level Em(~) is real
analytic and positive for ~ > 0 large enough. Thus, we have proved:
Lemma 2 Any given level Em(~) is positive for large positive ~. We now extend
the analysis of the analytic states on the complex plane. Let us consider y ∈ R and
the translation f(x)→ f(x+ iy), so that the PT -symmetric Hamiltonian becomes
the isospectral PT -symmetric Hamiltonian
H~(y) = h
2p2 + i(x3 − (3y2 + 1)x)− (3yx2 − y3 − y) ∼ H~. (12)
The eigenfunction ψn,y(x) = ψn(x + iy) with real eigenvalue En can be taken
PT -symmetric on the Hy representation,
PTψn,y(x) = ψn,y(−x), (13)
so that, in particular,
ψn,y(0) = ψn,y(0) = ψ(iy).
Therefore, we have proved the following,
Lemma 3 If the level Em, m ∈ N, is positive then the state ψm(z) extended as
an entire function on the complex plane, is PxT -symmetric,
(PxTψm)(x+ iy) = ψm(−x+ iy) = ψm(x+ iy), ∀x, y ∈ R, (14)
and the set of its zeros is Px-symmetric. In particular, for a choice of the gauge,
the state is real on the imaginary axis,
ℑψm(iy) = 0, ∀y ∈ R. (15)
13
(c) The nodal analysis of the process of crossing
Let us to fix ~ > 0 large enough and let E = Em(~) be a positive level of the
Hamiltonian (2) with a corresponding state ψm(z). Now, by the complex dilation
z → iz, we consider the Hamiltonian on the imaginary axis:
Hr~ = −~2
d2
dy2
+ V˜ (y) ∼ −H~, V˜ (y) = −y3 − y, (16)
well defined by the L2 condition on the x-axis, here playing the role of the imag-
inary axis. The Hamiltonian Hr
~
has the same spectrum as −H~, so that −E =
−Em(~) < 0 is one of its eigenvalues (Lemma 2). The corresponding state
φm(y) = ψm(iy) can be taken real for y real. In particular, for y > 0 large,
because of the two fundamental solutions and the reality property, we can write
φm(y) ∼ C√
p0(E, y)
cos(p0(E, y) + 2πα), (17)
with a C > 0 and where
p0(E, y) =
√
y3 + y − E, α ∈ R/Z .
For −y > 0 large, we have a real combinations of the two fundamental solutions,
φm(y) ∼ C
′√
p0(E, y)
(exp(p0(E, y)) + a exp(−p0(E, y)) ), (18)
with a C ′ > 0, p0(E, y) =
√
−y3 − y + E, a ∈ R. We consider together the two
states ψm(z), [m/2] = n ∈ N, for a fixed ~ ≥ ~n. Both the states have n nodes
on both the half-planes C± and are distinguished by the number of imaginary
nodes for ~ > 0 large. The whole process of crossing for ~ ≥ ~n can be studied
by the behaviors of the states ψm(z) with energy E = Em > 0, on the imaginary
semi-axis, called the continuation of the board,
Bc(E) := {z = iy, −∞ < y < y˜(E)}, (19)
where the imaginary turning point is I0 = i y˜(E). This means that we consider
each one of the two formal states φ(y) := φm(y), of the representation (16), for
y ≤ y˜(E). For ~ > 0 large, we have two possible behaviors of the state φ(y) of
(16). Let us recall that for y in a open interval of the semi-axis −∞ < y < y˜(E), if
a state φ(y) is positive then it is convex; if it is negative then it is concave. On the
other side, for y > y˜(E) , where an eigenfunction φ(y) is positive it is also concave
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and where it is negative it is also convex. Since we can consider φ(y) positive
decreasing for y ≪ y˜(E), there are only two cases:
i) the existence of one zero on Bc(E),
ii) the absence of zeros on Bc(E).
Let us remark that y˜(E) > 0 so that, by Lemma 1, a possible node on the imaginary
axis should be in Bc(E) for large ~ > 0. A state without imaginary nodes can
have one or zero antinodes. We can state the result:
Lemma 4 Let E(~), with ~ > 0 , be a positive level with a corresponding PT-
symmetric state ψ(~). When ~ is large enough the state ψ(~) can have one or zero
imaginary nodes.
For the existence of an imaginary node for large ~ > 0 we consider a state with
labeling m = 2n + 1, continued to all ~ > ~n > 0. An imaginary node is indeed
unstable since it can cross the turning point I0 at a parameter ~
p
n > ~n. For
large ~, a state ψ(~) with an imaginary node has no imaginary antinodes and a
a state ψ(~) without imaginary nodes can have one or zero imaginary antinodes.
It is possible and actually necessary that at a parameter ~an > ~n the imaginary
antinode disappears and two non imaginary antinodes of ψ2n(~) are generated. We
clarify this fact by a simplified example. Let ψ2n(z) = i(z
3/3− ǫz) + c, c 6= 0. We
have ψ′(z) = i(z2− ǫ) = 0 at the stationary points z± = ±
√
ǫ and ψ′′(z) = 2iz = 0
at z = 0 = I0. For ǫ = ~
a
n − ~ > 0 there are two non-imaginary antinodes and for
ǫ < 0 there the only antinode −i√|ǫ| in lower complex half-plane.
3 Semiclassical limit, confinement of the nodes
and the crossing rule
We now study the behavior of the levels and the states in the semiclassical limit.
From the comparison with the large ~ > 0 behavior we will prove the necessity of
the level crossings.
(a) From semiclassical to perturbation theory and semiclassical
limit of the nodes
Let ~ ∈ C0 with |~| small. Some transformations are necessary in order to use the
results of [13] for the localized states. We consider Hamiltonian H~ with two wells
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at x± = ±1/
√
3. We make the unitary translations centering on one of the wells
or the other one, x = x± + y = y ± 1/
√
3, getting the new Hamiltonians:
H±
~
= ~2p2 + i(y3 ±
√
3y2)∓ E, E = i 2
3
√
3
.
We make the suitable dilations in order to use the perturbation theory [13]. We
put
y = λ±(~)z, λ±(~) = exp(∓iπ/8)3−1/8
√
~ (20)
and we get
H±
~
∼ ~c±H(β±(~))∓ E (21)
where
c± = 31/4
√±i, β±(~) = exp(∓i5π/4)3−5/4~,
and where H(β) is
H(β) = p2 + x2 + i
√
βx2. (22)
Let us notice that the parameters β±(~) are not in the cut plane
Cc = {z ∈ C; z 6= 0, | arg z| < π},
so that we cannot use all the results of [13]; nevertheless we can use some of
the results of [18]. It is clear from the perturbation theory that we have the
semiclassical behavior of the levels,
E±n (~) = ∓iE+ ~c±(2n+ 1) +O(~2), ~ > 0. (23)
In the perturbation theory of Hamiltonian (22) we have the relevant fact that in
the semiclassical limit all the nodes of the state ψ˜n(β
±(~)) go to the short Stokes
line [−√2n+ 1,√2n+ 1 ]. In the semiclassical limit this corresponds respectively
to the wells x± of the nodes of the semiclassical states ψ
±
n (~),
Lemma 5 Both the states ψ±n (~) have n zeros tending to the points x±, respec-
tively, as ~→ 0+.
We will prove a stable confinement of the zeros of both the states ψ±n (~) in C
±
(10) respectively, so that such zeros coincide with the nodes. Thus, we will prove
that no crossing between the levels of the same set {E−n (~}n∈N or of the same set
{E+n (~}n∈N can occur, contrary to crossings of the levels of {E−n (~)}n∈N with the
levels of {E+n (~}n∈N that are indeed possible.
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(b) The confinements of the nodes and the crossing rule
Let us consider ~ > 0 and a level E ∈ C, with the corresponding state ψ(z),
and ψ(iy) = φ(y), z, y ∈ C. We transform the Hamiltonian (16) by imaginary
translations:
Hr~(x) = −~2
d2
dy2
+ V˜ (y − ix),
V˜ (y − ix) = ℜV˜ (y − ix) + iℑV˜ (y − ix) = −(y − ix)3 − (y − ix)
= −y3 + 3x2y − y + i(x(3y2 + 1)− x3)
where ℑV˜ (y − ix) = (x(3y2 + 1) − x3 ) with level −E , for a fixed x 6= 0. We
consider a state,
φx(y) = φ(y − ix), n ∈ N,
with the well known asymptotic behavior(17),
φx(y) ∼ C√
p0(E,w)
cos(p0(E,w) + θ), w = y − ix, y → +∞,
for a C > 0, θ ∈ R/2πZ and
|φx(y)|2 = O(|y|−3/2) for y → +∞.
Since the dominant term is bounded and real, we have,
ℑ(φ¯(y)∂yφ(y))→ 0, as y → +∞.
We consider the Loeffel-Martin formula in order to generalize to our problem the
expression of the imaginary part of a shape resonance:
ℑ (~2φ(y)∂yφ(y)) = −ℑE
∫ ∞
y
|φ(s)|2ds, ∀y ∈ R, (24)
where the integral in (24) exists and is bounded for the semiclassical behavior.
Thus we state the result:
Lemma 6 Let us consider the non-real levels E±n (~) at a fixed value of the parame-
ter ~ < ~n. The corresponding states ψ
±
n (z) are different from 0 on the imaginary
axis and, being entire functions, they are free of zeros in a neighborhood of the
imaginary axis. Obviously, the width of this neighborhood is not uniform at infin-
ity.
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We next apply the Loeffel-Martin method [1] generalized to the case of diverging
integrals:
ℑ [~2φx(y) ∂yφx(y)] = ℑ [~2φx(y0)∂yφx(y0)]+∫ y
y0
(x(3s2 + 1− x2) + ℑE)|φx(s)|2ds→ +∞, (25)
as y → +∞ for fixed y0, x ∈ R, x 6= 0. We know that the zeros, for large |z|, have
the asymptotic direction arg z → π/2 [13]. Let E ∈ C± be a non real level with
state ψ(z) of the Hamiltonian H~ for a fixed ~ > 0. In the regions
Ω± = {z = x+ iy ∈ C±, x2 ≤ 3y2 + 1, y > 0 },
for E ∈ C± respectively, there are no zeros for large y. Let for instance ℑE > 0,
y0 > 0; by (25) we have the absence of a zero at (x, y) for 0 < x < 1 and y > y(x)
for a function y(x) > y0. The function y(x) is not uniformly bounded for x small,
but this is not a problem because of Lemma 6. This means that the large zeros are
on C∓ if E ∈ C∓, respectively. In the limit of ~→ ~−n the energies E±n (~) become
positive, and the large zeros of ψ±n (~) become imaginary. We are then able to state
a stronger condition on the asymptotics of the zeros:
Lemma 7 Since E±n (~) ∈ C∓, the n nodes of the two states ψ±n (~), near x± for
small ~, stay respectively in C± for all ~ < ~n. Since the state ψ
+
n (~) (ψ
−
n (~)) is the
only one to have n nodes in C+ (C−), the two functions E±n (~) are analytic for 0 <
~ < ~n. At the crossing limit, the two levels E
±
n (~) with the states ψ
±
n (~), coincide.
The state ψcn,n at the crossing is PT -symmetric and has 2n non-imaginary zeros
conventionally considered the only nodes. The large zeros are imaginary.
Proof We have, ψ+n (~) = PTψ
−
n (~) for ~ < ~n, and ψ
±
n (~)→ ψcn,n as ~→ ~−n , so
that ψcn,n = PTψ
c
n,n. The state ψ
+
n (~) has only n zeros in C
+ and the state ψ−n (~)
has only n zeros in C−. Since at the limit ~ → ~−n these zeros cannot diverge
or become imaginary, all the limits of the non-imaginary zeros of both the state
ψ±(~) are all the non-imaginary zeros of the limit state ψcn,n.
We say conventionally that the 2n non-imaginary zeros are the nodes of ψcn,n.
Consider a state ψm(~), for ~ > ~n having limit ψ
c
n,n as ~→ ~+n . We have:
Lemma 8 Let ψm(~), for ~ > ~n, be a generic state having limit ψ
c
n,n as ~→ ~+n .
For ~ > ~n, ψm(~) has exactly 2n non-imaginary zeros, possible nodes, stable at
~n. Taking into account the possible existence of one imaginary node, the number
m of its nodes is not greater than 2n + 1.
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Figure 7: ~ = 0. The monochord, the subset of the Stokes complex, consist-
ing of the short Stokes line (string) and the exceptional Stokes line (board),
at the critical energy Ec = 0, 35226...
Proof For ~ > ~n, both the states ψm(~) are PT -symmetric and the correspond-
ing levels Em(~) are positive (Lemma 2 and 3). Because of the symmetry and the
simplicity of the spectrum, a non-imaginary zero cannot become imaginary and
an imaginary zero cannot leave the imaginary axis. Due to (25), a non-imaginary
zero of ψm(~), with energy E = Em(~), can go to infinity along a path asymptotic
to the imaginary axis at infinity. But at any fixed ~ > ~n the state ψm(~) has the
following behavior in a neighborhood of the imaginary axis (17),
ψm(z) = φm(w) ∼ C√
p0(E,w)
cos(p0(E,w) + α), w = y − ix, y → +∞,
for a C > 0, p0(E,w) =
√
w3 + w − E, α ∈ R/Z, so that it is free of zeros for a
small |x| 6= 0, x ∈ R and y > 0 large enough.
The number of non-imaginary nodes of both the states ψm(~) is 2n as the state
ψcn,n. All the non-imaginary zeros can go to the half plane C− for large ~ > 0,
as the nodes do. We know that only one of the imaginary zeros can be a node
(Lemma 4). Thus, the maximum number of nodes is 2n+1, whereas the minimum
number is 0. Because of the independence of the two states ψm(~) having limit
ψcn,n as ~→ ~+n , the maximal values of the pair of numbers m is (2n, 2n + 1).
Actually, considering the sequence of pairs of levels Em(~) > 0 obtained by the
crossings for large ~ > 0, only the the maximum values of the pairs of number m,
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Figure 8: ~=0. Instability of the monochord for a positive variation of the
energy: E > Ec.
(2n, 2n + 1) are compatible with the uniqueness of each level. Only the sequence
of pairs,
(E0, E1), (E2, E3), (E4, E5), ...,
gives exactly the full sequence of levels E0, E1, E2, .... The imaginary node of the
state ψ2n+1(~) is always imaginary but can well coincide with the lowest imaginary
zero of ψ2n(~) at ~ = ~n.
Thus, we state the following,
Theorem 1 For each n ∈ N, there exists a parameter ~n > 0 and a crossing at ~n.
The two levels E2n+(1/2)±(1/2)(~) separated for ~ > ~n, and the two levels E
±
n (~n)
separated for ~ < ~n, crosses at ~n > 0. The two states ψ2n+(1/2)±(1/2)(~), ~≫ ~n,
have a set of 2n non-imaginary nodes.
Proof The existence of the crossings is necessary because of the positivity of
the analytic functions Em(~) for large ~ > 0, and the non reality of the analytic
functions E±n (~) for small ~ > 0. In particular, if seen from ~ ≤ ~n, we have a
crossing between the levels E±n (~) when they becomes real and equal. The crossing
between the levels E2n(~), E2n+1(~) is possible because the stability of the 2n
non-imaginary nodes of both the states ψ2n+(1/2)±(1/2)(~) and the instability of
the imaginary node of the state ψ2n+1(~). Because of the PxT -symmetry of both
the states ψ2n+(1/2)±(1/2)(~), they have n nodes in both the half-planes C
±. The
continuation to ~ < ~n of the n nodes in C
± are the nodes of the states ψ±n (~) in
C
±, respectively.
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Remark 1 The zeros on the upper half-plane for large ~ > 0 are all imaginary.
This statement strengthens the confinement of the zeros for large ~ > 0 obtained
above. It ensues from the result that all the non-imaginary zeros are nodes, and
all the nodes are in the lower half-pane for large ~ > 0.
Conjecture C3 The sequence ~n has a vanishing limit for n→∞.
This conjecture is based on the semiclassical and the exact semiclassical theory. It
is related to the conjecture that n~n and 2n~n tend to the action integral of single
well J+(Ec, 0) = J−(Ec, 0) and of double well J2(E
c, 0), respectively, as n → ∞
(28), (31). The instability of the nodes is related to the contact of the string with
the board and the instability of the string at E = Ec, ~ = 0. For the possibility of
proving this conjecture by perturbation theory see [22–24].
Also the behavior of the isolation distance for large ~ and large n agrees with this
conjecture.
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Figure 9: ~ = 0. Instability of the monochord for a complex variation of the
energy: E 6= E¯.
(c) The total P-asymmetry at the crossing
We have seen that the states ψ˜n = ψ˜n(0) of H(β) at fixed β = 0, have defi-
nite parity: Pψ˜n = (−1)nψ˜n. This means that |ψ˜n|2 is P -symmetric, and the
expectation value of the parity is 〈ψ˜n, P ψ˜n〉 = (−1)n. We want to prove that
the state at the crossing, ψcn = ψn(~n), n ∈ N, has vanishing mean value of the
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parity, 〈ψcn, Pψcn〉 = 0, so that it is totally P -asymmetric in the sense that ψcn is
orthogonal to Pψcn.
We have a crossing of E±n (~) at ~ = ~n when ℑE±n (~) = 0. For 0 < ~ < ~n, the
two clamped points of ψ±n are (I∓, I0) respectively. At the crossing, we have Px
symmetry of the turning points, so that I− = I¯+, I0 = −I¯0.
Let H = H~, H
∗
~
= H¯ = H~¯, with two levels Ej = E¯j and states ψj , j = 1, 2 .
Then
Hψ1 = E1ψ1, H¯ψ¯2 = E2ψ¯2,
so that
〈ψ¯2,Hψ1〉 = E1 〈ψ¯2, ψ1〉 = E2 〈ψ¯2, ψ1〉 (26)
and, by subtraction
0 = (E2 − E1) 〈ψ1, ψ¯2〉 .
Let now to vary the semiclassical parameter ~, so that:
0 = (E2(~)− E1(~)) 〈ψ1(~), ψ¯2(~)〉,
for ~ > 0. If E1(~) 6= E2(~) for ~ > ~n, and E1(h+n ) = E2(h+n ) = E, ψ1(h+n ) =
ψ2(h
+
n ) = ψ, we have
0 = 〈ψ, ψ¯〉 = 〈ψ,Pψ〉 =
∫
R
ψ2(x)dx. (27)
We have thus proved:
Lemma 9 The PT-symmetric state at the crossing point,
ψcn,n = ψ2n+1(h
+
n ) = ψn,n(h
+
n ) = PTψ
c
2n,
is completely P-asymmetric, namely 〈ψcn,n, Pψcn,n〉 = 0.
Considering the states as eigenfunctions of the Hamiltonian K(α), the state ψ =
ψˆ2n+1 is odd in the sense that it gives a negative mean value of the parity operator
, 〈ψ,Pψ〉 < 0 tending to −1 in the limit α→ +∞. Conversely, the state ψ = ψˆ2n
is even since 〈ψ,Pψ〉 > 0 and tends to 1 in the limit α→ +∞ . Thus, the crossing
of two levels with states of opposite parities for large α, is possible.
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Figure 10: ~ = 0. The monochord at the semiclassical energy E−n (0) =
i2/3
√
3, ∀n ∈ N. The string is the point I− = I0 = x−.
4 The boundedness of the levels and the Rie-
mann surfaces
In this section we examine the possible types of quantization rules excluding the
divergence of the levels. We then consider the properties of the Riemann surfaces
of the eigenvalues in the neighborhood of the real axis.
(a) The quantization rules and the boundedness of the levels
There are two types of rigorous quantization rules for ~ > 0 giving the boundedness
of the levels for bounded ~. Moreover, there is another rigorous quantization rule
for large ~ > 0. We have seen that there are two kinds of confinement of the
nodes depending on two conditions for the energy: if the energy level satisfies
the condition E ∈ C∓ then the set of n nodes of the corresponding state ψ is
confined on C± respectively. Thus, both the levels E±n (~), ~ < ~n, satisfy the
unique conditions on the phase and on the nodes, do not cross and are analytic.
We have two kinds of quantization rules for a fixed ~ < ~n, giving the levels E
±
n
and the states ψ±n . At ~ = ~n, the two levels become positive and we have the
crossing.
Suppose there exist two continuations of both levels E±n (~), n ∈ N, from ~ < ~n
to ~ > ~n. For the moment we maintain the same names E
±
n (~) for the continua-
tions of the levels, even if such continuations should be distinguished by different
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labeling We know that both continuations of the energy levels are positive and
both continuations of the states have n nodes in both C±. There exist two regular
circuits γ± such that
Pxγ
+ = γ−, γ± = ∂Ω±,
where Ω± are regular regions large enough, with
Ω± ⊂ C± = {x+ iy, ±x > 0, y ∈ R} .
and the exact quantization conditions read
1
2iπ
∮
γ±
ψ′(z)
ψ(z)
dz = n .
We can better write
J±(E, ~) :=
~
2iπ
∮
γ±
ψ′(z)
ψ(z)
dz +
~
2
= ~
(
n+
1
2
)
, (28)
if ψ(z) = ψ±n (~, z) and E = E
±
n (~) ∈ C∓ respectively.
In particular, for small ~ > 0, and fixed n ∈ N, the quantization rules (28) become
the semiclassical quantization conditions for E = E±n (~) ,
J(E, ~) =
1
2iπ
∮
γ±
p0(E, z)dz +O(~
2) = ~
(
n+
1
2
)
, (29)
where p0(E, z) =
√
V (z) −E, and the paths γ± shrink around the short Stokes
line. Both the quantization conditions (28) at ~ = ~n give the same solution E
c
n,
ψcn, and for ~ > ~n both give the both the solutions Em(~), ψm(~), [m/2] = n ∈ N.
We distinguish the two solutions by the selecting condition
E2n+1(~) > E2n(~). (30)
Therefore both functions Em(~) are analytic for ~ > ~n. For a fixed, large ~≫ ~n
we have the exact quantization rules,
J2(E, ~) :=
~
2iπ
∮
Γ
ψ′(z)
ψ(z)
dz +
~
2
= ~(m+
1
2
), (31)
where the solutions are,
ψ(z) = ψm(~, z), E = Em(~), m = 2n or 2n + 1, Γ = Γm = ∂Ωm,
and where Ωm ⊂ C− is large enough in order to contain all the m nodes.
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These quantization conditions (28), (31) yield the boundedness and the continuity
of the levels even at the crossing point ~n.
Lemma 10 (a) The two functions E±n (~), are analytic for ~ < ~n. The two
functions Em(~), [m/2] = n are analytic for ~ > ~n.
(b) Let E(~), be one of the two functions E±n (~), n ∈ N for ~ ≤ ~n with one of its
two continuations Em(~), [m/2] = n for ~ > ~n. The function E(~) is bounded
and continuous on R+ and is analytic with a square root singularity at ~n.
Proof The point (a) is proved by the exact quantization conditions (28) with
the selection condition (30) for ~ > ~n.
We prove by absurd point(b). We assume the divergence of E(~) at hc ≫ ~n where
the m nodes of the corresponding state are in C−. The extension to the general
case is simple. We consider the operator,
H~ − E(~)
|E(~)| ∼ ~ˆ
2 p2 + ix3 − iδx− η,
by a scaling x → λx, λ = |E|1/3, where ~ˆ = ~|E−5/3|, δ = |E|−2/3, η = E/|E|,
|η| = 1. For small ~ˆ > 0, by simply putting δ = 0, we have the semiclassical
quantization condition,
1
2iπ
∮
Γm
√
iz3 − η dz = ~ˆ
(
m+
1
2
)
+O(~ˆ2), (32)
where Γm = ∂Ωm and all the m nodes are in Ωm ⊂ C−. It is easy to see that (32)
can be satisfied only if η → 0 as ~ˆ→ 0.
(b) The Riemann surfaces near the real axis
Let us consider the sector (3) on the ~ complex plane,
C
0 = {~ ∈ C; ~ 6= 0 , arg(~) < π/4},
and the Riemann sheet C0m of the level Em(~), n = [m/2], defined in C
0, with a
square root singularity at ~n and a cut, γn,n = (0, ~n ] . We prove the following:
Theorem 2 The levels (E2n+1(~), E2n(~)) are analytic functions defined on the
Riemann sheets (C02n, C
0
2n+1) respectively, both of them having only the cut γn,n =
(0, ~n ] on the real axis. The positive analytic functions (E2n+1(~), E2n(~)), with
E2n+1(~) > E2n(~) on (~n,+∞) take the following values at the boundaries of the
cut:
E2n(~± i0+) = E±n (~), E2n+1(~± i0+) = E∓n (~), ∀ 0 < ~ < ~n. (33)
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Proof Since both the functions (E2n+(~), E2n(~)) have a square root singularity
at ~n, and
E2n+1(~n + ǫ)− E2n(~n + ǫ) = O(
√
ǫ) > 0,
for ǫ > 0 small,
±ℑ(E2n+1(~n + exp(±iπ)ǫ) − E2n(~n + exp(±iπ)ǫ)) < 0,
and ∓ℑE±n (h) > 0, for h < ~n, we necessarily have,
E2n+1(~n + exp(±iπ)ǫ) = E∓n (~n − ǫ),
E2n(~n + exp(±iπ)ǫ) = E±n (~n − ǫ).
Remark 2 Let us consider the crossing process along a path starting from ~ = 0,
turning around the singularity at ~n and going back at ~ = 0. The state ψ
+
n (~)
concentrated at x+ at the beginning of the path, becomes the state ψ
−
n (~) con-
centrated at x+. Now, we consider a path starting at large ~ > 0, turning around
~n and going back to a large ~ > 0. An odd state ψ2n+1(~) at the beginning of
the trip becomes an even state ψ2n(~): the imaginary node of the lower half plane
becomes an imaginary zero of the upper half plane.
Remark 3 The Riemann sheet C00 of the fundamental level has only one cut
γ0,0 = [0, h0] on R [9], and the discontinuity on the cut is defined by the rule,
E0(~± i0+) = E±0 (~), ∀ ~, 0 < ~ < h0. (34)
We recall, for instance, that E+0 (~) = E0(~+ i0), is defined as the limit from above
for small ~ > 0. This definition extends directly to all ~ > 0 in the absence of
complex singularities. Formula (34) means that the absence of other singularities
involving the function E0(~) is possible. Thus, by using the Hypothesis H1, we
assume that in C00 there is only the cut γ0,0.
5 The general crossing rule for complex ~
and the Riemann surfaces of the levels
We extend the study to the general case of ~ ∈ C0 where it is more difficult to
prove the selection rules. The potential V (x) = i(x3 − x) is PT -symmetric with
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two wells at x± = ±1/
√
3 respectively. Let us consider the parameter α along a
line defined by a fixed c ∈ R, {α = −r + ic, ∀r > 0}. The corresponding line on
the ~ complex plane,
γc = {~ = (r + ic)−4/5, r > 0}, (35)
is tangent to the real axis at the origin.The choice of these kind of paths is arbitrary
but is justified by the semiclassical analysis of the crossings in the α complex plane.
For ~ in the line γc, c 6= 0, we still have a double well but the PT -symmetry of
the Hamiltonian is broken. For a fixed c 6= 0 and a large r > 0 we expect the
existence of the levels E±j (~) and the j-nodes states ψ
±
j (~) localized in the x± well
respectively [18]. Even if there are no crossings in γc for a c 6= 0, with |c| small,
it is clear that continuing the level E±j (~) and the state ψ
±
j (~), up to r > 0 small
enough, the state becomes delocalized and should change name. The delocalized
states for |~| large are called ψm(~) for an m ≥ j to be specified. In this case, we
expect that the continuation of ψ±j (~) is ψm(~) with an m ≥ j to be discussed. On
the other side, if we start with a ψm(~), ~ ∈ γc for a small r > 0, if c > 0 is large
enough, we expect to have no crossings for all r > 0, and ψm(~) becomes ψ
+
m(~)
for r > 0 large.
We now consider the Riemann sheet of the level Em(~) for large |~| and continued
on all the sector ~ ∈ C0. We always assume the minimality condition on the
number of crossings (Hypothesis H1). Thus we extend the result of Lemma 9 end
we assume,
Hypothesis H2 The generalization of the crossings to non positive ~ and different
indexes (j, k) ∈ N2 is the natural one. On one side Ej+k(~) crosses Ej+k+1(~) and
on the other side E+j (~) crosses E
−
k (~) at the same parameter ~j,k ∈ C0.
The Hypothesis H2, difficult to prove, is the simplest generalization of Theorem
1 concerning the case of j = k = n for positive ~n,n = ~n > 0. We will see
(Theorem 3) that with this rule we can have a minimal structure of singularities
(in agreement with Hypothesis H1).
We define the Riemann sheet of the eigenvalue Em(~), m ∈ N, holomorphic for
large |~|, with the minimal number of branch points and cuts for small |~|.
We call γ± the boundary lines of the sector C
0, γ± =
√±iR+. Because of the
results of [13], we have the identity of two definitions at each side: Em(~) = E
±
m(~)
for ~ ∈ γ± respectively.
Let us consider the Riemann sheet C00 of E0(~), with only one positive singularity
at ~0,0 = ~0 as proven before (Theorem 2). The cut on the positive interval
γ0,0 = (0, ~0] separates the behaviors of E0(~) defined by E
±
0 (~) as ~ → 0 in
sectors S+0,0, S
−
0,0, that is for ±ℑ~ > 0, respectively.
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The sheet C01 of E1(~) has the same positive singularity at h0, with the following
behavior on the boundaries of the cut γ0,0 = (0, h0] (Theorem 2):
E1(~+ i0
+) = E−0 (~), E1(~− i0+) = E+0 (~), ∀ ~ ∈ γ0,0 = (0, h0]. (36)
In order to have the correct behavior as ~→ 0 at the boundaries of the sector, γ±,
it is necessary the existence of the other pairs of complex conjugated singularities
~1,0, ~0,1 with cuts on suitable arcs of lines, γ1,0, γ0,1, of the type (35) from the
origin to ~1,0, ~0,1 respectively, so that we get the full sequence of singularities
~1,0, ~0,0, ~0,1,
ordered by increasing imaginary part, and the corresponding cuts,
γ1,0, γ0,0, γ0,1.
The behavior of the function E1(~) as ~→ 0 on the stripe S0,01,0 between γ1,0 and
γ0,0 is given by the function called E
+
0 (~). The behavior of the function E1(~) as
~ → 0 on the stripe S0,10,0 between γ0,0 and γ0,1 is given by the function called
E−0 (~). The behavior of the function E1(~) as ~→ 0 on the stripe S+0,1 between
γ0,1 and γ+ is given by the function called E
+
1 (~). The behavior of the function
E1(~) as ~ → 0 on the stripe S0,1− between γ− and γ1,0 is given by the function
E−1 (~). In particular
E1(~± i0+) = E∓0 (~) ∀ ~ ∈ γ1,0 ; E1(~± i0+) = E±1 (~) ∀ ~ ∈ γ0,1. (37)
Thus, the possible crossings defined by the parameters ~0,1, ~1,0 (Hypothesis H2)
are necessary and sufficient in order to have the simplest Riemann sheet of E1(~).
We see that Hypothesis H1 justifies Hypothesis H2 in the sense that this is abso-
lutely the simplest Riemann sheet of E1(~).
The sheet C02 of E2(~) is given by adding the singularities ~2,0, ~0,2, and substituting
~0,0 with ~1,1 because of the Theorem 2, so that we get the sequence of singularities
on C02,
~2,0, ~1,0, ~1,1, ~0,1, ~0,2.
We see that the crossings defined by the parameters ~2,0, ~0,2, are necessary and
sufficient for the self consistency of the sheet E2(~).
In the case of the sheet C03 of E3(~), we still have the singularities ~2,0, ~1,1, ~0,2, but
the singularities ~1,0, ~0,1, are substituted by the singularities ~2,1, ~1,2 respectively.
This substitution is necessary because of the rule (37), and in order to have the
definite behaviors E±1 (~) in the stripes S
1,1
2,1 and S
1,2
1,1 respectively. Moreover,
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we have to add the new singularities ~3,0, ~0,3 so that we get the the sequence of
singularities on C03,
~3,0, ~2,0, ~2,1, ~1,1, ~1,2, ~0,2 , ~0,3.
Thus, the singularities at the values ~2,1, ~1,2, ~3,0, ~0,3 are all necessary, and to-
gether with the previous ones, sufficient for a self consistent sheet of E3(~). Hence
all the crossing corresponding to the values ~j,k with 0 ≤ j + k ≤ 3 are necessary
and sufficient.
Going on, we get the general sequence. The sheet C0j of Em(~), m > 3, has the
expected sequence of singularities {~j,k}j,k ordered by the increasing values of the
imaginary part,
~m,0, ~m−1,0, ~m−1,1, ~m−2,1, ...., ~1,m−2, ~1,m−1, ~0,m−1, ~0,m, (38)
where each one of the two indexes follows the rules of decreasing of an unity the
first index or increasing of an unity the second index alternatively, starting from
the first index. We expect that the crossing parameters ~j,k with j + k = m are
almost aligned along a vertical line, as the ~j,k with j+k = m−1 are almost aligned
along another vertical line. Actually, the parameters ~j,k with j + k = m− 1 are
near the parameter ~pj,k with j + k + 1 = m where a node of ψm coincides with a
turning point I0. Hence all the crossing corresponding to the parameters ~j,k with
0 ≤ j + k ≤ m are necessary and sufficient.
Theorem 3 By the Hypotheses H1, H2, we get the full picture of the Riemann
sheets. Let us consider the function Em(~), holomorphic for |~| large. The sector
C
0 for |~| small is partitioned in stripes, ordered by increasing imaginary part,
Sm,0− , S
m−1,0
m,0 , S
m−1,1
m−1,0 , S
m−2,1
m−1,1 , ...., S
1,m−1
1,m−2 , S
0,m−1
1,m−1 , S
0,m
0,m−1, S
+
0,m ,
respectively separated by the cuts in the same order,
γm,0, γm−1,0, γm−1,1, γm−2,1, ...., γ1,m−1, γ0,m−1, γ0,m,
where a cut γj,k is the arc of a suitable curve γc from ~j,k to the origin, where it
is tangent to the real axis. The behavior of the function Em(~) for ~ → 0 in the
different stripes is expressed in terms of the levels,
E−m(~), E
+
0 (~), E
−
m−1(~), E
+
1 (~), ..., E
−
1 (~) E
+
m−1(~), E
−
0 (~), E
+
m(~) ,
respectively in the same order of the stripes.
Thus, we have given a consistent picture of the minimal structure of the Riemann
surface of the level Em(~) free of cuts for ℜ~ large, but containing the set of branch
points and the corresponding cuts,
{~j,k}(j,k)∈N2 , {γj,k}(j,k)∈N2 . (39)
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6 The string, the board and the sequence of
the nodes
In this final section we extend the analysis of the process of crossings expressed by
the conjectures C1, C2, C2′, and Hypothesis H2.
In order to introduce the notion of string by a simple example, let us consider the
harmonic oscillator (22), H(0) = p2+x2. In this case we have four Stokes sectors
in the complex plane:
Σj = {z ∈ C , | arg(iz)− 2jπ/4| < π/4}, j = −1, 0, 1, 2.
Given a level E = En = (2n + 1), n ∈ N, with the corresponding state ψn, with
a set of n nodes {Nj}, j = 1, ..., n and n + 1 antinodes {Ak}, k = 1, .., n + 1 on
the string σ = [I−, I+], where I± = ±
√
E are the turning points. In this case,
the string coincides with the short Stokes line [12]. As it is well known, the nodal
sequence of the state ψn, naturally ordered as the real numbers, is the standard
one,
Sn = (A1, N1, A2, ...An , Nn, An+1) ∈ σ.
In the Stokes complex, X2(E), there are also two anti-Strokes lines [ I+,+∞),
(−∞, I− ] representing the two half-lines where the string is clamped. The union
of the string with these two semi-axes, is the extended string, σe = R. All the
Stokes and anti-Stokes lines on R are exact, despite the fact that the Carlini
corrections (45) are non vanishing. In this case, the board is absent. Now, we go
back to the case of the cubic oscillator. We have five Stokes sectors in the complex
plane:
Σj = {z ∈ C , | arg(iz)− 2jπ/5| < π/5}, j = −2,−1, 0, 1, 2.
We consider a level E = E−n (~), n ∈ N, for a fixed 0 < ~ < ~n. The corresponding
state ψ−n (~) is localized about the single well x− = −1/
√
3. The Stokes complex,
X3(E), contains a subset locally and topologically similar to the harmonic complex
X2(E), disconnected from the rest of X3(E). The extended string σ
e is a regular
line going from the sector S−1 to the sector S1. The nodes and antinodes are in
the string σ, the arc of the extended string going from the point I− to the point I0.
The extended board Be is a regular line, and the board B is a half-line contained
in Be, going from i∞ to the inversion point I+. Increasing ~ up to ~n, the level
crosses the other level E+n (~) and I0 comes in contact with the board B.
For ~ > 0 large, in the case of a positive level Em, m ∈ N, the extended board
Be is the imaginary axis, and the board is the semi axis B = [ I0,+i∞). We call
continuation of the board the semi axis Bc = Be−B= (−i∞, I0 ]. The exceptional
Stokes line is not only an approximation of the board but coincides with it. The
extended board coincides with the imaginary axis (Remark 3).
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The extended string is always a line going from the sector S−1 to the sector S1.
The string is the arc of the extended string with end points I±. We have always a
sequence of infinite zeros and of stationary points on the board B.
Let us fix ~ > 0 small and consider the level E = E−n (~) with the corresponding
state ψ = ψ−n (~), and its string σ
−
n with the standard sequence of nodes
S−n = (A−n−1, N−n , A−n, ...A−2, N−1, A−1) ∈ σ−n .
On the board we have the standard sequence of zeros and stationary points Zj , Z
′
j
of the state
Z−n = (Z
′
0, Z0, Z
′
1, ....) ∈ B−n .
Also the other state ψ+n has the standard sequence of nodes
S+n = (A1, N1, A2, ...An, Nn, An+1) ∈ σ+n ,
and the standard sequence of zeros
Z+n = (Z
′
0, Z0, Z
′
1, ....) ∈ B+n .
The sequences of nodes of the strings S−n (~), S
+
n (~) are stable and isolated from
other zeros up to the crossing limit.
At the crossing, for ~ = ~n, we have the single level
Ecn,n = E
−
n (~
−
n ) = E
+
n (~
−
n ),
and the single state ψcn,n with the string σ
c
n,n given by the union of the limits of
the strings σ−n , σ
+
n . At the limit, an arc of the board of ψ
−
n between the points
(I+, I0) becomes the string of ψ
+
n , and analogously for the exchange of + with −.
Thus, the exact short Stokes line becomes the union of the two strings with the
singular point I0. Therefore the crossing state has the non standard sequence of
nodes
Scn,n = (A−n−1, N−n, A−n, ... A−2, N−1, A−1,
A1, N1, A2, ... An, Nn, An+1) ∈ σcn,n, (40)
and the sequence of zeros on the board
Zcn,n = (Z0, Z
′
0, Z1, ....) ∈ Bcn,n.
Moreover, for a parameter hpn, close to ~n from above, there is a bilocalized state
ψp2n+1, with the sequence of nodes:
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Sp2n+1 = (A−n−1, N−n, A−n, ..., N−1, A−1, N0 = I0,
A1, N1, A2, ... An, Nn, An+1) ∈ σp2n+1, (41)
For a different parameter han, near ~n, we have a state ψ
a
2n with the sequence of
nodes,
Sa2n = (A−n, N−n+1, ..., N−1, A−1 = I0 = A1, N1, .., Nn, An+1) ∈ σa2n,
where the antinodes A±1 are the limits of the stationary point Z
′
0 and the antinode
A0.
Now we look at the crossings for complex ~. Let us fix ~ ∈ C0, with |~| small,
and consider the level E = E−j (~) with the corresponding state ψ = ψ
−
j (~) and
its string σ−j with the standard sequence of nodes,
S−j = (A−j−1, N−j, A−j, ... A−2, N−1, A−1) ∈ σ−j .
On the board there is the standard sequence of zeros and stationary points Zl, Z
′
l
of the state:
Z−j = (Z
′
0, Z0, , Z
′
1, .... ) ∈ B−j .
Also the other state ψ+k has the standard sequence of nodes
S+k = (A1, N1, A2, ... Ak , Nk, Ak+1) ∈ σ+k ,
and the standard sequence of zeros
Z+k = (Z
′
0, Z0, Z
′
1, .... ) ∈ B+k .
The sequence of nodes of the strings S−j (~), S
+
k (~) are stable and isolated from
the other zeros up to the crossing in agreement with the semiclassical quantization
condition and the analyticity. Ecj,k, and the single state ψ
c
j,k. The crossing state
has the non standard sequence of nodes,
Scj,k = (A−j−1, N−j, A−j, ... A−2, N−1, A−1,
A1, N1, A2, ... Ak, Nk, Ak+1) ∈ σcj,k, (42)
while the sequence of zeros on the board is
Zcj,k = (Z0, Z
′
0 , Z1, .... ) ∈ Bcj,k.
Moreover, for a parameter ~pj,k, close to ~j,k, there is a bilocalized state ψ
p
j+k+1,
with the sequence of nodes:
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Spj+k+1 = (A−j−1, N−j , A−j, ..., N−1, A−1, N0,
A1, N1, A2, ... Ak, Nk, Akn+1) ∈ σpj+k+1, (43)
where N0 = I0 is the limit of a zero Z0 on B. For a different parameter ~
a
j,k, near
~j,k, we have a state ψ
a
j+k with the sequence of nodes,
Saj+k = (, A−j , N−j+1, ... N−1, A−1 = A1, N1, .. Nk, Ak+1) ∈ σaj+k,
where one of the antinodes A±1 = I0 is the limit of the antinode A0, and the other
is the limit of the stationary point Z ′0 as ~→ ~aj,k.
7 Appendix A. The Riccati equation and the
semiclassical series expansion
In order to define the exact Stokes complex and, in particular, the monochord
consisting of the string and the board, we recall the Carlini semiclassical series
expansion. We consider a Stokes sector of the complex plane far from the turning
points and we express two fundamental solutions of the Schro¨dinger equation,
(~2p2 + p20(z))ψ(z) = 0, p
2 =
d2
dz2
, p2(z) = V (z) −E,
in the form,
ψ(z) = exp
(1
~
∫ z
0
p~(w)dw
)
,
where p~(z) satisfies the Riccati equation,
p2~(z) + ~p
′
~(z) = p
2
0(z), p
2
0(z) = V (z) − E. (44)
We solve formally by the Carlini series
p~(z) ∼
∑
n
pn(z)~
n,
where the coefficients are computed recursively starting from the two definitions
of the classical momentum, p0(z) = ±
√
V (z)− E,
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p1(z) =
ip′0(z)
2p0(z)
,
pn(z) = − 1
2p0(z)
(n−1∑
j=1
pn−j(z)pj(z) + ip
′
n−1(z)
)
, n = 2, 3, .. . (45)
Defining
p~(z) = Pχ(z) + ~Qχ(z), χ = ~
2,
we get the equation for Pχ(z),
P 2χ(z)− p20(z) = −χ(Q2χ(z) +Q′χ(z)), where Qχ(z) = −
P ′χ(z)
2Pχ(z)
. (46)
We thus have the equivalent expression of the solutions
ψ(z) =
1√
Pχ(z)
exp
(1
~
∫ z
0
Pχ(w)dw
)
,
where the Riccati solutions ±Pχ(z) have the even part of Carlini expansions
Pχ(z) ∼
∑
j∈N
χjp2j(z) with truncations P
N
χ (z) ∼
N∑
j
χjp2j(z). (47)
Actually, we associate to the asymptotic expansion the continued fraction, as its
formal sum,
P ccχ (z) = p0(z) + χp2(z)/(1 − χ(p4(z)/p2(z))/..) (48)
In particular, we have the Pade´ [1, 1] of the series (47),
P [1,1]χ (z) = p0(z) + χp2(z)/(1 − χ(p4(z)/p2(z))),
where
p2(z) =
q20(z) + q
′
0(z)
2p0(z)
, p4(z) =
(2q0(z)q2(z) + q
′
2(z))− p22(z)
2p0(z)
and
q0(z) =
p′0(z)
2p0(z)
=
V ′(z)
4p20(z)
, q2(z) =
p′2(z)
2p0(z)
− p
′
0(z)p2(z)
2p20(z)
,
where q2n = p2n+1.
34
At the limit of the turning points, the coefficients of the Carlini expansion are
singular, but the diagonal Pade´ approximants are regular.
We recall that each Stokes line is defined by a turning point as starting point and
the condition on the field of directions dz given by,
p20(z)dz
2 < 0.
The exact Stokes and anti-Stokes lines are defined by the turning point as starting
point and the conditions
P 2χ(z)dz
2 < 0, (49)
on the field of directions respectively. At a given approximation we treat separately
a neighborhood of the each turning point, linearizing the potential and approxi-
mating the beginning of the Stokes lines by the Airy solutions. This neighborhood
should shrink to a point in the limit of exact approximation.
Remark 4 Let us consider the Hamiltonian (16). A positive level Em(~), corre-
sponds to a negative eigenvalue E = −Em(~) of (16). The imaginary axis appears
as the real axis in the representation (16) and coincides with the extended board.
And the board coincides with the exceptional Stokes line. Actually, in the repre-
sentation (16), we have the reality of all p0(y), and P
N
χ (y) for all N ∈ N, so that
the board is on the imaginary axis.
8 Appendix B. Numerical aspects.
We discuss some numerical results about the instability of the Stokes complex at
the critical energy. In particular, for ~ = 0, we consider the monochord consisting
of the string (the short Stokes line) and the board (the exceptional Stokes line). For
~ > 0 small, we consider the approximate monochord consisting of the approximate
string (the short Stokes line) and the approximate board (the exceptional Stokes
line). In case of positive energy and positive parameter, the approximate board is
actually exact. The short Stokes lines computed are good approximations of the
corresponding strings because the nodes and antinodes appears to lie in it. The
results are in agreement with the conjectures C1, C2.
Consider first some facts occurring at ~ = 0. The energy Ec = 0, 352268.. is a
critical point of the monochord. When E−Ec > 0 is small, the string is a regular
arc of a curve (Fig. 2) separated from the board. Small variation of the energy
Ec on the complex plane can yield the separation of one half of the string, which
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n ~pn E
p
n
3 0.0558 0.35200
4 0.0438 0.35209
5 0.0306 0.35218
6 0.0236 0.35221
7 0.0130 0.35223
n ~an E
a
n
3 0.0615 0.35317
4 0.0473 0.35287
5 0.0323 0.35261
6 0.0247 0.35244
7 0.0133 0.35235
Table 1: The values of ~pn, E
p
n (left) and the values of ~
p
n, E
p
n (right) for
3 ≤ n ≤ 7
becomes the new string, where the other half string remains attached and becomes
an extension of the board (Fig. 3). For E±n (0) = ∓i2/3
√
3, ∀n ∈ N, the strings
are the points I± = I0 = x± = ±1/
√
3, respectively (Fig. 4).
For ~ > ~n and positive energy E = Em(~), [m/2] = n, the board B(E) is a half-
line on the imaginary axis and the string is Px-symmetric. In the semiclassical
limit, for a diverging m(~) such that
Em(~)(~)→ E as ~→ 0+ (50)
the string at the energy E is the semiclassical localization of the state ψm(~)(~) at
the same limit (50).
In Fig. 5 the trajectory of the spectrum about the crossing at ~3 is represented.
The complex levels are given by ℜE + ℑE.
In Fig. 6 we show the nodes and antinodes of the state ψ2n(z) with energy E2n
at a fixed ~ > han. In the same figure we also add an imaginary zero Z0 and an
imaginary stationary point Z ′0 of ψ2n(z) in the board B(E2n).
Fig. 7 illustrates the nodes and antinodes of the state ψ2n(z) with energy E2n at
a parameter ~ > han. In the same figure we also show an imaginary zero Z0 and
an imaginary stationary point Z ′0 of ψ2n(z) on the board B(E2n).
At the value ~ = han of the parameter the imaginary antinode A0 of the state ψ2n(~)
coincides with the turning point I0 and the stationary point Z
′
1. At a parameter
~ > hn, ~ < h
a
n, the sequence of nodes of ψ2n(~) is the same as the critical state
at the crossing ψcn,n. See the Fig. 8 for n = 3.
For ~n < ~ < ~
p
n the sequence of nodes of ψ2n+1(~) is the same as the critical state
at the crossing ψcn,n. See the Fig. 9 for n = 3.
For 0 < ~ < ~n, the n nodes of ψ
−
n (~) are near the approximate string, Fig. 10.
Near the crossing, for |~− hn| small, the part of the string near the turning point
I0 is difficult to follow numerically. The reason is in the breaking symmetry at
~ = ~n. We have disregarded this part of the string in the Figures 7, 8, 9.
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At ~ = ~pn, the imaginary node of the state ψ2n+1(~) coincides with the imaginary
turning point, N0 = I0, while at ~ = ~
a
n the imaginary antinode of the state
ψ2n+1(~) coincides with the turning point, A0 = I0.
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