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CLASSIFICATION OF NONNEGATIVE SOLUTIONS TO STATIC
SCHRO¨DINGER-HARTREE AND SCHRO¨DINGER-MAXWELL
EQUATIONS WITH COMBINED NONLINEARITIES
WEI DAI†, ZHAO LIU‡∗
Abstract. In this paper, we are concerned with static Schro¨dinger-Hartree and Schro¨dinger-
Maxwell equations with combined nonlinearities. We derive the explicit forms for positive
solution u in the critical case and non-existence of nontrivial nonnegative solutions in the
subcritical cases (see Theorem 1.1 and 1.3). The arguments used in our proof is a variant
(for nonlocal nonlinearity) of the direct moving spheres method for fractional Laplacians
in [14]. The main ingredients are the variants (for nonlocal nonlinearity) of the maximum
principles, i.e., Narrow region principle (Theorem 2.3 and 3.1).
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1. Introduction
In this paper, we first consider the following static Schro¨dinger-Hartree equation with
combined nonlinearities
(1.1)
{
(−∆)
α
2 u(x) = c1
(
1
|x|2α
∗ |u|2
)
up1(x) + c2u
p2(x), x ∈ Rn,
u(x) ≥ 0, x ∈ Rn,
where 0 < α ≤ 2, n ≥ 2, n > 2α, c1, c2 ≥ 0 with c1 + c2 > 0, 0 < p1 ≤ 1 and 0 < p2 ≤
n+α
n−α
.
We assume u ∈ C1,1loc ∩ Lα(R
n) if 0 < α < 2, and u ∈ C2(Rn) if α = 2, where
(1.2) Lα(R
n) :=
{
u : Rn → R
∣∣ ∫
Rn
|u(y)|
1 + |y|n+α
dy <∞
}
.
The nonlocal fractional Laplacians (−∆)
α
2 with 0 < α < 2 are defined by (see [3, 11, 14, 42,
45])
(1.3) (−∆)
α
2 u(x) = Cα,n P.V.
∫
Rn
u(x)− u(y)
|x− y|n+α
dy := Cα,n lim
ǫ→0
∫
|y−x|≥ǫ
u(x)− u(y)
|x− y|n+α
dy
for functions u ∈ C1,1loc ∩ Lα(R
n), where the constant Cα,n =
( ∫
Rn
1−cos(2πζ1)
|ζ|n+α
dζ
)−1
.
In recent years, there has been a great deal of interest in using the fractional Laplacians
to model diverse physical phenomena, such as anomalous diffusion and quasi-geostrophic
flows, turbulence and water waves, molecular dynamics and relativistic quantum mechanics
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of stars. However, the non-local feature of the fractional Laplacians makes it difficult to
study. In order to overcome this difficulty, Chen, Li and Ou [12] developed the method of
moving planes in integral forms. Subsequently, Caffarelli and Silvestre [5] first introduced
an extension method to overcome this difficulty, which reduced this nonlocal problem into a
local one in higher dimensions. This extension method provides a powerful tool and leads to
very active studies in equations involving the fractional Laplacians, and a series of fruitful
results have been obtained (see [1, 15] and the references therein).
In [11], Chen, Li and Li developed a direct method of moving planes for the fractional
Laplacians (see also [17]). Instead of using the extension method of Caffarelli and Silvestre
[5], they worked directly on the non-local operator to establish strong maximum principles
for anti-symmetric functions and narrow region principles, and then they obtained classifi-
cation and Liouville type results for nonnegative solutions. The direct method of moving
planes introduced in [11] has been applied to study more general nonlocal operators with
general nonlinearities (see [10, 17]). The methods of moving planes was initially invented
by Alexanderoff in the early 1950s. Later, it was further developed by Serrin [42], Gidas,
Ni and Nirenberg [26, 27], Caffarelli, Gidas and Spruck [4], Chen and Li [7], Li and Zhu
[35], Lin [28], Chen, Li and Ou [12], Chen, Li and Li [11], Dai and Qin [21] and many oth-
ers. For more literatures on the classification of solutions and Liouville type theorems for
various PDE and IE problems via the methods of moving planes or spheres, please refer to
[2, 3, 9, 14, 6, 16, 18, 19, 20, 24, 29, 37, 43] and the references therein.
Chen, Li and Zhang introduced in [14] another direct method - the method of moving
spheres on the fractional Laplacians, which is more convenient than the method of moving
planes. The method of moving spheres was invented by Li and Zhu [35], it can be used
to capture the explicit form of solutions directly rather than going through the procedure
of proving radial symmetry of solutions and then classifying radial solutions. In a recent
work [21], Dai and Qin developed the method of scaling spheres, which is essentially a frozen
variant of the method of moving spheres and becomes a powerful tool in deriving asymptotic
estimates for solutions. The method of scaling spheres can be applied to various fractional
or higher order problems without translation invariance or in the cases Kelvin transforms in
conjunction with the method of moving planes do not work (see [21, 22, 23] and the references
therein).
When c2 = 0 and p1 = 1, PDEs of type (1.1) arise in the Hartree-Fock theory of the
nonlinear Schro¨dinger equations (see [36]). The solution u to problem (1.1) is also a ground
state or a stationary solution to the following H˙
α
2 -critical focusing dynamic Schro¨dinger-
Hartree equation
(1.4) i∂tu+ (−∆)
α
2 u = c1
( 1
|x|2α
∗ |u|2
)
u, (t, x) ∈ R× Rn.
The Schro¨dinger-Hartree equations have many interesting applications in the quantum theory
of large systems of non-relativistic bosonic atoms and molecules (see, e.g. [25]). Dynamic
equations of the type (1.4) have been quite extensively studied, please refer to [33, 38] and the
references therein, in which the ground state solution can be regarded as a crucial criterion
or threshold for global well-posedness and scattering in the focusing case. Therefore, the
classification of solutions to (1.1) plays an important and fundamental role in the study of
the focusing Schro¨dinger-Hartree equations (1.4).
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There are lots of literatures on the qualitative properties of solutions to Hartree and
Choquard equations of fractional or higher order, please see e.g. Cao and Dai [2], Chen
and Li [8], Dai, Fang, et al. [16], Dai and Qin [20], Lieb [31], Lei [30], Liu [32], Moroz and
Schaftingen [39], Ma and Zhao [37], Xu and Lei [44] and the references therein. Liu proved in
[32] the classification results for positive solutions to (1.1) with α = 2, c2 = 0 and p1 = 1, by
using the idea of considering the equivalent systems of integral equations instead, which was
initially used by Ma and Zhao [37]. In [2], Cao and Dai considered the differential equations
directly and classified all the positive C4 solutions to the H˙2-critical bi-harmonic equation
(1.1) with α = 4 and c2 = 0, they also derived Liouville theorem in the subcritical cases. For
general 0 < α < n
2
, Dai, Fang, et al. [16] classified all the positive H
α
2 (Rn) weak solutions
to (1.1) with c2 = 0 and p1 = 1 by using the method of moving planes in integral forms due
to Chen, Li and Ou [12, 13], they also classified all the L
2n
n−α (Rn) integrable solutions to the
equivalent integral equations. For 0 < α < min{2, n
2
}, Dai, Fang and Qin [17] classified all
the C1,1loc ∩ Lα solutions to (1.1) with c2 = 0 and p1 = 1 by applying a variant (for nonlocal
nonlinearity) of the direct method of moving planes for fractional Laplacians. The qualita-
tive properties of solutions to general fractional order or higher order elliptic equations have
also been extensively studied, for instance, see Chen, Fang and Yang [3], Chen, Li and Li
[11], Chen, Li and Ou [12], Caffarelli and Silvestre [5], Chang and Yang [6], Dai and Qin
[20, 21, 22, 23], Fang and Chen [24], Lin [28], Wei and Xu [43] and the references therein.
In this paper, we will apply a variant (for nonlocal nonlinearity) of the direct method of
moving spheres for fractional Laplacians due to Chen, Li and Zhang [14] to establish the
following complete Classification theorem for the Schro¨dinger-Hartree equation (1.1).
Theorem 1.1. Assume n ≥ 2, n > 2α, 0 < α ≤ 2, c1, c2 ≥ 0 with c1 + c2 > 0, 0 <
p1 ≤ 1 and 0 < p2 ≤
n+α
n−α
. Suppose u is a nonnegative classical solution of (1.1). If
c1(1−p1)+ c2(
n+α
n−α
−p2) = 0, then we have either u ≡ 0 or u must assume the following form
u(x) = C
(
µ
1 + µ2|x− x0|2
)n−α
2
for some µ > 0 and x0 ∈ R
n,
where the constant C depends on n, α, c1, c2. If c1(1− p1) + c2(
n+α
n−α
− p2) > 0, then u ≡ 0 in
R
n.
Remark 1.2. Theorem 1.1 extends the classification results for (1.1) in [17, 32] from c2 = 0
and p1 = 1 to general cases c2 ≥ 0, 0 < p1 ≤ 1 and 0 < p2 ≤
n+α
n−α
.
We will apply a variant (for nonlocal nonlinearity) of the direct method of moving spheres
for fractional Laplacians developed by Chen, Li and Zhang [14] to prove Theorem 1.1. More
precisely, let us define the following notation
ux,λ(y) =
(
λ
|y − x|
)n−α
u
(
λ2(y − x)
|y − x|2
+ x
)
, ωx,λ(y) = ux,λ(y)− u(y),
B−λ := {y ∈ Bλ(x) \ {x} |ωx,λ(y) < 0}.
The main ingredients in Chen, Li and Zhang’s direct method of moving spheres for fractional
Laplacians are maximum principles (i.e., Narrow region principle) for the following problem
(1.5) (−∆)
α
2 ωx,λ(y) + c(y)ωx,λ(y) ≥ 0 in Ω ∩ B
−
λ ,
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where Ω ⊆ Bλ(x)\{x} is a bounded region, c(y) comes from applying mean value theorem to
the difference between two nonlinearities defined point-wise and satisfies certain conditions.
However, since the nonlinearities in our Schro¨dinger-Hartree equation (1.1) are nonlocal, the
difference between two nonlinearities will become much more complicated and subtle, and
what one can derive from (1.1) is the following
(1.6) (−∆)
α
2 ωx,λ(y)−Lx,λ(y)ωx,λ(y)− 2c1
(∫
Σ−
λ
u(z)ωx,λ(z)
|y − z|2α
dz
)
up1(y) ≥ 0 in Ω ∩B−λ ,
from which one can observe that ωλ will always appear in the convolution. It is difficult
for us to simplify it into the desired form c(y)ωλ(y). Fortunately, by more careful and
refined analysis, we can circumvent this difficulty and establish the variants (for nonlocal
nonlinearity) of the Narrow region principle for the problem (1.6) (see Theorem 2.3 in Section
2). We believe that the methods in this paper can be conveniently applied to study other
fractional order equations with various nonlocal nonlinearities.
Through entirely similar arguments as in the proof of Theorem 1.1, we will also classify
all the nonnegative solutions to the following Schro¨dinger-Maxwell equations with combined
nonlinearities
(1.7)
{
(−∆)
α
2 u(x) = c1
(
1
|x|n−α
∗ |u|
n+α
n−α
)
uq1(x) + c2u
q2(x), x ∈ Rn,
u ∈ C1,1loc ∩ Lα(R
n), u(x) ≥ 0, x ∈ Rn,
where 0 < α ≤ 2, n ≥ 2, n > α, c1, c2 ≥ 0 with c1 + c2 > 0, 0 < q1 ≤
2α
n−α
and 0 < q2 ≤
n+α
n−α
.
The Schro¨dinger-Maxwell equations (1.7) are equivalent to the following PDEs systems:
(1.8)
{
(−∆)
α
2 u(x) = v(x)uq1(x) + c2u
q2(x), u(x) ≥ 0, x ∈ Rn,
(−∆)
α
2 v(x) = c1R
−1
α,n u
n+α
n−α (x), v(x) ≥ 0, x ∈ Rn,
where the Riesz potential’s constants Rα,n :=
Γ
(
n−α
2
)
π
n
2 2αΓ(α
2
)
(see [41]).
Chen and Li [8] classified all the positive solutions to Schro¨dinger-Maxwell equations (1.7)
with c2 = 0 and q1 =
2α
n−α
(see also [44]). In this paper, we will apply a variant (for
nonlocal nonlinearity) of the direct method of moving spheres for fractional Laplacians due
to Chen, Li and Zhang [14] to establish the following complete Classification theorem for the
Schro¨dinger-Maxwell equation (1.7).
Theorem 1.3. Assume n ≥ 2, n > α, 0 < α ≤ 2, c1, c2 ≥ 0 with c1 + c2 > 0, 0 <
q1 ≤
2α
n−α
and 0 < q2 ≤
n+α
n−α
. Suppose u is a nonnegative classical solution of (1.7). If
c1(
2α
n−α
− q1) + c2(
n+α
n−α
− q2) = 0, then we have either u ≡ 0 or u must assume the following
form
u(x) = C
(
µ
1 + µ2|x− x0|2
)n−α
2
for some µ > 0 and x0 ∈ R
n,
where the constant C depends on n, α, c1, c2. If c1(
2α
n−α
− q1) + c2(
n+α
n−α
− q2) > 0, then u ≡ 0
in Rn.
Theorem 1.3 can be proved in a quite similar way as the proof of Theorem 1.1, thus we
will only mention some main ingredients in its proof in Section 3.
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Remark 1.4. Theorem 1.3 extends the classification results for (1.7) in [8, 44] from c2 = 0
and q1 =
2α
n−α
to general cases c2 ≥ 0, 0 < q1 ≤
2α
n−α
and 0 < q2 ≤
n+α
n−α
.
As a consequence of Theorem 1.3, we have the following corollary on complete Classification
results for the Schro¨dinger-Maxwell systems (1.8).
Corollary 1.5. Assume n ≥ 2, n > α, 0 < α ≤ 2, c1, c2 ≥ 0 with c1 + c2 > 0, 0 < q1 ≤
2α
n−α
and 0 < q2 ≤
n+α
n−α
. Suppose (u, v) is a pair of nonnegative classical solutions of the system
(1.8). Then, we have either (u, v) ≡ (0, C0) for some C0 ≥ 0, or (u, v) must assume the
following forms
(1.9) u(x) = C1
(
µ
1 + µ2|x− x0|2
)n−α
2
and v(x) = C2
(
µ
1 + µ2|x− x0|2
)n−α
2
for some µ > 0 and x0 ∈ R
n, where the positive constants C1 and C2 depend on n, α, c1, c2.
Moreover, if (u, v) assume the form (1.9), then we must have c1(
2α
n−α
−q1)+c2(
n+α
n−α
−q2) = 0.
The rest of our paper is organized as follows. In Section 2, we will carry out our proof
of Theorem 1.1. Section 3 and 4 are devoted to proving our Theorem 1.3 and Corollary 1.5
respectively.
In the following, we will use C to denote a general positive constant that may depend on
n, α, c1, c2, p1, p2, q1, q2 and u, and whose value may differ from line to line.
2. Proof of Theorem 1.1
In this section, we will use a direct method of moving spheres for nonlocal nonlinearity
with the help of Narrow region principle to classify the nonnegative solutions of Schro¨dinger-
Hartree equation (1.1).
2.1. The direct method of moving spheres for nonlocal nonlinearity. Assume n ≥ 2,
n > 2α, 0 < α ≤ 2, c1, c2 ≥ 0 with c1 + c2 > 0, 0 < p1 ≤ 1 and 0 < p2 ≤
n+α
n−α
. Suppose u is
a nonnegative classical solution of (1.1) which is not identically zero. It follows immediately
that u > 0 in Rn and
∫
Rn
u2(x)
|x|2α
dx < +∞. Thus we assume u is actually a positive solution
from now on.
For arbitrary x ∈ Rn and λ > 0, we define the conformal transforms
ux,λ(y) :=
(
λ
|y − x|
)n−α
u(yx,λ), ∀ y ∈ Rn \ {x},
where
yx,λ =
λ2(y − x)
|y − x|2
+ x.
Then, since u is a positive classical solution of (1.1), one can verify that ux,λ ∈ Lα(R
n) ∩
C
1,1
loc (R
n \ {x}) if 0 < α < 2 (ux,λ ∈ C
2(Rn \ {x}) if α = 2) and satisfies the integral property∫
Rn
u2x,λ(y)
λ2α
dy =
∫
Rn
u2(x)
|x|2α
dx < +∞
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and a similar equation as u for any x ∈ Rn and λ > 0. In fact, without loss of generality, we
may assume x = 0 for simplicity and get, for 0 < α < 2 (α = 2 is similar),
(−∆)
α
2 u0,λ(y) = Cα,nP.V.
∫
Rn
((
λ
|y|
)n−α
−
(
λ
|z|
)n−α)
u
(
λ2y
|y|2
)
+
(
λ
|z|
)n−α(
u
(
λ2y
|y|2
)
− u
(
λ2z
|z|2
))
|y − z|n+α
dz
= u
(λ2y
|y|2
)
(−∆)
α
2
[(
λ
|y|
)n−α]
+ Cα,nP.V.
∫
Rn
u
(
λ2y
|y|2
)
− u(z)∣∣y − λ2z
|z|2
∣∣n+α λn+α|z|n+αdz
=
λn+α
|y|n+α
(−∆)
α
2 u
(λ2y
|y|2
)
= c1
λn+α
|y|n+α
∫
Rn
|u(z)|2∣∣λ2y
|y|2
− z
∣∣2αdz · up1(λ2y|y|2)+ c2 λn+α|y|n+αup2
(
λ2y
|y|2
)
= c1
λn+α
|y|n+α
∫
Rn
λ2n|z|−2n∣∣λ2y
|y|2
− λ
2z
|z|2
∣∣2α ∣∣∣u(λ2z|z|2)∣∣∣2dz · up1(λ2y|y|2)+ c2
(
λ
|y|
)τ2
u
p2
0,λ(y)
= c1
(
λ
|y|
)τ1 [ 1
| · |2α
∗ |u0,λ|
2
]
(y)up10,λ(y) + c2
(
λ
|y|
)τ2
u
p2
0,λ(y),
this means, the conformal transforms ux,λ ∈ Lα(R
n) ∩C1,1loc (R
n \ {x}) (ux,λ ∈ C
2(Rn \ {x}) if
α = 2) satisfies
(2.1) (−∆)
α
2 ux,λ(y) = c1
(
λ
|y − x|
)τ1 ( 1
| · |2α
∗ u2x,λ
)
u
p1
x,λ(y) + c2
(
λ
|y − x|
)τ2
u
p2
x,λ(y)
for every y ∈ Rn \ {x}, where τ1 := (n− α)(1− p1) ≥ 0 and τ2 := (n + α)− p2(n− α) ≥ 0.
For any λ > 0, we denote
Bλ(x) := {y ∈ R
n | |y − x| < λ},
and define
P (y) :=
(
1
| · |2α
∗ u2
)
(y), P˜x,λ(y) :=
∫
Bλ(x)
u(z)
|y − z|2α
dz.
Let ωx,λ(y) = ux,λ(y) − u(y) for any y ∈ Bλ(x) \ {x}. By the definition of ux,λ and ωx,λ,
we have
ωx,λ(y) = ux,λ(y)− u(y) =
(
λ
|y − x|
)n−α
u(yx,λ)− u(y)(2.2)
=
(
λ
|y − x|
)n−α(
u(yx,λ)−
(
λ
|yx,λ − x|
)n−α
u
(
(yx,λ)x,λ
))
= −
(
λ
|y − x|
)n−α
ωx,λ(y
x,λ) = −
(
ωx,λ
)
x,λ
(y)
for every y ∈ Bλ(x) \ {x}.
We will first show that there exists a ǫ0 > 0 (depending on x) sufficiently small such that,
for any 0 < λ ≤ ǫ0, it holds that ωx,λ(y) ≥ 0 for every y ∈ Bλ(x) \ {x}.
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We first need to show that the nonnegative solution u to (1.1) also satisfies the following
equivalent integral equation
(2.3) u(y) =
∫
Rn
c1Rα,n
|y − z|n−α
(∫
Rn
|u(ξ)|2
|z − ξ|2α
dξ
)
up1(z)dz +
∫
Rn
c2Rα,n
|y − z|n−α
up2(z)dz,
where the Riesz potential’s constants Rα,n :=
Γ
(
n−α
2
)
π
n
2 2αΓ(α
2
)
(see [41]).
Lemma 2.1. Suppose u is a nonnegative solution to (1.1), then u also satisfies the equivalent
integral equation (2.3), and vice versa.
The proof of Lemma 2.1 is similar to [3, 17, 45], so we omit the details here.
Based on Lemma 2.1, we can prove that ωx,λ has a strictly positive lower bound in a small
neighborhood of x.
Lemma 2.2. For each fixed x ∈ Rn, there exists a η0 > 0 (depending on x) sufficiently small
such that, if 0 < λ ≤ η0, then
ωx,λ(y) ≥ 1, y ∈ Bλ2(x) \ {x}.
Proof. We will prove Lemma 2.2 using the idea from [14]. Define
f(u(y)) := c1u
p1(y)
∫
Rn
u2(z)
|y − z|2α
dz + c2u
p2(y).
For any |y| ≥ 1, since u > 0 also satisfy the integral equation (2.3), we can deduce that
u(y) = Rα,n
∫
Rn
f(u(z))
|y − z|n−α
dz
≥ Rα,n
∫
B 1
2
(0)
f(u(z))
|y − z|n−α
dz
≥
C
|y|n−α
∫
B 1
2
(0)
f(u(z))dz
≥
C
|y|n−α
.
It follows immediately that
ux,λ(y) =
(
λ
|y − x|
)n−α
u(yx,λ) ≥
(
λ
|y − x|
)n−α
C
|yx,λ|n−α
=
C
λn−α
for all y ∈ Bλ2(x) \ {x}. Therefore, we have if 0 < λ ≤ η0 for some η0(x) > 0 small enough,
then
ωx,λ(y) = ux,λ(y)− u(y) ≥
C
λn−α
− max
|y−x|≤λ2
u(y) ≥ 1
for any y ∈ Bλ2(x) \ {x}, this finishes the proof of Lemma 2.2. 
For every fixed x ∈ Rn, define
B−λ = {y ∈ Bλ(x) \ {x} |ωx,λ(y) < 0}.
Now we need the following theorem, which is a variant (for nonlocal nonlinearity) of the
Narrow region principle (Theorem 2.2 in [14]).
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Theorem 2.3. (Narrow region principle) Assume x ∈ Rn is arbitrarily fixed. Let Ω be a
narrow region in Bλ(x) \ {x} with small thickness 0 < l < λ such that Ω ⊆ Aλ,l(x) := {y ∈
R
n| λ − l < |y − x| < λ}. Suppose ωx,λ ∈ Lα(R
n) ∩ C1,1loc (Ω) if 0 < α < 2 (ωx,λ ∈ C
2(Ω) if
α = 2) and satisfies
(2.4)

(−∆)
α
2 ωx,λ(y)−L(y)ωx,λ(y)− 2c1
∫
B−
λ
u(z)ωx,λ(z)
|y−z|2α
dz up1(y) ≥ 0 in Ω ∩ B−λ ,
negative minimum of ωx,λ is attained in the interior of Bλ(x) \ {x} if B
−
λ 6= ∅,
negative minimum of ωx,λ cannot be attained in (Bλ(x) \ {x}) \ Ω,
where L(y) := c1p1P (y)u
p1−1(y) + c2p2u
p2−1(y). Then, we have
(i) there exists a sufficiently small constant δ0(x) > 0, such that, for all 0 < λ ≤ δ0,
(2.5) ωx,λ(y) ≥ 0, ∀ y ∈ Ω;
(ii) there exists a sufficiently small l0(x, λ) > 0 depending on λ continuously, such that, for
all 0 < l ≤ l0,
(2.6) ωx,λ(y) ≥ 0, ∀ y ∈ Ω.
Proof. Without loss of generality, we may assume x = 0 here for simplicity. Suppose on
contrary that (2.5) and (2.6) do not hold, we will obtain a contradiction for any 0 < λ < δ0
with constant δ0 small enough and any 0 < l ≤ l0(λ) with l0(λ) sufficiently small respectively.
By (2.4) and our hypothesis, there exists y˜ ∈ (Ω∩B−λ ) ⊆ Aλ,l(0) := {y ∈ R
n| λ− l < |y| < λ}
such that
(2.7) ω0,λ(y˜) = min
Bλ(0)\{0}
ω0,λ(y) < 0.
We first consider the cases 0 < α < 2. Let ω˜0,λ(y) = ω0,λ(y) − ω0,λ(y˜), then ω˜0,λ(y˜) = 0
and
(−∆)α/2ω˜0,λ(y) = (−∆)
α/2ω0,λ(y).
By the anti-symmetry property ωx,λ(y) = −(ωx,λ)x,λ(y), it holds
(
λ
|y|
)n−α
ω˜0,λ(y
0,λ) =
(
λ
|y|
)n−α
ω0,λ(y
0,λ)−
(
λ
|y|
)n−α
ω0,λ(y˜)
= −ω0,λ(y) + ω0,λ(y˜)−
(
1 +
(
λ
|y|
)n−α)
ω0,λ(y˜)
= −ω˜0,λ(y)−
(
1 +
(
λ
|y|
)n−α)
ω0,λ(y˜).
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As a consequence, it follows that
(−∆)α/2ω˜0,λ(y˜) = Cn,α P.V.
∫
Rn
ω˜0,λ(y˜)− ω˜0,λ(z)
|y˜ − z|n+α
dz
= Cn,α P.V.
∫
Bλ(0)
−ω˜0,λ(z)
|y˜ − z|n+α
dz +
∫
Rn\Bλ(0)
−ω˜0,λ(z)
|y˜ − z|n+α
dz
= Cn,α P.V.
(∫
Bλ(0)
−ω˜0,λ(z)
|y˜ − z|n+α
dz +
∫
Rn\Bλ(0)
(
λ
|z|
)n−α
ω˜0,λ(z
0,λ)
|y˜ − z|n+α
dz
+
∫
Rn\Bλ(0)
(
1 +
(
λ
|z|
)n−α)
ω0,λ(y˜)
|y˜ − z|n+α
dz
)
= Cn,α P.V.
(∫
Bλ(0)
−ω˜0,λ(z)
|y˜ − z|n+α
dz +
∫
Bλ(0)
ω˜0,λ(z)∣∣∣ |z|y˜λ − λz|z| ∣∣∣n+αdz
+
∫
Rn\Bλ(0)
(
1 +
(
λ
|z|
)n−α)
ω0,λ(y˜)
|y˜ − z|n+α
dz
)
.
Notice that, for any z ∈ Bλ(0) \ {0},∣∣∣∣ |z|y˜λ − λz|z|
∣∣∣∣2 − |y˜ − z|2 = (|y˜|2 − λ2)(|z|2 − λ2)λ2 > 0,
combining this with ω0,λ(y˜) < 0 gives that
(−∆)α/2ω0,λ(y˜) ≤ Cn,αω0,λ(y˜)
∫
Rn\Bλ(0)
1
|y˜ − z|n+α
dz
≤ Cn,αω0,λ(y˜)
∫
(Rn\Bλ(0))∩(B4l(y˜)\Bl(y˜))
1
|y˜ − z|n+α
dz
≤
C
lα
ω0,λ(y˜) < 0.
(2.8)
For α = 2, we can also obtain the same estimate as (2.8) at some point y0 ∈ Ω ∩ B
−
λ . To
this end, we define
(2.9) φ(y) := cos
|y| − λ+ l
l
,
then it follows that φ(y) ∈ [cos 1, 1] for any y ∈ Aλ,l(0) = {y ∈ R
n | λ − l ≤ |y| ≤ λ} and
−∆φ(y)
φ(y)
≥ 1
l2
. Define
(2.10) ω0,λ(y) :=
ω0,λ(y)
φ(y)
for y ∈ Aλ,l(0). Then there exists a y0 ∈ Ω ∩B
−
λ such that
(2.11) ω0,λ(y0) = min
Aλ,l(0)
ω0,λ(y) < 0.
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Since
(2.12) −∆ω0,λ(y0) = −∆ω0,λ(y0)φ(y0)− 2∇ω0,λ(y0) · ∇φ(y0)− ω0,λ(y0)∆φ(y0),
one immediately has
(2.13) −∆ω0,λ(y0) ≤
1
l2
ω0,λ(y0).
In conclusion, we have proved that for both 0 < α < 2 and α = 2, there exists some
yˆ ∈ Ω ∩ B−λ such that
(2.14) (−∆)
α
2 ω0,λ(yˆ) ≤
C
lα
ω0,λ(yˆ) < 0.
On the other hand, by (2.4), we have at the point yˆ,
0 ≤ (−∆)
α
2 ω0,λ(yˆ)−L(yˆ)ω0,λ(yˆ)− 2c1
∫
B−
λ
u(z)ω0,λ(z)
|yˆ − z|2α
dz · up1(yˆ)(2.15)
≤ (−∆)
α
2 ω0,λ(yˆ)− c0,λ(yˆ)ω0,λ(yˆ),
where
cx,λ(y) := L(y) + 2c1P˜x,λ(y)u
p1(y)
= c1p1P (y)u
p1−1(y) + c2p2u
p2−1(y) + 2c1P˜x,λ(y)u
p1(y) > 0.
Since λ− l < |y| < λ, we have
P (y) ≤
{∫
|y−z|<
|z|
2
+
∫
|y−z|≥
|z|
2
}
u2(z)
|y − z|2α
dz(2.16)
≤
[
max
|y|≤2λ
u(y)
]2 ∫
|y−z|<λ
1
|y − z|2α
dz + 4α
∫
Rn
u2(z)
|z|2α
dz
≤ Cλn−2α
[
max
|y|≤2λ
u(y)
]2
+ 4α
∫
Rn
u2(x)
|x|2α
dx =: C ′λ,
and
P˜0,λ(y) ≤
∫
|y−z|<2λ
1
|y − z|2α
u(z)dz(2.17)
≤ Cλn−2α
[
max
|y|≤4λ
u(y)
]
=: C ′′λ .
It is obvious that C ′λ and C
′′
λ depend on λ continuously and monotone increasing with respect
to λ > 0.
Therefore, we infer from (2.16) and (2.17) that, for any λ− l ≤ |y| ≤ λ,
0 < c0,λ(y) = c1p1P (y)u
p1−1(y) + c2p2u
p2−1(y) + 2c1P˜0,λ(y)u
p1(y)(2.18)
≤ c1p1C
′
λ
[
min
|y|≤λ
u(y)
]p1−1
+ c2p2
[
max
|y|≤λ
up2−1(y)
]
+ 2c1C
′′
λ
[
max
|y|≤λ
u(y)
]p1
=: Cλ,
where Cλ depends continuously on λ and monotone increasing with respect to λ > 0.
As a consequence, it follows from (2.14), (2.15) and (2.18) that
(2.19) 0 ≤ (−∆)
α
2 ω0,λ(yˆ)− c(yˆ)ω0,λ(yˆ) ≤
(
C
lα
− Cλ
)
ω0,λ(yˆ),
STATIC SCHRO¨DINGER-HARTREE AND SCHRO¨DINGER-MAXWELL EQUATIONS 11
that is,
(2.20)
C
λα
≤
C
lα
≤ Cλ.
We can derive a contradiction from (2.20) directly if 0 < λ ≤ δ0 for some constant δ0 small
enough, or if 0 < l ≤ l0 for some sufficiently small l0 depending on λ continuously. This
implies that (2.5) and (2.6) must hold. Furthermore, by (2.4), we can actually deduce from
ωx,λ(y) ≥ 0 in Ω that
(2.21) ωx,λ(y) ≥ 0, ∀ y ∈ Bλ(x) \ {x}.
This completes the proof of Theorem 2.3. 
The following lemma provides a start point for us to move the spheres.
Lemma 2.4. For every x ∈ Rn, there exists ǫ0(x) > 0 such that, ux,λ(y) ≥ u(y) for all
λ ∈ (0, ǫ0(x)] and y ∈ Bλ(x) \ {x}.
Proof. For every x ∈ Rn, recall that
B−λ = {y ∈ Bλ(x) \ {x} |ωx,λ(y) < 0}.
Take ǫ0(x) := min{η0(x), δ0(x)}, where η0(x) and δ0(x) are defined the same as in Lemma
2.2 and Theorem 2.3. We will show via contradiction arguments that, for any 0 < λ ≤ ǫ0,
(2.22) B−λ = ∅.
Suppose (2.22) does not hold, that is, B−λ 6= ∅ and hence ωx,λ is negative somewhere in
Bλ(x) \ {x}. For arbitrary y ∈ B
−
λ , we deduce from (1.1) and (2.1) that
(−∆)
α
2 ωx,λ(y)
≥ c1
((
1
| · |2α
∗ u2x,λ
)
(y)up1x,λ(y)−
(
1
| · |2α
∗ u2
)
(y)up1(y)
)
+ c2
(
u
p2
x,λ(y)− u
p2(y)
)
≥ c1p1
∫
Rn
u2(z)
|y − z|2α
dz up1−1(y)ωx,λ(y) + c2p2u
p2−1(y)ωx,λ(y)
+ c1
∫
Rn
u2x,λ(z)− u
2(z)
|y − z|2α
dz u
p1
x,λ(y)
= L(y)ωx,λ(y) + c1
∫
Rn
u2x,λ(z)− u
2(z)
|y − z|2α
dz u
p1
x,λ(y)
= L(y)ωx,λ(y) + c1u
p1
x,λ(y)
∫
Bλ(x)
(
1∣∣∣ (y−x)|z−x|λ − λ(z−x)|z−x| ∣∣∣2α −
1
|y − z|2α
)
(u2(z)− u2x,λ(z))dz
≥ L(y)ωx,λ(y) + c1u
p1(y)
∫
B−
λ
(x)
1
|y − z|2α
(u2x,λ(z)− u
2(z))dz
≥ L(y)ωx,λ(y) + 2c1
(∫
B−
λ
u(z)ωx,λ(z)
|y − z|2α
dz
)
up1(y),
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that is, for all y ∈ B−λ ,
(2.23) (−∆)
α
2 ωx,λ(y)−L(y)ωx,λ(y)− 2c1
(∫
B−
λ
u(z)ωx,λ(z)
|y − z|2α
dz
)
up1(y) ≥ 0.
Since ǫ0(x) := min{η0(x), δ0(x)}, by Lemma 2.2, we have, for any 0 < λ ≤ ǫ0,
(2.24) ωx,λ(y) ≥ 1, ∀ y ∈ Bλ2(x) \ {x}.
Therefore, by taking l = λ− λ2 and Ω = Aλ,l(x), then it follows from (2.23) and (2.24) that
all the conditions in (2.4) in Theorem 2.3 are fulfilled, we can deduce from (i) in Theorem
2.3 that ωx,λ ≥ 0 in Ω = Aλ,l(x) for any 0 < λ ≤ ǫ0(x). That is, there exists ǫ0(x) > 0 such
that, for all λ ∈ (0, ǫ0(x)],
ωx,λ(y) ≥ 0, ∀ y ∈ Bλ(x) \ {x}.
This completes the proof of Lemma 2.4. 
For each fixed x ∈ Rn, we define
(2.25) λ¯(x) = sup{λ > 0 | ux,µ ≥ u in Bµ(x) \ {x}, ∀ 0 < µ ≤ λ}.
By Lemma 2.4, λ¯(x) is well-defined and 0 < λ¯(x) ≤ +∞ for any x ∈ Rn.
We need the following Lemma, which is crucial in our proof.
Lemma 2.5. If λ¯(x¯) < +∞ for some x¯ ∈ Rn, then
ux¯,λ¯(x¯)(y) = u(y), ∀ y ∈ Bλ¯(x¯) \ {x¯}.
Proof. Without loss of generality, we may assume x = 0 for simplicity. Since u is a positive
solution to integral equation (2.3), one can verify that u0,λ also satisfies a similar integral
equation as (2.3) in Rn \ {0}. In fact, by (2.3) and direct calculations, we have, for any
y ∈ Rn \ {0},
u0,λ(y) =
(
λ
|y|
)n−α
u
(
λ2y
|y2|
)
=
λn−α
|y|n−α
(∫
Rn
c1Rα,n∣∣λ2y
|y|2
− z
∣∣n−α
∫
Rn
u2(ξ)
|z − ξ|2α
dξup1(z)dz +
∫
Rn
c2Rα,n∣∣λ2y
|y|2
− z
∣∣n−αup2(z)dz
)
=
λn−α
|y|n−α
∫
Rn
c1Rα,n∣∣λ2y
|y|2
− λ
2z
|z|2
∣∣n−α
∫
Rn
u2(λ
2ξ
|ξ|2
)∣∣λ2z
|z|2
− λ
2ξ
|ξ|2
∣∣2α λ2n|ξ|2ndξup1
(
λ2z
|z|2
)
λ2n
|z|2n
dz
+
λn−α
|y|n−α
∫
Rn
c2Rα,n∣∣λ2y
|y|2
− λ
2z
|z|2
∣∣n−αup2
(
λ2z
|z|2
)
λ2n
|z|2n
dz
=
∫
Rn
Rα,n
|y − z|n−α
[
c1
(
λ
|z|
)τ1 (∫
Rn
u20,λ(ξ)
|z − ξ|2α
dξ
)
u
p1
0,λ(z) + c2
(
λ
|z|
)τ2
u
p2
0,λ(z)
]
dz,
where τ1 := (n− α)(1− p1) ≥ 0 and τ2 := (n + α)− p2(n− α) ≥ 0.
Suppose on the contrary that ω0,λ¯ ≥ 0 but ω0,λ¯ is not identically zero in Bλ¯(0) \ {0}, then
we will get a contradiction with the definition (2.25) of λ¯. We first prove that
(2.26) ω0,λ¯(y) > 0, ∀ y ∈ Bλ¯(0) \ {0}.
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Indeed, if there exists a point y0 ∈ Bλ¯(0) \ {0} such that ω0,λ¯(y
0) > 0, by continuity, there
exists a small δ > 0 and a constant c0 > 0 such that
Bδ(y
0) ⊂ Bλ¯(0) \ {0} and ω0,λ¯(y) ≥ c0 > 0, ∀ y ∈ Bδ(y
0).
For any y ∈ Bλ¯(0) \ {0}, one can derive that
u(y) =
∫
Rn
c1Rα,n
|y − z|n−α
P (z)up1(z)dz +
∫
Rn
c2Rα,n∣∣y − z∣∣n−αup2(z)dz
=
∫
Bλ¯(0)
c1Rα,n
|y − z|n−α
P (z)up1(z)dz +
∫
Bλ¯(0)
c1Rα,n
|y|z|
λ¯
− λ¯z
|z|
|n−α
P (zλ¯)
(
λ¯
|z|
)2α+τ1
u
p1
0,λ¯
(z)dz
+
∫
Bλ¯(0)
c2Rα,n∣∣y − z∣∣n−αup2(z)dz +
∫
Bλ¯(0)
c2Rα,n∣∣y|z|
λ¯
− λ¯z
|z|
∣∣n−α
(
λ¯
|z|
)τ2
u
p2
0,λ¯
(z)dz,
and
u0,λ¯(y) =
∫
Rn
c1Rα,n
|y − z|n−α
(
λ¯
|z|
)τ1
P¯0,λ¯(z)u
p1
0,λ¯
(z)dz +
∫
Rn
c2Rα,n∣∣y − z∣∣n−α
(
λ¯
|z|
)τ2
u
p2
0,λ¯
(z)dz
=
∫
Bλ¯(0)
c1Rα,n
|y − z|n−α
(
λ¯
|z|
)τ1
P¯0,λ¯(z)u
p1
0,λ¯
(z)dz
+
∫
Bλ¯(0)
c1Rα,n
|y|z|
λ¯
− λ¯z
|z|
|n−α
P¯0,λ¯(z
λ¯)
(
λ¯
|z|
)2α
up1(z)dz
+
∫
Bλ¯(0)
c2Rα,n∣∣y − z∣∣n−α
(
λ¯
|z|
)τ2
u
p2
0,λ¯
(z)dz +
∫
Bλ¯(0)
c2Rα,n∣∣ y|z|
λ¯
− λ¯z
|z|
∣∣n−αup2(z)dz,
where
P¯x,λ(y) :=
(
1
| · |2α
∗ u2x,λ
)
(y).
Let us define
K1,λ¯(y, z) = Rα,n
(
1∣∣y − z∣∣n−α − 1∣∣y|z|
λ¯
− λ¯z
|z|
∣∣n−α
)
,
K2,λ¯(y, z) = Rα,n
 1∣∣y − z∣∣2α − 1∣∣y|z|
λ¯
− λ¯z
|z|
∣∣2α
 .
It is easy to check that K1,λ¯(y, z) > 0, K2,λ¯(y, z) > 0, and
P¯0,λ¯(z) = P (z
λ¯)
(
λ¯
|z|
)2α
, P (z) = P¯0,λ¯(z
λ¯)
(
λ¯
|z|
)2α
,
and furthermore,
P¯0,λ¯(z)− P (z) =
∫
Bλ¯(0)
K2,λ¯(z, ξ)
(
u20,λ¯(ξ)− u
2(ξ)
)
dξ > 0.
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As a consequence, it follows immediately that, for any y ∈ Bλ¯(0) \ {0},
ω0,λ¯(y) = c1
∫
Bλ¯(0)
K1,λ¯(y, z)P (z)
((
λ¯
|z|
)τ1
u
p1
0,λ¯
(z)− up1(z)
)
dz
+ c1
∫
Bλ¯(0)
K1,λ¯(y, z)(P¯0,λ¯(z)− P (z))
(
λ¯
|z|
)τ1
u
p1
0,λ¯
(z)dz
+ c2
∫
Bλ¯(0)
K1,λ¯(y, z)
((
λ¯
|z|
)τ2
u
p2
0,λ¯
(z)− up2(z)
)
dz
≥ c1p1
∫
Bδ(y0)
K1,λ¯(y, z)P (z)u
p1−1
0,λ¯
(z)(u0,λ¯(z)− u(z))dz
+ c2p2
∫
Bδ(y0)
K1,λ¯(y, z)min{u
p2−1
0,λ¯
(z), up2−1(z)}
(
u0,λ¯(z)− u(z)
)
dz > 0,
(2.27)
thus we arrive at (2.26). Furthermore, (2.27) also implies that there exists a 0 < η < λ¯ small
enough such that, for any y ∈ Bη(0) \ {0},
(2.28) ω0,λ¯(y) ≥ c1p1
∫
B δ
2
(y0)
c6c5c
p1−1
4 c0 dz + c2p2
∫
B δ
2
(y0)
c6c
p2−1
3 c0 dz =: c˜0 > 0.
Now we define
(2.29) l˜0 := min
λ∈[λ¯,2λ¯]
l0(0, λ) > 0,
where l0(0, λ) is given by Theorem 2.3. For a fixed small 0 < r0 <
1
2
min{l˜0, λ¯}, by (2.26)
and (2.28), we can define
(2.30) m0 := inf
y∈Bλ¯−r0
(0)\{0}
ω0,λ¯(y) > 0.
Since u is uniformly continuous on arbitrary compact set K ⊂ Rn (say, K = B4λ¯(0)), we
can deduce from (2.30) that, there exists a 0 < ε0 <
1
2
min{l˜0, λ¯} sufficiently small, such that,
for any λ ∈ [λ¯, λ¯+ ε0],
(2.31) ω0,λ(y) ≥
m0
2
> 0, ∀ y ∈ Bλ¯−r0(0) \ {0}.
In order to prove (2.31), one should observe that (2.30) is equivalent to
(2.32) |y|n−αu(y)− λ¯n−αu(y0,λ¯) ≥ m0λ¯
n−α, ∀ |y| ≥
λ¯2
λ¯− r0
.
Since u is uniformly continuous on B4λ¯(0), we infer from (2.32) that there exists a 0 < ε0 <
1
2
min{l˜0, λ¯} sufficiently small, such that, for any λ ∈ [λ¯, λ¯+ ε0],
(2.33) |y|n−αu(y)− λn−αu(y0,λ) ≥
m0
2
λn−α, ∀ |y| ≥
λ2
λ¯− r0
,
which is equivalent to (2.31), hence we have proved (2.31).
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For any λ ∈ [λ¯, λ¯ + ε0], let l := λ − λ¯ + r0 ∈ (0, l˜0) and Ω := Aλ,l(0), then it follows
from (2.23) and (2.31) that all the conditions (2.4) in Theorem 2.3 are fulfilled, hence we can
deduce from (ii) in Theorem 2.3 that
(2.34) ω0,λ(y) ≥ 0, ∀ y ∈ Ω = Aλ,l(0).
Therefore, we get from (2.31) and (2.34) that, B−λ = ∅ for all λ ∈ [λ¯, λ¯+ ε0], that is,
(2.35) ω0,λ(y) ≥ 0, ∀ y ∈ Bλ(0) \ {0},
which contradicts with the definition (2.25) of λ¯(0). As a consequence, in the case 0 < λ¯(0) <
+∞, we must have ω0,λ¯ ≡ 0 in Bλ¯(0) \ {0}, that is,
(2.36) u0,λ¯(0)(y) ≡ u(y), ∀ y ∈ Bλ¯(0) \ {0}.
This finishes our proof of Lemma 2.5. 
We also need the following property about the limiting radius λ¯(x).
Lemma 2.6. If λ¯(x¯) = +∞ for some x¯ ∈ Rn, then λ¯(x) = +∞ for all x ∈ Rn.
Proof. Since λ¯(x¯) = +∞, recalling the definition of λ¯, we get
ux¯,λ(y) ≥ u(y), ∀ y ∈ Bλ(x¯) \ {x¯}, ∀ 0 < λ < +∞.
That is,
u(y) ≥ ux¯,λ(y), ∀ |y − x¯| ≥ λ, ∀ 0 < λ < +∞.
It follows immediately that
(2.37) lim
|y|→∞
|y|n−αu(y) = +∞.
On the other hand, if we assume λ¯(x) < +∞ for some x ∈ Rn, then by Lemma 2.5, one
arrives at
lim
|y|→∞
|y|n−αu(y) = lim
|y|→∞
|y|n−αux,λ¯(x)(y) = (λ¯(x))
n−αu(x) < +∞,
which contradicts with (2.37). This finishes the proof of Lemma 2.6. 
In the following two subsections, we will carry out the proof of Theorem 1.1 by discussing
the critical cases and subcritical cases separately.
2.2. Classification of positive solutions in the critical case c1(1−p1)+c2(
n+α
n−α
−p2) = 0.
Without loss of generality, we may assume that c1 > 0 and c2 > 0, that is, p1 = 1 and
p2 =
n+α
n−α
. The Schro¨dinger-Hartree equation (1.1) is conformally invariant in such cases.
We carry out the proof by discussing two different possible cases.
Case (i). λ¯(x) = +∞ for all x ∈ Rn. Therefore, for all x ∈ Rn and 0 < λ < +∞, we have
ux,λ(y) ≥ u(y), ∀ y ∈ Bλ(x) \ {x}, ∀ 0 < λ < +∞.
By a calculus Lemma (Lemma 11.2 in [34]), we must have u ≡ C > 0, which contradicts
with the equation (1.1).
Case (ii). By Case (i) and Lemma 2.6, we only need to consider the cases that
λ¯(x) <∞ for all x ∈ Rn.
From Lemma 2.5, we infer that
(2.38) ux,λ¯(x)(y) = u(y), ∀ y ∈ Bλ¯(x)(x) \ {x}.
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Since equation (1.1) is conformally invariant, from a calculus lemma (Lemma 11.1 in [34])
and (2.38), we deduce that, there exists some µ > 0 and x0 ∈ R
n such that
u(x) = C
(
µ
1 + µ2|x− x0|2
)n−α
2
, ∀ x ∈ Rn,
where the constant C depends on n, α, c1, c2.
2.3. Nonexistence of positive solutions in the subcritical case c1(1− p1) + c2(
n+α
n−α
−
p2) > 0. Without loss of generality, we may assume that c1(1−p1) > 0 and c2(
n+α
n−α
−p2) ≥ 0,
that is, c1 > 0, c2 ≥ 0, 0 < p1 < 1 and 0 < p2 ≤
n+α
n−α
. The Schro¨dinger-Hartree equation
(1.1) involves at least one subcritical nonlinearities in such cases.
We will obtain a contradiction in both the following two different possible cases.
Case (i). λ¯(x) = +∞ for all x ∈ Rn. Therefore, for all x ∈ Rn and 0 < λ < +∞, we have
ux,λ(y) ≥ u(y), ∀ y ∈ Bλ(x) \ {x}, ∀ 0 < λ < +∞.
By a calculus Lemma (Lemma 11.2 in [34]), we must have u ≡ C > 0, which contradicts
with the equation (1.1).
Case (ii). By Case (i) and Lemma 2.6, we only need to consider the cases that
λ¯(x) <∞ for all x ∈ Rn.
From Lemma 2.5, we infer that
(2.39) ux,λ¯(x)(y) = u(y), ∀ y ∈ Bλ¯(x)(x) \ {x}.
Consider x = 0, one can derive from (2.27) and (2.39) that
0 = ω0,λ¯(y) = c1
∫
Bλ¯(0)
K1,λ¯(y, z)P (z)
((
λ¯
|z|
)τ1
u
p1
0,λ¯
(z)− up1(z)
)
dz
+ c1
∫
Bλ¯(0)
K1,λ¯(y, z)(P¯0,λ¯(z)− P (z))
(
λ¯
|z|
)τ1
u
p1
0,λ¯
(z)dz
+ c2
∫
Bλ¯(0)
K1,λ¯(y, z)
((
λ¯
|z|
)τ2
u
p2
0,λ¯
(z)− up2(z)
)
dz
= c1
∫
Bλ¯(0)
K1,λ¯(y, z)P (z)
((
λ¯
|z|
)τ1
− 1
)
up1(z)dz
+ c2
∫
Bλ¯(0)
K1,λ¯(y, z)
((
λ¯
|z|
)τ2
− 1
)
up2(z)dz,
(2.40)
where
P¯0,λ¯(z)− P (z) =
∫
Bλ¯(0)
K2,λ¯(z, ξ)
(
u20,λ¯(ξ)− u
2(ξ)
)
dξ = 0,
and τ1 = (n − α)(1 − p1) > 0, τ2 = (n + α) − p2(n − α) ≥ 0. As a consequence, it follows
immediately that
0 ≥ c1
∫
Bλ¯(0)
K1,λ¯(y, z)P (z)
((
λ¯
|z|
)τ1
− 1
)
up1(z)dz > 0,
which is absurd.
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Thus we have ruled out both the Case (i) and Case (ii), and hence (1.1) does not admit
any positive solutions. Therefore, the unique nonnegative solution to (1.1) is u ≡ 0.
This concludes our proof of Theorem 1.1.
3. Proof of Theorem 1.3
Theorem 1.3 can be proved in a quite similar way as the proof of Theorem 1.1, thus we
will only mention some main ingredients in its proof.
First, Suppose u is a nonnegative classical solution of the Schro¨dinger-Maxwell equa-
tion (1.7) which is not identically zero. It follows immediately that u > 0 in Rn and∫
Rn
u
n+α
n−α (x)
|x|n−α
dx < +∞. Then, one can verify that ux,λ ∈ Lα(R
n) ∩C1,1loc (R
n \ {x}) if 0 < α < 2
(ux,λ ∈ C
2(Rn \ {x}) if α = 2) satisfies the integral property∫
Rn
u
n+α
n−α
x,λ (y)
λn−α
dy =
∫
Rn
u
n+α
n−α (x)
|x|n−α
dx < +∞
and a similar equation as u for any x ∈ Rn and λ > 0. In fact, without loss of generality, we
may assume x = 0 for simplicity and get
(−∆)
α
2 u0,λ(y) =
λn+α
|y|n+α
(−∆)
α
2 u
(λ2y
|y|2
)
= c1
λn+α
|y|n+α
∫
Rn
|u(z)|
n+α
n−α∣∣λ2y
|y|2
− z
∣∣n−αdz · uq1(λ2y|y|2)+ c2 λn+α|y|n+αuq2
(
λ2y
|y|2
)
= c1
λn+α
|y|n+α
∫
Rn
λ2n|z|−2n∣∣λ2y
|y|2
− λ
2z
|z|2
∣∣n−α ∣∣∣u(λ2z|z|2)∣∣∣n+αn−αdz · uq1(λ2y|y|2)+ c2
(
λ
|y|
)σ2
u
q2
0,λ(y)
= c1
(
λ
|y|
)σ1 [ 1
| · |n−α
∗ |u0,λ|
n+α
n−α
]
(y)uq10,λ(y) + c2
(
λ
|y|
)σ2
u
q2
0,λ(y),
this means, the conformal transforms ux,λ ∈ Lα(R
n) ∩C1,1loc (R
n \ {x}) (ux,λ ∈ C
2(Rn \ {x}) if
α = 2) satisfies
(3.1) (−∆)
α
2 ux,λ(y) = c1
(
λ
|y − x|
)σ1 ( 1
| · |n−α
∗ u
n+α
n−α
x,λ
)
u
q1
x,λ(y) + c2
(
λ
|y − x|
)σ2
u
q2
x,λ(y)
for every y ∈ Rn \ {x}, where σ1 := 2α− q1(n− α) ≥ 0 and σ2 := (n + α)− q2(n− α) ≥ 0.
Similar to Lemma 2.1, we can also show that the nonnegative solution u to (1.7) also satisfies
the following equivalent integral equation
(3.2) u(y) =
∫
Rn
c1Rα,n
|y − z|n−α
(∫
Rn
|u(ξ)|
n+α
n−α
|z − ξ|n−α
dξ
)
uq1(z)dz +
∫
Rn
c2Rα,n
|y − z|n−α
uq2(z)dz,
and vice versa.
Second, we define
Q(y) :=
(
1
| · |n−α
∗ u
n+α
n−α
)
(y), Q˜x,λ(y) :=
∫
Bλ(x)
u
2α
n−α (z)
|y − z|n−α
dz.
We can prove the following Narrow region principle through a quite similar way as the proof
of Theorem 2.3 in Section 2.
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Theorem 3.1. (Narrow region principle) Assume x ∈ Rn is arbitrarily fixed. Let Ω be a
narrow region in Bλ(x) \ {x} with small thickness 0 < l < λ such that Ω ⊆ Aλ,l(x) := {y ∈
R
n| λ − l < |y − x| < λ}. Suppose ωx,λ ∈ Lα(R
n) ∩ C1,1loc (Ω) if 0 < α < 2 (ωx,λ ∈ C
2(Ω) if
α = 2) and satisfies
(3.3)

(−∆)
α
2 ωx,λ(y)− L˜(y)ωx,λ(y)− c1
n+α
n−α
∫
B−
λ
u
2α
n−α (z)ωx,λ(z)
|y−z|n−α
dz uq1(y) ≥ 0 in Ω ∩ B−λ ,
negative minimum of ωx,λ is attained in the interior of Bλ(x) \ {x} if B
−
λ 6= ∅,
negative minimum of ωx,λ cannot be attained in (Bλ(x) \ {x}) \ Ω,
where L˜(y) := c1q1Q(y)u
q1−1(y) + c2q2u
q2−1(y). Then, we have
(i) there exists a sufficiently small constant δ0(x) > 0, such that, for all 0 < λ ≤ δ0,
(3.4) ωx,λ(y) ≥ 0, ∀ y ∈ Ω;
(ii) there exists a sufficiently small l0(x, λ) > 0 depending on λ continuously, such that, for
all 0 < l ≤ l0,
(3.5) ωx,λ(y) ≥ 0, ∀ y ∈ Ω.
Proof. Without loss of generality, we may assume x = 0 here for simplicity. Theorem 3.1 can
be proved in a quite similar way as the proof of Theorem 2.3, thus we will only mention the
following key estimates for Q(y) and Q˜0,λ(y) for any y ∈ Aλ,l(0).
Indeed, since λ− l < |y| < λ, we have
Q(y) ≤
{∫
|y−z|<
|z|
2
+
∫
|y−z|≥
|z|
2
}
u
n+α
n−α (z)
|y − z|n−α
dz(3.6)
≤
[
max
|y|≤2λ
u(y)
]n+α
n−α
∫
|y−z|<λ
1
|y − z|n−α
dz + 2n−α
∫
Rn
u
n+α
n−α (z)
|z|n−α
dz
≤ Cλα
[
max
|y|≤2λ
u(y)
]n+α
n−α
+ 2n−α
∫
Rn
u
n+α
n−α (x)
|x|n−α
dx =: C˜ ′λ,
and
Q˜0,λ(y) ≤
∫
|y−z|<2λ
1
|y − z|n−α
u
2α
n−α (z)dz(3.7)
≤ Cλα
[
max
|y|≤4λ
u(y)
] 2α
n−α
=: C˜ ′′λ.
It is obvious that C˜ ′λ and C˜
′′
λ depend on λ continuously and monotone increasing with respect
to λ > 0.
The rest of the proof is completely similar to the proof of Theorem 2.3, so we omit the
details. This finishes our proof of Theorem 3.1. 
Third, for each fixed x ∈ Rn, we define the limiting radius by
(3.8) λ¯(x) = sup{λ > 0 | ux,µ ≥ u in Bµ(x) \ {x}, ∀ 0 < µ ≤ λ} ∈ (0,+∞].
Then, similar to Lemma 2.5 in Section 2, we also need the following Lemma, which is crucial
in our proof.
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Lemma 3.2. If λ¯(x¯) < +∞ for some x¯ ∈ Rn, then
ux¯,λ¯(x¯)(y) = u(y), ∀ y ∈ Bλ¯(x¯) \ {x¯}.
Proof. Without loss of generality, we may assume x = 0 for simplicity. Since u is a positive
solution to integral equation (3.2), one can verify that u0,λ also satisfies a similar integral
equation as (3.2) in Rn \ {0}. In fact, by (3.2) and direct calculations, we have, for any
y ∈ Rn \ {0},
u0,λ(y) =
(
λ
|y|
)n−α
u
(
λ2y
|y2|
)
(3.9)
=
∫
Rn
Rα,n
|y − z|n−α
c1( λ
|z|
)σ1 ∫
Rn
u
n+α
n−α
0,λ (ξ)
|z − ξ|n−α
dξ
uq10,λ(z) + c2( λ|z|
)σ2
u
q2
0,λ(z)
 dz,
where σ1 := 2α− q1(n− α) ≥ 0 and σ2 := (n + α)− q2(n− α) ≥ 0.
Suppose on the contrary that ω0,λ¯ ≥ 0 but ω0,λ¯ is not identically zero in Bλ¯(0) \ {0}, then
we will get a contradiction with the definition (3.8) of λ¯.
We first prove that
(3.10) ω0,λ¯(y) > 0, ∀ y ∈ Bλ¯(0) \ {0}.
Indeed, if there exists a point y0 ∈ Bλ¯(0) \ {0} such that ω0,λ¯(y
0) > 0, by continuity, there
exists a small δ > 0 and a constant c0 > 0 such that
Bδ(y
0) ⊂ Bλ¯(0) \ {0} and ω0,λ¯(y) ≥ c0 > 0, ∀ y ∈ Bδ(y
0).
For any y ∈ Bλ¯(0) \ {0}, by (3.2), (3.9) and direct calculations, one can derive that
u(y) =
∫
Rn
c1Rα,n
|y − z|n−α
Q(z)uq1(z)dz +
∫
Rn
c2Rα,n∣∣y − z∣∣n−αuq2(z)dz
=
∫
Bλ¯(0)
c1Rα,n
|y − z|n−α
Q(z)uq1(z)dz +
∫
Bλ¯(0)
c1Rα,n
|y|z|
λ¯
− λ¯z
|z|
|n−α
Q(zλ¯)
(
λ¯
|z|
)n−α+σ1
u
q1
0,λ¯
(z)dz
+
∫
Bλ¯(0)
c2Rα,n∣∣y − z∣∣n−αuq2(z)dz +
∫
Bλ¯(0)
c2Rα,n∣∣ y|z|
λ¯
− λ¯z
|z|
∣∣n−α
(
λ¯
|z|
)σ2
u
q2
0,λ¯
(z)dz,
and
u0,λ¯(y) =
∫
Rn
c1Rα,n
|y − z|n−α
(
λ¯
|z|
)σ1
Q¯0,λ¯(z)u
q1
0,λ¯
(z)dz +
∫
Rn
c2Rα,n∣∣y − z∣∣n−α
(
λ¯
|z|
)σ2
u
q2
0,λ¯
(z)dz
=
∫
Bλ¯(0)
c1Rα,n
|y − z|n−α
(
λ¯
|z|
)σ1
Q¯0,λ¯(z)u
q1
0,λ¯
(z)dz
+
∫
Bλ¯(0)
c1Rα,n
|y|z|
λ¯
− λ¯z
|z|
|n−α
Q¯0,λ¯(z
λ¯)
(
λ¯
|z|
)n−α
uq1(z)dz
+
∫
Bλ¯(0)
c2Rα,n∣∣y − z∣∣n−α
(
λ¯
|z|
)σ2
u
q2
0,λ¯
(z)dz +
∫
Bλ¯(0)
c2Rα,n∣∣y|z|
λ¯
− λ¯z
|z|
∣∣n−αuq2(z)dz,
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where
Q¯x,λ(y) :=
(
1
| · |n−α
∗ u
n+α
n−α
x,λ
)
(y).
Let us recall that
K1,λ¯(y, z) := Rα,n
(
1∣∣y − z∣∣n−α − 1∣∣y|z|
λ¯
− λ¯z
|z|
∣∣n−α
)
.
It is easy to check that K1,λ¯(y, z) > 0, and
Q¯0,λ¯(z) = Q(z
λ¯)
(
λ¯
|z|
)n−α
, Q(z) = Q¯0,λ¯(z
λ¯)
(
λ¯
|z|
)n−α
,
and furthermore,
Q¯0,λ¯(z)−Q(z) =
∫
Bλ¯(0)
K1,λ¯(z, ξ)
(
u
n+α
n−α
0,λ¯
(ξ)− u
n+α
n−α (ξ)
)
dξ > 0.
As a consequence, it follows immediately that, for any y ∈ Bλ¯(0) \ {0},
ω0,λ¯(y) = c1
∫
Bλ¯(0)
K1,λ¯(y, z)Q(z)
((
λ¯
|z|
)σ1
u
q1
0,λ¯
(z)− uq1(z)
)
dz
+ c1
∫
Bλ¯(0)
K1,λ¯(y, z)(Q¯0,λ¯(z)−Q(z))
(
λ¯
|z|
)σ1
u
q1
0,λ¯
(z)dz
+ c2
∫
Bλ¯(0)
K1,λ¯(y, z)
((
λ¯
|z|
)σ2
u
q2
0,λ¯
(z)− uq2(z)
)
dz
≥ c1q1
∫
Bδ(y0)
K1,λ¯(y, z)Q(z)min{u
q1−1
0,λ¯
(z), uq1−1(z)}
(
u0,λ¯(z)− u(z)
)
dz
+ c2q2
∫
Bδ(y0)
K1,λ¯(y, z)min{u
q2−1
0,λ¯
(z), uq2−1(z)}
(
u0,λ¯(z)− u(z)
)
dz > 0,
(3.11)
thus we arrive at (3.10). Furthermore, (3.11) also implies that there exists a 0 < ηˆ < λ¯ small
enough such that, for any y ∈ Bηˆ(0) \ {0},
(3.12) ω0,λ¯(y) ≥ c1q1
∫
B δ
2
(y0)
c6c5c
q1−1
4 c0 dz + c2q2
∫
B δ
2
(y0)
c6c
q2−1
3 c0 dz =: cˆ0 > 0.
The rest of the proof is entirely similar to the proof of Lemma 2.5, by using (3.10) and
(3.12), we can show that there exists a ε1 > 0 small enough such that, for all λ ∈ [λ¯, λ¯+ ε1],
(3.13) ω0,λ(y) ≥ 0, ∀ y ∈ Bλ(0) \ {0},
which contradicts with the definition (3.8) of λ¯(0), so we omit the details. This completes
our proof of Lemma 3.2. 
The rest of the proof is completely similar to the proof of Theorem 1.1, so we omit the
details. This concludes our proof of Theorem 1.3.
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4. Proof of Corollary 1.5
In this section, we will give a brief proof of Corollary 1.5 by using Theorem 1.3.
First, we can prove that the nonnegative solution (u, v) to PDEs system (1.8) also satisfies
the following equivalent IEs system
(4.1)
{
u(x) =
∫
Rn
Rα,n
|x−y|n−α
(v(y)uq1(y) + c2u
q2(y)) dy, x ∈ Rn,
v(x) =
∫
Rn
c1
|x−y|n−α
u
n+α
n−α (y)dy + C0, x ∈ R
n,
where C0 ≥ 0 is a nonnegative real number. The proof is similar to [3, 17, 45], so we omit
the details here.
Therefore, u satisfies the following equation
(4.2) (−∆)
α
2 u(x) = c1
( 1
|x|n−α
∗ |u|
n+α
n−α
)
uq1(x) + C0u
q1(x) + c2u
q2(x), x ∈ Rn.
In the following, we will discuss two different possible cases respectively.
Case (i) C0 > 0. In such cases, noting that 0 < q1 ≤
2α
n−α
< n+α
n−α
, the Schro¨dinger-Maxwell
equation (4.2) involves at least one subcritical nonlinear term C0u
q1(x), thus it is clear from
the proof of Theorem 1.3 (see Section 3) that, u ≡ 0 in Rn, and hence (u, v) ≡ (0, C0).
Case (ii) C0 = 0. We will discuss two different possible sub-cases separately.
Sub-case (i). If c1(
2α
n−α
− q1) + c2(
n+α
n−α
− q2) = 0, by Theorem 1.3 and (4.2), we have either
u ≡ 0 or u must assume the following form
(4.3) u(x) = C1
(
µ
1 + µ2|x− x0|2
)n−α
2
for some µ > 0 and x0 ∈ R
n,
where the positive constant C1 depends on n, α, c1, c2.
If u ≡ 0, then we have (u, v) ≡ (0, 0).
From Lemma 4.1 in Dai, Fang, et al. [16], we get, for any 0 < s < n
2
,
(4.4)
∫
Rn
1
|x− y|2s
(
1
1 + |y|2
)n−s
dy = I(s)
(
1
1 + |x|2
)s
,
where I(s) :=
π
n
2 Γ(n−2s2 )
Γ(n−s)
. If u assumes the explicit form (4.3), we can deduce from (4.1) and
formula (4.4) that
(4.5) v(x) = C2
(
µ
1 + µ2|x− x0|2
)n−α
2
for some µ > 0 and x0 ∈ R
n,
where the positive constant C2 depends on n, α, c1, c2. Thus (u, v) must assume the explicit
form (1.9).
Sub-case (ii). If c1(
2α
n−α
− q1)+ c2(
n+α
n−α
− q2) > 0, by Theorem 1.3 and (4.2), we have u ≡ 0,
and hence (u, v) ≡ (0, 0).
This concludes our proof of Corollary 1.5.
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