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ABSTRACT
Keyphrase extraction from documents is useful to a variety of appli-
cations such as information retrieval and document summarization.
This paper presents an end-to-end method called DivGraphPointer
for extracting a set of diversified keyphrases from a document. Div-
GraphPointer combines the advantages of traditional graph-based
ranking methods and recent neural network-based approaches.
Specifically, given a document, a word graph is constructed from
the document based on word proximity and is encoded with graph
convolutional networks, which effectively capture document-level
word salience by modeling long-range dependency between words
in the document and aggregating multiple appearances of identi-
cal words into one node. Furthermore, we propose a diversified
point network to generate a set of diverse keyphrases out of the
word graph in the decoding process. Experimental results on five
benchmark data sets show that our proposed method significantly
outperforms the existing state-of-the-art approaches.
CCS CONCEPTS
• Information systems→ Information retrieval; Information
extraction; Information retrieval diversity; Summarization.
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1 INTRODUCTION
Keyphrase extraction from documents is useful in a variety of tasks
such as information retrieval [20], text summarization [34], and
question answering [24]. It allows to identify the salient contents
from a document. The topic has attracted a large amount of work
in the literature.
Most traditional approaches to keyphrase extraction are un-
supervised approaches. They usually first identify the candidate
keyphrases with some heuristics (e.g., regular expressions), and
then rank the candidate keyphrases according to their importance
in the documents [14]. Along this direction, the state-of-the-art
algorithms are graph-based ranking methods [25, 30, 43], which
first construct a word graph from a document and then determine
the importance of the keyphrases with random walk based ap-
proaches such as PageRank [5]. By constructing the word graph,
these methods can effectively identify the most salient keyphrases.
Some diversification mechanisms have also been investigated in
some early work [4, 27] to address the problem of over-generation
of the same concepts in keyphrase extraction. However, these meth-
ods are fully unsupervised. They rely heavily on manually designed
heuristics, which may not work well when applied to a different
type of document. In experiments, we also observe that the per-
formance of these methods is usually limited and inferior to the
supervised ones.
Recently, end-to-end neural approaches for keyphrase extrac-
tion have been attracting growing interests [29, 46, 47]. The neural
approaches usually studied keyphrase extraction in the encoder-
decoder framework [39], which first encodes the input documents
into vector representations and then generates the keyphrases with
Recurrent Neural Networks (RNN) [31] or CopyRNN [13] decoders
conditioned on the document representations. These neural meth-
ods have achieved state-of-the-art performance on multiple bench-
mark data sets with end-to-end supervised training. The end-to-end
training offers a great advantage that the extraction process can
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adapt to the type of documents. However, compared to the un-
supervised graph-based ranking approaches, existing end-to-end
approaches only treat documents as sequences of words. They do
not benefit from the a more global graph structure that provides use-
ful document-level word salience information such as long-range
dependencies between words, as well as a synthetic view on the
multiple appearances of identical words in the document. Another
problem of these end-to-end methods is that they cannot guarantee
the diversity of the extracted key phrases: it is often the case that
several similar keyphrases are extracted. Therefore, we are seeking
an approach that can have the advantage of modeling document-
level word salience, generating diverse keyphrases, and meanwhile
be efficiently trained in an end-to-end fashion.
In this paper, we propose an end-to-end approach called Div-
GraphPointer for extracting diversified keyphrases from documents.
Specifically, given an input document, we first construct a word
graph from it, which aggregates identical words into one node and
captures both the short- and long-range dependency between the
words in the document. Afterwards, the graph convolutional neural
network [22] is applied to the word graph to learn the representa-
tions of each node, which effectively models the word salience. To
extract diverse keyphrases from documents, we propose a diversi-
fied pointer network model [42] over the word graph, which dynam-
ically picks nodes from the word graph to construct the keyphrases.
Two diversity mechanisms are proposed to increase the diversity
among the generated keyphrases. Specifically, we employ a cov-
erage attention mechanism [40] to address the over-generation
problem in keyphrase extraction at lexical level and a semantic
modification mechanism to dynamically modify the encoded doc-
ument representation at semantic level. Figure 1 illustrates our
approach schematically. The whole framework can be effectively
and efficiently trained with back-propagation in an end-to-end fash-
ion. Experimental results show that our proposed DivGraphPointer
achieves state-of-the-art performance for keyphrase extraction on
five benchmarks and significantly outperforms the existing super-
vised and unsupervised keyphrase extraction methods.
The contribution of this paper is twofold:
• We propose a graph convolutional network encoder for
keyphrase extraction that can effectively capture document-
level word salience.
• We propose two complementary diversification mechanisms
that help the pointer network decoder to extract diverse
keyphrases.
2 RELATEDWORK
Themost traditional keyphrase extractionmethod is based on Tf-Idf
[37]: It identifies words that appear frequently in a document, but
do not occur frequently in the entire document collection. These
words are expected to be salient words for the document. The same
idea can be applied on a set of keyphrase candidates identified
by some syntactic patterns [9, 17]. However, the drawback of this
family of approaches is that each word (or phrase) is considered
in isolation. The inherent relations between words and between
phrases are not taken into account. Such relations are important in
keyphrase extraction.
To solve this problem, approaches based on word graphs have
been proposed. In a word graph, words are connected according to
some estimated relations such as co-occurrences. A graph-based
extraction algorithm can then take into account the connections
between words. The TextRank algorithm [30] was the first graph-
based approach for keyphrase extraction. Given a word graph built
on co-occurrences, it calculates the importance of candidate words
with PageRank. The importance of a candidate keyphrase is then
estimated as the sum of the scores of the constituent words. Fol-
lowing this work, the DivRank algorithm [27] was proposed to
balance the importance and diversity of the extracted keyphrases.
The TopicRank algorithm [4] was further proposed for topic-based
keyphrase extraction. This algorithm first clusters the candidate
phrases by topic and then chooses one phrase from each topic,
which is able to generate a diversified set of keyphrases. In Topi-
cRank, a complete topic graph is constructed to better capture the se-
mantic relations between topics. The graph-based document repre-
sentation can effectively model document-level word salience. How-
ever, these methods are fully unsupervised: the way that keyphrases
are identified from a word graph is designed manually. Such a
method lacks the flexibility to cope with different types of docu-
ments. In our proposed methods, we will use an end-to-end super-
vised training in order to adapt the extraction process to documents.
In experiments, this also yields better performance.
Indeed, end-to-end neural approaches to keyphrase extraction
have attracted a growing attention in recent studies. Zhang et al.
[46] treated keyphrase extraction as a sequence labeling task and
proposed a model called joint-layer RNN for extracting keyphrases
from Twitter data. Meng et al. [29] first proposed an encoder-
decoder framework for keyphrase extraction. However, their RNN-
based encoder and decoder treat a document as a sequence and
ignore the correlation between keyphrases. Afterwards, Zhang et al.
[47] further proposed a CNN-based model for this task. The copy
mechanism [13] is employed to handle the rare word problem in
these encoder-decoder approaches, which allows to copy some
words from the input documents. All the above approaches are
based on word sequences, which inherit the well known problem
that only local relations between words can be coped with. Com-
pared to them, our model encodes documents with graphs, which
are able to model more global document-level word salience.
Deep graph-based methods have been used for other tasks. They
are also relevant to our work. For example, Yasunaga et al. [45]
proposed to use graph convolutional networks to rank the salience
of candidate sentences for document summarization. Marcheggiani
and Titov [26] studied encoding sentences with graph convolu-
tional neural networks for semantic role labeling. Bastings et al. [2]
studied graph convolutional encoders for machine translation. In
this paper, we target a different task. This is the first time that graph
convolutional neural networks are used for keyphrase extraction.
Diversity is an important criterion in keyphrase extraction: it is
useless to extract a set of similar keyphrases. Diversity has been
studied in IR for search result diversification [6, 35]. Two main
ideas have been used: selecting results that are different from those
already selected; or selecting a set of results that ensure a good
coverage of topics. In keyphrase extraction, there are also a few
attempts to deal with diversity. Similar to our work, Zhang and Xiao
[48] and Chen et al. [7] also employed a coverage mechanism to
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Figure 1: Illustration of our encoder-decoder architecture for keyphrase extraction. In this example, the document is a se-
quence of words, namely, d = ⟨x1,x2,x3,x4,x2⟩, and we have generated the first keyphrase y1 = ⟨x2,x3⟩. We are predicting
y22, the second word for keyphrase y
2, which will be selected from the nodes within the graph and the ending token $ for a
keyphrase. Note that multiple appearances of x2 in the document is aggregated into only one node in the constructed word
graph. (Better viewed in color)
address the diversification problem. Chen et al. [7] further proposed
a review mechanism to explicitly model the correlation between
the keyphrases. However, their approaches are different from ours
in multiple ways. First, this paper focuses on keyphrase extrac-
tion, while their approaches focus on keyphrase generation, which
also requires generating keyphrases that cannot be found in the
document. Furthermore, we use a hard form of coverage attention
mechanism that penalizes the attention weight by one-hot vectors,
while they used the same form in machine translation as the orig-
inal paper [40]. We believe that in the keyphrase extraction task
where source and target share the same vocabulary, a hard coverage
attention could avoid the error propagation of attentions. Moreover,
by directly applying the coverage attention on the word graph, we
efficiently penalize all appearances of identical words. Finally, the
review mechanism was employed in the decoding phase of RNN in
Chen et al. [7], while our context modification mechanism modi-
fies the initial semantic state of RNN. We expect that our context
modification and coverage attention mechanisms can explicitly ad-
dress the over-generation problem in keyphrase extraction at both
semantic level and lexical level, and thus are complementary to
each other. In contrast, the review mechanism and the coverage
mechanism used in Chen et al. [7] provide both an attentive context,
which tend to play a similar role and are somehow duplicated.
3 DEEP GRAPH-BASED DIVERSIFIED
KEYPHRASE EXTRACTION
Our Diversified Graph Pointer (DivGraphPointer) is based on the
encoder-decoder framework. We first construct a graph from a
document fromword adjacency matrices and encode the graph with
the Graph Convolutional Networks (GCN) [22]. Afterwards, based
on the representation of the graph, we generate the keyphrases one
by one with a decoder. Note that during the generation process, we
restrict the output to the nodes of the graph. In other words, we
only extract words appearing in the documents. Figure 1 presents
an illustration of the DivGraphPointer framework.
3.1 Graph Convolutional Network Encoder
In this part, we present our graph-based encoders. Traditional unsu-
pervised graph-based ranking approaches for keyphrase extraction
have shown promising performance at estimating the salience of
words, which motivated us to develop deep graph-based encoders.
Compared to sequence-based encoders such as RNN and CNN,
graph-based encoders have several advantages. For example, graph-
based encoders can explicitly leverage the short- and long-term
dependency between words. Moreover, while the sequence-based
encoders treat different appearances of an identical word indepen-
dently, the graph representation of document naturally represents
the identical word at different positions as a single node in the
word graph. In this way, the graph-based encoding approaches can
aggregate the information of all appearances of an identical word
when estimating its salience, and thus employ a similar idea as in
Tf-Idf [37] and PageRank [5] methods: important words tend to
be more frequent in the document and widely linked with other
important words.
3.1.1 Graph Construction. Our model represents a document by
a complete graph in which identical words are nodes and edges
are weighted according to the strength of the structural relations
between nodes. Instead of manually designing and extracting con-
nections between words (e.g. based on co-occurrence weights), we
rely on the basic proximity information between words in the sen-
tences, and let training process learn to use it. The basic assumption
is that the closer two words in a sentence, the stronger their relation.
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Specifically, we construct a directed word graph from the word se-
quences of a document in both directions. The adjacency matrices
are denoted as:←−A and −→A . We assume that two words are related
if they appear close to each other in a document. This extends the
traditional adjacency relation to a more flexible proximity relation.
The strength of the relation between a pair of words depends on
their distance. Specifically, similar to [4], we define the weight from
wordwi to wordw j in the two graphs as follows:
←−
A i j =
∑
pi ∈P(wi )
∑
pj ∈P(w j )
relu
(
1
pi − pj
)
(1)
−→
A i j =
∑
pi ∈P(wi )
∑
pj ∈P(w j )
relu
(
1
pj − pi
)
, (2)
where P(wi ) is the set of the position offset pi of word wi in the
document. The function relu(·) = max(·, 0) aims to filter the uni-
directional information and help the graph-based encoder focusing
on the order of the sequence.
In order to stabilize the iterative message propagation process in
graph convolutional network encoder, we normalize each adjacency
matrix A ∈ {←−A ,−→A } by Aˆ = D˜− 12 A˜D˜− 12 , where A˜ = A + IN is the
adjacency matrix A with self-connections, and D˜ =
∑
j A˜i j is the
degree matrix. The purpose of this re-normalization trick [22] is
to constrain the eigenvalues of the normalized adjacency matrices←−ˆ
A ,
−→ˆ
A close to 1.
Such a graph construction approach differs from the one used in
TextRank [30] that captures the co-occurrence in a limited window
of words.
←−ˆ
A +
−→ˆ
A forms a complete graph where all nodes are
interconnected. As stated in [4], the completeness of the graph has
the benefit of providing a more exhaustive view of the relations
between words. Also, computing weights based on the distances
between offset positions bypasses the need for a manually defined
parameter such as window size.
3.1.2 Graph Convolutional Networks. Next, we encode the nodes
with multi-layer Graph Convolutional Networks (GCNs) [22]. Each
graph convolutional layer generally consists of two stages. In the
first stage, each node aggregates the information from its neigh-
bors; in the second stage, the representation of each node is updated
according to its current representation and the information aggre-
gated from its neighbors. Given the node representation matrix Hl
in the l-th layer, the information aggregated from the neighbors,
denoted as fl (Hl ), can be calculated as follows:
fl (Hl ) =
←−ˆ
AHl
←−
W l +
−→ˆ
AHl
−→
W l + HlWl (3)
which aggregates the information from both the neighbors defined
in the two matrices and the node itself. Here,←−W l ,−→W l ,Wl are layer-
specific trainable weight matrices.
Once the information from the neighbors are aggregated, in-
spired by He et al. [15] and Gehring et al. [11], we updated the node
representation with a residual Gated Linear Unit (GLU) activation:
Hl+1 = Hl + fl (Hl ) ⊗ σ (дl (Hl )) (4)
where σ is the sigmoid function and ⊗ is the point-wise multiplica-
tion. дl is another function defined in a similar way as fl , which is
used as the gating function of the information collected from the
neighbors. H0 is initialized with the pretrained word embedding
matrix, and the residual connection is omitted in its activation.
The representation of the entire graph (or the document repre-
sentation) c is then obtained by averaging the aggregation of the
last layer’s node representations fL(HL), where L denotes the total
number of GCN layers.
Based on the encoded document representation c, we propose
a decoder, named DivPointer, to generate summative and diverse
keyphrases in the next section.
3.2 Diversified Pointer Network Decoder
In this part, we introduce our approach of keyphrase extraction
based on the graph representation. Most previous end-to-end neural
approaches select keyphrases independently during the decoding
process. However, ignoring the diversity among phrases may lead
to multiple similar keyphrases, undermining the representative-
ness of the keyphrase set. Therefore, we propose a DivPointer
Network with two mechanisms on semantic level and lexical level
respectively to improve the diversity among keyphrases during the
decoding process.
3.2.1 Pointer Network. The decoder is used to generate output
keyphrases according to the representation of the input document.
We adopt a pointer network [42] with diversity enabled attentions
to generate keyphrases. A pointer network is a neural architecture
to learn the conditional probability of an output sequence with
elements that are discrete tokens corresponding to positions in the
original data space. The graph nodes corresponding to words in
a document are regarded as the original data space of the pointer
network in our case.
Specifically, the pointer decoder receives the document repre-
sentation c as the initial state h(i)0 , and predicts each word y
(i)
t of a
keyphrase y(i) sequentially based on h(i)t :
h(i)t = RNN (y(i)t−1, h
(i)
t−1) (5)
where y(i)t−1 denotes the node representation of the word y
(i)
t−1 that
keyphrase y(i) generated at the previous step. ht is the hidden state
of an RNN. The word y(i)t is then selected with a pointer network
according to certain attention mechanism based on h(i)t .
A general attention [1] score et, j on each graph node xj≤N with
respect to the hidden state h(i)t can be computed by:
e
(i)
t, j = v
T tanh(Whh(i)t +Wxxj + b) (6)
where xj is the node representation of xj taken from HL and vT ,
Wh ,Wx , and b are parameters to be learned. We can then obtain
the pointer distribution on the nodes by normalizing {e(i)t, j }:
p(y(i)t = xj ) =
exp(e(i)t, j )∑N
k=1 exp(e
(i)
t,k )
(7)
With this distribution, we can select a word with the maximum
pointer probability as y(i)t from the graph nodes.
However, the attention mechanism above is merely built on the
global hidden state, namely the document representation c. Di-
versity among the generated keyphrases can hardly be addressed
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without taking the previously generated keyphrases into considera-
tion in the decoding process. Two mechanisms aiming at achieving
diversity among keyphrases generated are introduced in the fol-
lowing sections.
3.2.2 Context Modification. During the decoding process, the doc-
ument representation c is the key to maintain a global semantic
context for each word to be generated. However, the constant con-
text may lead to generating similar keyphrases repeatedly, which
hurts the representativeness of the generated keyphrase set in real-
ity.
Therefore, we propose to update the context h(i)0 dynamically
based on the previously generated keyphrases y(1:i−1) while decod-
ing the words for the ith phrase y(i), as follows:
y(i)0 =Wy
[
c, y(1:i−1)
]
+ by (8)
h(i)0 = tanh
(
Wh
[
c, y(1:i−1)
]
+ bs
)
(9)
where we introduce the average representation of the previous gen-
erated keyphrases y(1:i−1) into the model to learn a updated context.
y(:) is initialized as 0. y(0)0 and h
(0)
0 are initialized accordingly.
We find the modified context helps the pointer network to focus
on the keyphrases with different meanings yet to come. There-
fore, it can solve the over-generation problem in the previous deep
generation models.
3.2.3 Coverage Attention. In addition to the context modification
mechanism, we also adopt the coverage mechanism to enhance
diversity among keyphrases on lexical level. Coverage mechanism
has been well investigated in machine translation [40], search result
diversification [35] and document summarization [36]. When the
criterion is used in a neural network, it generally maintains a cover-
age vector to keep track of the attention history. More specifically,
they directly use the sum of previous alignment probabilities as the
coverage for each word in the input.
Since keyphrases are usually short and summative, their mean-
ings are more sensitive to the term replacement than those of sen-
tences or documents. Based on this observation, we propose a
coverage attention on lexical level with the help of one-hot rep-
resentations of the previously generated keyphrases. Specifically,
we use the sum of the one-hot vectors of the previously generated
keyphrases as a coverage representation.
c
(i)
j = c
(i−1)
j +
∑
t
o
(i−1)
t, j (10)
where c(i)j is the coverage value of the j
th node for the ith keyphrase
and o(i)t, j is the j
th element of the t th one-hot vector in the ith
keyphrase. It is 1 if the t th generated word is the jth node in the
graph, 0 otherwise.
The coverage representation is then incorporated into the atten-
tion mechanism of our DivPointer network as follows:
e
(i)
t, j = v
T tanh(Whht(i) +Wxxj +wcc(i)j + b)
Note that our coverage attention mechanism differs from the
original form [40] that was designed for machine translation. The
reason for the change is that in the keyphrase extraction task,
the source and the target share the same vocabulary. So a hard
coverage attention could avoid the error propagation of attentions
to similar words. Instead, the soft attention distribution cannot
precisely represent the previous generated keyphrases.
4 TRAINING AND DECODING
In both training and decoding, the $ symbol is added to the end of
the keyphrases to help learn to stop adding more words. The whole
model is trained to maximize the log-likelihood of the words in the
keyphrases according to the given input document. Specifically, the
training objective is defined as below:
p(y(i)) =
∏
p(y(i)j |y
(i)
1:j−1, y
(1:i−1), c)
L = − 1∑
Kd
D∑
d=1
Kd∑
k=1
logp(y(d,k ))
(11)
where D is the number of document and Kd is the number of
keyphrases in each document. p(y(i)) is the generative probability
of the ith keyphrase given the previous generated keyphrases and
the context c. For simplicity, we omit the conditional notation here.
y(d,k) is the kth keyphrase in the dth document, which is also
conditioned on y(d,1:k−1) and the context of the dth document.
The order of the keyphrases for the same document are randomly
shuffled in each epoch of training.
We use Adam [21] with a mini-batch size of n = 256 to optimize
model parameters, with an initial learning rate α1 = 0.002 in the
first 6,000 steps andα2 = 0.0002 in the rest steps. A gradient clipping
clip = 0.1 is applied in each step. We also use early-stop in the
training with a validation dataset. Model parameters are initialized
by normal distributions [12]. Dropouts [38] are applied on the word
embedding with dropout rate p = 0.1 and on the GCN output
with dropout rate p = 0.5 to reduce over-fitting. We also apply
batch normalization [18] after the last graph convolutional layers
to accelerate the training process.
In the decoding, we generate keyphrases based on the negative
log generative probability of candidate keyphrases, with a beam-
search in window size = 100 and search depth = 5. In practice,
we find that the model tends to generate short keyphrases when
using the negative log-likelihood as the keyphrase scores. There-
fore, we propose a simple keyphrase length penalization, where we
normalize the score of candidate keyphrase y by its length |y|:
s¯(y) = s(y)
α + |y| (12)
where s(y) = − logp(y) is the original score (negative log proba-
bility) and s¯ is the normalized score. α is the length penalty factor,
where larger α tends to generate shorter keyphrases, and smaller α
generates longer keyphrases.
5 EXPERIMENTS
5.1 Experimental Setting
Data. Weuse the data set Kp20k [29] for training. Kp20k contains
a large amount of high-quality scientific metadata in the computer
science domain from various online digital libraries [28]. We follow
the official setting of this dataset and split the dataset into training
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Dataset #paper #keyphrase length
training data
Kp20k 527830 2.94 1.80
validation data
Inspec 1500 7.39 2.28
NUS five-fold cross-validation
SemEval 188 3.84 1.97
Krapivin 1904 2.52 1.94
Kp20k 20,000 2.94 1.80
test data
Inspec 500 7.70 2.28
NUS 211 5.37 1.84
SemEval 100 5.73 1.93
Krapivin 400 3.24 2.01
Kp20k 20,000 2.94 1.80
Table 1: Statistics of five datasets. We use the original train-
ing data from the Inspec, SemEval, and Krapivin data sets as
validation data to select the best length penalty factor α .
(527,830 articles), validation (20,000 articles) and test (20,000 arti-
cles) data. We further test the model trained with KP20k on four
widely-adopted keyphrase extraction data sets including Inspec
[17], NUS [32], SemEval-2010 [19] and Krapivin [23]. Following
[29], we take the concatenation of the title and the abstract as the
content of a paper for all these datasets. No text pre-processing
steps are conducted. In this paper, we focus on keyphrase extrac-
tion. Therefore, only the keyphrases that appear in the documents
are used for training and evaluation. Table 1 provides the statistics
on the number of papers, the average number of keyphrases and
the corresponding average keyphrase length for each benchmark
datasets.
Model Setting. A 3-layer Gated Recurrent Unit (GRU) [8] is used
as the RNN recurrent function. The dimension of both the input
and the output of GRU is set to 400, while the word embedding
dimension is set to 300. The number of GCN layers is empirically
set to 6. The length penalty factor α is selected according to the
validations on different data sets. All the other hyper-parameters
are the same when we evaluate our different models on different
datasets. The word embeddings (or the node embeddings) are fixed
to the pre-trained fastText model [3], which is trained onWikipedia
2017, UMBC web-base corpus and statmt.org news dataset (16B
tokens). It breaks words into sub-words, which can help handle the
problem of out-of-vocabulary (OOV).
Baseline. We compare our models with four supervised algo-
rithms: RNN [29], CopyRNN [29], CNN[47], and CopyCNN[47].
Considering that the unsupervised ranking-based methods moti-
vate our proposed graph-based encoder solution, we also compare
our models with four well-known unsupervised algorithms for
keyphrase extraction including Tf-Idf [37], TextRank [30], SingleR-
ank [43], ExpandRank [43].
We also compare several different variants of our algorithms.
We compare with the method of encoding documents with 2-layer
bi-directional LSTM [16] and decoding the keyphrases with pointer
networks, marked as SeqPointer. We also compare with the method
with graph-based encoder and vanilla pointer decoder, marked as
GraphPointer. No diversity mechanisms are used during decoding
for both SeqPointer and GraphPointer. The hyper-parameters of
these two models are also selected according to the validation data.
Evaluation. Following the literature, the macro-averaged pre-
cision, recall and F1 measures are used to measure the overall
performance. Here, precision is defined as the number of correctly-
predicted keyphrases over the number of all predicted keyphrases;
recall is computed as the number of correctly predicted keyphrases
over the total number of data records, and F1 is the harmonic aver-
age of precision and recall.
Besides the set-based metrics, we also evaluate our models with
a rank-based metric, Normalized Discounted Cumulative Gain
(NDCG) [44]. Since most keyphrase extraction models’ output is
sequential, we believe that the rank-based metric could better mea-
sure the performance of those models.
In the evaluation, we apply Porter Stemmer [33] to both target
keyphrases and predicted keyphrases when determining the match
of keyphrases and match of the identical word. The embedding of
different variants of an identical word are averaged when fed as
the input of graph-based encoder.
5.2 Results
The performance of different algorithms on five benchmarks are
summarized in Table 2. For each method, the table presents the
performance of generating 5 and 10 keyphrases with respect to F1
measure. We also include the truncated NDCG measure of gener-
ating 10 keyphrases in the table. The best results are highlighted
in bold. We can see that for most cases (except RNN and CNN),
the supervised models outperform all the unsupervised algorithms.
This is not surprising since the supervised models are trained end-
to-end with supervised data. The RNN model and CNN do not
perform well on nearly all datasets (e.g., Inspec, NUS, SemEval, and
Krapivin). The reason is that they cannot generate words that are
not in the vocabulary (OOV words) during the decoding process,
while in this paper we only allow to generate words appeared in
the given documents. This problem is addressed by the SeqPointer
model, which utilizes the pointer network to copy words from the
source text, and hence the performance is significantly improved.
We can also see such phenomenon on CopyCNN.
Comparing SeqPointer and CopyRNN, we can observe that Seq-
Pointer outperforms CopyRNN on all data sets. This could be due to
the fact that generation mechanism interferes with the copy mech-
anism in CopyRNN. Implementation details could also contribute
to the performance difference. For example, we utilize fastText as
word embedding to handle the OOV problem, while Meng et al.
[29] randomly initialize their word embeddings. Moreover, We use
a length penalty mechanism to solve the problem of short phrase
generation, while Meng et al. [29] applied a simple heuristic by
preserving only the first single-word phrase and removing the rest.
We also use different hidden dimension, learning rate, dropout rate,
beam depth, and beam size settings.
By replacing the RNN encoder with the graph convolutional net-
work encoder, the performance of GraphPointer is further improved.
This shows that although sequence-based encoders are effective
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Inspec NUS SemEval Krapivin Kp20k
F1@5 F1@10 F1@5 F1@10 F1@5 F1@10 F1@5 F1@10 F1@5 F1@10
unsupervised methods
Tf-Idf 0.223 0.304 0.139 0.181 0.120 0.184 0.113 0.143 0.105 0.130
TextRank 0.229 0.275 0.195 0.190 0.172 0.181 0.172 0.147 0.180 0.150
SingleRank 0.214 0.297 0.145 0.169 0.132 0.169 0.096 0.137 0.099 0.124
ExpandRank 0.211 0.295 0.137 0.162 0.135 0.163 0.096 0.136 N/A N/A
supervised methods
RNN 0.000 0.000 0.005 0.004 0.004 0.003 0.002 0.001 0.138 0.009
CopyRNN 0.292 0.336 0.342 0.317 0.291 0.296 0.302 0.252 0.328 0.255
CNN 0.088 0.069 0.176 0.133 0.162 0.127 0.141 0.098 0.188 0.203
CopyCNN 0.285 0.346 0.342 0.330 0.295 0.308 0.314 0.272 0.351 0.288
SeqPointer 0.347 0.386 0.383 0.345 0.328 0.324 0.318 0.274 0.333 0.281
GraphPointer 0.375* 0.387 0.421* 0.375** 0.377* 0.350** 0.340** 0.280** 0.341** 0.282*
DivGraphPointer 0.386** 0.417** 0.460** 0.402** 0.401** 0.389** 0.363** 0.297** 0.368** 0.292**
Normalized Discounted Cumulative Gain @10 (NDCG@10)
SeqPointer 0.448 0.501 0.440 0.476 0.463
GraphPointer 0.479 0.536 0.482 0.499 0.498
DivGraphPointer 0.503 0.591 0.518 0.534 0.532
Table 2: The performance of keyphrase extraction on five benchmarks. The results of the former six methods are taken from
[28] and the results of CNN andCopyCNN are taken from [47]. The significance levels (** 0.01, * 0.1) between differentmethods
(GraphPointer v.s SeqPointer, DivGraphPointer v.s GraphPointer) are also provided.
Inspec Krapivin
F1@5 F1@10 F1@5 F1@10
SeqPointer 0.347 0.386 0.318 0.274
1-layer GCN 0.351 0.365 0.320 0.261
3-layer GCN 0.373 0.382 0.334 0.268
6-layer GCN 0.375 0.387 0.340 0.280
9-layer GCN 0.374 0.397 0.362 0.284
12-layer GCN 0.373 0.394 0.344 0.283
Table 3: Effectiveness of encoding documents as graphswith
graph convolutional neural networks.
at capturing sequential information such as word order and adja-
cency, such sequential information is not sufficient in the keyphrase
extraction task. It turns out that the long-term dependency and in-
formation aggregation are more important for precisely extracting
keyphrases.
Our proposed model DivGraphPointer achieves the best per-
formance by modeling document-level word salience during the
encoding process (the graph encoder), and increasing the diversity
of keyphrases during decoding with diversified pointer networks.
5.3 Model Analysis
We further conducted a detailed analysis of the proposed DivGraph-
Pointer model. We take two data sets Inspec and Krapivin as exam-
ples.
5.3.1 Effectiveness of Encoding Documents as Graphs. In this part,
we evaluate the effectiveness of encoding documents with graphs.
We compare SeqPointer and GraphPointer with different numbers
Inspec Krapivin
F1@5 F1@10 F1@5 F1@10
+neither 0.375 0.387 0.340 0.280
+coverage 0.363 0.381 0.356 0.283
+context 0.379 0.400 0.360 0.290
+both 0.386 0.417 0.363 0.297
Table 4: Investigating the performance of DivGraphPointer
with different diversity mechanisms. Here "coverage" de-
notes coverage attention, and "context" denotes context
modification.
AIC@5 AIC@10
Inspec 0.057 0.034 0.062 0.048
NUS 0.056 0.041 0.063 0.054
SemEval 0.048 0.031 0.051 0.044
Krapvin 0.047 0.033 0.050 0.044
Kp20k 0.049 0.030 0.053 0.040
Table 5: The Average Index of Coincidence (AIC@N) of
the extracted keyphrases from GraphPointer (left) and Di-
vGraphPointer (right) on five benchmarks
of graph convolutional layers. To focus on comparing the effective-
ness of different encoders, we do not use the diversity mechanism
and set the length penalty factor α = 1 in all the compared algo-
rithms.
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Title: theoretical and experimental investigations on coherence of traffic noise transmission through an open window 
into a rectangular room in high-rise buildings
Abstract: a method for theoretically calculating the coherence between sound pressure inside a rectangular room in a 
high-rise building and that outside the open window of the room is proposed. the traffic noise transmitted into a room is 
generally dominated by low-frequency components, to which active noise control (anc) technology may find an 
application. however, good coherence between reference and error signals is essential for an effective noise reduction and 
should be checked first. based on traffic noise prediction methods, wave theory, and mode coupling theory, the results 
of this paper enabled one to determine the potentials and limitations of anc used to reduce such a transmission. 
experimental coherence results are shown for two similar, empty rectangular rooms located on the 17th and 30th floors of 
a 34 floor high-rise building. the calculated results with the proposed method are generally in good agreement with the 
experimental results and demonstrate the usefulness of the method for predicting the coherence
CopyRNN：
active noise control, traffic noise, coherence, mode coupling, sound pressure, active noise, noise reduction, wave theory, 
mode coupling theory, noise control
GraphPointer-100：
coherence, active noise control, high-rise buildings, traffic noise, traffic noise control, wave theory, rectangular room, 
mode coupling theory, traffic noise predict, mode coupling
DivGraphPointer-100：
coherence, traffic noise, active noise control, high-rise buildings, mode coupling theory, wave theory, rectangular 
room, open window, anc, sound pressure
DivGraphPointer-1:
active noise control, mode coupling theory, traffic noise, high-rising build, wave theory, coherence, rectangular room, 
open window, traffic noise predict, traffic noise transmission
Figure 2: An example of keyphrase extraction results with CopyRNN and ourmodels. Phrases in bold are true keyphrases that
predicted by the algorithms.
Inspec Krapivin
F1@5 F1@10 F1@5 F1@10
α = 0 0.394 0.411 0.348 0.282
α = 1 0.386 0.417 0.363 0.297
α = 2 0.379 0.415 0.365 0.297
α = 5 0.364 0.400 0.370 0.296
α = 20 0.349 0.389 0.363 0.295
α = 100 0.341 0.382 0.362 0.296
Table 6: The performance of DivGraphPointer w.r.t. the
length penalty factor α .
The results on Inspec and Krapivin are summarized in Table
3. First, we can see that encoding documents as graphs signifi-
cantly outperforms the SeqPointer, which encodes documents with
bi-directional RNN, especially when more GCN layers are used.
Especially, we notice that even 1-layer GCN can outperform RNN
encoder on some metrics. This shows that the graph-based repre-
sentation are very suitable for the keyphrase extraction task and
demonstrates the effectiveness of graph-based encoder in aggre-
gating information of multiple appearances of identical words and
modeling long-term dependency.
Increasing the number of layers will increase the performance
in the beginning. If too many layers are used, the performance will
decrease due to over-fitting. In all our other experiments, we choose
the number of graph convolutional layers as six by balancing the
effectiveness and efficiency of the graph convolutional networks.
5.3.2 Diversity Mechanism. Next, we investigate the effectiveness
of the proposed diversity mechanisms: context modification and
coverage attention. We compare the following DivGraphPointer
variants: (1) with neither of them, (2) with only context modification,
(3) with only coverage attention and (4) with both of them . Here we
also set the length penalty factor α = 1. The results are presented
in Table 4.
We can see that the performance of adding context modification
significantly improves comparing to the vanilla pointer networks.
The results of adding coverage attention are mixed. On the Krapivin
data set, the performance improves while on the Inspec data set,
the performance decreases. The performance of adding both mech-
anism are very robust, significantly better than vanilla pointer net-
works. This shows that the coverage attention and context modifica-
tion focus on lexical-level and semantic-level duplication problem,
respectively, thus are complementary to each other.
We also provide the Average Index of Coincidence (AIC) [10] of
the extracted keyphrases from GraphPointer and DivGraphPointer
in Table 5. AIC represents the probability of the identical words
appearing in the extracted keyphrases. A smaller AIC indicates
smaller redundancy. We can find that our proposed mechanism is
very effective in improving keyphrase diversity. We also observe
that this effect is more significant for top 5 keyphrases than top 10
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Figure 3: A sub-graph on keyphrase words of the full word
graph for the document in Figure 2. The edge width is pro-
portional to the edge weight.
keyphrases. It shows that the diversification mechanism tends to
take effect at the begin of the keyphrase extraction process.
5.3.3 Length Penalty Factor. Fianlly, we investigate how the length
penalty factor α affects the performance of the DivGraphPointer.
Results with different values of length penalty factorα are presented
in Table 6. Results show that the length penalty factors affect the
model performance significantly. Either a small value of α (e.g.,
α=0), which tends to generate long phrase, or a big value of α (e.g.,
α = 100), which tends to generate short phrases, yields inferior
results. The best choice of α is between 0 and 1 for Inspec and
between 1 and 5 for Krapivin, which indicates that both extreme
cases - totally normalization α = 0 or no normalization α = 100 -
are not good choices.
5.4 Case Analysis
Finally, we present a case study on the results of the keyphrases
extracted by different algorithms. Figure 2 presents the results of
CopyRNN [29] and different variants of our algorithms. "Model-
α" means that the length penalty factor α is used in the evaluated
model.We also visualize a sub-graph on thewords that appear in the
keyphrases for clear illustration of encoding phase of graph-based
methods. From the figures, we have the following observations:
(1) The diversity mechanism is quite effective to increase the
diversity of the generated keyphrases. For example, “Copy-
RNN" generates five similar keyphrases, which all contain
the word “noise", “GraphPointer-100" generates four such
keyphrases, while “DivGraphPointer-100" and “DivGraph-
Pointer-1" only generates two.
(2) The length penalty factor α can efficiently control the gran-
ularity of generated keyphrases. For example, the keyphrase
with only a single word “coherence" ranks the first in “Div-
GraphPointer-100", but only ranks the sixth in “DivGraph-
Pointer-1", when the same trained model is used.
(3) The graph-based encoders can better estimate the salience
of words by their relations. For example, “high-rise build-
ing” and “rectangular room” are highly relevant in the word
graph, and thus are selected by the “GraphPointer” model,
while “CopyRNN” finds “sound pressure”, which appears
only once and only weakly connected to other keyphrases.
The strong connection between “traffic” and “noise” also
explains why the graph-based methods rank “traffic noise”
higher than true keyphrase “traffic noise transmission” or
“traffic noise prediction methods”.
6 CONCLUSIONS AND FUTUREWORK
In this paper, we propose an end-to-end method called DivGraph-
Pointer for extracting diverse keyphrases. It formulates documents
as graphs and applies graph convolutional networks for encod-
ing the graphs, which efficiently capture the document-level word
salience by modeling both the short- and long-range dependency
between words in documents and aggregate the information of mul-
tiple appearances of identical words. To avoid extracting similar
keyphrases, a diversified pointer network is proposed to gener-
ate diverse keyphrases from the nodes of the graphs. Experiments
on five benchmark data sets show that our proposed DivGraph-
Pointer model achieves state-of-the-art performance, significantly
outperforming existing state-of-the-art supervised and unsuper-
vised methods.
Our research can be extended in many directions. To begin
with, currently our diversified pointer network decoders extract
keyphrase in an auto-regressive fashion. We could further lever-
age reinforcement learning to address the exposure bias as well as
consequent error propagation problem in the sequential genera-
tion process. Moreover, our graph convolutional network encoder
aggregates the word relation information through manually de-
signed edge weights based on proximity at present. We would like
to further explore utilizing graph attention networks (GATs) [41]
to dynamically capture correlation between words in word graph.
Finally, utilizing linguistic information when constructing edges
in word graphs to ease keyphrase extraction is also an interesting
future direction.
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