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Abstract
A differential measurement scheme is proposed which allows for a clear observation of the giant
thermal effect for the Casimir force, that was recently predicted to occur in graphene systems at
short separation distances. The difference among the Casimir forces acting between a metal-coated
sphere and the two halves of a dielectric plate, one uncoated and the other coated with graphene,
is calculated in the framework of the Dirac model using the rigorous formalism of the polarization
tensor. It is shown that in the proposed configuration both the difference among the Casimir forces
and its thermal contribution can be easily measured using already existing experimental setups.
An observation of the giant thermal effect should open opportunities for modulation and control
of dispersion forces in micromechanical systems based on graphene and other novel 2D-materials.
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I. INTRODUCTION
During the last few years graphene attracted a widespread attention in physics, mate-
rial science and nanotechnological applications due to its unusual mechanical, optical and
electrical properties [1–4]. These properties originate from the fact that graphene is a two-
dimensional layer of carbon atoms organized in a honeycomb crystal lattice. At low energies
the quasiparticles in graphene are massless (or almost massless) charged fermions described
by the Dirac equation. Interest in graphene and relativistic Dirac-like systems in condensed
matter physics further increased after other two-dimensional honeycomb materials called
silicene, germanene and stanene (which are 2D allotropes of Si, Ge and Sn) have been
discovered [5–7].
Another much studied interdisciplinary subject is represented by the fluctuation-induced
(dispersion) forces acting between two microparticles, a material surface and a microparti-
cle, and between two closely spaced material surfaces. These forces are of entirely quantum
origin. For separations between the interacting bodies smaller than a few nanometers these
interactions have a nonrelativistic character and are commonly known as van der Waals
forces [8]. At larger separations relativistic effects come into play and the name Casimir
forces [9] is most often used. Even though the energies associated with these forces usually
represent just a small contribution to the total free energy of the respective material sys-
tems, they are presently considered to be a crucial ingredient for a qualitatively correct and
quantitatively accurate description of the binding properties of materials [10]. This is the
reason why van der Waals and Casimir forces are actively studied both experimentally and
theoretically (see Refs. [11–13] for a review). In so doing, puzzling findings concerning the
role of dissipation of free charge carriers in metals have been reported [14–19] and important
applications of dispersion forces in micromechanical systems [20–22] and nanochips [23] have
been proposed.
In view of the universal character of dispersion forces, it is widely acknowledged that their
role is also important for closely spaced graphene sheets, graphene-coated substrates, and
graphene and regular 3D-materials. The van der Waals and Casimir forces in microsystems
involving graphene have already been studied using a variety of theoretical approaches [24–
34]. In the framework of the Dirac model [1–4], the natural description of the Casimir force
in graphene systems, based on the first principles of quantum electrodynamics at nonzero
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temperature, is provided by the formalism of the polarization tensor in (2+1)-dimensional
space-time [35–41]. In the one-loop approximation this approach is indeed equivalent [42] to
the formalism of density-density correlation functions in the random-phase approximation.
Using the latter approach, it was discovered [24] that differently from 3D-materials the
Casimir force for graphene systems displays a giant thermal effect, which provides a very
large contribution to the force magnitude at relatively small separations of about 150 nm.
This is surprising if one considers that for 3D-materials the thermal effect becomes dominant
only for separations larger than the thermal length λT = ~c/(kBT ) (about 7µm for room
temperature), where the magnitude of the Casimir force is anyhow very small. Detailed
investigations of the thermal effect in graphene systems [43, 44] demonstrated that it can
be harnessed to modulate and control the strength of the Casimir force. In spite of its
importance and unusual features, this thermal effect has not been measured yet.
In this paper, we propose an experimental approach allowing for an unambiguous mea-
surement of the giant thermal effect in the Casimir force between a Au-coated sphere and
a graphene-coated Si substrate made of dielectric Si. According to our results, this can be
achieved by measuring the difference among the Casimir forces between a Au-coated sphere
and the two halves of a Si plate, one of which is coated and the other is uncoated with a
graphene sheet (see Fig. 1). A conceptually similar differential approach has been success-
fully used in the past to determine the role of relaxation of free charge carriers in the Casimir
force between metallic test bodies [19, 45–47] and for constraining hypothetical corrections
of Yukawa type to Newton’s law of gravitation [48, 49]. The experimental setups used in
these investigations achieved a force sensitivity of a fraction of 1 fN at room temperature.
Below we show that at separations of 100 nm, 1 and 1.5µm our measurement scheme leads
to differential Casimir forces equal to approximately 2.3 pN, 18.5 fN, and 8.1 fN, respectively.
At the same separations, according to our results, the thermal effect in graphene contributes
1.5 pN, 17.5 fN, and 7.8 fN, respectively. Thus, this effect should be easily measurable over
the entire separation range from 100 nm to 1.5µm taking into account the sensitivity of
existing experimental setups.
The structure of the paper is as follows. In Sec. II we describe the proposed experimental
setup and show how to compute the Casimir force difference between the two halves of the
Si plate on the basis of the formalism of the polarization tensor for graphene. In Sec. III we
report the results of our numerical computations. Section IV presents our conclusions and
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an outline for future work.
II. EXPERIMENTAL SCHEME AND GENERAL FORMALISM
We consider the configuration of a Au-coated sphere of radius R = 150µm moving back
and forth in vacuum at some height a above a plate made of dielectric Si (see Fig. 1). The
thickness of the Au coating is chosen to be large enough (typically larger than a few tens
of nanometers) that the sphere can be considered as made entirely of Au for the sake of
computing the Casimir force. One half of the plate (the right half in Fig. 1) is coated with a
graphene sheet. In a concrete experimental implementation, one could use a setup similar to
those described in Refs. [19, 48, 49] employing a micromechanical torsional oscillator. Setups
of this sort provide a direct measurement of the difference Fdiff(a, T ) among the Casimir
forces FSi(a, T ) and Fgr(a, T ) acting, respectively, between a sphere and the uncoated and
graphene-coated halves of a Si plate:
Fdiff(a, T ) = FSi(a, T )− Fgr(a, T ) . (1)
The force difference Fdiff at T = 300K can be calculated using the Lifshitz formula [9, 50].
We assume that in Eq. (1) FSi(a, T ) and Fgr(a, T ) are the forces acting on the sphere when
its tip is placed above points that are respectively deep in the left and right halves of the
Si plate, in such a way that the effect of the sharp boundary between the graphene-coated
half and the uncoated half of the Si plate can be neglected. In practice, to achieve this, it
is sufficient to place the sphere tip at a distance δ from the boundary that is larger than
a few times the typical Casimir interaction radius ρ =
√
aR. Under these conditions the
forces Fgr(a, T ) and FSi(a, T ) become respectively undistinguishable from the forces that
would act between the Au sphere and two distinct homogeneous Si plates, one fully covered
with graphene and the other fully uncovered. The latter forces can be computed using
the proximity force approximation [51] (in Refs. [52–55] it was rigorously proved that this
approximation is sufficiently precise under the condition a≪ R). The result is
Fdiff(a, T ) =
kBTR
4a2
∞∑
l=0
′
∫ ∞
ζl
ydy
∑
α
ln
1− r(1)α (iζl, y)r(2)α (iζl, y)e−y
1− r(1)α (iζl, y)Rα(iζl, y)e−y
, (2)
where kB is the Boltzmann constant, the prime in the first summation sign means that the
term with l = 0 is taken with weight 1/2, ζl = 2aξl/c are the dimensionless Matsubara
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frequencies, the dimensional Matsubara frequencies being defined as ξl = 2pikBT l/~, and
y = 2a
√
k
2
⊥ + ξ
2
l /c
2 with the in-plane wave vector k⊥. The summation in α in Eq. (2) is
over the transverse magnetic (α = TM) and transverse electric (α = TE) polarizations of
the electromagnetic field. The reflection coefficients r
(n)
α on the boundaries between vacuum
and Au (n = 1) or Si (n = 2) are given by
r
(n)
TM(iζl, y) =
ε
(n)
l y − k(n)l
ε
(k)
l y + k
(n)
l
,
r
(n)
TE(iζl, y) =
y − k(n)l
y + k
(n)
l
, (3)
where ε
(n)
l ≡ ε(n)(iζl) are the dielectric permittivities of Au and Si calculated at the imaginary
Matsubara frequencies and k
(n)
l = [y
2+(ε
(n)
l −1)ζ2l ]1/2. Finally, the reflection coefficients Rα
on the boundaries between vacuum and the graphene-coated substrate (Si) can be expressed
via the polarization tensor of graphene using the results of Refs. [37, 42, 56, 57]. The same
results were obtained in Ref. [40] in the framework of another approach. In terms of the
dimensionless variables one has [43]
RTM(iζl, y) =
ε
(2)
l y − k(2)l + yk(2)l (y2 − ζ2l )−1Π˜00,l
ε
(2)
l y + k
(2)
l + yk
(2)
l (y
2 − ζ2l )−1Π˜00,l
, RTE(iζl, y) =
y − k(2)l − (y2 − ζ2l )−1Π˜l
y + k
(2)
l − (y2 − ζ2l )−1Π˜l
.
(4)
Here, the dimensionless polarization tensor of graphene calculated at the Matsubara fre-
quencies, Π˜mn,l, is expressed via the dimensional one as Π˜mn,l ≡ Π˜mn(ζl, y) = 2aΠmn,l/~ and
the quantity Π˜l is defined by
Π˜l ≡ (y2 − ζ2l )Π˜tr,l − y2Π˜00,l, (5)
where Π˜tr is the trace of the polarization tensor. Note that the polarization tensor describes
the response of a physical system to an electromagnetic field. Because of this, it is imme-
diately connected with physical quantities such as the dielectric permittivity [26, 42] and
conductivity [58, 59] of graphene. For instance, the in-plane component of the nonlocal di-
electric permittivity of graphene calculated at the imaginary Matsubara frequencies is given
by [26, 42]
ε
‖
l = 1 +
1
2k⊥~
Π00,l. (6)
The dielectric permittivities of Au and dielectric Si entering Eqs. (3) and (4) are found
from the optical data for the complex indices of refraction (see Refs. [60] and [61], respec-
tively) using the Kramers-Kronig relation. Since optical data for the complex index of
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refraction of all materials are available only for sufficiently large frequencies, at low frequen-
cies the available data have to be supplemented with some theoretical model. When the
relaxation properties of electrons in metals are taken into account, the dielectric permittivity
ε
(1)
l of our material 1 (Au) at the Matsubara frequencies can be represented in the form
ε
(1,D)
l =
ω˜2p,1
ζl(ζl + γ˜1)
+ εcor1,l . (7)
Here, ω˜p,1 and γ˜1 are, respectively, the dimensionless plasma frequency and relaxation pa-
rameter of Au connected with the dimensional ones by
ω˜p,1 =
2aωp,1
c
, γ˜1 =
2aγ1
c
(8)
and εcor1,l is a contribution of the core (bound) electrons to the dielectric permittivity deter-
mined by the optical data. The upper index D is used to stress that the permittivity (7) has
the Drude form. Note that the relaxation parameter γ˜1 depends on temperature and goes to
zero with vanishing T by a power law for metals with perfect crystal lattices. For real metals
containing some fraction of impurities there is rather small but nonzero residual relaxation
at T = 0. For Au the values of the plasma frequency ωp,1 ≈ 9 eV = 1.37×1016 rad/s and the
relaxation parameter γ1 ≈ 35meV = 5.3 × 1013 rad/s have been used. If relaxation prop-
erties of free electrons are neglected, the dielectric permittivity of metals takes the plasma
form
εp1,l =
ω˜2p,1
ζ2l
+ εcor1,l . (9)
The plasma model is usually used in the region of infrared optics where γ1 ≪ ξl. For the
high-resistivity Si considered in this paper the extrapolation to low frequencies was done on
the basis of the model
ε
(2)
l = ε
cor
2,l . (10)
Note, that for Si εcor2,0 ≈ 11.67. As mentioned above, there are puzzling results in the literature
[14–19] concerning the role of dissipation of free electrons in metals. According to these
results, measurements of Refs. [14–19] are in agreement with theoretical predictions of the
Lifshitz theory if the available optical data of Au are extrapolated to zero frequency by means
of the lossless plasma model Eq. (9) and exclude predictions of the same theory if the optical
data are extrapolated by means of the theoretically better motivated Drude model Eq. (7),
which takes the dissipation of free electrons into account. In our configuration, however, the
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Drude-plasma dilemma makes only a negligibly small influence on the computational results
[37]. We will explicitly see this in Sec. III, where we present our numerical results.
Another quantity entering Eq. (4) is the polarization tensor of graphene. At l = 0 the
exact expressions for the polarization tensor are given by [41, 44]
Π˜00,0 =
piαy
v˜F
+
32α
v˜2F
akBT
~c
(
ln 2−By
∫ 1
0
√
1− u2du
eByu + 1
)
,
Π˜0 = piαv˜Fy
3 − 8αv˜Fy3
∫ 1
0
u2√
1− u2
du
eByu + 1
, (11)
where α is the fine-structure constant, v˜F = vF/c ≈ 1/300 is the reduced Fermi velocity for
graphene, and B ≡ ~cv˜F/(4akBT ).
For the sake of brevity, at l ≥ 1 we present the approximate expressions for the polariza-
tion tensor at room temperature, which lead, however, to practically exact results for the
Casimir free energy at separations of our interest exceeding 50 nm [44]
Π˜00,l =
α(y2 − ζ2l )√
v˜2F y
2 + ζ2l
(pi + Yl), (12)
Π˜l = α(y
2 − ζ2l )
√
v˜2F y
2 + ζ2l (pi + Yl),
where
Yl = 4
∫ ∞
0
du
epilu + 1
u2
1 + u2
. (13)
Note that the quantity Yl captures the explicit dependence of the polarization tensor on the
temperature for l ≥ 1, whereas an implicit dependence on T originates from the Matsubara
frequencies.
We note also that the polarization tensor takes an exact account for the nonzero relaxation
properties of graphene carriers. This is seen from the fact that along the real frequency axis
this tensor does have an imaginary part [58, 59] (see also Ref. [62] for another theoretical
approach to the description of relaxation of charge carriers in graphene).
III. NUMERICAL RESULTS
We have performed numerical computations of the difference Fdiff among the Casimir
forces using Eqs. (2)–(5), (11) and (12). The computational results are presented in
Fig. 2(a)–(d) as functions of separation. The top lines are computed at T = 300K and
the bottom lines at T = 0K [in the latter case summation over the discrete Matsubara
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frequencies in Eq. (2) is replaced by an integration along the imaginary frequency axis; the
polarization tensor at T = 0K is obtained from Eq. (12) by omitting the quantity Yl]. As
is seen in Fig. 2, over the entire separation range the difference Fdiff among the thermal
Casimir forces is large enough and can be measured by using already existing experimental
setups [19, 49].
As we pointed out in Sec. II, the force difference Fdiff is practically independent of the
prescription used for the Au sphere, whether Drude or plasma. For example, for the
separations a1 = 100 nm and a2 = 800 nm at T = 300K the plasma prescription gives
Fdiff(a1) = 2344.21 fN and Fdiff(a2) = 29.0373 fN, while with the Drude prescription we find
respectively Fdiff(a1) = 2345.15 fN and Fdiff(a2) = 29.0282 fN. The reason for almost coincid-
ing results provided by the two prescriptions is easily understood. Indeed the choice among
the Drude and plasma prescriptions affects the Casimir force mainly via the TE l = 0 mode.
Consider first the Drude prescription. With this prescription, the reflection coefficient of
Au at zero frequency for TE polarization is zero, and then it follows that within the Drude
prescription the l = 0 TE mode contributes nothing to Fdiff , independently of the reflection
coefficient of the Si plate.
Consider now the plasma prescription. With this other prescription, the l = 0 TE
reflection coefficient of Au is different from zero:
r
(1)
TE,p(0, y) =
y −
√
y2 + ω˜2p,1
y +
√
y2 + ω˜2p,1
. (14)
For the uncoated half of the Si plate, according to Eq. (3), the l = 0 TE reflection coefficient
is zero. This implies at once that the sphere-plate force FSi receives no contribution from the
l = 0 TE mode, whatever prescription is used for Au. Consider now the force Fgr acting on
the sphere when its tip is above the graphene-coated half of the Si plate. It turns out that the
zero-frequency component Π˜0 of the polarization tensor, given in the second line of Eq.(11),
is very small and according to the second of Eq. (4) this in turn implies that the l = 0
TE reflection coefficient of the graphene-coated half of the Si plate is nearly zero. Because
of that, the l = 0 TE contribution to the force Fgr, and then to Fdiff , is negligibly small.
Summarizing the above considerations, we find that when the Drude prescription is used the
contribution of the l = 0 TE mode to Fdiff is zero, while with the plasma prescription it is
non-zero but negligible. This explains why the force difference Fdiff is practically insensitive
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to the prescription used for Au.
In Fig. 2 we display also the force difference Fdiff(a, 0) for T = 0 which is computed using
the zero-temperature expression for the graphene polarization tensor and the plasma model
for Au. As it can be seen from Fig. 2, the thermal correction ∆TFdiff
∆TFdiff = Fdiff(a, T )− Fdiff(a, 0) , (15)
which is equal to the difference between the top and bottom lines in Fig. 2, contributes to Fdiff
significantly and can be easily determined from the comparison between the measurement
data and theory. As an example, at separation distances a = 0.15, 0.2, 0.5, 1.0, and 1.5µm
the magnitudes of the thermal contributions ∆TFdiff in Fdiff are equal to 800, 406, 68.5, 17.5,
and 7.8 fN, respectively, which are far larger than the current experimental sensitivity.
It is interesting to determine the relative weights of the different contributions which
make up the thermal effect. For this purpose, we decompose the thermal correction ∆TFdiff
to the differential force into two parts
∆TFdiff(a, T ) = ∆
(1)
T Fdiff(a, T ) + ∆
(2)
T Fdiff(a, T ). (16)
Here, we have introduced the notations
∆
(1)
T Fdiff(a, T ) = Fdiff(a, T )− F¯diff(a, T ),
∆
(2)
T Fdiff(a, T ) = F¯diff(a, T )− Fdiff(a, 0), (17)
where F¯diff(a, T ) is calculated by Eq. (2) at T = 300K, but using the zero-temperature value
for the graphene polarization tensor (keeping fixed the room temperature permittivities of
Au and Si ). From Eq. (17) it is clear that ∆
(1)
T Fdiff originates from the explicit dependence
of the graphene polarization tensor on the temperature as a parameter, whereas ∆
(2)
T Fdiff
represents the contribution to the thermal correction caused by the summation over the
discrete Matsubara frequencies and (if the Drude model is used) by the temperature de-
pendence of the relaxation frequency of Au. In Fig. 3 we plot the ratio ∆TFdiff/Fdiff as a
function of separation (the solid line). In the same figure, the short-dashed and long-dashed
lines show, respectively, plots of the ratios ∆
(1)
T Fdiff/Fdiff and ∆
(2)
T Fdiff/Fdiff (the sum of the
short-dashed and long-dashed lines results in the solid one). As it can be seen in Fig. 3,
the total thermal correction contributes to Fdiff for fractions of 0.728, 0.781, 0.898, 0.946,
and 0.963 at a = 0.15, 0.2, 0.5, 1.0, and 1.5µm, respectively. The explicit dependence of
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the polarization tensor on T by itself contributes for fractions of 0.506, 0.540, 0.613, 0.644,
and 0.655 at the same respective separations. As to the thermal effect originating from the
discrete summation over the Matsubara frequencies using the zero-temperature polariza-
tion tensor, it contributes smaller fractions of Fdiff equal to 0.222, 0.241, 0.285, 0.302, and
0.308 at separations 0.15, 0.2, 0.5, 1.0, and 1.5µm, respectively. If Au at low frequencies
is described by the Drude model, this leads to only negligibly small changes in the results
obtained which do not influence on the lines shown in Fig. 3.
IV. CONCLUDING REMARKS
To conclude, we have proposed a Casimir configuration allowing for an unambiguous
measurement of the giant thermal effect in graphene based on already existing experimental
setups. This conclusion is drawn in the framework of the Dirac model of graphene using the
rigorous formalism of the polarization tensor based on the first principles of quantum elec-
trodynamics. According to our results, both the differential force arising from the presence
of a graphene coating on one half of a Si plate and the thermal contribution to it are easily
observable over the considered separation region from 0.1 to 1.5µm. We have also shown
that both the explicit dependence of the material properties of graphene on the tempera-
ture, as well as the implicit temperature dependence due to summation over the Matsubara
frequencies need to be taken into account when comparing experiment with theory. The
obtained results open novel opportunities for the investigation of dispersion interactions
in graphene systems and can be used for modulation and control of operational forces in
micromechanical devices which include elements based on graphene and other 2D-materials.
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Si
(high-resistivity)
Au
FIG. 1: The experimental configuration of a Au sphere moving back and forth above a Si plate,
half of which is covered with graphene (shown by dashes). The measured quantity is the differential
Casimir force Fdiff between the Au sphere and the two halves of the plate when the sphere tip is
far away from their boundaries. The figure displays the two extreme positions of the sphere during
its motion. The size of the sphere is shown not to scale.
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FIG. 2: The differences Fdiff among the Casimir forces calculated at T = 300K (top lines) and at
T = 0K (bottom lines) are shown as functions of separation over four different separation intervals.
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FIG. 3: The relative thermal correction ∆TFdiff/Fdiff to the difference among the Casimir forces
(solid line). The short dashed line shows the relative contribution ∆
(1)
T Fdiff/Fdiff to the thermal
correction arising from the explicit temperature dependence of the polarization tensor of graphene,
while the long-dashed line shows the relative contribution ∆
(2)
T Fdiff/Fdiff originating from the com-
bined effect of the temperature dependence of the Au relaxation frequency together with the
implicit temperature dependence brought about by the discrete summation over the Matsubara
frequencies.
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