We present FLAMES/GIRAFFE integral field spectroscopy of 30 galaxies in the massive cluster Abell 1689 at z = 0.183. Conducting an analysis similar to that of ATLAS 3D , we extend the baseline of the kinematic morphology-density relation by an order of magnitude in projected density and show that it is possible to use existing instruments to identify slow and fast rotators beyond the local Universe. We find 4.5 ± 1.0 slow rotators with a distribution in magnitude similar to those in the Virgo cluster. The overall slow rotator fraction of our Abell 1689 sample is 0.15 ± 0.03, the same as in Virgo using our selection criteria. This suggests that the fraction of slow rotators in a cluster is not strongly dependent on its density. However, within Abell 1689, we find that the fraction of slow rotators increases towards the centre, as was also found in the Virgo cluster.
INTRODUCTION

Galaxies and environment density
Early type galaxies (ETGs), despite having masses and luminosities that span several orders of magnitude, obey a number of tight phenomenological laws. These, collectively known as "scaling relations", include the color-magnitude diagram (CMD : Baum 1959; Visvanathan & Sandage 1977; Sandage & Visvanathan 1978a,b) , the color-σ and M g − σ (Burstein et al. 1984; Bender et al. 1993) relations and the fundamental plane (Dressler et al. 1987; Djorgovskii & Davis 1987) . With their remarkably small scatter, they impose strong constraints on the structure and evolution of ETGs. Morphologically, ETGs are either classified as ellipticals (Es) or lenticular (S0) galaxies. In the late 1980s, based on new and more accurate spectroscopy, Es were divided into two groups: pressure supported and rotation supported (Bender et al. 1989) . It is thus particularly interesting to investigate how such dynamically distinct systems formed and evolved while still obeying the very same scaling relations. Environment certainly plays a major role in galaxy evolution, as witnessed by the morphology-density relation (Dressler 1980) : systems in denser surroundings are more likely to be ETGs.
The advent of integral field spectroscopy (IFS) has brought a wealth of information to the field. The SAURON survey discovered the existence of two kinematically distinct classes of ETGs, slow and fast rotators (SR and FR, Emsellem et al. 2007 ;
⋆ E-mail: Francesco.D'Eugenio@physics.ox.ac.uk Cappellari et al. 2007 ). The former are systems with little to no rotation, often exhibiting kinematically decoupled cores and misalignment between kinematics and photometry. The latter are flattened systems, compatible with rotational symmetry, where ordered, large scale rotation is important for the gravitational equilibrium. While overlapping with the existing dichotomy among ETGs, the new classification crucially crosses the boundary between Es and S0s, in that FRs populate both morphological classes. Indeed ATLAS 3D (the volume limited follow-up survey to SAURON, Cappellari et al. 2011a; Emsellem et al. 2011) , found that many morphological Es are FRs. They suggest a new classification paradigm based on kinematics rather than morphology (Cappellari et al. 2011b ).
ATLAS
3D also presented the kinematic morphology-density relation (kT-Σ), linking the fraction of SRs (fSR) with the local number density of galaxies. fSR is insensitive to environment density over 5 orders of magnitude, with a sharp increase observed only in the inner core of the Virgo cluster. Cappellari et al. (2011b) conclude by asking what would be measured in the denser environments beyond the local Universe: does the fraction of slow rotators increase further or does it stay constant?
Addressing this question would give further insight on the processes that drive galaxy formation and evolution, and is indeed the goal of this work.
This study
We exploited the unique capabilites of the FLAMES/GIRAFFE multiplexed integral field spectrograph (Pasquini et al. 2002) at the Very Large Telescope (VLT) to investigate internal kinematics of galaxies in the densest environment, so to extend the density baseline of the kT-Σ relation. After describing the observations in Section 2, we present the data reduction and analysis in Section 3. The results are presented in Section 4, followed by their discussion in Section 5 and a summary in Section 6.
OBSERVATIONS
Sample selection
Abell 1689 is a massive galaxy cluster at redshift z = 0.183 (Struble & Rood 1999) . Its regular, concentric X-ray contours suggest it is a relaxed system (Lemze et al. 2008 ). An X-ray luminosity of LX = 20.74 × 10 44 erg s −1 makes it considerably more luminous than Coma, which has LX = 7.21 × 10 44 erg s −1 (Ebeling et al. 1996) and Virgo LX = 8.3 × 10 43 erg s −1 (Böhringer et al. 1994) . Assuming 7-yr Wilkinson Microwave Anisotropy Probe Cosmology (Komatsu et al. 2011 , Ωm = 0.27, ΩΛ = 0.73, h0 = 0.71) its comoving distance is 741 Mpc, giving 1 ′′ per 3.0 kpc, so that GIRAFFE deployable integral field units (see below) sample up to 1 Re for most galaxies. GIRAFFE permits the observer to target 15 objects simultaneously and we chose to target 30 galaxies as a compromise between sample size and integration time. Our selection was based on a catalogue from Halkola et al. (2006) , and in order to gain the maximum possible signal-to-noise ratio (SNR), we initially selected the 30 ETGs with the highest surface brightness within Re (including the brightest cluster galaxy). This sample was then subject to two practical constraints. We needed all of our targets to have high resolution HST imaging, which limited our choice to candidates in the innermost regions of the cluster. Physical constraints from the instrument (see Section 2.3) ruled out some targets in the most crowded regions, forcing us to re-select from a reserve list. This left us with 29 galaxies inside the HST field of view and one outside (galaxy 20).
Archival data.
We used F625W band imaging from the HST Advanced Camera for Surveys, combined with g ′ and r ′ band GEMINI imaging. See Houghton et al. (2012) for a thorough description of these data.
VLT data
We present new data taken with the FLAMES/GIRAFFE spectrometer at the VLT Unit Telescope 2. The L612W filter gives a resolution R of 11800 (the minimum allowed on the instrument) with a wavelength range of 5732-6515Å (4858-5521Å in the rest frame), which includes prominent absorption features of old stellar populations (for comparison, SAURON has a wavelength range of 4800-5380Å). The observations were carried out between 24 May 2009 and 29 May 2009, as detailed in Table 1 , which also contains the observing conditions. The instrument provides 30 independent integral field units (IFUs), deployable anywhere on the focal plane. These are arranged in two positioner plates, each hosting 15; each ′′ on the sky. They are arranged in 4 rows of 6 (with 4 "dead" corners) for a total field of view of 3 ′′ × 2 ′′ . Each lenslet is then connected to the spectrometer with a dedicated optical fibre. Alongside the 15 IFUs, each positioner plate also houses 15 sky fibres. These are fully deployable just like the former but carry only one lenslet.
Since the magnetic buttons are larger (10 ′′ ) than the IFU field of view, they cannot be deployed closer than a minimum distance of 11
′′ thus constraining the sample selection: galaxies closer than 11 ′′ on the sky must be allocated on different plates, if at all. As a result, some targets lying in the most crowded regions of the cluster were omitted. We proceeded to divide the sample in two equal sets, with galaxies numbers 1 to 15 assigned to plate 1 and galaxies numbers 16 to 30 to plate 2. Each plate was exposed 5 times for 2 hours, for a total of 10 hours exposure time per galaxy.
We remark that, as detailed in Table 1 , the seeing was comparable to the size of the lenslets (0.52 ′′ ). This reduces the correlation between adjacent spaxels.
DATA
Data reduction
We extracted the spectra using the standard ESO pipeline 1 , following the guidelines ESO offers 2 . Each morning the telescope produces a number of calibration frames, including bias, lamp flats and arc lamp frames. To extract the spectra from the raw images we used the closest calibration available. The pipeline is organized into 9 "recipes", distinct applications with a number of user configurable parameters: we used the default values unless otherwise stated.
For each night we created a master bias out of the 5 raw frames provided. We used the method ksigma and the recipe gimasterbias, with the keywords ksigma.low and ksigma.high set to 3.0 to remove cosmic rays.
We then proceeded to "fibre localization", (tracing the spectra on the chip). This is done using a set of 3 very high SNR lamp flat frames, in the recipe gimasterflat. At each spectral pixel on the frame the recipe determines the locations, in the cross-dispersion direction, of the light peaks corresponding to the centres of each fibre signal. A curve is fitted to each profile, and is stored as the trace shape. We used the standard unweighted summation to extract the spectra (we set the keyword extraction.method to SUM). We set to PROFILE+CURVE the keyword biasremoval.method, as advised by ESO on the website, while the keywords fibres.spectra and fibres.nspectra were modified to take into account the occurence of both broken and unused fibres. The manual indicates that, using SUM, the contamination between neighboring spectra is less than 10% of the counts. The recipe also determines the pixel-to-pixel variation corrections and the fibre-to-fibre transmission variations. The wavelength calibration was done separately for each night using the recipe giwavecalibration. The resulting wavelength solution has an accuracy of 0.009 ± 0.033Å and a resolution FWHM of 0.61±0.07Å. The science extraction was performed using giscience. We set the parameters biasremoval.method to PRO-FILE+CURVE and flat.apply to TRUE.
Data analysis
Photometry
We used g ′ and r ′ band Gemini imaging to create a catalogue of all galaxies in the observed region of the sky (Houghton et al. 2012 ). We applied cuts at r ′ = 22 and in the related error (σ r ′ , σ g ′ < 0.1 mag). The resulting catalogue has been used to compute the number density of galaxies (Section 4.3), the cluster Luminosity Function (LF) (Section 5.1) and the cluster CMD (Section 5.1.1). HST imaging was used to determine de Vaucouleurs (de Vaucouleurs 1953) effective radii Re (using the curve of growth method of Houghton et al. 2012 ) and ellipticities ǫ, whenever this was possible. In practice one galaxy (number 20 in Table 2 ) lies partially outside the ACS field of view, and takes its photometric parameters from the r ′ Gemini image. Since a large fraction of our sample is found in very dense regions, the surface photometry is often contaminated by that of a neighbour. Consequently the Re values in Table 2 include a quality flag Q, as in Houghton et al. (2012) .
Following Cappellari et al. (2007) we adopted the method of moments to determine ellipticities: after identifying the image isophotes we compute, for each of them, the position angle of the major axis PA, the ellipticity ǫ and the surface area A. The ellipticity of the k-th isophote ǫ k is defined by
where Fi is the flux associated with the i-th pixel, and the coordinates (x, y) are drawn from the galaxy centre, with the x-axis along the photometric major axis. The sum is conducted on the set of all pixels comprised in the k-th isophote. We associate to each isophote an ellipse of area A k equal to the isophote area, ellipticity ǫ k and position angle P A k , and associate to it a radius defined by R k ≡ A k /π. SAURON and ATLAS 3D based their classification on values computed at 1 Re. We therefore define ǫe as the value of ǫ k computed within the isophote of associated radius Re. The results are listed in Table 2 . We find them to be robust against changes in Re, except for galaxy number 9 (Table 2) , which exhibits peculiar photometry, having an abrubt change in both ǫ and position angle at a radius of ≈ 0.5 ′′ .
Stellar kinematics
Stellar kinematics were extracted using pPXF, a penalized maximum likelihood algorithm developed by Cappellari & Emsellem (2004) . It fits the line-of-sight velocity distribution (LOSVD) in pixel space, by convolving a linear combination of stellar template spectra with an LOSVD expressed by the truncated Gauss-Hermite series (van der Marel & Franx 1993; Gerhard 1993) :
where y = (v − V )/σ and the Hm are Hermite polynomials. In practice however, our SNR was mostly lower than that (≈ 60) required to reliably measure the weights h3 and h4 so we fitted a Gaussian function, obtaining just V and σ in the above expression. While ATLAS 3D team used MILES stellar template library (Sánchez-Blázquez et al. 2006) , its FWHM resolution of 2.54Å (Beifiori et al. 2011 ) was lower than that of our data (see Section 3.1), so we used the high resolution version (R = 40000) of the ELODIE template library (Prugniel & Soubiran 2001) , with FWHM of 0.13Å. The two libraries span similar regions in the age-metallicity space; MILES reaches lower ages (≈ 7 Gyr vs ≈ 8 Gyr) and includes some old, metal poor stars (Z ≈ 1/100Z⊙), but these are not relevant when fitting ETGs, and the change of library is unlikely to introduce any significant bias when compared to ATLAS 3D measurements. All ELODIE templates have a gap at λ ≈ 5414Å, so we cut the galaxy spectra at 5300Å. For each galaxy we computed a weighted average (with sigma clipping rejection) of all the 20 spectra, and fed it to pPXF along with all the templates available in ELODIE. This resulted in ≈ 15 templates being selected for each galaxy, and we use this subset to fit the individual fibre spectra of the galaxy. We used formal errors derived by pPXF (we did not exploit the penalizing functionality of the algorithm). These are typically of the order of 15 km s −1 for V and 17 km s −1 for σ, but they do not take into account the correlation introduced when log-rebinning. Note. -Column (1): galaxy ID number used throughout this work. Column (2): galaxy ID from Halkola et al. (2006) . Column (3): right ascension in degrees and decimal (J2000.0). Column (4): declination in degrees and decimal (J2000.0). Column (5): K-band galaxy magnitude derived from the apparent r ′ -band magnitude and corrected as detailed in Section 5. Column (6): Re obtained with a curve of growth method and masking nearby objects, see Section 3.2.1. Column (7): quality of the Re determination. A value of 1 is only given to the best fits. Values of 3 are assigned to objects with severe contamination. Column (8): ellipticity determined with the method of moments, inside the isophote of area π R 2 e . Column (9): position angle determined with the method of moments, inside the isophote of area π R 2 e . Column (10): probability that the galaxy is a SR, see Fig. 4 . Column (11): λ R measured within the whole IFU field of view. Column (12): Mean surface density of galaxies inside the circle centred on the galaxy and containing its 3 closest neighbours.
Due to the high spectral resolution and low SNR, we decided not to subtract the sky, but rather to fit it simultaneously with the stellar templates. Like Weijmans et al. (2009) , we provided pPXF with all the simultaneous sky spectra and let the maximum likelihood algorithm rescale them to best fit the data.
RESULTS
Kinematic maps
The results of the kinematic extraction can be seen on Fig. 1 . There are four frames for each galaxy, from left to right: high resolution photometry (from either HST or GEMINI); low resolution GI-RAFFE spectrograph photometry; the extracted velocity map and the extracted velocity dispersion map. Above each galaxy we give the ID number; the celestial orientation is given by the black compass arrows (N and E). Corner spaxels and spaxels corresponding to broken/unused optic fibres are depicted in black. Although the spatial resolution is low, rotation can be clearly seen in some galaxies, while no such features are seen on others.
We cannot detect kinematically decoupled cores (KDCs) and double σ peaks (2-σ) as in Krajnović et al. (2011) , because our spatial resolution is too coarse. If we try to detect SRs from the velocity maps by eye, we identify at most six: these are galaxies 4, 8, 12, 20, 26 and 27 . The overall fraction of SRs in the sample would then be 0.20, in line with what was found in the Virgo core (Cappellari et al. 2011b ). However we are subject to contamination from face on discs appearing as SRs, which increases fSR.
We also highlight five more objects which, despite exhibiting large scale rotation, have misaligned kinematic axes, a feature more common in SRs than in FRs (Krajnović et al. 2011 ): these are galaxies 1, 3, 5, 9, 17 and 25. Galaxies 3 and 17 have very high ellipticities, and are thus unlikely to be SRs. Galaxy 5 has high ve- Figure 1 . Kinematic maps of the Abell 1689 sample. Each horizontal set of four images depicts one of the 30 galaxies in the sample. The first plot shows HST photometry (apart from target 20). Superimposed is the FLAMES/GIRAFFE footprint. The second plot is the reconstructed image from VLT integral spectroscopy, where each square is a spaxel, corresponding to a lenslet in the instrument. Superimposed is an isophote at either Re, or the closest fraction that fits into the IFU footprint. The four black corners correspond to unused "dead" corners, while other black spaxels (seen in 11, 15 and 30) correspond to broken or unused fibres. The third and fourth plots depict the kinematic maps: velocity and velocity dispersion. The black compass arrows show North and East. The colorbar limits are given in km s −1 . locity dispersion, and also contains an inner disc (R = 1.5 kpc) in the HST imaging.
4.2 λR and kinematic classification. Emsellem et al. (2007) introduced the estimator λR to measure the projected specific angular momentum of galaxies and Emsellem et al. (2011) further show how the combination of λR and ellipticity ǫ conveniently captures the kinematic boundary between SRs and FRs. λR is defined as
where Fi, Ri, Vi and σi are the flux, distance from the galaxy centre, velocity and velocity dispersion of the i-th spaxel; the sum is conducted over all spaxels inside some subset I of the IFU footprint. Emsellem et al. (2007 Emsellem et al. ( , 2011 define λR(Re) as the value of λR computed inside the ellipse of area πR 2 e (see Section 3.2.1). In our study however that ellipse may either not comprise enough spaxels to reliably measure λR(Re), or be too large to fit inside the IFU footprint. Therefore we used existing SAURON data to estimate how our particular observing setup affects the measured value of λR.
Effect of pixelisation on λR.
The original SAURON sample covers a wide range of ETGs types (de Zeeuw et al. 2002) , and its data is publicly available 3 . We use it to simulate observations with FLAMES/GIRAFFE, in order to determine how distance and reduced spatial resolution affect measurements of λR. For each galaxy we created a kinematic model using kinemetry 4 (Krajnović et al. 2006) ; each model was then projected to the distance of Abell 1689 and convolved with a seeing of 0.8 ′′ , before being "observed" with FLAMES/GIRAFFE. We created 10000 realizations of each model, adding Gaussian errors of 15 km s −1 and 17 km s −1 for V and σ respectively (Section 3.2.2), and proceeded to measure λR for each of them.
In their λR vs ǫ diagram, Emsellem et al. (2007 Emsellem et al. ( , 2011 ) plot values computed on the same SAURON spectrograph images, at the same spatial scale of 1 Re. For the small galaxies in our sample however, Re covers just a few pixels whereas the large galaxies have Re larger than the field of view of the IFU. For this reason we cannot follow the ATLAS 3D prescription precisely. We therefore introduced λR(IF U ), defined as the value of λR computed using all the available spaxels in the IFU field of view and show through simulation of the SAURON results that it is a satisfactory proxy for λR(Re). Fig. 2 shows ∆λR plotted against Re, where ∆λR is defined as the difference between λR(IF U ) and the value of λR(Re) of Emsellem et al. (2007) . We can use this information to determine the correction and the uncertainty that we need to apply to λR(IF U ) to obtain λR(Re). It is clear how our ability to recover the true value of λR(Re) improves with increasing Re. To make use of this information we separate the sample into three groups, based on Re (the divisions are at naturally divide the Abell 1689 sample and are shown as vertical dashed lines in Fig. 2) . We find the following biases (mean offset) and systematic errors (dispersion): for galaxies with Re< 1.15 ′′ ∆λR = −0.06 ± 0.09; for galaxies with 1.15 ′′ Re< 1.7 ′′ , ∆λR = −0.01±0.04, and for the remainder, ∆λR = 0.01±0.02.
We corrected λR(IF U ) according to the biases measured, summing the systematic errors in quadrature to the random errors. This correction takes into account both the different spatial scale between λR(IF U ) and λR(Re) and the different spatial resolution between λR(IF U ) and ǫe. In Fig. 3 we plot simulated values of λR(IF U ) against published values of ǫe (from Emsellem et al. 2007) . Despite the aforementioned differences, there is little (10%) misclassification in our diagram, especially at high values of Re. We can calculate the probability distribution for the number of SRs (galaxies below the line defined by 0.31 × √ ǫ and the green line in Fig. 3 , Emsellem et al. 2011) . This is most easily done with a Monte Carlo approach. For each galaxy we assume Gaussian errors in λR, truncated so that 0 λR 1 and sample 100000 times. The resulting probability distribution is Gaussian-like and we find 12.3 ± 1.7 slow rotators, where the true value is 12. This justifies both our choice of λR(IF U ) to substitute for λR(Re), and the use of ǫ computed at a different resolution and radius than λR(IF U ).
λR measurements and the statistical calculation of fSR
In Fig. 4 we show the λR(IF U ) vs ǫe plot for our Abell 1689 data. Given the simulation in the previous section, the values of λR(IF U ) have been corrected by -0.06, -0.01 and 0.01 for galaxies with Re< 1.15 ′′ , 1.15 ′′ Re< 1.7 ′′ and Re 1.7 ′′ respectively. The errors include both the formal random error (from pPXF) and the systematic error (0.09, 0.04 and 0.02 for the three ranges of Re from the previous simulations). Given these errors we can calculate the probability distribution for the number of SRs, as done previously for the simulated SAURON data. We find 4.5 ± 1.0 slow rota- (Emsellem et al. 2007 ). While λ R (IF U ) has been measured on the redshifted and resampled data, the values of ǫ on the x axis are the original values published in Emsellem et al. (2007) . Despite the latter being measured on much higher resolution than λ R (IF U ), and at a different radius, the impact on the classification is low. Misclassified galaxies correspond either to red dots above the green line and blue dots below it.
tors, corresponding to fSR=0.15 ± 0.03. Galaxy number 9, which has peculiar photometry and an uncertain value of ǫe, has no effect on the result, because its value of λR(IF U ) is greater than ≈ 0.25 (the maximum allowed for any SR) by more than 3σ. Emsellem et al. (2007) warn about using only λR to assign a galaxy to either the slow or fast rotator class. The discrepancy between the "by eye" classification and the classification here bolsters that warning. However, when studying galaxies beyond the local Universe, such a detailed analysis as was done by the ATLAS 3D team is unfeasable. We are thus forced to rely on a statistical approach.
Environment density
For each galaxy in the sample we computed the local environment density following Cappellari et al. (2011b) . We defined Σ3 as the number density inside the circular area centred around the target galaxy and encompassing three other galaxies. Density estimates were done using only valid targets in the catalogue of Section 5.1. We applied a constant field correction of 0.49 gal arcmin −2 , measured averaging data from one hundred 1 arcmin 2 fields from SDSS DR7 (Abazajian et al. 2009 ), without correcting for cluster/groups contamination. For comparison, the minimum value found in our sample is 3.83 gal arcmin −2 . In Fig. 5 we show fSR versus Σ3; we compare it to the results of the ATLAS 3D survey, and in particular to fSR (Cappellari et al. 2011b ). The Virgo core corresponds to the densest bin in ATLAS 3D , with fSR = 0.25, double that typically found in less dense environments (fSR ≈ 0.12). We probe environments with values of log10Σ3 between 2.06 and 3.75: the minimum is comparable to the core of Virgo, and the maximum is 1.7 dex higher. In this sense our work starts exactly where ATLAS 3D finished. We find a sharp increase in fSR with projected density, ranging from fSR= 0.01 in the least dense environment to fSR= 0.58 in the densest environment. Errors due to misclassification, albeit . Fraction of slow rotators f SR over the ETGs population in ATLAS 3D , including Virgo cluster (green circles, solid green line), as given in Cappellari et al. (2011b) , and fraction of slow rotators in our sample of Abell 1689 galaxies (red circles, solid red line). Numbers at the top are the total number of galaxies in that bin, with the same color code. The error bars for the Abell 1689 points represent the uncertainty in the slow rotators classification, as estimated in Section 4.2.2. The green square is the value of f SR that we measure resampling Virgo using our sample luminosity function. The error bars are smaller than the marker size. The red square is the average fraction of slow rotators found in our sample. The lower, smaller circles and dashed lines are the fractions computed with respect to the total cluster population, for ATLAS 3D (green) and Abell 1689 (red); this is an estimate based on spirals and blue ellipticals counts.
large, show that the densest bin in Abell 1689 has a higher fraction of SRs than Virgo core (Fig. 5) . The intermediate bin has a value of fSR compatible, within the errors, with both the field-group environments and overall Virgo cluster value but is however lower than the Virgo core. fSR in the least dense bin is lower than ATLAS
3D
field and group values. However, considering the whole Abell 1689 sample, we find for an average value of log10Σ3 = 2.77 that the SR fraction is 0.15 ± 0.03 (red square in Fig. 5) , which is the same as the overall SR fraction in the Virgo cluster, when sampled in the same way (green square). Furthermore, both values are similar to the field and group samples in ATLAS 3D , suggesting little to no difference in fSR when it is averaged over the whole cluster.
DISCUSSION
Sample selection effects
In order to assess the robustness of our result, it is important to study the relation between the sample of 30 galaxies and its parent population. Our sample selection, limited by both observing and instrument constraints, biases our study in different ways. In this section we discuss how these effects change fSR.
Having in mind the ATLAS 3D study of the Virgo cluster as a point of comparison, we determined the Abell 1689 K-band LF. We took the r ′ -band catalogue (Section 3.2.1) and, following Houghton et al. (2012) , applied a k-correction to the GMOS r ′ -band magnitudes. The results have been converted to Ks band (and Vega system), using Maraston (2005) models, where we assumed an age of 10.4 Gyr (Houghton et al. 2012 ) and passive evolution. We finally applied a cut at M K = −21.5 mag, thus matching ATLAS 3D parent sample selection. The result is shown in Fig. 6 (blue circles), where we compare it with the cluster RS (as determined by Houghton et al. 2012 , red diamonds) and our sample (yellow squares). The Virgo ETG LF is also plotted (green triangles).
Knowing the K-band magnitudes of our sample, we can show fSR as a function of magnitude. In Fig. 7 , the value of fSR observed in our sample (red) is compared to the fraction of SRs over the ETGs population of Virgo (green). The two are, within the errors, remarkably similar; however we do not reach magnitudes beyond ≈ −23 mag to probe the faint SRs.
Red sequence bias
Our sample falls entirely on the red sequence (RS), a property that was not sought after. We know that the RS does not necessarily trace the morphological ETGs population, as it can include red spirals and omit blue ellipticals. How many ETGs lying off the RS have we left out of our sample? A rich, relaxed cluster like Abell 1689 comprises a very small fraction of spirals, particularly in the core. In fact the ratio between the RS LF and the cluster LF goes from 1 at the bright end to 0.70 at MK= -22.5 mag. This means that including 10 "blue" galaxies in the faintest magnitude bins would remove the RS bias, leaving us with a color "fair" sample. These faint galaxies are more likely to be FRs (Fig. 7) , so the bias introduced by selecting galaxies on the RS leads us to overestimate fSR. In fact, if we assume that these ten galaxies are all FRs, and that they are distributed spatially much like the observed targets, we can determine the kinematic morphology-density relation for an unbiased sample (with respect to color) which we show in The good overlap between ETGs and the RS in Abell 1689 causes fSR to stay the same, whether the fraction is computed against the RS or overall galaxy population. This is not true in a less relaxed, spiral rich cluster like Virgo (Fig. 5) .
Magnitude selection
We know that in Virgo, fSR varies as a function of MK (Fig. 7) , and that the LFs of Virgo and Abell 1689 are different, in that Virgo is relatively richer in brighter objects (Fig. 6 ). Since our sample is not fully representative of the Abell 1689 population, what bias does this introduce in the measured value of fSR? A rigorous answer to this question is impossible, because we do not know if the SR LF varies as a function of redshift and/or environment. In particular, Virgo is a small and dynamically young cluster, whereas Abell 1689 is a massive, relaxed system. However, using a simulation, we can estimate what SR fraction we would measure in Virgo with the same selection effects present in our Abell 1689 sample.
Let us assume that the SR fraction as a function of magnitude is the same in Abell 1689 and Virgo (reasonable given Fig. 7) and that the galaxies were selected only on their magnitude and no other properties (not true, as discussed in Section 2.1, but reasonable given the substitutions required to comply with proximity constraints). Using the actual Abell 1689 LF, we drew random subsamples from the ATLAS 3D Virgo ETG population. These samples yielded fSR = 0.16±0.01, in agreement with the actual Virgo value of 0.16. Thus despite being biased towards brighter galaxies, we should measure the same fSR; this is because we sample down to, but not including, the faintest magnitude bin of ATLAS 3D , where fSR suddenly increases.
Other factors
We remark that the distribution of projected ellipticities ǫe of our sample is different from that observed in Virgo. Since the former is richer in round objects, and since SRs generally appear rounder, it follows that our sample could be biased towards higher values of fSR. It may well be that the clusters ǫ distributions are different, in which case a higher fraction of round objects may increase fSR.
Another possible source of bias is the intrinsic shape of Abell 1689: according to Oguri et al. (2005) and Corless et al. (2009) , Abell 1689 is elongated along the line of sight, so that its measured Σ3 is higher than what we would observe from another point of view. If the cluster length along the line of sight direction were γ times longer than the diameter of the sky projection, then the value of Σ3 observed would be ≈ γ times the unbiased value. Since the maximum reasonable value of γ is ≈ 3, in Fig. 5 log Σ3 is overestimated by at most ≈ 0.5, which does not significantly affect our results.
Finally we remark that the corrections to λR(IF U ) that we derived in Section 4.2.1 increase fSR; had we applied no correction, we would have 3.8 ± 1.0 SRs, so an even lower value of fSR.
General remarks
Abell 1689 has a higher average density than Virgo, but the same value of fSR. Inside the cluster, in agreement with the findings of Cappellari et al. (2011b) , fSR rises with projected density. In the least dense region fSR is smaller than the ATLAS 3D field/group value. Given the low number of galaxies per bin, we cannot rigorously claim that this is representative. However, a similar "depletion" is observed in the outskirts of Virgo cluster (Cappellari et al. 2011b) . One explanation could be that massive SRs are driven by dynamical friction towards the centre of the cluster. If these were originally distributed in the cluster like other galaxies, dynamical friction would reduce their orbital velocity and radius. Since this process is more effective on more massive galaxies, it would concentrate SRs (more massive on average) with respect to other galaxies.
SUMMARY
We demonstrated the use of FLAMES/GIRAFFE in IFU mode to perform a survey of 30 galaxies in Abell 1689 at z = 0.183. The data has sufficient quality and spatial resolution to classify the majority of targets as either SRs or FRs. In summary:
(i) we find, in agreement with ATLAS 3D results, that SRs populate the high luminosity end of the LF; the SR LFs measured from the Virgo ATLAS 3D sample and our Abell 1689 sample are identical down to MK = −23 mag.
(ii) the fraction of slow rotators in our sample is fSR=0.15 ± 0.03. If we apply the same selection criteria to all Virgo galaxies in ATLAS 3D , we find the same fraction (assuming that the distribution of SRs with magnitude is the same in both clusters). This indicates that fSR is not affected by the average number density of the cluster. Both Abell 1689 and Virgo average fSR are in line with the ATLAS 3D value for field and group environments. (iii) the fraction of SRs increases towards the denser, central region of the cluster. This is in agreement with what was found in Virgo, where SRs concentrate in the cluster core. This could be a consequence of dynamical friction, as SRs dominate the high mass end of the galaxy population.
It is important to expand this study, both to further study Abell 1689 down to lower luminosities and increase the number of observed clusters, to quantify the scatter in fSR.
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