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ABSTRAKT 
Práce se zabývá rešerší klasifikačních algoritmů pro identifikaci osob podle obličeje. 
Cílem práce je implementace algoritmů do existujícího systému pro rozpoznávání 
obličejů a vyhodnocení vlivu jednotlivých klasifikátorů. Na základě provedené rešerše 
byly k implementaci vybrány následující klasifikátory: algoritmus k - nejbližších 
sousedů (K-NN), metoda podpůrných vektorů (SVM) a neuronové sítě (NN). Tyto 
klasifikační algoritmy byly implementovány v jazyce C++ s využitím open source 
knihovny OpenCV. Dále byla představena snímková databáze IFaVID a testovací 
metodologie implementovaných algoritmů. 
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ABSTRACT 
The thesis deals with the research of classification algorithms for face-based 
identification. The aim is to implement algorithms into an existing system for face 
recognition and the evaluation of the impect of individual classifiers. According to the 
survey of face recognition methods the following classifiers were chosen for 
implementation: K - Nearest Neighbours (K-NN), Support Vector Machines (SVM) and 
the Neural Networks. These classification algorithms were implemented in C++  
(Microsoft Visual Studio 2010) using the open source library OpenCV. Furthermore, 
the IFaVID database and the methodology used to test the implemented algorithms were 
introduced. 
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Biometrické systémy pro identifikaci osob patří mezi dynamicky se rozvíjející obory. 
Biometrika charakterizuje jedince na základě jeho unikátních znaků, například prstu, 
ruky, oka, nebo obličeje. Nejběžnějším identifikátorem je aktuálně otisk prstu. Nicméně 
do popředí zájmu se stále více začínají dostávat jiné metody – bezkontaktní. 
Mezi bezkontaktní metody patří i identifikace dle obličeje. Rozpoznávání obličeje 
nevyžaduje přímou interakci osoby se systémem, ani jeji aktivní spolupráci. Tyto 
skutečnosti rozšiřují možnosti aplikace systému. Zároveň ale zvyšují náročnost detekce 
a korektní klasifikace (identifikace) osoby. Vyplývá to z povahy systému, kdy absence 
interakce osoba – systém činí obtížnějším získ optimálních vstupních dat a tím pádem i 
jejich následnou klasifikaci. 
Realizace systému pro rozpoznání obličeje představuje komplexní úlohu, kterou lze 
rozdělit na více dílčích částí. Prvně je nutné zajistit vstupní data, která jsou následně 
předzpracovány pro detekci obličeje. Po úspěšné detekci obličeje jsou vypočteny jeho 
příznaky. Poté je na jejich základě provedena klasifikace obličeje. Klasifikací je 
rozuměno přiřazení vstupních dat do tříd na základě existující databáze vzorů. 
Vzhledem k obsáhlosti takového systému se tato práce zaměřuje především na dílčí 
část problematiky – klasifikaci. V práci jsou proto blíže představeny tři klasifikační 
algoritmy pro rozpoznání obličejů. Jmenovitě se jedná o metodu nejbližšího souseda, 
metodu podpůrných vektorů a neuronové sítě.  
Výše zmíněné klasifikátory jsou v práci otestovány na databázi vytvořené 
v reálných podmínkách. Hlavní výstup práce představují operační křivky zhodnocující 
míru úspěšnosti klasifikace jednotlivých klasifikátorů. 
V první kapitole je stručně vysvětlen pojem biometrika, stučně popsána její historie 
a nastíněny výhody a nevýhody biometrických systémů. Druhá kapitola je zaměřena na 
vlastní rozpoznávání obličeje. Ve zkratce jsou představeny druhy detekčních metod a je 
popsán postup detekce s důrazem na metodu LBPH, která bude reálně využita 
k extrakci příznaků pro klasifikaci. 
Ve třetí kapitole jsou stručně popsány vybrané klasifikační algortimy pro 
identifikaci osob dle obličeje. U každého klasifikátoru jsou zmíněny tři uskutečněné 
experimenty se zhodnocením jejich výsledků. Ve čtvrté kapitole je představena 
databáze, která bude dále použita. Také je zde zavedena metodologie, kterou byly 
jednotlivé klasifikační algoritmy hodnoceny. 
V páté kapitole jsou blíže představeny implementované klasifikátory s důrazem na 
parametry ovlivňující klasifikaci. V šesté kapitole jsou diskutovány dosažené výsledky, 
které jsou vyhodnoceny na základě představené metodologie. 
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1 BIOMETRIE 
Biometrie je vědním oborem zabývajícím se biologickými organismy, především 
člověkem, a měřením jeho biologických a fyziologických vlastností, a také jeho 
chováním, tzn. behaviorálních charakteristik [12]. Biometrika se věnuje studiu metod 
vedoucích k rozpoznání osob na základě jejich unikátních proporcí nebo vlastností [12]. 
Biometrické metody identifikace osob představují způsob jakým lze klasifikovat 
biometrická data, a tedy rozlišit jednotlivé osoby. Jedná se o nástroje nutné k fungování 
biometrických systémů. Biometrické systémy jsou intenzivně se rozvíjejícím odvětvím 
s velkým potencionálem do budoucna. Již nyní, v době nedokonalých řešení, je tato 
problematika více než aktuální. Důvodem jsou výhody (viz 2.1), které biometrické 
systémy nabízejí ve srovnání s konvenčními systémy – čipovými kartami, systémy 
založenými na přítupových kódech, atd. 
Biometrické metody identifikace osob jsou v souvislostí s rozpoznáním jedinců 
užívány po několik tisíciletí. Doklady o jejich užití k rozpoznání člověka lze nalézt ve 
více starověkých pramenech [2], [3]. První široce užívanou vědecky podloženou 
metodou byla „bertillonáž“. Antropometrická metoda vyvinuta Alphonsem Bertillonem 
[4] (také začal využívat – a vytvořil standardy - policejních fotografií) pro 
jednoznačnou identifikaci osob. Měření vzdáleností různých částí těla bylo fakticky 
jednoznačné [10] a aplikačně nenáročné. Přesto byla později zcela nahrazena 
daktyloskopií – vědou o rozpoznávání otisků prstů. Velkou výhodou daktyloskopie 
oproti Bertillonovu měření byla možnost porovnání sejmutého otisku s otiskem osoby. 
Tím pádem ji bylo možné využít nejen k verifikaci identity osoby, ale také k její 
identifikaci. 
V 60. letech minulého století, se začaly objevovat i aktuálně používané  
klasifikační algoritmy k rozpoznávání obličejů, mezi nimi i metoda podpůrných vektorů 
[43], nebo algoritmus neuronových sítí [5]. 
V druhé polovině 20. století byla biometrie neustálé se vyvíjejícím odvětvím. 
Impulsem pro urychlení vývoje a zavedení biometrických systému do praxe byly 
následky teroristických útoků z 11. září 2001 [34]. 
Ve Spojených státech bylo do rozvoje biometrie masivně investováno (jednalo se o 
zhruba osm miliard dolarů ročně) a byly shromažďovány biometrické data pro vytváření 
databází. Mezi lety 2004 – 2008 byly v USA odebrány otisky prstů a fotografie 23 
milionům zahraničních občanů při příjezdu do země. Podobný rozvoj biometrie byl 
zaznamenán, byť v menším měřítku, i v dalších zemích – Německo, Izrael, Írák (v 
souvislosti s působením amerických vojsk), Japonsko [12]. 
Vzhledem k posledním rokům je pravděpodobné, že biometrické systémy nebudou 
vyhrazeny pouze pro vládní a korporátní sektor. Integrace do běžných komerčních 
řešení už započala [31] a další je očekávána [27]. 
Přes nepopiratelný rozvoj trpí biometrické metody jistými nedostatky. Příkladem 
mohou být následující: nejednoznačnost identifikace (vždy existuje drobná odchylka od 
vzoru), neklasifikovatelnost části uživatelů (úraz, vrozené vady), ekonomická náročnost 
(ovšem podstatně nižší než dříve), nebo možné právní spory (z důvody ochrany 
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osobních údajů) [26], [29], [30]. 
Výše zmíněná negativa jsou však převáženy výhodami.Biometrické systémy jsou 
uživatelsky přívětivé (user friendly). Každá osoba představuje nositele jedinečných 
identifikačních znaků. Není třeba se obávat, nebo jsou výrazně sníženy, možností ztráty, 
zcizení či zapomenutí těchto charakteristických znaků. S komfortem uživatele souvisí i 
nemožnost změny identifikátoru (mimo záměny vzoru v databázi). Tím je umožněno 
učinně zabránit neoprávněnému zásahu do práv uživatelů (předpokladem je 
odpovídající zabezpečení systému). Obecně jsou biometrickými systémy na uživatele 
kladeny žádné, či minimální, nároky na znalost fungování systému. Obvykle stačí 
následovat jednoduchých instrukcí – přiložit prst ke snímači, podívat se do kamery, atd. 
Z pohledu autority (správce systému) je důležitá také nemožnost odmítnutí 
identifikace, jestliže není bráno v úvahu záměrné poškození identifikátoru – např. 
poškození papilárních linií u otisků prstů (i tak zatím nelze manipulovat testy DNA), 
nebo odmítnutí kooperace. 
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2 ROZPOZNÁNÍ OBLIČEJE 
Rozpoznání je úkon při kterém je osobě přiřazen jedinečný identifikátor, například 
identifikační číslo [49]. Rozpoznání obličeje, tedy identifikace osoby na základě jejího 
obličeje, je perspektivní biometrickou metodou [26], [32]. Většina ostatních 
biometrických metod (otisk prstu, geometrie ruky, atd) je vhodná pouze k identifikaci 
osoby za její aktivní spoluúčasti. V případě rozpoznání obličeje je třeba zdůraznit 
absenci požadavku na přímé zapojení uživatelů. Jedinou nutností je výskyt dané osoby, 
respektive obličeje, ve snímaném prostoru. Tyto a další pozitiva jsou ovšem 
doprovázeny negativy. Mezi nejvýznačnější jsou řazeny komplikovanost a náchylnost 
algoritmů pro detekci a identifikaci na osvětlení, náklon hlavy, atd [49]. 
Je pravděpodobné, že aktuální problémy budou z větší části eliminovány. Dříve 
bylo například nemyslitelné vyhledat ve snímku obličej a identifikovat příslušnou 
osobu, jestliže nebyly lokalizovány oči [13]. Významnost negativ je na sestupu - 
potřebné vybavení (snímací zařízení, přenosová média) je cenově dostupnější, technika 
je schopna kvalitnějšího záznamu, stejně tak lze zaznamenat pokles provozních nákladů 
(levnější servery, lepší komprese dat). 
2.1 Využití, výhody, nevýhody 
Význačnou oblastí použití je bezpečnostní sektor. V praxi jsou běžně používané 
kamerové systémy. O automatizaci dohledu je zájem zejména na letištích [34], při 
sportovních akcích [27], nebo na hraničních přechodech [12], tj. v prostorech 
s výskytem velkého počtu osob. 
Další oblastí využití jsou přístupové systémy. Jak v případě fyzického přístupu do 
objektu [12], nebo ve smyslu povolení přístupu k užívání zařízení – osobního počítače 
[28], nebo telefonu [15]. 
V posledních letech se začaly objevovat i řešení v sektoru služeb a v marketingu. 
Různé společnosti v nedávné době představily svá řešení pro automatické označování 
osob v obraze [14], [17], [16], [19], [20], [21], která jsou založena na různých 
principech (viz [18]). Případně mohou sloužit k identifikaci klientů [31] nebo detekci 
nežádoucích osob [33]. 
Podobně jako pro uživatele, je tato metoda velmi vstřícná pro provozovatele 
(obslužný personál). V případě potřeby může automatickou identifikaci snadno 
zkontrolovat obsluha. Na rozdíl od jiných biometrických metod je naprostý laik schopen 
s vysokou pravděpodobností jistoty určit, zda-li byla osoba systémem identifikována 
korektně, nebo ne. 
V neposlední řadě zvyšuje zajímavost řešení možnost implementace do již 
existujících dohledových kamerových systémů (CCTV – Closed Circuit Television).  
Z hlediska zabezpečení přináší identifikace na základě obličeje možnost průběžné 
kontroly identity sledovaných osob. Ostatní metody jsou uzpůsobeny na jednorázovou 
kontrolu při vstupu, nebo aktivaci zařízení – otisk prstu, krevní řečiště (ale týká se i 
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konvenčních bezpečnostních zařízení – čtečky karet a jiné přístupové terminály). Pro 
danou kontrolu jsou fakticky uzpůsobeny osobní počítače (vybavené webovou 
kamerou). Podobně tak mohou být doplněny pracoviště s nepřetržitou kontrolou 
(laboratoře, atd). 
Slabinou současné technologie pro rozpoznání obličeje je složitost algoritmů 
potřebných pro detekci a následnou identifikaci člověka, nebo naopak nedostatečná 
úspěšnost. Momentálně používané algoritmy jsou silně závislé na vlivech, které 
samotný systém ovlivnit nemůže: osvětlení, natočení hlavy od ideální vertikální a 
horizontální roviny. Tato proměnlivost je značně limitující pro použití. Tyto externí 
vlivy lze v některých prostorách více či méně anulovat. Příkladem mohou být úzké 
chodby s umělým (stabilním) osvětlením, kde je člověk nucen jít přímo vůči objektivu 
kamery [31]. 
Jak již bylo zmíněno, k detekci lze použít i existujících CCTV systémů. Nicméně 
podstatná část instalovaných kamer snímá obličeje v nevhodném úhlu pro algoritmy 
(svrchní pohled na osobu). 
Limitujícím faktorem je také nutnost tolerovat odchylku. Vzhled obličeje je 
neustálé ovlivňován mnoha vlivy, tím pádem nelze očekávat získání vždy stejných 
biometrických dat a z toho vyplývající stoprocentní shodu [49]. Je tedy potřeba stanovit 
hranici, která je z hlediska systému akceptovatelná pro klasifikaci snímků. Tato 
problematika je v klasifikačních algoritmech obvykle řešena zavedením kritické 
vzdálenosti nebo prahových hodnot. 
2.2 Detekce obličeje 
Před vlastní identifikací tváře je nutno vstupní data předzpracovat a z upraveného 
obrazu zjistit, zda-li se ve vstupním snímku nachází obličej – provést detekci obličeje. 
Existuje několik přístupů, jak detekovat obličej v obraze. Ty lze rozdělit do čtyř 
hlavních skupin [6], [35]: znalostní metody, metody invariantních rysů, metody 
porovnání se vzorem a metody založené na vzhledu. 
2.2.1 Metody detekce obličeje 
Znalostní metody (knowledge-based methods) jsou založeny na známém modelu 
obličeje – typické tváře. Tento model je popsán komplexem vztahů mezi jednotlivými 
význačnými rysy, či celými částmi obličeje. Algoritmy jsou detekovány různé části 
obličeje a po přezkoumání vztahů mezi nimi je rozhodnuto, zda-li se jedná o obličej, či 
ne [6]. 
Metody invariantních rysů (feature invariant methods) jsou založeny na 
obecných rysech tváře [6]. Tyto rysy nesmí být ovlivněny osvětlením, či natočením 
tváře vůči snímacímu zařízení [36]. Obvykle je rysy míněno: barva kůže, oči, případně 
nos [37]. Tato metoda je velmi často využívána díky snadné implementaci. Nicméně 
není schopna rozpoznat abnormality – nezvyklá barva kůže, chybějící (nebo zakryté) 
oko, atd. 
U metod porovnávání se vzorem (template matching, také srovnávání šablon 
[38]) jsou vytvořeny vzory – modely obličejů. Je získána množina snímků pro trénování 
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modelů, kdy každý snímek reprezentuje jednu modelovou (očekávanou) situaci. Na 
rozdíl oproti předchozí skupině, která obsahovala jediný model. Natrénováním 
klasifikátorů (charakteristickými rysy obličejů) jsou vytvořeny modely pro srovnání. 
Výpočtem podobnostní metriky (korelací, apod.) mezi vstupním obrazem a modelem 
obličeje je vyhodnocena přítomnost obličeje v obraze [6]. Požadovaná shoda vstupního 
obrazu se vzorem je založena na hodnotách korelační funkce [40]. Výhodou je 
adaptabilita algoritmu, který je schopen reagovat na změnu vstupních podmínek (změna 
úhlu snímání, jiná intenzita osvětlení) doplněním potřebných modelů [39]. 
U metod založených na vzhledu (appearance-based methods) jsou vytvořeny 
umělé modely obličejů. Tyto modely jsou získany trénováním algoritmu [40]. Vstupní 
obraz je pak porovnán se vzorem obličeje. Vzor může mít podobu rozdělujících funkcí, 
nebo distribučního modelu [6]. Do této kategorie patří také v práci dále použitý 
detektoru Viola-Jones [41]. 
2.2.2 Detekce obličeje detektorem Viola-Jones 
V práci bude k detekci obličeje použit detektor Viola- Jones. V roce 2001 byl pány 
Violou a Jonesem navržen adaptivní algoritmus pro detekci objektů v obraze [41]. 
V následující podkapitole je stručně nastíněno fungování algoritmu. 
Vstupní data jsou předzpracovány (preprocessing). Ze snímků trénovací množiny 
jsou vyextrahovány příznaky. Příznakem je myšlena charakteristika vzhledu nebo 
vlastností snímaného obličeje, například barva kůže, či vzdálenost obličeje od 
referenčního bodu. Extrakce příznaků má zajistit potřebné množství relevantních 
informací pro klasifikaci obličeje [6]. 
Příznaky by měly být nezávislé na změně osvětlení, výrazu obličeje a odklonu od 
horizonatální a vertikální osy. U Viola-Jones detektoru jsou příznaky odezvy na 
Haarovy filtry (Haar-like features, také Haarovy vlnky) [41]. Odezva na Haarův filtr je 
určena hodnotami jasu pod filtrem. 
Klasifikační algoritmus detektoru Viola-Jones na základě extrahovaných příznaků 
rozhodne, zda-li je na snímku tvář (nebo jiný objekt – záleží na natrénovaných vzorech). 
V případě Viola-Jones detektoru se jedná o algoritmus AdaBoost (Adaptive Boosting). 
Trénování algoritmu probíhá jak na pozitivních obrazech (obličejích), tak na 
negativních obrazech (snímky s pozadím bez obličejů). U AdaBoostu je trénovací chyba 
redukována exponenciálně v závislosti na počtu slabých klasifikátorů [41]. Trénování 
slabých klasifikátorů je ukončeno dosáhnutím optimálního prahu, kdy je jeho chybovost 
minimální [6]. 
Souborem slabých klasifikátorů je získán silný klasifikátor. Na vstup silného 
klasifikátoru je přiveden váhovaný výstup slabých klasifikátorů [6]. U detektoru Viola – 
Jones je použito kaskádové zapojení slabých klasifikátorů zakončené silným 
klasifikátorem. Kaskádové zapojení je zvoleno z důvodu rychlejší detekce [6]. 
V případě nalezení dostatečné podobnosti příznaků vstupního snímku s natrénovanou 
databází je detekován obličej 
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2.3 Extrakce příznaků popisujících identitu osoby 
Pro zjištění identity osoby v obraze je zapotřebí použit klasifikační algoritmus. Ke 
klasifikaci je nutné z detekovaného obrazu obličeje vyextrahovat příznaky (odlišné od 
příznaků extrahovaných před detekcí) charakterizující konkrétní obličej. Na základě 
těchto příznaků je vytvořen příznakový vektor popisující detekovaný obličej. 
Příznakový vektor je možno přiřadit identitě s pomocí klasifikačního algoritmu. 
Existuje více možných metod extrakce příznaků, např.: PCA (Principal Component 
Analysis), LDA (Linear Discriminant Analysis), LBPH (Local Binary Pattern 
Histograms), atd. 
V práci je k extrakci příznaků použita metoda LBPH. Byla vybrána na základě své 
odolnosti vůči různým externím vlivům (natočení obličeje, nasvícení, atd). Z tohoto 
důvodu zde bude blíže popsán princip fungování této metody extrakce příznaků. 
Výpočet LBPH příznaků spočívá ve výpočtu odezvy na LBP (Local Binary 
Patterns) operátor a výpočtu lokálních histogramů. Odezva obrazu na LBP operátor je 
invariantní vůčí střední hodnotě jasu a postupným změnám jasu v původním obrazu viz 
Obr. 2.1. Tato skutečnost činí vypočtené příznaky odolnějšími vůči jasu a jasovým 
změnám [49]. 
 
Obr. 2.1 Odezvy na LBP. Převzato z [49]. 
 
Využitím LBP je možné matematicky popsat strukturu obličejů. Výpočet je 
proveden výběrem centrálního pixelu a následně jeho okolí. Jasová hodnota centrálního 
pixelu představuje prahovou hodnotu pro pixely v jeho okolí. 
Na základě porovnání s hodnotou prahu (centrálního pixelu) jsou okolním pixelům 
přiřazeny hodnoty logická 0 (menší) a logická 1 (větší nebo rovno). Výsledek je 
obvykle převeden z binární hodnoty na dekadickou [49]. Celý proces  je ilustrován Obr. 
2.2.  
 
Obr. 2.2 Princip výpočtu odezvy na LBP. Převzato z [49]. 
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Výpočet LBPH příznaků je založen na rozdělení snímku do oblastí. V každé oblasti 
je vypočten lokální histogram. Zřetězením těchto lokálních histogramů je vytvořen 
prostorový histogram – příznakový vektor. Ten představuje příznaky LBPH, které jsou 
použity pro rozpoznání obličeje [49]. 
Výhodou LBP je provedení jasové normalizace (při výpočtu odezvy na LBP 
operátor), která je jinak řešena ve fázi předzpracování obrazu. Dále jsou LBPH příznaky 
poměrně málo citlivé na chybu zarovnání obličeje, na rozdíl od PCA nebo LDA. Spolu 
s vysokou diskriminační silou se tedy jeví jako vhodná metoda k extrakci příznaků [49]. 
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3 REŠERŠE KLASIFIKAČNÍCH 
ALGORITMŮ 
V této kapitole jsou popsány tři vybrané klasifikační algoritmy, které byly testovány. 
Vzhledem k množství používaných klasifikátorů není práce schopna obsáhnout 
všechny. Z toho důvodu byly po prostudování literatury vybrány pouze následující 
klasifikační algoritmy: metoda nejbližšího souseda, metoda podpůrných vektorů a 
metoda neuronové sítě. Klasifikátory byly vybrány na základě dostupných literárních 
pramenů. 
Metoda nejbližších sousedů představuje zástupce nebinárních klasifikátorů. Jde o  
relativně jednoduchý algoritmus, u kterého klasifikace závisí pouze na dvou 
parametrech: vzdálenosti a počtu vzorů. Metoda podpůrných vektorů je považována za 
velmi efektivní binární metodu [57]. Neuronové sítě jsou dalším reprezentantem binární 
metody. Výhodou je velká variabilita v návrhu klasifikátoru v závislosti na požadavcích 
na vlastnosti algoritmu. Neuronové sítě při správném navržení dosahují velmi dobrých 
výsledků [24]. 
Mezi další význačné algoritmy, které jsou používány k rozpoznání obličeje, náleží 
např. naivní Bayesův klasifikátor (Naive Bayes classifier), skrytý Markovův model 
(Hidden Markov Model), GMM (Gaussian Mixture Model), ad. 
3.1 K – nejbližších sousedů 
Metoda K - nejbližších sousedů (K–NN; K – nearest neighbor)  porovnává podobnost 
mezi příznaky testovacích snímků s vzory z databáze. U obličejů jsou vypočteny 
příznaky a následně vyjádřeny vektory v n – dimenzionálním vektorovém prostoru. 
Výpočtem vzdálenosti dle určité metriky (nejčastěji je užívána Euklidovská metrika 
[44], nebo Hammingova metrika [44]) je vyjádřena vzdálenost bodů v prostoru. 
V případě K-NN jsou určeny nejpodobnější vzory testovaného obličeje. 
Vzdálenost nepřímo úměrně vyjadřuje míru podobnosti jednotlivých dat. Použitím 
metriky jsou vzestupně seřazeny vzory. Nalezením k nejpodobnějších vzorů je zároveň 
určeno k nejbližších sousedů 
Třída (třídou je myšleno zařazení k určitému vzoru – skupině příznakově 
podobných obličejů) je tedy vyhodnocena v závislosti na nejvyšším počtu podobných 
příznakových vektorů ze zvoleného počtu k. Jinak řečeno, záleží na absolutním počtu 
vyhodnocených příznakových vektorů v množině zvoleného parametru k, bez ohledu na 
míru jejich podobnosti reprezentovanou vzdáleností v prostoru. 
Vliv volby parametru k je demonstrován na Obr. 3.1, kde je vyobrazen testovací 
objekt (případně několik objektů), jehož vektor je znázorněn jako střed kružnice m, a 
dvě třídy natrénovaných vzorů. Třída A je znázorněna kruhy, třída B trojúhelníky. 
Pokud zvolíme k rovno pěti, dojde k přiřazení testovacího objektu do skupiny kruhů – 
třídy A. Pakliže zvolíme k rovno 6, tak objekt náleží stejnou měrou jak do třídy A, tak 





Obr. 3.1 Demonstrace závislosti klasifikace na volbě parametru k a prahové hodnoty. 
Jak je vidět z příkladu výše, volba parametru k může mít příliš velký vliv na určení 
třídy [22]. Tento vliv může být omezen zavedením prahové hodnoty. Prahem je 
zavedena nutná míra podobnosti. Jestliže bude překročena kritická vzdálenost (práh) a 
zároveň není dosaženo požadovaného počtu k natrénovaných vzorů, nejsou další, 
vzdálenější, vzory vzaty v potaz při klasifikaci. Opět je demonstrováno na Obr. 3.1. 
Prahová hodnota je znázorněna kružnicí m o poloměru r (ten lze libovolně měnit). 
Jestliže je zvoleno k rovno 3, budou nalezeni nejbližší sousedé a opět je objekt přiřazen 
do třídy A. V případě k rovno 6 započne vyhledávání nejbližších sousedů. Algoritmus 
nalezne první tři, ale poté dosáhne hranice relevantního prostoru – prahové hodnoty. Tj. 
jako podobné vektory jsou vyhodnoceny pouze vzory nacházející se uvnitř kružnice 
m (nepřesahující vzdálenost r od testovaného objektu). Tím pádem je objekt zařazen do 
třídy A. 
Klasifikace dat může být ještě více zpřesněna váhováním jednotlivých příznaků pro 
získání přesnějších výsledků. Tím dosáhneme snížení vlivu parametru k na klasifikaci 
(stejně jako v případě zavedení prahu) a navíc zvýšíme vliv vzdálenosti, tedy míry 
shody vzorů s testovaným objektem.  
Jestliže by nebyla nastavena prahová hodnota a k bylo rovno deseti, tak by bez 
váhování byl objekt přiřazen do třídy B. Při užití váhování by byl od určité hranice 
překlasifikován a zařazen do třídy A na základě větší podobnosti (tj. menší vzdálenosti 
mezi testovacím objektem a vzory). Váhování je užito např. v [23]. 
Speciálním případem K-NN je 1-NN, tedy metoda nejbližšího souseda. V případě 
klasifikace dle jediného souseda je zřejmá zbytečnost váhování. Jediným faktorem (k je 
z podstaty metody vždy rovno jedné) relevantním pro klasifikaci objektu je tedy 
vzdálenost dle dané metriky. 
O to významnější je v daném případě nastavení citlivosti prahové hodnoty. V přímé 
úměře k němu se mění typ chybovosti (viz podkapitola 5.2). 
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3.1.1 Využití klasifikátoru K-NN 
V práci z roku 2012 F. Song, Z. Guo a Q. Chen [62] testovali klasifikátor K-NN na 
obličejových databázích ORL [46], Yale-A [55], FERET [47] a AR [63]. Úspěšnost 
klasifikátoru u jednotlivých databází je znázorněn v Tab. 3.1. 
 
Databáze ORL Yale-A FERET AR 
Úspěšnost klasifikace 0,9325 0,9133 0,5571 0,6595 
Tab. 3.1 Úspěšnost klasifikace na jednotlivých databázích. 
V práci není využita žádná metoda extrakce příznaků. Jako příznaky jsou použity 
jednotlivé pixely. Ve všech případech byl parametr k roven jedné. Zajímavostí je nižší 
úspěšnost klasifikátoru u databází FERET ( 55,71%) a AR (65,95%) oproti databázím 
ORL (93,25%) a Yale-A (91,33%). Autoři práce neprezentovali žádné vysvětlení tohoto 
poklesu. Ten mohl být zapříčiněn výraznými rozdíly ve velikostech databází a počtu 
příznaků (pixelů snímků) viz Tab. 3.2. 
 
Databáze ORL Yale-A FERET AR 
Počet snímků / osob 400 / 10 165 / 15 1400 / 200 1680 / 120 
Počet příznaků 10 304 8 000 6 400 2 000 
Tab. 3.2 Rozdíly v databázích. 
 
 V roce 2006 byla J. Stallkampem [22] užita metoda K-NN k indetifikaci osob ve 
videosekvencích. Metoda byla testována na vlastní databázi autora se sekvencemi 
získanými v reálných podmínkách (různé úrovně osvětlení, různé výrazy tváře, atd). 
Databáze obsahuje 41 osob s různým množstvím sekvencí pro jednotlivé třídy. Celkově 
se jedná o stovky sekvenci s téměř 22 tisíci trénovacích snímků (rozptyl 80 – 1500 na 
osobu). 
U více než 70% osob je identifikace úspěšna v 80% případů. Identifikace je závislá 
na třídách vzhledem k variacím v množství trénovacích dat na osobu. Navzdory této 
závislosti  autor J. Stallkamp zdůrazňuje schopnost systému rozpoznat i osoby s malým 
množstvím natrénovaných dat [22]. 
 
V roce 2010 [54] byla X. Tanem a W. Triggsem použita metoda K-NN k testování 
rozpoznání obličejů v závislosti na světelných podmínkách.Testy probíhaly na rozšířené 
Yale-B databázi (2414 snímků, 38 osob, syntetické prostředí s výjimkou výrazných 
změn osvětlení – 68 variant) [55] rozdělené v závislosti na světelných podmínkách na 
pět dílů (subsetů). 
Celkově je standardní metoda K-NN s využitím LBP schopna klasifikovat 75,5%. 
Při použití řetězového preprocessingu (preprocessing chain – metoda normalizace 
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osvětlení, používá se v kombinaci s extraktorem příznaků) bylo dosáhnuto úspěšnosti 
klasifikátoru (TC – true classification) 95,7% a při využití LTP (Local Ternary Patterns) 
místo LBP až 98,7%. Vliv preprocessingu je exponencionálně zvyšován v závislosti na 
obtížnějších světelných podmínkách (subsety 4, 5), viz Obr. 3.2. Jednotlivé scénáře jsou 
znázorněny vzorovým snímkem (vodorovná osa) vzestupně zprava doleva (od subsetu 1 
po subset 5). Nepřerušovaná křivka značí metodu s předzpracováním, přerušovaná 
křivka metodu bez predzpracování. 
 
Obr. 3.2 Výsledky testů na rozšířené Yale-B databázi. Převzato z [54]. 
Klasifikátor K-NN byl autory hodnocen velmi kladně vzhledem k možnostem 
jednoduché implementace v kombinaci s velmi vysokou úspěšností klasifikace [54]. 
3.2 Metoda podpůrných vektorů 
Princip metody podpůrných vektorů (Support Vectores Machines – SVM) je založen na 
rozdělení dat, reprezentovaných vektory v mnohodimenzionálním příznakovém 
prostoru, do dvou skupin (tříd) s pomoci lineárního klasifikátoru – roviny [7]. 
Pojmenování SVM je odvozeno od tzv. podpůrných vektorů (support vectors). 
Tímto termínem jsou míněny vektory nacházející se nejblíže stanovenému lineárnímu 
klasifikátoru. Vizuální zobrazení je vidět na Obr. 3.3, kde jsou vektory znázorněny body 
v kroužku (vzhledem k 2D zobrazení jsou vektory promítnuty do jednotlivých bodů). 
Podpůrné vektory jsou nejdůležitější částí dat, dle kterých je určena poloha roviny 
v prostoru. Je-li použita analogie k váhování, podpůrným vektorům je dána nejvyšší 
váha [8]. Tj. mají vyšší vliv na klasifikaci než vektory nacházející se ve vyšší 
vzdálenosti od roviny. 
Na Obr. 3.3 lze vidět, že podpůrné vektory leží na přerušovaných přímkách. Tyto 
přímky označují okraje prázdného prostoru (margin, v separovatelném případě se jedná 
o tzv. „hard margin“) mezi třídami. 
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Obr. 3.3 Naznačení umístění podpůrných vektorů. 
Předpokladem optimálního využití této metody je možnost separace dvou skupin 
vstupních dat jedinou rovinou. Ta by měla být vedena tak, aby dělila vzdálenost mezi 
jednotlivými třídami zhruba v půli, tj. vytvořila maximální možnou vzdálenost (prázdný 
prostor) separující jednotlivé třídy. 
Níže (Obr. 3.4) je znázorněna volba vhodné roviny. Přerušovaná přímka je 
očividně blíže jedné skupině dat, a je tedy nevhodně umístěna. Naopak plná přímka půlí 
vzdálenost mezi jednotlivými třídami, tím pádem ji lze vyhodnotit jako vhodnou pro 
stanovení roviny. 
 
Obr. 3.4 Ukázka volby roviny. Převzato z [8]. 
Volbu ideální polohy roviny lze řešit s pomocí Lagrangeových multiplikátorů 
(Lagrange multipliers) či dalších matematických postupů (více v [1]). 
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Obr. 3.5 Neseparovatelný případ SVM. Převzato z [1] 
Obvykle třídy není možno zcela separovat. I tak lze stále využít metody SVM. 
Rovinou  neoddělená část dat bude chybně klasifikována, nicméně tato skutečnost 
nemusí mít vliv na korektní vyhodnocení dat. Na Obr. 3.5 jsou tyto vektory označeny 
kroužkem (ve čtvercích  jsou správně klasifikované vektory neoddělené rovinou). 
 
Obr. 3.6 Nelineární SVM s využitím Gaussova jádra. Převzato z [9]. 
I výše uvedené rozložení skupin dat lze úspěšně rozdělit do dvou tříd. Jedná se o 
tzv. „soft margin“ případ. Jde o nelineární typ SVM, kdy je aplikováno umělé zvýšení 
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dimenzionality prostoru (kernel trick). Za využití jádrových funkcí (kernel functions) je 
rovina (v lineárním případě v 2D znázornění reprezentována přímkou) deformována, tak 
aby byla schopna rozdělit vstupní data do jednotlivých tříd viz Obr. 3.6. 
 
3.2.1 Využití klasifikátoru SVM 
V roce 2010 [48] bylo J. Weiem, J. Zhangem a X. Zhangem prezentováno použití 
klasického SVM ve čtyřech různých scénářích. Klasifikátor byl testován na části 
FERET databáze [47]. Pro každý scénář bylo vybráno 20 osob. Pro každou třídu tvořila 
třetina snímků trénovací množinu, na zbylých dvou třetinách byl algoritmus testován. 
Byly uskutečněny celkem čtyři testy na různě obsáhlých data setech (75 – 330 snímků). 
Úspěšnost identifikace se pohybovala mezi 83 – 92%. Graficky jsou výsledky 
znázorněny na Obr. 3.7, včetně popisu jednotlivých scénářů. 
 
Obr. 3.7 Výsledky pro jednotlivé scénáře. Převzato a upraveno z [48]. 
 
V roce 2012 byla představena práce Chena Guolonga a Li Xianweie. Pro otestování 
algoritmu byla použita databáze ORL [46] obsahující 400 snímků (40 osob po deseti). 
V práci není zmíněno rozdělení snímků na trénovací a testovací množinu. Pro extrakci 
příznaků byla autory použita diskrétní vlnkova transformace (DWT) a poté byla 
aplikována hlavní komponentová analýza (PCA - Principal Component Analysis). Pro 
klasifikaci byl vybrána lineární metoda SVM. Výsledná úspěšnost klasifikace 
dosahovala 90 – 92% [53]. 
 
O rok později (2013) byla představena velmi podobná práce [45]. Opět byla 
testována na databázi ORL [46]. U každé osoby byla sada snímků rozdělena 
rovnoměrně mezi trénovací a testovací množinu. Pro zpracování příznaků byla využita 
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kombinace metod Gabor magnitude a Gabor phase, pro detekci PCA a pro vlastní 
klasifikaci lineární SVM. Jako metrika byla zvolana Euklidovská vzdálenost. 
Klasifikátor dosahoval 99,9 % úspěšnosti identifikace s chybovostí (ERRR – Equal 
Error rate) 0,1 %. 
3.3 Neuronové sítě 
Neuronové sítě (NN – neural networks) jsou strojovou (umělou) obdobou mozku, 
respektive současné představy o něm [42]. Mluvíme-li o neuronových sítítch, nejde ani 
tak o jeden klasifikátor, jako spíše o rodinu typologicky podobných klasifikačních 
algoritmů.  
Neuronové sítě fungují  jako paralelně zapojené perceptrony (perceptronem je 
každý neuron sám o sobě). Jednoduchý perceptron je znázorněn na Obr. 3.8. Na vstup 
(případně vstupy) je vložena informace, která je poté rozdělena na dílčí segmenty. Tím 
je myšleno rozdělení vstupní informace (příznakového vektoru) na díly. Každý neuron 
poté vyhodnocuje přidělený segment na základě předchozích znalostí. Po vyhodnocení 
je segment poslán dále. Buď na další síťovou vrstvu (další neuron), kde se proces 
opakuje, nebo na výstup NN. 
Vstupy perceptronu pi mohou být váhovány koeficienty wi. Vstup každého neuronu 
se vynásobí jeho váženou hodnotou wi. Ve vnitřním bloku Σ se váhované vstupy sečtou. 
Jestliže součet váh dané vstupní informace převyšuje prahovou hodnotu φ, tak je signál 
propuštěn na výstup. Matematicky lze výše uvedené vyjádřit následovně. Pokud je 
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Obr. 3.8 Blokové schéma perceptronu (neuronu). Převzato z [6]. 
Klasifikace probíhá porovnáním příznakových vektorů testovací sady 
s jednotlivými vzory [49]. Toto testování může probíhát sekvenčně, případně je NN 
rozdělena na dvě podsítě a probíhá tedy simultánní testování dvou vzorů [45]. 
Během trénování se algoritmus přizpůsobuje, mění hodnoty jednotlivých 
váhovacích koeficientů wi v závislosti na výsledcích. Nicméně toto učení je podmíněno 
konstrukcí (ta se samostatně nemění) a natrénováním algoritmu na dostatečné sadě 
trénovacích snímků. Při správně navržené a natrénované síti  by měla NN být poté 
schopna správně vyhodnotit nová data (testovací sadu) dle naučeného modelu. 
Správně natrénovanou sítí je myšlena optimální míra naučení trénovací sady. Není 
vhodné naučit síť 100% rozeznat testovací sadu, neboť nebude schopna nová data 
klasifikovat na základě obecných charakteristik. Tento jev je nazýván přeučení 
(overfitting) neuronové sítě.[24] 
Podrobné příklady, jak jsou jednoduché neuronové sítě vytvářeny (učeny), jsou 
uvedeny např. v [24] ,nebo [25].  
Vzhledem k typologické rozmanitosti NN je v této práci zmiňováno pouze 
rozdělení sítí na základě jejich stavby. Podrobnější dělení lze najít např. v [5]. 
Neuronová síť o jednom neuronu může být použita k řešení jednoduchých úloh. Pro 
složitější úlohy jsou vyžadovány komplexnější NN, které namísto jednoho neuronu, 
využívají k výpočtům větší počty neuronů.  
Výpočetní neurony, které nejsou vstupy či výstupy, se nacházejí ve skvrté vrstvě 
(hidden layer). V případě vícevrstevných neuronových sítích je každá výpočetní vrstva 
považována za jednotlivou, tj. hovoříme o  skrytých vrstvách. Principiálně fungují NN 
stejně bez ohledu na počet neutronů a vrstev. 
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Obr. 3.9 Schéma neuronové sítě. Převzato z [6] 
3.3.1 Využití klasifikátoru NN 
V práci Lawrence a spol. (1997) [52] byla prezentována kombinace dvou neuronových 
sítí, z nichž jedna byla použita pro extrakci příznaků. Bylo provedeno více testů, které 
byly zaměřeny na vliv různých parametrů na identifikaci. Mezi zkoumané parametry 
například patřily: počet výstupních tříd, způsob redukce dimenzionality, změny různých 
parametrů NN pro extrakci příznaků. 
 Experiment probíhal na databázi ORL (40 osob, každá osoba 10 snímků) [46]. 
Snímky byly pro každou osobu rozděleny na 5 trénovacích a 5 testovacích. Algoritmus 
úspěšně klasifikoval snímek v až 96,2% případů [52]. Autoři také testovali funkčnost 
systému v závislosti na počtu trénovacích snímků. Úspěšnost identifikace rostla přímo 
úměrně s velikostí trénovací sady, viz Tab. 3.3. 
Počet trénovacích snímků na osobu 1 2 3 4 5 
Úspěšnost 70% 83% 88,2% 92,9% 96,2% 
Tab. 3.3 Úspěšnost klasifikace v závislosti na počtu natrénovaných snímků na osobu. 
 
V práci Agrawala, Jaina, Kumara a Agrawala z roku 2010 [50] je pro každou třídu 
v databázi natrénována jedna neurální síť. Při trénování jsou snímky dané třídy použity 
pro jeji síť jako pozitivní příklady a zároveň jsou použity jako negativní příklady pro 
všechny další třídy. Při vlastní identifikaci je snímek neznámé osoby přiveden na vstup 
všech sítí. Jde tedy o jistou formu verifikace. Experiment byl proveden, stejně jako 
předchozí, na ORL databázi [46] (40 osob po deseti snímcích, jednotné tmavé pozadí). 
Pro každou ze čtyřiceti osob bylo šest z deseti snímků využito k natrénování vzoru. Po 
provedení tří testů byla průměrná úspěšnost identifikace osoby 97,018 % (rozptyl 
96,525 – 97,3 %) [50]. V závěru práce je zmiňována náchylnost metody na náklon 
hlavy (ORL databáze se skládá z frontálních snímků). Právě odklonem hlavy od 
optimální polohy je zdůvodněna chybovost algoritmu. 
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V práci K. Reddy a spol. (2010) [56] byla navržena neuronová síť buď v kombinaci 
s PCA pro redukci dimenzionality, nebo v kombinaci s LDA pro zvýšení diskriminační 
schopnosti. Pro učení sítě je využit algoritmus zpětného učení (backpropagation). 
Zajímavostí experimentu je, že nebyla nastavena prahová hodnota a NN tedy vždy 
vyhodnotí shodu s testovacím obličejem bez ohledu na třídy (nejpodobnější vzor bude 
spárován s testovacím snímkem). 
Klasifikátor byl trénován na databázi ORL [46]. Jeden z testů pozoroval závislost 
rozdělení snímků mezi trénovací a testovací množinu. Z Tab. 3.4 lze vyčíst, že 
klasifikátor NN dosahuje podobné výsledky jak s PCA tak s LDA. Dále je vidno, že 
nemá smysl rozšiřovat trénovací množinu nad pět snímků. Nad touto hranicí je 
úspěšnost klasifikace zvyšována jen nepatrně. Test byl proveden na kompletní ORL 
databázi (400 snímků). 
 
Počet trénovacích snímků Počet testovacích snímků PCA + NN LDA + NN 
2 8 84,50 83,75 
3 7 86,10 85,65 
4 6 93,20 93,00 
5 5 96,35 96,85 
6 4 96,95 97,10 
7 3 97,10 97,55 
8 2 98,00 98,20 
Tab. 3.4 Rozdělení snímků mezi trénovací a testovací množinu. Převzato a upraveno z [56]. 
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4 IMPLEMENTACE ALGORITMŮ 
V této kapitole je popsána vlastní implementace vybraných algoritmů – metoda 
nejbližšího souseda, metoda podpůrných vektorů a metoda neuronové sítě. Uvedené 
klasifikační algoritmy jsou implementovány v jazyce C++ s využitím open source 
knihovny OpenCV [51]. 
4.1 K-NN 
U metody nejbližšího souseda byl koeficient k zvolen roven jedné. V práci je použita 
metrika Chí kvadrát (χ2 – Chi-square distance), která byla zvolena vzhledem 
k předchozím dobrým výsledkům [58]. 
Prahová vzdálenost byla nastavena jednotně pro všechny třídy a scénáře (tzv. 
globální práh). Hodnota prahu (15 000) byla zjištěna empiricky v místě, kde poměr 
všech nesprávně klasifikovaných osob vůči celkovému počtu osob (Equal Error Rate - 
ERRR ) nabývá minima. 
4.2 SVM 
Při implementaci bylo využito funkce CvSVM obsažené v knihovně OpenCV [51]. Byl 
zvolen typ SVM C-Support Vector Classification (C_SVC), který umožňuje n – třídní 
klasifikaci (kde n je vyšší než dva). C-SVC k řešení n – třídní klasifikace používá 
metody „jeden ku jednomu“ (one-against-one), kdy klasifikace probíhá binárním 
porovnáváním mezi jednotlivými třídami. 
Na základě předchozích zkušeností s volbou typu kernelu [60] byl vybrán radiální 
kernel (RBF – radial basis function kernel). Parametr gamma určuje jaký vliv má 
jednotlivý příznak na celkovou klasifikaci. Při nulové hodnotě se kernel blíží  
lineárnímu, naopak při vysoké hodnotě je redukován na podpůrné vektory. 
Parametr C (cost) ovlivňuje přesnost klasifikace mezi třídami. Čím vyšší je 
hodnota parametru C, tím lépe je algoritmus natrénovaný, nicméně dochází k přeučení 
(overfitting), který negativně ovlivňuje klasifikaci. Naopak čím je parametr C menší, 
tím lepších dosahuje algoritmus výsledků, ale za cenu méně přesného natrénování. 
Dále jsou specifikovány podmínky, za kterých je trénování ukončeno. 
CV:TERMCRIT:ITER určuje maximální počet iterací (1000) pro trénování. Parametr 
epsilon udává minimální požadovanou změnu chyby klasifikace mezi jednotlivými 
iteracemi (0,000001). V případě splnění aspoň jedné podmínky je trénování algoritmu 
ukončeno. 
4.3 NN 
Implementovaná neuronová síť se skládá ze vstupní vrstvy, jedné skryté vrstvy a 
výstupní vrstvy. Na vstupní vrstvě je počet vstupů roven počtu příznaků rozlišovaných u 
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vstupních dat plus jednomu vstupu pro bias neuron. Počet příznaků je pro všechny 
snímky stejný - 6424. Celkem tedy vstupní vrstva obsahuje 6425 neuronů. Bias neuron 
je speciálním typem neuronu, který je propojen se všemi neurony skryté vrstvy. Bias 
umožňuje měnit zároveň váhy a aktivační funkci. Skrytá vrstva obsahuje 40 uzlů. Počet 
uzlů byl určen experimentálně v intervalu (5; 50) uzlů s krokem 1. Volba množství 
neuronů ve skryté vrstvě odpovídá doporučením v [61]. Ve výstupní vrstvě je počet 
neuronů (výstupů) roven počtu možných výstupů, tedy počtu možných klasifikací 
vstupních dat. V případně scénáře A se jedná o 28 výstupních neuronů (26 osob 
vlastních a jeden výstup pro osoby cizí). V případě sénáře B je počet výstupů 27 (26 
osob vlastních a jeden výstup pro osoby cizí). Symbolicky lze tedy architekturu sítě 
popsat jako 6425-40-28 (respektive 6425-40-27). 
K naučení sítě je využito trénovací metody zpětného učení - backpropagation. 
Jedná se o učení s učitelem (supervised learning). Nejdříve jsou inicializovány váhy 
s náhodnými hodnotami v rozmezí (-0,5; 0,5). Po každé klasifikaci vstupních dat (v 
případě práce po každé epoše - iteraci) jsou váhy upravovány v závislosti na správnosti 
klasifikace. Správnost klasifikace při trénování je určena učitelem, respektive je 
porovnána s očekávaným výstupem. 
Dále je definována aktivační funkce (sigmoida – SIGMOID_SYM) a koeficienty 
pro trénink sítě. Pro počáteční stanovení koeficientů, momentu (bp_moment_scale) a 
gradientu (bp_dw_scale) jsou použity doporučené hodnoty shodně rovny 0,1 [51]. 
Hodnoty obou parametrů se v průběhu učení samovolně mění. Sigmoida je jako 
aktivační funkce volena v drtivé většině případů [51], z toho důvodu je použita i v této 
práci. Moment zajišťuje, že funkce neuvázne v lokálních minimech a gradient redukuje 
chybu klasifikace při jednotlivých krocích zpětného učení. 
CvTermCriteria jsou podmínky pro ukončení trénování algoritmu analogické 
k ukončovacím parametrům u SVM. Opět je stanoven maximální počet iterací pro 
trénink a minimální požadovaná změna parametru epsilon. Hodnoty jsou identické 
s algoritmy SVM – 1000, respektive 0,000001. 
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5 TESTOVACÍ DATABÁZE A METODIKA 
TESTOVÁNÍ 
 
V první části následující kapitoly je popsána snímková databáze IFaVID využitá 
pro testování algoritmů. V druhé části je prezentována metodika testování klasifikátorů. 
5.1 Databáze 
Přestože existuje více veřejně dostupných databází, tak byla pro další testování 
zvolena snímková databáze IFaViD (IVECS Face Video Database) [49] společnosti 
EBIS, spol s.r.o. [59]. 
Na rozdíl od databází použitých  u experimentů popisovaných v kapitole 3 je 
databáze IFaVID vytvořená z reálného kamerového dohledového systému. Databáze je 
rozdělena na dva scénáře, A a B, s odlišnými podmínkami. U scénáře A byl snímán 
průchod osob chodbou, u scénáře B byla kamera umístěna nad identifikačním zařízením 
jehož použití bylo nezbytné pro otevření dveří. Počet snímků na osobu není jednotný 
vzhledem ke způsobu jejich sběru. Databáze je rozdělena na trénovací a testovací část.  
Trénovací část snímkové databáze obsahuje celkem 3158 snímků. Počet snímků na 
osobu se pohybuje mezi 30 – 129 pro scénář A a mezi 15 – 60 pro scénář B. Rozdělení 
databáze je popsáno v Tab. 5.1. 
Scénář A B 
Počet osob 27 26 
Počet snímků osob  2304 854 
Celkový počet snímků osob 3158 
Tab. 5.1 Trénovací část snímkové databáze IFaVID. 
Testovací část snímková databáze obsahuje celkem 7631 snímků osob vlastních a 
592 snímků osob cizích. Rozdělení databíze je popsáno v Tab. 5.2. 
Scénář A B 
Počet osob vlastních vlastních / cizích 27 / 65 26 / 14 
Počet snímků osob vlastních / cizích 6549 / 223 1082 / 369 
Celkový počet snímků osob vlastních / cizích 7631 / 592 
Tab. 5.2 Testovací část snímkové databáze IFaVID. 
. 
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5.2 Metodika testování 
IFaViD je otevřená databáze. To znamená, že databáze obsahuje osoby, pro které 
jsou vytvořeny vzory a při srovnání by je měl systém vyhodnotit jako osoby vlastní. 
Zároveň obsahuje osoby, které vzory nemají a měly by být databází vyhodnoceny jako 
osoby cizí. Předpokladem korektní klasifikace snímků do tříd je dostatečná testovací 
množina pro každou z osob vlastních a velké množství různých osob cizích. Obě 
uvedené podmínky jsou splněny použitím databáze popsané. 
Aby bylo možné kvantifikovat výsledky testování (úspěšnost klasifikace, 
respektive klasifikačních algoritmů) je nutno zavést metriky charakterizující 
rozpoznávací systém. Výčet a popis jednotlivých metrik je uveden v Tab. 5.3. 
Terminologie je převzata z [49]. 
Zkratka Název veličiny Popis veličiny 
TA True Acceptance osoby vlastní správně klasifikované jako osoby vlastní 
TR True Rejection osoby cizí správně klasifikované jako osoby cizí 
FR False Rejection osoby vlastní nesprávně klasifikované jako osoby cizí 
FA False Acceptance osoby cizí  nesprávně klasifikované jako osoby vlastní 
CC Correct Classification 
osoby vlastní správně klasifikované jako osoby vlastní a zároveň 
správně identifikovány 
FC False Classification 
osoby vlastní správně klasifikované jako osoby vlastní, ale 
identifikovány jako jiná osoba 
ERR Equal Error počet všech nesprávně klasifikovaných osob 
TC True Classification počet všech správně klasifikovaných osob 




osoby vlastní False Rejection (FR) 













osoby cizí True rejection (TR) 
Tab. 5.4 Grafické vyjádření vztahu mezi metrikami. 
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Vztahy mezi metrikami jsou graficky znázorněny v Tab. 5.4. Z dané tabulky lze 
vyčíst, že : 
 N TC ERR  , 5.1 
kde N je součet všech vstupních vzorků (nebo-li testovací množina). Metrika ERR 
vyjadřuje počet všech nesprávně klasifikovaných osob, který je součtem chyb: 
 ERR FR FA  , 5.2 
kde FR reprezentuje nesprávné odmítnutí osoby a FA nesprávné přijetí.  
Metrika TC představuje součet všech správně klasifikovaných osob vyjádřen 
vztahem: 
 TC TA TR  , 5.3 
kde TC je počet správně přijatých osob a TR počet správně odmítnutých osob. TA lze 
dále vyjádřit vztahem: 
 TA CC FC  , 5.4 
kde CC je počet správně identifikovaných osob vlastních a FC je počtem osob vlastních 
nesprávně přiřazených do jiné třídy (tj. identifikovaných jako jiná osoba z množiny 
osob vlastních). Korektní zařazení osob do tříd je zavedeno pro umožnění nastavení 
různých vrstev (přístupových práv) v systému. 
Zkratka Název veličiny Popis veličiny (poměr se vždy vztahuje k N) 
TAR True Acceptance Rate 
poměr osob vlastních správně klasifikovaných jako osoby 
vlastní 
TRR True Rejection Rate poměr psob cizích správně klasifikovaných jako osoby cizí 
FRR False Rejection Rate 
poměr osob vlastních nesprávně klasifikovaných jako osoby 
cizí 
FAR False Acceptance Rate 





poměr osob vlastních správně klasifikovaných jako osoby 




poměr osob vlastních správně klasifikovaných jako osoby 
vlastní, ale zařazených do jiné třídy 
ERRR Equal Error Rate poměr všech nesprávně klasifikovaných osob 
Tab. 5.5 Výčet a popis použitých poměrových metrik. Hodnoty všech metrik jsou vyjádřeny 
v procentech. 
Pro snadnější vyhodnocení výsledků jsou dále zavedeny metriky v poměru k počtu 







 , 5.5 
 
kde FAR vyjadřuje poměr nesprávně přijatých osob k celkovému počtu klasifikovaných 
snímků. Analogicky jsou vypočteny hodnoty i pro další poměrové metriky, viz Tab. 5.5. 
Dále budou pro interpretaci výsledků použity operační křivky (ROC – Receive 
Operating Characteristics). ROC křivka reprezentuje závislost CCR na FAR [1]. ROC 
křivka je vhodným nástrojem pro porovnání výsledku mezi systémy, nebo výsledky 
jednoho systému s různě nastavenými parametry. Operační křivky jsou tedy vhodným 
nástrojem pro zobrazení závislosti mezi metrikami uvedenými v Tab. 5.4 a Tab. 5.5. 
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6 TESTOVÁNÍ ALGORITMŮ 
Pro testování algoritmů byly použity snímky osob cizích a osob vlastních (osob s 
vytvořenými vzory). Testování probíhalo pro dva scénáře (A a B) lišící se provozními 
podmínkami pro zisk vstupních dat.  
Vizualizace dosažených výsledků je realizována operačními křivkami. Parametrem 
ROC křivky u metody nejbližšího souseda je práh klasifikátoru. Práh byl rozmítán 
v intervalu (0; 20 000) s krokem 500. Parametrem ROC křivky u metody podpůrných 
vektorů byl parametr C rozmítaný v intervalu (10; 0,5) s krokem 0,25. Parametrem 
ROC křivky u metody neuronových sítí je změna hodnoty biasu ve skryté vrstvě. 
Z hlediska reálného použití klasifikátorů je zásadní úspěšnost algoritmů při nízkých 
hodnotách FAR (poměr osob cizích nesprávně klasifikovaných jako osoby vlastní). 
Z toho důvodu jsou diskutovány výsledky v rozmezí 0 – 15% FAR. 
6.1 Výsledky testování – scénář A 
Z ROC křivek na Obr. 6.1 lze pozorovat, že při velmi nízkých hodnotách FAR (0-3%) 
bylo dosaženo nejvyšší úspěšnosti klasifikátorem K-NN (úspěšnost až 47,6%). Při 
nízkých hodnotách FAR (3-5%) došlo k vyrovnání úspěšnosti v rozmezí 6% 
(nejúspěšnějším klasifikátorem se stalo NN). Při FAR rovno 10% dosahují metody 
SVM a NN prakticky totožných výsledků. Při vyšších hodnotách FAR byl eliminován 
rozdíl mezi klasifikátory SVM a NN (metoda K-NN s odstupem 5%). 
 
 
Obr. 6.1 ROC křivka - scénář A. 
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Při vyšších hodnotách FAR došlo ke sbíhání výsledků jednotlivých klasifikátorů. 
Srovnání úspěnosti klasifikace jednotlivých algoritmů pro vybrané hodnoty FAR je 
provedeno v Tab. 6.1. 
 
Hodnoty FAR 0,01 0,02 0,03 0,04 0,05 0,07 0,10 0,12 
K-NN 0,425 0,448 0,476 0,489 0,499 0,520 0,549 0,560 
SVM 0,340 0,400 0,442 0,472 0,505 0,550 0,597 0,615 
NN 0,303 0,420 0,480 0,529 0,551 0,569 0,590 0,601 
Tab. 6.1 Srovnání klasifikátorů při vybraných hodnotách FAR. Scénář A. 
6.2 Výsledky testování – scénář B 
U scénáře B byly očekávány lepší výsledky vzhledem k příznivějším podmínkám pro 
identifikaci obličeje. Předpoklad byl při testování potvrzen. Z ROC křivek na Obr. 6.2 
lze pozorovat obecně vyšší úspěšnost klasifikace. 
 
Obr. 6.2 ROC křivka - scénář B. 
Hodnoty FAR 0,01 0,02 0,03 0,04 0,05 0,07 0,10 0,12 
K-NN 0,400 0,419 0,449 0,462 0,483 0,511 0,535 0,544 
SVM 0,359 0,421 0,471 0,508 0,530 0,582 0,626 0,632 
NN 0,262 0,336 0,390 0,429 0,481 0,530 0,549 0,569 
Tab. 6.2 Srovnání klasifikátorů při vybraných hodnotách FAR. Scénář B. 
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Při velmi nízkých hodnotách FAR byl opět nejúspěšnějším klasifikátorem K-NN 
(až 44,9%). Naopak v rozmezí FAR 3-5% dosáhla metoda nejbližšího souseda výrazně 
horší (rozdíl až 8%) úspěšnosti klasifikace oproti algorimu SVM (62,6%). V rozmezí 
FAR 5-10% se rozdíl mezi SVM a NN zvyšil až na 6% a odstup SVM od K-NN na 9%. 
Při vyšších hodnotách FAR lze pozorovat nečekaný průběh křivky NN v rozmezí FAR 
10-30%. Srovnání úspěšnosti jednotlivých klasifikátorů pro vybrané hodnoty FAR je 
provedeno je v Tab. 6.2. 
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7 ZÁVĚR 
Tato práce pojednávala o klasifikačních algoritmech určených pro identifikaci osob 
podle obličejů. V první kapitole je stručně zmíněna biometrika v obecné rovině. 
V druhé kapitole jsou uvedeny výhody, nevýhody a příklady využití rozpoznání 
osob dle obličeje. Dále je zmíněn proces detekce obličeje podmiňující vlastní 
identifikaci osob na příkladu Viola-Jones detektoru. Zároveň je představena metoda 
LBPH (Local Binary Pattern Histograms), která je v práci využita pro extrakci příznaků. 
Ve třetí kapitole je provedena rešerše klasifikačních algoritmů vybraných pro další 
implementaci. Jmenovitě se jedná o metodu nejbližších sousedů (K-NN), metodu 
podpůrných vektorů (SVM) a neuronové sítě (NN). U každého klasifikátoru je stručně 
nastíněn princip fungování. Dále jsou prezentovány dosažené výsledky algoritmů na 
základě uskutečněných experimentů v posledních deseti letech. 
Ve čtvrté kapitole je nastíněna implementace jednotlivých metod v jazyce C++ 
(prostředí programu Microsoft Visual Studio 2010) s využítím open source knihovny 
OpenCV. 
V páte kapitole je představena snímková databáze IFaVID, na které byly jednotlivé 
klasifikační algoritmy testovány. Jedná se o databázi vytvořenou z reálného 
kamerového dohledového systému. Výsledky testů jsou tedy relevantní v oblasti 
rozpoznávání obličejů v dohledových kamerových systémech. Dále je popsána 
metodika pro vyhodnocení výsledků testování. 
V šesté kapitole byly diskutovány dosažené výsledky jednotlivých algoritmů. 
Klasifikátory byly testovány pro dva odlišné scénáře databáze IFaVID. V obou dosáhla 
nejlepších výsledků metoda podpůrných vektorů. Ve scénáři A byla úspěšnost 
klasifikace 59,7% a ve scénáři B 62,6% při hodnotě FAR 10%. Úspěšnost metody 
neuronové sítě ve scénáři A dosahovala takřka identických hodnot 59,0%, ale  ve 
scénáři B byla jen 54,9%. Algoritmus nejbližšího souseda měl v obou případech 
nejhorší výsledky – ve scénáři A 54,9% a ve scénáři B 53,5%. Nicméně je třeba 
podotknout, že při FAR v rozmezí 1-3% dosahovalo K-NN nejlepších výsledků 40,0-
47,6%. 
Vzhledem k testování algoritmů v podmínkách blížícím se reálnému prostředí není 
možné porovnávat dosažené hodnoty s výsledky experimentů popisovaných v kapitole 
3, kde byly použity databáze snímků v ideálních podmínkách (ORL, FERET, Yale 
databáze, atd). Výsledky testů na snímkové databázi IFaVID ukázaly vliv jednotlivých 
klasifikačních algoritmů pro identifikaci osob podle obličeje v reálných podmínkách 
dohledového kamerového systému. 
Bakalářská práce splnila cíle v rozsahu požadovaném zadáním. Námětem další 
práce by mělo být prozkoumání jiných podtytpů implementovaných algoritmů. U 
metody nejbližšího souseda je možnost zkoumání vlivu volby jiného počtu 
porovnávaných vzorů (k), u klasifikátoru SVM použití přístupu „jeden proti všem“ 
(one-against-all) k řešení n-třídní klasifikace a u neurálních sítí využít dvou skrytých 
vrstev místo jedné. 
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SEZNAM VELIČIN, ZKRATEK A GLOSÁŘ 
 
1 – NN 1 – nearest neighbour; 1 – nejbližší soused 
CCTV  Closed Circuit Television; uzavřený televizní okruh 
DWT  Discrete Wavelet Transform; diskrétní vlnková transformace 
ERR  Equal error rate; chyba klasifikace 
ERRR Equal Error Rate; poměr chybně klasifikovaných snímků ku celkovému 
počtu N 
EU  Evropská unie 
FA False Acceptance; poměr osob cizích chybně identifikovaných jako 
osoby cizí 
FAR False Acceptance Rate; poměr osob cizích chybně identifikovaných jako 
osoby vlastní 
FRR False Rejection Rate; poměr osob vlastních chybě identifikovaných jako 
osoby cizí 
GMM  Gaussian Mixture Model 
HMM  Hidden Markov Model; skrytý Markovův model 
IFaViD IVECS Face Video Database (použitá databáze snímků) 
LBP  Local Binary Patterns 
LBPH  Local Binary Patterns Histograms 
LDA Linear Discriminant Analysis; lineární diskriminační analýza 
LTP  Local Ternary Patterns 
K – NN K – nearest neighbours; K – nejbližších sousedů 
NN  Neural Network; neuronové sítě 
OBSE  Organizace pro bezpečnost a spolupráci v Evropě 
PCA Principal Component Analysis; analýza hlavních komponent  
ROC Receive Open Characteristic; operační křivka 
SVM  Support vector machines (metoda podpůrných vektorů) 
USA  United States of America; Spojené státy americké 
TA True Acceptance; poměr správně identifikovaných osob vlastních 
TAR True Acceptance Rate; poměr správně identifikovaných osob vlastních 
 
identifikace  proces zjištění identity osoby v porovnání 1:n (kde n je rovno   
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 počtu  natrénovaných vzorů v databázi) 
klasifikace  zařazení objektu (obličeje) do třídy 
model  natrénovaný soubor příznaků pro srovnání s testovací množinou  
 při detekci tváře 
OpenCV  Open Source Computer Vision Library; otevřená knihovna funkcí 
 pro zpracování obrazu a strojové učení (viz [51]) 
osoby cizí  osoby systémem negativně identifikovány, pro které nebyla  
 nalezena shoda se vzorem 
osoby vlastní  osoby systémem pozitivně identifikovány na základě shody se  
 vzorem v databázi 
příznak  informace charakterizující obličej 
testovací množina sada dat určených pro otestování klasifikátoru 
trénovací množina sada dat určených pro natrénování klasifikátoru  
třída  skupina tvořená vzorem a mu náležejících objektů  (obličejů) 
verifikace  proces zjištění identity osoby v porovnání 1:1 (neznámý   
 obličej:vzor) 
vzor  natrénovaný soubor příznaků osoby pro srovnání s testovací  
 množinou při rozpoznání tváře 
 
