We solve a communication problem between a UAV and a set of receivers, in the presence of a jamming UAV, using differential game theory tools. We propose a new approach in which this kind of games can be approximated as pursuit-evasion games. The problem is posed in terms of optimizing capacity, and it is solved in two ways: firstly, a surrogate function approach is used to approximate it as a pursuit-evasion game; secondly, the game is solved without that approximation. In both cases, Isaacs equations are used to find the solution. Finally, both approaches are compared in terms of relative distance and complexity.
Introduction
The jamming problem in wireless links has received a lot of attention in research. The expansion of wireless communications has been responsible for that. A field of interest in this area is related to communications between unmanned aerial vehicles (UAVs), whose communications must be wireless and hence vulnerable to jamming attacks. This is an area of research where different attack/defense strategies have been proposed. A wide variety of techniques are used, such as spectral channel surfing and spatial positioning of the nodes [27] , game theory tools [12, 13, 25, 26] , or the use of a honeypot node [4] . A general survey of jamming techniques is presented in [20] .
In case that the jammer and communicating nodes are mobile, the attack can be modeled as a zero-sum, noncooperative differential game [1] . There are several tools dedicated to analyze this kind of games, especially for twoplayer games [8, 11] . There are specific solutions for some multi-player games, such as [3, 19, 24] . The main tools used are the Hamilton-Jacobi-Bellman-Isaacs equations, which are difficult to solve to obtain an analytical solution. In some specific games, the game can be solved using only Isaacs equations [8] , which greatly simplify the *Correspondence: j.parras@upm.es 1 Universidad Politécnica de Madrid, C-303, Avda Complutense 30, 28040 Madrid, Spain Full list of author information is available at the end of the article analysis. However, Isaacs equations are not very known, and in this work, we also relate them to Bellman and Pontryagin methods, showing that Isaacs equations are a particularization of them for pursuit-evasion games. The main advantage of Isaacs equations relies on the fact that they provide a method that uses a set of steps to find the solution to the game.
Another contribution of this work is posing the problem of pursuit-evasion in terms of capacity, which none of the cited works do. This approach allows us to study the problem from the communications point of view: our target is to optimize the communications capacity, which to the best of our knowledge, has not been done yet. We approximate the communications capacity by a linear function, and it turns out that solving the game using that function becomes unpractical. We also solve the pursuit-evasion game-without taking into account the communications capacity-and we show that both problems have very similar solutions. Hence, we show that it is possible, under certain circumstances, to approximate the hard capacity problem by an easier pursuit-evasion game, which could be solved either analytically-as we do-or using numerical methods, as in [9] .
This work also expands a previous one [18] . In both works, we study the case in which there is one UAV trying to communicate with receiver nodes while another UAV
Introduction to game theory
Game theory [1] is a branch of mathematics that deals with interactions among multiple decision makers called players. A player tries to optimize her own objective function, which generally depends on the actions of other players, which means that a player cannot optimize her objective function independently of the rest of players.
In this paper, we will center in non-cooperative, dynamic, zero-sum games. Non-cooperative games model the actions of agents trying to maximize their own objective function. In these games, the solution concept that is used is a Nash equilibrium, named after the mathematician John Nash who introduced and proved this concept [16, 17] : a Nash equilibrium is such that none of the players can improve her payoff by a unilateral move.
A game is dynamic if a player takes different decisions over time [5] . In these games, the objective function of the players depend on a state which changes with time. Also, each player makes various actions, which are collected by her strategy, which is a function of time.
In the case of dynamic games, the time interval over which the game takes place can be finite, that is, t ∈ [0, t f ], or infinite, when t ∈ [0, ∞): that causes games to be of finite or infinite horizon. Also, it is possible that this time is discrete or continuous; in the second case, the game is usually called differential game.
Finally, a game is called zero-sum if the sum of the objective functions of the players can be made zero after appropriate positive scaling and/or translation that do not depend on the decision variables of the players (i.e., their actions or controls) [1] .
Introduction to differential games
A differential N player game, with N players and where N := {1, .., N} is the players set, has the following elements:
• A continuous time interval, t ∈ [0, t f ], where t f is the final time of the game. This interval denotes the duration of the evolution of the game, which can be finite in case that t f < ∞ or infinite otherwise. In this work, we will study finite horizon games.
• A trajectory space, denoted by S , which is an infinite set whose elements are the permissible state trajectories, denoted as {x(t),
, where S 0 is a subset of a finite-dimensional vector space. The trajectories x(t) describe the state of each player in each time instant.
• An action space for each of the N players, denoted by U i , which is an infinite set defined for each i ∈ N . The elements of this set are the permissible controls of player i. There exists a set
. The controls will be functions of the time, and the game solution searches for the optimal control function for each one of the players that drive the game to a Nash equilibrium situation.
• A differential equation, called the dynamics equation, which defines how the states vary with time as a function of the players' controls, states, and time. Its solution describes the state trajectory of the game as a function of controls and initial state (i.e., x 0 ). Its form will be:
• A set-valued function η i (t) which determines the information that is available to player i at time t. There are two main information patterns [1]:
The player can only access the initial state of the game. 2. Closed-loop perfect state (CLPS) information, if
The player has access in every stage of the game, to the current, past, and initial states.
• Two functionals for each player,
, is well defined. Its form is:
This cost functional is the objective function. L i is called the running cost, and G i is the terminal cost, the former being the cost incurred while the game is being played and the latter being the cost that adds up in a particular terminal state.
Standard methods for solving differential games
In order to solve a differential game, the information structure η i (t) plays a key role in the solution procedure used [28, pp 22-32] . Mainly, two approaches are followed: the maximum principle of optimal control, developed by Pontryagin [21] , is used to solve open-loop games, whereas the principle of dynamic programming by Bellman [2] is used to solve closed-loop, perfect state information games. If the information structure follows an open-loop pattern, each player can only access the initial state of the game, and this information allows each player to know the optimal trajectories of the others. Hence, the controls become a function of initial state and time. The solution to this problem uses the maximum principle of Pontryagin and is characterized using the following theorem [28, pp 24-25 
This theorem could also be used to obtain solutions under closed-loop information structure; however, the partial derivative with respect to x in the costate equations would receive contributions from dependence of the others N − 1 players' strategies on the current value of x, which complicates the solution. Another problem is that there are, in general, an uncountable number of solutions, due to information non-uniqueness.
In order to avoid these problems, closed-loop perfect state (CLPS) information structure is used. The solution to this problem uses Bellman's dynamic programming principle and is characterized using the following theorem [28, 
Observe that the expression from Theorem 1 can be obtained from the optimality system in Theorem 2 in the case where the value function is smooth. If the value function is not smooth, weak derivatives or derivative in the distribution sense can be used as well.
Pursuit-evasion games
Let us particularize the expressions in Section 2.2 for a two-player, zero-sum, pursuit-evasion game. Being twoplayer means that there are N = 2 players, called pursuer and evader, respectively. The pursuer tries to catch the evader, whereas the evader seeks to flee from the pursuer. Their controls will be called φ(t) and ψ(t), and the dynamics equation will be provided by the concrete setup of the game. The state vector will be called x(t). Both players will have the same cost functional with opposite sign, and hence, the rewards add up zero, and thus, the game will be zero-sum. That means that the gains of one player are the losses of the other. This payoff function is given by the following functional, which comes from (2):
In a pursuit-evasion game, final and running costs are G = 0 and L = 1 , respectively; thus, the payoff function will be π = t f , where t f stands for capture or termination time. Pursuer tries to minimize the capture time and evader tries to maximize it.
The game outcome obtained if both players implement their optimal strategy will be called value function
, where φ * denotes the optimum value of φ and ψ * is the optimum value of ψ, for any state x(t) in the state space. The gradient of the value function will be denoted as ∇V . Lastly, the concrete setup of the system will provide the dynamic equation, which will be expressed in the following form:ẋ = f (x(t), φ(t), ψ(t)).
Finally, a key element of the solution procedure is the Hamiltonian, which is built using the dynamics equation, the gradient of the value function, and the running cost of the game as follows:
where ∇V T is the transposed of the vector ∇V .
Isaacs' approach
Apart from the methods described in Section 2.3, another approach can be used to solve certain kind of games: Isaacs' equation [8] . This method can be used to solve open-loop games, which satisfy the following conditions:
• The game is two players, zero-sum, and pursuit-evasion type. Being a pursuit-evasion game implies that final time is free (i.e., to be optimized), but this condition can be relaxed [8, p. 34 ].
• The Hamiltonian is separable on its controls [8, p. 35] .
If these hypotheses are satisfied, the Hamiltonian satisfies the following conditions along the optimal trajectories:
1.
The first condition means that any unilateral deviation by the pursuer leads to a smaller Hamiltonian value (and any unilateral deviation by the evader leads to a larger Hamiltonian value), which is the Nash equilibrium definition. The second condition means that when both players use their optimal controls, the Hamiltonian is zero.
The method used by Isaacs has the following steps:
• First, the system states must be defined, and a dynamics equation that relates states with controls must be obtained. This dynamics equation will have the following form:
• Secondly, the Hamiltonian must be built and optimized. This is done using Isaacs "main equation 1," which is the Hamiltonian:
where V x i stands for the partial derivative, that is,
, and f i is the i th component of f (x(t), φ(t), ψ(t)) Eq. (5). This expression must be solved in order to obtain the optimal controls. These are substituted into the Hamiltonian to obtain the optimal Hamiltonian, denoted by H * .
• Thirdly, the optimal trajectories are obtained using a backward procedure in which the retrogressive path equations (RPE) play a key role. These equations are a function of retro-time τ , which is the time-to-go, obtained using the following variable change:
where t f is the termination time of the game. Intuitively, τ is a backward time: it goes from final time t f until initial time t = 0. Hence, initial conditions in τ will be final conditions in time.
There will be two different RPEs. The first kind depends on the states and are obtained from the dynamics in Eq. (5). These RPEs have the following form:
wherex denotes the derivative of x with respect to retro-time τ and x(τ ) = x(t)| t=τ . That means that these RPEs are obtained changing the sign of the dynamic equation. The second kind of RPEs depend on the gradient of the value function. Along the optimal trajectory, the following adjoint equation holds:
Using Eq. (7), the adjoint equation becomes:
Hence, the RPEs related to the gradient are also related to the left-hand side of the "main equation" (ME) (6), according to this expression [8, p. 82] :
where x k refers to the states.
• In order to solve the RPEs, initial conditions in retro-time are needed. The terminal surface is defined as a manifold, denoted by h, which is parametrized using n − 1 variables (where n is the number of states). Each of these variables will be called s i , i ∈ 1, ..., n − 1. These will be initial conditions in τ (in time t, they are final condition), and they are obtained using the following expression:
where G is the final cost of the game considered, h the terminal manifold, and s k the variables used to describe this manifold.
• Once those final conditions in time are obtained, the RPEs are integrated in order to find out the optimal trajectories and the optimal controls for the posed game. However, these trajectories will be function of final time conditions, but we only know initial time conditions. In order to solve this problem, the final time t f must be obtained in order to get a system of equations that may allow us to obtain these final conditions in time from the initial ones. In doing this, the following vectorial identity is used, where s are the final conditions, initial state x 0 are the initial conditions, and T are the trajectories obtained after integrating the RPEs. The solutions of this equation system are the final conditions, depending on initial ones; by substituting these values on the trajectories equations, the dependency on initial conditions appears.
Comparison of Isaacs with Bellman and Pontryagin approaches
Isaacs' method described above is closely related to Pontryagin approach to solve games. If we compare Theorem 1 with Isaacs equations, it is possible to see that the first point of the theorem corresponds to Isaacs' main equation 1 (6) , the second one is the dynamics equation as appears in Eq. (5), and the third point is the adjoint equation which Isaacs includes in Eq. (9) . Pontryagin uses costate functions, that he calls (t), which can be identified with the gradient of the value function ∇V that Isaacs uses. Also, the final conditions on costate functions from Pontryagin and gradient of the value function that Isaacs used are obtained through partial derivatives of the final cost, as in Eq. (12) and the fourth point of Theorem 1. Hence, it is possible to see that Isaacs equations are actually a particularization of Pontryagin's method, for the concrete case that the game is zero-sum and two players and that controls are separable. Thus, it can be used to obtain open-loop solution to games that fall into this category.
Isaacs method is also related to Bellman method. Let us start from Hamilton-Jacobi-Bellman (HJB) equation, which comes from the first point in Theorem 2, using the definition of Hamiltonian from Eq. (4):
Isaacs' main equation [8, p. 67] can be seen as a particular case, when ∂V ∂t = 0 , and hence, H * = 0. Also, the game must be two players, zero-sum, and pursuit-evasion type, and its Hamiltonian must be separable on its controls.
Thus, if V, the game value function, does not depend explicitly on time, and these conditions are satisfied, Isaacs approach becomes also a particularization of Bellman equation (as it was expected: even the basis of their equations, Isaacs' "Tenet of transition" [8] and Bellman's "Principle of Optimality" [2] , are very similar). This condition is also satisfied, according to [7, p. 36] , when the optimal control problem that is being solved is time-invariant and the final time is free, i.e., needs to be optimized. This is extended to differential games [1, p 223]: a game is timeinvariant if time does not appear explicitly as a variable in dynamics equation, running and terminal costs, and termination condition. In that case, partial derivative of value function with respect to time will be zero.
The drawbacks that arise when using Pontryagin's method to solve closed-loop games (Section 2.3) would also affect Isaacs equations. Hence, they are usually only employed to solve open-loop games. Yet, as it is described in [1, pp 345-350], the solutions to some pursuit-evasion games are usually first obtained in open-loop strategies and then synthesized to feedback strategies, provided that both exists. Hence, in pursuit-evasion games, open-loop and feedback solutions are related. Bellman approach provides a sufficiency condition for saddle-point strategies, but his main drawback is that the value function V is generally not known ahead of time. In order to overcome this, Pontryagin method is used in order to obtain a set of necessary conditions for an open-loop representation of the feedback solution: if both open-loop and feedback equilibria exist, Pontryagin will lead to the desired solution. Hence, in these games, it is usual obtaining an openloop representation of the solution, which then can be synthesized to obtain the feedback strategy. This is the main contribution of Isaacs method: obtaining open loop solution for games that fall into the category of pursuitevasion, thus providing a simpler method than Bellman's equation.
Problem description

Capacity approximation
In this section, we pose a capacity game. Let us suppose that there are two UAVs and a high number of receivers, which can be static or dynamic. The communicator tries to communicate with the receivers, whereas the jammer tries to jam this communication. Thus, both players have opposite objectives, and hence, a zero-sum game between them is posed.
The total capacity in this scenario can be computed as the sum of the different capacities at each receiver. Considering a free-space propagation model, orthogonal modulation, and using Shannon's capacity formula, the total capacity per bandwidth unit of the system depends on the signal to interference plus noise ratio (SINR) as follows:
In the expression before, P c and P j are the communicator and the jammer transmission fixed power, respectively; d c,ri and d j,ri are the euclidean distances between the communicator or the jammer and receiver i, respectively, considering that there are N receivers; and N 0 is the noise floor power. The jammer sends a signal that is seen as interference by the communicator and the receivers: this jamming is referred to as trivial jamming [3] . The effectiveness of the jamming will be measured using the SINR. We consider that jamming is effective when SINR falls below a certain level threshold SINR min .
In order to optimize the expression in Eq. (15), it would be necessary to know the position of each receiver in every time instant (and their dynamics if they were mobile). If there is no knowledge about receiver positions, a different approach is required. Let us suppose that receivers and UAVs move in the R 3 Cartesian space; thus, in every time instant, the position is defined by the vector (x, y, z). Let us assume that both UAVs move on the same plane (i.e., they have constant z-coordinate) and that all mobile receivers also move on the same plane, being the distance between the plane of receivers and the UAVs plane. This situation is shown in Fig. 1 .
We assume that the communication channel is interference-limited [10, 22] , that is, the jamming power is much higher than thermal noise. That means that
N 0 . Hence, the SINR can be approached by the SIR-that is, we neglect the noise term in Eq. 15. If the receiver positions in the plane are considered to be a random vector S = (S x , S y ), with arbitrary probability density function p i (S x,i , S y,i ), the game payoff can be computed as the mathematical expectation of the SIR as follows:
where dS i = dS y,i dS x,i , and
, respectively, the distance between the communicator or the jammer and receiver i, whose plane coordinates are (S x,i , S y,i ). If the random variables S i are considered to be independent and identically distributed (i.i.d.), assuming that receivers follow a uniform distribution over a square region in the interval [ −D, D] in coordinates X and Y and assuming that this square region is much larger than the zone in which UAVs move and also much larger than , as it is shown in [18] , the expression in Eq. (16) is approximated as:
where r = (y c − y j ) 2 + (x c − x j ) 2 . Hence, the capacity depends on r, the squared norm of the vector pointing from the communicator to the jammer. The jammer wants to minimize capacity and that means trying to be spatially close to the communicator, whereas the communicator tries to maximize capacity and that means being spatially as far as possible from the jammer.
Hyperbolic arcsine linearization
The expression in Eq. (17) can be further simplified linearizing the hyperbolic arcsine term. In order to do so, let us consider the following expression:
where K is a constant, that, in Eq. (17), is:
We want to fit this function using a linear expression, that is:
where m is the slope of the line and b is the intercept. In order to approximate this function, we must obtain the optimal parameters m and b that satisfy the optimization problem:
That is, we want to minimize the squared error between the original function and the fit, considering that the distance between players r is between 0 and D. Minimizing in a grid over K, b, and m and adjusting the results in the least squared sense, we obtain the following expressions:
Finally, the relative error is computed using m(K) and b(K) from (22) as:
The relative error obtained in our simulations is always inferior to 1% and is monotone decreasing with K. Hence, applying the expressions in Eqs. (22), (20) , and (19) to simplify Eq. (17) yields the following simplified, linear expression for the capacity:
whose slope and intercept are:
4 Pursuit-evasion game of two UAVs
Introduction
In this section, the two-person, zero-sum, pursuit-evasion game that appears when approximating the problem described in Section 3 will be solved using Isaacs' method, described in [8, Chap. 4] , as a pursuit-evasion game, with running cost L = 1. The solution to the capacity game involves that the jammer tries to be close to the communicator and the communicator tries to be far away from the jammer. This is also the idea in pursuit-evasion games, yet in these games, the payoff is not in terms of capacity, but in terms of capture time (Section 2), and hence, the running cost is L = 1 in these games. In this case, we are using a surrogate function approach, which gives an approximation of the solution. We consider each UAV to have a constant acceleration, that will be F p for the pursuer and F e for the evader. A friction limit will be used, for the speed not to grow unbounded, denoted by k p and k e for the pursuer and evader, respectively. Therefore, the maximum speed will be F/k. This setup is an extension to Isaacs "isotropic rocket" game [8, pp. 105-116] , but considering that pursuer and evader have the same dynamics: constant acceleration and bounded speed.
Dynamics of the UAVs
Each player control variable will be their heading angle with respect to y-axis, which will be noted φ for the pursuer and ψ for the evader. Considering that there are eight states, which will be the position (x and y coordinates) and the velocities (u and v, which are the velocity components) of the pursuer and evader, the dynamics are:
Game solution
We have already posed and solved this game in [18] using Isaacs' equations. The optimal control and trajectories obtained depend on the final conditions of the game.
In order to determine these final conditions, we must define the terminal surface (i.e., the surface where the pursuer captures the evader), which we will call h. By considering that the capture distance is l, the surface capture will be the ball whose center is the evader position: when the pursuer enters that ball, the game ends and capture occurs. Hence, the termination surface will be the sphere in which the distance between the pursuer and the evader equals l, the capture distance. It can be parameterized using n − 1 variables (where n is the number of states) as follows, where we recall that s i are the final time condition variables:
In [18] , it was shown that the optimal controls are:
where s 5 is the final heading angle of each player, which is the same for both of them. Hence, both optimal controls are constant and equal to both players.The same solution is obtained in the original setup [8, p. 109], though the dynamics are different in this setup. Finally, the optimal trajectories were obtained in [18] : 
Analytical solution to the system
The equations in Eq. (29) give the optimal trajectories for both players, depending on the parameters used to describe the terminal sphere and the retro-time τ , which are unknown. Since initial conditions are known (i.e, initial positions and speeds of both players), it is possible to obtain these parameters by equaling the equations in Eq. (29) to the initial conditions and particularized to t = 0, that is, τ = t f − t = t f . This system, is nonlinear and trigonometric and may be hard to solve. To simplify its resolution, we apply the same procedure that Isaacs used [8, pp. 110-111]: the final time t f is obtained from the initial conditions and game parameters by squaring and adding these two identities and by using that cos 2 (α) + sin 2 (α) = 1:
where x = x p − x e , y = y p − y e and:
The resulting expression, which is in Eq. (32), only depends on known initial conditions and game parameters, and hence, it is a nonlinear function of τ . By solving for τ , that is, g(τ ) = 0, the τ obtained will be the final time of the game, that is, τ = t f .
Once that t f has been obtained, it can be replaced in the system in Eq. (29). If this system is particularized for the initial time conditions, doing the following variable change, w 1 = cos(s 5 ), w 2 = sin(s 5 ), yields a linear system which can be solved using standard techniques (recall that w 2 1 + w 2 2 = 1). An illustration of these steps is shown in Algorithm 1.
Algorithm 1
Steps for the analytical approach 
Optimization solution to the system
The technique proposed in the section before to solve the equations system in Eq. (29) has a big drawback: due to the exponentials involved in the system, the solution is not always found by the computer. A different approach can be done in order to obtain the final conditions from the initials, based on searching an optimum of a cost function. We do a search over a two-dimensional surface: since we know the initial conditions of the game, the trajectories can be computed numerically using the expressions in Eq. (26) . To do so, a Runge-Kutta method is used to solve the differential equations that control the dynamics of the UAVs. Only two parameters are needed to obtain these trajectories: the final time t f and the final heading angle s 5 .
After numerically obtaining the trajectories, congruency is checked: in final time, capture occurs and heading angle corresponds to s 5 . If both conditions happen, then the point is a candidate to be a solution to the game.
We implement this approach in order to obtain the game solution. The numerical ODE solver chosen is a Runge-Kutta one, based on Dormand-Prince (4, 5) pair [6] . The duple (s 5 , t f ) that is considered the solution is chosen as the duple where capture happens, that is, final distance between players is equal or smaller than capture distance l , and which has the smaller absolute error between the final heading angle obtained in the trajectories and the introduced a priori in the duple. The final heading angle can be obtained from Eq. (27) as:
where x e,f , x p,f , y e,f and y p,f are the final points in the trajectories numerically obtained. Finally, we put these conditions in a cost function which we minimize. Its form is:
where k 1 , k 2 , and k 3 are constants; d f is the final distance between players, computed using the trajectories values; l is capture distance; s 5 is the final heading angle supposed a priori; andŝ 5 is the final heading angle, computed with the trajectories using Eq. (33). The first term is an analytic and smooth approximation for the Heaviside step function, when k 1 = 1. The parameter k 2 controls how sharp the transition will be in d f = l: larger values of k 2 give a sharper transition, closer to the ideal but non-smooth step function.
For adequate values of the constants k 1 , k 2 , and k 3 , it is possible to get the cost function that we need. If d f > l, the exponential argument is negative and hence small, so the first term is approximately k 1 . If k 1 > k 3 |s 5 −ŝ 5 |, then, the value tends to be k 1 . This is the case where capture does not occur.
If capture occurs, d f < l , and hence, the exponential argument is positive. For sufficiently high values of k 2 , the first term of the cost function vanishes, and hence, the cost function tends to be k 3 |s 5 −ŝ 5 |. This means that when capture occurs, the cost is proportional to the absolute error between heading angles, as we intended.
Hence, the cost function defined in Eq. (34) will be used for the two dimensional search proposed. We consider that the constants are k 1 = 1, k 2 = 500 , and k 3 = 1. The non-convex algorithm Simultaneous Optimistic Optimization (SOO) details can be found in [14, 15] . This algorithm is used in order to obtain the game solution-i.e., final heading angle, which is the control, and time of capture, which is the payoff of the game. An illustration of these steps is found in Algorithm 2.
Hybrid solution to the system
An intermediate approach between the analytical and the optimization methods proposed in the previous sections can also be considered. It consists in simplifying the twodimensional optimization method by computing the right t f using Eq. (31). Hence, in this case, we first obtain the Algorithm 2 Steps for the optimization approach 1: Obtain initial conditions and game parameters 2: while Cost in (34) is greater than threshold do 3: Guess a pair (s 5 , t f ) 4: Solve ODE system numerically from (26) , using the (s 5 , t f ) pair guessed 5: Obtain capture time andŝ 5 from trajectories using (33) 6: Compute cost for the pair (s 5 , t f ) using (34) 7 This approach needs less iterations of the optimization algorithm, and hence, it is faster at the cost of having to solve numerically the expression shown in Eq. (31) in order to obtain the optimum final time. An illustration of these steps is found in Algorithm 3.
Algorithm 3
Steps for the hybrid approach 1: Obtain initial conditions and game parameters 2: Obtain final time using Eq. (32) 3: while Cost in Eq. (34) is greater than threshold do 4: Guess a value for s 5 5: Solve ODE system numerically from Eq. (26), using the t f computed and s 5 guessed 6: Obtain capture time andŝ 5 from trajectories using Eq. (33) 7: Compute cost for the pair (s 5 , t f ) using Eq. (34) 8: end while 9: The pair (s 5 , t f ) is correct: optimal trajectories are obtained by solving ODE system numerically from Eq. (26), using that (s 5 , t f ) pair {SOO is used in steps 3-8}
Simulation 1: comparison between analytical, optimization, and hybrid solution approaches
In this section, the three methods proposed in 
, N = 100, P j = 1.11 , and P c = 1 , using a SINR threshold of SINR min = 1 in the receivers for communications to be considered successful. The non-convex optimization algorithm implementation used [14, 15] in the optimization and hybrid methods stops when a fixed number of iterations have been done, regardless of whether a solution was found or not. In order to study how the iteration number affects to solution obtaining, we run the algorithm three times for optimization method (using {10 3 , 10 4 , 10 5 } iterations) and for the hybrid approach (using {10 2 , 10 3 , 10 4 } iterations).
A point is considered to be a valid solution after iterating if its cost from Eq. (34) is smaller than a threshold. Since the cost will be smaller than one if and only if capture happens, we set 0.9 as threshold. In order to compare the different methods, we define the relative distance between the solutions given by each method as:
where ||x|| 2 is the Euclidean norm of vector x;x is the solution vector that the analytical method provides-its two components are final heading angle and final time,
andx is the solution vector that either optimization or hybrid method gives. Hence, this is a relative measure of how far are the solutions: a smaller value means that solutions found are close between the methods tested. Our simulations show that for the hybrid method, this relative distance is always inferior to 0.05%; for the optimization approach, it is always below 3.5%. Finally, Table 1 presents the results obtained with each method. It is possible to see that the hybrid method yields the highest number of solutions found, being able to find all the solutions for the proposed grid points. The second best solution is the analytical method, and the worse in number of solutions found is the optimization approach.
Comparing all the approaches, it is possible to see that the hybrid method yields better performance than the optimization method. The drawback is that it needs to solve a nonlinear expression for final time, but it achieves a solution with a smaller relative distance and it takes less iterations-which means less computation cost and time. Finally, analytical method is the fastest, but due to the nonlinearity of the system to be solved, a solution is not always achieved-in the proposed grid, though, that happened only once.
Capacity game of two UAVs
Introduction
In this section, Isaacs' method, described in [8, Chap. 4], will be used to solve the linear approximation of the capacity game described in Section 3. The running cost L will be considered to be linear Eq. (24): 2 , A and B are constants whose expressions are in Eq. (25) . The final cost G will be considered to be zero. As in Section 4, we consider each UAV to have a constant acceleration and a friction limit. Again, this setup is an extension to Isaacs "isotropic rocket" game [8, pp. 105-116], but considering that pursuer and evader have the same dynamics and using a different running cost.
Dynamics of the UAVs
We consider the player to have the same control variable as in the previous section, which will be their heading angle with respect to y-axis. Hence, there will be eight states, as in the previous case, and the dynamics of pursuer and evader are the same as in Eq. (26).
Control optimization
Building the Hamiltonian using Isaacs "main equation" [8, p. 67] yields:
+V x e u e +V y e v e + V v e (F e cos(ψ) − k e v e ) + A + Br = 0
Using that controls are separable:
The optimization problems in Eq. (36) is solved using the same approach as in Section 4.3, and the Hamiltonian Eq. (36) becomes:
+V x e u e + V y e v e + ρ e F e − k e (V v e v e + V u e u e ) = 0 (37)
Retrogressive path equations
The sixteen retrogressive path equations (RPE) are obtained using the same expressions in Eqs. (8) and (11) . The eight equations that depend on the dynamics equation are the following:
werex denotes derivative of x with respect to τ .The eight RPEs that depend on the gradient of the value function are obtained through derivation of the Main Eq. (37) with respect to each state variable. The resulting RPEs are:
These second group of RPEs are different from the ones obtained in the game solved before because of using a different running cost.
Final conditions
We consider that the capture distance is l and that the surface capture will be the ball whose center is the evader position and whose radius is l. Its parametrization can be found in Eq. (27) . Using Eqs. (27) and (12), taking into account that the final cost G is zero, the final conditions obtained are: 
where the value of r was substituted. The expression in the denominator can be simplified: if final speeds of pursuer and evader are called, respectively, v f ,p and v f ,e , we have that:
Replacing and manipulating in Eq. (42), taking into account that cos 2 (s 5 ) + sin 2 (s 5 ) = 1 yields the following expression for λ:
RPEs integration
Let us start integrating the equations in Eq. (39). The four equations for V x e , V y e , V x p , V y p are solved using the initial condition found in the previous section, and it yields:
where λ is defined as in Eq. (44 
where:
It is possible to see that the optimal controls in Eq. (46) are neither constant nor equal for both players, as it happened in the problem in the previous section (see Eq. 28) . In this case, trajectories of both players are coupled, and the game is still open loop: optimal trajectories and controls, though coupled, can be obtained from initial conditions of the game.
The complex expressions for the controls in Eq. (46) causes that obtaining a closed expression for speeds and trajectories is hard. Also, since the controls depend on λ and λ depends on the final conditions in Eq. (44), if there are no closed expressions for the trajectories, the approach followed in Section 4.4 cannot be used to obtain the final conditions using the initial conditions: for this game, we have no analytical solution procedure. Hence, in order to solve this game, a similar approach to the one described in Section 4.5 will be used.
Simulation 2:optimization approach solution to capacity game
In order to extend the approach proposed in Section 4.5 to this capacity game, the same grid used there for the initial conditions will be used here, that is, x e,0 , y e,0 ∈ {1, 6, 11}, x p,0 , y p,0 ∈ {−10, −5, 0}. The rest of the parameters are as follows:
, N = 100, P j = 1.11 and P c = 1, using a SINR threshold of SINR min = 1 in the receivers for communications to be considered successful. The control equations in Eq. (46) will be used to numerically solve the system in Eq. (26) and hence obtain the trajectories. The numerical solver used is not the same that was described in Section 4.5, since the ODE system might become stiff, and hence, a different method is required in order to be time-efficient. In this case, a variable-step, variable-order solver based on the numerical differentiation formulas of orders 1 to 5 is used, combined with Gear's method [23] .
The non-convex optimization algorithm used will be the same that was used in previous section (SOO). The search will be performed over three dimensions, since there are three initial parameters to be obtained: final heading angle and final time (s 5 and t f respectively), and the final difference of speeds, v f ,p −v f e , which is required to solve Eq. (44). The number of iterations chosen are {10 3 , 10 4 , 10 5 }.
Finally, the cost function will be adapted from Eq. (34) as:
where the first two terms are the same than in Eq. (34) and the third one is due to the final difference of speeds, where v f corresponds to the final difference of speeds introduced a priori, whereasˆ v f corresponds to the final difference of speeds in the trajectories numerically obtained. Hence, this cost function tries to minimize the error between final heading angle and final difference of speeds, as well as adding a term if capture does not happen. In this simulation, k 1 = k 3 = k 4 = 1 and k 2 = 500, and the threshold in cost function Eq. (48) to consider a point valid is 0.9 again. An illustration of the steps followed in this method can be found in Algorithm 4.
Algorithm 4
Steps for the optimization approach Also, an approximation of this method will be tested. If final time t f is sufficiently high for both players to be able to accelerate until they reach their speed limits, it is possible to approximate the final difference of speeds as follows:
Using this approximation allows to reduce the dimensionality of the search to two dimensions, which means a smaller computational cost and time because we only search for final heading angle and final time. The cost function used will be Eq. (48). Considering the final conditions triplet (s 5 , t f , v) , we use the relative distance in Eq. (35) as the error metric, wherex is the triplet of final conditions obtained with the optimization approach andx is the triplet of final conditions obtained with theˆ v approximation, in which v follows the expression in Eq. (49). Our simulations show that this error is always smaller than 1.5%, and hence,ˆ v approximation is validated. An illustration for the steps followed in this approximation can be found in Algorithm 5.
Algorithm 5
Steps for theˆ v approximation approach 1: Obtain initial conditions and game parameters 2: Obtain an approximation ofˆ v using Eq. (49) 3: while Cost in Eq. (48) is greater than threshold do 4: Guess a pair (s 5 , t f ) 5: Solve ODE system numerically from Eq. (26), using Eq. (46), the (s 5 , t f ) pair guessed and theˆ v approximation 6: Obtain capture time,ŝ 5 andˆ v f from trajectories 7: Compute cost for the triple (s 5 The results obtained can be observed in Table 2 and are similar to the ones in Table 1 for the optimization approach. It is important to note that this game requires more iterations than the one in Table 1 , and hence, the computational cost and time to solve this capacity game increases with respect to the one in the previous section. Also, we see thatˆ v approximation is less computationally costly: it yields more solutions with the same number of iterations. 
Comparison between games proposed
In Section 3, the main problem was posed is a UAV tries to communicate with some receivers, whereas another UAV tries to jam that communication. Two different approaches were used to solve the problem: a surrogate function approach in Sections 4 and 5; the game was solved in terms of capacity. In this section, the trajectories and controls obtained in both approaches will be compared. Since the simulations done in the sections before were run on the same grid of initial conditions for both games, it is straightforward to compare the results.
First, in Fig. 2 , it is possible to see two trajectories solved using different approaches for the same initial conditions, the first with a small relative distance and the second with a high relative distance between trajectories. Solutions for the game with running cost L = 1 were obtained with hybrid method, whereas for game with running cost L = A + Br, we use the optimization approach. It is possible to see that for the game with running cost L = 1, the controls are constant, whereas for the game with running cost On the trajectories representation, the circles represent initial positions (blue for evader, red for pursuer) and black ellipses represent the terminal surface. It is possible to see that differences in control are small in case 2, and that means that trajectories are quite similar, but in case 1, the control differences are bigger, and hence, trajectories vary more. L = A + Br, they are nearly constant. This small difference causes speeds and trajectories to be slightly different. Secondly, a quantification of how much different the controls and trajectories are can be found in Table 3 . The metric used is relative error in controls, which is computed as follows for the control of each player:
where α 1 is the heading angle in the case where running cost L = A + Br and α 2 is the heading angle when L = 1. Since heading angle evolves with time in the first case, the relative error is computed along the whole trajectory for all the grid points of initial conditions on which both methods reach a solution, and this vector of relative errors is analyzed in Table 3 . The methods compared are the hybrid method when L = 1 and for the case when L = A + Br, both the optimization approach and thê v approximation are considered. In the first case, after computing the empirical cumulative distribution function (CDF), more than 90% of the errors are below 0.5%, whereas in the second case, more than 90% of the errors are below 1%, as can be observed in Fig. 3 . Hence, it is possible to approach the second game by the first one, without getting an excessive error. 
Conclusions
We propose a new approach for solving games in scenarios with stochasticity (i.e., scenarios in which there is some randomness), which consists in solving a pursuit-evasion game instead of a capacity one using an approximation. A concrete application to a jamming game has been studied. The steps we have followed are the following:
• The communications maximum capacity has been computed in the environment we have posed. We showed that this capacity can be approximated as a linear function of the squared distance between players.
• The game was solved as a standard pursuit-evasion game, using a surrogate function approach. This game was solved using three different approaches (analytical, optimization, and hybrid).
• The game was also solved using the total system capacity as the payoff, as a zero-sum game. This is be the exact solution to the game we posed. We used two approaches (optimization andˆ v approximation).
• Both games solutions were compared and it was shown that both yield very similar results, having a very small relative error. Hence, the capacity game can be accurately approached as a standard pursuit-evasion one and be efficiently solved.
