Abstract. The aim of this paper is twofold: First, we characterize an essentially optimal class of boundary operators Θ which give rise to self-adjoint Laplacians −∆ Θ,Ω in L 2 (Ω; d n x) with (nonlocal and local) Robin-type boundary conditions on bounded Lipschitz domains Ω ⊂ R n , n ∈ N, n ≥ 2. Second, we extend Friedlander's inequalities between Neumann and Dirichlet Laplacian eigenvalues to those between nonlocal Robin and Dirichlet Laplacian eigenvalues associated with bounded Lipschitz domains Ω, following an approach introduced by Filonov for this type of problems.
Introduction
In recent years, there has been a flurry of activity in connection with 2nd-order elliptic partial differential operators, particularly, Schrödinger-type operators on open domains Ω ⊂ R n , n ∈ N, n ≥ 2, with nonempty boundary ∂Ω, under various smoothness assumptions (resp., lack thereof) on Ω, and associated nonlocal Robin boundary conditions. We refer, for instance, to [2] , [3] , [4] , [8] , [10] , [11] , [12] , [13] , [15] , [23] , [24] , [26] , [27] , [33] , [35] , [38] , [50] , and the literature cited therein.
If Ω is minimally smooth, that is, a Lipschitz domain, these Robin-type boundary conditions are formally of the type ∂u ∂ν ∂Ω + Θ(u| ∂Ω ) = 0 (1.1) in appropriate Sobolev spaces on the boundary ∂Ω, where ν denotes the outward pointing normal unit vector to ∂Ω, and Θ is an appropriate self-adjoint operator in L 2 (∂Ω; d n−1 ω), with d n−1 ω the surface measure on ∂Ω. The boundary condition in (1.1) is called local and then resembles the familiar classical Robin boundary condition for smooth domains Ω, if Θ equals the operator of multiplication M θ by an appropriate function θ on the boundary ∂Ω (cf., e.g., [48] ). Otherwise, the boundary condition (1.1) represents a generalized or nonlocal Robin boundary condition generated by the operator Θ. The case Θ = 0 (resp., θ = 0), of course, corresponds to the case of Neumann boundary conditions on ∂Ω. The case of Dirichlet boundary conditions on ∂Ω, that is, the condition u| ∂Ω = 0 (formally corresponding to Θ = ∞, resp., θ = ∞) will also play a major role in this paper.
Schrödinger operators on bounded Lipschitz domains Ω with nonlocal Robin boundary conditions of the form (1.1), have been very recently discussed in great detail in [23] and [24] , and our treatment of nonlocal Robin Laplacians in this paper naturally builds upon these two papers.
In addition to presenting a detailed approach to nonlocal Robin Laplacians on bounded Lipschitz domains, we also present an application to eigenvalue inequalities between the associated Robin and Dirichlet Laplacian eigenvalues, extending Friedlander's eigenvalue inequalities between Neumann and Dirichlet eigenvalues for bounded C 1 -domains [19] , employing its extension to very general bounded domains due to Filonov [18] . We briefly review the relevant history of these eigenvalue inequalities. We denote by answering a question of Kornhauser and Stakgold [34] . For a two-dimensional bounded convex domain Ω ⊂ R 2 , with a piecewise C 2 -boundary ∂Ω, Payne [44] demonstrated in 1955 that λ N,Ω,j+2 < λ D,Ω,j , j ∈ N.
(1.6)
For domains Ω with a C 2 -boundary and ∂Ω having a nonnegative mean curvature, Aviles [6] showed in 1986 that Hsu and Wang [30] for the case of subdomains of the n-sphere S n with a smooth boundary and nonnegative mean curvature. (For intriguing connections between these eigenvalue inequalities with the null variety of the Fourier transform of the characteristic function of the domain Ω, we also refer to [7] .) Finally, inequality (1.10) was extended to any open domain Ω with finite volume, and with the embedding
compact, by Filonov [18] in 2004, who also proved strict inequality in (1.10) , that is,
(1.11)
We emphasize that Filonov's conditions on Ω are optimal as they are equivalent to −∆ N,Ω , defined as the unique self-adjoint operator associated with the Neumann sesquilinear form in
having a purely discrete spectrum, that is,
(cf. also our discussion in Lemmas 2.1, 2.2), where σ ess (·) abbreviates the essential spectrum. While Friedlander used techniques based on the Dirichlet-to-Neumann map and an appropriate trial function argument, Filonov found an elementary new proof directly based on eigenvalue counting functions (and the same trial functions).
Friedlander's result (1.10) was recently reconsidered by Arendt and Mazzeo [2] , which in turn motivated our present investigation into an extension of Filonov's result (1.11) to nonlocal Robin Laplacians −∆ Θ,Ω . In fact, if 14) denote the eigenvalues of the nonlocal Robin Laplacian −∆ Θ,Ω , counting multiplicity, we will prove that λ Θ,Ω,j+1 < λ D,Ω,j , j ∈ N, (1.15) assuming appropriate hypotheses on Θ, including, for instance,
in the sense that f, Θf 1/2 ≤ 0 for every f ∈ H 1/2 (∂Ω). Here, · , · 1/2 denotes the duality pairing between H 1/2 (∂Ω) and
was recently generalized to the Heisenberg Laplacian on certain three-dimensional domains by Hansson [29] . Most recently, the relation between the eigenvalue counting functions of the Dirichlet and Neumann Laplacian originally established by Friedlander in [19] , was discussed in an abstract setting by Safarov [47] using sesqulinear forms. Condition (1.16) was anticipated by Filonov in the special case of local Robin Laplacians −∆ M θ ,Ω , where M θ equals the operator of multiplication by an appropriate real-valued function θ on the boundary ∂Ω. The case of local Robin Laplacians −∆ M θ ,Ω associated with C 2,α -domains Ω ⊂ R n , α ∈ (0, 1], was discussed by Levine [36] in 1988. Assuming (n − 1)h(ξ) ≥ θ(ξ), ξ ∈ ∂Ω, h(·) the mean curvature on ∂Ω, he established 18) under the additional assumption of convexity of Ω. (In addition, he derived inequalities of the type λ Θ,Ω,j+m < λ D,Ω,j , j ∈ N, for all 1 ≤ m ≤ n, under appropriate conditions on Ω.) Similarly, in the case of local Robin Laplacians −∆ M θ ,Ω on smooth domains Ω ⊂ S n and (n − 1)h(ξ) ≥ θ(ξ), ξ ∈ ∂Ω, Ashbaugh and Levine [5] 
We conclude this introduction with a brief description of the content of each section: Section 2 succinctly reviews the basic facts on sesquilinear forms and their associated self-adjoint operators. Sobolev spaces on bounded Lipschitz domains and on their boundaries are presented in a nutshell in Section 3. Section 4 focuses on self-adjoint realizations of Laplacians with nonlocal Robin boundary conditions, and finally, Section 5 discusses the extension of Friedlander's eigenvalue inequalities between Neumann and Dirichlet eigenvalues to that of nonlocal Robin eigenvalues and Dirichlet eigenvalues for bounded Lipschitz domains, closely following a strategy of proof due to Filonov.
Sesquilinear Forms and Associated Operators
In this section we describe a few basic facts on sesquilinear forms and linear operators associated with them. Let H be a complex separable Hilbert space with scalar product ( · , · ) H (antilinear in the first and linear in the second argument), V a reflexive Banach space continuously and densely embedded into H. Then also H embeds continuously and densely into V * . That is,
Here the continuous embedding H ֒→ V * is accomplished via the identification
and we use the convention in this manuscript that if X denotes a Banach space, X * denotes the adjoint space of continuous conjugate linear functionals on X, also known as the conjugate dual of X.
In particular, if the sesquilinear form
denotes the duality pairing between V and V * , then
nonnegativity of T is defined by 8) and boundedness from below of T by c T ∈ R is defined by
Next, let the sesquilinear form a( · , · ) : V × V → C (antilinear in the first and linear in the second argument) be V-bounded, that is, there exists a c a > 0 such that
Then A defined by
Assuming further that a( · , · ) is symmetric, that is, 13) and that a is V-coercive, that is, there exists a constant C 0 > 0 such that 14) respectively, then, 
then A is a (possibly unbounded) self-adjoint operator in H satisfying [39] . Next, consider a symmetric form b( · , · ) : V × V → C and assume that b is bounded from below by c b ∈ R, that is,
(2.20) 
and 23) show that the form b( · , · ) + (1 − c b )( · , · ) H is a symmetric, V-bounded, and Vcoercive sesquilinear form. Hence, by (2.11) and (2.12), there exists a linear map
with
Introducing the linear map
where 27) satisfying the following properties:
Properties (2.34) and (2.35) uniquely determine B. Here U B in (2.31) is the partial isometry in the polar decomposition of B, that is,
The operator B is called the operator associated with the form b.
The norm in the Hilbert space V * b is given by
with associated scalar product,
the Riesz representation theorem yields
In addition,
In particular, 42) and hence 
6]).
A special but important case of nonnegative closed forms is obtained as follows: Let H j , j = 1, 2, be complex separable Hilbert spaces, and T : dom(T ) → H 2 , dom(T ) ⊆ H 1 , a densely defined operator. Consider the nonnegative form
Then the form a T is closed (resp., closable) in H 1 if and only if T is. If T is closed, the unique nonnegative self-adjoint operator associated with a T in H 1 , whose existence is guaranteed by the second representation theorem for forms, then equals T * T ≥ 0. In particular, one obtains in addition to (2.44),
Moreover, since 46) and (B + (1 − c b )I H ) 1/2 is self-adjoint (and hence closed) in H, a symmetric, Vbounded, and V-coercive form is densely defined in H × H and closed in H (a fact we will be using in the proof of Theorem 4.5). We refer to [32, Sect. VI.2.4] and [51, Sect. 5.5] for details.
Next we recall that if a j are sesquilinear forms defined on dom(a j ), j = 1, 2, bounded from below and closed, then also
is bounded from below and closed (cf., e.g., [32, Sect. VI.1.6]). Finally, we also recall the following perturbation theoretic fact: Suppose a is a sesquilinear form defined on V × V, bounded from below and closed, and let b be a symmetric sesquilinear form bounded with respect to a with bound less than one, that is, dom(b) ⊇ V × V, and that there exist 0 α < 1 and β 0 such that
(2.48)
defines a sesquilinear form that is bounded from below and closed (cf., e.g., [32, Sect. VI.1.6]). In the special case where α can be chosen arbitrarily small, the form b is called infinitesimally form bounded with respect to a.
Finally we turn to a brief discussion of operators with purely discrete spectra. We denote by #S the cardinality of the set S.
Lemma 2.1. Let V, H be as in (2.1), (2.2) . Assume that the inclusion ι V : V ֒→ H is compact, and that the sesquilinear form a(·, ·) : V × V → C is symmetric, Vbounded, and suppose that there exists κ > 0 with the property that
is V-coercive. Then the operator A associated with a(·, ·) is self-adjoint and bounded from below. In addition, A has purely discrete spectrum
51)
and hence
Here, the eigenvalues λ j (A) of A are listed according to their multiplicity. Moreover, the following min-max principle holds:
where R a [u] denotes the Rayleigh quotient
As a consequence, if N A is the eigenvalue counting function of A, that is,
Proof. Analogous claims for the operator B associated with the V-coercive form a κ (·, ·) are well-known (cf., e.g., [14, Sect. VI.3.2.5, Ch. VII]). Then the corresponding claims for A follow from these, after observing that
A closely related result is provided by the following elementary observations: Let c ∈ R and B ≥ cI H be a self-adjoint operator in H, and introduce the sesquilinear form b in H associated with B via
Given B and b, one introduces the Hilbert space H b ⊆ H by 
Thus, one concludes that
Sobolev Spaces in Lipschitz Domains
The goal of this section is to introduce the relevant material pertaining to Sobolev spaces in subdomains of R n and discuss various trace results. We start by recalling some basic facts in connection with Sobolev spaces corresponding to open subsets Ω ⊂ R n , n ∈ N. For an arbitrary m ∈ N ∪ {0}, we follow the customary way of defining L 2 -Sobolev spaces of order ±m in Ω as 
As is well-known, all three spaces above are Banach, reflexive and, in addition, The classical theorem of Rademacher of almost everywhere differentiability of Lipschitz functions ensures that, for any Lipschitz domain Ω, the surface measure d n−1 ω is well-defined on ∂Ω and that there exists an outward pointing normal vector ν at almost every point of ∂Ω.
In the remainder of this paper we shall make the following assumption:
Hypothesis 3.1. Let n ∈ N, n ≥ 2, and assume that Ω ⊂ R n is an open, bounded, nonempty Lipschitz domain.
As regards L
2 -based Sobolev spaces of fractional order s ∈ R, in a bounded Lipschitz domain Ω ⊂ R n we set
Here S ′ (R n ) is the space of tempered distributions on R n , and U denotes the Fourier transform of U ∈ S ′ (R n ). These definitions are consistent with (3.1)-(3.2). Moreover, so is
equipped with the natural norm induced by
, s ∈ R (3.8) (cf., e.g., [31] ). For a bounded Lipschitz domain Ω ⊂ R n it is known that
See [49] for this and other related properties.
To discuss Sobolev spaces on the boundary of a Lipschitz domain, consider first the case when Ω ⊂ R n is the domain lying above the graph of a Lipschitz function ϕ : R n−1 → R. In this setting, we define the Sobolev space H s (∂Ω) for 0 ≤ s ≤ 1, as the space of functions f ∈ L 2 (∂Ω; d n−1 ω) with the property that f (x ′ , ϕ(x ′ )), as a function of x ′ ∈ R n−1 , belongs to H s (R n−1 ). This definition is easily adapted to the case when Ω is a Lipschitz domain whose boundary is compact, by using a smooth partition of unity. Finally, for −1 ≤ s ≤ 0, we set 
where ν denotes the outward pointing normal unit vector to ∂Ω. It follows from (3.12) that γ N is also a bounded operator. We seek to extend the action of the Neumann trace operator (3.14) to other (related) settings. To set the stage, assume Hypothesis 3.1 and observe that the inclusion
is well-defined and bounded. We then introduce the weak Neumann trace operator
16) as follows: Given u ∈ H s+1/2 (Ω) with ∆u ∈ H s0 (Ω) for some s ∈ (0, 1) and s 0 > −1/2, we set (with ι as in (3.15) for r := 3/2 − s > 1/2)
17) for all φ ∈ H 1−s (∂Ω) and Φ ∈ H 3/2−s (Ω) such that γ D Φ = φ. We note that the first pairing on the right-hand side of (3.17) is meaningful since 18) and that the definition (3.17) is independent of the particular extension Φ of φ, and that γ N is a bounded extension of the Neumann trace operator γ N defined in (3.14).
Laplace Operators with Nonlocal Robin-Type Boundary Conditions
In this section we primarily focus on various properties of general Laplacians
, and Neumann, −∆ N,Ω , Laplacians, nonlocal Robin-type Laplacians, and Laplacians corresponding to classical Robin boundary conditions associated with bounded Lipschitz domains Ω ⊂ R n . For simplicity of notation we will denote the identity operators in L 2 (Ω; d n x) and L 2 (∂Ω; d n−1 ω) by I Ω and I ∂Ω , respectively. Also, in the sequel, the sesquilinear form
(antilinear in the first, linear in the second factor), will denote the duality pairing between H s (∂Ω) and
such that
where, as before, d n−1 ω stands for the surface measure on ∂Ω.
Hypothesis 4.1. Assume Hypothesis 3.1, suppose that δ > 0 is a given number, and assume that Θ ∈ B H 1/2 (∂Ω), H −1/2 (∂Ω) is a self-adjoint operator which can be written as 26) and (2.32) ). In addition,
We recall the following useful result.
Lemma 4.2. Assume Hypothesis 3.1. Then for every ε > 0 there exists a β(ε) > 0 (with
A proof from which it is possible to read off how the constant β(ε) depends on the Lipschitz character of Ω appears in [24] . Below we discuss a general abstract scheme which yields results of this type, albeit with a less descriptive constant β(ε).
The lemma below is inspired by [2, Lemma 2.3]:
Lemma 4.3. Let V be a reflexive Banach space, W a Banach space, assume that K ∈ B ∞ (V, V * ), and that T ∈ B(V, W) is one-to-one. Then for every ε > 0 there exists C ε > 0 such that
(4.8)
Proof. Seeking a contradiction, assume that there exist ε > 0 along with a family of vectors u j ∈ V, u j V = 1, j ∈ N, for which
Furthermore, since V is reflexive, there is no loss of generality in assuming that there exists u ∈ V such that u j → u as j → ∞, weakly in V (cf., e.g., [43, Theorem 1.13.5]). In addition, since T (and hence T * ) is bounded, one concludes that T u j → T u as j → ∞ weakly in W, as is clear from
(4.10) Moreover, since K is compact, we may choose a subsequence of {u j } j∈N (still denoted by {u j } j∈N ) such that Ku j → Ku as j → ∞, strongly in V * . This, in turn, yields that 12) this also shows that T u j → 0 as j → ∞, in W. Hence, T u = 0 in W which forces u = 0, since T is one-to-one. Given these facts, we note that, on the one hand, we have V u j , Ku j V * → 0 as j → ∞ by (4.11), while on the other hand V u j , Ku j V * ≥ ε for every j ∈ N by (4.9). This contradiction concludes the proof.
Parenthetically, we note that Lemma 4.2 (with a less precise description of the constant β(ε)) follows from Lemma 4.3 by taking 13) and, with
the inclusion operator. 
Then there exists κ > 0 with the property that the form
is H 1 (Ω)-coercive. As a consequence, the form (4.15) is symmetric, H 1 (Ω)-bounded, bounded from below, and closed in L 2 (Ω; d n x).
Proof. We shall show that κ > 0 can be chosen large enough so that
where Θ j , j = 1, 2, 3, are as introduced in Hypothesis 4.1. Summing up these three inequalities then proves that the form (4.16) is indeed H 1 (Ω)-coercive. To this end, we assume first j = 1 and recall that there exists c Θ0 ∈ R such that
Thus, in this case, it suffices to show that 19) or, equivalently, that 20) with the usual convention,
The fact that there exists κ > 0 for which (4.20) holds follows directly from Lemma 4.2. Next, we observe that in the case where j = 2, 3, estimate (4.17) is implied by 
with V, W as in (4.13) and, with γ D ∈ B H 1 (Ω), H 1/2 (∂Ω) denoting the Dirichlet trace,
the inclusion operator. Then, with ε = 1/6 and κ := 3C 1/6 + 1, estimate (4.8) yields (4.23) for j = 2. Finally, consider (4.23) in the case where j = 3 and note that by hypothesis,
Thus (4.23) also holds for j = 3 if
and κ > 1. (4.26) This completes the justification of (4.17), and hence finishes the proof.
Next, we turn to a discussion of nonlocal Robin Laplacians in bounded Lipschitz subdomains of R n . Concretely, we describe a family of self-adjoint Laplace operators
indexed by the boundary operator Θ. We will refer to −∆ Θ,Ω as the nonlocal Robin Laplacian. 
is self-adjoint and bounded from below in 28) and −∆ Θ,Ω , has purely discrete spectrum bounded from below, in particular,
Finally, −∆ Θ,Ω is the operator uniquely associated with the sesquilinear form a Θ in Lemma 4.4.
Proof. Denote by a −∆Θ,Ω ( · , · ) the sesquilinear form introduced in (4.15). From Lemma 4.4, we know that a −∆Θ,Ω is symmetric, H 1 (Ω)-bounded, bounded from below, as well as densely defined and closed in
. Thus, if as in (2.34), we now introduce the operator 30) it follows from (2.20)-(2.43) (cf., in particular (2.27)) that −∆ Θ,Ω is self-adjoint and bounded from below in L 2 (Ω; d n x) and that (4.28) holds. Next we recall that
(Ω), and hence
′ the space of distributions on Ω. Going further, suppose that u ∈ dom(−∆ Θ,Ω ) and v ∈ H 1 (Ω). We recall that γ D :
where we used the second line in (4.30) . Hence,
Since v ∈ H 1 (Ω) is arbitrary, and the map γ D :
is actually onto, one concludes that
Thus, applying (4.30), one concludes that u ∈ dom(−∆ Θ,Ω ) and hence The case of the Dirichlet Laplacian −∆ D,Ω associated with Ω formally corresponds to Θ = ∞ and so we isolate it in the next result (cf. also [22] , [25] ):
Theorem 4.6. Assume Hypothesis 3.1. Then the Dirichlet Laplacian, −∆ D,Ω , defined by
is self-adjoint and strictly positive in
Since Ω is open and bounded, it is well-known that −∆ D,Ω has purely discrete spectrum contained in (0, ∞), in particular, 
Eigenvalue Inequalities
Assume Hypothesis 4.1 and denote by
, listed according to their multiplicity. Similarly, we let
be the eigenvalues for the Dirichlet Laplacian
, again enumerated according to their multiplicity.
Theorem 5.1. Assume Hypothesis 4.1, where the number δ > 0 is taken to be sufficiently small relative to the Lipschitz character of Ω and, in addition, suppose that
Proof. One can follow Filonov [18] closely. The main reason we present Filonov's elegant argument is to ensure that this continues to hold in the case when a nonlocal Robin boundary condition is considered (in lieu of the Neumann boundary condition). Recalling the eigenvalue counting functions for the Dirichlet and Robin Laplacians, one sets for each λ ∈ R,
Then Lemma 2.1 and Lemma 4.4 ensure that for each λ ∈ R one has
and
Next, observe that for any λ ∈ C,
It follows that the extension by zero of u to the entire R n belongs to H 1 (R n ), is compactly supported, and is annihilated by −∆ − λ. Hence, this function vanishes identically, by unique continuation (see, e.g., [46, p. 239-244] ).
To continue, we fix λ > 0 and pick a subspace U of
Then the sum U+ ker(−∆ Θ,Ω − λ I Ω ) is direct, by (5.8). Since the functions e ix·η η ∈ R n , |η| = √ λ are linearly independent, it follows that there exists a vector η 0 ∈ R n with |η 0 | = √ λ and such that e ix·η0 does not belong to the finite-dimensional space U+ ker(−∆ Θ,Ω − λ I Ω ). Assuming that this is the case, introduce 10) so that W is a finite-dimensional subspace of H 1 (Ω). Let w = u + v + ce ix·η0 be an arbitrary vector in W , where u ∈ U , v ∈ ker(−∆ Θ,Ω − λ I Ω ), and c ∈ C. We then write
An integration by parts shows that
where the last equality holds thanks to −∆v = λ v and γ N v = −Θγ D v. We now make use of this, (5.9), the fact that |η 0 | 2 = λ, in order to estimate
Similarly,
(5.14)
Thus, altogether,
Upon recalling (5.3), this yields
Specializing this to the case when λ = λ D,Ω,j then yields
Now, the fact that # {σ(−∆ Θ,Ω ) ∩ (−∞, λ D,Ω,j )} ≥ j + 1 is reinterpreted as (5.4).
The case treated in [18] is that of a local Robin boundary condition. That is, it was assumed that Θ is the operator of multiplication M θ by a function θ defined on ∂Ω (which satisfies appropriate conditions). To better understand the way in which this scenario relates to the more general case treated here, we state and prove the following result: where C = C(Ω, n, p) > 0 is a finite constant.
Proof. Standard embedding results for Sobolev spaces (which continue to hold in the case when the ambient space is the boundary of a bounded Lipschitz domain) yield that Inequality (5.27) then holds with equality when n > 2 and, given p ∈ (1, ∞), q 0 , q 1 can always be chosen as in (5.22) and (5.23) when n = 2 so that (5.27) continues to hold in this case as well. In summary, the above reasoning shows that Θ = M θ ∈ B H 1/2 (∂Ω), H −1/2 (∂Ω) and the estimate (5.21) holds. Let us also point out that Θ is a self-adjoint operator, since θ is real-valued.
It remains to establish (5.20) , that is, to show that Θ is also a compact operator. To this end, fix p 0 > p and let θ j ∈ L p0 (∂Ω; d n−1 ω), j ∈ N, be a sequence of real-valued functions with the property that θ j → θ in L p (∂Ω; d n−1 ω) as j → ∞. We end by including a special case of Theorem 5.1 which is of independent interest. In particular, this links our conditions on Θ with Filonov's condition 
