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El plagio es definido como el uso no autorizado del contenido ori-
ginal de la obra de otros autores. Es un feno´meno dif´ıcil de detectar
cuyo problema se ha agravado en los u´ltimos an˜os a causa de Inter-
net: una inmensa fuente de informacio´n que permite a los usuarios
copiar y apropiarse, de forma muy sencilla, del contenido original de
otros autores. Aunque el plagio se puede detectar de forma manual,
dada la gran cantidad de contenidos que se publican, es una tarea
pra´cticamente imposible de llevar a cabo, au´n ma´s si las fuentes de
plagio vienen de documentos en otros idiomas.
Actualmente existe un gran intere´s, dentro de la literatura y la
ciencia, por investigar y desarrollar sistemas de deteccio´n de simili-
tud a nivel monolingu¨e y translingu¨e que sean capaces de detectar de
forma automa´tica las secciones de plagio entre documentos. La co-
munidad acade´mica tambie´n se ve beneficiada por dichos sistemas,
ya que permite la deteccio´n y disuasio´n por parte de los profesores
hacia su alumnado, de las pra´cticas habituales de copiar y pegar, sin
referencia alguna a la fuente de procedencia, de contenidos originales
obtenidos de la Web.
En la presente tesis describimos el estado del arte en materia
de deteccio´n de plagio textual a nivel monolingu¨e y translingu¨e.
Adema´s, se estudia la utilizacio´n de una red sema´ntica multilingu¨e
para crear dos modelos de deteccio´n de plagio translingu¨e: utilizan-
do un diccionario estad´ıstico, y mediante grafos de conocimiento a
modo de modelos de contexto para modelar fragmentos de docu-
mento. Los resultados experimentales resultan muy prometedores.
Como trabajos futuros, se definen diferentes l´ıneas de investigacio´n




Plagiarism is defined as the unauthorized use of the original con-
tent of other authors. It is a difficult phenomenon to detect whose
problem has worsened in recent years because of the Internet: a vast
source of information that allows users to copy and take possession,
very simply, of the original content of other authors work. Although
plagiarism can be detected manually, given the large amount of con-
tent published, it is virtually impossible to carry out, even more if
the source of plagiarism comes from documents in other languages.
Currently, literature and science have strong interest in research
and development of automatic monolingual and cross-language si-
milarity detection systems, capable of detecting plagiarism among
sections between documents. The Academic Community also bene-
fits by such systems. It allows teachers to detect and discourage their
students of the usual practice of copy and paste, without reference
to its source, from original content obtained from Internet.
In this thesis we describe the state-of-the-art in text plagiarism
detection at monolingual and cross-language level. In addition, we
study the use of a multilingual semantic network to create two cross-
language plagiarism detection models: using a statistical dictionary,
and using knowledge graphs as context models from document frag-
ments. Experimental results are very promising. As future work, we
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1.1. Descripcio´n del problema, motivacio´n y
objetivos
En los u´ltimos an˜os, Internet ha tenido un impacto profundo en
el mundo laboral, el ocio y el conocimiento a nivel mundial. Gracias
a la Web, millones de personas tienen acceso fa´cil e inmediato a
una cantidad extensa y diversa de informacio´n online. Desde su
creacio´n ha supuesto toda una revolucio´n en la manera de pensar y
actuar de las personas. En contraposicio´n, si bien ha contribu´ıdo a
mejorar enormemente a nuestra sociedad, su concepcio´n tambie´n
ha significado la aparicio´n de toda una nueva serie de delitos o
infracciones que hacen uso de este como conducto: suplantacio´n
de identidad, robo de cuentas bancarias, redes de pederastia,
infracciones del copyright, etc. Gracias a la Web, tambie´n ha surgido
una pra´ctica nueva para los autores: la reutilizacio´n. Esta hace uso
de fragmentos parciales o totales de otras fuentes para elaborar
“nuevo” contenido. Dicha pra´ctica no siempre es ilegal ya que puede
venir acompan˜ada de referencias a su fuente original, o ser parte de
una publicacio´n de libre disposicio´n, siendo libre su reutilizacio´n.
El problema ocurre cuando los contenidos provienen de fuentes no
citadas, y por tanto, se esta´ asumiendo la autor´ıa de los mismos.
Este feno´meno es conocido como plagio.
En la RAE se define el plagio (plagiarism) como “la accio´n de
copiar en lo sustancial obras ajenas, da´ndolas como propias” [13].
1
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Este hecho ha ocasionado graves problemas de autor´ıa en la
literatura y la ciencia. Un claro ejemplo ser´ıa cuando en abril de
2011 salto´ a la prensa una noticia que supuso un esca´ndalo a nivel
internacional: el ex ministro alema´n de Defensa Karl Theodor zu
Guttenberg fue condenado por la v´ıa penal y tubo que dimitir
de todos sus cargos por plagiar gran parte del texto de su tesis
doctoral1. Dentro de la literatura tambie´n podemos encontrar listas
de presuntos casos de “plagio ce´lebres“2 con nombres de autores
hispanos de reconocido renombre: Garcilaso de la Vega, Camilo
Jose´ Cela, Pablo Neruda, Gabriel Garc´ıa Ma´rquez, etc.
Dentro de la ciencia, concretamente en las publicaciones de
art´ıculos cient´ıficos, aparece el te´rmino de auto-plagio (self-
plagiarism). Este consiste en copiar partes de taman˜o significativo
de trabajos propios, publicados previamente, sin citar la fuente de la
publicacio´n original. Ciertamente no se incurre en delito de autor´ıa si
tomamos parte de un contenido propio, pero se esta´ cometiendo una
falta con respecto a la comunidad cient´ıfica. Actualmente no existe
una pol´ıtica consensuada respecto al auto-plagio [22]. Por ejemplo,
IEEE3 no admite reutilizacio´n de porciones largas del texto de tra-
bajos previos, mientras que ACM4 lo permite si viene acompan˜ado
de la referencia a la fuente original.
Si bien es f´ısicamente posible la deteccio´n de plagio de forma
manual por parte de personas expertas, actualmente, debido a la
gran cantidad de publicaciones que se producen diariamente, su
deteccio´n manual en la pra´ctica se hace imposible; au´n ma´s si el
origen del plagio proviene de una fuente en otro idioma. Lo cual es
conocido como el plagio translingu¨e (cross-language plagiarism).
La investigacio´n dentro del campo de la deteccio´n de plagio trans-
lingu¨e esta´ justificada. En una encuesta realizada recientemente so-
1El 23 de febrero de 2011 Guttenberg ha sido despose´ıdo de su t´ıtulo de doctorado
por la Universidad de Bayreuth tras las pruebas de plagio detectadas en su tesis doc-
toral: http://www.elpais.com/articulo/internacional/Dimite/ministro/Defensa/aleman/
plagiar/tesis/doctoral/elpepuint/20110301elpepuint_6/Tes
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bre las actitudes y pra´cticas de los estudiantes en las universida-
des [2], se pone de manifiesto que el plagio translingu¨e es un proble-
ma real: un 63.75 % de los estudiantes opina que copiar y traducir
fragmentos de texto desde otros documentos y incluirlos en sus tra-
bajos no es plagio. De todo lo anterior podemos deducir que no solo
el plagio se produce en una gran medida dentro de la comunidad
acade´mica, sino que adema´s la poblacio´n no esta´ concienciada de
que lo que esta´n cometiendo es un grave delito. Para la deteccio´n
y disuasio´n de esta pra´ctica, es necesaria la investigacio´n y el desa-
rrollo de herramientas que permitan la deteccio´n de plagio, a nivel
monolingu¨e y translingu¨e, de forma automa´tica.
Existen modelos de deteccio´n de plagio translingu¨e que traducen
el texto completo antes de comenzar un ana´lisis posterior para
determinar si existe plagio [39, 19], lo cual conlleva una pe´rdida
de recuperacio´n (recall) de casos de plagio y no es realista en
un escenario como la Web. Por ello, existen una serie de modelos
de ana´lisis de similitud, que pueden utilizarse a nivel translingu¨e
para llevar a cabo la deteccio´n de plagio de forma automa´tica
sin tener que pasar por esta traduccio´n previa. E´stas hacen uso
de tesauros, modelos de alineamiento o diccionarios estad´ısticos
para detectar la similitud a nivel translingu¨e. Cross-language
character n-gram (CL-CNG) [30] es un modelo que se basa en
la sintaxis de los documentos, haciendo uso de n-gramas a nivel
de caracter, que ofrece un rendimiento notable para lenguajes con
similitudes sinta´cticas. Cross-language conceptual thesaurus based
similarity (CL-CTS) [21], como su nombre indica, utiliza un tesauro
lingu¨´ıstico para analizar la similitud entre documentos. Cross-
language explicit semantic analysis (CL-ESA) [43] es un modelo
de ana´lisis de semejanzas de colecciones relativas, lo que significa
que un documento esta´ representado por sus similitudes con una
coleccio´n de documentos, las cuales son comparadas con un modelo
de deteccio´n de similitud monolingu¨e. Cross-language alignment-
based similarity analysis (CL-ASA) [4, 41] se basa en la tecnolog´ıa
de ma´quinas de traduccio´n estad´ıstica, la cual combina traducciones
estad´ısticas, usando diccionarios estad´ısticos, y ana´lisis de similitud.
Los anteriores modelos han sido comparados [43, 21], ofreciendo CL-
ASA y CL-CNG el mejor desempen˜o. Por ese motivo, en nuestra
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evaluacio´n comparamos nuestra aproximacio´n con e´stos.
Dentro del a´mbito de la deteccio´n de plagio automa´tica, desde
el an˜o 2009 se celebra anualmente una competicio´n internacional,
Uncovering Plagiarism Authorship and Social Software Misuse
(PAN)5, en la cual se presentan y ponen a prueba aproximaciones
para la deteccio´n de plagio a nivel monolingu¨e y translingu¨e.
Dentro de la competicio´n tenemos dos tareas: deteccio´n de plagio
intr´ınseco y externo. La deteccio´n de plagio intr´ınseco se trata de,
dado un documento, analizar su estructura para determinar las
caracter´ısticas del autor y detectar las secciones que no parecen
propias de este. El plagio externo en cambio trata de, dado un
conjunto de documentos fuente y un conjunto de documentos
sospechosos, determinar las secciones concretas de los documentos
fuente que esta´n presentes en los sospechosos.
El objetivo principal del presente trabajo es estudiar el estado
del arte en materia de ana´lisis de similitud textual, a nivel mono-
lingu¨e y translingu¨e, para su posterior aplicacio´n en deteccio´n de
plagio. Adema´s, estudiamos la utilizacio´n de un recurso lingu¨´ısti-
co como es la red sema´ntica multilingu¨e de BabelNet [33], para su
aplicacio´n en deteccio´n de plagio translingu¨e. En concreto, haciendo
uso de e´sta, se proponen dos nuevas aproximaciones de ana´lisis de
similitud translingu¨e. En primer lugar se propone una aproximacio´n
utilizando el diccionario estad´ıstico de BabelNet sobre el modelo
CL-ASA como base. A continuacio´n se propone un nuevo modelo,
llamado cross-language knowledge graphs analysis (CL-KGA), que
mediante grafos de conocimiento generados por una red sema´ntica
multilingu¨e, los cuales expanden y relacionan los conceptos origina-
les del texto, proporciona un modelo de contexto de los documentos
sospechosos y fuente a comparar. As´ı, la similitud entre documentos
se mide mediante un me´todo de ana´lisis de similitud entre grafos.
Para la evaluacio´n de los modelos utilizamos el corpus del PAN-
PC’11 [44]6. En concreto, en nuestra evaluacio´n utilizamos la par-
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de plagio externo, para comparar los modelos del estado de arte,
CL-CNG y CL-ASA, con nuestras aproximaciones.
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1.2. Estructura de la tesis
Adema´s del actual cap´ıtulo introductorio, el presente trabajo
consta de otros cinco cap´ıtulos y un ape´ndice, los cuales se describen
a continuacio´n:
Cap´ıtulo 2 Estado del arte.
Este cap´ıtulo describe el estado del arte en deteccio´n de plagio
textual. En primer lugar se definen los tipos de plagio existen-
tes y los enfoques que se utilizan en texto para su deteccio´n:
intr´ınseco y externo. A continuacio´n se describen los principa-
les modelos de deteccio´n de plagio textual monolingu¨e, y final-
mente describimos los modelos de deteccio´n de plagio textual
translingu¨e.
Cap´ıtulo 3 Red sema´ntica multilingu¨e.
En este cap´ıtulo se describe en que´ consisten las redes sema´nti-
cas, y dentro de estas, su extensio´n como redes sema´nticas mul-
tilingu¨es. A continuacio´n describimos la red sema´ntica multi-
lingu¨e BabelNet, la cual utilizamos en nuestro trabajo, y los
diferentes usos que se le pueden dar. Finalmente, dentro de
estos, explicamos en que´ consisten los grafos de conocimiento
que se pueden generar a partir de una red sema´ntica, y sus
aplicaciones.
Cap´ıtulo 4 Modelos propuestos.
En esta parte describimos las dos aproximaciones propuestas
en este trabajo: el modelo CL-ASA utilizando el diccionario es-
tad´ıstico de Babelnet, y el modelo CL-KGA, que utiliza los gra-
fos de conocimiento de BabelNet para llevar a cabo el ana´lisis de
similitud translingu¨e. Para el diccionario estad´ıstico propone-
mos diferentes me´todos de normalizacio´n de pesos, en funcio´n
de la longitud del documento y del nu´mero de traducciones.
Para el modelo CL-KGA proponemos un me´todo de ana´lisis de
similitud de grafos y un me´todo de normalizacio´n de pesos en
grafos tras una interseccio´n.
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Cap´ıtulo 5 Evaluacio´n de los modelos.
En este cap´ıtulo describimos la competicio´n de deteccio´n de
plagio PAN, el corpus utilizado para nuestra evaluacio´n, el
PAN-PC’11, y las unidades de medida que se emplean. A conti-
nuacio´n evaluamos los modelos propuestos contra los modelos
CL-ASA y CL-CNG, utilizando su particio´n de deteccio´n de
plagio externo, la cual comprende particiones de deteccio´n de
plagio translingu¨e espan˜ol-ingle´s y alema´n-ingle´s.
Cap´ıtulo 6 Conclusiones y trabajos futuros.
En el u´ltimo cap´ıtulo se plantean las conclusiones que se pueden
extraer de los resultados experimentales de nuestra evaluacio´n.
Adema´s se proponen diferentes l´ıneas de investigacio´n para el
futuro relacionadas con nuestro trabajo: utilizacio´n de diferen-
tes redes sema´nticas multilingu¨es para la extensio´n de nuestro
modelo a ma´s idiomas, y aplicacio´n de las aproximaciones pro-
puestas para deteccio´n de plagio o ana´lisis de similitud a nivel
monolingu¨e. Por u´ltimo, en vista de los resultados obtenidos,
se proponen l´ıneas de investigacio´n que utilicen grafos de co-
nocimiento para tareas diferentes al ana´lisis de similitud como
miner´ıa de opiniones, clasificacio´n de textos translingu¨e, adap-
tacio´n de dominios y generacio´n de resu´menes textuales.
Ape´ndice A Publicaciones y charlas invitadas.
En este ape´ndice mostramos las publicaciones a las que ha da-
do lugar este trabajo de investigacio´n, adema´s de las charlas




2.1. Deteccio´n de reutilizacio´n y plagio en texto
El plagio se define como “la accio´n de copiar en lo sustancial obras
ajenas, da´ndolas como propias” [13]. A la hora de hablar de plagio,
es importante diferenciar antes la reutilizacio´n. La reutilizacio´n de
texto se define como copiar en lo sustancial obras ajenas, da´ndolas
como propias o no, por tanto, la reutilizacio´n puede verse como un
hipero´nimo del plagio. Si bien ambos tienen una marcada diferencia,
esto no afecta a la hora de su deteccio´n, ya que el resultado sobre el
papel es similar, y tambie´n lo sera´ el proceso de deteccio´n a seguir [9].
Por este motivio, a partir de ahora nos referiremos directamente al
te´rmino “plagio” y trataremos u´nicamente la deteccio´n de este.
Dada la gran cantidad de contenidos y obras disponibles actual-
mente, la deteccio´n de plagio por parte del ser humano se convierte
en una tarea pra´cticamente imposible. Por este motivo es necesario
el desarrollo de modelos de deteccio´n de plagio automa´tico. Den-
tro de esta clase podemos encontrar el uso de te´cnicas de deteccio´n
de plagio en tres vertientes claramente diferenciadas: lingu¨´ıstica fo-
rense, procesamiento del lenguaje natural (PLN) y recuperacio´n de
informacio´n (RI).
La lingu¨´ıstica forense aplica la deteccio´n de plagio, sobre todo,
para determinar la autor´ıa de notas de suicidio, amenazas, etc. Da-
da una nota de suicidio escrita “supuestamente” por un fallecido, el
objetivo es analizar si la nota realmente ha sido escrita por e´l. Den-
9
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tro de esta tarea se pueden realizar ana´lisis tipogra´ficos, en el caso
de escritura manual, o se puede atribuir la autor´ıa tambie´n anali-
zando el estilo y caracter´ısticas propias de la escritura del autor en
el contenido del texto.
El procesamiento del lenguaje natural utiliza la deteccio´n de pla-
gio para, mediante un ana´lisis sinta´ctico y estructural del texto,
determinar su similitud total o parcial con otro texto. Esta pra´ctica
trata de detectar el plagio a pesar de intentar “engan˜ar” al detec-
tor mediante te´cnicas de para´frasis, reformulando el fragmento de
plagio, o bien si se ha producido un resumen o redistribucio´n del
contenido. Por otro lado, las te´cnicas de procesamiento del lenguaje
natural conllevan un alto coste computacional para el ana´lisis tex-
tual.
La recuperacio´n de informacio´n se define como la “aplicacio´n de
las te´cnicas computacionales para la adquisio´n, organizacio´n, alma-
cenamiento, recuperacio´n y distribucio´n de la informacio´n” [25]. El
plagio dentro de esta vertiente se utiliza para tareas de clasificacio´n
y categorizacio´n de documentos [40], o bien para la deteccio´n de
duplicados casi ide´nticos entre documentos [45]. Las te´cnicas que
aqu´ı se emplean suelen implicar un coste computacional reducido
a cambio de una pe´rdida de precisio´n, ya que no son capaces de
detectar para´frasis. Es imporante sen˜alar, que su aplicacio´n para la
deteccio´n de plagio es muy va´lida, ya que en una gran parte de los
casos de plagio que se producen en texto, se han limitado a realizar
una copia exacta de la fuente [47].
De acuerdo al tipo de ana´lisis que se realiza en el texto, la detec-
cio´n de plagio automa´tica se puede dividir en dos clases: intr´ınseco
y externo.
La deteccio´n de plagio intr´ınseco trata de, dado un documento,
analizar su estructura para determinar las caracter´ısticas del autor y
detectar las secciones que no parecen propias de este. Para ello extrae
las caracter´ısticas y estilo de fragmentos del texto, y las compara con
otros fragmentos del mismo texto para determinar si pertenecen al
mismo autor [8]. Caracter´ısticas que se suelen extraer son: el rango
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del vocabulario, la longitud de las oraciones y de las palabras. Para
su ana´lisis sera´ necesario el uso de te´cnicas de PLN o RI, siendo PLN
ma´s comu´n si lo que se desea es una obtencio´n en detalle del estilo
y caracter´ısticas propios del autor. Cabe sen˜alar que esta clase de
deteccio´n de plagio es muy utilizada dentro de la lingu¨´ıstica forense,
comparando caracter´ısticas y estilo con otros documentos escritos
por el autor.
La deteccio´n de plagio externa trata de, dado un conjunto de
documentos fuente y un conjunto de documentos sospechosos, de-
terminar las secciones concretas de los documentos fuente que esta´n
presentes en los sospechosos. Para llevar a cabo esta clase de de-
teccio´n, se suele realizar un proceso de tres fases [56]: En primer
lugar una clasificacio´n tema´tica de los documentos para descartar
los que no tienen relacio´n; a continuacio´n una comparacio´n entre do-
cumentos de una misma clase para determinar un valor de similitud
entre ellos o fragmentos de ellos; finalmente se realiza un ana´lisis de
todos los valores de similitud obtenidos para descartar los que no
son realmente casos de plagio. Dentro de la clase de deteccio´n de
plagio externo se utilizan te´cnicas de PLN y RI, tanto en conjun-
to (deteccio´n de fragmentos sospechosos de plagio con RI y ana´lisis
de similitud con PLN), como por separado segu´n la clase de plagio
que queramos detectar (copy-paste, para´frasis, resumen...) y de lo
importante que es la velocidad en el proceso de deteccio´n.
De acuerdo al lenguaje del texto de los documentos a analizar,
se pueden distinguir dos clases de deteccio´n de plagio: monolingu¨e
y translingu¨e. La deteccio´n de plagio monolingu¨e, como su nombre
indica, detecta plagio entre documentos pertenecientes a un mismo
lenguaje. En cambio, la deteccio´n de plagio translingu¨e es capaz de
detectar el plagio entre documentos pertenecientes a lenguajes dis-
tintos. En la primera clase, al trabajar en un mismo lenguaje, el pla-
gio es ma´s fa´cil de detectar y no requerira´ de modelos tan complejos.
En la segunda clase se van a requerir te´cnicas de ana´lisis para poder
trabajar a nivel translingu¨e, ya sea traduciendo previamente todo el
documento mediante una ma´quina de traduccio´n estad´ıstica, para
trabajar a nivel monolingu¨e [39, 19], o bien utilizando modelos que
trabajen directamente a nivel translingu¨e utilizando ana´lisis de sin-
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taxis [30], tesauros [21], corpus comparables [43] o alineados [4, 41].
En general, independientemente del tipo de deteccio´n de plagio
o de los lenguajes de los documentos, para todo proceso de com-
paracio´n de documentos se suele seguir un proceso de tres etapas:
preproceso, representacio´n de la informacio´n y aplicacio´n de una me-
dida de similitud. En el preproceso se suele hacer una tokenizacio´n
eliminando signos de puntuacio´n, adema´s de eliminar la capitaliza-
cio´n del texto. En algunos casos tambie´n se aplica una lematizacio´n
de las palabras, siendo ma´s comu´n si se trabaja con te´cnicas de PLN.
Tambie´n puede resultar conveniente eliminar palabras muy comunes
con poco valor como los art´ıculos o las preposiciones. En la represen-
tacio´n de la informacio´n se pueden emplear diferentes te´cnicas, como
el uso de n-gramas, bolsas de palabras (palabras de un fragmento
de texto agrupadas sin orden), o fragmentos de texto de taman˜o de
una o ma´s frases. La medida de similitud viene en funcio´n del tipo
de representacio´n que se haya utlizado, siendo lo ma´s comu´n utilizar
modelos probabil´ısticos, o modelos de espacio vectorial [3].
En las siguientes dos secciones vamos a estudiar los modelos de
deteccio´n de plagio monolingu¨e y translingu¨e para las clases de de-
teccio´n intr´ıseco y externo. Para ma´s informacio´n sobre el estado
del arte en deteccio´n de plagio, la tesis doctoral de Alberto Barro´n-
Ceden˜o [2], tambie´n enfocada en la deteccio´n de plagio, ofrece una
recopilacio´n muy ampliada del estado del arte y de todo el trabajo
anterior relacionado con la deteccio´n de plagio.
2.2. Deteccio´n automa´tica de plagio textual
monolingu¨e
En el trabajo publicado en [42], centrado en las medidas de eva-
luacio´n en deteccio´n de plagio, se ha hecho una recopilacio´n de pu-
blicaciones relacionadas con deteccio´n de plagio y reutilizacio´n en
general. En este trabajo nos vamos a centrar a los modelos ma´s
representativos del estado del arte.
En esta seccio´n trataremos la deteccio´n de plagio textual, intr´ınse-
co y externo, a nivel monolingu¨e.
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2.2.1. Deteccio´n de plagio intr´ınseco monolingu¨e
A continuacio´n se muestran las aproximaciones a la deteccio´n de
plagio intr´ınseco monolingu¨e que mejores resultados han ofrecido.
Media de frecuencias de clases de palabras
Una de los me´todos que mejores resultados ofrece en ana´lisis
intr´ınseco a nivel monolingu¨e es el uso de medias de frecuencias
de clases de palabras (Averaged Word Frequency Class). En el tra-
bajo [31] se analizaron a trave´s de 450 documentos, creados a partir
de un corpus artificial, estad´ısticas y caracter´ısticas como:
La media de frecuencias de clases de palabras proporciona una
estimacio´n de la complejidad y diversidad del vocabulario.
La longitud media de las frases da una medida de la compleji-
dad de las frases en los documentos.
Las caracter´ısticas de la estructura gramatical (Part-of-Speech)
ofrecen una medida de la variedad en el lenguaje.
El promedio del nu´mero de palabras de paro (Stopwords) da una
medida del nu´mero de art´ıculos, preposiciones, etc, en el texto.
A las anteriores medidas se les aplico´ un ana´lisis discriminativo,
buscando caracter´ısticas que generasen una separacio´n entre dife-
rentes clases, siendo la media de frecuencias de clases de palabras la
que mejores resultados ofrecio´.
Perfiles de n-gramas de caracteres
Esta aproximacio´n [54], haciendo uso de n-gramas, dada su sim-
plicidad, ofrece un buen rendimiento en deteccio´n de plagio intr´ınse-
co.
Haciendo uso de 3 -gramas, crea perfiles pd de diferentes docu-
mentos d, y perfiles ps de fragmentos de texto s P d, utilizando una
ventana deslizante de taman˜o m y desplazamiento n (m  1000
y n  200 en el trabajo original). La disimilitud entre pd y ps, se
estima mediante la d1 normalizada:










donde tft,x es la frecuencia normalizada del te´rmino t (un n-
grama de caracteres) en x. El resultado nd1pps, pdq viene acotado en
0 ¤ nd1 ¤ 1, siendo 0 el mejor valor posible de similitud.
Medidas de complejidad de Kolmogorov
Las medidas de complejidad de Kolmogorov [29] tambie´n han si-
do usadas para deteccio´n de plagio intr´ınseco en trabajos como [50],
donde se representa el texto como estad´ısticas de caracter´ısticas
sinta´cticas y grama´ticas, sobre una cadena binaria en la que se com-
paran nombres contra no-nombres. Tambie´n realizan el experimento
comparando palabras largas contra cortas. Las cadenas binarias se
comprimen mediante un algoritmo con un alto porcentaje de com-
presio´n [29], siendo la codificacio´n y compresio´n un clasificador de
plagio, ya que permite diferenciar entre diferentes secciones del texto
segu´n los ratios de compresio´n.
2.2.2. Deteccio´n de plagio externo monolingu¨e
En general, el proceso de deteccio´n de plagio externo tiene las
siguientes etapas: preproceso, ana´lisis de similitud y postproceso.
El preproceso puede formar parte, o no, de un sistema de detec-
cio´n de plagio externo. Tareas t´ıpicas que se pueden realizar en el
preproceso son una tokenizacio´n, lematizacio´n, eliminacio´n de la ca-
pitalizacio´n y eliminacio´n de palabras pertenecientes a determinadas
categor´ıas gramaticales, como las preposiciones o los art´ıculos.
El postproceso es la etapa en la que analizamos todos los valores
de similitud obtenidos por el detector, para determinar cuales se
salen de la media lo suficiente para determinar que es plagio. Por
ejemplo se puede determinar que es plagio si se sale de la media tres
desviaciones t´ıpicas. Otra tarea que se realiza en el postproceso es
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tomar diferentes fragmentos de plagio di reportadas por un detector
sobre un documento d, y combinarlas como una sola en el caso en
que se solapen o este´n lo suficientemente cerca, por debajo de un
umbral establecido. La te´cnica de ana´lisis detallado que se utiliza
en la competicio´n de deteccio´n de plagio PAN a nivel monolingu¨e es
descrita en la seccio´n 5.1.2.
A continuacio´n se muestran las aproximaciones de ana´lisis de
similitud que mejores resultados ofrecen y pueden utilizarse para la
tarea de deteccio´n de plagio externo.
Modelos basados en huella digital
Una huella digital (fingerprint) de un documento de texto es
una representacio´n resumen de su contenido, a modo de firma. Se
suele modelar utilizando funciones hash, que proporcionan nu´me-
ros u´nicos a partir de secuencias de caracteres [57]. Las secuencias
de caracteres pueden ser conjuntos de caracteres, palabras o frases
(conocidos como shingles, una secuencia continua de tokens en un
documento).
Algunos modelos utilizando huella digital son los siguientes:
COPS [6] fue uno de los primeros modelos en utilizar huella
digital en texto. El sistema se usaba para controlar los luga-
res en los que un documento pod´ıa ser republicado. El sistema
COPS sigue el siguiente esquema: (i) cuando un nuevo docu-
mento d se crea, es registrado en un servidor; (ii) d se segmenta
en shingles (generalmente frases). Cada shingle se almacena
en una gran base de datos. Cuando un nuevo documento d1 en-
tra en el sistema, utilizamos el algoritmo descrito en la fig. 2.1.
Si un shingle de d1 tiene una coincidencia con un shingle de
un documento d de la base de datos, el sistema alertara´ de una
coincidencia.
Winnowing [48] hace uso de n-gramas como shingles para
generar un conjunto de valores hash del texto. Los n-gramas
pueden ser a nivel de caracter, palabra o frase. El modelo tra-
baja con una ventana deslizante que guarda siempre el menor
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1: Given d1 and DBH:
2: break d1 into shingles d1i
3: for each chunk d1i in d
1:
4: Compute Hpd1iq
5: if DHpd1iq in H
6: return d | Hpd1qq P d
Figura 2.1: Algoritmo COPS, donde d1 es un documento sospechoso de ser plagio, H es
una funcio´n de hash, y H es la base de datos de hash de shingles generados previamente
de una coleccio´n de documentos D.
valor de hash de la ventana en su base de datos, para posterior-
mente detectar similitudes con un nuevo documento entrante.
SPEX [5] compara subcadenas de documentos. Las subcade-
nas son secuencias de n-gramas de palabras presentes en ma´s
de un documento. El algoritmo genera, para cada documento,
n-gramas en un rango [1,l] y los almacena en una base de da-
tos utilizando una funcio´n hash. Cada documento sospechoso
de contener plagio sera´ descompuesto en n-gramas del mismo
modo y comparado con las firmas almacenadas en la base de
datos. En la fig. 2.2 se muestra el algoritmo SPEX.
1: Given a collection of documents D:
2: for each d P D:
3: for each 1-gram g P d
4: H1 Ð Hpgq
5: for n  t2, . . . , lu:
6: for each d P D:
7: for each n-gram in g P d
8: if cntpHn1, gr0,n1sq  cntpHn1, gr1,nsq  2:
9: Hn Ð Hpgq
Figura 2.2: Algoritmo SPEX, donde Hn es la tabla hash de n-gramas de palabra. Para
cada n-grama en Hn se asocia un contador. La funcio´n cnt devuelve un contador para un
hash dado.
Modelos de espacio vectorial
Un modelo de espacio vectorial [55] utiliza vectores de carac-
ter´ısticas para modelar los fragmentos de documento. En el caso
de plagio en texto las caracter´ısticas pueden ser palabras, n-gramas
o estad´ısticas del documento. Para analizar la similitud entre dos
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donde JpA,Bq esta´ acotado en [0,1], siendo 1 cuando A y B sean
ide´nticos.
Expansio´n de vocabulario con tesauros
Existe una clase de modelos que hacen uso de conceptos de tesau-
ros1 para modelar los documentos. La ventaja de utilizar un tesauro
para buscar las palabras de los documentos es que es un buen me´to-
do para detectar plagio cuando se ha utilizado para´frasis, ya que en
el tesauro podremos encontrar los sino´nimos de un concepto y darlo
como va´lido para una palabra dada.
En el trabajo de [26] utilizan la red sema´ntica WordNet [14] para
realizar una expansio´n del vocabulario de acuerdo a las relaciones
sema´nticas de los conceptos originales presentes en un documento.
Los autores utilizan seis me´todos diferentes para medir la similitud
entre los conjuntos de vocabulario expandido de dos documentos da-
dos. Entre los me´todos encontramos medir la diferencia de vocabu-
larios y medir la convergencia con un mismo concepto de WordNet.
En el presente trabajo, en la seccio´n 4.2 se hace uso de la red
sema´ntica multilingu¨e BabelNet [33], la cual posee los conceptos de
WordNet adema´s de las entradas etiquetadas de la Wikipedia to-
madas como conceptos, para realizar una expansio´n del vocabulario
representando los documentos mediante grafos de conocimiento, lo
cual es una te´cnica relacionada con esta categor´ıa pero desde un
enfoque translingu¨e.
Bu´squeda de similitudes en grandes colecciones de datos
El me´todo de bu´squeda de similitudes en grandes colecciones de
datos (BDCSS) [20], fue el ganador de la competicio´n internacional
1Tesauro: “Nombre dado por sus autores a ciertos diccionarios, cata´logos o antolog´ıas.” [13]
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de deteccio´n de plagio PAN’112 descrita en la seccio´n 5.1, en su tarea
de deteccio´n de plagio externo.
El me´todo utiliza un proceso de tres etapas para la deteccio´n:
Preproceso: En primer lugar se convierten todos los documen-
tos a texto plano. A continuacio´n se transforma el texto en una
estructura de datos ma´s eficiente de menor taman˜o y ma´s fa´cil
acceso. Para ello se utiliza un algoritmo de mapeo que traduce
todo el texto al ingle´s (si fuera necesario), lo lematiza y convier-
te todos los sino´nimos en una misma palabra para simplificar
la comparacio´n. Adema´s se transforman todas las palabras del
texto a co´digos binarios.
Deteccio´n de pasajes sospechosos: Para detectar los casos de
plagio, en primer lugar se utiliza un me´todo para contabilizar
el nu´mero de palabras NMW en comu´n (sin repeticiones) entre
dos fragmentos IS e IR, sin importar el o´rden ni nu´mero de
palabras de los fragmentos, mediante la ecuacio´n 2.3.
NMW pIS, IRq  |IS X IR| (2.3)
Dados dos fragmentos a comparar IS e IR, utilizamos los sub-
fragmentos de estos ISi e IRj, siendo i y j el taman˜o del subfrag-
mento comenzando desde su primera palabra. Para que un caso
sea plagio tiene que cumplir la ecuacio´n 2.4, siendo qmin  0,5.
Adema´s, cada par de subfragmentos a comparar tienen que








Por u´ltimo, si dos casos de plagio son adyacentes son unidos en
uno solo.
Postproceso: En la u´ltima etapa se eliminan los solapamientos
de casos de plagio en un mismo fragmento, adema´s de mejorar
2http://www.webis.de/research/events/pan-11
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el recall y precision estableciendo tres umbrales debajo de los
cuales tienen que encontrarse los fragmentos de plagio detec-
tados para ser va´lidos: t1  nu´mero de palabras del fragmento
  T1 (cuyo valor o´ptimo establecen en 70), t2  nu´mero de
caracteres de cada palabra   T2 (valor o´ptimo = 60), y t3 
nu´mero de caracteres de los fragmentos de plagio   T3 (valor
o´ptimo = 200).
Deteccio´n de plagio por comparacio´n detallada
El me´todo de bu´squeda de deteccio´n de plagio por comparacio´n
detallada [27], fue el ganador de la competicio´n internacional de
deteccio´n de plagio PAN’123, en su tarea de deteccio´n de plagio
externo.
Dado un conjunto de documentos sospechosos y fuentes de con-
tener plago, el me´todo utiliza un proceso de tres etapas para la
deteccio´n:
Preproceso: En esta etapa se eliminan los signos de puntua-
cio´n, las palabras irrelevantes (como los art´ıculos), los espacios
en blanco consecutivos, y se lematiza el texto. Adema´s se pon-
deran las palabras de los documentos utilizando un me´todo de
ponderamiento del software Lucene4.
Comparacio´n detallada: Este me´todo toma como casos a com-
parar fragmentos de una frase de longitud, as´ı el primer paso es
separar todos los documentos fuente y sospechosos en frases. A
continuacio´n se seleccionan las frases cuya distancia del coseno
sea superior a un umbral t1  0,42, como se puede ver en la
ecuacio´n 2.5.
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siendo S una frase sospechosa, R una frase fuente, wSk el peso
de la palabra k de la frase S y wRk el peso de la palabra k de
la frase R.
El siguiente paso es filtrar los casos posibles haciendo que su
comparacio´n estructural T sea superior a un umbral t2  0,32,








donde NSptq y NRptq es el nu´mero de veces que se repite el
te´rmino comu´n t en las frases S y R.
Finalmente se mezclan los casos de plagio que esta´n solapados
o adyacentes mediante un algoritmo de ordenacio´n.
Postproceso: En la u´ltima fase se vuelve a pasar la ecuacio´n 2.6
sobre los casos de plagio detectados que ya han sido unidos si
era necesario, estableciendo t2  0,3 en esta ocasio´n.
2.3. Deteccio´n automa´tica de plagio textual
translingu¨e
En esta seccio´n trataremos la deteccio´n de plagio textual, intr´ınse-
co y externo, a nivel translingu¨e.
2.3.1. Deteccio´n de plagio intr´ınseco translingu¨e
Si bien a priori prodr´ıa parecer que la deteccio´n de plagio intr´ınse-
co translingu¨e no tiene sentido, ya que en deteccio´n intr´ınseca se
trabaja sobre un solo documento para detectar secciones que no son
propias del estilo y caracter´ısticas del autor, y por tanto se traba-
jar´ıa a nivel monolingu¨e, existen trabajos que detectan secciones de
documento que no son propias del estilo del autor al ser traducciones
de otros documentos.
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En [1] detectan documentos traducidos desde otro lenguaje, con
la asuncio´n de que la traduccio´n conservara´ parte de la esencia de
la estructura sinta´ctica del lenguaje original, y por tanto un conteo
de categor´ıas morfosinta´cticas, nombres y adverbios ser´ıa suficiente
para reverlar secciones impropias del lenguaje.
En el trabajo descrito en [51] se realiza una clase de deteccio´n de
plagio intr´ınseco translingu¨e. Los autores estudian la deteccio´n del
uso de traductores online, para traducir documentos que deb´ıan ser
traducidos a mano, por parte de estudiantes de lenguas.
En general, para detectar plagio intr´ınseco translingu¨e, todos los
modelos descritos a nivel monolingu¨e son va´lidos, ya que son capaces
de detectar secciones impropias del estilo del autor, como sera´n las
que provengan de documentos traducidos desde otro lenguaje.
2.3.2. Deteccio´n de plagio externo translingu¨e
De acuerdo a su paradigma de resolucio´n, existen cuatro cate-
gor´ıas diferentes de modelos de ana´lisis de similitud que pueden ser
utilizados para deteccio´n de plagio translingu¨e: (i) modelos que ha-
cen uso de diccionarios, gazetteers, reglas o tesauros lingu¨´ısticos
para realizar las traducciones de los conceptos desde un lenguaje
origen L a uno destino L1. En esta categor´ıa tenemos por ejemplo
CL-VSM [58] , que utiliza modelos de espacio vectorial [55] o CL-
CTS [21], que usa el tesauro conceptual Eurovoc5 para las traduc-
ciones. (ii) Modelos que se basan en la sintaxis del documento y su
estructura para comparar los documentos. El modelo CL-CNG [30]
esta´ incluido en esta categor´ıa. (iii) Modelos que utilizan corpus
comparables, como CL-ESA [43]. E´ste utiliza corpus alineados por
tema y lenguaje, como la enciclopedia de la Wikipedia, y analiza la
similitud con un modelo monolingu¨e como los modelos de espacio
vectorial. (iv) Los modelos basados en un corpus paralelo alinean
los corpus en diferentes idiomas a nivel de documento y palabra.
Los modelos CL-ASA [4, 2], Cross-language latent semantic indexing
(CL-LSI) [12] y Cross-language kernel canonical correlation analysis
5http://eurovoc.europa.eu/
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(CL-KCCA) [60], quedan dentro de esta categor´ıa. Adema´s, existen
modelos que pueden utilizar combinaciones de las categor´ıas ante-
riores, para lo cual nuestra aproximacio´n CL-KGA, descrita en la
seccio´n 4.2, es un buen ejemplo de ello, siendo la red sema´ntica mul-
tilingu¨e BabelNet la unio´n de (i) un tesauro (WordNet) y de (iii) un
corpus comparable (Wikipedia6).
A continuacio´n se muestran algunas de las aproximaciones de
ana´lisis de similitud translingu¨e, ordenadas por categor´ıa, que me-
jores resultados han ofrecido y pueden utilizarse para la tarea de
deteccio´n de plagio externo.
Ana´lisis de similitud translingu¨e basado en un tesauro con-
ceptual
El modelo CL-CTS [21], Cross-language conceptual thesaurus ba-
sed similarity, representa los documentos por sus conceptos presen-
tes dentro de un tesauro multilingu¨e, modelados mediante vectores
conceptuales ~c. Para asignar un concepto e a un documento d, se
tiene que cumplir la regla vpe, dq ¡ 0, siendo vpe, dq el peso asignado





donde Te se refiere al vocabulario de conceptos en Eurovoc y fpt, dq
representa la frecuencia del te´rmino t en el documento d.












  p1  αq  ζpd, d1q, (2.8)
donde ~cx representa el vector conceptual de un documento x, lpd, d
1q
es el factor de longitud definido en 2.9, y α es un factor de normali-
zacio´n para que Spd, d1q este´ acotada en r0, 1s. ζpd, d1q es la similitud
6www.wikipedia.org
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del coseno entre los 3 -gramas a nivel de caracter de los nombres de
entidades en d y d1, para los cuales se da un tratamiento especial
debido al hecho de que no esta´n presentes en el tesauro, pero su-
poniendo similitudes sinta´cticas entre lenguajes, se puede cubrir la
carencia utilizando n-gramas a nivel de caracter.









donde µ y σ son la media y desviacio´n t´ıpica de la longitud de
caracteres entre traducciones de documentos desde el lenguaje L1 al
lenguaje L2. Mediante esta fo´rmula se tiene en cuenta el hecho de
que un mismo texto puede ocupar distinto espacio segu´n el lenguaje
en el que este´ escrito. Ma´s informacio´n sobre la ecuacio´n se puede
encontrar en [46].
En el trabajo original, para la adquisio´n de los conceptos, utili-
zan el terauro Eurovoc, el cual tiene 6.797 conceptos multilingu¨es
representados en 22 idiomas.
Ana´lisis de silimitud translingu¨e basado en n-gramas de
caracteres
El modelo CL-CNG [30], Cross-language character n-gram, ha
demostrado ofrecer un rendimiento elevado para lenguajes europeos
con similitudes sinta´cticas y hace uso de n-gramas a nivel de ca-
racteres para comparar los documentos en diferentes idiomas. En
este modelo se utilizan normalmente trigramas de caracteres (CL-
C3G) [43].
Dado un documento fuente d en un lenguaje L1 y un documento
sospechoso d1 en un lenguaje L2, la similitud Spd, d
1q entre los dos
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donde ~d y ~d1 son las proyecciones vectoriales de d y d1 en un espacio
de n-gramas de cara´cter.
Ana´lisis de similitud translingu¨e basado en corpus compa-
rable
El modelo CL-ESA [43], Cross-language explicit semantic analy-
sis, se basa en el modelo ESA [17], explicit semantic analysis, el cual
representa dos documentos a comparar d y d1 por sus similitudes con
un conjunto de documentos conocido como coleccio´n de ı´ndices CI .
Las similitudes entre los documentos son representadas mediante los
vectores ~d y ~d1 estimados como en la ecuacio´n 2.11.
~d  tsimpd, cq@c P CIu, (2.11)
donde simpd, cq computa las similitudes entre el documento d y el
documento c de la coleccio´n CI , siendo el vector resultante ~d de la
siguiente forma:
~d  rsimpd, c0q, simpd, c1q, ..., simpd, cnqs
El ana´lisis de similitud entre vectores se lleva a cabo con un
modelo de deteccio´n de similitud monolingu¨e, como los modelos de
espacio vectorial [55] definidos en la seccio´n 2.2.2.
En un contexto translingu¨e, CL-ESA, para determinar las seme-
janzas entre documentos en diferentes lenguajes, necesita un corpus
comparable multilingu¨e alineado por tema y lenguaje en el que exis-
ta una correspondencia tCI , C
1
IupCI P L1, C
1
I P L2q. Generalmente
con este modelo se utiliza el corpus comparable de la enciclopedia
de la Wikipedia.
Ana´lisis de similitud translingu¨e basado en alineamiento
El modelo CL-ASA, Cross-language alignment-based similarity
analysis, mide la similitud entre dos documentos d y d1, en dos idio-
mas diferentes L1 y L2, alinea´ndolos a nivel de palabra, determinan-
do la probabilidad de que un documento d1 sea una una traduccio´n
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del documento d. La similitud Spd, d1q se calcula haciendo uso de la
ecuacio´n 2.12:
Spd, d1q  lpd, d1q  tpd|d1q, (2.12)
donde lpd, d1q es el factor de longitud definido en 2.9 y tpd|d1q es el







donde ppx, yq es la probabilidad de que una palabra x en el lenguaje
L1 sea una traduccio´n de la palabra y del lenguaje L2. Dichas pro-
babilidades de traduccio´n pueden obtenerse mediante un diccionario
estad´ıstico.
Para los experimentos del cap´ıtulo 5.2.2 se ha entrenado un dic-
cionario estad´ıstico alema´n-ingle´s y espan˜ol-ingle´s haciendo uso del
modelo de alineamiento de palabras IBM M1 [7, 37], sobre el corpus
paralelo multilingu¨e JRC-Acquis [59], adema´s de probar tambie´n
el diccionario estad´ıstico de la red sema´ntica multilingu¨e BabelNet,
como se explica en la seccio´n 4.1.
Dejando de lado aproximaciones como CL-LSI y CL-KCCA que
ofrecen un buen rendimiento a un alto coste computacional, existen
trabajos [43, 21] que han comparado algunos de los anteriores mo-
delos: CL-ASA, CL-ESA, CL-CNG y CL-CTS. En sus resultados se
refleja como CL-CNG es un buen baseline para tomar como partida
en la deteccio´n de plagio translingu¨e, y CL-ASA ofrece en prome-
dio los mejores resultados. Por esa razo´n hemos elegido CL-CNG
y CL-ASA como las aproximaciones a comparar, en el cap´ıtulo de





Una red sema´ntica es una forma de representacio´n de conoci-
miento lingu¨´ıstico en la que los conceptos y sus interrelaciones se
representan mediante un grafo, tambie´n conocido como base de co-
nocimiento de la red. Las redes sema´nticas han sido muy utiliza-
das en Inteligencia Artificial para representar el conocimiento, uti-
liza´ndolas, entre otras cosas, para representar mapas conceptuales
y mentales, e incluso para modelar tesauros lingu¨´ısticos completos
mediante un grafo de grandes dimensiones.
Figura 3.1: Ejemplo de red sema´ntica sobre el mundo animal.
En una base de conocimiento o red sema´ntica, los elementos
sema´nticos (conceptos) se representan mediante nodos. Dos elemen-
tos sema´nticos entre los que exista algu´n tipo de relacio´n, estara´n
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unidos en la red mediante una arista (relacio´n). Dependiendo del co-
nocimiento que se este´ representando en la red, los grafos podra´n ser
dirigidos, de modo que existan relaciones no sime´tricas entre concep-
tos. Adema´s, atendiendo a la clase de contenido de la red, habra´ di-
ferentes tipos de relaciones, siendo ejemplos de posibles relaciones la
hiponimia, hiperonimia, la meronimia, etc. En la figura 3.1 tenemos
un ejemplo de red sema´ntica. Existen diversas redes sema´nticas que
modelan tesauros lingu¨´ısticos, como por ejemplo WordNet.
En el an˜o 1985, el profesor de psicolog´ıa George A. Miller, del
Cognitive Science Laboratory de la Universidad de Princeton, co-
menzo´ la direccio´n del proyecto WordNet, el cual actualmente es
una enorme base de datos le´xica del idioma ingle´s. WordNet agrupa
las palabras en conjuntos de sino´nimos llamados ’synsets’, proporcio-
nando definiciones cortas y generales, y almacenando las relaciones
sema´nticas entre estos conjuntos de sino´nimos. El propo´sito del pro-
yecto es doble: por un lado producir una combinacio´n de diccionario
y tesauro cuyo uso es ma´s intuitivo, y ayudar al ana´lisis automa´ti-
co de textos y a las aplicaciones de Procesamiento del Lenguaje
Natural. Adema´s, la base de datos y las herramientas pueden ser
descargadas y usadas libremente1. Por otro lado, la base de datos
puede consultarse online en su sitio Web2.
El proyecto original de WordNet, para la lengua inglesa, se ha
extendido a trave´s de la Asociacio´n Global de WordNet3, la cual
promueve la creacio´n y unio´n de diferentes WordNets de lenguas y
pa´ıses del mundo. Adema´s de WordNet, existen otras redes sema´nti-
cas que modelan tesauros, como por ejemplo la que utiliza los mo-
delos de Gellish4 para crear la taxonomı´a-diccionario ingle´s Gellish,
la cual es una gran red sema´ntica, de co´digo abierto, que representa
y relaciona conceptos de la lengua inglesa.
Existe otra categor´ıa de redes sema´nticas, conocidas como redes
sema´nticas multilingu¨es, las cuales fundamentan el trabajo de inves-
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3.2. Red sema´ntica multilingu¨e
Una red sema´ntica multilingu¨e sigue el esquema de una base de
conocimiento tradicional, y por tanto el descrito en la seccio´n an-
terior. La diferencia principal respecto a una red sema´ntica es que
cada uno de los nodos del grafo, tiene una dimesio´n multilingu¨e,
de modo que existe un conjunto de lexicalizaciones del concepto en
diferentes idiomas.
Actualmente esta´n disponibles para su uso diferentes redes sema´n-
ticas multilingu¨es, como por ejemplo ConceptNet [23], EuroWord-
Net [61], el cual realiza una unio´n de todos los ’synset’ equivalentes
entre los WordNet de la Unio´n Europea, o BabelNet [33], el cual
hemos elegido como red sema´ntica multilingu¨e para la realizacio´n
de nuestra experimentacio´n, y del que hablaremos a continuacio´n.
3.2.1. BabelNet
BabelNet [33] esta´ formado por una base de conocimiento de gran
taman˜o, con el conjunto de lexicalizaciones de los conceptos dispo-
nibles en los siguientes idiomas: alema´n, catala´n, espan˜ol, france´s,
ingle´s e italiano.
Las relaciones y conceptos provienen de WordNet, la mayor red
sema´ntica disponible, y de las entradas multilingu¨e de la Wikipedia,
as´ı BabelNet combina informacio´n lexicogra´fica con conocimiento
enciclope´dico. La lista de conceptos esta´ formada por todos los sig-
nificados de palabra en WordNet (’synsets’) y las etiquetas de las
entradas de la Wikipedia, por otro lado las relaciones entre concep-
tos las forman los punteros sema´nticos entre conceptos en WordNet
y los enlaces entre entradas en la Wikipedia.
Las lexicalizaciones multilingu¨es se obtienen a partir de las en-
tradas en diferentes idiomas de la Wikipedia, utiliza´ndolas como
corpus comparable y combina´ndolo con traduccio´n estad´ıstica. Por
otro lado, se utiliza el corpus semCor5, el cual esta´ compuesto por
frases en ingle´s con los conceptos de WordNet etiquetados, de modo
5http://www.gabormelli.com/RKB/SemCor_Corpus
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que mediante un traductor estad´ıstico podemos obtener las traduc-
ciones de dichos conceptos en los diferentes lenguajes de BabelNet.
Por u´ltimo, cabe sen˜alar que cada uno de los conceptos dentro de la
base de conocimiento tiene una de las siguientes categor´ıas gramati-
cales asociadas: adjetivo, adverbio, nombre y verbo. En la figura 3.2
tenemos un esquema de la estructura interna de BabelNet.
Figura 3.2: Ejemplo de la estructura interna de BabelNet (figura tomada
de [33]).
BabelNet puede ser explorado de forma gra´fica [35] utilizando la
herramienta online BabelNetXplorer6. El API7 de BabelNet permite
utilizar esta red sema´ntica multilingu¨e, entre otros usos, como tra-
ductor, como desambiguador del sentido de las palabras [36], como
diccionario estad´ıstico y para construir grafos de conocimiento. Es-
tos dos u´ltimos usos son los que utilizamos en nuestra investigacio´n
y de los que hablaremos a continuacio´n.
Diccionario estad´ıstico de BabelNet
Dada una palabra x escrita en un lenguajeA P L  tCA,DE,EN,
ES, FR, IT u, el diccionario estad´ıstico de BabelNet nos permite ob-
tener el conjunto tpx1, w1q, px2, w2q, ...uB, B P L, de traducciones
posibles de la palabra x en el lenguaje B, siendo wi el peso de la
traduccio´n de la palabra xi.
Las traducciones y sus pesos se toman de la base de conocimiento
de BabelNet del siguiente modo: (i) para una palabra xA dada en
6http://lcl.uniroma1.it/bnxplorer/
7http://lcl.uniroma1.it/babelnet/
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un lenguaje A, buscamos dentro de la base de conocimiento la lista
de conceptos CA  txA Y equivalentespxAqu en el lenguaje A, don-
de equivalentespxAq son los conceptos que guardan una relacio´n de
equivalencia de algu´n tipo (sinonimia, pertenencia, parte-de...) con
xA dentro de la base de conocimiento; (ii) para cada concepto de CA
devolvemos la lista de traducciones CL disponibles en su dimensio´n
multilingu¨e para cada uno de los lenguajes L; (iii) el peso wL de cada
traduccio´n xL sera´ el nu´mero de relaciones salientes de cada uno de
sus conceptos asociados que se dirija a otro concepto de la lista CL.
Utilizando este me´todo las traducciones ma´s probables sera´n las de
mayor peso (las ma´s relacionadas), si bien no esta´n normalizadas.
Para comprender mejor como funciona el diccionario estad´ıstico
vamos a poner un ejemplo: dada la palabra xen  “car
2 en el len-
guaje ingle´s, el sistema busca la lista de conceptos iguales o equiva-
lentes Cen = {car, auto, motor, motorcar, cab...}en. A continuacio´n
obtenemos la lista de traducciones CL = {{coche, automovil, auto,
carro...}es,{auto, wagen...}de,...} a todos los lenguajes L de Babel-
Net utilizando la dimensio´n multilingu¨e de cada uno de los conceptos
de Cen. Finalmente obtenemos los pesos de cada una de las traduc-
ciones dentro de CL contando el nu´mero de relaciones que existen
dentro de la base de conocimiento de BabelNet entre cada uno de
los conceptos de CL para cada lenguaje L, devolviendo la lista de
traducciones ponderadas CL = {{(coche, 8), (automovil,6), (auto,
5), (carro, 3)...}es,{(auto, 9), (wagen, 6)...}de,...}. Notese que no
tienen porque´ ser los mismos pesos para cada lenguaje, ya que se
puede dar el caso de que algu´n concepto tenga ma´s de una traduc-
cio´n equivalente en un mismo synset, lo cual sera´ contabilizado como
dos conceptos diferentes que esta´n igualmente relacionados.
Grafos de conocimiento
Un grafo de conocimiento consiste en un grafo dirigido y ponde-
rado, generado a partir de un conjunto de palabras como las de una
frase, que contiene los conceptos originales expandidos y relaciona-
dos entre ellos, dando lugar a un “modelo de contexto” de la frase o
conjunto de palabras original. El peso de un concepto es su nu´mero
CAPI´TULO 3. REDES SEMA´NTICAS 32
de relaciones salientes, mientras que el peso de una relacio´n es el
peso original de la relacio´n en la base de conocimiento de BabelNet,
la cual parte de la base de conocimiento de WordNet a la que se le
han an˜adido los conceptos de la Wikipedia utilizando un algoritmo
de mapping [34].
Figura 3.3: Ejemplo simplificado, sin pesos en nodos y aristas, ni dimensio´n
multilingu¨e, del grafo de conocimiento de la frase “la prima de riesgo espan˜ola
alcanza ma´ximos histo´ricos” (los nombre de las relaciones se incluyen so´lo dentro
de la l´ınea discontinua).
Para comprender mejor en que consiste un grafo de conocimiento,
vamos a poner un ejemplo. Supongamos que tenemos la frase “La
prima de riesgo espan˜ola alcanza ma´ximos histo´ricos”. Los concep-
tos de la frase son:
C = {prima de riesgo, Espan˜a, alcanzar, ma´ximo, histo´rico}
Utilizando las herramientas de BabelNet podemos construir un
grafo de conocimiento g a partir de C, el cual contendra´ un nuevo
listado de conceptos Cg  (C Y C
1q, siendo la lista de conceptos
expandidos:
C 1  {economı´a, finanzas, historia...}
Adema´s, entre los conceptos de Cg, aparecera´n una serie de co-
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nexiones R que los relacionan:
R P {relacionado, parte de, pertenece, equivalente, opuesto...}
Como se ha comentado anteriormente, cada uno de los conceptos
y relaciones del grafo tiene una dimensio´n multilingu¨e, por lo que dos
fragmentos de texto similares en diferentes lenguajes, deber´ıan tener
unos grafos tambie´n similares, lo cual explotaremos en la seccio´n 4.2
para generar nuestro modelo de ana´lisis de similitud translingu¨e. En
la fig. 3.3 podemos ver el contenido del grafo g en espan˜ol.
Un grafo de conocimiento se genera en BabelNet del siguiente
modo: (i) dada una lista de conceptos etiquetada morfolo´gicamente,
buscamos caminos para cada uno de ellos, dentro de la base de
conocimiento de BabelNet, hasta el resto de conceptos de la lista8;
(ii) una vez tenemos todos los caminos entre conceptos, estos son
suministrados a un constructor de grafos que los fusiona generando
un grafo de conocimiento, el cual posee en su interior conceptos y
relaciones expandidos respecto a la lista de conceptos original.
El constructor de grafos que utiliza BabelNet es una clase en Java
que, dado un conjunto P de caminos entre conceptos, los fusiona ge-
nerando un grafo g del siguiente modo: (i) en primer lugar tomamos
todos los conceptos presentes en la lista de caminos P y realizamos
su unio´n C para eliminar repeticiones; (ii) tomamos todas las rela-
ciones entre conceptos presentes en P y realizamos su unio´n R para
eliminar repeticiones; (iii) finalmente conectamos los conceptos de
C mediante las relaciones de R obteniendo el grafo g  tC x Ru.
8La bu´squeda viene delimitada por una profundidad ma´xima (tres conceptos de profundi-





En este cap´ıtulo vamos a proponer dos modelos de ana´lisis de
similitud para uso en deteccio´n de plagio externo translingu¨e. En
primer lugar, en la seccio´n 4.1 sobre el modelo CL-ASA como ba-
se, utilizaremos el diccionario estad´ıstico de BabelNet, aplicando
diferentes me´todos de normalizacio´n sobre los pesos de las traduc-
ciones de palabras. A continuacio´n, en la seccio´n 4.2 presentaremos
el nuevo modelo de ana´lisis de similitud basado en grafos de conoci-
miento, CL-KGA, que expande y relaciona los conceptos originales
de fragmentos de texto, para proporcionar un modelo de contexto
de su contenido y realizando la comparacio´n de fragmentos de texto
a nivel de grafos.
4.1. CL-ASA con el diccionario estad´ıstico de
BabelNet
Como hemos comentado en la seccio´n 3.2.1, el diccionario es-
tad´ıstico de BabelNet (BN-dict) nos proporciona una lista de tra-
ducciones ponderadas para una palabra dada, y aunque dichos pesos
esta´n relacionados con la traduccio´n ma´s probable, no son probabi-
lidades ni esta´n normalizados.
Teniendo en cuenta lo anterior, vamos a proponer diferentes for-
mas de estimar la similitud Spd, d1q entre dos documentos d y d1,
partiendo de la ecuacio´n 2.13 del modelo CL-ASA, que utilizan
diferentes me´todos de normalizacio´n.
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En nuestro caso, podemos atender a dos me´todos de normaliza-
cio´n distintos:
Normalizacio´n del peso de traduccio´n w(x,y): Dada una
palabra x en un lenguaje L1 y una palabra y en un lenguaje L2,
basta con dividir el peso de traduccio´n wpx, yq por la suma de
todos los pesos de traduccio´n posibles wpxq de la palabra x al






Normalizacio´n de la similitud S(d,d’): Dado un documen-
to d con un nu´mero total de palabras |d|, podemos normali-
zar su similitud respecto al nu´mero de palabras del documento






Los me´todos de normalizacio´n descritos en las ecuaciones 4.1 y 4.2
son compatibles entre s´ı y combinados con la ecuacio´n 2.13 se pueden
utilizar para dar lugar a cuatro ecuaciones de similitud diferentes:
BN-dict1: Normalizacio´n en funcio´n de los pesos de traduccio-
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El me´todo descrito ha sido publicado en [15]. En nuestra evalua-
cio´n, en la seccio´n 5.2.2, compararemos los cuatro me´todos propues-
tos con los modelos estado del arte CL-CNG y CL-ASA, adema´s
de con nuestra otra propuesta, CL-KGA, de la que hablaremos a
continuacio´n.
4.2. Ana´lisis de similitud basado en grafos de
conocimiento
En esta seccio´n vamos a presentar el modelo Cross-language know-
ledge graphs analysis (CL-KGA), el cual utiliza grafos de conoci-
miento generados a partir de una red sema´ntica multilingu¨e para
obtener una similitud entre dos textos, como por ejemplo documen-
tos o fragmentos de texto.
Dado un conjunto de documentos D en un lenguaje L1 y un
conjunto de documentos D1 en un lenguaje L2, para comparar dos
documentos d P D y d1 P D1 utilizando grafos de conocimiento,
debemos de seguir los siguientes pasos:
En primer lugar debemos realizar un procesado previo del tex-
to para extraer y etiquetar morfolo´gicamente sus conceptos,
eliminando tambie´n los tipos de palabra que no aportan mu-
cha informacio´n u´til para la deteccio´n de plagio, como son los
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art´ıculos. Adema´s, es conveniente lematizar las palabras. Para
estas tareas en nuestra investigacio´n hemos hecho uso de la he-
rramienta TreeTagger1 [49], la cual es compatible con diferen-
tes idiomas entre los cuales se encuentran el alema´n, espan˜ol e
ingle´s, que son los que utilizamos en nuestra evaluacio´n. Cabe
sen˜alar que como en BabelNet solo existen cuatro categor´ıas
gramaticales (adjetivo, adverbio, nombre y verbo), todas las
categor´ıas etiquetadas por TreeTagger que se salgan de estas,
sera´n re-etiquetadas como nombres, la categor´ıa ma´s comu´n en
BabelNet.
Una vez realizado el preprocesamiento del texto, podemos cons-
truir, utilizando la red sema´ntica multilingu¨e BabelNet, los gra-
fos de conocimiento g y g1 a partir de los documentos d y d1.
Finalmente, para obtener una similitud Spg, g1q entre g y g1,
tomando como base la aproximacio´n de comparacio´n flexible
de grafos conceptuales2 [32], hemos propuesto la ecuacio´n 4.7
para trabajar con grafos de conocimiento.
Spg, g1q  Scpg, g




































2Un grafo conceptual es un grafo finito dirigido bipartido con dos clases de nodos: conceptos
y relaciones [52, 53].
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Figura 4.1: Proceso de deteccio´n de plagio translingu¨e utilizando grafos de co-
nocimiento.
donde Scpg, g
1q es la similitud entre los conceptos de los grafos,
Srpg, g
1q es la similitud entre las relaciones, gint es el grafo re-
sultante de la interseccio´n de g y g1, c es un concepto, r es una
relacio´n, wpcq y wprq son sus pesos, y Npc, giq es el conjunto de
relaciones conectadas al concepto c en el grafo gi. Las variables
a y b se utilizan en la ecuacio´n 4.7 para dar la apropiada relevan-
cia a los conceptos y relaciones, ya que sus pesos no se calculan
del mismo modo y, por tanto, valores de similitud iguales no
tienen porque´ tener el mismo significado. Adema´s, para la re-
solucio´n de determinados problemas, no son igual de relevantes
conceptos que relaciones, por este motivo se suele utilizar la
regla a  b  1, y se toman a y b como porcentajes de relevan-
cia, aunque del modo que esta´n dispuestas las variables en la
ecuacio´n los conceptos siempre sera´n ma´s importantes que las
relaciones, debido a que estas u´ltimas no podr´ıan existir sin los
conceptos. En la seccio´n 5.2.1 analizaremos cuales son los por-
centajes de relevancia adecuados para conceptos y relaciones
en deteccio´n de plagio translingu¨e utilizando BabelNet.
En la fig. 4.1 podemos ver un esquema completo del proceso
de deteccio´n de plagio translingu¨e utilizando grafos de conocimien-
to. Es importante sen˜alar que despue´s de la interseccio´n de grafos
gint  pg X g
1q, los conceptos y relaciones del grafo gint probable-
mente se hayan visto reducidos, y por tanto, sus pesos tendra´n que
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ser recalculados. El ca´lculo del peso de un concepto es trivial, pues
es el nu´mero de relaciones salientes del mismo. En cambio, recal-
cular el peso de las relaciones requiere de coste cu´bico siguiendo su
proceso de creacio´n en BabelNet, ya que para cada relacio´n ser´ıa
necesario recorrer todos los conceptos dos veces siguiendo su algo-
ritmo de mapping entre conceptos de la Wikipedia a WordNet3. Por
ese motivo, en la ecuacio´n 4.10 proponemos un algoritmo gene´rico
de reestimacio´n del peso wpr, c, gintq, siendo r una relacio´n saliente
de un concepto c en el grafo de interseccio´n gint. El nuevo peso se
calcula en funcio´n del antiguo y del nuevo valor del peso de c en los
grafos g, g1 y gint.
wpr, c, gintq 
wpc, gq  dpc, g, gintq   wpc, g
1q  dpc, g1, gintq
2
(4.10)




donde wpc, giq es el peso del concepto c en el grafo gi, y Rpgi, xq es
el conjunto de relaciones salientes del concepto x en el grafo gi.
El me´todo descrito ha sido publicado en [16]. En la evaluacio´n
de la seccio´n 5.2.2 compararemos el uso de grafos de conocimien-
to, en deteccio´n de plagio translingu¨e, con los me´todos propuestos
utilizando el diccionario estad´ıstico de BabelNet, adema´s de con los
modelos CL-ASA (utilizando un diccionario entrenado con el modelo
IBM M1) y CL-CNG.




Este cap´ıtulo esta´ dedicado a la evaluacio´n de los modelos pro-
puestos en el cap´ıtulo 4. En primer lugar, en la seccio´n 5.1 des-
cribiremos el corpus PAN-PC’11, el cual utilizaremos en nuestros
experimentos. A continuacio´n, en la seccio´n 5.1.1 explicaremos las
unidades de medida que vamos a emplear para medir la calidad de
nuestros resultados. El me´todo de ana´lisis detallado de similitud es
explicado en la seccio´n 5.1.2. Por u´ltimo, una vez descritos todos
los detalles necesarios para comprender correctamente la evaluacio´n
que se va a llevar a cabo, en la seccio´n 5.2 se realizara´n diferentes
experimentos para evaluar nuestros modelos frente al estado del arte
en deteccio´n de plagio externo translingu¨e.
5.1. Corpus PAN-PC’11
Desde el an˜o 2009, en el marco del PAN Uncovering Plagiarism
Authorship and Social Software Misuse (PAN)1, se celebra una com-
peticio´n internacional sobre deteccio´n de plagio. En la edicio´n del
an˜o 2013 se presentan y ponen a prueba aproximaciones en los si-
guientes a´mbitos: deteccio´n de plagio, identificacio´n del autor (dado
un documento, ¿quien lo ha escrito?) y profiling del autor (dado
un documento, ¿que´ rasgos caracterizan a su autor?). Para los ex-
perimentos de nuestra evaluacio´n, vamos a utilizar el corpus de su
edicio´n del an˜o 2011: el PAN-PC’11, debido a que es el corpus que se
1http://pan.webis.de/
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Documentos es-en Documentos de-en
Sospechosos 304 Sospechosos 251
Fuentes 202 Fuentes 348
Casos de plagio {es,de}-en
Traduccio´n automa´tica 5.142
Traduccio´n automa´tica + correccio´n manual 433
Tabla 5.1: Estad´ısticas de la tarea de deteccio´n de plagio externo translingu¨e
del corpus PAN-PC’11
ha utilizado para la comparacio´n de los modelos CL-ASA, CL-CNG
y CL-CTS en [21].
Del corpus PAN-PC’11, tomamos las particiones espan˜ol-ingle´s
(es-en) y alema´n-ingle´s (de-en) por las cuales esta´ formada su tarea
de deteccio´n de plagio translingu¨e externo, la cual se describe en
la seccio´n 2.3.2. En la tabla 5.1 podemos ver las estad´ısticas de los
documentos que forman la particio´n.
5.1.1. Unidades de medida
Para medir la calidad de los resultados experimentales vamos a
tomar las medidas utilizadas en la competicio´n del PAN:
recall a nivel de caracter. La medida nos da un porcentaje de la
cantidad de fragmentos de plagio correctos detectados respecto
al total existente en el corpus. La fo´rmula atiende al hecho de
que se trabaja con fragmentos de texto de los cuales podemos
detectar solo una parte, por ello la cla´sica fo´rmula tp{ptp  fnq















sX r si r detecta s.
ø en otro caso.
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donde S es el conjunto de casos de plagio existentes en el corpus,
R es el conjunto de casos de plagio detectados en el corpus, s
es un caso de plagio de S y r es un caso de plagio de R.
precision a nivel de caracter. La medida da un porcentaje que
mide, de los casos de plagio que se han detectado, cuantos eran
verdaderamente plagio. La fo´rmula cla´sica tp{ptp  fpq se mo-











granularity. La medida sirve para detectar el hecho de que
en ocasiones los detectores solapen o deporten multiples de-
tecciones para un mismo caso de plagio, lo cual no es posible








donde SR es el conjunto de casos correctamente detectados en
el corpus y Rs es una ocurrencia de s dentro del conjunto de
casos de plagio detectados R. Dado el modo en que esta´ conce-
bida la fo´rmula, el valor o´ptimo de granularity sera´ 1, y este
ira´ aumentando en caso de que se produzcan solapamientos o
fragmentaciones de casos de plagio en la deteccio´n.
plagdet. Con el fin de obtener una medida de deteccio´n de pla-
gio global de un detector sobre un curpus, se combinan las tres
medidas anteriores para dar lugar al plagdet, el cual se calcula





donde F1 es la media armo´nica de precision y recall pondera-
das equitativamente. 2
2Una descripccio´n ma´s detallada de las medidas se puede encontrar en [42].
CAPI´TULO 5. EVALUACIO´N 44
Figura 5.1: Esquema del proceso de comparacio´n de fragmentos de texto entre
dos documentos d y d1 utilizando ventana deslizante, donde s es el taman˜o de
la ventana (5 en nuestro caso), y wd es un fragmento de texto del documento d.
5.1.2. Ana´lisis detallado de similitud
Hay que tener en cuenta, que todos los modelos de deteccio´n de
plagio descritos, tanto en el estado del arte de la seccio´n 2.3.2 como
en nuestras propuestas del cap´ıtulo 4, devuelven un valor de simi-
litud entre pares de fragmentos de texto, y ese valor de similitud
todav´ıa no sera´ un indicativo de que exista plagio hasta que se pue-
dan analizar todos los valores de similitud obtenidos entre cada par
de fragmentos de texto comparados.
En esta seccio´n vamos a explicar el me´todo de ana´lisis detallado
de similitud y post-procesamiento heur´ıstico utilizado en la com-
peticio´n del PAN, el cual tambie´n utilizaremos en nuestros experi-
mentos, mediante el que se deciden los fragmentos de texto que son
plagio una vez se tienen todos valores de similitud.
Dado un conjunto de documentos fuente D en el lenguaje L1 y un
conjunto de documentos sospechosos D1 en el lenguaje L2, para po-
der comparar diferentes fragmentos de documento obteniendo una
similitud entre ellos, utilizamos una ventana deslizante de cinco fra-
ses de longitud (lo cual consideramos aproximadamente un pa´rrafo)
y salto de una una frase, sobre pares de documentos (d,d1), d P D
y d1 P D1, y detectamos plagio sobre ellos con los modelos de detec-
cio´n de plagio translingu¨e deseados. En la figura 5.1 podemos ver
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un esquema de como se utiliza la ventana deslizante para comparar
fragmentos de documento.
Una vez se hayan comparado todos los pares de documentos en
el corpus, para cada documento d tendremos un fichero que con-
tendra´ un valor de similitud entre cada uno de sus fragmentos de
texto, y cada uno de los del resto de documentos comparados. Para
determinar que´ fragmentos son plagio, atendiendo a sus valores de
similitud, en primer lugar nos quedamos con los primeros 50 do-
cumentos d1 ma´s similares para cada documento d. A continuacio´n,
para cada fragmento s, s P d, nos quedamos con los cinco fragmentos
de texto ma´s similares s1, s1 P d1. Si la distancia entre dos fragmentos
de texto de un mismo documento es inferior a un umbral thres1, los
unimos (en nuestro caso thres1  1500q. Finalmente, para decidir
que fragmentos contienen plagio, se considera que solo aquellos frag-
mentos p que este´n compuestos por un mı´nimo de thres2 (en nuestro
caso thres2  3) fragmentos son plagio. En la figura 5.2 podemos
ver el algoritmo completo de ana´lisis detallado y post-procesamiento
heur´ıstico.
1: Given d and D1:
// Detailed analysis
2: S Ð tsplitpd,w, lqu S1 Ð tsplitpd1, w, lqu
3: for every s P S:





5: until no change:
6: for every combination of pairs p P Ps,s1 :
7: if δppi, pjq   thres1:
8: merge fragmentsppi, pjq
// Output
9: return tp P Ps,s1 | |p| ¡ thres2u
Figura 5.2: Ana´lisis detallado de similitud y post-procesamiento, donde splitpd,w, lq
corta d en fragmentos de longitud w con salto l. argmax5
s1PS1
simps, s1q devuelve los 5 frag-
mentos ma´s similares s P S con respecto a s1. δppi, pjq mide la distancia, en caracteres, entre
los fragmentos fuentes y suspechosos pi y pj . merge fragmentsppi, pjq une los fragmentos de
plagio pi, y pj . thres1 representa la distancia ma´xima permitida entre pi y pj para que sean
unidos. thres2 es el mı´nimo nu´mero de fragmentos de los que tiene que estar compuesto p
para ser considerado plagio.
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5.2. Experimentos
En esta seccio´n vamos a realizar los experimentos para evaluar
la calidad de los modelos propuestos en el cap´ıtulo 4. En primer
lugar, en la seccio´n 5.2.1 vamos a realizar unos experimentos para
determinar cual es la relacio´n de porcentajes adecuados para los
valores de relevancia de conceptos y relaciones con el modelo CL-
KGA. A continuacio´n, en la seccio´n 5.2.2 compararemos los modelos
propuestos con dos de los modelos estado del arte en deteccio´n de
plagio translingu¨e, CL-C3G (CL-CNG con trigramas) y CL-ASA,
adema´s de compararnos contra el propio ganador de la competicio´n
de deteccio´n de plagio PAN del an˜o 2011, de la cual utilizamos el
corpus.
5.2.1. Valores de relevancia de conceptos y relaciones
En esta seccio´n vamos a comparar el rendimiento del modelo CL-
KGA utilizando la red sema´ntica multilingu¨e BabelNet, segu´n sus
valores de relevancia para conceptos y relaciones. Para ello hemos
disen˜ado un experimento, midiendo solamente el plagdet, utilizando
una porcio´n aleatoria del 20 % del corpus PAN-PC’11, tanto para
la particio´n es-en como de-en, en el que probaremos los siguientes
porcentajes de relevancia para conceptos (c) y relaciones (r): pc, rq P
tp100, 0q, p80, 20q, p50, 50q, p20, 80q, p0, 100qu.






Tabla 5.2: Relevancia de conceptos y relaciones en el modelo CL-KGA utilizando
BabelNet.
En vista de los resultados de la tabla 5.2, podemos deducir que
las relaciones utilizando la red sema´ntica multilingu¨e BabelNet son
pra´cticamente igual de importantes que los conceptos para es-en,
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mientras que para de-en tienen poca o ninguna importancia3. La
diferencia puede estar producida por unos conceptos muy conectados
en grafos es-en, mientras que en de-en podemos estar teniendo un
problema de falta de contexto en los grafos, lo cual se produce si los
conceptos que provienen de un lenguaje aglutinativo como el alema´n,
no esta´n preprocesados adecuadamente, y por tanto, al buscarlos
dentro de BabelNet no los encuentra todos. Si este efecto se produce
de forma muy acusada, se acaba perdiendo el contexto de las frases,
del mismo modo que ocurrir´ıa si se le suministrasen a una persona
los conceptos incompletos de una oracio´n. En los experimentos que
realizaremos a continuacio´n investigaremos ma´s profundamente este
feno´meno.
Para nuestros siguientes experimentos tomaremos las configura-
ciones de conceptos y relaciones que mejor han funcionado para
ambas particiones.
5.2.2. Deteccio´n de plagio externo translingu¨e
En este experimento vamos a comparar los modelos decritos en
el cap´ıtulo 4, CL-KGA [16] y CL-ASA utilizando el diccionario
estad´ıstico de BabelNet [15] con diferentes normalizaciones (BN-
dict1,BN-dict2,BN-dict3 y BN-dict4), con los modelos estado del ar-
te CL-C3G y CL-ASA (con un diccionario entrenado con el modelo
IBM M1) descritos en la seccio´n 2.3.2, para las particiones comple-
tas es-en y de-en del corpus del PAN-PC’11. Adema´s, despues de
comparar nuestros modelos con el estado del arte, tambie´n compa-
raremos nuestros resultados con los del ganador de la edicio´n del
PAN 2011.
En la tabla 5.3 podemos observar los resultados de deteccio´n de
plagio es-en. Vemos como el modelo CL-C3G ofrece los resultados
ma´s bajos, siendo el baseline para este tipo de experimentos. Por
otro lado, las dos aproximaciones con el diccionario de BabelNet
normalizando los pesos de las traducciones, BN-dict1 y BN-dict2,
3Tengase en cuenta que como se describio´ en 4.2, del modo que esta´ concebida la fo´rmula
de similitud de grafos, los conceptos siempre tendra´n ma´s relevancia que las relaciones, aunque
los porcentajes aqu´ı sean los mismos
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Modelo Plagdet Rec. Prec. Gran.
CL-KGA 0.594 0.518 0.706 1.008
CL-ASA (BN-dict4) 0.563 0.499 0.662 1.015
CL-ASA (BN-dict3) 0.554 0.491 0.663 1.030
CL-ASA (IBM M1) 0.517 0.448 0.689 1.071
CL-ASA (BN-dict2) 0.264 0.205 0.518 1.160
CL-ASA (BN-dict1) 0.254 0.198 0.458 1.132
CL-C3G 0.170 0.128 0.617 1.372
Tabla 5.3: Resultados de la deteccio´n de plagio translingu¨e es-en
pese a haber superado al CL-C3G, no muestran un buen desempen˜o
comparados con los mejores, que han superado un plagdet de 0.5.
As´ı para futuros trabajos queda descartada la normalizacio´n de los
pesos de las traducciones, ya que acotarlos a un rango [0,1] suaviza
demasiado el valor de la similitud Spd, d1q para casos positivos de
plagio. Finalmente, podemos ver como las dos aproximaciones res-
tantes, BN-dict3 y BN-dict4, normalizando la similitud en funcio´n
del nu´mero de palabras del documento y sin normalizacio´n, han su-
perado los resultados obtenidos con el diccionario entrenado con el
modelo IBM M1. En concreto, BN-dict4 (el mejor utilizando dic-
cionario), ha obtenido un 10.31 % ma´s de plagdet, lo cual asociado
a los otros valores de recall, precision y granularity que podemos
observar, indica que se producen ma´s detecciones correctas y me-
nos falsos positivos. En vista de lo anterior, podemos afirmar que el
diccionario estad´ıstico de BabelNet, es una buena alternativa para
la deteccio´n de plagio espan˜ol-ingle´s. Finalmente, podemos observar
como CL-KGA, utilizando grafos de conocimiento, ha superado en
todos los valores al resto de modelos para la deteccio´n de plagio
translingu¨e es-en. El modelo CL-ASA que ma´s se le ha aproximado
-utilizando el diccionario del propio BabelNet (BN-dict4)- tiene un
plagdet un 4.7 % inferior. Adema´s, aparte de observar el aumento
de los valores de precision y recall, es importante sen˜alar que se
ha alcanzado un valor de granularity muy pro´ximo a 1, lo cual es
el mejor valor posible, e indica que no existen solapamientos en la
deteccio´n interpretando una seccio´n de plagio como varias, o vice-
versa.
En la tabla 5.4 tenemos los resultados de deteccio´n de plagio
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Modelo Plagdet Rec. Prec. Gran.
CL-KGA 0.514 0.443 0.631 1.018
CL-ASA (IBM M1) 0.406 0.344 0.604 1.113
CL-ASA (BN-dict3) 0.289 0.222 0.595 1.172
CL-ASA (BN-dict4) 0.219 0.164 0.460 1.152
CL-ASA (BN-dict1) 0.104 0.075 0.246 1.152
CL-ASA (BN-dict2) 0.103 0.074 0.246 1.151
CL-C3G 0.078 0.047 0.330 1.089
Tabla 5.4: Resultados de la deteccio´n de plagio translingu¨e de-en
de-en. Una vez ma´s, tenemos CL-C3G como baseline ofreciendo los
resultados ma´s bajos, y las dos aproximaciones con normalizacio´n
de pesos de traducciones, BN-dict1 y BN-dict2, a continuacio´n, en
esta ocasio´n muy cerca de CL-C3G. Las dos aproximaciones utili-
zando diccionario restantes no han conseguido para de-en alcanzar
al diccionario del modelo IBM-M1. La mejor de las dos, BN-dict3,
ofrece un valor de plagdet un 29 % inferior a e´ste, como consecuen-
cia de unos valores de recall, precision y granularity peores. Cabe
sen˜alar que observando los valores de recall y precision de BN-
dict3, se puede deducir que esta´ habiendo muchos falsos positivos
en la deteccio´n, lo cual nos lleva a pensar en la posibilidad de que
no se este´n procesando fragmentos de documentos lo sufientemente
representativos de su contenido como para ser comparables, o dicho
de otra manera, que se este´n perdiendo muchas palabras porque el
diccionario de BabelNet no las encuentra, al igual que en los expe-
rimentos de la seccio´n 5.2.1. Para confirmar dicha hipo´tesis hemos
realizado un nuevo experimento que mida el porcentaje de uso del
diccionario utilizado en cada prueba. As´ı, en la tabla 5.5, vemos co-
mo se confirma nuestra teor´ıa. Mientras que para deteccio´n es-en el
porcentaje de uso de ambos diccionarios es similar, en torno al 70 %,
Diccionario ES-EN % palabras encontradas
BabelNet 71.10 %
IBM M1 68.35 %
Diccionario DE-EN % palabras encontradas
BabelNet 49.34 %
IBM M1 69.45 %
Tabla 5.5: Estad´ısticas del uso de los diccionarios
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siendo BabelNet el que ma´s encuentra, para de-en la utilizacio´n de
BabelNet no llega ni a un 50 %, as´ı que estamos perdiendo la mitad
de palabras, a diferencia del diccionario entrenado con el modelo
IBM M1, que encuentra un 70 %. Podemos deducir que el proble-
ma es con el lenguaje alema´n, el cual requerira´ un procesamiento
especial del texto al ser aglutinativo, extrayendo los lemas de las
palabras con un tagger espec´ıfico4, para poder aumentar el nu´mero
de coincidencias dentro de BabelNet. Finalmente, en la tabla 5.4 ve-
mos tambie´n unos buenos resultados para de-en en nuestro modelo
CL-KGA, el cual ha superado a todos los otros, superando a CL-
ASAIBMM1 (el ma´s cercano) en un valor de plagdet del 26.6 %, lo
cual supone una excelente mejora respecto al estado del arte actual.
Los otros valores tambie´n han mejorado, destacando un incremento
del recall de un 28 %, lo cual indica un considerable aumento en el
nu´mero de detecciones positivas.
Llegados a este punto, observando que el corpus PAN-PC’11 exis-
ten casos de plagio creados mediante traduccio´n automa´tica (auto.),
y casos creados mediante traduccio´n automa´tica adema´s de correc-
cio´n manual (man.), los cuales sera´n ma´s complicados de detectar
a causa de posibles para´frasis empleadas, vamos a realizar unos ex-
perimentos midiendo el recall y la precision para observar co´mo se
portan los modelos segu´n el caracter de las traducciones.
Modelo
de-en es-en
Recall Precision Recall Precision
auto. man. auto. man. auto. man. auto. man.
CL-KGA 0.538 0.247 0.698 0.098 0.601 0.221 0.774 0.098
CL-ASA (M1) 0.538 0.126 0.642 0.041 0.596 0.180 0.741 0.068
CL-ASA (BN-d*) 0.472 0.092 0.631 0.033 0.599 0.198 0.720 0.076
Tabla 5.6: Resultados de deteccio´n de plagio separados por lenguajes y tipo de
traduccio´n del caso de plagio. Nota: CL-ASA (BN-d*) es el mejor me´todo con
diccionario de BabelNet para cada particio´n de lenguajes: BN-dict3 para de-en
y BN-dict4 para es-en.
En la tabla 5.6 podemos ver separados por lenguajes y tipo de tra-
duccio´n en la creacio´n del caso de plagio, los resultados de precision
y recall para deteccio´n de plagio translingu¨e. Vemos como los casos
4En nuestros experimentos utilizamos la herramienta TreeTagger para extraer y etiquetar
conceptos.
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de traduccio´n automa´tica obtienen los mejores valores con todos los
modelos, lo cual es lo´gico si tenemos en cuenta que se han generado
de forma automa´tica por una ma´quina de traduccio´n estad´ıstica, sin
realizar ningu´n tipo de para´frasis o resumen. Adema´s cabe sen˜alar
que el nu´mero de casos con traduccio´n automa´tica es diez veces su-
perior a los de correccio´n manual, lo cual puede haber influido, ya
que estar´ıamos ante muy pocos casos de plagio manual a encontrar
en un corpus muy grande en comparacio´n, y por tanto el detector
devolvera´ pocos valores de similitud “relevantes” cuyos valores se
vera´n paliados por el resto de valores de similitud “no relevantes”,
ya que segu´n el me´todo de ana´lisis detallado de la seccio´n 5.1.2,
tomamos los primeros 50 fragmentos ma´s similares por documento.
Cabe sen˜alar como CL-KGA ha superado en un 96 % el recall de
CL-ASA (IBM M1) en casos de traduccio´n manual para de-en, y un
20 % para es-en. Por otro lado, la precision ha sido un 139 % supe-
rior para de-en y un 44 % para es-en comparando el CL-KGA con el
CL-ASA (IBM M1). Los me´todos utilizando el diccionario estad´ısico
de BabelNet han sido ligeramente mejores para es-en, pero como se
hab´ıa visto en los experimentos anteriores, no se ha acercado a los
mejores en de-en.
Por u´ltimo, una vez hemos compados nuestros modelos con los
modelos estado del arte, solo nos queda compararnos con el ganador
de la competicio´n internacional PAN 2011 en su tarea de deteccio´n
de plagio externo translingu¨e: BDCSS5 descrito en la seccio´n 2.2.2.
La comparacio´n con BDCSS se realiza a continuacio´n del resto ya
que en el overview no se pueden observar los resultados separados
por particiones segu´n el lenguaje, y en su lugar se les ha aplicado
un promedio.
En la tabla 5.7 tenemos los resultados promediados de las parti-
ciones de-en y es-en de nuestros modelos6 frente al estado del arte y
al ganador del PAN-PC’11 en su tarea de deteccio´n de plagio externo
translingu¨e. Cabe sen˜alar que BDCSS ha superado al CL-KGA en
recall un 18 %, precision un 23 % y granularity un 1 %, lo cual ha
5Ma´s informacio´n sobre los resultados de la competicio´n se puede encontrar en el
overview [44]
6Solamente hemos promediado el me´todo utilizando el diccinario estad´ıstico de BabelNet
que mejores resultados ha ofrecido en promedio: BN-dict3.
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Modelo Plagdet Rec. Prec. Gran.
BDCSS 0.64 0.57 0.83 1.00
CL-KGA 0.55 0.48 0.67 1.01
CL-ASA (IBM M1) 0.46 0.40 0.65 1.09
CL-ASA (BN-dict3) 0.42 0.36 0.63 1.10
CL-C3G 0.12 0.09 0.47 1.23
Tabla 5.7: Resultados de la deteccio´n de plagio translingu¨e en promedio com-
parados con el ganador del PAN-PC’11: BDCSS. Nota: redondeamos a dos de-
cimales como en el overview del PAN’11 [44].
llevado a un plagdet un 16 % superior. A pesar de que CL-KGA no
haya superado al ganador de la competicio´n, su rendimiento en com-
paracio´n es notable, ya que para la competicio´n del PAN se dispone
con anterioridad del corpus de la competicio´n, adema´s de conocer
las herramientas de traduccio´n estad´ıstica que se utilizan para crear
los casos de plagio. Por tanto, es posible realizar un estudio concreto
sobre ese corpus para entrenar un modelo espec´ıfico que sea capaz
de alcanzar altas puntuaciones en ese dominio concreto (de hecho
los valores de configuracio´n que se muestran en la seccio´n 2.2.2 son
los o´ptimos para el corpus PAN-PC’11). En cambio, nuestros mode-
los esta´n desarrollados para ofrecer la misma calidad de resultados
en cualquier a´mbito, y no requieren de ninguna configuracio´n ni en-
trenamiento espec´ıfico para ningu´n dominio, lo cual los convierte
en modelos adecuados para trabajar sobre un escenario de contexto
realista como la Web.
En vista de todos los resultados anteriores, podemos afirmar co´mo
hacer uso de grafos de conocimiento es una buena alternativa para
la deteccio´n de plagio translingu¨e. Cabe sen˜alar que el coste compu-
tacional de crear un grafo de conocimiento es notablemente ma´s
elevado que el de otros me´todos que realizan bu´squedas en diccio-
narios. Con las ma´quinas existentes actualmente es perfectamente
posible el uso de grafos de conocimiento para detectar similitud, pero
es un hecho que hay que tener en cuenta segu´n la tarea y la impor-
tancia del coste computacional. En cambio, los modelos utilizando
el diccionario estad´ıstico de BabelNet ofrecen un coste computacio-
nal reducido, a costa de un rendimiento ma´s reducido (sobre todo
para de-en, sobre cuyos lenguajes habra´ que seguir trabajando para
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mejorar su rendimiento), pero se convierten en una buena opcio´n
para ana´lisis de similitud es-en.





El campo de la deteccio´n de plagio translingu¨e automa´tica esta´ en
plena expansio´n. A conocidos modelos de ana´lisis de similitud como
CL-CNG, CL-ESA y CL-ASA [43] que pueden ser utilizados para la
tarea de deteccio´n de plagio externo, cada an˜o se le suman nuevas
aproximaciones gracias tambie´n a la competicio´n internacional de
deteccio´n de plagio: el PAN [42].
En este trabajo se ha hecho un resumen del estado del arte actual
en deteccio´n de plagio, tanto a nivel monolingu¨e como translingu¨e.
A continuacio´n se ha definido en que consisten las redes sema´nticas,
haciendo hincapie´ en su variante multilingu¨e. Una vez se han intro-
ducido los conceptos necesarios, se han propuesto nuevos modelos
para la deteccio´n de plagio translingu¨e externo. Dichos modelos ha-
cen uso de la red sema´ntica multilingu¨e BabelNet para llevar a cabo
la deteccio´n. Por un lado se han propuesto cuatro modelos que com-
binan el modelo de ana´lisis de similitud CL-ASA con el diccionario
estad´ıstico de BabelNet, ofreciendo cada uno un tipo de normali-
zacio´n en los pesos de las traducciones del diccionario: atendiendo
a la logitud del texto y al nu´mero de traducciones posibles de una
palabra. Adema´s, se ha propuesto un nuevo modelo de ana´lisis de
similitud basado en grafos, cross-language knowledge graphs analysis
(CL-KGA), el cual utiliza grafos de conocimiento creados a partir
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de BabelNet, que expanden y relacionan los conceptos originales de
un fragmento de texto, proporcionando un modelo de contexto de
su contenido. La ventaja de dicha aproximacio´n, a parte de la ex-
pansio´n y relacio´n del vocabulario, es el hecho de que un grafo de
conocimiento tiene una dimensio´n multilingu¨e en cada uno de sus
nodos y aristas, de modo que dos grafos creados a partir de dos
textos en diferentes lenguajes que hablen del mismo contenido sera´n
similares.
En el aspecto del coste computacional, CL-ASA combinado con
el diccionario estad´ıstico de BabelNet resulta igual de eficiente que
el CL-ASA cla´sico, mientras que CL-KGA tiene un coste superior,
dada la complegidad de elaborar grafos de conocimiento, pero siendo
una dificultad salvable con las ma´quinas existentes actualmente, y
que no impide que CL-KGA sea un eficiente modelo de ana´lisis de
similitud.
Para la evaluacio´n de los modelos propuestos se ha hecho uso
de un corpus disen˜ado espec´ıficamente para la tarea: el corpus de
la competicio´n PAN-PC’11, del cual se ha tomado su tarea de de-
teccio´n de plagio translingu¨e externo, la cual incluye deteccio´n de
plagio de-en y es-en. Toda la metodolog´ıa de la evaluacio´n ha se-
guido estrictamente las pautas que en esta competicio´n se dictan.
En los experimentos se han comparado los modelos propuestos con
los del estado del arte CL-CNG (utilizando trigramas) y CL-ASA
(utilizando un diccionario estad´ıstico entrenado con el modelo IBM
M1), adema´s de compararnos con el ganador de dicha competicio´n.
Los resultados experimentales han resultado clarificadores. Por
un lado los modelos que combinan CL-ASA con el diccionario es-
tad´ıstico de BabelNet han ofrecido resultados dispares. Las pun-
tuaciones utilizando normalizacio´n en funcio´n del nu´mero de tra-
ducciones de una palabra han resultado en un punto medio entre
el CL-ASA (IBM M1) y CL-CNG. Para los modelos que combinan
CL-ASA con el diccionario de BabelNet y normalizan en funcio´n de
la longitud del texto o que no normalizan, los resultados han sido
superiores al CL-ASA (IBM M1) y al CL-CNG para deteccio´n de
plagio es-en, mientras que para de-en los resultados han sido inferio-
res. El problema aqu´ı ha sido con en lenguaje aglutinativo alema´n,
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que requiere de herramientas espec´ıficas para la extraccio´n, lemati-
zacio´n y etiquetado de sus conceptos. Sin embargo, en vista de los
resultados podemos afirmar que el diccionario estad´ıstico de Babel-
Net permite su utilizacio´n para una deteccio´n de plagio translingu¨e
eficiente en un contexto es-en.
Por otro lado, el modelo CL-KGA ha ofrecido unos resultados
excelentes en todas sus pruebas, superando a todos los otros mode-
los. Para es-en ha obtenido una puntuacio´n global de deteccio´n de
plagio (plagdet) un 14.9 % superior al modelo CL-ASA (IBM M1) y
un 250 % superior al CL-CNG, para de-en ha superado al CL-ASA
(IBM M1) en un 26.6 % y al CL-CNG en un 559 %.
Tras los experimentos anteriores en los que se ha visto la calidad
de los modelos, se ha pasado a un ana´lisis ma´s exhaustivo en el que
se han detectado por separado los casos de plagio en el corpus gene-
rados por una ma´quina de traduccio´n estad´ıstica y los casos que han
recibido correccio´n manual. En dichas pruebas hemos podido obser-
var como, si bien se detectan ma´s del doble de casos traducidos de
forma automa´tica, CL-KGA ha superado en todas las pruebas al
resto de modelos, doblando en algunos casos los valores. Por u´ltimo
se han comparado los modelos evaluados con el ganador de la edicio´n
del PAN del an˜o 2011, BDCSS, para el cual solamente esta´n dispo-
nibles resultados promediados de las dos particiones es-en y de-en.
El modelo CL-KGA ha resultado un 16 % inferior a este, CL-ASA
(IBM M1) un 39 % inferior y el mejor CL-ASA combinado con el
diccionario estad´ıstico de BabelNet un 52 % inferior. Dichos resul-
tados resultan muy positivos, ya que CL-KGA no necesita una fase
previa de entrenamiento sobre un corpus para estimar para´metros,
y es capaz de ofrecer todo su rendimiento desde el primer momento
en cualquier excenario, incluso en un contexto realista como la Web,
cosa que no ocurre con BDCSS.
En conclusio´n, en este trabajo hemos presentado diferentes mo-
delos de ana´lisis de similitud en un contexto translingu¨e, resaltando
el modelo CL-KGA, que utilizando grafos de conocimiento a mo-
do de modelos de contexto, ha demostrado ser una alternativa que
ofrece mejores resultados que los modelos estado del arte que se uti-
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lizan actualmente para dicha tarea, y modelo sobre el cual todav´ıa
quedan muchas v´ıas por explorar.
6.2. L´ıneas de investigacio´n abiertas
A ra´ız de las conclusiones que hemos podido extraer de los resul-
tados experimentales, existen diversas ideas para mejorar la investi-
gacio´n actual, adema´s de otras l´ıneas de investigacio´n que nacen tras
los satisfactorios resultados que los grafos de conocimiento han pro-
porcionado en ana´lisis de similitud a nivel translingu¨e. Estas ideas
podr´ıan llevarse a cabo en el futuro en el marco de una tesis doctoral.
Las l´ıneas de investigacio´n abiertas para mejorar los modelos pro-
puestos en el presente trabajo son las siguientes:
Utilizacio´n de un tagger para la lematizacio´n y etique-
tado de las palabras a buscar en el diccionario estad´ısti-
co de BabelNet: En el trabajo actual las palabras de un texto
a buscar en el diccionario se le proporcionaban directamente a
BabelNet, sin recibir ningu´n tipo de tratamiento, lo cual pue-
de influir al fallo en la localizacio´n de palabras derivadas de
su forma infinitiva, pero que realmente s´ı existen dentro del
diccionario. Una herramienta que realice un ana´lisis sinta´cti-
co del texto para etiquetar correctamente las palabras, y que
posteriormente las lematice, nos permitir´ıa un automento con-
siderable del porcentaje de aciertos dentro del diccionario de
BabelNet, adema´s de hacer uso de la bu´squeda con categor´ıa
gramatical, que actualmente se omite.
Utilizar el me´todo de construccio´n de grafos de conoci-
miento solamente para realizar una expansio´n del voca-
bulario, y buscar luego los conceptos en el diccionario
con el modelo CL-ASA: Esta aproximacio´n ser´ıa una com-
binacio´n de los cla´sicos me´todos utilizando diccionario con la
expansio´n de vocabulario que proporcinan los grafos de conoci-
miento, descartando por otro lado las relaciones entre concep-
tos. Una ventaja de dicho me´todo ser´ıa que una vez se tenga la
expansio´n de vocabulario, el coste ser´ıa siempre el mismo que
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utilizando CL-ASA, en lugar del coste superior de los grafos de
conocimiento.
Utilizar una herramienta espec´ıfica para la extraccio´n
y etiquetado de conceptos en alema´n: Actualmente, en la
elaboracio´n de grafos de conocimiento se hace uso de la herra-
mienta TreeTagger por su capacidad para etiquetar texto de
multiples lenguajes, pero por los resultados vistos en la evalua-
cio´n, la extraccio´n de conceptos y etiquedado se podr´ıa mejorar
notablemente para el alema´n, ya que parece que estamos per-
diendo un elevado porcentaje de conceptos por un mal etique-
tado. Dentro de las posibles opciones nos encontramos con las
herramientas del kit OpenNLP1 que incluye, entre otras herra-
mientas, etiquetador, tokenizador, parser y chunker. Por otro
lado, el tagger de la universidad de Stanford2 tambie´n podr´ıa
ser una buena alternativa para etiquetar el lenguaje alema´n.
Mejorar algoritmo de similitud de grafos: Existen diver-
sas mejoras que se podr´ıan aplicar al algoritmo de comparacio´n
de grafos propuesto en la seccio´n 4.2. Por un lado se podr´ıa ha-
cer una versio´n que comparase grafos por el me´todo de los X
vecinos ma´s cercanos a un concepto original del texto, descar-
tando el resto. Por otro lado, se podr´ıa modificar el algoritmo
actual para que diera ma´s valor a los conceptos originales del
texto, y los que se hayan an˜adido a la hora de generar el grafo
de conocimiento fueran perdiendo valor conforme se alejasen
de los conceptos originales.
Utilizar otras redes sema´nticas multilingu¨es para dotar
a CL-KGA de ma´s lenguajes: Existen otras redes sema´nti-
cas multilingu¨es como ConceptNet [23] o EuroWordNet [61] que
podr´ıan ser utilizadas para la creacio´n de grafos de conocimien-
to, dotando al modelo CL-KGA de ma´s lenguajes dentro de su
dimensio´n multilingu¨e.
Me´todo h´ıbrido entre CL-ASA y CL-KGA: Para reducir
el coste computacional del CL-KGA, podemos sacrificar pre-
cisio´n utilizando CL-ASA para localizar las secciones del tex-
1http://opennlp.apache.org/
2http://nlp.stanford.edu/software/tagger.shtml
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to sospechosas de contener plagio, y a continuacio´n pasar CL-
KGA sobre ellas y determinar si efectivamente existe plagio.
Los grafos de conocimiento han demostrado ser efectivos para su
uso en deteccio´n de plagio translingu¨e, pero su utilidad va mucho
ma´s alla´. En mayo de 2012 salio´ la noticia de que Google comenzaba
a utilizar su propio grafo de conocimiento3 para mejorar las bu´sque-
das en ingle´s dota´ndolas de contexto. Aunque sus herramientas y el
grafo todav´ıa no esta´n disponibles pu´blicamente para el desarrollo,
podemos hacer uso de la red sema´ntica multilingu¨e BabelNet para
la creacio´n de grafos de conocimiento y su aplicacio´n en nuevas ta-
reas. Las nuevas l´ıneas de investigacio´n que nacen a partir de este
trabajo son las siguientes:
Utilizar CL-KGA para otras tareas diferentes de detec-
cio´n de plagio translingu¨e: El modelo CL-KGA puede ser
utilizado para todo tipo de tareas de ana´lisis de similitud, tan-
to a nivel monolingu¨e como translingu¨e. Podr´ıa ser interesante
evaluar su calidad en deteccio´n de similitud y reutilizacio´n en
textos a nivel monolingu¨e en el corpus METER 4 por ejemplo.
Emplear grafos de conocimiento para opinion mining:
Dentro del a´mbito del ana´lisis de opiniones [38] en texto, podr´ıa-
mos utilizar la expansio´n de vocabulario que ofrecen los grafos
de conocimiento, para luego buscar sobre dicho vocabulario las
palabras sobre un diccionario de sentimientos [10], lo cual pro-
porcionar´ıa un aumento del vocabulario y contexto ma´s rela-
cionado con los sentimientos que manifieste el texto, y podr´ıa
aumentar la precisio´n del ana´lisis.
Aplicar grafos de conocimiento para la elaboracio´n de
resu´menes: La tarea de elaboracio´n de resu´menes de texto [18]
se podr´ıa ver tambie´n beneficiada de la informacio´n que los gra-
fos de conocimiento aportan. Elaborando grafos de fragmentos
de texto, combinandolo con nuestro me´todo de ana´lisis de si-
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son los ma´s representativos de un texto o tema. Por otro lado,
analizando los complementos de los grafos interseccio´n en el al-
goritmo de similitud5, podr´ıamos detectar que´ partes son ma´s
o menos frecuentes o incluso contrarias entre diferenes resu´me-
nes. Finalmente, al tener los grafos una dimensio´n multilingu¨e,
el sistema podr´ıa trabajar a partir de textos en diferentes len-
guajes de forma nativa.
Utilizar grafos de conocimiento para clasificacio´n tema´ti-
ca translingu¨e: El problema de la clasificacio´n tema´tica trans-
lingu¨e [24] consiste en, dado un conjunto de textos en diferen-
tes lenguajes, clasificarlos segu´n su tema. Utilizando grafos de
conocimiento podemos tomar dos l´ıneas de investigacio´n dife-
rentes: (i) Dado un conjunto de textos de los que conocemos el
tema, podemos crear un grafo de conocimiento para cada uno
de ellos, y combinandolos (bien mediante interseccio´n o median-
te me´todos ma´s complejos como la deteccio´n de los conceptos
ma´s representativos) obtendr´ıamos un grafo prototipo. Si crea-
mos un grafo prototipo para cada una de los temas/clases, para
cada nuevo documento a clasificar en el sistema sera´ cuestio´n
de crear su grafo de conocimiento y analizar su similitud con
los grafos prototipo de cada clase. (ii) Podemos generar los sub-
grafos comunes ma´s frecuentes [28] de los documentos de cada
clase, y una vez tenemos estos subgrafos, los podemos tratar
como caracter´ısticas para combinarlos con otros me´todos de
clasificacio´n como Bayes o ma´quinas de soporte vectorial. Para
cada nuevo texto a clasificar, podr´ıamos extraer los subgrafos
comunes ma´s frecuentes con cada una de las clases y analizar
su similitud mediante un clasificador.
La utilizacio´n de grafos de conocimiento para esta tarea podr´ıa
comportar dos mejoras sustanciales respecto a otras aproxima-
ciones: (i) Por un lado los grafos de conocimiento tienen una
dimensio´n multilingu¨e, y gracias a ello no habr´ıa que tratar
con ma´quinas de traduccio´n estad´ıstica y perder precisio´n en el
proceso, lo cual es uno de los principales problemas de la tarea.
(ii) Por otro lado, en ocasiones si los textos esta´n hablando de
5Los complementos de un grafo interseccio´n ser´ıan aquellas partes del grafo que no se
encuentran presentes en la interseccio´n, al no ser comunes entre los grafos fuente.
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un tema muy propio de un lenguaje (debido a la cultura de su
pa´ıs de origen), se puede perder mucha precisio´n, ya que la tra-
duccio´n del texto llevar´ıa a la pe´rdida total del contexto, p.e:
un texto en castellano que hable de pelota vasca. En cambio, si
se utilizan grafos de conocimiento, al crear un modelo de con-
texto del contenido del texto, podremos aportar la suficiente
informacio´n mediante nuevos conceptos y relaciones, como pa-
ra comprender de que´ estamos hablando, a pesar de cambiar
de idioma.
Emplear grafos de conocimiento para domain adapta-
tion : La tarea de domain adaptation [11] se refiere a, dado
un corpus con unas caracter´ısticas concretas sobre un dominio,
adaptar dichas caracter´ısticas para su utilizacio´n en otro do-
minio diferente con el que guarde relacio´n, como por ejemplo
adaptar un corpus sobre noticias deportivas de futbol al domi-
nio de noticias deportivas de baloncesto. Las ventajas que apor-
tar´ıan los grafos de conocimiento respecto a otras aproximacio-
nes ser´ıan similares a las explicadas en el problema anterior de
clasificacio´n tema´tica. Por un lado la utilizacio´ de grafos de co-
nocimiento aportar´ıa una mayor calidad en las traducciones que
otros me´todos que utilizan ma´quinas de traduccio´n estad´ısti-
ca, por otro, para conceptos con los que una simple palabra no
fuera suficiente para comprender su significado, la expansio´n
de vocabulario en los grafos de conocimiento aportar´ıa una de-
finicio´n ma´s clara de lo que represente dicho concepto en el
texto.
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