Based
(BCB) evolutionary algorithm is similar in spirit to (p + _) evolutionary strategies and evolutionary programs but with fewer parameters to adjust and no mechanism for self adaptation. 
Introduction.
Evolutionary methods are exceedingly popular with practitioners of many fields; more so than perhaps any optimization tool in existence. Historically Genetic Algorithms (GAs) led the way in practitioner popularity (Reeves 1997) . However, in the last ten years Evolutionary Strategies (ESs) and Evolutionary Programs (EPs) have gained a significant foothold (Glover 1998). One partial explanation for this shift is the in:
terest in using GAs to solve continuous optimization problems.
The typical GA relies upon a cumbersome binary representation of the design variables. An ES or EP, however, works directly with the real-valued design variables. For detailed references on evolutionary methods in general and ES or EP in specific see Back (1996) and Dasgupta and Michalewicz (1997 Figure  2a ). Initially we assume that the order of the attributes in the object does not matter. We will remove this assumption later. Now, consider object /3 and ask the question: "How many letters must be changed to make /3 identical to a?". By inspection, the answer is three.
The answer to the same question for "y is two. Finally to change "_ to/3 we need change only one letter. Obviously, the above questions may be reversed without changing the answers. That is, the transformation of a to _t also requires two letter changes. We now place _,/3, and 7 on a numerical axis ( Figure 2c ). Choosing a arbitrarily as a reference at 0, then the locations of 7 and/3 are 2 and 3 respectively. A definition of a distance between objects that are identified by attributes chosen from a finite set emerges from the example in Figure 2 .
• The distance between two objects characterized by discrete attributes drawn from the same set is equal to the number of attributes that must be changed in one object so that it is identical to the second object in terms of its attributes.
The distance defined above might also be interpreted as the dissimilarity between two objects. In this interpretation, the null distance corresponds to a complete similarity (no dissimilarity) while the distance equal to the total number of attributes in the object (three in Figure 2 ) signifies a complete dissimilarity (no similarity to a distance of 3. Although this describes correctly how to construct the transformation of 7 into a we will be interested in sampling among all the objects at a prescribed distance e between the two objects.
The tacit assumption in these examples is that the number of attribute positions in each object are the same. Although this need not be the case in general, it will be true for the problems we study. Given the aforementioned distance definition we can now formally describe a discrete version of BCB. We focus on the case when the positions of the attributes do not matter since that is the only type of discrete optimization problems we solve in this manuscript. The symbols P1, P2, and C (two parents and the resulting child) correspond to a, fl, and 3' respectively in the previous discussion.
Let k denote the number of attribute positions in P1 and P2, let n denote the number of possible attribute values (n > k), and let r denote the number of attributes that are dissimilar between P1 and P;.
Step 1. Place P1 and P2 on a numerical axis ranging from 0 to the number of dissimilar components between P1 and P2. Without loss of generality, let P1 serve as the reference point at 0 on this numerical axis.
The distribution is truncated at P1 and P2. The parameter _rm must be chosen by the user.
Step 3. Let e denote the sample value chosen from the distribution in step 2. Place the child B at a distance e from PI on the numerical axis between P1 and P2.
Step 4 We note that many discrete optimization problems can be modeled as selecting k out of n columns (at-
Step 2. Create a truncated discrete normal dis-_ _ tributes ) for a given m by n matrix.
In these types of tribution on the axis described in step 1. The problems a performance measure is given that maps distribution is centered on a point M whose lo-the entries in the appropriate m by k submatrix to a cation may be at the midpoint between P1 and single number. Given our previous distance measure P2 or it may be shifted toward the fittest parent, for discrete objects in which order does not matter two Given two parents of the form described above, continuous BCB recombines the _'s and discrete BCB recombines the ff's.
We have tested both the l-level and 2-level approach on the problems described in the next section. The 2level approach required an order of magnitude longer runtime and was less consistent in identifying high quality solutions. Hence, in the next section we report only on the computational results for the l-level approach. This does not mean that the 2-level approach is without merit. There are at least two ways in which this is so. First, as the number of discrete decision variables increases the runtime increases more quickly for the l-level than for the 2-level approach. Second, the 2-1evel approach allows for the possibility of using a different solver for each level.
Mixed
continuous and discrete: 2-dimensional shape problems.
Throughout this section we report solely on the l-level BCB solution approach. We begin with a 2dimensional mixed continuous and discrete optimization problem in which 5 shapes must be selected so that the total perimeter of the 5 shapes minus the maximum difference in perimeter between any pair is maximized.
There are 3 choices for the 5 shapes-a circle, a square or a right isosceles triangle. The continuous variable is the radius (r) for the circle, the length of the base (b) for the triangle and the length of a side (s) for a square.
We have two additional constraints.
The total area must be less than 100 units and at most 4 shapes may be triangles. Table 4 records the number of solutions needed to roughly keep the mean best objective and the frequency of the optimal set of shapes roughly the same as the number of possible shapes.
In Table 4 below" we use 4P as an abbreviation for 'Design Number'. This same abbreviation appears in Tables 6 and 8 . Here it is harder to determine the exact relationship between the number of shapes and run time. It appears to have a big jump from 3 to 4, hit a plateau for 4, 5, and 6, and then make another jump form 6 to 7. shape.
As before we applied the algorithm 50 times. 
problems.
Preliminary experiments indicated that the l-level version was superior to the 2-level approach for a modest number of discrete variables. Further testing was completed for the l-level version for 2-dimensional shape optimization problems. Finally, the l-level version of BCB was applied to a standard hub design problem in which the beam type is to be selected in addition to determining the continuous dimensional aspects of the beam.
A 2-beam hub design problem in which 3 beam types are available was examined first.
Here it was found that the l-level approach was biased towards the beam type with fewest dimensions. It was conjectured that if all the beams had the same number of dimensions then the biasing would disappear. Towards this end a second 2-beam hub design problem was tested in which
