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1. Introduction
We shall consider nonlinear Volterra equations which arise in models of explosive behaviour in diffusive media [9,10,12,
14]. Typically, the solution of the Volterra equations represents the temperature of the evolving thermal properties of the
underlying physical problem. Explosion or blow-up occurs when the solution becomes unbounded in ﬁnite time [11,13].
Some simple models of explosive behaviour can be described by the following nonlinear Volterra equation:
u(t) =
t∫
0
k(t − s)g(u(s))ds, t  0. (1)
Let us assume that: k is a locally integrable function such that k(x) > 0 for x > 0, g : [0,∞) → [0,∞) is a strictly increasing
absolutely continuous function which satisﬁes the following conditions:
g(0) = 0, (2)
x/g(x) → 0 as x → 0+, (3)
x/g(x) → 0 as x → ∞. (4)
Eq. (1) always has a trivial solution u ≡ 0, but from the physics point of view only nontrivial solutions (i.e. continuous
functions u with maximal interval of existence [0, T ) such that u(t) > 0 for t ∈ (0, T )) are interesting for us. Moreover, if
T < ∞ and u(t) → ∞ as t → T− , then nontrivial solution u is called blow-up solution (with blow-up time T ).
For the blow-up problem it is very important to determine conditions under which we are guaranteed the existence of
the unique blow-up solution. We can ﬁnd such necessary and suﬃcient conditions e.g. in [2,4,6]. When the blow-up solution
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T. Małolepszy, W. Okrasiñski / J. Math. Anal. Appl. 366 (2010) 372–384 373exists, an additional challenge lies in establishing the value of the critical time, when the explosion occurs [1,11,13]. In such
situation good upper and lower bounds for this critical time are very helpful.
In this paper, on the basis of results from [7,8], we establish upper and lower estimates for the critical time. We also
improve our method to get a better lower estimate and, as a consequence, an algorithm to improve an estimate of the
blow-up time from below is given. We also present some examples.
2. Upper estimate
On the basis of results presented in [8], we formulate the following lemma:
Lemma 2.1. If there exists a nontrivial solution to (1), then it is a strictly increasing continuous function. If u is a strictly increasing
solution of Eq. (1), it displays blow-up at T if and only if limt→∞ u−1(t) = T , where u−1 is the inverse function for u.
Let additionally K (t) := ∫ t0 k(s)ds and the following condition hold:
lim
t→∞ K (t) = ∞. (5)
Let us notice that the function K is strictly increasing.
Remark 2.2. Lemma 2.1 and (5) imply that for every nontrivial solution u of (1) function u−1 is deﬁned on the interval
[0,∞).
Now we can formulate, based on [7], the following theorem:
Theorem 2.3. Let φ be a continuous function on [0,∞) such that φ(t) < g(t) for t ∈ (0,∞) and limt→0+ tφ(t) = 0. If u is a blow-up
solution of Eq. (1), then for all t ∈ [0,∞) the inequality
u−1(t)
∞∑
i=0
K−1
(
((g−1 ◦ φ)i(t))
φ((g−1 ◦ φ)i(t))
)
holds.
From Theorem 2.3 we get immediately, as a conclusion, an upper estimate for the blow-up time.
Conclusion 2.4. Let u be a blow-up solution of Eq. (1) with blow-up time T < ∞ and φ be a continuous function on [0,∞) such that
φ(t) < g(t) for t ∈ (0,∞) as well as limt→0+ tφ(t) = 0. If the series
∞∑
i=0
K−1
(
((g−1 ◦ φ)i(t))
φ((g−1 ◦ φ)i(t))
)
is bounded for all t ∈ [0,∞), then
T  lim inf
t→∞
∞∑
i=0
K−1
(
((g−1 ◦ φ)i(t))
φ((g−1 ◦ φ)i(t))
)
. (6)
3. Simple lower estimate
The following lemma gives us way to ﬁnd a rather rough lower estimate:
Lemma 3.1. Inverse function u−1(t) to nontrivial solution of Eq. (1) satisﬁes
u−1(t) K−1
(
t
g(t)
)
for any t  0.
Proof. In order to show this lemma we us the following equality which was established in [7]:
t =
g(t)∫
K
(
u−1(t) − u−1(g−1(s)))ds, t ∈ [0,∞). (7)0
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t =
g(t)∫
0
K
(
u−1(t) − u−1(g−1(s)))ds g(t)K (u−1(t)),
that is
u−1(t) K−1
(
t
g(t)
)
. 
Remark 3.2. Continuity of the function g and assumptions (2)–(4) guarantee the existence of the maximum of the function
t/g(t) on (0,∞).
Conclusion 3.3. Blow-up time T of the blow-up solution of Eq. (1) satisﬁes
T  max
t∈(0,∞)
K−1
(
t
g(t)
)
. (8)
In next sections we shall improve the lower estimate (8).
4. Some auxiliary inequalities
Lemma 4.1. Let t0  0. If there exists C0 > 0 such that u−1(t) C0 for t  t0 then
t  K
(
u−1(t)
)
g(t0) + K
(
u−1(t) − C0
)(
g(t) − g(t0)
)
. (9)
Proof. Let us take an arbitrary t0  0. Then, with the help of (7), we get for any t  t0
t =
g(t0)∫
0
K
(
u−1(t) − u−1(g−1(s)))ds +
g(t)∫
g(t0)
K
(
u−1(t) − u−1(g−1(s)))ds
 K
(
u−1(t)
)
g(t0) + K
(
u−1(t) − u−1(t0)
)(
g(t) − g(t0)
)
. (10)
Because a constant C0 > 0 is such that u−1(t) u−1(t0) C0 for t  t0, then (10) takes the form (9). 
By Remark 3.2 we now denote
C0 := max
t∈(0,∞)
K−1
(
t
g(t)
)
and let t0 be a solution of the equation K−1( tg(t) ) = C0. Moreover, if we deﬁne
F (t, y) := K (y)g(t0) + K (y − C0)
(
g(t) − g(t0)
)− t, (11)
then we can write (9) as
F
(
t,u−1(t)
)
 0. (12)
Remark 4.2. The function F has the following property: F (t, y1) F (t, y2) iff y1  y2.
Now we additionally assume that
g ∈ C2[t0,∞) is strictly convex. (13)
Lemma 4.3. If the function g satisﬁes additionally (13), then we have
lim
t→∞
(
g(t)
g ′(t)
− t
)
= −∞.
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lim
t→∞ g(t) = ∞
and
lim
t→∞ g
′(t) = ∞. (14)
We take an arbitrary t˜ > t0. From convexity of g we get
g(t) − g(t˜) < g′(t)(t − t˜), t > t˜.
Therefore
lim
t→∞
(
g(t) − tg′(t))< lim
t→∞
(
g(t˜) − t˜ g′(t))= −∞.
Finally, we use L’Hospital’s Rule to obtain
lim
t→∞
(
g(t)
g′(t)
− t
)
= lim
t→∞
g(t) − tg′(t)
g′(t)
= lim
t→∞
−tg′′(t)
g′′(t)
= lim
t→∞(−t) = −∞. 
5. An algorithm for the improvement of the lower estimate
In this section we show how to obtain a better lower estimate than (8).
Lemma 5.1. Let the function g in Eq. (1) satisfy additionally (13). Then there exist a point t1 > t0 and a constant C1 = K−1( 1g′(t1) ) + C0
such that u−1(t) C1 for t  t1 .
Proof. We know from The Implicit Function Theorem that if we ﬁnd a point (t1, y1), for which all the following conditions
hold:
F (t1, y1) = 0, (15)
Ft(t1, y1) = 0, (16)
F y(t1, y1) 	= 0, (17)
Ftt(t1, y1) > 0, (18)
then in some neighbourhood of t1 there exists exactly one function y(t) of class C1, which reaches its maximum equal to
y1 in t1. To ﬁnd this point, let us notice at the beginning that it necessary has to satisfy an equation
y = K−1
(
1
g′(t)
)
+ C0
(it follows from condition (16) for the function F given by (11)). So in next step we check if the equation
F
(
t, K−1
(
1
g′(t)
)
+ C0
)
= 0 (19)
has a solution in [t0,∞). On the one hand we have
F
(
t0, K
−1
(
1
g′(t0)
)
+ C0
)
= K
(
K−1
(
1
g′(t0)
)
+ C0
)
g(t0) − t0
> K (C0)g(t0) − t0 = 0,
while on the other, because of Lemma 4.3 and (14), we receive
lim
t→∞ F
(
t, K−1
(
1
g′(t)
)
+ C0
)
= −∞.
Now from the Darboux property it follows that in [t0,∞) there exist a solution of Eq. (19). Let us denote it by t1 and let
y1 = K−1( 1g′(t1) ) + C0 =: C1. It is easy to see that for point (t1, y1) we have F y(t1, y1) 	= 0 and Ftt(t1, y1) > 0, so that point
satisﬁes all conditions (15)–(18). It means, together with (12) and Remark 4.2, that
u−1(t1) y1. (20)
Because the function u−1 is increasing, we obtain from (20) our assertion. 
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F1(t, y) = K (y)g(t1) + K (y − C1)
(
g(t) − g(t1)
)− t,
where t > t1, and, as a result, we show an existence of point t2 > t1 and a constant C2 = K−1( 1g′(t2) ) + C1 such that
u−1(t) C2 for t  t2 (the existence of the solution of the equation
F1
(
t, K−1
(
1
g′(t)
)
+ C1
)
= 0
is guaranteed by the fact that K (C1) > K (C0) >
t1
g(t1)
). Now it is obvious that we can iterate this procedure. After n iterations
we obtain two sequences: one of the constants Cn > Cn−1 > · · · > C1 > C0 and the second one of the points tn > tn−1 >
· · · > t1 > t0, where ti is a solution of the equation
Fi−1
(
t, K−1
(
1
g′(t)
)
+ Ci−1
)
= 0, i = 1, . . . ,n, (21)
for Fi−1 deﬁned as follows:
Fi−1(t, y) = K (y)g(ti−1) + K (y − Ci−1)
(
g(t) − g(ti−1)
)− t,
such that
u−1(t) Ci (22)
for t  ti , i = 1, . . . ,n. Taking into consideration the following equality:
Cn = K−1
(
1
g′(tn)
)
+ Cn−1 =
n∑
i=1
K−1
(
1
g′(ti)
)
+ C0
we can derive from (22)
u−1(t)
n∑
i=1
K−1
(
1
g′(ti)
)
+ C0 (23)
for all t  tn , n ∈N. Finally, we can formulate the following conclusion:
Conclusion 5.2. Let the function g in Eq. (1) satisfy additionally (13). If Eq. (1) has a blow-up solution, then the blow-up time T
satisﬁes
T 
∞∑
i=1
K−1
(
1
g′(ti)
)
+ max
t∈(0,∞)
K−1
(
t
g(t)
)
. (24)
Remark 5.3. The sequence {ti}∞i=1 is divergent to ∞.
6. Examples
Example 6.1. We consider Eq. (1) with
g(t) =
{
tα, t ∈ [0,1),
tβ, t  1,
(25)
where 0< α < 1 < β and k(t) ≡ 1 (that is K (t) = K−1(t) = t). The existence of blow-up solution to that equation was shown
in [5], so in this case we may try to ﬁnd an upper estimate for blow-up time using Conclusion 2.4. Let φ(t) = 1m g(t), where
m > 1. We have
(
g−1 ◦ φ)i(t) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
( 1
mi
) 1
α t, t ∈ [0,1),( 1
mi
) 1
α t
β
α , t ∈ [1, (mi) 1β ),( 1
mi
) 1
β t, t ∈ [(mi) 1β ,∞).
(26)
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F (t) :=
∞∑
i=0
K−1
(
((g−1 ◦ φ)i(t))
φ((g−1 ◦ φ)i(t))
)
. (27)
For t < 1 we get
F (t) =
∞∑
i=0
( 1
mi
) 1
α t
1
m
(( 1
mi
) 1
α t
)α = mt
1−α
1− ( 1m ) 1−αα
, (28)
and for t  1 we receive
F (t) =

C∑
i=0
( 1
mi
) 1
β t
1
m
(( 1
mi
) 1
β t
)β +
∞∑
i=
C+1
( 1
mi
) 1
α t
β
α
1
m
(( 1
mi
) 1
α t
β
α
)α
=mt1−β 1−
(( 1
m
) 1−β
β
)
C+1
1− ( 1m ) 1−ββ
+mt β(1−α)α
(( 1
m
) 1−α
α
)
C+1
1− ( 1m ) 1−αα
, (29)
where C = β ln tlnm . As a consequence, the function F (t) given by (28) satisﬁes
F (t) <
m
1−m α−1α
(30)
for all t ∈ [0,1) and given by (29) satisﬁes
F (t) <mt1−β
1− (( 1m ) 1−ββ )C+1
1− ( 1m ) 1−ββ
+mt β(1−α)α
(( 1
m
) 1−α
α
)C
1− ( 1m ) 1−αα
= mt
1−β −m 2β−1β
1−m β−1β
+ m
1−m α−1α
<
−m 2β−1β
1−m β−1β
+ m
1−m α−1α
(31)
for all t ∈ [1,∞). From (30) and (31) it follows
F (t) <
−m 2β−1β
1−m β−1β
+ m
1−m α−1α
for all t ∈ [0,∞), that is we show the boundness of F (t) deﬁned for t ∈ [0,∞). To ﬁnd an upper estimate for lim inft→∞ F (t),
let us take a sequence {tn}∞n=1, where tn = ( β
√
m)n . From (29) we get
F (tn) =mt1−βn
1− (( 1m ) 1−ββ )n+1
1− ( 1m ) 1−ββ
+mt
β(1−α)
α
n
(( 1
m
) 1−α
α
)n+1
1− ( 1m ) 1−αα
= mt
1−β
n −m
2β−1
β
1−m β−1β
+ m
2α−1
α
1−m α−1α
. (32)
Let n → ∞ in (32). Then
lim
n→∞ F (tn) =
−m 2β−1β
1−m β−1β
+ m
2α−1
α
1−m α−1α
= m
2(m
1
β −m 1α )
(m −m 1α )(m −m 1β )
.
On the other hand we know that
lim inf
t→∞ F (t) limn→∞ F (tn),
hence
lim inf
t→∞ F (t)
m2(m
1
β −m 1α )
1
α
1
β
.(m −m )(m −m )
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(1−α)(1−β) , as was shown in [5]) of blow-up
solution of Eq. (1) has the following upper estimate:
T  m
2(m
1
β −m 1α )
(m −m 1α )(m −m 1β )
.
Much less work is needed to compute a lower estimate (8) for T . Because K−1(t) = t and the maximum of t/g(t) is equal 1
for all t ∈ (0,∞), we obtain with the help of Conclusion 3.3 that
T  1.
To improve that lower estimate we use Conclusion 5.2 (and the fact that t0 = 1) getting
T 
∞∑
i=1
1
βtβ−1i
+ 1.
How can we compute ti? Let us notice that for the kernel k ≡ 1 (21) takes generally the following form:
Ci g(ti) + g(t)
g′(t)
− t = 0, i ∈N. (33)
Because C0 = 1 and taking (25) into consideration, we ﬁnd the recurrence relation for ti+1 (solutions of (33)) as
ti+1 = βCit
β
i
β − 1 =
β
β − 1
(
i∑
j=1
1
βtβ−1j
+ 1
)
tβi , t0 = 1.
Example 6.2. Let us take (1) with g given by
g(t) =
{
tα, t ∈ [0,1),
et−1, t  1,
(34)
where 0 < α < 1 and k(t) ≡ 1. Then Eq. (1) has a blow-up solution (see [5]). In order to ﬁnd an upper estimate of T , we
take, similar as in Example 6.1, φ(t) = 1m g(t), where m > 1. Because
(
g−1 ◦ φ)i(t) =
⎧⎪⎪⎨
⎪⎪⎩
( 1
mi
) 1
α t, t ∈ [0,1),( 1
mi
) 1
α e
t−1
α , t ∈ [1,1+ i lnm),
t − i lnm, t ∈ [1+ i lnm,∞),
then for t < 1 we have
F (t) =
∞∑
i=0
( 1
mi
) 1
α t
1
m
(( 1
mi
) 1
α t
)α = mt
1−α
1− ( 1m ) 1−αα
, (35)
and for t  1 we obtain
F (t) =

C∑
i=0
t − i lnm
1
m (e
t−i lnm−1)
+
∞∑
i=
C+1
( 1
mi
) 1
α e
t−1
α
1
m
( 1
mi
et−1
) , (36)
where C = t−1lnm and F (t) is given by (27). The following equalities are true:
m

C∑
i=0
t − i lnm
et−i lnm−1
= m
et−1
(
t

C∑
i=0
mi − lnm

C∑
i=0
mii
)
and

C∑
i=0
mii = m

C+1
C
m − 1 +
m −m
C+1
(m − 1)2 .
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F (t) = mt
et−1
1−m
C+1
1−m −
m lnm
et−1
(
m
C+1
C
m − 1 +
m −m
C+1
(m − 1)2
)
+ me
(t−1) 1−αα m α−1α (
C+1)
1−m α−1α
. (37)
From two simple inequalities:
m
C+1
et−1
m
and
t <
(
C + 1) lnm + 1,
we estimate F (t) given by (37) in the following way:
F (t) <
m2(lnm + 1)
m − 1 +
m2 lnm
(m − 1)2 +
m
2α−1
α
1−m α−1α
. (38)
From (35) and (38) we receive
F (t) <
m2(lnm + 1)
m − 1 +
m2 lnm
(m − 1)2 +
m
1−m α−1α
(39)
for all t ∈ [0,∞). Therefore we proved that F (t) is bounded for all t ∈ [0,∞). Now we deﬁne a sequence {tn}∞n=1 by
tn = n lnm + 1. We have
F (tn) = mtn
mn
1−mn+1
1−m −
m lnm
mn
(
mn+1n
m − 1 +
m −mn+1
(m − 1)2
)
+ mm
n 1−αα m
α−1
α (n+1)
1−m α−1α
,
hence
lim
n→∞ F (tn) =
m2(lnm +m − 1)
(m − 1)2 +
m
2α−1
α
1−m α−1α
.
Because
lim inf
t→∞ F (t) limn→∞ F (tn),
then
lim inf
t→∞ F (t)
m2(lnm +m − 1)
(m − 1)2 +
m
2α−1
α
1−m α−1α
. (40)
Conclusion 2.4 and (40) give us ﬁnally the following upper estimate for T in our example:
T  m
2(lnm +m − 1)
(m − 1)2 +
m
2α−1
α
1−m α−1α
.
Considering the facts that K−1(t) = t and the maximum of t/g(t) on the interval (0,∞) is equal to 1, we conclude on the
basis of Conclusion 3.3 that
T  1.
In the similar manner as in the Example 6.1 we can improve that lower estimate. Obviously, t0 = 1 and C0 = 1. Using (33)
and (34) we obtain
T 
∞∑
i=1
1
eti−1
+ 1,
where ti are given by the recurrence relation
ti+1 =
(
i∑
j=1
1
et j−1
+ 1
)
eti−1, t0 = 1.
Recall that in [5] it was shown that T = 2−α .1−α
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k(t) = γ√
πt
,
where γ > 0 and in (25) 0< α < 1 < β . On the basis of results presented in [4] we can formulate the following theorem:
Theorem 6.4. Eq. (1) with g given by (25) has a blow-up solution if and only if the integral
t∫
0
K−1(s) ds
s(− ln s) (41)
is convergent for any t ∈ (0, δ) for suﬃciently small δ > 0.
Because in our example K−1(t) = π
4γ 2
t2, we get that the integral (41) is equal to the following integral:
− π
4γ 2
t∫
0
s ds
ln s
,
which, for suﬃciently small δ > 0, is convergent for all t ∈ (0, δ). This implies that Eq. (1) in our example has a blow-
up solution. Let denote its blow-up time by T . We obtain an upper estimate of T with the help of Conclusion 2.4. For
φ(t) = 1m g(t), where m > 1, we have that (g−1 ◦ φ)i(t) is given by the formula (26). In view of that and because
F (t) = π
4γ 2
∞∑
i=0
(
((g−1 ◦ φ)i(t))
φ((g−1 ◦ φ)i(t))
)2
,
it is not diﬃcult to see that we can repeat with only minor changes the computations from Example 6.1 and, as a result,
we obtain that for all t ∈ [0,∞)
F (t) <
πm2
4γ 2
(
m2(1−
1
β
)
m2(1−
1
β
) − 1
+ 1
1−m2(1− 1α )
)
,
i.e. the boundness of F (t). Similarly, taking a sequence {tn}∞n=1, where tn = ( β
√
m)n , we can show in much the same way as
in Example 6.1 that
lim inf
t→∞ F (t) limn→∞ F (tn) =
π
4γ 2
m4(m
2
β −m 2α )
(m2 −m 2α )(m2 −m 2β )
,
that is
T <
π
4γ 2
m4(m
2
β −m 2α )
(m2 −m 2α )(m2 −m 2β )
. (42)
Because t0 = 1 and C0 = π4γ 2 , with the help of Conclusion 5.2 we ﬁnd the lower estimate of T of the form
T  π
4γ 2β2
∞∑
i=1
t2(1−β)i +
π
4γ 2
, (43)
where ti for each i ∈N is a solution of the equation
tβi−1
√√√√√t2(1−β) + β2 + i−1∑
j=1
t2(1−β)j +
tβ − tβi−1
tβ−1
= βt,
which satisﬁes ti > ti−1.
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One of the integral equations, which appear in the mathematical description of the formation of shear bands in steel [14],
is
v(t) = γ
t∫
0
(v(s) + 1)β√
π(t − s) ds, γ > 0, β > 1. (44)
As it was shown in [14], this equation has always a blow-up solution and its blow-up time, say Tv , satisﬁes the inequality(
1− 1
β
)2β
π
4γ 2(β − 1)2  Tv 
π
4γ 2(β − 1)2 . (45)
We show that one can use the results obtained in this article to improve above estimates for Tv . First, we improve a lower
estimate. Notice that the integral equation (a general form of (44))
v(t) =
t∫
0
k(t − s)g(v(s) + 1)ds (46)
can be written in the equivalent form
u(t) = 1+
t∫
0
k(t − s)g(u(s))ds, (47)
where u(t) := v(t) + 1.
Remark 7.1. The integral equation (46) has a blow-up time at T if and only if the same is true for (47).
After integrating by parts and suitable substitutions in (47), we obtain
u(t) = 1+ K (t)g(1) +
g(u(t))∫
g(1)
K
(
t − u−1(g−1(s)))ds,
and hence, by the substitution t := u−1(t),
t = 1+ K (u−1(t))g(1) +
g(t)∫
g(1)
K
(
u−1(t) − u−1(g−1(s)))ds, t  1.
The last equation can be treated as an analog of (7) and this allows us to repeat without any diﬃculty a reasoning from
Sections 3–5 to Eq. (47). As a result we obtain two lower estimates for its blow-up time, namely
Conclusion 7.2. Blow-up time T of the blow-up solution of Eq. (47) satisﬁes
T  max
t∈(1,∞)
K−1
(
t − 1
g(t)
)
. (48)
Conclusion 7.3. Let the function g in Eq. (47) satisfy additionally (13). Let C0 = maxt∈(1,∞) K−1( t−1g(t) ) and let t0 be a solution of the
equation K−1( t−1g(t) ) = C0 . If Eq. (47) has a blow-up solution, then the blow-up time T satisﬁes
T 
∞∑
i=1
K−1
(
1
g′(ti)
)
+ max
t∈(1,∞)
K−1
(
t − 1
g(t)
)
, (49)
where ti is a solution of the equation
Fi−1
(
t, K−1
(
1
g′(t)
)
+ Ci−1
)
= 0, i = 1, . . . ,n, (50)
such that ti > ti−1 for i = 1, . . . ,n with Fi−1 deﬁned as follows:
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(
g(t) − g(ti−1)
)− (t − 1)
and
Ci−1 =
i−1∑
j=1
K−1
(
1
g′(t j)
)
+ C0.
Now we use these results for the special form of integral equation (47), that is
u(t) = 1+ γ
t∫
0
(u(s))β√
π(t − s) ds, γ > 0, β > 1. (51)
By the equivalence of Eqs. (46) and (47) and by Remark 7.1 it is clear that (51) has a blow-up solution and its blow-up time
is equal to Tv . Because in this case t0 = ββ−1 and
C0 = π
4γ 2
(
t0 − 1
tβ0
)2
= π
4γ 2(β − 1)2
(
1− 1
β
)2β
,
we receive from “simpler” lower estimate, Conclusion 7.2, that
Tv  C0 = π
4γ 2(β − 1)2
(
1− 1
β
)2β
.
This is exactly the same lower estimate as in (45). An easy consequence of that fact is Conclusion 7.3, as more accurate
(each term in series in (49) is positive) lower estimate than Conclusion 7.2, shall give us a better lower estimate than
in (45). Indeed, then we get that
Tv 
π
4γ 2β2
∞∑
i=1
t2(1−β)i +
π
4γ 2(β − 1)2
(
1− 1
β
)2β
,
where ti for each i ∈N is a solution of the equation
tβi−1
√√√√√t2(1−β) + i−1∑
j=0
t2(1−β)j +
tβ − tβi−1
tβ−1
= β(t − 1),
which satisﬁes ti > ti−1.
Now we show how to use the results obtained in Example 6.3 in order to improve upper estimate for Tv in (45) for β
relatively close 1 (see Fig. 1). First, let us notice that for an arbitrary γ > 0 and β > 1 the integral equation considered in
Example 6.3 and integral equation (44) have both blow-up solutions, the same kernel and the strictly increasing nonlinearity
of (44) is always greater than g given by (25). Therefore using Comparision Theorem (see [3]), we obtain that solutions of
these equations satisfy v(t) u(t) for t ∈ [0, Tv ). A consequence of that fact is T  Tv , where T is a blow-up time for the
integral equation from Example 6.3, and it implies that every upper estimate of T is also the upper estimate of Tv . Hence,
by (42), we ﬁnally get a new upper estimate for Tv , namely
Tv <
π
4γ 2
m4(m
2
β −m 2α )
(m2 −m 2α )(m2 −m 2β )
. (52)
Denote for an arbitrary γ > 0
U (β) := π
4γ 2(β − 1)2
and
Uα,m(β) := π
4γ 2
m4(m
2
β −m 2α )
(m2 −m 2α )(m2 −m 2β )
.
We have
U ′α,m(β) = −
π
2γ 2β2
(m2
3β+1
β −m2 2αβ+α+βαβ ) lnm
2 2α 2
2
β 2
,(m −m )(m −m )
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for β ∈ (1,4], γ = 1.
hence the function Uα,m for the ﬁxed 0 < α < 1 and m > 1 is strictly decreasing and convex in the interval (1,∞), similar
as U . Moreover, because both functions are continuous in (1,∞) and
lim
β→1+
U (β)
Uα,m(β)
= ∞, lim
β→∞U (β) = 0, limβ→∞Uα,m(β) =
π
4γ 2
m4(1−m 2α )
(m2 −m 2α )(m2 − 1)
> 0,
it is clear that for every α ∈ (0,1) and m > 1 there exists exactly one β∗α,m such that U (β) > Uα,m(β) for β ∈ (1, β∗α,m), i.e.
in this interval (52) is a better upper estimate of Tv than (45). Of course, if we denote
β∗ := sup{β∗α,m: α ∈ (0,1), m > 1},
then the interval (1, β∗) is the largest possible interval, for which upper estimate (52) is still better then (45). In order to
ﬁnd a value of β∗ , let us ﬁx β > 1 and denote
Fβ(m) := m
4
m2 −m 2β
, Gβ(α,m) := m
2
α −m 2β
m
2
α −m2
.
Then, because limm→1+ Fβ(m) = limm→∞ Fβ(m) = ∞, we know that Fβ has a global minimum in (1,∞), which achieves in
mβ =
(
β
2β − 1
) β
2(1−β)
.
Hence Fβ(m) Fβ(mβ) for m > 1. Let us note that limβ→∞ Fβ(mβ) = 4 and the monotonicity (with respect to β) of Uα,m
implies that Fβ2 (mβ2 ) > Fβ1 (mβ1 ) for β1 > β2. On the other hand, for α ∈ (0,1) and m > 1 it is clear that Gβ(α,m) > 1
and, moreover, limα→0+ Gβ(α,m) = 1 for an arbitrary m > 1. Therefore we see that the best lower estimate of the smallest
possible value, which Uα,m can attain for ﬁxed β , is π4γ 2 Fβ(mβ), and, as a result, we can write
β∗ = max{β > 1: Fβ(mβ) (β − 1)−2}.
The numerical computation shows that β∗ ≈ 1.263936.
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