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Abstract
We obtain the double factorization of braided bialgebras or braided Hopf alge-
bras, give relation among integrals and semisimplicity of braided Hopf algebra and
its factors.
Keywords: Hopf algebra, factorization.
Introduction
It is well-known that the factorization of domain plays an important role in ring theory.
S. Majid in [1, Theorem 7.2.3] studied the factorization of Hopf algebra and showed that
H ∼= A ⊲⊳ B for two sub-bialgebras A and B when multiplication mH is bijective. C. S.
Zhang, B.Z. Yang and B. S. Ren [2] generalized these results to braided cases.
Braided tensor categories become more and more important. They have been applied
in conformal field, vertex operator algebras, isotopy invariants of links (See [3, 4, 5],
[6, 7, 8]).
In this paper, we obtain the double factorization of braided bialgebras or braided Hopf
algebras, i.e. we give the conditions to factorize a braided Hopf algebra into the double
cross products of sub-bialgebras or sub-Hopf algebras. We give relation among integrals
and semisimplicity of braided Hopf algebra and its factors.
Throughout this paper, we work in braided tensor category (C, C), where C is a con-
crete category and underlying set of every object in C is a vector space over a field k. For
example, Yetter-Drinfeld category over Hopf algebras with invertible antipode and some
important categories in [5] are such categories.
1
Preliminaries
We assume that H and A are two braided bialgebras with morphisms:
α : H ⊗ A→ A , β : H ⊗A→ H,
φ : A→ H⊗ A , ψ : H → H ⊗ A
such that (A, α) is a left H-module coalgebra, (H, β) is a right A-module coalgebra, (A, φ)
is a left H-comodule algebra, and (H,ψ) is a right A-comodule algebra.
We define the multiplication mD , unit ηD, comultiplication ∆D and counit ǫD in A⊗H
as follows:
∆D = (idA⊗mH⊗mA⊗idH)(idA⊗idH⊗CA,H⊗idA⊗idH)(idA⊗φ⊗ψ⊗idH )(∆A⊗∆H),
mD = (mA⊗mH)(idA⊗α⊗β⊗idH )(idA⊗idH⊗CH,A⊗idA⊗idH)(idA⊗∆H⊗∆A⊗idH),
and ǫD = ǫA⊗ǫH , ηD = ηA⊗ηH .We denote (A⊗H,mD, ηD,∆D, ǫD) by A
φ
α⊲⊳
ψ
βH, which is
called the double bicrossproduct of A and H . We denote it by A
b
⊲⊳ H or A ·⊲⊳·H in short.
When φ and ψ are trivial, we denote Aφα ⊲⊳
ψ
β H by Aα⊲⊳βH or A⊲⊳H , called a double cross
product (see [9, 10, 11]).
Vect(k) denotes the braided tensor category of all vector spaces over field k, equipped
with ordinary tensor and unit I = k, as well as ordinary twist map as braiding. BBYD
denotes Yetter-Drinfeld category (see [11, Preliminaries]).
1 The factorization of braided bialgebras or braided
Hopf algebras
In this section, we obtain the factorization of braided bialgebras or braided Hopf algebras.
The associative law does not hold for double cross products in general, i.e. equation
((A1 α1 ⊲⊳β1 A2) α2 ⊲⊳β2 A3) = (A1 α1 ⊲⊳β1 (A2 α2 ⊲⊳β2 A3))
does not holds in general. Therefore we denote a method of adding brackets for n factors
by σ. For example, when n = 3,
σ1(A1 α1 ⊲⊳β1 A2 α2 ⊲⊳β2 A3) = ((A1 α1 ⊲⊳β1 A2) α2 ⊲⊳β2 A3)
and
σ2(A1 α1 ⊲⊳β1 A2 α2 ⊲⊳β2 A3) = (A1 α1 ⊲⊳β1 (A2 α2 ⊲⊳β2 A3))
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Definition 1.1 Let A1, A2, · · · , An and H be braided bialgebras or braided Hopf alge-
bras, σ be a method adding brackets for n factors. If jA1(A1)jA2(A2) · · · jAn(An) = H and
jAi : Ai → H is a braided bialgebra or Hopf algebra morphism for i = 1, 2, · · · , n., If for
every pair of brackets of σ :
(Al ⊗ Al+1 ⊗ · · · ⊗ Al+t),
jAl(Al)jAl+1(Al+1) · · · jAl+t(Al+t) is a sub-bialgebra or sub-Hopf algebra of H and
mtH(jAl⊗ jAl+1 ⊗· · ·⊗ jAl+t) is a bijective map from Al⊗Al+1⊗Al+2⊗· · ·⊗Al+t onto
jAl(Al)jAl+1(Al+1) · · · jAl+t(Al+t), then {jA1 , jA2, · · · , jAn} is called a double factorization
of H with respect to σ. If for every method σ adding brackets, {jA1 , jA2 , · · · , jAn} a double
factorization of H with respect to σ, then {jA1 , jA2 , · · · , jAn} is called a double factorization
of H. If At is a sub-bialgebra or sub-Hopf algebra of H and jAt is a inclusion map from
At to H by sending a to a for any a ∈ At, t = 1, 2, · · · , n, then H = A1A2 · · ·An is called
an inner double factorization of H.
Theorem 1.2 Let A1, A2, · · · , An and H be braided bialgebras or braided Hopf algebras,
and let σ be a method adding brackets for n factors. Assume that jAi is a bialgebra or
Hopf algebra morphism from Ai to H for i = 1, 2, · · · , n. If {jA1 , jA2, · · · , jAn} a double
factorization of H with respect to σ then, in braided tensor category (C, C), there exists a
set {αi, βi | i = 1, 2, · · · , n} of morphisms such that
σ(A1 α1 ⊲⊳β1 A2 α2 ⊲⊳β2 A3 α3 ⊲⊳β3 · · ·αn−1 ⊲⊳βn−1 An)
∼= H ( as bialgebras or Hopf algebras )
and the isomorphism is mn−1H (jA1 ⊗ jA2 ⊗ · · · ⊗ jAn).
Proof. We use induction for n. When n = 2, we can obtain the proof by [2, Theorem
2.1] (i.e. the factorization theorem). For n > 2, we can assume that
σ(A1 ⊗A2 ⊗ A3 · · · ⊗ An) = σ1(A1 ⊗A2 ⊗ · · · ⊗ At)⊗ σ2(At+1 ⊗ · · · ⊗ An).
Next we consider t in following three cases.
(i) If 1 < t < n− 1, let B1 = jA1(A1)jA2(A2) · · · jAt(At) and
B2 = jAt+1(At+1)jAt+2(At+2) · · · jAn(An). It follows from the inductive assumption that
{jA1, jA2 , · · · , jAt} is a double factorization of B1 with respect to σ1, {jAt+1, jAt+2, · · · , jAn}
is a double factorization of B2 with respect to σ2. Thus, there exists a set {αi, βi | i =
1, 2, · · · , n, i 6= t} of morphisms such that
σ1(A1 α1 ⊲⊳β1 A2 α2 ⊲⊳β2 · · ·αt−1 ⊲⊳βt−1 At)
∼= B1 ( as bialgebras or Hopf algebras ) (1.1)
and
σ2(At+1 αt+1 ⊲⊳βt+1 · · ·αn ⊲⊳βn An)
∼= B2 ( as bialgebras or Hopf algebras ) . (1.2)
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The isomorphisms of (1.1) and (1.2) are mt−1H (jA1 ⊗ jA2 ⊗ · · · ⊗ jAt) and m
n−t
H (jAt+1 ⊗
jAt+2⊗· · ·⊗jAn), respectively. Let jB1 and jB2 denote the contain-map of B1 and B2 in H
respectively. we can get that mH(jB1⊗ jB2) is a bijective since m
n−1
H (jA1⊗ jA2⊗· · ·⊗ jAn)
is a bijective. In fact, mH(jB1 ⊗ jB2) = m
n−1
H (jA1 ⊗ jA2 ⊗ · · · ⊗ jAn)((m
t−1
H (jA1 ⊗ jA2 ⊗
· · · ⊗ jAt))
−1 ⊗ (mn−t−1H (jAt+1 ⊗ jAt+2 ⊗ · · · ⊗ jAn))
−1).
(ii) If t = 1, let B1 = A1, B2 = jA2(A2)jA3(A3) · · · jAn(An), let jB1 = jA1 and let jB2
be a contain-map from B2 to H . We can get that mH(jB1 ⊗ jB2) is a bijective by the way
similar to (i).
(iii) If t = n− 1, let B1 = jA1(A1)jA2(A2) · · · jAn−1(An−1) and B2 = An. We can also
get that mH(jB1 ⊗ jB2) is a bijective.
Consequently, by [2, Factorization Theorem ], there exist αt and βt such that B1 αt ⊲⊳βt
B2 ∼= jB1(B1)jB2(B2) = H. Considering relations (1.1) and (1.2), we have that
σ(A1 σ1 ⊲⊳β1 A2 α2 ⊲⊳β2 A3 α3 ⊲⊳β3 · · ·αn−1 ⊲⊳βn−1 An)
∼= H ( as bialgebras or Hopf algebras )
and the isomorphism is mn−1H (jA1 ⊗ jA2 ⊗ · · · ⊗ jAn). We complete the proof. ✷
Corollary 1.3 Let X, A and H be braided bialgebras or braided Hopf algebras. Assume
jA and jH are bialgebra or Hopf algebra morphisms from A to X and H to X, respectively.
Then {jA, jH} is a double factorization of X iff in braided tensor category (C, C), there
exist morphisms α and β such that
A α ⊲⊳β H ∼= X ( as bialgebras or Hopf algebras )
and the isomorphism is mX(jA ⊗ jH).
Corollary 1.4 Let A1, A2, · · · , An be braided sub-Hopf algebras of a finite-dimensional
Hopf algebra H, and H = A1A2 · · ·An. Assume that σ is a method adding brackets for n
factors. Then the following statements are equivalent.
(i) H = A1A2 · · ·An is an inner double factorization of H with respect to σ.
(ii) dimH = dim(A1)dim(A2) · · · dim(An), and for every pair of brackets in σ : (At⊗
At+1 ⊗ · · · ⊗At+l), (AtAt+1 · · ·At+l) is a sub-Hopf algebra of H.
(iii) For every pair of bracket in σ : (At ⊗ At+1 ⊗ · · · ⊗ At+l), (AtAt+1 · · ·At+l) is a
sub-Hopf algebra of H, and there exists a set {αi, βi | i = 1, 2, · · · , n} of morphisms such
that
σ(A1 α1 ⊲⊳β1 A2 α2 ⊲⊳β2 A3 α3 ⊲⊳β3 · · ·αn−1 ⊲⊳βn−1 An)
∼= H ( as bialgebras or Hopf algebras )
and the isomorphism is mn−1H .
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Proof. Obviously, (iii) implies (ii). By Theorem 1.2, (i) implies (iii). It is sufficient
to show that (ii) implies (i). Assume that (At⊗At+1⊗ · · ·⊗At+l) is a pair of brackets in
σ. We only need to show that mlH is a bijective map from (At ⊗ At+1 ⊗ · · · ⊗ At+l) onto
AtAt+1 · · ·At+l. Since
dim(A1A2 · · ·An) = dim(A1)dim(A2) · · · dim(An), we have that dim(At⊗At+1⊗· · ·⊗
At+l) = dim(AtAt+1 · · ·At+l), which implies m
l
H is a bijective map from (At⊗At+1⊗· · ·⊗
At+l) onto AtAt+1 · · ·At+l. We complete the proof. ✷
Lemma 1.5 Let A and B be braided sub-Hopf algebras of braided Hopf algebra H.
(i) If AB = BA, then AB is sub-Hopf algebra of H.
(ii) If the antipode of H is invertible, and AB or BA is a braided sub-Hopf algebra of
H, then AB = BA.
Proof. (i) It is clear.
(ii) We can assume that AB is a braided sub-Hopf algebra ofH without lost generality.
For any a ∈ A, b ∈ B, we see that S(S−1(a)S−1(b)) = ba. Thus BA ⊆ AB since AB
is a braided sub-Hopf algebra. For any x ∈ AB, there exist ai ∈ A, bi ∈ B such that
S(x) =
∑
aibi. We see that x = S
−1S(x) = S−1(
∑
aibi) =
∑
S−1(bi)S
−1(ai) ∈ BA. Thus
AB ⊆ BA. Consequently, AB = BA. ✷
Corollary 1.6 Let A1, A2, · · · , An be braided sub-Hopf algebras of a finite-dimensional
braided Hopf algebra H, and H = A1A2 · · ·An. Then the following statements are equiv-
alent.
(i) H = A1A2 · · ·An is an inner double factorization of H.
(ii) dimH = dim(A1)dim(A2) · · ·dim(An) and AuAv = AvAu for 1 ≤ u < v ≤ n.
(iii) For 1 ≤ u < v ≤ n, AuAv = AvAu, and for any method σ adding brackets, there
exists a set {αi, βi | i = 1, 2, · · · , n} of morphisms such that
σ(A1 α1 ⊲⊳β1 A2 α2 ⊲⊳β2 A3 α3 ⊲⊳β3 · · ·αn−1 ⊲⊳βn−1 An)
∼= H ( as Hopf algebras )
and the isomorphism is mn−1H .
(iv) H = Ai1Ai2 · · ·Ain is an inner double factorization of H, where {i1, i2, · · · , in} =
{1, 2, 3, · · · , n} as set.
Proof. (i) ⇒ (ii) For 1 ≤ u < v ≤ n, there exists a method adding brackets
σ such that (Au ⊗ Av) is a pair of brackets in σ. Thus AuAv is a sub-Hopf alge-
bra of H . By Lemma 1.5, AuAv = AvAu. It follows from Corollary 1.4 that dimH =
dim(A1)dim(A2) · · · dim(An).
(ii)⇒ (i) follows from Corollary 1.4.
Similarly, (ii) and (iv) are equivalent.
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By Corollary 1.4, we also have that (ii) and (iii) are equivalent. ✷
IfH is an almost commutative braided Hopf algebra, in particular, H is a coquasitrian-
gular braided Hopf algebra, then AB = BA for any braided sub-Hopf algebras A and B of
H . Note that every quantum commutative braided Hopf algebra H is a coquasitriangular
braided Hopf algebra with coquasitriangular structure r = ǫH ⊗ ǫH .
Example 1.7 ([12, Lemma 3.4]) Assume that Γ is a commutative group and Γˆ is the
character group of Γ with gi ∈ Γ, χi ∈ Γˆ, χi(gj)χj(gi) = 1, 1 < Ni, where Ni denotes the
order of χi(gi), 1 ≤ i < j ≤ θ. Let H denote the algebra generated by set {xi | 1 ≤ i ≤ θ}
with relation:
xNll = 0, xixj = χj(gi)xjxi for 1 ≤ i, j, l ≤ θ with i 6= j. (1.3)
Define coalgebra operations and kG-(co-)module operations in H as follows:
∆xi = xi ⊗ 1 + 1⊗ xi, ǫ(xi) = 0,
δ−(xi) = gi ⊗ xi, h · xi = χi(h)xi.
Then H is called a quantum linear space in kΓkΓYD. By [12, Lemma 3.4], H is a braided
Hopf algebra with dimH = N1N2 · · ·Nθ. Let Hi is the sub-algebra generated by xi in
H. It is easy to check that Hi is a braided sub-Hopf algebra of H with dimHi = Ni and
H = H1H2 · · ·Hθ is an inner double factorization of H by Corollary 1.6 (ii). Furthermore,
when θ = 1 and N1 = p is prime, then H is not commutative with dimH = p.
By the way, it is well-known that the 8th Kaplansky’s conjecture is that if the dimen-
sion of Hopf algebra H is prime then H is commutative and cocommutative. Y. Zhu [13]
gave the positive answer. Now the example above show that braided version of the 8th
Kaplansky’s conjectre does not hold, i.e. there exists a noncommutative braided Hopf
algebra H with prime dimension.
If there are two non-trivial sub-bialgebras or sub-Hopf algebras A and B of H such
that H = AB is an inner double factorization of H , then H is called a double factorizable
bialgebra or Hopf algebra, Otherwise, H is called a double infactorisable bialgebra or Hopf
algebra.
A bialgebra (Hopf algebra) H is said to satisfy the a.c.c. on sub-bialgebras (sub-Hopf
algebras) if for every chain A1 ⊆ A2 ⊆ · · · of sub-bialgebras (sub-Hopf algebras) of H
there is an integer n such that Ai = An, for all i > n. Similarly, we can define d.c.c..
If H satisfies the d.c.c. or a.c.c. on sub-bialgebras (sub-Hopf algebras), then H can be
factorized into a product of finite double infactorisable sub-bialgebras (sub-Hopf algebras).
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By the Corollary 1.3, we can easily know that Sweedler’s 4-dimensional Hopf algebra
H4 over field k is double infactorisable in category Vect(k). In fact, if H4 is double fac-
torisable, then there exist two non-trivial sub- Hopf algebras A and B such that H = AB
and H ∼= A ⊲⊳ B. It is clear that A and B are 2-dimensional. Thus they are commu-
tative, which implies H4 is commutative. We have a contradiction. Thus H4 is double
infactorisable. Similarly, if p and q are two prime numbers and H is a non-commutative
Hopf algebra with dimH = pq, then H is double infactorisable. Consequently, every Taft
algebra H with dimH = p2 is double infactorisable in Vect(k).
2 The factorization of braided bialgebras or braided
Hopf algebras in Yetter-Drinfeld categories
Throughout this section, we work in a Yetter-Drinfeld category BBYD. In this section, we
give relation among integrals and semisimplicity of braided Hopf algebra and its factors.
If H is a finite-dimensional braided Hopf algebra in BBYD, then
∫ l
H and
∫ r
H are one-
dimensional by [14] or [11, Theorem 2.2.1], so there exist a non-zero left integral ΛlH and
a non-zero right integral ΛrH .
Proposition 2.1 If A,H and D = A
b
⊲⊳ H are finite dimensional braided Hopf alge-
bras, then
(i) there are u ∈ H, v ∈ A such that
ΛD
l = ΛlA ⊗ u, Λ
r
D = v ⊗ Λ
r
H ;
(ii) If D = A
b
⊲⊳ H is semisimple, then A and H are semisimple;
(iii) If D = A
b
⊲⊳ H is unimodular, i.e. ΛlD = Λ
r
D, then there exists a non-zero x ∈ k
such that ΛD = xΛ
l
A ⊗ Λ
r
H , and A
b
⊲⊳ H is semisimple iff A and H are semisimple.
Proof . (i) Let a(1), a(2), · · · , a(n) and h(1), h(2), · · · , h(m) be the basis of A and H , respec-
tively. Assuming
ΛlD =
∑
kij(a
(i) ⊗ h(j))
where kij ∈ k, we have that
aΛlD = ǫ(a)Λ
l
D
and
∑
ǫ(a)kij(a
(i) ⊗ h(j)) =
∑
kij(aa
(i) ⊗ h(j)),
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for any a ∈ A. Let xj =
∑
i kija
(i). Considering {h(j)} is a base of H , we get xj is a left
integral of A and there exists kj ∈ k such that xj = kjΛ
l
A for j = 1, 2, · · ·m. Thus
ΛlD =
∑
j
kj(Λ
l
A ⊗ h
(j)) = ΛlA ⊗ u,
where u =
∑
j kjh
(j).
Similarly, we have that ΛrD = v ⊗ Λ
r
H .
(ii) and (iii) follow from (i). ✷
Remark 2.2 For braided version of biproduct A>⊳·H ( see [10, Corollary 2.17] or
[11, Chapter 4]), Proposition 2.1 also holds. For example, in Example 1.7,
∫ l
H =
∫ r
H =
kxN1−11 x
N2−1
2 · · ·x
Nθ−1
θ of quantum linear space H. By Proposition 2.1, the integral of the
biproduct D = H>⊳· kΓ is
∫
D = kx
N1−1
1 x
N2−1
2 · · ·x
Nθ−1
θ ⊗ (
∑
g∈Γ g).
3 The factorization of ordinary Hopf algebras
Throughout this section, we work in the category Vect(k). In this section, using the
results in preceding section, We give relation among semisimplicity of Hopf algebra and
its factors.
Lemma 3.1 Assume that H is a finite-dimensional Hopf algebra. Then
(i) H is cosemisimple iff H∗ semisimple.
(ii) H is semisimple iff H∗ cosemisimple.
Proof. (i) If H is cosemisimple, then there exists T ∈
∫ l
H∗ such that ǫH∗(T ) 6= 0 by [15,
Theorem 2.4.6, i.e. dual Maschke theorem]. Therefore H∗ is semisimple. Conversely, if
H∗ is semisimple, then there exists T ∈
∫ l
H∗ such that ǫH∗(T ) 6= 0. Using again [15, dual
Maschke theorem], we have that H is cosemisimple.
Similarly, we get (ii). ✷
Lemma 3.2 (cf. [15], [8] ). If H is a finite dimensional Hopf algebra with chark = 0,
then the following conditions are equivalent.
(i) H is semisimple.
(ii) H is cosemisimple.
(iii) H is semisimple and cosemisimple.
(iv) S2H = idH .
(v) tr(S2H) 6= 0.
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Proof. (i) ⇒ (ii). If H is semisimple, then H∗ is cosemisimple by Lemma 3.1, so H∗
is semisimple by [15, Theorem 2.5.2]. Therefore H is cosemisimple. It follows from [15,
Theorem 2.5.2] that (ii) implies (i). Consequently, (i), (ii) and (iii) are equivalent. Using
formula tr(S2H) = ǫH(Λ
l
H)Λ
r
H∗(1H) in [8, Proposition 2 (c)], we have that (iii) and (v) are
equivalent. (iii) implies (iv) by [15, Theorem 2.5.3]. Obviously, (iv) implies (v). ✷
Lemma 3.3 (cf. [15], [8] ) If H is a finite dimensional Hopf algebra with chark >
(dim H)2, then the following conditions are equivalent.
(i) H is semisimple and cosemisimple.
(ii) S2H = idH .
(iii) tr(S2H) 6= 0.
Proof. Using formula tr(S2H) = ǫH(Λ
l
H)Λ
r
H∗(1H) in [8, Proposition 2 (c)], we have that
(i) and (iii) are equivalent. (i) implies (ii) by [15, Theorem 2.5.3]. Obviously, (ii) implies
(iii). ✷
Proposition 3.4 Assume that D = A
b
⊲⊳ H are finite dimensional Hopf algebras. If
A
b
⊲⊳ H is (co)semisimple, then A and H are (co)semisimple.
Proof . If that D is semisimple, then A and H are semisimple by Proposition 2.1. If
that D is cosemisimple, by Lemma 3.1, D∗ is semisimple. Considering (A
b
⊲⊳ H)∗ ∼= A∗
b
⊲⊳
H∗ ( see [11, Proposition 3.1.2], note that the evaluations in [11, Proposition 3.1.12] or [9,
Proposition 1.11] are not the same in this paper ), we have that A∗ and H∗ are semisimple
by Proposition 2.1. Consequently, A and H are cosemisimple. ✷
Theorem 3.5 Assume that {jA1, jA2 , · · · , jAn} is a double factorization of finite-
dimensional Hopf algebra H with respect to some method σ adding brackets. Then
(I) H is semisimple and cosemisimple iff Ai is semisimple and cosemisimple for i =
1, 2, · · · , n, iff tr(S2Ai) 6= 0 for i = 1, 2 · · · , n, iff tr(S
2
H) 6= 0.
(II) If H is (co)semisimple, then Ai is (co)semisimple for i = 1, 2, · · · , n;
(III) If Ai is involutory for i = 1, 2, · · · , n, then H is involutory.
(IV) H admits a coquasitriangular structure iff Ai admits a coquasitriangular structure
for i = 1, 2, · · · , n.
(V) If chark = 0, then the following are equivalent.
(i) H is semisimple and cosemisimple; (i)′ H is semisimple; (i)′′ H is cosemisimple.
(ii) Ai is semisimple and cosemisimple for i = 1, 2, · · · , n; (ii)
′ Ai is semisimple for
i = 1, 2, · · · , n; (ii)′′ Ai is cosemisimple for i = 1, 2, · · · , n.
(iii) Ai is involutory for i = 1, 2, · · ·n.
(iv) H is involutory.
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(v) tr(S2H) 6= 0.
(vi) tr(S2Ai) 6= 0 for i = 1, 2, · · ·n.
(VI) If chark > (dimH)2, or chark > (dimAi)
2 for i = 1, 2, · · ·n, then the following
are equivalent.
(i) H is semisimple and cosemisimple.
(ii) Ai is semisimple and cosemisimple for i = 1, 2, · · · , n.
(iii) Ai is involutory for i = 1, 2, · · ·n.
(iv) H is involutory.
(v) tr(S2H) 6= 0.
(vi) tr(S2Ai) 6= 0 for i = 1, 2, · · ·n.
Proof. By Theorem 1.2, there exists {αi, βi | i = 1, 2, · · · , n} such that D =: σ(A1 α1 ⊲⊳β1
A2 α2 ⊲⊳β2 A3 α3 ⊲⊳β3 · · ·αn−1 ⊲⊳βn−1 An)
∼= H ( as Hopf algebras ) and the isomorphism
is mn−1. It is clear that
S2D = S
2
A1
⊗ S2A2 ⊗ · · · ⊗ S
2
An
(3.4)
(see [9, Proposition 1.6]) and
tr(S2D) = tr(S
2
A1
)tr(S2A2) · · · tr(S
2
An
) (3.5)
(see [16, Theorem XIV.4.2]).
(I) If H is semisimple and cosemisimple, then tr(S2H) 6= 0, so tr(S
2
Ai
) 6= 0 by formula
(3.5) for i = 1, 2 · · · , n. It follows from [8, Proposition 2 (c)] that Ai is semisimple and
cosemisimple for i = 1, 2, · · · , n. Similarly, we can show the others.
(II) It follows from Proposition 3.4.
(III) It follows from formula (3.4).
(IV) It follows from the dual result of [17, Corollary 2.3] or [11, Corollary 7.4.7◦].
(V) By Lemma 3.2, (i), (i)′ and (i)′′ are equivalent; (ii), (ii)′ and (ii)′′ are equivalent;
(ii), (iii) and (vi) are equivalent; (i), (iv) and (v) are equivalent. By (I), (i), (ii), (v) and
(vi) are equivalent.
(VI) By Lemma 3.3, (ii), (iii) and (vi) are equivalent. By (I), (i), (ii), (v) and (vi) are
equivalent. By (III), (iii) implies (iv).
Now we show that (iv) implies (v). Let chark = p. Since p is prime and dimH =
(dimA1)(dimA2) · · · (dimAn) with p > (dimAi)
2, we have that p does not divide dimH .
Therefore, tr(S2H) = tr(idH) 6= 0. ✷
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