Abstract. The Matrix-To-Line problem is that of, given an n × n symmetric matrix D, finding an arrangement of n points on the real line such that the so obtained distances agree as well as possible with the by D specified distances, w.r.t. the max-norm. The Matrix-To-Line problem has previously been shown to be NP-complete [11] . We show that it can be approximated within 2, but not within 4/3 unless P=NP. We also show tight bounds under a stronger assumption. We show that the Matrix-To-Line problem cannot be approximated within 2 − δ unless 3-colorable graphs can be colored with 4/δ colors in polynomial time. Currently, the best polynomial time algorithm colors a 3-colorable graph withÕ(n 3/14 ) colors [4] .
Introduction
We study the Matrix-To-Line problem, that is, the problem of, given a set of n points {p i } n i=1 and an n × n distance matrix (i.e., positive, symmetric, and with an all zero diagonal) D, finding an arrangement A : {p i } n i=1 → IR + which minimizes max i,j∈ [n] |D[i, j] − |A(p i ) − A(p j )|| (1) over all such functions. This problem has previously been shown to be NPcomplete [11] . We give an algorithm that approximates it within a factor 2.
In contrast to this, we show that the Matrix-To-Line problem cannot be approximated within a factor 4/3 unless P=NP. We also show that the MatrixTo-Line problem cannot be approximated within 2 − δ in polynomial time, unless 3-colorable graphs can be colored with 4/δ colors in polynomial time.
It is NP-hard to find a 4-coloring of a 3-colorable graph [9] . The problem of kcoloring a 3-colorable graph is not known to be NP-hard for k ≥ 5. However, it is a very well studied problem and despite this there is currently no polynomial time algorithm that colors a 3-colorable graph with less thanÕ(n 3/14 ) colors [4] .
Sufficient conditions and non-polynomial time algorithms for a more general form of the Matrix-To-Line problem have been given earlier [5] . The MatrixTo-Line problem is an example of a general type of problems, where a distance matrix D for n points is given, and the points should be embedded in some metric space. The goal is to embed the points so that the obtained distances are as close as possible to the distances specified by D (with respect to some norm). Polynomial time exact algorithms and approximation algorithms have previously been given for other examples of this general type of problems [1, 7] .
We apply our Matrix-To-Line algorithm to a physical mapping problem. Physical mapping is an important problem used in large-scale sequencing of DNA as well as for locating genes. Using RH mapping (which is described in Section 4) one can construct a physical map of, for instance, a human chromosome with respect to n markers, which can be genes or arbitrary DNA sequences; that is, one can find the order between these markers and the distance between them on the chromosome by performing a series of experiments and then performing an algorithmic analysis of the outcomes. However, experiments are costly and for this reason one naturally strives to perform as few as possible.
By applying our Matrix-To-Line algorithm, we obtain the first algorithm with a guaranteed convergence rate for the case of the RH problem where no prior lower bound is known on the minimum distance between two markers. Most previous algorithms, see for instance [3, 10, 13] , are heuristics that do not guarantee convergence. In [2] , Ben-Dor and Chor showed that after approximately δ −2 min log n experiments, where δ min is a lower bound on the minimum marker distance, the laboratory data is with high probability, what they call, consistent. They also show that a number of rather straightforward algorithms always find the correct marker order when given consistent laboratory data; and so they obtain an algorithm that given a prior lower bound on δ min with high probability finds the correct marker order. We can prove that given as many samples as they need to obtain consistency, our algorithm finds the correct marker order as well, with high probability. In Ben-Dor's and Chor's (and also our) model δ min ≤ 1/(n − 1). If B(n) is the number of experiments needed to get a guaranteed consistency by [2] and I(n) is the number of experiments needed to make our algorithm converge, then B(n) ≥ I(n)Ω(n 2α ), for δ min ≤ 1/n 1+α .
The remainder of this paper is organized as follows. In Section 2, the 2-approximation algorithm for the Matrix-To-Line problem is presented. In Section 3 the lower bound 4/3 on the approximability of the Matrix-To-Line problem is proven. It is also shown that Matrix-To-Line cannot be approximated within 2 − δ in polynomial time, unless 3-colorable graphs can be colored with 4/δ colors in polynomial time. In Section 4, a probabilistic model of an RH experiment is given. Finally, in Section 5, we show how our Matrix-To-Line algorithm can be applied to yield an algorithm for the RH problem.
In this section, we give an approximation algorithm for the Matrix-To-Line problem.
Definition 1.
For two n × n matrices D and D , we define
An arrangement A is a mapping from a set of points
To avoid multiple subscripts we will abuse the notation above and write ||D, A|| ∞ for ||D, D A || ∞ , and ||A,
Let D be a given n × n distance matrix and A * an optimal solution to the Matrix-To-Line instance given by D. Let * be defined by * = ||D, A * || ∞ . Furthermore, assume that we know that p 1 is the leftmost point in A * and that A * (p 1 ) = 0. Let A 1 be the arrangement we get if we arrange all points according to the leftmost point p 1 , i.e., A 1 (p 1 ) = 0 and
Proof. Follows from the fact that ||A
A corollary to Lemma 1 is that A 1 approximates the optimal arrangement within a factor 3.
Our algorithm is based on the observation that if we can modify the arrangement A 1 so that each point p i , i > 1, is moved a distance * /2 to the side of A 1 (p i ) where A * (p i ) is located, the new arrangement will have the error 2 * . To each point p i , for i > 1, we therefore associate a 0/1-variable x i ; where x i = 1 corresponds to p i being moved to the right of A 1 (p i ) and x i = 0 corresponds to p i being moved to the left. Given a truth assignment S : x i → {0, 1} for the set of variables x 2 , . . . , x n , and an > 0 we define the following arrangement.
Definition 2.
Let S * be the truth assignment defined by S * (
Proof. For an arbitrary pair of points p i , p j we have that
This implies that
which means that ||A
It is not necessary for us to find the truth assignment S * . It will do with any assignment S for which ||A S , D|| ∞ ≤ 2 , for some ≤ * . For each pair of points p i and p j there are four possible ways to assign values to the variables x i and x j .
Definition 3. An assignment S is -allowed for the pair of variables
We thus need an assignment that is -allowed for all pairs of variables.
Lemma 3. Let S be a truth assignment for the variables
Proof. Follows immediately from Definition 3.
It is easy to construct a 2-Sat-clause that forbids a certain assignment for a pair x i , x j . For instance, the clause (x i ∨ x j ) forbids the assignment x i = 1, x j = 0. If we create a 2-Sat-formula forbidding all non--allowed assignments, any satisfying assignment to that formula will have the property we are looking for.
Theorem 1. For each pair
x i , x j , let ϕ i,
j be the conjunction of the at most four clauses forbidding all non--allowed assignments for the pair, and let
Proof. Let S be any satisfying assignment for Φ . By construction, S isallowed for each pair of variables x i , x j . From Lemma 3 follows immediately that ||A S , D|| ∞ ≤ 2 . From Lemma 2 we have that ||A S * * , D|| ∞ ≤ 2 * so S * is * -allowed for all pairs of points and thus a satisfying assignment for Φ * .
The following lemma, for which we only sketch the proof, reveals a useful property of the formulas Φ .
Lemma 4. If c is a clause in Φ , then c is a clause in
Proof. We only give an outline of the proof. It suffices to show that the property of an assignment being -allowed for a pair of variables is monotone in . If
, every truth assignment for x i and x j is -allowed for all > 0. If
every assignment is non-allowed for sufficiently small values of > 0. As the value of increases each assignment will eventually be -allowed, and remain in this state as increases further.
We say that ∈ IR + is a breakpoint if Φ = Φ for all < . From Lemma 4 follows that if S is a satisfying assignment to Φ , then S also satisfies Φ for all > . This means that if there is only a small number of breakpoints we could use binary search over the breakpoints to find an ≤ * for which Φ has a satisfying assignment. (Note that S * is a satisfying assignment for the 2-Sat-formula corresponding to the greatest breakpoint ≤ * .)
Theorem 2.
There can be at most 3 n 2 breakpoints.
Proof. There are n 2 pairs of variables x i , x j . There are at most 4 possible clauses for each pair x i , x j . From Lemma 4 follows that the status of each clause changes at most once. However, the clauses forbidding assignments where S(x i ) = S(x j ) behave in exactly the same way as we change . This makes the total number of breakpoints at most 3 n 2 .
We are now ready to formulate an algorithm Proof. The correctness of the algorithm follows from the derivations above. What we need to show is the time bound. Given the leftmost point in the optimal arrangement, we can compute the O(n 2 ) breakpoints in time O(n 2 ) and sort them in time O(n 2 log(n)). In each step of the binary search we construct and solve a 2-Sat-formula with O(n 2 ) clauses. 2-Sat can be solved in linear time, so the total time for that part of the algorithm is O(n 2 log(n)). Hence the total running time of Algorithm 1 is O(n 2 log(n)).
If the leftmost point in an optimal arrangement is unknown we can try all possible choices to find the correct one. The number of choices is of course always ≤ n so the running time will never be worse than O(n 3 log(n)). However, simple heuristics should limit the number of choices considerably in most cases.
Lower bounds
In this section, we first prove a lower bound of 4/3 on the approximability of Matrix-To-Line under the assumption P = NP; second, we show that if Matrix-To-Line is approximable within 2 − δ in polynomial time, then every 3-colorable graph can be 4/δ -colored in polynomial time. The problem of k-coloring a 3-colorable graph is a well studied problem. The problem is not known to be NP-hard. In fact, the best result so far is from [9] where they show that it is NP-hard to find a 4-coloring of a 3-colorable graph. However, the best approximation algorithm known for the corresponding optimization problem Minimum Graph Coloring for 3-colorable graphs, has performance ratioÕ(n 3/14 ) [4] . Our lower bound of 4/3 is obtained by a reduction from Not-All-Equal-3-SAT, which is defined as follows. Given a set X of variables and a collection C of clauses over X such that each clause c ∈ C has three literals. Then (X,
Deciding Not-All-Equal-3-SAT was shown to be NP-complete by Schaefer [12] .
Let C = {c 1 , . . . , c m } be a set of clauses over a set X = {x 1 , . . . ,
We also introduce an additional point b. The intuition behind the construction is that a point being to the right of b corresponds to the associated literal being true, and analogously a point being to the left of b corresponds to the associated literal being false.
Note that by definition, if (X, C) does not belong to Not-All-Equal-3-SAT, then for every truth assignment there is at least one clause such that all literals are true or all literals are false. Let c = (u ∨ v ∨ w) be a clause in C. We choose the distance matrix D in such a way that if we arrange p u , p v and p w so that at least one is to the right and at least one is to the left of b, it is possible to find locations for c 1 , c 2 and c 3 so that the error is exactly 3; but if p u , p v and p w are on the same side of b, the error will be at least 4 no matter how we arrange c 1 , c 2 and Proof. We only give an outline of the proof. Let c = (u ∨ v ∨ w) be a clause such that u is true, and v, w are false. Figure 1 shows an arrangement of the associated points where the error is 3. The other cases with not all literals equal are similar.
It is obvious that any configuration with p x and px on the same side of b has error > 4. Using linear programming on all permutations of the points p u , p v , p w , pū, pv, pw, c 1 , c 2 , c 3 and b, such that p u , p v , p w are on one side of b and pū, pv, pw on the other, we observe that the error is ≥ 4 in every case. Assume that (X, C) / ∈ Not-All-Equal-3-SAT. For every truth assignment, there is at least one clause such that all literals are true or all literals are false. It follows that any arrangement of the points will have an error ≥ 4. We conclude that the theorem holds. 
Corollary 2. It is NP-hard to approximate

Proof. We need to show that
We have thus proven the following theorem. 
The RH model
A marker is a gene or an arbitrary DNA sequence for which there is an "easy" laboratory test for its presence in any fragment of DNA. Suppose that we want to construct a physical map of a human chromosome with respect to n markers; that is, we want to find the order and the distance between the markers on the chromosome.
Since there is no direct procedure giving the order between a pair of markers on a fragment of DNA, an RH-experiment is performed. The chromosome is exposed to gamma radiation which shatters it into fragments. Some of the fragments are incorporated into a hamster cell, which is grown to yield a hybrid cell line. Each marker is then tested for presence in cells from this cell line.
The outcome of one experiment is represented by a vector in {0, 1} n where 1 corresponds to presence; a number of experiments are in the natural way represented by a 0/1-matrix. Such a 0/1-matrix is the laboratory data which is the input to our algorithmic problem. That is, the RH problem is that of, given a 0/1-matrix, finding the order of the markers and the distance between them.
We use the following model of an RH experiment, which is basically the same model as in [2, 10] , but without the assumption that the markers are uniformly distributed. In this way each A : [n] → [0, 1] induces a probability distribution P A on {0, 1} n ; that is, for each x ∈ {0, 1} n , P A (x) is the probability that an experiment for A produces x.
Since everything to the left of the leftmost marker in a genome will be unknown to us, we will assume that this marker is located in x = 0. The last condition is needed to assure that there is a unique marker function corresponding to a certain probability distribution on {0, 1}
n .
In this section we give an algorithm for the RH problem using the algorithm for Matrix-To-Line from Section 2. A marker function A induces a probability distribution P A on the set {0, 1} n . We will use the L 1 -norm for these distributions as a measure of the distance between marker functions. Definition 5. Let A and B be two marker functions. Define
This is the same distance as the variational distance used for instance for Cavender-Farris trees in [6] . Following [6] it is possible to show that this is a metric for the marker functions. Let A be the unknown marker function representing the genome we want to study, and let D be the distance matrix defined by
Given m experiments for A, we show how to construct a marker functionÂ such that L 1 (P A , PÂ) ≤ O(n log (n)/m), using the 2-approximation algorithm from Section 2. In fact, any approximation algorithm with constant performance ratio will give this bound, but the constant hidden in the O notation will be proportional to 1 + τ , where τ is the performance ratio of the Matrix-To-Line algorithm.
Definition 6. Two markers i and j are separated by an experiment if v(i)
n is the outcome of the experiment.
In [2] , an expression for the probability of two markers being separated was derived for the case when α = β. For the more general case we get the expression
where q = 1−p and g(α, β, p) is some function. By calculating the frequencyφ i,j of separation between the markers i and j we get an estimate of ϕ i,j . Solving for D[i, j] in (5), we get an expression for the distances between markers as a function of ϕ i,j . Usingφ i,j instead of ϕ i,j in this expression immediately gives us an estimateD
Straightforward calculations including the use of Hoeffding's inequality [8] show that, with error probability σ,
where
The idea is to use the 2-approximation algorithm for Matrix-To-Line on the estimated distancesD[i, j] to find a marker functionÂ close to the true marker function A.
Lemma 6.
LetÂ be the marker function we obtain if we use the 2-approximation algorithm for Matrix-To-Line on the matrixD.
Proof. Since the approximation algorithm has performance ratio 2 we know that ||Â,D|| ∞ ≤ 2||D,D|| ∞ ; and the lemma follows immediately from the triangle inequality ||Â, D|| ∞ ≤ ||Â,D|| ∞ + ||D, D|| ∞ .
Pairs of marker functions satisfying an additional condition have a nice property.
Proof. Omitted Lemma 7 enables us to get an upper bound on the L 1 -norm of the difference in probability distribution for two marker functions, for which the differences in distance between markers are bounded. 
Proof. Let A be a marker function such that A(p) = 0. Let B be another marker function for which q is the leftmost marker and r is the rightmost. LetB be the function defined byB(i) = B(r) − B(i), i.e., the "flip" of B. It is easy to check that Lemma 7 is applicable to either A and B or A andB. Furthermore, from the definition of an experiment it is clear that P A = PĀ for every marker function A. Therefore, we will w.l.o.g. assume that there exist p, q, r ∈ [n] such that A(p) = B(q) = 0, A(q) ≤ A(r), and B(p) ≤ B(r). Assume that one experiment is performed for both A and B simultaneously. If the set of markers is partitioned differently for A and B, then the probability for a certain outcome of the experiment may differ, but otherwise it will not. We call such a break a dangerous break. Since the breaks are distributed in the interval [0, 1] according to a Poisson process with rate λ, the probability that at least one dangerous break occurs is at most 1 − e −2λn . Let F be the event that at least one dangerous break occurs. where we have used the inequality 1 − x ≤ e −x .
Then Pr
Combining Lemma 6 and Lemma 8, we obtain the following bound on the difference in distribution betweenÂ and A. The next theorem follows immediately from a lemma in [6] , and gives a lower bound on the convergence rate for any algorithm. Proof. The theorem follows from Lemma 1 in [6] .
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