In the present contribution, we construct a virtual element (VE) discretization for the problem of miscible displacement of one incompressible fluid by another, described by a timedependent coupled system of nonlinear partial differential equations. Our work represents a first study to investigate the premises of virtual element methods (VEM) for complex fluid flow problems. We combine the VEM discretization with a time stepping scheme and develop a complete theoretical analysis of the method under the assumption of a regular solution. The scheme is then tested both on a regular and on a more realistic test case.
Introduction
The virtual element method (VEM) was introduced in [5, 7] (see also [14] ) as a generalization of the finite element method (FEM) that allows to use general polygonal and polyhedral meshes. Since its recent birth in 2013, VEM enjoyed a rapid growth in the mathematics and engineering communities. Among the large numbers of papers in the literature, we here cite only [3, 6, 10, 11, 20, 22, 28, 29, 32, 36, 45, 50, 51] as representatives, see also the references therein.
In the realm of diffusion problems, virtual elements have been developed for linear model diffusion-convection-reaction equations in primal and mixed form [5, 8, 9, 14, 17, 31, 58] . It was soon recognized that the flexibility of VEM in terms of meshing could lead to appealing advantages in the presence of complex geometries, such as for discrete fracture network simulation [16, 18, 21] and, more in general, in the presence of fractures in porous 3D media [19, 43] . Nevertheless, although in other frameworks (such as solid mechanics) VEM have indeed proven themselves also on tough nonlinear problems, to the best knowledge of the authors, virtual elements have never been developed and tested for more complex diffusion models. Since VEM have indeed been hardly tested (with very promising outcomes) on linear diffusion problems with complex geometries, as often encountered in geophysical flows, developing a VEM also for more complex (and realistic) flow models becomes a key step towards a competitive methodology for applications.
In the present contribution, we consider the miscible displacement of one incompressible fluid by another in a reservoir, described by a time-dependent coupled system of nonlinear partial differential equations, that is a basic (but meaningful) model instrumental to applications such as oil recovery and environmental pollution [33, 37, 38, 52, 55] . One must note that, on this and similar models, there already exists a large literature with many competitive schemes, adopting for instance finite elements [37, 40, 41] , discontinuous Galerkin methods [4, 49, 54] , and finite volumes [2, 33, 34] . The aim of the present paper is to make a first study on the premises of VEM in this framework (by proposing a numerical scheme, giving a theoretical backbone to it, and finally testing it numerically). We believe that the VEM for this kind of problems could have a value due to its strong robustness with respect to the mesh features and, more heuristically, its potential in terms of flexibility in general terms.
Continuous Problem
Let Ω ⊂ R 2 be a polygonal bounded, convex domain, describing a reservoir of unit thickness. Given a time interval J := [0, T ], for T > 0, we are interested in finding u = u(x, t), representing the Darcy velocity (volume of fluid flowing cross a unit across-section per unit time), the pressure p = p(x, t) in the fluid mixture, and the concentration c = c(x, t) of one of the fluids (amount of the fluid per unit volume in the fluid mixture), with (x, t) ∈ Ω T := Ω × J, such that
where φ = φ(x) is the porosity of the medium, q + = q + (x, t) and q − = q − (x, t) are the (non negative) injection and production source terms, respectively, c = c(x, t) is the concentration of the injected fluid, and
Moreover, D(u) ∈ R 2×2 is the diffusion tensor given by
with matrices µ (1) . Note that µ can be set to µ(0) for c < 0, and to µ(1) for c > 1. We also highlight that, in the literature, k is sometimes assumed to be a tensor. The following analysis can be straightforwardly generalized to that case.
E(u)
Assuming impermeability of ∂Ω, the system (1) is closed by requiring no-flow boundary conditions of the form
and initial condition c(x, 0) = c 0 (x) in Ω,
where 0 ≤ c 0 (x) ≤ 1 is an initial concentration. By use of the divergence theorem, the boundary conditions (4) directly imply the following compatibility condition for q + and q − :
for every t ∈ J.
We highlight that, in the forthcoming theoretical analysis, we will always assume sufficient regularity of the exact solution and the involved functions, such as q + , q − , c, et cetera, as better motivated in the corresponding section. Moreover, we will make use of the following assumptions.
First of all, we suppose that the functions a and φ are positive and uniformly bounded from below and above, i.e. there exist positive constants a * , a * , φ * , and φ * , such that a * ≤ a(z, x) ≤ a * , φ * ≤ φ(x) ≤ φ * ,
for all x ∈ Ω and z = z(t). For the sake of readability, we define A(z)(x) := a −1 (z, x).
Additionally, we will make use of the following relation of the diffusion and dispersion coefficients, which was observed in laboratory experiments:
Finally, we recall that the source terms q + and q − are, as usual, assumed to be non-negative functions.
Existence of weak solutions to this model problem was shown in [42] for γ(c) = 0. An extension of this result to 3D spatial domains, including the presence of γ(c) and various boundary conditions was discussed in [35] .
Weak formulation of the continuous problem
Here, we fix the basic notation and the functional setting.
To this purpose, given Ω as above, we first introduce the Sobolev space
Then, we define the velocity space V , the pressure space Q, and the concentration space Z by
respectively. These spaces are endowed, respectively, with the following norms:
Note that div V = Q. As usual in the framework of parabolic problems, we use the notation
For 0 ≤ a ≤ b, we further introduce
analogously for p and c.
Having this, the continuous problem reads as follows:
for all v ∈ V , q ∈ Q, and z ∈ Z, for almost all t ∈ J and with initial condition c(0) = c 0 , where
, see e.g. [53, Thm. 11.1.1]. For the sake of readability, we suppressed (t) in (11) . From now on, we will use the convention that by writing u, we mean in fact u(t); similarly for the other functions depending on space and time. In general it will be clear from the context whether u represents u(t) for a fixed t ∈ J, i.e. as a function of space only, or for varying x and t, as a function of both space and time.
Moreover, we will use the following alternative form for the concentration equation:
where
This version is obtained from the original one in (10) by rewriting the convective term as
where we first integrated by parts, then employed the fact that ∇ · u = G, together with the definition of G in (2), and afterwards combined this term with (q + c, z) 0,Ω from the right hand side of (10) . This representation was inspired by the theory of VEM for general elliptic problems [32] and helps to ensure that properties of the continuous bilinear will be preserved after discretization.
In the rest of this section, we summarize some properties of the forms M(·, ·), A(·, ·, ·) and D(·; ·, ·), all defined in (11), which will be needed later on.
To start with, for M(·, ·), it directly holds with the Cauchy-Schwarz inequality and (6)
We also have the coercivity bound
, from which, after defining the kernel
coercivity of A(c; ·, ·) on K in the norm · V follows. Regarding D(·; ·, ·), the following continuity properties can be shown. Firstly, for all u ∈ [L ∞ (Ω)] 2 and c, z ∈ H 1 (Ω), we have
which follows directly from the Cauchy-Schwarz inequality, the definition of D(u) in (3), and the fact that |E(u)v| ≤ |v| and |E 
2 , where we also employed (6) and (7).
The virtual element method
In this section, we derive a virtual element formulation for the model problem (10) . To this purpose, we firstly fix the concept of polygonal decompositions of Ω in Section 3.1, and then, we introduce a set of discrete spaces, discrete bilinear forms, and projectors in Section 3.2. Having these ingredients, we state a semidiscrete formulation which is continuous in time and discrete in space in Section 3.3. The fully discrete formulation is the subject of Section 3.4.
Polygonal decompositions
Let T h be a discretization of Ω into polygons K. We denote by E h the set of all edges of T h , and, for a given element K ∈ T h , by E K the set of edges belonging to K. Furthermore, n K is the number of edges of K, h K is the diameter of K, and h := max K∈T h h K . For a given edge e ∈ E h , we write h e for its length. Having this, we make the following assumptions on T h : there exists ρ 0 > 0 such that, for all h > 0 and for all K ∈ T h , (D1) K is star-shaped with respect to a ball of radius ρ ≥ ρ 0 h K ; (D2) h e ≥ ρ 0 h K for all e ∈ E K .
Note that these two assumptions imply that the number of edges of each element is uniformly bounded. Additionally, we will require quasi-uniformity:
(D3) for all h > 0 and for all K ∈ T h , it holds h K ≥ ρ 1 h, for some positive uniform constant ρ 1 .
Given T h , we define, for all s > 0, the broken Sobolev spaces on T h as
together with the corresponding broken seminorms and norms
Remark 1. Both assumptions (D1) and (D2) are standard in the virtual element literature. While condition (D1) is quite critical in the following analysis, assumption (D2) could be possiby avoided by following steps similar to [15, 25] , at the expense of making the proofs even more lenghty and technical. Finally, assumption (D3) (that can be found also in many FEM papers on the same subject) is only needed to prove bound (61) below.
Discrete spaces and projectors
Here, we introduce the local discrete VE spaces corresponding to V , Q and Z in (8), a set of local projectors mapping from these VE spaces into spaces made of polynomials, and finally, the related global counterparts.
Local discrete spaces
Let K ∈ T h and let k ∈ N 0 be a given degree of accuracy. Then, the local velocity and pressure VE spaces are defined by
These spaces are coupled with the preliminary local concentration space
Moreover, it is important to observe that [
. Associated sets of local degrees of freedom are given as follows:
• for V h (K), a set of degrees of freedom {dof
is defined by
with
T , where we assume the coordinates to be centered at the barycenter of the element;
• for Q h (K), we consider {dof
• for Z h (K), we take {dof 2. on each edge e ∈ E K , the values of z at the k internal Gauß-Lobatto points
In all three cases, unisolvency is provided. More precisely, for V h (K), this was proven in e.g. [12] , for Q h (K) it is immediate, and for Z h (K), see e.g. [5] .
We also highlight that V h (K) endowed with (20) mimics the Raviart-Thomas element, but in fact those two elements only coincide in the special case of triangles and k = 0. An analogous result is true for Z h (K), when compared to finite elements. Remark 2. We note that, for k = 0, one obtains the lowest order local VE spaces. More precisely, in this case, the velocity space V h (K) consists of all rotation free vector fields with constant divergence and edgewise constant normal traces, the pressure space Q h (K) only contains the constant functions, and the concentration space Z h (K) is made of all harmonic functions that are linear on each edge. This motivates the choice of the present polynomial degrees for the spaces. However, in general, it is also possible to choose a degree of accuracy k 1 for V h (K) and Q h (K), and another strictly positive one k 2 for Z h (K); see e.g. [37] for FEM. The following analysis can be extended easily to such more general case just by keeping track of the different polynomial degrees. Remark 3. In order to really have a set of degrees of freedom in the computer code, one clearly needs to choose a basis for the polynomial test spaces appearing in (20) and (22) . We here assume to take the classical choice, that is any monomial basis {m 1 , m 2 , .., m } of the polynomial space satisfying m i L ∞ 1, i = 1, 2, .., , where the L ∞ norm has to be taken over the corresponding edge or bulk.
Local projections
For the construction of the method, we will need some tools to deal with VE functions due to the lack of their explicit knowledge in closed form. These tools will be provided in the form of local operators mapping VE functions onto polynomials. To this purpose, following [5, 7] , we introduce the subsequent projectors.
It can be shown, see [9] , that this operator is computable for functions in V h (K) only by knowing their values at the degrees of freedom (20) . Moreover, one has computability also for functions of the form ∇z h with z h ∈ Z h (K). This can be seen by using integration by parts:
, where the right hand side is computable by means of (22) .
where the second identity is needed to fix the constants. Computability of this mapping for functions in Z h (K) was shown in [5, 7] .
Discrete space for concentrations
The space introduced in (19) was a preliminary space, useful to introduce the main idea of the construction. Nevertheless, we will here make use of a more advanced space for the discrete concentration variable. Indeed, one can use the operator Π ∇,K k+1 to pinpoint the local enhanced space
It can be shown that the space Z h (K) has the same dimension and the same degrees of freedom (22) as Z h (K), see [1, 13] . The advantage of the space
onto polynomials of degree at most k + 1, defined analogously to (23) , is computable [7] Finally, we state the following approximation result for the three projectors above [9, Lemma 5.1]:
Lemma 3.1. Given K ∈ T h , let ψ and ψ be sufficiently smooth scalar and vector valued functions, respectively. Then, it holds, for all k ∈ N 0 ,
where ζ > 0 only depends on the shape-regularity parameter ρ 0 in assumption (D1), and k.
Global discrete spaces and projectors
The global discrete spaces are defined via their local counterparts:
with the obvious sets of global degrees of freedom.
In addition to the broken Sobolev norm (17), we introduce, for all
Moreover, we will denote by Π The sets of global degrees of freedom {dof
, and {dof
are obtained by coupling the local counterparts given in (20) , (21), and (22), respectively.
Semidiscrete formulation
Our aim in this section is to find a semidiscrete formulation for (10) which is continuous in time and discrete in space. To this purpose, we employ the same notation for the numerical approximants u h , p h , and c h , as in (9) for u, p, and c, namely
where the dependence on (t) will be again suppressed in the sequel. A semidiscrete variational formulation for (10) can then be written in an abstract way as follows:
for all v h ∈ V h , q h ∈ Q h , and z h ∈ Z h , and the initial condition
is satisfied, where I h c 0 is the VEM interpolant of c 0 in Z h , and where the involved forms and terms in (24) are specified in the forthcoming lines. Starting from the continuous problem (10), by simply replacing the continuous functions by their discrete counterparts, most of the resulting terms cannot be computed any more, owing to the fact that VE functions are not known explicitly in closed form. Thus, these terms need to be substituted by computable versions in the spirit of the VEM philosophy. To this purpose, the following replacements were made:
where the local contributions are given as
with S K M (·, ·) denoting a stabilization term with certain properties and a constant ν K M (φ), both described in Section 3.3.1 below.
• Next, the term Θ(u h , c h ; z h ) was substituted by
• Moreover, the term D(u h ; c h , z h ) was replaced by
with local contributions
is a stabilization term with certain properties and a constant ν K D (u h ), both described in Section 3.3.1 below.
• Concerning (q + c, z h ) 0,Ω , this term was approximated by
• Regarding the mixed problem, the term A(c h ; u h , v h ) was substituted by
with local forms
where, similarly as before, S K A (·, ·) is a stabilization term and ν K A (c h ) a constant, both described in Section 3.3.1 below.
• Finally, the term (γ(c h ), v h ) 0,Ω was replaced by
At this point, we highlight that the bilinear form B(·, ·) needs not to be substituted since it is computable for VE functions due to the choice of degrees of freedom (20) . Furthermore, the right hand side term (G, q h ) 0,Ω remains unchanged. Remark 4. Note that we here use the convention that terms which are written in caligraphic letters, such as M h , D h and A h , include a stabilization term, whereas those in non-caligraphic fashion and those of the form (·, ·) h with subscript h do not. In general, the terms of the type (·, ·) h are approximations of the corresponding (possibly weighted) L 2 scalar products (·, ·) 0,Ω , obtained by introducing projections onto polynomials for all virtual functions, but not for the data terms that are known exactly.
Construction of the stabilizations
Here, we specify the assumptions on the stabilizations S (25) , (28) and (30), respectively. We require that these terms represent computable, symmetric, and positive definite bilinear forms that satisfy, for all K ∈ T h , the following property: there exist positive constants
, which are independent of h and K, such that
Note that continuity follows immediately from the properties:
; analogously for the other forms. In practice, under mesh assumptions (D1)-(D2), one can take the following scaled stabilizations corresponding to the degrees of freedom:
Regarding the constants appearing in front of the stabilizations in (25) , (28) and (30) , respectively, we pick:
2 are the L 2 projectors onto scalar and vector valued constants, respectively.
Well-posedness of the semidiscrete problem
We first define the constants
Analogously, we introduce ν
Recalling (3) and (6), it is easy to check the following (mesh-uniform) bounds for the above constants:
Then, similarly as for their continuous counterparts, the following continuity and coercivity properties for M h (·, ·) D h (·; ·, ·), and A h (·; ·, ·), defined in (25) , (28) and (30), respectively, hold true.
Thus, A h (c h ; ·, ·) is coercive on the kernel
with respect to · V h , where K is given in (13).
Proof. The continuity bound in (35) follows directly by using
and then estimating
where the Pythagorean theorem was applied in the last equality. For the coercivity bound, one can use (6), (32) , and the Pythagorean theorem.
Regarding the continuity estimate for D h (·; ·, ·), by using a splitting of the form (39), together with an estimate as in (14) , one can deduce at the local level
By application of a polynomial inverse estimate [26, Lemma 4.5.3] , the continuity of the L 2 projector, and the Hölder inequality, we further estimate
After inserting (41) into (40), taking the splitting into account, and summing over all elements, the stated bound follows. Concerning the coercivity bound for D h (·, ·), one can proceed similarly as in (16) for the consistency part, and employ (32) for the stabilization term, to obtain elementwise
We now note that the definitions of Π ∇,K k+1 and Π 0,K k easily yield
The estimate then follows with (42), the Pythagorean theorem and summation over all elements. The estimates for A h (·; ·, ·) are derived in a similar fashion as those for M h (·, ·), using (6) . The coercivity on K h follows from the fact
Well-posedness of problem (24) can be shown by combining the results in [58] for parabolic problems with those in [9, 27] for mixed problems, using Lemma 3.2. More precisely, in the spirit of the two-step strategy applied in [37] for FEM, one can first show that for any given c h (t) ∈ L ∞ (Ω), t ∈ J, the mixed problem
admits a unique solution by applying the techniques in [9, 27] , and then, by using the Gronwall lemma and Picard-Lindelöf (see e.g. [23, Ch.1.10]), that c h (t) is uniquely determined by the discrete concentration equation
see also [58] . We do not write here the details since we focus directly on the fully discrete case, see the next section.
Fully discrete formulation
Here, our goal is to formulate a fully discrete version of (24) .
To start with, we introduce a sequence of time steps t n = nτ , n = 0, . . . , N , with time step size τ . Next, we define u n := u(t n ),
, and c n := c(t n ) as the evaluations of the corresponding functions at time t n , n = 0, . . . , N . Moreover, we denote by U n ≈ u h (t n ), P n ≈ p h (t n ) and C n ≈ c h (t n ), the approximations of the semidiscrete solutions at those times when using a time integrator method. Among many time discretization schemes, we here make a computationally cheap choice by choosing a backward Euler method that is explicit in the nonlinear terms. The fully discrete system consequently reads as follows:
for all v h ∈ V h and q h ∈ Q h .
• for n = 1, . . . , N : Solve first the concentration equation for C n :
for all z h ∈ Z h , where C 0 := c 0,h . Then, solve the mixed problem for U n and P n :
2 , for all n = 0, . . . , N , the formulation (43)- (45) is uniquely solvable.
Proof. Similarly as for the semidiscrete case, well-posedness of (43) and (45) follows by using the tools of [9, 27] . Regarding (44), we first rewrite that equation as
We observe that all of the term are continuous with respect to the norm · 1,T h . More precisely, for M h (·, ·) and D h (U n−1 ; ·, ·), continuity follows from Lemma 3.2 and the definition of the broken H 1 norm. Next, for the term involving (q + ) n , we simply apply the Cauchy-Schwarz inequality and the stability of the L 2 projector. Finally, for the term with Θ h , we estimate
where we also employed an inverse inequality as in (41) . Thus, by the Lax-Milgram lemma, it only remains to show that the left hand side of (46) is coercive with respect to · 1,T h . This is however a direct consequence of
owing to the fact that q + and q − are non-negative, and the coercivity bounds (35) and (36) .
Note that both problems (44) and (45) represent linear systems of equations which are decoupled from each other in the sense that, first, given c n and (q + ) n , one can determine C n with knowledge of U n−1 only, and then one can use C n to compute U n and P n . The quantity P n does in fact not influence the calculation of C n directly, but rather takes the role of a Lagrange multiplier and derived variable. This decoupling, combined with the fact that the systems to be solved at each time step are linear, makes the method quite cheap per iteration.
Error analysis for the fully discrete problem
The error analysis is performed in two steps: firstly, we estimate the discretization errors for the velocity and pressure, u n − U n 0,Ω and p n − P n 0,Ω , respectively, and then, in the second step, the concentration error c n −C n 0,Ω . In the following analysis, we assume all the needed regularity of the exact solution. Although such high regularity will not often be available in practice, the purpose of the following analysis is to give a theoretical backbone to the proposed scheme and to investigate its potential accuracy in the most favorable scenario.
An auxiliary result
The subsequent technical lemma will serve as an auxiliary result in the derivation of the error estimates and will be used in several occasions.
Lemma 4.1. Let r, s, t ∈ N 0 . Denote by Π 0 r and Π 0 s , the elementwise defined L 2 projectors onto scalar and vector valued polynomials of degree at most r and s, respectively. Given a scalar function σ ∈ H mr (T h ), 0 ≤ m r ≤ r + 1, let κ(σ) be a tensor valued piecewise Lipschitz continuous function with respect to σ. Further, let σ ∈ L 2 (Ω), and let χ and ψ be vector valued functions. We assume
Proof. We first write
Then, for the first part on the right hand side of (47), we recall that Π 0 t is an L 2 projection and derive, on each element
where in the last step we used Lemma 3.1 and the fact that κ is Lipschitz continuous with respect to σ. The term Π 0,K s χ ∞,K is estimated as in (41) . Concerning the second part on the right hand side of (47), we have, for each K ∈ T h ,
where we used again the Lipschitz continuity of κ, the continuity properties of the L 2 projectors, and the bound (41) . The assertion of the lemma follows after combining the estimates and summing over all elements.
Note that the above lemma can be easily transferred to the cases where σ, κ(σ), χ, and ψ are scalar, and to vector valued σ, χ and scalar κ(σ), ψ.
In the special case of χ = 1 and vector valued κ, an adaptation of Lemma 4.1 gives
We consider the mixed problem
where C n ∈ Z h is the numerical solution of the concentration equation (44) for n = 1, . . . , N , and C 0 = c 0,h . The goal is to derive an upper bound for u n − U n 0,Ω and p n − P n 0,Ω with respect to c n − C n 0,Ω . For the analysis, we basically follow the ideas of [9, 27] with the major differences that, here, A h (C n ; ·, ·) is not consistent with respect to [P k (K)] 2 due to presence of C n , and, additionally, the right hand side of (49) is inhomogeneous.
the solution to (49). Let us assume that for the exact solution
n ∈ H k+1 (T h ). Furthermore, we suppose that γ(c) and A(c) are piecewise Lipschitz continuous functions with respect to c ∈ L 2 (Ω), and that γ(c
Then, the following error estimates hold for all k ∈ N 0 :
where ζ n 1 -ζ n 4 are positive constants independent of h and depending only on the specified functions. Proof. The estimate for U n − u n 0,Ω can be obtained as follows. By using the second equality in (49), we have div
Define now the interpolant u n I ∈ V h via the degrees of freedom (20):
Moreover, one has div u n I = Π 0 k G n . Thus, setting δ n := U n −u n I , it holds that δ n ∈ K h ⊂ K, where K h and K were defined in (38) and (13), respectively, and therefore, δ n V h = δ n 0,Ω . Owing to the assumptions on a(·) in (6) together with (37), we have, further using (49) with v h = δ n ∈ K h and (10),
The terms T 1 -T 3 are bounded as follows:
• term T 1 : We use equation (48) with κ = γ, σ = c n , σ = C n , ψ = δ n , r = k + 1, t = k, and m r = m t = k + 1, and obtain
• term T 2 : Owing to the continuity properties (37) of A h (·; ·, ·) and the interpolation error estimate (50), it holds
• term T 3 : We have
For the term T 
On the other hand, the term T B 3 can be bounded with (32), (6) , and Lemma (3.1):
After plugging the bounds obtained for T 1 -T 3 into (51), dividing by δ n 0,Ω , using the triangle inequality in the form
,Ω , and employing (50), the convergence result follows.
The error estimate for the term P n − p n 0,Ω follows easily by combining the above ideas with the argument in [27, Theorem 6.1] and is therefore not shown.
Bounds on
For fixed u(t) ∈ V and t ∈ J, we define the projector P c :
for all z h ∈ Z h , where
Lemma 4.3. The projector P c : Z → Z h given in (52) is well-defined under the assumption that u, q + , and q − are bounded in L ∞ (Ω) for all t ∈ J.
Proof. By the Lax-Milgram lemma, we have to show that the left hand side of (52) defines a continuous and coercive bilinear form and that the right hand side is a continuous functional with respect to · 1,T h . Continuity of the latter one is obtained by combining (14) with
By using (36) and performing similar computations as in the proof of Lemma 3.3, continuity of Γ c,h follows:
where ζ only depends on the specified functions. Regarding the coercivity of Γ c,h , we first estimate
where we recall that (Π
k+1 for all K ∈ T h . Then, combining this result with (36) yields
Since z h coincides with the average of z h , one can use a Poincaré-Friedrichs inequality, see e.g. [24] , to deduce
and consequently the coercivity of Γ c,h .
Lemma 4.4. We assume that
for all t ∈ J. Then, the following error bounds for c − P c c, where P c c is defined in (52), hold for all k ∈ N 0 :
where the constants ξ 1 , ξ 0 > 0 only depend on the listed terms and are independent of h.
Proof. We focus on the error estimate in the broken H 1 norm at a fixed time t ∈ J. First, we state the following result. Given c ∈ H k+2 (T h ), there exists an interpolant c I ∈ Z h such that the following bounds hold true (see for instance [15, 25, 30] ):
After denoting ν := P c c − c I , one obtains with the coercivity of Γ c,h , see the proof of Lemma 4.3, and the definition of P c c in (52),
for a constant M > 0. By employing the definitions of Γ c and Γ c,h in (53), the term S 1 is split as follows:
where in the inequality we applied Lemma 4.1 to estimate the first part on the right hand side of S Next, for S B 1 , we compute
where in the last inequality we used Lemma 4.1 with κ = id and σ = u for the first and third term inside the curly bracket, and κ = q + + q − and σ = 1 for the second one. Finally, for S C 1 , it holds with the definition of the L 2 projector and Lemma 3.1
On the other hand, for S 2 , we use the continuity of Γ c,h in (54), together with the interpolation error estimate (56) , to derive
The error bound in the broken H 1 norm follows by plugging first the estimates for S into S 1 , then those obtained for S 1 and S 2 into (57), using the definition of the H 1 norm, dividing by ν 1,T h , and using the triangle inequality in the form
together with the approximation properties (56) of the interpolant c I .
The L 2 error bound can be derived by combining the above arguments with a standard duality argument as in [58] , also recalling the convexity of Ω; it is omitted here.
By differentiation of (52) 
where the constants ξ 1,t , ξ 0,t > 0 are independent of h.
Moreover, we will later on need the two subsequent bounds.
Lemma 4.6. Under sufficient smoothness of the continuous data and solution, it holds
∂s 2
, where ξ 0,t can be found in Corollary 4.5.
Proof. We estimate
The term (I) can be estimated exactly as for standard finite elements, see for instance [56] :
where we also applied the Hölder inequality in the last step. Concerning (II), this term can be bounded as follows, using Corollary 4.5:
The statement of the lemma follows.
Lemma 4.7. Provided that the continuous data and solution are sufficiently regular in space and time, it holds Proof. By using the triangle inequality, one obtains
The first term on the right hand side is estimated by
and the second one term is bounded with Theorem 4.2.
Now, we have all the ingredients to bound c n − C n 0,Ω .
Theorem 4.8. Let the mesh assumptions (D1)-(D3) be satisfied. Then, provided that the continuous data and solutions are sufficiently regular, it yields
where the regularity terms ϕ 1 , ϕ 2 and the positive constant η now depend on u, c, q
∂c ∂t , and
∂t 2 (and products of these functions).
Proof. To start with, we write
Equation (55) gives a bound on ρ n . In order to deal with ϑ n , we use the continuous concentration equation (12) with z = ϑ n , the fully discretized version (44) with z h = ϑ n , and the definition of the projector P c c n in (52) with z h = ϑ n :
Owing to the coercivity properties in (36), the second term on the left hand side of (58) can be estimated by
with some constant D * > 0 independent of h and U n−1 .
The terms R 1 -R 5 on the right hand side of (58) are estimated as follows: (25) together with (32) yields
The term R A 1 is estimated by using the continuity of the L 2 projector, the assumption (6) on φ, and the approximation properties in Lemma (3.1):
Next, we bound R 
Thus, we deduce with Lemma 4.6
with the obvious definitions for the regularity terms R n,1
1 , and R n,3
1 .
• term R 2 : By the definition of Θ h (·; ·, ·) in (27) , the identity ϑ n = C n − P c c n , and the fact that (q + ) n and (q − ) n are non-negative, it holds
The above equation, after adding zero in the form
to the right hand side, can be equivalently expressed as
For R A 2 , we estimate
We now use an inverse estimate [26, Lemma 4.5.3] , the continuity of Π 0,K k , a triangle inequality, the assumption that T h is quasi-regular, and Lemma 4.4, to deduce, for every K ∈ T h ,
Recalling Lemma 4.7, the definitions of ϑ n−1 and ρ n−1 , and Lemma 4.4, we get
thus implying
2 , and R n,3
2 .
The term R B 2 can be bounded analogously to R A 2 , giving
Using again the bound (62), one obtains
Thus,
• term R 3 : We use the definition of D h (·; ·, ·) in (28), a standard Hölder inequality in the spirit of (15), the estimate (61), the scaling properties of the stabilization in (32) , and the Lipschitz continuity of D(·; ·, ·) and ν K D in (34) , to deduce
Hence, with (62) we have
• term R 4 : The use of Lemma 4.4 yields
with the obvious definition of R n,1
4 .
• term R 5 : The approximation properties in Lemma 3.1 yield
5
. We now insert (59) and the bounds on R 1 -R 5 into (58). Afterwards, we observe that all regularity terms {R n,i J } above only depend on the continuous solution and can be assumed to be bounded uniformly in h. We only keep track of the terms R n,2 1 and R n,3
with the positive scalars
Next, we introduce, for all w h ∈ Z h , the discrete norm
Owing to Lemma 3.2, there exist positive constants c * and c * , such that, for all w h ∈ Z h , it holds
Reshaping (63), and employing (65) and (66), then gives
The terms T 1 and T 2 are bounded as follows:
where we used (39) and (65) in the first step. The term T 3 is bounded as follows
Next, we plug (68) and (69) into (67), cancel the terms τ D * |ϑ n | 2 1,T h and manipulate the resulting inequality, to obtain
Moreover, we estimate
Hence, ϑ
and solving the recursion then leads to
where we recall that n ≤ T /τ with T the final time instant. With (66) the estimate in the L 2 norm is a direct consequence:
The initial term ϑ 
where we applied Lemma 4.4. Moreover, using (64), the fact that n j=1 τ ≤ T , and the definitions of R j,2 1 and R j,3 1 in (60), after some simple manipulations, we obtain
The assertion of the theorem follows by combining (70) with (72) and (71).
Numerical experiments
In this section, we demonstrate the performance of the method on the basis of numerical experiments, focusing on the lowest order case k = 0. To this purpose, we first consider an ideal test case (Example 1 ), and then a more realistic one (Example 2 ). The aim of the first test is to validate (also numerically) the convergence of the method on a problem with regular known solution, whereas those of the second test is to check the method's performance on a well-known benchmark that mimics a more realistic situation.
Example 1: Here, we study a generalized version of (1), given by
endowed with the boundary and initial conditions in (4) and (5) 
Plots of the exact solution at the final time T are shown in Figures 1 and 2 . We employ a sequence of regular Cartesian meshes and Voronoi meshes, as portrayed in Figure 3 . In addition to the current version, we also test the method when replacing the stabilization terms in (26) , (29) , and (31) by alternative ones: The alternative (diagonal) stabilizations are given by
where {ϕ
and {ψ
denote the local canonical basis functions for Z h (K) and V h (K), and σ > 0 is a safety parameter. In the forthcoming experiments, we set σ = 1e − 3.
We highlight that these stabilizations are in fact modifications of the so-called D-recipe, which was introduced in [14] and has already been successfully applied in some variants to other model problems, such as the Helmholtz problem [50] . The first entry inside the max is simply the "diagonal part" of the consistency term of the local approximate forms in (26) , (29) , and (31), respectively, whereas the second terms correspond to the original stabilizations associated to the degrees of freedom in (33) multiplied by σ, which acts as a positivity safeguard. Importantly, it is easy to check that the error analysis can be easily extended to the new choice of stabilizations. Due to the virtuality of the basis functions, we measure the following relative L 2 errors:
where C n , U n , and P n are the numerical solutions at the final time T . The relative L 2 discretization errors for the concentration are plotted in Figure 4 in terms of the mesh size h for both families of meshes and both variants of stabilizations. In order to better underline the expected linear convergence of the method both in h and τ (see Theorem 4.8, recalling that k = 0), the time step τ is chosen proportional to h. In other words, starting with the coarsest mesh and τ = T /5, each subsequent case is obtained by dividing both h (adopting a finer mesh) and τ by a factor of 2. Analogous plots are shown for the velocity and pressure variable errors in Figures 5 and 6 . In all cases, the linear convergence rates are in accordance with Theorem 4.2 and Theorem 4.8. For the pressure discretization error, since the initial meshes are very coarse, we observe some pre-asymptotic regime when employing the original stabilizations in (33) . This effect, however, is not present for the alternative stabilizations in (74). Both variants lead to similar results for the concentration and velocity errors.
Since the concentration often evolves more rapidly than the velocity and pressure, it could be worth to consider a cheaper variant of the discrete scheme (43)- (45) where the discrete velocitypressure pair is updated only every R time steps (with R ∈ N). This leads to a smaller number of linear system resolutions (possibly with a small reduction in accuracy) since only system (44) is solved at every time step, while (45) is solved only every R steps. In order to test this, we tried to run the same test above and compare the original version with the cheaper version with R = 5. The difference in error was only at the fourth meaningful digit; we do not plot the graphs since these would completely overlap the ones of the original method.
Example 2: Next, we investigate the behavior of the method for Test 1 and Test 2 in [33, 59] . The problem is given in the form (1) with boundary conditions (4) and initial condition (5) over the spatial domain Ω = (0, 1000) 2 ft 2 . Moreover, T = 3600 days and τ = 36 days. At the upper right corner, i.e. at [1000, 1000], fluid with concentration c = 1.0 is injected with rate q + = 30 ft 2 /day, whereas at the lower left corner, i.e. at [0, 0], material is absorbed with rate q − = 30 ft 2 /day. Both wells are henceforth treated as Dirac masses, which is admissible at the discrete level since the discrete functions are piecewise regular (which can be interpreted as an approximation of the Dirac delta by a localized function with support within the corner element Whereas a(c) is constant for Test A, it changes rapidly across the fluid interface for Test B (which is in fact not covered by the theoretical analysis since d m = 0, but is interesting to study numerically) resulting in a much faster propagation of the fluid concentration front along the diagonal direction (d d t ). This effect is known as macroscopic fingering phenomenon [39] . For this example, we used a regular 25x25 Cartesian mesh and we employed the more sophisticated stabilization in (74). Since Test B is highly convection-dominated, pure application of our method leads to local disturbances in the form of overshoots and undershoots of the numerical solution for the concentration, typical in the context of convection-dominated problem. To this purpose, for this test case, we employ the flux-corrected transport (FCT) algorithm with linearization [47, 48] . The FCT scheme with linearization for convection-dominated flow problems operates in two steps: (1) advance the solution in time by a low-order overly diffusive scheme to suppress spurious oscillations, (2) correct the solution using (linear) antidiffusive fluxes. In that way the computed solution does not show spurious oscillations and layers are not smeared.
Due to the fact that no analytical solutions are available for Test A and Test B, we plot the numerical solutions (and the corresponding contour plots) for the concentration after 3 and 10 years. These times correspond to n = 30 and n = 100, respectively. For visualization of the results, since the numerical solution is virtual but the nodal values are known, we simply add, inside each square, the barycenter with associated mean value of the nodal values, then create a triangulation based upon these points, and finally interpolate the function values linearly inside each triangle. In Figures 7 and 8 , the results for Test A are portrayed, and in Figures 9 and 10 , those for Test B. The results are similar to those obtained in [33, 59] . 
