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Introduction
The main topic of this thesis are braided Hopf algebras. These objects occur
in the structure theory of usual Hopf algebras. Hopf algebras are algebras
which are also coalgebras and allow us to turn the tensor product of two
representations and the dual of a representation into representations of the
Hopf algebra again. The name was chosen in honor of Heinz Hopf who used
these algebras when solving a problem on group manifolds in 1941 [12]. Dur-
ing the following years the theory of Hopf algebras was applied for example
to affine algebraic groups, to Galois extensions and to formal groups. The
interest increased strongly when in the eighties the so-called quantum groups
and deformed enveloping algebras were found by Drinfeld [7, 8] and Jimbo
[16]. They provided new and non-trivial examples of non-commutative and
non-cocommutative Hopf algebras with connections to knot theory, quantum
field theory and non-commutative geometry. New results were also obtained
in the structure theory of finite-dimensional Hopf algebras and in the classi-
fication of certain classes of Hopf algebras and of Hopf algebras with a given
dimension.
A braiding on a vector space V is a generalization of the usual flip map
τ : V ⊗ V → V ⊗ V, v ⊗ w 7→ w ⊗ v. It is an automorphism of V ⊗ V that
satisfies the braid equation
(c⊗ idV )(idV ⊗c)(c⊗ idV ) = (idV ⊗c)(c⊗ idV )(idV ⊗c).
If we interpret the braiding as an operation “interchanging” two tensor factors
and represent it by a crossing , this equation can be visualized by the
following picture.
=
This new way of “interchanging” tensorands allows to generalize the axioms
of a usual Hopf algebra, replacing at a certain place the flip map by a braid-
ing. What we get is called a braided Hopf algebra.
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Braided Hopf algebras appeared in the structure theory of Hopf algebras
when Radford [34] generalized the notion of semi-direct products of groups
and of Lie algebras to Hopf algebras. The term “braided Hopf algebra” was
introduced by Majid around 1990. Various results for finite-dimensional Hopf
algebras were transferred to braided Hopf algebras, for example the famous
Nichols-Zoeller theorem and parts of the structure theory (see [44] for a sur-
vey). Nevertheless, as one might expect, the theory of braided Hopf algebras
is much more complicated than the theory of ordinary Hopf algebras. For
example the cocommutative connected case in characteristic zero is well un-
derstood in the case of ordinary Hopf algebras (there are only the universal
enveloping algebras of Lie algebras), but the knowledge of connected braided
Hopf algebras, even for very simple braidings, is quite limited. The con-
nected case is particularly important in the structure theory of pointed Hopf
algebras.
The purpose of this thesis is to present new results on braided Hopf alge-
bras of triangular type. These are braided Hopf algebras generated by a
finite-dimensional braided subspace of the space of primitive elements (in
particular they are connected), such that the braiding fulfills a certain trian-
gularity property. Braidings induced by the quasi-R-matrix of a deformed
enveloping algebra are triangular. They yield interesting examples of braided
Hopf algebras of triangular type. Another class of triangular braidings are
those coming from Yetter-Drinfeld modules over abelian groups. The notion
of triangular braidings in this generality is new and was not considered before
in the literature.
One of the main results of this thesis is the PBW Theorem 2.2.4 for braided
Hopf algebras of triangular type. The concept of PBW bases has its roots
in Lie theory, in the famous theorem by Poincare´, Birkhoff, and Witt, which
was stated in a first version by Poincare´ [32] and improved later by Birkhoff
and Witt. If we have a Lie algebra g, a basis S of g and a total order < on
S, then this theorem states that the set of all elements of the form
se11 . . . s
en
n
with n ∈ N, s1, . . . , sn ∈ S, s1 < s2 < . . . < sn and ei ∈ N for all 1 ≤ i ≤ n
forms a basis of the enveloping algebra U(g) of the Lie algebra. This basis is
an important tool for calculations in the enveloping algebra. A good example
is the characterization of primitive elements of U(g).
In 1958 Shirshov [42] found a basis of the free Lie algebra generated by a
set X which consists of standard bracketings of certain words with letters
from X. He called these words standard words; we follow Reutenauer and
Lothaire when we use the name Lyndon words. Later Lalonde and Ram
Introduction 5
[24] showed that if a Lie algebra g is given by generators and relations we
can choose a subset of the set of Lyndon words in the generators such that
their standard bracketings form a basis of g. Together with the theorem of
Poincare´, Birkhoff, and Witt (PBW) this provides a combinatorial descrip-
tion of the PBW basis of the enveloping algebra U(g).
Analogous PBW bases were found for deformed enveloping algebras by Ya-
mane [48], Rosso [37] and Lusztig [27], whose proof is based on an action
of the braid group. A different approach using Hall algebras to construct
these PBW bases was found by Ringel [36]. For general (graded) algebras
it is an interesting question as to whether they admit a PBW basis. In [20]
Kharchenko proved a PBW result in the spirit of Lalonde and Ram for a
class of pointed Hopf algebras which he calls character Hopf algebras. His
proof uses combinatorial methods. The result can be reinterpreted in terms
of braided Hopf algebras with diagonal braidings which are generated by a
finite set of primitive elements.
In our main PBW theorem we give a generalization of Kharchenko’s result to
braided Hopf algebras of triangular type. The assumption that the braiding
on the space of primitive generators is diagonal is replaced by the more
general condition of triangularity. This seems to be the natural context for
the existence of a PBW basis. The proof basically follows Kharchenko’s
approach, but the step from diagonal to triangular braidings requires new
methods and ideas.
One application of our result leads to a generalization of Kharchenko’s exis-
tence theorem for the PBW basis from [20] to Hopf algebras generated by an
abelian group G and a finite-dimensional G-Yetter-Drinfeld module of skew-
primitive elements; we do not require (as Kharchenko does) that the group
action on the generators is given by characters. This is done with the help
of Proposition 2.5.1 that allows us to lift PBW bases from the associated
graded algebra of a filtered algebra to the filtered algebra itself.
As a second application of the PBW theorem we determine the structure of
the Nichols algebras of low-dimensional Uq(sl2)-modules, which was mostly
unknown until now.
Triangular braidings are defined by a combinatorial property in 1.3.5. The
main result of Chapter 3 is Theorem 3.3.6 that provides an alternative char-
acterization of the triangularity property, leading to a better understanding
of triangular braidings. As a tool we use a reduced version of the Faddeev-
Reshetikhin-Takhtadzhyan Hopf algebra [9], which is inspired by a work of
Radford [33]. We prove that triangular braidings are exactly the braidings
coming from Yetter-Drinfeld modules over pointed Hopf algebras with abelian
coradical which are completely reducible as modules over the coradical. This
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gives a conceptual characterization and emphasizes the close connection to
pointed Hopf algebras with abelian coradical. Finally, we calculate the re-
duced FRT Hopf algebra for braidings induced by the quasi-R-matrix of a
deformed enveloping algebra, a result we will use in Chapter 4.
An important class of braided Hopf algebras generated by primitive elements
is formed by Nichols algebras B(V, c) of braided vector spaces (V, c). The
name refers to Nichols who studied them under the name of bialgebras of
type one [31]. They are generalizations of the symmetric algebra S(V ) of
the vector space, where the flip map τ : V ⊗ V → V ⊗ V, v ⊗ w 7→ w ⊗ v
is replaced by a braiding c. Nichols algebras play an important role in the
classification program for finite-dimensional pointed Hopf algebras, which
was started by Andruskiewitsch and Schneider [5]. Here and in the theory
of quantum groups one is interested in the vector space dimension or the
Gelfand-Kirillov dimension of these algebras and in representations by gen-
erators and relations. In general it turns out to be very hard to determine
the structure of a Nichols algebra even for quite simple braidings. For braid-
ings of diagonal type there are many results by Lusztig [27] (his algebra f),
Rosso [38] and Andruskiewitsch and Schneider. For more complicated braid-
ings the knowledge is still very limited. While in the classification program
one is mainly interested in braidings coming from Yetter-Drinfeld modules
over groups, we consider the case of braidings induced by the quasi-R-matrix
of a deformed enveloping algebra. Since these braidings are triangular they
can be seen as a special case of the situation described in Chapter 3. Apart
from the case when the braiding is of Hecke type (see Example 1.4.9) almost
nothing was known about Nichols algebras of triangular type .
In [1] Andruskiewitsch asks the following question: Given an integrable finite-
dimensional Uq(g)-module M with braiding c induced by the quasi-R-matrix,
what is the structure of the Nichols algebra B(M, c)?
In Chapter 4 we answer his question with the help of a method that reduces
the study of Nichols algebras of finite-dimensional Uq(g)-modules M to the
study of Nichols algebras of diagonal braidings. Actually we consider a much
more general setting. Let H be a Hopf algebra with bijective antipode,
V a Yetter-Drinfeld module over H and M a Yetter-Drinfeld module over
B(V )#H. Theorem 4.3.1 states that under the assumption that the structure
maps of M respect the natural grading of B(V )#H there is an isomorphism
B(M)#B(V )'B(MH ⊕ V ),
where MH is a Yetter-Drinfeld module over H associated to M . In the very
special case where H is the group algebra of a free abelian group an analogous
result is proved by Rosso in [38] using a different method.
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To answer Andruskiewitsch’s question, we use our characterization of trian-
gular braidings from Chapter 3. In Section 3.4 we realized the braiding on
a finite-dimensional Uq(g)-module M induced by the quasi-R-matrix as a
Yetter-Drinfeld braiding over a pointed Hopf algebra U . It turns out that
U decomposes into a biproduct U = B(V )#kG for an abelian group G and
from Theorem 4.3.1 we get B(M)#B(V )'B(MkG ⊕ V ). Moreover V and
MkG ⊕ V have diagonal braidings, and we can apply known results about
their Nichols algebras to obtain information on B(M).
The described method is used to prove a criterion for the finiteness of the
Gelfand-Kirillov dimension of B(M). To the module M and its braiding
we associate a matrix (bij) of rational numbers that is an extension of the
Cartan matrix of g. Under some technical assumptions on the braiding, the
Gelfand-Kirillov dimension of B(M) is finite if and only if (bij) is a Cartan
matrix of finite type. For simple g and simple modules M we give a complete
list of all cases with finite Gelfand-Kirillov dimension (Table 4.1).
As an important second application of our method we describe explicitly
the relations of B(M) under the assumption that the braided biproduct
B(M)#B(V ) is given by the quantum Serre relations (Remark 4.5.4). In
particular this applies if B(M) has finite Gelfand-Kirillov dimension. Table
4.1 contains the degrees of the defining relations in the case that g is sim-
ple, M is simple and the Gelfand-Kirillov dimension of B(M) is finite. All
these relations were completely unknown (except for the very special case of
braidings of Hecke type) before.
Due to missing information on Nichols algebras of diagonal braidings the
results of both applications contain some technical restrictions.
The contents of Chapter 2 will appear in the Journal of Algebra [45]. I would
like to thank all the people who helped to finish this thesis. First of all my
advisor Prof. Dr. H.-J. Schneider for scientific guidance during the last three
years. Also Priv.-Doz. Dr. Peter Schauenburg for a lot of useful hints. Then
Gaston Garcia, Dr. Istva´n Heckenberger, Daniela Hobst, Birgit Huber and
Tobias Stork for many interesting discussions and for proof-reading parts of
the thesis and [45, 46]. Finally the State of Bavaria (Graduiertenfo¨rderung
des bayerischen Staates) for a two-year scholarship. Last but not least spe-
cial thanks to my parents and to my sister for their financial support and for
being there for me.
Throughout this thesis we will mostly work over an arbitrary field k. Un-
adorned tensor products ⊗ are tensor products over k. Unless stated other-
wise, all algebras are associative algebras over k with unit. For some results
we need additional assumptions on k.
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Chapter 1
Basic definitions
In this chapter we will mainly recall definitions and facts from the theory
of Lie algebras and Hopf algebras. Most of the material is meant only as a
quick reference for our notations and conventions. An important exception is
Subsection 1.3.2, where the new notion of triangular braidings is introduced.
This type of braiding is the central feature of braided Hopf algebras of tri-
angular type as defined in Definition 1.4.14. For large parts of this chapter
[19] is a good reference.
1.1 Lie algebras
In order to have the necessary notations fixed for the definition of quantum
groups in Section 1.2.2 we will recall some facts on Lie algebras, especially
on the classification of finite-dimensional semi-simple Lie algebras over the
field of complex numbers. For more information and historical comments we
suggest the books by Jacobson [14], Humphreys [13] and Kac [18].
1.1.1 Definition and the universal enveloping algebra
Definition 1.1.1. A Lie algebra is a pair (g, [−,−]), usually denoted by g,
where g is a vector space and
[−,−] : g⊗ g→ g
is a linear map (called the Lie bracket) satisfying
∀x ∈ g [x, x] = 0 (antisymmetry)
∀x, y, z ∈ g [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 (Jacobi identity).
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A morphism φ : g → g′ of Lie algebras is a linear map such that for all
x, y ∈ g : φ([x, y]) = [φ(x), φ(y)]. A subspace a ⊂ g is called an ideal of g if
for all a ∈ a, x ∈ g we have [g, a] ∈ a. An ideal of g is called simple, if it has
no proper sub-ideals. A Lie algebra is called semi-simple if it is the sum of
its simple ideals.
Example 1.1.2. The space sl2 := ke ⊕ kh ⊕ kf is a Lie algebra with Lie
bracket defined by the equations
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h.
Example 1.1.3. For every associative algebra A we can form a Lie algebra
A− with underlying vector space A and Lie bracket defined by the commu-
tator of the algebra A:
∀x, y ∈ A : [x, y] := xy − yx.
This defines a functor (−)− from the category of associative algebras to the
category of Lie algebras.
To a Lie algebra g one associates an enveloping algebra U(g) in a natural
way.
Definition 1.1.4. Let g be a Lie algebra. An associative algebra U together
with a morphism of Lie algebras ι : g→ U− is called the universal enveloping
algebra of g if it satisfies the following universal property:
For every algebra A and every morphism of Lie algebras φ : g→ A− there is
a unique morphism of algebras ψ : U → A such that the following diagram
commutes:
g
φ - A−
@
@
@
@
@
ι
R
U−
ψ−
6
For every Lie algebra g there is a universal enveloping algebra U(g) and it is
unique up to isomorphism. The following theorem due to Poincare`, Birkhoff,
and Witt gives us a very useful description of the enveloping algebra.
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Theorem 1.1.5. [13, Section 17.3. Corollary C] Let g be a Lie algebra. Fix
a k-linear basis S of g and a total order < on S. Then the set of all elements
ι(s1)
e1 . . . ι(sr)
er
with r ∈ N0, s1, . . . , sr ∈ S, s1 < . . . < sr and e1, . . . , er ∈ N form a k-linear
basis of U(g).
In particular ι is injective and we can consider g as a Lie subalgebra of U(g)−.
Remark 1.1.6. Assume char k = p > 0 and let g be a restricted Lie algebra
of characteristic p (see e.g. [14, V.7]). In this case one can define a restricted
universal enveloping algebra u(g) and we obtain a similar theorem:
Again fix a k-linear basis S of g and a total order < on S. Then the set of
all elements
ι(s1)
e1 . . . ι(sr)
er
with r ∈ N0, s1, . . . , sr ∈ S, s1 < . . . < sr and 1 ≤ e1, . . . , er < p form a
k-linear basis of u(g).
These two theorems are the prototypes for the PBW Theorem 2.2.4 for
braided Hopf algebras of triangular type that we will prove in Chapter 2.
1.1.2 Root systems and Dynkin diagrams
The classification of complex finite-dimensional semi-simple Lie algebras de-
scribes these objects in terms of root systems and their Dynkin diagrams.
In this section we will recall the necessary definitions and facts. The main
reference is the book by Humphreys [13].
Definition 1.1.7. A root system is a pair (V,Φ), where V is a euclidean
vector space with scalar product (−,−) and Φ is a subset of V satisfying
(R1) Φ is finite, spans V and does not contain 0,
(R2) ∀α ∈ Φ : Rα ∩ Φ = {±α},
(R3) ∀α, β ∈ Φ : β − 2(α, β)
(α, α)
α ∈ Φ and
(R4) ∀α, β ∈ Φ : 〈α, β〉 := 2(α, β)
(α, α)
∈ Z.
An isomorphism φ : (V,Φ)→ (V ′,Φ′) of root systems is a linear isomorphism
φ : V → V ′ that maps Φ into Φ′ and satisfies 〈α, β〉 = 〈φ(α), φ(β)〉 for all
α, β ∈ Φ. Note that replacing the scalar product by a real multiple we obtain
an isomorphic root system.
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For a root system R = (V,Φ) the group ZΦ ⊂ V is called the root lattice of
R and the group
Λ := {λ ∈ V |∀α ∈ Φ : 〈α, λ〉 ∈ Z}
= {λ ∈ V |∀α ∈ Φ : (α, λ) ∈ (α, α)
2
Z}
is called the weight lattice of R.
A subset Π ⊂ Φ is called a basis of the root system R if Π is a basis of V and
every β ∈ Φ can be written as β = ∑α∈Π kαα with integers kα that are all
non-positive or all non-negative. Every root system R has a basis Π and we
define the Cartan matrix (aαβ)α,β∈Π of R (with respect to the basis Π) by
aα,β := 〈β, α〉 = 2(α, β)
(α, α)
∀α, β ∈ Π.
The Cartan matrix is well-defined up to a permutation of the index set and
in this sense does not depend on the choice of the basis Π.
To have a nice picture of the root systems we associate a Dynkin diagram to
their Cartan matrix in the following way. The Dynkin diagram is an oriented
graph with vertex set Π (a fixed basis of the root system). For α, β ∈ Π we
draw aβαaαβ lines between α and β. If |aαβ| > 1 we draw an arrow tip
pointing towards α.
Remark 1.1.8. The Dynkin diagrams of root systems are unions of finitely
many of the connected Dynkin diagrams in Table 1.1. This is a key result in
the classification of finite-dimensional semi-simple complex Lie algebras. A
proof can be found in [14] for example.
After choosing a basis we can define a partial order on the root lattice.
Definition 1.1.9. Assume we are given a root system (V,Φ) and a fixed
basis Π of it. An element µ ∈ ZΦ of the root lattice will be called positive
if it is a non-zero linear combination of basis elements with non-negative
coefficients. It will be called negative if it is a non-zero linear combination
of basis elements with non-positive coefficients. Let Φ+ resp. Φ− denote the
set of positive resp. negative roots. We define a partial order on ZΦ by
µ > ν :⇔ µ− ν is positive
for all µ, ν ∈ ZΦ.
For a positive root
µ =
∑
α∈Π
kαα
define the height of µ by htµ :=
∑
α∈Π kα.
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An, n ≥ 1 1• 2• · · · n−1• n•
Bn, n ≥ 2 1• 2• · · · n−1• ===⇒ n•
Cn, n ≥ 3 1• 2• · · · n−1• ⇐=== n•
Dn, n ≥ 4 1• 2• · · · n−2• n−1•
•
n
E6
1• 3• 4• 5• 6•
•
2
E7
1• 3• 4• 5• 6• 7•
•
2
E8
1• 3• 4• 5• 6• 7• 8•
•
2
F4
1• 2• ==⇒ 3• 4•
G2
1•W≡≡ 2•
Table 1.1: Connected Dynkin diagrams of root systems
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1.1.3 The classification of semi-simple Lie algebras
The following theorem contains the classification of all finite-dimensional
semi-simple Lie algebras over the complex numbers. This problem was solved
by Killing and Cartan at the end of the 19th century, motivated by the
classification of space forms (Raumformen); see [11] for a historical overview.
The presentation by generators and relations given here is due to Serre.
Theorem 1.1.10. The following construction yields a one-to-one correspon-
dence between complex finite-dimensional semi-simple Lie algebras (up to
isomorphism) and root systems (up to isomorphism).
Let A = (aαβ)α,β∈Π be the Cartan matrix of a root system R. Then the
complex Lie algebra gR generated by eα, hα, fα, α ∈ Π with relations
[hα, hβ] = 0,
[hα, eβ] = aαβeβ,
[hα, fβ] = −aαβfβ,
[eα, fβ] = δα,βhα
for all α, β ∈ Π and the Serre relations
∀α 6= β ∈ Π : ad(eα)1−aαβ(eβ) = 0 and
∀α 6= β ∈ Π : ad(fα)1−aαβ(fβ) = 0.
is finite-dimensional and semi-simple.
gR is simple (i.e. it has no proper ideals) if and only if the Dynkin diagram
of R is connected.
There is a similar characterization of affine Lie algebras; we refer to Kac [18]
for details. As the semi-simple Lie algebras are constructed only using the
Cartan matrix of the root system we see that the root system is uniquely
determined by its Cartan matrix up to isomorphism. Furthermore we can
calculate the Cartan matrix (aαβ)α,β∈Π ofR from its Dynkin diagram, because
in the proof it turns out that for all α 6= β ∈ Π we have aαα = 2, aαβ ∈
{0,−1,−2,−3} and aαβ = 0 if and only if aβα = 0. For example the Cartan
matrix of G2 is (
2 −3
−1 2
)
.
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1.2 Coalgebras, bialgebras and Hopf algebras
In this section we recall the definitions of bialgebras and Hopf algebras, which
form the basic structures for our work. There are many textbooks on this
subject. Our main references are the books by Sweedler [43] and Montgomery
[30].
1.2.1 Coalgebras
An important ingredient in the definition of a Hopf algebra is the notion of
a coalgebra, which is dual to that of an algebra.
Definition 1.2.1. A coalgebra is a vector space C together with two linear
maps
∆ : C → C ⊗ C and ε : C → k
called the comultiplication resp. the counit that satisfy
(∆⊗ idC)∆ = (idC ⊗∆)∆ (coassociativity) and
(ε⊗ idC)∆ = idC = (idC ⊗ε)∆ (counitality).
A morphism φ : C → D of coalgebras is a linear map such that
(φ⊗ φ)∆C = ∆Dφ and εDφ = εC .
In order to be able to perform calculations in coalgebras we use a common
version of the Heyneman-Sweedler notation for the comultiplication. If C is
a coalgebra and c ∈ C we write formally
∆(c) = c
(1)
⊗ c
(2)
,
always keeping in mind that c
(1)
⊗ c
(2)
is in general not a simple tensor. The
coassociativity axiom allows us to write for higher “powers” of the comulti-
plication
∆n(c) := (∆⊗ idV ⊗n−2) . . . (∆⊗ idV )∆ = c(1) ⊗ . . .⊗ c(n) .
Let C be a coalgebra. An element g ∈ C is called group-like if ∆(g) = g ⊗ g
and ε(g) = 1. Let G(C) denote the set of group-like elements of C. It is
always linearly independent. For two group-likes g, h ∈ G(C) an element
x ∈ C is g, h-skew primitive if ∆(x) = x⊗ g+ h⊗ x and denote the space of
g, h-skew primitive elements by Pg,h(C).
A coalgebra is simple if it has no nontrivial subcoalgebras. It is said to be
pointed if every simple subcoalgebra is one-dimensional, i.e. spanned by a
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group-like element. For a coalgebra C define the coradical CoradC or C0 of
C as the sum of all simple subcoalgebras. The coalgebra is called irreducible
if CoradC is a simple coalgebra and it is called connected if the coradical is
one-dimensional.
A useful tool in the theory of coalgebras are filtrations. A coalgebra filtration
(Cn)n≥0 of C is a filtration of the vector space C such that for all n ≥ 0
∆(Cn) ⊂
∑
i+j=n
Ci ⊗ Cj.
Every coalgebra has an important filtration, the coradical filtration defined
by the wedge product (see [43, Chapter IX]):
Cn := ∧nC0,
where C0 = CoradC. More generally it is true that the lowest term of a
coalgebra filtration always contains the coradical. A graded coalgebra C is a
coalgebra equipped with a vector space decomposition C = ⊕n≥0C(n) such
that for all n ≥ 0
∆(C(n)) ⊂
⊕
i+j=n
C(i)⊗ C(j)
and ε|C(n) = 0 for all n ≥ 1. For every filtered coalgebra one can construct
an associated graded coalgebra grC by setting grC(n) := Cn/Cn−1 for n ≥ 0
(with C−1 := {0} as usual) and defining the comultiplication and counit in
a natural way.
As coalgebras are dual to algebras we are also interested in the dual of a
module, a comodule over a coalgebra.
Definition 1.2.2. Let C be a coalgebra. A (left) comodule over C is a pair
(M, δ), or just M , consisting of a vector space M and a linear map
δ : M → C ⊗M
called the coaction satisfying
(∆⊗ idM)δ = (idC ⊗δ)δ (coassociativity) and
(ε⊗ idM)δ = idM (counitality).
A morphism f : M →M ′ of comodules is a k-linear map such that
δM ′f = (idC ⊗f)δM .
Such a map is also called a colinear map.
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Similarly to the comultiplication we use a version of the Heyneman-Sweedler
notation for coactions:
δM(m) := m(−1) ⊗m(0) .
The coassociativity axiom then reads
(m
(−1))(1) ⊗ (m(−1))(2) ⊗m(0) = m(−1) ⊗ (m(0))(−1) ⊗ (m(0))(0) .
This expression is written as m
(−2) ⊗m(−1) ⊗m(0) .
1.2.2 Bialgebras and Hopf algebras
Let (C,∆, ε) be a coalgebra and A be an algebra with multiplication map
∇ : A ⊗ A → A and unit map η : k → A. Then the space Homk(C,A)
becomes an algebra with multiplication given by the convolution product
∀f, g ∈ Homk(C,A) : f ? g := ∇(f ⊗ g)∆
and unit ηε.
Note that for an algebra A resp. a coalgebra C, A⊗A resp. C ⊗C is again
an algebra resp. a coalgebra by
(a⊗ b)(a′ ⊗ b′) := aa′ ⊗ bb′ and
∆(c⊗ d) :=
(
c
(1)
⊗ d
(1)
)
⊗
(
c
(2)
⊗ d
(2)
)
.
Definition 1.2.3. A bialgebra is a quintuple (H,∇, η,∆, ε), where (H,∇, η)
is an algebra, (H,∆, ε) is a coalgebra and one of the following equivalent
conditions is satisfied:
• ∆ : H → H ⊗H, ε : H → k are algebra morphisms.
• ∇ : H ⊗H → H, η : k → H are coalgebra morphisms.
The bialgebra H is called a Hopf algebra if the identity map idH is invertible
in the convolution algebra Endk(H), i.e. there is a map S ∈ Endk(H) (called
the antipode of H) such that for all h ∈ H
h
(1)
S(h
(2)
) = ε(h)1 = S(h
(1)
)h
(2)
.
A morphism φ : H → H ′ of bialgebras is a morphism of algebras and coal-
gebras.
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A bialgebra is called pointed, connected resp. irreducible if the underlying
coalgebra has this property. In a bialgebra we have a distinguished group-like
element, the unit 1. The 1, 1-skew primitive elements are also called primitive
elements. The space of primitive elements of H is denoted by P (H).
Example 1.2.4. Let G be a group. Then the group algebra kG becomes a
(pointed) Hopf algebra with
∆(g) = g ⊗ g, ε(g) = 1,S(g) = g−1
for all g ∈ G.
Example 1.2.5. Let g be a Lie algebra. Then the universal enveloping
algebra U(g) is a connected Hopf algebra with
∆(x) = 1⊗ x+ x⊗ 1, ε(x) = 0,S(x) = −x
for all x ∈ g. Thus the elements of g are primitive elements. A theorem by
Friedrich [14, V.4.] states that if char k = 0 we have P (U(g)) = g; Jacobson
only states the theorem for free Lie algebras, but it is true for arbitrary g.
Assume char k = p > 0 and let g be a restricted Lie algebra of characteristic
p. The restricted enveloping algebra u(g) is a Hopf algebra with
∆(x) = 1⊗ x+ x⊗ 1, ε(x) = 0,S(x) = −x
for all x ∈ g. In this case we have P (u(g)) = g.
In Hopf algebras we have a generalization of the adjoint action known from
groups and Lie algebras. For a Hopf algebra H define the adjoint action of
an element h ∈ H by
ad(h) : H → H, x 7→ h
(1)
xS(h
(2)
).
1.2.3 Deformed enveloping algebras
In the 1980’s new and very interesting examples of non-commutative and non-
cocommutative Hopf algebras were found, starting with papers by Kulish and
Reshitikin [23], Drinfeld [8] and Jimbo [16]. These developed to a whole new
class of Hopf algebras, the deformed enveloping algebras of semi-simple Lie
algebras, usually also called quantum groups [4]. We will recall the necessary
definitions and fix some notations. Our main reference are the books of
Jantzen [15] and Lusztig [27].
Assume that char k = 0 and q ∈ k is not a root of unity. Furthermore let
g be a complex finite-dimensional semi-simple Lie algebra with root system
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(V,Φ), basis of the root system Π and Cartan matrix (aαβ)α,β∈Π. We will use
the same normalization for the scalar product of the root system as Jantzen
[15, 4.1]. In this setting we have (α, α) ∈ {2, 4, 6} and (α, β) ∈ Z for all
α, β ∈ Π. For α ∈ Π let dα := (α,α)2 and qα := qdα . For all α, β ∈ Π we have
(α, β) = dαaαβ.
Definition 1.2.6. The quantum enveloping algebra Uq(g) of g is the algebra
generated by the symbols Eα, Kα, K
−1
α , Fα, α ∈ Π subject to the relations
KαK
−1
α = 1 = K
−1
α Kα,
KαKβ = KβKα,
KαEβK
−1
α = q
(α,β)Eβ,
KαFβK
−1
α = q
−(α,β)Fβ,
EαFβ − FβEα = δα,βKα −K
−1
α
qα − q−1α
for all α, β ∈ Π and the quantum Serre relations for all α 6= β ∈ Π:
ad(Eα)
1−aαβ(Eβ) = 0,
ad(Fα)
1−aαβ(Fβ) = 0.
Note that the Serre relations only make sense if we define a Hopf algebra
structure on the algebra generated by Eα, Kα, K
−1
α , Fα, α ∈ Π subject to the
first set of relations. This can be done in the same way as for Uq(g) in the
following proposition.
Proposition 1.2.7. Uq(g) becomes a Hopf algebra with
∆(Kα) = Kα ⊗Kα, ε(Kα) = 1, S(Kα) = K−1α ,
∆(Eα) = Kα ⊗ Eα + Eα ⊗ 1, ε(Eα) = 0, S(Eα) = −K−1α Eα,
∆(Fα) = 1⊗ Fα + Fα ⊗K−1α , ε(Fα) = 0, S(Fα) = −FαKα.
Proof. See e.g. Jantzen’s book [15].
For all µ ∈ ZΦ define the root space
Uµ := {u ∈ Uq(g)|∀α ∈ Φ : KαuK−1α = q(α,µ)u}.
Then we have
Uq(g) =
⊕
µ∈ZΦ
Uµ.
There are several important subalgebras of Uq(g).
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Definition 1.2.8. We have the Hopf subalgebra U≥0q (g) generated by the
Kα, K
−1
α and the Eα, α ∈ Π and the Hopf subalgebra U≤0q (g) generated by
the Kα, K
−1
α and the Fα, α ∈ Π.
The subalgebra generated by the Eα, α ∈ Π is called the positive part of
Uq(g) and is denoted by U
+
q (g). Similarly the subalgebra generated by the
Fα, α ∈ Π is called the negative part of Uq(g) and is denoted by U−q (g).
These positive and the negative parts are not Hopf subalgebras because they
are not subcoalgebras. In fact they are braided Hopf algebras, as we will
see in Example 1.4.10. Each of these subalgebras has a similar root space
decomposition as Uq(g) and the root spaces are denoted by U
≥0
µ , U
≤0
µ , U
+
µ and
U−µ respectively.
Now we will review some facts on integrable Uq(g)-modules.
Definition 1.2.9. For a Uq(g)-module M and an element of the weight
lattice λ ∈ Λ define the weight space
Mλ :=
{
m ∈M |∀α ∈ Π : Kαm = q(α,λ)m
}
.
M is called integrable if for each m ∈M and α ∈ Π there is n ∈ N such that
Enαm = F
n
αm = 0 and M is the direct sum of its weight spaces
M =
⊕
λ∈Λ
Mλ.
M is called a module of highest weight λ if there is 0 6= m ∈ Mλ such that
Eαm = 0 for all α ∈ Π and m generates M as a Uq(g)-module.
A weight λ ∈ Λ is called a dominant weight if for all α ∈ Π we have (λ, α) ≥ 0.
The set of dominant weights is denoted by Λ+.
We need the following theorem on the structure of integrable modules.
Theorem 1.2.10. [27, Corollary 6.2.3. and Proposition 6.3.6.]
• For every dominant weight λ ∈ Λ+ there is a simple Uq(g)-module
M(λ) of highest weight λ. It is finite-dimensional and unique up to
isomorphism.
• Every integrable Uq(g)-module is a direct sum of simple Uq(g)-modules
of the form M(λ) with λ ∈ Λ+.
Finally, a very important feature of the deformed enveloping algebras is the
quasi-R-matrix that allows to define braidings on integrable modules.
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Remark 1.2.11. There is an interesting non-degenerate bilinear form be-
tween the positive and the negative part
(−,−) : U−q (g)⊗ U+q (g)→ k,
which is in some sense compatible with the algebra and coalgebra structure.
For further information refer to [15, Chapter 6].
For u ∈ U−−µ, v ∈ U+ν we have (u, v) = 0 whenever µ 6= ν. Thus for all
µ ≥ 0 the restriction of (−,−) to U−−µ ⊗ U+µ is non-degenerate. Fix a basis
uµ1 , . . . , u
µ
rµ of U
+
µ , let v
µ
1 , . . . , v
µ
rµ be the dual basis of U
−
−µ and define
Θµ :=
rµ∑
i=1
vµi ⊗ uµi ∈ U−q (g)⊗ U+q (g).
The (formal) sum
Θ :=
∑
µ≥0
Θµ
is called the quasi-R-matrix of Uq(g). For all µ ≥ 0 we write formally
Θµ =: Θ
−
µ ⊗Θ+µ ,
always keeping in mind that this is in general not a decomposeable tensor.
1.3 Yetter-Drinfeld modules and braidings
In this section we fix notations and definitions concerning braidings on finite-
dimensional vector spaces. Braidings are an important tool in the construc-
tion of invariants of knots and links. Apart from this, braided structures
appear naturally in the theory of Hopf algebras.
Furthermore we introduce triangular braidings, which are closely connected
braided Hopf algebras of triangular type.
1.3.1 Yetter-Drinfeld modules
Definition 1.3.1. Let H be a bialgebra. A (left-left) Yetter-Drinfeld module
M over H is a left H-module and left H-comodule such that the following
compatibility condition holds for all h ∈ H,m ∈M
(h
(1)
m)
(−1)h(2) ⊗ (h(1)m)(0) = h(1)m(−1) ⊗ h(2)m(0) .
The category of Yetter-Drinfeld modules over H with morphisms given by
linear and colinear maps is denoted by HHYD.
22 Chapter 1. Basic definitions
If H is a Hopf algebra, the condition above is equivalent to the property that
for all h ∈ H,m ∈M
δ(hm) = h
(1)
m
(−1)S(h(3))⊗ h(2)m(0) .
The tensor product of two Yetter-Drinfeld modules M,N is again a Yetter-
Drinfeld module with structure
h(m⊗ n) := h
(1)
m⊗ h
(2)
n and δ(m⊗ n) = m
(−1)n(−1) ⊗m(0) ⊗ n(0)
for all h ∈ H,m ∈M,n ∈ N . If H is a Hopf algebra with bijective antipode,
also the dual of a finite-dimensional Yetter-Drinfeld module M is again a
Yetter-Drinfeld module by
(hϕ)(m) := ϕ(S(h)m), δ(ϕ) :=
r∑
i=1
S−1(mi(−1))⊗ ϕ(mi(0))mi
for h ∈ H,m ∈ M,ϕ ∈ M∗. Here (mi)1≤i≤r is a basis of M with dual
basis (mi)1≤i≤r. This turns the category of finite-dimensional Yetter-Drinfeld
modules HHYDfd into a rigid monoidal category.
For every pair of Yetter-Drinfeld modules M,N ∈ HHYD we can define an
homomorphism called the braiding :
cM,N : M ⊗N → N ⊗M, c(m⊗ n) := m(−1)n⊗m(0) .
This homomorphism is natural in M and N . On every triple M,N,P of
Yetter-Drinfeld modules it satisfies the braid equation
(cN,P ⊗ idM)(idN ⊗cM,P )(cM,N ⊗ idP ) =
= (idP ⊗cM,N)(cM,P ⊗ idN)(idM ⊗cN,P ).
If H is a Hopf algebra with bijective antipode, then the cM,N are in fact
isomorphisms and the category HHYDfd is a rigid braided monoidal category
with these braidings. For further information on braided monoidal categories
we suggest [17] or Kassel’s book [19].
1.3.2 Braidings
An important special case of the braid equation is obtained if only one module
is considered. This leads to the notion of a braided vector space. We view
the braiding as a generalization of the usual flip map
τ : V ⊗ V → V ⊗ V, τ(v ⊗ w) = w ⊗ v.
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Replacing the flip map with a braiding is the basic idea for the definition of
braided bialgebras as generalizations of usual bialgebras. In this sense Nichols
algebras (see Definition 1.4.7) can be seen as generalizations of symmetric
algebras.
Definition 1.3.2. A braided vector space is a pair (V, c), where V is a vector
space and c ∈ Aut(V ⊗ V ) is a linear automorphism that satisfies the braid
equation
(c⊗ idV )(idV ⊗c)(c⊗ idV ) = (idV ⊗c)(c⊗ idV )(idV ⊗c).
We say that c is a braiding on V . A morphism φ : (V, c)→ (V ′, c′) of braided
vector spaces is a linear map φ : V → V ′ such that
(φ⊗ φ)c = c′(φ⊗ φ).
As a braiding is meant to be a generalization of the usual flip map τ we
define further isomorphisms
cn,m : V
⊗n ⊗ V ⊗m → V ⊗m ⊗ V ⊗n
(that “interchange” V ⊗m and V ⊗n) inductively by
c0,0 := idk, c1,0 := idV =: c0,1,
c1,m+1 := (idV ⊗c1,m)(c1,1 ⊗ idV ⊗m) and
cn+1,m := (cn,m ⊗ idV )(idV ⊗n ⊗c1,m).
Usually one restricts to certain classes of braidings. Braidings of diagonal type
form the simplest (though very interesting) class of braidings. A braiding c
on a vector space V is called of diagonal type (with respect to the basis X)
if there are a basis X ⊂ V of V and for all x, y ∈ X coefficients qxy ∈ k×
such that
c(x⊗ y) = qxyy ⊗ x.
The most common example is the usual flip map. In the theory of quantum
groups one usually deals with braidings of Cartan type resp. of Frobenius-
Lusztig type. To define this we need the notion of a generalized Cartan
matrix.
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Definition 1.3.3. [18] Let X be a finite set. A generalized Cartan matrix
(with index set X) is a matrix (axy)x,y∈X with integer entries satisfying
• ∀x ∈ X : axx = 2,
• ∀x, y ∈ X, x 6= y : axy ≤ 0 and
• ∀x, y ∈ X : axy = 0⇒ ayx = 0.
Cartan matrices of root systems are generalized Cartan matrices as in this
definition. A generalized Cartan matrix is called a Cartan matrix of finite
type if it is the Cartan matrix of a root system.
Following [5] we say that a braiding is of Cartan type if it is of diagonal type
with respect to a basis X and there is a generalized Cartan matrix (axy)x,y∈X
such that the coefficients qxy of the braiding satisfy
∀x, y ∈ X : qxyqyx = qaxyxx .
A braiding is of Frobenius-Lusztig type (FL-type) if it is of diagonal type
and there are a scalar q ∈ k×, a generalized Cartan matrix (axy)x,y∈X and
relatively prime positive integers (dx)x∈X such that for all x, y ∈ X we have
dxaxy = dyayx,
and the coefficients of the braiding are
qxy = q
dxaxy .
Remark 1.3.4. If k is algebraically closed, the braidings of diagonal type are
exactly those braidings that arise from Yetter-Drinfeld modules over abelian
groups which are completely reducible as modules.
This thesis deals with a generalization of braidings of diagonal type, called
triangular braidings. These will be defined now by a combinatorial property
which is the natural context for the proof of the PBW Theorem 2.2.4. A
description similar to that in Remark 1.3.4 will be obtained in Chapter 3.
Definition 1.3.5. Let V be a vector space with a totally ordered basis X
and c ∈ End(V ⊗ V ).
The endomorphism c will be called left triangular (with respect to the basis
X) if for all x, y, z ∈ X with z>y there exist γx,y ∈ k and vx,y,z ∈ V such
that for all x, y ∈ X
c(x⊗ y) = γx,yy ⊗ x+
∑
z>y
z ⊗ vx,y,z.
1.3. Yetter-Drinfeld modules and braidings 25
The endomorphism c will be called right triangular (with respect to the basis
X) if for all x, y, z ∈ X with z>x there exist βx,y ∈ k and wx,y,z ∈ V such
that for all x, y ∈ X
c(x⊗ y) = βx,yy ⊗ x+
∑
z>x
wx,y,z ⊗ z.
A braided vector space (V, c) will be called left (resp. right) triangular with
respect to the basis X if c is left (resp. right) triangular with respect to the
basis X.
Assume that the braided vector space (V, c) is left triangular and adopt the
notation from the definition. Then the map d : V ⊗ V → V ⊗ V defined by
d(x⊗ y) = γx,yy ⊗ x
for all x, y ∈ X is a braiding of diagonal type on V and it is called the
diagonal component of c. It will be an important tool in the proof of the
PBW theorem in Chapter 2. Similarly we define the diagonal component for
right triangular braidings.
Remark 1.3.6. The name ”left triangular” is motivated by the following
observation: Assume in the situation of the definition that V has dimension
n and denote by B = (b1, . . . , bn2) the basis {x ⊗ y|x, y ∈ X} of V ⊗ V
ordered lexicographically. By Bop = (b′1, . . . , b
′
n2) denote the basis obtained
from B by flipping the sides of every tensor (not changing the order). Then
the matrix A ∈ GL(n2, k) satisfying c(b′1, . . . , b′n2) = (b1, . . . , bn2)A has the
following form:
A =

D1 0 . . . 0
? D2
. . .
...
...
. . . . . . 0
? . . . ? Dn
 ,
where D1, . . . , Dn ∈ GL(n, k) are diagonal matrices. If the braiding were of
diagonal type, this matrix would be diagonal.
Example 1.3.7. Assume char k = 0 and let 0 6= q ∈ k be not a root of
unity. Let g be a semi-simple finite-dimensional complex Lie algebra with
root system (V,Φ), weight lattice Λ and let Π be a basis of the root system.
Every integrable Uq(g)-module is equipped with a class of braidings coming
from the quasi-R-matrix of Uq(g) (see also [15, Chapter 6]). To define these
fix a function f : Λ× Λ→ k× that satisfies
f(λ+ ν, µ) = q−(ν,µ)f(λ, µ) and f(λ, µ+ ν) = q−(λ,ν)f(λ, µ) (1.1)
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for all λ, µ ∈ Λ, ν ∈ ZΦ. For µ ≥ 0 let Θµ be the corresponding component
of the quasi-R-matrix as defined in 1.2.11. For each pair of integrable Uq(g)-
modules M,N there is a Uq(g)-linear isomorphism
cfM,N : M ⊗N → N ⊗M
such that for m ∈Mλ, n ∈ Nλ′ we have
cfM,N(m⊗ n) = f(λ′, λ)
∑
µ≥0
Θµ(n⊗m).
Note that by Theorem 1.2.10 this expression is well-defined because the sum
is actually finite. On every triplet of integrable Uq(g)-modules M,M
′,M ′′
these morphisms satisfy the braid equation
(cfM ′,M ′′ ⊗ idM)(idM ′ ⊗cfM,M ′′)(cfM,M ′ ⊗ idM ′′) =
= (idM ′′ ⊗cfM,M ′)(cfM,M ′′ ⊗ idM ′)(idM ⊗cfM ′,M ′′).
In particular for every integrable module M the morphism cfM,M is a braiding
on M .
Lemma 1.3.8. The braidings defined in Example 1.3.7 are left and right
triangular.
Proof. We will construct a basis B of M such that the braiding Θ is left
triangular with respect to this basis. Consider the total order . defined on
V using basis Π = {µ1, . . . , µs} of the root system in the following way:
s∑
i=1
aiµi .
s∑
i=1
biµi ⇔ (a1, . . . , as) > (b1, . . . , bs),
where on the right side we order the sequences in Rs lexicographically by
identifying them with words of s letters from R (for a definition of the lexi-
cographical order see Section 2.1).
Then for µ, µ′ ∈ V, ν ∈ ZΦ, µ . µ′ implies µ + ν . µ′ + ν and ν > 0 implies
ν . 0. For every µ ∈ Λ with Mµ 6= 0 choose a totally ordered basis (Bµ,≤)
of Mµ and order the union B = ∪µBµ by requiring that for b ∈ Bµ, b′ ∈
Bµ′ , µ 6= µ′
b<b′ ⇔ µ . µ′.
This defines a totally ordered basis of M and for b ∈ Bµ, b′ ∈ Bµ′ we have
Θ(b⊗ b′) = f(µ′, µ)
(
b′ ⊗ b+
∑
ν>0
Θv(b
′ ⊗ b)
)
∈ f(µ′, µ)b′⊗ b+
∑
ν / µ′
Mν ⊗M,
showing that the braiding is indeed left triangular. In the same way one sees
that the braiding is also right triangular.
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Example 1.3.9. Assume that k is algebraically closed. Let G be an abelian
group and V ∈ GGYD a finite-dimensional Yetter-Drinfeld module over G.
Then the induced braiding
c : V ⊗ V → V ⊗ V, c(v ⊗ w) = v
(−1)w ⊗ v(0)
is left triangular.
Proof. For all g ∈ G let Vg := {v ∈ V |δ(v) = g ⊗ v}. Then the Vg are
G-submodules of V . Since every simple submodule of a finite-dimensional
G-module is one-dimensional we see that each Vg has a flag of invariant
subspaces. So for each g ∈ G we find a basis vg1 , . . . , vgrg of Vg such that for
all h ∈ G
h · vgi ∈ kvgi ⊕ . . .⊕ kvgrg .
Now by concatenating these bases and ordering each according to the indices
we obtain a totally ordered basis such that c is triangular.
Remark 1.3.10. There are braidings that are triangular but not of diagonal
type. For example the braiding on the simple two-dimensional Uq(sl2) module
(M, c) of type +1 is left and right triangular, but not diagonal. Observe
that if c were diagonal with respect to some basis A and diagonal coefficients
αa,b, a, b ∈ A, then c would be diagonalizable as endomorphism ofM⊗M with
eigenvalues ±√αa,bαb,a for b 6= a (eigenvectors √αb,aa⊗ b±√αa,bb⊗ a) resp.
αa,a. But the eigenvalues of c in our case are −1 and q−2 (if f(α2 , α2 ) = q−2).
As we assumed that q is not a root of unity, the braiding cannot be diagonal.
1.3.3 The braid group
One motivation of the braid equation is that a braided vector space always
induces representations of the braid groups Bn, n ≥ 2. These representations
can be used to compute invariants of tangles, knots and links. They also allow
us to define generalizations of symmetrizer maps that will play an important
role in the theory of Nichols algebras.
Definition 1.3.11. Let n ≥ 2. The braid group Bn is the group generated
by the symbols σ1, . . . , σn−1 with relations
σiσi+1σi = σi+1σiσi+1, 1 ≤ i ≤ n− 2 and
σiσj = σjσi, 1 ≤ i, j ≤ n− 1, |i− j| ≥ 2.
Remark 1.3.12. If (V, c) is a braided vector space we have a unique repre-
sentation ρ : Bn → Aut(V ⊗n) such that for 1 ≤ i ≤ n− 1
ρ(σi) = idV ⊗i−1 ⊗c⊗ idV ⊗n−i−1 .
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There is a natural projection pi : Bn → Sn into the symmetric group, sending
σi to the transposition (i, i+ 1). This projection has a set-theoretical section
s : Sn → Bn, called the Matsumoto section, such that if ω = τ1 . . . τr is a
reduced expression of ω with τi = (ji, ji + 1), then
s(ω) = σj1 . . . σjr .
Definition 1.3.13. Let (V, c) be a braided vector space and n ≥ 2. The
map
Sn :=
∑
σ∈Sn
ρ (s(σ)) ∈ End(V ⊗n)
is called the n-th quantum symmetrizer map.
1.4 Braided Hopf algebras
1.4.1 Definition and examples
Braided bialgebras and braided Hopf algebras play an important role in the
structure theory of pointed Hopf algebras [5]. Although quite a lot is known
about braided Hopf algebras in general [44], there are many open problems,
especially in the theory of Nichols algebras [1].
Usually braided bialgebras are defined within the context of a braided cat-
egory. However sometimes a non-categorical point of view provides addi-
tional information [2]. We give two definitions reflecting the two points of
view, where in the categorical setting we restrict ourselves to the category of
Yetter-Drinfeld modules over a Hopf algebra with bijective antipode.
We will start in the general setting without referring to a braided category.
Definition 1.4.1. Let (V, c) be a braided vector space and let f : V ⊗n →
V ⊗m be a linear transformation. f commutes with c if
c1,m(idV ⊗f) = (f ⊗ idV )c1,n and cm,1(f ⊗ idV ) = (idV ⊗f)cn,1.
A braided algebra is a quadruple (A,∇, η, c), where (A,∇, η) is an algebra
and (A, c) is a braided vector space such that ∇, η commute with c.
A braided coalgebra is a quadruple (C,∆, ε, c), where (C,∆, ε) is an algebra
and (C, c) is a braided vector space such that ∆, ε commute with c.
Assume that (A,∇, η, c) is a braided algebra. Then A⊗A := A⊗A together
with the unit ηA ⊗ ηA, multiplication
∇A⊗A := (∇A ⊗∇A)(idA⊗c⊗ idA)
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and braiding c2,2 is again a braided algebra. Dually, if (C,∆, ε, c) is a braided
coalgebra, then C⊗C := C ⊗ C together with the counit εC ⊗ εC , comulti-
plication
∆C⊗C := (idC ⊗c⊗ idC)(∆C ⊗∆C)
and braiding c2,2 is again a braided coalgebra.
Definition 1.4.2. A braided bialgebra is a tuple (R,∇, η,∆, ε, c) such that
(R,∇, η, c) is a braided algebra, (R,∆, ε, c) is a braided coalgebra and one
of the following equivalent conditions is satisfied:
• ∆ : R→ R⊗R, ε : R→ k are algebra morphisms.
• ∇ : R⊗R→ R, η : k → R are coalgebra morphisms.
R is called a braided Hopf algebra if the identity map idR is invertible in the
convolution algebra Endk(R), i.e. there is a map S ∈ Endk(R) (the antipode
of R) such that for all r ∈ R
r
(1)
S(r
(2)
) = ε(r)1 = S(r
(1)
)r
(2)
.
If the antipode exists, it commutes with c [44]. A morphism of braided
bialgebras is a morphism of algebras, coalgebras and braided vector spaces.
Now we will define Hopf algebras in a Yetter-Drinfeld category.
Definition 1.4.3. Let H be a Hopf algebra with bijective antipode.
An algebra (A,∇, η) in HHYD is an algebra (A,∇, η) such that A ∈ HHYD and
∇ and η are morphisms in HHYD (i.e. linear and colinear).
A coalgebra (C,∆, ε) in HHYD is a coalgebra (C,∆, ε) such that C ∈ HHYD
and ∆ and ε are morphisms in HHYD.
Algebras (resp. coalgebras) in HHYD are braided algebras (resp. braided
coalgebras) with the induced Yetter-Drinfeld braiding. Thus we can form
braided tensor product algebras and coalgebras as above. These are the
again algebras (resp. coalgebras) in HHYD.
Definition 1.4.4. Let H be a Hopf algebra with bijective antipode. A
braided bialgebra in HHYD is a quintuple (R,∇, η,∆, ε) such that (R,∇, η) is
an algebra in HHYD, (R,∆, ε) is a coalgebra in HHYD and one of the following
equivalent conditions is satisfied:
• ∆ : R→ R⊗R, ε : R→ k are algebra morphisms.
• ∇ : R⊗R→ R, η : k → R are coalgebra morphisms.
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R is called a Hopf algebra in HHYD if the identity map idR is invertible in the
convolution algebra Endk(R), i.e. there is a map S ∈ Endk(R) (the antipode
of R) such that for all r ∈ R
r
(1)
S(r
(2)
) = ε(r)1 = S(r
(1)
)r
(2)
.
If the antipode exists, it is linear and colinear [44]. A morphism φ : R→ R′
of braided bialgebras in HHYD is a morphism of algebras and coalgebras that
is also a morphism in the category HHYD (i.e. H-linear and H-colinear).
For a braided Hopf algebra (R,∇R, ηR,∆R, εR, c) the antipode is an anti-
algebra morphism in the sense that it is an algebra morphism from R into
Rop,c, where Rop,c has unit map ηR and multiplication ∇R c.
Remark 1.4.5. Let H be a Hopf algebra with bijective antipode. Every
bialgebra in HHYD is a braided bialgebra in the sense of the first definition.
Conversely Takeuchi shows that every rigid braided bialgebra can be realized
as a bialgebra in the category of Yetter-Drinfeld modules over some Hopf
algebra H with bijective antipode [44].
Nevertheless our notion of a morphism of braided bialgebras is weaker than
that of a morphism of bialgebras in a Yetter-Drinfeld category. Assume
that we have a bialgebra R in the category of Yetter-Drinfeld modules over
some Hopf algebra. A subbialgebra R′ in this setting is a Yetter-Drinfeld
submodule and thus we have induced braidings
R′ ⊗R→ R⊗R′, R′ ⊗R→ R⊗R′ and R′ ⊗R′ → R′ ⊗R′.
On the other hand assume we have a braided bialgebra R′′ that is a braided
subbialgebra of R in the sense that the inclusion is a morphism of braided
bialgebras, but R′′ is not necessarily a Yetter-Drinfeld submodule. In this
case we obtain only a braiding for R′′
R′′ ⊗R′′ → R′′ ⊗R′′.
Takeuchi calls R′′ a non-categorical (braided) subbialgebra of R in this case.
Example 1.4.6. Let (V, c) be a braided vector space. Then the tensor
algebra
Tc(V ) := k1⊕
⊕
n∈N
V ⊗n
is a braided vector space with braiding given by the homogeneous components
cn,m : V
⊗n ⊗ V ⊗m → V ⊗m ⊗ V ⊗n.
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It becomes a braided Hopf algebra with comultiplication, counit and antipode
given for all v ∈ V by
∆(v) = v ⊗ 1 + 1⊗ v, ε(v) = 0, S(v) = −v.
If M is a Yetter-Drinfeld module over H with Yetter-Drinfeld braiding c,
then Tc(M) is a braided Hopf algebra in
H
HYD with the usual tensor product
structures.
The braided tensor algebra from this example is isomorphic (as algebra) to
the usual tensor algebra. The next step is to define a generalization of the
symmetric algebra, the so-called Nichols algebra of a braided vector space.
The structure of these algebras is often much more complicated than that of
the usual symmetric algebra and it is a central task of this thesis to determine
the structure for a class of braidings.
Definition 1.4.7. Let (V, c) be a braided vector space. The Nichols algebra
B(V, c) is a braided Hopf algebra (its braiding is denoted by cB(V,c), or just
by c later) with the following properties:
• B(V, c) = ⊕
n≥0
B(V, c)(n) is graded as algebra and coalgebra,
• cB(V,c) (B(V, c)(m)⊗ B(V, c)(n)) ⊂ B(V, c)(n)⊗ B(V, c)(m),
• B(V, c) is generated by B(V, c)(1),
• B(V, c)(1) = P (B(V, c)) and
• V'P (B(V, c)) as braided vector spaces.
Proposition 1.4.8. For every braided vector space (V, c) there is a Nichols
algebra and it is unique up to isomorphism. The Nichols algebra can be
constructed in the following way: Let I be the sum of all ideals of Tc(V )
that are generated by homogeneous elements of degree ≥ 2 and that are also
coideals. Then B(V, c) := Tc(V )/I is the factor algebra and factor coalgebra.
Actually we know a bit more about the ideal I, namely it is given by the
kernels of the quantum symmetrizers from Definition 1.3.13
I =
⊕
n≥2
kerSn.
In particular, if M is a Yetter-Drinfeld module over H with Yetter-Drinfeld
braiding c, then B(M, c) is a braided Hopf algebra in HHYD.
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Proof. See the survey article [5].
So in order to know the Nichols algebra it would in principle be sufficient
to know the kernels of quantum symmetrizer maps. An interesting approach
was taken by Flores de Chela and Green in [10], where they compute the
determinant of certain restrictions of the quantum symmetrizers for braidings
of diagonal type. In general however it is not possible to determine all these
kernels explicitly.
Example 1.4.9. Assume that (V, c) is braided vector space of Hecke type,
i.e. there is a scalar q ∈ k such that
(c+ id)(c− q id) = 0.
Then the ideal I is generated by kerS2 = Im(c− q id). For a proof also see
[5].
Example 1.4.10. Let I be a finite set, (aij)i,j∈I a generalized Cartan matrix
and assume that there are relatively prime positive integers (di)i∈I such that
for all i, j ∈ I
diaij = djaji.
Let q ∈ k be not a root of unity and V := ⊕i∈Iki. Define a braiding c of
diagonal type on V by
c(i⊗ j) := qdiaijj ⊗ i ∀i, j ∈ I.
The Nichols algebra B(V, c) is the algebra f from Lusztigs book [27], which
is isomorphic to the positive part U+q (g), if (aij) is the Cartan matrix of g.
Proof. See [4, Proposition 2.7].
In the example above we see that Nichols algebras occur in the theory of
quantum groups. In Chapter 4 we will see that not only Nichols algebras of
braidings of diagonal type occur as subalgebras of quantum groups, but also
Nichols algebras of certain Uq(g)-modules.
1.4.2 Radford biproducts and Hopf algebras with a
projection
In the theory of pointed Hopf algebras braided Hopf algebras and Nichols
algebras occur in the context of Radford biproducts [34]. In order to distin-
guish comultiplications in usual Hopf algebras from those in braided Hopf
algebras, we use Sweedler notation with upper indices for braided Hopf alge-
bras
∆R(r) = r
(1) ⊗ r(2) .
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Definition 1.4.11. Let H be a Hopf algebra with bijective antipode and R
a braided Hopf algebra in HHYD. Then we can turn R#H := R ⊗H into a
bialgebra by using the crossed product
(r#h)(r′#h′) = r(h
(1)
· r′)#h
(2)
h′
with unit 1R#1H and the crossed coproduct
∆(r#h) = r
(1)
#r
(2)
(−1)h(1) ⊗ r
(2)
(0)
#h
(2)
with counit εR⊗εH . This bialgebra is actually a Hopf algebra with antipode
SR#H(r#h) =
(
1#SH
(
r
(−1)h
))(
SR
(
r
(0)
)
#1
)
,
and it is called the Radford biproduct of R and H.
In the situation of the definition we have a Hopf algebra projection
pi : R#H → H, pi(r#h) = ε(r)h.
R is a subalgebra of R#H and H is a Hopf subalgebra of R#H.
As we have now seen, Radford biproducts are Hopf algebras that have a
projection onto a Hopf subalgebra. A theorem by Radford says that also
the converse is true. Let A,H be Hopf algebras and assume there is a Hopf
algebra injection ι : H → A and a Hopf algebra projection pi : A → H such
that piι = idH . In this case the algebra of right coinvariants with respect to
pi,
R := Acopi := {a ∈ A|(idA⊗pi)∆(a) = a⊗ 1},
is a braided Hopf algebra in HHYD, where the action is the restriction of the
adjoint action and the coaction and comultiplication are given by
δR(r) = pi(r(1))⊗ r(2) and
∆R(r) = r(1)ιSHpi(r(2))⊗ r(3) for all r ∈ R.
The antipode is
SR(r) = pi
(
r
(1)
)
SA
(
r
(2)
)
.
Define a linear map by
θ : A→ R, θ(a) = a
(1)
ιSHpi(a(2)).
θ is a coalgebra projection onto R and we have the following theorem.
Theorem 1.4.12. [34, 5] The maps
A→ R#H, a 7→ θ(a
(1)
)#pi(a
(2)
) and
R#H → A, r#h 7→ rι(h)
are mutually inverse isomorphisms of Hopf algebras.
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1.4.3 Braided Hopf algebras of triangular type
In this section braided bialgebras of triangular type are introduced. These
are the objects we will mainly deal with.
Remark 1.4.13. Let R be a braided bialgebra with braiding c and P (R)
the space of primitive elements. Then P (R) is a braided subspace of R, i.e.
c(P (R)⊗ P (R)) = P (R)⊗ P (R).
Proof. This follows from the fact that c and c−1 commute with ∆ and η.
Definition 1.4.14. A braided bialgebra (R,∇, η,∆, ε, c) will be called of
left resp. right triangular type if it is generated as an algebra by a finite-
dimensional braided subspace V ⊂ P (R) and the braiding on V is left resp.
right triangular.
The central examples are Nichols algebras of integrable Uq(g)-modules and
of Yetter-Drinfeld modules over abelian groups. We will now show that every
braided bialgebra generated by primitive elements is a quotient of the braided
tensor bialgebra and describe these quotients in terms of braided biideals.
Lemma 1.4.15. Let (R, cR) be a braided bialgebra, V ⊂ P (R) a braided
subspace. Then there is a unique homomorphism of braided bialgebras pi :
T (V, cR|V ⊗ V )→ R with pi|V = idV .
Proof. Uniqueness is obvious. Of course pi exists as algebra homomorphism.
Denote the braiding on the tensor algebra induced by cR|V ⊗ V by cT (V ).
Using the universal property of the tensor algebra we obtain that pi is a coal-
gebra homomorphism, provided pi ⊗ pi : T (V )⊗T (V ) → R⊗R is an algebra
homomorphism. It is easy to check this, if (pi ⊗ pi)cT (V ) = cR(pi ⊗ pi). So we
are left to show this. By construction we have pi|V ⊗l = ml|V ⊗l, a restriction
of the l-fold multiplication of R. Thus for all r, s ≥ 0
(pi ⊗ pi)cT (V )|V ⊗r ⊗ V ⊗s = (ms ⊗mr)(cT (V ))r,s|V ⊗r ⊗ V ⊗s
= cR(mr ⊗ms)|V ⊗r ⊗ V ⊗s
= cR(pi ⊗ pi)|V ⊗r ⊗ V ⊗s,
where the second equality is because the multiplication of R commutes with
c.
Definition 1.4.16. Let (R, c) be a braided bialgebra. A subspace I ⊂ R is
called a braided biideal, if it is an ideal, a coideal and
c(R⊗ I + I ⊗R) = R⊗ I + I ⊗R.
If (R, c) is a braided Hopf algebra with antipode S, I is called a braided Hopf
ideal if it is a braided biideal with S(I) ⊂ I.
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Lemma 1.4.17. Let R be a braided bialgebra with braiding c.
1. If I ⊂ R is a braided biideal there is a unique structure of a braided
bialgebra on the quotient R/I such that the canonical map is a homo-
morphism of braided bialgebras.
2. If pi : (R, c) → (S, d) is a morphism of braided bialgebras, ker pi is a
braided biideal of R.
3. Analogous statements hold for braided Hopf ideals.
Proof. Part 1: Uniqueness is clear because pi is surjective. Obviously R/I
is an algebra and a coalgebra in the usual way with structure maps m¯, η¯, ∆¯
and ε¯. Furthermore c(ker(pi ⊗ pi)) = ker(pi ⊗ pi) and thus c induces an au-
tomorphism c¯ of R/I ⊗ R/I such that (pi ⊗ pi)c = c¯(pi ⊗ pi). Surjectivity of
pi ensures that c¯ satisfies the braid equation and that ∆¯, ε¯ are algebra ho-
momorphisms. m¯, η¯, ∆¯, ε¯ commute with c¯ because m, η,∆, ε commute with
c and pi is surjective.
Part 2: Of course I := kerpi is an ideal and a coideal. It remains to show
that the condition for c holds. As (pi ⊗ pi)c = d(pi ⊗ pi) and c is bijective we
have c(ker(pi ⊗ pi)) = ker(pi ⊗ pi). In view of ker(pi ⊗ pi) = I ⊗R+R⊗ I the
proof is complete.
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Chapter 2
Lyndon words and PBW bases
for braided Hopf algebras of
triangular type
Starting from the theory of free Lie algebras, in particular Shirshov’s basis
for free Lie algebras [42], Lalonde and Ram [24] proved in 1995 that every Lie
algebra g generated by an ordered set X has a basis that can be described
by certain Lyndon words in the letters X. Their result gives a description
of the PBW basis of U(g) in terms of the generators of g. Kharchenko [20]
showed that an analogous PBW result can be obtained for a class of pointed
Hopf algebras which he calls character Hopf algebras. In fact Kharchenko’s
result can be viewed in the setting of braided Hopf algebras with diagonal
braidings that are generated by primitive elements.
The main Theorem 2.2.4 of this chapter shows that Kharchenko’s result is
actually true for a much larger class of braided Hopf algebras, namely braided
Hopf algebras of triangular type.
The setting of triangular braidings is the natural context for our proof of the
PBW theorem, which basically follows Kharchenko’s approach. Nevertheless
the situation is more complicated than in the diagonal case and new methods
are needed. We do not obtain the whole strength of Kharchenko’s results in
some details (see Remark 2.2.5).
Apart from the fact that the PBW theorem offers an interesting insight into
the structure of braided Hopf algebras of triangular type it allows us to treat
examples explicitly. We apply the theorem to determine the structure of
Nichols algebras of low-dimensional Uq(sl2)-modules. Moreover in view of
Example 1.3.9 we can generalize Kharchenko’s original result to arbitrary
Hopf algebras that are generated by an abelian group and a finite set of skew
primitive elements.
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2.1 Lyndon words and braided commutators
The PBW basis will be described in terms of Lyndon words in the generators.
Here we will present the definition and basic facts about these words. Let
(X,<) be a finite totally ordered set and X the set of all words in the letters
X (the free monoid over X). Recall that the lexicographical order on X is
the total order defined in the following way: For words u, v ∈ X, u<v iff
either v ∈ uX (u is the beginning of v) or if there exist r, s, t ∈ X, a, b ∈ X
such that
u = ras, v = rbt and a < b.
For example if x, y ∈ X, x<y then x<xy<y.
Notation 2.1.1. For a word u ∈ X let l(u) be the length of u. Define for
n ∈ N, v ∈ X the following subsets of X:
Xn := {u ∈ X|l(u) = n},
X>v := {u ∈ X|u>v},
X≥v := {u ∈ X|u≥v},
Xn>v := Xn ∩ X>v, and
Xn≥v := Xn ∩ X≥v.
Definition 2.1.2. Let u ∈ X. The word u is called a Lyndon word if u 6= 1
and u is smaller than any of its proper endings. This means for all v, w ∈
X \ {1} such that u = vw we have u<w.
These words are also called regular words in [47] or standard words in [42, 20].
A word u is Lyndon if and only if for every factorization u = vw of u into
non-empty words v, w we have u = vw<wv [26, 5.1.2.].
Example 2.1.3. Let a ∈ X. Then a is Lyndon, but for n ≥ 2 the word an
is not Lyndon.
If a, b ∈ X, a < b all words of the form anbm with n ≥ 2,m ≥ 1 are Lyndon.
Concrete examples of more complicated Lyndon words are
a2bab, a2babab, a2bababab, . . .
The following two theorems will provide important factorization properties
of Lyndon words.
Theorem 2.1.4. (Lyndon, [26, Theorem 5.1.5.])
Any word u ∈ X may be written uniquely as a non-increasing product of
Lyndon words
u = l1l2 . . . lr, li Lyndon words and l1≥l2≥ . . .≥lr.
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This decomposition is obtained inductively by choosing l1 to be the longest
beginning of u that is a Lyndon word. It will be referred to as the Lyndon
decomposition of u. The occurring Lyndon words are called the Lyndon
letters of u.
Example 2.1.5. Let a, b, c ∈ X, a < b < c. The Lyndon decomposition of
the word c2abaca2cba2bab is
(c)(c)(abac)(a2cb)(a2bab).
Theorem 2.1.6. [35, Theorem 5.1. and section 4.1.]
The set of Lyndon words is a Hall set with respect to the lexicographical
order. This means that for every Lyndon word u ∈ X \ X we have a fixed
decomposition u = u′u′′ into non-empty Lyndon words u′, u′′ such that either
u′ ∈ X or the decomposition of u′ has the form u′ = vw with w≥u′′.
This decomposition is obtained by choosing u′′ to be the minimal (with re-
spect to the lexicographical order) or (equivalently) the longest proper end
of u that is Lyndon. As in [20] it is referred to as the Shirshov decomposition
of u.
Example 2.1.7. For a Lyndon word u define its associated non-associative
word (u) - an element of the free magma as defined by Serre [41, Part I,
Chapter 4.1] - inductively on the length of u. For x ∈ X set (x) := x. For a
word u ∈ X \X with Shirshov decomposition u = u′u′′ let (u) := ((u′), (u′′))
be the ordered pair of the non-associative words associated to u′ and u′′. For
a, b ∈ X with a < b we have then
(ab) = (a, b),
(a2b) = (a, (ab)) = (a, (a, b)),
(abac) = ((ab), (ac)) = ((a, b), (a, c)), and
(a2babab) = (((a, (a, b)), (a, b)), (a, b)).
For example, a2babab has Shirshov decomposition (a2bab)(ab).
Major tools for constructing the PBW basis will be iterated braided commu-
tators. These are defined in a similar way as the non-associative words above
by replacing the brackets of a non-associative word by a skew-commutator
that involves the braiding. Take a finite-dimensional vector-space V , an en-
domorphism r of V ⊗ V satisfying the braid equation and assume that X is
a basis of V . Define the endomorphism rn,m : V
⊗n ⊗ V ⊗m → V ⊗m ⊗ V ⊗n in
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the same way as for braidings. We will omit the indices n,m whenever it is
clear from the context which endomorphism is used.
In the following definition we identify kX - the free algebra over X - with the
tensor algebra of V in the obvious way. We construct a k-linear endomor-
phism [−]r of kX inductively.
Definition 2.1.8. Set for all x ∈ X
[1]r := 1 and [x]r := x.
For Lyndon words u ∈ X of degree > 1 with Shirshov decomposition u = vw
define
[u]r := m(id−rl(v),l(w))([v]r ⊗ [w]r),
where m denotes multiplication in kX. For an arbitrary word with Lyndon
decomposition u = u1 . . . ut let
[u]r := [u1]r . . . [ut]r.
Obviously [−]r is a graded homomorphism of the graded vector space kX.
The idea of using a homomorphism of this type to construct PBW bases can
be found in [20] and is motivated by the theory of Lie algebras [24]. Fur-
thermore Ringel [36] and Leclerc [25] constructed PBW bases for deformed
enveloping algebras made up of iterated commutators. These iterated com-
mutators are also closely connected to Lyndon words.
Finally we give a lemma from [20] that provides a good tool for comparing
words using their Lyndon decompositions.
Lemma 2.1.9. [20, Lemma 5]
For u, v ∈ X we have u<v if and only if u is smaller than v when comparing
them using the lexicographical order on the Lyndon letters. This means if
v = l1 . . . lr is the Lyndon decomposition of v, we have u<v iff
• u has Lyndon decomposition u = l1 . . . li for some 0 ≤ i < r
• or u has Lyndon decomposition u = l1 . . . li−1 · l · l′i+1 . . . l′s for some
s ∈ N, 1 ≤ i ≤ r and some Lyndon words l, l′i+1, . . . , l′s with l<li.
2.2 The PBW theorem
Now we can formulate the PBW theorem for braided Hopf algebras of trian-
gular type. First we will give a formal definition of the term PBW basis.
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Definition 2.2.1. Let A be an algebra, P, S ⊂ A subsets and h : S →
N ∪ {∞} a map. Assume that < is total ordering of S and let B(P, S,<, h)
be the set of all products
se11 . . . s
et
t p
with t ∈ N0,s1 > . . . > st, si ∈ S, 0 < ei < h(si) and p ∈ P . This set is called
the PBW set generated by P , (S,<) and h. h is called the height function
of the PBW set.
We say (P, S,<, h) is PBW basis of A if B(P, S,<, h) is a basis of A.
Of course every algebra A has the trivial PBW basis with S = ∅ and P a
basis of A. If H is a pointed (braided) bialgebra we are interested in the
case P = G(H). Thus in this chapter we are interested in the case where
P = {1}. We will say that B(S,<, h) := B({1}, S, <, h) is the PBW set
(resp. PBW basis) generated by (S,<) and h.
Fix a finite-dimensional braided vector space (V, c) which is left triangular
with respect to a basis X of V . Let d be the diagonal component of c and
abbreviate [−] := [−]d−1 . Identify T (V ) with kX.
Definition 2.2.2. Define the standard order on X in the following way. For
two elements u, v ∈ X write uv if and only if u is shorter than v or if
l(u) = l(v) and u>v lexicographically.
In this order the empty word 1 is the maximal element. As X is assumed
to be finite, this order fulfills the ascending chain condition, making way for
inductive proofs. Define Xu,Xu etc. in the obvious way.
Now we will define the PBW set that will lead to the PBW basis of our
braided Hopf algebra. The sets SI resp. BI are analogues of the sets of “hard
superletters” resp. of “restricted monotonous words in hard superletters”
found in [20].
Definition 2.2.3. Let I ( kX be a biideal. Let SI be the set of Lyndon
words from X that do not appear as (standard-) smallest monomial in ele-
ments of I:
SI := {u ∈ X| u is a Lyndon word and u /∈ kXu + I}.
For u ∈ SI define the height hI(u) ∈ {2, 3, . . . ,∞} by
hI(u) := min{t ∈ N|ut ∈ kXut + I}
and let BI := B(SI , <, hI) be the PBW set generated by (SI , <) and hI ,
where < denotes the lexicographical order.
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If r is an endomorphism of V ⊗ V satisfying the braid equation and U ⊂ X
is any subset define [U ]r := {[u]r|u ∈ U}. Denote by k[U ]r the k-linear
subspace of kX spanned by [U ]r (To avoid confusion with the notation for
polynomial rings let me note that no polynomial rings will be considered
during this section).
One of the central results of this thesis is the following theorem. Note that
in the special case of diagonal braidings this theorem together with Lemma
2.2.6 is a braided analogue of [20, Theorem 2].
Theorem 2.2.4. Let (V, c) be a finite-dimensional braided vector space that
is left triangular with respect to some basis X. Identify T (V ) with kX and
let I ( kX be a braided biideal, pi : kX → (kX)/I the quotient map. Then
pi(BI) and pi([BI ]c) are bases of (kX)/I.
These are the truncated PBW bases generated by pi(SI) resp. pi([SI ]c) with
heights hI(u) for u ∈ SI .
The proof will be done in Section 2.3.
Remark 2.2.5. The reader should observe that in changing from diagonal
to triangular braidings we lost some information on the basis. Kharchenko
shows that in the diagonal case every Lyndon word u with u /∈ SI is (modulo
I) a linear combination of
• words of the same degree as u that are non-ascending products in PBW
generators lexicographically smaller than u and
• words of degree smaller than that of u that are non-ascending products
in arbitrary PBW generators.
It is an open question whether this (or something similar) can be done for
triangular braidings.
There is an important result on the possible values of the height function in
[20]. A generalization to the situation of triangular braidings is given in the
following theorem which will also be proved in Section 2.3.
Theorem 2.2.6. Let (V, c) be a finite-dimensional braided vector space that
is left triangular with respect to some basis X. Identify T (V ) with kX and
let I ( kX be a braided biideal and v ∈ SI . Define the scalar γv,v ∈ k by
d(v ⊗ v) = γv,vv ⊗ v,
where d is the diagonal component of c and assume h := hI(v) <∞.
Then γv,v is a root of unity. Let t be the order of γv,v. If char k = 0 then
γv,v 6= 1 and h = t. If char k = p > 0 then h = tpl for some l ∈ N.
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2.3 Proof of the PBW theorem
2.3.1 Combinatorial properties of braided commuta-
tors
The proof of the PBW theorem from the preceding section will use combina-
torial properties of braided commutators and of the comultiplication. Some
of these properties were studied in [20] in the case of diagonal braidings. The
central problem of this subsection and the next is to generalize results from
the diagonal case and to provide new tools necessary in the triangular case.
The next lemma for example is trivial in the diagonal case.
Lemma 2.3.1. Let V be a vector space and assume that c ∈ End(V ⊗ V )
is a left triangular endomorphism with respect to the basis X which satisfies
the braid equation. We have for words u, v ∈ X:
c(u⊗ v) ∈ d(u⊗ v) + kXl(v)>v ⊗ kXl(u),
where d is the diagonal component of c.
Proof. Let γx,y be the diagonal coefficients of c from the definiton of tri-
angular braidings (1.3.5). We use double induction on l(u) and l(v). For
l(u) = 0 and for l(v) = 0 the claim is trivial. Assume l(u), l(v) > 0. If
l(u) = l(v) = 1 the claim is exactly the condition from Definition 1.3.5. Now
let l(u) = 1, l(v) > 1 and write v = xw with x ∈ X,w ∈ X. Use the notation
from Definition 1.3.5. Then with q := l(v) the induction hypothesis gives
c1,q(u⊗ v) = (idV ⊗c1,q−1)(c1,1(u⊗ x)⊗ w)
= γu,x(idV ⊗c1,q−1)((x⊗ u)⊗ w)
+
∑
z>x
(idV ⊗c1,q−1)((z ⊗ vu,x,z)⊗ w)
∈ γu,xγu,wx⊗ w ⊗ u+
∑
z>x
z ⊗ kXq−1 ⊗ kX1
⊂ γu,xwxw ⊗ u+ kXq>xw ⊗ kX1,
where the last inclusion follows from the definition of the lexicographical
order (note that in any case only words of the same length are compared).
So now assume q = l(v) ≥ 1, p := l(u) > 1 and write u = wx for some x ∈ X.
Then
cp,q(u⊗ v) = (cp−1,q ⊗ idV )(w ⊗ c1,q(x⊗ v))
∈ γx,vcp−1,q(w ⊗ v)⊗ x+ cp−1,q(w ⊗ kXq>v)⊗ kX1
⊂ γx,vγw,vv ⊗ wx+ kXq>v ⊗ kXp−1 ⊗ x+ kXq>v ⊗ kXp
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using the induction hypothesis for p twice.
Notation 2.3.2. Let (V, c) be a braided vector space that is left triangular
with respect to a basis X. An endomorphism r of V ⊗ V will be called
admissible if it satisfies the braid equation and is left triangular with respect
to the basis X.
For example the braiding c itself, braidings which are diagonal with respect
to the basis X and the zero morphism are admissible. The concept of com-
mutators induced by admissible endomorphism allows us to formulate the
process Kharchenko [21] refers to as monomial crystallization, namely the
transfer from a basis of iterated commutators to a basis made up of the un-
derlying words. The first part of the following lemma is a generalization of
the second part of [20, Lemma 5] to our case of commutators coming from
arbitrary admissible endomorphisms.
Lemma 2.3.3. Let (V, c) be a left triangular braided vector space with
basis X and r an admissible endomorphism. Then for every word u ∈ X the
polynomial [u]r is homogeneous of degree l(u) and the smallest monomial in
this term is u with coefficient 1:
[u]r ∈ u+ kXl(u)>u .
In particular if the diagonal component of the braiding c has the coefficients
γx,y and r is itself diagonal, we have
c([u]r ⊗ [v]r) ∈ γu,v[v]r ⊗ [u]r + kXl(v)>v ⊗ kXl(u).
Proof. Proceed by induction on l(u). The cases l(u) = 0, 1 follow from the
definition of [−]r. In the case l(u) > 1 first assume u is a Lyndon word. Then
we have a Shirshov decomposition u = vw of u. With p := l(v), q := l(w) (m
is the multiplication map) we have
[u]r = [v]r[w]r −m ◦ rp,q([v]r ⊗ [w]r)
and using the induction assumption we obtain
[u]r ∈ (v + kXp>v)(w + kXq>w)−m ◦ rp,q(kXp ⊗ kXq≥w)
⊂ vw + vkXq>w + kXp>vkXq + kXq≥wkXp.
From the definition of the lexicographical order we see that the first and sec-
ond subspace are contained kXl(u)>u . For the third subspace take a ∈ Xq≥w, b ∈
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Xp. Then (because u is Lyndon) a≥w>u and because a is shorter than u we
obtain ab>u. Thus
[u]r ∈ u+ kXp+q>u .
Now assume u is not Lyndon. Let u = u1 . . . ut be the Lyndon decomposition
and let v := u1, w := u2 . . . ut and p := l(v), q := l(w). Then
[u]r = [v]r[w]r ∈ (v + kXp>v)(w + kXq>w)
⊂ vw + vkXq>w + kXp>vkXq ⊂ u+ kXp+q>u .
For the second part observe that if r is diagonal then [u]r is just a linear
combination of words u′ > u that are obtained from the word u by permuting
the letters of u. If also v′ is obtained form v by permuting we have γu′,v′ =
γu,v. Thus the diagonal part of c acts on every monomial in [u]r ⊗ [v]r by
multiplication with γu,v. Together with the preceding lemma and the first
part this completes the proof.
2.3.2 Combinatorial properties of the comultiplication
Now we will prove some combinatorial properties of the comultiplication
in the tensor algebra of a left triangular braided vector space. For this
section fix a finite-dimensional braided vector space (V, c), assume that it
is left triangular with respect to the basis X and denote by d the diagonal
component of c. Abbreviate [−] := [−]d−1 using the inverse of the diagonal
component (As c is bijective it is easy to prove that the diagonal coefficients
of c are not zero).
The technical lemmas in this section are motivated by similar calculations
done in [20] in the case of diagonal braidings. A key idea in the step to tri-
angular braidings is to use the iterated commutators induced by the inverse
of the diagonal component of the braiding. Just using c or its inverse is not
sufficient to prove the main theorem. The following lemma - a generaliza-
tion of [20, Lemma 8] - requires this. As Kharchenko works with diagonal
braidings he can use the inverse of the braiding itself for the commutator. It
is a central observation that it does not matter in fact which admissible en-
domorphism one uses for the commutator. If the final theorem is proved for
d−1, it generalizes easily to any other admissible endomorphism (see Remark
2.3.15).
Lemma 2.3.4. Let u ∈ X be a Lyndon word and n := l(u). Then
∆([u]) ∈ [u]⊗1 + 1⊗[u] +
∑
i+j=n
i,j 6=0
kXi>u⊗kXj.
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Proof. Induction on n = l(u). For n = 1 nothing has to be proved. Assume
n > 1 and let u = vw be the Shirshov decomposition of u. By induction we
have
∆([v]) ∈ [v]⊗1 + 1⊗[v] +
∑
i+j=l(v)
i,j 6=0
kXi>v⊗kXj and
∆([w]) ∈ [w]⊗1 + 1⊗[w] +
∑
l+m=l(w)
l,m6=0
kXl>w⊗kXm.
Now we obtain
∆([v])∆([w]) ∈
[v]⊗1 + 1⊗[v] + ∑
i+j=l(v)
i,j 6=0
kXi>v⊗kXj
 ·
[w]⊗1 + 1⊗[w] + ∑
l+m=l(w)
l,m6=0
kXl>w⊗kXm

⊂ [v][w]⊗1 + [v]⊗[w] + 1⊗[v][w] +
∑
i+j=n
i,j 6=0
kXi>u⊗kXj
using the following facts:
([v]⊗1)(kXi>w⊗kXj) ⊂ [v]kXi>w⊗kXj ⊂ kXi+l(v)>u ⊗kXj by definition of the
lexicographical order. As w>u (u is Lyndon) we have
(1⊗[v])([w]⊗1) = c([v]⊗[w]) ∈ kXl(w)≥w ⊗kXl(v) ⊂ kXl(w)>u ⊗kXl(v).
Furthermore (1⊗[v])(kXl>w⊗kXm) ⊂ kXl>w⊗kXi+l(v) ⊂ kXl>u⊗kXi+l(v) using
the same argument. Finally for all i, j, l,m ∈ N with i < l(v) we have
(kXi>v⊗kXj)(kXl⊗kXm) ⊂ kXi>vkXl⊗kXj+m ⊂ kXi+l>u⊗kXj+m, because if
a ∈ X is shorter than v and a > v, then for all b ∈ X also ab > vb .
On the other hand
∆([w])∆([v]) ∈
[w]⊗1 + 1⊗[w] + ∑
i+j=l(w)
i,j 6=0
kXi>w⊗kXj
 ·
[v]⊗1 + 1⊗[v] + ∑
l+m=l(v)
l,m6=0
kXl>v⊗kXm

⊂ [w][v]⊗1 + d([w]⊗[v]) + 1⊗[w][v] +
∑
i+j=n
i,j 6=0
kXi>u⊗kXj
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using ([w]⊗1)(1⊗[v]) = [w]⊗[v] ∈ kXl(w)≥w ⊗kXl(v) ⊂ kXl(w)>u ⊗kXl(v), again be-
cause w>u. Furthermore
([w]⊗1)(kXi>v⊗kXj) ⊂ [w]kXi>v⊗kXj ⊂ kXl(w)+i>wv ⊗kXj ⊂ kXi+l(w)>u ⊗kXj,
because u is Lyndon and thus wv>vw = u. Then we use (1⊗[w])([v]⊗1) =
c([w]⊗[v]) ∈ d([w]⊗[v]) + kXl(w)>w ⊗kXl(v) ⊂ d([w]⊗[v]) + kXl(w)>u ⊗kXl(v). If
i < l(v) then kX>w, kXi>v ⊂ kX>u. Finally, kX>u⊗kX is a right ideal in
kX⊗kX. As d([w]⊗[v]) = γw,v[v]⊗[w] by Lemma 2.3.3 we obtain
∆([u]) = ∆([v])∆([w])− γ−1w,v∆([w])∆([v])
∈ 1⊗[u] + [u]⊗1 +
∑
i+j=n
i,j 6=0
kXi>u⊗kXj.
To describe the comultiplication on arbitrary words we need an other subset
of X.
Definition 2.3.5. For u, v ∈ X, u a Lyndon word we write vu if u is
smaller than the first Lyndon letter of v. Furthermore
Xu := {v ∈ X|vu},Xmu := Xm ∩ Xu.
This subset is an important tool for the step from the setting of diagonal
braidings to that of triangular braidings. It cannot be found in the work of
Kharchenko. First we collect some auxiliary statements.
Remark 2.3.6. Let u, v ∈ X, u a Lyndon word. Then:
1. Xu = {v ∈ X| for all i ∈ N : v>ui}.
2. If also v is Lyndon, v>u implies vu.
3. If vu, then X≥v ⊂ Xu.
4. If v is Lyndon, v>u then X≥vX ⊂ Xu.
5. If v is Lyndon, v>u then Xv ⊂ Xu.
6. If v>u and l(v) ≤ l(u), then vu.
7. XuX ⊂ Xu.
8. If i ∈ N, then Xil(u)≥ui Xu ⊂ Xu.
48 Chapter 2. Lyndon words and PBW bases
Proof. For part 1 assume first that vu and let v = v1 . . . vr be the Lyndon
decomposition of v. This means that v1>u by assumption and for all i ∈ N
we obtain v = v1 . . . vr>u
i by comparing the Lyndon letters lexicographically
(Lemma 2.1.9), keeping in mind that the Lyndon decomposition of ui consist
of i Lyndon letters u. On the other hand let v ∈ X with v>ui for all i ∈ N.
Again let v = v1 . . . vr bet the Lyndon decomposition. Because of v>u we
have v1≥u. Assume v1 = u. Then we find i ∈ N such that v1 = . . . = vi = u
and vi+1, . . . , vr<u. If i = r we have v = u
r<ur+1, a contradiction. If i < r
we have v = uivi+1 . . . vr<u
i+1 by comparing the Lyndon letters - again a
contradiction. Thus v1>u and vu.
Part 2 follows from the definition. Part 3: Let w ∈ X, w≥v. Then w≥v>ui
for all i ∈ N and so w ∈ Xu. For part 4 consider a, b ∈ X with a≥v. Then
ab≥a≥v>ui for all i ∈ N. Part 5 is trivial.
Part 6: If v is Lyndon, this is part 2. Otherwise let v = v1 . . . vr be the
Lyndon decomposition of v. Then v1≥u and l(v1) < l(v) ≤ l(u). So v1>u
and vu.
For part 7 let a ∈ Xu, b ∈ X. Let c be the first Lyndon letter of a. So we
have a≥c>u and ab ∈ X≥cX ⊂ Xu by part 4. Part 8: Assume a≥ui, l(a) =
il(u) = l(ui), bu. First assume j ≥ i. Then ab≥uib (because a and ui have
the same length) and b>uj−i. Together this means ab≥uib>uiuj−i = uj. Now
assume j < i. If uj is the beginning of a, then also of ab and thus ab>uj.
If otherwise uj is not the beginning of a, then uj<a (because ui≤a) implies
uj<ab. In any case ab>uj and thus abu.
Remark 2.3.7. Let u ∈ X be a Lyndon word and p, q ∈ N. Then
c(kXp⊗kXqu) ⊂ kXqu⊗kXp.
Proof. Let v, w ∈ X, vu, l(v) = q, l(w) = p. Then
c(w⊗v) ∈ kXq≥v⊗kXp ⊂ kXqu⊗kXp.
The last inclusion is by part 3 of the preceding remark.
Corollary 2.3.8. Let u ∈ X be a Lyndon word, n = l(u). Then
∆([u]) ∈ [u]⊗1 + 1⊗[u] +
∑
i+j=n
i,j 6=0
kXiu⊗kXj.
Proof. Since ∆ is graded we obtain with Lemma 2.3.4
∆([u]) ∈ [u]⊗1 + 1⊗[u] +
∑
i+j=n
i,j 6=0
kXi>u⊗kXj,
but for i < l(u) = n we have by part 6 of Remark 2.3.6 kXi>u ⊂ kXiu.
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Thus up to terms of a special form (simple tensors whose left tensorand
is made up of monomials having a first Lyndon letter bigger than u) the
[u] behave like primitive elements. The aim of this section is to extend
this observation to arbitrary words. In this sense the next two lemmas are
generalizations of calculations used in [20] to our situation. The more general
context asks for a more careful formulation of statements and proofs.
Lemma 2.3.9. Let v ∈ X be a Lyndon word, r ∈ N and n := l(vr). Then
∆([vr]) ∈
r∑
i=0
(r
i
)
γv,v
[v]i⊗[v]r−i +
∑
i+j=n
i,j 6=0
kXiv⊗kXj.
Proof. We use induction on r. The case r = 1 is the preceding corollary. So
assume r > 1. Then
∆([vr]) = ∆([v]r−1)∆([v])
∈
 r−1∑
i=0
(
r − 1
i
)
γv,v
[v]i⊗[v]r−1−i +
∑
i+j=n−l(v)
i,j 6=0
kXiv⊗kXj

[v]⊗1 + 1⊗[v] + ∑
l+m=l(v)
l,m6=0
kXlv⊗kXm
 .
Now note that [v]ikXv ⊂ kXv by part 8 of Remark 2.3.6 and that thus
kXv⊗kX is stable under left multiplication with elements from [v]i⊗kX.
Furthermore kXv⊗kX is a right ideal in kX⊗kX. As (again by part 8 of
Remark 2.3.6)
([v]i⊗[v]j)([v]⊗1) = γjv,v[v]i+1⊗[v]j + kXl(v
i+1)
>vi+1
⊗kXl(vk)
⊂ γjv,v[v]i+1⊗[v]j + kXl(v
i+1)
v ⊗kXl(vk),
this implies
∆([vr]) ∈
r−1∑
i=0
(
r − 1
i
)
γv,v
(
γiv,v[v]
i+1⊗[v]r−1−i + [v]i⊗[v]r−i)+
+
∑
i+j=n
i,j 6=0
kXiv⊗kXj.
Using the recursion formula for the q-binomial coefficients we obtain the
claim.
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Lemma 2.3.10. Let u ∈ X and u = u1 . . . utvr, u1≥ . . .≥ut>v be the Lyndon
decomposition with r, t ≥ 1. Define z := u1 . . . ut, n := l(u). Then
∆([u]) ∈ [u]⊗1 +
r∑
i=0
(r
i
)
γv,v
γiz,v[v]
i⊗[z][v]r−i +
∑
i+j=n
i,j 6=0
kXiv⊗kXj.
Proof. We use induction on t. First assume t = 1. Then z is Lyndon and
z>v. By Part 5 of Remark 2.3.6 we have kXz ⊂ kXv. So we obtain using
the preceding lemma
∆([zvr]) = ∆([z])∆([v]r)
∈
[z]⊗1 + 1⊗[z] + ∑
i+j=l(z)
i,j 6=0
kXiv⊗kXj

 r∑
i=0
(r
i
)
γv,v
[v]i⊗[v]r−i +
∑
l+m=l(vr)
l,m6=0
kXlv⊗kXm
 .
Again kXv⊗kX is a right ideal and stable under left multiplication with
1⊗[z].
Moreover by Part 8 of Remark 2.3.6 (1⊗[z])([v]i⊗[v]r−i) ∈ γiz,v[v]i⊗[z][v]r−i+
kXl(v
i)
>vi
⊗kXn−l(vi) ⊂ γiz,v[v]i⊗[z][v]r−i + kXl(v
i)
v ⊗kXn−l(vi). As furthermore
[z] ∈ kX≥z ⊂ kXv (Part 3 of Remark 2.3.6) we obtain
∆([u][vr]) ∈ [u][v]r⊗1 +
r∑
i=0
(r
i
)
γv,v
γiz,v[v]
i⊗[z][v]r−i +
∑
i+j=n
i,j 6=0
kXiv⊗kXj.
So assume now t > 1 and let w := u2 . . . ut. The induction hypothesis and
the preceding lemma give
∆([u1]) ∈ [u1]⊗1 + 1⊗[u1] +
∑
i+j=l(u)
i,j 6=0
kXiv⊗kXj
∆([z][v]r) ∈ [z][vr]⊗1 +
r∑
i=0
(r
i
)
γv,v
γiw,v[v]
i⊗[w][v]r−i
+
∑
l+m=l(vr)
l,m6=0
kXlv⊗kXm.
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Multiplying these we use that kXv⊗kX is a right ideal and stable under left
multiplication with elements from kX>v⊗kX and 1⊗kX. Note [u1] ∈ kXv,
[z][vr] ∈ kXv. Together with
(1⊗[u1])([v]i⊗[z][v]r−i) ∈ γiu1,v[v]i⊗[u1][z][v]r−i + kXl(v
i)
v ⊗kXn−l(vi)
we have
∆([u1][w][v
r]) ∈ [u1][w][vr]⊗1 +
r∑
i=0
(r
i
)
γv,v
γiw,vγ
i
u1,v
[v]i⊗[u1][w][v]r−i
+
∑
i+j=n
i,j 6=0
kXiv⊗kXj,
establishing the claim.
2.3.3 The PBW basis
Now we will apply the results from Subsections 2.3.1 and 2.3.2 to prove
the Theorems 2.2.4 and 2.2.6. Again fix a finite-dimensional braided vector
space (V, c), assume that it is left triangular with respect to the basis X and
denote by d the diagonal component of c. Abbreviate [−] := [−]d−1 . Let
I ( kX be a braided biideal and let S := SI be the set of PBW generators
from Definition 2.2.3, denote the corresponding height function by h and
the PBW set generated by this data by B := B(SI , <, h). We will need
some further notation. For n ∈ N and a Lyndon word v ∈ X define Bn :=
B ∩ Xn, Bv := B ∩ Xv and Bnv := Bn ∩Bv.
The next proposition collects some statements which will be useful in the
sequel. Analogues of parts 1,3 and 4 are also used in [20].
Proposition 2.3.11. Let r be an admissible endomorphism of V ⊗ V . For
every m ∈ N0, u, v ∈ X, v a Lyndon word we have the following inclusions
1. kXu ⊂ k[Bu]r + I,
2. kXmv ⊂ k[Bmv]r +
∑
0≤i<m
k[Bi]r + I,
3. kXm ⊂ ∑
0≤i≤m
k[Bi]r + I,
4. kX = k[B]r + I.
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Proof. First note that for x, y, a, b ∈ X ab implies xayxby. For part 1 we
proceed by downward induction along the standard order (this works because
the standard order satisfies the ascending chain condition). For u = 1 the
inclusion is valid. Now assume u≺1 and that for all words u the inclusion
is valid. Let wu,m := l(w). If w ∈ B we have w ∈ [w]r + kXw ⊂
k[Bw]r + I by induction. Assume w 6∈ B and let w = we11 . . . wett be the
Lyndon decomposition of w. As w 6∈ B we find an 0 ≤ i ≤ t such that
either wi 6∈ S or ei ≥ h(wi). In the first case we have wi ∈ kXwi + I, in
the second case weii ∈ kXweii + I. Anyway this implies w ∈ kXw + I, but
thus [w]r ∈ kXw + I ⊂ k[Bw]r + I ⊂ k[Bu]r + I by induction. Now for
part 2 assume w ∈ kXmv. Then by part 1 w ∈ kXw ⊂ k[Bw]r + I ⊂
k[Bm≥w]r +
∑
0≤i<m
k[Bi]r + I. In view of 2.3.6 we have kXm≥w ⊂ kXmv. For part
3 let u0 be the smallest word of degree m. For u ∈ Xm we have uu0 and
thus by part 1 u ∈ k[Bu0 ]r + I and this is a subset of
∑
0≤i≤m
k[Bi]r. Finally
Part 4 follows from Part 3.
For the rest of the proof we use the main ideas of [20], but in a different
and more general setting. As the triangular braiding requires a more careful
analysis we work in the tensor algebra rather than in the quotient of the ten-
sor algebra by the ideal I (as Kharchenko does, not regarding the biproduct
with the group algebra). This enables us to use linear maps as tools where
Kharchenko argues by inspection of the occurring terms, a method for which
our situation seems to be too complicated.
Lemma 2.3.12. Let r be an admissible endomorphism of V ⊗ V . Then the
set [BI ]r is linearly independent.
Proof. The map [−]r : kX → kX is homogeneous. Furthermore it is sur-
jective (use part 4 of the proposition above for the subspace (0) to see that
kX = k[X]r). As the homogeneous components are finite-dimensional, [−]r
is bijective and maps the linearly independent set BI onto [BI ]r. So [BI ]r is
linearly independent.
The next theorem is the key step to the final theorem combining the results of
the preceding section on the comultiplication with the results of this section.
Theorem 2.3.13. Let I ( kX be a braided biideal in kX. Then [BI ] spans
a k-linear complement of I.
Proof. By the proposition above all we need to show is that k[BI ] and I have
trivial intersection. For n ≥ 0 let Un := k -span{[u]|u ∈ BI , l(u) ≤ n}. We
show by induction on n that for all n ∈ N we have Un ∩ I = (0). First let
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n = 0. Then U0 = k1 and thus U0 ∩ I = (0) since I is proper a ideal. Now
assume n > 0. Assume 0 6= T ∈ Un ∩ I. So we can write T as a (finite) sum
T =
∑
u∈BI
l(u)≤n
αu[u].
We may assume that there is a u ∈ Bn such that αu 6= 0. Now choose v
as the (lexicographically) smallest Lyndon letter occurring in the Lyndon
decomposition of words u ∈ BnI with αu 6= 0. Because of the minimality of
v, it occurs in Lyndon decompositions of words u ∈ BnI with αu 6= 0 only
at the end. Let t be the maximal number of occurrences of v in a Lyndon
decomposition of word u ∈ BnI with αu 6= 0. Thus we can decompose the
sum for T in the following way
T =
∑
u∈O
αu[au][v]
t +
∑
u∈P
αu[au][v]
tu +
∑
u∈Q
αu[u] +
∑
u∈R
αu[u],
where O,P,Q,R ⊂ BI and the words au for u ∈ O ∪ P are chosen such that
• O contains all words u ∈ BnI of length n with αu 6= 0 such that the
Lyndon decomposition of u ends with vt. Furthermore u = auv
t.
• P contains all words u ∈ BnI of length n with αu 6= 0 such that the Lyn-
don decomposition of u ends with vtu for some 0 6= tu < t. Furthermore
u = auv
tu .
• Q contains all words u ∈ BnI of length n with αu 6= 0 that do not have
the Lyndon letter v in their Lyndon decomposition.
• R contains all words u ∈ BnI of length less than n with αu 6= 0.
Note that for all u ∈ O we have au 6= 1: au = 1 would imply that u = vl ∈
kXvl , but as well l < hI(v) because u ∈ B which is a contradiction to the
definition of hI(v). By analyzing the four terms we will show
∆(T ) ∈ T⊗1 + [v]t⊗
∑
u∈O
αuγ
t
au,v[au] +
t−1∑
i=0
[v]i⊗kXn−l(vi) +
∑
i+j=n
i,j 6=n
k[Biv]⊗kXj +
∑
i+j<n
k[Bi]⊗kXj + I⊗kX.
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First consider u ∈ O, l := t or u ∈ P, l := tu < t. Note that then au 6= 1. We
obtain
∆([au][v]
l) ∈ [au][v]l⊗1 +
l∑
i=0
(
l
i
)
γv,v
γiau,v[v]
i⊗[au][v]l−i +
+
∑
i+j=n
i,j 6=0
kXiv⊗kXj
⊂ [au][v]l⊗1 + [v]l⊗γlau,v[au] +
l−1∑
i=0
[v]i⊗kXn−l(vi) +
∑
i+j=n
i,j 6=0
k[Biv]⊗kXj +
∑
i+j<n
k[Bi]⊗kXj + I⊗kX.
In both cases (u ∈ O or u ∈ P ) this delivers the right terms in the sum for
the word u. Now consider u ∈ Q and let w be the largest Lyndon letter
occurring in the Lyndon decomposition of u. Let u = l1 . . . lµw
l be the
Lyndon decomposition of u and define a := l1 . . . lµ. Then u = aw
l and w>v
by construction of v. This leads to
∆([u]) ∈ [u]⊗1 +
l∑
i=0
(
l
i
)
γw,w
γia,w[w]
i⊗[a][w]l−i +
∑
i+j=n
i,j 6=0
kXiw⊗kXj
⊂ [u]⊗1 +
∑
i+j=n
i,j 6=0
kXiv⊗kXj
⊂ [u]⊗1 +
∑
i+j=n
i,j 6=0
k[Biv]⊗kXj +
∑
i+j<n
k[Bi]⊗kXj + I⊗kX.
Finally consider u ∈ R. Then l(u) < n and we obtain
∆([u]) ∈ [u]⊗1 +
∑
i+j<n
kXi⊗kXj
⊂ [u]⊗1 +
∑
i+j<n
k[Bi]⊗kXj + I⊗kX.
Now by induction assumption we find a φ ∈ (kX)∗ such that
φ(I) = 0, φ([v]t) = 1 and ∀u ∈ B \ {vt} with l(u) < n : φ([u]) = 0.
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With the inclusion we showed above we get
(φ⊗ id)∆(T ) ∈
∑
u∈O
αuγ
t
au,v[au] +
∑
i+j=n
i,j 6=0
φ(k[Biv])kXj +
∑
i+j<n
φ(k[Bi])kXj + φ(I)kX
⊂
∑
u∈O
αuγ
t
au,v[au] + 0 +
∑
j<n−tl(v)
kXj + 0
⊂ {k[Bn−tl(v)]⊕ Un−tl(v)−1) \ {0} ⊂ Un−1 \ {0}.
Note that we cannot obtain 0, because we have a non-zero component in
degree n− tl(v). On the other hand, as I is a biideal, we have
(φ⊗ id)∆(T ) ∈ φ(I)kX+ φ(kX)I ⊂ I.
Thus (φ⊗ id)∆(T ) ∈ I ∩ (Un−1 \ {0}), but by induction assumption this is
the empty set, a contradiction.
Corollary 2.3.14. Let I ( kX be a braided biideal and r an admissible
endomorphism of V ⊗ V . Then [BI ]r spans a k-linear complement of I.
Proof. Again all we have to show is that k[B]r ∩ I = {0}. Assume 0 6= T ∈
k[B]r ∩ I. We can write T as
T = α[u]r +
∑
wu
βw[w]r
with α 6= 0. Then by the Proposition 2.3.11 and Lemma 2.3.3 we obtain first
T ∈ αu + kXu
and from this
T ∈ α[u] + kXu ⊂ α[u] + k[Bu] + I.
Write T = α[u] + x + i with x ∈ k[Bu], i ∈ I. Now by the theorem above
we obtain α[u] + x ∈ I ∩ k[B] = {0}. But [B] is linearly independent, which
implies α = 0, a contradiction.
Now Theorem 2.2.4 follows as a special case of the following remark.
Remark 2.3.15. Let I ( kX be a braided biideal, r an admissible endo-
morphism of V ⊗ V and pi : kX→ kX/I the quotient map. Then pi([BI ]r) is
a basis of (kX)/I.
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Proof. By Corollary 2.3.14, [BI ]r is a basis for a complement of I. As I =
kerpi, pi induces a k-linear isomorphism k[BI ]r → kX/I, mapping the basis
[BI ]r into pi([BI ]r). This proves the remark. Theorem 2.2.4 follows by using
r = 0 and r = c.
Now we can also prove the result on the height function.
Proof of Theorem 2.2.6. Let n := l(vh). We have an element of I of the
form
T := [v]h +
∑
u>vh
l(u)=n
αu[u] +
∑
l(w)<n
αw[w] ∈ I.
For every u ∈ Xn with u>vh we have uv and thus we obtain for the
coproduct using Lemmas 2.3.9 and 2.3.10
∆(T ) ∈ T⊗1 +
h−1∑
i=0
(
h
i
)
γv,v
[v]i⊗[v]h−i +
∑
i+j=n
j 6=0
kXiv⊗kXj +
+
∑
i+j<n
j 6=0
kXi⊗kXj
⊂ T⊗1 +
h−1∑
i=0
(
h
i
)
γv,v
[v]i⊗[v]h−i +
∑
i+j=n
k[Biv]⊗k[Bj] +
∑
i+j<n
k[Bi]⊗k[Bj] + I⊗kX+ kX⊗I.
Now because of kX⊗kX = (I⊗kX+ kX⊗I)⊕ (k[B]⊗k[B]) we can construct
a k-linear map φ1 : kX⊗ kX→ k such that
∀(b, b′) ∈ (B ×B) \ {(v, vh−1)} : φ1([b]⊗[b′]) = 0,
φ1([v]⊗[v]h−1) = 1,
φ1(I⊗kX+ kX⊗I) = 0.
As T ∈ I we have φ1∆(T ) = 0 and on the other hand using what we proved
above
0 = φ1∆(T ) =
(
h
h− 1
)
γv,v
= 1 + γv,v + . . .+ γv,v
h−1.
This shows that γv,v is a root of unity, say of order t (set t = 1 if γv,v = 1).
Let p := char k and define q by
q :=
{
p if p > 0,
1 if p = 0.
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Now we can write h = tqla with a, l ∈ N. If q 6= 1 we may assume that q
does not divide a. We want to show that a = 1. So assume a > 1. In this
case we can construct a k-linear map φ2 : kX⊗ kX→ k with
∀(b, b′) ∈ (B ×B) \ {(vtql , vtql(a−1))} : φ2([b]⊗[b′]) = 0,
φ2([v]
tql⊗[v]tql(a−1)) = 1,
φ2(I⊗kX+ kX⊗I) = 0.
Using that γv,v is a primitive t-th root of unity (resp. γv,v = 1 and t = 1) we
obtain that in k
0 = φ2∆(T ) =
(
tqla
tql
)
γv,v
=
(
qla
ql
)
=
(a
1
)
= a.
This is a contradiction to the assumptions we made on a. Thus h = tql.
In particular if char k = 0, then q = 1 and because t = h > 1 we obtain
γv,v 6= 1.
2.4 Transfer to right triangular braidings
In principle one could do a similar proof as above for right triangular braid-
ings, but an easy argument shows that the right triangular case follows from
the left triangular case. Obviously c is a right triangular braiding if and
only if τcτ is left triangular, where τ denotes the usual flip map. The key
observation is
Proposition 2.4.1. Let (R, µ, η,∆, ε, c) be a braided bialgebra.
Then also Rop,cop := (R, µτ, η, τ∆, ε, τcτ) is a braided bialgebra.
Proof. Let µop := µτ and ∆cop := τ∆. Of course (R, µop, η) is an algebra,
(R,∆cop, ε) is a coalgebra and (R, τcτ) is a braided vector space. Checking
the compatibility of µop, η,∆cop, ε with τcτ is tedious. We will do one exam-
ple, namely the calculation that τcτ ◦(µop⊗R) = (R⊗µop)(τcτ⊗R)(R⊗τcτ).
58 Chapter 2. Lyndon words and PBW bases
We calculate
(R⊗ µop)(τcτ ⊗R)(R⊗ τcτ) =
(R⊗ µ)(R⊗ τ)(τ ⊗R)(R⊗ τ)(R⊗ τ)(cτ ⊗R)(R⊗ τcτ) =
(R⊗ µ)(τ ⊗R)(R⊗ τ) ◦ (τ ⊗R)(R⊗ τ)(c⊗R)(τ ⊗R)(R⊗ τcτ) =
τ(µ⊗R) ◦ (R⊗ c)(τ ⊗R)(R⊗ τ)(τ ⊗R)(R⊗ τcτ) =
τ(µ⊗R)(R⊗ c)(R⊗ τ)(τ ⊗R)(R⊗ c)(R⊗ τ) =
τ(µ⊗R)(R⊗ c)(c⊗R) ◦ (R⊗ τ)(τ ⊗R)(R⊗ τ) =
τc(R⊗ µ) ◦ (τ ⊗R)(R⊗ τ)(τ ⊗R) =
τcτ(µ⊗R)(τ ⊗R) =
τcτ(µop ⊗R),
where we use (in this order): τ 2 = idV⊗V , the braid equation for τ , µ, c
commute with τ , again the braid equation for τ and τ 2 = idV⊗V , c commutes
with τ , µ commutes with c and the braid equation for τ and finally again
that µ commutes with τ . The other calculations work similarly (use graphical
calculus as a tool for intuition).
Finally we have to check that ∆ : R → R⊗R and ε : R → k are algebra
morphisms, whereR⊗R is an algebra with multiplication (µ⊗µ)(R⊗τcτ⊗R).
For ε this is trivial. For ∆ we have to check
∆copµop = (µop ⊗ µop)(R⊗ τcτ ⊗R)(∆cop ⊗∆cop).
As R is a braided bialgebra the left hand side is
τ∆µτ = τ(µ⊗ µ)(R⊗ c⊗R)(∆⊗∆)τ.
Now because ∆, µ commute with τ this is equal to
(µ⊗ µ)(R⊗ τ ⊗R)(τ ⊗ τ)(R⊗ τcτ ⊗R)(τ ⊗ τ)(R⊗ τ ⊗R)(∆⊗∆).
Thus it suffices to show
(R⊗τ⊗R)(τ⊗τ)(R⊗τcτ⊗R)(τ⊗τ)(R⊗τ⊗R) = (τ⊗τ)(R⊗τcτ⊗R)(τ⊗τ),
but this is trivial (check on elements).
Related material can be found in [2].
Assume now that (V, c) is a braided vector space. Denote the braided tensor
bialgebra defined in Section 1.4 by (T (V, c), µ, η,∆c, ε, c). As an algebra this
is T (V ).
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Proposition 2.4.2. Let (V, c) be a braided vector space. Let
φ : T (V, c)→ T (V, τcτ)op,cop
be the unique algebra morphism T (V )→ T (V )op given by φ|V = idV . Then
φ is an isomorphism of braided bialgebras.
For v1, . . . , vn ∈ V we have
φ(v1 ⊗ . . .⊗ vn) = vn ⊗ . . .⊗ v1.
Proof. Lemma 1.4.15 gives us the existence of φ as a morphism of braided
bialgebras because (V, c) is a braided subspace of T (V, τcτ)op,cop. By con-
struction we see that the map φ has the form given in the proposition and
that it is bijective.
Now we can prove the existence of the PBW basis in the right triangular
case.
Theorem 2.4.3. Assume that (V, c) is a finite-dimensional right triangular
braided vector space and I ( T (V, c) is a braided biideal. Then there is a
totally ordered subset S ⊂ T (V, c) and a height function h : S → N ∪ {∞}
such that the images of the PBW set generated by S and h form a basis of
T (V, c)/I.
Let
φ : T (V, c)→ T (V, τcτ)op,cop
be the isomorphism from Proposition 2.4.2. We have
S = φ−1(Sφ(I)) and h = hφ(I)φ,
and the order on the set S is the opposite of the order on Sφ(I).
Proof. As φ(I) is a braided biideal in T (V, τcτ)op,cop it is also a braided biideal
in T (V, τcτ). As c is right triangular we have that τcτ is left triangular. So
we find a set Sφ(I) ⊂ T (V, τcτ) with a total ordering < and a height function
hφ(I) : S → N ∪ {∞} such that the PBW set generated by these data in
T (V, τcτ) is a basis for a complement of φ(I). The PBW set generated in
T (V, τcτ)op,cop by Sφ(I) with reversed order and height function hφ(I) is the
same set and thus also a basis for a complement of φ(I). The claim follows
by transferring this set to T (V, c) via φ−1.
We have the following nice Corollary of Proposition 2.4.2.
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Corollary 2.4.4. Let (V, c) be a braided vector space. Then
B(V, τcτ)'B(V, c)op,cop
as braided graded Hopf algebras.
Proof. Denote the braiding of the braided bialgebra B(V, c) by cˆ. By Propo-
sition 2.4.1 B(V, c)op,cop is a braided bialgebra with braiding τ cˆτ . It is easy to
check that B(V, c)op,cop has the properties of the Nichols algebra of (V, τcτ)
from Definition 1.4.7.
2.5 Application to pointed Hopf algebras with
abelian coradical
In this section we will show how to obtain a PBW basis for a Hopf algebra
generated by an abelian group G and a finite-dimensional G-module spanned
by skew primitive elements. On one hand this yields a generalization of the
result in [20] as there the skew primitive elements are assumed to be semi-
invariants (i.e. that the group acts on them by a character). On the other
hand we lose some properties of the basis as already mentioned in Remark
2.2.5.
Let A = ∪n≥0An be a filtered algebra. We can define a map
pi : A→ grA
by setting pi(0) := 0 and for all 0 6= a ∈ A : pi(a) := a+ An−1 for the unique
n ≥ 0 such that a ∈ An \ An−1 (where A−1 := {0} as usual). We will use
this map to obtain PBW bases for A from homogeneous PBW bases of the
associated graded algebra grA.
Proposition 2.5.1. Let A = ∪n≥0An be a filtered algebra and (P, S,<, h)
a PBW basis for grA such that P ⊂ grA(0) = A0 and S is made up of
homogeneous elements. Then there is a PBW basis (P, S ′, <′, h′) of A such
that for all a, b ∈ S ′
pi(a) ∈ S, h′(a) = h(pi(a)) and a < b⇔ pi(a) <′ pi(b).
Proof. For all s ∈ S ∩ grA(n) we find sˆ ∈ An \ An−1 such that pi(sˆ) = s.
Define
S ′ := {sˆ|s ∈ S}.
The map S → S ′, s 7→ sˆ is bijective. So we can transfer the height function
h and the order < to S ′ obtaining h′ and <′.
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Assume we have b := se11 . . . s
er
r p ∈ B(P, S,<, h). We define a lift
bˆ := sˆ1
e1 . . . sˆr
erp ∈ B(P, S ′, <′, h′).
As the si and p are homogeneous (say of degrees ni and 0), also b is homo-
geneous, say of degree n. Then
b = (sˆ1 + An1−1)
e1 . . . (sˆr + Anr−1)
er(p+ A−1)
= sˆ1
e1 . . . sˆr
erp+ An−1 = bˆ+ An−1
in grA(n) = An/An−1. We have bˆ ∈ An \An−1, because otherwise (bˆ ∈ An−1)
we had b = 0, but this is an element of a basis.
Let Bn := B(P, S,<, h) ∩ grA(n) and Bˆn := {bˆ|b ∈ Bn}. We will show by
induction on n ≥ 0 that Bˆ0 ∪ . . . ∪ Bˆn generates An as a vector space. For
the case n = 0 one has to check that P is a basis of A0 = grA(0), which is
easy. Assume n ≥ 0 and a ∈ An \An−1. We have pi(a) = a+An−1 ∈ grA(n)
and thus pi(a) is a linear combination of elements of Bn i.e.
pi(a) = a+ An−1 ∈ kBn =
∑
b∈Bn
k(bˆ+ An−1).
So we get that a is a linear combination of elements from Bˆn and An−1 and by
induction assumption a is a linear combination of elements from Bˆ0∪. . .∪Bˆn.
We are left to show that B(P, S ′, <′, h′) is linearly independent. Assume we
have for all b ∈ Bn scalars αb ∈ k such that∑
b∈Bn
αbbˆ ∈ An−1.
It suffices to show that αb = 0 for all b. As seen above we have for all
b ∈ B(P, S,<, h) : b = pi(bˆ). Thus we have in grA(n):
∑
b∈Bn
αbb =
∑
b∈Bn
αb(bˆ+ An−1) =
(∑
b∈Bn
αbbˆ
)
+ An−1 = 0.
As Bn is linearly independent we obtain for all b ∈ Bn \Bn−1 : αb = 0.
Theorem 2.5.2. Assume that k is algebraically closed. Let H be a Hopf al-
gebra generated by an abelian group G and skew primitive elements a1, . . . , at
such that the subvector space of H spanned by a1, . . . , at is stable under the
adjoint action of G. Then H has a PBW basis (G,S,<, h).
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Proof. First we may assume that for all 1 ≤ i ≤ t
∆(ai) = gi ⊗ ai + ai ⊗ 1.
Let Hn be the subspace of H generated by all products of elements of G and
at most n factors from {a1, . . . , at}. This defines a Hopf algebra filtration of
H. It is well known from [5, 34, 29] that we can decompose the associated
graded Hopf algebra
grH'R#kG,
as graded Hopf algebras, where R is a braided graded Hopf algebra in kGkGYD
generated by the finite-dimensional Yetter-Drinfeld module R(1) ⊂ P (R).
As a G-module R(1) is isomorphic to ka1 + . . . + kat with the adjoint G
action. Example 1.3.9 shows that the braiding on R(1) is triangular because
the group G is abelian. So by the PBW Theorem 2.2.4 we find a PBW basis
({1}, S, <, h) of R. This implies that (1#G,S#1, <, h) is a PBW basis of
grH and thus we find a PBW basis of H using the proposition above.
2.6 Application to Nichols algebras
of Uq(sl2)-modules
As a second application of the PBW theorem we will deal with some inter-
esting examples mentioned in [1] that are not of diagonal type by Remark
1.3.10, namely the Nichols algebras of simple Uq(sl2) modules of low dimen-
sion (and type +1). We will need the following lemma on Lyndon words that
contain only two different letters.
Lemma 2.6.1. Let X = {x0, x1}, x0<x1 and assume that u ∈ X\X is a Lyn-
don word. Then there exist natural numbers r ∈ N, l1, . . . , lr,m1, . . . ,mr ≥ 1
such that
u = xl10 x
m1
1 . . . x
lr
0 x
mr
1 .
For all 1 ≤ i ≤ r we have li ≤ l1 and if li = l1 then also mi ≥ m1.
Proof. It is obvious that the given decomposition of u exists and that the
li,mi are uniquely determined by u. For every 1 < i ≤ r we have
xl10 x
m1
1 . . . x
lr
0 x
mr
1 = u < x
li
0x
mi
1 . . . x
lr
0 x
mr
1 .
This implies that li ≤ l1. If we have li = l1 we can cancel the x0 on the left
side and obtain
xm11 x
l2
0 x
m2
1 . . . x
lr
0 x
mr
1 < x
mi
1 x
li+1
0 x
mi+1
1 . . . x
lr
0 x
mr
1 .
From this we get m1 ≤ mi.
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Assume that char k = 0. Let q ∈ k be not a root of unity and (M, c) =
L(n,+1) be the simple Uq(sl2) module of dimension n+ 1 and type +1 with
braiding c induced by the quasi-R-matrix and a function f as in Example
1.3.7. Denote its natural basis (see e.g. [15]) by x0, . . . , xn and order this
basis by x0 < . . . < xn. Then the braiding is left (and right) triangular
with respect to this basis X = {x0, . . . , xn}. To compute the relations in low
degrees from the matrix of the braiding we used Maple.
1. n = 1, f(α
2
, α
2
) = q−2: As for example shown in [5], B(M, c) is a
quadratic algebra. The relation in degree two is
x0x1 − qx1x0 = 0.
Thus the set of PBW generators S contains only Lyndon words in x0, x1
that do not have x0x1 as a subword. Using Lemma 2.6.1 we see that
this implies S = {x0, x1}. As the diagonal coefficients of c are powers of
q by Lemma 2.2.6 all elements have infinite height. Thus the elements
of the form xi1x
j
0, i, j ∈ N0 form a basis for B(M, c).
2. n = 1, f(α
2
, α
2
) = q−1: In this case there are no relations in degree two
and the relations in degree 3 are
x0x
2
1 − (q + 1)x1x0x1 + qx21x0 = 0,
x20x1 − (q + 1)x0x1x0 + qx1x20 = 0.
The set S contains all Lyndon words of x0, x1 that do not have x
2
0x1 or
x0x
2
1 as a subword. Assume we have such a Lyndon word u ∈ X \ X.
Then each “block” xli0x
mi
1 from Lemma 2.6.1 has to be of the form x0x1.
This means u = (x0x1)
r and because u is Lyndon we obtain u = x0x1.
This leaves S ⊂ {x0, x0x1, x1}. As these words cannot be expressed as
a linear combination of bigger words we have S = {x0, x0x1, x1} and
again every element of S has infinite height. In particular all elements
of the form xi1(x0x1)
jxk0, i, j, k ∈ N0 form a basis of B(M, c) and the
defining relations are exactly those listed above.
3. n = 2, f(0, 0) = q−2: Here we have the following relations in degree
two:
x0x1 − q2x1x0 = 0,
x1x2 − q2x2x1 = 0,
x0x2 + (q
2 − 1)x1x1 − x2x0 = 0.
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So all words in S are Lyndon words in x0, x1, x2 that do not contain one
of x0x1, x1x2, x0x2 as a subword. This means S = {x0, x1, x2}. Again
by Lemma 2.2.6 all elements of S have infinite height and thus the
elements of the form xi2x
j
1x
k
0, i, j, k ∈ N0 form a basis of B(M, c). We
see also that it is a quadratic algebra.
4. n = 1, f(α
2
, α
2
) = v−2, where v3 = q: Here we have no relations in
degree 2 and 3. The relations in degree 4 are
x0x
3
1 −
v4 + v2 + 1
v
x1x0x
2
1 + (v
4 + v2 + 1)x21x0x1 − v3x31x0 = 0,
x20x
2
1 − v
v4 + v2 + 1
1 + v2
x0x1x0x1 − v
6 − 1
v2(v2 + 1)
x0x
2
1x0−
v6 − 1
v2(v2 + 1)
x1x
2
0x1 +
2v4 + v2 + 1
v3(1 + v2)
x1x0x1x0 − x21x20 = 0,
x30x1 −
v4 + v2 + 1
v
x20x1x0 + (v
4 + v2 + 1)x0x1x
2
0 − v3x1x30 = 0.
By combining these relations we obtain two new relations with leading
words x0x1x0x
2
1 and x
2
0x1x0x1 (the coefficients are not zero in both cases
as v is not a root of unity). So S contains all Lyndon words in x0, x1
that do not contain x30x1, x
2
0x
2
1, x0x
3
1, x0x1x0x
2
1 and x
2
0x1x0x1. We show
now that this implies S ⊂ {x0, x20x1, x0x1, x0x21, x1}:
Assume that we have such a Lyndon word u ∈ S \ X. Write u =
a1 . . . ar with ai = x
li
0x
mi
1 as in Lemma 2.6.1. Of course we have ai ∈
{x20x1, x0x1, x0x21} for all 0 ≤ i ≤ r and not all of the ai are equal. We
want to show that r = 1, so assume r > 1. First consider the case
a1 = . . . = as = x
2
0x1 and as+1 6= x20x1. If ls+1 = l1 then we have
ms+1 > m1 = 1. This means that as+1 has the subword x
2
0x
2
1, which
is not possible. If ls+1 6= l1 we have ls+1 < l1 and thus as+1 begins
with x0x1. Then asas+1 and hence also u have the subword x
2
0x1x0x1
- a contradiction. As a second case assume a1 = . . . = as = x0x1
and as+1 6= x0x1. Then as+1 begins with x0x21 and thus asas+1 has the
subword x0x1x0x
2
1 - a contradiction. Finally consider the case a1 =
. . . = as = x0x
2
1 and as+1 6= x0x21. Then as+1 begins with x0x31 - again
a contradiction. This finishes the proof.
Now as all the remaining words have degrees ≤ 3 we see that actually
all of them are contained in S. So B(M, c) has a basis made up of
all elements of the form xi1(x0x
2
1)
j(x0x1)
l(x20x1)
mxn0 , i, j, l,m, n ∈ N0.
Furthermore the defining relations are exactly those listed above.
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5. n = 3, f(α
2
, α
2
) = q−2: In this case the space of relations of degree two
is generated by the elements
x0x1 − q3x1x0 = 0,
x0x2 +
1− q4
q
x21 − x2x0 = 0,
q3x0x3 + q
2(q2 + 1− q4)x1x2 + (q − q3 − q5)x2x1 − x3x0 = 0,
x1x3 +
1− q6
q(q2 + 1)
x22 − x3x1 = 0,
x2x3 − q3x3x2 = 0.
By combining these relations one obtains the additional relations
(q4 − q2 + 1)x1x2x2 − q(q6 + 1)x2x1x2 + (q4 − q2 + 1)q4x2x2x1 = 0,
x1x1x2 − q(q2 + 1)x1x2x1 + q4x2x1x1 = 0.
As q is a root of unity, the leading coefficients in these relations are not
zero: the zeros of X4 −X2 + 1 are primitive 12-th roots of unity as
X12 − 1 = (X4 −X2 + 1)(X2 + 1)(1−X6).
Thus S can only contain Lyndon words in x0, x1, x2, x3 that do not
contain a subword from the following list:
x0x1, x0x2, x0x3, x1x3, x2x3, x
2
1x2, x1x
2
2.
These are exactly x0, x3 and all Lyndon words in x1 and x2 that do not
contain x21x2 and x1x
2
2. It follows that S ⊂ {x0, x1, x2, x3, x1x2}. None
of these words can be expressed by standard-bigger ones as we can see
from the relations of degree 2. Thus S = {x0, x1, x2, x3, x1x2} and the
elements of the form xa3x
b
2(x1x2)
cxd1x
e
0, a, b, c, d, e ∈ N0 form a basis of
B(M, c). Furthermore B(M, c) is a quadratic algebra.
Note that in every example the Nichols algebra has finite Gelfand-Kirillov
dimension. So these simple Uq(sl2)-modules can also be found in Table 4.1
(page 101). Actually these are all cases of simple Uq(sl2)-modules of type +1
(and functions f of exponential type) that have a Nichols algebras of finite
Gelfand-Kirillov dimension.
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Chapter 3
A characterization of triangular
braidings
In Definition 1.3.5 triangular braidings are characterized by a combinatorial
property. Already in Chapter 2 a close connection to diagonal braidings
and pointed Hopf algebras with abelian coradical became apparent. In this
chapter (Theorem 3.3.6) a further aspect of this connection is established.
We show that triangular braidings are exactly those braidings that arise from
certain Yetter-Drinfeld module structures over pointed Hopf algebras with
abelian coradical.
This offers a better understanding of the mathematical context of triangular
braidings. We will give explicit constructions in the case of Uq(g)-modules.
This will open a new way to study Nichols algebras in Chapter 4.
3.1 The reduced FRT Hopf algebra
An important tool in this chapter will be the reduced FRT Hopf algebra of
a rigid braiding. In the case of the FRT bialgebra a similar construction
was given in [33]. The construction given here has the advantage that it
generalizes easily to the FRT Hopf algebra in the rigid case. First we will
recall some facts on coquasitriangular bialgebras.
Definition 3.1.1. A coquasitriangular bialgebra (H,∇, η,∆, ε, r) is a bial-
gebra together with a convolution invertible bilinear form r ∈ (H ⊗ H)∗
satisfying
∇τ =: ∇op = r ?∇ ? r−1, and
r ◦ (∇⊗ idH) = r13 ? r23, and r ◦ (idH ⊗∇) = r13 ? r12,
68 Chapter 3. A characterization of triangular braidings
where we define r12, r23, r13 ∈ (H ⊗H ⊗H)∗ by
r12 := r ⊗ ε, r23 := ε⊗ r, and r13(g ⊗ h⊗ l) := ε(h)r(g ⊗ l)
for all g, h, l ∈ H.
Remark 3.1.2. Let (H,∇, η,∆, ε, r) be a coquasitriangular Hopf algebra
with antipode S.
1. S2 is a coinner automorphism of H. In particular S is invertible.
2. r ◦ (η ⊗ idH) = ε and r ◦ (idH ⊗η) = ε.
3. r ◦ (S⊗ idH) = r−1, r−1 ◦ (idH ⊗S) = r, r ◦ (S⊗ S) = r.
If H is a coquasitriangular bialgebra, the second and third axiom from Defi-
nition 3.1.1 read for a, b, c ∈ H:
r(ab⊗ c) = r(a⊗ c
(1)
)r(b⊗ c
(2)
), r(a⊗ bc) = r(a
(2)
⊗ b)r(a
(1)
⊗ c)
Remark 3.1.3. Assume that H is a coquasitriangular bialgebra and that
M is a H-comodule. It is a well-known fact that then M becomes a Yetter-
Drinfeld module over H with action given by
h ·m := r(m
(−1) ⊗ h)m(0)
for all h ∈ H,m ∈M .
Next we will introduce reduced versions Hred of coquasitriangular bialgebras
H such that comodules over H still are Yetter-Drinfeld modules over Hred.
Definition 3.1.4. Let H be a coquasitriangular bialgebra. Define the right
radical of H as
JH := {h ∈ H|∀g ∈ H : r(g ⊗ h) = 0}.
Lemma 3.1.5. Let H be a coquasitriangular bialgebra.
1. The right radical is a biideal in H.
2. If H is a Hopf algebra, then the right radical is stable under S and S−1.
Proof. The properties of r imply that the map
H → (H◦)cop , h 7→ r(−⊗ h)
is a (well-defined) morphism of bialgebras (resp. Hopf algebras). JH is the
kernel of this map.
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The following easy lemma provides a useful characterization of the right
radical.
Lemma 3.1.6. Let H be a coquasitriangular bialgebra generated as an alge-
bra by a subset X ⊂ H. Then for every coideal J ⊂ H we have r(H, J) = 0
if and only if r(X, J) = 0 and thus
JH =
∑
{J |J ⊂ H is a coideal with r(X, J) = 0}.
Now we define the reduced version of a coquasitriangular bialgebra (Hopf
algebra).
Definition 3.1.7. Let H be a coquasitriangular bialgebra (Hopf algebra)
and JH its right radical. Define
Hred := H/JH ,
the factor bialgebra (Hopf algebra).
Note that if H is a coquasitriangular Hopf algebra, then H and Hred have
bijective antipodes. In order to define the reduced FRT constructions and
prove their universal properties we will now recall necessary the facts on
the usual FRT constructions. The FRT construction was first considered by
Faddeev, Reshetikhin, and Takhtadzhyan in [9]. For a detailed description
see [19, VIII.6.].
Theorem 3.1.8. Let (M, c) be a finite dimensional braided vector space.
• There is a coquasitriangular bialgebra A(c) - called the FRT bialgebra
of c - such that M is a left A(c)-comodule and the braiding c equals
the braiding on M induced by the coquasitriangular structure of A(c).
• For all bialgebras B having M as a Yetter-Drinfeld module such that
the induced braiding equals c there is a unique morphism of bialgebras
φ : A(c)→ B such that
δB = (φ⊗ idM)δA(c) and ∀u ∈ A(c),m ∈M : u ·m = φ(u) ·m.
The algebra A(c) is generated by the smallest subcoalgebra C ⊂ A(c) satis-
fying δA(c)(M) ⊂ C ⊗M .
An important question is, under which assumptions we can define an Hopf
algebra analogue of the FRT bialgebra. The necessary condition is that the
braiding is rigid.
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Definition 3.1.9. For any finite dimensional vector space M define maps
ev : M∗ ⊗M → k, ev(φ⊗m) := φ(m),
db : k →M ⊗M∗, db(1) :=
n∑
i=1
mi ⊗mi,
where m1, . . . ,mn form a basis of M and m
1, . . . ,mn is the dual basis of M∗.
Definition 3.1.10. A braided vector space (M, c) will be called rigid if it is
finite dimensional and the map c[ defined by
M∗⊗M M∗⊗M⊗db−→ M∗⊗M⊗M⊗M∗ M∗⊗c⊗M∗−→ M∗⊗M⊗M⊗M∗ ev⊗M⊗M∗−→ M⊗M∗
is an isomorphism.
Now we can formulate the Hopf algebra version of Theorem 3.1.8. It was
proved for symmetries by Lyubashenko [28]. A version for general (rigid)
braidings can be found in [39].
Theorem 3.1.11. Let (M, c) be a rigid braided vector space.
• There is a coquasitriangular Hopf algebra H(c) - the FRT Hopf algebra
of c - such that M is a left H(c)-comodule and the braiding c equals
the braiding on M induced by the coquasitriangular structure of H(c).
• For all Hopf algebras H having M as a Yetter-Drinfeld module such
that the induced braiding equals c there is a unique morphism of Hopf
algebras ψ : H(c)→ H such that
δH = (ψ ⊗ idM)δH(c) and ∀u ∈ H(c),m ∈M : u ·m = ψ(u) ·m
Let C ⊂ H(c) be the smallest subcoalgebra satisfying δH(c)(M) ⊂ C ⊗M .
Then the algebra H(c) is generated by C + S(C).
Proof. The existence of the coquasitriangular Hopf algebra H(c) is proved
in [39, Theorem 3.2.9]. The universal property we give is a bit stronger than
the one given there. Let H be a Hopf algebra as in the second part of the
theorem. Fix a basis (xi)i∈I of M and elements (T
j
i )i,j∈I of H such that
δ(xi) =
∑
j∈I
T ji ⊗ xj, ∆(T ji ) =
∑
l∈I
T li ⊗ T jl .
Furthermore fix scalars (Bklij )i,j,k,l∈I such that
c(xi ⊗ xj) =
∑
k,l∈I
Bklij xk ⊗ xl.
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By [39, Lemma 3.2.11] it suffices to show that for all i, j, k, l ∈ I the relation∑
m,n∈I
T lnT
j
mB
nm
ik =
∑
m,n∈I
BljnmT
m
i T
n
k
holds. As the induced Yetter-Drinfeld braiding is c we see that the action is
given for all i, j, k ∈ I by
T ji xl =
∑
k∈I
Bkjil xk.
Using this the relations between the T ji follow from the Yetter-Drinfeld con-
dition
(T ji (1)xk)(−1)T
j
i (2) ⊗ (T ji (1)xk)(0) = T ji (1)xk(−1) ⊗ T ji (2)xk(0) .
For a braided vector space (M, c) we define the reduced FRT bialgebra by
Ared(c) := (A(c))red
and if (M, c) is rigid define the reduced FRT Hopf algebra by
Hred(c) := (H(c))red.
Definition 3.1.12. Let H be a bialgebra and M1, . . . ,Ms H-modules. We
will call H M1, . . . ,Ms-reduced if (0) is the only coideal of H annihilating all
the Mi.
The reduced FRT constructions are characterized by universal properties:
Theorem 3.1.13. Let (M, c) be a finite dimensional braided vector space.
1. M is a Yetter-Drinfeld module over Ared(c) such that the induced braid-
ing is c. Ared(c) is M -reduced.
2. For every bialgebra A having M as a Yetter-Drinfeld module such that
the induced braiding is c and such that A is M -reduced there is a
unique monomorphism of bialgebras φ : Ared(c)→ A such that
δA = (φ⊗M)δAred(c) and ∀u ∈ Ared(c),m ∈M : u ·m = φ(u) ·m.
3. Assume (M, c) is rigid. M is a Yetter-Drinfeld module over Hred(c)
such that the induced braiding is c. Hred(c) is M,M∗-reduced.
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4. Assume (M, c) is rigid. For every Hopf algebra H having M as a Yetter-
Drinfeld module such that the induced braiding is c and such that H
is M,M∗-reduced there is a unique monomorphism of Hopf algebras
ψ : Hred(c)→ H such that
δH = (ψ ⊗M)δHred(c) and ∀u ∈ Hred(c),m ∈M : u ·m = ψ(u) ·m.
Proof. Parts one and three are trivial. We will deal with parts two and four
simultaneously: Using the universal property of the FRT constructions we
find morphisms of bialgebras
φˆ : A(c)→ A and ψˆ : H(c)→ H.
which are compatible with the action and the coaction. The right radical
of A(c) (resp. H(c)) is the maximal coideal annihilating M (resp. M and
M∗). Thus the image of the right radical under φˆ (resp. ψˆ) is again a coideal
annihilating M (resp. M,M∗). As A (resp. H) is M (resp. M,M∗)-reduced
we see that the right radical is mapped to (0). This means that φˆ (resp.
ψˆ) factorize over the reduced FRT constructions. These induced maps are
compatible with action and coaction. Injectivity of the induced maps follows
because of the maximality of the right radical mentioned above.
Remark 3.1.14. In [33] Radford defines a reduced FRT bialgebra Ared(R)
for Yang-Baxter operators R on finite dimensional vector spaces M , that is
automorphisms R of M ⊗M satisfying the quantum Yang-Baxter equation
R12R13R23 = R23R13R12.
It is well known that R satisfies the quantum Yang-Baxter equation if and
only if c := Rτ is a braiding (satisfies the braid equation). It is easy to see
from the universal properties of Ared(c) and Ared(R) that if c = Rτ we have
Ared(c)'Ared(R)cop.
Remark 3.1.15. Suppose that M is a Yetter-Drinfeld module over a Hopf
algebra H with bijective antipode and denote the braiding on M by c. It is
easily seen that then Hred(c) is a sub-quotient (i.e. a Hopf algebra quotient
of a Hopf subalgebra) of H.
Example 3.1.16. Hred(c) for braidings of group type. Let G be a group and
M a finite dimensional Yetter-Drinfeld module of G. Define
C := {g ∈ G|∃m ∈M : δ(m) = g ⊗m}
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and let H be the subgroup of G generated by C. Moreover set
N := {g ∈ H|∀m ∈M : gm = m}.
Obviously M becomes a Yetter-Drinfeld module over the sub-quotient H/N .
It is easy to show that k(H/N) is the reduced FRT construction.
3.2 When is Hred(c) pointed?
As a first step to our characterization of triangular braidings we will answer
the question from the heading of this section. In the case of the FRT bialgebra
the answer to this question was given by Radford.
Theorem 3.2.1 ([33], Theorem 3). Let (M, c) be a finite dimensional
braided vector space. The following are equivalent:
1. Ared(c) is pointed.
2. There is a flag of subspaces 0 = M0 ⊂ M1 ⊂ . . . ⊂ Mr = M such that
for all 1 ≤ i ≤ r dimMi = i and
c(Mi ⊗M) ⊂M ⊗Mi.
3. There is a flag of Ared(c) left subcomodules 0 = M0 ⊂ M1 ⊂ . . . ⊂
Mr = M such that for all 1 ≤ i ≤ r dimMi = i.
We will show now that if (M, c) is rigid we have a similar statement for the
reduced FRT Hopf algebra Hred(c).
Lemma 3.2.2. Let (M, c) be a rigid braided vector space and N ⊂ M a
subspace such that
c(N ⊗M) ⊂M ⊗N.
Then we have
c[(M∗ ⊗N) ⊂ N ⊗M∗.
Proof. Choose a complement X of N . Then
Im db ⊂ N ⊗X⊥ ⊕X ⊗N⊥.
Using the definition of c[ in 3.1.10 it is easy to see that this implies the lemma
(here N⊥ := {ϕ ∈M∗|ϕ(N) = 0} for N ⊂M).
We will need the following well known statement:
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Proposition 3.2.3. Let H be a coquasitriangular Hopf algebra and M a
left H-comodule. Then M∗ with the coaction defined by the equation
∀ϕ ∈M∗,m ∈M : ϕ
(−1)ϕ(0)(m) = S
−1(m
(−1))ϕ(m(0))
together with the maps ev, db forms a left dual of M in the categorical sense
(see e.g. [19, XIV.2.1]). In particular c[ is the inverse of the braiding cM,M∗
between M and M∗.
Proof. An easy calculation shows that ev, db are indeed colinear. Thus they
define a duality. The proof that c[ is indeed the inverse of cM,M∗ is analogous
to that of [19, XIV.3.1].
The following lemma is already used in [33]. We include a proof for com-
pleteness.
Lemma 3.2.4. Let H be a bialgebra generated (as an algebra) by a sub-
coalgebra C ⊂ H. If C is pointed, then so is H.
In this case the coradical of H is generated by the coradical of C as an
algebra.
Proof. Let (Cn)n≥0 be the coradical filtration of C. Denote by D0 the subal-
gebra of H generated by C0. As C is pointed we have D0 ⊂ kG(H). Consider
the subsets
Dn := ∧nD0 ∀n ≥ 0.
As D0 is a subbialgebra of H the Dn define a filtration of the bialgebra
D := ∪n≥0Dn.
Now because C0 ⊂ D0 we have Cn ⊂ Dn for all n ≥ 0 and then C ⊂ D. This
means D = H and the Dn define a bialgebra filtration of H. We find
kG(H) ⊂ CoradH ⊂ D0 ⊂ kG(H)
and see that H is pointed.
Theorem 3.2.5. Let (M, c) be a rigid braided vector space. The following
are equivalent:
1. Hred(c) is pointed.
2. There is a pointed Hopf algebra H having M as a Yetter-Drinfeld mod-
ule such that the induced braiding is c.
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3. There is a flag of left Hred(c) subcomodules 0 = M0 ⊂ M1 ⊂ . . . ⊂
Mr = M such that for all 1 ≤ i ≤ n dimMi = i.
4. There is a flag of subvector spaces 0 = M0 ⊂ M1 ⊂ . . . ⊂ Mr = M
such that for all 1 ≤ i ≤ n dimMi = i and
c(Mi ⊗M) ⊂M ⊗Mi.
Proof. It is clear that the first item implies the second. If H is as in (2) (e.g.
H = Hred(c)) we find a series of subcomodules
0 = M0 ⊂M1 ⊂ . . . ⊂Mr = M
with dimMi = i for all 1 ≤ i ≤ r. In view of the definition of the braiding
for Yetter-Drinfeld modules this means that (1) implies (3) (and hence also
(4)) and that (2) implies (4). We still have to show that (4) implies (1).
So now assume that (4) holds. For all 1 ≤ i ≤ r choose mr+1−i ∈ Mi \
Mi−1 arbitrarily (thus mi, . . . ,mr ∈ Mi). This defines a basis of M and let
m1, . . . ,mr be the dual basis. We find elements tij ∈ H(c), 1 ≤ i, j ≤ r
satisfying
∆(tij) =
r∑
l=1
til ⊗ tlj and δ(mi) =
r∑
l=1
til ⊗ml.
Using the definition of the coaction of M∗ we see that
δ(mi) =
r∑
l=1
S−1(tli)⊗ml.
Now define
J := k-span{tij|1 ≤ j < i ≤ r}.
J is a coideal of H(c) and we will show J ⊂ JH(c). For all 1 ≤ i, k ≤ r we
have
c(mk ⊗mi) ∈ c(Mk ⊗M) ⊂M ⊗Mk
and on the other hand
c(mk ⊗mi) =
r∑
l=1
tklmi ⊗ml =
r∑
j,l=1
r(tij, tkl)mj ⊗ml
This implies r(tij, tkl) = 0 for l < k. Moreover because c(Mi⊗M) ⊂M ⊗Mi
we have by Lemma 3.2.2 that c[(M∗⊗Mi) ⊂Mi⊗M∗ and thus by Proposition
3.2.3 that
cM,M∗(Mi ⊗M∗) ⊂M∗ ⊗Mi
76 Chapter 3. A characterization of triangular braidings
In the same manner as above we obtain r(S−1(tij), tkl) = 0 for l < k. Now
by Theorem 3.1.11 the algebra H(c) is generated by the tij and the S(tij).
Thus it is also generated by the S−1(tij) and the tij. Lemma 3.1.6 allows us
to conclude that r(H, J) = 0 and thus J ⊂ JH(c). As JH(c) is stable under S
we obtain J + S(J) ⊂ JH(c).
To see that Hred(c) is pointed it suffices to show that the coalgebra C spanned
by the images of tij,S(tkl) of tij,S(tkl) in H
red(c) is pointed (Lemma 3.2.4).
For this define subsets Cn, n ≥ 0 by
Cn := k-span{tij,S(tij)|1 ≤ i ≤ j ≤ i+ n ≤ r} ⊂ Hred(c).
Since J + S(J) ⊂ JH(c), we find that the Cn define a coalgebra filtration of
C. Thus
CoradC ⊂ C0 = k-span{tii,S(tii)|1 ≤ i ≤ r}.
As ∆(tii) = tii ⊗ tii and ∆(S(tii)) = S(tii)⊗ S(tii) in Hred(c) we find that C
is pointed.
For future use we remark that the coradical of Hred(c) is generated by the
elements tii,S(tii).
3.3 The reduced FRT construction for trian-
gular braidings
In this section we will consider the reduced FRT constructions of (right)
triangular braidings and obtain a characterization of triangular braidings.
First we prove that triangular braidings are indeed rigid, i.e. the notion of
a (reduced) FRT Hopf algebra makes sense. Note that c is a braiding if and
only if τcτ is a braiding, where τ is the flip map.
Proposition 3.3.1. Let (M, c) be a finite dimensional braided vector space.
1. c is left triangular if and only if c−1 is right triangular.
2. c is left triangular if and only if τcτ is right triangular.
Proof. (2) is trivial. Thus for (1) it suffices to show the if-part. Assume
c−1 is right triangular and adopt the notation from the definition. Define
M>x := k-span{z ∈ X|z>x}. We see from the definition that
c(y ⊗ x) = β−1xy x⊗ y + c
(∑
z>x
wx,y,z ⊗ z
)
∈ β−1xy x⊗ y + c(M ⊗M>x).
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It is now easy to show by downward induction on x (along the order on X)
that
c(y ⊗ x) ∈ β−1xy x⊗ y +M>x ⊗M.
Thus c is left triangular.
Lemma 3.3.2. Let (M, c) be a (left or right) triangular braided vector space.
Then (M, c) and (M, c−1) are rigid.
Proof. In both cases it suffices to show that (M, c) is rigid. Assume (M, c)
is left triangular with respect to the basis X. Let (ϕx)x∈X denote the dual
basis (ϕx(y) = δxy). Then
c[τ(x⊗ ϕy) = c[(ϕy ⊗ x)
=
∑
z∈X
(ϕy ⊗M)c(x⊗ z)⊗ ϕz
= γx,yx⊗ ϕy +
∑
z∈X,z′>z
ϕy(z
′)vx,z,z′ ⊗ ϕz
∈ γx,yx⊗ ϕy +
∑
z<y
vx,z,y ⊗ ϕz.
This means that the map c[τ has upper triangular representing matrix with
respect to the basis
x1 ⊗ ϕx1 , . . . , xr ⊗ ϕx1 , x1 ⊗ ϕx2 , . . . , xr ⊗ ϕx2 , . . . , x1 ⊗ ϕxr , . . . , xr ⊗ ϕxr
(where we assumed that the elements of X are x1<x2< . . . <xr). The diago-
nal entries are γx,y 6= 0 and thus the matrix is invertible. This shows that c[
is an isomorphism. A similar proof works for right triangular braidings.
These results together with the Theorems 3.2.1 and 3.2.5 already show that
the reduced FRT construction Ared(c) (resp. Hred(c)) is pointed if c is right
triangular. We will refine this knowledge now by describing the flag of co-
modules we used in the proof of 3.2.5 more exactly.
Definition 3.3.3. Let G be an abelian monoid and M a G-module. We say
G acts diagonally on M if M is the direct sum of simultaneous eigenspaces
under the action of G, this means:
M =
⊕
χ∈Gˆ
{m ∈M |∀g ∈ G : gm = χ(g)m}.
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Proposition 3.3.4. Let H be a pointed bialgebra with abelian coradical
such that for all g ∈ G := G(H) the map H → H, h 7→ hg is injective. Let
M ∈ HHYD be such that G acts diagonally on M . Then there is a series of H
subcomodules and G submodules
0 = M0 ⊂M1 ⊂ . . . ⊂Mr = M
such that dimMi = i for all 1 ≤ i ≤ r.
Proof. Consider modules N ∈ HM∩GM that have an eigenspace decompo-
sition as in the lemma and satisfy the following compatibility condition:
(gn)
(−1)
g ⊗ (gn)
(0)
= gn
(−1)
⊗ gn
(0)
∀g ∈ G, n ∈ N.
It suffices to show that every such module N contains a one dimensional H
subcomodule that is also a G submodule (note that the objects considered
in the lemma are of this type).
So pick a simple subcomodule of N . As H is pointed this is spanned by n0 ∈
N and we find g ∈ G such that δ(n0) = g ⊗ n0. Consider the subcomodule
0 6= X := {n ∈ N |δ(n) = g ⊗ n} ⊂ N.
This is a G submodule as for n ∈ X and h ∈ G we have by the compatibility
condition (and because G is abelian)
(hn)
(−1)
h⊗ (hn)
(0)
= hn
(−1)
⊗ hn
(0)
= hg ⊗ hn = gh⊗ hn.
Now right multiplication with h is injective by assumption and we obtain
δ(hn) = g ⊗ hn showing that X is indeed a G submodule. A lemma from
linear algebra tells us that because N is the direct sum of eigenspaces under
the action of G, so is X. We find an element n ∈ N that is an eigenvector
under the action of G. Then kn is a one dimensional H subcomodule and G
submodule.
Proposition 3.3.5. Let H, M be as in 3.3.4. Then we can find a basis
m1, . . . ,mr of M made up of eigenvectors under the action of G(H) and
elements cij ∈ H, 1 ≤ i ≤ j ≤ r such that
δ(mi) =
r∑
l=i
cil ⊗ml, ∆(cij) =
j∑
l=i
cil ⊗ clj, ε(cij) = δij.
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Proof. Take the series of comodules from 3.3.4. For all 1 ≤ i ≤ r we can
choose an eigenvector mr+1−i ∈Mi \Mi−1 (thus Mi = k-span{mi, . . . ,mr}).
Now we can find elements cij ∈ H, 1 ≤ i ≤ j ≤ r such that
δ(mi) =
r∑
l=i
cil ⊗ml.
The formulas for the comultiplication and the counit follow from the axioms
of comodules.
Theorem 3.3.6. Let (M, c) be a rigid braided vector space. The following
are equivalent:
1. c is right triangular.
2. Hred(c) is pointed with abelian coradical and G(Hred(c)) acts diago-
nally on M .
3. There is a pointed Hopf algebra H with abelian coradical having M as
a Yetter-Drinfeld module such that the induced braiding is c and G(H)
acts diagonally on M .
Proof. Of course (2) implies (3). Assume c is right triangular with re-
spect to the basis m1, . . . ,mr ordered by m1< . . . <mr. If we define Mi :=
k-span{mi, . . . ,mr}, then we have of course
c(Mi ⊗M) ⊂M ⊗Mi ∀1 ≤ i ≤ r.
Theorem 3.2.5 tells us that Hred(c) is pointed. We adopt the notation from
the proof of (4)⇒ (1) there. Then we obtain using the right triangularity of
c:
r∑
l=i
tilmj ⊗ml = c(mi ⊗mj) ∈ αijmj ⊗mi +M ⊗
r∑
l=i+1
kml.
This means tiimj = αijmj for all 1 ≤ i, j ≤ r. As the tii and their inverses
generate the coradical of Hred(c) as an algebra we get that G(Hred(c)) acts
diagonally on M .
We are left to show that the G(Hred(c)) is abelian. Let g, h ∈ G(Hred(c)),
thus g and h act diagonally on M . Then gh − hg acts as 0 on M , saying
k(gh − hg) is a coideal annihilating M . In the same way g−1h−1 − h−1g−1
annihilates M and thus k(gh − hg) annihilates M∗. As Hred(c) is M,M∗-
reduced, we get that gh = hg.
Now assume we are given a Hopf algebra as in (3). Let m1, . . . ,mr be the
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basis of M from Proposition 3.3.5 and also take the cij from there. Then we
have
c(mi ⊗mj) ∈ ciimj ⊗mi +M ⊗
∑
l>i
kml.
Now since cii ∈ G(H) we obtain ciimj ∈ kmj \ {0} and thus c is right
triangular.
3.4 Explicit constructions for Uq(g)-modules
Assume for this section that the characteristic of the base field k is zero and
that q ∈ k is not a root of unity. Let g be a complex finite-dimensional
semi-simple Lie algebra with root system (V,Φ), weight lattice Λ and Π a
basis of the root system. Furthermore fix a function f : Λ × Λ → k× that
satisfies Equation 1.1 in Example 1.3.7. For an integrable Uq(g)-module M
denote the braiding cfM,M by c
f .
We will explicitly construct a Hopf algebra U and a Yetter-Drinfeld module
structure over U on every integrable Uq(g)-module such that the Yetter-
Drinfeld braidings equal the cfM,N defined by the quasi-R-matrix and the
function f . This is an important tool for our treatment of Nichols algebras
of Uq(g)-modules in Chapter 4. Furthermore it allows us to calculate the
reduced FRT construction explicitly. A similar construction was mentioned
in [38] for highest weight modules.
Since Lusztig [27] we know that U≤0q (g) decomposes as a Radford biproduct
U≤0q (g) = B(V )#kΓ.
Here Γ ∼= ZΦ is written multiplicatively identifying µ ∈ ZΦ with Kµ ∈ Γ as
usual. B(V ) is the Nichols algebra of the vector space V := ⊕α∈ΠkFˆα with
braiding
c(Fˆα ⊗ Fˆβ) = q−(α,β)Fˆβ ⊗ Fˆα.
The usual generators Fα as in Jantzens book are given by Fˆα = KαFα.
The following easy lemma allows to define representations of the biproduct
algebra.
Lemma 3.4.1. Let H be a Hopf algebra with bijective antipode and R
a Hopf algebra in HHYD. Let A be any algebra. The following data are
equivalent:
• an algebra morphism ψ : R#H → A
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• algebra morphisms ρ : H → A and ϕ : R→ A such that:
∀h ∈ H, r ∈ R : ρ(h)ϕ(r) = ϕ(h
(1)
· r)ρ(h
(2)
),
where r resp. h run through a set of algebra generators of R resp. H.
In this case ψ = ∇A(ϕ#ρ) and ϕ = ψ|R#1, ρ = ψ|1#H.
Proof. The proof is straightforward and will be omitted.
Now the Hopf algebra U and the Yetter-Drinfeld module structure will be
constructed in 6 steps.
Step 1: Enlarge the Group.
As ZΦ ⊂ Λ are free abelian groups of the same rank |Π|, the quotient Λ/ZΦ
is a finite group. Choose a set X ⊂ Λ of representatives of the cosets of ZΦ.
Define
G := Γ×H,
where H denotes the free abelian group generated by the set X (written
multiplicatively). For every λ ∈ Λ there are unique elements αλ ∈ ZΦ and
xλ ∈ X such that
λ = αλ + xλ.
Define for any λ ∈ Λ
Lλ := (K
−1
αλ
, xλ) ∈ G.
Note that for µ ∈ ZΦ, λ ∈ Λ
Lλ−µ = LλKµ.
Step 2: Define U
Now define a kG-coaction on V by setting
δV (Fˆα) := Kα ⊗ Fˆα for all α ∈ Π.
Consider the action defined by
KαFˆβ := q
−(β,α)Fˆβ and LxFˆβ := q(β,x)Fˆβ
for all α, β ∈ Π, x ∈ X. Obviously this defines a GGYD structure on V
inducing the original braiding. The desired Hopf algebra is
U := B(V )#kG.
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Step 3: The action of U on Uq(g)-modules
Let M be an integrable Uq(g)-module. Define the action of G on m ∈Mλ by
Kαm := q
(λ,α)m and Lxm := f(λ, x)m
for α ∈ Π, x ∈ X. Furthermore consider the action of B(V ) ⊂ U≤0q (g) given
by the restriction of the action of Uq(g) on M . Using FˆαMλ ⊂ Mλ−α and
the properties of the map f it is easy to check that these two representations
satisfy the compatibility conditions from Lemma 3.4.1 and induce a repre-
sentation of U on M .
Step 4: The U-coaction on Uq(g)-modules
Let M be an integrable Uq(g)-module. The map
δ : M → U ⊗M, δ(m) =
∑
µ≥0
Θ−µLλ ⊗Θ+µm for m ∈Mλ
defines a coaction on M . Of course this map is counital. For m ∈ Mλ
calculate
(id⊗δ)δ(m) =
∑
ν≥0
Θ−ν Lλ ⊗ δ(Θ+νm)
=
∑
µ,ν≥0
Θ−ν Lλ ⊗Θ−µLλK−1ν ⊗Θ+µΘ+νm
=
∑
µ≥0
∆(Θ−µLλ)⊗Θ+µm.
In the last step we use the equality
∆(Θ−ρ )⊗Θ+ρ =
∑
ν,µ≥0
ν+µ=ρ
Θ−ν ⊗Θ−µK−1ν ⊗Θ+µΘ+ν
for ρ ≥ 0 taken from [15, 7.4], which holds in U≤0q (g) ⊗ U≤0q (g) ⊗ U+q (g) ⊂
U ⊗ U ⊗ U+q (g).
Step 5: This defines a UUYD structure on M
Let m ∈ Mλ. It suffices to check the compatibility condition for algebra
generators of U . Start with the Kα:
δ(Kαm) = q
(λ,α)δ(m)
=
∑
µ≥0
q−(µ,α)Θ−µLλ ⊗ q(λ+µ,α)Θ+µm
=
∑
µ≥0
KαΘ
−
µLλK
−1
α ⊗KαΘ+µm.
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Then the Lx for x ∈ X:
δ(Lxm) = f(λ, x)δ(m)
=
∑
µ≥0
q(µ,x)Θ−µLλ ⊗ f(λ+ µ, x)Θ+µm
=
∑
µ≥0
LxΘ
−
µLλL
−1
x ⊗ LxΘ+µm.
Finally consider the Fα = K
−1
α Fˆα, α ∈ Π.
δ(Fαm) =
∑
µ≥0
Θ−µLλ−α ⊗Θ+µFαm.
On the other hand (setting Θµ := 0 for µ 6≥ 0)
Fα(1)m(−1)S(Fα(3))⊗ Fα(2)m(−0) =
=
∑
µ≥0
FαΘ
−
µLλKα ⊗K−1α Θ+µm+
∑
µ≥0
Θ−µLλKα ⊗ FαΘ+µm
−
∑
µ≥0
Θ−µLλFαKα ⊗Θ+µm
=
∑
µ≥0
FαΘ
−
µ−αLλKα ⊗K−1α Θ+µ−αm+
∑
µ≥0
Θ−µLλKα ⊗ FαΘ+µm
−
∑
µ≥0
Θ−µ−αFαLλKα ⊗Θ+µ−αKαm,
using ∆(Fα) = Fα ⊗K−1α + 1 ⊗ Fα, S(Fα) = −FαKα and the commutation
relations for the Kα’s and Fα’s. Now use
Θ−µ ⊗ FαΘ+µ + FαΘ−µ−α ⊗K−1α Θ+µ−α −Θ−µ−αFα ⊗Θ+µ−αKα = Θ−µ ⊗Θ+µFα
for all µ ≥ 0 from [15, 7.1]. This yields
Fα(1)m(−1)S(Fα(3))⊗ Fα(2)m(−0) =
=
∑
µ≥0
Θ−µLλKα ⊗Θ+µFαm
=
∑
µ≥0
Θ−µLλ−α ⊗Θ+µFαm = δ(Fαm).
Step 6: The induced braiding is cf
Assume that M,N are integrable Uq(g)-modules. Let m ∈Mλ, n ∈ Nλ′ . The
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braiding induced by the Yetter-Drinfeld structure defined above is
cYD(m⊗ n) =
∑
µ≥0
Θ−µLλn⊗Θ+µm
= f(λ′, λ)
∑
µ≥0
Θ−µn⊗Θ+µm
= cfM,N(m⊗ n).
Remark 3.4.2. Since every Uq(g)-linear map between integrable Uq(g)-
modules is U -linear and colinear this defines a functor from the category
of integrable Uq(g)-modules to the category
U
UYD. Note that this functor
preserves the braiding but is in general not monoidal. This is because it
may happen that Lλ+λ′ 6= LλLλ′ . In fact if this functor were monoidal, then
cf would satisfy the hexagon identities on every triple of integrable Uq(g)-
modules. This is not true unless the function f is a Z-bilinear map from
Λ × Λ to k×. However, if f is indeed bilinear, there is an other extension
U ′ of U≤0q (g) and a monoidal functor from the category of integrable Uq(g)-
modules to U
′
U ′YD that preserves the braiding. In this case choose G ∼= Λ
identifying λ ∈ Λ with Kλ ∈ G, use Lλ := K−λ and redo the proof above.
Remark 3.4.3. Using similar methods one can find an extension U ′′ of
U≥0q (g) and a functor from the category of integrable Uq(g)-modules to
U ′′
U ′′YD
such that the induced braiding is (cf )−1. Again this functor cannot be chosen
monoidal unless f is bilinear.
Remark 3.4.4. Note that U has a similar root space decomposition as
U−q (g). The N-grading of U induced by this decomposition via the height
function coincides with the N-grading induced by the Nichols algebra B(V ).
Now let M be a simple integrable Uq(g)-module of highest weight λ and
define a grading on M by
M(n) :=
∑
µ≥0
htµ=n−1
Mλ−µ.
Then these gradings onM and U turn the Yetter-Drinfeld action and coaction
into graded maps. If M is an arbitrary integrable Uq(g)-module, then we can
define a similar grading by decomposing M into simple submodules. With
this braiding the structure maps are graded again. In particular, the braiding
is a graded map.
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The reduced FRT construction
Now we will determine Hred(c) for braidings induced by finite dimensional
Uq(g)-modules. Assume that k is an algebraically closed field of characteristic
zero. We will need the following proposition for Radford biproducts.
Proposition 3.4.5. Let ψ : A→ A′ be a morphism between Hopf algebras
A,A′ with bijective antipodes. Let H ⊂ A,H ′ ⊂ A′ be Hopf subalgebras
with Hopf algebra projections p, p′ such that the following diagram
A
ψ - A′
H
p
? ψ|H - H ′
p
?
′
commutes (and is well defined, i.e. ψ(H) ⊂ H ′). Let R := Aco p, R′ := A′ co p′
be the coinvariant subalgebras. Then ψ(R) ⊂ R′ and the diagram
A
ψ - A′
R#H
'
?
ψ|R#ψ|H
- R′#H ′
?
'
commutes, where the vertical isomorphisms are given by
A→ R#H, a 7→ a
(1)
SHp(a(2))#p(a(3))
and the corresponding map for A′.
Proof. The vertical isomorphisms are those from Radfords theorem on Hopf
algebras with a projection 1.4.12. The rest of the proposition is just a com-
putation.
Let M be a finite dimensional Uq(g)-module with braiding c = c
f . Define
P := {α ∈ Π|EαM 6= 0},
W := {λ ∈ Λ|Mλ 6= 0}.
86 Chapter 3. A characterization of triangular braidings
Let G˜ be the subgroup of G generated by the K±1λ , λ ∈ W . Denote by V˜ the
subspace of V generated by the Fˆα, α ∈ P ; this is again a Yetter-Drinfeld
module over G.
N := {g ∈ G˜|∀m ∈M : gm = m},
J := k-span{gn− g|g ∈ G, n ∈ N \ {1}}.
Theorem 3.4.6. The reduced FRT construction of (M, cf ) is given by
Hred(cf )'B(V˜ )#k(G˜/N).
Proof. First observe that the Yetter-Drinfeld module V˜ over G can be re-
stricted to a Yetter-Drinfeld module over G˜ because Kα ∈ G˜ for all α ∈ P :
For α ∈ P we find λ ∈ W,m ∈Mλ with 0 6= Eˆαm ∈Mλ+α. By the definition
of W and of the coaction on M it follows that Lλ, Lλ+α ∈ W ⊂ G˜. Hence
also Kα = L
−1
λ+αLλ ∈ G˜.
Next we show that N acts trivially on V . Let g ∈ N,α ∈ P ; then there is an
m ∈M with Fˆαm 6= 0 and there is an ρ ∈ k such that g · Fˆα = ρFˆα. Then
ρFˆαm = (g · Fˆα)m = gFˆαg−1m = Fˆαm
implies ρ = 1 and thus g · Fˆα = Fˆα. This means that V can be turned into a
Yetter-Drinfeld module over G˜/N using the canonical projection G˜→ G˜/N .
Now we can form H˜ := B(V˜ )#k(G˜/N). We have a canonical projection
H = B(V˜ )#kG˜→ H˜.
Now observe that the U -coaction on M can be restricted to a B(V˜ )#G-
coaction. This is possible because the Eα, α 6∈ P act on M as zero. As N
acts trivially on M by definition, we can turn M into a Yetter-Drinfeld mod-
ule over H˜ using the canonical projection. We obtain then a commutative
diagram of Hopf algebra projections
H(c)
ϕ -- H˜= B(V˜ )#k(G˜/N)
	 
 
 
 
 
ψ
Hred(c)
pi
??
where ϕ is given by the universal property of H(c) and pi is the canonical
projection. Both maps are compatible with action and coaction. To show
that we have a factorization ψ we show kerϕ ⊂ kerpi: Let x ∈ kerϕ. Then
xM = ϕ(x)M = 0, xM∗ = ϕ(x)M∗ = 0. This implies that pi(ker(ϕ)) is
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a coideal of Hred(c) that annihilates M and M?. Since Hred(c) is M,M?-
reduced we obtain pi(ker(ϕ)) = 0.
To see that ψ is injective we will first show that all occurring maps are
graded. In Remark 3.4.4 we saw that M has a N-grading such that the
structure maps of the Yetter-Drinfeld module structure over U are graded.
This grading turns the H˜ action and coaction into graded maps. Thus H(c)
and Hred(c) have Z-gradings such that the projection pi, the actions and the
coactions are graded (This can easily be seen in the construction of H(c)
given in [39]: Start with a homogenous basis m1, . . . ,mr of M and grade
H(c) by giving the generator Tij the degree deg(mi) − deg(mj)). Using the
compatibility condition between ϕ and the H(c) resp. H˜-coactions it is easy
to see that also ϕ is a graded map. Then by construction also the map ψ is
graded. It follows that Hred(c) is actually N-graded.
Now both H˜ and Hred(c) are graded Hopf algebras, hence admit Hopf algebra
projections onto the zeroth components. As ψ is a graded map we can apply
Proposition 3.4.5 to our situation. So to show that ψ is injective it suffices
to show that ψ|k(G˜/N) and ψ|B(V˜ ) are injective.
First show that ψ|k(G˜/N) is injective: Let x¯, y¯ ∈ G˜/N such that ψ(x¯) =
ψ(y¯). This means xm = ym for all m ∈ M and thus xy−1 ∈ N . Hence
x¯ = y¯, showing that ψ|G˜/N is injective. The claim follows by linear algebra.
On the other hand, let I be the kernel of ψ|B(V˜ ). As this is a graded
morphism of algebras and coalgebras, I is a coideal and an ideal generated
by homogeneous elements. By the characterization of Nichols algebras from
[5], I = 0 if I ∩ V˜ = 0 (i.e. I is generated by elements of degree ≥ 2).
So assume we have x ∈ I ∩ V˜ and write x = ∑
α∈P
rαFˆα for scalars rα ∈ k.
Then xM = 0, as I ⊂ kerψ. The weight-space grading of the module M
yields that for all α ∈ P
rαFˆαM = 0.
For α ∈ P we have EαM 6= 0 and hence also FˆαM 6= 0. This implies rα = 0
for all α ∈ P and thus x = 0.
Remark 3.4.7. The set P is a union of connected components of the Coxeter
graph of g.
In particular if g is simple, we have V˜ = V and thus Hred(c) is obtained from
U just by dividing out the ideal generated by the set
{g − h|g, h ∈ G, ∀m ∈M : gm = hm}.
In the general case we obtain that Hred(c) may be viewed as the “non-positive
part of a quantized enveloping algebra of gˆ” (where gˆ is the Lie subalgebra of
g generated by the Eα, Hα, Fα, α ∈ P ) in the sense that Hred(c) is a biproduct
of the negative part U−q (gˆ) with a finitely generated abelian group.
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Proof. The second part of the remark follows from the proof of the theorem
above. We show only that P is a union of connected components of the
Coxeter graph, i.e. if α ∈ P and β ∈ Π with (α, β) < 0 then also β ∈ P .
So assume we have α ∈ P, β ∈ Π such that (α, β) < 0. Thus we have
EαM 6= 0 and we will show EβM 6= 0. Let λ ∈ Λ,m ∈ Mλ with Eαm 6= 0.
If (λ, β) = 0 replace m by Eαm and λ by λ + α. Hence 0 6= m ∈ Mλ and
(λ, β) 6= 0. Let Uq(sl2)β be the subalgebra of Uq(g) generated by Eβ, Fβ, Kβ
and K−1β ; it is isomorphic to Uq(β,β)(sl2) as a Hopf algebra. Consider the
Uq(sl2)β submodule N of M generated by m. If Eβm 6= 0 we have β ∈ P and
the proof is done. So assume Eβm = 0, hence m is a highest weight vector
for the Uq(sl2)β-module N . As (λ, β) 6= 0, N is not one-dimensional. Thus
we have Eβ(Fβm) 6= 0, implying β ∈ P .
Remark 3.4.8. It is an open question if there is a combinatorial descrip-
tion of those triangular braidings for which the reduced FRT construction is
generated by group-like and skew-primitive elements.
Chapter 4
Nichols algebras of
Uq(g)-modules
One motivating example of triangular braidings are those braidings induced
by the quasi-R-matrix of a deformed enveloping algebra Uq(g). In particular
Andruskiewitsch [1] raised the question on the structure of the Nichols al-
gebras of these modules. Apart from cases when the braidings are of Hecke
type (see [38] and [5]) nothing seemed to be known in this area.
These algebras are by definition bialgebras of triangular type and we already
considered some special examples in Section 2.6 for the case that g = sl2.
Nevertheless for a general study of more complicated Lie algebras and higher-
dimensional modules the combinatorial method from Chapter 2 does not
seem to be suitable. In this chapter we present a second approach which is
motivated by the work of Rosso [38], but takes a different point of view. Rosso
uses the knowledge on Nichols algebras of Hecke type to obtain information
on the structure of the nonnegative parts of the deformed enveloping algebras;
we will obtain new results for the Nichols algebras by applying knowledge on
the deformed enveloping algebras. With this approach we get new results on
Nichols algebras also in cases when the braiding is not of Hecke type.
In Section 3.4 we have realized the braidings on Uq(g)-modules M as Yetter-
Drinfeld braidings over a Hopf algebra of the form U = B(V )#kG, where
V is a braided vector space with diagonal braiding and G is a free abelian
group. An important observation for our method is that the braided biprod-
uct B(M)#B(V ) is again a Nichols algebra of a braided vector space with
diagonal braiding. Our results on braided biproducts actually hold in a more
general setting where the base Hopf algebra is not necessarily an abelian
group algebra. In Sections 4.1, 4.2 and 4.3 we will present these general re-
sults. In Section 4.4 we determine those Uq(g)-modules that lead to Nichols
algebras of finite Gelfand-Kirillov dimension; Rosso considered only some
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special cases of the simple modules we list in Table 4.1. In Section 4.5 we
calculate the defining relations of the Nichols algebras of Uq(g)-modules, even
if the braiding is not necessarily of Hecke type.
When we deal with braided biproducts we will use different types of Sweedler
notation according to the following convention.
Notation 4.0.9. Assume that H is a Hopf algebra with bijective antipode,
R a Hopf algebra in HHYD such that R#H has bijective antipode and let Q be
a braided Hopf algebra in R#HR#HYD. In this chapter the following conventions
for Sweedler notation are used:
1. The Sweedler indices for the comultiplication in usual Hopf algebras
are lower indices with round brackets: ∆H(h) = h(1) ⊗ h(2) .
2. The Sweedler indices for the comultiplication in braided Hopf algebras
in HHYD are upper indices with round brackets: ∆R(r) = r(1) ⊗ r(2) .
3. The Sweedler indices for the comultiplication in braided Hopf algebras
in R#HR#HYD are upper indices with square brackets: ∆Q(x) = x
[1] ⊗ x[2] .
4. For H-coactions we use lower Sweedler indices with round brackets:
δH(v) = v(−1) ⊗ v(0) .
5. For R#H-coactions we use lower Sweedler indices with square brackets:
δR#H(m) = m[−1] ⊗m[0] .
4.1 Braided biproducts
In this section a braided version of Radfords biproduct construction is intro-
duced. This is done for arbitrary braided categories in [6]. Here an ad-hoc
approach for the category HHYD is presented, that leads very quickly to the
necessary results. Let H be a Hopf algebra with bijective antipode and R a
Hopf algebra in HHYD such that R#H has bijective antipode. Moreover let
Q be a Hopf algebra in R#HR#HYD. Consider the projection of Hopf algebras
ε⊗ ε⊗H : Q#(R#H)→ H.
Proposition 4.1.1. The space of (right) coinvariants with respect to the
projection ε⊗ ε⊗ idH is Q⊗R⊗ 1.
Proof. One inclusion is trivial. So assume there is a coinvariant
T =
r∑
i=1
xi#ri#hi ∈ (Q#(R#H))co ε⊗ε⊗H .
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The xi ⊗ ri can be chosen linearly independent. Using the formulas for the
comultiplication of the Radford biproduct one obtains
T ⊗ 1H = (idQ⊗ idR⊗ idH ⊗ε⊗ ε⊗ idH)∆(T ) =
r∑
i=1
xi ⊗ ri ⊗ hi(1) ⊗ hi(2) .
This implies hi = ε(hi)1 for all 1 ≤ i ≤ r and thus T ∈ Q#R#1.
Definition 4.1.2. Q ⊗ R inherits the structure of a Hopf algebra in HHYD
from the coinvariants. This object is called the braided biproduct of Q and
R and is denoted by Q#R.
Q is a subalgebra of Q#R (via the inclusion x 7→ x#1) and R is a braided
Hopf subalgebra of Q#R.
Note that Q ∈ HHYD via the inclusion H → R#H and the projection
piH : R#H → H, r#h 7→ ε(r)h.
However Q is in general not a braided Hopf algebra in HHYD.
By construction of Q#R it is obvious that
Q#(R#H)'(Q#R)#H, x#(r#h) 7→ (x#r)#h.
Structure maps
The following list contains formulas for the structure maps of Q#R. The
proofs are left to the reader. For all x, x′ ∈ Q, r, r′ ∈ R, h ∈ H:
(x#r)(x′#r′) = x
[
(r
(1)
#r
(2)
(−1)) · x′
]
#r
(2)
(0)
r′,
∆Q#R(x#r) = x
[1]
#θR(x
[2]
[−2])
[
piH(x
[2]
[−1]) · r
(1)
]
⊗ x[2]
[0]
#r
(2)
,
δH(x#r) = piH(x[−1])r(−1) ⊗ x[0]#r(0) ,
h · (x#r) =
(
(1#h
(1)
) · x
)
#h
(2)
· r.
Here θR = idR⊗εH : R#H → R and piH = εR ⊗ idH : R#H → H are the
maps from Subsection 1.4.2. Note that the action and coaction correspond
to the tensor product of Yetter-Drinfeld modules over H.
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The braided adjoint action
For any Hopf algebra R in HHYD the braided adjoint action is defined by
adc : R→ End(R), adc(r)(r′) := r(1)
(
r
(2)
(−1) · r′
)
SR
(
r
(2)
(0)
)
.
In the usual Radford biproduct R#H the following rules are valid:
ad(1#h)(1#h′) = 1#ad(h)(h′),
ad(1#h)(r#1) = (h · r)#1,
ad(r#1)(r′#1) = adc(r)(r′)#1
for all r, r′ ∈ R, h, h′ ∈ H.
In the braided biproduct Q#R the corresponding rules
adc(1#r)(1#r
′) = 1#adc(r)(r′),
adc(1#r)(x#1) = ((r#1) · x) #1,
adc(x#1)(x
′#1) = adc(x)(x′)#1
hold for all x, x′ ∈ Q, r, r′ ∈ R. Note that in the last equation on the right
side the R#HR#HYD structure on Q is used to define adc.
4.2 Graded Yetter-Drinfeld modules
For this section assume that A = ⊕n≥0A(n) is a graded Hopf algebra with
bijective antipode. Then H := A(0) is a Hopf algebra with bijective antipode.
In this section the notion of a graded Yetter-Drinfeld modules over A is
defined. This class of Yetter-Drinfeld modules is the natural context for the
extension Theorem 4.3.1.
Definition 4.2.1. M is called a graded Yetter-Drinfeld module (over A) if
M ∈ AAYD and it has a grading M = ⊕n≥1M(n) as a vector space such
that the action and the coaction are graded maps with respect to the usual
grading on tensor products
(A⊗M)(n) =
∑
i+j=n
A(i)⊗M(j).
The subspace MH := {m ∈M |δ(m) ∈ H ⊗M} is called the space of highest
weight vectors of M .
M is said to be of highest weight if it is a graded Yetter-Drinfeld module,
MH = M(1) and M is generated by MH as an A-module.
4.2. Graded Yetter-Drinfeld modules 93
Lemma 4.2.2. Let M ∈ AAYD be of highest weight. The space of highest
weight vectors MH of M is a Yetter-Drinfeld module over H with action and
coaction given by the restrictions of the structure maps on M .
Proof. MH is an H submodule by the Yetter-Drinfeld condition. To see that
MH is a H-comodule fix a basis (hi)i∈I of H. There are scalars (αijl)i,j,l∈I
such that for all i ∈ I
∆(hi) =
∑
j,l∈I
αijlhj ⊗ hl.
Furthermore let m ∈ MH . Now there are elements (mi)i∈I of M (almost all
equal to zero) such that
δ(m) =
∑
i∈I
hi ⊗mi.
It suffices to show that mj ∈MH for all j ∈ I. We have∑
j∈I
hj ⊗ δ(mj) = (H ⊗ δ)δ(m) = (∆⊗M)δ(m) =
∑
i,j,l∈I
αijlhj ⊗ hl ⊗mi
and thus for all j ∈ I
δ(mj) =
∑
i,l∈I
αijlhl ⊗mi ∈ H ⊗M,
showing mj ∈MH for all j ∈ I.
Example 4.2.3. Assume that char k = 0 and that q ∈ k is not a root of
unity. Let U be the extension of U≤0q (g) defined in Section 3.4. By Remark
3.4.4 the Yetter-Drinfeld module structure defined in Section 3.4 makes M
a graded Yetter-Drinfeld module over U . It is easy to see that it is a graded
Yetter-Drinfeld module of highest weight. Moreover the space of highest
weight vectors is exactly the space spanned by the vectors that are of highest
weight in the usual sense.
The next step is to extend the grading from graded Yetter-Drinfeld modules
to their Nichols algebras. In general the coradical grading of the Nichols
algebra does not turn the action and coaction into graded maps.
Proposition 4.2.4. Let M ∈ AAYD be a graded Yetter-Drinfeld module.
Then there is a grading
B(M) =
⊕
n≥0
B(M)[n],
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turning B(M) into a graded Yetter-Drinfeld module over A and into a graded
braided Hopf algebra such that
B(M)[0] = k1 and B(M)[1] = M(1).
Proof. Grade the tensor algebra T (M) by giving M(n) the degree n. Then
the action and the coaction are graded and so is the braiding. Thus the
quantum symmetrizer maps are graded maps. As the kernel of the projec-
tion T (M) → B(M) is just the direct sum of the kernels of the quantum
symmetrizers [40], it is a graded Hopf ideal. So the quotient B(M) admits
the desired (induced) grading.
4.3 Braided biproducts of Nichols algebras
In this section the results of the preceding sections are specialized to a braided
biproduct of two Nichols algebras. The next theorem is a generalization of
[38, Proposition 2.2] from abelian group algebras to arbitrary Hopf algebras
H with bijective antipode. This result allows to reduce the study of Nichols
algebras of graded Yetter-Drinfeld modules over B(V )#H to the study of
Yetter-Drinfeld modules over H.
Theorem 4.3.1. Assume that H is a Hopf algebra with bijective antipode,
V ∈ HHYD and set A := B(V )#H as a graded Hopf algebra with grading
A(n) := B(V )(n)#H. Furthermore let M ∈ AAYD be a graded Yetter-
Drinfeld module. If M is of highest weight then there is an isomorphism
of graded braided Hopf algebras in HHYD
φ : B(M)#B(V )→ B(MH ⊕ V )
such that for all m ∈ MH , v ∈ V we have φ(m#1) = m and φ(1#v) = v.
Here the left side is graded by the tensor product grading and the grading
for B(M) is taken from Proposition 4.2.4.
Proof. B := B(M)#B(V ) is graded as a braided Hopf algebra: All the struc-
ture maps of B are obtained from the structure maps of H, V,B(V ),M and
B(M). As all these maps are graded (giving V the degree 1 and H the degree
0) this part is done.
Next check that B[1] = P (B). As B is graded as a coalgebra and B[0] = k1
it is clear that B[1] ⊂ P (B). To show the other inclusion identify B with the
coinvariant subalgebra in B(M)#(B(V )#H). By construction of the grading
B[1] = MH#1#1⊕ 1#V#1.
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For a primitive element t =
∑r
i=0 xi#ui#1 ∈ P (B), the coproduct of t is
given by
∆(t) =
r∑
i=0
xi
[1]
#xi
[2]
[−2]
(
ui
(1)
#1
)
ιSpi
(
xi
[2]
[−1]
)
⊗ xi[2] [0]#ui
(2)
#1,
where pi denotes the Hopf algebra projection from A = B(V )#H onto H and
ι is the inclusion of H into B(V )#H.
The xi can be chosen linearly independent and such that ε(xi) 6= 0 if and
only if i = 0. Applying the map idB(M) # idB(V )⊗ idH ⊗ε# idB(V )⊗ idH to
the equality 1⊗ t+ t⊗ 1 = ∆(t) yields
u0 ∈ P (B(V )) = V and ∀1 ≤ i ≤ r : ui ∈ k1.
This means t = x#1#1 + 1#u#1 for x ∈ B(M), u ∈ V . In particular
x#1#1 ∈ P (B). Now calculate
∆(x#1#1) = x
[1]
#x
[2]
[−2]ιSpi
(
x
[2]
[−1]
)
⊗ x[2]
[0]
#1#1.
Consider the equality x#1#1⊗1#1#1+1#1#1⊗x#1#1 = ∆(x#1#1) and
apply first the map idB(M)⊗ε⊗ε⊗idB(M)⊗ε⊗ε. This yields x ∈ P (B(M)) =
M . Then apply the map ε⊗ idB(V )⊗ idH ⊗ idB(M)⊗ε⊗ ε. This yields
x
[−2]ιSpi
(
x
[−1]
)
⊗ x
[0]
= 1⊗ x,
implying that δ(x) = ιpi(x
[−1])⊗ x[0] ∈ H ⊗M and thus x ∈MH .
It remains to show that B is actually generated by B[1]. Of course B is gen-
erated by B(M)#1#1 and 1#B(V )#1. So it suffices to show that M#1#1
is contained in the subalgebra generated by MH#1#1 and 1#V#1. As M
is of highest weight it is generated as a B(V )#H-module by MH . Using that
MH is an H-module this means
M = (B(V )#H) ·MH = ((B(V )#1)(1#H)) ·MH
= (B(V )#1) ·MH = adc(B(V ))(MH)#1.
Thus within B, M is generated by MH under the braided adjoint action of
B(V ). All together MH and V generate B.
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4.4 The Gelfand-Kirillov dimension of Nichols
algebras of finite-dimensional Uq(g)-modules
If q is not a root of unity we do not expect that the Nichols algebras of inte-
grable Uq(g)-modules are finite-dimensional. If we want to consider the size
of the Nichols algebras, the Gelfand-Kirillov dimension is the right invariant.
We will first collect some basic statements.
Definition 4.4.1. [22] Let A = ⊕n≥0A(n) be a graded algebra which is
generated by A(1). For all n ∈ N define d(n) := dim⊕0≤i≤nA(i). The
Gelfand-Kirillov dimension of A is
GK-dimA = inf{ρ ∈ R|d(n) ≤ nρ for almost all n ∈ N}.
Remark 4.4.2. Let A be as in the definition.
1. The Gelfand-Kirillov dimension of A does not depend on the grading
of A. Furthermore it can be defined in a similar way for arbitrary
algebras.
2. Assume there are polynomials p, p˜ ∈ R[X] of degree r such that for
almost all n ∈ N we have
p(n) ≤ d(n) ≤ p˜(n).
Then the Gelfand-Kirillov dimension of A is r.
3. Assume that A has a PBW basis (S,≤, h) with finite set S made up of
homogenous elements and h(s) = ∞ for all s ∈ S. Then the Gelfand-
Kirillov dimension of A is the cardinality of S.
4. Assume that A has a PBW basis (S,≤, h) with infinite set S made
up of homogenous elements and h(s) = ∞ for all s ∈ S. Then the
Gelfand-Kirillov dimension of A is infinite.
Proof. For part one our reference is [22, Chapter 1 and 2]. Part 2: First let
ρ > r. Then p˜(n)
nρ
tends to zero for growing n. Thus we have d(n) ≤ p˜(n) ≤ nρ
for almost all n ∈ N and GK-dimA ≤ ρ. This implies GK-dimA ≤ r. On
the other hand let ρ < r. Then p(n)
nρ
tends to infinity for large n. Thus we
have d(n) ≥ p(n) > nρ for almost all n ∈ N. This implies GK-dimA ≥ r.
For part 3 assume that we have a PBW basis as in the second part of the
remark. Denote the elements of S by s1, . . . , sr with s1 < . . . < sr and let di
be the degree of si for all 1 ≤ i ≤ r. Obviously the elements of the form
se11 . . . s
er
r
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with e1, . . . , er ∈ N0 and
∑r
i=1 eidi ≤ n form a basis of ⊕ni=1A(i). So by 2) it
suffices to find polynomials p, q ∈ R[X] of degree r such that for almost all
n ∈ N
p(n) ≤
∣∣∣∣∣
{
(e1, . . . , er) ∈ Nr0|
r∑
i=1
eidi ≤ n
}∣∣∣∣∣ ≤ q(n).
This follows by an easy geometric argument. The proof of part 4 is similar
to that of part 2.
Assume that char k = 0 and that q ∈ k is not a root of unity. For this section
let M be a finite-dimensional integrable Uq(g)-module with braiding c
f as in
Example 1.3.7. Moreover assume that the root system of g is normalized as
in Subsection 1.2.3. Recall that λ ∈ Λ is called a highest weight of M if there
exists a 0 6= m ∈Mλ such that for all α ∈ Π : Eαm = 0. The first result will
be a criterion to decide whether B(M) has finite Gelfand-Kirillov dimension
or not.
From now on we will restrict to braidings of a special form. This restriction
is necessary due to missing information on Nichols algebras of diagonal type.
Definition 4.4.3. The braiding cf is of exponential type with function ϕ if
the map f : Λ× Λ→ k× is of the form
f(λ, µ) = v−dϕ(λ,µ)
for some v ∈ k, d ∈ 2Z such that vd = q and for a map ϕ : Λ×Λ→ 2
d
Z with
the property that for λ, λ′ ∈ Λ, ν ∈ ZΦ
ϕ(λ+ ν, λ′) = ϕ(λ, λ′) + (ν, λ′) and ϕ(λ, λ′ + ν) = ϕ(λ, λ′) + (λ, ν).
cf is of strong exponential type if it is of exponential type with a function ϕ
such that for every highest weight λ of M with ϕ(λ, λ) ≤ 0 we have
ϕ(λ, λ) = 0
and for every other highest weight λ′ of M
ϕ(λ, λ′) + ϕ(λ′, λ) = 0.
As shown in Example 4.2.3 the module M is a graded Yetter-Drinfeld module
of highest weight over U (the grading on U = B(V )#kG is the one induced
by the Nichols algebra). Assume that M = ⊕1≤i≤rMi is the decomposition
of the Uq(g)-module M into irreducible submodules. For all 1 ≤ i ≤ r choose
a highest weight vector mi ∈ Mi and denote by λi ∈ Λ the weight of mi.
98 Chapter 4. Nichols algebras of Uq(g)-modules
Then the space MkG ⊕ V has basis {m1, . . . ,mr} ∪ {Fˆα|α ∈ Π}. If cf is of
exponential type, the braiding on MkG ⊕ V is given by
c(Fˆα ⊗ Fˆβ) = v−d(β,α)Fˆβ ⊗ Fˆα,
c(Fˆα ⊗mj) = vd(λj ,α)mj ⊗ Fˆα,
c(mi ⊗ Fˆβ) = vd(β,λi)Fˆβ ⊗mi and
c(mi ⊗mj) = f(λj, λi)mj ⊗mi = v−dϕ(λi,λj)mj ⊗mi.
Let P := Π∪˙{1, . . . , r}. If cf is of strong exponential type there is always a
matrix (bij)i,j∈P ∈ QP×P such that the following conditions are satisfied:
∀α, β ∈ Π : 2(α, β) = (α, α)bαβ (1)
∀α ∈ Π, 1 ≤ i ≤ r : 2(α, λi) = −(α, α)bαi (2)
∀α ∈ Π, 1 ≤ i ≤ r : 2(α, λi) = −ϕ(λi, λi)biα (3)
∀1 ≤ i, j ≤ r : ϕ(λi, λj) + ϕ(λj, λi) = ϕ(λi, λi)bij (4)
∀1 ≤ i ≤ r, i 6= j ∈ P, α ∈ Π : ϕ(λi, λi) = 0⇒ bii = 2, bij = 0, biα = 0 (5)
The matrix (bij)i,j∈P will be called the extended Cartan matrix of M .
Theorem 4.4.4. Let k be an algebraically closed field of characteristic zero,
q ∈ k not a root of unity. Assume that the braiding cf on the finite-
dimensional integrable Uq(g)-module M is of exponential type with a sym-
metric function ϕ (i.e. ϕ(λ, λ′) = ϕ(λ′, λ) for all λ, λ′ ∈ Λ).
Then the Nichols algebra B(M, cf ) has finite Gelfand-Kirillov dimension if
and only if cf is of strong exponential type (with function ϕ) and the ex-
tended Cartan matrix (bij) is a Cartan matrix of finite type.
Proof. Denote the basis of MkG⊕V by xi, i ∈ P where xα := Fˆα and xi := mi
for α ∈ Π and 1 ≤ i ≤ r. The braiding of MkG ⊕ V is of the form
c(xi ⊗ xj) = qijxj ⊗ xi ∀i, j ∈ P,
where the qij can be read off the formulas given above:
qαβ = v
−d(β,α), qαi = vd(α,λi), qiα = vd(α,i) and qij = v−dϕ(λi,λj)
for all α, β ∈ Π and 1 ≤ i, j ≤ r.
The if-part: By the definition of (bij) for all i, j ∈ P
qijqji = qii
bij .
For all α ∈ Π and for all 1 ≤ i ≤ r with ϕ(λi, λi) 6= 0 define
dα :=
d(α, α)
2
and di :=
dϕ(λi, λi)
2
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and for 1 ≤ i ≤ r with ϕ(λi, λi) = 0 define di := 1. These (di) are positive
integers satisfying
dibij = djbji ∀i, j ∈ P.
Because ϕ is symmetric one gets for all i, j ∈ P
qij = v
−dibij .
This means that the braiding on MkG ⊕ V is of Frobenius-Lusztig type with
generalized Cartan matrix (bij). As (bij) is a finite Cartan matrix, B(MkG⊕
V ) has finite Gelfand-Kirillov dimension by [4, Theorem 2.10.]. Thus the
subalgebra B(M) has finite Gelfand-Kirillov dimension [22, Lemma 3.1.].
The only-if-part: By 2.2.4 B(M) has a PBW basis and because the Gelfand-
Kirillov dimension is finite the set of PBW generators SM must be finite.
Similarly B(V ) has a PBW basis and because it has finite Gelfand-Kirillov
dimension (see [4, Theorem 2.10.]) its set of PBW generators SV is also
finite. So the finite set
S := {s#1|s ∈ SM}∪˙{1#s′|s′ ∈ SV }
forms a set of PBW generators for B(M)#B(V ) ∼= B(MkG⊕V ). This implies
that B(MkG⊕V ) has finite Gelfand-Kirillov dimension. Now [38, Lemma 14
and 20] allows us to find integers cij ≤ 0, i, j ∈ P such that
qijqji = q
cij
ii ∀i, j ∈ P.
Using the definition of the qij one obtains that the cij must satisfy the equa-
tions (1) − (4) from the definition of (bij) with bij, i, j ∈ P replaced by
cij, i, j ∈ P . Because of relations (3) and (4), ϕ must satisfy the condi-
tion from the definition of strong exponential braidings. Furthermore one
may assume cii = 2 for all i ∈ P and cij = 0 for all 1 ≤ i ≤ r with
ϕ(λi, λi) = 0, i 6= j ∈ P . This means that bij = cij for all i, j ∈ P . Now
observe that bij is a generalized Cartan matrix. Exactly as in the “only-if”
part of the proof the braiding in MkG ⊕ V is of Frobenius-Lusztig type with
generalized Cartan matrix (bij). By [4, Theorem 2.10.] (bij) is a finite Cartan
matrix because B(MkG ⊕ V ) has finite Gelfand-Kirillov dimension.
Explicit calculations for simple Uq(g)-modules
Now the results above are used to determine for each finite-dimensional sim-
ple complex Lie algebra g all pairs (λ, ϕ) such that the Nichols algebra of the
Uq(g)-module of highest weight λ together with the braiding defined by the
function ϕ has finite Gelfand-Kirillov dimension. First observe that (as only
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modules of highest weight are considered) one may assume that the function
ϕ is of the form
ϕ(µ, ν) = (µ, ν) + x for µ, ν ∈ Λ
for some x ∈ Q. This is true because the braiding cf depends only on the
values ϕ(λ′, λ′′) for those weights λ′, λ′′ ∈ Λ such that Mλ′ 6= 0,Mλ′′ 6= 0.
They are all in the same coset of ZΦ in Λ. Thus one can choose
x := ϕ(λ, λ)− (λ, λ)
for any weight λ ∈ Λ with Mλ 6= 0.
Theorem 4.4.5. Assume that k is an algebraically closed field of character-
istic zero and that q ∈ k is not a root of unity. Let g be a finite-dimensional
simple complex Lie algebra with weight lattice Λ. Fix a Uq(g)-module M
of highest weight λ ∈ Λ and a value x ∈ Q. Let d′ be the least common
multiple of the denominator of x and the determinant of the Cartan matrix
of g. Let d := 2d′ and fix v ∈ k with vd = q. Define a function
f : Λ× Λ→ k×, (λ, λ′) 7→ vd((λ,λ′)+x).
Then the Nichols algebra B(M, cfM,M) has finite Gelfand-Kirillov dimension
if and only if the tuple g, λ, x occurs in Table 4.1.
Note that the braiding cfM,M may depend on the choice of v, but the Gelfand-
Kirillov dimension of B(M, cfM,M) does not.
In Table 4.1 also the type of the extended Cartan matrix (bij) and the value
ϕ(λ, λ) are given. The weight λα always denotes the fundamental weight
dual to the root α. The numbering of the roots is as in [13] and in Table 1.1.
Proof. Assume that the tuple g, λ, x leads to a Nichols algebra of finite
Gelfand-Kirillov dimension and let (aαβ)α,β∈Π be the Cartan matrix for g.
Define for all α ∈ Π the integer dα := (α,α)2 . By Theorem 4.4.4 the extended
Cartan matrix (bij)i,j∈P is a finite Cartan matrix. Furthermore P = Π∪˙{λ}
and bαβ = aαβ for α, β ∈ Π. First assume that (bij) is not a connected Cartan
matrix. As (aij) is a connected Cartan matrix observe
bλα = 0 = bαλ ∀α ∈ Π.
By the definition of (bij) this implies λ = 0. This is the first line in the table.
Now assume that (bij) is a connected finite Cartan matrix and thus its Cox-
eter graph contains no cycles. As (aαβ) is also a connected finite Cartan
matrix there is a unique root α ∈ Π such that
bαλ, bλα < 0 and for all β ∈ Π \ {α} : bβλ = 0 = bλβ.
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Type of g λ x Type of (bij) ϕ(λ, λ) D
any 0 any D ∪ A0 any no relations
An, n ≥ 1 λα1 or λαn n+2n+1 An+1 2 2
An, n ≥ 1 λα1 or λαn 1n+1 Bn+1 1 2
An, n ≥ 1 2λα1 or 2λαn 4n+1 Cn+1 (resp. B2) 4 3
An, n ≥ 3 λαn−1 or λα2 4n+1 Dn+1 2 2
A1 λα1
1
6
G2
3
2
4
A1 3λα1
3
2
G2 6 2
A5 λα3
1
2
E6 2 2
A6 λα3 or λα4
2
7
E7 2 2
A7 λα3 or λα5
1
8
E8 2 2
Bn, n ≥ 2 λα1 2 Bn+1 4 2
B2 λα2 1 C3 2 2
B3 λα3 1 F4 2 2
Cn, n ≥ 3 λα1 1 Cn+1 2 2
C3 λα3 1 F4 4 2
Dn, n ≥ 5 λα1 1 Dn+1 2 2
D4 λα1 , λα3 or λα4 1 D5 2 2
D5 λα4 or λα5
3
4
E6 2 2
D6 λα5 or λα6
1
2
E7 2 2
D7 λα6 or λα7
1
4
E8 2 2
E6 λα1 or λα6
2
3
E7 2 2
E7 λα7
1
2
E8 2 2
Table 4.1: Highest weights with Nichols algebras of finite Gelfand-Kirillov
dimension; D is the degree of the relations calculated with Theorem 4.5.5
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This implies that
l := (α, λ) > 0 and for all β ∈ Π \ {α} : (β, λ) = 0.
Observe, using the definition of (bij) and ϕ, that
l = −bαλ(α, α)
2
= −bαλdα,
ϕ(λ, λ) =
bαλ
bλα
(α, α) = 2
bαλ
bλα
dα, and
x = ϕ(λ, λ)− (λ, λ).
Furthermore we conclude λ = −bαλλα, where λα is the weight dual to the
root α, i.e.
(λα, β) = δβ,αdα.
In a case-by-case analysis we will now consider all finite connected Car-
tan matrices (aαβ)α,β∈Π and all possible finite connected Cartan matrices
(bij)i,j∈Π∪˙{λ} having (aαβ) as a submatrix. In each case we compute the
values for l, ϕ(λ, λ) and x and decide if there is a tuple g, λ, x leading to
the matrix (bij). For every case also the Dynkin diagram of (bij) with la-
beled vertices is given. The vertices 1, . . . , n correspond to the simple roots
α1, . . . , αn ∈ Π, the vertex ? corresponds to λ ∈ P .
Note that to calculate x we must calculate the values (λα, λα) for some α ∈ Π.
To do this we use Table 1 from [13, 11.4] and the explicit construction of the
root systems there. However in the case of the root system Bn we have to
multiply the scalar product by 2 to obtain the normalization described in
Subsection 1.2.3.
An → An+1, n ≥ 1:
1• 2•· · · · · ·n−1• n• ?• or ?• 1• 2•· · · · · ·n−1• n•
We have either α = αn or α = α1. In any case dα = 1, bαλ = bλα = −1 and
ϕ(λ, λ) = 2, λ = λα, (λ, λ) =
n
n+ 1
, x =
n+ 2
n+ 1
.
So λ = λα1 or λ = λαn together with x =
n+2
n+1
extend the matrix of An to
An+1.
An → Bn+1, n ≥ 1:
1• 2•· · · · · ·n−1• n• ==⇒ ?• or ?• ⇐== 1• 2•· · · · · ·n−1• n•
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Here either α = α1 or α = αn. In any case dα = 1, bαλ = −1, bλα = −2 and
ϕ(λ, λ) = 1, λ = λα, (λ, λ) =
n
n+ 1
, x =
1
n+ 1
.
So λ = λα1 or λ = λαn together with x =
1
n+1
extend the matrix of An to
Bn+1.
An → Cn+1, n ≥ 1:
1• 2•· · · · · ·n−1• n• ⇐== ?• or ?• ==⇒ 1• 2•· · · · · ·n−1• n•
Either α = α1 or α = αn. In any case dα = 1, bαλ = −2, bλα = −1 and
ϕ(λ, λ) = 4, λ = 2λα, (λ, λ) =
4n
n+ 1
, x =
4
n+ 1
.
So λ = 2λα1 or λ = 2λαn together with x =
4
n+1
extend the matrix of An to
Cn+1 (resp. B2).
An → Dn+1, n ≥ 3:
1• 2•· · · · · ·n−1• n• or 1• 2•· · · · · ·n−1• n•
• •
? ?
Here either α = α2 or α = αn−1. In any case dα = 1, bαλ = bλα = −1 and
ϕ(λ, λ) = 2, λ = λα, (λ, λ) =
2(n− 1)
n+ 1
, x =
4
n+ 1
.
So λ = λα2 or λ = λαn−1 together with x =
4
n+1
extend the matrix of An to
Dn+1.
A1 → G2:
1• ≡≡V ?• or 1•W≡≡ ?•
In any case α = α1 and dα = 1. The left diagram means bαλ = −1, bλα = −3
and
ϕ(λ, λ) =
2
3
, λ = −λα1 , (λ, λ) =
1
2
, x =
1
6
.
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The right diagram means bαλ = −3, bλα = −1 and
ϕ(λ, λ) = 6, λ = 3λα1 , (λ, λ) =
9
2
, x =
3
2
.
So λ = λα1 , x =
1
6
or λ = 3λα1 , x =
3
2
extend the matrix of A1 to G2.
A5 → E6:
1• 2• 3• 4• 5•
•
?
Here α = α3 and dα = 1, bαλ = bλα = −1. This implies
ϕ(λ, λ) = 2, λ = λα3 , (λ, λ) =
3
2
, x =
1
2
.
A6 → E7:
1• 2• 3• 4• 5• 6• or 1• 2• 3• 4• 5• 6•
• •
? ?
α = α3 or α = α4. Furthermore dα = 1, bαλ = bλα = −1. This implies
ϕ(λ, λ) = 2, λ = λα, (λ, λ) =
12
7
, x =
2
7
.
A7 → E8:
1• 2• 3• 4• 5• 6• 7• or 1• 2• 3• 4• 5• 6• 7•
• •
? ?
α = α3 or α = α5. Furthermore dα = 1, bαλ = bλα = −1. This implies
ϕ(λ, λ) = 2, λ = λα, (λ, λ) =
15
8
, x =
1
8
.
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Bn → Bn+1, n ≥ 2:
?• 1• 2•· · · · · ·n−1• ==⇒ n•
We have α = α1, dα = 2, bαλ = bλα = −1 and this means
ϕ(λ, λ) = 4, λ = λα, (λ, λ) = 2, x = 2.
B2 → C3:
1• ==⇒ 2• ?•
In this case α = α2 and dα = 1, bαλ = bλα = −1. This means
ϕ(λ, λ) = 2, λ = λα, (λ, λ) = 1, x = 1.
B3 → F4:
1• 2• ==⇒ 3• ?•
Here α = α3 and dα = 1, bαλ = bλα = −1. This means
ϕ(λ, λ) = 2, λ = λα, (λ, λ) = 1, x = 1.
All the other cases follow the same idea and are omitted.
It remains to show that the data from the table lead to Nichols algebras of
finite Gelfand-Kirillov dimension. It is clear that the braiding is of strong
exponential type in every case. Moreover in each line the extended Cartan
matrix (bij) is of finite type and thus the Nichols algebra has finite Gelfand-
Kirillov dimension by Theorem 4.4.4.
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4.5 Results on relations
In the preceding Section 4.4 we found out under which conditions the Nichols
algebra of a Uq(g)-module has finite Gelfand-Kirillov dimension. One of the
next natural problems on these abstractly defined algebras is a representation
by generators and relations. In this section we calculate U≤0q (g)-module
generators for the space of relations. Again we consider a more abstract
setting first.
Let H be a Hopf algebra with bijective antipode, V ∈ HHYD, A := B(V )#H
and M a graded Yetter-Drinfeld module over A of highest weight. Further-
more Tc(M) resp. Tc(MH⊕V ) denote the tensor algebras of M resp. MH⊕V
viewed as braided Hopf algebras in the corresponding Yetter-Drinfeld cate-
gories AAYD resp. HHYD. The following diagram of H-linear maps describes
the situation of this section.
Tc(M)
⊂ -ﬀﬀ
Tc(M)#ε
Tc(M)#B(V ) ﬀﬀp Tc(MH ⊕ V )
B(M)
pi
??
⊂ -ﬀﬀ
B(M)#ε
B(M)#B(V )
pi#B(V )
?? '- B(MH ⊕ V )
q
??
The maps p and q are the unique algebra morphisms (and braided bialgebra
morphisms) that restrict to the identity on MH ⊕V . All maps but Tc(M)#ε
and B(M)#ε are algebra morphisms. The following proposition is the central
tool of this section.
Proposition 4.5.1. Assume the situation described above. Fix a subset
X ⊂ Tc(MH ⊕ V ) such that H ·X generates ker q as an ideal. Furthermore
write the elements of p(X) in the form
p(x) =
∑
i
mxi #v
x
i ∈ Tc(M)#B(V )
with mxi ∈ Tc(M), vxi ∈ B(V ). Consider the space
Xˆ :=
{∑
i
mxi ((v
x
i #1) ·m)|x ∈ X,m ∈ Tc(M)
}
⊂ Tc(M).
Then A · Xˆ generates kerpi as an ideal.
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Proof. Let I := ker q. Obviously
ker(pi#B(V )) = p(I),
and it is easy to check that this implies
kerpi = (Tc(M)#ε)p(I).
As H ·X generates I as an ideal, H · p(X) generates p(I) as an ideal. Now
Tc(M)#ε is in general not an algebra morphism, so it is not easy to find ideal
generators for kerpi. The elements of the form
(m′#v)(h · p(x))(m#v′) =
= h
(2)
·
[(
S−1(h
(1)
) · (m′#v)
)
p(x)
(
S(h
(3)
) · (m#v′)
)]
(m,m′ ∈ Tc(M), v, v′ ∈ B(V ), x ∈ X, h ∈ H) generate p(I) as a vector space.
Thus p(I) is generated as H-module by elements of the form
(m′#v)p(x)(m#v′) =
=
∑
i
m′
(
(v
(1)
#v
(2)
(−1)) ·
(
mxi
(
(vxi
(1)
#vxi
(2)
(−1)) ·m
)))
#v
(2)
(0)
vxi
(2)
(0)
v′
(m,m′ ∈ M, v, v′ ∈ B(V ), x ∈ X). Now apply the H-linear map Tc(M)#ε
and obtain H-module generators of kerpi of the form∑
i
m′ ((v#1) · (mxi ((vxi #1) ·m)))
(m,m′ ∈ Tc(M), v ∈ B(V ), x ∈ X). Using that Tc(M) is an H-module
algebra conclude that elements of the form
m′
(
(v#h) ·
(∑
i
mxi ((v
x
i #1) ·m)
))
(m,m′ ∈ Tc(M), v ∈ B(V ), h ∈ H, x ∈ X) generate ker pi as vector space.
This means that A · Xˆ generates ker pi as (left) ideal in Tc(M).
Remark 4.5.2. Assume that for all x ∈ X there is mx ∈ Tc(M) such that
p(x) = mx#1.
Then Xˆ is the right ideal generated by the set {mx|x ∈ X}. It is easy to
check that in this case the B(V )#H-module generated by the mx, x ∈ X
generates kerpi as an ideal.
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The quantum group case
The description of the generators of the ideal kerpi obtained in the preceding
theorem is not very explicit as the set Xˆ may be very large. Nevertheless it
is sufficient for the case treated in Section 4.4 because then we are actually
in the situation of Remark 4.5.2.
In this section we work over an algebraically closed field k of characteristic
zero and assume that q ∈ k is not a root of unity. Let M be a finite-
dimensional integrable Uq(g)-module with braiding c
f of strong exponential
type with function ϕ; moreover assume that the extended Cartan matrix is
a generalized Cartan matrix. Let U = B(V )#kG be the extension defined
in 3.4. We require that the ideal ker q is generated by the quantum Serre
relations
∀α, β ∈ Π, α 6= β : rαβ = adc(Fˆα)1−bαβ(Fˆβ),
∀α ∈ Π, 1 ≤ i ≤ r : riα = adc(mi)1−biα(Fˆα),
∀α ∈ Π, 1 ≤ i ≤ r : rαi = adc(Fˆα)1−bαi(mi),
∀1 ≤ i 6= j ≤ r : rij = adc(mi)1−bij(mj).
Remark 4.5.3. Note that if ϕ is symmetric and (bij) is a symmetrizeable
generalized Cartan matrix, then the braiding on MkG ⊕ V is of Frobenius-
Lusztig type by the proof of Theorem 4.4.4. In this case [4, Theorem 2.9]
ensures that ker q is generated by the quantum Serre relations.
In order to apply Proposition 4.5.1 calculate the images of rαβ, riα, rαi, rij
under p. First observe
p(rαβ) = adc(p(Fˆα))
1−bαβ(p(Fˆβ)) = adc(1#Fˆα)1−bαβ(1#Fˆβ) =
= 1#
(
adc(Fˆα)
1−bαβ(Fˆβ)
)
= 0
because this is a relation in B(V ). For riα use the explicit form of the quantum
Serre relations from [3, Equation A.8]:
adc(x)
n(y) =
n∑
s=0
(−1)s
(n
s
)
γ
γ
s(s−1)
2 ηsxn−syxs,
if c(x⊗y) = ηy⊗x and c(x⊗x) = γx⊗x. Define the coefficients qxy, x, y ∈ P
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as in the proof of Theorem 4.4.4. Then
p(riα) = p
(
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iαm
1−biα−s
i Fˆαm
s
i
)
=
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iα(m
1−biα−s
i #1)(1#Fˆα)(m
s
i#1)
=
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iα
(
m1−biα−si (Kα ·msi )#Fˆα
)
+
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iα
(
m1−biα−si (Fˆα ·msi )#1
)
The first summand is zero. This can be seen using
qiαqαi = q
biα
ii
and [3, Equation A.5]:
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iα
(
m1−biα−si (Kα ·msi )#Fˆα
)
=
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iαq
s
αi
(
m1−biαi #Fˆα
)
=
(
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s+1)
2
ii q
−s(1−biα)
ii
)(
m1−biαi #Fˆα
)
= 0.
Thus the image of riα is
p(riα) =
(
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iαm
1−biα−s
i (Fˆα ·msi )
)
#1.
rαi is mapped to
p(rαi) = adc(p(Fˆα))
1−bαi(p(mi)) = adc(1#Fˆα)
1+
2(α,λi)
(α,α) (mi#1) =
=
(
Fˆ
1+
2(α,λi)
(α,α)
α ·mi
)
#1 = 0
because the braided adjoint action of B(V ) on M (in Tc(M)#B(V )) is the
same as the module action (denoted by ·) of B(V ) ⊂ Uq(g) on M . By [15,
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5.4.] the last equality holds. This leaves rij to be considered.
p(rij) = p
(
adc(mi)
1−bij(mj)
)
= adc (p(mi))
1−bij (p(mj))
= adc(mi#1)
1−bij(mj#1) = adc(mi)1−bij(mj)#1
Remark 4.5.4. A short calculation results in the following representation
of the relation coming from riα for 1 ≤ i ≤ r, α ∈ Π:
Riα :=
−biα∑
t=0
[
1−biα∑
s=t+1
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
sbiα
ii
]
q−tαim
−biα−t
i (Fα ·mi)mti.
The relations coming from the rij, 1 ≤ i, j ≤ r are
Rij := adc(mi)
1−bij(mj)
It follows from Proposition 4.5.1 that the B(V )#kG submodule of Tc(M)
generated by the elements
{Riα|1 ≤ i ≤ r, α ∈ Π} ∪ {Rij|1 ≤ i 6= j ≤ r}
generates the kernel of the canonical map
pi : Tc(M)→ B(M)
as an ideal.
Theorem 4.5.5. Let M be a finite-dimensional integrable Uq(g)-module
and fix a braiding cf of strong exponential type with symmetric function ϕ.
Assume that the extended Cartan matrix (bij)i,j∈P is a generalized Cartan
matrix. Consider the grading on B(M) such that the elements of M have
degree 1. Then B(M) is generated by M with homogeneous relations of the
degrees
2− bij for 1 ≤ i 6= j ≤ r and
1− biα for 1 ≤ i ≤ r, α ∈ Π such that biα 6= 0.
The last column of Table 4.1 was calculated using this theorem.
Proof. Exactly as in the proof of Theorem 4.4.4 we see that (bij)i,j∈P is a
symmetric generalized Cartan matrix. By Remark 4.5.3 the Nichols algebra
of MkG ⊕ V is given by the quantum Serre relations.
Realize the module M as a Yetter-Drinfeld module over B(V )#kG as in
Section 3.4. The B(V )#kG-module generated by the elements Riα, Rij with
1 ≤ i 6= j ≤ r, α ∈ Π generates the kerpi as an ideal. Riα has degree 1− biα,
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Rij has degree 2 − bij (with respect to the grading of Tc(M) giving M the
degree 1). As the homogeneous components of Tc(M) are B(V )#kG-modules
all defining relations can be found in the degrees
1− biα and 2− bij.
Observe that p(riα) is zero if biα = 0: The summand for s = 0 is zero anyway
because ε(Fˆα) = 0. The summand for s = 1 is a scalar multiple of Fˆα ·mi.
If biα = 0 then also bαi = 0 and thus by [15, 5.4.] Fˆα ·mi = 0.
112 Chapter 4. Nichols algebras of Uq(g)-modules
Bibliography
[1] N. Andruskiewitsch. Some Remarks on Nichols Algebras. preprint at
arXiv:math.QA/0301064, 2003.
[2] N. Andruskiewitsch and M. Gran˜a. Braided Hopf algebras over non-
abelian Groups. Bol. Acad. Ciencieas (Cordoba), 63:45–78, 1999.
[3] N. Andruskiewitsch and H.-J. Schneider. Finite quantum Groups and
Cartan Matrices. Adv. Math., 154:1–45, 2000.
[4] N. Andruskiewitsch and H.-J. Schneider. A Characterization of quantum
Groups. 2002. preprint at arXiv:math.QA/0201095.
[5] N. Andruskiewitsch and H.-J. Schneider. Pointed Hopf Algebras. In
New directions in Hopf algebras, volume 43 of MSRI Publications, pages
1–68. Cambridge University Press, 2002.
[6] Yu. N. Bespalov. Crossed Modules and Quantum Groups in Braided
Categories. Applied Categorical structures, 5:155–204, 1997.
[7] V.G. Drinfel’d. Hopf algebras and the quantum Yang-Baxter equation.
Dokl. Akad. Nauk SSSR, 283:5:1060–1064, 1985.
[8] V.G. Drinfel’d. Quantum groups. In Proc. Int. Cong. Math. (Berkeley
1986), pages 798–820. Amer. Math. Soc., Providence, RI, 1987.
[9] L.D. Faddeev, N.Yu. Reshetikhin, and L.A. Takhtadzhyan. Quantization
of Lie groups and Lie algebras. Algebra i Analiz, 1(1):178–206, 1989.
English translation in: Leningrad Math. J. 1(1990), no. 1, 193–225.
[10] D. Flores de Chela and J.A. Green. Quantum symmetric algebras. Al-
gebr. Represent. Theor., 4:55–76, 2001.
[11] T. Hawkins. Wilhelm Killing and the structure of Lie algebras. Archive
for history of exact sciences, 26:127–192, 1982.
114 Bibliography
[12] H. Hopf. U¨ber die Topologie der Gruppen-Mannigfaltigkeiten und ihrer
Verallgemeinerungen. Ann. of Math., 42, 1941.
[13] J.E. Humphreys. Reflection Groups and Coxeter Groups, volume 29
of Cambridge studies in advanced mathematics. Cambridge University
Press, 1994.
[14] N. Jacobson. Lie Algebras. Dover Publications, Inc., New York, 1979.
[15] J.C. Jantzen. Lectures on quantum Groups, volume 6 of Graduate Stud-
ies in Mathematics. Am. Math. Soc., 1995.
[16] M. Jimbo. A q-differences analogue of U(g) and the Yang-Baxter equa-
tion. Lett. Math. Phys., 10:63–69, 1985.
[17] A. Joyal and R. Street. Braided tensor categories. Adv. Math.,
102(1):20–78, 1993.
[18] V. Kac. Infinite-dimensional Lie algebras. Cambridge University Press,
Third edition, 1995.
[19] Ch. Kassel. Quantum Groups. Number 155 in Graduate texts in math-
ematics. Springer-Verlag, 1995.
[20] V.K. Kharchenko. A quantum Analog of the Poincare´-Birkhoff-Witt
Theorem. Algebra and Logic, Vol. 38(4):259–276, 1999.
[21] V.K. Kharchenko. A combinatorical Approach to the Quantification of
Lie Algebras. Pacific J. Math., 203(1):191–233, 2002.
[22] G.R. Krause and T.H. Lenagan. Growth of algebras and the Gelfand-
Kirillov dimension. Number 116 in Research notes in Mathematics.
Pitman Advanced Publishing Program, 1985.
[23] P.P. Kulish and N.Yu.Reshetikhin. Quantum linear problem for sine-
Gordon equation and higher representations. Zap. Nauchn. Sem.
Leningrad. Otdel. Mat. Inst. Steklov. (LOMI), 101:101–110, 1981. En-
glish translation in J. Soviet Math. 23 (1983) 2435-2441.
[24] P. Lalonde and A. Ram. Standard Lyndon bases of Lie algebras and
enveloping algebras. Trans. Amer. Math. Soc., 347(5):1821–1830, 1995.
[25] B. Leclerc. Dual canonical Bases, quantum Shuﬄes and q-Characters.
preprint at arXiv:math.QA/0209133v1, to appear in Math. Zeitschrift,
2002.
Bibliography 115
[26] M. Lothaire. Combinatorics on Words, volume 17 of Encyclopedia of
Mathematics and its Applications. Addison-Wesley, 1983.
[27] G. Lusztig. Introduction to quantum groups. Number 110 in Progress in
Mathematics. Birkha¨user, 1993.
[28] V. V. Lyubashenko. Hopf algebras and vector-symmetries (Russian).
Uspekhi. Mat. Nauk., 41(5(251)):185–186, 1986. English translation in:
Russian Math. Surveys 41(1986), no. 5, 153-154.
[29] S. Majid. Crossed products by braided groups and bosonization. J.
Algebra, 163:165–190, 1994.
[30] S. Montgomery. Hopf Algebras and Their Actions on Rings, volume 83
of Conference Board of the Mathematical Sciences. American Mathe-
matical Society, 1993.
[31] W. Nichols. Bialgebras of type one. Commun. Alg., 6:322–347, 1978.
[32] H. Poincare´. Oeuvres de Henri Poincare´, III. Gauthier-Villars, 1934–
1965. Paris.
[33] D.E. Radford. Solutions to the quantum Yang-Baxter-Equation arising
from pointed bialgebras. Trans. Amer. Math. Soc., 343(1):455–477, May
1994.
[34] Radford, D.E. Hopf algebras with projection. J. Algebra, 92:322–347,
1985.
[35] C. Reutenauer. Free Lie Algebras, volume 7 of London Mathematical
Society Monographs, New Series. Clarendon Press, London, 1993.
[36] C.M. Ringel. PBW-bases of quantum groups. J. reine angewandte Math-
ematik, 470:51–88, 1996.
[37] M. Rosso. An analogue of the PBW theorem and the universal R-matrix
for Uhsl(N + 1). Comm. Math. Phys., 124(2):307–318, 1989.
[38] M. Rosso. Quantum Groups and quantum Shuﬄes. Inventiones Math.,
133:399–416, 1998.
[39] P. Schauenburg. On Coquasitriangular Hopf Algebras and the Quantum
Yang-Baxter Equation. Algebra Berichte, 67, 1992. Verlag Reinhard
Fischer, Munich. ISBN 3-88927-101-4.
116 Bibliography
[40] P. Schauenburg. A Characterization of the Borel-like Subalgebras of
quantum enveloping Algebras. Comm. in Algebra, 24:2811–2823, 1996.
[41] J.P. Serre. Lie algebras and Lie groups. W.A. Benjamin Inc., New York,
1965.
[42] A.I. Shirshov. On free Lie rings. Mathem. Sbornic, 87(2):113–122, 1958.
[43] M.E. Sweedler. Hopf Algebras. W.A. Benjamin, New York, 1969.
[44] M. Takeuchi. Survey of braided Hopf Algebras. In New trends in Hopf
Algebra Theory, number 267 in Contemporary Mathematics, pages 301–
323, 1999.
[45] S. Ufer. PBW bases for a class of braided Hopf algebras. preprint at
arXiv: math.QA/0311504, 2003.
[46] S. Ufer. Nichols algebras of Uq(g) modules. preprint at arXiv:
math.QA/0403282, 2004.
[47] V.A. Ufnarovski. Combinatorial and asymptotic Methods in Algebra.
In Kostrikin and Shafarevich, editors, Algebra VI, number 57 in Ency-
clopaedia of Mathematical Sciences. Springer, 1994.
[48] H. Yamane. A Poincare´-Birkhoff-Witt theorem for quantized universal
enveloping algebras of type AN . Publ. Res. Inst. math. Sci., 25:503–520,
1989.
Summary 117
Summary
This thesis deals with the structure of braided Hopf algebras of triangular
type. Braided Hopf algebras arise naturally in the structure theory of usual
Hopf algebras. A braided Hopf algebra is of triangular type, if it is gener-
ated by a finite-dimensional braided subspace of primitive elements and if
moreover the braiding on this subspace is triangular. Nichols algebras of
Uq(g)-modules are important examples.
One of the main results of this thesis is Theorem 2.2.4, which shows the
existence of bases of Poincare´-Birkhoff-Witt (PBW) type for braided Hopf
algebras of triangular type. The PBW-basis is described by Lyndon words
in the generators of the algebra. The combinatorial proof basically follows a
paper of Kharchenko, where he proves a PBW-result for so-called character
Hopf algebras, but our situation requires new methods and ideas.
As one application of our PBW-theorem we prove a PBW-result for Hopf
algebras which are generated by an abelian group and a finite-dimensional
G-subspace of skew-primitive elements. This generalizes the original result of
Kharchenko in the sense that the action of the group on the skew-primitive
elements is not necessarily given by a character.
As a second application we use the PBW-theorem to determine the structure
of Nichols algebras of low-dimensional Uq(sl2)-modules, where the braiding
is given by the quasi-R-matrix.
The second main result in Chapter 3 of this thesis gives a characterization
of triangular braidings. Originally these braidings are defined by a certain
combinatorial property. We show that triangular braidings are exactly those
braidings coming from Yetter-Drinfeld modules over pointed Hopf algebras
with abelian coradical which are completely reducible as modules over the
coradical. Braidings induced by the quasi-R-matrix on Uq(g)-modules are
triangular. We show how they arise in this context.
Answering a question of Andruskiewitsch [1], we investigate the structure of
Nichols algebras of Uq(g)-modules in Chapter 4 of this thesis. We describe a
method that allows to reduce the study of these Nichols algebras to the study
of Nichols algebras with diagonal braiding. We apply this method to decide
when the Gelfand-Kirillov dimension of these algebras is finite and to describe
their defining relations. We give a complete list of all simple Uq(g)-modules (g
a finite-dimensional simple complex Lie algebra), that have Nichols algebras
with finite Gelfand-Kirillov dimension.
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Zusammenfassung
Diese Dissertation bescha¨ftigt sich mit der Struktur verzopfter Hopfalgebren
vom triangula¨ren Typ. Verzopfte Hopfalgebren treten in natu¨rlicher Weise in
der Strukturtheorie u¨blicher Hopfalgebren auf. Eine verzopfte Hopfalgebra
ist vom triangula¨ren Typ, falls sie von einem endlichdimensionalen verzopften
Unterraum primitiver Elemente erzeugt wird und die Verzopfung auf diesem
Unterraum triangula¨r ist. Wichtige Beispiele sind Nicholsalgebren von R-
Matrix-Verzopfungen auf Uq(g)-Moduln.
Eines der Hauptresultate dieser Arbeit ist Theorem 2.2.4, das die Existenz
einer Basis vom Poincare´-Birkhoff-Witt (PBW) Typ fu¨r verzopfte Hopfalge-
bren vom triangula¨ren Typ zeigt. Die PBW-Basis wird durch Lyndonwo¨rter
in den Erzeugenden der Algebra beschrieben. Der kombinatorische Beweis
orientiert sich an einer Arbeit Kharchenkos, in der ein PBW-Resultat fu¨r so-
genannte Charakterhopfalgebren bewiesen wird. Allerdings erfordert unsere
Situation einige neue Methoden und Ideen.
Als eine Anwendung des PBW-Satzes beweisen wir ein PBW-Resultat fu¨r
Hopfalgebren, die von einer abelschen Gruppe G und einem endlichdimen-
sionalen G-Unterraum von schiefprimitiven Elementen erzeugt werden. Dies
verallgemeinert das Resultat Kharchenkos in dem Sinne, dass die Wirkung
der Gruppe auf den schiefprimitiven Elementen nicht mehr durch einen Cha-
rakter der Gruppe gegeben sein muss.
Als eine zweite Anwendung benutzen wir den PBW-Satz, um die Struktur der
Nicholsalgebren niedrigdimensionaler Uq(sl2)-Moduln zu bestimmen, wobei
die Verzopfung durch die quasi-R-Matrix gegeben ist.
Als zweites Hauptergebnis wird in Kapitel 3 eine Charakterisierung trian-
gula¨rer Verzopfungen gegeben. Diese sind urspru¨nglich durch eine kombina-
torische Bedingung definiert. Hier zeigen wir, dass triangula¨re Verzopfungen
genau diejenigen Verzopfungen sind, die von Yetter-Drinfeld-Moduln u¨ber
punktierten Hopfalgebren mit abelschem Koradikal induziert werden, welche
als Moduln u¨ber dem Koradikal halbeinfach sind. Verzopfungen, die durch
die quasi-R-Matrix auf Uq(g)-Moduln induziert werden, sind triangula¨r. Wir
zeigen, wie sie in dieses Bild passen.
Im Kapitel 4 der Arbeit geht es, motiviert durch eine Frage von Andruskie-
witsch [1], um die Struktur der Nicholsalgebren von Uq(g)-Moduln. Wir
beschreiben eine Methode, mit der man die Untersuchung dieser Nichol-
salgebren auf die Theorie von Nicholsalgebren mit diagonaler Verzopfung
zuru¨ckfu¨hren kann. Wir wenden diese Methode an, um ein Kriterium fu¨r die
Endlichkeit der Gelfand-Kirillov-Dimension dieser Algebren zu beweisen und
um ihre definierenden Relationen zu beschreiben. Wir geben eine vollsta¨ndige
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Liste aller einfachen Uq(g)-Moduln (g eine endlichdimensionale einfache kom-
plexe Liealgebra) an, deren Nicholsalgebren endliche Gelfand-Kirillov-Di-
mension haben.
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