The binding of a small ligand to a protein depends on a delicate balance between protein-ligand, protein-water, and ligand-water interactions, as well as another balance between energetic and entropic contributions to the binding. An accurate estimation of the binding free energy therefore requires accurate descriptions of these interactions, but also a thorough account of the distribution of structures dictated by these interactions. The latter is typically achieved through molecular dynamics (MD) or Monte Carlo simulations, which generate ensembles of molecular configurations representative for the system of interest.
Owing to error cancellation between the various interactions, it has turned out to be easier to compute the difference in binding free energy between two ligands binding to the same protein, than to compute the absolute binding free energy for a given system [1] . For the practical aspect of predicting binding free energies of unknown systems, for example in the pharmaceutical industry, such relative free energies are also the most relevant ones [ 2] , as one is most often interested in finding a set of drug candidates for a given protein target and only rarely in comparing different targets with each other.
One of the most rigorous methods for computing relative binding free energies at the molecular mechanics (MM) level is alchemical perturbation (AP). This method typically involves the sampling of configurations along an alchemical transformation of one ligand into the other while bound to the protein and free in solution, and the subsequent evaluation of the free-energy differences through exponential averaging [3] , thermodynamic integration [4] , or the Bennett acceptance ratio (BAR) method [5] , of which the latter usually shows the best convergence properties [6] .
The reliability of the AP approach typically depends on how similar the two ligands are, but also on their size [7] . Clearly, if the ligands are very different, one may expect that they have different binding modes, e.g. differences in ligand orientation, ligand conformation, receptor structure, or presence of water molecules in the binding site, and thus adequate sampling of both states becomes problematic [2] . However, in other cases, the two ligands can be very similar, but the alchemical approach still fails to reproduce the experimental difference in binding free energy [ 8, 9, 10] . In such cases, the MM force field may not be accurate enough to describe the interactions [11] . Indeed, a recent study of the sensitivity on force field parameters found differences in binding free energies of several kcal/mol when the parameters were varied in a realistic range [12] .
There are several ways to improve the force field used in binding free energy estimations, e.g. performing a more careful parametrization of the ligand [ 13] or employing a force field that explicitly includes electronic polarization [14, 15] . The most general approach, however, is to use quantum-mechanical (QM) calculations, as these are able to treat all systems in an unbiased manner and can be systematically improved [16] . Unfortunately, a level of theory that would guarantee high accuracy, such as coupled cluster with singles, doubles and perturbative triples (CCSD(T)), is very computationally expensive and usually beyond reach for protein-ligand systems, although such calculations based on fragmentation are emerging [17, 18] . Even second-order Møller-Plesset (MP2) calculations are relatively rare [19, 20] .
On the other hand, several protein-ligand calculations with density functional theory (DFT) have been published, either using a QM-cluster approach [21] , a combined QM and MM approach (QM/MM) [22] , or a fractionation approach [23] . In the QM/MM calculations, the QM system has sometimes constituted only the ligand, so that the protein-ligand interactions are modelled by MM, whereas some studies also include a part of the protein in the QM system to describe the interactions at the DFT level. In the latter case, it is essential that a dispersion-corrected DFT variant and a sufficiently large basis set are used [24, 25, 26] .
Only a few of the previous QM studies of ligand binding have employed an AP approach [ 27, 28] , despite that this is the gold standard in binding free-energy calculations at the MM level. Most other studies used either geometries from docking [29] , QM/MM-optimised geometries [24, 25] , average structures from molecular dynamics [30] , or a limited ensemble of structures from molecular dynamics [31, 32] . In our experience, the approximations introduced by not using an AP approach are so severe that they typically hide the gain of switching from MM to QM [16, 32, 33, 34, 35] .
The direct application of QM in alchemical AP calculations would require extensive sampling at the QM level, which is not feasible for a large system. One way to get around this problem is to perform the sampling at a more approximate reference level (typically MM) and then include the free energy of changing the model from the reference to QM (or QM/MM) [36, 37, 38, 39] . In principle, the corrections need to be evaluated only at the endpoints of the transformation, thus leading to methods like QM/FEP [40, 41] , ABC-FEP [42] , QTCP [43] , paradynamics [44] , and related methods [45] . These methods have mainly been used to calculate solvation free energies [46] or reaction free energies in enzymes, but also binding free energies [45] . A reasonably good overlap between the phase space of the reference and QM potentials is required to obtain convergent results. This can be achieved by improving the reference potential [47, 48, 49] , choosing the most compatible reference potential [50] or by introducing intermediate states [44] . Another, related method, uses a Metropolis-Hastings algorithm to enable sampling at the QM level but employs a reference potential to reduce the number of QM energy evaluations [51] . With this approach, statistical errors of ~1 kJ/mol on binding free energies could be achieved, because the small QM system permitted 20,000 QM evaluations per λ value [52] .
Another way of approaching this problem, which will be investigated in the current paper, is to use the free-energy expressions (e.g. BAR) directly, but to evaluate the interaction energies by QM instead of MM. This is similar in spirit to some methods used for enzyme reactions [ 53, 54] , but also including sampling of the QM system at the MM level. Although this is not rigorously correct, because it assumes that the ensembles generated by MM are identical to those that would be generated by QM, one may expect that the major effects of using QM will be captured.
Recently, a method was proposed that enables the rigorous computation of free energies based on ensembles generated with a biased potential [55] . The method, denoted non-Boltzmann Bennett acceptance ratio (NBB), uses the knowledge of the bias at each snapshot to reweight the freeenergy contributions so that the free energy for the unbiased potential is obtained. Applied to the current problem, the bias is the difference between the MM energy and the QM energy for the same geometry, and the result of the NBB calculation is the desired free energy at the QM level. This type of reweighting has previously been shown to give improved results over the endpoint approach in the calculation of hydration free energies [56, 57] , but the results for binding free energies have been inconclusive [58] .
The requirement to use a reasonably accurate QM method restricts the system size that can be treated by QM to a few hundred atoms. One therefore expects the results to depend on how the rest of the system is treated. Most previous QM/MM studies have modelled the surroundings (protein or water) as point charges interacting with the QM charge density of the inner system, whereas the van der Waals interactions have been modelled by a pure MM potential [59] . However, test calculations have pointed out that there may be a dependence on the model choice that extends to large distances [19] and that therefore a more accurate account of the electrostatics is advantageous. One such model, which we denote polarizable multipole interaction (PMI), uses atomic multipoles and polarizabilities to describe the surrounding protein, whereas a standard MM potential is retained for the van der Waals interactions, whose model dependence has a shorter range [19] . This method has previously been applied together with a fragmented QM method, the PMISP approach [19, 60] and similar methods have been developed by other authors [61, 62, 63] .
In this study, we perform a large set of QM calculations, supplemented by a PMI model of the surroundings, on a series of ensembles generated by AP. We compare various approaches to use the calculated energies to compute binding free energies. In particular, we investigate the stability of the endpoint and NBB approaches, as well as various approximations that use the QM energies in a more efficient way so that convergent results can be obtained. Moreover, we discuss how to take the surroundings into account in an accurate manner. As a test case, we study the binding of two synthetic disaccharide ligands to galectin-3 with a relative binding free energy of 10 kJ/mol [64] .
Methods

Free energy methods
To compute the relative binding free energy ΔΔG of two ligands, L and L', we apply the thermodynamic cycle in Figure 1 , which leads to
where ΔG bound and ΔG free are the free energies of transforming L to L' when they are bound to the protein or free in solution, respectively. The rest of this section deals with the computation of ΔG bound . Exactly the same methods can then be applied to compute ΔG free .
At the MM level, ΔG bound is computed using the Bennett acceptance ratio (BAR) method [5] . In this method, a finite number of λ values are selected between 0 and 1, and for each λ, an MD simulation is run with the potential
where V 0 is the potential with L and V 1 is the potential with L ' (due to the soft-core potentials [65, 66] , V 0 and V 1 also depend on λ, as detailed in the Supporting information). Thus, the scaling factor λ transforms the potential from that of L (λ = 0) to that of L' (λ = 1). For each neighbouring pair of λ values, A and B, the free energy difference between the two states can be written as
where
is the Fermi function, k is the Boltzmann constant, T is the temperature, and C is a constant. An iterative procedure is then applied, in which one looks for a value of C that makes the first term on the right-hand side of Eq. 3 vanish. Finally, the total Δ G bound is obtained by summing over all λ intervals.
At the QM level, a straightforward application of BAR can normally not be done, as it would require MD simulations with the QM potential, which is computationally too demanding. We use two types of methods to get around this problem and still retain the rigorousness. The first type, illustrated in Figure 2a , is an endpoint approach, previously applied in methods such as QM/FEP, QTCP, and paradynamics [40] [41] [42] [43] [44] [45] . Here, a thermodynamic cycle is used to obtain
is the free energy of the whole transformation at the MM level, obtained by the standard BAR approach for the various subintervals, and the remaining terms are correction terms for going from the MM potential to the QM potential. Note that these have to be evaluated only at the endpoints of the transformation, i.e. for each of the ligands in its own ensemble. Each correction term is either rigorously evaluated using exponential averaging: (5) or approximated by a plain average (corresponding to the limit of infinite temperature):
To reduce the statistical noise, we also tested the additional approximation to compute these corrections over the same ensemble of configurations:
where λ denotes the particular λ value with which the ensemble was generated.
The second type of method to calculate a QM free energy is illustrated in Figure 2b . In this approach, the QM free energy is obtained for each subinterval A→B of the transformation, using the same iterative approach as in BAR. However, the ensemble available for computing the QM energies has been obtained with an MM-based potential; it is as if the ensemble has been obtained in a biased simulation, with the bias corresponding to the difference between the approximate (MM) and true (QM) potentials. This situation can be resolved by the non-Boltzmann Bennett acceptance ratio (NBB) method [55] . In this method, when taking the bias into account, the BAR expression has to be modified into
is computed as a linear combination of QM energies for the two ligands, according to Eq. 2. Thus, this method requires QM and MM evaluations of each of the ligands at each of the snapshots from each of the simulations with different λ values. Some recent studies have employed an indirect version of the NBB method [56, 57] , in which the MM energy function is used as the true potential for all intermediate λ values (as illustrated by the dashed line in Fig. 2b and explained in detail in the Supporting information). In principle, the two versions should give the same result, because the free energy is independent of the transformation path. However, they might have different convergence properties, so we tested both versions in this study. If there are more than two intermediate λ values, the indirect version requires fewer QM calculations [56, 57] .
Owing to the difficulty of obtaining statistically converged results with the NBB method, we also tested to neglect the fact that the ensembles were biased, i.e. to set V A bias =V B bias =0 in Eq. 8, thus recovering the BAR expression but with QM energies instead of MM energies. This method will simply be denoted BAR in the following. The BAR and NBB calculations were performed with a modified version of the PYMBAR script [67] . The statistical uncertainties were estimated using bootstrapping (sampling with replacement; 100 times) or, for plain averages, as the standard deviation divided by the square root of the sample size.
System
We studied the relative binding free energy of the two ligands shown in Figure 3 to the carbohydrate-recognition domain of galectin-3 (gal3). The ligands will be denoted 3 and 4 to be consistent with the original publication [64] . The crystal structure of the complex gal3-3 was used as the starting structure for the calculations. The structure of gal3-4 was obtained by replacing the methoxy group by a fluorine atom. The preparation of the protein has been detailed previously [68] . All Asp and Glu residues were negatively charged, and all Lys and Arg residues were positively charged. The histidine at the binding site (H158) was protonated on the ND1 atom, and the other three histidine residues were protonated on the NE2 atom, in accordance with previous studies and NMR measurements [69] . The protein was described with the Amber99SB force field [70] , whereas the ligands were described with the general Amber force field [ 71] with charges obtained by the restrained electrostatic potential (RESP) method [72] . The protein-ligand complexes or the free ligands were solvated in a pre-equilibrated truncated octahedral box of TIP3P water molecules [ 73] extending at least 10 Å from the solute.
For the QM calculations, we define a subsystem S 1 , which includes the ligand and all protein atoms or water molecules within 6 Å of it. This system is shown in Figure 4 for the bound state and it contains 748 or 744 atoms depending on the ligand. For the free state it includes only the ligand and water molecules (527 or 523 atoms in total). The selection of protein atoms was identical for all snapshots and was based on the last snapshot of the simulation at λ = 0.01 for the larger ligand 3. We verified that none of the protein atoms outside S 1 ever came closer than 5 Å to the ligand; more details on the movements are given in the Supporting information (Fig. S1 ). The selection was based on the bond topology of the system and did not necessarily include full residues; instead, a minimal system was selected, containing all atoms within 6 Å as well as atoms needed to avoid cutting through polar or double bonds (thus giving chemically reasonable groups such as full aromatic rings, CH 3 NHCOCH 3 back-bone groups, etc.; cf. Figure 4 ). Dangling bonds were capped by hydrogen atoms at standard distances. In the MM calculations of S 1 , the charges on the atoms close to the truncation were not modified, as earlier investigations have shown a negligible impact of such corrections on relative interaction energies, provided that the truncations are sufficiently far from the transformed atoms [74] .
For the PMI calculations, we also define a bigger subsystem S 2 that consists of the ligand, all protein atoms (for the bound state), and all water molecules inside an adjustable cut-off radius, R, from the ligand.
Simulations
The total potential energy of the system was a linear combination (Eq. 2) of the energies for the system with ligand 3 (V 0 ) and for the system with ligand 4 (V 1 ), either bound to the protein or free in solution. The simulations were performed at eleven values of λ, 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.99 (the endpoints λ = 0 and λ = 1 cannot be handled with the version of Amber that we used). Soft-core versions of the Lennard-Jones and Coulomb potentials were used to ensure that van der Waals and electrostatic forces could be scaled simultaneously [65, 66] . Both ligands were simulated simultaneously using a dual topology.
All MD simulations were run by the sander module of Amber 11 [75] . The integration time step was 2 fs and SHAKE constraints [76] were applied to all bonds involving hydrogen atoms. The use of a large time step and SHAKE constraints has previously been found to introduce errors of 2 kJ/mol when the ensemble is used for QM corrections of the total energy [56] , but we expect the effect on interaction energies to be much smaller. The Lennard-Jones potential was truncated at 8 Å and a long-range correction was obtained with a continuum approach [ 77] . Electrostatics were treated with particle-mesh Ewald summation [78] using a real-space cut-off of 8 Å, a fourth-order B-spline interpolation, and a tolerance of 10 −5
. The non-bonded pair list was updated every 50 fs. The temperature was kept at 300 K using Langevin dynamics [79] with a collision frequency of 2 ps -1 , and the pressure was kept at 1 atm using an isotropic weak-coupling algorithm [80] with a relaxation time of 1 ps.
For each value of λ, the following simulation protocol was applied: The system was first minimised by 500 steps of steepest descent, using a harmonic restraint towards the crystal structure with a force constant of 418.4 kJ/mol/Å 2 on all atoms, except water molecules and hydrogen atoms, followed by a 20 ps MD simulation in the NPT ensemble with the same restraints but with the force constant halved, and a 500 ps MD simulation in the same ensemble without any restraints. Finally, a 1000 ps NPT simulation without restraints was performed, in which structures and energies were saved every 10 ps.
QM energies
Using the Turbomole quantum-chemical package [81, 82] , we calculated the QM energy of S 1 for all 100 snapshots at λ = 0.01, 0.30, and 0.99. For each snapshot, two QM interaction energies were computed, one with each ligand. The coordinates of all atoms, except those directly involved in the transformation, were identical in these two calculations, and the coordinates of all atoms were obtained directly from the MD program.
The BLYP functional [83, 84] with the def2-SV(P) basis set [85] was used, together with the DFT-D3 dispersion correction [86] . This functional has been shown to reproduce high-level QM interaction energies within ~3 kJ/mol [87] , and within 1 kJ/mol for a fluoromethane-water interaction relevant for the current study (see Figure S2 in the Supporting information). The same functional has previously been used for QM corrections of binding free energies [50, 52] . To speed up the calculation, the resolution-of-identity approximation with the corresponding auxiliary basis set [88, 89] was used. We used a finer-than-default integration grid, m4. Only rigid interaction energies were calculated, i.e. the same geometry was assumed for the complex, ligand, and ligand-free complex. Counterpoise corrections were calculated on every fifth snapshot [ 90] . For every tenth snapshot, we also calculated the energy using a larger basis set, def2-TZVP [ 91] . On average, the def2-SV(P) calculations took about 1 day and the def2-TZVP calculations three days, but the variation among the individual calculations was large. The dispersion correction was computed with the dftd3 software [92], with default parameters for the BLYP functional.
PMI energies
For each snapshot at λ = 0.01, 0.30, and 0.99, distributed multipoles up to quadrupoles as well as anisotropic polarizabilities were calculated with the LoProp method [93] using Molcas 7 [94, 95] . Again, the BLYP functional with the def2-SV(P) basis set was used. Multipoles and polarizabilities (hereafter denoted properties) were determined in the atomic nuclei and in the bond centres. The systems containing protein segments were initially cut into residue-sized fragments (not necessarily full residues), for which the properties were computed. Then, a set of properties for the whole system was constructed by combining the fragment properties through a MFCC-like procedure (molecular fractionation with conjugate caps) [60, 96] .
The QM/PMI estimate of the interaction energy between the ligand and its surrounding was computed as
where E S1
QM is the QM interaction energy between the ligand and the rest of S 1 , E S1 PMI is the PMI interaction energy between the ligand and the rest of S 1 , and E S2 PMI is the PMI interaction energy between the ligand and the rest of S 2 . Each of the PMI interaction energies is in turn the difference between three self-consistent PMI energies: for the complex, for the ligand, and for the complex with the ligand removed. The intramolecular polarization was treated as described previously [60] .
Results and Discussion
Binding free energies at the MM level
We calculated the relative binding free energy of ligands 3 and 4 with the AP approach using the thermodynamic cycle in Figure 1 . The two ligands differs in a -F group being replaced by -OMe (Figure 3 ), which represents a typical perturbation for an AP calculation of relative binding affinities. The results of the BAR calculations using the Amber force field are given in Table 1 . The calculated relative binding free energy is 3.6±0.5 kJ/mol (ligand 4 binds worse than ligand 3). This is 7 kJ/mol lower than the experimental result [64] and one aim of this paper is to see if we can improve this estimate by using QM calculations -it has often been reported that halogens are difficult to model by MM methods [97, 98] .
It is common practice to base QM corrections on interaction energies between the ligand and its surrounding instead of total energies [40, 45, 99, 46, 100] . The use of interaction energies reduce the effect of mismatches between the intramolecular structure between the MM and QM descriptions and thus leads to a better overlap between the MM and QM phase spaces [46] . However, it also introduces approximations, primarily that the QM correction to the intramolecular energy difference between the bound and free ligand is assumed to be negligible or at least identical for the two ligands. To estimate the magnitude of these approximations for our system, we first tested the use of interaction energies at the MM level. As shown in Table 1 , the total effect of ignoring the variation in conformational energies is ~3 kJ/mol and we can correct the final result by subtracting this energy (this is equivalent to starting from the full system MM free energy and adding a MM → QM correction based on interaction energies, as done in e.g. Ref. 100). The neglect of QM corrections on the intramolecular energies can be expected to have an even smaller effect. For future comparisons, it is worth noticing from Table 1 that the statistical error is reduced when using interaction energies, even at the MM level. This is expected, because the intramolecular degrees of freedom are practically removed from the free-energy calculation, thus reducing the noise.
To reduce the number of (computationally expensive) QM calculations, we also investigated whether we could use only a subset of the λ values, as has successfully been done before [9] ). Based on how the free-energy contributions depend on λ (Figure 5 ), we decided to use only three values: the two endpoints (λ=0.01 and λ=0.99) almost corresponding to simulation of the actual ligands 3 and 4, respectively, and one intermediate point (λ=0.30). When this approximation was applied to the BAR calculations with total energies, it gave an error of ~2 kJ/mol. However, when it was applied to the BAR calculations with interaction energies, it gave a negligible error of only 0.3 kJ/mol, due to a cancellation between slightly larger effects on ΔG bound and ΔG free . Similar cancellation was obtained using interaction energies for the truncated S 1 system (cf. Table 1 ) and for other system sizes (see Figure S3 in the Supporting information). The overall effect on the free energy difference of truncating the system is 4 kJ/mol. Although this is a rather small effect, it still suggests that the surroundings have to be taken into account to get accurate results.
QM corrections for system S 1
For each of the 100 snapshots from each simulation, the QM interaction energy was calculated for system S 1 (containing all atoms within 6 Å of the ligand; shown in Figure 4 ). Relative free energies at the QM level were computed in several different ways. First, the BAR method was used without modification, i.e. simply replacing the individual MM interaction energies by the corresponding QM energies. Second, the fact that the snapshots were taken from a biased ensemble was taken into account by using the NBB method. In Table 2 , the resulting QM free energies are compared to the corresponding MM free energies. The QM free energies computed with BAR have a slightly worse precision than the MM free energies (~1 kJ/mol) and give an estimate of the QM correction (difference between a QM and a MM description) of -5±1 kJ/mol. On the other hand, the more rigorous NBB estimate suffers from much larger statistical errors (5-13 kJ/mol) and is practically useless. For example, it gives a QM correction of 0±14 kJ/mol. Nevertheless, it is reassuring that for both states, the BAR and NBB results agree within the statistical error. This indicates that the BAR estimate, although based on the inaccurate MM sampling, is a reasonable estimate of the true result. T h e indirect NBB method [56, 57] gives even larger statistical error than the NBB method, suggesting a possible numerical advantage of using a QM-based energy function for the intermediate λ value. Thus, the indirect version of NBB will not be further discussed.
These QM corrections to the free energies can be compared to the endpoint corrections (using the thermodynamic cycle in Figure 2a) , which are also listed in Table 2 . Strictly, each correction should be computed by exponential averages according to Eq. 5. However, owing to the large spread in individual QM-MM energy differences, this approach gives too large statistical errors (up to 23 kJ/mol) to be of any use. In fact, for each of the four endpoint steps, the result is completely determined by a single snapshot, which is of course not acceptable. If we instead use plain averages (Eq. 6), a total QM correction of -12±8 kJ/mol is obtained. This is an enthalpic correction, which would be equal to the free-energy correction if the QM and MM surfaces have equal shapes. If this assumption is almost satisfied (with only a few outliers), the plain average result would be more stable with respect to insufficient sampling. However, the large statistical error indicates that the assumption is far from satisfied in this case.
An atom-wise analysis shows that a large part of the statistical uncertainty in the plain average result stems from interactions involving atoms that are present in both ligands. If those interactions are not sufficiently sampled, the corresponding QM corrections do not cancel between the ligands, despite their tendency to cancel in the limit of perfect sampling (if assuming identical binding poses for the two ligands). Therefore, we also tested the additional approximation to evaluate both endpoint corrections using only snapshots from the λ=0.01 simulation (Eq. 7). This gives a QM correction of -12±1 kJ/mol, i.e. the same net result as Eq. 6, but with a much smaller statistical error owing to a more pronounced error cancellation between the V 0 and V 1 energies when these are evaluated using the same coordinates. Almost the same results (2 kJ/mol difference) are obtained when using the λ =0.30 coordinates, whereas the λ=0.99 coordinates give unphysical short contacts for the larger ligand 3 and therefore no error cancellation. It should be noted that even with λ = 0.01 or λ = 0.30, the use of the same protein and water coordinates for both ligands introduces a systematic error for the interactions with the transformed fluorine atom of ligand 4. This explains why the individual corrections to ΔG bound and ΔG free are so different from those obtained with Eq. 6. The systematic error seems to cancel rather well between ΔG bound and ΔG free , but this could be somewhat fortuitous. In conclusion, the approximate endpoint methods can provide a better understanding of the problem, but are not quantitatively reliable.
We now investigate why the QM free energies calculated by BAR show much smaller statistical errors than the endpoint corrections obtained by exponential averaging (cf. Table 2 ), despite employing almost the same data. Loosely speaking, the two methods follow different paths between the same endpoints (although one should keep in mind that the BAR method is not rigorous). Although the transitions along the BAR path are also suffering from limited sampling, they are not dominated by a single snapshot. If one would calculate these free energies by exponential averaging, the weight of the largest term in the exponential sum would be 0.98 and 0.71 for the most difficult forward (λ = 0.30 → λ = 0.99) and backward (λ = 0.99 → λ = 0.30) transitions, respectively, and the use of BAR further reduces the statistical problems as it combines data from both ensembles. As shown in Figure S4 in the Supporting information, there is significant overlap between the energy distributions of the three ensembles, indicating that similar geometries are sampled in the three cases, except for some repulsive structures in the λ = 0.99 ensemble which will not contribute to the free energy in any case. In conclusion, the results indicate that the path taken in the BAR method (employing only energies at the QM level) avoids the explicit transitions between the QM and MM potential-energy surfaces, which seem to differ significantly for this system.
Basis-set corrections
The basis set used in the large set of QM calculations (def2-SV(P)) is far from saturated. To estimate the missing effect, we performed QM calculations with a larger basis set (def2-TZVP) for a subset of the snapshots, and calculated corrections for the basis-set superposition error (BSSE) for both basis sets using the counterpoise procedure [90] . The resulting corrections are shown in Table  3 . As expected, there is a substantial BSSE (20-44 kJ/mol for relative interaction energies) when using the smaller basis set, but this is reduced to 1-5 kJ/mol with the larger basis set. On the other hand, there is a large effect (13-27 kJ/mol) from the change of the basis set itself.
For both the bound and free states, the geometries used to calculate the basis-set corrections were taken from each of the three ensembles of snapshots (λ=0.01, 0.30, and 0.99). Unfortunately, the number of snapshots (11 per ensemble) was too small to reliably calculate the BAR results with the larger basis set, so the basis-set corrections in Table 3 are plain averages. It is therefore satisfying to note that regardless of how the geometries were chosen, a positive basis-set correction to the total relative binding free energy was obtained. The most natural approach, analogous to Eq. 6, would be to use different sets of geometries for 3 and 4 (λ=0.01 and λ=0.99, respectively); this approach is denoted mixed in Table 3 . However, the use of different geometries ruins the error cancellation between the two ligands and leads to a standard error of 15 kJ/mol, which renders the computed average rather useless. Therefore, the only viable approach is to compute the basis-set correction with the same geometry for the two ligands, analogous to Eq. 7. Using the intermediate (λ=0.30) geometries for this purpose, to avoid bias to any of the end points, we estimate the correction to 10±2 kJ/mol.
Effect of the surroundings
The restriction of the QM calculations to atoms within 6 Å of the ligand could potentially be a severe approximation. The effect of the remaining atoms, i.e. the surrounding protein (for the bound state) and water molecules, was estimated using the polarizable multipole interaction (PMI) method. This method includes the direct interactions between the ligand and the surrounding system, but also the indirect (many-body) effects through a description of the whole system as a collection of polarizable multipoles. The results are given in Table 4 . As in the case of the QM effect, differences based on free-energy evaluations (BAR or NBB) as well as plain averages of interaction energies are given. For comparison, the corresponding results using the simple pairwise-additive Amber potential are also shown.
If one disregards the NBB estimates, which again suffer from a large statistical uncertainty, all the results indicate that the surroundings stabilise ligand 4 in the bound state, whereas the surroundings stabilise ligand 3 in the free state. For the bound state, the magnitude of this effect varies with method; it is 4-5 kJ/mol greater when evaluated by the PMI method than with Amber, and it is 5 kJ/mol greater when evaluated by plain averages than by BAR, regardless of the potential. For the free state, the effect is 1-3 kJ/mol and it is largely independent of the method used.
From a computational point of view, it is interesting to know how many water molecules that need to be included in the PMI calculations. In Figure 6 , the calculated ΔG bound and ΔG free at the QM/PMI level (Eq. 9) are plotted as a function of the distance R from the ligand, within which all water molecules are included (note that water molecules within 6 Å of the ligand are already included in the QM system). Compared to the effect of the surrounding protein (cf. Table 4), the additional effect of far-lying water molecules is rather weak; the results are converged (within 1 kJ/mol) at a distance of 8-20 Å and even neglecting all water molecules outside the QM system causes an error of only 2 kJ/mol. The total contribution from the surroundings to the relative binding free energy at the BAR level is 9 kJ/mol, favouring the binding of ligand 4.
Accuracy of the final result
The total QM/PMI relative binding free energy evaluated with BAR is -4±2 kJ/mol (the difference of the ΔG bound and ΔG free results at R = 28 Å in Figure 6 ), as summarised in Table 5 . When we add the corrections due to the incomplete basis set and the restriction to interaction energies, we arrive at a final relative binding free energy of 3±3 kJ/mol, i.e. practically identical to our original estimate at the MM level (3.6±0.5 kJ/mol). Thus, there is still a ~7 kJ/mol discrepancy between the calculated and the experimental value (10 kJ/mol [64] ).
There are at least four sources of error in the calculations that could contribute to this discrepancy. First, we found a large dependence on the basis set used in the QM calculations. Unfortunately, this basis-set dependence did not cancel between the bound and free simulations, but introduced a systematic shift in the relative binding free energy. Although we performed a correction to the triple-zeta level, where the BSSE is rather small, it is possible that further enhancement of the basisset quality would cause an additional systematic shift.
Second, there is an inherent error in the DFT-D method. Grimme and coworkers have reported average errors in interaction energies calculated by DFT-D of 4-8 kJ/mol or <5% of the interaction energies [101, 102] . We have investigated this issue for another system by performing local CCSD(T) calculations extrapolated to the complete basis-set limit [18] . However, the computational cost of such high-level QM methods limits their applicability to very few snapshots, and thus makes the statistical evaluation even more problematic than for the basis-set convergence. Moreover, it is difficult to compare the DFT-D errors between different systems, because error cancellation plays a large role and hence the error depends on how similar the two ligands are.
Third, the QM free-energy evaluation using BAR is based on an approximate theory, in which the QM interaction energies are computed on snapshots obtained by MD using a standard MM force field. From the more rigorous NBB calculations, we infer that the BAR results are reasonably accurate, but owing to the poor precision of the NBB results, we cannot exclude the possibility that the BAR estimates are biased by several kJ/mol in any direction. Increasing the number of snapshots and especially the number of λ values would improve the NBB precision and thus give an answer to this question. Finally, it is also possible that the discrepancy between the experimental and computational results is not caused by shortcomings of the MM force field, but rather from an incomplete sampling of the phase space, e.g. caused by conformational changes or differences in binding mode between the two ligands [2] . For galectin-3, two different conformations of Arg-144 have been observed in both crystal structures and MD simulations [103, 104] , above or below the benzene group of the ligand. Such problems can only be solved by much longer simulations or methods that locally enhance the sampling [105] .
Conclusions
We have computed the relative free energy of two synthetic disaccharide ligands binding to galectin-3 using a combination of molecular dynamics with a standard MM force field followed by 3600 single-point QM evaluations, in which a central system (all atoms within 6 Å; i.e. ~527 or 748 atoms) was treated by dispersion-corrected DFT, and the rest of the system was treated by an accurate polarizable multipole description. The purpose of the study was to investigate how to compute a statistically converged binding free energy with a reasonably high-level QM/MM method and a proper sampling. This question has not been thoroughly discussed before, because previous studies have either used a simpler QM protocol (e.g. treating only the ligand by QM) or assumed a single (minimum) structure for the protein-ligand complex.
We found that the MM and QM potential-energy surfaces differ to such an extent that endpoint corrections based on exponential averaging do not work, because they are completely dominated by a single data point. Instead, we investigated two approaches, in which QM calculations for three λ values were performed. Unfortunately, the most rigorous of these approaches, NBB, gave too large statistical errors and could only be used to establish that the other approach, the direct use of the BAR method with QM energies, seems to work reasonably well.
The effect on ΔΔG of switching from MM to QM was found to be 5 kJ/mol. However, the effect of switching basis set from double-to triple-zeta quality is even larger, 10 kJ/mol. The effect from protein residues and water molecules outside the central system was found to be 9 kJ/mol, whereas the effect of using interaction energies instead of total energies in the alchemical transformation is 3 kJ/mol. Thus, none of these effects are negligible. However, the various effects incidentally cancel out, so that our best QM estimate of ΔΔG is almost identical to the MM estimate and still deviating from the experimental value by 7 kJ/mol.
The statistical uncertainty of the final result is 3 kJ/mol and is dominated by the correction to the larger basis set. Thus, the uncertainty can probably be reduced to less than 2 kJ/mol by performing all the QM calculations with the larger basis set, albeit at a significantly higher computational cost. However, we cannot exclude the possibility that an even larger basis set is needed. It should also be noted that the QM-corrected BAR method is not a rigorous method; it relies on the assumption that the QM and MM potential-energy surfaces have similar shape. The validity of this assumption can be expected to vary from system to system. Moreover, it is possible that insufficient sampling of the conformational space may limit the accuracy of the calculated affinities.
Nevertheless, the results demonstrate that AP can be combined with a QM reweighting scheme that gives a statistical precision of 2-3 kJ/mol, while using ~750 atoms in the QM system coupled with an accurate description of the surroundings. This is a promising step towards the computation of statistically converged binding free energies without empirically fitted parameters. Such computation would finally allow an unbiased comparison between experimental binding free energies and the corresponding theoretical predictions. Table 1 . Free energies (kJ/mol) of transforming 3 to 4 in the protein (ΔG bound ), in solution (ΔG free ), and the difference (ΔΔG), i.e. the total relative binding free energy, calculated by BAR at the MM level. Precise results using eleven λ values and approximate results using three λ values are given, as well as results using total energies, interaction energies using all atoms, and interaction energies using system S 1 , respectively (only ΔΔG is comparable between total and interaction energies). Table 2 . Free energies (kJ/mol) calculated by BAR and NBB at the MM and QM levels (with the same columns as in Table 1 ) for system S 1 , but using the MM energy of the full system as the reference level in the NBB calculations (i.e. as V M M for calculating V bias in Eq. 8). The difference between the QM and MM result with the same methods are also given, together with three ways of estimating this difference from only the simulations at the endpoints: the rigorous exponential averaging (Eq. 5), the approximation to use plain averages instead of exponential averages (Eq. 6), and the same approximation but using only the snapshots from the λ=0.01 or λ=0.30 simulation (Eq. 7). QM results are obtained at the BLYP-D3/def2-SV(P) level without any counterpoise corrections. Table 3 . BSSE corrections (difference between counterpoise-corrected and non-corrected interaction energies) at the BLYP/def2-SV(P) and BLYP/def2-TZVP levels, as well as the basis-set correction, i.e. the difference in the non-corrected interaction energy between BLYP/def2-TZVP and BLYP/def2-SV(P), and the total correction, which is the sum of the basis-set correction and the BSSE correction at the BLYP/def2-TZVP level. Table 4 . Effect of the surroundings (difference between the free energies evaluated for S 2 and S 1 ) on ΔG bound and ΔG free , calculated using PMI or Amber for the same free-energy methods as in Table 2 (the endpoint exponential-averaging result was omitted owing to the poor precision). The waterinclusion radii for defining S 2 were R = 6 Å for ΔG bound and R = 22 Å (all water) for ΔG free . All energies are in kJ/mol. The binding of two ligands to galectin-3 is used as a test case for exploring methods that combine alchemical perturbation with quantum-mechanical energy evaluations. Figure S1 . Minimum distance from each protein atom to the ligand plotted against the average distance over 100 snapshots from the λ=0.01 (left), 0.30 (centre), and 0.99 (right) simulations. The red points denote atoms in S 1 and the green points denote atoms outside S 1 . The plots have been truncated at 15 Å. The closest atom outside S 1 (always Pro-5:HA) has a minimum distance of 5.3, 5.0, and 5.1 Å in the three simulations, and an average distance of 6.6, 6.6, and 6.7 Å. Figure S2 . Benchmark of the BLYP functional against high-level QM calculations for the fluoromethane-water dimer optimized at the MP2/6-311++G(2d,2p) level (see inset) and a set of geometries obtained by decreasing and increasing the F...H distance in steps of 0.1 Å while keeping all other internal coordinates fixed at the optimized geometry. For the reference CCSD(T) calculations, the aug-cc-pVTZ basis set was used. For the BLYP calculations, the def2-TZVP basis set was used, i.e. the target level for the QM free energies calculated in this study. Counterpoise corrections were used in both sets of calculations. The green curve shows the BLYP results after addition of the DFT-D3 dispersion correction (with default parameters) also employed throughout this study. The maximum deviation from the CCSD(T) result in this interval is 0.4 kJ/mol, which is probably somewhat fortuitous, but indicates that the employed QM methodology is adequate for the type of interactions occurring in the studied protein-ligand system. Figure S3 . Correlation between the precise (11-lambda) and approximate (3-lambda) estimates of ΔG bound and ΔG free from BAR calculations using different system sizes. The 1-2 kJ/mol error appears largely systematic; thus an even smaller error is obtained when taking the difference between ΔG bound and ΔG free , independently of the chosen system size. 
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Soft-core potentials
For all interactions with the atoms in the disappearing -OCH 3 group in 3, the interaction-energy term is modified into [65, 66] V 0 (disappearing)=4ε 
NBB and its indirect version
In the general formulation of NBB, there is, for each λ, a true potential and a reference potential, with which the simulation is performed, and then V λ
. For the endpoints (λ = 0 and λ = 1), the true potential must of course correspond to the QM potential if we want to compute free energies at the QM level. However, for the intermediate λ values, we are free to choose the true potential in any manner. In particular, we can choose to define it as a linear combination of QM energies:
In this case, the NBB expression is given by Eq. 8 in the main part of the manuscript. This method is simply denoted NBB in Tables 2 and 4. In the indirect version of NBB (denoted NBB indirect in Table 2 ), we instead define the true potential for intermediate λ values as a linear combination of MM energies, i.e. equal to the reference potential:
In this case, Eq. 8 is replaced by the more general expression:
+ C and we note that V bias = 0 for any λ value except the two endpoints.
