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Fangzhen Lin and R. Reiter, How to Progress a Database 
One way to think about a STRIPS operator is as a mapping from databases to databases, in the following 
sense: Suppose we want to know what the world would be like if an action, represented by the STRIPS 
operator o, were done in some world, represented by the STRIPS database Do. To find out, simply perform 
the operator (Y on ‘Do (by applying (Y’S elementary add and delete revision operators to Do). We describe this 
process as tprogressing the dutabnse ‘DO in response to the action (Y. 
In this paper, we consider the general problem of progressing an initial database in response to a given 
sequence of actions. We appeal to the situation calculus and an axiomatization of actions which addresses 
the frame problem (Reiter ( 1991) . This setting is considerably more general than STRIPS. Our results 
concerning progression are mixed. The (surprising) bad news is that, in general, to characterize a progressed 
database we must appeal to second order logic. The good news is that there arc many useful special cases for 
which we can compute the progressed atabase in first order logic; not only that, we can do so efficiently. 
Finally, we relate these results about progression to STRIPS-lie systems by providing a semantics for 
such systems in terms of a purely declarative situation calculus axiomatization for actions and their effects. 
On our view, STRIPS operators provide a mechanism for computing the progression of an initial situation 
calculus database under the effects of an action. We illustrate this idea by describing two different STRIPS 
mechanisms, and proving their correctness with respect o their situation calculus pecifications. 
J.D. Horton and B. Spencer, Clause trees: a tool for understanding and implement- 
ing resolution in automated reasoning 
A new methodology/data structure, the clause tree, is developed for automated reasoning based on resolution 
in first order logic. A clause tree T on a set S of clauses is a four-tuple (N, E, L, M, ), where N is a set of 
nodes, divided into clause nodes and atom nodes, E is a set of edges, each of which joins a clause node to an 
atom node, L is a labeling of N U E which assigns to each clause node a clause of S, to each atom node an 
instance of an atom of some clause of S, and to each edge either + or -. The edge joining a clause node to 
an atom node is labeled by the sign of the corresponding literal in the clause. A resolution is represented by 
unifying two atom nodes of different clause trees which represent complementary literals. The merge of two 
identical iterals is represented by placing the path joining the two corresponding atom nodes into the set M 
of chosen merge paths. The tail of the merge path becomes a closed leaf, while the head remains an open leaf 
which can be resolved on. The clause clT that T represents i the set of literals corresponding tothe labels of 
the open leaves modified by the signs of the incident edges. The fundamental purpose of a clause tree T is to 
show that clT can be derived from S using resolution. 
Loveland’s model elimination ME, the selected literal procedure SL, and Shostak’s graph construction 
procedure GC are explained in a unified manner using clause trees. The condition required for choosing a 
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merge path whose head is not a leaf is given. This allows a clause tree to be built in one way (the build 
order) but to be justified as a proof in another (the proof ordering). 
The ordered clause set restriction and the foothold score restriction are explained using the operation on 
clause trees of merge path reversal. A new procedure called ALPOC, which combines ideas from ME, GC 
and Spencer’s Ordered Clause set restriction (OC) , to form a new procedure tighter than any of the top-down 
procedures above, is developed and shown to be sound and complete. 
Another operation on clause trees called surgery is defined, and used to define a minimal clause tree. 
Any non-minimal clause tree can be reduced to a minimal clause tree using surgery, thereby showing that 
non-minimal clause trees are redundant. A sound procedure. MinALPOC that produces only minimal clause 
trees is given. Mergeless clause trees are shown to be equivalent to each of input resolution, unit resolution 
and relative Horn sets, thereby giving short proofs of some known resuh.s. Many other new proof procedures 
using clause trees are discussed briefly, leaving many open questions. 
T.W.S. Chow and Jin-Yan Li, Higher-order Petri net models based on artificial 
neural networks (Research Notes) 
In this paper, the properties of higher-order neural networks are exploited in a new class of Petri nets, called 
higher-order Petri nets (HOPNs) . Using the similarities between eural networks and Petri nets this paper 
demonstrates how the McCullock-Pitts models and the higher-order neural networks can be represented by 
Petri nets. A five-tuple HOPN is defined, a theorem on the relationship between the potential firability of the 
goal transition and the T-invariant (HOPN) is proved and discussed. The proposed HOPN can be applied to 
the polynomial clause subset of first-order predicate logic. A five-clause polynomial logic program example 
is also included to illustrate the theoretical results. 
D. Pierce and BJ. Kuipers, Map learning with uninterpreted sensors and effecters 
This paper presents a set of methods by which a learning agent can learn a sequence of increasingly abstract 
and powerful interfaces to control a robot whose sensorimotor apparatus and environment are initially unknown. 
The result of the learning is a rich hierarchical model of the robot’s world (its sensorimotor apparatus and 
environment). The learning methods rely on generic properties of the robot’s world such as almost-everywhere 
smooth effects of motor control signals on sensory features. At the lowest level of the hierarchy, the learning 
agent analyzes the effects of its motor control signals in order to define a new set of control signals, one 
for each of the robot’s degrees of freedom. It uses a generate-and-test approach to define sensory features 
that capture impottant aspects of the environment. It uses linear regression to learn models that characterize 
context-dependent ffects of the control signals on the learned features. It uses these models to define high- 
level control aws for finding and following paths defined using constraints on the learned features. The agent 
abstracts these control laws, which interact with the continuous environment, to a finite set of actions that 
implement discrete state transitions. At this point, the agent has abstracted the robot’s continuous world to 
a finite-state world and can use existing methods to learn its structure. The learning agent’s methods are 
evaluated on several simulated robots with different sensorimotor systems and environments. 
M. Freund, Default extensions: dealing with composite information (Resealrh Note) 
A conditional knowledge base may be. sometimes analyzed as a union of several pieces of information that 
are provided by independent sources. In this case, it is possible to extend separately each of these subbases 
via their rational closure, and then glue the results together to get a rational extension of the whole base, in 
which the specificity of its components i taken into account. The resulting inference relation is free from the 
undesirable and counterintnitive r sults that can be encountered in the Z-system, Lex-system or W-system. 
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