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BLOWUP OF SMOOTH SOLUTIONS FOR GENERAL 2-D
QUASILINEAR WAVE EQUATIONS WITH SMALL INITIAL DATA
BINGBING DING, INGO WITT, AND HUICHENG YIN
ABSTRACT. For the 2-D quasilinear wave equation
2∑
i,j=0
gij(∇u)∂iju = 0 with coefficients inde-
pendent of the solution u, a blowup result for small data solutions has been established in [1, 2] pro-
vided that the null condition does not hold and a generic nondegeneracy condition on the initial data
is fulfilled. In this paper, we are concerned with the more general 2-D quasilinear wave equation
2∑
i,j=0
gij(u,∇u)∂iju = 0 with coefficients that depend simultaneously on u and ∇u. When the null
condition does not hold and a suitable nondegeneracy condition on the initial data is satisfied, we show
that smooth small data solutions blow up in finite time. Furthermore, we derive an explicit expression
for the lifespan and establish the blowup mechanism.
1. INTRODUCTION AND MAIN RESULTS
In this paper, we discuss blowup of small data smooth solutions of 2-D quasilinear wave equations
(1.1)

2∑
i,j=0
gij(u,∇u)∂iju = 0,
(u(0, x), ∂tu(0, x)) = ε(ϕ0(x), ϕ1(x)),
where x0 = t, x = (x1, x2), ∇ = (∂0, ∂1, ∂2), ε > 0 is small, ϕi(x) ∈ C∞0 (B(0,M)) (i = 0, 1)
with B(0,M) being the disk of radius M > 0 centered at the origin, and the coefficients gij(u,∇u)
(0 ≤ i, j ≤ 2) are C∞ smooth in their arguments.
Without loss of generality, we write
gij(u,∇u) = cij + diju+
2∑
k=0
ekij∂ku+O(|u|2 + |∇u|2),
where cij = cji, dij = dji, and ekij are constants,
2∑
i,j=0
cij∂ij = ∂
2
t −∆, d00 = 0, and dij 6= 0 for at
least one (i, j) 6= (0, 0).
In addition, we assume that
2∑
i,j,k=0
ekij∂ku∂iju does not satisfy the null condition. This means that
2∑
i,j,k=0
ekijξiξjξk 6≡ 0 for the variables (ξ0, ξ1, ξ2) with ξ20 = ξ21 + ξ22 and (ξ1, ξ2) 6= 0 (see [5, 15] for
a definition of the null condition).
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We introduce polar coordinates (r, θ) in R2,
x1 = r cos θ, x2 = r sin θ,
where r =
√
x21 + x
2
2 and θ ∈ [0, 2pi]. We will need the function
(1.2) F0(σ, θ) = F0(σ, ω) ≡ 1
2pi
√
2
∫ +∞
σ
R(s, ω;ϕ1)− ∂sR(s, ω;ϕ0)√
s− σ ds,
where σ ∈ R, ω ≡ (ω1, ω2) = (cos θ, sin θ), and R(s, ω; v) is the Radon transform of the smooth
function v(x), i.e., R(s, ω; v) =
∫
x·ω=s v(x) dS. From [10, Theorem 6.2.2 and (6.2.12)], one
has that F0(σ, θ) 6≡ 0 unless (ϕ0(x), ϕ1(x)) ≡ 0. Furthermore, F0(σ, θ) ≡ 0 for σ ≥ M and
lim
σ→−∞
F0(σ, θ) = 0.
Set
F1(σ, θ) =
( 2∑
i,j=0
dij ωˆiωˆj
)
∂σF0(σ, θ), F2(σ, θ) =
( 2∑
i,j,k=0
ekij ωˆiωˆjωˆk
)
∂2σF0(σ, θ),
where (ωˆ0, ωˆ1, ωˆ2) = (−1, ω1, ω2). Define the function
G0(σ, θ) =
1
F1(σ, θ)
ln
(
1 +
F1(σ, θ)
F2(σ, θ)
)
, (σ, θ) ∈ A,
where
A =
{
(σ, θ) ∈ (−∞,M)× [0, 2pi] : F1(σ, θ) 6= 0, F2(σ, θ) 6= 0, 1 + F1(σ, θ)
F2(σ, θ)
> 0
}
.
Denote
(1.3) τ0 = inf
(σ,θ)∈B
G0(σ, θ),
where B = {(σ, θ) ∈ A : G0(σ, θ) > 0}. We emphasize that 0 < τ0 < ∞ holds provided that
(ϕ0(x), ϕ1(x)) 6≡ 0 (see Lemma 2.1 below).
We further require the following non-degeneracy condition to hold:
There exists a unique minimum point (σ0, θ0) ∈ B such that(ND)
τ0 = G0(σ0, θ0) and the Hessian matrix (∇2σ,θG0)(σ0, θ0) is positive definite.
See Remark 2.3 below for an argument that (ND) generically holds.
Theorem 1.1 (Main Theorem). Let (ϕ0(x), ϕ1(x)) 6≡ 0 and assume that (ND) holds. Then problem
(1.1) has a unique C∞ solution u(t, x) for 0 ≤ t < Tε, where Tε is its lifespan that, in addition,
satisfies
lim
ε→0
ε
√
Tε = τ0 > 0.
Moreover, there exist a point Mε = (Tε, xε) and a constant C > 1 independent of ε such that
(i) u(t, x) ∈ C1([0, Tε]× R2) and ‖u‖L∞((0,Tε)×R2) + ‖∇t,xu‖L∞((0,Tε)×R2) ≤ Cε.
(ii) u ∈ C2(([0, Tε]× R2) \ {Mε}) and it satisfies, for 0 ≤ t < Tε,
(1.4) 1
C(Tε − t) ≤ ‖∇
2
t,xu(t, ·)‖L∞(R2) ≤
C
Tε − t .
Remark 1.2. For smooth small data solutions of ∂2t u −
2∑
i=1
∂i(c
2
i (u)∂iu) = 0, it has been shown in
[6] that the blowup mechanism is of ODE type. This means that ∇t,xu develops a singularity at the
lifespan time Tε, while u(t, x) remains continuous up to time Tε. As Theorem 1.1 illustrates, here the
blowup mechanism for smooth small data solutions of (1.1) is of geometric type. This means that only
∇2t,xu develops a singularity at time Tε, while both u(t, x) and ∇t,xu remain continuous up to time
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Tε. Theorem 1.1 is similar in scope to the “lifespan theorems” of [1, 2], where 2-D nonlinear wave
equations ∂2t v −∆xv +
∑
0≤i,j,k≤2
gkij∂kv ∂ijv = 0, wtih the gkij being constants, have been studied in
cases when the null condition does not hold.
Remark 1.3. For the 3-D wave equation ∂2t u −
∑
0≤i≤j≤3
(i,j)6=(0,0)
(δij + diju)∂iju = 0, where dij ∈ R and
dij 6= 0 for some (i, j) 6= (0, 0), with small initial data (u(0, x), ∂tu(0, x)) = (εu0(x), εu1(x)),
it has been shown in [4, 19, 20] that smooth solutions exist globally. On the other hand, for n-
dimensional nonlinear wave equations (n = 2, 3) with coefficients depending only on the gradient
of the solution, ∂2t u − c2(∂tu)∆u = 0 and, more generally,
n∑
i,j=0
gij(∇u)∂iju = 0, where t = x0,
x = (x1, ..., xn), gij(∇u) = cij +
n∑
k=0
dkij∂ku+O(|∇u|2), and the linear part
n∑
i,j=0
cij∂iju is strictly
hyperbolic with respect to time t, it is known that small data smooth solutions exist globally or almost
globally if corresponding null conditions hold (see [3, 5, 15, 21–23] and the references therein),
otherwise smooth small data solutions blow up in finite time (see [1, 2, 6–14, 18], and so forth).
Remark 1.4. From the results of [17] it follows that the lifespan Tε of smooth small data solutions
of (1.1) satisfies Tε ≥ C/ε for small ε > 0. Similar to the proof of [18, Theorem 2.3], where 3-D
quasilinear wave equations u =
3∑
i=0
∂iGi(u,∇u) +G4(∇u,∇2u) with the Gi (0 ≤ i ≤ 4) being
quadratic forms have been treated, one can further obtain that Tε ≥ C/ε2. Here, in Theorem 1.1,
τ0/ε
2 is shown to be the precise bound for the lifespan Tε.
Remark 1.5. For rotationally symmetric solutions u(t, r) of Eq. (1.1) (i.e., when ϕ0(x), ϕ1(x) and
(1.1) are rotationally symmetric) it can be shown by arguments as in [7] and [12] that (1.4) continues
to hold even without assumption (ND).
Remark 1.6. As d00 = 0 and dij = dji 6= 0 for at least one (i, j) 6= (0, 0), one has that under the
restriction that ξ0 = −1 and ξ21 + ξ22 = 1,
2∑
i,j=0
dijξiξj 6= 0 holds except for finitely many points
(ξ01 , ξ
0
2). An analogous statement is true for
2∑
i,j,k=0
ekijξiξjξk. These simple facts will be used in the
proof of τ0 > 0 in Lemma 2.1 below.
As in [1, 2], we are able to provide a more accurate description of the behavior of solutions u near
the blowup point Mε:
Theorem 1.7 (Geometric Blowup Theorem). Choose constants τ1,A0, A1 and δ0 such that 0 < τ1 <
τ0, A0 < σ0 < A1 < M , A0 and A1 are close to σ0, and δ0 > 0 is sufficiently small. Denote by D
the domain
D ≡ {(s, θ, τ) : A0 ≤ s ≤ A1, θ0 − δ0 ≤ θ ≤ θ0 + δ0, τ1 ≤ τ ≤ τε},
where τε = ε
√
Tε. Then there exist a subdomain D0 of D containing a point mε = (sε, θε, τε) and
functions φ(s, θ, τ), w(s, θ, τ), v(s, θ, τ) ∈ C3(D0) such that, in the domain D0, φ satisfies
(H)
{
∂sφ(s, θ, τ) ≥ 0, ∂sφ(s, θ, τ) = 0 ⇐⇒ (s, θ, τ) = mε,
∂τsφ(mε) < 0, ∇s,θ∂sφ(mε) = 0, ∇2s,θ∂sφ(mε) > 0.
Moreover, ∂sw = v∂sφ and
(1.5) ∂sv(mε) 6= 0.
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Let G(σ, θ, τ) be defined by G(Φ) = w(s, θ, τ) and (∂σG)(Φ) = v(s, θ, τ) in the domain Φ(D0),
where Φ is the map Φ(s, θ, τ) = (φ(s, θ, τ), θ, τ). Then
u(t, x) =
ε√
r
G(r − t, θ, ε
√
t)
solves (1.1) for t < Tε near the point
Mε = Φ(mε) = (Tε, (Tε + φ(sε, θε, τε)) cos θε, (Tε + φ(sε, θε, τε)) sin θε) .
Remark 1.8. As in [1, 2], Theorem 1.7 provides a more accurate description of the solution u for t <
Tε near the blowup point Mε than the one given in Theorem 1.1. For instance, G, ∇G ∈ C(Φ(D0))
can be directly seen from (w(s, θ, τ), v(s, θ, τ)) ∈ C3(D0) and condition (H). Moreover, it follows
from ∂2σG =
∂sv
∂sφ
, u(t, x) =
ε√
r
G(r − t, θ, ε√t), condition (H), and a direct verification that there
exists a positive constant C independent of ε such that
1
C(Tε − t) ≤ ‖∇
2
t,xu‖L∞(Φ(D0)) ≤
C
Tε − t .
Let us briefly comment on the proofs of Theorems 1.1 and 1.7. First we establish the lower bound
on the lifespan Tε. As in [10, Chapter 6] and [6], this lower bound is obtained by constructing an
approximate solution ua(t, x) of (1.1) and estimating the difference of the exact solution u(t, x) and
ua(t, x) by applying the Klainerman-Sobolev inequality from [16] and further establishing a delicate
energy estimate. Next we show the upper bound on Tε. Motivated by the “geometric blowup” method
of [1, 2] for handling quasilinear wave equation ∂2t u−∆xu+
∑
0≤i,j,k≤2
gkij∂ku∂iju = 0, we introduce
the blowup system of (1.1) to study the lifespan Tε and blowup mechanism. That is, by performing
a singular change Φ of coordinates in the domain D = {(σ, θ, τ) : − C0 ≤ σ ≤ M, 0 ≤ θ ≤ 2pi,
0 < τ1 ≤ τ ≤ τε
}
,
(s, θ, τ) 7→ (φ(s, θ, τ), θ, τ),
where
σ = φ(s, θ, τ1) and ∂sφ = 0 at some point,
while σ = r − t, τ = ε√t, and C0 > 0 is a fixed constant, and by setting G(Φ) = w(s, θ, τ)
and (∂σG)(Φ) = v(s, θ, τ), we obtain a nonlinear partial differential system for (φ,w, v) from the
ansatz u(t, x) =
ε√
r
G(r − t, θ, ε√t) and the equation in (1.1). This blowup system for (1.1) can
be shown to admit a unique smooth solution (φ,w, v) for τ ≤ τε, where the pair (φ, v) satisfies
properties (H) and (1.5) of Theorem 1.7. This enables us to determine the blowup point at time
t = Tε and give a complete asymptotic expansion of Tε as well as a precise description of the
behavior of u(t, x) close to the blowup point. In the process of treating the resulting blowup system,
as in [1, 2], we will use the Nash-Moser-Ho¨rmander iteration technique to overcome the difficulties
introduced by the free boundary t = Tε and the complicated nonlinear blowup system. To this
end, the linearized blowup system is solved first. Note that due to the simultaneous appearance of
u and ∇u in the coefficients gij(u,∇u), the resulting blowup system of (1.1) exhibit some features
different from those in [1, 2] (see (3.12)–(3.13) below). For instance, compared with the linearized
blowup system of ∂2t u−∆u+
∑
0≤i,j,k≤2
gkij∂ku∂iju = 0 in [2], certain coefficients α1 and α2 in (3.12)
are not small. Moreover, there are more terms in (3.13) to be dealt with than in the corresponding
equation (3.1.1b) of [2]. Thanks to multipliers chosen as in [1, 2], by an integration by parts we derive
energy estimates of the solutions of the linearized blowup system directly and subsequently show its
solvability. Based on these estimates and the standard Nash-Moser-Ho¨rmander iteration technique,
the proof of Theorem 1.7 is accomplished.
The paper is organized as follows: In Section 2, we construct an approximate solution ua(t, x) of
(1.1), as in [10], and establish some related estimates. These estimates allow us to obtain the required
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lower bound on the lifespan Tε. In Section 3, the blowup system of (1.1) is constructed and solved.
This allows us to prove Theorem 1.7. The proof of Theorem 1.1 is carried out in Section 4.
Notation: Throughout this paper, we will denote by Z any of the Klainerman vector fields in
R
+
t × R2, i.e.,
∂t, ∂1, ∂2, S = t∂t +
2∑
j=1
xj∂j , Hi = xi∂t + t∂i, i = 1, 2, R = x1∂2 − x2∂1,
where ∂ stands for ∂t or ∂i (i = 1, 2), and ∇x stands for (∂1, ∂2).
2. THE LOWER BOUND ON THE LIFESPAN Tε
In this section, we will establish the lower bound of Tε as ε→ 0 for smooth solutions u of problem
(1.1). This is done as in the proof of [10, Theorem 6.5.3] by constructing an approximate solution
ua of (1.1) and then by estimating the difference u − ua. Eventually, one derives the lower bound
of Tε by a continuous induction argument. The new ingredient in this procedure is how to construct
the approximate solution and to look for the precise blowup time of the nonlinear profile equation of
(1.1), then how to treat both the solution u and its gradient ∇u rather than only the gradient ∇u of the
solution, as in [10]. Although some of the arguments are analogous to those in [6], for the reader’s
convenience and in order to obtain the upper bound of Tε later, we will provide a complete proof.
Set the slow time variable to τ = ε
√
1 + t and assume that the solution u of (1.1) is approximated
by
ε√
r
V (q, ω, τ), r > 0,
where q = r − t, ω = (ω1, ω2) = x/r ∈ S1, and V (q, ω, τ) solves by the equation
(2.1)

∂qτV −
2∑
i,j=0
(
dijV +
2∑
k=0
ekijωˆk∂qV
)
ωˆiωˆj∂
2
qV = 0,
V (q, ω, 0) = F0(q, ω),
suppV ⊆ {q ≤M},
where (ωˆ0, ωˆ1, ωˆ2) = (−1, ω1, ω2), and F0(q, ω) has been defined in (1.2).
Before studying the blowup problem for (2.1), we are required to establish the following two lem-
mas:
Lemma 2.1. Let τ0 be given by (1.3). Then 0 < τ0 <∞ provided that (ϕ0(x), ϕ1(x)) 6≡ 0.
Proof. We divide the proof into four steps.
Step 1: D ≡ {(σ, θ) ∈ (−∞,M)× [0, 2pi] : F2(σ, θ) > 0} 6= ∅.
If D = ∅, then F2(σ, θ) ≤ 0 for all (σ, θ) ∈ (−∞,M) × [0, 2pi]. This means that ∂2σF0(σ, θ) ≤ 0
if
2∑
i,j,k=0
ekij ωˆiωˆjωˆk ≥ 0 or ∂2σF0(σ, θ) ≥ 0 if
2∑
i,j,k=0
ekijωˆiωˆjωˆk ≤ 0. (Note that
2∑
i,j,k=0
ekij ωˆiωˆjωˆk = 0
holds only for finitely many values of θ, since the bilinear form
2∑
i,j,k=0
ekij∂ku∂iju does not satisfy the
null condition.) Without loss of generality, one can assume that ∂2σF0(σ, θ) ≤ 0. Then F0(σ, θ) ≡ 0
follows from lim
σ→−∞
F0(σ, θ) = 0, lim
σ→−∞
∂σF0(σ, θ) = 0, and F0(σ, θ) ≡ 0 for σ ≥ M . Thus,
(ϕ0(x), ϕ1(x)) ≡ 0 which is a contradiction.
Step 2: D1 ≡ {(σ, θ) ∈ (−∞,M)× [0, 2pi] : F1(σ, θ) 6= 0, F2(σ, θ) 6= 0} 6= ∅.
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Set D11 ≡ {(σ, θ) ∈ (−∞,M) × [0, 2pi] : F1(σ, θ) 6= 0} and D12 ≡ {(σ, θ) ∈ (−∞,M) ×
[0, 2pi] : F2(σ, θ) 6= 0}. Then D1 = D11 ∩ D12. If D1 = ∅, then for each fixed θ ∈ [0, 2pi],
the level set Dθ1 = {σ ∈ (−∞,M) : (σ, θ) ∈ D1} is empty. Note that Dθ1 = Dθ11 ∩ Dθ12, where
Dθ1i (i = 1, 2) is an open set. By Remark 1.6, we can assume that Dθ1i =
⋃Nθi
l=1(a
θ
i,l, b
θ
i,l) (N θi is
finite or infinite), where the intervals (aθi,l, bθi,l) (1 ≤ l ≤ N θi ) are disjoint for different l, moreover,
Fi(a
θ
il, θ) = Fi(b
θ
il, θ) = 0 for i = 1, 2. This immediately yields ∂σF0(aθ1l, θ) = ∂σF0(bθ1l, θ) = 0
and ∂2σF0(aθ2l, θ) = ∂2σF0(bθ2l, θ) = 0 from the expressions for F1(σ, θ) and F2(σ, θ), respectively.
Due to Dθ1 = ∅, one has ∂2σF0(σ, θ) ≡ 0 and further ∂σF0(σ, θ) ≡ 0 for σ ∈ (aθ1l, bθ1l). Note that
∂σF0(σ, θ) = 0 on (−∞,M) \Dθ11, hence ∂σF0(σ, θ) ≡ 0 holds for all σ ∈ (−∞,M) which yields
F0(σ, θ) ≡ 0 for each θ ∈ [0, 2pi]. This, however, contradicts ϕ0(x) 6≡ 0 or ϕ1(x) 6≡ 0.
Step 3: B 6= ∅.
It is readily seen that B = {(σ, θ) ∈ (−∞,M) × [0, 2pi] : F1(σ, θ) 6= 0, F2(σ, θ) > 0, F1(σ, θ) +
F2(σ, θ) > 0}. Set B1 ≡ {(σ, θ) ∈ (−∞,M) × [0, 2pi] : F1(σ, θ) 6= 0, F2(σ, θ) > 0} and denote
by Bθ1 the level set of B1 for fixed θ. Further write Bθ1 =
⋃Nθ
l=1(c
θ
l , d
θ
l ) if Bθ1 6= ∅, where different
intervals (cθl , dθl ) are disjoint, and F1(σ, θ) 6= 0, F2(σ, θ) > 0 for σ ∈ (cθl , dθl ). There are four
possible cases for the values of Fi(σ, θ) (i = 1, 2) at the endpoints of (cθl , dθl ).
Case (i): F1(cθl , θ) = F1(dθl , θ) = 0.
Case (ii): F1(cθl , θ) = F2(dθl , θ) = 0.
Case (iii): F2(cθl , θ) = F1(dθl , θ) = 0.
Case (iv): F2(cθl , θ) = F2(dθl , θ) = 0.
We will prove by contradiction that B 6= ∅. If B = ∅, then Bθ = ∅ for any level set which
means F1(σ, θ) + F2(σ, θ) ≤ 0 for σ ∈ (cθl , dθl ). We can assume that g1(θ) ≡
2∑
i,j=0
dij ωˆiωˆj > 0 and
g2(θ) ≡
2∑
i,j,k=0
ekij ωˆiωˆjωˆka > 0 for a fixed θ (Other cases are treated analogously). One then has:
In case (i), ∂σF0(cθl , θ) = ∂σF0(dθl , θ) = 0. It follows from g1(θ)∂σF0(σ, θ)+ g2(θ)∂2σF0(σ, θ) ≤
0 that ∂σ
(
e
g1(θ)
g2(θ)
σ
∂σF0(σ, θ)
)
≤ 0 and further ∂σF0(σ, θ) ≡ 0, which is a contradiction to ∂2σF0(σ, θ)
> 0 for σ ∈ (cθl , dθl ).
In case (ii), ∂σF0(cθl , θ) = ∂2σF0(dθl , θ) = 0. Together with ∂2σF0(σ, θ) > 0 for σ ∈ (cθl , dθl ), this
yields ∂σF0(σ, θ) > 0 and further F1(σ, θ) + F2(σ, θ) > 0 for σ ∈ (cθl , dθl ) which is a contradiction
to the assumption F1(σ, θ) + F2(σ, θ) ≤ 0 for σ ∈ (cθl , dθl ).
In case (iii), ∂2σF0(cθl , θ) = ∂σF0(dθl , θ) = 0. From Bθ = ∅ and ∂σ
(
e
g1(θ)
g2(θ)
σ
∂σF0(σ, θ)
)
≤ 0 for
σ ∈ (cθl , dθl ), one has ∂σF0(σ, θ) ≥ 0 and F1(σ, θ) +F2(σ, θ) > 0 for σ ∈ (cθl , dθl ) which contradicts
F1(σ, θ) + F2(σ, θ) ≤ 0 for σ ∈ (cθl , dθl ).
In case (iv), ∂2σF0(cθl , θ) = ∂2σF0(dθl , θ) = 0. In view of ∂σF0(σ, θ) 6= 0 and ∂2σF0(σ, θ) > 0
for σ ∈ (cθl , dθl ), one then obtains ∂σF0(σ, θ) < 0 for σ ∈ (cθl , dθl ) by F1(σ, θ) + F2(σ, θ) ≤ 0.
(If ∂σF0(cθl , θ) = 0 or ∂σF0(dθl , θ) = 0, then the proof has been completed in cases (ii) and (iii),
respectively.) Therefore, there exists an interval (eθ1l, eθ2l) such that (cθl , dθl ) ⊂ (eθ1l, eθ2l), ∂σF0(σ, θ) <
0 for σ ∈ (eθ1l, eθ2l), and ∂σF0(eθ1l, θ) = ∂σF0(eθ2l, θ) = 0, moreover, F1(σ, θ) + F2(σ, θ) ≤ 0.
(Otherwise, if F1(σ, θ) + F2(σ, θ) > 0 at some point (σ¯, θ¯), then ∂2σF0(σ¯, ω¯) > 0 which contradicts
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Bθ = ∅). In this case, by ∂σ
(
e
g1(θ)
g2(θ)
σ
∂σF0(σ, θ)
)
≤ 0 for σ ∈ (eθ1l, eθ2l) one has ∂σF0(σ, θ) ≥ 0 for
σ ∈ (dθl , eθ2l). This obviously contradicts ∂σF0(σ, θ) < 0 for σ ∈ (eθ1l, eθ2l).
Collecting the analysis above, one arrives at B 6= ∅.
Step 4: τ0 > 0 is a finite number.
Since B 6= ∅, there exists at least one point (σ˜0, θ˜) ∈ B such τ0 ≤ G0(σ˜, θ˜) <∞.
Next we show τ0 > 0.
Set z = ∂σF0(σ, θ)
∂2σF0(σ, θ)
for (σ, θ) ∈ B. Then G0(σ, θ) = 1
∂2σF0(σ, θ)
ln(1 + z)
z
with (σ, θ) ∈ B,
z > −1, and z 6= 0. If z ∈ (−1, 0), then G0(σ, θ) ≥ 1
max
(σ,θ)∈B
∂2σF0(σ, θ)
. If z ∈ (0, N ] for a
fixed N > 0, then G0(σ, θ) ≥ CN
max
(σ,θ)∈B
∂2σF0(σ, θ)
, where 0 < CN < 1. If z > N and N is large
enough, then this implies that ∂2σF0(σ, θ) > 0 is small and ∂σF0(σ, θ) > 0 holds. In this case,
G0(σ, θ) =
ln(1 + z)
∂σF0(σ, θ)
≥ ln(1 +N)
max(∂σF0)
. Therefore, τ0 is a positive constant. 
Lemma 2.2. Define the function
G˜0(σ, θ) =
 G0(σ, θ) for (σ, θ) ∈ A,1
F2(σ, θ)
for (σ, θ) ∈ D,
where D = {(σ, θ) ∈ (−∞,M)× [0, 2pi] : F1(σ, θ) = 0, F2(σ, θ) > 0} 6= ∅. Let
τ˜0 = min
{
τ0, inf
(σ,θ)∈D
G˜0(σ, θ)
}
.
Then
τ˜0 = τ0.
Proof. It is enough to show τ1 ≡ min
(σ,θ)∈D
G˜0(σ, θ) ≥ τ0. Indeed, by the definition of τ1, there exists
a sequence {(σn, θn)}n∈N ⊂ D such that τ1 > G˜0(σn, θn) − 1/n. In addition, it follows from the
definitions of domains B and D that, for each fixed n, there exists a sequence {(σkn, θkn)}k∈N ⊂ B
such that lim
k→∞
(σkn, θ
k
n) = (σn, θn). Therefore, τ1 > lim
k→∞
G0(σ
k
n, θ
k
n)−
1
n
≥ τ0 − 1
n
for any n ∈ N
which yields τ1 ≥ τ0. 
Remark 2.3. From the proofs of Lemmas 2.1 and 2.2, one sees that, generically, τ0 is attained at an
interior point of the set B. Indeed, note that ∂B = ∂B1∪∂B2∪∂B3∪∂B4, where ∂B1 = {(σ, θ) ∈
(−∞,M ] × [0, 2pi] : F1 6= 0, F2 = 0, F1 + F2 > 0}, ∂B2 = {(σ, θ) ∈ (−∞,M ] × [0, 2pi] : F1 6=
0, F2 > 0, F1 + F2 = 0}, ∂B3 = {(σ, θ) ∈ (−∞,M ] × [0, 2pi] : F1 = 0, F2 > 0, F1 + F2 > 0},
and ∂B4 = {(σ, θ) ∈ (−∞,M ] × [0, 2pi] : two or three of the values F1, F2, and F1 + F2 at (σ, θ)
are zero}. Generically, ∂B4 consists of finitely many points only. Near ∂B1 and ∂B2, G0(σ, θ) will
be much larger than τ0, near ∂B3, one also has that inf
(σ,θ)∈B
(σ,θ)→∂B3
G0(σ, θ) ≥ τ0, and only in nongeneric
cases G0(σ, θ) attains its minimum at the part ∂B3 of the boundary.
Based on Lemmas 2.1-2.2, we now state for problem (2.1):
Lemma 2.4. Problem (2.1) admits a C∞ solution V for 0 ≤ τ < τ0, where τ0 = min
(σ,θ)∈B
G0(σ, θ).
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Proof. Set w(q, ω, τ) = ∂qV (q, ω, τ). Then it follows from (2.1) that
(2.2)

∂τw −
2∑
i,j=0
(
dijV +
2∑
k=0
ekij ωˆkw
)
ωˆiωˆj∂qw = 0, (q, τ) ∈ (−∞,M ]× [0, τ0),
w(q, ω, 0) = ∂qF0(q, ω).
The characteristics q = q(ω, τ ; s) of (2.2) emanating from the point (ω, 0) is defined by
(2.3)

dq
dτ
(ω, τ ; s) = −
2∑
i,j=0
(
dijV +
2∑
k=0
ekijωˆkw
)
ωˆiωˆj(q(ω, τ ; s), ω, τ),
q(ω, 0; s) = s.
Along this characteristic curve, one has
dw
dτ
(q(ω, τ ; s), ω, τ) = 0,
w(q(ω, 0; s), 0) = ∂qF0(s, ω),
which yields for τ < τ0
(2.4) w(q(ω, τ ; s), ω, τ) = ∂qF0(s, ω) = ∂qV (q(ω, τ ; s), ω, τ).
On the other hand, by (2.3) and (2.4), one obtains
∂2τsq(ω, τ ; s) = −
2∑
i,j=0
(
dij∂qF0(s, ω)∂sq(ω, τ ; s) +
2∑
k=0
ekij ωˆk∂
2
qF0(s, ω)
)
ωˆiωˆja,
∂sq(ω, 0; s) = 1.
This yields
∂sq(ω, τ ; s) = exp
(−F1(s, ω)τ)(1 + F2(s, ω)
F1(s, ω)
)
− F2(s, ω)
F1(s, ω)
> 0
if F1(s, ω) 6= 0 and ∂sq(ω, τ, s) = 1−τF2(s, ω) > 0 if F1(s, ω) = 0 when 0 ≤ τ < τ0, respectively.
Then
q(ω, τ ; s) = q(ω, τ ;M) +
∫ s
M
(
exp
(−F1(ρ, ω)τ)(1 + F2(ρ, ω)
F1(ρ, ω)
)
− F2(ρ, ω)
F1(ρ, ω)
)
dρ,
where lim
z→0
(
ezτ
(
1− y
z
)
+
y
z
)
= 1− τy has been used.
Note that q(ω, τ ;M) = M such that V (q, ω, τ) satisfies the boundary condition V |q=M = 0.
Hence
V (q(ω, τ ; s), ω, τ) = − ∂τq(ω, τ ; s)
2∑
i,j=0
dijωˆiωˆj
−
2∑
i,j,k=0
ekij ωˆiωˆj ωˆk
2∑
i,j=0
dij ωˆiωˆja
w
=
∫ s
M
(
exp(−τF1(ρ, ω))∂qF0(ρ, ω)
+
(
exp(−τF1(ρ, ω))− 1
)F2(ρ, ω)∂qF0(ρ, ω)
F1(ρ, ω)
)
dρ.
By Lemmas 2.1-2.2 and the implicit function theorem, s = s(q, ω, τ) is a smooth function for
τ < τ0. Therefore,
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V (q, ω, τ) =
∫ s(q,ω,τ)
M
(
exp(−τF1(ρ, ω))∂qF0(ρ, ω)
+
(
exp(−τF1(ρ, ω))− 1
)F2(ρ, ω)∂qF0(ρ, ω)
F1(ρ, ω)
)
dρ
is a smooth solution of (2.1) for 0 ≤ τ < τ0. 
From [10, Chapter 6], one has F0(q, ω) ∈ C∞(R× S1), suppF0 ⊆ (−∞,M ]× S1, and
(2.5) |∂kq ∂αωF0(q, ω)| ≤ Ck,α(1 + |q|)−1/2−k.
In addition, from the explicit expression for V (q, ω, τ) we conclude that, for τ ≤ b < τ0,
(2.6) |∂m+1q ∂αω∂lτV (q, ω, τ)| ≤ Cbm,α,l(1 + |q|)−3/2−m
and
|∂αω∂lτV (q, ω, τ)| ≤ Cbα,l.
We now start to construct an approximate solution of (1.1) for 0 ≤ τ = ε√1 + t < τ0. Let w0 be
the solution of the linear wave equation{
∂2tw −∆w = 0,
w(0, x) = ϕ0(x), ∂tw(0, x) = ϕ1(x).
Choose a C∞ function χ(s) such that χ(s) = 1 for s ≤ 1 and χ(s) = 0 for s ≥ 2. We then set, for
0 ≤ τ = ε√1 + t < τ0,
ua(t, x) = εχ(εt)w0(t, x) +
ε√
r
(1− χ(εt))χ(−3εq)V (q, ω, τ).
By [10, Theorem 6.2.1] and Lemma 2.4, one has that |Zαua| ≤ Cα,bε(1 + t)−1/2 for τ ≤ b < τ0
and all multi-index α. We further set
Ja = ∂
2
t ua −∆ua +
2∑
i,j=0
(dijua +
2∑
k=0
ekij∂kua)∂ijua +O(|ua|2 + |∇ua|2)
2∑
i,j=0
∂ijua.
Then one has:
Lemma 2.5. It holds ∫ b2/ε2−1
0
‖ZαJa‖L2 dt ≤ Cα,bε3/2.
Proof. We divide the proof into three cases.
Case A. 2
ε
≤ t ≤ b
2
ε2
− 1.
In this case, χ(εt) = 0 and ua(t, x) =
ε√
r
χ(−3εq)V (q, ω, τ). Then
Ja = −ε
2
r
(
∂2qτ V¯ −
( 2∑
i,j=0
dij ωˆiωˆj
)
V¯ ∂2q V¯ −
( 2∑
i,j,k=0
ekij ωˆiωˆjωˆk
)
∂qV¯ ∂
2
q V¯
)
+O
( ε
(1 + t)5/2
)
,
where V¯ (q, ω, τ) = χ(−3εq)V (q, ω, τ). In view of (2.5)–(2.6) and the explicit expression for V ,
∂qτ V¯ −
( 2∑
i,j=0
dij ωˆiωˆj
)
V¯ ∂2q V¯ −
( 2∑
i,j,k=0
ekij ωˆiωˆjωˆk
)
∂qV¯ ∂
2
q V¯
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= χ(1− χ)∂qτV − 3εχ′∂τV −
( 2∑
i,j=0
dij ωˆiωˆj
)
χV
(
9ε2χ′′V − 6εχ′∂qV
)
−
( 2∑
i,j,k=0
ekij ωˆiωˆjωˆk
)(
(−3εχ′V + χ∂qV )(9ε2χ′′V − 6εχ′∂qV )− 3εχ′V χ∂2qV
)
,
which yields the estimate
|ZαJa| ≤ Cα,bε(1 + t)−5/2 + Cα,bε3(1 + t)−1ψ(−3εq),
where ψ(s) is a cutoff function satisfying ψ(s) = 1 for 1 ≤ s ≤ 2 and ψ(s) = 0 otherwise.
Case B. t ≤ 1
ε
.
In this case, χ(εt) = 1 and ua = εw0. This yields
Ja = ε
2
2∑
i,j=0
(dijw0 +
2∑
k=0
ekij∂kw0)∂ijw0 + ε
3O
(|w0|2 + |∇w0|2) 2∑
i,j=0
∂ijw0.
It then follows from a direct computation that
|ZαJa| ≤ Cαε2(1 + t)−1(1 + |q|)−2.
Case C. 1
ε
≤ t ≤ 2
ε
.
A direct computation gives
ua = εw0 + ε (1− χ(εt))
(
r−1/2χ(−3εq)V − w0
)
and then
Ja = J1 + J2 + J3 + J4,
where
J1 =
2∑
i,j=0
(dijua +
2∑
k=0
ekij∂kua)∂ijua +O
(|ua|2 + |∇ua|2) 2∑
i,j=0
∂ijua,
J2 = ε(∂
2
t −∆)
(
(1− χ(εt))r−1/2χ(−3εq)(V − F0)
)
,
J3 = ε(∂
2
t −∆)
(
(1− χ(εt))χ(−3εq)(r−1/2F0 − w0)
)
,
J4 = ε(∂
2
t −∆)
(
(1− χ(εt))(χ(−3εq) − 1)w0
)
.
It is easy to see that
|ZαJ1| ≤ Cα,bε2(1 + t)−1(1 + |q|)−1.
Due to (∂2t −∂2r )(V (q, τ)−F0(q)) = −∂τqV
ε√
1 + t
+∂2τV
ε2
4(1 + t)
−∂τV ε
4(1 + t)3/2
, V (q, 0) =
F0(q), and the fact that (∂2t −∆)v = r−1/2
(
(∂t + ∂r)(∂t − ∂r)− r−2(1/4 + ∂2ω)
)
(r1/2v), one also
has that
|ZαJ2| ≤ Cα,bε3(1 + |q|)−1.
By the [10, Theorem 6.2.1], one has that, for any constant l > 0, if r ≥ lt, then
|Zα(w0 − r−1/2F0)| ≤ C(1 + t)−3/2(1 + |q|)1/2.
On the other hand, from the fact that ∂2t −∆ =
1
r + t
(S + ω1H1 + ω2H2) (∂t−∂r)− 1
r
∂r− 1
r2
∆ω,
one concludes that
|ZαJ3| ≤ Cα,bε2(1 + t)−3/2.
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Since the support of J4 with respect to the variable q belongs to the interval (−∞,−1/(3ε)) and
applying the fact that, for any φ(t, r) ∈ C1,
(2.7) |∂φ| ≤ C
1 + |t− r|
∑
|β|=1
|Zβφ|,
one obtains the estimate
|ZαJ4| ≤ Cα,bε3(1 + t)−1/2.
Collecting the estimates above, one has
|ZαJa| ≤ Cα,bε2(1 + t)−3/2 + Cα,bε2(1 + t)−1(1 + |q|)−1.
One arrives at
‖ZαJa(·, t)‖L2 ≤ Cα,bε5/2(1 + t)−1/2 + Cα,bε(1 + t)−3/2,
2
ε
≤ t ≤ eb/ε − 1,
‖ZαJa(·, t)‖L2 ≤ Cαε2(1 + t)−1/2, t ≤
2
ε
.
Consequently, ∫ eb/ε−1
0
‖Zαua(·, t)‖L2 dt ≤ Cα,bε3/2,
and Lemma 2.5 is proved.

For latter reference, we quote from [18]:
Lemma 2.6. For f(t, x) ∈ C1(R+ ×R2) with supp f ⊆ {(t, x) : r ≤M + t}, one has
‖(1 + |t− r|)−1f‖L2 ≤ C ‖∂rf‖L2 ,
where the constant C > 0 only depends on M .
Based on these preparations, we next establish:
Proposition 2.7. For ε > 0 sufficiently small and 0 < τ = ε√1 + t ≤ b < τ0, Eq. (1.1) has a C∞
solution u(t, x) which satisfies, for all |α| ≤ 2,
(2.8) |Zα∂(u− ua)| ≤ Cbε3/2(1 + t)−1/2(1 + |t− r|)−1/2.
Proof. Let v = u− ua. Then
(2.9)

∂2t v −∆v +
2∑
i,j=0
(diju+
2∑
k=0
ekij∂ku)∂ijv +O(|u|2 + |∇u|2)
2∑
i,j=0
∂ijv
= −Ja −
2∑
i,j=0
(dijv +
2∑
k=0
ekij∂kv)∂ijua
−O(|v|2 + 2|uav|+ |∇v|2 + 2|∇ua · ∇v|)
2∑
i,j=0
∂ijua,
v(0, x) = ∂tv(0, x) = 0.
We make the induction hypothesis that, for a certain T ≤ b2/ε2 − 1,
(2.10) |Zα∂v| ≤ ε(1 + t)−1/2(1 + |t− r|)−1/2, |α| ≤ 2, t ≤ T,
which implies that, for |α| ≤ 2 and t ≤ T ,
(2.11) |Zαv| ≤ Cε (1 + t)−1/2 (1 + |t− r|)1/2.
12 B.-B. DING, I. WITT, AND H.-C. YIN
To prove the validity of (2.10), we will show that, for ε > 0 sufficiently small,
(2.12) |Zα∂v| ≤ ε
2
(1 + t)−1/2(1 + |t− r|)−1/2, |α| ≤ 2, t ≤ T,
and then utilize the continuity method to obtain ε
√
1 + T = b.
Applying Zα on both hand sides of (2.9) and using [Zα, ∂2t −∆] =
∑
|β|<|α|
CαβZ
β (∂2t −∆) yields,
for |α| ≤ 4,
(2.13) (∂2t −∆)Zαv = ZαG− ∑
|β|<|α|
CαβZ
βG,
where
G = −
2∑
i,j=0
(
diju+
2∑
k=0
ekij∂ku
)
∂ijv −O
(|u|2 + |∇u|2) 2∑
i,j=0
∂ijv − Ja
−
2∑
i,j=0
(dijv +
2∑
k=0
ekij∂kv)∂ijua −O
(|v|2 + 2|uav|+ |∇v|2 + 2|∇ua · ∇v|) 2∑
i,j=0
∂ijua.
Thus one obtains from (2.13) that
(2.14) ∂2tZαv −∆Zαv
+
2∑
i,j=0
(
diju+
2∑
k=0
ekij∂ku
)
∂ijZ
αv +O
(|u|2 + |∇u|2) 2∑
i,j=0
∂ijZ
αv = F,
where
F = −
2∑
i,j=0
∑
α1+α2=α
|α1|≥1
Zα1
(
diju+
2∑
k=0
ekij∂ku
)
Zα2∂ijv
+ Zα
(
−Ja −
2∑
i,j=0
(
dijv +
2∑
k=0
ekij∂kv
)
∂ijua
−O (|v|2 + 2|uav|+ |∇v|2 + 2|∇ua · ∇v|) 2∑
i,j=0
∂ijua
)
−
2∑
i,j=0
(
diju+
2∑
k=0
ekij∂ku
)
[Zα, ∂ij ]v −O
(|u|2 + |∇u|2) 2∑
i,j=0
[Zα, ∂ij ]v
−
∑
α1+α2=α
|α1|≥1
Zα1
(
O
(|u|2 + |∇u|2) 2∑
i,j=0
Zα2∂ijv
)
−
∑
|β|<|α|
CαβZ
βG.
Next we derive an estimate on ‖∂Zαv‖L2 from Eq. (2.14). Define the energy
E(t) =
1
2
∑
|α|≤4
∫
R2
(
|∂tZαv|2 + |∇xZαv|2 −
2∑
i,j=0
(
diju+
2∑
k=0
ekij∂ku
)
(∂iZ
αv)(∂jZ
αv)
−O (|u|2 + |∇u|2) 2∑
k=0
(∂iZ
αv)(∂jZ
αv)
)
dx.
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Multiplying both sides of (2.14) by ∂tZαv (|α| ≤ 4), integrating by parts, and noting that |∂βu| =
|∂βua + ∂βv| ≤ Cbε(1 + t)−1/2 (|β| = 1, 2) from the construction of ua and assumption (2.10), one
arrives at
(2.15) E′(t) ≤ Cbε√
1 + t
E(t) +
∑
|α|≤4
∫
R2
|F ||∂tZαv| dx.
We now treat each of the terms appearing in the integral
∑
|α|≤4
∫
R2
|F ||∂tZαv| dx separately.
(A) Terms
∑
α1+α2=β
|α1|≥1
∫
R2
∣∣∣Zα1(diju + 2∑
k=0
ekij∂ku + O
(|u|2 + |∇u|2))Zα2∂ijv∣∣∣|∂tZαv| dx with
|β| ≤ |α|.
It suffices to estimate
∑
α1+α2=β
|α1|≥1
∫
R2
∣∣∣Zα1(diju+ 2∑
k=0
ekij∂ku
)
Zα2∂ijv
∣∣∣|∂tZαv| dx. Note that:
(i) By assumption (2.11), one has, for |δ| ≤ 2,
(2.16) ∣∣(1 + |t− r|)−1Zδ(ua + v)∣∣ ≤ Cb ε√
1 + t
.
(ii) By (2.16) and (2.7), one has, for |α1|+ |α2| = |β| ≤ 4 with |α1| ≥ 1,
(2.17)
∫
R2
∣∣Zα1(diju+ ekij∂ku)(Zα2∂ijv)∂tZαv∣∣ dx
≤ Cb
∫
R2
(|Zα1ua|+ |Zα1∂kua|) · |(Zα2∂ijv)(∂tZαv)| dx
+C
∫
R2
(|Zα1v|+ |Zα1∂kv|) · |(Zα2∂ijv)(∂tZαv)| dx
≤ Cb ε√
1 + t
E(t) + C
∑
|γ|≤|α2|+1
∫
R2
|(1 + |t− r|)−1Zα1v| · |Zγ∂v| · |∂tZαv| dx
+C
∑
|γ|≤|α2|+1
∫
R2
|Zα1∂kv| · |Zγ∂v| · |∂tZαv| dx.
Note that there is at most one number larger than 2 between |α1| and |γ|. If |α1| > 2, then |γ| ≤ 2.
Thus, by Lemma 2.6 applied to (1 + |t− r|)−1Zα1v and assumption (2.10), one arrives at
(2.18)
∫
R2
|(1 + |t− r|)−1Zα1v| · |Zγ∂v| · |∂tZαv| dx
+
∫
R2
|Zα1∂kv| · |Zγ∂v| · |∂tZαv| dx ≤ Cb ε√
1 + t
E(t).
If |γ| > 2, then |α1| ≤ 2. It follows from (2.11) that
∣∣(1 + |t − r|)−1Zα1v∣∣ ≤ Cε(1 + t)−1/2(1 +
|t− r|)−1/2 which leads to
(2.19)
∫
R2
|(1 + |t− r|)−1Zα1v| · |Zγ∂v| · |∂tZαv| dx
+
∫
R2
|Zα1∂kv| · |Zγ∂v| · |∂tZαv| dx ≤ Cb ε√
1 + t
E(t).
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Substituting (2.18)–(2.19) into (2.17) yields
(2.20)
∑
α1+α2=β
|α1|≥1
∫
R2
∣∣∣Zα1(diju+ 2∑
k=0
ekij∂ku
)
Zα2∂ijv
∣∣∣|∂tZαv| dx ≤ Cb ε√
1 + t
E(t).
(B) Terms
∫
R2
∣∣∣Zβ((diju+ 2∑
k=0
ekij∂ku+O(|u|2 + |∇u|2))∂ijv
) · ∂tZαv∣∣∣ dx with |β| < |α|.
We only need to treat the term
∫
R2
∣∣∣(diju+ 2∑
k=0
ekij∂ku
)
Zβ∂ijv · ∂tZαv
∣∣∣ dx, since the other terms
have been estimated in (A). By (2.10), one has
(2.21)
∫
R2
∣∣∣(diju+ 2∑
k=0
ekij∂ku
)
Zβ∂ijv · ∂tZαv
∣∣∣ dx
≤ C
∑
|γ|≤|β|+1≤|α|
∫
R2
|(1 + |t− r|)−1u| · |Zγ∂v| · |∂tZαv| dx
+ C
∫
R2
|∂u| · |Zβ∂2v| · |∂tZαv| dx ≤ Cb ε√
1 + t
E(t).
(C) Terms
∫
R2
|∂tZαv| · |ZβJa| dx with |β| ≤ |α| ≤ 4.
In this case, one has
(2.22)
∫
R2
|∂tZαv| · |ZβJa| dx ≤ ‖ZβJa(·, t)‖L2
√
E(t).
(D) Terms
∫
R2
∣∣∣Zβ((dijv + 2∑
k=0
ekij∂kv + O
(|v|2 + 2|uav|+ |∇v|2 + 2|∇ua · ∇v|)) ∂ijua)∣∣∣ ·
|∂tZαv| dx with |β| ≤ |α| ≤ 4.
A direct computation yields
(2.23)
∫
R2
∣∣∣Zβ((dijv + 2∑
k=0
ekij∂kv +O
(|v|2 + 2|uav|+ |∇v|2 + 2|∇ua · ∇v|))∂ijua)∣∣∣
· |∂tZαv| dx ≤ C
∑
|β1|+|β2|≤|β|+1
|β1|≤|β|
∫
R2
(|(1 + |t− r|)−1(Zβ1v)(Zβ2∂ua)|
+ |(Zβ1∂v)(Zβ2∂ua)|
)|∂tZαv| dx ≤ Cb ε√
1 + t
E(t).
(E) Terms
∫
R2
∣∣∣(dijv + 2∑
k=0
ekij∂kv +O
(|u|2 + |∇u|2))[Zα, ∂ij ]v∣∣∣ · |∂tZαv| dx.
Since [Zα, ∂ij ] =
∑
|β|≤|α|−1
Cijαβ∂
2Zβ, one has
(2.24)
∫
R2
∣∣∣(diju+ 2∑
k=0
ekij∂ku+O
(|u|2 + |∇u|2))[Zα, ∂ij ]v∣∣∣ · |∂tZαv| dx
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≤ C
∑
|β|≤|α|−1
∫
R2
(|u|+ |∂u|)|∂2Zβv| · |∂tZαv| dx
≤ C
∑
|γ|≤|α|
∫
R2
|(1 + |t− r|)−1(|u|+ |∂u|)| · |∂Zγv| · |∂tZαv| dx
≤ Cb ε√
1 + t
E(t).
Substituting (2.20)–(2.24) into (2.15) yields
E′(t) ≤ Cb ε√
1 + t
E(t) +
∑
|β|≤4
‖ZβJa(·, t)‖L2
√
E(t).
By Lemma 2.5 and Gronwall’s inequality, one obtains
‖∂Zαv‖L2 ≤ Cb ε3/2, |α| ≤ 4,
and then
(2.25) ‖Zα∂v‖L2 ≤ Cb ε3/2, |α| ≤ 4.
By (2.25) and the Klainerman-Sobolev inequality (see [10, 16]), one has
(2.26) |Zα∂v| ≤ Cb ε3/2(1 + t)−1/2(1 + |t− r|)−1/2, |α| ≤ 2, t ≤ T,
which means that, for small ε > 0,
|Zα∂v| ≤ ε
2
(1 + t)−1/2(1 + |t− r|)−1/2, |α| ≤ 2, t ≤ T.
In this way, we have completed the proofs of (2.12) and further of (2.8) along with (2.26). 
Proposition 2.7 immediately gives that lim
ε→0
ε(1 + Tε)
1/2 ≥ τ0, hence
(2.27) lim
ε→0
ε
√
Tε ≥ τ0.
3. PROOF OF THE GEOMETRIC BLOWUP THEOREM
In this section, we use the coordinates (r, θ, t) instead of (x, t) to study Eq. (1.1).
We set
σ = r − t, τ = ε√t,
and write u(t, x) = ε√
r
G(σ, θ, τ) for r > 0. Further we introduce the notation
ω˜ = (0,− sin θ, cos θ), ω¯ = (0, cos θ, sin θ),
ωˆ = (−1, cos θ, sin θ), R = τ2 + ε2σ,
aij = dijG+
2∑
k=0
ekij
(
ωˆk∂σG+ ε
2
(
− ω¯k
2R
G+
1
R
ω˜k∂θG+
1
2τ
δk0∂τG
))
+O
(
ε2
R1/2
G2 +
2∑
k=0
ε2
R1/2
(− ε
2
2R
ω¯kG+ ωˆk∂σG+
ε2
R
ω˜k∂θG+
ε2
2τ
δk0∂τG)
2
)
.
It then follows from a direct computation that Eq. (1.1) takes the form
(3.1) P (G) ≡
2∑
i,j=0
pij(y,G,∇yG)∂ijG+ ε2p0(y,G,∇yG) = 0
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where
p00 =
2∑
i,j=0
aijωˆiωˆj, p01 = p10 =
ε2
2R
2∑
i,j=0
aij(ω˜iωˆj + ω˜jωˆi),
p02 = p20 =
ε2
4τ
2∑
i,j=0
aij(ωˆjδ
i
0 + ωˆiδ
j
0)−
R1/2
2τ
, p11 = − ε
2
R3/2
+
ε4
R2
2∑
i,j=0
aij ω˜iω˜j ,
p12 = p21 =
ε4
4Rτ
2∑
i,j=0
aij(ω˜jδ
i
0 + ω˜iδ
j
0), p22 =
ε2R1/2
4τ2
+
ε4
4τ2
2∑
i,j=0
aijδ
i
0δ
j
0
with y = (y0, y1, y2) = (σ, θ, τ), ∂i = ∂yi (0 ≤ i ≤ 2), and p0 is a smooth function.
Introduce a transformation Φ,
(3.2) Φ(s, θ, τ) = (σ, θ, τ) .
where σ = φ(s, θ, τ). Set w(s, θ, τ) = G(φ(s, θ, τ), θ, τ) and v(s, θ, τ) = ∂σG(φ(s, θ, τ), θ, τ).
It is obvious that ∂sw = v∂sφ. Now, if we find smooth functions (φ,w, v) and some point mε =
(sε, θε, τε) such that ∂sφ(mε) = 0 and ∂sv(mε) 6= 0, then the second order derivatives of G has
a singularity at Mε = (φ(sε, θε, τε), θε, τε), ∂2σG =
∂sv
∂sφ
. In [1, 2], such a blowup is said to be of
geometric type.
The following proposition is established in [2] by direct computation. It guides us to the construc-
tion of the blowup system of (1.1).
Proposition 3.1. With ∂¯ = (0, ∂1, ∂2) and φˆ = (φˆ0, φˆ1, φˆ2) = (−1, ∂1φ, ∂2φ), one has
(∇yG)(Φ) = ∂¯w − φˆv,
(∂ijG)(Φ) = ∂¯ijw − v∂¯ijφ−
(
φˆi∂¯jv + φˆj ∂¯iv
)
+ φˆiφˆj
(∂sv
∂sφ
)
,
P (G)(Φ) =
∂sv
∂sφ
I1 + I2,
where
I1 =
∑
pij(φ, θ, τ, w, ∂¯w − φˆv)φˆiφˆj ,
I2 =
∑
pij(φ, θ, τ, w, ∂¯w − φˆv)
(
∂¯ijw − v∂¯ijφ− (φˆi∂¯jv + φˆj ∂¯iv)
)
+ ε2p0(φ, θ, τ, w, ∂¯w − φˆv).
Using this proposition, one sees that, in order to solve the nonlinear equation P (G) = 0, it suffices
to solve the system
(3.3)

I1 = 0,
I2 = 0,
I3 = ∂sw − v∂sv = 0
for (φ,w, v). This system is called the blowup system of (1.1) in the terminology used in [1, 2].
We now comment on the existence of local solution of (3.3).
From the analysis of Section 2, we know that P (G) = 0 can be solved with the corresponding
initial data on t = τ21 /ε2 (since (1.1) has a unique smooth solution for τ < τ0 and small ε) in the strip
DS = {(σ, θ, τ) : − C0 ≤ σ ≤M, θ0 − δ0 ≤ θ ≤ θ0 + δ0, τ1 ≤ τ ≤ τ1 + η},
where C0 > 0 is some large constant, τ1 > 0, and η > 0 is so small that η < τ0 − τ1.
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From I1 =
∑
pij(φ, θ, τ,G(φ, θ, τ),∇G(φ, θ, τ))φˆi φˆj = 0, one has that ∂I1
∂(∂τφ)
=
R1/2
τ
+
O(ε2) > 0 for ε > 0 small and a smooth function φ. By the implicit function theorem, one then
obtains
(3.4) ∂τφ = E(ε, θ, τ, φ, ∂θφ),
where E is a smooth function of its arguments.
With initial data φ(s, θ, τ1) = s, (3.4) has a unique solution φ¯ for η > 0 sufficient small. Set
w¯ = G(φ¯, θ, τ), v¯ = ∂σG(φ¯, θ, τ).
One has that (φ¯, w¯, v¯) is a local solution of the blowup system (3.3), as the local existence of G
is known by (2.27). Moreover, from the uniqueness result for the solution u(t, x) of (1.1) for t ∈
[0, (τ1 + η)
2/ε2], one has that v¯ and φ− s are smooth and flat on {s =M}.
In order to solve the blowup system (3.3), as in [1, 2], we shall use the Nash-Moser-Ho¨rmander
iteration technique under hypothesis (H). This construction is split into five steps.
3.1. Structure of the linearization of the blowup system. Let (φ˙, w˙, v˙) be the unknown solution
of the linearization of the blowup system (3.3). As in [2, Thm. 3], set z˙ = w˙ − vφ˙. Recall that
2∑
i,j,k=0
ekij∂ku∂iju does not satisfy the null condition. It then follows by direct computation that the
linearization of system (3.3) can be changed into the system
L1(φ˙, z˙) ≡ Z1∂sz˙ − ε2(∂sφ)Qz˙ + a0∂sz˙ + ε2a1∂z˙ + a2z˙ + b1Z1φ˙+ b2φ˙ = f˙1,(3.5)
L2(φ˙, z˙) ≡ Z21 φ˙+ a3Z1φ˙+ a4φ˙+ ε2c0Qz˙
+ ε2Z1(a5∂τ + a6∂θ)z˙ + ε
2a7∂z˙ + a8Z1z˙ + ε
2a9z˙ = f˙2,(3.6)
where
Z1 =
∑
pij(φˆi∂¯j + φˆj ∂¯i) = (1 +O(ε))(∂τ +O(ε
2)∂θ),
Q = ε−2
∑
pij ∂¯ij = (−1 +O(ε2))∂2θ +O(ε2)∂θτ +
( 1
4τ
+O(ε)
)
∂2τ ,
b1 = ∂sv +
(∑
i,j,k
ekij ωˆiωˆjωˆk
)−1
(Z1∂sφ+
∑
i,j
dijωˆiωˆjv∂sφ) +O(ε
1/2),
b2 = Z1∂sv + b1
∑
i,j
dij ωˆiωˆjv +O(ε
1/2),
c0 =
∑
i,j,k
ekij ωˆiωˆj ωˆk +O(ε
2),
and the ai (0 ≤ i ≤ 9) are smooth functions.
On the other hand, v˙ is determined from the first equation I ′1(φ˙, w˙, v˙) = f˙3 in the linearization of
the blowup system (3.3), see [2, Proposition II.2].
To obtain a weighted energy estimate for (3.5)-(3.6), we choose a “nearly horizontal” surface Σ
passing through {τ = τ1, s = M}, as in [2], in place of the initial plane {τ = τ1}, where Σ is a
characteristic surface for the operator Z1∂s − ε2∂sφ¯Q with its coefficients computed using (φ¯, v¯, w¯).
Note that if the characteristic surface Σ is defined by the equation τ = ψ(s, θ) + τ1, then ψ fulfills
(3.7)

(
−1 +O(ε2)∂θψ
)
∂sψ
− ε2∂sφ¯
(
1
4τ
+O(ε) −O(ε2)∂θψ + (−1 +O(ε2))(∂θψ)2
)
= 0,
ψ(M,θ) = 0.
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It is readily seen that, for ε > 0 small, Eq. (3.7) has a smooth solution ψ(s, θ) in the domain DS .
Choose a cut-off function χ ∈ C∞(R) with χ(t) = 1 for t ≤ 1/2 and χ(t) = 0 for t ≥ 1 and
perform the change of variables
(3.8) X = s, Y = θ, T = τ − τ1 − ψ(s, θ)χ
(
τ − τ1
η
)
.
We will then work in the domain
D1 = {(X,Y, T ) : − C0 ≤ X ≤M, θ0 − δ0 ≤ Y ≤ θ0 + δ0, 0 ≤ T ≤ τε − τ1} ,
which is still unknown, because we do not know yet the precise value of τε. By (3.8), the characteristic
surface Σ becomes {T = 0}.
3.2. Construction of an approximate solution of (3.3). In a first step of the Nash-Moser-Ho¨r-
mander iteration method, one is required to construct an approximate solution (φa, wa, va) of (3.3)
such that, at some point, φa satisfies (H).
For ε = 0, the blowup system (3.3) becomes
(3.9)

∂Tφ+
∑
i,j
(
dijw +
∑
k
ekij ωˆkv
)
ωˆiωˆj = 0,
− ∂T v = 0,
∂Xw − v∂Xφ = 0
with the initial and boundary conditions
φ(X,Y, 0) = X, φ(M,Y, T ) =M,
v(X,Y, 0) = ∂σF0(s¯(X,Y, τ1), Y ), v(M,Y, T ) = 0,
and s¯(X,Y, τ1) being given by
X =M +
∫ s¯
M
{
exp
(−F1(ρ, Y )τ1)(1 + F2(ρ, Y )
F1(ρ, Y )
)
− F2(ρ, Y )
F1(ρ, Y )
}
dρ.
An exact solution of (3.9) is
φ¯0 =M +
∫ s¯(X,Y,τ1)
M
{
exp
(−(T + τ1)F1(ρ, Y ))(1 + F2(ρ, Y )
F1(ρ, Y )
)
− F2(ρ, Y )
F1(ρ, Y )
}
dρ,
v¯0 = ∂σF0(s¯(X,Y, τ1), Y ),
w¯0 =
∫ s¯(X,Y,τ1)
M
∂σF0(ρ, Y )
{
exp
(−(T + τ1)F1(ρ, Y ))(
1 +
F2(ρ, Y )
F1(ρ, Y )
)
− F2(ρ, Y )
F1(ρ, Y )
}
dρ.
Note that (3.3) has a local solution (φ¯, w¯, v¯) for 0 ≤ T ≤ η whose existence is guaranteed by
previous statements. We now glue (φ¯, w¯, v¯) to (φ¯0, w¯0, v¯0) to obtain an approximate solution of (3.3)
(3.10)

φa(X,Y, T ) = χ(T/η)φ¯(X,Y, T ) +
(
1− χ(T/η))φ¯0(X,Y, T ),
va(X,Y, T ) = χ(T/η)v¯(X,Y, T ) +
(
1− χ(T/η))v¯0(X,Y, T ),
wa(X,Y, T ) = χ(T/η)w¯(X,Y, T ) +
(
1− χ(T/η))w¯0(X,Y, T ).
Substituting the approximate solution (φa, wa, va) into the blowup system (3.3) yields
Ii = f
i
a, 1 ≤ i ≤ 3,
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where f ia is smooth, flat on {X = M} and zero near {T = 0}. In addition, under assumption (ND),
one can show that φa satisfies (H) at the point (σ¯, θ0, τ0 − τ1), where
σ¯ =M +
∫ σ0
M
(
exp
(−F1(ρ, θ0)τ1)(1 + F2(ρ, θ0)
F1(ρ, θ0)
)
− F2(ρ, θ0)
F1(ρ, θ0)
)
dρ.
This will be our next step.
3.3. Condition (H) for the approximate solution φa. We now prove that the approximate solution
φa given by (3.10) satisfies condition (H) at the point (σ¯, θ0, τ0 − τ1).
It follows from a direct computation that
∂X φ¯0(X,Y, T ) =
(exp(−(T + τ1)F1)(1 + F2
F1
)
− F2
F1
exp(−τ1F1)
(
1 +
F2
F1
)
− F2
F1
)
(s¯(X, τ1, Y ), Y ).
Recall that (σ0, θ0) is the interior minimum point ofG0(σ, θ). Thus one has that∇σ,θG0(σ0, θ0) = 0.
Then ∇s,θ∂sq(θ0, τ0, σ0) = F2(σ0, θ0)∇σ,θG0(σ0, θ0) = 0 which follows from the expression for
q(θ, τ, s) in Lemma 2.4. With ∂sq(θ0, τ0, σ0) = 0, this yields
∇X,Y (∂X φ¯0)(σ¯, θ0, τ0 − τ1) = 0.
A direct calculation shows that ∇2s,θ∂sq(θ0, τ0, σ0) = F2(σ0, θ0)∇2σ,θG0(σ0, θ0) is a positive definite
matrix. On the other hand, at the point M0 = (σ¯, θ0, τ0 − τ1), one has
∂2X∂X φ¯0(M0) =
∂2s∂sq(θ0, τ0, σ0)(s¯X)
2(σ0, τ1, θ0)(
exp
(−τ1F1)(1 + F2F1 )− F2F1)(σ0, θ0) ,
∂XY ∂X φ¯0(M0)
=
∂2s∂sq(θ0, τ0, σ0)(s¯X s¯Y )(σ0, τ1, θ0) + ∂
2
sθ∂sq(θ0, τ0, σ0)s¯X(σ0, τ1, θ0)(
exp
(−τ1F1)(1 + F2F1 )− F2F1)(σ0, θ0) ,
∂2Y ∂X φ¯0(M0)
=
∂2s∂sq(θ0, τ0, σ0)(s¯Y )
2(σ0, τ1, θ0) + 2∂sθ∂sq(θ0, τ0, σ0)s¯Y (σ0, τ1, θ0)(
exp
(−τ1F1)(1 + F2F1 )− F2F1)(σ0, θ0)
+
∂2θ∂sq(θ0, τ0, σ0)(
exp
(−τ1F1)(1 + F2F1 )− F2F1)(σ0, θ0)
Therefore, ∇2X,Y ∂X φ¯0(M0) is a positive definite matrix.
Next we verify condition (H) for the function φa.
(i) Because of ∂X φ¯(X,Y, 0) = 1, one can assume that ∂X φ¯(X,Y, T ) > 0 for T ≤ η. In addition,
it follows from the expression for ∂X φ¯0(X,Y, T ) that ∂X φ¯0(X,Y, T ) ≥ 0 and ∂X φ¯0(X,Y, T ) =
0 if and only if (X,Y, T ) = (σ¯, θ0, τ0 − τ1). Therefore, ∂Xφa(X,Y, T ) ≥ 0 holds. Moreover,
∂Xφa(X,Y, T ) = 0 if and only if T ≥ η and ∂X φ¯0(X,Y, T ) = 0. This means that
∂Xφa(X,Y, T ) = 0 ⇐⇒ (X,Y, T ) = (σ¯, θ0, τ0 − τ1).
(ii) Since η < τ0 − τ1, φa(X,Y, T ) = φ¯0(X,Y, T ) holds in a neighborhood of (σ¯, θ0, τ0 − τ1).
Thus,
∂T∂Xφa(σ¯, θ0, τ0 − τ1) = ∂T∂X φ¯0(σ¯, θ0, τ0 − τ1) < 0,
∇2X,Y φa(σ¯, θ0, τ0 − τ1) = ∇2X,Y φ¯0(σ¯, θ0, τ0 − τ1) is positive definite.
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3.4. Reduction to a Goursat problem in a fixed domain. To be free to adjust the height of the
domain D1, we perform a change of variables depending on a small nonnegative parameter λ,
(3.11) X = x, Y = y, T = T (ρ, λ) = (τ0 − τ1)(ρ+ λρ(1− χ1(ρ))),
where χ1(ρ) equals 1 for ρ near 0 and 0 for ρ near 1. We will then work in a fixed subdomain D2 of
D1,
D2 = {(x, y, ρ) : − C0 ≤ x ≤M, θ0 − δ0 ≤ y ≤ θ0 + δ0, 0 ≤ ρ ≤ 1}.
For λ = λ0 = 0, the approximate solution of (3.3) is
φ0(x, y, ρ) = φa(x, y, (τ0 − τ1)ρ),
v0(x, y, ρ) = va(x, y, (τ0 − τ1)ρ),
w0(x, y, ρ) = wa(x, y, (τ0 − τ1)ρ).
Moreover, φ0 satisfies condition (H) in D2 at the point (σ¯, θ0, 1).
On the characteristic surfaces {x = M} and {ρ = 0}, respectively, of Eq. (3.3), we impose the
boundary conditions
φ is flat on {x =M} and φ− φ0 is flat on {ρ = 0}.
We now turn our attention to the linearized equations (3.5) and (3.6). Under the changes of variables
(3.8) and (3.11), it follows from a direct computation that (3.5) and (3.6) assume the form
ZSz˙ − ε2(Sφ)Nz˙ + α1Sz˙ + ε2l1(∇z˙) + α2z˙ + β1Zφ˙+ β2φ˙ = F˙1,(3.12)
Z2φ˙+ α3Zφ˙+ α4φ˙+ ε
2γ0Nz˙
+ ε2Z(α5Z + α6∂y)z˙ + ε
2l2(∇z˙) + α7Zz˙ + α8z˙ = F˙2,(3.13)
where
Z = ∂ρ + ε
2z0∂y, S = ∂s = ∂x + ε
2∂ρ, N = N1Z
2 + 2ε2N2Z∂y +N3∂
2
y ,
β1 = b1, β2 = (∂ρT )b2 +O(ε), γ0 = (∂ρT )c0 +O(ε),
N1 =
1
4τ∂ρT
+O(ε) > 0 and N3 = −∂ρT +O(ε) < 0; l1(∇z˙) and l2(∇z˙) are linear combinations
of ∇z˙.
We specifically point out that although (3.12) and (3.13) are somehow similar to the linearized
equations (3.1.1a) and (3.1.1b) of [2], the coefficients α1 and α2 in (3.12) are only bounded quantities
different from the ones in (3.1.1a) of [2] which are of order O(ε2). In addition, there are more terms
in (3.13) than in (3.1.1b) of [2] due to the simultaneous appearance of the solution u and its first-
order derivatives ∇u in the coefficients of (1.1). In view of the differences between (3.12)–(3.13) and
(3.1.1a) − (3.1.1b) of [2], we will derive energy estimates on the solutions of (3.12)–(3.13) directly
by choosing suitable multipliers and then integrating by parts different from changing the main part
of (3.12) into a third-order scalar equation to derive related estimates by introducing a new unknown
function k˙ with z˙ = Zk˙ as in [1, 2].
In the process of solving (3.12)–(3.13) we are required to choose a subdomain D3 of D2 which
is an domain of influence for the first-order differential operator Z , contains the point (σ¯, θ0, 1), and
is bounded by the planes {x = −C0}, {x = M}, {y = 0}, {ρ = 0}, {ρ = 1}, S+, and S−.
Here, S+ and S− do not intersect in D2, and their normal directions are (−η, ν, 1) and (−η,−ν, 1),
respectively, ν > 0 is an appropriate constant. In addition, it is assumed that we are given a smooth
function φ on D3 and a constant λ in (3.11) close to φ0 and λ0, respectively, where the function φ
also satisfies (H) at some point (x¯0, y¯0, 1). (This is achieved invoking the implicit function theorem
established in [1] in terms of the properties of φ0 satisfying (H) at the point (σ¯, θ0, 1).)
BLOWUP OF SMOOTH SOLUTIONS 21
3.5. The tame estimate and solvability of (3.12)–(3.13). Note that ρ = 0 is a characteristic surface
of the operator ZS − ε2(Sφ)N . Then
(3.14) s0 − (Sφ)N1 = 0.
As in [1], set
A = Sφ, δ = 1− t, g = exph(x− t), p = δ√g, | · |0 = ‖ · ‖L2(D3).
Then one obtains the following energy estimate:
Lemma 3.2. There exist C > 0, ε0 > 0, η0 > 0 and h0 > 0 such that for φ satisfying (H), (3.14),
and
(3.15) |φ− φ0|C4(D3) + |w − w0|C4(D3) + |v − v0|C4(D3) ≤ η0,
one has, for all 0 ≤ ε ≤ ε0 and h ≥ h0,
(3.16)
∫
D3
1
A
δg(1 + δh)(Sz˙)2 + ε2
∫
D3
δg(A + δh)(∂y z˙)
2 + h|pZz˙|20 + |pZφ˙|20 + h|pφ˙|20
≤ C|pF˙1|20 +C
∫
D3
δ4g|F˙2|2,
where the functions φ˙ and z˙ are smooth and flat on {t = 0} and {x =M}.
Proof. Set P = ZS − ε2AN and choose the multiplier Mz˙ = aSz˙ + dZz˙ as in [1], where the
functions a and d are to be determined later. By an integration by parts, one obtains
(3.17)
∫
D3
(P z˙)(Mz˙) dxdydρ =
∫
D3
K1(Sz˙)
2 +
∫
D3
K2(∂y z˙)
2 +
∫
D3
K3(Zz˙)
2
+
∫
D3
K4(Sz˙)(∂y z˙) +
∫
D3
K5(Sz˙)(Zz˙) +
∫
D3
K6(∂y z˙)(Zz˙)
+ I1 − I0 − J1 + L+ + L−,
where
K1 = −1
2
(Za)− 1
2
ε2(∂yz0)a,
K2 = −1
2
ε2S(AaN3)− 1
2
ε2Z(AdN3)− ε8AaN2(∂ρs0)z0 − ε6AaN2(∂xz0)
− ε10z20(∂ys0)AaN2 − ε8s0(∂ρz0)AaN2 −
1
2
ε4(∂ρs0)AaN3
− ε6AaN3(∂ys0)z0 − 1
2
ε4(∂yz0)AdN3 + ε
4AdN3(∂yz0),
K3 = −1
2
(Sd)− 1
2
ε2(∂ρs0)d+ ε
2d(∂ρs0) + ε
4z0(∂ys0)d− 1
2
ε4(∂ρs0)AaN1
− 1
2
ε2S(AaN1) + ε
4AaN1(∂ρs0) + ε
6AaN2(∂ys0) +
1
2
ε4(∂yz0)AdN1
+
1
2
ε2Z(AdN1) + ε
4∂y(AdN2),
K4 = ε
6(∂yz0)AaN2 + ε
4Z(AaN2) + ε
6AaN2(∂yz0) + ε
2∂y(AaN3),
K5 = ε
4AaN1(∂yz0) + ε
2Z(AaN1) + ε
4∂y(AaN2),
K6 = −ε4d(∂ρs0)z0 − ε2d(∂xz0)− ε6z20(∂ys0)d− ε4ds0(∂ρz0)− ε6AaN1(∂ρs0)z0,
− ε6(∂ρs0)AaN2 − ε4S(AaN2)− ε8AaN2(∂ys0)z0 + ε6AaN2(∂ρs0)
+ ε8z0(∂ys0)AaN2 + ε
4AaN3(∂ys0) + 2ε
6AdN2(∂yz0) + ε
2∂y(AdN3),
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and
I1 =
∫
{t=1}
{
1
2
a(Sz˙)2 +
1
2
ε2s0d(Zz˙)
2 − ε2AaN1(Zz˙)(Sz˙) + 1
2
ε4s0AaN1(Zz˙)
2
− ε4AaN2(∂y z˙)(Sz˙),+ε6s0AaN2(∂y z˙)(Zz˙) + 1
2
ε4s0AaN3(∂y z˙)
2
− 1
2
ε2AdN1(Zz˙)
2 +
1
2
ε2AdN3(∂y z˙)
2
}
dS,
I0 = 0,
J1 =
∫
{x=−C0}
{
1
2
d(Zz˙)2 +
1
2
ε2AaN1(Zz˙)
2 + ε4AaN2(∂y z˙)(Zz˙)
+
1
2
ε2AaN3(∂y z˙)
2
}
dS,
L± =
∫
S±
{
1
2
a(Sz˙)2 ∓ 1
2
ε2νaz0(Sz˙)
2 − 1
2
ηd(Zz˙)2 +
1
2
ε2s0d(Zz˙)
2
− ε2AaN1(Zz˙)(Sz˙)± ε4νAaN1z0(Zz˙)(Sz˙)− 1
2
ε2ηAaN1(Zz˙)
2
+
1
2
ε4s0AaN1(Zz˙)
2 − ε4AaN2(∂y z˙)(Sz˙)± ε6νz0AaN2(∂y z˙)(Sz˙)
− ε4ηAaN2(∂y z˙)(Zz˙) + ε6s0AaN2(∂y z˙)(Zz˙)± ε4νAaN2(Sz˙)(Zz˙)
± ε2νAaN3(∂y z˙)(Sz˙)− 1
2
ε2ηAaN3(∂y z˙)
2 +
1
2
ε4s0AaN3(∂y z˙)
2
− 1
2
ε2AdN1(Zz˙)
2 ± 1
2
ε4νz0AdN1(Zz˙)
2 ± ε4νAdN2(Zz˙)2
± ε2νAdN3(∂y z˙)(Zz˙) + 1
2
ε2AdN3(∂y z˙)
2 ∓ 1
2
ε4νAdN3z0(∂y z˙)
2
}
dS.
Choosing a = A−1δ2g and d = −δ2g and employing condition (H) on φ, (3.14), and geometric prop-
erties of D3, as in the proof of [2, Proposition 3.3] one obtains by (3.17) and a careful computation
that
I1 =
∫
{t=1}
1
2
a(Sz˙)2dS ≥ 0, J1 ≤ 0, L± ≥ 0
and
(3.18)
∫
D3
1
A
δg(1 + δh)(Sz˙)2 + ε2
∫
D3
δg(A + δh)(∂y z˙)
2 + h |pZz˙|20 ≤ C |pP z˙|20 .
Note that, for any ϑ > 0, there exists a C > 0 such that, for all h ≥ 1 and all smooth ψ satisfying
ψ|t=0 = 0, the inequality
(3.19)
∫
D3
(δϑ−1 + hδϑ)gψ2 ≤ C
∫
D3
δϑ+1g(Zψ)2
holds. In addition,
(3.20) P z˙ = F˙1 − α1Sz˙ − ε2l1(∇z˙)− α2z˙ − β1Zφ˙− β2φ˙.
Substituting (3.20) into the right hand side of (3.18) and using (3.19) for ϑ = 2 and the function z˙
instead of ψ, one obtains, for sufficiently large h > 0,
(3.21)
∫
D3
1
A
δg(1 + δh)(Sz˙)2 + ε2
∫
D3
δg(A + δh)(∂y z˙)
2 + h |pZz˙|20
≤ C
∣∣∣p(F˙1 − β1Zφ˙− β2φ˙)∣∣∣2
0
,
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where we note that the “largeness” of α1 and α2 does not play a role, as the parameter h > 0 can be
chosen as large as required.
Next we estimate β1 and β2 in (3.12) and (3.21). Upon substituting (φ¯0, w¯0, v¯0) into the expressions
for β1 and β2, a direct computation yields
β1(φ¯0, w¯0, v¯0) = O(ε
1/2), β2(φ¯0, w¯0, v¯0) = O(ε
1/2).
On the other hand, by estimate (2.8) and in the coordinate system (X,Y, T ) of (3.8), one has
(3.22)

∂T φ¯+
∑
i,j
(
dijw¯ +
∑
k
ekij ωˆkv¯
)
ωˆiωˆj +O(ε) = 0,
− ∂T v¯ +O(ε) = 0,
∂X w¯ − v¯∂X φ¯ = 0,
φ¯(X,Y, 0) = φ¯0(X,Y, 0),
v¯(X,Y, 0) = v¯0(X,Y, 0) +O(ε
1/2),
φ¯(M,Y, T ) = φ¯0(M,Y, T ) =M,
v¯(M,Y, T ) = v¯0(M,Y, T ) = 0.
Then it follows from the expressions for (φ0, w0, v0), β1, β2, (3.22), and a direct computation that
β1(φ0, w0, v0) = O(ε
1/2), β2(φ0, w0, v0) = O(ε
1/2).
This together with (3.15) yields that β1(φ,w, v) and β2(φ,w, v) are small when η0 > 0 is small.
By (3.12), one has
ε2Nz˙ =
1
A
(
ZSz˙ + α1Sz˙ + ε
2l1(∇z˙) + α2z˙ + β1Zφ˙+ β2φ˙− F˙1).
Substituting this into (3.13) and utilizing (3.19) for ϑ = 3 yields∣∣∣p(Zφ˙+ α3φ˙+ ε2α5Zz˙ + ε2α6∂y z˙ + α7z˙ + γ0A−1Sz˙)∣∣∣2
0
≤ C
∫
δ4g
{|F˙2|2 +A−2|F˙1|2 +A−2|φ˙|2 +A−4|Sz˙|2
+ ε4A−2|∇z˙|2 +A−2|z˙|2 + β21A−2|Zφ˙|2
}
.
Noting δ ≤ CA, it follows that∣∣∣pZφ˙∣∣∣2
0
≤ C
∫
δ4g|F˙2|2
+ C
∫
δ2g
{|F˙1|2 + |φ˙|2 +A−2|Sz˙|2 + ε4|∇z˙|2 + |z˙|2 + β21 |Zφ˙|2}.
Making use of the smallness of β1 and the inequality h
∣∣∣pφ˙∣∣∣2
0
≤ C
∣∣∣Zφ˙∣∣∣2
0
, one has then that
∣∣∣pZφ˙∣∣∣2
0
+ h|pφ˙|20 ≤ C
∫
δ4g|F˙2|2
+ C
∫
δ2g
{|F˙1|2 +A−2|Sz˙|2 + ε4|∇z˙|2}+ Ch−1 |pZz˙|20 .
Combining this with (3.21) completes the proof of (3.16). 
Next we establish higher-order tame estimates on the solutions of (3.12)–(3.13).
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Lemma 3.3. There exist ε0 > 0, η0 > 0 and an integer n0 such that for smooth functions (φ,w, v)
satisfying (H), (3.14), and
|φ− φ0|C4(D3) + |w − w0|C4(D3) + |v − v0|C4(D3) ≤ η0,
one has, for all integers s and all 0 ≤ ε ≤ ε0,
(3.23) |φ˙|Hs(D3) + |z˙|Hs(D3)
≤ Cs
(|φ|Hs+n0 (D3), |w|Hs+n0 (D3), |v|Hs+n0 (D3))(|F˙1|Hs(D3) + |F˙2|Hs(D3)),
where φ˙ and z˙ are the solutions of (3.12)–(3.13) which are smooth and flat on {t = 0} and {x =M}.
Proof. Let T = {Z,S, ∂y}. For k ∈ N and T ∈ T , one has by a direct computation that
[T l, P ] = ε2
∑
a+b+c=l+1
b≤l
C1abcZ
aSb∂cy + ε
2
∑
a+b+c≤l
C2abcZ
aSb∂cy
and
[T l, Z2] = ε2
∑
a+b+c=l+1
a≥1,a+b≥2
D1abcZ
aSb∂cy + ε
2
∑
a+b+c≤l
D2abcZ
aSb∂cy,
where Ciabc and Diabc (i = 1, 2) are smooth functions of (φ,w, v).
By taking the derivatives of up to order l on both sides of (3.12)–(3.13), one arrives at
(P + α1S + ε
2l1∇+ α2)T lz˙ + β1ZT lφ˙+ β2T lφ˙+ ε2
∑
a+b+c=l+1
b≤l
C¯1abcZ
aSb∂cyz˙
+
∑
a+b+c≤l
C¯2abcZ
aSb∂cyz˙ +
∑
a+b+c≤l
C¯3abcZ
aSb∂cyφ˙ = T
lF˙1,
Z2T lφ˙+ α3ZT
lφ˙+ α4T
lφ˙+ ε2γ0NT
lz˙ + ε2Z(α5Z + α6∂y)T
lz˙ + ε2l2(∇T lz˙)
+ α7ZT
lz˙ + α8T
lz˙ + ε2
∑
a+b+c=l
D¯1abcZ
a+1Sb∂cyφ˙+
∑
a+b+c≤l
D¯2abcZ
aSb∂cyφ˙
+ ε2
∑
a+b+c=l+1
D¯3abcZ
aSb∂cy z˙ +
∑
a+b+c≤l
D¯4abcZ
aSb∂cy z˙ = T
lF˙2,
where C¯iabc (1 ≤ i ≤ 3) and D¯jabc (1 ≤ j ≤ 4) are smooth functions of (φ,w, v).
Applying Lemma 3.2 to (T lz˙, T lφ˙) yields by a direct computation that∑
T∈T
( ∫
D3
1
A
δg(1 + δh)(ST l z˙)2
+ ε2
∫
D3
δg(A + δh)(∂yT
lz˙)2 + h|pZT lz˙|20 + |pZT lφ˙|20 + h|pT lφ˙|20
)
≤ C
∑
T∈T
(|pT lF˙1|20 + C ∫
D3
δ4g|T lF˙2|2
)
.
Note that the space H˜s = {f ∈ L2(D3) : T lf ∈ L2(D3), l ≤ s} is the usual Sobolev space Hs(D3).
For (φ,w, v) ∈ Hs+n0(D3) with a suitably large n0 ∈ N, when utilizing the fact that |pv|0 is
equivalent to |v|0, one gets the desired tame estimate (3.23). 
As in [2, Proposition 3.4], based on Lemmas 3.2–3.3, one obtains the following result by the
standard Picard iteration and a fixed-point argument:
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Lemma 3.4. Let (φ,w, v) and ε satisfy the assumptions of Lemma 3.3. Then, for all smooth F˙1
and F˙2 which are flat on {t = 0} and {x = M}, there exists a unique smooth solution (φ˙, z˙) of
(3.12)–(3.13) which is flat on {t = 0} and {x = M}. Moreover, (φ˙, z˙) satisfies the tame estimate
(3.23).
Consequently, by Lemmas 3.2–3.3, the standard Nash-Moser-Ho¨rmander iteration technique (see
[1, 2]), and Sobolev’s embedding theorem, one completes the proof of Theorem 1.7 in a certain
domain D0 (where D0 here is the domain D3). 
4. PROOF OF THE MAIN THEOREM
Utilizing Theorem 1.7, we now prove Theorem 1.1.
(i) It holds u(t, x) ∈ C1(Φ(D3)) and ‖u‖C1(Φ(D3)) ≤ Cε2.
To this end, we will show G(σ, θ, τ), ∂σG(σ, θ, τ) ∈ C(Φ(D3)). Without loss of generality, only
G(σ, θ, τ) ∈ C(Φ(D3)) is proved. In fact, it is enough to show that G is continuous at the point
Mε = (σε, θε, τε) ≡ (φ(mε), θε, τε) in view of φ,w ∈ C3(D3) and (H) of Theorem 1.7. Let
(σn, θn, τn) ∈ Φ(D3) satisfy (σn, θn, τn) → (σε, θε, τε) as n → ∞. It then follows from (H) that
there is a unique point (sn, θn, τn) ∈ D3 such that σn = φ(sn, θn, τn). By Taylor’s formula, one has
σn − σε = ∇θ,τφ(mε) · (θn − θε, τn − τε) + ∂2sτφ(mε)(sn − sε)(τn − τε)
+
1
2
(θn − θε, τn − τε)∇2θ,τφ(mε)(θn − θε, τn − τε)T
+
1
6
∂3sφ(mε)(sn − sε)3 + o(|sn − sε|3) + o(|θn − θε|+ |τn − τε|).
Together with ∂3sφ(mε) > 0, this yields sn → sε as n→∞. Therefore, one obtains G ∈ C(Φ(D3))
from G(Φ) = w and the continuity of φ,w in D3. Thus, it follows that u(t, x) = ε√
r
G(r −
t, θ, ε
√
t) ∈ C1(Φ(D3)) and ‖u‖C1(Φ(D3)) ≤ Cε2.
(ii) It holds 1
C(Tε − t) ≤ ‖∇
2
t,xu(t, ·)‖L∞(Φ(D3)) ≤
C
Tε − t .
Recall that we have obtained the C3 solutions (φ,w, v) of (3.3) in the domain D3 by Theorem 1.7.
Therefore, the solution of (1.1) is obtained in the domain Φ(D3) in the coordinate system (s, θ, τ).
Now we go back to the original coordinate system (r, θ, t).
For (s, θ, τ) ∈ D3 close to the point mε, by Taylor’s formula, there exists τ¯ = λ¯τ +(1− λ¯)τε with
0 < λ¯ < 1 such that
(4.1) ∂sφ(s, θ, τ) = ∂sφ(s, θ, τε) + ∂τsφ(s, θ, τ¯)(τ − τε).
Another η¯ ∈ (0, 1) makes the point (s¯, θ¯) = (η¯s+ (1− η¯)sε, η¯θ + (1− η¯)θε) to satisfy
(4.2) ∂sφ(s, θ, τ) = 1
2
(s − sε, θ − θε)∇2s,θ∂sφ(s¯, θ¯, τε)(s − sε, θ − θε)T
+ ∂τsφ(s, θ, τ¯)(τ − τε).
In addition, we can assume that −2c0 ≤ ∂2sτφ ≤ −c0 in D3 because of ∂sτφ(mε) < 0 and φ ∈
C3(D0); here c0 > 0 is a constant. Together with (4.1) and (H), this yields
∂sφ(s, θ, τ) ≥ c0(τε − τ) = c0ε Tε − t√
Tε +
√
t
≥ c0ε
3
· Tε − t√
t
.
On the other hand, using the fact that ∇2s,θ∂sφ(mε) > 0 if |(s − sε, θ − θε)| < τε − τ , from (4.2)
it is readily seen that
|∂sφ(s, θ, τ)| ≤ 3c0(τε − τ) ≤ 3c0ε(Tε − t)
2
√
t
.
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From u =
ε√
r
G and v = ∂σG, one then has
1
C(Tε − t) ≤ ‖∇
2
t,xu(t, ·)‖L∞(Φ(D3)) ≤
C
Tε − t .
(iii) It holds u(t, x) ∈ C1([0, Tε]×R2)∩C2(([0, Tε]×R2) \{Mε}) and ‖u(t, x)‖C1([0,Tε]×R2) ≤
Cε.
For t ≤ Tε away from Mε, due to assumption (ND), the smooth solution of (2.1) does not blow
up in
({t ≤ Tε} × R2) \ {Mε}. Therefore, similar to the proof on Proposition 2.7, one obtains
u(t, x) ∈ C2(([0, Tε]× R2) \ {Mε}). Furthermore, in the domain
({t ≤ Tε} × R2) \ {Φ(D3)}, one
has
|u| ≤ Cε and |∇αt,xu| ≤ Cε(1 + t)−1/2 for |α| = 1, 2.
Together with (i), this yields ‖u(t, x)‖C1([0,Tε]×R2) ≤ Cε.
(iv) It holds lim
ε→0
ε
√
T ε = τ0.
By Theorem 1.2 and the corresponding Nash-Moser-Ho¨rmander iteration process, one infers that
lim
ε→0
τε = τ0 for the solution u(t, x) with variables (r − t, θ, ε
√
t) in Φ(D3). This implies that the
lifespan Tε satisfies
(4.3) lim
ε→0
ε
√
T ε ≤ τ0.
(2.27) and (4.3) together yield
lim
ε→0
ε
√
T ε = τ0.
Collecting (i)-(iv) completes the proof of Theorem 1.1. 
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