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This paper investigates a new class of antiperiodic boundary value problems of higher order fractional differential equations. Some
existence anduniqueness results are obtained by applying some standard fixed point principles. Some examples are given to illustrate
the results.
1. Introduction
Boundary value problems of fractional differential equations
involving a variety of boundary conditions have recently been
investigated by several researchers. It has been mainly due
to the occurrence of fractional differential equations in a
number of disciplines such as physics, chemistry, biology,
economics, control theory, signal and image processing,
biophysics, blood flow phenomena, aerodynamics, andfitting
of experimental data. For details and examples, see [1–5].The
recent development of the subject can be found, for example,
in papers [6–16].
The mathematical modeling of a variety of physical
processes gives rise to a class of antiperiodic boundary
value problems. This class of problems has recently received
considerable attention; for instance, see [17–24] and the
references therein. In [22], the authors studied a Caputo-type




𝑥 (𝑡) = 𝑓 (𝑡, 𝑥 (𝑡)) , 𝑡 ∈ [0, 𝑇] , 𝑇 > 0, 1 < 𝑞 ≤ 2,








𝑥 (𝑇) , 0 < 𝑝 < 1.
(1)
In this paper, we investigate a new class of antiperiodic




𝑥 (𝑡) = 𝑓 (𝑡, 𝑥 (𝑡)) , 𝑡 ∈ [0, 𝑇] , 𝑇 > 0, 2 < 𝑞 ≤ 3,
















𝑥 (𝑇) , 0 < 𝑝 < 1,
(2)
where 𝑐𝐷𝑞 denotes the Caputo fractional derivative of order
𝑞 and 𝑓 is a given continuous function. Some new existence
and uniqueness results are obtained for problem (2) by using
standard fixed point theorems.
2. Preliminaries
Let us recall some basic definitions [1–3].
Definition 1. The Riemann-Liouville fractional integral of













𝑑𝑠, 𝑞 > 0, (3)
provided the integral exists.
Definition 2. For (𝑛−1) times absolutely continuous function
𝑔 : [0, +∞) → R, the Caputo derivative of fractional order















𝑛 − 1 < 𝑞 < 𝑛, 𝑛 = [𝑞] + 1,
(4)
where [𝑞] denotes the integer part of the real number 𝑞.
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Notice that the Caputo derivative of a constant is zero.
Lemma 3. For any 𝑦 ∈ 𝐶[0, 1], the unique solution of the




𝑥 (𝑡) = 𝑦 (𝑡) , 0 < 𝑡 < 𝑇, 2 < 𝑞 ≤ 3,
















𝑥 (𝑇) , 0 < 𝑝 < 1,
(5)
is





(𝑡, 𝑠) 𝑦 (𝑠) 𝑑𝑠, (6)
where𝐺
𝑇














Γ (2 − 𝑝) (𝑇 − 2𝑡) (𝑇 − 𝑠)
𝑞−𝑝−1
2𝑇1−𝑝Γ (𝑞 − 𝑝)
+












) Γ (3 − 𝑝)










Γ (2 − 𝑝) (𝑇 − 2𝑡) (𝑇 − 𝑠)
𝑞−𝑝−1
2𝑇1−𝑝Γ (𝑞 − 𝑝)
+












) Γ (3 − 𝑝)










𝑥(𝑡) = 𝑦(𝑡), 2 < 𝑞 ≤ 3 can be written as [3]





















∈ R. Using the facts 𝑐𝐷𝑝𝑏 =





































































Γ (𝑞 − 𝑝 − 1)




Γ (2 − 𝑝)
.
(10)




























Γ (2 − 𝑝)
2
{
Γ (2 − 𝑝)





















Γ (𝑞 − 𝑝)
𝑦 (𝑠) 𝑑𝑠
−






















Γ (𝑞 − 𝑝 − 1)
𝑦 (𝑠) 𝑑𝑠.
(11)






in (8), we get the
solution (6). This completes the proof.















0 < 𝑡 < 𝑇, 2 < 𝑞 ≤ 3,
(12)
is given by [18]
𝑥 (𝑡) = ∫
𝑇
0
𝑔 (𝑡, 𝑠) 𝑦 (𝑠) 𝑑𝑠, (13)
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where 𝑔(𝑡, 𝑠) is










(𝑇 − 2𝑡) (𝑇 − 𝑠)
𝑞−2
4Γ (𝑞 − 1)
+
𝑡 (𝑇 − 𝑡) (𝑇 − 𝑠)
𝑞−3
4Γ (𝑞 − 2)






(𝑇 − 2𝑡) (𝑇 − 𝑠)
𝑞−2
4Γ (𝑞 − 1)
+
𝑡 (𝑇 − 𝑡) (𝑇 − 𝑠)
𝑞−3
4Γ (𝑞 − 2)
, 𝑡 < 𝑠.
(14)















(𝑇 − 2𝑡) (𝑇 − 𝑠)
𝑞−2






+ 4𝑡𝑇) (𝑇 − 𝑠)
𝑞−3








(𝑇 − 2𝑡) (𝑇 − 𝑠)
𝑞−2






+ 4𝑡𝑇) (𝑇 − 𝑠)
𝑞−3




We note that the solutions given by (14) and (15) are different.
As amatter of fact, (15) contains an additional term: (−𝑡2−𝑇2+
3𝑡𝑇)(𝑇 − 𝑠)
𝑞−3
/4Γ(𝑞 − 2). Therefore the fractional boundary
conditions introduced in (2) give rise to a new class of
problems.
Remark 5. When the phenomenon of antiperiodicity occurs
at an intermediate point 𝜂 ∈ (0, 𝑇), the parametric-type





𝑥 (𝑡) = 𝑓 (𝑡, 𝑥 (𝑡)) , 𝑡 ∈ [0, 𝑇] , 2 < 𝑞 ≤ 3,
























(𝑡, 𝑠) 𝑓 (𝑠, 𝑥 (𝑠)) 𝑑𝑠, (17)
where 𝐺
𝜂
(𝑡, 𝑠) is given by (7). Notice that 𝐺
𝜂
(𝑡, 𝑠) → 𝐺
𝑇
(𝑡, 𝑠)
when 𝜂 → 𝑇−.
3. Existence Results
LetC = 𝐶([0, 𝑇], 𝑅) denotes a Banach space of all continuous
functions defined on [0, 𝑇] into 𝑅 endowed with the usual
supremum norm.
In relation to (2), we define an operatorF : C → C as
















𝑓 (𝑠, 𝑥 (𝑠)) 𝑑𝑠
+







Γ (𝑞 − 𝑝)
𝑓 (𝑠, 𝑥 (𝑠)) 𝑑𝑠









Γ (2 − 𝑝)
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)









Γ (𝑞 − 𝑝 − 1)
𝑓 (𝑠, 𝑥 (𝑠)) 𝑑𝑠, 𝑡 ∈ [0, 𝑇] .
(18)
Observe that the problem (2) has a solution if and only if
the operatorF has a fixed point.
For the sequel, we need the following known fixed point
theorems.
Theorem 6 (see [25]). Let 𝑋 be a Banach space. Assume that
𝑇 : 𝑋 → 𝑋 is a completely continuous operator and the set
𝑉 = {𝑢 ∈ 𝑋 | 𝑢 = 𝜇𝑇𝑢, 0 < 𝜇 < 1} is bounded. Then 𝑇 has a
fixed point in𝑋.
Theorem7 (see [25]). Let𝑋 be aBanach space. Assume thatΩ
is an open bounded subset of𝑋with 𝜃 ∈ Ω and let𝑇 : Ω → 𝑋
be a completely continuous operator such that
‖𝑇𝑢‖ ≤ ‖𝑢‖ , ∀𝑢 ∈ 𝜕Ω. (19)
Then 𝑇 has a fixed point in Ω.
Nowwe are in a position to present themain results of the
paper.
Theorem 8. Assume that there exists a positive constant 𝐿
1
such that |𝑓(𝑡, 𝑥(𝑡))| ≤ 𝐿
1
for 𝑡 ∈ [0, 𝑇], 𝑥 ∈ C. Then the
problem (2) has at least one solution.
Proof. First, we show that the operator F is completely
continuous. Clearly continuity of the operator F follows
from the continuity of 𝑓. Let Ω ⊂ C be bounded. Then, for
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󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠))
󵄨󵄨󵄨󵄨 𝑑𝑠
+







Γ (𝑞 − 𝑝)
󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠))
󵄨󵄨󵄨󵄨 𝑑𝑠









2Γ (2 − 𝑝) 𝑇
2
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)









Γ (𝑞 − 𝑝 − 1)





















Γ (2 − 𝑝)
2𝑇1−𝑝





Γ (𝑞 − 𝑝)
𝑑𝑠









2Γ (2 − 𝑝) 𝑇
2
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)
















2Γ (𝑞 + 1)
+
Γ (2 − 𝑝) 𝑇
𝑞
2Γ (𝑞 − 𝑝 + 1)
+
Γ (2 − 𝑝) 𝑇
𝑞
4Γ (𝑞 − 𝑝)
× (1 −
2Γ (2 − 𝑝)
Γ (3 − 𝑝)
+ 2(
Γ (2 − 𝑝)





















Γ (𝑞 − 1)
󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠))
󵄨󵄨󵄨󵄨 𝑑𝑠







Γ (𝑞 − 𝑝)
󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠))
󵄨󵄨󵄨󵄨 𝑑𝑠
+




4𝑇Γ (2 − 𝑝)








Γ (𝑞 − 𝑝 − 1)











Γ (2 − 𝑝)
Γ (𝑞 − 𝑝 + 1)
× {1 +
(𝑞 − 𝑝) Γ (2 − 𝑝)











∈ [0, 𝑇], we have




















This implies that F is equicontinuous on [0, 𝑇], by the
Arzela-Ascoli theorem, the operator F : C → C is com-
pletely continuous.
Next, we consider the set
𝑉 = {𝑥 ∈ C | 𝑥 = 𝜇F𝑥, 0 < 𝜇 < 1} (23)
and show that the set 𝑉 is bounded. Let 𝑥 ∈ 𝑉, then 𝑥 =
𝜇F𝑥, 0 < 𝜇 < 1. For any 𝑡 ∈ [0, 𝑇], we have
















𝑓 (𝑠, 𝑥 (𝑠)) 𝑑𝑠
+







Γ (𝑞 − 𝑝)
𝑓 (𝑠, 𝑥 (𝑠)) 𝑑𝑠









Γ (2 − 𝑝)
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)








Γ (𝑞 − 𝑝 − 1)
𝑓 (𝑠, 𝑥 (𝑠)) 𝑑𝑠,
Abstract and Applied Analysis 5


















󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠))
󵄨󵄨󵄨󵄨 𝑑𝑠
+







Γ (𝑞 − 𝑝)
󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠))
󵄨󵄨󵄨󵄨 𝑑𝑠









2Γ (2 − 𝑝) 𝑇
2
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)









Γ (𝑞 − 𝑝 − 1)











2Γ (𝑞 + 1)
+
Γ (2 − 𝑝) |𝑇 − 2𝑡| 𝑇
𝑞−1
2Γ (𝑞 − 𝑝 + 1)









2Γ (2 − 𝑝) 𝑇
2
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)








Thus, ‖𝑥‖ ≤ 𝑀
3
for any 𝑡 ∈ [0, 𝑇]. So, the set 𝑉 is bounded.
Thus, by the conclusion of Theorem 6, the operatorF has at
least one fixed point, which implies that (2) has at least one
solution.
Theorem 9. Let there exists a positive constant 𝑟 such that









2Γ (𝑞 + 1)
+
Γ (2 − 𝑝) 𝑇
𝑞−1
|𝑇 − 2𝑡|
2Γ (𝑞 − 𝑝 + 1)
+
Γ (2 − 𝑝) 𝑇
𝑞−2








2Γ (2 − 𝑝) 𝑇
2
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)
Γ (3 − 𝑝)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
} 𝛿 ≤ 1.
(25)
Then the problem (2) has at least one solution.
Proof. Define Ω
1
= {𝑥 ∈ C : ‖𝑥‖ < 𝑟} and take 𝑥 ∈ C such
that ‖𝑥‖ = 𝑟; that is, 𝑥 ∈ 𝜕Ω. As before, it can be shown that









2Γ (𝑞 + 1)
+
Γ (2 − 𝑝) 𝑇
𝑞−1
|𝑇 − 2𝑡|
2Γ (𝑞 − 𝑝 + 1)
+
Γ (2 − 𝑝) 𝑇
𝑞−2








2Γ (2 − 𝑝) 𝑇
2
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)
Γ (3 − 𝑝)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
}
× 𝛿 ‖𝑥‖ ≤ ‖𝑥‖
(26)
for 𝑥 ∈ 𝜕Ω, where we have used (25). Therefore, by
Theorem 7, the operator F has at least one fixed point
which in turn implies that the problem (2) has at least one
solution.
Theorem10. Assume that𝑓 : [0, 𝑇]×R → R is a continuous
function satisfying the condition
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝑥) − 𝑓 (𝑡, 𝑦)
󵄨󵄨󵄨󵄨 ≤ 𝐿
󵄨󵄨󵄨󵄨𝑥 − 𝑦
󵄨󵄨󵄨󵄨 , ∀𝑡 ∈ [0, 𝑇] , 𝑥, 𝑦 ∈ R,
(27)





2Γ (𝑞 + 1)
+
Γ (2 − 𝑝)
2Γ (𝑞 − 𝑝 + 1)
+
Γ (2 − 𝑝)
4Γ (𝑞 − 𝑝)
× {1 −
2Γ (2 − 𝑝)
Γ (3 − 𝑝)
+ 2(
Γ (2 − 𝑝)





Then the problem (2) has a unique solution.
Proof. Let us fix sup
𝑡∈[0,𝑇]






















󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠)) − 𝑓 (𝑠, 0) + 𝑓 (𝑠, 0)
󵄨󵄨󵄨󵄨 𝑑𝑠










󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠)) − 𝑓 (𝑠, 0) + 𝑓 (𝑠, 0)
󵄨󵄨󵄨󵄨 𝑑𝑠
+







Γ (𝑞 − 𝑝)
󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠)) − 𝑓 (𝑠, 0) + 𝑓 (𝑠, 0)
󵄨󵄨󵄨󵄨 𝑑𝑠









Γ (2 − 𝑝)
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)








Γ (𝑞 − 𝑝 − 1)
󵄨󵄨󵄨󵄨𝑓 (𝑠, 𝑥 (𝑠)) − 𝑓 (𝑠, 0) + 𝑓 (𝑠, 0)
󵄨󵄨󵄨󵄨 𝑑𝑠






2Γ (𝑞 + 1)
+
Γ (2 − 𝑝) 𝑇
𝑞−1
|𝑇 − 2𝑡|
2Γ (𝑞 − 𝑝 + 1)
+
Γ (2 − 𝑝) 𝑇
𝑞−2








2Γ (2 − 𝑝) 𝑇
2
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)
Γ (3 − 𝑝)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
}





2Γ (𝑞 + 1)
+
Γ (2 − 𝑝)
2Γ (𝑞 − 𝑝 + 1)
+
Γ (2 − 𝑝)
4Γ (𝑞 − 𝑝)
× {1 −
2Γ (2 − 𝑝)
Γ (3 − 𝑝)
+ 2(
Γ (2 − 𝑝)




= (𝐿𝑟 + 𝑀) 𝜅 ≤ 𝑟.
(30)
Thus we get F𝑥 ∈ 𝐵
𝑟
. Now, for 𝑥, 𝑦 ∈ C and for each 𝑡 ∈
[0, 𝑇], we obtain



















󵄩󵄩󵄩󵄩𝑓 (𝑠, 𝑥 (𝑠)) − 𝑓 (𝑠, 𝑦 (𝑠))
󵄩󵄩󵄩󵄩 𝑑𝑠
+







Γ (𝑞 − 𝑝)
󵄩󵄩󵄩󵄩𝑓 (𝑠, 𝑥 (𝑠)) − 𝑓 (𝑠, 𝑦 (𝑠))
󵄩󵄩󵄩󵄩 𝑑𝑠









Γ (2 − 𝑝)
Γ (3 − 𝑝)
+
4𝑡𝑇Γ (2 − 𝑝)








Γ (𝑞 − 𝑝 − 1)









2Γ (𝑞 + 1)
+
Γ (2 − 𝑝)
2Γ (𝑞 − 𝑝 + 1)
+
Γ (2 − 𝑝)
4Γ (𝑞 − 𝑝)
× {1 −
2Γ (2 − 𝑝)
Γ (3 − 𝑝)
+ 2(
Γ (2 − 𝑝)








which, in view of the condition 𝜅𝐿 < 1 (𝜅 is given by
(28)), implies that the operatorF is a contraction. Hence, by
Banach’s contraction mapping principle, the problem (2) has
a unique solution.










(𝑡) ln (4 + 3sin2𝑥 (𝑡)) ,
0 < 𝑡 < 1, 2 < 𝑞 ≤ 3,

















0 < 𝑝 < 1.
(32)
Clearly |𝑓(𝑡, 𝑥(𝑡))| ≤ (3 ln 7). So, the hypothesis of
Theorem 8 holds. Therefore, the conclusion of Theorem 8
applies to antiperiodic fractional boundary value problem
(32).








(𝑥 (𝑡) + tan−1𝑥 (𝑡)) + √1 + sin3𝑡,
𝐿 > 0, 𝑡 ∈ [0, 2] ,


















where 𝑞 = 5/2, 𝑝 = 3/4, 𝑝 + 1 = 7/4 𝑓(𝑡, 𝑥) = 𝐿(𝑥 +
tan−1𝑥)/2 + √1 + sin3𝑡, and 𝑇 = 2. Clearly,




(|𝑥 − 𝑥| +
󵄨󵄨󵄨󵄨󵄨
tan−1𝑥 − tan−1𝑥󵄨󵄨󵄨󵄨󵄨)
≤ 𝐿 (|𝑥 − 𝑥|) ,
(34)
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2Γ (𝑞 + 1)
+
Γ (2 − 𝑝)
2Γ (𝑞 − 𝑝 + 1)
+
Γ (2 − 𝑝)
4Γ (𝑞 − 𝑝)
×{1 −
2Γ (2 − 𝑝)
Γ (3 − 𝑝)
+ 2(
Γ (2 − 𝑝)















With 𝐿 < 1/𝜅, all the assumptions ofTheorem 10 are satisfied.
Hence, the fractional boundary value problem (33) has a
unique solution on [0, 2].
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