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 
Abstrak—Dengan perkembangan zaman yang begitu pesat, 
berdampak pada perkembangan data pula. Salah satu bentuk 
data yang paling banyak saat ini berupa data tekstual seperti 
artikel sederhana maupun dokumen lain yang terdapat di 
internet. Agar data tekstual tersebut dapat dimengerti dan 
dimanfaatkan dengan baik oleh manusia, maka perlu di proses 
dan disederhanakan agar menjadi informasi yang ringkas dan 
jelas. Oleh karena itu, semakin berkembang pula penelitian 
dalam bidang Information Extraction (IE) dan salah satu 
contoh penelitian di IE adalah Relation Extraction (RE). 
Penelitian RE sudah banyak dilakukan terutama pada Bahasa 
Inggris dimana resourcenya sudah termasuk banyak. Metode 
yang digunakan pun bermacam-macam seperti kernel, tree 
kernel, support vector machine, long short-term memory, 
convulution recurrent neural network, dan lain sebagainya. 
Pada penelitian kali ini adalah penelitian RE pada Bahasa 
Indonesia dengan menggunakan metode convulution recurrent 
neural network yang sudah dipergunakan untuk RE Bahasa 
Inggris. Dataset yang digunakan pada penelitian ini adalah 
dataset Bahasa Indonesia yang berasal dari file xml wikipedia. 
File xml wikipedia ini kemudian diproses sehingga 
menghasilkan dataset seperti yang digunakan pada CRNN 
dalam Bahasa inggris yaitu dalam format SemEval-2 Task 8. 
Uji coba dilakukan dengan berbagai macam perbandingan 
data training dan testing yaitu 80:20, 70:30, dan 60:40. Selain 
itu, parameter pooling untuk CRNN yang digunakan ada dua 
macam yaitu ‘att’ dan ‘max’. Dari uji coba yang dilakukan, 
hasil yang didapatkan adalah bervariasi mulai dari mendekati 
maupun lebih baik bila dibandingkan dengan CRNN dengan 
menggunakan dataset Bahasa inggris sehingga dapat 
disimpulkan bahwa dengan CRNN ini bisa digunakan untuk 
proses RE pada Bahasa Indonesia apabila dataset yang 
digunakan sesuai dengan penelitian sebelumnya. 
 
Kata Kunci—Convulution Recurrent Neural Network, 
Information Extraction, Relation Extraction, Bahasa 
Indonesia. 
I. PENDAHULUAN 
 ada zaman sekarang ini, perkembangan data begitu 
pesat. Salah satu bentuk data yang paling banyak kita 
jumpai adalah berupa data tekstual yang terdapat pada 
artikel sederhana, maupun juga data teks lain yang terdapat 
pada internet [1]. Bisa dikatakan hampir semua data tekstual 
yang mudah dijumpai merupakan data tekstual yang tidak  
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terstruktur. Agar data tekstual yang begitu besar tersebut 
dapat dimengerti dan dimanfaat oleh manusia, harus 
diproses dan disederhanakan terlebih dahulu menjadi 
informasi yang lebih ringkas dan jelas.  Untuk memproses 
data teks yang begitu besar, diperlukan proses 
komputerisasi, oleh karena itu semakin banyak penelitian 
yang dilakukan dalam bidang text mining yang biasa dikenal 
dengan information extraction (IE). Salah satu metode 
penelitian IE yang terkenal adalah TextRunner [2]. IE terdiri 
dari beberapa macam task dan salah satunya adalah Relation 
Extraction (RE). RE ini sendiri bertujuan untuk 
mengidentifikasi relasi apa saja yang ada pada pasangan 
entitas yang terdapat pada sebuah kalimat [3]. Pada 
penelitian RE, metode yang paling populer atau paling 
sering digunakan adalah metode rule based atau feature 
based dimana disediakan pattern terlebih dahulu dan 
kemudian pattern tersebut digunakan untuk melakukan 
ekstraksi relasi pasangan antar  entitas seperti relasi 
hipernim dan hiponim yang terdapat pada sebuah kalimat 
[4]. Selain untuk mengetahui relasi apa saja yang terdapat 
pada sebuah kalimat, RE juga dapat digunakan dibidang 
kesehatan untuk mengetahui relasi apa dapat diperoleh antar 
artikel penelitian, ringkasan penelitian, catatan kesehatan 
dari seorang pasien,  penanganan apa saja yang dapat 
diberikan kepada pasien, dan lain sebagainya [3], [5].  
Selain secara supervised learning dengan metode rule 
based, RE dapat dilakukan secara semi-supervised dimana 
hanya memerlukan pattern yang lebih sedikit dan kemudian 
pattern tersebut akan ditraining sehingga mendapatkan 
pattern-pattern baru. Salah satu contoh penelitian lain dalam 
RE adalah dengan metode dependency kernel dimana relasi 
yang muncul pada satu kalimat antara dua entitas pertama, 
masih berhubungan dengan relasi yang muncul antar dua 
entitas lain yang masih dalam satu kalimat karena apabila 
direpresentasikan dalam grafik dependency, terhubung 
dengan jarak terpendek [6]–[8]. Selain dengan dependency 
kernel dan menghitung jarak terpendek sehingga dapat 
menemukan relasi yang lain dalam satu kalimat, penelitian 
dengan metode Unrestricted Relation Discovery juga 
berperan sama yaitu dapat menemukan relasi-relasi lain 
dalam teks yang belum diketahui dan masih relevan [9]. 
Setelah penelitian dengan menggunakan jarak terpendek 
antar relasi yang terbentuk dalam satu kalimat, terdapat juga 
penelitian dengan menggunakan composite kernel, dimana 
menggabungkan dua buah kernel yang bertujuan untuk 
memanfaatkan property yang ada pada kernel gabungan 
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sehingga dapat dihasilkan knowledge yang baru pada proses 
RE [10]. 
Karena sebagian besar RE memerlukan data dalam 
jumlah yang besar, terdapat penelitian yang menggunakan 
metode distant supervision dengan memanfaatkan database 
yang berisi data relasi dalam skala besar yang dikenal 
dengan Freebase [11]. Dengan bantuan Freebase, dapat 
membuat data training dalam jumlah besar pula secara 
otomatis sehingga menghemat biaya. Selain dengan bantuan 
Freebase, juga terdapat penelitian yang memperkenalkan 
metode snowball untuk mengekstrak pattern dari sebuah 
teks bahkan tanpa bantuan manusia [12]. 
Dari berbagai macam penelitian yang telah disebutkan 
diatas, sebagian besar menggunakan Bahasa Inggris. Pada 
penelitian kali ini akan membahas RE dengan menggunakan 
dataset Bahasa Indonesia dimana Bahasa Indonesia sendiri 
termasuk kategori low resource language yang berarti 
sumber data yang ada untuk penelitian RE masih sangat 
sedikit. Oleh karena itu, pada penelitian ini akan dilakukan 
akuisisi atau pembuatan dataset Bahasa Indonesia dalam 
bentuk format SemEval-2 Task 8 [13]. Setelah dataset 
Bahasa Indonesia terbentuk, selanjutnya akan diujicobakan 
dengan menggunakan metode CRNN [3]. 
II. RELATED WORKS 
Penelitian relation extraction telah banyak dilakukan 
guna untuk mendapatkan inti informasi atau rangkuman, 
hubungan antar dua entitas, dan lain sebagainya yang 
terdapat dalam sebuah artikel.  Untuk mendapatkan hasil 
yang maksimal, berbagai metode telah digunakan dalam 
penelitian untuk RE maupun untuk mengklasifikasikan hasil 
yang didapatkan seperti dengan menggunakan support 
vector machine (SVM), long short-term memory (LSTM), 
kernel, distant supervision dan banyak lagi lainnya. Selain 
itu, terdapat penelitian RE dengan menggunakan 
convulutional neural network (CNN) maupun modifikasi 
dari CNN seperti convulution recurrent neural network 
(CRNN) yang bertujuan untuk mengoptimasi hasil yang 
didapatkan.  
Penelitian RE yang menggunakan kernel seperti 
memadukan dua buah individual kernel yaitu entity kernel 
dan convulution parse tree kernel, memberikan hasil yang 
lebih unggul serta bisa menemukan fitur-fitur lain tanpa 
harus dilakukan secara manual [10]. Pada penelitian 
sebelumnya, menggunakan penelitian tree kernel untuk 
melakukan komputasi single kernel pada contoh-contoh 
relasi yang ada dimana contoh relasi mengandung 
dependency tree dan terdapat dua entitas. Penelitian ini 
memanfaatkan jarak terpendek antar dua entitas pada grafik 
dependency juga dapat mengekstrak relasi lain yang tidak 
diketahui atau terlihat sebelumnya  [6].  Selain itu, terdapat 
juga penelitian RE berbasil structured parse tree kernel 
dimana bisa memberikan hasil yang lebih baik dibandingkan 
dengan linier kernel [14], [15]. Pada penelitian RE untuk 
Bahasa Indonesia, dilakukan dengan menggunakan tree 
kernel dengan menghitung nilai similarity antar tree dan 
secara intuitif, penggunaan tree dengan saling 
ketergantungan antar struktur dapat memberikan hasil yang 
akurat karena antar entitas masih saling terkait satu sama 
lain [7]. 
Metode selain kernel untuk melakukan RE seperti 
menggunakan model maximum entropy dengan 
mengkombinasikan fitur lexical, syntactic, dan semantic 
juga dilakukan dan dapat mengekstrak relasi yang lebih 
banyak meskipun jumlah data yang teranotasi di awal hanya 
sedikit [16]. Selain itu, penelitian menggunakan distant 
supervision yang dioptimasi dengan cara proses learning 
pada multi-instance dan multi-label memberikan hasil yang 
optimal karena dapat digunakan pada task dengan relasi 
yang belum diketahui atau belum terdapat pada freebase 
[19]. CNN juga digunakan dalam penelitian RE dimana 
dengan CNN dan RNN dapat menangkap struktur-struktur 
yang tersembunyi yang tidak dapat diketahui secara 
langsung. CNN memiliki keunggulan untuk mengenerate k-
gram secara berturut-turut pada sebuah kalimat sedangkan 
RNN berfungsi untuk mengencode konteks kalimat. Pada 
penelitian ini mengkombinasikan feature-based dengan 
model log-linear dengan CNN-RNN ini [17]. Penelitian lain 
yang memanfaatkan CNN adalah dengan menambahkan 
ukuran dari window-filter dan word embedding yang belum 
di training sebagai inisialisasi awal memberikan hasil yang 
baik bila dibandingkan dengan baseline system untuk RE 
dan state-of-the-art system untuk RE [18].  
Selain penelitian untuk mengekstrak relasi itu sendiri, 
terdapat pula penelitian yang bertujuan untuk melakukan 
pengklasifikasian pada hasil yang terekstrak agar dapat 
digunakan semaksimal mungkin. Pengklasifikasian dapat 
digunakan dengan menggunakan metode bootstrapping [20] 
dan juga SVM yang dapat mengidentifikasi hubungan antar 
entitas dan kemudian menetapkan jenis atau tipe semantik 
mereka dimana matrix dari kemiripan relasi menunjukkan 
sebuah klasifikasi atau kelompok tertentu [21]. Pada 
penelitian lain, kombinasi bootstrapping pada SVM juga 
dapat meningkatkan tingkat akurasi pada saat 
pengklasifikasian [22]. Penelitian berbasis Attention-Based 
Bidirectional Long Short-Term Memory (Att-BLSTM) 
dilakukan untuk mengatasi masalah informasi dapat muncul 
di posisi manapun dalam sebuah kalimat [23]. 
Convulutional neural network (CNN) yang dioptimasi 
menjadi CRNN, CR-CNN, DNN [3], [24], [25].  
III. PEMBUATAN DATASET 
Pada penelitian kali ini, akuisisi dataset yang akan 
digunakan sebagai data training dan testing berasal dari file 
xml Wikipedia berupa unlabeled corpus. File tersebut bisa 
didapatkan dari Wikipedia1. Contoh file dapat dilihat pada 
tampilan di Gambar 1. 
File yang telah didapatkan akan dilakukan proses 
ekstraksi sehingga terbagi menjadi dua kumpulan yaitu 
kumpulan taxobox-infobox dan kumpulan teks wikipedia. 
Teks yang didapatkan akan melalui proses cleaning  serta 
preprocessing. Dari banyak data yang terdapat pada file xml 
tersebut, yang digunakan adalah data dalam domain hewan, 
tumbuhan, data personal orang, tempat,  dan data organisasi. 
Proses cleaning dilakukan dengan tujuan agar teks terbebas 
dari noise seperti kurung kotak, kurung kurawal, dan lainnya 
karena banyak sedikitnya noise dapat mempengaruhi hasil. 
 
1 https://dumps.wikimedia.org/idwiki. Website penyedia backup file 
Wikipedia Bahasa Indonesia.(diakses tanggal 1 Maret 2021). 
.
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Setelah cleaning, dilakukan preprocessing dimana yang 
dilakukan adalah sentence extraction dan tokenization. 
Sentence extraction adalah proses ekstraksi kalimat pada 
suatu dokumen, dan tokenization adalah proses untuk 
memisah setiap kata yang terdapat pada suatu kalimat. 




Proses selanjutnya adalah word embedding dengan 
menggunakan Glove [26] yang merepresentasikan kata 
kedalam vektor angka. Selain itu juga dilakukan proses NER 
(Named Entity Reconition) serta POS Tagging. Setelah NER 
dan POSTag dilakukan pada kumpulan teks, selanjutnya 
dilakukan distant supervision pada kumpulan taxobox-
infobox dengan hasil berupa pasangan entitas yang terdapat 
pada taxobox-infobox tersebut. Kemudian dari pasangan 
entitas itu akan dicari pada setiap kalimat pada kumpulan 
teks yang telah diolah sebelumnya sehingga mendapatkan 
relasi yang ada dalam setiap kalimat tersebut.  
Misalnya data wikipedia Anwar Sadat dengan url 
https://id.wikipedia.org/wiki/Anwar_Sadat. Dari taxobox-
infobox yang terdapat pada url berikut, jika dicocokkan pada 
kalimat  
 
”Jenderal Besar Mohammed Anwar Al Sadat; lahir di Mit 
Abu Al-Kum, Al-Minufiyah, Mesir, 25 Desember 1918 – 
meninggal di Kairo, Mesir, 6 Oktober 1981 pada umur 62 
tahun) adalah seorang tentara dan politikus Mesir.”  
 
maka akan ditemukan relasi seperti ’is-a’, ’birth-date’, 
”birth-place”, ’death-date’, ’death-place”. Data pasangan 
entitas dan relasi yang ditemukan kemudian disimpan 
kedalam file tersendiri. Apabila dalam satu kalimat 
ditemukan beberapa relasi, maka pencatatan akan dilakukan 
berulang kali karena yang disimpan adalah satu kalimat 
mewakili satu kalimat dan satu relasi. Contoh salah satu 





Setelah terbentuk file teks yang berisi data kalimat dan 
relasi yang terbentuk, kemudian dari file tersebut dibentuk 
sesuai dengan format data SemEval-2010 Task 8 dan akan 
diujikan pada model CRNN-Max dan CRNN-Att [3] sebagai 
usulan metodologi yang dada di penelitian ini. 
IV. METODOLOGI PENELITIAN 
Metode yang diusulkan dalam penelitian ini 
menggunakan Neural Network yang diusulkan di [3]. 
Terdapat dua model, yaitu CRNN-Max yang dapat dilihat di 





Model yang diusulkan terdiri dari beberapa bagian, yaitu 
Embedding Layer, Recurrent Layer, First Pooling Layer, 
Convolutional Layer, Second Pooling Layer, serta Fully 
Connected Layer. Pada Second Pooling Layer inilah 




Gambar. 4.   (a) Model CRNN-Max dan (b) Model CRNN-Att 
 
 
Gambar. 3.   Contoh Data Preprocessing 
 
 
Gambar. 2.   Contoh Hasil Preprocessing XML Wikipedia 
 
 
Gambar. 1.   Contoh Data XML Wikipedia 
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overtime dan Attention-based Pooling. Dari kedua jenis 
model pooling layer ini nantinya yang akan digunakan 
sebagai pembeda dari masing-masing model. Penjelasan 
detail dari masing-masing layer akan dijabarkan sebagai 
berikut. 
A. Embedding Layer 
Pada embedding layer, setiap input kata akan diubah 
menjadi vector kata yang didapatkan dari model Word 
Embedding Glove[26]. Seluruh kata yang akan digunakan 
sebagai dari input dari model Neural Network akan dilatih 
dan dilakukan fine tuning bersamaan dengan proses 
pelatihan dari model Neural Network yang diusulkan. 
Jika ditemukan kata yang tidak ada di model dari Word 
Embedding, maka akan digunakan sebuah vector random. 
Vector random ini diinisialisasi secara random dan diupdate 
secara bersamaan dengan proses training. 
B. Recurrent Layer 
RNN atau Recurent Neural Network telah banyak 
digunakan dalam proses pelabelan secara sequential. 
Terdapat dua jenis RNN cell yang sering digunakan, yaitu 
GRU dan LSTM. LSTM[27] merupakan cell yang 
digunakan di recurrent layer dalam penelitian ini.  
Model RNN yang digunakan dalam penelitian ini adalah 
menggunakan Bi-directional agar diperoleh informasi dari 
konteks di model yang diusulkan. Jika hl
(t) dan hr
(t) 
merupakan output dari dari forward LSTM dan backward 
LSTM dari timestep t maka output dari model Bi-LSTM 
yang digunakan adalah : 
 
𝑧 ℎ : ℎ , 𝑧 ∈ ℝ  (1) 
 
Di mana tanda “:” merupakan tanda untuk melakukan 
penggabungan dari dua buah vector. Setelah didapatkan 
setiap output LSTM dari masing-masing kata, maka proses 
akan dilanjutkan untuk digunakan sebagai input dari First 
Pooling Layer. 
C. First Pooling Layer 
First Pooling Layer menghasilkan word embedding di 
tingkat kata yang menggabungkan informasi dari konteks 
masa lalu dan masa depan. Terkadang sebuah kata itu 
sendiri mungkin tidak terlalu memberikan kontribusi yang 
signifikan untuk merepresentasikan kalimat, sehingga dalam 
kasus ini, solusinya adalah dengan melakukan ekstraksi fitur 
terpenting dari frasa pendek menggunakan pooling. Jika f1 
menyatakan panjang filter yang digunakan untuk pooling, 
dan (z1, . . . , zm) adalah barisan vektor yang diperoleh dari 
lapisan sebelumnya, maka  
 
𝑝 𝑝 , 𝑝 , … , 𝑝  (2) 
 




𝑖 𝑗 𝑓 𝑧  (3) 
 
Yaitu untuk mendapatkan maximum dari seluruh vektor zi+1 
s.d. zi+f1. 
D. Convolutional Layer 
Convolutional digunakan pada p untuk mendapatkan 
local features dari masing-masing kalimat. Jika sebuah 
convolutional filter diberikan parameter wc dengan ukuran n 
* f2, dimana f2 adalah panjang dari filter, maka output 
convolution dari sequence masing-masing convolutional 
layer adalah: 
 
ℎ 𝑓 𝑤 . 𝑝 : 𝑏  (4) 
 
Dimana i = 1, 2,…, m – f1 – f2 + 2. Fungsi aktivasi yang 
digunakan adalah ReLU dimana f(x) = max({0,x}), dan bc 
adalah bias. Parameter wc dan bc merupakan shared 
parameter untuk seluruh proses convolusi i = 1, 2,…, m – f1 
– f2 + 2. 
E. Second Pooling Layer 
Output dari convolution layer terdiri dari berbagai macam 
panjang (m-f1-f2+2) karena tergantung dari panjang kalimat 
sebesar m. Untuk mendapatkan fixed length dari global 
features untuk seluruh sequence. Pada percobaan ini 
diusulkan dua buah mekanisme, yaitu max pooling atau 
attention based pooling. Detail dari penjelasan masing-
masing pooling layer adalah: 
 Max Pooling Over Time 
Max pooling over time ini diusulkan oleh Collobert, dkk 
[28]. Layer ini berguna untuk mencari nilai maksimal dari 
seluruh kalimat dengan asumsi bahwa seluruh informasi 
yang relevant akan diakumulasikan pada posisi tersebut.  
 Karena input layer ini adalah local convolved vectors, 
maka strategi yang digunakan adalah melakukan ekstraksi 
fitur yang sangat penting dari beberapa frasa singkat. 




1 𝑖 𝑚 𝑓 𝑓 2 ℎ  (5) 
 
Dimana zpool adalah dimension-wise maximum dari seluruh 
hic. 
 Attention-based Pooling 
Max Pooling dapat mengalami kegagalan jika informasi 
yang penting terdistribusi di beberapa klausa lain yang ada 
di dalam sebuah kalimat. Untuk mengatasi hal ini digunakan 
sebuah skema attention-based pooling dengan mendapatkan 
fitur optimal dengan melakukan kombinasi bobot liner dari 
sebuah vector attention. Bobot dilatih dengan menggunakan 
mekanisme attention dimana fitur-fitur yang dianggap 
penting akan memiliki nilai bobot yang lebih besar. 
Mekanisme attention menghasilkan vector 𝛼 dengan ukuran 
m – f1 – f2 + 2 dan nilai dari vector untuk setiap frasa 
diperoleh dari vector fitur hasil convolutional layer. Model 
matematis dari layer ini adalah: 
 
𝐻 tanh 𝑊∝𝐻   
∝ 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 𝑊∝𝐻   
𝑧 ∝ 𝐻  (6) 
 
Dimana, Hc adalah matriks dari output vector CNN, W1 𝛼, 
W2 𝛼 dengan ukuran nc x nc adalah matriks parameter, dan 
vektor  𝛼 adalah bobot attention dan zatt adalah output dari 
pooling layer. Bobot attention merupakan bobot pada level 
kalimat, sehingga nilai  𝛼 berbeda pada setiap kalimat. 
F. Fully Connected dan Softmax 
Untuk melakukan klasifikasi dari penentuan label jenis 
relasi yang akan dikenali, maka akan digunakan sebuah fully 
connected layer dengan jumlah sebesar |C| nodes, dimana C 
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adalah himpunan dari seluruh label relasi yang akan 
dikenali. Pada output layer akan digunakan fungsi softmax 
untuk mendapatkan distribusi probability dari sekumpulan 
label kelas yang mungkin. Output final dapat didefinisikan 
sebagai: 
 
𝑝 𝑐 |𝑥 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 𝑊 𝑧 𝑏  (7) 
  
Dimana Wo dan bo merupakan parameter bobot dan bias dan 
z adalah hasil dari second pooling layer, yaitu apakah zpool 
atau zatt tergantung dari jenis skema second pooling layer 




arg max 𝑝 𝑐 |𝑥
𝑐 ∈ 𝐶  (8) 
V. PERCOBAAN 
Dataset Bahasa Indonesia yang telah dibentuk dalam 
format SemEval-2010 Task 8 akan diuji coba pada model 
CRNN dengan perbandingan persentase training dan testing 
sebesar 80:20, 70:30, dan 60:40. Selain itu, parameter lain 
yang digunakan adalah filter1 (f1) yang bernilai 2, filter1 
(f2) yang bernilai 5, layer yang berjumlah 100, learning rate 
0.001, jumlah epoch 15, dan tipe pooling yang terdiri dari 
Max dan Att.  Sedangkan untuk pengukuran keberhasilan 
digunakan F1-Score yang telah digunakan di [29].  
Percobaan pertama dilakukan dengan menggunakan 
model dari CRNN dengan menggunakan attention-based 
pooling pada second pooling layer. Hasil dari uji coba akan 




Dari hasil ujicoba dengan menggunakan model CRNN-
Att diperoleh hasil terbaik ada di F1-Score pada pembagian 
data 70-30. Sedangkan nilai performa terburuk diperoleh 
pada pembagian distribusi data 80:20.  
Percobaan kedua dilakukan percobaan pada model CRNN 
dengan model pooling pada second pool layer adalah 
Maximum Pooling across time. Hasil dari ujicoba dapat 




Pada percobaan kedua percobaan terbaik diperoleh pada 
pembagian data 70-30. Sedangkan untuk percobaan teburuk 
diperoleh pada pembagian data 80-20.  
Dari uji coba yang dilakukan pada model CRNN dengan 
menggunakan parameter standard seperti yang digunakan 
pada penelitian sebelumnya, menunjukkan hasil yang baik 
dari segi precission, recall, dan F1 score. Nilai F1-Score 
terbaik diperoleh pada pembagian data 70-30. Sedangkan 
nilai F1-Score terburuk diperoleh pada pembagian data 80-
20. Dari percobaan ini penambahan jumlah training data 
sebesar 80% dari total keseluruhan data menyebabkan 
model menjadi overfitting dan gagal mengenali relasi yang 
ada di dalam data test. 
VI. KESIMPULAN 
Penelitian RE dengan menggunakan model Convulutional 
Recurrent Neural Network (CRNN) dengan dataset Bahasa 
Inggris dalam format SemEval 2010 task 8, bisa juga 
dimanfaatkan untuk penelitian RE pada bahasa Indonesia. 
Performa terbaik diperoleh pada model CRNN-Max dengan 
nilai F1-Score sebesar 80.57. Namun yang perlu 
diperhatikan adalah bentuk dataset yang digunakan sebagai 
input untuk model CRNN ini. Dataset bahasa Indonesia 
yang digunakan pada model CRNN ini bersumber pada file 
xml wikipedia yang diproses terlebih dahulu dan dibentuk 
ke dalam format SemEval 2010 task 8. Harapan selanjutnya 
adalah penelitian dapat dikembangkan dengan melakukan 
optimasi pada CRNN sehingga memberikan hasil lebih baik 
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