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Cohomology of antiPoisson superalgebra
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I.E.Tamm Department of Theoretical Physics,
P. N. Lebedev Physical Institute,
119991, Leninsky Prospect 53, Moscow, Russia.
Abstract
We consider antiPoisson superalgebras realized on the smooth Grassmann-valued functions
with compact support in Rn and with the grading inverse to Grassmanian parity. The lower
cohomologies of these superalgebras are found.
1 Introduction
The odd Poisson bracket play an important role in Lagrangian formulation of the quantum
theory of the gauge fields, which is known as BV-formalism [1], [2] (see also [3]-[4]). In [6],
it was shown that there are two analogs of the Poisson bracket and related “mechanics”:
a direct one, still called the Poisson bracket, and the “odd” one, introduced in physical
literature in [1] under the name “antibracket”.
The antibracket possesses many features analogous to those of the Poisson bracket and
even can be obtained via “canonical formalism” with an “odd time”. However, unlike the
Poisson bracket, on different aspects of whose deformations (quantization) there is volumi-
nous literature, the deformations of the antibracket is not satisfactorily studied yet. The only
result is [7], where the deformations of the Poisson and antibracket superalgebras realized
on the superspace of polynomials are found.
The goal of present work is finding the lower cohomology spaces of antiPoisson super-
algebra realized on the smooth Grassmann-valued functions with compact support in Rn.
These results is used in the next work [8] where the general form of the deformation of
such antiPoisson superalgebra is found. Particularly, it is shown in [8] that the nontrivial
deformations do exist.
Let K be either R or C. We denote by D(Rn) the space of smooth K-valued functions
with compact support on Rn. This space is endowed with its standard topology. We set
Dn−n+ = D(R
n+)⊗Gn−, En−n+ = C
∞(Rn+)⊗Gn− , D′n−n+ = D
′(Rn+)⊗Gn−,
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2where Gn− is the Grassmann algebra with n− generators and D
′(Rn+) is the space of con-
tinuous linear functionals on D(Rn+). The generators of the Grassmann algebra (resp., the
coordinates of the space Rn+) are denoted by ξα for α = 1, . . . , n− (resp., x
i for i = 1, . . . , n+).
We shall also use common notation zA which are equal to xA for A = 1, . . . , n+ and to ξ
A−n+
for A = n+ + 1, . . . , n+ + n−.
The spaces Dn−n+ , E
n−
n+
, and D′n−n+ possess a natural parity which is determined by that of
the Grassmann algebra, it is denoted by ε. Set: ǫ = ε+ 1.
We set εA = 0 for A = 1, . . . , n+ and εA = 1 for A = n+ + 1, . . . , n+ + n−.
It is well known, that if n+ = n− = n then the bracket
[f, g](z) =
n∑
i=1
(
f(z)
←−
∂
∂xi
∂
∂ξi
g(z)− f(z)
←−
∂
∂ξi
∂
∂xi
g(z)
)
, (1.1)
called antibracket, defines a Lie superalgebra structure on the superspaces Dn
def
= Dnn and
En
def
= Enn with the ǫ-parity. Clearly, the form ω defining the antibracket
[f, g](z) = f(z)
←−
∂
∂zA
ωAB
∂
∂zB
g(z),
is constant, non-degenerate, and satisfies the condition
ωBA = −(−1)ǫAǫBωAB, ǫ(ωAB) = ǫA + ǫB,
Here these Lie superalgebras are called the antiPoisson superalgebras. 1 We set: D′n
def
=
D′nn .
The integral on Dn is defined by the relation∫
dz f(z) =
∫
Rn
dx
∫
dξ f(z),
where the integral on the Grassmann algebra is normalized by the condition∫
dξ ξ1 . . . ξn = 1.
We identify Gn with its dual space G′n setting
f(g) =
∫
dξ f(ξ)g(ξ) for any f, g ∈ Gn.
Accordingly, the space D′n of continuous linear functionals on Dn is identified with D
′(Rn)⊗
Gn. The value m(f) of a functional m ∈ D′n on a test function f ∈ Dn will be often written
in the integral form:
m(f) =
∫
dz m(z)f(z).
1We will also consider the usual multiplication of the elements of the antiPoisson superalgebras with
commutation relations fg = (−1)ε(f)ε(g)gf , so the xi will be called even variables and the ξi will be the odd
ones.
32 Cohomology of the antiPoisson superalgebras (Re-
sults)
Let Dn act in a Z2-graded space V (the action of f ∈ Dn on v ∈ V will be denoted by
f · v). The space Cp(Dn, V ) of p-cochains consists, as in [10], of all separately continuous
multilinear superantisymmetric maps Dpn−→V . Superantisymmetry means, as usual, that
Mp( ... , fi, fi+1, ...) = −(−1)
ǫ(fi)ǫ(fi+1)Mp( ..., fi+1, fi, ...).
The space Cp(Dn, V ) possesses a natural Z2-grading:
ǫ(Mp(f1, . . . , fp)) = ǫMp + ǫ(f1) + . . .+ ǫ(fp)
for any (homogeneous) fj ∈ Dn. We will often use the Grassmann ε-parity
2 of cochains:
εMp = ǫMp + p+ 1. The differential d
V
p : C
p(Dn, V )−→C
p+1(Dn, V ) is defined as follows:
dVp Mp(f1, ..., fp+1) = −
p+1∑
j=1
(−1)j+ǫ(fj)|ǫ(f)|1,j−1+ǫ(fj)ǫMpfj ·Mp(f1, ..., f˘j, ..., fp+1)−
−
∑
i<j
(−1)j+ǫ(fj)|ǫ(f)|i+1,j−1Mp(f1, ...fi−1, [fi, fj], fi+1, ..., f˘j, ..., fp+1), (2.1)
for any Mp ∈ C
p(Dn, V ) and f1, . . . , fp+1 ∈ Dn having definite ǫ-parities. Here the sign ˘
means that the argument is omitted and
|ǫ(f)|i,j =
j∑
l=i
ǫ(fl).
We have dVp+1d
V
p = 0 for any p = 0, 1, . . .. The p-th cohomology space of the differential d
V
p
will be denoted by HpV . The second cohomology space H
2
ad in the adjoint representation is
closely related to computing infinitesimal deformations of the Lie bracket [·, ·] in the form
[f, g]∗ = [f, g] + ~[f, g]1 + . . .
up to similarity transformations
[f, g]T = T
−1[Tf, Tg],
where a continuous linear operator T : V [[~2]]−→V [[~2]] is of the form T = id + ~2T1. The
condition that [·, ·]1 is a 2-cocycle is equivalent to the Jacobi identity for [·, ·]∗ modulo the
~
2-order terms.
We study the cohomology of the antiPoisson superalgebra Dn in the following cases:
1. The trivial representation: V = K, f · a = 0 for any f ∈ Dn and a ∈ K. (Notation:
Hptr and d
tr
p ).
2If V is the space of Grassmann-valued functions on Rn, then ε defined in such a way coincides with the
usual Grassmann parity.
42. V = D′n and f · g = [f, g] for any f ∈ Dn, g ∈ D
′
n. (Notation: H
p
D′ and d
ad
p ).
3. V = En and f · g = [f, g] for any f ∈ Dn, g ∈ En. (Notation: H
p
E and d
ad
p ).
4. The adjoint representation: V = Dn and f · g = [f, g] for any f, g ∈ Dn. (Notation:
Hpad and d
ad
p ).
In the case of the trivial representation, K is considered as a superspace whose ǫ-even sub-
space is zero. We say that the p-cocycles M1p , . . .M
k
p are independent if they give rise to
linearly independent elements in Hp. For a multilinear form Mp taking values in Dn, En, or
D′n, we write Mp(z|f1, . . . , fp) instead of more cumbersome Mp(f1, . . . , fp)(z).
The following theorems describe lower cohomology of the antiPoisson superalgebra.
Theorem 2.1.
1. H1tr ≃ 0.
2. Let n ≥ 2. Then H2tr ≃ 0.
Let n = 1. Then H2tr ≃ K
2, and the cochains
µ1(f, g) =
∫
dz(−1)ε(f){∂3x∂ξf(z)}g(z), µ2(f, g) =
∫
dz(−1)ε(f){∂2xf(z)}g(z) (2.2)
are independent nontrivial cocycles.
It follows from Theorem 2.1 that if n = 1, then the antiPoisson superalgebra has a
2-parametric central extension. These extensions are described in [8].
Now, let Zn = Dn ⊕ CEn(Dn), where CEn(Dn) is a centralizer of Dn in En. Clearly,
CEn(Dn) = K.
Theorem 2.2.
1. H0
D′
≃ H0
E
≃ K; the function m0(z) ≡ 1 is a nontrivial cocycle.
H0ad ≃ 0.
2. (a) H1
D′
≃ H1
E
≃ K2; independent nontrivial cocycles are given by
m1|1(z|f) = Ezf(z), m1|2(z|f) = ∆f(z),
where
Ez = 1−
1
2
zA
∂
∂zA
, ∆ =
1
2
(−1)εAωAB
∂
∂zA
∂
∂zB
=
∂
∂xi
∂
∂ξi
. (2.3)
(b) Let V2 be the two-dimensional subspace of C
1(Dn,Dn) generated by the cocycles
m1|1 and m1|2. Then there is a natural isomorphism V2 ⊕ (En/Zn) ≃ H
1
ad tak-
ing (M1, T ) ∈ V2 ⊕ (En/Zn) to the cohomology class determined by the cocycle
M1(z|f) + [t(z), f(z)], where t ∈ En belongs to the equivalence class T .
53. Let the bilinear maps m2|1, m2|2 : (D1)
2−→E1 and m2|3 m2|4 : (Dn)
2−→En be defined
by the relations
m2|1(z|f, g) =
∫
du∂ηg(u)∂
3
yf(u), ǫm2|1 = 1, (2.4)
m2|2(z|f, g) =
∫
duθ(x− y)[∂ηg(u)∂
3
yf(u)− ∂ηf(u)∂
3
yg(u)] +
+x[{∂ξ∂
2
xf(z)}∂ξ∂xg(z)− {∂ξ∂xf(z)}∂ξ∂
2
xg(z)], ǫm2|2 = 1, (2.5)
m2|3(z|f, g) = (−1)
ε(f){(1−Nξ)f(z)}(1−Nξ)g(z), ǫm2|3 = 1, (2.6)
m2|4(z|f, g) = (−1)
ε(f){∆f(z)}Ezg(z) + {Ezf(z)}∆g(z) ǫm2|4 = 0. (2.7)
where z = (x, ξ), u = (y, η), Nξ = ξ∂ξ.
Then
(a) H2ad ≃ K
2 and the cochainsm2|3(z|f, g) andm2|4(z|f, g) are independent nontrivial
cocycles.
(b) Let n = 1.
Then H2
D′
≃ H2
E
≃ K4 and the cochains m2|1(z|f, g), m2|2(z|f, g), m2|3(z|f, g),
and m2|4(z|f, g) are independent nontrivial cocycles.
(c) Let n ≥ 2. Then H2
D′
≃ H2
E
≃ K2 and the cochains m2|3(z|f, g) and m2|4(z|f, g)
are independent nontrivial cocycles.
3 Preliminary and Notation
We define δ-function by the formula∫
dz′δ(z′ − z)f(z′) =
∫
f(z′)δ(z − z′)dz′ = f(z).
Evidently,
[f, g](z) = (−1)εAǫ(f)
∂
∂zA
(f(z)ωAB
∂
∂zB
g(z))− 2f∆g(z),
(−1)ǫ(g)
∫
dzf [g, h] =
∫
dz[f, g]h+ 2
∫
dzf∆gh,
where ∆ is defined by (2.3).
The following notation is used below:
T...(A)k ... ≡ T...A1...Ak..., T...AiAi+1... = (−1)
εAiεAi+1T...Ai+1Ai..., i = 1, . . . , k − 1
T...(A)k ...Q...
(A)k
... ≡ T...A1...Ak...Q...
A1...Ak
...,
(∂A)
Q ≡ ∂A1∂A2 . . . ∂AQ , (pA)
Q ≡ pA1pA2 . . . pAQ ,
and so on.
6We denote by Mp(. . .) the separately continuous superantisymmetrical p-linear forms on
(Dn)
p. Thus, the arguments of these functionals are the functions f(z) of the form
f(z) =
n∑
k=0
f(α)k(x)(ξ
α)k ∈ Dn, f(α)k(x) ∈ D(R
n). (3.1)
For any f(z) ∈ Dn we can define the support
supp(f)
def
=
⋃
(α)k
supp(f(α)k(x)).
For each set V ⊂ Rn we use the notation z
⋂
V = ∅ if z = (x, ξ) and there exist some
domain U ⊂ Rn such that x ∈ U and U
⋂
V = ∅.
It can be easily proved that such multilinear forms can be written in the integral form
(see [10]):
Mp(f1, . . . , fp) =
∫
dzp · · · dz1mp(z1, . . . , zp)f1(z1) · · ·fp(zp), p = 1, 2, ... (3.2)
and
Mp(z|f1, . . . , fp) =
∫
dzp · · · dz1mp(z|z1, . . . , zp)f1(z1) · · · fp(zp), p = 1, 2, ... . (3.3)
Let by definition
ǫ(Mp(f1, . . . , fp)) = ǫmp + pn+ ǫ(f1) + . . .+ ǫ(fp).
It follows from the properties of the forms Mp that the corresponding kernels mp have the
following properties:
ǫmp = pn + ǫMp, εmp = pn+ εMp, ǫmp = εmp + p+ 1,
mp(∗|z1 . . . zi, zi+1 . . . zp) = (−1)
nmp(∗|z1 . . . z
∗
i+1, z
∗
i . . . zp). (3.4)
Here z∗ = (x, −ξ) if z = (x, ξ).
Introduce the space M1 ⊂ C
2(Dn, D
′
n) consisting of all 2-forms which can be locally
represented as
M12|2(z|f, g) =
Q∑
q=0
m1(A)q(z|[(∂zA)
qf(z)]g − (−1)ǫ(f)ǫ(g)[(∂zA)
qg(z)]f), (3.5)
with locally constant Q and the space M2 ⊂ C
2(Dn, D
′
n) consisting of all 2-forms which
can be locally represented as
M22|2(z|f, g) =
Q∑
q=0
m2(A)q (z|[(∂A)
qf ]g − (−1)ǫ(f)ǫ(g)(∂A)
qg]f) (3.6)
with locally constant Q, where m1,2(A)q (z|·) ∈ C1(Dn, D
′
n).
7The space M0 = M1
⋂
M2 is called in this paper the space of local bilinear forms. It
consists of all the form, which can be present as
M2| loc(z|f, g) =
Q∑
p, q=0
m(A)q |(B)p(z)
(
(∂A)
qf(z) (∂B)
pg(z)− (−1)ǫ(f)ǫ(g)(∂A)
qg(z) (∂B)
pf(z)
)
.
Here m(A)q |(B)p ∈ D′ ⊗Gn, and the limit Q is locally constant with respect to z.
The following low degree filtrations Pp and Pp,q of the polynomials we will use in what
follows:
Definition.
Pp = {f(k) ∈ En[k] : ∃g ∈ En[α, k] f(αk) = α
pg(α, k)},
Pp,q = {f(k1, kl) ∈ En[k1, k2] : ∃g ∈ En[α, β, k1, k2] f(αk1, βk2) = α
pβqg(α, β, k1, k2)}.
Evidently, Pp,q ⊂ Pr,s if p ≥ r and q ≥ s. It is clear also, that if f ∈ Pp,q and g ∈ Pr,s
then fg ∈ Pp+r,q+s. Analogous relations are valid for Pp.
4 Cohomologies in the trivial representation
In this section, we prove the theorem 2.1.
4.1 H1tr
Let M1(f) =
∫
dzm1(z)f(z). Then the cohomology equation has the form 0 = d
tr
1 M1(f, g) =
−M1([f, g]) = −
∫
dzm1(z)[f(z), g(z)], and hence m1(z)
←−
∂
∂zA
ωAB ∂
∂zB
f(z)+2m1(z)∆f(z) = 0.
Finally, m1(z) = 0, i.e., H
1
tr = 0.
4.2 H2tr
For the bilinear form M2(f, g) =
∫
dudzm2(z, u)f(z)g(u) the cohomology equation has the
form
M2([f, g], h)− (−1)
ǫ(g)ǫ(h)M2([f, h], g)−M2(f, [g, h]) = 0. (4.1)
Let supp(h)
⋂
[supp(f)
⋃
supp(g)] = ∅. Then we have Mˆ2([f, g], h) = 0 (the hat means
that the corresponding form (or kernel) is considered out of the diagonal), which imply
mˆ2(z, u) = 0. Thus we can represent M2(f, g) in the following form (see [10])
M2(f, g) =
K∑
k=0
∫
dzm
(A)k
2 (z)
(
(−1)ε(f)(∂A)
kf(z) · g(z)− (−1)ε(g)+ǫ(f)ǫ(g)(∂A)
kg(z) · f(z)
)
,
(4.2)
where upper limit K is locally constant.
Proposition 4.1. Summation in formula (4.2) is made over even k.
In particular, the highest degree K of derivatives in formula (4.2) is even, K = 2m.
8Indeed, let K0 be the highest odd degree of derivatives. Then a summands with k = K0
in the second term is equal to∫
dzm
(A)K0
2 (z)(−1)
ε(f)ε(g)[(∂A)
K0g(z)]f(z) =
= −
∫
dzm
(A)K0
2 (z)[(∂A)
K0f(z)]g(z) +
∑
k<K0
∫
dzw
(A)k
2 (z)g(z)(∂A)
kf(z)
and terms with k = K0 are canceled in Exp. (4.2).
The cohomology equation has the form
2m∑
k=0
∫
dzm
(A)k
2 ((−1)
ε(f)+ε(g){((∂A)
k[f, g])h+ (−1)(ε(f)+ε(g)+1)ε(h)((∂A)
kh)[f, g]}+
+(−1)ε(g)ε(h)+ε(f)+ε(g){((∂A)
k[f, h])g + (−1)ε(g)(ε(f)+ε(h)+1)((∂A)
kg)[f, h]}+
+(−1)ε(f){((∂A)
kf)[g, h] + (−1)ε(f)[ε(g)+ε(h)+1]((∂A)
k[g, h])f}) = 0. (4.3)
Analogously to [9], take the functions in the form f(z) → ezpf(z), g(z) → ezqg(z),
h(z) → e−z(p+q)h(z), and consider the terms of the highest order in p and q which equals
to 2m + 2. Using the notation 〈p, q〉 ≡
∑
A,B(−1)
εAωABpAqB = 〈q, p〉 (ε(〈p, q〉) = 1) and,
introducing the generation function
Fm(z, p) ≡ m
(A)2m
2 (z)(pA)
2m,
we obtain
〈p, p〉Fm(z, q) + 〈q, q〉Fm(z, p) + 〈p, q〉{Fm(z, p) + Fm(z, q)− Fm(z, p + q)} = 0 (4.4)
Let p = (vi, θi), q = (yi, ζi). Then we can rewrite (4.4) in the form
2vθFm(z, q) + 2yζFm(z, p) + (xζ + θy){Fm(z, p) + Fm(z, q)− Fm(z, p + q)} = 0 (4.5)
Proposition 4.2. Let n > 1, m ≥ 2. Then
Fm(z, p) = 0. (4.6)
Proof. Let us differentiate Eq. (4.5) by ∂qB∂qA at q = 0. We obtain
θi∂vjFm(z, p) + θ
j∂viFm(z, p) = 0 =⇒ ∂viFm(p) = 2θ
ia1(z, p),
vi∂θjFm(z, p)− v
j∂θiFm(z, p) = 0 =⇒ ∂θiFm(z, p) = 2v
ia2(z, p),
2δijFm(z, p) + θ
i∂θjFm(z, p)− v
j∂viFm(z, p) = 0 =⇒
δijFm(z, p) = v
jθia(z, p) = viθja(z, p), a(z, p) = a1(z, p)− a2(z, p)
Let i = 1, j = j¯ 6= 1 (j = (1, j¯)). We have
0 = vj¯θ1a(z, p) = v1θj¯a(z, p) =⇒ θia(z, p) = 0 =⇒ Fm(z, p) = 0.
9Proposition 4.3. Let n > 1, m = 1. Then
F1(z, p) =
1
2
b1(z)〈p, p〉, (4.7)
i.e., F1(z, p) corresponds to the differential of some 1-form (see Exp. (4.11)).
Proof.
F1(z, p) =
1
2
pApBP (z)AB, PAB =
(
aij bij
btij cij
)
From (4.5) it follows
2vθaij + θ
i(ajkv
k + bjkθ
k) + θj(aikv
k + bikθ
k) = 0 =⇒ bik = b1δik, aij = 0 ,
2vθcij + v
i(vj + cjkθ
k)− vj(vi + cikθ
k) = 0 =⇒ cij = 0 =⇒ P (z)AB = b1(−1)
εAωAB.
Proposition 4.4. Let n > 1, m = 0. Then F0(z, p) = 0.
Proof. Indeed, F0(z, p) = b0(z), and it follows from (4.5) that
(2vθ + 2yζ + vζ + θy)b0(z) = 0 =⇒ b0(z) = 0. (4.8)
Proposition 4.5. Let n = 1. Then
F (z, p) = F1|1(z)v
2 + F2|1(z)vθ + F2|2(z)v
3θ.
Proof. We have in the case under consideration
Fm(z, p) = F1|m(z)v
2m + F2|m(z)v
2m−1θ.
Eq. (4.5) takes the form
2vθ(F1|my
2m + F2|my
2m−1ζ) + 2yζ(F1|mv
2m + F2|mv
2m−1θ) +
+vζ(F1|mv
2m + F2|mv
2m−1θ + F1|my
2m − F1|m(v + y)
2m − F2|m(v + y)
2m−1θ) +
+yθ(F1|mv
2m + F1|my
2m + F2|my
2m−1ζ − F1|m(v + y)
2m − F2|m(v + y)
2m−1ζ) = 0.
So
F1|m[2vy
2m + v2my + y2m+1 − (v + y)2my] = 0, (4.9)
F2|m[2vy
2m−1 − 2v2m−1y − v2m + v(v + y)2m−1 + y2m − (v + y)2m−1y] = 0. (4.10)
Setting y = v in Eq. (4.9), we obtain (4 − 22m)v2m+1F1|m(z) = 0, such that F1|m(z) = 0 if
m 6= 1.
For m ≥ 3 Eq. (4.10) takes the form F2|m(z)[2(m − 2)v
2m−1y + O(v2m−2)] = 0 and so
F2|m(z) = 0 for m ≥ 3. Eq. (4.9) for m = 1 and Eq. (4.10) for m = 1, 2 are identically
satisfied for arbitrary F1|1(z), F2|1(z), and F2|2(z).
10
Note that F2|1(z)vθ corresponds to some coboundary, i.e. to the differential of some
1-form.
Return to the complete form of cohomology equation.
It is useful to rewrite a trivial solution of cohomology equation (4.1),
M2|tr(f, g) = d
tr
1 M1(f, g) =
∫
dzm1(z)[f(z), g(z)],
in the form (4.2),
M2|tr(f, g) = −
∫
dzm1(z)(−1)
ε(f)
(
[∆f(z)]g(z) + (−1)ε(f)ε(g)[∆g(z)]f(z)
)
−
−
∫
dzm1(z)
←−
∆(−1)ε(f)f(z)g(z). (4.11)
Consider the case n > 1. According to Eqs. (4.6), (4.7) and (4.11), M2(f, g) can be
represented in the form
M2(f, g) = d
tr
1 M1(f, g) +M
′
2(f, g), m1(z) = −b1(z),
M ′2(f, g) =
∫
dzm′0(z)(−1)ε(f)f(z)g(z), m′0(z) = m0(z) +m1(z)
←−
∆ .
The form M ′2(f, g) satisfies the cohomology equation (4.1), and therefore, according to Eq.
(4.8), M ′2(f, g) = 0. Thus, we have proved the following proposition
Proposition 4.6. Let n > 1. Then the general solution of the cohomology equation
(4.1) has the form
M2(f, g) = d
tr
1 M1(f, g).
Now consider the case n = 1. According to above consideration, in this case the solution
of the cohomology equation (4.1) can be represented in the form
M2(f, g) =M2|4(f, g) +M2|2(f, g) +M2|0(f, g) + d
tr
1 M1(f, g),
where
M2|4(f, g) =
∫
dzm4(z)(−1)
ε(f){[∂3x∂ξf(z)]g(z) + (−1)
ε(f)ε(g)[∂3x∂ξg(z)]f(z)},
M2|2(f, g) =
∫
dz(−1)ε(f){[m2|1(z)∂
2
xf(z)]g(z) + (−1)
ε(f)ε(g)[m2|1(z)∂
2
xg(z)]f(z)},
M2|0(f, g) =
∫
dzm0(z)(−1)
ε(f)f(z)g(z), M1(f) =
∫
dzm2|2(z)f(z).
Take the functions in the form f(z) → ezpf(z), g(z) → ezqg(z), h(z) → e−z(p+q)h(z),
and consider the terms of the sixth and fifth orders in p and q in cohomology equation (4.1).
Only M2|4(f, g) from M2(f, g) will take part to such terms. The sixth order in p and q terms
are cancel identically and we obtain the following equation for the fifth order terms
∂xm4(z)(2v
3 + 3v2y − 3vy2 − 2y3)θζ +
+m4(z)
←−
∂ ξ[(2v
3y + 3v2y2 + vy3)θ + (v3y + 3v2y2 + 2vy3)ζ ] = 0. (4.12)
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It follows from Eq. (4.12), that ∂xm4(z) = m4(z)
←−
∂ ξ = 0. So m4(z) =
1
2
m1 = const. Thus,
we can write
M2(f, g) = m1µ1(f, g) + M¯2(f, g) + d
tr
1 M1(f, g), M¯2(f, g) =M2|2(f, g) +M2|0(f, g),
µ1(f, g) =
∫
dz(−1)ε(f){∂3x∂ξf(z)}g(z), ǫµ1 = 1. (4.13)
The form µ1(f, g) satisfies cohomology equation (4.1), such that the form M¯2(f, g) satisfies
cohomology equation (4.1) too. Again, take the functions in the form f(z) → ezpf(z),
g(z)→ ezqg(z), h(z)→ e−z(p+q)h(z), and consider the terms of the fourth and third orders
in p and q in cohomology equation (4.1). Only M2|2(f, g) from M¯2(f, g) will take part to
such terms. The fourth order in p and q terms are cancelled identically and we obtain the
equation for the third order terms
[∂2xm2|1(z)y + ∂xm2|1(z)y(2v + y)]θ + [∂
2
xm2|1(z)v + ∂xm2|1(z)v(v + 2y)]ζ −
−2∂x∂ξm2|1(z)vy − ∂ξm2|1(z)vy(v + y) = 0. (4.14)
It follows from Eq. (4.14)
∂xm2|1(z) = m2|1(z)
←−
∂ ξ = 0 =⇒ m2|1(z) =
1
2
m2 = const.
It is easy to prove that the form M2|2(f, g),
M2|2(f, g) = m2µ2(f, g), µ2(f, g) =
∫
dz(−1)ε(f){∂2xf(z)}g(z), ǫµ2 = 0. (4.15)
satisfies cohomology equation (4.1). Therefore, the form M2|0(f, g) satisfies cohomology
equation (4.1) too. That means M2|0(f, g) = 0.
Finally, we have proved the following proposition
Proposition 4.7. Let n = 1. Then the general solution of cohomology equation (4.1) in
the trivial representation has the form
M2(f, g) = m1µ1(f, g) +m2µ2(f, g) + d
tr
1 M1(f, g),
where
µ1(f, g) =
∫
dz(−1)ε(f){∂3x∂ξf(z)}g(z), µ2(f, g) =
∫
dz(−1)ε(f){∂2xf(z)}g(z).
The forms µ1(f, g) and µ2(f, g) are independent nontrivial cocycles. Indeed, suppose
that the relation
m1µ1(f, g) +m2µ2(f, g) = −d
tr
1 M1(f, g) =
∫
dzm1(z)[f(z), g(z)] (4.16)
is valid. Take the functions f and g in the form f(z)→ ezpf(z), g(z)→ e−zpg(z):
m1
∫
dz(−1)ε(f){[(v + ∂x)
3(θ + ∂ξ)f(z)]g(z) +m2
∫
dz(−1)ε(f){[(v + ∂x)
2f(z)]g(z) =
= −
∫
dzm1(z){f(z)(
←−
∂ A + (−1)
εApA)ω
AB(∂B − pB)g(z)}.
Considering the terms of the fourth order in p, we obtain that Eq. (4.16) can be satisfied
for m1 = 0 only. Then, considering the terms of the second order in v, we obtain that Eq.
(4.16) can be satisfied for m2 = 0 only.
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5 Zeroth and first adjoint cohomologies
5.1 H0ad
Let M0(z) be 0-form. Then cohomology equation 0 = d
ad
0 M0(z|f1) = −[M0(z), f1(z)] gives
M0(z) = a = const. So H
0
D′n
≃ H0
En
≃ K and H0ad = 0.
5.2 H1ad
Let M1(z|f) =
∫
dum1(z|u)f(u) be 1-form. Then cohomology equation d
ad
1 M1(z|f, g) = 0
gives
[M1(z|f), g(z)]− (−1)
ǫ(f)ǫ(g)[M1(z|g), f(z)]−M1(z|[f, g]) = 0 (5.1)
Let z
⋂
supp(f) = z
⋂
supp(g) = ∅. Then Mˆ1(z|[f, , g]) = 0 and
mˆ1(z|u)
←−
∂ Aω
AB
λ ∂Bf(z) + 2mˆ1(z|u)∆f(u) = 0.
So mˆ1(z|u) = 0, and
M1(z|f) =
Q∑
q=0
t(B)q (z)(∂B)
qf(z), ε(t(B)q(z)(∂B)
q) = εM1,
Let f(z) = ezp, g(z) = ezk in some vicinity of x, and
F (z, p) =
Q∑
q=0
t(B)q (z)(pB)
q, ǫ(F (z, p)) = ǫM1 .
The function F (z, p) is polynomial in p for every z and a degree of this polynomial locally
does not depend on z.
Then the cohomology equation acquires the form
(F (z, p) + F (z, k)− F (z, p+ k)) 〈p, k〉+ [F (z, k), zp] + [F (z, p), zk] = 0. (5.2)
Consider the terms of highest order Q + 2 in Eq. (5.2).
Let Q ≥ 2. We obtain
(FQ(z, p) + FQ(z, k)− FQ(z, p+ k)) 〈p, k〉 = 0, (5.3)
where FQ(z, p) = t
(B)Q(z)(pB)
Q. Acting on Eq. (5.3) by the operator
←−
∂
∂kA
←−
∂
∂kB
∣∣∣
k=0
, we find
FQ(z, p)
←−
∂
∂pA
pCω
CB + (−1)εAεBFQ(z, p)
←−
∂
∂pB
pCω
CA = 0. (5.4)
The general solution of (5.4) has the form
FQ(z, p)
←−
∂
∂pA
= t(z, p)(−1)εCpCω
CA, (5.5)
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where t(z, p) is some polynomial in p. Using the property
FQ(z, p)
←−
∂
∂pA
←−
∂
∂pB
− (−1)εAεBFQ(z, p)
←−
∂
∂pB
←−
∂
∂pA
≡ 0,
we obtain from Eq. (5.5)
t(z, p)
←−
∂
∂pA
pCω
CB − (−1)εAεBt(z, p)
←−
∂
∂pB
pCω
CA = 0
which implies t(z, p)
←−
∂
∂pA
pA = 0 and as a consequence t(z, p) = t(z). So, we have
Q = 2, F2(z, p) =
1
2
t(z) 〈p, p〉 , F (z, p) = t0(z) + tA(z)pA +
1
2
t(z) 〈p, p〉 ,
and Eq. (5.2) acquires the form
t0(z) 〈p, k〉+ [F (z, k), zp] + [F (z, p), zk] = 0. (5.6)
Considering the terms of third order in p and k in Eq. (5.6), we obtain t(z)
←−
∂
∂zA
= 0 and so
t(z) = t = const. Considering the terms of first order in p and k in Eq. (5.6), we obtain
t0(z)
←−
∂
∂zA
= 0 and so t0(z) = t0 = const.
In such a way, Eq. (5.6) is reduced to the equation
t0ωAB + tB(z)
←−
∂
∂zC
ωCA(−1)εA+εB + tA(z)
←−
∂
∂zC
ωCB(−1)εAεB = 0
general solution of which has the form
tA(z) = −
1
2
t0zA + t1(z)
←−
∂
∂zB
ωBA.
Finally, we have obtained that general solution of the cohomology equation (5.1) has the
form
M1(z|f) = t
0
Ezf(z) + t∆f(z) + d
ad
0 M0(z|f),
where M0(z) = t1(z). Each summand in this expression satisfies the cohomology equation
and first two of them are nontrivial cocycles. Indeed, it is obvious that an equation
t0Ezf(z) + t∆f(z) = [φ(z), f(z)]
has solution for t0 = t = 0 only.
Let us discuss the term [t(z), f(z)]. Is this expression a coboundary or not? Analogously
to [10], the answer depends on the functional class A in which the considered multilinear
forms take their values.
1) A = D′n. In this case t(z) ∈ D
′
n and the form [t(z), f(z)] is exact.
2) A = En. In this case t(z) ∈ En and the form [t(z), f(z)] is exact.
3) A = Dn. In this case the condition [t(z), f(z)] ∈ Dn gives the restriction t(z) ∈ En
only, and the form [t(z), f(z)] is exact if and only if t(z) ∈ Dn ⊕ CEn(Dn). So the forms
[t(z), f(z)] are independent nontrivial cocycles parametrized by the elements of factor-space
En/Zn, where Zn = Dn ⊕ CEn(Dn). Here CEn(Dn) is a centralizer of Dn in En. Evidently,
CEn(Dn) = K.
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6 Second adjoint cohomology
For the bilinear form
M2(z|f, g) =
∫
dvdum2(z|u, v)f(u)g(v) ∈ A
the cohomology equation has the form
dad2 M2(z|f, g, h) = −(−1)
ǫ(f)ǫ(h){(−1)ǫ(f)ǫ(h)[M2(z|f, g), h(z)] +
+(−1)ǫ(f)ǫ(h)M2(z|[f, g], h) + cycle(f, g, h)} = 0. (6.1)
6.1 Nonlocal part
6.1.1 n ≥ 2
Here we prove the following proposition:
Proposition 6.1. Let n ≥ 2. Then any adjoint 2-cocycle can be expressed in the form
M2(z|f, g) = M2|loc(z|f, g) + d
ad
1 M1|1(z|f, g),
where M2|loc ∈M0.
Proof.
Firstly, let us prove that
M2(z|f, g) =M2|2(z|f, g) + d
ad
1 M1|1(z|f, g),
where M2|2 ∈M2. Let
z
⋂[
supp(f)
⋃
supp(g)
⋃
supp(h)
]
= supp(f)
⋂[
supp(g)
⋃
supp(h)
]
= ∅.
We have Mˆ2(z|f, [g, h]) = 0, which implies mˆ2(z|u, v)
←−
∂vAω
AB∂Bg(v) + 2mˆ2(z|u, v)∆g(v) = 0
and so mˆ2(z|u, v) = 0.
As before, we can decompose
M2(z|f, g) = M2|1(z|f, g) +M2|2(z|f, g),
where M2|1 ∈ M1 and M2|2 ∈M2.
The proposition 4.1 can be applied to this case also, and we can assume, that the sum-
mation in the expression (3.5) for M2|1(z|f, g) is made over even q.
Let
z
⋂[
supp(f)
⋃
supp(g)
⋃
supp(h)
]
= ∅.
In this domain, Mˆ2|2 = 0 and we obtain
Mˆ2|1(z|[f, g], h)− (−1)
ǫ(h)ǫ(g)Mˆ2|1(z|[f, h], g)− Mˆ2|1(z|f, [g, h]) = 0. (6.2)
This equation can be solved analogously to Eq. (4.1).
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Using the proposition 4.2 we can write (up to local form which is included toM2|2(z|f, g))
M2|1(z|f, g) =
1
2
∫
dum1AB(z|u)(−1)ε(f){[∂uA∂
u
Bf(u)]g(u) + (−1)
ε(f)ε(g)[∂uA∂
u
Bg(u)]f(u)}+
+
∫
dum10(z|u)(−1)ε(f)f(u)g(u).
Represent M2|1(z|f, g) in the form
M2|1(z|f, g) =M
′
2|1(z|f, g) + d
ad
1 M1|1(z|f, g), M1|1(z|f) =
∫
dum1(z|u)f(u),
M ′2|1(z|f, g) =
1
2
∫
dum′1AB(z|u)(−1)ε(f){[∂uA∂
u
Bf(u)]g(u) + (−1)
ε(f)ε(g)[∂uA∂
u
Bg(u)]f(u)}+
+
∫
dum′10(z|u)(−1)ε(f)f(u)g(u),
m′1AB(z|u) = m1AB(z|u) + (−1)εAωABm1(z|u), (−1)εAωABm
′1AB(z|u) = 0,
m′10(z|u) = m10(z|u) +m1(z|u)
←−
∆ , m1(z|u) =
1
2n
(−1)εAωABm
1AB(z|u),
where ωAB is defined by the relation ωABω
BC = δCA . The form Mˆ
′
2|1(z|f, g) satisfies Eq. (6.2),
Mˆ ′2|1(z|[f, g], h)− (−1)
(ε(h)+1)(ε(g)+1)Mˆ ′2|1(z|[f, h], g)− Mˆ
′
2|1(z|f, [g, h]) = 0,
and, from the proposition 4.3 it follows mˆ′1AB(z|u)pApB =
1
2
bˆ1(z|u)〈p, p〉. So mˆ
′1AB(z|u) = 0
and then mˆ′10(z|u) = 0.
Thus, we have proved that M2(z|f, g) =M2|2(z|f, g) + d
ad
1 M1|1(z|f, g).
Further, let [z
⋃
supp(f)
⋃
supp(g)]
⋂
supp(h) = ∅. Then the cohomology equation (6.1)
gives
(−1)ǫ(f)ǫM2 [f(z),
Q∑
q=0
∫
dumˆ2(A)q (z|u)(−1)ε(g)(∂zA)
qg(z)h(u)]−
−(−1)ǫ(g)ǫM2+ǫ(f))[g(z),
Q∑
q=0
∫
dumˆ2(A)q(z|u)(−1)ε(f)(∂zA)
qf(z)h(u)] +
+
Q∑
q=0
∫
dumˆ2(A)q(z|u)(−1)ε(f)+ε(g){(∂zA)
q[f(z), g(z)]}h(u) = 0,
which implies
(−1)ǫ(f)ǫ(g)+1
Q∑
q=0
[mˆ2(A)q (z|u)(∂zA)
qg(z), f(z)] +
+
Q∑
q=0
[mˆ2(A)q (z|u)(∂zA)
qf(z), g(z)]−
Q∑
q=0
mˆ2(A)q (z|u)(∂zA)
q{[f(z), g(z)]} = 0. (6.3)
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Take the functions in the form f(z) = ezp, g(z) = ezq in some vicinity of x, and consider
the terms of the highest order in p and q which equals to Q+ 2. We have
mˆ2(A)Q(z|u)(pA + kA)
Q 〈p, k〉 = 0 ⇒ mˆ2(A)Q(z|u) = 0 ⇒ mˆ2(A)q (z|u) = 0, ∀q.
Thus, proposition 6.1 is proved.
6.1.2 n = 1
In this case each function f(z) can be decomposed as f(z) = f0(x) + ξf1(x).
Proposition 6.2. Let n = 1. Then any adjoint 2-cocycle can be expressed in the form
M2(z|f, g) = c1m2|1(z|f, g) + c2m2|2(z|f, g) + d
ad
1 M1(z|f, g) +M2loc(z|f, g),
where ci are constants.
The details of the proof can be found in Appendix 1.
6.2 Local part
Consider the local 2-form
M2|loc(z|f, g) =
N∑
a,b=0
(−1)ε(f)(|εB |1,b+1)m(A)a|(B)b(z)[(∂zA)
af(z)](∂zB)
bg(z),
m(B)q |(A)p = (−1)|εA|1,p|εB|1,qm(A)p|(B)q , ε(m(A)p|(B)q(∂zA)
a(∂zB)
b) = ε(M2).
The cohomology equation (6.1) reduces to the equation
dad2 M2|loc(z|f, g) = 0 =
= −(−1)ǫ(f)(ǫ(g)+ǫ(h))[
N∑
a,b=0
(−1)ε(g)(|εB |1,b+1)m(A)a|(B)b(z){(∂zA)
ag(z)}(∂zB)
bh(z), f(z)] +
+(−1)ǫ(g)ǫ(h)[
N∑
a,b=0
(−1)ε(f)(|εB |1,b+1)m(A)a|(B)b(z){(∂zA)
af(z)}(∂zB)
bh(z), g(z)]−
−[
N∑
a,b=0
(−1)ε(f)(|εB |1,b+1)m(A)a|(B)b(z){(∂zA)
af(z)}(∂zB)
bg(z), h(z)]−
−
N∑
a,b=0
(−1)(ε(f)+ε(g)+1)(|εB |1,b+1)m(A)a|(B)b(z){(∂zA)
a[f(z), g(z)]}(∂zB)
bh(z) +
+(−1)ǫ(g)(ǫ(h)
N∑
a,b=0
(−1)(ε(f)+ε(h)+1)(|εB |1,b+1)m(A)a|(B)b(z)[(∂zA)
a{[f(z), h(z)]}(∂zB)
bg(z) +
+
N∑
a,b=0
(−1)ε(f)(|εB |1,b+1)m(A)a|(B)b(z){(∂zA)
af(z)}{(∂zB)
b[g(z), h(z)]}. (6.4)
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It is useful to give the expression for the local form, which is a coboundary of a local
1-form T1|loc(z|f) =
∑K
a=0 t
(A)p(z)(∂zA)
af(z), ε(t(A)a(∂zA)
a) = 0:
M2|triv(z|f, g) = d
ad
1 T1|loc(z|f, g) = [
K∑
a=0
t(A)p(z)(∂zA)
af(z), g(z)]−
−(−1)ǫ(f)ǫ(g)[
K∑
a=0
t(A)p(z)(∂zA)
ag(z), f(z)]−
K∑
a=0
t(A)p(z)(∂zA)
a[f(z), g(z)]. (6.5)
Let the functions have the form f(z) = ezp, g(z) = ezq, h(z) = ezr in some vicinity of x.
Then Eq. (6.4) acquires the form
Φ(z, p, q, r) 〈p, q〉+ Φ(z, q, r, p) 〈q, r〉+ Φ(z, r, p, q) 〈r, p〉 −
−[F (z, p, q), zr]− [F (z, q, r), zp]− [F (z, r, p), zq] = 0, (6.6)
where
Φ(z, p, q, r) = Φ(z, q, p, r) = F (z, p+ q, r)− F (z, p, r)− F (z, q, r), (6.7)
F (z, p, q) = F (z, q, p) =
N∑
a,b=0
m(A)a|(B)b(z)(pA)
a(qB)
b.
The function F (z, p, q) is polynomial in p, q for every z and a degree of this polynomial
locally does not depend on z.
Proposition 6.3. Up to coboundary
M2|loc(z|f, g) = c3m2|3(z|f, g) + c4m2|4(z|f, g) +M
′
2|loc(z|f, g),
where
M ′2|loc(z|e
zp, ezq)e−z(p+q) ∈ P1,1.
Proof.
Let r = 0. Then Eq. (6.6) reduced to
{F0(z, p) + F0(z, q)− F0(z, p+ q)} 〈p, q〉+ [F0(z, p), zq] + [F0(z, q), zp] = 0,
where
F0(z, p) = F (z, p, 0) =
N∑
a=0
m(A)a|0(z)(pA)
a.
This equation coincides with the equation (5.2) and its solution has the following form
m0|0(z) = t0, mA|0(z) = −
1
2
t0zA + t1(z)
←−
∂
∂zB
ωBA, mAB|0(z)∂A∂B = t∆,
m(A)a|0(z) = 0, a ≥ 3, t0 = const, t = const, ǫ(t1(z)) = ǫM2 + 1.
Let us note that
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1.
(−1)ε(f)f(z)g(z)−
1
2
(−1)ε(f){Nzf(z)}g(z)−
1
2
(−1)ε(f)f(z)Nzg(z) =
= m2|3(z|f, g) + d
ad
1 T11(z|f, g)− (−1)
ε(f){Nξf(z)}Nξg(z)−
〈z, z〉
4
[f(z), g(z)],
where Nz is Euler operator and T11(z|f) =
〈z,z〉
4
f(z).
2.
(−1)ε(f){∆f(z)}g(z) + f(z)∆g(z) =
= m2|4(z|f, g) +
1
2
(−1)ε(f){∆f(z)}Nzg(z) +
1
2
{Nzf(z)}∆g(z),
3.
(−1)ε(f)mA|(B)0(z)
∂f(z)
∂zA
g(z) + (−1)ε(f)(εA+1)m(B)0|A(z)f(z)
∂g(z)
∂zA
=
= (−1)ε(f)[t1(z), f(z)]g(z) + (−1)
ε(f)+ε(f)ε(g)[t1(z), g(z)]f(z) =
= dad1 T12(z|f, g)− t1(z)[f(z), g(z)], T12(z|f) = t1(z)f(z), εT1 = ε(t1).
Choosing t(A)0(z) = t1(z) in Exp. (6.5), we obtain (up to coboundary)
M2|loc(z|f, g) = c3m2|3(z|f, g) + c4m2|4(z|f, g) +M
′
2|loc(z|f, g),
M ′2|loc(z|f, g) =
N∑
a,b=1
(−1)ε(f)(|εB |1,b+1)m(A)a|(B)b(z)[(∂A)
af(z)](∂B)
bg(z), c3 = t
0, c4 = t.
Proposition 6.4. Up to coboundary
M2|loc(z|f, g) = c3m2|3(z|f, g) + c4m2|4(z|f, g) +M
′′
2|loc(z|f, g),
where
M ′′2|loc(z|e
zp, ezq)e−z(p+q) ∈ P2,2.
Proof. Considering in Eq. (6.6) the linear in r terms, we obtain
[FA(z, p + q)− FA(z, p)− FA(z, q)] 〈p, q〉 − (6.8)
−(−1)εAF (z, p, q)
←−
∂zCω
CA − [FA(z, q), zp]− [FA(z, p), zq] = 0, (6.9)
FA(z, p) = F (z, p, q)
←−
∂ qA
∣∣∣
q=0
=
N∑
a=1
m(B)a |A(z)(pB)
a.
The linear in q terms in (6.9) give:
(−1)εA+εB+εAεBFB(z, p)
←−
∂zCω
CA + (−1)εB+εAεBmA|B
←−
∂zCω
CDpD + F
A(z, p)
←−
∂zCω
CB = 0.
(6.10)
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The linear in p terms in (6.10) give:
(−1)εA+εB+εBεCmA|B(z)
←−
∂ Dω
DC + (−1)εA+εC+εAεBmC|A(z)
←−
∂ Cω
CB +
+(−1)εB+εC+εAεCmB|C(z)
←−
∂ Cω
CA = 0. (6.11)
Multiply Eq. (6.11) by (−1)εAεCκAκBκC , ε(κA) = εA, from the right, we obtain
m(z,κ)
←−
d = 0, m(z,κ) = mA|B(z)κAκB,
←−
d =
←−
∂ Cω
CA
κA,
←−
d
←−
d = 0,
from what it follows in the standard way
m(z,κ) = t(z,κ)
←−
d , t(z,κ) = 2tA(z)κA =⇒
mA|B(z) = (−1)εA+εAεB tA(z)
←−
∂ Cω
CB + (−1)εB tB(z)
←−
∂ Cω
CA.
The nonlinear in p terms in (6.10) give:
(−1)εAF ′A(z, p)
←−
∂zCω
CB + (−1)εB+εAεBF ′B(z, p)
←−
∂zCω
CA = 0, (6.12)
F ′A(z, p) =
N∑
a=2
m(B)a |A(z)(pB)
a.
Multiplying Eq. (6.12) from the right by κBκA we obtain F
′(z, p,κ)
←−
d = 0, F ′(z, p,κ) =
F ′A(z, p)κA, from what it follows in the standard way
F ′(z, p,κ) = t′(z, p)
←−
d , t′(z, p) =
N∑
a=2
t(A)p(z)(pA)
a =⇒
F ′A(z, p) = t′(z, p)
←−
∂zCω
CA.
So, the terms in M ′2|loc(z|f, g) proportional to ∂f , or ∂g, or ∂f∂g have the following
structure
N∑
a=2
t(A)a
←−
∂zCω
CB(−1)(εB+1)|εA|2,N+ε(f)(εB+1)[(∂A)
af(z)]∂Bg(z) +
N∑
a=2
t(B)a
←−
∂zCω
CA(−1)|εB|2,N+ε(f)(εB |2,N+1)∂Af(z)[(∂B)
ag(z)] +
+(−1)ε(f)(εB+1){(−1)εA+εAεB tA(z)
←−
∂ Cω
CB + (−1)εB tB(z)
←−
∂ Cω
CA}[∂Af(z)]∂Bg(z)
= dad1 T1(z|f, g) + more, T1(z|f) =
N∑
a=1
t(A)a(∂A)
af(z),
and “more” means the terms proportional to ∂af∂bg with a, b ≥ 2. Thus, we obtain (up to
coboundary)
M2|loc(z|f, g) = c3m2|3(z|f, g) + c4m2|4(z|f, g) +M
′′
2|loc(z|f, g),
M ′′2|loc(z|f, g) =
N∑
a,b=2
(−1)ε(f)(|εB |1,b+1)m(A)a|(B)b(z)[(∂A)
af(z)](∂B)
bg(z),
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The cohomology equation takes the form of Eq. (6.6) where now
F (z, p, q) = F (z, q, p) ∈ P2, 2 .
Proposition 6.5. If F (z, p, q) is solution of Eq. (6.6) and F (z, p, q) ∈ P2, 2 then
F (z, p, q) does not depend on z.
Proof. Considering in Eq. (6.6) the linear in r terms, we obtain
F (z, p, q)
←−
∂zC = 0 =⇒ m
(A)a|(B)b(z) = m(A)a|(B)b = const.
The cohomology equation takes the form
Φ(p, q, r) 〈p, q〉+ Φ(q, r, p) 〈q, r〉+ Φ(r, p, q) 〈r, p〉 = 0, (6.13)
Φ(p, q, r) = Φ(q, p, r) = F (p+ q, r)− F (p, r)− F (q, r),
F (p, q) = F (q, p) ∈ P2, 2.
Acting on Eq. (6.13) by the operator
←−
∂ rA
←−
∂ rB
∣∣∣
r=0
we obtain
F (p, q)
(←−
L ABp +
←−
L ABq
)
= [FAB(p+ q)− FAB(p)− FAB(q)] 〈p, q〉 , (6.14)
where
FAB(p) = F (p, q)
←−
∂ qA
←−
∂ qB
∣∣∣
q=0
,
←−
L ABp =
←−
∂ pApCω
CB + (−1)εAεB
←−
∂ pBpCω
CA, ε
(←−
L ABp
)
= εA + εB + 1. (6.15)
It follows from Eq. (6.14) that
[(−1)εA+εBFAB(p)]
←−
L CDp − (−1)
(εC+εD+1)(εA+εB+1)[(−1)εC+εDFCD(p)]
←−
L ABp
= −{[(−1)εA+εDFAD(p)]ωBC + (−1)εCεD [(−1)εA+εCFAC(p)]ωBD +
+(−1)εAεB [(−1)εB+εDFBD(p)]ωAC + (−1)εAεB+εCεD [(−1)εB+εCFBC(p)]ωAD},(6.16)
The operators
←−
L ABp constitute Lie superalgebra pe.
Proposition 6.6. The solution of Eq. (6.16) satisfying the condition FAB(p) ∈ P2 has
the form
FAB(p) = −(−1)εA+εBϕ(p)
←−
L ABp + c(−1)
εA 〈p, p〉ωAB,
where ϕ(p) is arbitrary polynomial with property ϕ(p) ∈ P2 and c is constant.
The proof of this proposition can be found in Appendix 3.
Then, it follows from Eq. (6.14)
{F (p, q)− [ϕ(p+ q)− ϕ(p)− ϕ(q)] 〈p, q〉}
(←−
L ABp +
←−
L ABq
)
= 0,
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and one can easily obtain
F (p, q) = [ϕ(p+ q)− ϕ(p)− ϕ(q) + c5 〈p, p〉+ c5 〈q, q〉+
+c6 〈p, p〉 〈q, q〉] 〈p, q〉+ c7 〈p, p〉 〈q, q〉
(ci are constants), which gives (taking in account the condition F (p, q) = F (q, p))
F (p, q) = [ϕ(p+ q)− ϕ(p)− ϕ(q) + c5 〈p, p〉+ c5 〈q, q〉] 〈p, q〉 .
Then Eq. (6.13) takes the form (all terms including the function ϕ being cancelled
identically)
c5[〈p, p〉 〈q, r〉 〈p, q〉+ 〈q, q〉 〈r, p〉 〈p, q〉+ 〈q, q〉 〈r, p〉 〈q, r〉+
+ 〈r, r〉 〈p, q〉 〈q, r〉+ 〈r, r〉 〈p, q〉 〈r, p〉+ 〈p, p〉 〈q, r〉 〈r, p〉] = 0,
which implies c5 = 0 ∀n ≥ 1, such that we have
F (p, q) = [ϕ(p+ q)− ϕ(p)− ϕ(q)] 〈p, q〉 .
Thus, the form M ′′2|loc(z|f, g) is equal to
M ′′2|loc(z|f, g) = [T1(z|f), g]− (−1)
(ε(f)+1)(ε(g)+1)[T1(z|g), f ]−
−[T1(z|[f, g]) = d
ad
1 T1(z|f, g), T1(z|f) = ϕ(∂z)f(z).
Finally, we obtained
M2(z|f, g) = δ1n[c1m2|1(z|f, g) + c2m2|2(z|f, g)] +
+c3m2|3(z|f, g) + c4m2|4(z|f, g) + d
ad
1 M1(z|f, g), (6.17)
the expressions for the forms m2|1(z|f, g), m2|2(z|f, g), m2|3(z|f, g) and c4m2|4(z|f, g) are
given by Eqs. (2.4), ( 2.5), (2.6) and (2.7), respectively.
6.3 Independence and non triviality
All forms m2|a(z|f, g), a = 1, 2, 3, 4, are independent nontrivial cocycles for n = 1, and forms
m2|a(z|f, g), a = 3, 4, are independent nontrivial cocycles for n ≥ 2.
6.3.1 n = 1
Let
c1m2|1(z|f, g) + c2m2|2(z|f, g) + c3m2|3(z|f, g) + c4m2|5(z|f, g) = d
ad
1 M1(z|f, g) =
= [M1(z|f), g]− (−1)
ǫ(f)ǫ(g)[M1(z|g), f ]−M1(z|[f, g]). (6.18)
Let
[z ∪ supp(f)] ∩ supp(g) = ∅ =⇒ [M1(z|g), f ] = 0 =⇒ ∂AMˆ1(z|g) = 0 =⇒
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M1(z|f) =M1loc(z|f)+
∫
duθ(x−u)t1|1(u)f0(u)+
∫
duθ(x−u)t1|2(u)f1(u)+t1|3(f0)+t1|4(f1).
Let
[supp(f) ∪ supp(g)] > z =⇒
c1
∫
du[∂3uf1(u)]g1(u) = −t1|3([f, g]0 + [g, f ]0)− t1|4([f, g]1) =⇒
c1 = t1|3(f0) = t1|4(f1) = 0.
Let
[supp(f) ∪ supp(g)] < z =⇒
2c2
∫
du[∂3uf1(u)]g1(u) =
∫
dut1|1(u){[f(u), g(u)]0 + [g(u), f(u)]0}+
+
∫
duθ(x− u)t1|2(u)[f(u), g(u)]1 =⇒ 2c2 = t1|1(u) = t1|2(u) = 0.
Further treatment is common for arbitrary n.
6.3.2 n ≥ 1, c1 = c2 = 0
Let
c3m2|3(z|f, g) + c4m2|4(z|f, g) = d
ad
1 M1(z|f, g) =
= [M1(z|f), g]− (−1)
(ε(f)+1)(ε(g)+1)[M1(z|g), f ]−M1(z|[f, g]). (6.19)
Set
z
⋂
supp(f) = z
⋂
supp(g) = ∅.
We have (according to Sec. 5.2)
Mˆ1(z|[f, , g]) = 0 =⇒ M1(z|f) =
Q∑
q=0
t(B)q (z)(∂B)
qf(z).
Choosing g(z) = 1, we obtain
c3f(z)− c3Nξf(z) + c4∆f(z) = [t
(B)0(z), f(z)] =⇒ c3 = c4 = 0.
So, we obtain that Eqs. (6.18) and (6.19) has solutions only if c1 = c2 = c3 = c4 = 0.
6.4 The exactness of the form Md|2(z|f, g)
Let us discuss the terms Md|2(z|f, g) in Eq. (6.17),
Md|2(z|f, g) ≡ d
ad
1 M1(z|f, g) = [M1(z|f), g]− (−1)
(ε(f)+1)(ε(g)+1)[M1(z|g), f ]−M1(z|[f, g]).
Recall once again that the form Md|2(z|f, g) is exact if both functions Md|2(z|f, g) and
M1(z|g) in the expression d
ad
1 M1(z|f, g) belong to the same space A for all f, g ∈ Dn.
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1) A = D′n. In this case M1(z|f) ∈ D
′
n and the form Md|2(z|f, g) is exact.
2) A = En. In this case M1(z|f) ∈ En and the form Md|2(z|f, g) is exact.
3
3)A = Dn. It is easy to prove that ifM2(z|f, g) ∈ Dn then c1 = c2 = 0 andMd|2(z|f, g) ∈
Dn. Let f(z) = ωABz
B f˜(z), where f˜(z) = 1 for z ∈ supp(g). From Md|2(z|f, g) ∈ Dn, we
obtain
M1(z|∂Ag) ∈ Dn, ∀A, g. (6.20)
Let f(z) = [zA(−1)εAωABz
B/2n]f˜(z). It follows from Md|2(z|f, g) ∈ Dn and (6.20)
M1(z|[f, g]) = M1(z|∂Ag
′A) +M1(z|g) ∈ Dn, g
′A =
1
n
zAg(z), =⇒
M1(z|g) ∈ Dn, ∀g.
Thus, the term Md|2(z|f, g) in Eq. (6.17) is the exact form for any space A unlike the
case of the Poisson algebra.
Appendix 1. The proof of Proposition 6.2
Represent the forms M1(z|f) and M2(z|f, g) in the form
M1(z|f) = T(1)(x|f0) + T(2)(x|f1) + ξ[T(3)(x|f0) + T(4)(x|f1)],
M2(z|f, g) = M(1)(x|f0, g0) +M(2)(x|f0, g1)−M(2)(x|g0, f1) +M(3)(x|f1, g1) +
+ξ[M(4)(x|f0, g0) +M(5)(x|f0, g1)−M(5)(x|g0, f1) +M(6)(x|f1, g1)],
M(1,4)(x|ϕ, φ) =M(1,4)(x|φ, ϕ), M(3,6)(x|ϕ, φ) = −M(3,6)(x|φ, ϕ).
We have for M2d(z|f, g) ≡ d
ad
1 M1(z|f, g):
Md|(1)(x|ϕ, φ) = −T(3)(x|ϕ)∂xφ(x)− T(3)(x|φ)∂xϕ(x), Md|(4)(x|ϕ, φ) = 0, (A1.1)
Md|(2)(x|ϕ, φ) = ∂xT(1)(x|ϕ)φ(x) + T(4)(x|φ)∂xϕ(x)− T(1)(x|[ϕ, φ]0), (A1.2)
Md|(3)(x|ϕ, φ) = ∂xT(2)(x|ϕ)φ(x)− ∂xT(2)(x|φ)ϕ(x)− T(2)(x|[ϕ, φ]1), (A1.3)
Md|(5)(x|ϕ, φ) = ∂xT(3)(x|ϕ)φ(x)− T(3)(x|ϕ)∂xφ(x)− T(3)(x|[ϕ, φ]0), (A1.4)
Md|(6)(x|ϕ, φ) = ∂xT(4)(x|ϕ)φ(x)− ∂xT(4)(x|φ)ϕ(x) + T(4)(x|φ)∂xϕ(x)−
−T(4)(x|ϕ)∂xφ(x)− T(4)(x|[ϕ, φ]1), (A1.5)
[ϕ(x), φ(x)]0 = {∂xϕ(x)}φ(x), [ϕ(x), φ(x)]1 = {∂xϕ(x)}φ(x)− ϕ(x)∂xφ(x).
It follows from dad2 M2(z|f0, g0, h0) = 0 and d
ad
2 M2(z|f0, g0, h1) = 0
M(4)(x|ϕ, φ)∂xω(x) + cycle(ϕ, φ, ω) = 0, (A1.6)
M(4)(x|ϕ, φ)∂xω(x)− {∂xM(4)(x|ϕ, φ)}ω(x) +M(4)(x|[ϕ, ω]0, φ) +M(4)(x|ϕ, [φ, ω]0) = 0,
M(1)(x|[ϕ, ω]0, φ) +M(1)(x|ϕ, [φ, ω]0)− {∂xM(1)(x|ϕ, φ)}ω(x)−
−M(5)(x|ϕ, ω)∂xφ(x)−M(5)(x|φ, ω)∂xϕ(x) = 0. (A1.7)
3 The proof can be found in [10]
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It follows from dad2 M2(z|f0, g1, h1) = 0
M(5)(x|ϕ, φ)∂xω(x)− {∂xM(5)(x|ϕ, φ)}ω(x) + {∂xM(5)(x|ϕ, ω)}φ(x)−
−M(5)(x|ϕ, ω)∂xφ(x)−M(5)(x|[ϕ, φ]0, ω) +M(5)(x|[ϕ, ω]0, φ) +M(5)(x|ϕ, [φ, ω]1) = 0, (A1.8)
{∂xM(2)(x|ϕ, ω)}φ(x)− {∂xM(2)(x|ϕ, φ)}ω(x)−M(2)(x|[ϕ, φ]0, ω) +
+M(2)(x|[ϕ, ω]0, φ) +M(2)(x|ϕ, [φ, ω]1) +M(6)(x|φ, ω)∂xϕ(x) = 0. (A1.9)
It follows from dad2 M2(z|f1, g1, h1) = 0
M(6)(x|ϕ, φ)∂xω(x)− {∂xM(6)(x|ϕ, φ)}ω(x)−M(6)(x|[ϕ, φ]1, ω) +
+cycle(ϕ, φ, ω) = 0, (A1.10)
−[{∂xM(3)(x|ϕ, φ)}ω(x) +M(3)(x|[ϕ, φ]1, ω) +
+cycle(ϕ, φ, ω)] ≡ dad2 M(3)(x|ϕ, φ, ω) = 0. (A1.11)
I. Consider Eq. (A1.6). Let x ⊂ U , U is some fixed bounded domain, ψ(x) ⊂ D is some
fixed function, ψ(x) = x for x ⊂ U . We have from Eq. (A1.6)
M(4)(x|ϕ, φ) = µ(x|ϕ)∂xφ(x) + µ(x|φ)∂xϕ(x), µ(x|ϕ) = −M(4)(x|ϕ, ψ) =⇒
µ(x|ϕ)∂xφ(x)∂xω(x) + µ(x|φ)∂xϕ(x)∂xω(x) + µ(x|ω)∂xϕ(x)∂xφ(x) = 0 =⇒
µ(x|ϕ) = µ(x)∂xϕ(x), µ(x) = −2µ(x|ψ) =⇒
µ(x)∂xϕ(x)∂xφ(x)∂xω(x) = 0 =⇒ µ(x) = 0 =⇒ µ(x|ϕ) = 0 =⇒
M(4)(x|ϕ, φ) = 0.
II. Consider Eq. (A1.8).
Let [x ∪ supp(ϕ)] ∩ [supp(φ) ∪ supp(ω)] = ∅.
We have Mˆ(5)(x|ϕ, [φ, ω]1) = 0 =⇒ Mˆ(5)(x|ϕ, φ) = 0 =⇒
M(5)(x|ϕ, φ) = M(5)1(x|ϕ, φ) +M(5)2(x|ϕ, φ),
M(5)1(x|ϕ, φ) =
Q∑
q=0
M q2 (x|ϕ)∂
q
xφ(x), M(5)2(x|ϕ, φ) =
Q∑
q=0
M q2 (x|{∂
qϕ}φ).
Let [x ∪ supp(ω)] ∩ [supp(ϕ) ∪ supp(φ)] = ∅.
We have
Q∑
q=0
Mˆ q2 (x|{∂
qϕ}φ)∂xω(x)−
Q∑
q=0
∂xMˆ
q
2 (x|{∂
qϕ}φ)ω(x)−
Q∑
q=0
Mˆ q1 (x|[ϕ, φ]0)∂
q
xω(x) = 0 =⇒
Mˆ01 (x|[ϕ, φ]0) = −
Q∑
q=0
∂xMˆ
q
2 (x|{∂
qϕ}φ), Mˆ11 (x|[ϕ, φ]0) =
Q∑
q=0
Mˆ q2 (x|{∂
qϕ}φ);
Mˆ q1 (x|ϕ) = 0, ∀q ≥ 2 =⇒
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M(5)2(x|ϕ, φ) = −T(3)(x|[ϕ, φ]0) +M(5)2loc(x|ϕ, φ),
M(5)1(x|ϕ, φ) = ∂xT(3)(x|ϕ)φ(x)− T(3)(x|ϕ)∂xφ(x) +M(5)1loc(x|ϕ, φ),
Mˆ q2 (x|ϕ) = 0, q 6= 1, T(3)(x|ϕ) = −M
1
2 (x|ϕ).
So, we obtain
M(5)(x|ϕ, φ) =M(5)loc(x|ϕ, φ) +Md|(5)(x|ϕ, φ),
where the expression for Md|(5)(x|ϕ, φ) is given by Eq. (A1.4).
III. Consider Eq. (A1.7).
Let [x ∪ supp(ϕ)] ∩ [supp(φ) ∪ supp(ω)] = ∅.
We have forM ′(1)(x|ϕ, φ) = M(1)(x|ϕ, φ)−Md|(1)(x|ϕ, φ), the expression forMd|(5)(x|ϕ, φ)
is given by Eq. (A1.1),
Mˆ ′(1)(x|ϕ, [φ, ω]0) = 0 =⇒
M ′(1)(x|ϕ, φ) =
Q∑
q=0
M q3 (x|ϕ)∂
q
xφ(x) =
Q∑
q=0
M q3 (x|φ)∂
q
xϕ(x) =⇒
M ′(1)(x|ϕ, φ) =M(1)loc(x|ϕ, φ), M(1)(x|ϕ, φ) = M(1)loc(x|ϕ, φ) +Md|(1)(x|ϕ, φ).
IV. Consider Eq. (A1.10).
Let [x ∪ supp(ω)] ∩ [supp(ϕ) ∪ supp(φ)] = supp(ϕ) ∩ supp(φ) = ∅.
We have Mˆ(6)(x|ϕ, φ)∂xω(x)− {∂xMˆ(6)(x|ϕ, φ)}ω(x) = 0 and so Mˆ(6)(x|ϕ, φ) = 0. Thus
M(6)(x|ϕ, φ) = M(6)4(x|ϕ, φ) +M(6)5(x|ϕ, φ),
M(6)4(x|ϕ, φ) =
Q∑
q=0
{∂qxϕ(x)M
q
4 (x|φ)−M
q
4 (x|ϕ)∂
q
xφ(x)},
M(6)5(x|ϕ, φ) =
K∑
k=0
M2k+15 (x|{∂
2k+1ϕ}φ− ϕ∂2k+1φ).
Let [x ∪ supp(ω)] ∩ [supp(ϕ) ∪ supp(φ)] = ∅.
We have
K∑
k=0
Mˆ2k+15 (x|{∂
2k+1ϕ}φ− ϕ∂2k+1φ)∂xω(x)−
K∑
k=0
∂xMˆ
2k+1
5 (x|{∂
2k+1ϕ}φ− ϕ∂2k+1φ)ω(x)−
+
Q∑
q=0
Mˆ q4 (x|{∂ϕ}φ− ϕ∂φ)∂
q
xω(x) = 0.
So
Mˆ04 (x|{∂ϕ}φ − ϕ∂φ) =
K∑
k=0
∂xMˆ
2k+1
5 (x|{∂
2k+1ϕ}φ− ϕ∂2k+1φ),
Mˆ14 (x|{∂ϕ}φ − ϕ∂φ) = −
K∑
k=0
Mˆ2k+15 (x|{∂
2k+1ϕ}φ− ϕ∂2k+1φ),
Mˆ q4 (x|ϕ) = 0 ∀q ≥ 2. =⇒
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M(6)4(x|ϕ, φ) = ∂xT(4)(x|φ)ϕ(x)− ∂xT(4)(x|ϕ)φ(x) +
+T(4)(x|φ)∂xϕ(x)− T(4)(x|ϕ)∂xφ(x) +M(6)4lok(x|ϕ, φ),
M(6)5(x|ϕ, φ) = −T(4)(x|[ϕ, φ]1) +M(6)5lok(x|ϕ, φ),
Mˆ2k+15 (x|ϕ) = 0, k ≥ 1, T(4)(x|ϕ) = −M
1
5 (x|ϕ).
So, we obtain
M(6)(x|ϕ, φ) =M(6)loc(x|ϕ, φ) +Md|(6)(x|ϕ, φ),
where the expression for Md|(6)(x|ϕ, φ) is given by Eq. (A1.5).
V. Consider Eq. (A1.9).
We have for M ′(2)(x|ϕ, φ) = M(2)(x|ϕ, φ)− T(4)(x|φ)∂xϕ(x)
{∂xM
′
(2)(x|ϕ, ω)}φ(x)− {∂xM
′
(2)(x|ϕ, φ)}ω(x)−M
′
(2)(x|[ϕ, φ]0, ω) +
+M ′(2)(x|[ϕ, ω]0, φ) +M
′
(2)(x|ϕ, [φ, ω]1) +M(6)loc(x|φ, ω)∂xϕ(x) = 0.
Let [x ∪ supp(ϕ)] ∩ [supp(φ) ∪ supp(ω)] = ∅.
We have Mˆ ′(2)(x|ϕ, [φ, ω]1) = 0. So Mˆ
′
(2)(x|ϕ, φ) = 0 and
M ′(2)(x|ϕ, φ) = M(2)6(x|ϕ, φ) +M(2)7(x|ϕ, φ),
M(2)6(x|ϕ, φ) =
Q∑
q=0
M q6 (x|ϕ)∂
q
xφ(x), M(2)7(x|ϕ, φ) =
Q∑
q=0
M q7 (x|{∂
qϕ}φ).
Let [x ∪ supp(ω)] ∩ [supp(ϕ) ∪ supp(φ)] = ∅.
We obtain {∂xMˆ
′
(2)(x|ϕ, φ)}ω(x) + Mˆ
′
(2)(x|[ϕ, φ]0, ω) = 0 and so
Q∑
q=0
{∂xMˆ
q
7 (x|{∂
qϕ}φ)}ω(x) +
Q∑
q=0
Mˆ q6 (x|{∂ϕ}φ)∂
q
xω(x) = 0 =⇒
Q∑
q=0
∂xMˆ
q
7 (x|{∂
qϕ}φ) + Mˆ06 (x|{∂ϕ}φ) = 0, Mˆ
q
6 (x|ϕ) = 0, q ≥ 1 =⇒
Mˆ06 (x|ϕ) = −∂xMˆ
1
7 (x|ϕ), ∂xMˆ
q
7 (x|ϕ) = 0, q 6= 1
So, we found
M(2)(x|ϕ, φ) = M(2)loc(x|ϕ, φ) +Md|(2)(x|ϕ, φ) +M
′′
(2)(x|ϕ, φ),
M ′′(2)(x|ϕ, φ) =
Q∑
q=0,q 6=1
M q7 (x|{∂
qϕ}φ), ∂xMˆ
q
7 (x|ϕ) = 0,
where the expression for Md|(2)(x|ϕ, φ) is given by Eq. (A1.2) with T(1)(x|φ) = −M
1
7 (x|ϕ).
For M ′′(2)(x|ϕ, φ) we obtain
{∂xM
′′
(2)(x|ϕ, ω)}φ(x)− {∂xM
′′
(2)(x|ϕ, φ)}ω(x)−M
′′
(2)(x|[ϕ, φ]0, ω) +
+M ′′(2)(x|[ϕ, ω]0, φ) +M
′′
(2)(x|ϕ, [φ, ω]1) =Mloc(x|ϕ, φ, ω),
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where Mloc(x|ϕ, φ, ω) is some local over all arguments functional.
Let x ∩ [supp(ϕ) ∪ supp(φ) ∪ supp(ω)] = ∅.
We obtain
Mˆ ′′(2)(x|[ϕ, φ]0, ω)− Mˆ
′′
(2)(x|[ϕ, ω]0, φ)− Mˆ
′′
(2)(x|ϕ, [φ, ω]1) = 0
or
Q∑
q=0,q 6=1
Mˆ q7 (x|{∂
q(∂ϕφ)}ω − {∂q(∂ϕω)}φ− {∂qϕ}[∂φω − φ∂ω]) = 0. (A1.12)
Let ϕ(x) → epxϕ(x), φ(x) → ekxφ(x), ω(x) → e−(p+k)xω(x). Consider the terms of highest
order in p, k in Eq. (A1.12),
[p(p+ k)Q − p(−k)Q − (p+ 2k)pQ]MˆQ7 (x|ϕφω) = 0 =⇒
MˆQ7 (x|ϕ) = 0, Q 6= 1.
Finally, we have
M(2)(x|ϕ, φ) =M(2)loc(x|ϕ, φ) +Md|(2)(x|ϕ, φ).
VI. Consider Eq. (A1.11).
Let [x ∪ supp(ω)] ∩ [supp(ϕ) ∪ supp(φ)] = x ∩ supp(ω) = ∅.
We have
Mˆ(3)(x|[ϕ, φ]1, ω) = 0 =⇒ Mˆ(3)(x|ϕ, ω) = 0 =⇒
M(3)(x|ϕ, φ) = M(3)8(x|ϕ, φ) +M(3)9(x|ϕ, φ),
M(3)8(x|ϕ, φ) =
Q∑
q=0
{∂qxϕ(x)M
q
8 (x|φ)−M
q
8 (x|ϕ)∂
q
xφ(x)},
M(3)9(x|ϕ, φ) =
L∑
l=0
M2l+19 (x|{∂
2l+1ϕ}φ− ϕ∂2l+1φ).
Let [x ∪ supp(ω)] ∩ [supp(ϕ) ∪ supp(φ)] = ∅.
We have {∂xMˆ(3)(x|ϕ, φ)}ω(x) + Mˆ(3)(x|[ϕ, φ]1, ω) = 0 or
∑L
l=0[∂xMˆ
2l+1
9 (x|{∂
2l+1ϕ}φ −
ϕ∂2l+1φ)]ω(x)−
∑Q
q=0 Mˆ
q
8 (x|∂ϕφ − ϕ∂φ)∂
q
xω(x)} = 0. So
L∑
l=0
[∂xMˆ
2l+1
9 (x|{∂
2l+1ϕ}φ− ϕ∂2l+1φ)]− Mˆ08 (x|∂ϕφ − ϕ∂φ) = 0,
Mˆ q8 (x|ϕ) = 0, q ≥ 1 =⇒
Mˆ08 (x|ϕ) = ∂xMˆ
1
9 (x|ϕ), ∂xMˆ
2l+1
9 (x|ϕ) = 0, l ≥ 1.
Thus, we found
M(3)(x|ϕ, φ) = Md|(3)(x|ϕ, φ) +M
′
(3)(x|ϕ, φ) +M(3)lok(x|ϕ, φ),
M ′(3)(x|ϕ, φ) =
L∑
l=1
M2l+19 (x|{∂
2l+1ϕ}φ− ϕ∂2l+1φ),
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where the expression for Md|(3)(x|ϕ, φ) is given by Eq. (A1.3) with T(2)(x|φ) = −M
1
9 (x|ϕ).
For M ′(3)(x|ϕ, φ) we obtain
{∂xM
′
(3)(x|ϕ, ω)}φ(x)− {∂xM
′
(3)(x|ϕ, φ)}ω(x)− {∂xM
′
(3)(x|φ, ω)}ϕ(x)−
−M ′(3)(x|[ϕ, φ]1, ω) +M
′
(3)(x|[ϕ, ω]1, φ) +M
′
(3)(x|ϕ, [φ, ω]1) = M
′
loc(x|ϕ, φ, ω).
where M ′loc(x|ϕ, φ, ω) is some local over all arguments functional.
Let x ∩ [supp(ϕ) ∪ supp(φ) ∪ supp(ω)] = ∅.
We obtain Mˆ ′(3)(x|[ϕ, φ]1, ω) + Mˆ
′
(3)(x|[ω, ϕ]1, φ) + Mˆ
′
(3)(x|[φ, ω]1, ϕ) = 0 or
L∑
l=1
Mˆ2l+19 (x|{∂
2l+1[ϕ, φ]1}ω − {∂
2l+1ω}[ϕ, φ]1 + cycle(ϕ, φ, ω)) = 0. (A1.13)
Let ϕ(x) → epxϕ(x), φ(x) → ekxφ(x), ω(x) → e−(p+k)xω(x). Consider the terms of highest
order in p, k in Eq. (A1.13),
[(p− k)(p+ k)2L+1 + (2p+ k)k2L+1 − (p+ 2k)p2L+1]Mˆ2L+19 (x|ϕφω) = 0 =⇒
Mˆ2L+19 (x|ϕ) = 0, L ≥ 2 =⇒
M ′(3)(x|ϕ, φ) = M
3
9 (x|{∂
3ϕ}φ− ϕ∂3φ),
∂xMˆ
3
9 (x|ϕ) = 0, ∂xmˆ
3
9(x|u) = 0, (A1.14)
Mˆ39 (x|{∂
3[ϕ, φ]1}ω − {∂
3ω}[ϕ, φ]1 + cycle(ϕ, φ, ω)) = 0, (A1.15)
M39 (x|ϕ) =
∫
dum39(x|u)ϕ(u).
Let ω(x) = 1 in Eq. (A1.15),
Mˆ39 (x|[2
←−
∂ ∂3ϕ+ 3
←−
∂ 2∂2ϕ+
←−
∂ 3∂ϕ]φ) = 0 =⇒ mˆ39(x|u)
←−
∂u = 0. (A1.16)
It follows from Eq. (A1.14)
∂xm
3
9(x|u) = ∂x
∑
q=0
m3q9 (x)∂
q
xδ(x− u) + δ(x− u)µ
3
91(u) =
= ∂x
(∑
q=0
m3q9 (x)∂
q
xδ(x− u) + θ(x− u)µ
3
91(u)
)
=⇒
m39(x|u) =
∑
q=0
m3q9 (x)∂
q
xδ(x− u) + θ(x− u)µ
3
91(u) + µ
3
92(u).
It follows from Eq. (A1.16)
θ(x− u)∂uµ
3
91(u) + ∂uµ
3
92(u) = 0, x 6= u =⇒
µ391(u) = c2 = const, µ
3
92(u) =
1
2
c1 = const.
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So, we obtain
M(3)(x|ϕ, φ) = c1M(3)1(x|ϕ, φ) +Md|(3)(x|ϕ, φ) +M
′′
(3)(x|ϕ, φ) +M(3)lok(x|ϕ, φ),
M(3)1(x|ϕ, φ) =
∫
du[∂3uϕ(u)]φ(u),
M ′′(3)(x|ϕ, φ) = c2
∫
duθ(x− u)[{∂3uϕ(u)}φ(u)− ϕ(u)∂
3
uφ(u)].
dad2 M
′′
(3)(x|ϕ, φ, ω) = −µ
3
91[{∂
2
xϕ(x)}φ(x)∂xω(x)− {∂
2
xϕ(x)}{∂xφ(x)}ω(x)] +
+cycle(ϕ, φ, ω).
Note that the form
m2|1(x|f, g) = M(3)1(x|f1, g1) =
∫
du[∂3f1(u)]g1(u), εm2|1 = 0, (A1.17)
satisfies the cohomology equation (6.1). Furthermore, a form c2m2|2(x|f, g), which differs
from M ′′(3)(x|f1, g1) by local form, satisfies the cohomology equation (6.1) too,
m2|2(x|f, g) =
∫
duθ(x− u)[{∂3uf1(u)}g1(u)− f1(u)∂
3
ug1(u)] +
+x[{∂2xf1(x)}∂xg1(x)− {∂xf1(x)}∂
2
xg1(x)], εm2|2 = 0. (A1.18)
So, we obtained
M2(z|f, g) = c1m2|1(x|f, g) + c2m2|2(x|f, g) + d
ad
1 M1(z|f, g) +M2loc(z|f, g).
Appendix 2. Lie Superalgebra PE
Let pi = xi, pn+α = ξα, qi = yi, qn+α = ηα, i, j, ..., α, β, ... = 1, 2, ..., n.
Let
←−
L AB =
←−
∂ ApCω
CB + (−1)εAεB
←−
∂ BpCω
CA, ε
(←−
L AB
)
= εA+ εB + 1. Introduce as well
the notation
←−
M ij = −
←−
L ij =
←−
∂
∂xi
ξj +
←−
∂
∂xj
ξi,
←−
P iα =
←−
L i,n+α =
←−
∂
∂xi
xα −
←−
∂
∂ξα
ξi,
←−
Qαβ =
←−
L n+α,n+β =
←−
∂
∂ξα
xβ −
←−
∂
∂ξβ
xα,
←−
Σ p =
←−
P p ii =
←−
N x −
←−
N ξ,
←−
N x =
←−
∂
∂xi
xi,
←−
N ξ =
←−
∂
∂ξi
ξi.
These operators form the periplectic superalgebra pe(n) [11], [7]:[←−
L AB,
←−
L CD
]
=
−
(
ωBC
←−
L AD + (−1)εCεDωBD
←−
L AC + (−1)εAεBωAC
←−
L BD + (−1)εAεB+εCεDωAD
←−
L BC
)
,
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and
←−
Σ p generates U(1) center of the even subalgebra of this algebra. Algebra spe(n) =
pe(n)/U(1) is also known as strange Lie superalgebra P (n− 1) [12].
We have zA(
←−
L BCp +
←−
L BCq ) = zA
←−
L BCz , zA = pA+qA, 〈p, p〉
←−
L ABp = 〈p, q〉 (
←−
L BCp +
←−
L BCq ) = 0,
where
〈p, q〉 = pA(−1)
εAωABqB = 〈q, p〉 .
Appendix 3. The proof of Proposition 6.6
Here and in successive appendices we solve the equation
FAB(p)
←−
L CDp − (−1)
(εC+εD+1)(εA+εB+1)FCD(p)
←−
L ABp = −{F
AD(p)ωBC +
+(−1)εCεDFAC(p)ωBD + (−1)εAεBFBD(p)ωAC + (−1)εAεB+εCεDFBC(p)ωAD},(A3.1)
or
U ij
←−
Mkl + U
kl←−M ij = 0, (A3.2)
U ij
←−
P kα + U
ikδjα + U
jkδiα = −V
kα←−M ij, (A3.3)
U ij
←−
Qαβ −W
αβ←−M ij = V
iαδjβ + V
jαδiβ − V
iβδjα − V
jβδiα, (A3.4)
V iα
←−
P jβ − V
jβ←−P iα + V
jαδiβ − V
iβδjα = 0, (A3.5)
W αβ
←−
P iγ −W
αγδiβ +W
βγδiα = V
iγ←−Qαβ , (A3.6)
W αβ
←−
Q γδ +W
γδ←−Qαβ = 0, (A3.7)
where we used a notation
U ij ≡ F ij, V iα ≡ F i,n+α, W αβ ≡ F n+α,n+β.
I. It is obviously that Eq. (A3.1) has solutions of the form
FAB(p) = FAB1 (p) = f(p)
←−
L ABp (A3.8)
where f is an arbitrary polynomial in p.
II. The second solution has the form
FAB(p) = FAB2 (p) = (v1 + v2 〈p, p〉)(−1)
εAωAB =
= (U ij2 = 0, V
iα
2 (p) = (v1 + v2 〈p, p〉)δiα, W
αβ
2 = 0), (A3.9)
where vi are constant. Note that F
AB
2 (p) can not be represented in the form (A3.8).
Lemma A3.1.
General solution of Eq. (A3.1) is
FAB(p) = FAB1 (p) + F
AB
2 (p), (A3.10)
where F1(p) and F2(p) are defined by Eqs. (A3.8) and (A3.9).
31
Appendix 4. The proof of Proposition A3.1 for n = 1.
In this Appendix we omit everywhere the only possible index 1. Because n = 1, Eqs.
(A3.2) - (A3.7) reduces to
W = 0
ξ∂xU = 0
x∂xU − ξ∂ξU + 2U = −2ξ∂xV. (A4.1)
So U = u1(x)ξ+u0. Let V = ξv1(x)+v0(x). Then Eq. (A4.1) gives u0 = 0 and x∂xu1+u1 =
−2∂xv0, which implies v0(x) = −
1
2
xu1 + c.
Let
f = −
1
2
∫ x
0
u1 dx+ ξ(x∂x − 1)
−1[v1(x)− x∂yv1(y)|y=0].
Then U = −2ξ∂xf , V = (x∂x − ξ∂ξ)f + c+ 2c1ξx, where c1 = −
1
2
∂yv1(y)|y=0.
Appendix 5. The proof of Proposition A3.1 for n = 2.
Equation (A3.7): AsW is antisymmetric, the only nonzero element isW 12 = −W 21 ≡
w. It follows from (A3.7) that wQ12 = 0 Let w = w12ξ1ξ2 + w1ξ1 + w2ξ2 + w0. Then
w
(←−
∂
∂ξ1
x2 −
←−
∂
∂ξ2
x1
)
= −w12x2ξ2−w12x1ξ1+w1x2−w2x1 = 0. So w12 = 0 and w1x2−w2x1 = 0,
which implies wi = xiW (x). Thus W
12 = W (x)(x1ξ1 + x2ξ2) + w0(x) = (W (x)ξ2ξ1)Q
12 +
w0(x).
Up to (A3.8) we have
W 12(x, ξ) = w(x)
Equation (A3.6): As W αβ does not depend on ξ, we have xγ
∂
∂xi
W αβ − W αγδiβ +
W βγδiα = V
iγ
←−
Qαβ . Consider all 4 cases
α = 1, β = 2, i = 1, γ = 1:
x1
∂
∂x1
w − w = V 11
←−
Q 12 (A5.1)
α = 1, β = 2, i = 2, γ = 2:
x2
∂
∂x2
w − w = V 22
←−
Q 12 (A5.2)
α = 1, β = 2, i = 2, γ = 1:
x2
∂
∂x1
w = V 12
←−
Q 12 (A5.3)
α = 1, β = 2, i = 1, γ = 2:
x1
∂
∂x2
w = V 21
←−
Q 12 (A5.4)
All other equations from (A3.6) are equivalent to these ones.
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The sum of the equations (A5.1) and (A5.2) gives (Nx − 2)w = (V
11 + V 22)
←−
Q 12 and up
to (A3.8)
w(x) = α11x
2
1 + α12x1x2 + α22x
2
2 (A5.5)
where αij are constants.
Let us note that α12x1x2 = 1/2α12 (x1ξ1 − x2ξ2)
←−
Q 12 and we can regard that α12 = 0 up
to (A3.8).
Substitute (A5.5) to (A5.1), (A5.2), (A5.3) and (A5.4) and obtain
α11x
2
1 − α22x
2
2 = V
11←−Q 12
−α11x
2
1 + α22x
2
2 = V
22←−Q 12
2a11x1x2 = V
12←−Q 12
2a22x1x2 = V
21←−Q 12
It follows from these equations that V ij does not contain the terms proportional to ξ1ξ2. So
we can present V ij in the form
V ij = v1ij(x)ξ1 + v
2
ij(x)ξ2 + v
0
ij(x) (A5.6)
and obtain
α11x
2
1 − α22x
2
2 = V
11←−Q 12 = v111(x)x2 − v
2
11(x)x1 (A5.7)
−α11x
2
1 + α22x
2
2 = V
22←−Q 12 = v122(x)x2 − v
2
22(x)x1 (A5.8)
2a11x1x2 = V
12←−Q 12 = v112(x)x2 − v
2
12(x)x1 (A5.9)
2a22x1x2 = V
21←−Q 12 = v121(x)x2 − v
2
21(x)x1 (A5.10)
These equations have the following partial solution for vαij :
v111(x) = −α22x2 ; v
2
11(x) = −α11x1
v122(x) = α22x2 ; v
2
22(x) = α11x1
v112(x) = 0 ; v
2
12(x) = −2α11x2
v121(x) = 2α22x1 ; v
2
21(x) = 0
and the following general solution for V ij
←−
Q 12 = 0: vαij = xαvij(x).
So the general solution for V ij and W 12 obtained from (A3.7) and (A3.6) is
w(x) = α11x
2
1 + α22x
2
2 (A5.11)
V 11 = f11(x)〈p, p〉+ g11(x) + (−α11x1ξ2 − α22x2ξ1) (A5.12)
V 22 = f22(x)〈p, p〉+ g22(x) + (α11x1ξ2 + α22x2ξ1)
V 12 = f12(x)〈p, p〉+ g12(x)− 2α11x2ξ2
V 21 = f21(x)〈p, p〉+ g21(x) + 2α22x1ξ1
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Equation (A3.5): Let us substitute (A5.12) to (A3.5): V iα
←−
P jβ − V
jβ
←−
P iα + V
jαδiβ −
V iβδjα = 0 . Consider the case
i = 1, α = 2, j = 2, β = 1:
V 12
←−
P 21 − V
21←−P 12 + V
22 − V 11 = 0
x1
∂
∂x2
f12(x)〈p, p〉+ x1
∂
∂x2
g12(x)− 2α11x1ξ2 − (−2α11x2ξ1)−
−x2
∂
∂x1
f21(x)〈p, p〉 − x2
∂
∂x1
g21(x)− 2α22x2ξ1 + (2α22x1ξ2)+
f22(x)〈p, p〉+ g22(x) + (α11x1ξ2 + α22x2ξ1)−
−f11(x)〈p, p〉 − g11(x) + (α11x1ξ2 + α22x2ξ1) = 0.
Extract from the left hand side polynomial the terms x2ξ1 and x1ξ2 :
2α11x2ξ1 = 0
2α22x1ξ2 = 0
So
α11 = α22 = 0
Equation (A3.5) again: Now W 12 = 0, V ij = fij(x)〈p, p〉+ gij(x).
There exist the solutions of the equations
V ij = (f(x)〈p, p〉+ g(x))
←−
P ij = xj
∂f(x)
∂xi
〈p, p〉+ xj
∂g(x)
∂xi
(A5.13)
W 12 = 0
U ij = − (f(x)〈p, p〉+ g(x))
←−
M ij
Let us look for the solution of (A3.5) up to (A5.13). As the function 〈p, p〉 commutes
with all the operators LAB, one can consider (A3.5) for fij and gij separately, namely
xl∂kfij − xj∂ifkl + fkjδil − filδkj = 0
Consider 3 cases:
1122)
i = 1, j = 1, k = 2, l = 2:
x2∂2f11 − x1∂1f22 = 0
So ∂2f11 = x1ϕ(x), ∂1f22 = x2ϕ(x) and
f11 =
∫ x2
0
x1ϕ(x)dx2 + ϕ1(x1),
f22 =
∫ x1
0
x2ϕ(x)dx1 + ϕ2(x2),
So
f11 = x1
∂
∂x1
(∫ x1
0
∫ x2
0
ϕ(x)dx1dx2 +N
−1
x ϕ1(x1) +N
−1
x ϕ2(x2)
)
+ c11,
f22 = x2
∂
∂x2
(∫ x1
0
∫ x2
0
ϕ(x)dx1dx2 +N
−1
x ϕ1(x1) +N
−1
x ϕ2(x2)
)
+ c22,
where cii are constant.
1112) and 2212)
i = 1, j = 1, k = 1, l = 2:
x2∂1f11 − x1∂1f12 − f12 = 0
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i = 2, j = 2, k = 1, l = 2
x2∂1f22 − x2∂2f12 + f12 = 0
The sum of these equations gives
Nxf12 = x2∂1(f11 + f22) = x2∂1Nx
(∫ x1
0
∫ x2
0
ϕ(x)dx1dx2 +N
−1
x ϕ1(x1) +N
−1
x ϕ2(x2)
)
.
So f12 = x2∂1
(∫ x1
0
∫ x2
0
ϕ(x)dx1dx2 +N
−1
x ϕ1(x1) +N
−1
x ϕ2(x2)
)
+ c12, where c12 is con-
stant.
Thus we obtain that up to (A5.13) the solution of (A3.5) has the form
V ij = aij〈p, p〉+ bij
with constant aij , bij .Substituting this expression to (A3.5) we finally obtain
V ij = aδij〈p, p〉+ bδij
Equations (A3.2), (A3.3) and ( A3.4): When W ij = 0 and V ij = aδij〈p, p〉+ bδij ,
the equations (A3.2), (A3.3) and (A3.4) take the form
U ij
←−
Mkl + U
kl←−M ij = 0, (A5.14)
U ij
←−
P kα + U
ikδjα + U
jkδiα = 0 (A5.15)
U ij
←−
Qαβ = 0 (A5.16)
The solution of (A5.16) has the form
U ij = u1ij(x)〈p, p〉+ u
0
ij(x) (A5.17)
and the equations (A5.14) and (A5.15) can be considered for uα separately. Eq. (A5.15)
gives
uα11
←−
P 22 = 0
uα11
←−
P 11 + 2u
α
11 = 0
which implies (Nx + 2)u
α
11 = 0 and as a consequence u
α
11 = 0 (because u
α
11 is a polynomial).
Analogously uα22 = 0.
Further, Eq. (A5.15) gives
uα12
←−
P 11 + u
α
21 = 0
uα12
←−
P 22 + u
α
12 = 0
Taking in account the relation uα12 = u
α
21, the sum of the last 2 equations gives (Nx+2)u
α
12 = 0
and uα12 = 0.
So, up to (A3.8), the solution of the equations (A3.2)-(A3.7) has the form
U ij = 0
V ij = aδij〈p, p〉+ bδij with constant a and b
W ij = 0
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Appendix 6. The proof of Proposition A3.1 for n > 2.
The case n > 2 we prove using induction hypothesis.
Let for n ≤ N − 1 lemma is true. Consider the case n = N. According the inductive
hypothesis we can regard, that up (A3.8) the solution has the form
W ij = 0 for i, j = 2, ..., N (A6.1)
V ij = δij(v0(x1, ξ1) + v1(x1, ξ1)〈p, p〉) for i, j = 2, ..., N
U ij = 0 for i, j = 2, ..., N
Equation (A3.7): The equation (A3.7) gives
W 1i
←−
Q jk = W
1i
(←−
∂
∂ξj
xk −
←−
∂
∂ξk
xj
)
= 0 for i, j, k = 2, ..., N (A6.2)
It is evident thatW 1i is at most linear on ξs for all ξs with s > 1 due to (A6.2). Decompose
W 1i:
W 1i = wi0(x, ξ1) +
K∑
s=2
wis(x, ξ1)ξs
Eq. (A3.7) gives
wij(x, ξ1)xk = w
i
k(x, ξ1)xj ,
which implies
wij(x, ξ1) = 2w
i(x, ξ1)xj ,
which implies in its turn
W 1i =W i0(x, ξ1) +W
i
1(x, ξ1)〈p, p〉.
Consider the remaining equations from Eq. (A3.7):
W 1i
←−
Q 1k =
(
W i0(x, ξ1) +W
i
1(x, ξ1)〈p, p〉
)(←−∂
∂ξ1
xk −
←−
∂
∂ξk
x1
)
= 0 for i, k = 2, ..., N
which implies that W iα do not depend on ξ1.
So
W 1i =
(
W i0(x) +W
i
1(x)〈p, p〉
)
for i = 2, ..., N (A6.3)
Equation (A3.6): The equation (A3.6) gives
W αβ
←−
P iγ −W
αγδiβ +W
βγδiα = V
iγ←−Qαβ (A6.4)
where
←−
Q 1β =
←−
∂
∂ξ1
xβ −
←−
∂
∂ξβ
x1 (β > 1).
The case α > 1, β > 1, i = 1, γ ≥ 1 gives
V 1i =
(
V i0 (x, ξ1) + V
i
1 (x, ξ1)〈p, p〉
)
for i = 1, 2, ..., N (A6.5)
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The case α = 1, β > 1, i = γ gives
(Nx − 2)W
1β =
(
N∑
i=1
V ii
)
←−
Q 1β
It follows from (A6.5) that
(∑N
i=1 V
ii
)←−
Qαβ = 0 for α, β > 1. So, up to (A3.8) we have
that W i0(x) and W
i
1(x) are polynomials of the second order.
W 1i =
(
W i0(x) +W
i
1(x)〈p, p〉
)
for i = 2, ..., N (A6.6)
Evidently, W i0(x) and W
i
1(x) satisfy (A3.6) separately.
The case α = 1, β > 1, i > 1, γ = β 6= i gives
W βk (x)
←−
∂
∂xi
xβ = 0
and so W βk depends on x1 and xβ only.
The case α = 1, β = i > 1, i 6= γ > 1 gives W βk (x)
←−
∂
∂xβ
xγ −W
γ
k = 0.
So
W βk = ckx1xβ
and W αβ = (c0x1ξ1 + c1x1ξ1〈p, p〉)
←−
Qαβ . Because (c0x1ξ1 + c1x1ξ1〈p, p〉)
←−
L AB has the form
(A6.1) we can regard that W αβ = 0 up to (A3.8).
With W αβ = 0 the equation (A6.4) gives V ij
←−
Q 1β = 0 which implies that
V ij =
(
V ij0 (x) + V
ij
1 (x)〈p, p〉
)
for i, j = 1, 2, ..., N (A6.7)
where V ijk = 0 if 1 < i 6= j > 1.
So the equation (A3.5) is valid for V ij0 (x) and V
ij
1 (x) separately.
Equation (A3.5): The equation (A3.5) has the following form for the functions de-
pending on x only:
xβ
∂
∂xj
viα − xα
∂
∂xi
vjβ + vjαδiβ − v
iβδjα = 0
Consider the case i = α = 1, j = β > 1. We have xj
∂
∂xj
v11 − x1
∂
∂x1
vjj = 0. Because
vjj(x) does not depend on xj for j > 1 we have v
jj = const˙ and ∂
∂xj
v11 = 0.
Consider the case i = 1, j > 1, β > 1, β 6= j = α.We have xβ
∂
∂xj
v1j − v1β = 0.
Consider the case α = 1, i = j = β > 1.We have xi
∂
∂xi
vi1+ vi1 = 0 which implies vi1 = 0
because vi1 are polynomials.
Consider the case i = 1, α = j = β > 1. We have xj(
∂
∂xj
v1j − ∂
∂x1
vjj) + vjj = 0. Because
vjj = const this gives vjj = 0. So ∂
∂xj
v1j = 0.
Consider the case i = α = j = 1, β > 1. We have xβ
∂
∂x1
v11 − x1
∂
∂x1
v1β − v1β = 0 which
gives v1β = xβv(x1) and finally v
1β = 0, v11 = const.
Thus, V ij = (c0 + c1〈p, p〉)δij.
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Equations (A3.2), (A3.3) and (A3.4):
U ij
←−
Mkl + U
kl←−M ij = 0, (A6.8)
U ij
←−
P kα + U
ikδjα + U
jkδiα = 0, (A6.9)
U ij
←−
Qαβ = 0 (A6.10)
where U ij = 0 for i, j = 2, ..., N.
Consider the equation (A6.9) at k = 1, i = j = α > 1. We have 2U1i = 0.
Consider the equation (A6.9) at i = k = 1, j = α > 1. We have U11 = 0.
Thus, up to (A3.8)
W ij = 0
V ij = (c0 + c1〈p, p〉)δij
U ij = 0
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