Identification of taxonomy at a specific level is time consuming and reliant upon expert ecologists. Hence the demand for automated species identification increased over the last two decades. Automation of data classification is primarily focussed on images, incorporating and analysing image data has recently become easier due to developments in computational technology. Research efforts in identification of species include specimens' image processing, extraction of identical features, followed by classifying them into correct categories. In this paper, we discuss recent automated species identification systems, categorizing and evaluating their methods. We reviewed and compared different methods in step by step scheme of automated identification and classification systems of species images. The selection of methods is influenced by many variables such as level of classification, number of training data and complexity of images. The aim of writing this paper is to provide researchers and scientists an extensive background study on work related to automated species identification, focusing on pattern recognition techniques in building such systems for biodiversity studies. 
Introduction
Manual Identification of species according to correct taxonomy is generally impeded by obstacles such as declining the number of taxonomists and the increase in the number of described species, also discussed in detail by Gaston et al and Soberon et al [1, 2] , which makes identification of specimens to species a difficult and time consuming task.
Automated tools may significantly assist in species recognition by facilitating reliable identification of any specimens in a population. Automated methods that rely on pattern recognition and image analysis have been widely applied for recognition and categorization of biological images in the field of biodiversity [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Content based retrieval is one of the common text-based approaches in image retrieval domain [13] [14] [15] in a way that images of specimens are matched with images in database according to visual content (colour, shape, texture) similarities. For Identification of species, visual features that are extracted from images based on morphology and taxonomical information play an essential role.
Taxonomic characters have been used as diagnostic features to train systems for classification of species. It is a daunting task to define the boundaries between species due to several factors such as limited morphologic features, variations among species and species` overlapping in morphometric space [16, 17] , however methods that can precisely discriminate similar species according to their morphometric measurements are available.
Automated identification methods increase the possibility of extracting and analysing informative features of species in images. The image processing and analysis systems have been employed for recognition of many biological organisms [18] [19] [20] [21] [22] . Figure 1 shows the generic pipeline in building image recognition systems. Initially, biological specimens are collected and digitized. The digitizing equipment alternates based on biological specimens. Microorganisms require special facility to prepare a digital image such as digital cameras, attached to microscope. All the digital images of specimens are then indexed according to their taxonomic rank or classification to prepare a digital library, often called a database. These images go through image processing using relevant techniques to extract useful features that can be used in classification. At this stage, by using data mining techniques principal component analysis [23] , projection pursuit [24] , correlation existing among features [25] , linear discriminant analysis [26] , a huge feature vector space can be reduced. This exercise is normally referred as feature selection.
Finally, a classifier is trained using techniques such as Artificial Neural Network (ANN), k-nearest neighbours (KNN), Support Vector Machine (SVM) and etc.
This paper provides a general overview of methods that can be employed in automated identification systems for biological species and is arranged as follows: section 2 discusses previous automated systems that have been implemented while describing their techniques and methods. Section 3 discusses gaps and possible further investigations and last section concludes the paper.
What has been done?
Environmental monitoring based on correct identification of specimens and according to their correct species or groups is an essential and cost effective task [27] . The demand for recognition of species has significantly influenced biologists to increase the facilities and proper supply of skills for identification and classification through huge databases of data. In addition, in some cases identification of species group is limited to available human domain experts [28] . Although there was undeniable potential, the development of automated identification systems has been hampered by some taxonomists who hesitated to embrace the computational methods of species identification [29] . The main reason that influenced developing image based identification system was eagerness of taxonomist to reduce the time consumed for analysing samples [30] and to significantly cut down the costs. P.F Culverhouse et al [31] believe that categorizing specimens from species which have significant variations in their morphology is difficult. They showed that the returned accuracy by trained personnel and experts for discriminations and labelling specimens is expected to be in the range of 64% to 95% which is within the performance range of automated methods.
Automated classification of specimens` images to their corresponding species requires development of models and methods that are able to characterize species informative data in images and apply them for recognition. These systems should be combined with databases of images or text based information [32] which are normalized in terms of size, lighting and etc.
Selection of segmentation, feature extraction and classification techniques are dependent on identification taxonomic rank, in other word means classification in level of species require more detail information compare to family level. The aim is discovering semantic concepts from images to identifying and classifying the objects of interest. For characterization of these objects, efficient features are required to build computational models [33] . Object curvature [34] from respective contour, morphological and geometrical measurements [8, 10] are good examples of different characterization methods.
Previously, many systems have been developed for identification of biological species.
In 1996, the Dinoflagellate categorization by Artificial Neural Network (DiCANN) [18] was one of early automated identification systems which was developed to categorize 23 species of dinoflagellate. Later on, forensic identification of mammals according to their single hair patterns under a microscope was investigated by Moyo et al [35] , while Yuan et al [36] discussed the identification of rats up to the species level from images of their tracks. Automation of species identification systems proved that these tedious tasks could be accomplished more feasible and efficient while minimising sources of errors [16] .
Examples of such systems are Automated Leafhopper Identification system (ALIS) [37] , Digital Automated Identification System (DAISY) [38] , Automatic Identification and characterization of Microbial Populations (AIMS) [39] , Automated Bee Identification System (ABIS) [40] , BugVisux [41] , automated identification of bacteria using statistical methods [42] , an automated identification system which estimates whiteflies, aphids and thrips densities in a greenhouse [43] , Species Identification Automated (SPIDA) [44] , But2fly [45] , Automated Insect Identification through Concatenated Histograms of Local Appearance (AIICHLA) [27] , an automated identification system for algae [46] , automatic recognition of biological particles in microscopic images [47] , automatic species identification of live moths [48] automated image-based phenotypic analysis in zebrafish embryos [49] , automatic recognition system for some cyanobacteria using image processing techniques and ANN approach [50] , automatic detection of malaria parasites for estimating parasitemia [51] , automated weed classification with local pattern-based texture descriptors [52] , automated processing of imaging data through multi-tiered classification of biological structures illustrated using caenorhabditis elegans [7] , automated identification of copepods using digital image processing and artificial neural network [8] , automatic plant species identification using sparse representation of leaf tooth features [53] , automated system for malaria parasite identification [54] , a software system for automated identification and retrieval of moth images based on wing attributes [55] , automatic wild animal monitoring by identification of animal species in camera-trap images using very deep convolutional neural networks [56] , automated identification of anastrepha fruit flies in the fraterculus group [57] and automated identification of fish species based on otolith contour, using short-time Fourier transform and discriminant analysis (STFT-DA) [9] . Automated systems for biological species are summarized in Table 6 .
From Image Acquisition to Database
In the works reported, all automated systems were connected to a database of specimens` digital images that contain different number of dominant categories. Primo Coltelli et al [46] believe that image acquisition is one of most important steps in designing an automated system and capturing images should be well-focused with less complexity. The acquisition condition should be clearly defined and kept equal for all images, later labelled by expert taxonomists. One of the challenges faced in creating image database is lack of standard imaging condition during image acquisition. Natalia Larios et al [27] proposed a method for automated identification of stonefly larvae that controls imaging. The imaging apparatus in this system poses and rotates the specimens under the microscope and captures images in standard and consistent conditions. In microscopic images magnifications might be different in the data set and it is important to specify scales in each image to prevent system confusion. Figure 2 
illustrates three images of
Euryhaliotrema with different acquisition problems.
Data in a database is commonly divided into two parts, one for training and the other set for testing the system. The number of species images used for training differs widely between systems and is determined according to the classifiers applied. Table 1 demonstrates some databases used in automated identification systems. Arpah Abu et al [58] proposed an image retrieval framework for monogeneans that contains two databases, the monogenean image database and the MHBI-Fish ontologies. An ontology framework improves the relevancy of the training set to collect the most relevant images to be used. In the stonefly identification system [27] , 263 specimens of four species were collected and approximately ten images of each specimen were captured through their imaging apparatus. The database used in the diatom identification system [19] includes two sets of files, the first consists of 120 images of six species from one genera and the second set contains 781 images of 37 species from different genera. The microscopic images in this system varied in quality and noise of contour (contours being noisy) but the system was able to deal with the noise. An automated identification systems for classification of tree species [32] employed a database of 112 species` images. The microscopic images were acquired with 100x magnification and labelled by dendrologists. The database contained 2240 images, 20 images from each species for training and testing the system. They used 40% of their data for training (8 images for each species), 20% for validation (4 images for each species) and 40% for testing (4 images for each species).
Role of Image processing
The aim of image processing in the system is to transform digital images to a standard pose [59] and achieving recognizable objects on a uniform background. In order to facilitate the segmentation step, image artefacts should be removed, also contrast and dynamic range have to be improved. Image enhancement can be carried out by manual or automatic methods. Manual methods such as the ones carried out using ImageJ [29, 48] or Photoshop [27] , may yield better image pre-processing results. It is advisable to use fully automated methods to build systems with large number of images as the manual image processing methods require longer processing time.
Digital images of species, especially microscopic images, usually contain dust or other noise artefacts. Noise makes neighbouring pixel values clutter [42] , so it should be reduced by smoothing methods of filtering. It is important to know the prevalent types of noise to be filtered so that it can be removed more efficiently. Amplifier or Gaussian, salt and pepper, film grain, non-isotropic, speckle and periodic noise are the most common types of noise. Noise reduction filters can be divided into two categories: linear filters and nonlinear filters [60] . Median filtering [61] is a non-linear filtering which is commonly applied to digital microscopic image [62] [63] [64] [65] . LK Leow et al [8] applied median filtering with 10 X 10 kernel in automated identification system for copepods to suppress the salt and pepper noise created from the water in images.
Image quality is highly affected by illumination, contrast, focus and acquisition resolution [33] . Variation in illumination may also cause by different types of lenses [66] and light sources [64, 67] . Histogram equalisation can be applied to reduce variation in illumination [33] . Enhancing contrast by stretching the histogram of digital image will spread the brightest and darkest pixel values of grey levels which will later assign to white and black. Table 2 illustrates some image processing algorithms, introduced by Gonzales and Wood [59] .
One of the fundamental stages before feature extraction and classification is segmentation [68] . Segmentation separates the background from the foreground and is important in computer vision since it finds the location of pixels that can be classified as an object. Pixels with common characteristics (for example texture or colour distribution) are grouped according to the selected segmentation algorithms. Although automated segmentation of specimens from background may still encompass debris and clutter, robust automated systems can categorize species satisfactorily [18] . Recognition of image parts which belong to an object of interest is often more effective when making use of boundaries and shape information extracted by segmentation methods. The Grabcut algorithm [69] is a segmentation technique used in automated identification of species systems [63] to remove background. In this technique, hard segmentation made by iterative graph-cut optimization is combined with border matting to get rid of mixed and blurred pixels on boundaries of object. Edge detection [59] is another common segmentation technique that can be achieved by filters such as Canny's [70] or Sobel's [59] . In the automatic algal identification system [71] , due to the significant edges and contours of the objects, both sobel and canny detectors were applied for image segmentation. There are generally six methods for object segmentations: Thresholding [59] , fuzzy theory-based, Patial Differential Equatuin-based, Artificial Neural Networkbased, region-based and edge-based methods [72, 73] .
Thresholding is the most common technique in which binary images are produced according to cut-off value. This method can be mainly subclassed to dynamic, global and local thresholding techniques (Table 3) [21, 72] . Sometimes, especially in microscopic images, there are specimens overlapping that makes object detection difficult. Distance transforms and watershed transforms can be applied to separate overlapping specimens [51, 74] .
Extracting and selecting features
Features extracted from digital images are used in classification techniques, therefore selection of best features is pivotal. Sets of features can be grouped into feature vectors which constitute a representation of objects of interest and should encompass taxonomic information. The quantity of features which are present an object of interest in image might be huge and adopting all of features into classifier will cause heavy computational effort, therefore, parsimonious selection of effective features is an important task [75] . By using feature selection techniques, the number of features that are selected for training the classifiers will be optimized [76] . Good performance of both extracted and selected features depends on type of system`s classifiers and the analysing data [29] . If employed classifiers are strong enough, even if some features may be left undetected, the method may yield successful results [27] .
Feature Extraction
The most salient types of features in images are shape, colour and texture [77] [78] [79] . Feature extraction in automated systems may depend on the level of identification, which means features for detection at the order level are different from those at the species level. Some local features such as sparse coding spatial pyramid matching [80] , concatenated feature histogram [27] and bag of words [3] which are based on Scale-invariant feature transform (SIFT) [81, 82] may not collect enough information for identification of high level categories like species. In the automated system for whiteflies, aphids and thrips identification, features such as size, shape of boundary and colour components were considered [43] , due to different attached part of each insect, morphological boundary was not used and only three colour components and size were applied as feature. Figure 3 illustrates some features for extraction [83] . Shape representation techniques [84] (Table 4) are applicable for shape feature extraction. The techniques in Table 4 are classified by their processing approaches.
In the automated system for malaria parasites [54] , area, perimeter, minor and major axis of red blood cells (RBC) were calculated as shape feature components. Texture features consist of kurtosis, momentum, standard deviation and mean of RBC and intensity values of the green channel were considered as colour features. Local Binary Patterns [85] were considered as texture descriptors and they are applied in images analysis. KYılmaz Kaya et al [86] extracted five texture features: average, correlation, entropy and energy from the local binary pattern matrix in their automated identification system for butterfly species. In the automated identification and classification system for algae [46] , dissimilarity measurement, centroid distance spectrum, points of contours and some densitometry and morphological features like area, ferret diameters, extinction, centre of gravity coordinates, etc. were calculated. Andres Hernandez-Serna et al [63] proposed an automated system which is applicable to identification and classification of plants, fishes and butterflies. Their approach in this system extended to three different taxonomic groups, therefore, extraction of features should be as general as possible in the way that it could be applied to all species. They used area, perimeter, diameter, compatibility, compactness and solidity as geometrical features, uniformity, median, entropy, variance, inertia, homogeneity and co-occurrence as texture features and Hu1 [87] and Ami1-Ami2 approaches in categorization of species in five iterations. According to the results of their research, it is notable that in all iterations accuracy of using SRV is higher than CBIR.
Other features that have been applied in detection and categorization of specimens [29] are classical features such as branch length similarity entropy [90] , corner based features, edge, ridge, curve, shape descriptors like Fourier descriptors, texture features like cooccurrence [91] , histogram intensity and gradient. Also some other feature extraction methods that can be named are Gabor packet based methods [92] , Histogram of Oriented Gradient [93] , Scale Invariant Feature Transform (SIFT), Active Shape Model (ASM) [94] , Active Appearance Model (AAM) [95] and Local Binary Patterns (LBP).
Feature Selection
Feature selection is a process to identify relevant features while removing irrelevant and redundant features. Relevant features should be informative, fast in computing and also invariant to noise or given transformations. Now, the decision whether a feature is relevant, redundant or not, are aspects that involves in feature selection operations. The role of selecting features lies in improving the prediction process, correlation coefficient of regression algorithms and comprehensibility of learning results [96] . Table 5 demonstrates some feature selection algorithms [97] . Principal component analysis (PCA) [23] is multivariate statistical technique, adopted by DAISY to achieve most of important features of images. Due to big amount of detailed information collected by this technique, acquired features are convenient for identification at species level [81] . Rozniza Ali et al [28] [99] , the quality of feature selection for small data is low and as the training size increases, the quality improves.
Classification
The idea of classification is to classify objects of interest based on a specific feature data set to discriminate between distinct classes. Performance of classifiers is highly affected by the segmentation and feature extraction process. Anil K. Jain et al [100] proposed three categories of classifiers: similarity based, probabilistic and decision boundaries. Most of the classification methods are mentioned in [51, 101, 102] , including structural, fuzzy, transform, neural network-based methods and many more. Some automated identification systems [8] employ neural networks or learning algorithms when there are many classes and small number of samples, but some other systems [103] that deal with huge numbers of samples preferably use other algorithms like K NearestNeighbour (KNN) [104] . As a summary, Table 6 indicates some automated identification systems adopting various kind of classification methods. Andrei C. Jalba et al [19] used k-nearest neighbour and C4.5 [105] algorithms as classification techniques for an automated identification system. In this system two types of feature vectors were adopted. Both types of feature vectors were constructed for top and bottom curvature spaces. Type-1 feature vector computes the number of peaks, mean curvature and variance for each cluster. Type-2 feature vector computes the mean curvature and variance of the points with the highest curvature for each cluster and the extent. The result with type-2 feature vectors was 84% and better than type-1 feature vectors. Comparing the rate of identification with human experts (43% to 86.5%), the average accuracy of this system when using C4.5 decision trees was higher. [50] proposed a system operating with ANN for identification of cyanobacteria genera images. This system recognized 71 of 80 images correctly and detection accuracy was reported as being 95%.
Zhu Le-Qing & Zhang Zhen [107] employed two SVM classifiers using radial basis functions (RBF) and polynomial kernels respectively in their automated insect identification system. Comparing the evaluated results of these two classifiers, it is notable that polynomial kernel performs better than RBF in verification (91.96-87.5%) and RBF performs better than polynomial kernel in discrimination (93.35-91.57%). These two SVM classifiers were also employed in an automated classification system for Erythrocytes infected with malaria [108] . With combination of both classifiers, an identification accuracy rate of 96.42% was achieved. In automated identification of insects at the order level [81] , ANN and SVM were used as classification methods. Since SVM is a binary classifier and for classification of multi-class problem it has to use one over all classification for each class, SVM performs better than ANN. Comparing SVM and ANN results with semantically-related visual (SRV) attributes in an automated identification system for moths [89] , this classifier outperforms both SVM and ANN classifiers. In [86] , classification was based on LBP and the accuracy rate in identification depends on variables such as neighbouring and radius values.
Future Directions
Automated identification systems can help biologists to identify and classify species with respect to time and human energy efficiency. Much work has been done in this field yet there are gaps and challenges that may affect the performances of systems such as lower accuracy of classification and identification of species compared to human experts.
Using systems may not affect the number of people who involve in the process. Still the specimens' collection should be handled by human and system`s performance has to be monitored by taxonomist experts.
Improvements in the technology and systems can minimize problems, issues and constrains in manual categorization. An important challenges in species classification is the lack of a consistent database of digital images. Most of the systems reported in this paper contain small datasets of species from few classes and rarely representative databases were used. To the best of our knowledge, proposed methods for normalization of illumination variations, especially in complex images, can be improved. Automated segmentation of complex images is still an open area for investigation, specifically for micro-organisms which are stained on slides and recognition of their background and foreground is difficult. In most of the discussed systems, images of species were taken on a planar and uniform background, but the need to work with non-uniform or cluttered images is unavoidable thus automated segmentation methods must be improved for this case. Mostly, systems are limited to two dimensional images of specimens whereas developing methods that deal with three dimensional images may reliably accelerate the identification.
Although many automated systems have been developed and implemented such as those mentioned in this paper, there are only a limited number that are accessible to end users like DAISY [38] and SPIDA-Web [44] . Biologists prefer to keep their specimens` samples in their labs and hesitate to employ such systems while digitizing specimens optimises conservation space and economically is effective.
Considering the lack of computational systems in biodiversity still there is a trust gap between biologists and computational experts. Lack of attention to biodiversity informatics hampered the growth of biodiversity systems whereas these systems can be a remedy for many biomedical topics.
Conclusions
Over the last two decades several systems have been designed and developed for automatic identification of species. The demand for accurate recognition of biological objects up to species level caused an incredible interest in implementation of new identification systems. This paper aimed to summarise step by step the techniques (Fig 1) used in existing automated identification systems.
Generally, the operation accuracy of automated identification systems for biological images is highly dependent on quality of acquired digital images. The significant challenge is converting complex images into simple ones. Still, if the quality of images are not convincing, image processing techniques are powerful assistance to this conversion. Each step in building automated identification systems for species images should be compatible with next step. The image processing stage has to highlight those information in images which will be extracted for classification. 
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