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1 Introduction
1.1 Description
This project develops a Machine Learning approach to the problem of Microbial
Source Tracking (MST). Through this document we will explain it in detail, but
the main purpose is to determine the origin (human or animal) of the fecal pollution
in water bodies, given some data from several analyses, environmental or created
in a laboratory. ICHNAEA 2.0 is born as a software to make predictions in this
context and for assessing the experts on their decisions.
The software is called 2.0 because it is built over a previous version developed by
another student as his Master Thesis. However, this project aims to improve it, even
if some important changes are involved. To do so, the work load of the project is
divided into three sections. First, we have to analyse the existing software, identify
its defects and suggest changes in order to improve it. Second, these changes have
to be implemented. Finally, the new software has to be tested and we have to draw
conclusions and see if the improvements have worked as expected.
1.2 Motivation
The motivation of this project is naturally the improvement of the system, to get a
useful software in order to contribute to the resolution of the MST problem.
Particularly, the initial software had some lacks. There were many points in
which a less restrictive assumption or a better algorithm could be used, and there
were many others in which a whole different approach was needed. The temptation
of changing it and see what we obtained was also an incentive to do it.
Finally, this software becomes the proof of the fact that collaborating in a
transversal project such as this one allows us to attain results otherwise unattain-
able, since microbiologists usually have no knowledge about Machine Learning and
computer scientists rarely study anything related to the MST problem. This has
also been a good reason to contribute with the project.
1.3 Goals
This project aims to accomplish the following goals:
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• Acquisition of new knowledge involving combination of prediction models
• Analysis of the received software and the MST problem itself
• Detection of drawbacks and improvement opportunities. Development, im-
plementation and deployment of solutions for this problems. In particular,
some were already detected:
– Improvement of the estimation of the sample’s age and dilution degree
– Development of an algorithm to replace the blind search in the feature
selection process
• Revision and testing of the software and extraction of the final conclusions
about the performance of the system
• Definition of the future work based on the conclusions
• Improvement of the personal performance and knowledge of the statistical
package R
1.4 Structure of the document
The first section is this introduction, which tries to initiate the reader into the
context of the project and its framework, such as the MST problem.
In the next section, we will explain the problem of MST in more detail and give
more information about the previous approach from which this project arises. We
will specify the detected parts of the system to improve and give an introduction
of how can we do it. In addition, we will devote a few lines to introduce Machine
Learning.
The third chapter will be the most extense, for it will explain the developed
system in depth. Every detail of how the software works can be found here, starting
at the moment that data is provided and going all the way through until a prediction
is made, and beyond to the generation of synthetic testing samples.
Then, the document moves to the experiments, the place where the system is
tested and the effectiveness of the proposed changes is checked. This section will
also help us adjusting some variables of the system, comparing the obtained results
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among them. We will also detail the particularities of the data we have used for
the experiments.
And finally, the last section will expose the conclusions of the project. In ad-
dition to the technical ones, we will explain the planification of the project and
its cost. Moreover, the chapter will also include a brief user’s guide, as well as an
insight into the extensions and future work.
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2 MST problem and previous Machine Learning
approaches
2.1 MST problem
The Microbial Source Tracking is an open problem nowadays. It consists of deter-
mining the biological origin of fecal residues in environmental water bodies. This
is done by taking samples and analysing them in a laboratory, and according to
the results, deciding wheter it contains residues of human or animal feces, or even
which family of animals.
However, making this decision is very difficult, even microbiologists are not fully
able to determine the source of a polluted water sample, and if they can, sometimes
it is purely intuition. Even amongst them they do not agree on which are the most
relevant variables for making a prediction. The reason is that water samples are
taken directly from the environment, and because of that, they are both diluted
and aged. The dilution affects the measure in a way that if we double the water,
the number of microorganisms per cubic unit halves, and even in an undiluted
sample, the pace of time will also alter the measured values, since nature goes on
and decomposers do their job. The difference is that dilution affects all measures
in the same way but each variable ages differently, even the season in which the
sample has been collected matters. We will speak about this in further sections.
In any case, truth is we are in front of a very discussed problem[2], and that
there does not exists a universal solution. In this context, a software helping to
take these decisions and providing an external, objective point of view appears to
be very useful.
The study of fecal source pollution in waterbodies is a major problem in ensuring
the welfare of human populations, given its incidence in a variety of diseases, spe-
cially in under-developed countries. Microbial Source Tracking methods attempt to
identify the source of contamination, allowing for improved risk analysis and better
water management.
2.2 Machine Learning
For those unfamiliarized with the term Machine Learning, we will try to give a brief
introduction to make the project comprehensible.
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Machine Learning [6][7] is the branch of Artificial Intelligence which studies some
computer systems, often referred as models, able to learn something about empirical
data, usually arranged in a matrix dataset. We will refer to this process as "training
the models". This can be done in several ways: a variety of algorithms are used
for training models. The technique used to build a model will be called method
or family of models, since many of the methods accept parameters that have to be
tuned.
In this project, the empirical data corresponds to a matrix with observations of
water samples, and provides a number of variables measured by a microbiologist
team. The goal is to generate trained models able to predict the origin of the fecal
pollution in future water samples, in the context of the MST problem, from this
empirical data.
2.3 ICHNAEA 1.0
ICHNAEA 1.0 was a software developed by another student, also supervised by Lluís
Belanche, as his Master Thesis to bring some light over the MST problem. This
system was a finished tool to read a data matrix and train several model ensembles.
Then, the system could read some new test samples and provide predictions for
their classes (human or animal).
More specifically, the software was focused under the dilution sections paradigm,
which means that the dilution degree was discretized, from 1 to a maximum, into
several sections, and specific data matrices were created, from the original one, by
dividing it by each section’s dilution degree, and each of them was used to train a
model ensemble. When a new sample arrived, an estimation of its age and dilution
was performed. The former allowed to obtain the values the sample would have
at zero time, and the latter determined which bag of models should be used for
predicting.
After having a prediction from each of the best models, a majority vote strategy
was used to combine them into a single final prediction, thus relying equally on
every chosen model.
Basically, this describes the system delivered as the student’s Master Thesis[3],
together with some experiments which proved ICHNAEA 1.0 to be a useful and
reliable software. However, as any other system, it had a few lacks and could be
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improved from several points of view. The main problem it presented was the long
time needed to train all the sections, since it performed no feature selection and
generated every possible model with every combination of 2, 3 and 4 variables.
2.4 Incomplete ICHNAEA 1.5
The system’s development was to be continued; there was an interest to do mainly
two things: The first one was cleaning, organising and rewriting the code more
clearly, the other one was making a change in the paradigm with which the system
had been planned.
In its previous version, the software used dilution sections. As a summary, an
ensemble of models was trained for predicting observations in each of the discretized
dilution sectors. Then, to predict a new sample, its age and dilution degree would
be estimated, the sample would be deaged and later delivered to the corresponding
model ensemble according to its dilution.
Nevertheless, inverting this process would lead to potentially different results,
since aging does not affect all variables in the same way, unlike dilution. Breaking
with the dilution sections paradigm and introducing the aging sections paradigm
might improve the system performance. Specifically, this change implied building
a model ensemble not for every dilution section but for every aging section and
season, for the aging coefficients depend also on the latter. Then, when a new
sample arrived, the estimation of the dilution would be used to bring the sample
back to an aged but undiluted state, and it would be delivered to the model ensemble
that suited, according to the age estimation and the season of the sample.
These modifications implied rewriting the application from scratch, and al-
though it was started, it remained unfinished. The main goal of this project is
to finish these changes and then be both critic and imaginative with the system,
suggest some improvements or fixes and include them in the final software to see if
they can improve its performance.
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3 ICHNAEA 2.0
3.1 Reading the data
From the data provided by the experts to the dataframes which feed the models,
there are quite a few things to do. The purpose of this section is to explain them
in detail in order to keep track of the process and make it reproduceable. We will
divide this process in three steps: preparing data, aging and dilution and processing
data.
3.1.1 Preparing data
The provided data is given in a .xls file exported to a .csv file. In it, there are
mainly four elements we have to fix if we want to work with it:
• "< x" (reads "lower than x") values: When the experts have not been able
to detect any amount of a variable in a water sample, or the machine itself
they have used has a lower detection threshold, they cannot guarantee that
the real value is zero but they can supply a boundary. In these cases, the
matrix contains a "< x" string. This has to be transformed in some way to
a real number to feed the models. Since the experts have stated that a value
labeled as "< x" is in the vast majority closer to 0 than to x, and assuming
some loss of precision, we have updated each value labeled this way to x/100.
• failed strings: In some cells, we can find the word failed. This means that
experts do not provide some variable for a certain observation.
• Extraction of the class: If the data we are using is for training, validation or
testing, we are supposing it to have the response variable. This is not included
in a straightforward way. Instead, it is a two character code embedded into the
metadata of the observation, with some other information as the laboratory
which produced the observation or its id number.
• Drop uneffective variables: We already have certainty of the unefectiveness
of some variables. Looking forward to improving the models performance, we
drop them from the dataframe so they won’t interfere.
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3.1.2 Aging and dilution
This part of the process does not take place always, since the given data is often
undiluted and at zero-time. However, if the provided data is either diluted or aged,
or both, we need it to be brought back to the fresh point.
This is done by making an estimation of the aging time t∗ and the dilution
degree α∗, which is explained in next section, and, once we have them, by making
the appropriate transformations to the values.
Once we have a fresh data matrix, if we are using the aging sections paradigm,
we generate aged copies of it, for every season and age step. In detail, the age step
we use is 25h up to 150h, so we generate 7 matrices (0h, 25h, 50h, 75h, 100h, 125h,
150h) for each of the considered seasons, and each one is used to train a whole bag
of models. If, otherwise, we use the no sections paradigm, we just use the fresh
data matrix.
3.1.3 Processing data
What we have called the processing of the data is composed of two steps. First, we
take the logarithm of the values, and then, we create derived variables.
• Logartihms: Since for most of the variables the relevant information is not
the concrete value but the magnitude order of it, we replace the actual values
with their decimal logarithms.
• Derived variables: The experts have supplied a list of the interesting derived
variables which can be constructed with the expected variables we are going
to be given. This includes mainly ratios and sums.
In the previous version, a normalization also took place. However, we have found
this to be mathematically unnecessary:
If we let x = (x1, . . . , xn) be a vector of values, and consider its unbiased esti-
mators for the mean and variance
µ =
1
n
n∑
i=0
xi σ
2 =
1
n− 1
n∑
i=0
(xi − µ)2
it is known that the normalised vector is just
x− µ
σ
.
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If we apply now a linear transformation such as the aging transformation to the
initial vector x, we obtain another vector x˜(t) = (x1 − at, . . . , xn − at), its values
depending on the variable t.
We now find the mean and variance unbiased estimators of x˜(t):
µ˜(t) =
1
n
n∑
i=0
(xi − at) = µ− at
σ˜(t)2 =
1
n− 1
n∑
i=0
[(xi − at)− (µ− at)]2 = 1
n− 1
n∑
i=0
(xi − µ)2 = σ2
Finally, using these results to normalize x˜(t) we get:
x˜(t)− µ˜(t)
σ˜(t)
=
((x1 − at)− (µ− at), . . . , (xn − at)− (µ− at))
σ
=
=
(x1 − µ, . . . , xn − µ)
σ
=
x− µ
σ
So the normalized vector x˜(t) coincides with the normalized vector of x for all
values of t.
If we generate several matrices for each of the aging sections and seasons, but
then normalise them, we will have 14 matrices exactly equal, and thus each bag of
models will be trained with the same matrix and so will have no difference. This
breaks with the purpose of creating several specialised bags of models, and only
multiplies by 14 the execution time.
In conclusion, the process of normalisation has been eliminated from the system
and the raw logarithmized values have been used instead.
3.2 Estimation of t∗ and α∗
When a new sample arrives to the system for predicting its class, it will be poten-
tially diluted and/or aged. Since the values of the variables are affected by dilution
and aging, before making any prediction it becomes necessary to estimate both
values and adapt the prediction to them.
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3.2.1 Regression coefficients of variable aging
Professor Anicet Blanch has provided some observations about the evolution of
each of the variables through time. These observations consist of different essays of
several experiments where known samples were aged, taking measurements of the
variables in a concrete season (summer/winter).
Formally, we are given the following information:
(tsj,k,l, v
s
j,k,l)
Where the first component represents the time and the second one represents
the value of the variable considering that:
• s ∈ {summer, winter} is the season to which the observation belongs
• j = 1, . . . , N is the index of the variable we are measuring
• k = 1, . . . , ns,jessays is the index of the essay inside the season s and variable j
essay set
• l is the index of the observation inside the kth essay of this set
So, fixing a season s and a variable j, we have ns,jessays essays each of which has
ns,j,kobservations observations for different values of time.
The intention of these observations is to provide a regression line time-value
of the variable for each of them, and for each season. This line will be useful
for estimating the aging time and the dilution degree of the new sample before
predicting its class, as long as the following assumptions hold.
Assumption. Fixed a season s, the logarithm of the value of the variable j is a
linear function of time, for every j.
log(vsj ) = a
s
jt+ b
s
j , a
s
j , b
s
j ∈ R
Assumption. The new sample variables behave along time as the observed in the
set of observations of the same season provided by Professor Anicet Blanch.
Then, given the observations of the evolution of variables along time, we want
to determine the slope asj of the line. To do this, we have just found a regression
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coefficient for each of the essays via least squares and have averaged them into the
final slope. Formally, if we define asj,k as the a which, together with some b, minimize
the following expression
ns,j,kobs∑
l=1
(atsj,k,l + b− vsj,k,l)2
then the final asj reduces to
asj =
1
ns,jess
ns,jess∑
k=1
asj,k
This way we have converted the provided observations into regression coefficients
for each season and variable.
In the previous version of ICHNAEA, the regression coefficients were obtained
slightly different, some sort of correction was done. To obtain asj,k, the intention was
to substitute the intercept b with the expression Bj = log(median(ujHM)), where
ujHM is the vector of human observations of the variable j from the data matrix.
Then, updating conveniently the values vsj,k,l, asj,k would be the a minimizing
ns,j,kobs∑
l=1
(atsj,k,l + b+ (−b+Bj − vsj,k,l))2 =
ns,j,kobs∑
l=1
(atsj,k,l +Bj − vsj,k,l)2
To do this, though, a problem arises. We do not know beforehand the value of
b, the intercept the regression line would have, so an estimation is used. Since all
observations of all essays satisfy that tsj,k,1 = 0, the value vsj,k,1 is the value at zero
time of the variable. Thus, the used value for asj,k is the a that, together with some
b minimizes
ns,j,kobs∑
l=1
(atsj,k,l + b+ (−vsj,k,1 +Bj − vsj,k,l))2 =
ns,j,kobs∑
l=1
(atsj,k,l +Bj − vsj,k,l + (b− vsj,k,1))2
and we assume that the difference (b− vsj,k,1) will be small.
One of the modifications we have introduced in this version of the software is
the possibiblity to choose between applying this modification or not. The reason is
that, while we do not have evidences of this correction improving the estimations,
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the system used it. In the experiments, we will test this and will extract conclusions
to know if it helps or not.
3.2.2 Obtaining t∗ and α∗ through systems of equations
Once we have the regression coefficients for the variables, we can infer a linear
system of equations which will allow us to obtain estimations for the aging time
and dilution degree of the new sample.
Let s be the season in which the new sample has been collected, and let (v1, . . . , vN)
be its observed values for each of the variables. Let α be the dilution degree of the
new sample, and t its aging time. Both values are unknown.
Let (v˜1, . . . , v˜N) be the values of the variables of the new sample at 0 time and
without dilution, which are also unknown.
Under the assumptions exposed before, we have:
log(vj) = a
s
jt+ log
(
v˜j
α
)
, j = 1, . . . , N
From these N equations, we do not know exactly N + 2 values, corresponding
to t, α and v˜j, for j = 1, . . . , N , so the system is not determined. This dead end
forces us to make an extra assumption.
Assumption. The new sample variables behave along time as the observed in the
subset of observation from the training matrix having the same season as the new
sample.
With this in mind, let ns be the number of observations of the season s of the
training matrix, and let uji , i = 1, . . . , ns be the observed value of the variable j
for the ith observation of the subset of the training matrix in the season s, which
is at zero time and undiluted.
Next, for a fixed variable j, we simmulate how the aging process would be for
these known observations generating ns parallel lines all with slope asj and intercept
log
(
uji
α
)
.
Now, taking the assumption into account, we suppose that the aging time of
the new sample is the time at which the value of each line is equal to the observed
value of the new sample.
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Equivalently, what we do is intersect all the lines with the constant line at height
log(vj) and so we get ns equations and only two unknowns, t and α. Basically, the
equations are these
log(vj) = a
s
jt+ log
(
uji
α
)
, i = 1, . . . , ns; j = 1, . . . , N
uilog( )
vjlog( )
j
ui'log( )
j
ui''log( )
j
...
α
α
α
Figure 1: We draw lines with slope asj from the intercepts in the matrix and intersect
them with the height log(vj)
This linear system of equations has nsN equations and only 2 unknowns, so it
is solvable when nsN = 2 and overdetermined for any training matrix we consider.
The method we used to obtain the estimations, once we have the relations,
substracts the equations of different pairs of variables of the same observation to
vanish α. We do this in order to get an estimation of t∗ first, and then use it to
approximate the dilution degree. After this transformation, the system becomes
this one
log(vj1)−log(vj2) = (asj1−asj2)t+log
(
uj1i
α
)
−log
(
uj2i
α
)
, i = 1, . . . , ns; 1 ≤ j1 < j2 ≤ N
which simplifies to
log
(
vj1
vj2
)
= (asj1 − asj2)t+ log
(
uj1i
uj2i
)
, i = 1, . . . , ns; 1 ≤ j1 < j2 ≤ N
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(asj1 − asj2)t = log
(
vj1
vj2
)
− log
(
uj1i
uj2i
)
, i = 1, . . . , ns; 1 ≤ j1 < j2 ≤ N
Now we can use the least squares method straightforward and get the estimation
of the age, which we have called t∗, that minimizes the square error given the data.
With it, going back to the initial equations allows us to do the same with α. In
detail, the system we solve again by least squares is the following
log(vj) = a
s
jt
∗ + log
(
uji
α
)
, i = 1, . . . , ns; j = 1, . . . , N
log(vjα) = a
s
jt
∗ + log(uji ), i = 1, . . . , ns; j = 1, . . . , N
vjα = u
j
i10
asj t
∗
, i = 1, . . . , ns; j = 1, . . . , N
With these relations, we can already use the least squares method again, and
thus obtain the estimation of the dilution degree α∗. Now we have all the needed
information to proceed to the prediction of the new sample.
As a summary, these algorithms show the entire process up to this point:
A← ∅
B ← ∅
foreach i ∈ {1, . . . , ns} do
foreach (j1, j2) ∈ {(j, j′) : 1 ≤ j < j′ ≤ N} do
coef ← asj1 − asj2
indep← log
(
vj1
vj2
)
− log
(
uj1i
uj2i
)
A← append(A, coef)
B ← append(B, indep)
end
end
t∗ ← solveLeastSquares(A,B)
Algorithm 1: Estimation of the aging time
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A← ∅
B ← ∅
foreach i ∈ {1, . . . , ns} do
foreach j ∈ {1, . . . , N} do
coef ← vj
indep← uji10a
s
j t
∗
A← append(A, coef)
B ← append(B, indep)
end
end
α∗ ← solveLeastSquares(A,B)
Algorithm 2: Estimation of the dilution degree
By the way, it is to notice that the extra assumption added to reduce the un-
knowns is very strong. In particular, it assumes that we can use all the training
matrix values as intercepts for regression lines having the given regression coeficients
in order to estimate the age of a sample.
Therefore, in the next section we explain its consequences in detail and con-
sider relaxing this supposition and modifying the procedure to reduce the error
introduced.
3.2.3 Relaxing the assumption
As we said, the introduction of the last assumption in the process of estimating the
age of a new sample also represents an additional source of error.
To begin with, in the linear relation
y = log
(
uji
α
)
+ asjt
we can identify the intercept, which is log
(
uji
α
)
, and the slope, being asjt. The
value of the variable y depends on the value of t, as in any other linear map. When
we use the equations
log(vj) = log
(
uji
α
)
+ asjt
∗
we set the value of the dependent variable to the observed value in the sample,
and then find t∗. By doing this, we assume the following:
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Assumption. The observed value in the sample, at zero time and undiluted, is the
same value as the one in the matrix observation we used.
u
log( )
vjlog( )
0 t*
...
i
j
α
Figure 2: We fix the the slope and the height at t∗. As we still can’t find t∗, we
need to fix also the intercept
Since we do this for every single observation in the matrix of the same season,
and values can differ significantly between different observations, the estimation of
t∗ may be quite inexact. Even more if we use observations the class of which is
different to the class of the new sample.
A way of reducing this effect is to use only observations with its same class,
provided that it is more feasible that samples of the same origin will have similar
values for all the studied variables. However, this is not possible since we do not
know the class of the new variable (predicting this is indeed what we want to
estimate the aging time for).
To illustrate this effect, let’s consider the following example. Let the training
matrix be the following matrix:
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CLASS V
1 1.03 · 106
1 1.12 · 106
1 7.99 · 105
1 9.79 · 105
1 1.42 · 106
2 9.63 · 106
2 1.09 · 107
2 1.08 · 107
2 9.93 · 106
2 1.02 · 107
and let the value of the sample and the slope be v = 4.82 · 104 and a = −0.0242.
These values, although synthetic, are quite representative of what we could expect
to be inputted to the system. For simplicity, we suppose α = 1, so the equations
are
log(v) = log(ui) + at
∗ i = 1, ..., 10
log(4.82 · 104) = log(ui)− 0.0242t∗ i = 1, ..., 10
Solving this system with the method of least squares with all the observations
in the matrix, we obtain an estimation of t∗ = 75.77h. Nevertheless, if we use only
the equations corresponding to observations of class 1, the result is t∗1 = 55.31h,
and if we do the same for class 2, the system yields a solution of t∗2 = 96.24h.
This means that if the sample was of class 1, the estimated time should be t∗1,
and on the other hand, if the sample was of class 2, it should be t∗2. In particular,
the estimation should not be t∗ in any case, because it introduces an error of around
20h in both cases. However, this is the estimation we would take as valid with the
previous method.
We don’t know beforehand the class of the sample, but we can’t ignore what
we just found. Alternatively, what we can do is to consider not only one but two
estimations of t∗, one per class, find two predictions according to the found times,
and decide which one we keep or how we combine them after all the process, under
some criteria.
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By doing this, we add a step of decision before outputting the final prediction
for the sample, but in exchange we detect and try to avoid this problem, which can
significantly modify the results of the system.
3.3 Feature selection
Before the process of generation of the predicting models, a question arises. Which
provided variables should be used? If we generate models with very few variables,
we will probably get models of poor performance, due to underfitting. To increase
performance, we can try to add some more variables, but if we get too far and our
models use a number of variables, we can end up in a situation where we are not able
to predict some samples because they do not provide all of the needed variables.
In addition, we can also be overfitting the data, and even with the samples we are
able to predict the performance may not increase.
Another approach would be generating every single model with every single
combination of variables. With this classifier ensemble we would ensure the capa-
bility of prediction of all the new samples to arrive. However, the time consumed
generating all these models grows with the factorial of the number of variables.
This may be feasible for a very small number of variables, but it quickly becomes
practically impossible. Furthermore, we would be generating a handful of irrelevant
models. Imagine, for example, a situation in which three variables achieve the opti-
mum classifier for most cases, and if we add other variables the only thing we get is
overfitting. We would have (N − 3)! models with a poor performance which almost
never would be used, or that when used, would contribute just with randomness to
the prediction.
For all these reasons, the feature selection process has to be done very carefully.
In this section we will explain how this process was handled in the previous version
of the software, and the changes introduced in order to both find better models and
reduce computing time in the section which represents the most time-consuming
section in the whole system.
3.3.1 Previous version
Before the changes were designed and implemented, the system performed what
we could call a blind search. If the training dataset consisted of N variables, the
system computed all the models of all the considered families which used 2, 3 or
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4 variables. This was a reduced version of what we explained before, since it did
not generate every single model but all the models using a number of variables in
a given range.
Obviously, this was quite time consuming. A full execution generating models
corresponding to all aging sections would take five days. Therefore, finding an
alternative to this method was one of the objectives already at the beginning.
Nevertheless, the main problem was not the big time investment itself, but the
fact that we were spending all this time without any guarantee about the models
we were constructing. Instead, if we could find a way of guiding the search, the
models we would obtain in the same time could be significantly better and so the
efficiency of the system would improve.
3.3.2 Accuracy and F-measure
In addition to changing the algorithm, we also wanted to make another modification
to the construction of models. When comparing them, the previous version used
their accuracy as a quality indicator. If we have this confusion matrix
Real \ Predicted ANIMAL HUMAN
ANIMAL A B
HUMAN C D
accuracy is defined as the ratio A+D
A+B+C+D
. We wanted to try a second criterion
to compare models: F-measure. This is defined with the notation of true/false
positive/negative, which, considering the human class as positive, means that true
positive is D, true negative is A, false positive is B and false negative is C.
Let the precision be the proportion of human samples correctly predicted of all
the samples predicted as human: P = D
B+D
, and the recall be the proportion of
such samples of all the human samples: R = D
C+D
. Then, the F-measure is defined
as the harmonic mean of these two values: F = 11
P
+ 1
R
= 2PR
P+R
.
The F-measure for a confusion matrix is different, in general, to its accuracy.
While the second is a symmetric indicator, the first tends to penalyze harder models
making wrong predictions on the positive (human) class than models mistaking the
negative (animal) class.
Since we do not know how F-measure will affect to the system, we have preferred
to maintain both criterions and setting which one to use prior to each execution.
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3.3.3 Guiding the search
The strategy we have chosen to avoid the blind search is to use a greedy algorithm.
Some of the reasons why we have chosen this are the time efficiency of such al-
gorithms or the fact that we do not need strictly a global optimum model but a
variety of good models which can work together even better.
Initially, we considered two algorithms to replace the blind search. We called
them forward search and backward search, and as the names disclose, the second is
a modification of the first.
To explain how the forward search works, let V1, V2, ..., VN be the variables pro-
vided by the training dataset. Now for each family of models, we do the following:
first, we generate N one variable models, one for each of the variables. Then, we
select the variable Vj1 that has achieved the lowest cross validation error. We add
its model to the bag, and continue generating N − 1 two variable models, one for
each of the remaining variables, but using also Vj1 in all of them. Again, we select
the variable Vj2 that best complements the first variable. Next, we find the vari-
able Vj3 which yields the best 3 variable model, together with Vj1 and Vj2 , and so
on. Repeating this process N times, we obtain a vector (Vj1 , Vj2 , ..., VjN ) of all the
variables somehow sorted by this process, and N models of the family we are fixing
added to the bag.
bag ← ∅
foreach family of models do
selected ← ∅
remaining ← available variables
while |remaining| > 0 do
models ← ∅
foreach attr ∈ remaining do
model ← generateModel(data[selected ∪ attr])
models ← models ∪ model
end
bestModel ← minError(models)
bestAttr ← getVariables(bestModel)\selected
bag ← bag ∪ bestModel
selected ← selected ∪ getVariables(bestModel)
remaining ← remaining\getVariables(bestModel)
end
end
Algorithm 3: Forward search
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The backward search works in the same way, but we do the process inversely.
First, we add the model with all the variables to the bag. Then, we generate N
models with N − 1 variables, each one excluding a variable. The variable whose
exclusion impacts less to the performance of the model is excluded permanently,
and the obtained model is added to the bag. The iteration of this process yields a
vector like the previous but in reverse order, and the same number of models added
to the bag.
3.3.4 Improving the solution
Both developed solutions achieve the objectives we had imposed. They save time,
since we generate quite fewer models than before (for each family of models, we
generate N(N+1)
2
models against the
(
N
2
)
+
(
N
3
)
+
(
N
4
)
we generated before. For
a realistic N = 20, this represents 210 against 6175 models), and also generate
models with a cross validation error as low as the ones we had before. However,
these solutions introduce some new problems.
The main one is the lack of diversity in the model ensemble. Both with the
forward and backward search, for each family of models there is a single variable
(the first one in the forward search, the last one in the backward search) which is
present in every generated model for this family. This variable is always the best
one, if we measure it with the cross validation error. Supposing that a variable is
good or bad for predicting no matter what model family we use, these algorithms
will always build models in a way that all of them will use variables in a small set
-the set of good variables- and so will not be able to predict (or will but poorly)
some samples providing data from variables not in this set.
Also, another problem we have to keep in mind is that, for each family of models,
we generate exactly one model using one variable, one model using two variables,
and so on to one model using N variables. This becomes a problem because we shall
not expect new samples to provide data for all or most of the variables. In fact, it is
more likely that new samples supply few or very few variables, since most of them
are expensive to measure. The ensemble we have built contains the same number of
models using 3 variables as of models using N , or N − 1. It is very unlikely that we
can ever use these models for predicting any sample, not to say that if we had such
a sample every model could contribute and we would have already enough diversity
to make a correct prediction.
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We decided to modify the algorithm of forward search (the modification is not
applicable to backward search) and thus avoid this situation. The modified forward
search algorithm ends the search for each family of models when the selected vari-
ables list has reached a specific size. In exchange, for each family of models we run
it not only once but a determined number of times, each time removing the first
selected variable. In this way we build models using a number of variables below a
boundary and not using always the same variable among others.
bag ← ∅
foreach family of models do
i← 1
while i ≤ ITERATIONS do
selected ← ∅
remaining ← available_variables
removeAttr ← NULL
while |remaining| > 0 and |selected| < MAX_SIZE do
models ← ∅
foreach attr ∈ remaining do
model ← generateModel(data[selected ∪ attr])
models ← models ∪ model
end
bestModel ← minError(models)
bestAttr ← getVariables(bestModel)\selected
if removeAttr = NULL then
removeAttr ← bestAttr
end
bag ← bag ∪ bestModel
selected ← selected ∪ getVariables(bestModel)
remaining ← remaining\getVariables(bestModel)
end
available_variables ← available_variables\removeAttr
i← i+ 1
end
end
Algorithm 4: Modified forward search
Collaterally, with the constants ITERATIONS and MAX_SIZE we can control
the number of built models, because the algorithm reduces its complexity in favour
of these constants. The modified forward search computes a total number of models
of
N∑
n=N−MS+1
n∑
i=n−IT+1
i
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being MS and IT the MAX_SIZE and ITERATIONS constants. This does not
necessarily lower the time spent in the execution but allows us to control it through
these values. As an example, again for N = 20, and setting both constants to 5, we
generate 400 models. That is more than the 210 we were generating with the raw
forward search, but far from the 6175 models we had to generate with the initial
blind search. Moreover, half or more of the 210 models built with the raw forward
search were almost useless, but now all of the 400 models use at most 5 variables.
Using this algorithm in the generation of models seems enough to satisfy the
conditions that were proposed. As a final remark, we can not expect this algorithm
to generate models working significantly better at predicting than the ones gener-
ated with the blind search but with a close performance, since now we only build a
small but precise amount of them. In fact, this modification is not an improvement
in prediction quality, but a great leap in efficiency, and although we cannot expect
the new system to outperform the previous one in the test error, we want to prove
that it can obtain very close results while reducing dramatically the execution time.
3.4 Model families used
In this section we will enumerate the different families of models used in the pre-
diction. There is a total of 6, corresponding to four already used by the previous
version and two new included in ICHNAEA 2.0.
The existing methods are the following:
• Standard linear discriminant analysis (SLDA): This is a bayesian technique
which attempts to separate the observations of each class in two regions by a
hyerplane in RN , being N the number of variables. Under certain assumptions
of gaussianity, it does not use any parameters.
• Support Vector Machines (SVM): This method only takes into consideration
observations near the border between the classes, which are called support
vectors. It also tries to separate both classes with a hyperplane, using not the
observations but their image by some function that embeds them into a vector
space. This method uses two parameters: a cost for misclassification C and
a kernel function f , which defines the vector space in which the separation
takes place. In our case, we have used C ∈ {0.1, 1, 2, 5, 10, 50, 100} and three
different functions f : linear, quadratic and gaussian.
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• k Nearest Neighbours (kNN): This simple method for prediction represents
the training samples in RN and also the new sample to predict. Then, it takes
the k closest training observations and outputs the majority class in the set
of neighbours. It has one parameter, k, and we have considered k ∈ {1, 3, 5}.
• Logistic Regression (LR): One of the generalised linear models. A linear re-
gression is performed with tha data matrix, then the logit function logit(p) =
log( p
1−p) is used to estimate the probability of each class, given a new data
sample. This method does not use any parameters.
The added families of models are these:
• Naive Bayes (NB): This is a very simple method chosen because of its fast
training. It applies Bayes’ theorem to make a prediction computing just a
few arithmetic operations. However, to use this theorem, we need the data
to satisfy some strong (naive) assumptions related to the independence of the
variables. It does not need to tune any parameters.
• Relevance Vector Machines (RVM): This is a modification of the Support
Vector Machines method, which uses bayesian inference to avoid the cost pa-
rameter and thus its validation. This variation introduces the possibility of
not finding the global but a local optimum. Nevertheless, given the char-
acteristics of the software, this is not a big problem. The kernel functions
considered here are the same as in the SVM: linear, quadratic and gaussian.
A deeper insight into these and other methods is provided in [7].
3.5 Predicting a new sample
This section’s aim is to explain precisely how the system behaves from the moment
when a new sample arrives until a prediction is computed. As in the previous
sections, we will denote a new sample as a vector (v1, . . . , vN), and will consider
these values aged by a time t and diluted by a degree α, both unknown but estimated
by the values t∗ and α∗, respectively.
3.5.1 Reading the sample
Just like the training matrix, the new sample may include unexpected values which
have to be normalized before applying any treatment. This preparation is the same
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as with the training matrix, and is explained in detail in a previous section, but now
we also have to drop unrecognized variables because they will not be useful since
the training matrix did not include them, and thus the models cannot use them.
Also, we have to read the season of the sample, since the estimation of the
aging and dilution requires it. However, if the new sample does not supply this
information, the sample season remains undefined and all the observations of the
matrix are used in the estimation of t∗ and α∗.
3.5.2 Aging and dilution
As stated before, a new sample may be aged, diluted or both. The difference with
the treatment of the training matrix is that in this case we usually know if the
matrix is aged and/or diluted. With a new sample, we do not know this and have
to suppose it, so the estimation of t∗ and α∗ becomes mandatory, whereas some
matrices present fresh data and allow us to skip this step. Once we calculate these
values, with the process described previously, and using the read season, the sample
is concentrated by multiplying its values by α∗, and the obtained age t∗ is used to
reveal which of the model bags should be used in aging sections paradigm, or to
bring the sample back to zero time in no sections paradigm.
Moreover, as we stated before, to increase the quality of the predictions, not
only one but two estimations of the age and dilution are performed, each one using
samples of only one class.
3.5.3 Processing the sample
To be able to input the sample to the corresponding trained models, the values
have to be in the same format. The processing applied to the training matrix is
also applied to the new sample: logarithms are applied and derived variables are
created.
3.5.4 Selecting the models
There are a handful of models. Some are able to make a prediction for the class
of the sample, some are not. This happens depending on the variables provided by
the sample. If a model has been trained using a variable not supplied, we cannot
use it to make a prediction. Moreover, if enough models can, it seems reasonable
that we restrict the decision to the ones we consider to be best.
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Because of all this, a preprocess has to be done with the models. First, we
extract the set of variables the new sample has supplied. Then, we drop all the
models whose set of variables includes one that does not belong to the sample set.
From the remaining models, we use only the m with lower cross validation error. In
our case, we have used the best 10, but, if necessary, we have increased this value
not to be forced to break ties.
At this point, we have reduced the bag of models from its previous size to a
minimum of 0 models and a maximum of m. If the bag of models is empty, it
means that no model of the bag is able to make a prediction for the class of the
sample, and thus the prediction we make must be random. One of the goals of
the feature selection process is to reduce at a minimum the probability of this
happening. On the other hand, if we still have models to predict, then the sample
is inputted to them and each one delivers a prediction.
3.5.5 Combining the results of the models
In this section we will show how we combine the predictions of all the models when
a new sample arrives in order to get our final decision of which class we predict.
At this point, for the new sample v, we already have a vector of predictions
from each of the m models, (c1, . . . , cm), ci ∈ {H,A} ∀i ∈ {1, . . . ,m}, H and A
meaning human and animal, respectively. We also know the performance of each of
the models in the training phase, given by the cross validation error and computed
either with the accuracy criterion or with F-measure. So we have another vector
(e1, . . . , em) with these errors.
With this information, we have to output a final prediction and a final confidence
in the prediction.
If we do not use the error vector, we can combine the predictions by a majority
vote rule. This is equivalent to vote as in a show of hands and select the most
voted. This weighting system is very simple and assumes that all the models have
a similar performance.
The majority vote rule was the system used in previous versions of the software.
We have developed two more weighting systems that take the errors into account,
and have compared all three in the second experiment of next chapter.
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In both new weighting systems we have defined a weight for each of the models,
and these weights will measure the magnitude of their contribution to the final class.
In the first one, the weighting by error, the weights are these:
wi =
1
m− 1
1− eim∑
j=1
ej

This way, we give more confidence to those models with less error, and viceversa.
In the other weighting system, we use the squared error to define the weights:
wi =
1
m− 1
1− e
2
i
m∑
j=1
e2j

This method also relies more on the models with lower error. Using this weight-
ing system we will give even more confidence to low error models than with the error
weighting, and even less to the models with slightly higher error. This weighting
system is introduced to enlarge the difference between models with close errors.
In both weighting systems, the 1
m−1 constant is added to make the weights sum
one. This is not required but does not modify the decision of the weighting system.
Having defined these weights, we just have to sum the weights of all the models
supporting each class to get estimations of the posterior probability.
P (H|v) =
∑
i : ci=H
wi P (A|v) =
∑
i : ci=A
wi
The greater value of the two determines which is the selected class.
However, in the estimation of the aging time and dilution degree, we decided to
make two estimations instead of just one, the former assuming that the sample was
from human origin, the latter assuming animal origin. At this point, then, we do
not have two but four estimations of the posterior probability of each class:
P (H|v, t∗H , α∗H) P (A|v, t∗H , α∗H) P (H|v, t∗A, α∗A) P (A|v, t∗A, α∗A)
The final prediction is determined by the greater value among these four. If it
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is the first or the third, human class is the final prediction. Else, animal class is
outputted. Ties are broken randomly.
3.6 Megavalidation
In order to perform a pseudo-independent validation for both the estimation of t∗
and α∗ and, obviously, the prediction of the class, we have developed a method
called Megavalidation. It uses the data contained in the input matrix to generate
several randomly aged and diluted samples to feed the system, so it can produce
an arbitrary number of them. The exact process goes as follows:
Let n be the number of rows of the input matrix, and V1, ..., VN the N variables
in it. Let also as1, ..., asN be their associated aging regression coefficients for each
season s.
First, we take a uniformly random observation of the matrix, corresponding to
the ith row. Then, we select a random subset of the variables, of size k given by
a binomial distribution, with n = 5 and p = 0.7, having a minimum size of 2. In
addition, we assure that at least one of these k variables is "relevant", understanding
this as belonging to a subset selected by the experts. We denote the selected
variables with the indices j1, ..., jk
Once we have the row and the k columns, we extract the instance data from
the matrix. We also pick a random dilution degree α, age time t and season s,
uniformly in some given ranges.
This allows us to proceed with the aging of the instance: for each one of the
variables, and using the regression coefficients according to the picked season, we
update the values of the instance as follows, if we let (vj1 , . . . , vjk) be the selected
values of the sample:
vj ← 10(log10(vj)+asj t) = vj10asj t, j ∈ {j1, . . . , jk}
At this point, we also have to dilute the instance. This process takes place as:
vj ← vj
α
, j ∈ {j1, . . . , jk}
Having these values computed, the only thing that remains is to append the
randomly picked values and the class to the instance, only for verifying purposes,
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not to be used in neither the estimation of the age or the dilution degree, nor the
prediction of the class of the instance.
Iterating this process, we can obtain as many validation samples as we require,
and this fact is what the process Megavalidation is named after.
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4 Experiments
In this section we check the performance of the system under certain conditions, and
try to adjust some of its parameters depending on the results we obtain. We have
divided the tests in two blocks: the first one compares the aging sections paradigm
with the no sections paradigm, the second one gathers a number of different exe-
cutions with varying parameters, in order to decide whether they are relevant or
not.
Both blocks of experiments are explained right after an overview of the data we
have used. Finally, all the results are discussed at the end of the section.
4.1 Used data
4.1.1 Cyprus matrix
The data we have been working with for training the models is a matrix of obser-
vations collected in five different Europe geographic areas. We will refer to it as
Cyprus matrix or Cyprus data, since it contains some samples from this country.
Professor Anicet Blanch from the Microbiology Department in Barcelona Univer-
sity has supplied this data to us, and it is the result of an expensive project called
TOFPSW (Tracking the origin of fecal pollution in surface water)[4].
The matrix contains exactly 103 training samples, and supply a total of 27
variables plus the class (the origin of the fecal pollution, specifying the type of
animal, not only human/not human). However, not all of them have been used but
a subset of 13, since the others have been proved to be unuseful for our purposes[5].
The following table shows all used variables with a short explanation of what
they measure:
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Type Label Description
Single FC Enumeration of fecal coliforms
FE Enumeration of fecal enterococci
CL Enumeration of clostridia
SOMCPH Enumeration of somatic coliphages
FRNAPH Enumeration of F-specific RNA bacterio-
phages
FRNAPH I % of genotype I of F-specific RNA bacterio-
phages
FRNAPH II % of genotype II of F-specific RNA bacterio-
phages
FRNAPH III % of genotype III of F-specific RNA bacte-
riophages
FRNAPH IV % of genotype IV of F-specific RNA bacte-
riophages
RYC2056 Enumeration of B. fragilis bacteriophages us-
ing the host strain RYC2056
GA17 Enumeration of B. fragilis bacteriophages us-
ing the new host strain B. thetaiotaomicron
GA17
HBSA Y Enumeration of sorbitol-fermenting bifi-
dobacteria
HBSA T Enumeration of total bifidobacteria
Derived FRNAPH I + FRNAPH IV Sum of the % of genotypes I and IV of F-
specific RNA bacteriophages
FRNAPH II + FRNAPH III Sum of the % of genotypes II and III of F-
specific RNA bacteriophages
SOMCPH/GA17 Ratio of the no. of somatic coliphages to that
of the new host strain B. thetaiotaomicron
GA17
FC/GA17 Ratio of the no. of fecal coliforms to that
of the new host strain B. thetaiotaomicron
GA17
FC/SOMCPH Ratio of the no. of fecal coliforms to that of
coliphages
FC/FE Ratio of the no. of fecal coliforms to that of
enterococci
SOMCPH/RYC2056 Ratio of the no. of somatic coliphages to
that of phages on the host strain B. fragilis
RYC2056
FC/RYC2056 Ratio of the no. of fecal coliforms to that of
phages on the host strain B. fragilis RYC2056
HBSA Y/HBSA T Ratio of the no. of sorbitol-fermenting bifi-
dobacteria to that of total bifidobacteria
Figure 3: Used variables
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4.1.2 Test sets
The Cyprus matrix comes together with two testing sets. We will call them Cyprus1
and Cyprus2:
• Cyprus1 consists of 15 observations and provides almost all the variables in the
training matrix. It is an unaged and undiluted, so it should be an relatively
easy challenge for the system.
• Cyprus2 also contains 15 observations, but it provides only 3 variables for
each of them: FC, SOMPCH and GA17. Since these samples are highly aged
and diluted, this test set seems quite more difficult than Cyprus1.
In addition to these two test sets, we have also been supplied a third one.
It contains 50 environmental observations from three catalan locations (15 from
Ridaura river, 32 from Abrera and 3 from Castell d’Aro), collected between 2004
and 2007. All 50 observations have a human source. The observations from Abrera
provide 3 variables: FC, SOMCPH and GA17, while the ones from Ridaura provide,
in addition of these 3, also RYC2056. Finally, all 3 observations from Castell d’Aro
inform FC, SOMCPH, GA17 and HBSA T, and two of them include information
from HBSA Y.
For obvious reasons, we will refer to this test set as environmental. The main
difficulty of this test set is the fact that its samples are also highly diluted and aged,
because they are taken from an open environment like for example a river bank.
Finally, as we have explained in the previous section, we are able to generate
synthetic test sets in the Megavalidation process with an arbitrary size, using the
Cyprus matrix as a starting point. For our purposes, we have fixed the size to 1000
observations, each of them providing between 2 and 5 variables, and randomly aged
and diluted.
With this test set we intend to massively check the performance of the software,
to get an objective feedback but always keeping in mind that the samples we are
testing do not come from real observations.
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4.2 Aging sections paradigm vs. No section paradigm
4.2.1 Description
The goal of this experiment is to decide whether it is worth it to spend the time
of training more than one bag of models or not. With the aging sections approach,
it is necessary to train a bag of models for each season and for each of the time
sections, since the aging coefficients depend on the season. If we assume that this
is not necessary, and use a unique model ensemble, we would divide the execution
time, in our case, by a factor of 14 (since we have discretized time in 7 sections and
are considering two seasons).
To see if having generated all the model bags traduces into a results leap, we
are going to predict the four test sets with both of the paradigms. To do so, it is
necessary that no other differences exist in both executions. For this purpose, the
following parameters will apply:
• The criterion to compute the cross-validation error for each one of the models
is the accuracy, as we have defined it: number of correct predictions
number of predictions
.
• The modified forward search will run with a maximum size and a number of
iterations of 5.
• The correction in the process of computing the aging regression coefficients
will be applied.
• To combine the predictions of several classifiers, the method of majority vote
will be used.
With equal parameter settings, we guarantee that the differences in the obtained
results will respond only to the way that samples to predict are handled. The first
execution will bring it to an aged but undiluted state, and then deliver the sample
to the corresponding section. The second execution, though, will both deage and
concentrate the sample, bringing it to an estimation of what it would be like at the
fresh point, and then supply it to the only model ensemble.
Since we have four test sets, this simmulation will provide eight pieces of infor-
mation, two for each of them, corresponding to the two executions.
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4.2.2 Results
First, we are going to give an efficiency insight into the generation of the models.
We have built 14 model ensembles for the aging sections paradigm (we consider two
seasons: winter and summer, and discretize the aging time in 7 sections), and only
one for the no sections paradigm. Thus, the generation of the models for the first
execution has taken 9 hours and 30 minutes, while the no sections paradigm’s
executions has lasted only a 14th part of this time, approximately 45 minutes.
Involving only the performance, the following table summarizes the results ob-
tained in both executions.
The first three sets are predicted exactly with the same precision by both ap-
proaches, while the Megavalidation set shows some minor differences. However,
they are not relevant enough to take them into account.
With the Cyprus first test we have obtained quite good results. Both executions
have made only one error out of 15 samples. This means that both testing errors are
6,67%. Nevertheless, this set contained non-diluted and zero time samples from
the laboratory, so good results were to expect.
The results of the Cyprus second test set have been dramatically poor. The error
of 66,67% corresponds to having predicted human class for all the 15 samples when
only 5 were from this source. This test set shows a strong bias of the models towards
predicting human class when samples are highly aged and/or diluted.
This bias also materializes in the environmental test set, but in this case, since all
samples have human origin, the error lowers to a 2%, only with one the prediction
is wrong. As a consequence of this bias, both this error and the previous 66,67%
are not reliable indicators of the performance of the software.
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The only test set to show differences between the two paradigms is the Megaval-
idation test set, since it contains 1000 test samples. This is also the first test set in
which not all the samples can be predicted, but they represent a small percentage
of the total. With this test set, we can still recognise the bias effect that pushes
models to predict human, but it is not so extreme as in the Cyprus 2 and the envi-
ronmental test sets. The test error in both approaches is around 26%. Moreover,
the number of human samples predicted incorrectly is quite small. This allows us
to accept that the system is reliable when it predicts animal origin.
The goal of this experiment was to compare, under the same configurations,
the aging sections and the no sections paradigms. As we have seen, although the
results are not of high quality, because of the detected bias towards human class,
both approaches have obtained the same or very similar performances.
The conclusion of this experiment is, thus, that the no sections paradigm can
actually replace the aging sections paradigm. The performance is almost equal, but
the execution time makes the difference. This reduced execution time allows us to
move on to the next experiment, iterating the execution with several configurations
of parameters to see which can contribute to get better results.
4.3 Parameter adjustment
4.3.1 Description
Once we have compared the two paradigms in the previous experiment, we want to
check some of the adjustable parameters to see which combinations yield the best
results. Obviously, we do not intend to get a winner combination, since it would
depend on the subjective expectations one would have from the system, but the
goal is to discover which configurations to use in every case.
Specifically, we will study a total of four parameters:
• The criterion used to calculate the cross validation error of a model. In par-
ticular, we have used two. The first one is what we have defined as accuracy
and the second one is the F-measure. As explained in the previous section,
the accuracy uses the natural definition of the cross validation error, since
it is number of correct predictions
number of predictions
. The F-measure, on the other hand, is a non-
symmetrical interpretation of the performance of a model. This means that
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it does not penalyze the same for misclassifying a human sample as for failing
the prediction of a non-human sample. More information about this criterion
can be found in the previous section.
• The number of iterations in the modified search algorithm, considering two
values: 5 or 10. Setting it to 10 will double the number of computed models
(and the execution time, approximately), and because of using the modified
algorithm, they will be able to predict a greater range of new samples. We
want to check if an improvement in the quality of the prediction is associated
with this parameter, too.
• We want to test the effect of the correction in the estimation of the age and the
dilution degree. It was performed by the last version but was not documented,
and in addition we have found some mathematical incongruences. All the
details can be found in the previous section, where the estimation of t∗ and
α∗ is explained, but we have been sceptical about it and want to know if it
really implies a difference in the results.
• The weighting of each of the models in the final decision of the predicted class.
We will test three methods: majority vote, error or squared error. With the
majority vote, all models will have the same weight at the decision. On the
contrary, with the other two methods, they will be different. As stated in the
previous chapter, we will use an error based weighting system and a squared
error based one.
Since we do not know the correlations between the effects of these four pa-
rameters, we are forced to test every single combination to get reliable results.
Therefore, we will have a total of 24 different configurations (corresponding to each
of the combinations of accuracy/F-measure, 5/10 iterations, perform the correction
or not performing it and majority vote/error/squared error).
Moreover, we will test each configuration with the four detailed test sets. Know-
ing their differences can help us to draw conclusions out of the results. Finally, for
the reasons explained in the previous experiment, and for the big number of model
ensembles to be computed, we will use the no sections paradigm.
For this experiment, we will train a total of 8 model ensembles. This corresponds
to all the combinations of the parameters excluding the weighting (majority vote,
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error or squared error), since this parameter affects only on how the outputs of the
models are combined, in the prediction phase. Each bag of models will be used
in 12 executions, corresponding to the three values the weighting can take and the
four test sets.
After the experiment is completed, we will have thus performed a total of 96
executions. They will be arranged in a convenient table so we can interpret them
easily.
4.3.2 Results
In the generation of the models, before predicting, we can see the first differences.
As expected, the total execution time for each of the 4 model ensembles using the
modified forward search algorithm with 5 iterations has been of around 45 minutes,
while the other 4, iterating 10 times, have taken 1 hour and 20 minutes. That
represents less than double time.
Moving on to the prediction results, truth is there is no big difference between
all these configurations. In fact, every single parameter combination has achieved
the same results with the three first test sets. A summary of the results will be
explained in this section, but the complete tables can be found in Appendix I.
For the Cyprus 1 test set, results have been quite good. All configurations have
missed only one sample. However, it is to say that undiluted and at zero time
samples were not a great challenge for the system. Here is the confusion matrix
that has been obtained for all of the 24 predictions of this test set:
As we can see, the system always presents a low error of 6,67% and is able to
make a prediction of all the samples.
Concerning Cyprus 2 test set, results are very different. The common confusion
matrix for all tested configurations of this test set is this one:
43
As we had already seen in the previous experiment, models present some bias
with highly aged and diluted samples towards predicting human origin. This bias
is responsible of predicting human class for all 15 samples, and this fact is what
increases the testing error up to 66,67%, since 10 out of the 15 samples are from
an animal origin.
The same reason that increases the test error in the previous test set lowers it
in the environmental test set to a 2%. This is so because all the 50 samples in this
test set are from human origin, and we cannot know if the prediction is correct due
to the good performance of the system or to the bias towards human class. The
table summarizing these results is the following:
Like the two Cyprus test sets, all configurations have been able to yield a pre-
diction for every sample.
Up to this point, we cannot draw any new conclusion about the system. All
the results with the first three test sets were as expected, and equal for every
combination of parameters, so we still do not know anything about the effect these
combinations have in the system. It seems, actually, according to the results with
these test sets, that the parameters we want to adjust have no effect on the final
performance. Moreover, the bias we have confirmed to have in this experiment is
a great problem because it seems that it is not possible to avoid it, no matter the
parameter configuration.
The results obtained with the Megavalidation test set do not contradict the
little information we have, but, as we will see, they smooth the final conclusions
by proving that the bias is not, in fact, an completely unmanageable effect, and
by giving a more acceptable estimation of the error we could get in an arbitrary
situation, using 1000 samples to do it.
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Indeed, for all configurations this test set attains different results. Although the
full results can be found in Appendix 1, the following table summarizes the test
error with each of the configurations:
The following bubble chart has also been generated. It provides the same infor-
mation but helps visually interpreting the numbers as ball sizes:
As a remark, the bubble chart represents the errors truncated by 20. What this
does is enlarging the differences between the error values, and has been done to
easily see which balls are smaller. Otherwise, bubbles would have had similar size
and so the chart would not help at all.
Analysing each parameter separately we see that, for example, the number of
iterations is a relevant factor in the prediction of the samples’ performance. As we
see, all errors from the first column lower when moving to the second, and the same
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occurs with the third and fourth columns. In fact, the error lowers 2,36 percentage
points, on average, from the 5 iterations to the 10 iterations algorithm.
The same occurs with the correction. To see it, we have just to focus on how
errors lower from the first column to the third, and from the second to the fourth.
The amount of reduction is also similar, it represents an averaged difference of 2,79
percentage points. In this case, though, we have to consider that Megavalidation
test data is built using the aging regression coefficients, which are the ones being
corrected or not. Therefore, two 1000 observation test sets have been generated:
one using corrected coefficients and the other using the raw ones. To be honest
with every model ensemble, the corrected Megavalidation data has been supplied
to the models generated with correction, and the raw Megavalidation data has been
used with the models without correction. This fact adds an unavoidable source of
randomness, but the results still hold: there is no point on performing this correction
to the aging coefficients.
With the criterion used to compute the error for each of the models, there is
no clear advantage neither for accuracy nor for F-measure. We can observe that
there is no evident pattern moving from the first row to the fourth, from the second
to the fifth, or from the third to the sixth. Some errors increase but some errors
decrease, and although averaged errors give a small advantage to accuracy, with a
difference of 0,67 percentage points, we can conclude that this is not a relevant
parameter to adjust, at least concerning the test error.
Finally, with regard to the weighting system, the three values have showed a
very similar performance, and no big differences have been found. In the chart,
this corresponds to comparing the first three to the last three rows. As before, we
cannot stablish any correlation with this parameter and the error. This may be due
to the fact that, although a number of models are generated, only the ones with
better performances are taken into account in the prediction. Since these models
have very low errors, the difference between them is very small, and so the weights
are also very close. These makes that all the three weighting systems behave the
same way, or equivalently, that they suppose no difference into the results.
In addition to the test error, we also want to make an overview of the number of
predicted samples in each of the configurations. In the first three sets, all samples
have been predicted, but so is not in the Megavalidation test set. The following list
shows the total number of samples the system has been able to predict out of 1000:
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As expected, the only parameter that influences the number of predicted samples
is the number of iterations. This is quite logical, since the more models we have in
the ensemble, the more probable that any of them is able to make a prediction of a
new sample. The other parameters do not follow any pattern, with this variable.
Last, we wanted to see how the bias towards human behaves with the different
configurations. As an indicator of this effect, we have used the ratio
#{animal samples predicted as human}
#{incorrectly predicted samples}
The results can be interepreted in the following table:
We have also represented this information with another bubble chart, this time
truncated at 75, for a better recognition of the differences:
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Again, the only parameter that makes the difference is the number of iterations.
The bias is reduced by 11,49 percentage points on average. This effect, combined
with the error reduction and the increase of predicted samples, makes the ratio
#{animal samples predicted as human}
#{all samples}
drop from a 23,03% to a 18,26%.
This proves that, although always present, the bias towards predicting human
origin can be relaxed through the number of iterations in the models.
4.4 Discussion
Once we have performed the experiments and studied the results, as well as their
implications, we want to close this section giving a general overview about them, the
system and its performance compared also to the previous versions of ICHNAEA.
In experiment one, we have compared the aging sections paradigm versus the
no sections paradigm, concluding that the first one, while using a lot more time to
build the models, does not imply any improvement at all with respect to the second.
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In addition, we have detected a bias in the models towards predicting human class
in both paradigms.
Experiment two has been more illustrative. In addition to confirm the results
in experiment 1, it has also showed that from the four parameters adjusted, two of
them are irrelevant: the weighting system (majority vote, error or squared error)
and the error criterion (accuracy or F-measure).
The number of iterations has been the most relevant parameter, for it has not
only decreased the average error, but also has diminished the effect of the bias of
the models substantially and has been able to predict the maximum number of
samples.
Finally, in relation to the correction applied to the aging regression coefficients,
we have proved it to be useless. Even obtaining the same results with or without
correction we would have considered it inappropriate for the system, but not only
correction has not attained better results that raw regression coefficients, but they
have been worse.
In comparison to ICHNAEA 1.0, the main difference in results is the bias of the
models towards human class. Analysing each test set individually, the Cyprus 1
has been predicted identically by both systems. The introduced bias has made the
prediction of the Cyprus 2 test set worse but the prediction of the environmental
test set better. Considering the Megavalidation test set, the massive test set with
1000 samples, the best achieved error with ICHNAEA 2.0 is of 20,90%, while the
error with ICHNAEA 1.0 was of 19,19%.
On the other hand, the big difference between both systems is related with
execution time. To achieve the explained results, ICHNAEA 1.0 took 5 days
approximately to generate the models, while ICHNAEA 2.0, with the combination of
parameters that have yielded the lowest error, only takes 1 hour and 20 minutes
for this purpose. Therefore, the execution time has been reduced by a factor of 90.
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5 Conclusions
5.1 Planification and cost
This project has been finished in approximately a year. The following Gantt chart
shows the distribution of time for each one of the goals, as well as for the writing
of this document:
Although the progress of the project has not been strictly linear, because some-
times tasks would merge, the durations in the chart are a good indicator of the time
spent for each one of them.
As we see, the most time consuming tasks have been the implementation and
deployment and the revision and testing of the software, and both could not be
started before some other tasks. Specially, we want to remark the development of
the solutions to fix the drawbacks of the software.
In relation to the theoretical cost the project would have, we have divided the
work in two blocks: tasks performed by an analyst and tasks performed by a de-
veloper. Basically, the first tasks in the chart would have been performed by the
first, as well as the extraction of conclusions. In fact, we have considered only the
implementation and deployment and the revision and testing tasks to be performed
by a developer.
Therefore, taking into account an estimation of the total hours invested on the
project, about 350, we can make an estimation of the cost the project would have
had:
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Position Work load Hours Cost (EUR/hour) Cost(EUR)
Analyst 45% 157,5 40 6.300
Developer 55% 192,5 30 5.775
Total 100% 350 12.075
Including also the computer maintenance, the electricity and other minor con-
cepts, a total of 12.500 EUR becomes the final cost of the project.
Note that we have not included the cost of any software, since all work has been
done under Linux, R and other free platforms.
5.2 User’s guide
The software has been developed with the statistical package R[8]. This is so because
this project represents the continuation of a previous system, which was written in
this language, and so we avoided rewriting the whole application from scratch.
The software contains a total of 9 R scripts. Four of them are conceived for
running them directly, the remaining five act as libraries, since they contain a
number of calls or variables to be used. The following list details each one of them
(* means executable):
• constants.R: Contains some constants used all over the system. All config-
urable parameters can be modified here.
• data_reader.R: Defines the functions needed to read any of the data from csv
files.
• data_processor.R: The functions provided here are used to logarithmize the
data and to create the derived variables.
• aging.R: Everything related to aging is in this file. From computing the linear
regression coefficients of the aging process to the estimation of the age time.
• models.R: Contains all the functions to generate the prediction models, as
well as to perform the feature selection process.
• megavalidation.R* : This file, when sourced, generates the synthetic test data
named Megavalidation and stores it for later use.
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• dataset_building.R* : This script loads the data matrix and computes the
aging regression coefficients, and saves them as an Rdata object.
• models_building.R* : The most time consuming script is this, since its task
is to perform the feature selection process and generate the corresponding
models.
• testing.R* : This file loads one of the test sets and proceeds to make a pre-
diction for each of its observations. Finally, it produces a summary of the
results.
The usage is very simple. First, the configuration parameters have to be set up
in constants.R. Then, the data matrix has to be loaded sourcing dataset_building.R.
This also generates the aging regression coefficients. After that, prediction models
have to be generated by running models_building.R. Finally, to test them on any
test set, just an execution of testing.R is needed.
5.3 Extensions and future work
The conditions in which ICHNAEA is after the project are proper to add some new
modifications to try to improve the system. Given the results of the experiments,
we know that some of the applied changes are not necessary, as for example the
correction in the aging coefficients or the use of F-measure to replace accuracy.
On the other hand, we have proven some modifications to be worth it. The
algorithm change in the feature selection process is an example.
There are a few aspects yet to be improved. Here we explain some of them:
• Bias of the models: As we have seen, models have presented certain bias
towards predicting human class more often than animal class. This is a clear
improvement point.
• Design an analysis studying the performance of each model family separately.
At the moment, all models are mixed and there may exist useless families that
do not help on predicting at all.
• Study the possibility of adding some new families of models, and check if they
improve the global performance of the software.
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• Improve the estimation of the dilution degree and the age time of a sample.
An idea is to use, instead of a finite set of seasons (summer and winter in this
case), the date of extraction of the sample, which is not expensive to measure,
and is much more precise than the season.
• Add to the system a 10-times 10-fold cross validation, since now it only uses
1-time 10-fold cross validation. It traduces roughly to executing each model
10 times and averaging the error to minimize the effect of randomness.
• Convert the predictions of models from a unique value to a probability distri-
bution, and then combine these probabilities in some smart way.
As we can appreciate, far from ending at this point, this project can be extended
as much as needed, always looking for better results adding profitable corrections
or completely new paradigms.
5.4 Final conclusions
To close the project, we are going to review the goals defined at the introduction
and explain what has been done to accomplish them. In general, we can consider
that we have satisfied almost all of them.
• Acquisition of new knowledge involving combination of prediction models
In particular, and in addition to the knowledge acquired in the Data Mining
course, a specific book[1] about combining classifiers has been read, to get some
ideas about the modifications that could have been done.
• Analysis of the received software and the MST problem itself
The Master Thesis where ICHNAEA 1.0 is explained has also been studied. In
addition, diagrams of all the received software have been created. The differences
between both systems have been detected.
• Detection of drawbacks and improvement opportunities. Development, imple-
mentation and deployment of solutions for this problems. In particular, some
were already detected:
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– Improvement of the estimation of the sample’s age and dilution degree
– Development of an algorithm to replace the blind search in the feature
selection process
In relation to the estimation of the age and dilution degree, two changes have
been tested. The first one is to make two predictions and keep the one which
yielded more confident results. The second is to eliminate the correction that was
performed, and this has been proven effective in the second experiment.
The algorithm replacement in feature selection has been a great success. The
modified forward search algorithm has been developed, achieving a performance
close to the prior and dividing the execution time by a factor of 90.
Not only these changes have been made effective, as explained in section 3. A
new paradigm has been used: we have moved from aging sections to no sections.
The weighting system in the combination of the models has been extended to three:
majority vote, error or squared error. Also the criterion to compute the performance
of a model has been modified, since the F-measure has been introduced. Moreover,
new model families have been added: Naive Bayes and Relevance Vector Machines.
Finally, other minor changes have also been performed, such as removing the lower
boundary for a variable when aging or diluting it.
• Revision and testing of the software and extraction of the final conclusions
about the performance of the system
Once the software has been free of errors, two experiments have been designed
and executed. Both experiments try to compare different configurations of the
system. The first one confirms that using the aging sections approach results are
not better than using no sections, even when its execution time is 14 times higher.
The second experiment is more complex than the first, since we do not compare
one value of a parameter against another, but compare 3 binary parameters and
one ternary. So, a total of 96 executions had to be done. Moreover, the experiment
does not only focus on the test error but also on other information as the number
of predicted samples or the bias of the models.
After having the experiment results, the discussion section in chapter 4 is de-
voted to analyse them deeply and draw specific conclusions.
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• Definition of the future work based on the conclusions
The previous section in this chapter gives an insight on this topic, explaining
that much more can be done to improve the software, by proposing new techniques,
testing them and concluding whether they are useful or not.
• Improvement of the personal performance and knowledge of the statistical
package R
Finally, this goal is fully achieved, since all the implementation of the system
has been done in R. In particular, some of the used packages have been ipred, class,
kernlab and rvmbinary, and a lot of other core functions have been used.
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A Appendix I: Results of Experiment #2
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