Terminal-state tracking optimal control problems for linear parabolic equations are studied in this paper. The control objectives are to track a desired terminal state and the control is of the distributed type. Explicit solution formulae for the optimal control problems are derived in the form of eigen series. Pointwise-in-time L 2 norm estimates for the optimal solutions are obtained and approximate controllability results are established. Exact controllability is shown when the target state vanishes on the boundary of the spatial domain. One-dimensional computational results are presented which illustrate the terminal-state tracking properties for the solutions expressed by the series formulae.  2005 Elsevier Inc. All rights reserved.
Introduction
In this paper we study terminal-state tracking optimal control problems for a linear second order parabolic partial differential equation (PDE) defined over the time interval [0, T ] ⊂ [0, ∞) and on a bounded, C 2 (or convex) spatial domain Ω ⊂ R d , d = 1, 2 or 3. Let a target function W ∈ L 2 (Ω) and an initial condition w ∈ L 2 (Ω) be given and let f ∈ L 2 ((0, T ) × Ω) denote the distributed control. The optimal control problems we study are to minimize the terminal-state tracking functional
(where γ is a positive constant and F is a given reference function) subject to the parabolic PDE In (1.3), A(x) is a symmetric matrix-valued, C 1 (Ω) function that is uniformly positive definite. Similar optimal control problems have been studied in the literature from different aspects or in different settings. For instance, in [15] the existence and regularity of an optimal solution was studied; in [2] the connection between optimal solutions and controllability was examined, and in [22] eigen series solutions were studied wherein the control f was assumed to belong to a bounded set in L 2 ((0, T ) × Ω) (due to the boundedness constraint the tracking functional of [22] did not contain the term involving f ). Both optimal control problems and controllability problems are studied in this paper. Our main achievements concerning optimal control problems include: the introduction of an F in (1.2) that results in an optimal solution that approaches the target more effectively (even for t T and moderate parameter γ ); the derivation and justification of explicit eigen series solution formulae for optimal solutions; pointwise-in-time estimates for optimal solutions and the approximately controllability properties for the optimal solutions. A distinctive feature of this work is that the desired terminal-state W and the admissible state u are allowed to have nonmatching boundary conditions, though the reference function F need be suitably chosen in the formulation of cost functional (1.2) (the details about the choice of F will be revealed in Section 2).
Terminal-state tracking problems are optimal control problems in their own right. They are also closely related to approximate and exact controllability problems which were studied in, among others, [1] [2] [3] [4] [5] [7] [8] [9] [10] [11] [12] [13] [14] [17] [18] [19] [20] . As mentioned in the foregoing the boundary value for the target state W may be nonzero so that the parabolic problem (1.3)-(1.5) in general is not exactly controllable when the solution for (1.3)-(1.5) is defined in the standard weak sense (see [6] ). Contributions of this paper on controllability consist of the proof of approximate controllability when the target state has an inhomogeneous boundary value and the derivation of explicit series solution formulae for the exact controllability problem when the target state vanishes on the boundary.
In Section 2 we formulate the optimal control problems and controllability problems in an appropriate mathematical framework. In Section 3 we review and establish certain results concerning eigen functions expansions for both spatial and temporal-spatial functions. In Section 4 we derive explicit eigen series solution formulae for the optimal control problems. In Section 5 we derive pointwise-in-time estimates for the optimal solutions and show that as the parameter γ → 0, the optimal solutions at the terminal time T approach the target state W . In Section 6 we justify eigen series solution formulae for the exact controllability problem by assuming homogeneous boundary values for the target state. In Section 7 we present some one-dimensional computational results that illustrate the terminal-state tracking properties for the solutions expressed by the series formulae of Section 4.
Formulation of optimal control and controllability problems
Throughout we freely make use of standard Sobolev space notations H m (Ω) and H 1 0 (Ω). We denote the norm for Sobolev space
We will need the temporal-spatial function space
A temporal-spatial function v(t, x) often will be simply written as v(t). Functional (1.1) can be written as
Regarding functional (1.2) the idea for constructing the reference function F is that we first choose a reference function U(t, x) satisfying U(T , x) = W (i.e., U is a given path that reaches W at time T ) and then set
However, W (and thus U ) in general does not vanish on the boundary. The series method to be studied in this paper will involve eigen series expressions for reference functions F and U . The validity of these expressions require U to vanish on the boundary. To resolve this difficulty we choose the reference function F = F (γ ) (which is dependent of γ ) as fol-lows. We first choose a one-parameter set of functions
, then we may simply choose W (γ ) = W that is independent of γ . In general, W has an inhomogeneous boundary condition and W (γ ) approximates W in the L 2 (Ω) sense.) Next, for each given γ > 0, we choose a function V (γ ) (t, x) that satisfies 
We also assume
The choices of a V (γ ) that satisfies (2.3)-(2.5) are certainly nonvacuous, e.g., the steady-
is a particular and convenient choice. Here we allow for more general choices of such a path V (γ ) (t, ·) than the steady-state one. The reference function F is now defined by
Functional (1.2) may be written
The solution to the constraint equations (1.3)-(1.5) is understood in the following weak sense.
) and w ∈ L 2 (Ω) be given. u is said to be a solution of (1.
, and u satisfies [6] .
An admissible element for the optimal control problem is a pair (u, f ) that satisfies the initial boundary value problem (2.8). The precise definition is given as follow.
, and (u, f ) satisfies Eq. (2.8). The set of all admissible elements is denoted by V ad ((0, T ), w) or simply V ad .
The optimal control problems we study can be concisely stated as:
where the functional J is defined by (2.1);
where the functional K is defined by (2.7).
The existence and uniqueness of optimal solutions for (OP1) and (OP2) follow from classical optimal control theories (see, e.g., [15] ):
The approximate and exact controllability problems are formulated as follows:
Of course, exact controllability, whenever it holds, implies approximate controllability. In particular, if w and W belong to H 1 0 (Ω), then the exact controllability holds. 
where · 1/2,∂Ω denotes the norm for the Sobolev space H 1/2 (∂Ω). Thus, W ∈ H 1 0 (Ω). Conversely, assume that W ∈ H 1 0 (Ω). Letũ be a function satisfying [6] ) for the parabolic problem
Likewise, there exists aũ satisfying
Remark. The exact controllability result of [2, Theorem 3.7] was stated imprecisely. The proof of that theorem, in fact, required the target state to have the homogeneous boundary condition.
Results concerning eigen function expansions
The main objective of this paper is to find explicit solution formulae, expressed in terms of eigen-function expansions, for optimal control problems (OP1) and (OP2) and for controllability problem (EX-CON). In this section we will review some properties for the eigen pairs and eigen function expansions.
We recall the following lemma (see [6, Theorem 1, p. 335]).
Lemma 3.1. The set Λ of all eigen values for the elliptic operator
− div(A(x)∇) may be written Λ = {λ i } ∞ i=1 ⊂ R where 0 < λ 1 λ 2 λ 3 · · · and λ i → ∞ as i → ∞.
Furthermore, there exists a set of corresponding eigen functions {e
In the sequel we let {(λ i , e i )} ∞ i=1 denote a set of eigen pairs as stated in Lemma 3.1.
Lemma 3.2. The set {e
forms an orthonormal basis of H 1 0 (Ω) with respect to the inner product
The set
Proof. 
)). 2
Based on Lemmas 3.1 and 3.2 we may establish the following characterizations of
Then the following statements are equivalent:
Proof. We first prove (i) implies (ii). But this follows from [6, Theorem 1, p. 335; steps 2 and 3, p. 337].
We next prove (ii) implies (iii).
Finally, we prove (iii) implies (i). Assume that
We note that the definition of the eigen pairs implies 
Similar arguments yield the following characterizations of
The main results of this section are the two theorems below concerning term-by-term differentiations of eigen series for functions in 
Proof. We first note the continuous embedding
and the boundary condition
, we may write
so that each v j ∈ L 2 (0, T ). Using Lemma 3.5 we have that
. . . Substituting series expressions for u and u t into the last equation and using the L 2 (Ω) orthonormality of {e i } we obtain
so that v j = u j for j = 1, 2, . . . . This proves (3.5).
Since
i.e., (3.6) holds. From (3.6) we obtain
Adding up (3.7) and (3.8) and applying the Monotone Convergence theorem we arrive at (3.3). 2
Theorem 3.7. Assume that the set of functions {u i (t)}
Then the function u formally defined by
11)
and
Proof. We note that (3.13) in the sense of Definition 2.1. Regularity for parabolic PDEs impliesũ ∈ H 2,1 ((0, T )× Ω).
Employing Theorem 3.6 we havẽ
Thus, we may write (3.13) in the series form 
. Also, Eqs. (3.14) and (3.15) yield (3.11) and (3.12). 2
Solutions of the optimal control problems
We express all functions involved as L 2 (Ω)-convergent series of {e i }:
We work out below an explicit formula for the optimal solution of (OP1) expressed as a series of eigen functions {e i }. (For the existence of optimal solutions, see Theorem 2.3.) 
Thus we may rewrite the constraint equations (2.8) as
so that for each i,
The functional J also can be written in the series form
The optimal control problem (OP1) is recast into:
( OP1) minimize functional (4.4) subject to the constraints (4.3) for all i = 1, 2, . . . .
Since the constraint equations are fully uncoupled for each i, the optimal control problem (Õ P1) is equivalent to:
The pair (û,f ) = (
To solve the constrained minimization problem (Õ P1 i ) we introduce a Lagrange multiplier ξ i and form the Lagrangian
By taking variations of the Lagrangian with respect to ξ i , u i and f i , respectively, we obtain an optimality system which consists of (4.3),
We proceed to solve for (û i ,f i ) from the optimality system formed by (4.3), (4.5) and (4.6). By eliminating ξ i from (4.5)-(4.6) we have
Combining (4.7) and (4.3) we arrive at a second order ordinary differential equation with initial and terminal conditions:
The general solution to this differential equation is
The initial and terminal conditions yield:
T γ W i . Solving for C 1 and C 2 and then plugging them into the general solution we find the formula for the solutionû i to (4.8) and that formula is precisely (4.2). Hence, the solution to (OP1) is expressed by (4 
.1)-(4.2). 2
Similarly, we may derive an explicit formula for the optimal solution of (OP2).
Theorem 4.2. Assume that w ∈ H
T (e λ i t − e −λ i t ) 2λ i γ e λ i T + T e λ i T − T e −λ i T .
(4.10)
Proof. As in the proof of Theorem 4.1 we may write the constraint equations as
To simplify the notation we drop the superscript (·) (γ ) and write V in place of V (γ ) . Since V ∈ H 2,1 ((0, T ) × Ω), we are justified by Theorem 3.6 to express (2.6) in the series form
so that
The functional K also can be written in the series form
The optimal control problem (OP2) is recast into:
( OP2) minimize functional (4.13) subject to the constraints (4.11) for all i = 1, 2, . . . .
Since the constraint equations are fully uncoupled for each i, the optimal control problem ( OP2) is equivalent to: 
t)e i (x)) is the solution for (OP2) if and only if (û i ,f i ) is the solution for ( OP2 i ) for every i.
To solve the constrained minimization problem ( OP2 i ) we introduce a Lagrange multiplier ξ i and form the Lagrangian
t)ξ i (t) − λ i u i (t)ξ i (t) + f i (t)ξ i (t) dt.
By taking variations of the Lagrangian with respect to ξ i , u i and f i , respectively, we obtain an optimality system which consists of (4.11),
ξ i (t) − λ i ξ i (t) = 0 in (0, T ), ξ i (T ) = T u i (T ) − W i (4.14) and ξ i (t) = −γ f i (t) − V i (t) − λ i V i (t) in (0, T ). (4.15)
We proceed to solve for (û i ,f i ) from the optimality system formed by (4.11), (4.14) and (4.15). By eliminating ξ i from (4.14)-(4.15) we have
Combining (4.16) and (4.11) we arrive at a second order ordinary differential equation with initial and terminal conditions:
Evidently, V i (t) is a particular solution of this differential equation so that the general solution is
Solving for C 1 and C 2 and then plugging them into the general solution we find formula (4.10) for the solutionû i to (4.17) . Hence, the solution to (OP2) is expressed by (4.9). 2
Remark. In order for series expressions (4.12) to be valid,
. This is precisely the reason for choosing W (γ ) ∈ H 2 (Ω) ∩ H 1 0 (Ω) that approximates W so as to define V and F .
Remark. As in the proof of Theorem 6.1 we may verify that the optimal solutionû given by (4.1)-(4.2) or (4.9)-(4.10) indeed belongs to H 2,1 ((0, T ) × Ω) and satisfiesû = 0 on (0, T ) × ∂Ω.
Dynamics of the optimal control solutions
In this section we will derive pointwise-in-time estimates for û(t) − W 0 (in the case of (OP1)) or û(t) − V (γ ) (t) 0 (in the case of (OP2)) whereû is the optimal solution for (OP1) or (OP2). The derivation will be based on the explicit solution formulae that were expressed as series of eigen functions {e i }. We recall that
Lemma 5.1. Let λ > 0 be given. Then 2λt e λt − e −λt e λT − e −λT for all t ∈ [0, T ].
Proof. The right inequality follows from the fact that the function g(t) ≡ e λt − e −λt is increasing on [0, T ] (as g (t) 0). The left inequality can be proved by the power series expression for exponential functions:
This completes the proof. 2
and for every integer n 1,
Furthermore, the optimal solutionû as a function of the parameter γ satisfies the approximate controllability property lim γ →0 û(T ) − W 0 = 0.
Proof. Let t ∈ [0, T ] be given. Using solution formulae (4.1)-(4.2) and adding/subtracting terms we have:
Applying the inequality | so that (5.1) holds. Using formulae (4.1)-(4.2) with t = T we have, for each integer n 1,
Using Lemma 5.1 we have
Combining (5.4) and (5.5) we arrive at (5.2). It remains to prove lim γ →0 û(T ) − W 0 = 0. Let > 0 be given. There exists an n such that
Holding this n fixed, we may choose a γ 0 such that
Thus, we obtain from (5.
We may similarly derive a pointwise-in-time L 2 (Ω) estimate for the solution of (OP2). 6) and
Theorem 5.3. Assume that
If, in addition, hypotheses (2.2), (2.4) and (2.5) hold, then the optimal solutionû as a function of the parameter γ satisfies lim γ →0 û(T ) − W 0 = 0.
Proof. Using solution formulae (4.9)-(4.10) and writing V in place of V (γ ) (for notation brevity) we obtain:
i.e., (5.6) holds. Setting t = T in (5.8) and using (5.5) we have
This proves (5.7). The relation lim γ →0 û(T ) − W 0 = 0 follows easily from the triangle inequality
estimate (5.7) and assumption (2.2). 2
The particular choice of V (γ ) (t) ≡ W (γ ) satisfies (2.3)-(2.5). Thus Theorem 5.3 yields the following result.
Corollary 5.4. Assume that
Moreover, the optimal solutionû as a function of γ satisfies lim γ →0 û(T ) − W 0 = 0. 
Moreover, the optimal solutionû as a function of γ satisfies lim γ →0 û(T ) − W 0 = 0.
Solutions to the exact controllability problem
Recall that the exact controllability problem (EX-CON) is solvable if w ∈ H 1 0 (Ω) and W ∈ H 1 0 (Ω). Formally setting γ = 0 in (4.2) and (4.10) we expect to obtain solution formulae for the exact controllability problem (EX-CON). But these formulae needs justification as infinite series functions are involved. We first examine the solution obtained by setting γ = 0 in (4.2). We proceed to verify the assumptions of Theorem 3.7. Lemma 3.3 and the assumptions w,
Since u i (0) = w i , we obviously have
∀i.
From (6.1) and the last inequality we have
Combining (6.4) and (6.3) we arrive at Note that e λ i t + e −λ i t 2e λ i t so that estimations similar to those of (6.4) lead us to
Thus we have verified all assumptions of Theorem 3.7. Using that theorem we conclude that u ∈ H 2,1 ((0, T ) × Ω), u = 0 on (0, T ) × ∂Ω, and
By a comparison of the last relation with (6.2) we deduce
Hence, the pair (u, f ) is indeed a solution to (EX-CON). 2
, then by choosing V (γ ) ≡ W and setting γ = 0 in formula (4.10) we obtain another solution for the exact controllability problem (EX-CON). The proof of the following theorem is similar to that of Theorem 6.1 and is omitted. 
Theorem 6.2. Assume that
w ∈ H 1 0 (Ω) and W ∈ H 2 (Ω) ∩ H 1 0 (Ω). Then the functions u(t, x) = ∞ i=1 u i (t)e i (x) and f (t, x) = ∞ i=1 f i (t)e i (x),
One-dimensional numerical simulations
In one space dimension the eigen pairs {e i } are well known so that optimal solutions for (OP1) and (OP2) can be computed from series solution formulae (4.1)-(4.2) or (4.9)-(4.10), respectively.
The one-dimensional constraint equations are defined on the spatial interval Ω = (0, 1):
The eigen pairs
It is well known that 
Given a target function
We consider two sets of data (the initial condition w, the target function W and the terminal time T ): For each data set we solve (OP1) by series solution formulae (4.1)-(4.2). In each case we vary the parameter γ and plot the optimal solutionû at the terminal time T (the " * " curve) versus the target function W (the "−" curve). See Figs. 1 and 3 .
For each data set we solve (OP2) by series solution formulae (4.9)-(4.10). In the case of Data I, we choose As in the case of (OP1), for each data set we vary the parameter γ and plot the optimal solutionû for (OP2) at the terminal time T (the " * " curve) versus the target function W (the "−" curve). See the first row of plots in Figs. 2 and 4. Note that unlike in the case of (OP1), the optimal solutionû(T ) for (OP2) matches W very well even for γ = 1. This phenomena is expected from Corollaries 5.4 and 5.5. Moreover, in the case of (OP2), we again from Corollaries 5.4 and 5.5 anticipate optimal solutionû(t) to yield good matching to W even for moderate γ and t T . When γ = 1, we plot some snapshots of the optimal solutionû (the " * " curve) versus the target function W (the "−" curve). See the second row of plots in Figs. 2 and 4 .
For Data I the admissible state and the target state have matching boundary conditions (both have homogeneous boundary conditions). For Data II the admissible state and the target function have nonmatching boundary conditions. For both data sets and for sufficiently small γ , the optimal solutions expressed by the series formulae did a good job of tracking the target functions in the interior at the terminal time T , as predicted by Theorems 5.2 and 5.3. The optimal solutions of (OP2) furnish good matchings to the target state even for moderate γ and t T , as predicted by Corollaries 5.4 and 5.5.
