We present the first chemical analysis of stars on the double subgiant branch (SGB) of the globular cluster NGC 1851. We obtained 48 Magellan IMACS spectra of subgiants and fainter stars covering the spectral region between 3650-6750Å, to derive C and N abundances from the spectral features at 4300Å (G-band) and at ∼ 3883Å (CN). We added to our sample ∼ 45 unvevolved stars previously observed with FORS2 at the VLT. These two datasets were homogeneously reduced and analyzed. We derived abundances of C and N for a total of 64 stars and found considerable star-to-star variations in both [C/H] and [N/H] at all luminosities extending to the red giant branch (RGB) base (V∼ 18.9). These abundances appear to be strongly anticorrelated, as would be expected from the CN-cycle enrichment, but we did not detect any bimodality in the C or N content. We used HST and ground-based photometry to select two groups of faint-and bright-SGB stars from the visual and Strömgren color-magnitude diagrams. Significant variations in the carbon and nitrogen abundances are present among stars of each group, which indicates that each SGB hosts multiple subgenerations of stars. Bright-and faint-SGB stars differ in the total C+N content, where the fainter SGB have about 2.5 times the C+N content of the brighter ones. Coupling our results with literature photometric data and abundance determinations from high-resolution studies, we identify the fainter SGB with the red-RGB population, which also should be richer on average in Ba and other s-process elements, as well as in Na and N, when compared to brighter SGB and the blue-RGB population.
Introduction
In the last years, both spectroscopic and photometric evidence has shown that globular clusters (GCs) cannot any longer be considered to be a simple stellar population, because selfenrichment is a common feature among them. While the detection of significant scatter in iron and/or n-capture elements associated to s-process is limited to a few clusters (e.g., Hesser et al. 1982; Yong & Grundahl 2008; Marino et al. 2009 ), star-to-star variations in abundances of the light elements (C, N, O, Na, Mg, Al), have been observed in stars of all evolutionary phases in the majority of GCs (e.g., Martell 2011; Pancino et al. 2010; Kraft 1979; Ramírez & Cohen 2003; Kayser et al. 2008; Carretta et al. 2009 ).
These variations manifest themselves through correlations and anticorrelations, the signature of high-temperature proton ⋆ Based on observations taken with the 6.5 meter Magellan Telescope at Las Campanas Observatory, Chile and with the Very Large Telescope at ESO La Silla Paranal Observatory, Chile, fusion cycles that have processed C and O into N, Ne into Na and Mg to Al. The temperatures required to convert Ne into Na are on the order of T ∼ ×10 7 K and these are not reached in ≤0.8M ⊙ GC dwarfs, which, furthermore do not posses a deep convective layer. The generally accepted explanation is that these stars were born with the observed CNONa abundance patterns. Intermediate-mass asymptotic giant branch (AGB) stars, fast rotating massive stars, or massive interactive binaries have been proposed as sources of the necessary pollution of the intra cluster medium (ICM) before the second-generation stars were formed (see, e.g. D 'Antona & Ventura 2007; Decressin et al. 2007; de Mink et al. 2009 ).
Star-to-star variations in light-and alpha-element abundances, age, and metallicity can determine multimodal or broad sequences in the CMD. Complex structures along the main sequence (MS), subgiant branch (SGB), red giant branch (RGB) or horizontal branch (HB) within some galactic or extra-galactic GCs (e.g., Pancino et al. 2000; Bedin et al. 2004; Sollima et al. 2007; Piotto et al. 2007; Marino et al. 2008; Milone et al. 2010; Lardo et al. 2011 ; to name a few), unambiguously indicate that GCs host two or more generations of stars.
NGC 1851 is one of the most intriguing clusters with multiple stellar populations. It exhibits a double SGB, with the faint component made of ∼35% of stars (Milone et al. 2008, hereafter M08) . If age is the sole cause, then the SGB split is consistent with two stellar groups with an age difference of ∼1 Gyr. As an alternative, the two SGBs could be nearly coeval but with a different C+N+O content Ventura et al. 2009 ). The HB is also bimodal, with about ∼35% of HB stars on the blue side of the instability strip. Both the HB and the MS morphology leave no room for strong helium variations D'Antona et al. 2009 ). Nor is the RGB consistent with a simple stellar population (Grundahl et al. 1999; Calamida et al. 2007 ). Lee et al. (2009) and Han et al. (2009) pointed out two distinct RGB evolutionary sequences, using Strömgren Ca uvby photometry, and proposed that the split might be attributed to differences in calcium abundance.
Many spectroscopic studies have been dedicated to RGB stars in NGC 1851. Almost 30 years ago, Hesser et al. (1982) noticed three out of eight bright-RGB stars with anomalously strong CN bands and with enhanced Sr and Ba lines. More recently, Yong & Grundahl (2008) analyzed UVES spectra of eight giants. Their analysis revealed that star-to-star abundance variations of O, Na, and Al with a clear anticorrelation of O and Na also exist in this cluster, and the amplitude of these variations is comparable with those found in clusters of the same metallicity. More interestingly, they argued for the presence of two different populations in this cluster, characterized by significant differences in the the light s-process element Zr and the heavy s-process element La. Yong et al. (2009) and Yong et al. (in preparation) found a wide spread in the abundance sum C+N+O (while a constant sum of C+N+O was derived by Villanova et al. 2010 from the abundance analysis of 15 RGB stars); with the CNO-rich stars being also enhanced in Zr and La. Yong and collaborators associated the group of CNO-rich s-rich stars to the progeny of the faint-SGB and suggested that intermediate-mass AGB stars might have contributed to the enrichment of the intra cluster medium (ICM) before the formation of the second generation of stars. Interestingly, both the s-rich and the s-poor groups exhibit their own Na-O anticorrelation, which suggests that NGC 1851 has experienced a complex star-formation history. Yong & Grundahl (2008) also suggested the presence of a slight metallicity spread (≤0.1 dex) among NGC 1851 RGB stars. This result has been recently confirmed by Carretta et al. (2010) on the basis of a larger sample of stars. Following a classification scheme based on Fe and Ba abundance, Carretta et al. (2010) distinguished between a metal-rich, barium-rich (MR) and a metal-poor, barium-poor population (MP). They associated the MR and the MP components to the bright-and the faint-SGB respectively, which is at odds with what was suggested by Yong & Grundahl (2008) .
While the above listed spectroscopic studies targeted evolved stars in NGC 1851, before this work, only Pancino et al. (2010) analyzed a sample of unevolved stars in this clusters to provide index measurements, and we present for the first time an abundance analysis of MS, TO and SGB stars. In particular, we observed stars located on the faint-and bright-SGB and derived for them C and N abundances; aiming for the first time to provide insights on the chemical signature differences between the two discrete sequences on the SGB. The paper is organized as follows: in Sect. 2 we discuss the observations and data reductions; in Sect. 3 we define the index passbands and present our results from index measurements in Sect. 3.2. Section 4 Fig. 1 . Area covered by the catalogs from which the spectroscopic selection was made: the FORS2 in the outer part (shown in black) and the ACS/HST field (continuous red line) in the inner region. The red crosses represent the IMACS+FORS2 sample. We also indicate the half tidal radius in this figure (dotted circle).
contains a description of model atmosphere parameters and abundance derivations; Sect. 4.3 presents the abundance results; Sect. 5.3 focuses on C and N abundances of stars strictly located on the faint-SGB or bright-SGB. Finally, we summarize our findings and draw the conlusions in Sect. 6.
Observations and data reduction

Source catalogs and sample selection
We selected our targets from literature photometry: FORS2 V and I photometry presented by Zoccali et al. (2009) , in the southwest quadrant of the cluster, as well as F606W and F814W HST/ACS photometry from the GGC treasury program GO-10775 for the inner part of the cluster (M08). The area covered by the catalogs and the selected spectroscopic targets is shown in Fig. 1 . We transformed the coordinates using 2MASS as a reference astrometric catalog, so the final catalog is on the same relative astrometric system. Spectroscopic targets were selected as the most isolated stars located around the turn-off and the SGB, reaching the RGB base. The resulting photometry was calibrated using stars in common with the V, I Bellazzini et al. (2001) catalog, covering an 8'×8' field centered on the cluster. We also used publicly available Strömgren u, v, b, y photometry 1 of NGC 1851 from Grundahl et al. (1999) and Calamida et al. (2007) . We refer the reader to that paper for details about observations and data reduction of Ströemgren photometry.
Observations and spectroscopic reductions
We acquired low-resolution (R≃1123 and R≃1246 at 3880 and 4305 Å, respectively) spectra of turnoff and SGB stars in the globular cluster NGC 1851 with the IMACS multi-object spectrograph at the Magellan 1 (Baade) telescope at the Las Campanas Observatory in Chile. The adopted instrumental setup with the grating GRAT 600-I covers the nominal spectral range between 3650-6750 Åwith a dispersion of 0.38Å /pix. This spectral range includes CN (3880 Å) and CH (4305 Å) molecular bands used to derive nitrogen and carbon abundances. However, the actual spectral coverage depends on the location of the slit on the mask with respect to the spectral dispersion. Because we observed faint stars, the total integration time was long, requiring ten exposures of 1800 sec each. Therefore all observations were made with a single-mask setup with 48 slits. We were able to extract spectra for 46 targets from our initial target list.
To these 46 spectra observed with Magellan, we added 47 other MS and SGB spectra from Pancino et al. (2010) observed with the FORS2 multi-object spectrograph on the ESO VLT at the Paranal Observatory in Chile. We refer the reader to that paper for details of the FORS2 observations. We reduced our data following the procedure described in Pancino et al. (2010) . For the data pre-reduction, we used the standard procedure for overscan correction and bias-subtraction with the routines available in the noao.imred.ccdred package in IRAF 2 . Cosmic rays were removed with the IRAF Laplacian edge-detection routine (van Dokkum 2001). The frames were then flat-fielded and reduced to one dimension spectra with the task apall. Once we obtained ten wavelength-calibrated, one-dimensional spectra for each star, we co-added them on a star-by-star basis to reach a relevant S/N (typically between 20-30 per pixel at 3880Å) even in the bluer part of the spectrum 3 . As a final step, we examined each spectrum and rejected those spectra with bad quality, following the recipes outlined in Pancino et al. (2010) . We defined several criteria for this rejection:
1. S/N ratio < 10 (per pixel) in the CN 3880Å band; 2. clear defects (like spikes or holes) from an individual inspection of the spectrum on the band or continuum windows; 3. discrepant Ca(H+K) and H β index measurements.
Forty-three stars survived our criteria of selection. Moreover, 20 stars had spectral or continuum passbands falling in the gap between the CCDs because of the location of the slit on the mask with respect to the dispersion direction. We were not able to measure CH and CN band strengths for these stars, but in some cases we determined N and C abundances (Sect. 4). Therefore we decided to retain these spectra and consider them in the subsequent analysis.
Membership and quality control
NGC 1851 (l, b = 244.51, −35.08; Harris 1996 Harris , 2010 is projected at a far distance from the Galactic plane and consequently the contamination from field stars is almost negligible.
2 IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
3 Before co-adding we checked that the shifts between spectra from different exposures were negligible compared to our wavelength calibration uncertainty (30 km s −1 ) .
Fig. 2.
Color-magnitude diagrams for NGC 1851. Gray dots show V − I photometry for the outer field (left panel) and inner field (right panel) from FORS2 and ACS, respectively. White dots mark spectroscopic targets presented in Pancino et al. (2010) , while black dots show our newly observed stars.
In addition, the average radial velocity of cluster stars significantly differs with respect to the field (320.5 km/s; Harris 1996, 2010 edition), hence non cluster members can be easily identified from their radial velocities. For the stars in the ACS/WFC field of view, member stars were furthermore selected on the basis of their proper motions (see M08 for details). For all the spectra, radial velocities were measured with the IRAF task fxcor, which performs the Fourier cross-correlation between the object spectrum and a template spectrum (the latter with known radial velocity). As a template we chose the spectrum of a star with the highest S/N: its radial velocity was computed using the laboratory positions of several strong lines (e. g. H β , H α , H γ and CaHK among others) with the IRAF task rvidlines. To derive a robust determination for the radial velocities, we performed for a given star the cross-correlation against the template in four different spectral regions that span the entire spectral coverage, from the bluest part out to the reddest part of the spectrum. Then, the four values were averaged together, obtaining typically internal errors of ∼ 25-30 kms −1 . We obtained an average V rad of 317 kms −1 with a dispersion of 11 kms −1 , which fully agrees with the previous determination by Yong & Grundahl (2008) , Villanova et al. (2010) , and Carretta et al. (2010) .
Additional literature data
To increase our observed sample, we added 47 MS and SGB stars observed with FORS2 that were presented by Pancino et al. (2010) . The typical resolution of these spectra is R=λ/δλ≃800 and the S/N ratio (per pixel) in the CN band region is S/N(CN)≃30. More details concerning the observations and data reduction can be found in Pancino et al. (2010) and references therein. We reduced our data following the same procedure as adopted by these authors. Moreover, their definition of indices is exactly the same as ours (Sect. 3). While Pancino et al. (2010) did not need to normalize their spectra, this was necessary in our case, so we fitted a polynomial to the pseudo continuum to normalize both IMACS and FORS2 spectra as described in Sect. 3. We adopted the same procedure in determining the C and N abundance for both the newly obtained and previously studied spectra.
Index definition and measurements
Spectral indices are defined as a window centered on the molecular band of interest and one or two windows around it to define the continuum level. For each spectrum, S3839 and CH4300 indices sensitive to the absorption by the 3883Å CN band and the 4300Å CH band were measured. Several spectral index definitions exist in literature, generally optimized to quantify the CN content of the atmospheres of red giant stars. In our case, to be consistent with the previous work of Pancino et al. (2010) , we decided to adopt the indices as defined in Harbeck et al. (2003) :
S 4142(CN) = −2.5 log F 4120−4216 0.5F 4055−4080 + 0.5F 4240−4280 CH4300 = −2.5 log F 4285−4315 0.5F 4240−4280 + 0.5F 4390−4460 .
In particular, the S3839(CN) index we used differs from that of Norris (1981) or Norris & Freeman (1979) , and it accounts for stronger hydrogen lines in the region of CN feature for stars cooler than red giants. As an additional check, we defined and measured two different CN band indices in the wavelength region covered by our spectra: the S3839 for the CN band around 3880 Å and the S4142 for the one around 4200 Å 4 . We obtained index measurement uncertainties with the expression derived by Vollmann & Eversberg (2006) , assuming pure photon noise statistics in the flux measurements. In addition, we measured the two indices centered around the calcium H and K lines and the H β line as defined again in Pancino et al. (2010) to reject outliers from our sample.
The final reduced spectra generally show a strong decline of the signal toward bluer wavelengths. This is largely expected and may be due to the different instrumental efficiency, higher absorption of the Earth's atmosphere in the blue and stellar flux wavelength dependency (see Cohen et al. 2002 , for a complete discussion). The CH band at 4300 Å is not affected by the change in spectral slope from atmosphere or instrumental effects thanks to two continuum bandpasses. On the other hand, we had to rely only on a single continuum bandpass in the red part of the spectral feature for the 3883Å CN band. Following Cohen et al. (2002 Cohen et al. ( , 2005 , we decided to normalize the stellar continuum in the spectrum of each star, then found the absorption within the CN bandpass. Moreover, by fitting the continuum, we were able to directly compare the indices measured in this section and the abundances derived from spectral synthesis in Sect.4. We fitted a third-order polynomial masking out the region of the CN band (see Cohen et al. 2005 ). The polynomial fitting used a 6σ high and 3σ low clipping, running over a five pixel average. Then we computed S3839 indices from these continuum-normalized spectra and used the average (0.126±0.04 and 0.05±0.01 for IMACS and FORS2 spectra respectively) to set a zero point offset and thus delete the instrumental signature present in the raw S3839 indices.
The measured indices are listed in Tab. 1 and plotted in Fig. 4 .
Dependency on temperature and gravity
CN and CH bands are stronger at a fixed overall abundance for stars with lower temperature and gravity. In particular, the formation efficiency of the CN molecule strongly depends on the temperature, therefore we expect the indices depend on the color of the single stars. These dependencies are usually eliminated (see Harbeck et al. 2003; Kayser et al. 2008, for example) by fitting the lower envelope of the distribution in the indexmagnitude plane (or index-color plane). For our sample, we used the median ridge line, shown as dashed red lines in Fig. 4 , to eliminate these dependencies (see Pancino et al. 2010) . These rectified CN and CH indices are in the following indicated as δS3839 and δCH4300, respectively, and we refer to these new indices throughout 5 . For the stars in common between this work and Pancino et al. (2010) , the mean difference in the δS3839 and δCH4300 indices, derived by subtracting Pancino et al.'s values from ours, are 0.00 ± 0.02 mag and -0.01±0.01 mag, respectively. Because we adopted the same reduction procedures as in Pancino et al. (2010) , we can only ascribe this small difference to the continuum normalization we performed (see Sect. 3).
CN and CH distribution
Variations of several light elements and anticorrelations between strengths of the CN and CH bands were detected for very many clusters. Because molecular abundance is controlled by the abundance of the minority species, the corrected CH index is a proxy for carbon abundance, while δS3839 traces the nitrogen abundance. The visual inspection of the top panel of Fig. 4 reveals significant scatter in the CN index over the magnitude range with V 19.5 with some hints of bimodality toward the brightest tail of the distribution. The range of CN becomes less evident at fainter luminosities as a consequence of the increasing temperature. In the bottom panel of the same figure, we plot the CH4300 and S3839 versus the stellar V-band magnitudes. Here the variations among the measured index are very small and within the uncertainties throughout. Figure 5 shows the rectified index δS3839 as a function of δCH4300 for all stars. We found no evidence for a signif- 5 We obtained a rough estimate of the uncertainty in the placement of these median ridge lines by using the first interquartile of the rectified indices divided by the square root of the total points. The uncertainties (typically ∼ 0.01 for the CN index and ∼ 0.005 for the CH index) are largely negligible for the applications of this work. 
Spectral synthesis and abundance derivations
Indices are a fast tool to characterize chemical anomalies, but we can also rely on spectral synthesis to fully characterize our target stars. This becomes necessary when indices do not offer conclusive answers, as we saw in the previous sections.
Atmospheric parameters
We derived estimates of the atmospheric parameters from the calibrated ACS and FORS2 photometry presented in Sect. 2. Dereddened (V − I) 0 colors were obtained adopting E(B − V) = 0.02 (Harris 1996 (Harris , 2010 . We obtained effective temperatures and bolometric corrections (hereafter T e f f and BC V ) with the Alonso et al. (1996 Alonso et al. ( , 1999 Alonso et al. ( , 2001 ) color-temperature relations, adopting [Fe/H]= -1.22 from Yong et al. (2009) , and taking into account the uncertainties in the magnitudes and reddening estimates. Alonso et al. (1996 Alonso et al. ( , 1999 ) adopted Johnson's system as a reference, therefore we converted (V − I C ) into (V − I J ) after dereddening using the prescriptions by Bessell (1979) to feed the Alonso et al. (1996 Alonso et al. ( , 1999 Alonso et al. ( , 2001 calibration. Gravities were then obtained by means of the fundamental relations
where we assumed the solar values reported in Andersen (1999) : log g ⊙ = 4.437, T e f f,⊙ = 5770K and M bol,⊙ = 4.75.
For all our stars, we assumed a typical mass of 0.8 M ⊙ (Bergbusch & VandenBerg 2001 ) and a distance modulus of (m − M) V = 15.47 (Harris 1996 (Harris , 2010 .
Finally, we obtained the microturbulent velocities (v t ) from the relation log g and v t , i.e., v t = 1.5 − 0.03 log g as in Carretta et al. (2004) . This method leads to an average microturbulent velocity estimate of v t = 1.0 ± 0.1 kms −1 , therefore we assumed v t = 1.0 km s −1 for the entire sample. An additional check to test the reliability of our atmospheric parameter determination was performed using theoretical isochrones downloaded from the BaSTI 6 database (Pietrinferni et al. 2006 ). We chose an isochrone of 11 Gyr (12 Gyr for the faint-SGB) with standard α-enhanced composition, and metallicity Z = 0.002 and we projected our targets on the isochrone to obtain their parameters. We present the average difference between the two methods in Fig. 6 . In the top panel we plot the difference in temperature obtained using the Alonso et al. (1999) calibration and the temperature obtained by projection of the star on the BaSTI isochrones as a function of the temperature derived by means of the Alonso et al. (1999) empirical relations. The scatter for high temperatures is significant, as largely expected, because these empirical calibrations were obtained for giant stars and therefore are valid in a precise range of color. On the other hand, the scatter is modest (and in many cases within uncertainties) when comparing temperatures obtained by using theAlonso et al. (1999) and Alonso et al. (1996) relations (see bottom panel of Fig. 6 ), where the latter was derived for low main sequence stars. However, we preferred to avoid using temperatures derived by isochrone fitting mainly for these reasons: (a) we cannot assume a priori that the cluster is a single population (with the same [Fe/H] and CNO content, among others) and (b) the projection on the (V, V − I) plane is always uncertain, and a rigorous treatment should include (asymmetrical) errors on the V magnitude and V − I color, and finally, (c) different sets of isochrones (Padova, BaSTI, and DSEP for example) give different results.
As discussed in the following sections, even if the differences between the two temperatures scales appear non-negligible, the main results of the paper appear totally unchanged if we adopt one or the other temperature scale. This is mainly because the abundances ranking among target stars is left unchanged. We therefore preferred to rely on the Alonso et al. (1999) parameter estimates and discuss the effect of the chosen temperature scale below.
Abundances derivation
We used the local thermodynamic equilibrium (LTE) program MOOG (Sneden 1973) combined with the ATLAS9 model atmospheres (Kurucz 1993 (Kurucz , 2005 to determine carbon and nitrogen abundances. The atomic and molecular line lists were taken from the latest Kurucz compilation and downloaded from F. Castelli's website 7 . Model atmospheres were calculated with the ATLAS9 code starting from the grid of models available in F. Castelli's website, using the values of T e f f , log g, and v t determined as explained in the previous section. The ATLAS9 models employed were computed with the new set of opacity distribution functions (Castelli & Kurucz 2003) and excluding approximate overshooting in calculating the convective flux. For the CH transitions, the log g obtained from the Kurucz database were revised 6 http://albione.oa-teramo.inaf.it/ 7 http://wwwuser.oat.ts.astro.it/castelli/linelists.html downward by 0.3 dex to better reproduce the solar-flux spectrum by Neckel & Labs (1984) with the C abundance by Caffau et al. (2011) , as extensively discussed in Mucciarelli et al. (2011) .
C and N abundances were estimated by spectral synthesis of the 2Σ-2Π band of CH (the G band) at ∼4310Å and the UV CN band at 3883Å (including a number of CN features in the wavelength range of 3876-3890Å), respectively. Lower panels of Fig. 3 illustrate the fit of synthetic spectra to the observed ones in CH and CN spectral regions. Abundances for C and N were determined together in an iteractive way, because for the temperature of our stars, carbon and nitrogen form molecules and as a consequence their abundances are related to each other. The input model atmosphere was used within the MOOG running synth driver that computes a set of trial synthetic spectra at higher resolution (0.3Å intervals) in the spectral region between 4150-4450Å, varying the carbon abundance in steps of 0.1 dex typically in the range of -0.2 to -1.2 dex to fit a full band profile. After the synthesis computations, the generated spectra were convolved with Gaussians of appropriate FWHM to match the resolution of the observed spectra. In this way, the carbon abundances were derived by minimizing the observed-computed spectrum difference and were used to determine A(C). The carbon abundance was then used as input in the synthesis of the UV CN feature to derive nitrogen abundances. The procedure was repeated until we obtained convergence within a tolerance of 0.1 dex in the C and N abundances.
For the results presented here, a fit was determined by minimizing the observed-computed spectrum difference in a 60Å window centered on 4300Å for the CH G-band and 40Å window for the UV CN feature at 3883Å. Running synth on quite a broad spectral range (200 and 300Å for the G-band and the CN feature, respectively) to produce synthetic spectra allowed us to set a reasonable continuum level also by visual inspection and thus compute robust abundances.
We adopted a constant oxygen abundance ([O/Fe]=0.4 dex) throughout all computations. The derived C abundance is dependent on the O abundance and therefore so is the N abundance, and in molecular equilibrium an over-estimate in oxygen produces an over-estimate of carbon (and vice versa), and an over-estimate of carbon from CN features is refleced in an under-estimate of nitrogen. We expect that the exact O values will affect the derived C abundances only negligibly, since the CO coupling is marginal for stars warmer than ∼ 4500 K. To test the sensitivity of the C abundance to the adopted O abundance we varied the oxygen abundances and repeated the spectrum synthesis to determine the exact dependence for a few representative stars in a wide range of T e f f (from 5200 to 5900 K). In these computations, we adopted [O/Fe]= -0.5 dex, [O/Fe]= 0.0 dex, [O/Fe]= +0.5 dex. We found that strong variations in the oxygen abundance slightly affect (δA(C)/δ[O/Fe] ≃ 0.15 dex) the derived C abundance in colder stars (T e f f ≤ 5400 K), while they are completely negligible (on the order of 0.05 dex or less) for warmer stars. This is within the uncertainty assigned to our measurement.
The total error in the A(C) and A(N) abundance was computed by taking into account the two main sources of uncertainty: (i) the error in the adopted T e f f , typically δA(C)/δT e f f ≃ 0.08-0.10 dex and δA(N)/δT e f f ≃ 0.11-0.13 per 100 K for the warmest stars in our sample 8 ; (ii) the error in the fitting procedure and errors in the abundances that are likely caused by noise 8 Cooler stars are slightly less sensitive to T e f f variations, typically at a level of δA(C)/δT e f f ≃ 0.07-0.08 dex and δA(C)/δT e f f ≃ 0.09-0.11 dex per 100 K.
in the spectra 9 . The errors due to uncertainties on gravity and microturbulent velocity are negligible (on the order of 0.02 dex or less). The sensitivity of the derived abundances to the adopted atmospheric parameters was obtained by repeating our abundance analysis and changing only one parameter at each iteration for several stars that are representative of the temperature and gravity range explored. Thus, we assigned the internal error to each star depending on its T e f f and log g. The errors derived from the fitting procedure were then added in quadrature to the errors introduced by atmospheric parameters, resulting in an overall error of ∼ ±0.14 dex for the C abundances and ∼ ±0.28 dex for the N values.
Very recently Carretta et al. (2010) found in NGC 1851 a small spread in metallicity for a large number of giants, which is compatible with the presence of two different groups of stars whose metallicity differs by 0.06-0.08 dex (but this result was not confirmed in Villanova et al. 2010) . This finding could affect our analysis in principle, because we adopted the same metallicity for all our stars in the synthesis ([Fe/H]=-1.22). To test this effect we repeated the synthesis by altering the metallicity of stars belonging to the faintest SGB by 0.10 dex (well above the spread claimed by Carretta et al. 2010 ). The resulting abundance variations are within the uncertainty assigned to our measurement (typically δA(C)/δ[Fe/H] ≃ 0.07 dex and δA(N)/δ[Fe/H] ≃ 0.04 dex) for our low-resolution spectra. Therefore this potential small [Fe/H] variation among our spectroscopic targets has no influence on our analysis and conclusions. We present the abundances derived as described above and the relative uncertainties in the abundance determination in Tab. 2. Additionally, this table lists the derived atmospheric parameters of all our targets. We observe strong star-to-star variations in both elements, as already observed in all GCs studied to date. An anticorrelation, with considerable scatter, is apparent from Fig. 7 . The scatter is consistent with the observational errors, but there are a few outliers. In a sample of 64 objects with Gaussian errors, two outliers at the 3 σ level are not expected. The deviation of stars 41350 (V = 19.3) and 40022 (V=19.9) with extremely depleted C, from the mean relation shown by the NGC 1851 sample in Fig.7 is of higher statistical significance. We cannot provide a reliable explanation for this. Both stars are from the Pancino et al. (2010) sample and, judging from their radial velocities, are cluster members. Moreover, their V, I magnitudes do not have large errors. As a tentative hypothesis we suggest that these two stars could belong to the extreme population, using the scheme suggested by Carretta et al. (2009) To check the dependence of the carbon and nitrogen abundances on the adopted temperature scale, we re-ran the synthesis using the atmospheric parameters derived by isochrone fitting 9 Additionally, in the treatment of internal error for nitrogen we varied the carbon abundance by ±0.10 dex (that is the typical error associated to A(C)). We added these errors in quadrature with those introduced by the model atmosphere to estimate the internal uncertainty of the A(N) values.
C and N abundance results
10 if we exclude the outliers discussed above. (see Sect. 4.1). The result of this exercise is shown in Fig. 8 . As can be seen from this figure, the carbon abundances would be higher considering these higher temperatures (ranging from ∼ 0.2 dex for giants up to 0.4-0.5 dex for Ms stars). This reflects on the nitrogen abundances, as demonstrated in the bottom panel of the same figure. This is only to show that the abundances ranking among target stars is left unchanged: while the zero point of our derived abundances would shift, the amplitude of the starto-star variations for C and N would remain similar regardless of the adopted stellar parameter. Therefore, our conclusions do not depend on the adopted stellar parameters. Evaluating the accuracy of our absolute abundance scale is very difficult because we found no literature data to compare with. Fig. 9 compares the C and N abundances of this paper to the abundances derived for M 5 by Cohen et al. (2002) , a cluster with a metallicity comparable (∼-1.29; Harris 1996 Harris , 2010 to that of NGC 1851. In panel (a) we present a comparison between C and N abundances derived by assuming the Alonso et al. (1999) temperature scale and abundances derived by Cohen et al. (2002) for stars at the base of the RGB in M 5, while panel (b) refers to isochrones-fitting temperatures. In both panel a clear C-N anticorrelation is apparent. According to theoretical computations and earlier investigations, the carbon abundance declines from MS to RGB. In panel (a) there is a mild disagreement with the Cohen et al. (2002) data; that is completely reconciled in panel (b). This effect can be entirely explained because Cohen et al. (2002) used atmosphere parameters obtained from the isochrone. Still, although there is an offset, the two anticorrelations seem to follow a similar pattern. We conclude again from Fig. 9 that the anticorrelation we observe is totally untouched by the choice of the temperature scale, and shifts in the absolute abundance scale cannot account for the wide range in N abundances apparent in Fig.7 . We therefore conclude that the C versus N anticorrelation among unevolved NGC 1851 stars in Fig.7 is indeed real and from here on we will therefore only present results based on the Alonso et al. (1999) temperature scale.
We also plotted the derived abundances as a function of the V magnitude and V − I color in Fig. 10 to evaluate possible systematic effects with luminosity and temperature.
While none of these effects are apparent, we can tentatively identify the occurrence of a mixing episode for NGC 1851 stars from this plot. The top panel of Fig. 10 shows a notable decline in the carbon abundances for stars with V 18.9 and (V−I) 0.8 (stars marked as white dots in the same figure) , which is expected for stars in the course of normal stellar evolution. This behavior of the C abundance allows us to identify stars that experienced a major mixing episode, which may alter the primordial abundances. Curiously enough, these stars, plotted again as large white dots, seem to define a pretty clear and narrow anticorrelation in Fig.7 (Spearman's rank correlation coefficient -0.92). The shape of this anticorrelation agrees with what we expect after the occurrence of a mixing episode: the high N enhancement found in unevolved or less-evolved stars is strongly softened by evolutionary effects and a large part of dwarfs and early subgiants have N abundances as high as those observed in slightly evolved RGB stars. We identify, again from Fig. 10 , three outliers, coded as empty triangles as in Fig. 7 . Two of these stars were found to deviate significantly from the main C-N relation if Fig. 7 . We call these anomalous only by virtue of their positions in the upper panel of Fig. 10 and decided to not consider them further. To be more quantitative, we ran the dip test on unimodality (Hartigan & Hartigan 1985) . We performed this simple statistical test only on stars with a magnitude V <18.9 and can confirm that there is no bimodality in either the [C/H] 
The chemical composition of the double RGB and SGB
As already discussed in Sect. 1, the discovery of multiple sequences in the CMD of NGC 1851 provided unambiguous proof of the presence of multiple populations and brought new interest and excitement about this GC. While it is now widely accepted that NGC 1851 hosts two or more stellar populations, the connection among its multiple SGBs, RGBs, and HBs is still controversial and the chemical composition of the two SGBs is also debated. Several authors suggested that the groups of s-rich and s-poor stars detected from RGB-star spectroscopy are the progeny of the faint-and bright-SGB, respectively (e. g. M08, Yong & Grundahl 2008) , in close analogy to what was observed in M22 and ω Centauri (e. g. Marino et al. 2009 Marino et al. , 2011 Johnson & Pilachowski 2010; Pancino et al. 2011 ). In contrast, Carretta et al. (2011) claimed that the faint-SGB consists of barium-poor metal-poor stars while bright-SGB stars have an enhanced barium and iron abundance. 
Photometric connection between SGB and RGB
To investigate this question in more detail, we started analyzing literature photometry. We used the WFC/ACS HST CMD in F606W and F814W bands presented in M08 (see Sarajedini et al. 2007; Anderson et al. 2008 , for details) and the Strömgren u, b, v, y photometry from Grundahl et al. (1999) and Calamida et al. (2007) . Here we are interested in high-quality photometry and included in the analysis only relatively isolated, unsaturated stars with good values of the PSF-quality fits and small rms errors in astrometry and photometry. A detailed description of the selection procedures is given in Milone et al. (2009, Sect. 2.1) . We corrected our photometry for remaining spatially dependent errors, caused by small inaccuracies of the PSF model (see Anderson et al. 2008) . To account for the color differences of these variations we followed the recipes from Milone et al. (2011, Sect. 3) . Briefly, we defined a fiducial line for the MS by computing a spline through the median colors found in successive short intervals of magnitude, and we iterated this step with a sigma clipping; then we examined the color residuals relative to the fiducial and estimate for each star, how the observed stars in its vicinity may systematically lie to the red or the blue of the fiducial sequence. Finally we corrected the star's color by the difference between its color residuals.
To study multiple populations from the CMD analysis, we started searching for the combination of magnitude and colors that provides the best separation of the two RGBs and SGBs in NGC 1851. Results are illustrated in Fig. 11 where we plot u as a function of (u − y) +(v − b) . A visual inspection of this diagram leaves no doubts on the presence of a bimodal RGB and SGB and shows that the faint-SGB and the bright-SGB are clearly connected with the red-and the blue-RGB, respectively. A similar connection between the two SGBs and RGBs has already been observed for NGC 1851 by Han et al. (2009) in the U versus (U − I) CMD and was studied more recently by Sbordone et al. (2011). These authors showed that while the double SGB is consistent with two groups of stars with either an age difference of about one Gyr or with different C+N+O overall abundance, the double RGB seems to rule out the possibility of a large age difference. Fig. 11 revealed that the bimodality found in the SGB can also be seen in the RGB. To further confirm our association of the faint-SGB (bright-SGB) component with the red-RGB (blue-RGB), we focused on the relative number of stars of all evolutionary stages. To estimate the fraction of stars in the two RGBs we used only RGB stars between the two dashed lines in the magnitude interval where the split is more evident (main panel of Fig. 12 ). The procedure is illustrated in the inset of Fig. 12 . To obtain the straightened RGB of the right-hand panel, we subtracted from the color of each star the color of the fiducial sequence at the u magnitude of the star. The color distribution of the points in the middle panel were analyzed in two magnitude bins. The distributions have two clear peaks, which we fitted with two Gaussians (red for the red-RGB and blue for the blue-RGB). From the areas below the Gaussians, 70±3% of stars turn out to belong to the blue-RGB, and 30±3% to the red one. With the statistical uncertainties these fractions are the same in both magnitude intervals and roughly match the relative frequency on the fainter/brighter SGBs (35% versus 65%, M08) and HB stars on the blue/red side of the instability strip (35% versus 65%).
Chemical composition of NGC 1851 subpopulations
Because the chemical abundance determinations presented so far do not define any clear bimodality, the clear separation of the sequences of Fig. 11 provides a unique opportunity to obtain infor- mation on the chemical differences between the two RGBs and SGBs in NGC 1851. To do this, we used a u, (u − y) + (v − b) diagram to isolate the samples of blue-RGB and bright-SGB stars, and red-RGB and faint-SGB stars. Then we plotted with red and blue symbols the red-RGB and blue-RGB stars for which abundance measurements are available from high-resolution spectroscopy.
Our analysis of the chemical abundance patterns of the two RGBs is summarized in Fig. 13 . Lower panels show [Fe/H] versus the abundances of the s-process elements barium and lanthanum measured by Yong & Grundahl (2008) , Villanova et al. (2010), and Carretta et al. (2011) The average iron, barium, lanthanum, sodium, and oxygen abundances are listed in Table 3 for the two groups of stars.
In the light of our analysis of literature photometric and spectroscopic data we are now able to characterize the two RGBs and SGBs of NGC 1851 as follows:
-Faint-SGB and red-RGB stars are photometrically connected, therefore they represent the same subpopulation of NGC 1851; the same can be said about bright-SGB and blue-RGB (see also Marino et al. 2012b , for the case of M 22). This connection is supported by the relative (percentage) numbers of the sequences; therefore the data do not support the interpretation by Carretta et al. (2010) that the red-RGB is associated to the bright-SGB. -Literature data suggest that the red-RGB stars tend to be enriched on average in Na and s-process elements, and poor in References.
(1) Yong & Grundahl (2008) ; (2) Notes. Red-and blue-RGB stars are defined according to their location with respect to the ridge line used to define color residuals in Fig. 12 . oxygen, while blue-RGB stars appear to have their own, extended anticorrelation and to be solar in Ba and s-process elements. This is particularly evident in the Carretta et al. (2011) dataset, which also has the highest statistical value. -Red-RGB (and thus faint-SGB, according to our interpretation above) stars are enhanced in barium and lanthanum by ∼0.3-0.4 dex with respect to the blue-RGB (and consequently the bright-SGB). -The literature data suggest that there is no significant iron difference between the two groups of stars. In this context 
C and N abundances along the double SGB
In this section we present the chemical composition of stars on the two SGBs of NGC 1851. A bona fide sample of stars that belong unambiguously either to the faint-SGB or to the bright-SGB were selected using both the V, V − I and u, (u − y) + (v − b) diagrams (see Fig. 14) . The C and N abundances of these bona fide stars are plotted in Fig. 15 , where it is immediately clear that stars belonging to the bright-SGB show a fully developed anticorrelation, while stars belonging to the faint-SGB appear to have a smaller scatter, and to have on average an excess of N (this remains still valid when considering temperatures derived by isochrone fitting as input of the synthesis, as anticipated in Sect. 4.3). This new result supports our previous identification of the faint-SGB as the parent population of the red-RGB, and of the bright-SGB as the parent of the blue-RGB, not only on the basis of photometry and population ratios, but also on the basis of chemical composition. Cassisi et al. (2008) and Ventura et al. (2009) argued that the overall CNO abundance difference can account for the SGB split. Yong et al. (2009) found evidence for strong CNO variations in contradiction with the the results of Villanova et al. (2010) . To further investigate this hypothesis, we computed the C+N sum for our bona fide faint-SGB and bright-SGB stars. We then derived the histograms of the distribution of the C+N sum. In the left panel of Fig. 16 , we plot the histograms for the entire dataset (faint-SGB + bright-SGB bona fide stars) with the typical (median) error bar indicated. The histogram shows a high dispersion with a hint of bimodality (with two clumps separated at A(C+N)≃7.35). For this larger dataset, according to a KMM test (Ashman et al. 1994) , a bimodal distribution is a statistically significant improvement over the single Gaussian at a confidence level of 89%. However, a much clearer result is obtained when histograms are built considering the brightand the faint-SGBs separately (right panel of Fig. 16 ): they have a different (averaged) C+N content, the faint-SGB having A(C+N)≃7.64±0.24 and the bright-SGB A(C+N)≃7.23±0.3 (A(C+N)≃7.80±0.19 and A(C+N)≃7.47±0.26; using isochrone fitting temperatures, respectively, see Sect. 4.3). As an additional check, we performed a two-sample KS test computing the probability that these two samples are drawn from the same parent distribution and found a pretty high (P KS ∼0.03) significance of the difference in the bright-SGB and faint-SGB distribution of A(C+N). From Fig. 15 bright-SGB stars appear to be on average more N-poor than then faint-SGB stars; assuming an N-O anticorrelation, the bright-SGB stars are more O-rich than the faint-SGB stars. Even though we do not provide oxygen abundances for our SGB stars, we can speculate on the C+N+O sum for the two SGB components assuming [O/Fe] values from available measurements. Various oxygen abundance determinations of RGB stars can be found in the literature. From Fig. 13 we just note that large systematic differences exist between different determinations of the O content (see also Tab. 3) and we caution readers that assigning a reference [O/Fe] 12 . We conclude that the bimodality we observe in the C+N sum does not necessarily imply or exclude a bimodality in the C+N+O content and more observations are needed to settle the case of NGC 1851.
Summary and discussion
We presented low-resolution spectroscopy for a large sample of MS and SGB stars in NGC 1851 with the goal of deriving C abundances (from the G band of CH) and N abundances (from the CN band at ∼ 3883Å) and investigating the chemical differences between the two branches of the double SGB. We derived carbon and nitrogen abundances for 64 stars, whose spectra were obtained with FORS2 at VLT and IMACS at Magellan and analyzed in a uniform manner.
NGC 1851 is one of the most interesting GCs whose CMD displays a discrete structure at the level of the SGB and of the RGB. The photometric complexity is reflected in a peculiar chemical pattern that has only recently been investigated in detail. So far, the available abundance studies in NGC 1851 were limited to evolved stars that belong to the RGB (except for the study of Pancino et al. 2010) . This is the first time that a precise chemical tagging of C and N content is made for stars directly located in the bright-and faint-SGB component. The main results of our analysis can be summarized as follows:
-We derived CH and CN band index measurements for 23 stars observed with IMACS, the spectrograph on the 11 we derived these averaged values from the works of Villanova et al. (2010) and Carretta et al. (2010) reported in Table 3 . 12 here we note that our N abundances are systematically lower than Yong et al. (2009) , in some case as much as 0.6-0.7 dex. We can attribute this discrepancy to (a) the different spectral resolution, (b) the different evolutionary status of program stars (see Fig. 10 of Gratton et al. 2000) and (c) the fact that in Yong et al. (2009) N measurements come from the CN features at 8005 Å.
Magellan I telescope. We added to our sample spectra from Pancino et al. (2010) . We were able to detect a large scatter and a hint of bimodality in the CN band strengths toward the brighter luminosities (refer to Fig. 4) . We did not report any clear anti-corellation from these index measurements (Fig. 5 ).
-We performed spectral synthesis to separate the underlying C and N abundances from the CH and CN band strengths. Star-to-star strong variations with a significant range in A(C) and especially in A(N) were found at all luminosities from the MS (V ∼ 20.1) up to the lower RGB (V ∼ 18.6). C and N abundances are strongly anticorrelated, as would be expected from the presence of CN-cycle processing exposed material on the stellar surface (Fig. 7 ). -We used literature photometry in u, b, v, and y Strömgren bands (Grundahl et al. 1999; Calamida et al. 2007 ) to define a new color index ((u−y)+(v−b)). We found that the u versus (u −y) +(v−b) diagram is a powerful tool to identify the double RGB and SGB of NGC 1851 and showed that the faint-SGB is clearly connected with the red-RGB, while blue-RGB stars are linked to the bright-SGB (Fig. 11 , see also Han et al. 2009 ). Moreover, the relative frequency on the fainter/brighter SGBs (35% versus 65%) roughly matches the relative frequency of red-/blue-RGB stars selected in the u, (u − y) + (v − b) diagram (30% versus 70%; see Fig. 12 ). -We photometrically defined blue-and red-RGB stars according to their position on this bimodal RGB sequence. We used s-elements, Na, O, and iron abundance that are available from literature for some RGB stars of both populations to investigate their chemical content. The less populous red-RGB consists of Ba-rich La-rich stars and have, on average, a higher Na abundance, while the bulk of Ba-poor Lapoor stars belong to the blue-RGB. However, since we have demonstrated that the two RGB and SGB are photometrically connected, we can confidently extend these results to the two SGB components for these s-process elements not studied in this paper. -Similarly, we isolated bona fide stars on the faint-SGB and bright-SGB using available photometry and analyzed their chemical composition. We noted a fully extended C-N anticorrelation for the bright-SGB stars, while faint-SGB stars tend to be richer in N, on average (Fig. 15 ). The C-N pattern observed for SGB stars recalls the Na-O anticorrelation analyzed for RGB stars in previous papers. Specifically, the faint-SGB and bright-SGB samples are not completely superimposed on one another in the A(C), A(N) plane; but faint-SGB stars have, on average, a higher nitrogen abundance. This finding rules out the claims by Carretta et al. (2011) , who suggested that the faint-SGB is also nitrogenpoor. -We analyzed the C+N sum for both bright-SGB and faint-SGB bona fide stars. Bright-SGB stars have A(C+N)≃7.23±0.31 dex, while for the faint component A(C+N)≃7.64.±0.24 dex. A difference in log ǫ (C+N) of 0.4 dex as we find implies that the fainter SGB has about 2.5 times the C+N content of the brighter one. According to the Cassisi et al. (2008) scenario, the faint-SGB is anticipated to have the higher CNO content. The current findings of increased C+N content in the faint-SGB relative to the brighter one agree, in part, with the Cassisi et al. (2008) results. However, we caution that the separation one sees in C+N content could significantly decrease or disappear when considering the C+N+O sum (as discussed in Sect. 5.3).
The general picture demonstrates that NGC 1851 shows an impressive resemblance to M 22.
M 22 possesses a spread in s-process elements, iron content (although this is still debated for NGC 1851), and each of the two populations exhibits its own anticorrelation, with the s-rich having on average higher C, N, and Na abundances. The chemical anomalies point to a bimodal SGB and RGB both for M22 and NGC 1851. Similarly to NGC 1851, also for M22 the faint-SGB and the bright-SGB consist of s-rich and s-poor stars (see Marino et al. 2012b) .
Since the Na-O and the C-N anticorrelations alone can be considered as the signature of multiple stellar populations, and both clusters are composed of two groups of stars with different s-element content (associated to the double SGB and RGB) possibly with their own Na-O, C-N anticorrelations, we conclude that each group in turn is the product of multiple stellar formation episodes.
NGC 1851 and M 22 do not harbor only two stellar populations (like normal GC) but have experienced a much more troubled star-formation history that resembles the case of ωCentauri (see e. g. discussions in Marino et al. 2009; Da Costa et al. 2009; Da Costa & Marino 2011; Roederer et al. 2011; D'Antona et al. 2011 ), D'Antona et al. (2011 suggested for ω Centauri a chemical evolutionary scenario where due to the large mass of the protocluster and its possible dark matter halo the material ejected by SNII may survive in a torus that collapses back onto the cluster after the SN II epoch (see also D'Ercole et al. 2008 ). The 3D-hydro simulations by Marcolini et al. (2006) show indeed that the collapse back includes the matter enriched by the SN II ejecta. This scenario could be easily extended to M22 and NGC 1851 (see Marino et al. 2012a ). For ω Centauri and M 22 it is tempting to speculate that enrichments in N and Na and depletion of C and O may have originated from the ejecta, collected in a cooling flow, of AGB stars that evolve in the cluster when the gas has been entirely exhausted by previous star-formation events.
D 'Antona et al. (2011) suggested that a poorly discussed site of s-nucleosynthesis that occurs in the carbon burning shells of the tail of lower mass progenitors of SNII (e.g. The et al. 2007 ), may become particularly apparent in the evolution of the progenitor systems of ω Cen, and similarly M22 and NGC 1851 (see also Roederer et al. 2011) .
As an alternative possibility, NGC 1851 has been recently suggested to be the merger-product of two independent stellar aggregates (van den Bergh 1996) . While this possibility seems unlikely for globular clusters in the Galactic halo, an origin as a merger product of two independent star clusters cannot be excluded in dwarf galaxies. In this case, numerical simulations (Bekki & Yong 2011) showed that two clusters can merge and form the nuclear star cluster of a dwarf galaxy. After the parent dwarf galaxy is accreted by the Milky Way, its dark matter halo and stellar envelope can be stripped by the Galactic tidal field, leaving behind the nucleus (i.e., NGC 1851) and a diffuse stellar halo (as observed by Olszewski et al. 2009 ).
As already mentioned in the introduction, Carretta et al. (2011) associated the s-rich and the s-poor populations to the bright-SGB and the faint-SGB, respectively, with the bright-SGB having also higher N and Na abundances. According to Carretta and collaborators, the possibility that the faint-SGB is CNO enhanced should be excluded, demonstrating that the split is caused by an age difference of ∼ 1 Gyr between the two populations. In this paper we have shown instead that the faint-SGB is made of N-rich and probably s-rich stars and bright-SGB stars are N-poor and probably s-poor. While we added important pieces of information to the general picture, our results do not provide a conclusive answer on the occurrence of a merger in NGC 1851 and suggest that the measurement of the overall C+N+O abundance as well as a precise determination of the spatial distribution of the multiple SGBs and RGBs are still mandatory to shed light on the star-formation history of this GC. Table 2 . Atmospheric parameters and carbon and nitrogen abundances for NGC 1851 stars
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