Abstract. The study of reflector surfaces in geometric optics necessitates the analysis of certain nonlinear equations of Monge-Ampère type known as generated Jacobian equations. These equations, whose general existence theory has been recently developed by Trudinger go beyond the framework of optimal transport. We obtain pointwise estimates for weak solutions of such equations under a condition analogous to the A3w condition of Ma, Trudinger and Wang. Estimates of this type have played an important role in the regularity theory for optimal transport maps and were previously unknown in this context, including the important case of the near field reflector problem.
1. Introduction 1.1. Overview. This paper is concerned with the regularity theory of a broad class of MongeAmpère type equations spanning optimal transport and geometric optics. These may sometimes lie outside the scope of optimal transport but always have a Jacobian structure, namely T (x, p, u) = p |p| 2 − (u − p · x) 2 (Point source near-field reflector).
These examples will be discussed in Section 2. The mappings T (x, p, u) under consideration will always be given by a generating function. This means there is a G : dom(G) ⊆ M ×M × R → R and associated "exponential mappings" exp G x,u (·), Z G x (·, ·) (see Section 3 for definitions) such that T (x, p, u) = exp Following [Tru14b] , this will be called a "Generated Jacobian Equation." The distinguishing feature of (1.2) is the dependence of the mapping T on the pointwise values of the solution, which becomes trivial in the case of optimal transport. The aim of this work is deciding when can we expect at least differentiability of weak solutions to equations like (1.2), with minimal smoothness assumptions on the right hand side (say, without using any continuity of ψ(x, Du, u)). Our main results consist of pointwise inequalities for (1.1) and (1.2) under natural assumptions on G (Theorems 1.1 and 1.2), moreover, we show how these conditions relate to the positivity of a fourth order tensor, when G is smooth (Theorem 1.3). This tensor was introduced by Trudinger [Tru14b] and it generalizes the MaTrudinger-Wang tensor [MTW05] , which is a key ingredient in the regularity theory of optimal transport. The pointwise inequalities can also be thought of as nonlinear analogues of the Blaschke-Santaló inequalities for the Mahler volume. As discussed below, these inequalities are useful in proving regularity for solutions to (1.1).
1.2. Notation. Before continuing with the introduction, let us set up some notational conventions used within the paper: ·, · will denote the evaluation pairing between an element of a vector space and an element of its dual space. (M, g), (M ,ḡ) will denote n-dimensional complete Riemannian manifolds. Points in M will be denoted with x, y... points inM will be denoted withx,ȳ, ... while |·| L will denote the Riemannian volume on (M, g), (M ,ḡ), or the associated Riemannian volumes on a tangent or cotangent space. |·| gx and |·|ḡx will denote the length of tangent or cotangent vectors, with respect to the inner products g x andḡx.
Here is a summary of several other symbols, together with their definition number.
Notation / Condition
Definition Location (Unif) Def. 3.1 (G-Twist), (G * -Twist) Def. 3.2 (G-Nondeg)
Def. 3.4 exp Ḡ x,z (·), exp G x,u (·), Z G x (·, ·) Def. 3.6 (DomConv * ), (DomConv) Def. 3.9 (G-QQConv), (G * -QQConv) Def. 3.11 nice, very nice functions Def. 3.14 1.3. Mahler volume and Monge-Ampére equations. In order to motivate the main results (Section 1.4) it will be convenient to recall several facts about the Mahler volume and relate it to the regularity theory for the real Monge-Ampére equation. Let S be a convex set with non-empty interior and whose center of mass is 0. The Mahler volume of S with respect to x ∈ S, m x (S), is defined as
where the set S * x is the polar dual of S centered at x, S * x := {y ∈ R n | (x − x, y) ≤ 1 ∀ x ∈ S}.
Then, the celebrated Blashke-Santaló and reverse Santaló inequalities together say that c −1
where s(x) = sup{s > 0 | (1 + s)x ∈ S}. These geometric inequalities have an equivalent formulation in terms of inequalities for convex functions. Suppose a convex function u : R n → R and an affine function l are such that the set S := {u < l} is nonempty, bounded and with center of mass at 0. Then,
and (with s(x) as above),
(1.4)
These pointwise estimates are the basis of Caffarelli's theorem on the strict convexity and differentiability of Aleksandrov-weak solutions of the real Monge-Ampére equation [Caf90a] (see also discussion in [GK15, Section 1.3]). To get some intuition for why this is so, note first that u is C 1,1 and strongly convex if and only if there is a C > 0 such that for any supporting affine function l 0 (x) and every small enough h > 0 we have the inclusions
Now, if u is such that |∂u(S)| L ∼ |S| L (as is the case for Aleksandrov-weak solutions with a right hand side of order 1) then from (1.3)-(1.4) it follows that
which is a weaker version of the inclusion above, dealing only in terms of volumes. This approach was introduced by Caffarelli in the context of the real Monge-Ampére equation [Caf90a, Caf91, Caf92b, Caf92a ] to obtain C 1,α and higher regularity for weak solutions. See Gutierrez's book [Gut01] for a comprehensive exposition of these ideas. For the c-Monge-Ampére equation arising in optimal transport, Figalli, Kim, and McCann obtained [FKM13] analogues of (1.3)-(1.4) under the (A3w) assumption of Ma, Trudinger and Wang, from where they obtained C 1,α and strict c-convexity estimates. In [GK15] we introduced a condition on costs, "quantitative quasiconvexity" (QQConv), and used it to derive analogues of (1.3)-(1.4). This (QQConv) condition is a refinement of Loeper's "maximum principle" [Loe09] but C 4 costs turns out to be equivalent to (A3w) (and thus to Loeper's condition itself).
Beyond C 1,α and C 2,α estimates, these inequalities are also an important tool in deriving W 2,p estimates [Caf90b] under extra assumptions on f , and more recently W 2,1+ estimates under minimal assumptions [DPF13, DPFS13] . See the survey by Figalli and DePhilippis [DPF14] for a thorough discussion of the recent literature.
Main results.
The main results in this note are analogues of (1.3)-(1.4) in the setting of the equation (1.2). How these estimates lead to smoothness and strict "convexity" is not altogether straigtforward and merits further investigation, this matter will not be treated here.
For Theorems 1.1 and 1.2 below, we assume the following set of conditions on the generating function G and the domains Ω,Ω, and g (see Section 3 for definitions).
∃ − ∞ ≤ u < u ≤ ∞ such that Ω,Ω, and g satisfy (Unif), (DomConv), and (DomConv * ) with respect to (u, u).
G is C 2 and G z < 0.
G satisfies (G-Twist), (G * -Twist), (G-Nondeg), (G-QQConv) and (G * -QQConv).
Here, C 2 is in the sense that any mixed derivative of order two of G exists and is continuous. Also suppose that u is a very nice G-convex function, with associated very nice interval [u N , u N ] (see Definition 3.14 and Remark 3.16). Finally, M ≥ 1 will refer to the constant from (G-QQConv) and (G * -QQConv) corresponding to this particular choice of [u N , u N ].
The first result is an Aleksandrov type estimate, which will play the role that (1.4) plays for the standard Monge-Ampére theory.
xM (which may be of any radius). Then, there exists constants , C > 0 depending only on the interval [u N , u N ] such that for any ω 1 ∈ S n−1 ⊂ T * xM and
where p 0 := px ,z (x 0 ) and l([S]x ,z , ω 1 ) is defined as the maximum length among all line segments parallel to ω 1 and contained in [S]x ,z .
The second result gives a generalization of estimate (1.3).
Here KM [A]x ,z is the dilation of [A]x ,z with respect to its center of mass px ,z (x cm ).
The third result connects the (G3w) condition introduced by Trudinger [Tru14b] with the conditions (G-QQConv) and (G * -QQConv). Theorem 1.3. Assume there are −∞ ≤ u < u ≤ ∞ such that Ω,Ω, and g satisfy (Unif), (DomConv), and (DomConv * ) with respect to (u, u). Also assume G is C 4 , by which we mean all derivatives of up to order 4 total, with at most two derivatives ever falling on one variable x,x, or z at once, exist and are continuous and satisfies (G-Twist), (G * -Twist), (G-Nondeg), and (G3w). Then G also satisfies both (G-QQConv) and (G * -QQConv).
1.5. Overview of the rest of the paper. Concrete examples of equations of the form (1.2), including the near field reflector problem and the generalized Minkowski problem, are discussed in Section 2. In Section 3 we review the elements of generating functions and the associated Jacobian equations (1.2), following [Tru14b] . Moreover, we introduce (G-QQConv) and (G * -QQConv), the analogues of the condition QQConv from [GK15] . In Section 4 we show how (G-QQConv) and (G * -QQConv) guarantee the validity of the Aleksandrov type estimate, Theorem 1.1. In Section 5 we prove the sharp growth estimate, Theorem 1.2. In Section 6 we prove Theorem 1.3 stating that the condition (G3w) (defined by Trudinger in [Tru14b] to obtain classical regularity in generated Jacobian equations), implies our conditions (G-QQConv) and (G * -QQConv).
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Examples
2.1. Parallel beam, near-field reflector. The parallel beam, near-field reflector problem arises in geometric optics. The setup is the following: assume there is a collimated source of light emitting energy according to some distribution, and a "target hypersurface." The goal is to construct a reflective surface which will reflect energy from the collimated light source and illuminate the target hypersurface, but according to some prespecified energy distribution (see [Kar14] for more details).
Let Φ be a smooth function on some compact region of R n (whose graph represents the target hypersurface in the discussion above) and for (x,x, z) ∈ R n × R n × R + let
There is a detailed verification of conditions (Unif), (G-Twist), (G * -Twist), (G-Nondeg), and (G3w) contained in [JT14, Section 4.2] for this choice of G, with (u, u) = (0, ∞).
2.2.
Point source, near-field reflector. The point source, near-field reflector problem is similar to the previous example, but instead of having a collimated source of light, the light source is placed at the origin of a coordinate system and the initial energy distribution is emitted radially (see [Oli06] for more discussion of the physical setup). Let M = S n , andM = Σ ⊂ R n+1 be a hypersurface. Ifx ∈ Σ and 2a > |x| there is a unique ellipsoid of revolution with foci 0 andx whose major axis has length equal to 2a. Let e(·,x, a) : S n → R + denote the positive function whose radial graph gives this ellipsoid. A straightforward computation shows that
where (x,x) is the Euclidean inner product in R n+1 .
If we introduce the generating function
we arrive at G(x,x, z) = 4z − 2z 2 (x,x) 4 − z 2 |x| 2 . When Σ can be written as the graph of a function over a portion of R n , it can easily be verified that our choice of G coincides with that of Trudinger in [Tru14b, (4.15) ]. In the particular case when Σ is contained in a hyperplane parallel to R n lying below R n , from the formulae in [Tru14b, Section 4] it can be seen that G satisfies conditions (G-Twist), (G * -Twist), (G-Nondeg), and (G3w), and (Unif) with (u, u) = (0, ∞).
2.3. Optimal transport. Fix any two domains Ω ⊂ M andΩ ⊂M in Riemannian manifolds, suppose we have a measurable cost function c : Ω cl ×Ω cl → R, and probability measures µ and ν with supports in Ω andΩ respectively. The optimal transport (Monge-Kantorovich) problem is to find a measurable mapping T : spt µ → spt ν defined µ-a.e. with T # µ = ν, minimizing
The connection of the optimal transport problem with generated Jacobian equations is through defining
With this definition, various structural conditions reduce to well-known conditions, for example in the notation of [GK15, Section 2]: (G-Twist) and (G * -Twist) to (Twist), (G-Nondeg) to (Nondeg), (DomConv) and (DomConv * ) to (DomConv) there, (G-QQConv) and (G * -QQConv) to (QQConv), and (G3w) and (G3 * w) to (A3w) (also known as the Ma-Trudinger-Wang or (MTW) condition). If (Twist), (Nondeg), and (A3w) hold on Ω cl ×Ω cl , note that g = h = Ω cl ×Ω cl × R hence (Unif) is satisfied with (u, u) = R. Also with these conditions, if µ, ν dVol M it is known that a solution of the optimal transport problem can be obtained from a G-convex potential function u satisfying (1.2), by the expression T (x) := exp G x,u 0 (Du(x)), for any choice of u 0 ∈ R (see [Bre91, GM96, McC01, MTW05] ). There is also regularity theory based on conditions (A3w) and (QQConv), see Section 6 for more comments and references.
2.4. Generalized Minkowski problem. A different kind of generated Jacobian equation is given by the classical Minkowski problem. Recall that given a smooth, strongly convex body B ⊂ R n , its supporting function is a function h : S n−1 → R defined by
It is well known that if K(x) denotes the Gauss curvature of the boundary of B at the point with outer normal x, then (see [LO95] )
where g ij denotes the standard metric of S n−1 and ∇ 2 ij denotes the respective covariant derivative. The classical Minkowski problem consists in recovering B from K(x): given a function K(x) on the sphere satisfying certain compatability conditions, does there exists a smooth, strongly convex body B whose Gauss curvature at the point with normal x is equal to K(x)?. The formula above shows that in terms of the support function of B, this problem falls within the scope of equation (1.2).
Motivated by questions stemming from the Brunn-Minkowski theory of mixed volumes, Lutwak and Oliker [LO95] considered the more general p-Minkowski problem which asks to find, for a given function K : S n−1 → R, a convex set whose support function h solves
For p ≥ 1, p = n and K(x) a positive, even function. When p = 1 this gives back the original Minkowski problem.
Elements of Generating Functions
3.1. Basic definitions. Suppose (M, g) and (M ,ḡ) are n-dimensional Riemannian manifolds. We fix a real valued generating function G(·, ·, ·) defined on M ×M ×I for some open interval I; after a change of variables that will not affect any of the other conditions we pose on G, it can be assumed I = R (which we will do for the remainder of the paper). We will use the notation D for derivatives in the x variable, andD for derivatives in thex variable, while G z , G zz , etc. denote derivatives in the scalar z variable. We also assume that G is C 2 in the sense that any second order derivative in the variables x,x, and z which is mixed (i.e.,DDG, orDG z , etc) is continuous and that G z (x,x, z) < 0 for all (x,x, z).
The inverse function theorem yields the existence of a unique function H(x,x, u) such that
H(x,x, ·) is defined on some open interval (which may depend on (x,x)) with H u < 0, and H is C 2 in the above sense. Whenever we write an expression of the form H(x,x, u), it is with the understanding that u is in the range of G(x,x, ·). As in [Tru14b] , we require G to satisfy certain structural conditions. These assumptions will hold on a subset of the domain of G, denoted g (and fixed from now on), which has the form
where for each (x,x) ∈ M ×M the set I G (x,x) is an open interval (possibly empty). Similarly, we will deal with the set
The following condition is a relaxation of the (G5) condition presented in [Tru14b] , and is also due to Trudinger [Tru14a] . 
Definition 3.2. The function G is said to satisfy the twist conditions if for any (x 0 ,x 0 , z 0 ) ∈ M ×M × R we have the following (1) The mapping
(2) The mapping
Although conditions (G-Twist) and (G * -Twist) may seem quite different, they are actually symmetric in nature. See Remark 6.5 for more details.
Remark 3.3. For the sake of brevity, the arguments in expressions such as (DG(x 0 ,x, z), G(x 0 ,x, z)) and −D
Gz(x,x,z) will be written simply as (DG, G)(x 0 ,x, z) and −D G Gz (x,x, z).
Definition 3.4. The function G is said to satisfy the nondegeneracy condition if given any triplet (x,x, z) ∈ g, the linear mapping E(x,x, z) :
is invertible. The adjoint operator of E(x,x, z) (which is also invertible under the assumption (G-Nondeg)), will be denoted byĒ(x,x, z) :
Definition 3.5. We will use the notation
Also if A ⊂ Ω and (x, z) are such that (x,x, z) ∈ g for all x ∈ A, we will write
Likewise, ifĀ and (x, u) are such that (x,x, u) ∈ h for allx ∈Ā, we will write
Definition 3.6. Due to (G-Twist) and (G * -Twist) there are differentiable maps
respectively defined on subsets of T * xM , T * x M , and T * x M × R, by the system of equations
Note that by (G-Twist),
3.2. G-convex geometry. The coordinate systems given by px ,z (·) andp x,u (·) are of great relevance to the study of the generating function G (see also Remark 3.26). Of special interest are those domains in Ω (resp.Ω) that correspond to convex sets in at least one of these coordinate systems. The same can be said for curves in Ω (resp.Ω) that correspond to a straight line segment in one of these coordinate systems. These ideas are introduced in detail below.
. Moreover, given x 0 , x 1 ∈ M , and (x, z) ∈M × R, by an abuse of notation we will write x(s) :
is the (unique) parametrization of a G-segment given in the above definition with x(0) = x 0 , x(1) = x 1 . Additionally, when we say x(s) is well-defined it specifically denotes that for all
We make some convexity assumptions on the domains Ω ⊂ M andΩ ⊂M .
Definition 3.9. We will assume that for any
Also suppose x 0 , x 1 ∈ Ω cl ,x ∈Ω cl , and u ∈ (u, u). Then we assume that Ω is path-connected and
The next proposition computes the velocity of a G-segment in terms of the linear maps E(x,x, z) andĒ(x,x, z) Proposition 3.10. Let x(s) be a well-defined G-segment with respect to some (x 0 , z 0 ),x(t) a well-defined G-segment with respect to some (x 0 , u 0 ), and let
Then, using the notation p s := px 0 ,z 0 (x(s)) andp t :=p x 0 ,u 0 (x(t)), we have the expressionṡ
where all expressions are evaluated at (x(s),x 0 , z 0 ). Therefore, for an arbitraryV ∈ Tx 0M and s ∈ [0, 1],
and (3.1) follows. Similarly, differentiating the identities
where all expressions are evaluated at (x 0 ,x(t), z(t)). Rearranging the second line above and using that G z = 0 yields (3.3). We can then substitute (3.3) into the first line above to obtain
Since E(x 0 ,x(t), z(t)) is invertible by (G-Nondeg), the formula (3.2) follows.
The last two conditions on the generating function G are as follows.
there is a constant M ≥ 1 with the following property: take any
If G satisfies both (G-QQConv) and (G * -QQConv), we say that G is quantitatively quasiconvex.
We note that due to assumptions (Unif), (DomConv), and (DomConv * ), in the above definitions both G-segments x(s) andx(t) are well-defined and remain in Ω cl ,Ω cl respectively for all s, t ∈ [0, 1].
G-convex functions.
Definition 3.12. A real valued function u defined on Ω is said to be G-convex if for any x 0 ∈ Ω there is a focus (x 0 , z 0 ) ∈Ω × R such that (x 0 ,x 0 , z 0 ) ∈ g and
Any function of the form G(·,x 0 , z 0 ) will be called a G-affine function, and if it satisfies the above conditions we say it is supporting to u at x 0 .
We note that in the definition above, it is not assumed that (x,x 0 , z 0 ) ∈ g for all x ∈ Ω. This distinction will motivate further definitions below.
Definition 3.13. Let u be a G-convex function and x ∈ Ω. We define the G-subdifferential of u at x as the set-valued mapping
Also, for any A ⊂ Ω cl , we define
Definition 3.14. We say that a G-convex function u is nice (in Ω) if u < u < u on Ω cl .
We also say a G-convex function u is very nice (in Ω andΩ) if every G-affine function supporting to u in Ω cl is nice (thus in particular, u is also nice), and also ∂ G u Ω cl ⊂Ω cl .
Remark 3.15. If u is a nice G-convex function, (Lip) combined with a standard argument implies u is locally bounded, and also locally Lipschitz (and in particular continuous) in Ω cl . As a result, a nice G-convex function is differentiable a.e. on Ω.
Fix any point x 0 ∈ Ω, since u is nice then u(x 0 ) ∈ (u + , u − ) for some > 0, small enough that B /K 0 (x 0 ) ⊂ Ω (where K 0 is the constant in (Lip)). We first claim that
∂ and write y g (s) for the unit speed minimal geodesic from x 0 to y (we may first shrink to ensure such a minimal geodesic exists for every point within the boundary of the ball). Fix an arbitraryx ∈Ω cl and define
which is a contradiction, thus we obtain our first claim. Now take any y ∈ B /K 0 (x 0 ) and letx y ∈ ∂ G u (y), then we have G(x 0 ,x y , H(y,x y , u(y))) ≤ u(x 0 ), thus combined with the above bound
cl , i.e. u is locally bounded in Ω.
By following the same line of proof as above, we can see that for any y 1 , y ∈ B /2K 0 (x 0 ) cl and
Then by choosing N to be a small enough geodesically convex neighborhood of x 0 contained in B /2K 0 (x 0 ) cl , by (Lip) we find for any y 1 , y 2 ∈ N ,
In other words, u is locally Lipschitz in Ω.
and as u is very nice (by Remark 3.15 above, u is continuous on Ω cl ), the constraint set in the second line is clearly compact. A similar argument holds for the infimum. We will refer to this subinterval as a very nice interval associated to u.
Remark 3.17. One of our ultimate goals is to apply Theorems 1.1 and 1.2 toward regularity of weak solutions of (1.2) (see [Tru14b,  Section 4] for a definition and discussion). However, when (u, u) = R in (Unif), we may only be able to apply our estimates Theorems 1.1 and 1.2 to a very nice G-convex function u. This is to be expected as one feature of this case is that weak solutions of (1.2) with the same data may have differing regularity. This is in contrast to generated Jacobian equations arising from optimal transport problems (see Section 2.3) where weak solutions with the same data must be translates of each other, hence all share the same regularity. For one such example with this different behavior (see Section 2.2 below), it is known the point source, near-field reflector problem in geometric optics problem can be recast as a generated Jacobian equation. At the same time, [KW10] demonstrates that different reflectors corresponding to the same data may have differing regularity properties, and indeed there exist data for which some reflectors are smooth while others have points of nondifferentiability.
The following adaptation of the condition (G5) due to Trudinger (also shared with us through personal communication [Tru14a] ) gives existence of weak solutions of (1.2) that are very nice. Indeed, define
(L(γ) above is the length of a piecewise C 1 curve). Then assume that the constant
, for any measurable, bounded data, x 0 ∈ Ω, and u 0 ∈ (u + K 1 , u − K 1 ), there exists a nice weak solution u of (1.2) with u(x 0 ) = u 0 (see [Tru14b, Theorem 4 .2]). If u 0 ∈ (u + 3K 1 , u − 3K 1 ), u will be very nice.
The next notion is that of the G-dual of a set A ⊂ Ω cl .
Definition 3.18. Let A ⊂ Ω cl , x ∈ A int , λ > 0, and m be a G-affine function. We define the G-dual of A with vertex x, base m, and height λ by
In other words,x ∈ A G x,m,λ if and only if there exists some z such that
The following Propositions 3.19 and 3.24 make essential use of the conditions (G * -QQConv) and (G-QQConv).
If A ⊂ Ω cl is connected and m is a G-affine function with u < m < u on A cl , then
, and define ρ(y) := sup t∈[0,1] G(y,x(t), z(t)) for any y ∈ Ω. Notex(t) is welldefined by (DomConv * ). Now consider the set
Clearly x ∈ Ω , and Ω is relatively closed as a subset of Ω. We now aim to show that Ω is relatively open, then we would obtain Ω = Ω since Ω is connected by (DomConv). Since u(x) = G(x,x(t), z(t)) for all t ∈ [0, 1] by construction and u is nice, (Unif) implies that (x,x(t), z(t)) ∈ g for all t ∈ [0, 1]. As a result, we would have [x 0 ,x 1 ] x,u(x) ⊂ ∂ G u (x), proving the proposition.
Note that since Ω cl is compact and u is nice, there exists some > 0 such that u+ ≤ u ≤ u− on Ω cl . Suppose that y 0 ∈ Ω ; thus ρ(y 0 ) ≤ u(y 0 ) ≤ u − . By a simple compactness argument, there exists δ > 0 such that ρ(y) ≤ u − /2 for all |y − y 0 | < δ. Fix such a y, we claim that ρ(y) ≤ u(y) as well. If ρ(y) ≤ u + , the claim is immediate. Otherwise let [t 0 , t 1 ] ⊂ [0, 1] be the maximal subinterval on which G(y,x(·), z(·)) ≥ u+ that also contains a value t y ∈ (t 0 , t 1 ) where G(y,x(·), z(·)) is maximized; by possibly reversing the parametrization ofx(t) let us assume G(y,x(t 0 ), z(t 0 )) ≥ G(y,x(t 1 ), z(t 1 )). Thus for any t ∈ [t 0 , t 1 ] we have G(y,x(t), z(t)) ∈ (u, u), and in turn by (Unif), (y,x(t), z(t)) ∈ g. As a result we can apply (G * -QQConv) to the reparametrized G-segment x(t) :=x((1 − t)t 0 + tt 1 ) to obtain
as desired. This last inequality is due to the fact that G(·,x(0), z(0)) and G(·,x(1), z(1)) are supporting to u from below (in the case t 0 = 0), while u + ≤ u(y) (in the case t 0 > 0). To obtain the second claim, repeat nearly the same proof withx 0 ,x 1 ∈ A G x,m,λ , usingx(t) := [x 0 ,x 1 ] x,m(x) , z(t) := H(x,x(t), m(x)), and Ω := {y ∈ A | ρ(y) ≤ m(y) + λ}. 
Proof. Suppose m is such a G-affine function, locally supporting from below at a point x 0 ∈ Ω. Recall the subdifferential of u at x 0 ,
is a closed convex subset of T * x 0 M , compact since u is nice; here exp x 0 is the usual Riemannian exponential map. We pause to remark here that since G is not assumed to be C 2 in the x variable, u may not be semi-convex; however since it is G-convex, it is easy to see that ∂u(x) = ∅ for any x ∈ Ω. By our current assumptions, Dm(x 0 ) ∈ ∂u(x 0 ). Our goal will now be to show that ∂u(
, which would conclude the corollary asx = exp G x 0 ,u(x 0 ) (Dm(x 0 )) by (G-Twist) (recall, since u is nice, by (Unif) we have (x 0 ,x, z) ∈ g).
To this end, letp 0 be an exposed point of ∂u(x 0 ), i.e. for some unit length v 0 ∈ T x 0 M ,
We will show that (x 0 ,p 0 ) is a limit in T * M of (x k , Du(x k )) for some sequence x k → x 0 . If this were the case, since u is nice, by (G-Twist) and (Unif) we can see that exp
, thus we could conclude that any exposed point of ∂u(
Since by [Roc70, Theorem 18 .7], ∂u(x 0 ) is the convex hull of its exposed points, combining with Proposition 3.19 we would obtain ∂u(
. Again owing to the niceness of u and (Unif), the reverse inclusion is immediate, hence this would complete the proof. Now by Remark 3.15, u is differentiable almost everywhere, hence we can choose a sequence
) (note that since u is nice, by (Unif) we must have (x 0 ,x ∞ , H(x 0 ,x ∞ , u(x 0 )) ∈ g). Thus we see thatp ∞ = DG(x 0 ,x ∞ , H(x 0 ,x ∞ , u(x 0 ))) ∈ ∂u(x 0 ), and we have that
Plugging the second inequality above into the first, cancelling terms, and dividing both sides by |v k | gx 0 , we obtain
By using geodesic normal coordinates around x 0 , we find taking k → ∞ that this leads to
and by (3.4) we must havep 0 =p ∞ as desired.
Definition 3.21. Suppose u is a nice G-convex function, m is G-affine, and let S := {x ∈ Ω | u(x) ≤ m(x)} with x 0 ∈ S int . Then the G-cone with base S and vertex x 0 is the function defined by
Remark 3.22. Since u is G-convex, clearly K G x 0 ,S (x 0 ) = u(x 0 ). Now K G x 0 ,S may not be G-convex on Ω (given x ∈ Ω, it is not clear that there exists anx ∈Ω for which (x,x, H(x,x, K G x 0 ,S (x))) ∈ g). However, we can see that since u is nice, by (Unif) we have at the vertex
(3.5)
Also note, as long as u is nice the proof of Proposition 3.19 yields that [
Lemma 3.23. Suppose u, m, x 0 ∈ S int are as in Definition 3.21, and suppose S ⊂ Ω int . Then
for some x max ∈ S cl ; since u is nice, by (Unif) it follows that (x max , x, z max ) ∈ g. Since z max ≥ H(x, x, u(x)) for all x ∈ S and G z < 0, it follows that
by the definition of z max . Then applying H(x max , x, ·) to both sides, we have
in other words we may actually choose x max = x 0 . Thus in any case, we may assume x max ∈ S int ; then G(x, x, z max ) locally supports u from below in S. In particular, x ∈ ∂ G u (S) by Corollary 3.20. 
Proof. We remark that since m is nice, (Unif) implies [Ω cl ]x ,z is well-defined; in turn (DomConv) implies it is convex. First fix any arbitrary G-affine function m(·) = G(·, x, z), and consider the set S := x ∈ Ω cl | m(x) ≤ m(x) . Consider x 0 , x 1 ∈ S, and let x(s) := [x 0 , x 1 ]x ,z ; again since m is nice, (Unif) and (DomConv) implies x(s) is well-defined and remains in Ω cl for all s ∈ [0, 1]. Now suppose
Clearly the expression on the left is in the domain of H(x 1 , x, ·), while m(x 1 ) is as well since m is nice. Thus we can take G(x 0 , x, H(x 1 , x, ·)) of both sides (which preserves monotonicity), to obtain
thus by possibly relabelling x 0 and x 1 , we can assume that
Now since m is nice, u < inf Ω m ≤ sup Ω m < u. Thus we may apply (G-QQConv) along x(s)
(also with some associated constant M ≥ 1). Doing so we find that
Here the inequality in the last line is due to the fact that m(x 0 ) ≤ m(x 0 ), combined with monotonicity properties of H and G in the scalar parameters. As a result, we see that [ S]x ,z is convex. Finally note that, u = sup m for some collection of G-affine functions m. Thus we can see that [S] x ,z = [ S]x ,z , which by the first part of the proof is an intersection of convex sets and thus must be convex itself.
3.4. About the assumptions. For the remainder of this section and Sections 4 and 5, we assume that G satisfies (G-Twist), (G * -Twist), (G-Nondeg), and (G-QQConv), (G * -QQConv), and let u be a very nice G-convex function with associated very nice interval [u N , u N ] ⊂ (u, u).
Remark 3.25. By an abuse of notation, we will often refer to a constant that depends only on [u N , u N ], by which we mean a constant that depends on [u N , u N ], the domains Ω,Ω, and the dimension n, through the following quantities: the modulus of continuity of E and
L 2 , inf|G z |, sup|G z |, inf|H u |, sup|H u |, and M ≥ 1 corresponding to [u N , u N ] from (G-QQConv) and (G * -QQConv). All suprema and infima above are taken over x ∈ Ω,x ∈Ω, u ∈ [u N , u N ], and with the understanding that z = H(x,x, u); the above quantities can be assumed finite and nonzero by (G-Nondeg) and (Unif). The rationale for this terminology is that in various situations, Ω,Ω, n, and the various quantities involving G and H are fixed, with the only real dependence on the constant coming from the range of the scalar parameter u which will be constrained in the interval [u N , u N ].
Remark 3.26. Fixing local coordinates in M andM , the matrix representation of E(x,x, z) is
A routine calculation then shows that the derivatives of the maps x → px ,z (x) andx → p x,u (x) are given by −Ē (x,x,z) Gz and E(x,x, H(x,x, u)) respectively, hence these mappings are diffeomorphisms on their respective domains by (G-Nondeg). What is more, this actually shows that for (y,x, u) ∈ Ω cl ×Ω cl × [u N , u N ], the mappings x → px ,H(y,x,u) (x) andx →p x,u (x) are bi-Lipschitz with Lipschitz norms depending only on [u N , u N ].
Two particularly useful consequences are the following. Let us write a ∼ b to mean there exists a constant C > 0 depending only on [u N , u N ] for which C −1 a ≤ b ≤ Ca. Then first, for any (y,
whenever the quantities on the right hand side are well-defined (see Definition 3.5). Second, this easily implies for any (y,
again when the sets on the right hand side are well-defined.
Aleksandrov-type estimate
Definition 4.1. If A ⊂ R n is convex and ω ∈ S n−1 is a unit direction, we denote the supporting plane to A with outward normal ω by Π ω A .
Theorem 4.2 (John's Lemma). If A ⊂ R n is a convex set with nonempty interior, there exists an ellipsoid E whose center of mass coincides with that of A, and a constant α(n) depending only on n such that
In this section, we assume the hypotheses of Theorem 1.1. Namely, we fix a very nice G-convex function u(x) with associated nice interval [u N , u N ], a nice G-affine function m = G(·,x, z), and a point x 0 ∈ S where S := {x ∈ Ω | u(x) ≤ m(x)}. Again, since m is nice, by (Unif) and (DomConv) we have that [Ω]x ,z is well-defined and convex. We also assume that diam(S) < for some constant > 0 depending only on [u 
Proof. Fix any ω ∈ S n ⊂ T * xM , and take any 
Thus as in the proof of Corollary 3.20, we can prove that 
Then writing z ω (t) := H(x ω ,x ω (t), u(x ω )), we see that G(x 0 ,x ω (t * ), z ω (t * )) ≤ u(x 0 ) while G(·,x ω (0), z ω (0)) ≡ m, hence there exists some value 0 ≤ t * * ≤ t * for which
Since m is nice, we may take Ω := y ∈ S | sup t∈[0,t * ] G(y,x ω (t), z ω (t)) ≤ m(y) andx ω (t), z ω (t) in place ofx(t), z(t) in the proof of Proposition 3.19 to see that G(·,x ω , z ω ) ≤ m(·) on S, or in other words (recalling (3.5))x ω ∈ ∂ G K G x 0 ,S (x 0 ) as desired. Now recalling that [S]x ,z ⊂ B for some ball, it is not hard to see that writing
x ,z , and hence the whole line segment in between (by (DomConv) and since m is nice). At the same time,
z is convex by Proposition 3.24, and by differentiating G(·,x ω , z ω ) it can be seen that ω is an outer unit normal to H G at px ,z (x ω ). Thus, there exists p 1 in the intersection of H ∂ G with the ray {p 0 + sω | s ≥ 0} with
and
(see Figure 1) . Now let us write
note that z(1) = z ω by (4.4). Then we have,
Now if we writep
by Proposition 3.10 (3.1), (3.2), and (3.3), the final expression in (4.6) above can be written as
for some linear transformation M t,s : T * x 0 M → TxM , and vectors V t,s ∈ TxM ,V t ∈ T x 0 M . A routine calculation yields that M t,s L 2 , |V t,s |ḡx, |V t | gx 0 have bounds depending only on [u N , u N ], thus by applying Cauchy-Schwarz and using (4.5), for some C > 0 depending only on [u N , u N ] we arrive at the final inequality
On the other hand recalling the choice of x 1 ,
for some C 1 > 0 depending only on [u N , u N ] by applying the mean value property; combining with (4.6) we thus arrive at (4.2). Finally, let v := E(x 0 ,x, z)ω and w := (t * * ) −1 p ω −p 0 . Note thatp x 0 ,u(x 0 ) (exp G xω,u(xω) (·)) is a C 1 map on T * xω M with C 1 norm depending only on [u N , u N ] (via the value u(x 0 )). Then we find for some C > 0 depending only on [u N , u N ],
(here we have also used (G-Nondeg) and the fact that ω has unit length). As a result,
Now since ω is unit length, we see
we claim that if diam (S) is small enough depending only on [u N , u N ] (recall also Remark 3.26 (3.6)), we can ensure |v − w| gx 0 < 1 4C √ n . Indeed, suppose this is not the case. Then there exist sequences
Since m ∈ [u N , u N ] on Ω cl , we can use compactness of Ω cl andΩ cl to pass to a subsequence and assume
, and ω ∞ ; this implies v k → v ∞ . Moreover, by the same argument as above, we see that |w k | gx k has a bound depending only on [u N , u N ], thus we can pass to a subsequence to assume w k → w ∞ as well. Now clearly, our assumption implies that x ∞ = x ω [∞]. Now, it is clear that v ∞ = w ∞ if t ∞ = 0, otherwise, the limit of the w k is simply a differentiation (which can be done thanks to the continuity of DDG) which in this case gives again v ∞ . In either case, v ∞ = w ∞ yields a contradiction.
Having the desired bound on |v − w| gx 0 , we can calculate
and we arrive at (4.1) as desired.
Next we apply the above lemma to a specific basis of n directions: let ω 1 ∈ T * xM be the unit vector of interest in Theorem 1.1 and {ω i } 
Proof. Let us writex i :=x ω i which are obtained by applying Lemma 4.3 to the directions ω i ,p i :=p x 0 ,u(x 0 ) (x i ) for 1 ≤ i ≤ n, and alsop :=p x 0 ,u(x 0 ) (x). Then we havep,
. Now (4.1) combined with (G-Nondeg) implies that the directions {p i −p} n i=1 span a parallelpiped whose volume is comparable by a constant depending only on [u N , u N ] to that of conv |p i −p| gx 0 ω i | 1 ≤ i ≤ n , which in turn (due to our assumption on the angles between ω i and ω 1 ) has volume comparable to n i=1 |p i −p| gx 0 by a constant depending only on n. Combining this with (4.2) and recalling (3.7) from Remark 3.26, we obtain the claimed inequality.
Just as in the proof of [GK15, Lemma 4.8] (and using Remark 3.26 (3.7)), we can obtain the following bound. 
It is now straightforward to combine the two last lemmas to obtain the analogue of the Aleksandrov estimate.
Proof of Theorem 1.1. Multiplying the inequalities from Lemmas 4.4 and 4.5 yields,
Rearranging and applying Lemma 3.23, the theorem follows.
The sharp growth estimate
In this section we will work toward proving the estimate Theorem 1.2. The strategy of our proof will essentially follow [GK15, Section 3], however we must redo [GK15, Lemmas 3.8 and 3.10] using our conditions (G-QQConv) and (G * -QQConv). Throughout this section, let us fix a G-convex function u, m, and A ⊂ S as in the hypotheses of Theorem 1.2: namely that
, and sup A (m − u) < sup A (u − m) (we also remind the reader that M is the constant in (G-QQConv) and (G * -QQConv) associated to the choice
This first lemma replaces [GK15, Lemmas 3.8]; but contains a crucial difference. The underlying idea here is that we would like to control |∂ G u (A)| L from above by the G-subdifferential of some G-cone at one point (which is much better behaved). This amounts to showing that G-affine functions supporting to u also can be vertically shifted to support to a G-cone; as in the Euclidean case, one cannot take the whole section S as the base of this G-cone, a smaller dilate is taken to make sure the G-cone is "steep enough." However, in order to show the inclusion we must rely on (G-QQConv), thus we essentially must consider a G-cone whose vertex lies on m instead of below it in S. Since the dependence of G on the scalar parameter is nonlinear, this is no longer a vertical translation of the usual G-cone, thus we must instead consider a related G-dual set (compare Definitions 3.18 and 3.21). Proof. Again we comment that by the assumptions on m combined with (Unif), we have (x,x, z) ∈ g for every x ∈ Ω; in particular [S]x ,z is well-defined.
Fix some x ∈ A and x ∈ ∂ G u ( x), and let m(·) := G(·, x, H( x, x, u( x))); thus m is nice and supporting to u from below at x, and u N ≤ m ≤ u N on Ω cl . Also let˜ m(·) := G(·, x, H(x cm , x, m(x cm ))), and let x max be the point in A ∂ where the difference˜ m − m is maximized. In order to show that x ∈ A G xcm,m,λsup , our goal is to show that˜ m(x max ) − m(x max ) ≤ λ sup . We note here by using the mean value theorem in the scalar parameter, 
for any x. Next we can see there exist points x ∂ , x ∂ max ∈ S ∂ so that x and x max lie on x cm , x ∂ x,z and x cm , x ∂ max x,z respectively (let us write x(s) and x max (s) for the parametrizations of the above two G-segments). Moreover, since KM [A]x ,z ⊂ [S]x ,z , there exist 0 < s, s max < 1 KM for which x( s) = x and x max (s max ) = x max . By the boundedness assumptions on m and (DomConv) both of these G-segments are well-defined, and by Proposition 3.24 lie entirely in [S]x ,z . Additionally, the boundedness assumptions on m allow us to apply (G-QQConv) along both of these G-segments as below, with constant
By (G-QQConv) along x max (s), we obtaiñ
At this point let us take
which again depends only on [u N , u N ]; we then consider a number of cases. Case 1: If˜ m(x ∂ max ) ≤ m(x ∂ max ), then the above inequality already implies˜ m(x max ) − m(x max ) ≤ 0 ≤ λ sup and we are finished.
Case 2: Otherwise we can take x = x ∂ max in (5.3) and combine with (5.4) to obtaiñ
the second inequality is due to the fact that m(
At this point we can apply (G-QQConv) along x(s) to obtain as above,
Combining this time with x = x in (5.2), we see that
, by rearranging the above we see m(
inf λ sup , which combined with (5.5) yields
Case 2b: Otherwise in the final case, we once again apply (5.3) with x = x ∂ and combine with (5.6) to obtain (using that x ∂ ∈ S as well),
or rearranging,
Clearly combining this bound with (5.5) gives˜ m(x max ) − m(x max ) ≤ λ sup , finishing the proof.
This next lemma relates the difference of two G-affine functions with the difference of their linearizations. The lemma relies on (G * -QQConv) in a crucial way.
Lemma 5.2. Let x 0 ∈ Ω,x 0 ,x 1 ∈Ω, and u 0 ∈ [u N , u N ]. Then there exists a constant C > 0 depending only on [u N , u N ] such that for any x ∈ Ω with (x,x(t), H(x 0 ,x(t), u 0 )) ∈ g for all t ∈ [0, 1],
Proof. To obtain the first inequality we calculate (also using (3.2)):
and note −G z (x,x 0 , z 0 ) = −G z (x,x 0 , H(x 0 ,x 0 , u 0 )) has strictly positive upper and lower bounds depending only on [u N , u N ]. The second inequality follows by dividing (G * -QQConv) through by t > 0 and taking the limit as t → 0.
With the above Lemmas 5.1 and 5.2 in hand we can connect the G-dual set with the usual polar dual from convex geometry (defined below), in the appropriate coordinates defined via (G-Twist); this easily leads to our claimed estimate in Theorem 1.2.
Definition 5.3. Let V be an linear space, A ⊂ V , p 0 ∈ A int , q 0 ∈ V * , and λ > 0. The polar dual of A of scale λ and center p 0 , denoted A * p 0 ,q 0 ,λ ⊂ V * , is the set given by
Lemma 5.4. There exists C > 0 depending only on [u N , u N ] such that
Proof. Fixȳ ∈ A G xcm,m,λsup and x ∈ A; recall that m(·) = G(·,x, z). Note by (Unif) and (G-Nondeg), we can see that E −1 (x cm ,x, z) is well-defined. We claim that
for some C 1 > 0 depending only on [u N , u N ], to be determined, where
First fix an x ∈ A, letx(t) := [x,ȳ] xcm,m(xcm) and write z(t) := H(x cm ,x(t), m(x cm )); since m(x cm ) ∈ [u N , u N ], by (DomConv * ) and (Unif) we seex(t) is well-defined and remains inΩ cl . Now, we can assume 
Next let [0, t 0 ] ⊂ [0, 1] be the maximal subinterval (t 0 necessarily strictly positive) on which G(x,x(t), z(t)) ≥ u N . By (Unif), we can apply (G * -QQConv) alongx(t) on [0, t 0 ] (after reparametrizing) to see that G(x,x(t), z(t)) cannot have any local maxima in (0, t 0 ). The calculation in Lemma 5.2 shows d dt G(x,x(t), z(t)) t=0 > 0 by our assumption, thus we must actually have t 0 = 1. As a result u N ≤ G(x,x(t), z(t)) < u, or by (Unif), (x,x(t), z(t)) ∈ g for all t ∈ [0, 1]. We can thus apply Lemma 5.2 to obtain for a
and we obtain (5.7) with C 1 := C 0 M . As a result we see this implies that
thus by taking the volume of both sides (recall also Remark 3.26) and combining with [GK15, Lemma 3.9] (it is here that we require the convexity of [A]x ,z ) we obtain the lemma for another choice of C > 0 depending only on [u N , u N ].
Proof of Theorem 1.2. Combining the above Lemmas 5.1 and 5.4, the theorem is immediate.
6. The analogue of the Ma-Trudinger-Wang condition, and (G-QQConv), (G * -QQConv)
In [Tru14b] , Trudinger defines the condition (G3w) below. The condition reduces to the Ma-Trudinger-Wang ((MTW) or sometimes (A3w)) condition on the cost function c from the theory of optimal transport (the case G(x,x, z) = −c(x,x) − z, see Section 2.3 above), which is central in questions of regularity. The (MTW) condition and certain stronger variations were used in [MTW05, LTW10] to prove local and in [TW09] to prove global a priori C 2 estimates of solutions to optimal transport problems, leading to C 2,α regularity. In [FKM13] , it is shown under (MTW) that pointwise estimates of Aleksandrov type hold, which can be used to show C 1,α regularity of solutions to optimal transport (see also [Liu09] ). In a previous paper [GK15] , we introduce conditions called (QQConv), which can be used as starting points to again prove Aleksandrov type estimates in optimal transport, but with lower (C 3 ) regularity of the cost function. In [GK15] we also show the (MTW) condition implies (QQConv); the conditions (G-QQConv) and (G * -QQConv) we introduce in this paper reduce to (QQConv) in the optimal transport case. It is also shown by Loeper in [Loe09] that the (MTW) condition leads to certain geometric consequences, and when the cost function is C 4 , it is necessary to obtain regularity of solutions to optimal transport. Trudinger uses (G3w) in [Tru14b] to obtain a priori C 2 estimates for G-convex solutions of the generated Jacobian equations (1.2).
The goal of this section is to demonstrate that conditions (G-QQConv) and (G * -QQConv) are reasonable: in the case of smoother generating function G, the conditions follow from Trudinger's regularity condition (G3w) below.
In this section, we assume that G is C 4 , in the sense precised in Theorem 1.3 (i.e., all derivatives up to order 4, where at most two derivatives fall on any single variable at once, are continuous). We first define Trudinger's condition (G3w).
Definition 6.1. Fix x ∈ Ω, (p, u) ∈ {(DG, G)(x,x, z) | (x,x, z) ∈ g}, and a local coordinate system near x (denoted by x i ) on M ; and define
where subscripts refer to coordinate derivatives.
We say G satisfies (G3w) if for any such triple (x,p, u), and any V ∈ T x M and η ∈ T * x M satisfying η, V = 0, we have
herep i denote the coordinates induced by x i on the cotangent bundle T * M , and D 2 p kpl are second derivatives with respect to these coordinates.
Similarly, for fixedx ∈Ω, z ∈ R, and p ∈ −D
= Hxkxl(exp Remark 6.2. We recall here that for any fixed (x,p, u), the expression in the definition of T (x,p,u) (·, ·, ·, ·) is a (2, 2)-tensor over T x M × T x M × T * x M × T * x M ; hence actually independent of choice of coordinate systems. Indeed, fix (x 0 ,p 0 , u 0 ). We take two coordinate systems x i and y i near x 0 on M ; x i and y i induce coordinates on T * M locally near (x 0 ,p 0 ), we denote these by (x i ,p i ) and (y i ,q i ); the relation beingq i =p k Since the second term in the last expression above is linear in thep i coordinates, it will vanish under two differentiations in those variables. Hence we obtain Dp kpl A ij (x,p, u) = Dp kpl G y α y β (y, exp There are numerous known cases in optimal transport when (G3w) holds: see [Loe11, KM12, LV10, FR09, DG10, FRV12] (examples arising in Riemannian geometry) and [MTW05, TW09, LM11, LL12] (more general cost functions). Some cases that do not fit into the optimal transport framework that satisfy (G3w) are demonstrated in [JT14, Section 4] (near-field parallel beam reflection and near-field refraction) and [Tru14b] (near-field point source reflector with flat target). One interesting future direction is to explore how in the near-field point source reflector problem with a more general target, the conditions for regularity presented in [KW10] fit within the framework of generated Jacobian equations.
We now devote the remainder of this section toward proving Theorem 1.3. In order to do so, we first obtain (G * -QQConv) by adapting the strategy in [GK15, Lemma 2.23], which is originally motivated by a computation in [KM10, Proposition 4.6] stemming from the optimal transport case. The major difference is, of course that the added nonlinear dependency of G on the scalar variable z highly complicates matters. Additionally, due to the restriction of the domains g and h, we must be extremely careful in our computations to ensure that the quantities involved are always well-defined; this is another subtlety not present in the optimal transport case. Finally, since the "source" and "target" domains Ω andΩ do not play an exactly symmetric role, we must carefully exploit the duality relation between G and H to obtain (G-QQConv) from (G * -QQConv). Henceforth we will fix a compact subinterval [u Q , u Q ] ⊂ (u, u).
We comment here that in the lemma below, we will actually make use of (G3 * w) instead of (G3w); by [Tru14b, Theorem 3.1] it is known that if G satisfies (G3w), then it also satisfies (G3 * w). Then, if (x 1 ,x(t), H(x 0 ,x(t), u 0 )) ∈ g for all t ∈ [0, 1], there is a constant C > 0 depending on [u Q , u Q ], various derivatives of G, Ω, andΩ, but independent of x 0 , x 1 ,x 0 , andx 1 such that f (t) ≥ −C|f (t)|, ∀ t ∈ (0, 1).
Proof. First by (DomConv * ) and (Unif), note thatx(t) is well-defined, and thus (x 0 ,x(t 0 ), H(x 0 ,x(t), u 0 )) ∈ g, ∀ t ∈ [0, 1].
on the interval [u Q , u Q ] but independent of x 0 , x 1 ,x 0 , andx 1 (also through (G-Nondeg) via (3.1)). Thus combining (6.7) with (6.6) we obtain ∂ 2 ∂s 2 ∂t 2 g(t, s; t 0 ) t=t 0 where here the supremum of |G z | is over (x,x) ∈ Ω cl ×Ω cl and H(x(s),x 1 , G(x(s),x 0 , z 0 )) − M s [H(x 1 ,x 1 , G(x 1 ,x 0 , z 0 )) − z 1 ] + ≤ z ≤ H(x(s),x 1 , G(x(s),x 0 , z 0 )).
It is not difficult to see that this supremum then has a finite upper bound C 1 > 0 depending only on G, Ω,Ω, M , and [u Q , u Q ], thus this can be rewritten as G(x(s),x 1 , z 1 ) − G(x(s),x 0 , z 0 ) ≤ C 1 M s [H(x 1 ,x 1 , G(x 1 ,x 0 , z 0 ) 
