Abstract. Following M. Tsujii, for, 0 < λ < 1, consider the transformation T (x) = dx (mod 1) on the circle S 1 , and, the map F (x, s) = (T (x), λ s + A(x)), (x, s) ∈ S 1 × R. This transformation F (which is not bijective) defines an attractor set and its dynamics is similar to the solenoid. For each value λ the attractor is the set of points which have a bounded set of pre-images (of arbitrary order). For each λ one can consider λ-maximizing probabilities and this is an important ingredient in the proof of our main results.
Introduction
Consider, 0 < λ < 1, the transformation T (x) = d x (mod 1), d ∈ N, and, the map F (x, s) = (T (x), λ s + A(x)), (x, s) ∈ S 1 × R. We denote by τ i , i = 1, 2, ...d, the inverse branches of T .
Note that F n (x, s) = (T n (x), λ n s + [λ n−1 A(x) + λ n−2 A(T (x)) + ... + λA(T n−2 (x)) + A(T n−1 (x))]). Here we use sometimes the natural identification of S 1 with the interval [0, 1).
We consider here A sometimes of class C 1 (as in [35] ), piecewise C 1 , or, Lipchitz (as in [6] ).
Most of the results presented here also applied to the case of the shift (instead of the T above) on the Bernoulli space and a Holder or Lipchitz potential.
This transformation F (is not bijective) defines an attractor set and its dynamics is similar to the one of the solenoid. For each λ the attractor is the set of points which have a bounded set of pre-images (of arbitrary order) [6] . We denote B = B λ the upper boundary of the attractor. We are interested in probabilities on B λ and what happen in the limit when λ → 1. The analysis of the lower boundary is similar to the case of the upper boundary and will not be consider here.
The study of the dimension of the boundary of strange attractors is a topic of great relevance in non-linear physics [32] [20] . The papers [21] and [22] discuss somehow related questions. We want to analyze a case where this boundary is piecewise smooth and one-dimensional.
In figure 1 we show de image of the fat attractor for the case of A(x) = (x − 0.5) 2 , λ = 0.51, and d = 2. One of our main motivations for this work is the following conjecture (see [6] ): for any fixed λ, generically C 1 on the potential A, the upper boundary B λ is formed by a finite number of pieces of unstable manifolds of periodic orbits for F .
The twist property for a potential A is defined in the last section. We will prove this conjecture in the following sense: for a generic twist potential A and λ close to one the upper boundary B λ is formed by a finite number of pieces of unstable manifolds of periodic orbits for F . This follows from section 2, the last section and Theorem 4. In the last section of the paper, we will develop techniques that will help to get a better understanding of the difficulties for analyzing the case of any λ ∈ (0, 1]. The mechanism behind the dynamics of such problem can be better understood under the perspective of Ergodic Transport Theory (see [29] [30] [28] [31] ). This is the purpose of section 2. Finally, we apply all this to the case when A is quadratic in the last section. We will assume from now on that A is at least of Holder class.
We point out that the twist condition is an open property in the C 2 topology. The main problem we analyze here could also be expressed in the C 2 topology.
Definition 1.
It is known (see [6] ) that the upper boundary of the attractor is the graph of a Lipchitz function b :
We call b λ the λ-calibrated subaction.
A geometric description of the above equation is presented in figure  2 . The function b above exist and it is unique (see [11] ). The existence of such b when A is Holder is also presented in the survey paper [27] . Note that if b is the λ-calibrated subaction for A, then, b + g λ is the λ-calibrated subaction for A +
, we say τ i 0 (x) realizes b(x) (or, realizes x). We can also say that i 0 is a symbol which realizes b(x).
One can show that for d = 2, for any Holder A, there exist x such that b(x) has two different τ i 0 (x) realizers. In this way realizers are not always unique.
For fixed x 0 ∈ S 1 consider x 1 such that b(x 0 ) = λ b(x 1 ) + A(x 1 ), and
Then, there exist a realizer i 0 such that
In the same way as before, there exist i 1 such that
In this way get by induction a sequence
This also defines an element a = a(x 0 ) = (i 0 , i 1 , ..., i n , ..) ∈ Σ = {1, ..., d} N , where τ i k (x k ) = x k+1 . This w depends of the choice of realizers we choose in the sequence of preimages. We say (x 0 , a(x 0 )) ∈ S 1 × {1, 2, ..., d} N is an optimal pair. Note that for each x 0 ∈ S 1 there exist at least one optimal pair. For each x 0 we consider a fixed choice a(x 0 ), and, the corresponding sequence x k ∈ S 1 , k ∈ N. Consider the probability µ n = n−1 j=0 1 n δ xn and µ λ any weak limit of a convergent subsequence µ n k , k → ∞.
The probability µ λ on S 1 is T invariant and satisfies
for all z ∈ S 1 . In this way for z in the support of µ λ we get the λ-cohomological
Therefore, µ λ is maximizing for the potential A(z) − b(T (z)) + λb(z).
Definition 2. Any probability which maximizes
where b is the λ-calibrated subaction, will be called a λ-maximizing probability for A. As we are maximizing among invariant probabilities we can also say that µ λ is maximizing for the potential
One of our main results is Theorem 4 which claims that for a generic Lipchitz potential which satisfies the twist condition (to be defined later) there exists an ǫ > 0 such that for λ ∈ (1−ǫ, 1] the λ-maximizing probability is a periodic orbit. This will follow from a recent result by G. Contreras (see [14] ), proposition 18 and Theorem 4 which uses the property of continuous varying support property (see [12] ). As we will see in next section this is associated, via the λ-involution kernel, to the possibility of controlling the associated finite set of Lipchitz pieces of the boundary of the attractor. This pieces (in a finite number) will be of class C 1 in the C 1 setting and class C 2 in the C 2 setting.
We point out that in order to obtain examples where one can determine the maximizing probability or calibrated subactions for a given potential A it is necessary to know at least the exact value the maximal value m(A) of the possible integrals of A among the invariant probabilities. In the general case this is not an easy task and therefore any method of approximation of this maximal value or associated subaction is helpful. The discounted method provides approximations b λ of the calibrated subaction for A via the Banach fixed point theorem, that is, via a contraction in the set of continuous functions. It is not necessary to know the value m(A). However, when λ becomes close to the value 1 this contraction becomes weaker an weaker. Theorem 4 claims that for a generic potential A the maximizing measure for A is attained by a λ-maximizing probability for λ in an interval of the form [1 − ǫ, 1]. Thanks to that one can apply our reasoning for a λ bounded away from 1.
The same result is true for a C 1 potential A and the C 1 topology.
Definition 3. We denote by R the function R = A − b • T + λb and call it the rate function. As usual we denote m(A) = max{ Adρ | where ρ is T invariant}. We call maximizing probability for A any ρ which attains the supremum. we denote any of these by µ A .
A continuous function U :
It is known (see [27] and [4] for references) that b λ is equicontinuous in λ, and, any convergent subsequence, λ n → 1, satisfies b & λn → U, where U is a calibrated subaction for A (see [17] for definition). Assuming the maximizing probability for A is unique (a generic property according to [12] ), it is known (see [17] In this way, under this hypothesis, when λ → 1, we get that B λ (after the subtraction of max b λ ) converges to the graph of the calibrated subaction for A. I Note that in any case it is true the relation: for any z
It is known (see [27] ) that (1 − λ)(max b) → m(A).
Theorem 4. If ν is a weak limit of a converging subsequence µ λn → ν, λ n → 1, then, ν is a maximizing probability for A. For a generic Lipchitz potential A there exist an ǫ, such that for λ ∈ (1 − ǫ, 1], the λ-maximizing probability is a periodic orbit and equal its limit. If the potential A is of class C 1 the same is true on the C 1 topology.
Proof: Consider a subsequence µ λn → ν, λ n → 1. Such ν is clearly invariant. Suppose by contradiction that for some ǫ > 0 there exists an invariant µ such that
then, for any n large enough we have
and, we reach a contradiction. Now, for a generic potential it is known that the maximizing probability for A is a unique periodic orbit (see [14] ). Therefore, µ λ → ν, when λ → 1.
From the continuous varying support (see [12] ) if µ λ → ν and ν is periodic orbit, then, there exist an ǫ > 0 such that for λ ∈ (1 − ǫ, 1] the probability µ λ = ν.
If the potential A is of class C 1 one can get a Lipchitz subaction and perturb in the same way as in [14] in order to get a close by potential with support in a unique periodic orbit. This potential can be approximated in the C 1 topology and again by the continuous varying support we get a close by C 1 potential with support in a periodic orbit. Then, the same formalism as above can be applied.
If µ λ → µ A , when λ → 1, we say that µ λ selects the maximizing probability µ A . In the present case for a generic A there is a selection via the discounted method.
An interesting example is A(x) = −(x − 0.5) 2 and T (x) = 2 x (mod 1), which has a unique maximizing probability which is the one with support in the periodic orbit of period 2 [24] [25] . Therefore, the corresponding λ-maximizing probability µ λ converges to this one. This example will be carefully analyzed in the last section of the paper.
Duality and Optimal Transport
Following the notation of the beginning of last section we point out that: given x = x 0 , there exists a sequence
One can consider the probability m n = n−1 j=0
, where σ is the shift, and, a = a(x 0 ) is optimal for x 0 . We define the probability µ * λ in {1, 2, .., d} N , as any weak limit of a convergent subsequence m n k , k → ∞ (which will be σ invariant).
Definition 5. We call µ * λ a λ-dual probability for A.
Consider (as Tsujii in [35] ) the function S : (S 1 , Ω) → R, where Ω = {1, 2, .., d} N , given by
and, a = (a 0 , a 1 , a 2 , ...).
Note that for a fixed a the function S(x, a) is not periodic on x.
For each fixed a the function on x → S(x, a) is C 2 , if, A is C 2 (page 1014 [35] ), and, 1 > λ > 1 d . Note also that for λ and a fixed the function S λ,A (., a) is linear in A.
All x has a corresponding a = a(x) such that b(x) = S(x, a). Indeed, for the given x take i 0 such that
and so on. In this way we get a = (i 0 , i 1 , i 2 , ..). This a is not necessarily unique.
Note that
Taking the limit when n → ∞ we get b(x) = S(x, a). Note from the construction that for any other c ∈ {1, 2, .., d} N we get that b(x) ≥ S(x, c). Indeed, consider
and, the operator
Then, L λ (z) = z. It is known that b is a fixed point for L λ (see section 3 in [27] , or section 2 in [4] ). From the uniqueness of the fixed point it follows the claim. Therefore
As the supremum of convex functions is convex we get that for λ fixed the function b λ,A varies in convex way with A. Figure 1 suggests that b(x) is obtained as sup{S(x, w 1 ), S(x, w 2 )}, where, w 1 , w 2 , is in Σ. Later we will show that w 1 , w 2 are in a periodic orbit of period 2 for the shift σ.
We point out that in a similar way the figure 1 in [35] suggests that b(x) is obtained as sup{S(x, w i ), i = 1, 2, 3, 4}, where, w i , i = 1, 2, 3, 4, is in Σ. Note that the potential A in that case is conjectured to have a maximizing probability in an orbit of period 4 (see [15] ).
Note that the S is not periodic in x, but b is.
We define π(x) = i, if x is in the image of τ i (S 1 − {0, 1}), i ∈ {1, 2, ..., d}.
Note also [35] that
Or, in another way, for any a = (a 0 , a 1 , ...)
In this way we get that φ(x, a) = (x, S(x, a)) is a change of coordinates from F to Θ(x, a) = (T (x), π(x)a) [35] .
Θ(x, a) is forward invariant in the upper boundary B of the attractor Note also that Θ −1 (x, a) = (τ a 0 (x), σ(a)) (when defined). Then we can also write (in the case is well defined)
Definition 6. Consider a fixed x and define W (x, a) = S(x, a) − S(x, a).
We call such W the λ-involution kernel for A.
Definition 7. If we denote
we get the λ-coboundary equation: for any (x, a)
This kind of result is similar to the ones in [3] and [30] (but, with an extra parameter λ)
Note that W depends on the x we choose. Therefore, A * = A * x depends of the x.
If we consider another base point x 1 instead x, in order to get a different W 1 (x, a) = S(x, a) − S(x 1 , a), then one can show that the corresponding A * 1 (to A and W 1 ) satisfies
for some continuous g. Note that W − W 1 just depends on a.
For the dual problem it will be necessary to consider the following problem: finding a function d * = d * λ which satisfies for all a λd * (a) = max
In fact one can do more, it is possible to find a continuous function
Just take, as in [2] ,
In this case the corresponding rate function in the dual problem
is constant equal zero. This situation is quite different from the analogous dual problem in [30] . Definition 8. We call d * λ the dual λ-calibrated subaction. We assume, without lost of generality, that A > 0. Then, V = b > 0. It is natural to consider the sum R * (σ n )(z) in the dual problem (see [3] [30] [13] ), but now this sum is zero.
In order to have a notation similar to [30] we denote V and V * , respectively, the λ-calibrated for A and A * . Note that for all (x, a)
If a is a realizer for x, then (V * + V − W )(x, a) = 0. Given A (and, a certain choice of A * and W ) the next result claims that the dual of R is R * , and the corresponding involution kernel is (V * + V − W ).
Proof: We know that
and, now using x = T (τ w x), we get
. Substituting the above in the previous equation we get
. So the claim follows.
We present now a brief outline of Transport Theory (see [36] [37] as a general reference).
Definition 10. We denote by K(µ, µ * ) the set of probabilitiesη(x, w) onΣ = S 1 × Σ, such that π * x (η) = µ, and π * w (η) = µ * .
The Classical Transport Theory is not a Dynamical Theory. One have to consider a dynamical defined cost in order to get a relation of the optimal plan with the iteration of a Dynamical System.
We are going to consider bellow the cost function c(x, w) = −W (x, w) = −W λ (x, w) for a λ-involution kernel of the Holder potential A.
The Kantorovich Transport Problem: consider the minimization problem
Definition 11. A probabilityη onΣ which attains such infimum is called an optimal transport probability, or, an optimal plan, for c = −W .
We will show later that for µ λ and µ * λ there exists andσ invariant probabilityμ min , which attains the optimal transport cost.
Definition 12.
A pair of continuous functions f (x) and f # (w) will be called c-admissible (or, just admissible for short) if
We denote by F the set of admissible pairs. The Kantorovich dual Problem: given the cost c(x, w) consider the maximization problem
Definition 13. A pair of admissible (f, f # ) ∈ F which attains the maximum value will be called an optimal Kantorovich pair.
Under quite general conditions [36] D(µ, µ
* ) = C(µ, µ * ). We denote
A Classical Theorem [36] : ifη is a probability in K(µ, µ * ), (f, f # ) is an admissible pair, and the support ofη is contained in the set
then,η in an optimal plan for c and (f, f # ) is an optimal pair in F . This is the so called slackness condition of Linear Programming (see [37] Remark 5.13 page 59).
We will show that for the problem D(µ λ , µ * λ ) the functions −b and −d * define an optimal Kantorovich pair. From this becomes clear the importance of the set Γ.
We claim first that −V = −b and
Moreover, for each x there exists a w which is a realizer and then p(x, w) = 0. Therefore, for each x we have that
We can say that V is the W transform of −V * [36] [37]. 
Note that
We will show that the infimum of the cost −W , denoted c(A, λ),
The next proposition is similar to a result on [30] .
Proposition 14. (Fundamental relation): for any (x, w)
R(τ w x) = p(x, w) − λ p(τ w x, σ(w)) (F R1).
From this main equation we get: if
T −1 (x, w) = (τ w x, σ(w)), then a) p − λ p • T −1 (x, w) = R(τ w x) ≥ 0; b) Γ V is invariant by the action of T −1 ; c) if a = (i 0 , i 1 , i 2 , ...) is optimal for x, then σ n (a) is optimal for (τ i n−1 • ... • τ i 1 • τ i 0 )(x).
Proof:
The first claim a) is a trivial consequence of the definition of T −1 . The second one it is a consequence of: p ≥ 0, and
From the above we get that in the case (x, w) is optimal, then, T −1 (x, w) is also optimal. Indeed, we have that
Item c) follows by induction.
In this way T −n spread optimal pairs. This is a nice property that has no counterpart in the Classical Transport Theory.
Take now (z 0 , w 0 ) ∈ Γ V and, for each n,
Note that T −j (z 0 , w 0 ) is optimal and its closure is in the optimal transport set (pairs of realizers).
We claim that any weak limit of convergent subsequenceμ n k , k → ∞, will define a probabilityμ which is optimal for the transport problem for −W and its marginals. In this way we will show the existence of a T-invariant probability on S 1 × Σ which is optimal for the associated transport problem.
Indeed, we considered before a certain z 0 , its realizer w 0 , and then a convergent subsequence µ n k (notation of last section), n k → ∞, in order to get µ λ . If we consider above the correspondig subsequence T −n k (z 0 , w 0 ) we get that the projection ofμ on the S 1 coordinate is µ λ . In an analogous way, we consider as before a certain z 0 , its realizer w 0 , and then a convergent subsequence m k to define µ * λ . If we consider above a subsequence m k of the previous sequence n k (last paragraph) we get that the projection ofμ we get on the Σ coordinate is µ Then any probabilityμ obtained in this way is such that projects respectively on µ λ and µ * λ , and, moreover, satisfies
From the above we get the proof of our main result in this section:
Theorem 15. For the probabilities µ λ , µ * λ and the cost −W , the associated transport problem is such that the functions −b and −d * define an optimal Kantorovich pair, and, the optimal plan is invariant by T.
In [28] other kind of results in Ergodic Transport Theory are considered.
The turning point
Remember that given x there exists a certain a = a(x) which realizes x, and, also that the calibrated subcation b satisfies
Conjecture: For a generic A in class C 1 this a(x) can be taken in locally constant way up to a finite number of points x.
We claim that it is necessary the above to be true, in order, the main conjecture of [6] to be true.
A turning point (see [30] ) is a point in S 1 a where there is change of a(x) ∈ Σ. By this we mean there is no possible way of avoiding this by the choice of a(x).
Conjecture:
The unstable manifold by F of a periodic point breaks (became discontinuous) in the turning point.
We claim that if the above is true, then, the main conjecture of [6] is also true.
We are able to show that this is true under the twist condition in the generic case in the sense of the claim of Theorem 4.
We know that if A if C 1 , then for fixed a we have that
, given a point x and its premiages
The upper boundary is the (upper part of the) boundary of the set of points which have a bounded set of pre-images.
We claim that if µ λ is a probability with support on a T -periodic orbit of period k, and x 0 is a point on the support of µ λ , then, by the λ-cohomological equation (an equality) we can take the corresponding realizer a as a point in a σ-periodic orbit of period k. Indeed, suppose for simplification we consider d = 2 and an orbit of period 2, denoted bȳ x, T (x). Consider y 1 = τ 1 (T (x)) and y 2 = τ 2 (T (x)). Suppose without lost of generality that y 1 (or, 1 ∈ {1, 2}) realizes T (x) and y 2 not. Then, T (y 1 ) =x, otherwise, b(T (x)) = b(y 2 ), and there points z (in the vertical fiber by y 2 ) close and above b(y 2 ) which do not have a bounded set of pre-images. Using the order on the fiber and the fact that b(y 2 ) < b(z) < b(T (x)) we reach a contradiction. In this waȳ x = y 1 .
The case of the general d and any period k is similar. The bottom line is: for a given (x 0 , b(x 0 )) in the boundary of the attractor, with x 0 a T -periodic point, we get that b(x 0 ) = S(x 0 , a) = S(x 0 , a(x 0 )), where a is in σ-periodic orbit with the same period.
Proposition 16. For any x sufficiently close to x 0 (in a T -periodic orbit) we have that b(x) = S(x, a) = S(x, a(x 0 )). This shows that the boundary of the attractor is a piece of differentiable curve when we consider points close by (x 0 , b(x 0 )).
Proof: Suppose, for simplification, that the period k = 2. Assume, without lost of generality, that τ 1 (x 0 ) realizes b(x 0 ). Note that for a generic A, in the case x 0 is T -periodic, the function a(x) is locally constant around x 0 . In other words, τ 1 (x) realizes b(x), for x close to x 0 .
Indeed, the function F (x, s) = (T (x), λ s+A(x)) is strictly monotone in the fiber x. Then, x has to realize b (τ 1 (x) ). Then, from the reasoning describe just above (before the claim of the present proposition) we get that τ 2 is the symbol which realizes b(τ 1 (x)).
Therefore, for fixed period 2, a(x) = (1 , 2 , 1 , 2 , 1, ..), and a(T (x)) = (2 , 1 , 2 , 1 , 2 , ..) for x close to x 0 . This is true, if we move x more far away from x 0 , until x reaches a turning point.
Finally, we use the fact that b(x) = S(x, a) is differentiable on x. The above is also true for an open set of potentials close to A.
Consider x in a small neighbourhod of x 0 of T -period 2 as above.
Note that for such x we have that
). But, by the realizing property described above
, and the piece of curve (x, b(x)) (in the upper boundary of the attractor) is invariant an one dimensional. It is a piece of unstable manifold for F in the point (x 0 , b(x 0 )) because locally T (x) expand distances (see figure 3 ). This will be so, if we move x far away from x 0 , until one the points x, or, T (x) reaches a turning point.
Suppose µ λ is a probability with support on two T -fixed points y 1 and y 2 . Then, by the λ-cohomological equation we can take two points a 1 and a 2 which are also fixed and associated respectively to y 1 and y 2 by the above procedure. That is, b(y 1 ) = S(y 1 , a 1 ) and b(y 2 ) = S(y 2 , a 2 ).
Twist properties
In this section we want to analyzed some general examples, where the potential is twist, and, where the claim of the main conjecture can be shown to be true in full extent (not for just for λ large).
Let A :
N , and, τ i , i = 0, 1, be the inverse branches of T (x) = 2x mod 1. We can also consider the same problem for A :
We consider the control a = (a 0 , a 1 , ...) ∈ {0, 1} N and the sum
We also denote S A (x, a). We consider in {0, 1} N the lexicographic order.
Definition 17. We say that A satisfies the the twist condition, if, for any a < b, we have
The twist condition (also known as modular or Monge condition) is quite natural in applications (see [16] [7] )
Remember that
In this way if A is of class C 1 , then, for fixed a the function W (x, a) is differentiable on x.
We recall the following result from [30] .
Proposition 18. If A is twist, then x → a(x) is monotonous nonincreasing, where for each x we denote by a(x) a realizer of x.
Therefore, as
if, A satisfies the twist condition, and, there exists just a finite number of realizers a(x), for the set of all possible x, then b(x) is piecewise smooth. The turning points are the ones where there exist a change of the realizer. If A is differentiable we can differentiate S with respect to x
In figure 4 we show the geometrical description of the analytical result we are looking for.
We observe that τ k,a x has an explicit expression, τ k,a x = 1
We will estimate now
In that case, S(x, a) = We can also compute In order to see that {x|S(x, a) = S(x, b)} is a single point we just observe that Z(·) is a monotonous representation of {0, 1}
N . Therefore, we claim that the angle between S(x, a) and S(x, b) has always the same orientation (but it depends on the signal of c 2 off course). To see that, we notice that Z(a) = Z(b), provided that a = b, because From this follows that S(x, a) satisfies the twist condition. The same property is true for the λ-involution kernel.
This property is stable in the set of quadratic potentials of this form. From the above it follows the main result of the paper which shows the above mentioned conjecture in the case A is quadratic. Note that when λ → 1 the angles remain bounded away from zero. Therefore, in this case the boundary of the attractor, for λ < 1, is the union of two unstable manifolds of F -periodic points of period two. It is a finite union of pieces of unstable manifolds.
