Motivated by the problem of making correct computations from partly false information, we study a corruption of the classic game \Twenty Questions" in which the player who answers the yes-or-no questions is permitted to lie up to a xed fraction r of the time. The other player is allowed q arbitrary questions with which to try to determine, with certainty, which of n objects his opponent has in mind; he \wins" if he can always do so, and \wins quickly" if he can do so using only O(log n) questions.
The Game
The problem of computing from unreliable information has attracted much interest in recent years. A typical model (see, for example, FPRU90]) involves an oracle which, each time it is queried, responds falsely independently with probability some xed p. Then the object is to design an algorithm which performs the required task correctly with probability arbitrarily close to 1, and with complexity not greatly exceeding that needed for a reliable oracle.
There are several potential di culties with this model; among them are that independence can often not be assumed, and that even when conditions are ideal the output will with non-zero probability be wrong. We can eliminate those di culties (replacing them, of course, with others) by trying instead to design algorithms which are guaranteed to produce correct output, provided no more than some xed fraction r of the oracle's answers are false.
Worst-case analysis in this model puts the oracle in the role of a clever adversary, even less realistic an assumption, in most situations, than independence. However, if e cient algorithms which foil such an oracle can be found then of course less diabolical oracles with any probabilistic behavior are also taken into account.
Among the most fundamental of computations is the determination of a value from among n possible values, using binary queries, as in the classic game \Twenty Questions." It is this game which we will study, under altered rules which permit the player who answers the questions to lie|but not more than some xed fraction r of the time.
We will dub the players \Paul" for the asker and \Carole" for the answerer, preserving the initials of the designations \Pusher" and \Chooser" from Spe86]. The reader's memory may be aided by noting that \Carole" is an anagram of \oracle", and by thinking of Paul as the great questioner, Paul Erd} os.
In any case, the game proceeds as follows: Carole thinks of a value v between 1 and n; Paul tries to determine v using questions of the form \is v 2 S ?" where S is an arbitrary subset of f1,...,ng.
For xed r, n and q, a winning strategy for Paul is a scheme by which he can determine Carole's value, with certainty, using at mostuestions (Carole's precise constraints are discussed below). Fixing only r, we say that Paul wins if for every n there is a q such that Paul has a winning strategy for the r; n; q game. We say that Paul wins quickly if he can win with O(log n) questions, that is, if there is a constant c r such that Paul can win with q = c r lg n. Of course if r = 0 then we have the classic game which Paul wins (quickly) with precisely dlog 2 ne questions.
Since Paul is required to succeed regardless of Carole's value, we may as well assume Carole does not need to commit to a value; a winning strategy for her is one which guarantees that after Paul's questions have been answered, he will always nd himself with at least two values consistent with the constraints on Carole's answers. We thus have a perfect-information game. If for xed r there is an n such that Paul has no winning strategy for any ( nite) q, then we say that Carole wins.
At this point the reader may already have noticed that there is more than one possible set of ground rules for our game. In fact we consider three versions, successively less advantageous to Paul.
In Version A, Paul presents his questions one at a time and Carole must answer them in such a way that at no point has she lied to more than a fraction r of them; that is, every initial segment of a of her answers must contain no more than ra lies. Thus, for example, if r < 1 3 then her rst three answers must all be truthful.
In Version B, Paul again presents his questions one at a time but Carole is required only to make sure that at most rq of her q answers are lies. Here she may exhaust all her lies at the beginning if she wishes.
In Version C, Paul must submit all his questions simultaneously to Carole, and she is permitted to look them over before choosing a set of at most rq of them to lie to.
It is not immediately clear (at least, it wasn't to us) that the choice of rules actually makes any di erence, but our results, collected in the following \Three Thresholds Theorem", show that this is indeed the case.
Theorem.
In Version A, Paul wins with (log n) questions if r < exactly, but (n) questions are required. Let us make some remarks before proceeding to the proof. First, the constants implied in the 's do depend on r and in all three cases approach in nity as r approaches the threshold from below. At or above the threshold in Versions A and B, n = 3 and respectively n = 5 are already too many possibilities for Paul to handle with any number of questions; but in Version C the critical value of n approaches in nity as r approaches ). Another person is allowed to ask up to twenty questions, to each of which the rst person is supposed to answer only yes or no. Obviously the number can be guessed by asking rst: Is the number in the rst half million? then again reduce the reservoir of numbers in the next question by one-half, and so on. Finally the number is obtained in less than log base 2 of 1,000,000. Now suppose one were allowed to lie once or twice, then how many questions would one need to get the right answer? One clearly needs more than n questions for guessing one of 2 n objects because one does not know when the lie was told. This problem is not solved in general. Version B seems not to have been considered before; however, Yossi Azar has pointed out to us that our result for Version B can be obtained also from the analysis in RMK Option 1 corresponds to a \Yes" answer -for each i 6 2 A if v = i then Carole has lied one additional time. Similarly, Option 2 corresponds to a \No" answer. In Version A there is a moving gate which after the i-th round is at position bric. The rule then is that any chip that is past the gate is eliminated from the board, never to return. Carole must keep at least one chip on the board, but tries to keep at least two in play since Paul wins the game if at the end of the q rounds there is only one chip remaining.
In Version B the gate is stationary, at position brkc, but the game is otherwise the same as in There will be R = c ln n rounds, c = c r to be determined. In this stage we shall only bother to remove chips after the nal round and then if they are in a position l with l > Rr. Clearly this change can only help Carole.
Suppose that a xed number j of rounds remain in Stage 1. We de ne the weight of a chip at this time to be its probability of survival, given that the remainder of its moves in Stage 1 are random. In other words, imagine ipping a fair coin j times and moving the chip forward one square each time a head appears. The chip's weight is the probability that after that process it will lie on a square l with l rR. With this strategy, regardless of how Carole plays, the new state at each round has weight at most 1 2 more than the weight of the old state. Since the initial state had weight less than one, the nal state, after R = c ln n rounds, has weight at most 1 + R 2 c 2 ln n. But the weight after R rounds, with j = 0 rounds remaining, is simply the number of chips at positions l with l Rr.
Stage 2.
We now restore the moving gate which after the j-th round sits at square brjc; recall that any chip which moves past this gate is removed. The gate itself is moving to the right at rate roughly r squares per query. After stage 1 there are c 1 ln n chips and the gate is at c 2 ln n. Let us move everything c 1 ln n squares to the right. Letting c = c 1 + c 2 the gate is at c ln n and there are c 1 ln n chips, all between c 1 ln n and c ln n. Moving chips to the left (to smaller numbered squares) can only help Carole. (This corresponds to not considering a lie as a lie.) We move the chips so that they all lie between 1 and c 1 ln n on consecutive distinct squares. We represent this state by the vector 111...1. We thus begin Stage 2 with the gate at c ln n and c 1 ln n chips, no two on the same square.
The strategy for Paul is surprisingly simple. We claim that with our \alternating" strategy, after O(ln n) rounds at most 2k chips will remain.
Let us de ne the \progress" of a state to be the sum of the positions (i.e., square numbers) of the 2k + 1 leftmost chips. If ever there are fewer than 2k + 1 chips, Stage 2 terminates. We claim that in each round the progress must increase by at least k.
The subtlety here is that a chip currently among the leftmost 2k + 1 might move past a chip which is not. Since our states are \nice", however, this can only happen if a square is occupied precisely by chips numbered 2k + 1 and 2k + 2 and Carole chooses to move the odd chips. In that case the movement of chip 2k + 1 will not contribute to the increase in progress, but the other k odd chips still do.
The initial weight is nonnegative so after S rounds the weight is at least Sk. After S rounds the gate is at c ln n + rS so that the progress can be at most 2k + 1 times this quantity. Thus Thus jAj chips will be removed before the gate reaches d 1 ln n for some d 1 . Applying this strategy u = dlog 2 te times all the chips but one will be removed before the gate reaches some d u ln n. The game is now over and the total number of rounds was only d ln n where d depended only on r.
For Version A it remains only to show that Carole wins when r = 1 2 , provided that there are at least 3 chips at the start. Fortunately this is trivial: at step 1 she can assure that two chips, say chips 1 and 2, remain on the board. Thereafter she moves chips 1 and 2 only when she has to (i.e. when they are split by the query) and on those occasions she moves the leftmost of the two chips. Then chips 1 and 2 move at rate at most 1 2 and will never cross the gate.
Version B
Let us begin this time with the easy part. Fix r 1 3 and n 5; then we will show that there is no number q of questions in which Version B of the game can be won by Paul.
For, suppose otherwise and let x(t) = (x 0 ; x 1 ; : : :; x n ) represent the position of the chips at time t, where as usual the chips are renumbered left-to-right at each step, breaking ties arbitrarily. Also, let k(t) be the number of chips still in their initial position (0) at time t. Assume Carole adopts the following strategy:
(1) as long as k(t) 3 she makes sure that at each step that no more than bk(t)=2c of the chips move from position 0.
(2) thereafter and for as long as at least three chips are on the board (that is, as long as x 3 brqc) she never allows more than one of the rst three chips to move at the same time.
(3) When only two chips remain, she never moves chip number two.
Let (t) = x 1 + x 2 + min(x 3 ; brqc + 1). Then (t + 1) 1 + (t) for every t 1 until the game ends. Since n 5 the rst move will leave at least three chips behind, so (0) = (1) = 0. When the game ends, say at time t 0 , the rst chip sits at brqc and the second has just been pushed to brqc + 1; hence we have (t 0 ) = 3brqc + 2.
It follows that q ? 1 3brqc + 2, but this is impossible since 3brqc 3bq=3c q ? 2.
This concludes the proof that Carole wins Version B when r = 1 3
. Now we must show that for every r < so that our objective function is just 3 . We de ne the partial order of vectors by x y if k ( x) k ( y) for each k, 1 k n.
Note that for any position x, if y is the position obtained from x either by pushing one chip one step to the right, or by pushing two chips with only emptiness between them toward each other one step each, then x y. Conversely, if x y but x 6 = y, and we let k be the maximal subject to k (x) < k (y), then moving chip k of the x con guration one step to the right and chip k + 1 (if k 6 = n) one step to the left results in a position x 0 such that x < x 0 y. Hence a nite sequence of such operations will convert x to y. Let e( x) denote the position achieved by moving the even-numbered chips from position x, and o( x) the result of moving the odd chips from x. We claim rst that for any x, e( x) o( x); this immediately proves the lemma for the special case q = 1.
To verify the claim, number the chips in accordance with their positions in x and observe that if for each odd i chips i and i + 1 are moved toward each other, then e( x) is converted to o( x). In some cases chips may switch positions (to no e ect) and the nth chip will move to the right by itself if n is odd, but we have in any case that e( x) o( x).
Next, we claim that if x y then e( x) e( y). Here we may assume that y is obtained from x by a single operation; if by pushing one chip to the right, the result is obvious. Otherwise we may take the e ected chips to be those numbered k and k + 1 in x, where x k+1 ? x k 2; it is now again easily checked that e( x) e( y). Note however that if k is even and x k+1 ? x k = 2 then we get e( x) = e( y) even though x and y are distinct. Now for any q and x, let q ( x) be the least possible value of 3 (q) given position x at time 0. Then satis es the recursion q ( x)=min( q?1 (e( x)), q?1 (o( x))):
We see by induction on q that x y implies q ( x) q ( y), for x y implies e( x) e( y) which forces q?1 (e( x)) q?1 (e( y)) q?1 (o( y)) and q?1 (e( x)) q?1 (o( x)) by the induction hypothesis. Thus q ( x) = q?1 (e( x)) q?1 (e( y)) = q ( y) as required.
As a result we have that always min( q?1 (e( x)); q?1 (o( x))) = q?1 (e( x)); this means that Carole need never select \o", proving the lemma.
Our next task is to obtain a lower bound for q ( 0); since we know Carole's best strategy we may assume that she uses it. In that case chip number 1 (i.e. the chip sitting in position 0 when the initial stack reduces to one) never moves, and if n is even, chip number n moves every time. We will temporarily trim o those one or two chips, thus reducing to the case where n is even and Carole moves the odd chips at every step.
These chips live in a slowly broadening \clump" which moves at rate 1 2
. A more general discussion of the movement of this clump is given in the nal section. Let f(n; t) denote the position of the leftmost chip (i.e., the chip with the minimal position) at time t, beginning with n chips at time zero.
Lemma 2. For all > 0 there exists K so that if t > K ln n then f(n; t) > t 2 (1 ? ):
Remark. Each time unit the average position of the n chips increases by 1 2 , since precisely 1 2 of the chips move forward one. Thus t=2 is the \center of gravity" of the n chips and Lemma 2 says that they do not spread out too rapidly. This is close to best possible in the sense that if t = blg nc then at time t there is still a chip on square zero.
To prove Lemma 2 we appeal to yet another lemma.
Lemma 3. The chip position at time t is symmetric about t=2. Proof of Lemma 3. We proceed by induction on t. Assume true for t and order the chip positions p 1 p 2 : : : p n so that p i + p n+1?i = t. Exactly one of i; n + 1 ? i are odd so exactly one of these two chips move and so these two chips are symmetric about (t + 1)=2 at time t + 1. The n chips split into n=2 pairs, each symmetric about (t + 1)=2, hence the position is symmetric.
We now return to the proof of Lemma 2. Let p 1 p 2 : : : p n denote the positions at time t and set F t = so that F t = P w i and F t+1 = P w i .
First consider a pair of chips with ordinals (at time t) 2i ? 1; 2i with 2i n=2 and with p 2i?1 < t=2. In this case p 2i?1 = p 2i?1 + 1, the absolute value in the exponent for both w 2i?1 and w 2i?1 are in the same direction, hence w 2i?1 = w 2i?1 =(1 + )
That is, the chip has moved one half closer to the mean. The chip 2i stands still and so is one half further from the mean and w 2i = w 2i (1 + ) The weight function w is monotone in the distance from the mean so since p 2i?1 p 2i , w 2i?1 w 2i and therefore w 2i?1 + w 2i (w 2i?1 + w 2i ) (1 + ) + (1 + ) ?1 2 That is, the heavier weighted chip is losing weight so that the proportion of weight gained is at most if the weights were equal. We simplify by the inequality The same inequality holds (for symmetric reasons) when 2i ? 1 1 + n 2 and p 2i > t=2. The only time the inequality might not hold is when t is even and p 2i?1 = p 2i = t. In that event both chips were on the mean and both are now This concludes the proof of Lemma 2, but let us remark on its implications for ( 0). Recall that in switching from the \even" to the \odd" Carole strategy, one chip was permanently left behind in its initial position. The second and third chips are past (1 ? )t=2 for t > K ln n, so that ( 0) > (1 ? )t. It follows that our original function (t) has also exceeded (1 ? )t, provided there are still at least three chips on the board at time t.
Now let us return to the original chip game (Version B) with Paul playing the alternating strategy. Let = 1 3 ? r and choose K as in Lemma 2. Let M = K= and x q = dM ln ne; we will show thatuestions su ce for Paul to win. Assume otherwise; then Carole has a winning strategy which will nd at least two chips still on the board after q steps. Let t 1 q be the last time at which there are at least three chips on the board. 
Version C
We now proceed to Version C, in which the questions are submitted to Carole in a \batch" and she can look them all over before selecting her answers. Recall that here we need to establish that Carole has a fast win when r < We see from Lemma 4 that Version C of our game is essentially a problem in the theory of error-correcting codes. Examples of the techniques used in the proof of the following theorem can be found in vL82].
We now proceed to the case where r < . It turns out that it su ces for Paul to use any \greedy" method for constructing his matrix; that is, he selects each new column so that its Hamming distance to previous columns is su ciently high. The following deterministic method is perhaps the cleanest, but the proof can be applied to any greedy construction.
Let us now take q = d(log 2 n)=(1 ? H(2r))e; where H is the binary entropy function given by H( ) = ? log 2 ? (1 ? ) log 2 (1 ? ): We order the vectors x = (x 1 ; x 2 ; : : :; x q ) lexicographically|so that, say, x < y i x i = ?1 and y i = 1 where i is the least index such that x i 6 = y i . Now Paul constructs M column by column, always choosing the lexicographically least vector which is at Hamming distance at least 1 + 2brqc from all previously chosen columns.
To see that this works, note that there are fewer than 2 qH(2r) vectors at distance no more than 2rq from a given vector, hence Paul cannot get stuck choosing columns as long as n 2 q =2 qH(2r) = On the other hand, let H be a Hadamard matrix, that is, an h-by-h matrix of 1's and -1's with HH t = hI. Such matrices exist for many values of h which are multiples of 4, e.g. h = 1 + p r for an odd prime p. (See Hal86] .) Let us form M by placing a copy of H t and a copy of ?H t side by side, then truncating the last row. Then M will be a h ? 1-by-2h matrix whose minimum distance between columns is at least h=2 ? 1 = 1 + 2bh ? contradicting the choice of n.
This, nally, concludes the proof of the Theorem.
