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Die Modellierung natürlicher und technischer Systeme spielt eine wichtige Rolle, um deren
Verhalten zu verstehen, nachzubilden, vorherzusagen und zu beeinflussen. Die Impedanzspek-
troskopie ist in diesem Zusammenhang eine interessante Methode. Die Impedanz ist für sehr
viele Anwendungen vergleichsweise einfach elektrisch messbar. Die herausfordernde Problem-
stellung ist die Interpretation gemessener, elektrischer Impedanzen. Von großem Interesse ist
das Verständnis des Zusammenhanges zwischen den physikalischen Effekten in einem Mess-
objekt und der resultierenden Impedanz. Zur Modellierung haben sich in Wissenschaft und
Technik Differentialgleichungen allgemein etabliert und sollen auch für die skizzierte Pro-
blemstellung angewendet werden. Um die Herleitung von Modellen zu erleichtern, wird in
dieser Arbeit eine Methodik entwickelt, die bei der physikalischen Modellerstellung angewen-
det werden kann. Das Ergebnis der Modellentwicklung lebt dabei auch von der Kreativität
des Anwenders, die vorgeschlagenen Bausteine und Konstruktionsregeln der Methode in einem
iterativen Prozess zu kombinieren und zu erweitern.
Die Methodik basiert auf verschiedenen Darstellungsmöglichkeiten der Impedanz und auf
verschiedenen Klassen von Differentialgleichungen. Die verschiedenen Darstellungsmöglichkei-
ten der Impedanz als Admittanz, komplexe Permeabilität oder Permittivität erlauben die
Identifikation der zugrundeliegenden physikalischen Mechanismen. Für die relevanten physi-
kalischen Mechanismen lassen sich verschiedene Klassen von Differentialgleichungen anwen-
den, die je nach gewünschtem Modellierungsziel verschiedene Komplexitätsgrade des Modells
erlauben.
Gewöhnliche Differentialgleichungen erlauben die grundsätzliche Identifikation der Modell-
struktur und die Analyse externer Einflussfaktoren und der Geometrie bei vereinfachenden
Annahmen. Mit fraktionalen Differentialgleichungen lässt sich das physikalische Verständnis
für Systeme mit örtlich verteilten Prozessen verfeinern. Dabei kann die Notwendigkeit zur Mo-
dellierung mit partiellen Differentialgleichungen erkannt werden. Mit partiellen Differential-
gleichungen lässt sich ein tiefes physikalisches Verständnis erreichen. Für einfache Geometrien
und einfache Materialparameterverteilungen können sich für partielle Differentialgleichungen
analytische Lösungen ergeben, die sehr gut zum physikalischen Verständnis beitragen. Für
komplexere Verteilungen und Geometrien liefern numerische Lösungsmethoden zahlenmäßi-
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ge Ergebnisse, die zur Prüfung der Modellhypothese und des physikalischen Verständnisses
dienen.
Als Beispiele sind in dieser Arbeit drei verschiedenartige Anwendungen ausgewählt. Diese
entstammen dem Bereich der Messtechnik und betreffen die Bestimmung schwer zugänglicher
Messgrößen. Wirbelstromsensoren werden allgemein zur Abstandsmessung und zur Messung
von Materialeigenschaften wie Leitfähigkeit und Permeabilität eingesetzt. Die simultane Mes-
sung dieser Eigenschaften ist immer noch ein aktuelles Problem. Auf der Basis der analytischen
Lösung einer partiellen Differentialgleichung wird gezeigt, wie sich diese Messgrößen simultan
bestimmen lassen. Die Messung der Zusammensetzung von Materialgemischen ist für viele
technische Anwendungen relevant. In dieser Arbeit wird die Zusammensetzung von Waschlau-
gen und Dispersionen mit Carbon Nano Tubes behandelt. Weitere Anwendungsgebiete sind
die Materialfeuchtemessung oder die Bestimmung der Zusammensetzung von Ölen. Anhand
der numerischen Lösung einer partiellen Differentialgleichung und mit Hilfe eines Ersatzschalt-
bildmodells wird gezeigt, wie die Zusammensetzung des Materialgemisches dessen Impedanz
beeinflusst und welche Eigenschaften anhand der gemessenen Impedanz bestimmt werden
können. Batterien spielen eine wichtige Rolle in Kraftfahrzeugen und für die stationäre Zwi-
schenspeicherung elektrischer Energie. Die Vorhersage des Batterieverhaltens ist interessant,
um deren Verhalten bei verschiedenen Energieprofilen zu bewerten und damit die Betriebsstra-
tegie anzupassen. Mit einem fraktionalen Differentialgleichungsmodell wird gezeigt, wie sich
die Batteriespannung unter wechselnden Umgebungs- und Lastbedingungen berechnen lässt.
Anhand der drei Anwendungen wird deutlich, dass es keinen abgeschlossenen Automa-
tismus zur Modellerstellung geben kann. Dies ist bedingt durch die Verschiedenartigkeit der
Anforderungen von technischen Anwendungen und der Vielzahl physikalischer Mechanismen,
die relevant sein können. Um so mehr ist der vorgeschlagene, erweiterbare Baukasten von Bau-
steinen und Konstruktionsregeln sinnvoll zur Modellerstellung. Dieser liefert einen Einstieg in
die Modellerstellung auch für komplexe Fragestellungen, ist aber keineswegs vollständig. So
wird auch deutlich, dass es kein Modell für alles geben kann. Die Art des Modells richtet sich
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Systemidentifikation spielt im Bereich natürlicher und technischer Systeme eine wichtige Rol-
le, um deren Verhalten zu verstehen, nachzubilden und zu beeinflussen. Die angewendeten
Methoden und Modelle sind sehr vielfältig und ausgereift [1] [2] [3]. Durch den Versuch, diese
allgemeingültig für eine große Zahl verschiedenartiger Systeme zu entwickeln, kann der physi-
kalische Bezug verloren gehen. Der physikalische Bezug spielt jedoch für das Verständnis eine
sehr wichtige Rolle. Daher wird in dieser Arbeit der Versuch unternommen, den physikali-
schen Bezug bei der Modellbildung in den Vordergrund zu heben. Die Verallgemeinerbarkeit
von Modellen kann auch in diesem Fall erhalten bleiben, sofern sich verschiedene Mechanismen
mit gleichartigen Methoden beschreiben lassen.
Die Impedanzspektroskopie ist in diesem Zusammenhang eine interessante Methode. Die
Impedanz ist für sehr viele Anwendungen vergleichsweise einfach elektrisch messbar. Prinzipi-
ell müssen lediglich zwei geeignet gewählte elektrische Anschlüsse vorhanden sein. Für einen
sehr großen Frequenz-, Strom- und Spannungsbereich existieren Messgeräte zur elektrischen
Messung der Impedanz, die trotz technischer Herausforderungen in den Grenzbereichen, sehr
zuverlässige Messwerte liefern. Die herausfordernde Problemstellung im Zusammenhang mit
der Impedanzspektroskopie ist die Interpretation gemessener Impedanzen. Von großem Inter-
esse ist des Verständnis des Zusammenhanges zwischen den physikalischen Effekten in einem
Messobjekt und der resultierenden Impedanz. Dieser Zusammenhang kann über ein Impe-
danzmodell hergestellt werden. Wird das Impedanzmodell nach dem Grundsatz „So einfach
wie möglich - So komplex wie nötig “aufgestellt, kann ein gutes Verständnis der Wirkung
von physikalischen Einflussfaktoren und Modellparametern auf die resultierende Impedanz
erlangt werden. Aus dem so gestalteten Impedanzmodell leiten sich weitere Aspekte ab, wie
beispielsweise Empfindlichkeiten, Impedanz- und Frequenzbereiche und daraus wiederum tech-
nische Anforderungen und Möglichkeiten einer technischen Anwendung. Die in Wissenschaft
und Technik zur Modellierung allgemein etablierten Differentialgleichungen sollen auch für die
skizzierte Problemstellung angewendet werden. Differentialgleichungen erlauben eine Rückfüh-
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KAPITEL 1. EINLEITUNG
rung auf physikalische Mechanismen und damit ein klares Verständnis. Je nach Komplexität
der betrachteten Mechanismen sind verschiedene Klassen von Differentialgleichungen wie bei-
spielsweise partielle oder gewöhnliche und verschiedene Lösungsverfahren wie beispielsweise
analytisch oder numerisch relevant.
1.1 Motivation
Eine wesentliche Motivation für diese Arbeit ist die häufig geäußerte Fragestellung nach der
Verfügbarkeit eines geeigneten Modells von natürlichen oder technischen Systemen. Modelle
sind erforderlich, um das Verhalten eines Systems zu verstehen, es nachzubilden und vor-
herzusagen. Die Automatisierung der Herleitung von Modellen ist ein reizvoller Ansatz. Die
Nachbildung bestimmter Systemeigenschaften gelingt mit automatisierten Lösungsansätzen
recht gut. Beispielsweise kann mit Eureqa die Herleitung analytischer Modellgleichungen au-
tomatisiert werden [4]. Die Frage nach dem physikalischen Verständnis der zugrundeliegenden
Mechanismen wird damit jedoch nur unzureichend beantwortet. Dieses zu erlangen erfordert
eine gründliche Auseinandersetzung mit der Physik des betrachteten Systems. Um diese Aus-
einandersetzung zu erleichtern entsteht in der vorliegenden Arbeit ein Werkzeugkasten mit
Bausteinen und Konstruktionsregeln, der bei der physikalischen Modellerstellung behilflich
sein kann. Das Ergebnis lebt dabei wesentlich von der Kreativität des Anwenders, die Bau-
steine und Konstruktionsregeln in einem iterativen Prozess zu kombinieren und zu erweitern.
Der Werkzeugkasten liefert einen Einstieg in die Problemstellung, wobei der Weg und die Lö-
sung bei Beginn der Modellerstellung keineswegs feststehen. Eine Adaption auf andere als die
dargestellten Fragestellungen soll die gewählte Methodik in jedem Fall zulassen.
1.2 Problemstellung
Die Herleitung von Modellen für dynamische Systeme wird in dieser Arbeit als Problemstellung
behandelt, wobei ein besonderer Fokus auf dem physikalischen Verständnis der zugrundelie-
genden Mechanismen liegt. Die Problemstellung ist in die Wissenschaftsgebiete Modellbildung
und Systemidentifikation eingeordnet [5, 1]. Die Impedanzspektroskopie wird als Methode ge-
wählt, mit der allgemein elektrische Zweipole untersucht werden können. Ziel ist eine möglichst
allgemein gehaltene Methodik, die sich für viele technische und natürliche Systeme zur Herlei-
tung von Modellen anwenden lässt und ein physikalisches Verständnis des Systems erlauben.
Als Anwendungen sind drei verschiedenartige Fallbeispiele ausgewählt. Diese entstammen
dem Bereich der Messtechnik und betreffen die Bestimmung schwer zugänglicher Messgrö-
ßen. Mithilfe einer geeigneten physikalischen Modellvorstellung lassen sich auch für schwer
zugängliche Messgrößen Messverfahren ableiten.
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Zur Messung der Leitfähigkeit und Permeabilität von metallischen Objekten und zur Ab-
standsmessung können unter anderem Wirbelstromsensoren eingesetzt. Die simultane Mes-
sung beider Materialeigenschaften und des Abstandes ist immer noch ein aktuelles Problem.
In dieser Arbeit wird ein Modell behandelt, welches die Entwicklung von Messverfahren zur
simultanen Bestimmung der gesuchten Messgrößen ermöglicht.
Die Messung der Zusammensetzung von Materialgemischen ist für viele technische An-
wendungen relevant. Als Fallbeispiel wird die Modellierung der Impedanz von Waschlaugen
und Dispersionen mit Carbon Nano Tubes bei unterschieldicher Zusammensetzung behan-
delt, um daraus ein Messverfahren für die Zusammensetzung ableiten zu können. Weitere
Anwendungsgebiete solcher Modelle sind die Materialfeuchtemessung oder die Bestimmung
der Zusammensetzung von Ölen.
Batterien spielen eine wichtige Rolle in Kraftfahrzeugen und für die stationäre Zwischen-
speicherung elektrischer Energie. Die Vorhersage des Batterieverhaltens ist interessant, um de-
ren Verhalten bei verschiedenen Energieprofilen zu bewerten und damit die Betriebsstrategie
anzupassen. Die Herleitung eines Modells zur Berechnung der zeitabhängigen Klemmenspan-
nung einer Batterie auf der Grundlage von Impedanzmodellen ist Gegenstand dieser Arbeit.
Für die drei genannten Problemstellungen sind geeignete Modelle und der Weg zur Herlei-
tung sehr unterschiedlich. Die Zusammenhänge werden herausgearbeitet und darauf aufbauend
eine Methodik entwickelt, die als Modellierungsansatz auf viele technische und natürliche Sys-
teme übertragbar ist. Zur insgesamt schwierigen Problemstellung der Herleitung von Modellen
zum physikalischen Verständnis von Systemen wird so ein relevanter Beitrag geleistet. Insbe-
sondere der Einstieg in die Problematik kann damit systematisch und unter einem weiten
Blickwinkel erfolgen.
1.3 Struktur der Arbeit
In Kapitel 1 wurde die Motivation für die Arbeit gezeigt und die grundlegende Problemstellung
verdeutlicht. Es wurde herausgestellt, dass die Entwicklung einer Methodik zur Herleitung von
Modellen für die Impedanzspektroskopie der Schwerpunkt dieser Arbeit ist.
Kapitel 2 gibt einen einführenden Überblick über die Impedanzspektroskopie. Dabei wer-
den allgemeine Themen behandelt, die weitgehend unabhängig vom Messobjekt oder von ei-
nem speziellen Fachgebiet sind. Dies betrifft beispielsweise die Messung von Impedanzen mit
sinusförmigen und anderen Signalen und die Konsistenzprüfung von gemessenen Impedanz-
spektren. Einen weiteren wichtigen Schwerpunkt bilden Optimierungsverfahren und die zu ih-
rer Anwendung nötigen Voraussetzungen. Optimierungsverfahren werden im Zusammenhang




In Kapitel 3 werden verschiedene Modelle für die Impedanzspektroskopie behandelt. Die-
ses Kapitel bildet einen Schwerpunkt der Arbeit und beginnt mit verschiedenen Darstellungs-
möglichkeiten für Impedanzen in Abschnitt 3.1. Je nach Anwendung können unterschiedli-
che Darstellungsmöglichkeiten der Impedanz wie beispielsweise als Admittanz, komplexe Di-
elektrizitätszahl oder als Verteilung von Zeitkonstanten relevant sein, um die zugrundeliegen
physikalischen Mechanismen zu identifizieren. Modelle zur Beschreibung der physikalischen
Mechanismen in Form verschiedener Typen von Differentialgleichungen werden in 3.2 behan-
delt. Der Schwerpunkt liegt in der Darstellung des Einflusses externer Einflussfaktoren auf
die resultierende Impedanz. Die verschiedener Typen von Differentialgleichungen weisen da-
bei Unterschiede hinsichtlich prinzipiell analysierbarer Zusammenhänge auf. In Abschnitt 3.3
werden aufbauend auf den dargestellten Typen von Differentialgleichungen Methoden zur Be-
rechnung der Impedanz dargestellt. Dabei hat die Geometrie des Testobjekts und Verteilung
der Raumeigenschaften wie beispielsweise der Leitfähigkeit einen wesentlichen Einfluss auf
prinzipiell anwendbare Rechenmethoden.
In Kapitel 4 ist eine iterative Methodik zur Ableitung von Impedanzmodellen gezeigt.
Diese geht gezielt auf die häufig geäußerte Fragestellung „Wie gelangt man zu einem pas-
senden Impednazmodell? “ein. Die Methodik basiert im wesentlichen darauf, verschiedene in
Abschnitt 3.1 betrachtete Impedandarstellungen anzuwenden um relevante Mechanismen im
Impedanzspektrum von parasitären Einflüssen zu unterscheiden und je nach gewünschtem
Modellierungsziel die in Abschnitt 3.2 dargestellten Differentialgleichungstypen und die in
Abschnitt 3.3 gezeigten Lösungsmethoden zur Entwicklung eines Impedanzmodells zu nutzen.
Unterstützt werden kann die Modellentwicklung durch die gezielte Umformung des Impedanz-
modells zur Analyse externer Einflussfaktoren und der Extraktion charakteristischer Merkmale
aus gemessenen Impedanzspektren.
In Kapitel 5 werden verschiedene Anwendungen wie die Charakterisierung von Material-
gemischen am Beispiel von Waschlaugen und Dipersionen mit Carbon Nano tubes, die Model-
lierung eines Wirbelstromsensors und die Simulations des Verhaltens von Batterien gezeigt.
Durch den hohen Abstraktionsgrad in Kapitel 3 können trotz der augenscheinlichen Verschie-
denheit der Anwendungen zahlreiche Gemeinsamkeiten bei der Modellbildung erkannt werden.
Diese werden durch die Anwendung der Methodik nach Kapitel 4 deutlich.
In Kapitel 6 sind die Ergebnisse der Arbeit zusammengefasst. Die wichtigen Ergebnisse





In diesem Kapitel sollen die für diese Arbeit wesentlichen Grundlagen der Impedanzspek-
troskopie zusammengefasst werden. In Abbildung 2.1 ist das prinzipielle Vorgehen bei der
Anwendung der Impedanzspektroskopie zur Bestimmung von Messgrößen gezeigt.
Abbildung 2.1 : Prinzipielles Vorgehen bei der Anwendung der Impedanzspektroskopie zur
Bestimmung von Messgrößen [6]
Ziel ist es, für ein bestimmtes Messobjekt eine bestimmte Information wie beispielswei-
se eine Messgröße zu bestimmen. Der Weg führt über eine Impedanzmessung begleitet von
einer Modellierung des Messobjekts hin zur gesuchten Information. Es werden neben grund-
sätzlichen Aspekten wie die Messung von Impedanzen und Impedanzspektren auch die Kon-
sistenzprüfung von Daten, Optimierungsverfahren zum Fit von Messdaten und verschiedene
mathematische Methoden von grundsätzlichem Interesse behandelt. Die Modellbildung ist in
5
KAPITEL 2. GRUNDLAGEN DER IMPEDANZSPEKTROSKOPIE
diesem Kapitel explizit ausgenommen, da sie den wesentlichen Schwerpunkt dieser Arbeit
darstellt und in Kapitel 3 und 4 detailiert behandelt wird.
2.1 Grundlagen der Messung von Impedanzen und Impe-
danzspektren
Zur Messung vom Impedanzen und Impedanzsspektren kann eine Vielzahl verschiedener Mess-
signale und Messverfahren genutzt werden. Häufig anzutreffen ist die Verwendung sinusförmi-
ger Signale in Verbindung mit der Auswertung der Zeitverschiebungen und Amplituden. Dazu
wird ein sinusförmiger Wechselstrom oder eine sinusförmige Wechselspannung an das Test-
objekt angelegt und die resultierende Wechselspannung oder der resultierende Wechselstrom
gemessen. Abbildung 2.2 zeigt die entsprechenden Zeitsignale.














Abbildung 2.2 : Impedanzmessung mit sinusförmigen Signalen
Die zeitlichen Verläufe von Strom und Spannung lassen sich dabei mit den folgenden funk-
tionalen Zusammenhängen beschreiben.
u (t) = Uˆ sin (2pif (t− tu)) = Uˆ sin (2pift+ ϕu) (2.1)
i (t) = Iˆ sin (2pif (t− ti)) = Iˆ sin (2pift+ ϕi) (2.2)
Werden aus dem zeitlichen Verlauf die Zeitverschiebungen und die Amplituden der Signale
abgelesen, kann daraus die Impedanz des Messobjektes bestimmt werden. Dazu werden die
Phasenwinkel von Strom und Spannung benötigt.
ϕu = −2piftu, ϕi = −2pifti (2.3)
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Aus dem Quotient der Amplituden und der Differenz der Phasenwinkel kann schließlich
die Impedanz bestimmt werden.
Z = Zejϕ mit: Z = Uˆ
Iˆ
und ϕ = ϕu − ϕi (2.4)
2.2 Erweiterte Methoden für die Messung von Impedan-
zen und Impedanzspektren
Neben der klassischen Messung der Impedanz mit einem sinusförmigen Signal und der Bestim-
mung von Amplitude und Phase wie im vorangegangenen Abschnitt bietet sich grundsätzlich
eine Vielzahl von Methoden zur Messung der Impedanz und des Impedanzspektrums an. Die
anzuwendende Methode kann sehr gut aus den Anforderungen der Anwendung abgeleitet wer-
den. Typische Kriterien sind:
• Zeitbedarf für die Messung
• Signal Rausch Abstand
• Komplexität des Messaufbaus
• Frequenzbereich
Allgemein lässt sich dabei unterscheiden, welches Messignal genutzt wird und mit welcher
Auswertemethode aus dem Anregungssignal und der Systemantwort die Impedanz bestimmt
wird. Verschiedene Messsignale und Auswertemethoden, die weitgehend frei kombinierbar sind,
werden im Folgenden behandelt. Schaltungstechnische Realisierungen werden dabei nicht be-
handelt, da diese zu stark vom genutzten Frequenz- und Impedanzbereich abhängen.
Signale
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Ein wichtiges Kriterium zur Bewertung der Signaleigenschaften ist der Crest- oder Schei-
telfaktor. Er gibt das Verhältnis von Maximalwert zu Effektivwert an. Ein Signal mit einem
geringen Effektivwert weist eine hohe Signalenergie bei einer kleinen Amplitude auf. Dies ist
günstig, um ein gutes Signal-Rausch-Verhältnis durch eine hohe Signalenergie und simultan
eine geringe Signalamplitude für möglichst gute Linearität zu erreichen. Je kleiner der Effek-






Zu den häufig genutzten periodischen Signalen zählen Sinus und Multisinus. Mit einem
Sinussignal lässt sich ein besonders hoher Signal-Rausch-Abstand erzielen, da nur bei einer
Frequenz Energie im Signal enthalten ist. Zur Verkürzung der Messzeit werden Sinussignale
mit verschiedenen Frequenzen überlagert, wobei ein Multisinus entsteht. Ein Multisinus weist
im Allgemeinen einen sehr hohen Crestfaktor auf. Zur Verringerung des Crestfaktors können
die Phasenlagen der einzelnen Frequenzen so angepasst werden, dass die Gesamtamplitude
minimiert wird. Dazu kann ein iterativer Algorithmus angewendet werden, bei dem sich eine
nichtlineare Operation zum Abschneiden hoher Amplituden und die Ermittlung neuer Pha-
senwerte durch eine Fouriertransformation wiederholen [7]. Je nach Anzahl der enthaltenen
Frequenzen und deren spektraler Verteilung lassen sich Crestfaktoren unter dem eines Sinus-
signals von 1.41 erzielen. In vielen Fällen ist eine logarithmische Verteilung der Spektrallinien
sinnvoll, um im Bodediagramm gleichverteilte Spektrallinien zu erhalten. Wird ein noch ge-
ringerer Crestfaktor benötigt oder ist die Generierung eines Multisinus zu aufwendig, kommen
Binärfolgen in Frage. Diese können direkt aus dem Vorzeichen (Signum-Funktion) eines Mul-
tisinus gewonnen werden [8, 9]. Die Spektrallinien des Multisinus bleiben dabei weitgehend
erhalten. Zusätzlich treten weitere Spektrallinien als Artefakte aufgrund der schnellen Signal-
wechsel auf, die sich bei der Impedanzbestimmung ungünstig auswirken können. Eine weitere
Alternative bilden Chirpsignale. Diese erlauben ebenfalls eine sehr gute Definition des Spek-
tralbereichs, in dem die Energie, im Gegensatz zu Multisinussignalen, grundsätzlich linear
verteilt ist. In Abbildung 2.3 sind die genannten Signale und ihre Spektren abgebildet. Die
spektrale Energieverteilung richtet sich dabei nach der Anwendung. Für die Leitungsdiagnose
ist beispielsweise eine lineare Energieverteilung günstig. Für die Mehrzahl der Anwendungen
eignet sich hingegen eine logarithmische Verteilung der Spektrallinien [10]. Die Amplituden in
den einzelnen Spektralbereichen lassen sich dem Messobjekt und dem Messaufbau anpassen.
Im Bereich stärkerer Störeinflüsse kann die Amplitude beispielsweise erhöht werden [2].
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Abbildung 2.3 : Vergleich verschiedener Messsignale für Impedanzen und Impedanzspektren
Als aperiodische, deterministische Signale werden verschiedene Pulse wie Rechteck- oder
Gaußpulse genutzt. Fensterfunktionen wie Hamming-, Hanning- oder Kaiserfenster, wie sie
für die diskrete Fouriertransformation genutzt werden, kommen ebenso in Frage. Günstig ist
auch die Verwendung der Ableitung, da diese Mittelwert frei ist und bei f = 0 Hz keine Spek-
trallinie auftritt. Pulssignale sind günstig, wenn sich Impedanzen schnell ändern und deren
Verlauf bei zeitvarianten Systemen durch eine wiederholte Messung verfolgt werden soll [11]
[12]. Das Spektrum des Pulses wird dabei schmal gewählt und kann durch Modulation mit
einem sinusförmigen Signal in einen bestimmten Frequenzbereich verschoben werden. Stochas-
tische Signale wie Rauschen mit verschiedenen Amplituden- und Spektralverteilungen kommen
prinzipiell auch zur Messung von Impedanzen in Frage. Gut angewendet werden können sie
zur Bestimmung des Betrags der Impedanz. Für genaue Messungen der Phase sind sie eher
ungeeignet.
Auswerteverfahren
Die Wahl eines Auswerteverfahrens richtet sich nach Kriterien wie Geschwindigkeit der Abar-
beitung und Frequenzbereich. Ist eine schnelle Abarbeitung erforderlich, wird ein onlinefähi-
9
KAPITEL 2. GRUNDLAGEN DER IMPEDANZSPEKTROSKOPIE
ges Verfahren benötigt. Bei kleinen Frequenzen bis einigen MHz eignen sich digitale Verfahren
sehr gut. Durch Unterabtastung kann der Anwendungsbereich digitaler Verfahren zu höheren
Frequenzen erweitert werden. Bei sehr hohen Frequenzen im Bereich einiger GHz sind analo-
ge Verfahren mit anschließender Digitalisierung vorzuziehen. Als Auswerteverfahren kommen
insbesondere die folgenden Verfahren in Frage.
• Fouriertransformation, insbesondere diskrete Fouriertransformation
• Modulationsverfahren wie Synchrondemodulation, Quadraturamplitudenmodulation
Weitere Auswerteverfahren finden sich in [1, S. 20]. Modulationsverfahren lassen sich digital
und analog implementieren und sind onlinefähig. Schnell veränderliche Impedanzen lassen
sich so mit geringem Aufwand verfolgen. Methoden auf der Basis der Fouriertransformation
wie die diskrete Fouriertransformation oder Sinusfitting [13] erlauben insbesondere eine sehr
präzise Bestimmung der Phase. Eine sehr hohe Genauigkeit wird erzielt, wenn durch die genaue
Kenntnis der Frequenz der Leakage-Effekt vermieden wird.
2.3 Konsistenzprüfung von Impedanzspektren
Mit der Impedanzspektroskopie lässt sich allgemein das Verhalten von Zweipolen untersuchen.






Die Messung einer Impedanz hingegen ist nicht grundsätzlich an diese Eigenschaften ge-
bunden. Für eine weitere Verarbeitung gemessener Impedanzspektren ist es daher von Inter-
esse zu prüfen, ob für einen Datensatz diese Eigenschaften grundsätzlich zutreffend sind. Zur
Prüfung können die Kramers-Kronig Beziehungen herangezogen werden, die auf der Basis der
Hilberttransformation einen Zusammenhang zwischen Real- und Imaginärteil herstellen. Diese
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Für die praktische Anwendung auf Messdaten ergeben sich mehrere Möglichkeiten, die im
Folgenden dargestellt werden.
Direkte Integration
Eine naheliegende Methode ist die direkte numerische Integration von Gleichung (2.6) oder
(2.7) mit realen Messdaten. Problematisch sind dabei die Integrationsgrenzen von ω = 0 bis
ω → ∞, was sich im Experiment zum Aufnehmen der Messdaten nur begrenzt realisieren
lässt. Die Extrapolation mit Polynomen an den Messbereichsgrenzen oder die Einschränkung
des Gültigkeitsbereichs liefern in diesem Fall sinnvolle Ergebnisse [15]. Dem Umstand der
Bandbegrenzung realer, gemessener Impedanzspektren kann ebenso mit der Anwendung des Z-
HIT Algorithmus begegnet werden [16]. Mit der auch als logarithmische Hilberttransformation
bezeichneten Methode wird eine Beziehung zwischen dem lokalen Verlauf des Phasenwinkels
ϕ und dem Betrag der Impedanz nach Gleichung (2.8) hergestellt. Die Methode ist auch dann
anwendbar, wenn der Frequenzbereich, in dem Messdaten vorliegen, sehr klein ist.




ϕ (ω) d log (ω) + γ
ϕ (ω)
d log (ω) |ω=ω0
, γ = −pi
6
(2.8)
Die Methode eignet sich besonders für minimalphasige Übertragungsfunktionen. Ein All-
passanteil in gemessenen Impedanzspektren kann detektiert und korrigiert werden. Je geringer
die Phasenwinkel gemessener Impedanzen sind und um so geringer die Änderung des Phasen-
winkels mit der Frequenz ist, um so bessere Ergebnisse werden erzielt [17]. Prinzipiell kann die
Genauigkeit der Methode weiter verbessert werden, wenn zusätzlich zur ersten Ableitung in
Gleichung (2.8) höhere, ungeradzahlige Ableitungen als weitere Korrekturterme hinzugenom-
men werden. Mit realen Messdaten ist dies jedoch nur begrenzt möglich, da höhere numerische
Ableitung stets zu einer Verstärkung von Rauschen führen, weshalb in praktischen Anwendun-
gen die Form nach Gleichung (2.8) genutzt wird. Als besonders geeignet hat sich die Methode
zur Kompensation von Drift während der Impedanzmessung herausgestellt. Effekte, die zu
einer Zeitvarianz führen, lassen sich so gezielt detektieren und korrigieren.
In Abbildung 2.4 sind beispielhaft Ergebnisse dargestellt. Der Z-HIT Algorithmus wurde
auf Messdaten mit und ohne parasitäre Effekte und auf Simulationsdaten angewendet. Die
Messdaten wurden an flüssigen Materialgemischen ermittelt, wie sie in Abschnitt 5.1 behandelt
werden. Es ist der Vergleich gezeigt zwischen einem geeigneten Messaufbau, einem Messaufbau
mit ungeeigneter Schirmung, was zu einer Verzerrung des Spektrums bei kleinen Frequenzen
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führt und einer vergleichbaren Ersatzschaltung mit L = 100 nH, R = 1.2 kΩ und C = 10 pF.

















































Simulation Z = jωL +
R
1 + jωRC
Abbildung 2.4 : Anwendung des Z-HIT Algorithmus zur Konsistenzprüfung von Messdaten
Der Verlauf des Betrags der Impedanz kann für diese Beispiele gut vorhergesagt werden.
Die auftretenden Abweichungen entstehen, da die gezeigten Daten für die Anwendung mit
dem Z-HIT Algorithmus eine eher ungünstige Struktur aufweisen. Der Phasenverlauf, der zur
Berechnung des Betrags genutzt wird, weist für das Beispiel eine starke Änderung in einem
kleinen Frequenzbereich auf. Die Ableitung des Phasengangs hat damit bei der Berechnung des
Betrags der Impedanz einen starken Einfluss. Da im Beispiel keine höheren Ableitungen zur
Korrektur dieses Verhaltens genutzt werden, treten diese Abweichungen auf. Für praktische
Messungen, beispielsweise an Energiespeichern oder Materialschichten, weist der Phasenverlauf
meist einen geringeren Anstieg auf, weshalb diese Effekte oft eine untergeordnete Rolle spielen.
Messmodelle
Das Konzept der Messmodelle wurde eingeführt, um der Problematik der Bandbegrenzung rea-
ler Messdaten vergleichbar zum Z-HIT Algorithmus Rechnung zu tragen. Zunächst wird davon
ausgegangen, dass ein angenommenes Messmodell die vorgenannten Eigenschaften aufweist.
Als Messmodell kommen dabei prinzipiell auch solche Modelle in Frage, wie sie in Kapitel 3
behandelt werden. Die Parameter eines Messmodells werden mit linearen oder nichtlinearen
Optimierungsverfahren so bestimmt, dass Real- oder Imaginärteil von Modell und Messung
optimal übereinstimmen. Der jeweils andere Teil der Impedanz wird dann anhand des Modells
berechnet und mit der Messung verglichen. Die Nutzung eines Voigt-Modells nach Gleichung
(2.9) hat sich dabei als besonders geeignet herausgestellt [18]. Vorteilhaft ist hierbei eine Be-
rechnung des Realteils aus dem Fit des Imaginärteils. Nur so können rein komplexwertige
Elemente wie Induktivität und Kapazität richtig berücksichtigt werden, was wie in [19] zu ge-
ringeren Abweichungen führt. Weist ein System die vorgenannten Eigenschaften auf, so führt
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dies zu geringen Abweichungen zwischen gemessenem und berechnetem Realteil. Dies heißt
im Umkehrschluss jedoch nicht, dass sich aus einer geringen beobachteten Abweichung auf die
vorgenannten Eigenschaften schließen lässt [20]. Trotz Nichtlinearitäten und Artefakten des
Messgerätes kann eine gute Übereinstimmung beobachtet werden. Vergleichbar zu direkten
Integrationsmethoden können zeitvariante Effekte gut detektiert werden [15].




















In Abbildung 2.5 ist die Anwendung eines Messmodells nach Gleichung (2.9) für die bereits
in Abbildung 2.4 gezeigten Daten dargestellt. Hier wird der Realteil aus dem Fit des Imagi-
närteils berechnet. Trotz der ungeeigneten Schirmung wird eine gute Übereinstimmung von
gemessenem und berechnetem Realteil angezeigt, da die vorgenannten Eigenschaften erfüllt
sind. Im Bereich hoher Frequenzen, wo induktive Effekte verstärkt wirken, wird für alle in
Abbildung 2.5 gezeigten Impedanzspektren eine stärkere Abweichung angezeigt. Dies liegt in
der Natur des Messmodells nach Gleichung (2.9), was allgemein zur Beschreibung kapazitiver
Effekte angelegt ist. Insbesondere an den Rändern des betrachteten Frequenzbereichs lassen
sich induktive Effekte damit nicht perfekt wiedergeben.



















































Abbildung 2.5 : Anwendung von Messmodellen zur Konsistenzprüfung von Messdaten
Wie sich zeigt, sind die vorgestellten Methoden auf bestimmte Anwendungsfälle zugeschnit-
ten. Im Vordergrund steht die Detektion zeitvarianter Effekte wie Drifts. Sofern bestimmte
Rahmenbedingungen erfüllt sind, wie beispielsweise Minimalphasigkeit oder sehr ausgeprägtes
kapazitives Verhalten, liefern die Methoden sehr gute Ergebnisse. Für Nutzung mit anderen
Anwendungsfällen, in denen die Rahmenbedingungen nur eingeschränkt erfüllt sind, muss
anhand von Simulationen mit entsprechenden Impedanzmodellen geprüft werden, ob die Me-
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thode sinnvoll anwendbar ist. Insbesondere der Nachweis der Linearität gelingt mit den hier
gezeigten Methoden kaum. Dies kann eher durch eine geeignete Wahl des Anregungssignals
und einer Prüfung der Systemantwort auf Oberschwingungen erfolgen.
2.4 Optimierungsverfahren
Optimierungsverfahren sind ein wesentliches Element für die Prüfung von Modellen auf ihre
Eignung zur Beschreibung physikalischer Effekte und die Extraktion von Modellparametern
zur anschließenden Ableitung der Messgröße. Relevante Aspekte werden im Folgenden darge-
stellt. Neben allgemeinen Fragen zur Abstandsdefinition zwischen Modell und Messung spielen
dabei lineare, nichtlineare, deterministische und stochastische Optimierungsverfahren je nach
Anwendungsfall eine unterschiedliche Rolle.
2.4.1 Abstand und Norm
Bei der Betrachtung von Abstandsmaßen ist zunächst die Unterscheidung von Norm und Ab-
stand sinnvoll. Der Abstand beschreibt die Abweichung zwischen einem Messpunkt und dem
vom Modell vorhergesagten Wert an diesem Messpunkt beispielsweise in einem Impedanz-
spektrum oder einer Kennlinie. Die Norm beschreibt die mittlere Abweichung von mehreren
Messpunkten eines gesamten Impedanzspektrums oder einer Kennlinie. Anhand der Norm kön-
nen verschiedene Messungen direkt verglichen werden, da sich darauf eine Ordnung definieren
lässt und somit eine Reihung der Größe nach möglich ist.
Abstand zwischen Modell und Messung
Für Impedanzspektren ist die Definition eines Abstandes anhand verschiedener Größen wie
beispielsweise der Impedanz selbst, der Admittanz, der Induktivität oder der Kapazität mög-
lich. Dabei können relative oder absolute Größen gleichermaßen betrachtet werden. Da die
Impedanz selbst eine komplexe Größe ist, kann der Abstand von zwei Impedanzen auf mehre-
re Arten definiert werden. Abbildung 2.6 zeigt beispielsweise den Euklidischen Abstand und
den Manhattan Abstand.
Der Euklidische Abstand kann gemäß folgender Gleichung berechnet werden.
dZ (~x, fi) = |ZMess (fi)−ZModell (~x, fi)| (2.10)
14
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Abbildung 2.6 : Euklidischer Abstand und Manhattan Abstand zur Berechnung des Abstandes
zwischen Messung und Modell
Der Manhattan Abstand kann gemäß folgender Gleichung berechnet werden.
dZ (~x, fi) = |Re (ZMess (fi)−ZModell (~x, fi))|+ |Im (ZMess (fi)−ZModell (~x, fi))| (2.11)
Wie Abbildung 2.6 zeigt, sind Euklidischer Abstand und Manhattan Abstand nahezu
gleich, wenn die Impedanzen waagerecht oder senkrecht nebeneinander liegen. Liegen die
Impedanzen diagonal nebeneinander, ist der Euklidische Abstand wesentlich geringer. Der
Manhattan Abstand weist damit eine Richtungsabhängigkeit auf. Im Allgemeinen ist daher
der Euklidischer Abstand zur Anwendung für die Impedanzspektroskopie besser geeignet, da
dieser keine Richtungsabhängigkeit aufweist.
In Abbildung 2.7 ist am Beispiel der absoluten und relativen Impedanz- und Admittanz-
abweichung gezeigt, wie sich die Verwendung eines bestimmten Abstandsmaßes auf die Ge-
wichtung verschiedener Frequenzbereiche auswirkt.
Dazu wurde der Impedanz des in Abbildung 2.8 gezeigten Ersatzschaltbildes normalver-
teiltes Rauschen mit einer Streuung von 15 Ω hinzugefügt. Die absolute Impedanzabweichung
dZ zeigt daraufhin eine gleichmäßige Verteilung im Frequenzbereich, was bei der Bildung einer
Norm, beispielsweise nach Gleichung (2.15), zu einem gleichmäßigen Gewicht aller Frequen-
zen führt. Die relative Abweichung der Impedanz hingegen zeigt sehr große Abweichungen bei
hohen Frequenzen und kaum Abweichungen bei niedrigen Frequenzen. Bei der Bildung einer
Norm werden hohe Frequenzen somit stark gewichtet. Werden diese Daten nun als Admittanz
dargestellt und ebenso absolute und relative Abweichung der Admittanz bestimmt, zeigt sich
ein vergleichbares Bild. Bei der Bildung der Norm werden auch hier hohe Frequenzen stark
gewichtet. Die Betrachtungen zeigen, dass je nach Struktur der Abweichung eine andere Ge-
wichtung bei der Norm auftritt. Je nach Empfindlichkeit einer Modellparameteränderung auf
die Änderung des Modells kann sich die Struktur dieser Abweichung signifikant auf mit nichtli-
nearer Optimierung bestimme Modellparameterwerte auswirken. Es ist daher empfehlenswert,
für jede Problemstellung die Eignung verschiedener Darstellungen der Impedanz beispielsweise
als Admittanz oder komplexe Induktivität oder Kapazität zu prüfen [21].
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hohe Frequenzen sehr stark gewichtet
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hohe Frequenzen stark gewichtet
Abbildung 2.7 : Beispiel zum Vergleich des euklidischen Abstandes von Impedanz und
Admittanz
Abbildung 2.8 : Ersatzschaltbild für die Simulation der Daten in Abbildung 2.7
Zur Bestimmung von Parametern mit nichtlinearer Optimierung sollte dann eine Impe-
danzdarstellung herangezogen werden, bei der sich zufällige Abweichungen nur gering auf die
Werte der Modellparameter auswirken. Alle in Tabelle 3.2 auf Seite 32 aufgeführten Darstel-
lung kommen dabei prinzipiell in Frage. Im gezeigten Beispiel in Abbildung 2.8 ist die absolute
Impedanzabweichung dY ungeeignet, um Modellparameter mit einem starken Einfluss bei ho-
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hen Frequenzen zu bestimmen, da eine geringe Änderung des Messwertes zu einer sehr starken
Änderung der Norm führen kann.
Bildung der Kostenfunktion und Berechnung der Norm
Zum Vergleich der Übereinstimmung verschiedener Messkurven mit einem Modell oder zum
Vergleich verschiedener Parametersätze für eine Messkurve kann eine Norm berechnet werden,
um die Messkurven oder Parametersätze hinsichtlich der Stärke der Abweichung zu bewer-
ten. Zur Berechnung der Norm wird eine Kostenfunktion herangezogen, die sich aus einem
Abstandsmaß wie im vorangegangenen Abschnitt gezeigt und einer Gewichtsfunktion zusam-
mensetzt. Die Nutzung einer Gewichtsfunktion ist sinnvoll, um unterschiedlich dichte Fre-
quenzpunkte von Messdaten verschiedener Messgeräte auszugleichen oder die Empfindlichkeit
eines Modellparameters in einem bestimmten Frequenzbereich zu erhöhen oder zu verringern.
Gleichung (2.12) kann angewendet werden, um die homogene Informationsverteilung einer lo-
garithmisch skalierten Frequenzachse auch für nicht logarithmisch skalierte Frequenzachsen zu
erreichen. Das Gewicht für einen Punkt wird aus dem logarithmischen Frequenzabstand der
beiden Nachbarpunkte gebildet.
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Inhomogenita¨t bei hohen Frequenzen









Abbildung 2.9 : Vergleich der Gewichtsfunktion für verschiedene Frequenzachsen gemessener
Impedanzspektren
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(log10 (fi+1)− log10 (fi−1)) (2.12)
Abbildung 2.9 zeigt das Ergebnis beispielhaft für Frequenzachsen verschiedener Messgerä-
te. Ein Messgerät weist in der Regel keine logarithmisch skalierte Frequenzachse auf, sondern
nähert diese lediglich an. Je nach Messprinzip zur Impedanzmesssung können dabei besonders
an den Messbereichsgrenzen erhebliche Abweichungen auftreten. Insbesondere beim Vergleich
von Messdaten vom gleichen Messobjekt an verschiedenen Messgeräten können ohne eine sol-
che Gewichtsfunktion erhebliche Interpretationsspielräume entstehen, die einen Einfluss des
Messgerätes suggerieren, welcher jedoch nicht vorhanden ist.
Zur unterschiedlich stark ausgeprägten Gewichtung von Frequenzbereichen eignet sich eine
Sigmoidfunktion nach Gleichung (2.13). Je nach Wahl der Grenzfrequenz fg und des Skalie-
rungsparameters b kann ein verschiedenartiger Übergang zwischen geringem und hohem Ge-
wicht erreicht werden. Produkte dieser Funktion und die Spiegelung der Frequenzachse können
genutzt werden, um verschiedene Gewichte in verschiedenen Frequenzbereichen oder ein band-










Abbildung 2.10 zeigt den Verlauf der Gewichtsfunktion nach Gleichung (2.13) für verschie-
dene Skalierungsparameter b.


















Abbildung 2.10 : Sigmoidfunktion zur Gewichtung von Frequenzbereichen
Aus einer Abstandsfunktion nach Gleichung (2.10) oder (2.11) und einer oder mehreren
Gewichtsfunktionen nach Gleichung (2.12) oder (2.13) kann dann die Optimierungsfunktion
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nach Gleichung (2.14) zusammengesetzt werden.
d (~x, fi) = w (fi) dZ (~x, fi) (2.14)
Durch die Summation aller Abstände zwischen Messung und Modell gelangt man zur Norm.
Auch bei der Berechnung der Norm nach Gleichung (2.15) sind verschiedene Parameter mög-
lich. Je höher der Parameter n, je stärker werden große Abweichungen im Vergleich zu kleinen
Abweichungen gewichtet. Einen wesentlichen Einfluss auf die Wahl der Norm hat das zugrunde
liegende Rauschmodell. Bei laplaceverteiltem Rauschen wir die L1 Norm und bei gaußverteil-
tem Rauschen die L2 Norm empfohlen [22].





Zur anschaulichen Bewertung der Abweichung zwischen Modell und Messung eignet sich
eine Größe mit der Einheit des betrachteten Abstandes. Um die mittlere Abweichung zwischen










Lineare Optimierungsverfahren können dann angewendet werden, wenn alle unbekannten Mo-
dellparameter einen linearen Einfluss auf den Wert des Modells aufweisen. Durch geschickte
Transformation können in einigen Fällen nichtlineare Modelle in lineare Modelle transformiert
werden. Dies wird insbesondere durch die Wahl einer geeigneten Darstellung der Impedanz
erreicht. Üblicherweise findet bei linearen Optimierungsverfahren die L2 Norm Anwendung.
Zwei Anwendungsfälle werden im Folgenden dargestellt. Lineare Optimierungsverfahren wer-
den verwendet, um Parameter eines Impedanzmodells und die Verteilung der Zeitkonstanten
zu bestimmen.
Parameterbestimmung von parametrischen Impedanzmodellen
Für das Modell eines Parallelschwingkreises nach Gleichung (2.17) sollen beispielhaft die un-
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Das lineare Optimierungsproblem ist in Gleichung (2.18) aufgestellt. Die Messdaten auf
der linken Seite sollen dem Modell auf der rechten Seite entsprechen. In den oberen Zeilen des
Gleichungssystems wird hier der Realteil und in den unteren Zeilen der Imaginärteil eingefügt.




































































































Abbildung 2.11 : Beispiel für die Anwendung linearer Optimierung für die
Parameterbestimmung eines Parallelschwingkreises
Abbildung 2.11 zeigt das Ergebnis anhand eines Beispiels. Der Admittanz des Modells
wurde hier 2 % Rauschen hinzugefügt. Die Parameter Cp und Lp können trotz des Rauschens
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sehr gut bestimmt werden. Für den Parameter Rp tritt eine signifikante Abweichung auf. Sein
Einfluss auf das Modell ist im gezeigten Beispiel sehr gering (1 mS). Er weist daher auf das
Optimierungsverfahren eine sehr geringe Empfindlichkeit auf, was zu einer entsprechend hohen
Abweichung führen kann.
Umrechnung für parameterfreie Impedanzdarstellung
Neben der Darstellung einer Impedanz als Admittanz, Induktivität oder Kapazität bieten
sich weitere Darstellungsmöglichkeiten wie die Darstellung als Verteilung der Zeitkonstanten
[23, 24]. Auf die Bedeutung und Eigenschaften wird in Abschnitt 3.1.2 auf Seite 32 einge-
gangen. In diesem Abschnitt soll gezeigt werden, wie lineare Optimierung zur Umrechnung
in eine andere Impedanzdarstellung genutzt werden kann und welche Phänomene bei dieser
Umrechnung auftreten. Als Beispiel wird das Impedansmodell nach Gleichung (2.21) genutzt,
um die Verteilung der Zeitkonstanten G (τ) in Gleichung (2.22) zu bestimmen. Das Impedanz-
modell enthält zwei Relaxationen bei zwei verschiedenen Zeitkonstanten mit unterschiedlicher
Gewichtung.


























Gleichung (2.23) zeigt das entsprechende Gleichungssystem. Es entsteht, wenn Gleichung
(2.22) nach Real- und Imaginärteil aufgetrennt und im Gleichungsystem übereinander ange-
ordnet werden. Gleichung (2.24) zeigt die entsprechende Kurzform und Gleichung (2.25) die





























































Ein wesentliches Problem der Lösung des Gleichungssystem nach Gleichung (2.25) zeigt
Abbildung 2.13. Eine sehr geringe Änderung des Eingangsvektors ~Z, realisiert durch eine gerin-
ge Veränderung des Parameters τ1 von 10 ms auf 10 ms, führt zu einer sehr starken Veränderung
des Parametervektors. Dieses Verhalten ist eher unerwünscht und wird durch die Anwesenheit
von Rauschen in realen Messdaten noch verstärkt. Begegnet wird diesem Phänomen durch
die Regularisierung des Optimierungsproblems, wodurch stabilere Lösungen auch bei geringen
Veränderungen der Eingangsdaten entstehen. Übliche Regularisierungsverfahren basieren auf
der Singulärwertzerlegung einer Matrix nach Gleichung (2.26). In der Singulärwertmatrix Σ
sind wie in Gleichung (2.27) die Singulärwerte σi auf der Hauptdiagonalen angeordnet.
X = UΣVT (2.26)
Σ =

σ1 0 . . . 0
0 σ2 . . . 0
...
... . . .
...
0 0 . . . σm
0 0 0 0
...
... . . .
...
0 0 0 0

(2.27)
Bei der Methode der abgeschnittene Singulärwerte (TSVD - Truncated Singular Value De-
composition) werden die Singulärwerte unter einem bestimmten Schwellwert, wie Gleichung
(2.28) zeigt, zu Null gesetzt [25, 26]. Kleine Singulärwerte, die mit einem geringen Infor-
mationsgehalt zum Gesamtverhalten beitragen, werden so ausgeblendet und führen bei der
Inversion der Singulärwertmatrix nicht zu besonders großen Werten in der invertierten Singu-






Damit lässt sich die neue Übertragungsmatrix XTSV D nach Gleichung (2.29) berechnen,
die zur Lösung des regularisierten Optimierungsproblems nach Gleichung (2.30) verwendet
wird. Dessen Lösung erfolgt analog zu Gleichung (2.25).






= XTSV D~pTSV D (2.30)
Die Tikhonov Regularisierung bietet eine weitere Möglichkeit [27]. Dabei wird, wie in Glei-
chung (2.31) gezeigt, das ursprüngliche Optimierungsproblems nach Gleichung (2.24) mit ei-
nem weiteren Optimierungsproblem bestehend aus Nullvektor ~0, Einheitsmatrix E und Regu-
larisierungsparameter λ übereinandergestellt. Dieses Vorgehen sorgt dafür, dass die Werte des
Parametervektors ~pT ikhonov möglichst klein werden. Damit ergibt sich das neue Optimierungs-














= XT ikhonov~pT ikhonov (2.32)

















f = 1/2piτ1 = 15.8489Hz
f = 1/2piτ2 = 926.1187mHz
R∞ = 500mΩ
R1 = 1.2Ω, τ1 = 10ms
R2 = 1.7Ω, τ2 = 175ms




















Abbildung 2.12 : Impedanzspektren und relative Abweichung bei Anwendung verschiedener
Regularisierungsmethoden
In Abbildung 2.12 ist die Impedanz des Modells nach Gleichung (2.21) sowie die relative
Abweichung der Impedanz nach der Lösung der linearen Optimierungsprobleme nach Glei-
chungen (2.24), (2.30) und (2.32) dargestellt. Im gezeigten Beispiel werden 10 Zeitkonstanten
pro Dekade bei 5 Dekaden Frequenzbereich verwendet, was zu n = 50 führt. Die Impedanz des
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Modells wird an k = 150 logarithmisch skalierten Frequenzpunkten ausgewertet. Die relative
Abweichung ohne Regularisierung ist besonders gering. Mit Regularisierung beträgt die Ab-
weichung 0, 1 %. Diese Abweichung ist sehr gering. Die Simulationsdaten können durch eine
Verteilung von Zeitkonstanten sehr gut nachgebildet werden.



















TSVD: Schwellwert = 0.1




















Abbildung 2.13 : Beispiel für die Anwendung linearer Optimierung für die Berechnung der
Verteilung von Relexationszeiten
In Abbildung 2.13 sind Singulärwerte der Matrizen sowie die Lösungen der linearen Op-
timierungsprobleme nach Gleichungen (2.24), (2.30) und (2.32) dargestellt. Ohne Regulari-
sierung zeigt sich ein logarithmischer Verlauf der Singulärwerte. Beim Abschneiden der Sin-
gulärwerte (TSVD) sind diese nur bis zum 16. verschiedenen von Null. Bei der Tikhonov
Regularisierung zeigt sich eine Stabilisierung ab dem 16. Wert auf den Regularisierungspara-
meter λ. Die ohne Regulariseriung bestimmte Verteilung der Zeitkonstanten zeigt einen sehr
unstetigen Verlauf. Ein solches Verhalten ist für das Modell nach Gleichung (2.21) prinzipiell
gewünscht, da dieses Modell zwei diskrete Zeitkonstanten aufweist. Unerwünscht sind jedoch
die negativen Werte von G (τ), da diese real nicht auftreten. Hinzu kommt die starke Uns-
tetigkeit der negativen Werte bei einer kleinen Änderung von τ1 von 10 ms auf 10 ms. Damit
lassen sich nur sehr begrenzt Aussagen zur realen Lage der Zeitkonstanten treffen. Einen in
dieser Hinsicht günstigeren Verlauf weisen die Ergebnisse für G (τ) nach der Regularisierung
auf. Beide Methoden zeigen hier kaum Unterschiede. Die Verläufe sind glatt und erlauben
sehr gut die Wiedererkennung der Zeitkonstanten. Auch eine Änderung von τ1 von 10 ms auf
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10 ms führt zur erwarteten Verschiebung des Maximums von G (τ). Bei realen Messdaten führt
insbesondere Rauschen zu zufälligen kleinen Änderungen der Eingangsdaten. Da diese kleinen
Änderungen ohne Regularisierung eine sehr große Wirkung auf das gefundene Ergebnis ha-
ben, ist für reale Messdaten die Anwendung von Regularisierungsverfahren dringend geboten.
Praktische Anwendungen finden sich beispielsweise bei der Bestimmung der Zeitkonstanten-
verteilung bei Adsorptionsprozessen [28]. Neben den hier gezeigten Regularisierungsverfahren
existieren viele weitere wie beispielsweise die Landweber-Regularisierung. Mit diesen Metho-
den lassen sich den Regularisierungstermen besondere Eigenschaften geben, die beispielsweise
zu schärferen Linien in der ermittelten Verteilung führen und wodurch Zeitkonstanten besser
lokalisiert werden können.
2.4.3 Nichtlineare Verfahren
Nichtlineare Optimierungsverfahren kommen dann zum Einsatz, wenn die Modellparameter
einen nichtlinearen Einfluss auf den Wert des Modells haben. Zur Modellparameteroptimierung
im mehrdimensionalen Parameterraum kommen prinzipiell deterministische, stochastische und
kombinierte Methoden in Frage. Deterministische Verfahren erfordern einen Startparameter-
vektor. Meist wird das Optimum mit einem Abstiegsverfahren in Richtung des Gradienten
ermittelt. Stochastische Verfahren erfordern meist die Vorgabe eines Suchbereichs und starten
mit einer Menge von Startparametervektoren. Über verschiedene wahrscheinlichkeitsbasierte
Verfahren wird ein neuer Satz von Modellparametervektoren ermittelt, der mehr Parameter-
sätze in der Nähe des Optimums enthält. Kombinierte Verfahren können zu einer besseren
Genauigkeit führen [29]. In [30] wurde das im Zusammenhang mit der Impedanzspektroskopie
häufig genutzte Levenberg-Marquardt Verfahren mit verschiedenen stochastischen Optimie-
rungsverfahren wie Partikelfilter, Evolution und simulated annealing verglichen. Es wurde
untersucht, wie weit der Startparametervektor vom Optimum entfernt sein kann bzw. wie
groß der Suchbereich gewählt werden kann, so dass der Algorithmus zum richtigen Optimum
konvergiert. Abbildung 2.14 zeigt das Ergebnis für den Fit eines ein an einer Batterie gemes-
senen Impedanzspektrum mit dem modifizierten Randles Ersatzschaltbild nach Abbildung
5.27 auf Seite 107. In Abbildung 2.14 ist die relative Häufigkeit der Konvergenz bei mehreren
Durchläufen der Optimierung in Abhängigkeit der relativen Suchbereichsgröße dargestellt.
Wie sich zeigt, weisen die untersuchten stochastischen Optimierungsverfahren mit steigen-
der Suchbereichsgröße eine bessere Konvergenz auf als das Levenberg-Marquardt Verfahren.
Das Levenberg-Marquardt Verfahren konvergiert bei einer kleinen Suchbereichsgröße schneller
als die untersuchten stochastischen Optimierungsverfahren. Je nach Anwendungsfall haben
deterministische und stochastische Methoden ihre Vorzüge. Bei der Entwicklung eines Im-
pedanzmodells sind die Wertebereiche von Modellparametern oft nicht klar abgegrenzt und
werden oft sehr groß gewählt. In diesem Fall sind stochastische Optimierungsverfahren das
25
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Abbildung 2.14 : Vergleich der Konvergenzeigenschaften stochastischer Optimierungsverfahren
mit dem Levenberg-Marquardt Verfahren nach [30]
Mittel der Wahl da die Wahrscheinlichkeit für die Konvergenz zum richtigen Optimum höher
ist. Für den Fall, das ein Modell und der Wertebereich der Parameter bereits bekannt sind
eignen sich aufgrund der schnelleren Konvergenz deterministische Verfahren besser.
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Kapitel 3
Modelle für die Impedanzspektroskopie
Die wesentlichen Grundlagen der Impedanzspektroskopie wurden bereits in Kapitel 2 zusam-
mengefasst. Unter anderem wurden Aspekte wie Impedanzmessung, Konsistenzprüfung von
Messdaten und Optimierungsverfahren diskutiert. Der Aspekt der Modellbildung wurde da-
bei gezielt ausgelassen, da diesem eine besondere Bedeutung zukommt, um beispielsweise ein
physikalisches Verständnis des betrachteten Systems zu erlangen. Die Grundlage für die Mo-
dellbildung wird in diesem Kapitel durch das Einführen einer Klassifikation verschiedener
Modelle gelegt. In Kapitel 4 wird aufbauend auf dieser Klassifikation eine Methodik zur Ab-
leitung von Modellen vorgeschlagen, die in Kapitel 5 beispielhaft für verschiedene technische
Anwendungsbereiche genutzt wird.
Bei der Modellerstellung sind verschiedene Komplexitätsgrade vorstellbar. Der Komplexi-
tätsgrad des Modells hängt von verfügbaren Ressourcen jeder Art und dem Anwendungsgebiet
des Modells ab [5]. Ziel der Modellerstellung ist es:
• ein klares Verständnis des Systems zu erlangen,
• den Einfluss externer Einflussfaktoren (Parameter) zu bewerten,
• Parameter zu extrahieren,
• das Systemverhalten vorherzusagen.
Auf dem Gebiet der Systemidentifikation wird eine Unterscheidung parameterfreier Modelle
(Non-Parametric Models) und parametrischer Modelle (Parametric Models) getroffen [1, S. 15
ff] [31]. Diese Unterscheidung ist für die Impedanzspektroskopie hervorragend anwendbar, da
sie eine Klassifikation hinsichtlich Eigenschaften und Anwendungsmöglichkeiten bietet, die
Tabelle 3.1 zeigt.
Im Bereich Impedanzspektroskopie wird besonders Wert darauf gelegt, das physikalische
Verständnis für ein System zu erlangen und dieses abzubilden. Erschwert wird dies dadurch,
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Tabelle 3.1 : Gegenüberstellung parameterfreier Impedanzdarstellungen und parametrischer
Modelle
parameterfreie Impedanzdarstellung parametrische Modelle
• prinzipiell unendliche Anzahl von Para-
metern
• endliche Anzahl an Parametern
• basiert auf gemessenem Übertragungs-
verhalten
• basiert auf physikalischen Gesetzen
• keine innere Modellstruktur • spezifische Modellstruktur
• stark eingeschränkte Extrapolations-
möglichkeiten
• gute Extrapolationsmöglichkeiten
• Wiedergabe des Systemverhaltens • zusätzlich Verständnis des Systemverhal-
tens möglich
dass mehrere Modelle ein Impedanzspektrum nachbilden können, jedoch nicht alle der Mo-
delle für die konkrete Problemstellung passend sind. Ein solches physikalisches Modell wird
jedoch oft benötigt, da viele weitere Schritte einer technischen Anwendung darauf aufbau-
en. Die Entwicklung eines parametrischen Modells steht dabei in der Regel im Vordergrund.
Mögliche Strategien zur Ableitung von Modellen werden in Kapitel 4 dargestellt. In diesem
Kapitel werden die dazu notwendigen Grundlagen in Form einer Klassifikation von Modellen
diskutiert. Modelle für technische und naturwissenschaftliche Prozesse können in der Regel
als Differentialgleichungen ausgeführt werden. Durch die Lösung der Differentialgleichungen
lässt sich die Impedanz bestimmen. In Abbildung 3.1 sind die im Zusammenhang mit der
Impedanzspektroskopie häufig genutzten Impedanzdarstellungen und Differentialgleichungen
sowie die bei ihrer Lösung abgeleiteten Impedanzmodelle zusammengefasst.
Diese Systematik von parameterfreien Impedanzdarstellungen und parametrischen Model-
len und verschiedenen Typen von Differentialgleichungen wird in diesem Kapitel unter dem
Blickwinkel der Impedanzspektroskopie näher vertieft. Ziel ist es dabei, anhand von Beispie-
len einen Baukasten an unterschiedlichen Modellen zum Bestimmen der Impedanz zu erar-
beiten, der auf eine Vielzahl von Problemstellungen anwendbar ist. Für die in Abbildung 3.1
zusammengefassten Modelle werden jeweils Herleitungen gezeigt, deren Eigenschaften sowie
Möglichkeiten und Grenzen diskutiert. In Kapitel 4 wird auf diesen Baukasten zurückgegriffen,
um daraus ein Impedanzmodell zu entwickeln, dass ein gutes physikalisches Verständnis des
betrachteten Systems bietet.
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Abbildung 3.1 : Übersicht zur Klassifikation von parametrischen Modellen
3.1 Parameterfreie Darstellung von Impedanzen
Bereits aus einer geeigneten Darstellung der Impedanz lassen sich erste Schlüsse für die
Ableitung eines parametrischen Impedanzmodells ziehen. Parameterfreie Darstellungen von
Impedanzen sind wichtig, um den Informationsgehalt von Impedanzspektren abzuschätzen.
Weist eine parameterfreie Darstellung einen konstanten Verlauf und nur wenig Fluktuationen
in einem bestimmten Frequenzbereich auf, so ist davon auszugehen, dass die parameterfreie
Darstellung direkt in ein parametrisches Impedanzmodell überführt werden kann. Weist eine
parameterfreie Darstellung einen deutlich fluktuierenden Verlauf auf, so können aus charak-
teristischen Punkten wie Maxima, Minima oder Wendepunkten charakteristische Frequenzen
oder Werte von Parametern parametrischer Modelle abgeschätzt werden. Die Anzahl solcher
charakteristischen Punkte kann Auskunft über die Art und die Anzahl von Relaxationen und
Zeitkonstanten geben. Die Vorhersage des Systemverhaltens erlauben parameterfreie Darstel-
lungen hingegen nur eingeschränkt. Ändern sich Systemparameter wie Temperatur oder Geo-
metrie, lässt sich die resultierende Impedanzänderung nur eingeschränkt durch die Kenntnis
einer parameterfreien Darstellung vorhersagen. Meist ist dazu eine erneute Messung erforder-
lich.
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3.1.1 Einfache physikalische Modelle
Zur Darstellung einer Impedanz nach Gleichung (2.4) kommen allgemein alle Formen in Fra-
ge, die in der Lage sind, die zwei Komponenten einer Impedanz, Realteil und Imaginärteil,
bzw. Betrag und Phase zu repräsentieren. Das schließt beispielsweise die Darstellung als Ad-
mittanz ein. Je nach dominantem, physikalischem Wirkmechanismus kann ein Serien- oder
Parallelersatzschaltbild genutzt werden und je nach dem, ob induktive oder kapazitive Effekte
dominieren, enthält das Ersatzschaltbild eine Induktivität oder eine Kapazität. Abbildung 3.2
fasst verschiedene Ersatzschaltungen zusammen.
Abbildung 3.2 : Parallel- und Serienersatzschaltungen mit zwei Parametern für induktive und
kapazitive Effekte
Quaderförmiger Leiter Plattenkondensator Toroidspule




A = ρCZ =
CZ
σ C = ε0εr
A




Abbildung 3.3 : Einfache Geometrien zur Berechnung der Materialeigenschaften
Weiterhin ist eine Darstellung in Form von physikalischen Materialeigenschaften möglich.
Dazu ist die Kenntnis der Geometrie des Messaufbaus erforderlich. Im einfachsten Fall werden
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dazu leicht berechenbare Geometrien wie beispielsweise ein quaderförmiges Leiterstück, ein
Plattenkondensator oder eine Toroidspule gewählt. Abbildung 3.3 zeigt die entsprechenden
Elemente und fasst die Berechnungsvorschriften für Widerstand, Kapazität und Induktivität
zusammen.
Tabelle 3.2 fasst die damit entstehenden Möglichkeiten zusammen. Je nach Problemstellung
und dominierendem, physikalischem Mechanismus kann damit eine gemessene Impedanz als
Impedanz oder Admittanz in Betrag und Phase oder Real- und Imaginärteil dargestellt werden.
Ebenso ist eine Umrechnung in Serien- oder Parallelelemente von Ersatzschaltbildern mit zwei
Elementen möglich. Sollen Materialparameter anhand einer Impedanzmessung identifiziert
werden, kann bei bekannter Geometrie auch eine Umrechnung der Impedanz in eine komplexe
Leitfähigkeit, eine komplexe Permittivität oder komplexe Permeabilität erfolgen.
Die verschiedenen Darstellungen der Impedanz sind insbesondere dann hilfreich, wenn Im-
pedanzmodelle aufgestellt werden sollen. Sind die Parameter in einer Darstellung weitgehend
unabhängig von der Frequenz, kann davon ausgegangen werden, dass die parameterfreie Im-
pedanzdarstellung auch als parametrisches Modell genutzt werden kann. In Kapitel 5 werden,
jeweils angepasst an die jeweilige Problemstellung, verschiedene parameterfreie Impedanzdar-
stellungen genutzt, um passende parametrische Impedanzmodelle abzuleiten.
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Tabelle 3.2 : Übersicht über Möglichkeiten zur Darstellung von Impedanzen
Serienschaltung Parallelschaltung
Betrag Z = Zejϕ Y = 1Z = Y e
jϕY
und Phase mit Z = 1Y und ϕ = −ϕY mit Y = 1Z und ϕY = −ϕ
Real- und Z = R+ jX (Resistanz + j Reaktanz) Y = G+ jB (Konduktanz + j Suszep-
tanz)
Imaginärteil mit R = Re (Z) und X = Im (Z) mit G = Re (Y ) und B = Im (Y )













mit Re (σ) = GCZ und Im (σ) = BCZ




Ersatz- mit RS = R und CS = − 1ωX mit RP = 1G und CP = Bω
schaltbild
komplexe Y = jωC
Kapazität mit Re (C) = Bω und Im (C) = −Gω
komplexe Y = jωC0εr mit εr = εr ′ − jεr ′′
Permittivi-
tät
mit Re (εr) =
Re(C)
C0
und Im (εr) =
Im(C)
C0
induktives Z = RS + jωLS Y = 1RP +
1
jωLP
Ersatz- mit RS = R und LS = Xω mit RP =
1
G und LP = − 1ωB
schaltbild
komplexe Z = jωL
Induktivität mit Re (L) = Xω und Im (L) = −Rω
komplexe Z = jωL0µr mit µr = µr



















3.1.2 Erweiterte mathematische Methoden
Neben den im vorangegangenen Abschnitt dargestellten Impedanzdarstellungen, die von ein-
fachen physikalischen Prinzipien oder Eigenschaften abgeleitet sind, lassen sich verschiedene
Impedanzdarstellungen finden, die maßgeblich mathematisch motiviert sind oder komplexere
physikalische Zusammenhänge annehmen. Solche Darstellungen unterstützen das Auffinden
nicht direkt sichtbarer Information und erfordern komplexere mathematische Berechnungen.
Ein mathematisch motiviertes Beispiel ist der lokale Anstieg einer Ortskurve, der aus dem An-
stieg einer Tangente an der Ortskurve, wie in Abbildung 3.4 gezeigt, ermittelt wird. Gleichung
(3.1) gibt die entsprechende Rechenvorschrift an.
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Tangente an die Ortskurve bei f0

















Abbildung 3.4 : Beispiel für die Lokale Phase zur Darstellung einer Impedanz












Anhand des lokalen Anstiegs lassen sich charakteristische Merkmale einer Ortskurve und
die entsprechenden Frequenzen sehr gut bestimmen. Waagerechte Verläufe deuten in der Regel
auf Grenzfrequenzen und senkrechte Verläufe auf Resonanzen hin. Verändert sich der Betrag
der Impedanz in einem Spektrum über einen sehr großen Wertebereich und ist daher nur
schwer darstellbar, können der Verlauf und eventuell auftretende Grenzfrequenzen gut evaluiert
werden.
Ein weiteres Beispiel zur Darstellung von Impedanzen ist die Verteilung der Relaxations-
zeiten. Diese gibt an, wie stark eine Relaxation bei bestimmten Zeitkonstanten ausgeprägt ist.
Nach Gleichung (3.2) kann die Impedanz bei einer bekannten Verteilung bestimmt werden [32,
Seite 34 ff]. Abbildung 3.5 zeigt Beispiele für die Verteilung von Relaxationszeiten und die da-
zugehörige Impedanz. Eine diskrete Spektrallinie in dieser Verteilung führt zu einem Halbkreis
in der Impedanz, was einer Parallelschaltung eines Kondensators und eines Widerstandes ent-
spricht (R||C). Eine aufgeweitete Verteilung führt zu einem abgeflachten Halbkreis, was einer
Parallelschaltung eines Kondensators und eines Constant Phase Elements (CPE) entsprechen
kann (R||Q). Die Darstellung als Verteilung der Relaxationszeiten ist hilfreich, um die Anzahl
und die Ausprägung von Relaxationen zu bestimmen und daraus weiterführende parametri-
sche Modelle zu entwickeln. Für einige Impedanzmodelle existieren analytische Beziehungen
für die Verteilung der Relaxationszeiten, was in Abschnitt 3.2.3 und 3.3.2 weiter vertieft wird
[33, 34].
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R||Q (α = 0.7)
R||C












Abbildung 3.5 : Beispiel zur Darstellung der Impedanz als Verteilung von Zeitkonstanten
Der Rechenweg zur Berechnung von G (τ) wurde in 2.4.2 gezeigt. Dabei fällt in Abbildung
2.13 auf Seite 24 auf, dass obwohl in der zugrundeliegenden Impedanz nur diskrete Zeitkon-
stanten vorhanden sind, die berechnete Verteilung G (τ) keine diskreten, sondern verteilte
Zeitkonstsanten anzeigt. Abwandlungen der in dieser Arbeit dargestellten und weiterer Me-
thoden adressieren diese Problematik [35, 36, 37]. Beispielsweise werden iterative Verfahren
angewendet, um Regularisierungsparameter so einzustellen, dass sich im Falle diskreter Zeit-
konstanten möglichst schmale Linien in der Verteilung der Zeitkonstanten ergeben und die
ermittelte Verteilung dennoch unempfindlich gegen kleine Änderungen in den Ausgangsdaten
ist.
Vergleichbar zur Verteilung der Zeitkonstanten ist die „differential impedance analysis “[38,
39]. Dabei werden die Parameter eines Modells (LOM - local operating model) durch die
Lösung eines vollständig bestimmten Gleichungssystems so bestimmt, dass das Modell durch
genau zwei dicht benachbarte Messpunkte eines Impedanzspektrums verläuft.
3.2 Parametrische Modelle zur Beschreibung einzelner Me-
chanismen
Die Beschreibung einzelner Mechanismen, für die ein Impedanzmodell aufgestellt werden soll,
kann in den meisten Fällen auf der Basis von Differentialgleichungen erfolgen. Ziel dabei ist es,
für einen einzelnen Mechanismus die Impedanz zu bestimmen. Als Mechanismus kann dabei
ein nicht weiter trennbarer Zusammenhang verstanden werden, der die gewünschten Eigen-
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schaften gerade noch beschreibt. Ein Mechanismus kann meist in weitere Teilmechanismen
aufgeteilt werden. Durch dieses Aufteilen können jedoch bestimmte Eigenschaften nicht mehr
berücksichtigt werden. Je nach Typ der Differentialgleichung weist das Impedanzmodell ande-
re Eigenschaften auf. Prinzipiell finden dabei rationale, gewöhnliche, partielle und fraktionale
Differentialgleichungen Anwendung. Die Auswirkungen des Typs der Differentialgleichung auf
das Impedanzmodell werden in den folgenden Abschnitten betrachtet. Dabei werden meist
elektrische Mechanismen betrachtet, da diese einen sehr nahen Bezug zur Impedanzspektro-
skopie aufweisen. Analoge Betrachtungen sind jedoch auch für mechanische, chemische oder
thermische Mechanismen möglich. Je nach betrachtetem Mechanismus kann die Komplexität
des hergeleiteten Modells sehr hoch sein und einen erheblichen Aufwand zur Berechnung der
Impedanz nach sich ziehen.
3.2.1 Rationale gewöhnliche Differentialgleichungen
Rationale gewöhnliche Differentialgleichungen zur Beschreibung der Impedanz eines einzelnen
Mechanismus beinhalten in der Regel nur die erste Ableitung nach der Zeit. Damit können bei-
spielsweise Induktivität und Kapazität beschrieben werden. Ausgehend von den Definitionen
der elektrostatischen Kapazität und der elektrostatischen Induktivität kann der Zusammen-
hang zwischen Strom und Spannung für ein entsprechendes Messobjekt hergeleitet werden. Die
elektrostatische Kapazität beschreibt dabei allgemein den Zusammenhang zwischen Ladung
und Spannung.
Q = CU (3.3)
Die elektrostatische Induktivität beschreibt allgemein den Zusammenhang zwischen verkette-
tem magnetischem Fluss und Strom [40].
Ψ = LI (3.4)
Durch den Zusammenhang zwischen Ladung und Strom und das Induktionsgesetz ergeben
sich allgemein die entsprechenden Differentialgleichungen im Zeitbereich. Dabei ist berück-
sichtigt, dass sich Kapazität und Induktivität sowohl in Abhängigkeit von der Zeit als auch
in Abhängigkeit von Spannung und Strom ändern können. Dies erlaubt beispielsweise die
Beschreibung nichtlinearer Effekte, die durch nichtlineare Materialeigenschaften hervorgeru-
fen werden können. Bei Induktivitäten entsteht ein nichtlineares Verhalten unter anderem
durch die Hysteresekurve eines permeablen Materials. Bei Kapazitäten entsteht ein nichtli-
neares Verhalten beispielsweise durch die Raumladungszone von pn-Übergängen oder durch














L (i, t) i (t) (3.6)
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Um zu einer Beschreibung im Sinne der Impedanzspektroskopie zu gelangen, wird die Zeit-
abhängigkeit von Kapazitäten und Induktivitäten meist vernachlässigt. Dies ist oft zulässig,
da die Frequenzen zur Messung der Impedanz in den meisten Fällen sehr viel höher sind als
die Geschwindigkeit, mit der sich Kapazitäten und Induktivitäten ändern können. Die mög-
liche Spannungs- und Stromabhängigkeit kann durch eine Linearisierung der Kennlinie an
einem Arbeitspunkt vereinfacht werden. Sind diese Annahmen für eine Anwendung nicht zu-
treffend, so kann in einigen Fällen bei zeitlich veränderlichen Induktivitäten oder Kapazitäten
eine analytische Lösung der Differentialgleichung hergeleitet werden. In anderen Fällen und
allgemein beim Vorliegen ausgeprägter Nichtlinearitäten können dann numerische Methoden
zur Lösung der Differentialgleichungen angewendet werden. Bei zeitinvarianten, linearen Vor-
gängen ergeben sich für den Zeitbereich die bekannten Zusammenhänge für Kapazitäten und
Induktivitäten an einem bestimmten Arbeitspunkt, die mit Hilfe der Fourier- oder Laplace-
transformation in den Frequenzbereich überführt werden können.








Im Frequenzbereich ergeben sich damit die folgenden Zusammenhänge.
I (ω) = CjωU (ω) (3.9)
U (ω) = LjωI (ω) (3.10)






Z (ω) = jωL (3.12)
Anders als in Kapitel 3.1.1 auf Seite 30 werden die in Gleichungen (3.11) und (3.12) genutzte
Kapazität und Induktivität als unabhängig von der Frequenz angenommen und bilden dadurch
ein parametrisches Modell für die Impedanz. Der Exponent der Frequenz ist stets ganzzahlig,
wenn zur Berechnung der Impedanz gewöhnliche Differentialgleichungen genutzt werden. Für
die gezeigten Beispiele ist dieser 1 (ω = ω1). Durch die Bildung von Netzwerken aus mehreren
dieser Elemente entstehen Differentialgleichungen höherer Ordnung, was zur Modellierung als
Ersatzschaltbild wie in Abschnitt 3.3.1 genutzt wird.
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3.2.2 Partielle Differentialgleichungen
Partielle Differentialgleichungen enthalten im Zusammenhang mit der Modellierung von Impe-
danzen in der Regel die Ableitung nach der Zeit und mehrere Ableitungen beispielsweise nach
verschiedenen Raumkoordinaten. Die Ableitung nach der Zeit kann zur Bestimmung der Impe-
danz durch ihre Fouriertransformierte jω wie bereits in 3.2.1 gezeigt ersetzt werden, was viele
Rechnungen vereinfacht. Dies führt zu einer komplexen Gleichung. Je nach Anzahl der Raum-
koordinaten lassen sich ein-, zwei- oder dreidimensionale Vorgänge modellieren. Die Elliptische
Differentialgleichung (3.13) und als Spezialfall davon die Poissongleichung (3.14) finden in die-
sem Zusammenhang im Bereich der Ingenieurwissenschaften besonders häufig Anwendung.
Neben elektrischen und magnetischen lassen sich damit ebenso thermische, mechanische und
strömungsmechanische Phänomene beschreiben [41].
∇ · (c∇u) + b∇u+ au = f (3.13)
4u = f (3.14)
Im Folgenden wird anhand von Beispielen gezeigt, wie die Elliptische Differentialgleichung
und die Poissongleichung zur Modellierung von Mechanismen genutzt werden können und
welche Lösungsmöglichkeiten dabei in Frage kommen. Für ein-, zwei- und dreidimensionale
Vorgänge wird jeweils ein Beispiel gegeben. Das Ziel besteht darin, eine Lösung für das orts-
und zeitabhängige Potential zu erhalten, aus dem die Impedanz bestimmt werden kann. Wie
sich zeigt, treten bei der Lösung wesentliche Unterschiede zwischen homogenen und inho-
mogenen Verteilungen der Raumeigenschaften (Materialparameter) auf. Bei einer homogenen
Verteilung und einer einfachen Geometrie kann sich häufig eine analytische Lösung für das
gesuchte Potential ergeben. For inhomogene Materialverteilungen und komplexe Geometrien
muss häufig auf numerische Lösungsverfahren zurückgegriffen werden. Auf das Bestimmen der
Impedanz wird dann in Abschnitt 3.3 eingegangen.
Eindimensionales Modell am Beispiel eines elektrischen Leitungsmodells
Das Aufstellen und Lösen der Poissongleichung soll für eindimensionale Vorgänge am Beispiel
eines Leitungsmodells gezeigt werden. Abbildung 3.6 zeigt das Leitungsmodell. Für dieses
Leitungsmodell gelten die Differentialgleichungen nach Gleichung (3.15), deren Ableitung in
[42] näher behandelt wird.
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Abbildung 3.6 : Leitungsmodell
∂
∂x
I1 = −U t/Z ′t
∂
∂x









Dieses Differentialgleichungssystem gilt für lineare Vorgänge, auch wenn die Parameter
Z ′1, Z ′2 und Z ′t ortsabhängig sind. In einigen Fällen ist ist dabei auch eine analytische Be-
rechnung der Potentialverteilung möglich. Bei komplexeren Ortsabhängigkeiten kann auf ei-
ne örtliche Diskretisierung und anschließende numerische Berechnung der Potentialverteilung
ausgewichen werden. Für den Fall örtlich konstanter Materialparameter kann das Differential-
gleichungssystem zu Gleichung (3.16) vereinfacht werden.
4U t =
Z ′1 + Z ′2
Z ′t
U t = γ
2U t (3.16)
Dies entspricht der Poissongleichung für eindimensionale Vorgänge mit der allgemeinen
Lösung nach Gleichung (3.17).
U t (x) = C1e
−x γ + C2ex γ (3.17)
Mit dieser allgemeinen Lösung lassen sich je nach den verwendeten Randbedingungen ver-
schiedene physikalische Phänomene modellieren. In Tabelle 3.3 sind einige Beispiele zusam-
mengefasst. Die Lösungen werden in [42] detaillierter betrachtet.
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Tabelle 3.3 : Randbedingungen und zugehörige physikalische Effekte [42]
x = 0 x = lmax
I1 I2 Ut I1 I2 Ut physikalischer Effect
I0 0 (0)
∗ I0 Poröse Elektrode z.B. [43, 44]
I0 0 I0 (0)
∗ Poröses Material z.B. [45]
I0 −I0 Ut (lel) /Zlel Diffusion, elektrische Leitungen
I0 −I0 0 (0)∗ Diffusion, undurchdringliche Wand
I0 −I0 (−I2)∗ (−I1)∗ 0 Diffusion, ideales Reservoir
∗ Ergebnis nach Bestimmung der Integrationskonstanten
Zweidimensionales Modell am Beispiel dielektrischer Phänomene
Zweidimensionale Vorgänge sollen am Beispiel dielektrischer Phänomene betrachtet werden.
Ausgangspunkt bildet dazu die Kontinuitätsgleichung (3.18), die sich unmittelbar aus den
Maxwellgleichungen ergibt. Diese Gleichung beschreibt den Zusammenhang zwischen Strom-
dichte und Raumladungsdichte. Sie besagt, dass sich in einem Gebiet Raumladung ansammelt,
wenn dort mehr Stromdichte hinein- als herausfließt.
∂ρ
∂t
+∇ ·~j = 0 (3.18)
Zusätzlich werden das Gaußsche Gesetz nach Gleichung (3.19) und das Ohmsche Gesetz
nach Gleichung (3.20) benötigt, um Materialeigenschaften und eine externe Stromeinprägung
zu berücksichtigen.





~j = ~jext + σ ~E (3.20)
Werden das Ohmsche und das Gaußsche Gesetz in die Kontinuitätsgleichung eingesetzt,









~jext + σ ~E
)
= 0 (3.21)
Durch die Fouriertransformation von Gleichung (3.21) gelangt man zu Gleichung (3.22).
Die Gleichung wird dabei so umgeformt, dass das elektrische Feld ~E nur einmal auftritt.
Wird in Gleichung (3.22) der Zusammenhang zwischen elektrischem Potential und elektrischer
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Feldstärke nach Gleichung (3.24) eingesetzt, so ergibt sich nach mehreren Umformungen in
Gleichung (3.26) die typische Form einer elliptischen Differentialgleichung.
∇ ·
(





Dazu wird die Divergenz des Produktes aus elektrischem Feld und Materialeigenschaften
aufgelöst. Dabei ist die Produktregel für die Differentiation anzuwenden.







In das Ergebnis nach Gleichung (3.23) kann nun der Zusammenhang zwischen elektrischem
Potential und elektrischer Feldstärke nach Gleichung (3.24) eingesetzt werden.
~E = −∇ϕ (3.24)
Das Ergebnis in Gleichung (3.25) ist die gesuchte Differentialgleichung für das elektrische




(∇ (jωε0εr + σ)) ·
(−∇ϕ)+ (jωε0εr + σ) (∇ · (−∇ϕ)) = −∇ ·~jext (3.25)
Gleichung (3.25) kann vereinfacht werden, indem das Produkt des Nablaoperators durch
den Laplaceoperator ersetzt wird. Das führt zu Gleichung (3.26), was vergleichbar zu den Er-
gebnissen in [46, 47] ist und zur Betrachtung inhomogener Dielektrika genutzt wird. Gleichung
(3.26) erlaubt demgegenüber zusätzlich die Betrachtung inhomogener, verlustbehafteter Di-
elektrika. Die Divergenz der externen Stromdichte ∇ · ~j
ext
mit der Einheit A/m3 kann dabei
als ungerichtete externe Stromeinprägung in ein bestimmtes Raumgebiet aufgefasst werden,
die als Randbedingung vorgegeben wird. Für Gleichung (3.26), es handelt sich um eine el-
liptische Differentialgleichung, sind in der Regel numerische Lösungsverfahren heranzuziehen,
da insbesondere bei komplexen Verteilungen der Materialparameter keine analytische Lösung
bestimmt werden kann.
(∇ (jωε0εr + σ)) ·
(∇ϕ)+ (jωε0εr + σ)4 ϕ = ∇ ·~jext (3.26)
Für den Fall eines homogenen, nicht leitfähigen Materials vereinfacht sich Gleichung (3.26)
zu Gleichung (3.27). In diesem Fall tritt kein Gradient der Materialeigenschaften auf, weshalb
der linke Teil der Summe in Gleichung (3.26) zu Null wird und die Poissongleichung entsteht.
(jωε0εr)4 ϕ = ∇ ·~jext (3.27)
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Durch Einsetzen der Fouriertransformation von Gleichung (3.18) nach Gleichung (3.28)
erhält man die bekannte Form der Poissongleichung für elektrostatische Probleme nach Glei-
chung (3.29) [48, S. 128]. Für diese Gleichung existieren für einige Geometrien analytische
Lösungen.
jωρ+∇ ·~j = 0 (3.28)
4ϕ = − ρ
ε0εr
(3.29)
Für das in Abbildung 3.7 dargestellte Schnittbild eines Zylinderkondensators ergibt sich
als Lösung von Gleichung (3.29) das Potential nach Gleichung (3.30).
Abbildung 3.7 : Modell eines Zylinderkondensators








Die hier gezeigte Vorgehensweise für dielektrische Phänomene lässt sich ohne weiters auf
dreidimensionale Modelle erweitern. Dazu sind lediglich die Differentialoperatoren dreidimen-
sional zu definieren und die Differentialgleichungen entsprechend zu lösen.
Dreidimensionale Modelle am Beispiel magnetischer Phänomene
Vergleichbar wie im vorangegangenen Abschnitt sollen in diesem Abschnitt magnetische Phä-
nomene betrachtet werden. Zur Beschreibung magnetischer Phänomene wird in der Regel
das magnetische Vektorpotential genutzt, da die Poissongleichung darauf direkt angewendet
werden kann. Auch hier kann wie bei dielektrischen Phänomenen eine inhomogene Materi-
alverteilung mit der entsprechenden Differentialgleichung berücksichtigt werden [49]. Im Fall
einer homogenen Materialverteilung vereinfacht sich dies zur gut bekannten Poissongleichung
für das magnetische Vektorpotential nach Gleichung (3.32). Weist das Material weiterhin keine
Leitfähigkeit auf, so entsteht daraus die Laplacegleichung für das magnetische Vektorpotential
nach Gleichung (3.31). Beispielhaft soll hier eine Lösung für einen Diracförmigen Ringstrom
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vor einem leitfähigen, permeablen Halbraum gezeigt werden. Dies ist unter anderem relevant
für die Modellierung von Wirbelströmen. Abbildung 3.8 zeigt die verwendete Geometrie. Im
Gebiet 1 gilt die Laplacegleichung nach Gleichung (3.31) und im Gebiet 2 die Poissongleichung
nach Gleichung (3.32).
Abbildung 3.8 : Modell für einen diracförmigen Ringstrom
4~A1 = 0 (3.31)
4 ~A2 = jωµσ~A2 (3.32)
Der Lösungsweg für das magnetische Vektorpotential in den beiden Halbräumen nach
Gleichung (3.33) und (3.34) findet sich in [50, Seite 62] und [51, Seite 26]. Die Variable p nach
Gleichung (3.35) wird als Separationskonstante zur Lösung der Differentialgleichung genutzt.
Im betrachteten Fall handelt es sich um ein rotationssymmetrisches Problem. Daher tritt bei














































In den erhaltenen Differentialgleichugen und deren Lösungen finden sich direkt physikali-
sche und geometrische Parameter wieder. Damit ist ein sehr gutes physikalisches Verständnis
des betrachteten Mechanismus möglich. Insbesondere lässt sich damit die Impedanz des Sys-
tems für Parameterkombinationen vorhersagen, die technisch interessant sind aber für die noch
keine Messungen vorliegen. Die gezeigten Beispiele weisen bereits eine gewisse Komplexität
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auf, was für die Modellierung einen nicht unerheblichen Aufwand bedeutet. Das bei der Model-
lerstellung erlangte physikalische Verständnis rechtfertigt jedoch in vielen Fällen den Aufwand.
Nur durch ein präzises, physikalisches Verständnis lassen sich in Messdaten beobachtete Effek-
te verstehen und angemessen interpretieren. Für technische Anwendungen entstehen aus dem
präzisen, physikalischen Verständnis durchdachte Lösungen, die sich anhand der erstellten
Modelle systematisch verifizieren lassen.
3.2.3 Fraktionale gewöhnliche Differentialgleichungen
Fraktionale Differentialgleichungen erweitern die gewöhnlichen Differentialgleichungen zu nicht-
ganzzahligen Ableitungen α ∈ R+. Die gewöhnliche Differentialgleichung für eine Kapazität
nach Gleichung (3.5) lässt sich zur folgenden fraktionalen Differentialgleichung erweitern.




Die Bedeutung der fraktionalen Ableitung erschließt sich besonders intuitiv aus der Darstel-
lung nach Riemann-Liouville. Diese basiert auf der Cauchy-Formel für die n-fache Integration
[52, S. 64, Formel (2.85)]. Mithilfe der Cauchy-Formel lässt sich für eine Funktion f deren n
fache Stammfunktion Fn bestimmen. Für die gewöhnliche Integral- und Differentialrechnung
gilt n ∈ N. Für die fraktionale Integral- und Differentialrechnung wird der Definitionsbereich






(t− τ)n−1 f (τ) dτ (3.37)
Von Gleichung (3.37) lässt sich nun die k fache Ableitung bilden, wobei k > 0 ganzzahlig













(t− τ)n−1 f (τ) dτ (3.38)
Wird nun k − n = α gesetzt, ergibt sich die α fache Ableitung nach Gleichung (3.38) mit
der Einschränkung k − 1 ≤ α < k [52, Seite 68, Formel (2.103)]. Anschaulich bedeutet diese
Definition der fraktionalen Ableitung am Beispiel der 0,7 Ableitung, dass zuerst die 0,3 fache










(t− τ)k−α−1 f (τ) dτ (3.39)
Analog zum Vorgehen für gewöhnliche Differentialgleichungen in Abschnitt 3.2.1 kann für
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Gleichung (3.36) durch Fourier- oder Laplacetransformation die Darstellung im Frequenzbe-
reich bestimmt werden.
I (ω) = c (jω)α U (ω) (3.40)
Fraktionale Differentialgleichungen können unter bestimmten Umständen aus partiellen
Differentialgleichungen entstehen. Dies gelingt beispielsweise dann, wenn die eindimensionale
Poissongleichung nach Gleichung (3.16) für eine unendlich ausgedehnte Geometrie mit den in
Abbildung 3.9 gezeigten Elementen gelöst wird. Dies wird beispielsweise zur Modellierung von
Diffusionsvorgängen genutzt wird [53].
Abbildung 3.9 : Leitungsmodell zur Herleitung einer fraktionalen Differentialgleichung
Die Diffusionsgleichung (zweites Ficksches Gesetz) beschreibt die entsprechende Differen-
tialgleichung analog zur Laplacegleichung nach Gleichung (3.16). Gleichung (3.41) zeigt die


















Die Lösung dieser Differentialgleichung erfolg nun aufgrund des einfacheren Rechenwe-
ges im Frequenzbereich mit den folgenden Randbedingungen für die allgemeine Lösung nach
Gleichung (3.17).
U t (t→∞) = 0,
d
dx
Ut|x=0 = −I0R′1 (3.43)
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Damit ergibt sich die folgende spezielle Lösung.









Die Impedanz des Systems in Abbildung 3.9 kann nun aus der Spannung an der Position
x = 0 gemäß der folgenden Gleichung bestimmt werden.





Zu einer fraktionalen Differentialgleichung im Zeitbereich gelangt man durch Umstellen





U t (x = 0) = I0 (3.46)







ut (x = 0) = I0 (3.47)
Gleichung (3.47) hat die identische Struktur wie Gleichung (3.36). Dies zeigt, dass fraktio-
nale Differentialgleichungen natürlichen Prozessen wie der Diffusion zugeordnet werden können
[54]. Damit ergibt sich für diese Art technischer und natürlicher Systeme eine angemessene
Modellierung. Insbesondere muss bei einem beobachteten, fraktionalen Systemverhalten nicht
auf nur bedingt geeignete Modelle auf der Basis von gewöhnlichen Differentialgleichungen
zurückgegriffen werden.
3.3 Parametrische Modelle zur Bestimmung der Impedanz
In Abschnitt 3.2 wurde gezeigt, wie sich mit verschiedenen Typen von Differentialgleichungen
einzelne Mechanismen modellieren lassen und wie die Lösung der Differentialgleichung geartet
sein kann. Im folgenden Abschnitt steht nun das Bestimmen der gesamten Impedanz im Vor-
dergrund. Dazu wird anhand der Ergebnisse in Abschnitt 3.2 eine Klassifikation gewählt, in
die sich viele praktische Anwendungsfälle sinnvoll einordnen lassen. Für die Klassifikation sol-
len sich die Eigenschaften von Modellen verschiedener Klassen möglichst stark unterscheiden
und gleichartige Modelle sollen sich aufgrund ihrer Eigenschaften einer gemeinsamen Klasse
zuordnen lassen. Als Eigenschaften kommen beispielsweise die Art der Berechnung, die Art
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der Kopplung verschiedenartiger Mechanismen, die Zuordnung zu einem Wissenschaftsgebiet,
die Anzahl oder die Art der inneren Modellzustände oder die Anzahl der Modellparameter in
Frage. Viele weitere Eigenschaften sind denkbar. Aus Sicht der Modellierung sind Eigenschaf-
ten relevant, die eine Einschätzung der Komplexität eines Modells erlauben. Wie in Abbildung
3.10 gezeigt, werden für diese Arbeit die Art der Berechnung und die Art der Kopplung von
Mechanismen zur Klassifikation gewählt.
Abbildung 3.10 : Klassifikation parametrischer Modelle zur Bestimmung der Impedanz
Netzwerk- und Ersatzschaltbildmodelle, die aus Sicht der Modellierung eine geringe Kom-
plexität aufweisen, erlauben meist die analytische Berechnung der Impedanz. Die Kopplung
verschiedenartiger Mechanismen wird über das elektrische Netzwerk hergestellt. Die nume-
rische Lösung von partiellen Differentialgleichungen zur Berechnung der Impedanz ist im
Vergleich dazu wesentlich komplexer. Die über die physikalischen Mechanismen hergestell-
te Kopplung verschiedenartiger Mechanismen ist ebenso komplexer als die Kopplung in einem
elektrischen Netzwerk. Die genannten Eigenschaften treten in unterschiedlicher Ausprägung
und Kombination für verschiedene Modelle auf. Viele Modelle lassen sich damit in die folgen-
den Klassen einordnen:
• Netzwerk- oder Ersatzschaltbildmodelle zur Kopplung verschiedenartigen Mechanismen
• Modelle für verteilte Zeitkonstanten und fraktionale Systeme
• Kompakte analytische Modelle, abgeleitet aus analytischen Lösungen partieller Differen-
tialgleichungen
• Numerische Modelle zur numerischen Lösung von partiellen Differentialgleichungen für
komplexe Geometrien und inhomogene Raumeigenschaften
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• Numerische Modelle zur numerischen Lösung gewöhnlicher Differentialgleichungen für
nichtlineare, zeitvariante Systeme
3.3.1 Netzwerk- und Ersatzschaltbildmodelle
In Abschnitt 3.2.1 wurde eine gewöhnliche Differentialgleichung erster Ordnung betrachtet,
um Induktivität und Kapazität zu beschreiben. Weist ein System mehrere solcher Elemente
auf und werden diese in einem Netzwerk verschaltet, führt dass zu einer gewöhnlichen Diffe-
rentialgleichung höherer Ordnung. Einem solchen Netzwerk können prinzipiell beliebig weitere
Elemente hinzugefügt werden. Insbesondere können auch Impedanzen eingefügt werden, die
sich aus der Lösung fraktionaler und partieller Differentialgleichung ergeben. Auf diese Weise
lässt sich eine begrenzte elektrische Kopplung verschiedenartiger Mechanismen herstellen. So
werden beispielsweise mit dem Randles Modell in Abbildung 3.11 verschiedene elektrochemi-
sche Mechanismen wie Durchtrittsreaktion, Doppelschichtkapazität und Diffusion miteinander
gekoppelt. Die Berechnung der Impedanz erfolgt nach Gleichung (3.48).








Vergleichbar zum Randles Modell ist das Transformator-Ersatzschaltild für induktive Vor-
gänge in Abbildung 3.11. Es koppelt mehrere Induktivitäten zur Beschreibung des Verhaltens
eines Transformators. Die Impedanz kann nach Gleichung (3.49) berechnet werden.







R2 + jωL2 + Z1
(3.49)
Allgemein erlauben Ersatzschaltbildmodelle sehr gut die Modellierung des Übertragunsver-
haltens. Die Beschreibung des Einflusses von Geometrie und Materialparametern ist begrenzt
möglich, indem für die im Ersatzschaltbild eingefügten Zweipole die Geometrie und Material-
parameterabhängigkeiten separat bestimmt werden.
Für den Fall, dass alle Elemente einen linearen Zusammenhang zwischen Strom und Span-
nung aufweisen, lässt sich nach den Regeln der Netzwerktheorie eine analytische Gleichung
für die Impedanz aufstellen. Sind lediglich Kapazitäten, Induktivitäten und Widerstände in
einem solchen Netzwerk enthalten, ergibt sich eine Übertragungsfunktion aus Pol- und Null-
stellen. Prinzipiell lassen sich auch analytische und numerische Lösungen fraktionaler und
partieller Differentialgleichung als Zweipol in ein Ersatzschaltbild aufnehmen, um beispiels-
weise mit einem Modell geringer Komplexität eine Kopplung verschiedenartiger Mechanismen
zu erreichen.
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Abbildung 3.11 : Randles Modell [55] und Transformator-Ersatzschaltild als Beispiele für
Ersatzschaltbildmodelle
3.3.2 Modelle für verteilte Zeitkonstanten
In Abschnitt 3.2.3 wurde auf Seite 44 mit Gleichung (3.40) der Zusammenhang zwischen
Strom und Spannung durch Lösung einer fraktionalen Differentialgleichung ermittelt. Für die
Impedanz ergibt sich damit Gleichung (3.50). Das so definierte Element Q wird auch als CPE





In Abbildung 3.12 ist der Verlauf der Impedanz nach Gleichung (3.50) dargestellt. Für
α = 1 ergibt sich in der Nyquistdarstellung eine gerade Linie wie bei einer Kapazität. Für
Werte α < 1 ergibt sich eine geneigte Linie. Der Phasenwinkel ϕ ist stets unabhängig von der
Frequenz und nimmt ja nach α verschiedene Werte an.

























Q (α = 0.7, c = 1sα/Ω)
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Q (α = 1, c = 1s/Ω)












Abbildung 3.12 : Beispiel für die Impedanz eines fraktionalen Systems
Dieses und vergleichbare Modelle für fraktionale Systeme lassen sich allgemeiner als Modell
für verteilte Zeitkonstanten auffassen, welche in Abschnitt 3.1.2 auf Seite 33 behandelt wurden.
Tritt ein CPE Q in Parallelschaltung mit einem Widerstand nach Gleichung (3.51) auf, so
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ergibt sich der in Abbildung 3.13 dargestellte Verlauf für die Admittanz. Zum Vergleich ist
außerdem der Verlauf der Admittanz einer Parallelschaltung aus Kapazität und Widerstand
nach Gleichung (3.52) hinzugefügt. Für die Parallelschaltung aus R und Q ergibt sich eine
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Abbildung 3.13 : Beispiel für die Admittanz eines fraktionalen Systems
Wird nun für die Parallelschaltung aus R und Q und für die Parallelschaltung aus R und
C die Impedanz nach Gleichung (3.53) und (3.54) bestimmt, so ergibt sich für die Impedanz









Die in Abbildung 3.5 gezeigte Impedanz kann sowohl mit Gleichung (3.53) als auch mit
Gleichung (3.2) unter Annahme der Zeitkonstantenverteilung nach Gleichung (3.55) mit τ0 =





cosh (α (log(τ)− log(τ0)))− cos ((1− α)pi)
(3.55)
Dies zeigt, wie fraktionale Modelle und Modelle für verteilte Zeitkonstanten ineinander um-
gewandelt werden können. Die wesentliche Herausforderung besteht darin, den Bezug zwischen
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der Modellierung einer Impedanz mit fraktionalen Differentialgleichungen und der Verteilung
von Zeitkonstanten über analytische Beziehungen wie Gleichung (3.55) herzustellen [56, 57],
was hier beispielhaft gezeigt wurde.
3.3.3 Kompakte analytische Modelle
Kompakte analytische Modelle entstehen, wenn sich die analytische Lösung von Differential-
gleichungen nicht auf sehr einfache Zusammenhänge wie beispielsweise einen Widerstand, eine
Kapazität oder eine Induktivität reduzieren lässt. In diesem Fall entsteht als Übertragungs-
funktion kein gebrochen rationales Polynom mit Pol- und Nullstellen sondern ein Ausdruck,
der neben algebraischen Funktionen beispielsweise auch transzendente Funktionen enthält.
Dieser Typ von Lösungen entsteht insbesondere dann, wenn bei der Lösung von partiellen
Differentialgleichungen konstante Verteilungen für spezifische Leitfähigkeit, relativer Permea-
bilität und Permittivität angenommen werden. Die Impedanz lässt sich dann aus dem bei der
Lösung der partiellen Differentialgleichungen ermittelten Potentialverlauf bestimmen. Die in
Abschnitt 3.2.2 gezeigten Beispiele werden zu diesem Zweck wieder aufgegriffen.
Eindimensionale Vorgänge am Beispiel eines Leitungsmodells
Für das in Abschnitt 3.2.2 auf Seite 37 behandelte Leitungsmodell kann die Impedanz be-
stimmt werden, indem die Potentialdifferenz zwischen dem Punkt der Stromeinspeisung und
der Stromentnahme bestimmt und durch den Gesamtstrom geteilt wird [42]. Beispielhaft soll
die Impedanz für das in Abbildung 3.6 auf Seite 38 gezeigte Leitungsmodell zwischen den









Damit ergibt sich die Impedanz nach Gleichung (3.57). Dieser analytische Ausdruck enthält





































3.3. PARAMETRISCHE MODELLE ZUR BESTIMMUNG DER IMPEDANZ
Zweidimensionale Vorgänge am Beispiel eines Zylinderkondensators
Für das in Abschnitt 3.2.2 auf Seite 39 gezeigte Beispiel für den Zylinderkondensator ist eine
vergleichbare Betrachtungsweise möglich. Auch hier wird nach Gleichung (3.58) die Spannung
zwischen dem Punkt der Stromeinspeisung und der Stromentnahme bestimmt.









Der so erhaltene Ausdruck für die Spannung enthält hier nicht direkt den Strom sondern




i (t) dt d t Q = I
jω
(3.59)
Die Fouriertransformierte dieses Zusammenhangs kann nun in Gleichung (3.58) eingesetzt
werden, was zum bekannten Ausdruck für die Impedanz eines Zylinderkondensators führt. In
diesem Fall entsteht keine transzendente Funktion sondern ein Polynom mit einer Polstelle bei
ω = 0 als Übertragungsfunktion. So gelingt mit den in Abschnitt 3.3.1 betrachteten Netzwerk-










Dreidimensionale Vorgänge am Beispiel eines Wirbelstromsensors
Für das dreidimensionale Modell für Wirbelstromeffekte kann die Impedanz vergleichbar zum
bisherigen Vorgehen bestimmt werden. Der bei der Lösung der partiellen Differentialgleichung
bestimmte Potentialverlauf wird an der Position der Stromeinprägung ausgewertet und durch
den eingeprägten Gesamtstrom geteilt. Für das in Abschnitt 3.2.2 auf Seite 41 gezeigte drei-
dimensionale Modell für magnetische Vorgänge erfolgt dies über das Bestimmen der in der




d tU = wjωΦ (3.61)
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Die magnetische Flussdichte erhält man aus der Lösung der partiellen Differentialgleichung
für das magnetische Vektorpotential gemäß Gleichung (3.33).
~B = curl~A = ∇× ~A (3.63)




∇× ~A d~S (3.64)
Da Gleichung (3.64) numerisch ungünstig auswertbar ist, bietet es sich an, darauf den
Stokesschen Integralsatz anzuwenden, um die numerische Auswertung zu vereinfachen [58].
∫
S




Durch Anwendung des Stokesschen Integralsatzes kann das Flächenintegral nach Gleichung
(3.64) in ein Linienintegral gemäß Gleichung (3.66) umgeformt werden, welches numerisch





Im vorliegenden Fall kann das Linienintegral sehr einfach gelöst werden, da das magnetische
Vektorpotential entlang des Integrationsweges konstant ist und so die Integration zu einer
Multiplikation mit der Länge des Integrationsweges führt. Durch Anwenden von Gleichung
(3.61) und (3.66) auf Gleichung (3.33) auf Seite 42 erhält man direkt die Impedanz in Gleichung







A1φ (z = 0, r = ra) dφ = jω2pira ·
1
I0






























Dieser Ausdruck enthält neben transzendenten Funktionen auch ein nicht analytisch lösba-
res Integral. Dessen numerische Berechnung ist gegenüber der numerischen Lösung der zugrun-
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deliegenden partiellen Differentialgleichung weniger rechenintensiv und erlaubt demgegenüber
sehr gut die Analyse eines großen Frequenzbereichs und eines großen Parameterrraumes.
3.3.4 Numerische Modelle zur Lösung partieller Differentialgleichun-
gen
Numerische Modelle zur Berechnung der Impedanz kommen bei komplexen Geometrien und
inhomogenen Verteilungen von Materialeigenschaften zur Anwendung. Die Materialeigenschaf-
ten werden dabei häufig als linear angenommen. In diesem Fall kann die partielle Differential-
gleichung nach Fouriertransformation im Frequenzbereich gelöst werden, was viele Berechnun-
gen erheblich vereinfacht. Die in Abschnitt 3.2.2 betrachteten partiellen Differentialgleichungen
müssen für eine numerische Lösung örtlich diskretisiert werden. In diesem Abschnitt soll dies
am Beispiel einer zweidimensionalen Geometrie gezeigt werden. Ein dreidimensionaler Raum
kann dazu wie in Abbildung 3.14 gezeigt in diskrete Elemente zerlegt werden. Jedes Element
weist dabei bestimmte Raumeigenschaften wie Leitfähigkeit, Permeabilität oder Primitivität
auf. Bei einer gegebenen Stromeinprägung in den gesamten Raum kann dann eine Potential-
verteilung bestimmt werden.
Abbildung 3.14 : Zweidimensionale Diskretisierung eines dreidimensionalen Raumes
Zur numerischen Berechnung dielektrischer Phänomene muss Gleichung (3.26) auf Seite
40, die umgeformte elliptische Differentialgleichung, diskretisiert werden. Analog ist eine Be-
trachtung des magnetischen Vektorpotentials für magnetische Phänomene möglich. Zur Ver-
einfachung werden die auftretenden Raumeigenschaften wie Leitfähigkeit und Primitivität zur
komplexen Leitfähigkeit nach Gleichung (3.69) zusammengefasst. Damit ergibt sich Gleichung
(3.70) [61, Gleichung 5.2-12].
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σ = jωε0εr + σ (3.69)
(∇σ) · (∇ϕ)+ σ (4ϕ) = ∇ ·~j
ext
(3.70)
Durch die Diskretisierung mit der Schrittweite h ergibt sich Gleichung (3.71). Details der
Herleitung sind in Anhang A.1 aufgeführt.
1
h2
[− (σ (x− h, y) + σ (x, y − h) + 2σ (x, y))ϕ (x, y)
+σ (x− h, y)ϕ (x− h, y)
+σ (x, y − h)ϕ (x, y − h)
+σ (x, y)ϕ (x+ h, y)





Ist die komplexe Leitfähigkeit an allen Positionen des Raumes gleich, vereinfacht sich Glei-
chung (3.71) zu Gleichung (3.72). Dabei handelt es sich um die weit verbreitete Diskretisie-




[−4ϕ (x, y) + ϕ (x− h, y) + ϕ (x, y − h) + ϕ (x+ h, y) + ϕ (x, y + h)] = ∇ ·~j
ext
(3.72)
Für eine große Anzahl an Raumpunkten lässt sich Gleichung (3.71) als lineares Gleichungs-
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Dieses lineare Gleichungssystem kann als Kurzform wie Gleichung (3.74) dargestellt wer-
den. Es handelt sich hierbei um ein vollständig bestimmtes Gleichungssystem, welches durch
Invertierung der Leitfähigkeitsmatrix σ gelöst werden kann. Dadurch wird für eine gegebene





Bei bekannter Potentialverteilung lässt sich schließlich die Impedanz nach Gleichung (3.75)
bestimmen. Dazu wird die Differenz der Potentiale an den Punkten der Stromeinleitung und
der Stromausleitung durch den Gesamtstrom geteilt. Zur Berechnung eines Impedanzspek-





)− ϕ (xIout , yIout)
Igesamt
(3.75)
Der hier gezeigte Weg gilt für isotrope Materialien. Bei nicht isotropen Materialien ist eine
vergleichbare Herleitung der diskretisierten elliptischen Differentialgleichung beispielsweise auf
der Basis eines elektrischen Netzwerkes möglich (vergleiche Anhang A.2).
3.3.5 Numerische Modelle zur Lösung nichtlinearer, gewöhnlicher
Differentialgleichungen
Die in Abschnitt 3.2.1 behandelten rationalen, gewöhnlichen Differentialgleichungen können
prinzipiell auch nichtlineare und zeitvariante Effekte beschreiben. Dies ist beispielsweise der
Fall, wenn Induktivitäten und Kapazitäten wie in Gleichung (3.5) und (3.6) von Zeit, Spannung
oder Strom abhängen. In diesem Fall ist eine Fouriertransformation der Differentialgleichung
und eine abschließende Berechnung der Impedanz eines Netzwerkes anhand eines analytischen
Ausdrucks wie in Abschnitt 3.3.1 für elektrische Netzwerke nicht möglich. In diesem Fall kann
die Differentialgleichung numerisch gelöst werden [65]. Am Beispiel einer Parallelschaltung aus
einem nichtlinearen Widerstand und einer Kapazität kann das prinzipielle Vorgehen gezeigt
werden. Die Elemente können hier als Durchtrittswiderstand und Doppelschichtkapazität einer
elektrochemischen Reaktion aufgefasst werden. Zunächst wird für das betrachtete System ein
System an Differentialgleichungen aufgestellt. Für das hier betrachtete Beispiel ergibt sich
Gleichung (3.76). Der von außen eingeprägte Strom ist sinusförmig und entspricht der Summe
der Ströme durch Widerstand und Kapazität.








eαnFRT u − e− (1− α) nFRT u
 (3.76)
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Die Differentialgleichung wird wie in Gleichung (3.77) nach dem Differentialquotient auf-




















eαnFRT u (tn) − e− (1− α) nFRT u (tn)
 (3.78)
Bei einem bekannten Startwert lässt sich damit entsprechend der Schrittweite ∆t der Ver-
lauf der Spannung bei einem sinusförmigen Eingangssignal nach Gleichung (3.79) berechnen.
Neben der hier gezeigten Euler-Methode zur Lösung bieten sich weitere Methoden wie das
Runge-Kutta-Verfahren an. Die verschiedenen Verfahren unterscheiden sich dabei hinsichtlich
Genauigkeit, Schrittweite und Stabilität [66]. Bei nichtlinearen Differentialgleichungen höhe-
rer Ordnung ist eine Überführung in eine nichtlineare Zustandsraumdarstellung sinnvoll, da
in diesem Fall die bekannten numerischen Lösungsverfahren angewendet werden können [67].




Der so bei einer Frequenz erhaltene Signalverlauf wird nun mit Hilfe der diskreten Fou-
riertransformation in den Frequenzbereich transformiert. Dabei kann die Verwendung einer
Fensterfunktion sinnvoll sein, um Auswirkungen durch den Leakage-Effekt zu vermindern.
In Abbildung 3.15 ist ein Beispiel für das vorgegebene Stromsignal, die damit berechnete
Spannungsantwort des Systems sowie das gefensterte Zeitsignal und dessen Spektrum darge-
stellt. Im Spektrum ist sehr gut zu erkennen, dass das Stromsignal eine einzelne Spektrallinie
aufweist, beim Spannungssignal jedoch Oberschwingungen vorhanden sind, die aufgrund der
Nichtlinearität des Systems entstehen. Eine solche Simulation ist für jede Frequenz zu wieder-
holen, bei der die Impedanz bestimmt werden soll.
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Betragsspektrum der gefensterten Zeitsignale
f 2 · f 3 · f
Abbildung 3.15 : Beispiel zur Bestimmung der Impedanz aus den Zeitsignalen von Strom und
Spannung bei nichtlinearem Systemverhalten
Abbildung 3.16 zeigt das Ergebnis der Berechnung für mehrere Frequenzen. Neben der
Impedanz, die aus dem Verhältnis der Spektrallinien von Strom und Spannung bei der Grund-
frequenz ermittelt wird, lassen sich auch die Klirrfaktoren aus dem Verhältnis der Spektrallinie
der Spannung bei einem ganzzahligen Vielfachen der Grundfrequenz und der Grundfrequenz
selbst nach Gleichung (3.80) ermitteln. Dies erlaubt die Charakteriseriung der Ausprägung
der Nichtlinearitäten in Abhängigkeit von der Frequenz und ist Ausdruck für den Grade der
Nichtlinearität.
kn (f) =
|U (n · f)|
|U (f)|
|U | : Betrag der Spannung bei der entsprechenden Frequenz
f : Frequenz der Grundschwingung
n : Nummer der Oberschwingung, (n ≥ 2)
(3.80)
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Abbildung 3.16 : Impedanzspektrum und Klirrfaktoren
Das in Abbildung 3.16 gezeigte Nyquistdiagram zeigt einen halbkreisförmigen Verlauf der
Impedanz, vergleichbar wird es für ein lineares System erwartet. Aufgrund der Nichtlinearität
ist der Halbkreis bei niedrigen Frequenzen deformiert. Anhand der Klirrfaktoren ist erkennbar,
dass Nichtlinearitäten bei niedrigen Frequenzen sehr stark wirken, da der Strom über den
nichtlinearen Widerstand fließt. Bei hohen Frequenzen ist der Einfluss der Nichtlinearitäten
kaum beobachtbar, der Strom fließt in diesem Fall über die lineare Kapazität.
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Kapitel 4
Methodik zur Ableitung von
parametrischen Modellen
Kapitel 3 hat einen Überblick über verschiedene Impedanzdarstellungen und Differentialglei-
chungsmodelle gegeben. Es wurde eine Klassifikation der Lösungsmöglichkeiten der Differen-
tialgleichungen vorgeschlagen und deren Eigenschaften bezüglich der resultierenden Impedanz
untersucht. Damit ist prinzipiell ein Baukasten verfügbar, der sich auf eine Vielzahl von Pro-
blemstellungen anwenden lässt. Die häufig anzutreffende Frage „Wie geht man an die Analyse
des Modells? “oder „Was ist ein geeignetes Impedanzmodell für eine Beobachtung? “lässt sich
mit diesem Baukasten an Modellen nicht direkt beantworten. Vielmehr bedarf es einer geziel-
ten Vorgehensweise bei der Anwendung der gezeigten Klassen von Impedanzmodellen, um ein
bestimmtes Modellierungsziel zu erreichen. Eine solche Vorgehensweise wird in diesem Kapi-
tel vorgeschlagen. Die Vorgehensweise basiert im Wesentlichen auf einem iterativen Prozess.
Dieser besteht aus der Anwendung parameterfreier Impedanzdarstellungen und verschiedener
Klassen parametrischer Impedanzmodelle mit steigendem Komplexitätsgrad, der Identifikation
von parasitären Effekten, der Modellumformungen zur Analyse von Einflussfaktoren auf die
Impedanz und der Charakterisierung der Eigenschaften von Impedanzspektren wie in Ab-
bildung 4.1 gezeigt. Sobald das erarbeitete Impedanzmodell den gewünschten Zweck erfüllt,
kann der iterative Prozess beendet werden. Details zu den einzelnen Schritten werden in den
folgenden Abschnitten behandelt.
Mögliche Strategien zur Ableitung von Modellen sind in Abbildung 4.2 gezeigt. Ausgehend
von parametrischen Teilmodellen lässt sich anhand von Konstruktionsregeln das gewünschte
Gesamtmodell zusammensetzen (Bottom up). Umgekehrt ist es auch möglich, ein parametri-
sches Gesamtmodell in weitere parametrische Teilmodelle zu zerlegen, um Parametereinflüsse
detaillierter analysieren zu können (Top down). Unterstützt werden diese Prozesse durch die
Anwendung verschiedener parameterfreier Impedanzdarstellungen zur detaillierten Analyse
des Übertragungsverhaltens von Gesamt- und Teilsystemen.
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Abbildung 4.1 : Vorgehensweise zur Ableitung eines parametrischen Impedanzmodells
Abbildung 4.2 : Strategien zur Ableitung von Modellen
4.1 Beitrag der Modellklassen zur Identifikation elemen-
tarer Effekte
Anhand der in Abschnitt 3.1 dargestellten parameterfreien Impedanzdarstellungen und der in
Abschnitt 3.3 vorgeschlagenen Klassifikation von parametrischen Impedanzmodellen lässt sich
eine Methode zur Ableitung von Modellen entwickeln, mit der sich unterschiedlich komplexe
Modellierungsziele erreichen lassen. Zunächst gilt es, eine geeignete parameterfreie Impedanz-
60
4.1. BEITRAG DER MODELLKLASSEN ZUR IDENTIFIKATION ELEMENTARER
EFFEKTE
darstellung zu wählen, welche die physikalischen Effekte möglichst gut beschreibt. Gemessene
Daten können in verschiedene Darstellungen umgerechnet werden, um den induktiven oder
kapazitiven Charakter und Parallel- und Serienschaltungen zu identifizieren. In Frequenz-
bereichen, in denen die Darstellungen nach Abschnitt 3.1.1 unabhängig von der Frequenz
sind, kann die parameterfreie Impedanzdarstellung direkt als parameterisches Modell genutzt
werden. Simultan kann meist ein Netzwerk- und Ersatzschaltbildmodell aufgestellt werden,
welches gemessene Impedanzspektren wiedergeben kann. Für deren Elemente lassen sich Zu-
sammenhänge zu Einflussfaktoren, die für die aktuelle Problemstellung berücksichtigt werden
sollen wie Temperatur, Feuchte, Geometrie, Zusammensetzung oder Materialeigenschaften er-
mitteln. Dabei wird meist klar, ob einfache Zusammenhänge ausreichen oder ob eine Mo-
dellierung mit partiellen Differentialgleichungen erforderlich ist, um Materialparameter- und
Geometrieeinflüsse passend zu berücksichtigen. Für einfache Geometrien, die vorzugsweise
Symmetrien aufweisen, lassen sich analytische Ausdrücke für die Impedanz berechnen. Ande-
renfalls kommt eine numerische Berechnung der Impedanz in Frage. Die Lösung der partiellen
Differentialgleichungen erfolgt dabei nach der Fouriertransformation im Frequenzbereich. Ist
die Fouriertransformation beispielsweise aufgrund von Nichtlinearitäten nicht möglich, bleibt
die Möglichkeit zur Zeitbereichssimulation. In Tabelle 4.1 sind die genannten Modellklassen
mit den erreichbaren Modellierungszielen aufgeführt. Die Modellierungsziele sind dabei kei-
neswegs vollständig sondern vermitteln einen Eindruck, zu welchem Zweck sich Modelle einer
bestimmten Klasse bevorzugt eignen.
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Tabelle 4.1 : Anwendungsschwerpunkte verschiedener Modellklassen während des
Modellierungsprozesses
Modellklasse Ziel der Modellierung
parameterfreie Impedanz-
darstellung
• Auffinden von Frequenzbereichen in denen die Verläu-
fe der Impedanzdarstellungen nach Tabelle 3.2 frequenz-
unabhängig sind
• Identifikation von Frequenzbereichen mit überwiegen-
den induktiven, kapazitiven oder resistiven Eigenschaf-
ten
• Erkennen von Parallel- und Serienschaltungen
• Erkennen von Resonanzen
• zahlenmäßige Abschätzung des Einflusses von Geome-
trie und Materialparametern auf Impedanzdarstellung
anhand von Messdaten
• Abschätzung der Anzahl verschiedener Mechanismen
Netzwerk- und Ersatzschalt-
bildmodelle
• Identifikation der Modellstruktur
• qualitative Wiedergabe gemessener Spektren
• zahlenmäßige Abschätzung des Einflusses von Geome-
trie und Materialparametern auf die Modellparameter
anhand von Messdaten und vereinfachten Modellrech-
nungen
Modelle für fraktionale Sys-
teme und verteilte Zeitkon-
stanten
• Verfeinerung der Modellstruktur
• Identifikation des fraktionalen Charakters




• physikalische Interpretation von Einflussfaktoren
• zahlenmäßige Berechnung des Einflusses von Geome-
trie und Materialparametern auf die Impedanz
• Vorhersage des Systemverhaltens und Simulation
Numerische Modelle zur Lö-
sung partieller Differential-
gleichungen
• zahlenmäßige Berechnung des Einflusses örtlich verteil-
ter Geometrie und Materialparameter auf die Impedanz
• Reduzierung des experimentellen Aufwandes z.B. für
Machbarkeitsanalysen






• zahlenmäßige Berechnung des Einflusses nichtlinearer
Einflüsse auf die Impedanz
• Online-Berechnung des Systemverhaltens
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4.2 Ermittlung und Korrektur von parasitären Einfluss-
größen
Parasitäre Einflüsse treten neben den relevanten Effekten in der Regel immer auf und kön-
nen unter Umständen sogar dominant sein. Der interessierende Effekt lässt sich unter diesen
Umständen nicht oder nur eingeschränkt beobachten. Durch eine geeignete Identifikation und
Korrektur von parasitären Einflüssen kann der interessierende Effekt isoliert werden. Parasi-
täre Einflüsse entstehen meist zwangsläufig bei der Realisierung eines Messaufbaus. Häufig
auftretende Einflüsse sind
• resistive, induktive, kapazitive Störungen durch die Ankopplung der Probe und Lauf-
zeiteffekte in der Zuleitung
• induktive und kapazitive Kopplung mit der Umgebung
Viele dieser Einflüsse können mit verschiedenen Methoden korrigiert werden [68]. Dazu
wird zunächst ein Impedanzmodell für den Mechanismus identifiziert und anschließend pa-
rametriert. Die Parametrierung erfolgt meist durch das Vermessen der parasitären Impedanz
bei bekannten Bedingungen. Dazu wird die zu untersuchende Impedanz beispielsweise durch
einen Kurzschluss, einen Leerlauf oder eine andere bekannte Impedanz ersetzt. Anhand der
Modellgleichung kann dann eine Korrektur erfolgen. Hierzu kann beispielsweise die Theorie zu
Zweitoren herangezogen werden.
4.2.1 Zuleitungseffekte
Die Auswirkungen verschiedener parasitärer Einflüsse einer Zuleitung auf das Impedanzspek-
trum sind in den Abbildungen 4.3 und 4.4 dargestellt und werden für verschiedene Beispiele
wie eine parasitäre Serieninduktivität Ls,par, eine parasitäre Parallelkapazität Cp,par und ei-
ne Zuleitung mit einer bestimmten Leitungslänge anhand zweier typischer Ersatzschaltbilder
gezeigt. Der einfachste Fall eines rein ohmschen Serienwiderstandes ist nicht betrachtet. Ein
rein ohmscher Serienwiderstand lässt sich durch Subtraktion eines konstanten Realteils von
der Impedanz korrigieren.
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Rs = 10mΩ, Ls = 1µH
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L ′ = 250nH/m
C ′ = 100pF /m
Leitung
l = 500mm
Abbildung 4.3 : Vergleich der Auswirkung verschiedener parasitärer Einflüsse aufgrund der
Zuleitung auf das Impedanzspektrum einer niedrigen Impedanz mit induktivem Anteil
Das Auftreten einer parasitären Serieninduktivität Ls,par führt allgemein zu höheren Ima-
ginärteilen, insbesondere bei hohen Frequenzen. Durch Subtraktion von der gemessenen Im-
pedanz kann dieser Einfluss korrigiert werden. Eine parasitäre Parallelkapazität Cp,par lässt
sich bei induktiven Untersuchungsobjekten wie bei der gezeigten Serienschaltung aus Wider-
stand und Induktivität durch das Auftreten unerwarteter Resonanzen erkennen. Im Fall der
Parallelschaltung aus Widerstand und Kapazität tritt eine Verschiebung der Grenzfrequenz
zu kleineren Werten auf. Dieser Effekt lässt sich durch Subtraktion von der gemessenen Ad-
mittanz korrigieren. Im Fall einer Zuleitung treten beide Effekte simultan auf. In diesem Fall
können bei kurzen Zuleitungen vereinfachend die Korrekturen von Serieninduktivität und Par-
allelkapazität nacheinander angewendet werden. Im Fall langer Leitungen ist eine Korrektur
durch Inversion der Leitungsgleichungen möglich.
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Rp = 10kΩ, C p = 100pF




























































Abbildung 4.4 : Vergleich der Auswirkung verschiedener parasitärer Einflüsse aufgrund der
Zuleitung auf das Impedanzspektrum einer hohen Impedanz mit kapazitivem Anteil
4.2.2 Kopplungseffekte
Zwei häufig auftretende Fälle für induktive und kapazitive Kopplung sind in Abbildung 4.5
dargestellt. Eine induktive Kopplung spielt bei Impedanzmessungen bei hohen Strömen und
niedrigen Impedanzen beispielsweise bei Batterien eine wichtige Rolle. In diesem Fall wird eine
Vierleitermessung zur Verringerung des Einflusses der Leitungen genutzt. Im Fall ungünsti-
ger Leitungsführung kann wie in Abbildung 4.5 gezeigt eine induktive Kopplung zwischen
Senseleitungen und stromführenden Leitungen auftreten. Die in der Senseleitung zusätzlich
induzierte Spannung verfälscht das Messergebnis. Die unerwünschte induktive Kopplung kann
verringert werden durch das Verdrillen der Leitungen, das Vermeiden von Leiterschleifen und
eine Leitungsführung mit der Magnetfelder so entstehen, dass diese nicht senkrecht durch an-
dere Leiterschleifen treten. Eine kapazitive Kopplung mit der Umgebung ist häufig bei hohen
Impedanzen und hohen Frequenzen zu beobachten, da in diesem Fall Ströme durch kleine
Kapazitäten einen signifikanten Anteil darstellen können. Für den in Abbildung 4.5 gezeigten
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Um den Einfluss der kapazitiven Kopplung vollständig zu eliminieren, muss die Referen-
zierung des Messgerätes mit der Umgebung mit einer Offsetspannung Uˆoffset = −Uˆ0 erfolgen.
Ist dies nicht möglich, so kommt auch eine Korrektur anhand von Modellgleichung (4.1) in
Frage. Ist die Bestimmung der parasitären Kapazität C nicht möglich, so muss diese durch
konstruktive Maßnahmen verringert werden, wie beispielsweise die Vergrößerung des Abstan-
des zur Umgebung oder die Verringerung von Flächen. In diesem Fall lässt sich der Einfluss
der Kopplung so weit reduzieren, dass dieser für die Anwendung vernachlässigbar sein kann.
Abbildung 4.5 : Beispiele für induktive und kapazitive Kopplung mit der Umgebung
Die in den Abschnitten 4.2.1 und 4.2.2 gezeigten Beispiele geben lediglich einen Einblick in
die grundlegende Herangehensweise zur Identifikation parasitärer Einflüsse. Aufgrund der un-
zähligen Vielfalt von Anwendungen mit ihrer Verschiedenheit ist eine detaillierte Betrachtung
für jeden Einzelfall kaum möglich und sinnvoll. Eine an die jeweilige Problemstellung ange-
passte Identifikation parasitärer Einflüsse lebt im Wesentlichen von einem iterativen Prozess,
bei dem verschiedene Modelle für die Zuleitung und für Kopplungeffekte mit der Umgebung
betrachtet werden. Die in Kapitel 3 gezeigten Modelle können dabei ohne Einschränkung An-
wendung finden.
4.3 Komplexitätsreduzierung durch Modellanpassung
Eine Modellanpassuung dient der Komplexitätsreduzierung eines Modells zum besseren Ver-
ständnis des Modellverhaltens. Es handelt sich dabei um Umformungen, bei denen das Modell-
verhalten exakt erhalten bleibt und nicht um eine Ordnungsreduktion, bei der Modellanteile
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mit vernachlässigbarer Wirkung entfernt werden. Bei der Umformung von Modellgleichungen
kann in der Regel die Frequenzachse und die Impedanzachse normiert werden. Das Vor-
gehen kann am Beispiel einer Parallelschaltung eines Widerstandes und eines Kondensators









Die Normierung der Frequenzachse lässt sich durch das Einführen einer einheitenlosen,
normierten Frequenz Ω nach Gleichung (4.3) erreichen. Die normierte Frequenz ist dabei der
Quotient aus der realen Frequenz ω und einer Grenzfrequenz ωg, die von den Modellparametern
abhängt.













Zur Normierung der Impedanzachse wird die Impedanz nach Gleichung (4.4) durch eine
Normierungsimpedanz Z0 geteilt und so in eine einheitenlose Impedanz nach Gleichung (4.5)
überführt.





mit Z0 = R (4.5)
Die normierte Impedanz nach Gleichung (4.5) enthält als verbleibenden, freien Parameter
nur die normierte Frequenz. Die entsprechende Ortskurve ist somit konstant und von keinem
Parameter abhängig. Insbesondere kann für dieses Beispiel so gezeigt werden, dass sich die
Struktur der Ortskurve nicht in Abhängigkeit von Parametern ändert. Die Parameter R und
C wirken somit nicht auf die Struktur der Ortskurve sondern lediglich auf die Skalierung von
Frequenz- und Impedanzachse.
In konkreten Beispielen soll die Modellanpassung am Randles Ersatzschaltbild und am
Transformatorersatzschaltbild gezeigt werden. Ausgangspunkt für das Randles Ersatzschalt-
bild ist Gleichung (3.48) auf Seite 47. Zunächst wird von der gesamten Impedanz der Einfluss
eines rein ohmschen, seriellen Anteils subtrahiert. Dieser Einfluss ist sehr gut nachvollziehbar,
dieser verursacht lediglich eine Verschiebung entlang des Realteils. Anschließend erfolgt eine
Normierung der Impedanz, so dass sich eine einheitenlose Größe auf der Impedanzachse ergibt.
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Die Frequenzachse wird normiert, indem alle Vorkommnisse der Kreisfrequenz als Quotient
























Die so erhaltenen beiden Grenzfrequenzen ωg,C und ωg,σ lassen sich nun über einen Pa-










mit Ω = ω
ωg,C
, ωg,σ = k · ωg,C
(4.7)
Die so erhaltene Modellgleichung (4.7) weist gegenüber der Modellgleichung (3.48) nur
noch einen freien Parameter und nicht mehr vier Parameter auf, der die Form der Ortskurve
verändern kann. Dessen Einfluss kann leicht anhand einer graphischen Darstellung wie in
Abbildung 5.30 untersucht werden.
Vergleichbar zum Vorgehen beim Randles Ersatzschaltbild kann auch das Transformator-
ersatzschaltbild modifiziert werden. Ausgangspunkt ist Gleichung (3.49) auf Seite 47. Hier
kann zunächst auch der bekannte Einfluss eines Serienwiderstandes vernachlässigt werden.
Anschließend werden die Induktivitäten L1 und L2 über das Übersetzungsverhältnis in Bezie-
hung gesetzt werden. Ebenso lässt sich die Grenzfrequenz einführen ωg,2.
L1 = u¨
2L2 = u¨
2R2/ωg,2 mit ωg,2 = R2/L2 (4.8)









Nun kann die Frequenzachse durch Einführen einer normierten Frequenz wie bereits bei
den bisher gezeigten Beispielen normiert werden.
Ω = ω/ωg,2 (4.10)
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Durch Normierung der Impedanzachse ergibt sich die normierte Impedanz. Gegenüber dem
Transformator Ersatzschltbild nach Gleichung (3.49) weist diese Gleichung nur noch einen und








Unter Umständen ist nicht die normierte Impedanz sondern die normierte Induktivität
von Interesse. Die normierte induktivität lässt sich berechnen, indem die normierte Impedanz
durch die normierte Frequenz geteilt wird. Das Verhalten der normierten Induktivität in Ab-






j − Ω (4.14)
Diese Betrachtungen zur Normierung sind nicht auf einfache Modellgleichungen oder die
Impedanz beschränkt. Mit Gleichung (3.68) auf Seite 52 wurde die Impedanz einer Leiter-
schleife vor einem leitfähigen, permeablen Material bestimmt. Indem diese Impedanz durch jω
geteilt wird, gelangt man zur komplexen Induktivität nach Gleichung (4.15). Dieser Ausdruck
für die komplexe Induktivität enthält 5 freie Parameter und die Frequenz. Zum Verständnis
der Wirkung der Parameter auf das Verhalten der komplexen Induktivität ist diese Darstellung
ungeeignet. Durch eine geeignete Normierung kann die Anzahl der freien Parameter reduziert






























mit p2 = µ0µrσωr02
(4.15)
Bei der Analyse von Gleichung (4.15) fällt auf, dass die Geometrieparameter a und ra
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stets im Verhältnis zu r0 auftreten. Diese Geometrieparameter lassen sich somit durch ihre








Ebenso tritt der Faktor piµ0ra vor jedem Integral auf, so dass dieser zur Normierung der
komplexen Induktivität als Normierungsinduktivität LN nach Gleichung (4.18) genutzt werden
kann.
LN = piµ0ra (4.18)
Die Frequenzabhängigkeit von Gleichung (4.15) ist ausschließlich im Parameter p2 enthal-
ten. Daraus lässt sich die normierte Frequenz Ω ableiten. Der Parameter µr wird dazu aus p2
separiert, da dieser bereits im Modell enthalten ist. Damit lässt sich eine normierte Frequenz








Durch Einsetzen dieser Zusammenhänge in Gleichung (4.15) gelangt man zu Gleichung























Die Analyse der Parametereinflüsse für 3 freie Parameter ist wesentlich vereinfacht gegen-
über einer Analyse der Parametereinflüsse für 5 freie Parameter. Eine detaillierte Analyse der
Parametereinflüsse auf die Induktivität erfolgt in Abschnitt 5.2.1 auf Seite 101 sowie in [60].
Die Normierung von Impedanzmodellen am Beispiel von Diffusion und porösen Elektroden
wird in [42] gezeigt. Für ein Impedanzmodell für poröse Elektroden konnte durch eine ge-
eignete Normierung eine Reduzierung der Anzahl der freien Parameter von 7 auf 2 erreicht
werden.
Durch die gezeigte Normierung kann die Anzahl der freien Parameter in der Regel um
2 verringert werden. Die Einflüsse dieser Parameter sind nach der Normierung in der Nor-
mierungsimpedanz und der Grenzfrequenz enthalten. Diese Parametereinflüsse skalieren die
Frequenz- und Impedanzachse und haben in der Regel keinen Einfluss auf die Struktur der
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Ortskurve. Die übrigen, im normierten Modell enthaltenen Parameter führen meist zu einer
Veränderung der Struktur der Ortskurve. Die Veränderung der Struktur der Ortskurve kann
beispielsweise anhand der Analyse von charakteristischen Punkten, wie in Abschnitt 4.4 ge-
zeigt, erkannt werden. Mit Hilfe der Normierung lassen sich somit Parameter unterscheiden,
welche die Skalierung der Ortskurve und die Struktur der Ortskurve beeinflussen. Diese
Parameter erhält man, indem im mathematischen Ausdruck für die Impedanz beispielsweise
Quotienten und Produkte von Modellparametern identifiziert und zu einer geringeren Anzahl
neuer Modellparameter zusammenfasst werden. Diese Art der Modellanpassung kann jederzeit
durch Denormierung verlustfrei rückgängig gemacht werden.
4.4 Extraktion von Merkmalen
Gemessene Impedanzspektren bestehen aus vielen Messpunkten bei mehreren Frequenzen und
enthalten die gesamte Information über das Messobjekt. Die Impedanzen bei verschiedenen
Frequenzen sind dabei nicht völlig voneinander unabhängig, sondern gehorchen den physika-
lischen Zusammenhängen des Messobjektes. Die gesamte Information über das Messobjekt
ist damit redundant über alle Messpunkte verteilt. Die Analyse verschiedener externer Ein-
flussfaktoren wie Temperatur, Abstände oder Feuchte auf das Impedanzspktrum anhand aller
Messpunkte ist aufgrund der Redundanz wenig sinnvoll und aufgrund der häufig großen Anzahl
an Messpunkten meist unübersichtlich. Zur Analyse externer Einflussfaktoren besser geeignet
ist eine redundanzfreie oder redundanzreduzierte Darstellung des Impedanzspektrum. Die im
gesamten Impedanzspektrum über viele Messpunkte verteilte Information muss dazu in eine
Darstellung aus wenigen Merkmalen kondensiert werden. Je nach dem, ob ein Impedanzmo-
dell bekannt ist oder wie schnell eine Auswertung benötigt wird, bieten sich dazu verschiedene
Methoden wie beispielsweise:
• Extraktion charakteristische Punkte aus einer Impedanzdarstellung (Abschnitt 3.1),
• Modellparameterextraktion für ein Impedanzmodell (Abschnitt 3.3).
Die Extraktion charakteristischer Punkte eignet sich besonders zur Identifikation eines Mo-
dells und ist hilfreich zum Abschätzen von Modellparameterwerten. Diese Methode ist ohne
Impedanzmodell nutzbar und daher sehr leicht und schnell anwendbar. Beispielsweise anhand
von Maxima, Minima, Wendepunkten und deren Frequenz in der gewählten Impedanzdarstel-
lung können die Merkmale direkt abgelesen werden. Die Modellparameterextraktion für ein
Impedanzmodell ist zum Auffinden von physikalischen Zusammenhängen zwischen Modellpa-
rametern und externen Einflussfaktoren sehr gut geeignet und ist meist besser in der Lage,
die verteilte Information zusammenzufassen. Beide Methoden weisen Gemeinsamkeiten auf,
so dass die extrahierte Information ineinander überführbar ist.
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Im folgenden Beispiel wird das prinzipielle Vorgehen zur Extraktion von Merkmalen ver-
deutlicht. In Abbildung 4.6 ist das Impedanzspektrum der Parallelschaltung eines Konden-
sators und eines Widerstandes gezeigt. Dabei entsteht der bekannte Halbkreis im Nyquist-
Diagramm. Da das Impedanzmodell zwei frei wählbare Parameter aufweist, ist das Impe-
danzspektrum prinzipiell anhand von zwei Merkmalen vollständig beschreibbar. Im Nyquist-
Diagramm und im Bode-Diagramm sind mehrere charakteristische Punkte identifizierbar. Im
gewählten Beispiel weist der Imaginärteil der Impedanz ein Minimum und der Realteil ein
Maximum auf. Diese Merkmale lassen sich zahlenmäßig direkt bestimmen. Das Verhältnis
zwischen dem Minimum des Imaginärteils und dem Maximum des Realteils beträgt fest −0.5,
da beim gezeigten Beispiel als Impedanzspektrum im Nyquist-Diagramm ein idealer Halbkreis
entsteht. Die gesamte im Impedanzspektrum enthaltene Information lässt sich daher nicht
auf das Minimum des Imaginärteils und das Maximum des Realteils reduzieren, da diese mit
einem festen Verhältnis in Beziehung stehen. Wird jedoch als weiteres Merkmal die Frequenz
am Minimum des Imaginärteils, hinzugenommen, ergibt sich dadurch ein zweites, unabhän-
giges Merkmal. So können entweder das Minimum des Imaginärteils oder das Maximum des
Realteils und zusätzlich die Frequenz am Minimum des Imaginärteils als Merkmale verwendet
werden, die das Impedanzspektrum vollständig charakterisieren.















10 Punkte pro Dekade
min (Im(Z))
max (Re (Z))
































Abbildung 4.6 : Beispiel zur Extraktion charakteristischer Punkte aus dem Impedanzspektrum
Jede der genannten Methoden zur Merkmalsextraktion weist spezifische Besonderheiten
auf. Bei der Merkmalsbestimmung durch Modellparameterextraktion für ein Impedanzmodell
haben das gewählte Optimierungsverfahren und das gewählte Impedanzmodell einen wesent-
lichen Einfluss auf das Ergebnis. Das Impedanzmodell muss prinzipiell in der Lage sein, das
gemessene Verhalten wiederzugeben. Für eine zuverlässige Parameterbestimmung mit Op-
timierungsverfahren müssen Startparameterwerte oder Parameterintervalle geeignet gewählt
sein. Optimierungsverfahren werden in Abschnitt 2.4.3 und Impedanzmodelle in Abschnitt
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3.3 näher behandelt. Bei der Merkmalsextraktion anhand charakteristischer Punkte haben die
Impedanzdarstellung, die Anzahl der Messpunkte und überlagertes Messrauschen einen we-
sentlichen Einfluss. Merkmale wie Maxima, Minima oder Wendepunkte können sich je nach
gewählter Impedanzdarstellung verändern. Wie Abbildung 4.6 zeigt, können auch unter idea-
len Bedingungen beispielsweise die Grenzfrequenz fg und der Widerstand R nicht exakt aus
der Frequenz am Minimum des Imaginärteils und am Maximum des Realteils bestimmt wer-
den. Dazu reichen allein das Diskretisieren der Frequenzachse und das Beschränken auf einen
endlichen Wertebereich aus. In diesem Fall können die wahren Werte nicht ermittelt sondern
lediglich approximiert werden, da an den wahren vorab nicht bekannten Werten nicht immer
Messpunkte vorliegen. Hinzu kommt, dass reale Messungen stets mit Messrauschen überla-
gert sind, was sich direkt auf die ermittelten Merkmale auswirkt. Durch das Kondensieren
der im Impedanzspektrum verteilten Information auf wenige, redundanzfreie oder redundanz-
reduzierte Parameter können wie gezeigt Abweichungen auftreten. Trotz der Abweichungen
überwiegt hier der Vorteil der Reduktion des Umfanges an Messdaten. Die Abhängigkeiten
weniger Merkmale von externen Einflussfaktoren sind wesentlich einfacher analysierbar als die
Abhängigkeiten von einer großen Anzahl von Messpunkten. Zur Verbesserung der Ergebnisse
kann ein iterativer Prozess genutzt werden, bei dem Merkmale aus charakteristischen Punkten
und Modellparametern extrahiert werden. Die Qualität der Ergebnisse hängt dabei oft von
der Kreativität des Anwenders ab. Durch gezieltes Probieren mit den in Abschnitt 3.1 gezeig-
ten Impedanzdarstellungen und dem Test verschiedener Impedanzmodelle lassen sich meist
ausreichend gute Ergebnisse erzielen.
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Kapitel 5
Anwendung der Methodik für
Fallbeispiele
In diesem Kapitel werden die in den vorangegangenen Kapiteln behandelten Modelle und Me-
thoden für spezifische Fallbeispiele angewendet. Aufgrund der Allgemeinheit der entwickelten
Methodik ist diese nicht auf die exemplarisch ausgewählten Anwendungen beschränkt. Die
entwickelte Theorie geht deutlich darüber hinaus. Die Beispiele unterscheiden sich sehr stark
hinsichtlich ihrer Anwendung, ebenso wie die verfolgten Ziele. Die Beispiele sind aus verschie-
denen aktuellen Problemstellungen im Bereich der Forschung ausgewählt. Es wird darauf Wert
gelegt, dass alle Modellierungsarten mindestens einmal vorkommen. Von Interesse ist, wie gut
eine Modellierungsart einen bestimmten Zweck erfüllt.
Die Analyse der Zusammensetzung von Materialgemischen wird am Beispiel von Waschlau-
gen und Dispersionen mit Carbon Nano Tubes gezeigt, wobei auch weitere Problemstellungen
wie die Materialfeuchtemessung oder die Bestimmung der Zusammensetzung von Ölen denkbar
sind. Hierbei ist grundsätzlich von Interesse, inwieweit die Zusammensetzung prinzipiell be-
stimmbar ist und wie hoch die Konzentrationen verschiedener Komponenten sind. Im Bereich
der Wirbelstromsensorik ist die simultane Bestimmung von Materialparametern und Abstand
eine aktuelle Fragestellung. Dies kann vorteilhaft für technische Problemstellungen wie die Ma-
terialanalyse oder die automatisierte Nachkalibrierung von Näherungssensoren genutzt wer-
den. Ein weiteres Beispiel ist die Batteriediagnose und Simulation. Aktuelle Fragestellungen
behandeln die online-Batteriediagnose und die Verhaltensvorhersage bei wechselnden Einsatz-
bedingungen. Die genannten stark unterschiedlichen Beispiele werden im folgenden Abschnitt
behandelt. Dabei wird sichtbar wie die in den vorangegangenen Abschnitten dargestellten
allgemeinen Methoden spezifisch angewendet werden können.
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5.1 Charakterisierung von flüssigen Materialgemischen
In diesem Abschnitt erfolgt eine Analyse der Impedanz von flüssigen Materialgemischen in
Abhängigkeit von der Zusammensetzung und der Temperatur. Dies wird unter anderem be-
nötigt, um Verfahren zur Messung der Zusammensetzung von flüssigen Materialgemischen zu
entwickeln. Dazu wird hier Fragen zur Machbarkeit und zur Empfindlichkeit nachgegangen.
Für die Beantwortung dieser Fragen wird ein Impedanzmodell entsprechend der Methodik in
den vorangegangenen Abschnitten entwickelt. In Anlehnung an reine Flüssigkeiten, die Relaxa-
tionen durch die innere Wechselwirkung von Molekülen zeigen, erfolgt hier analog die Analyse
von Relaxationen aufgrund der Wechselwirkung verschiedener Bestandteile [69].
Die Herleitung eines geeigneten Impedanzmodells erfolgt unter Nutzung der in Kapitel 3
untersuchten Modellkomponenten und der in Kapitel 4 vorgeschlagenen Methodik. Die Veri-
fikation der Impedanzmodelle erfolgt anhand eigener Messdaten und durch den Vergleich mit
Ergebnissen in der wissenschaftlichen Literatur. Allgemein lassen sich bei Materialgemischen
Änderungen der Leitfähigkeit und der Dielektrizitätszahl beobachten. Hierbei eignet sich die
parameterfreie Darstellung der Impedanz als frequenzabhängige Leitfähigkeit und frequenzab-
hängige Dielektrizitätszahl nach Abschnitt 3.1.1, um qualitative Abhängigkeiten zu erkennen.
Dabei wird sichtbar, dass das Systemverhalten von dem eines idealen Systems erster Ordnung
abweichen kann, auch wenn das Materialgemisch lediglich zwei Komponenten beinhaltet. Eine
Modellierung mit einem einfachen Ersatzschaltbild nach Abschnitt 3.3.1 führt hier nicht zum
gewünschten Ergebnis. Auch ein einfaches, fraktionales Modell nach Abschnitt 3.3.2 kann das
Verhalten nicht passend beschreiben. Wie sich zeigen wird, ergibt sich ein passendes Modell
aus der numerischen Lösung der partiellen Differentialgleichungen nach Abschnitt 3.3.4. Für
die hier gezeigten Untersuchungen werden zufällig gleichverteilte Materialeigenschaften be-
trachtet. Prinzipiell sind viele weitere Verteilungen vorstellbar wie beispielsweise in [70] und
[71], die zu unterschiedlichen Ergebnissen führen. Die gewählte Art der Modellierung eignet
sich ebenfalls für diese und andere Verteilungen.
5.1.1 Messaufbau und Korrektur parasitärer Einflüsse
Zur Messung der elektrischen Eigenschaften von Flüssigkeiten wird der in Abbildung 5.1 ge-
zeigte Messaufbau verwendet. Das wichtigste Element des Messaufbaus bildet eine Leitfähig-
keitsmesszelle. Zwischen deren Platinelektroden befindet sich die Flüssigkeit, deren elektrische
Eigenschaften bestimmt werden. Die Impedanz der gesamten Leitfähigkeitsmesszelle wird mit
einem Impedanzanalysator Agilent 4294A gemessen. Die Gesamtimpedanz Zmess enthält da-
bei nicht nur einen Beitrag der Impedanz der Flüssigkeit die von Interesse ist, sondern auch
Beiträge von parasitären Elementen, die aufgrund des geometrischen Aufbaus unvermeidbar
sind. Ein vergleichbarer Aufbau und eine ähnliche Modellierung der parasitären Elemente wird
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in [72] zur Charakterisierung einer physiologischen Kochsalzlösung mit Glukose verwendet. Die
Impedanz der Flüssigkeit setzt sich im Wesentlichen aus einem resistiven Anteil GFlüssigkeit
und einem kapazitiven Anteil CFlüssigkeit zusammen. Parasitäre Einflüsse bei kleinen Fre-
quenzen entstehen maßgeblich aufgrund der Elektrodenpolarisation an den Platinelektroden
und lassen sich durch die Impedanz ZElektrode modellieren. Durch die Nutzung von Elek-
troden mit einer hohen aktiven Fläche, wie beispielsweise platinierte Platinelektroden und
ausreichend hohen Frequenzen lassen sich die Auswirkungen der Elektrodenpolarisation weit-
gehend vermeiden.
Abbildung 5.1 : Messaufbau und Ersatzschaltbild für die Messung des Impedanzspektrums
einer Flüssigkeit mit einer Leitfähigkeitsmesszelle
Abbildung 5.2 zeigt die gemessene Gesamtimpedanz Zmess von Leitungswasser bei ver-
schiedenen Temperaturen, dem verschiedene Mengen eines IEC A* Referenzwaschmittels nach
IEC 60456 zugegeben wurden. Die Auswirkungen der Elektrodenpolarisation durch die Im-
pedanz ZElektrode lassen sich bei kleinen Frequenzen unter 100 Hz an einem Absinken des
Phasenwinkels ϕ unter 0 ◦ beobachten.
Bei hohen Frequenzen beinhalten die Impedanzspektren einen deutlich sichtbaren Halb-
kreis, der aufgrund der Interaktion von Leitwert GFlüssigkeit und Kapazität CFlüssigkeit so-
wie der parallelen Kapazität Cp entsteht. Aufgrund des zunehmenden Leitwertes GFlüssigkeit
bei hohen Temperaturen und hohen Waschmittelkonzentrationen sinkt die Impedanz, was in-
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 T = 45◦C, cWM = 0
T = 90◦C, cWM = 0
T = 45◦C, cWM = 0.00406
T = 90◦C, cWM = 0.00406
T = 45◦C, cWM = 0.00706
T = 90◦C, cWM = 0.00706
Abbildung 5.2 : Gemessene Impedanzspektren bei verschiedenen Temperaturen und
Waschmittelkonzentrationen
duktive Effekte, die mit der Serieninduktivität Ls beschrieben werden, stärker hervor treten
lässt. Erkennbar wird dies an der Deformation und schließlich dem Verschwinden des Halb-
kreises bei hohen Temperaturen und hohen Waschmittelkonzentrationen. Um die relevanten
Eigenschaften der Flüssigkeit genauer analysieren zu können ist zunächst eine Korrektur der
parasitären Serieninduktivität Ls und der parasitären Parallelkapazität Cp erforderlich. Die
parasitäre Serieninduktivität Ls kann durch Subtraktion von der gemessenen Impedanz Zmess
nach Gleichung (5.1) korrigiert werden, was vergleichbar zum Impedanzmodell in [73] ist.
Zmess−Ls = Zmess − jωLs (5.1)
Abbildung 5.3 zeigt die Admittanz nach der Korrektur gemäß Gleichung (5.1). Das Spek-
trum der Admittanz zeigt in der Nyquistdarstellung eine näherungsweise gerade Linie, die je
nach verwendetem Wert für Ls eine andere Neigung aufweist. Eine senkrechte, gerade Linie
entsteht in der Nyquistdarstellung, wenn ein Widerstand und eine Kapazität parallel geschal-
ten werden, wie Abbildung 3.13 auf Seite 49 zeigt. Ein Wert von Ls = 100 nH führt somit
gemäß Abbildung 5.3 zu einem plausiblen Ergebnis.
In Abbildung 5.4 ist die Auswirkung der Korrektur der Serieninduktivität Ls nach Glei-
chung (5.1) für die in Abbildung 5.2 gezeigten Impedanzspektren dargestellt. Die bei hohen
Frequenzen sehr stark induktiven Spektren der Admittanz, sichtbar durch negative Imaginär-
teile, sind nach der Korrektur der Serieninduktivität Ls ausschließlich kapazitiv. Bei niedrigen
Temperaturen und geringer Waschmittelkonzentration zeigt das korrigierte Spektrum der Ad-
mittanz eine nahezu senkrechte Linie in der Nyquistdarstellung, bei höheren Temperaturen
und höheren Waschmittelkonzentration ist die senkrechte Linie in Richtung höherer Realteile
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Abbildung 5.4 : Auswirkung der Korrektur der Serieninduktivität Ls auf die Admittanz
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Neben der Korrektur der Einflüsse durch die Serieninduktivität Ls müssen die Einflüsse
der Parallelkapazität Cp korrigiert werden, um die Dielektrizitätskonstante der Flüssigkeit be-
stimmen zu können. Diese Korrektur kann erreicht werden, indem gemäß Gleichung (5.2) von
der um die Induktivität korrigierten Admittanz Ymess−Ls die Admittanz der Parallelkapazität
Cp subtrahiert wird. Ein vergleichbares Vorgehen zur Korrektur wird in [74, 75] gezeigt. Die
so erhaltene Admittanz Y kann als Summe der konduktiven und kapazitiven Eigenschaften
der Flüssigkeit verstanden werden. Durch die Multiplikation der Admittanz Y mit der Zell-
konstante CZ der Leitfähigkeitsmesszelle lassen sich schließlich die Leitfähigkeit σ und die
Dielektrizitätskonstante εr der Flüssigkeit in Abhängigkeit von der Frequenz vergleichbar zum
Vorgehen in [76] bestimmen.
Y = Ymess−Ls − jωCp
= GFlüssigkeit (ω) + jωCFlüssigkeit (ω)
= 1CZ
(σ (ω) + jωε0εr (ω))
(5.2)
Der Zahlenwert für die Parallelkapazität Cp kann aus zwei Referenzmessungen bestimmt
werden. Die Kapazität der Leitfähigkeitsmesszelle wird einmal in Luft und einmal in Wasser
bei 20◦C bestimmt. Die Gesamtkapazität setzt sich aus der Summe der Parallelkapazität Cp
und der Kapazität der Elektrodenflächen C zusammen. Der Wert für die benötigte Dielek-
trizitätszahl findet sich in [77]. Durch Auflösen des Gleichungssystems (5.3) lassen sich die
einzelnen Werte bestimmen.
Luft : 2.125 pF = C + Cp
Wasser, 20 ◦C : 9.5 pF = εrC + Cp
εr = 80 : C = 0.0934 pF, Cp = 2.0316 pF
(5.3)
Zur Plausibilitätsprüfung lässt sich die Kapazität der Elektrodenflächen C auch anhand




Luft : εr = 1, C = 0.09128 pF
(5.4)
Die relative Abweichung zwischen beiden Werten für C beträgt 2, 41 %. Da die Korrektur
von Serieninduktivität Ls und Parallelkapazität Cp die Dielektrizitätszahl bei hohen Frequen-
zen besonders stark beeinflusst, soll zusätzlich der quantitative Einfluss verschiedener Zahlen-
werte betrachtet werden. Abbildung 5.5 zeigt den Einfluss verschiedener Werte von Cp, ein
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hoher Wert von Cp führt zu einer geringeren Dielektrizitätszahl. Eine Erhöhung von Cp um
















Abbildung 5.5 : Auswirkung verschiedener Werte der Parallelkapazität Cp auf die korrigierte
Dielektrizitätszahl
Abbildung 5.6 zeigt den Einfluss verschiedener Werte von Ls. Bei einer Frequenz von
100 MHz führt Erhöhung von Ls um etwa 6 % führt zu einer Verringerung der Dielektrizitätszahl


















Abbildung 5.6 : Auswirkung verschiedener Werte der Serieninduktivität Ls auf die korrigierte
Dielektrizitätszahl
Unter Berücksichtigung der Messabweichung des Messgerätes von etwa 1 % − 3 % für die
Dielektrizitätszahl im betrachteten Frequenzbereich über 10 MHz lässt sich schlussfolgern, dass
sich die Dielektrizitätszahl mit einer Abweichung von ∆εr ≈ 3 bestimmen lässt. Für die Leit-
fähigkeit ist die Messabweichung des Messgerätes kleiner als 0, 1 %. Hier spielt die Genauigkeit
der Bestimmung der Zellkonstante eine entscheidende Rolle. Diese Abweichung kann mit etwa
1 % abgeschätzt werden.
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5.1.2 Modellbildung
Zur Modellierung der Eigenschaften von Materialgemischen werden vorzugsweise die Theorie
der effektiven Medieneigenschaften (effective media theory - EMT) und die Perkolationstheo-
rie genutzt [78]. Die Theorie der effektiven Medieneigenschaften führt in der Regel zu analyti-
schen Modellen für Leitfähigkeiten und Dielektrizitätszahlen homogener Materialmischungen
wie Pulvern, Emulsionen oder porösen Materialien [79, 80]. Eine wesentliche Einschränkung ist
jedoch die Vernachlässigung der Interaktion einzelner Partikel, weshalb die Anwendung auf be-
sonders geringe oder besonders hohe Konzentrationen eingeschränkt ist [81]. Die Perkolations-
theorie hingegen ist in der Lage, das Verhalten von Materialgemischen über den vollständigen
Bereich des Mischungsverhältnisses mit numerischen Modellen zu beschreiben [82]. Dies ist
insbesondere wichtig um die Perkolationsgrenze und das Entstehen oder Auftrennen von leit-
fähigen Pfaden richtig beschreiben zu können. Analytische Modelle für Perkolation können
durch eine phenomenologische Beschreibung der numerisch ermittelten Zusammenhänge auf
der Basis der Theorie der effektiven Medieneigenschaften hergeleitet werden. Die direkte Ab-
leitung analytischer Modelle für Perkolation ist Gegenstand aktueller Forschung [83, 84].
Vom Standpunkt der Impedanzspektroskopie sind beide Theorien relevant. Die Theorie der
effektiven Medieneigenschaften und phenomenologische Modelle für Perkolation führen auf der
Basis partieller Differentialgleichungen (3.2.2) zu analytischen Impedanzmodellen, vergleich-
bar zu den Modellen in 3.3.1 und 3.3.3. Diese sind sehr gut für für den praktischen Einsatz
zur Bestimmung von Messgrößen und die schnelle Berechnungen bei unterschiedlichen Mate-
rialeigenschaften nutzbar. Numerische Modelle vergleichbar zu Abschnitt 3.3.4 finden bereits
Anwendung zur Beschreibung von Perkolation [85]. Diese eignen sich sehr gut für die Simulati-
on beliebiger Geometrien und Materialgemischen mit beliebigen Konzentrationsverhältnissen.
Die numerische Lösung der Poissongleichung kann dabei auch als Lösung eines Gleichungssys-
tems für ein sehr großes R-C-Netzwerk aufgefasst werden [86].
Für diese Arbeit soll zur Anwendung für Waschlaugen und Dispersionen mit Carbon Nano
Tubes ein numerisches Modell wie in 3.3.4 beschrieben angewendet werden. Dieses erlaubt
die Betrachtung beliebiger Elektrodengeometrien und Konzentrationsverhältnisse, was bei der
Entwicklung neuer Sensorstrukturen wichtig ist. Abbildung 5.7 zeigt eine Geometrie für eine
Leitfähigkeitsmesszelle. Ziel ist die Simulation der Impedanz für verschiedene Mischungsver-
hältnisse einer Flüssigkeit mit einem Feststoff. Die metallischen Elektrodenflächen sind dazu
auf der Rückseite von einem isolierenden Material umgeben, welches an den Elektrodenseiten
in das Materialgemisch hineinragt, um eine homogene Feldverteilung zu erzielen.
In Tabelle 5.1 sind die für die Simulation verwendeten Material- und Geometrieparameter
aufgeführt. Bei Material 1 handelt es sich umWasser, bei Material 2 beispielsweise um Silizium-
oder Aluminiumoxid. Das Material 2 wird für die Simulation zufällig im Material 1 verteilt, so
dass sich wie in Abbildung 5.7 gezeigt eine zufällige Partikelverteilung ergibt. Für das folgende
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Abbildung 5.7 : Geometrie und Materialparameter für die Simulation einer
Leitfähigkeitsmesszelle
Beispiel wird das Simulationsgebiet von 0, 5 cm x 0, 5 cm mit 500 x 500 Elementarzellen gemäß
Abbildung A.1 auf Seite 125 diskretisiert.
Tabelle 5.1 : Parameter für die Simulation
Name Wert








Abbildung 5.8 zeigt den Realteil des Potentialverlaufs bei kleinen Frequenzen. Sehr gut
zu erkennen ist der erwartungsgemäß lineare Potentialverlauf zwischen beiden Elektroden.
Bei der gezeigten Potentialdifferenz von ∆ϕ = 200 V ergibt sich bei einem Strom von 1 A
und einer Zellkonstante von CZ = 100 1/m wie in Tabelle 5.1 angegeben eine Leitfähigkeit von
σ1 = 0, 5 S/m.
In Abbildung 5.9 sind die Äquipotentiallinien von Realteil und Imaginärteil des Potentials
gezeigt. Zwischen den Elektroden ist der Verlauf von Realteil und Imaginärteil des Potentials
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Abbildung 5.8 : Realteil des Potentialverlaufs bei kleinen Frequenzen
nahezu linear. Auf der Außenseite der Elektroden sind deutliche Unterschiede erkennbar. Der
Realteil des Potentials ist auf der Außenseite der Elektroden nahezu 0. Die Äquipotentiallinien
weisen nur sehr geringe Potentialdifferenzen auf, was an deren dichtem Verlauf in der Mitte
zwischen beiden Elektrodenflächen zu erkennen ist. Dieses Verhalten wird durch die Isolations-
schicht auf der Rückseite und an der Seite der Elektroden erreicht, die jeglichen Stromfluss
in diese Richtung unterbindet und somit Streufelder vermieden werden. Der Imaginärteil des
Potentials auf der Außenseite der Elektroden ist deutlich vorhanden. Die Äquipotentiallini-
en weisen deutliche Potentialdifferenzen auf, was an deren deutlich getrenntem Verlauf in
der Mitte zwischen beiden Elektrodenflächen zu erkennen ist. Die Ursache liegt darin, dass
dielektrische Verschiebungsströme durch die Isolationsschicht nicht verhindert sondern nur
abgeschwächt werden.
Unterbinden ließen sich diese dielektrische Verschiebungsströme lediglich durch einen theo-
retischen, dielektrischen Isolator mit εr = 0, der praktisch nicht realisierbar ist. Dies führt da-
zu, dass der Imaginärteil des Potentials deutliche Streufelder aufweist und die Genauigkeit der
Bestimmung der Dielektrizitätszahl beeinflusst. Die erhöhten Streufelder führen zu einer gerin-
geren Potentialdifferenz bei gleichem Gesamtstrom, was zu einer erhöht angezeigten effektiven
Dielektrizitätszahl führt. Ohne Berücksichtigung von Streufeldern ist ohne Feststoffanteil eine
Kapazität von 7.08 pF und eine Leitfähigkeit von 3 mS zu erwarten. Aufgrund der geschilderten
Einflüsse der Randfelder sind die in der Simulation erhaltenen Werte wie in Abbildung 5.10
gezeigt höher.
Die Admittanz zwischen den Elektroden für das Simulationsmodell ist in Abbildung 5.10
gezeigt. Die Admittanz ist dazu wie bereits in Gleichung (5.2) als konduktiver Anteil G und
kapazitiver Anteil C dargestellt. Beide Anteile zeigen eine deutliche Relaxation, die sich je
nach Feststoffanteil quantitativ verändert. Die Perkolationsgrenze für das gezeigte Beispiel
liegt bei einem Feststoffanteil von 0, 5. Für eine genauere Analyse des Verhaltens können
charakteristische Merkmale des konduktiven und kapazitiven Anteils detailiert in Abhängigkeit
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Abbildung 5.9 : Äquipotentiallinien von Realteil und Imaginärteil
vom Feststoffanteil betrachtet werden. Gut geeignet sind dazu die beobachteten Leitfähigkeiten
und Kapazitäten bei niedrigen Frequenzen (G0, C0) und hohen Frequenzen (G∞, C∞).
Dabei fällt auf, dass die in Abbildung 5.10 hervorgehobenen Parameter direkt zu Parame-
trierung des in Abbildung 5.11 gezeigten Modells (Gleichung (5.5)) verwendet werden können.
Grundlagen dieses Ersatzschaltbildes wurden bereits in [87] zur Beschreibung unvollkommener
Dielektrika verwendet und führten schließlich zum bekannten Cole-Cole Ersatzschaltbild [33].
Abbildung 5.11 : Cole-Cole Ersatzschaltbild für die Admittanz von Materialgemischen







Vergleichbare Untersuchungen werden bereits in [88] durchgeführt. Wie auch in Abbildung
5.10 gezeigt, wurde eine gute Übereinstimmung der numerischen Simulation unter Berücksich-
tigung von Perkolation mit dem Cole Cole Modell bei hohen und bei geringen Konzentrationen
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Abbildung 5.10 : Merkmale der Admittanz für das simulierte Materialgemisch
beobachtet. In der Nähe der Perkolationsgrenze tritt dagegen eine deutliche Abweichung auf,
weshalb das Cole Cole Ersatzschaltbild auf ein fraktionales Modell nach Gleichung (5.6) er-
weitert wird [89, 90]. Wie in Abbildung 5.10 zu sehen ist, zeigt der Verlauf der Kapazität
bei niedrigen Frequenzen und einem Feststoffanteil von 0, 5 ein außergewöhnliches Verhalten.
Dieser starke Anstieg der Kapazität hin zu kleinen Frequenzen ist allgemein bekannt von
Diffusionsprozessen und wurde auch in Zusammenhang mit Perkolation bestätigt [91].




Abbildung 5.12 zeigt die Abhängigkeit der Parameter des Modells nach Gleichung (5.5)
vom Feststoffanteil umgerechnet in Materialparameter. Die Grundleitfähigkeit σ0 und die Di-
elektrizitätskonstante εr,∞ sind gegenüber den erwarteten Werten leicht erhöht. Dies ist auf
die Streufelder wie auf Seite 84 beschrieben zurück zu führen. Mit zunehmendem Feststoffan-
teil nehmen beide Parameter ab. An der Perkolationsgrenze verschwindet die Leitfähigkeit,
was auf das Aufbrechen der leitfähigen Pfade zwischen den Elektroden zurück zu führen ist.
Erwähnenswert ist hierbei, dass aus beiden Parametern die charakteristische Frequenz des Ma-
terials nach Gleichung (5.7) bestimmt werden kann. Diese ist ein Maß für die Relaxationszeit
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Abbildung 5.12 : Abhängigkeit der Parameter des Modells nach Gleichung (5.5) vom
Feststoffanteil
Charakteristisch in Abbildung 5.12 ist ebenfalls das Ansteigen der Parameter σ∆ und τ∆
bis zu einem Feststoffanteil von 0, 5 von beiden Seiten. Die dadurch hervorgerufene zweite
Relaxation ist charakteristisch für Materialgemische. Die genaue Ausprägung hängt dabei von
der Art der beteiligten Stoffe ab. In den folgenden Abschnitten werden zwei Beispiele zur
Anwendung des gezeigten Modells für Materialgemische gezeigt. Von Interesse ist dabei, wie
sich Parameter des Modells nach Gleichung (5.5) in Abhängigkeit verschiedener Komponenten
verändern.
5.1.3 Modellverifikation durch Fit mit Ersatzschaltbild am Beispiel
Waschlaugensensorik
Für die Detektion der Zusammensetzung einer Waschlauge werden allgemein optische und
elektrische Verfahren angewendet. Optische Verfahren sind sehr preisgünstig realisierbar. Prin-
zipiell detektieren optische Verfahren die transmissiven und reflektiven Eigenschaften der
Waschlauge [92, 93, 94]. Dabei werden die Trübung und die Veränderung des Brechungs-
index als Messeffekt ausgenutzt. Die Messung der Waschmittelkonzentration ist dabei auf hö-
here Konzentrationen beschränkt, da bei niedrigeren Konzentrationen keine Trübung eintritt.
Ebenso erlauben optische Verfahren lediglich die Detektion von Schmutz, der zu einer Trübung
führt. Insbesondere organische Verschmutzungen wie beispielsweise Schweiß, die einen hohen
Ionenanteil enthalten, können damit nicht detektiert werden. Ebenso erlauben optische Verfah-
ren keine Messung der Wasserhärte. Bei elektrischen, voltametriebasierten Verfahren konnte
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eine deutliche Konzentrationsabhängigkeit gezeigt werden [95, 96]. Die Datenauswertung ist
jedoch aufgrund multivariater Analyseverfahren eher phenomenologisch. Die Konzentration
ionischer Tenside konnte dabei mit guter Genauigkeit bestimmt werden. Die Untersuchung
der Eigenschaften einer Vielzahl verschiedener handelsüblicher Waschmittel wurde dabei als
wesentliches Kriterium für die Nutzbarkeit des Verfahrens aufgeführt. Die Impedanzspektro-
skopie als elektrisches Verfahren wurde ebenfalls zur Untersuchung von Tensidlösungen an-
gewendet [97, 73]. Dabei konnten die Leitfähigkeit und die dielektrischen Eigenschaften mit
guter Genauigkeit bestimmt werden [98]. Die Anwendbarkeit der Impedanzspektroskopie für
die Messung der Zusammensetzung von Waschlaugen konnte bereits gezeigt werden [99].
Eine wichtige Voraussetzung für ein funktionsfähiges Messprinzip zur Detektion der Zu-
sammensetzung einer Waschlauge ist eine adequate Modellvorstellung. Das in Abschnitt 5.1.2
gezeigte Modell für Materialgemische bildet dazu eine wesentliche Grundlage. Zur Überprü-
fung dieser Modellvorstellung wird im Folgenden gezeigt, wie die Parameter des Modells nach
Gleichung (5.5) von Einflussfaktoren wie Waschmittelkonzentration cWM und Temperatur T
abhängen. Die Auswertung erfolgt anhand der nach Gleichung (5.2) korrigierten Messdaten. In
Abbildung 5.13 ist beispielhaft ein Fit der korrigierten Messdaten mit dem Modell nach Glei-
chung (5.5) gezeigt. Zur Berechnung der Modellparameter wurde ein evolutionäres Verfahren
verwendet [30]. Wie auch in Abbildung 5.14 zu sehen ist, wird die zweite Relaxation aufgrund
von G∆ und C∆ nur andeutungsweise sichtbar, was auf die Beschränkung des genutzten Fre-
quenzbereich durch das Messgerät auf 110 MHz zurückzuführen ist. Zu höheren Frequenzen
hin ist zu erwarten, dass sich der Halbkreis in Abbildung 5.13 schließt. Da diese zweite Rela-
xation nur im unteren Frequenzbereich gemessen wird, können beim Fit des Modells größere
Unsicherheiten bei den zugeordneten Modellparametern, insbesondere bei τ∆, entstehen.

















T = 45◦C, cWM = 0.00706
G0 = 6.41mS, Ci = 3.86pF







Abbildung 5.13 : Fit des Admittanzmodells nach Gleichung (5.5) mit den nach Gleichung (5.2)
korrigierten Messdaten
Die in Abbildung 5.14 gezeigte Abweichung zwischen Modell und Messung von unter 2 %
88
5.1. CHARAKTERISIERUNG VON FLÜSSIGEN MATERIALGEMISCHEN




























































Abbildung 5.14 : Analyse der Modellabweichung für den in Abbildung 5.13 gezeigten Fit
Die Abhängigkeit der Parameter des Modells nach Gleichung (5.5) ist in Abbildung 5.15
dargestellt. Die Parameter wurden dazu durch Multiplikation mit der Zellkonstante CZ in Leit-
fähigkeit und Dielektrizitätszahl umgerechnet. Es wurde eine Temperaturreihe ohne Waschmit-
tel und bei Nennkonzentration sowie eine Konzentrationsreihe bei 40 ◦C und 90 ◦C aufgenom-
men. Mit den gezeigten Messdaten lässt sich für jeden Parameter das Modell nach Gleichung
(5.8) durch lineare Optimierung parametrieren. Der Verlauf der Parameter nach dem Modell
nach Gleichung (5.8) ist in Abbildung 5.15 für jeden Parameter als Ebene dargestellt.
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Abbildung 5.15 : Abhängigkeit der Parameter des Modells nach Gleichung (5.5) von
Waschmittelkonzentration und Temperatur
Das Modell nach Gleichung (5.8) beinhaltet für jeden Parameter eine Empfindlichkeit p′
und einen Nullpunkt p0, die jeweils einen Temperaturkoeffizienten βp′ und βp0 aufweisen. Für
die Leitfähigkeit σ0 beispielsweise ist die Empfindlichkeit direkt vergleichbar zur Äquivalent-
leitfähigkeit Λ von Elektrolyten.
p = p′ · cWM ·
(




1 + βp0 · (T − T0)
)
mit T0 = 25 ◦C (5.8)
Die Abhängigkeiten der Leitfähigkeit und der Dielektrizitätszahl von Temperatur und
Waschmittelkonzentration ist in Tabelle 5.2 detailiert dargestellt. Ebenfalls ist die mittlere
Abweichung ∆p zwischen dem Modell nach Gleichung (5.8) und den Messpunkten angege-
ben. Insbesondere für die Parameter σ∆ und τ∆ ist eine vergleichsweise große Abweichung in
der Größenordnung des Nullpunktes zu erkennen, was maßgeblich auf die Einschränkung des
Frequenzbereichs auf 110 MHz zurückzuführen ist.
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Tabelle 5.2 : Einfluss von Waschmittelkonzentration und Temperatur auf die Parameter des
Admittanzmodells
Parameter p′ βp′ p0 βp0 ∆p
σ0 48, 1747 S/m/g/g 0, 032783 1/K 32, 01 mS/m 0, 020326 1/K 14, 167 mS/m
εr,∞ −1621, 8471 1/g/g 0, 036203 1/K 73, 6329 −0, 0039125 1/K 1, 394
σ∆ 33, 3902 S/m/g/g 0, 0044854 1/K 1, 2142 mS/m 0, 91655 1/K 34, 359 mS/m
τ∆ 45, 64 ns/g/g 0, 013794 1/K 0, 16091 ns −0, 0048112 1/K 0, 11021 ns
Zur Verifikation der für Dielektrizitätszahl εr,∞ und Leitfähigkeit σ0 in Tabelle 5.2 ange-
gebenen Zahlenwerte können bekannte Daten zur Temperaturabhängigkeit von Wasser und
einfachen Elektrolytlösungen herangezogen werden. Für die in Abbildung 5.15 gezeigten Da-
ten ergibt sich eine Empfindlichkeit von ∂εr∂T = −0.2881 1/K ohne Waschmittel. Mit den Daten
in [77] kann ein Wert von ∂εr∂T = −0.3594 1/K bei 25 ◦C und mit den Daten in [100] ein Wert von
∂εr
∂T = −0.3217 1/K ermittelt werden. Die Abweichung zum hier ermittelten Wert beträgt etwa
25 %. Die Ursache für die Abweichung kann im Messaufbau und der Rechenmethode gesucht
werden. In [77, 100] werden Frequenzen von 100 MHz bis zu mehreren GHz zur Messung heran-
gezogen, was zu einer wesentlich besseren Genauigkeit als mit dem hier verwendeten Messgerät
führt. Außerdem wurde reinstes Wasser betrachtet, was im allgemeinen zu betragsmäßig hö-
heren Empfindlichkeiten führt.
Auch die Plausibilität des Einflusses von Salzen kann durch den Vergleich mit dem Ver-
halten einer NaCl Lösung geprüft werden. Mit zunehmender NaCl-Konzentration wird eine
Zunahme der Leitfähigkeit und eine abnehmende Dielektrizitätszahl beobachtet [101]. Zur
Plausibilitätsprüfung des Temperatureinflusses können die Daten in [102] herangezogen wer-
den, die in Abbildung 5.16 dargestellt sind.
Abbildung 5.16 : Abhängigkeit der Parameter des Modells nach Gleichung (5.5) von
Temperatur und Konzentration einer NaCl Lösung gemäß der Daten in [102]
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Bis auf den Temperaturkoeffizienten der Dielektrizitätszahl zeigen alle Zahlenwerte in Ta-
belle 5.2 und Tabelle 5.3 das gleiche Vorzeichen. Ebenso stimmt die Größenordnung der Tem-
peraturkoeffizienten der Äquivalentleitfähigkeit und des Nullpunktes der Leitfähigkeit von et-
wa 2− 3 %/K gut überein. Das Abweichen des Temperaturkoeffizienten der Dielektrizitätszahl
kann auf einen anderen Mechanismus der Temperaturabhängigkeit durch nichtlösliche Stoffe
wie Zeolithe in der Waschlauge oder einen Messfehler zurückzuführen sein.
Tabelle 5.3 : Parameter einer NaCl Lösung für das Modell nach Gleichung (5.8) gemäß der
Daten in [102]
Parameter p′ βp′ p0 βp0 ∆p
σ0 149, 981 S/m/g/g 0, 017767 1/K 0, 2388092 S/m 0, 0351924 1/K 89, 1112 mS/m
εr,∞ −207, 1011 1/g/g −0, 0082802 1/K 78, 2519 −0, 0050295 1/K 0, 22636
Die gefundenen Veränderungen von Dielektrizitätszahl εr,∞ und Leitfähigkeit σ0 deuten
somit auf Ionen in der Flüssigkeit als Ursache hin, da eine NaCl Lösung ein vergleichbares
Verhalten aufweist. Das in Abbildung 5.12 simulierte Verhalten zeigt eine abnehmende Leit-
fähigkeit σ0 mit zunehmendem Feststoffanteil. Das in Abbildung 5.15 beobachtete Verhalten
für die Leitfähigkeit σ0 ist jedoch nicht durch die Zugabe eines Feststoffes sondern nur durch
die Zugabe von Ionen beschreibbar. Für die Abnahme der Dielektrizitätszahl εr,∞ kommen
sowohl das Zugeben eines Feststoffes als auch das Zugeben von Ionen als Ursache in Frage,
da Abbildung 5.12 und 5.15 vergleichbare Abhängigkeiten zeigen. Tenside wie SDS können
jedoch bei der Dielektrizitätszahl ein abweichendes Verhalten aufzeigen [103].
Der Parameter σ∆ in Abbildung 5.15 erhöht sich bei Zugabe von Waschmittel, was ver-
gleichbar mit der Zugabe eines Feststoffes in Abbildung 5.12 ist. Dieses Verhalten kann auf die
nichtlöslichen Feststoffanteile des Waschmittels zurückgeführt werden, da eine vergleichbare
Veränderung aufgrund der Zugabe von Ionen erst bei wesentlich höheren Frequenzen im Be-
reich einiger GHz auftritt [102]. Eine vergleichbare Beobachtung wird in [104] bei Zugabe von
Proteinen gezeigt. Die Zugabe von Proteinen führt zu einer verstärkt ausgeprägten Relaxation
und zu einer Vergrößerung der Relaxationszeit τ∆ so wie auch in Abbildung 5.15 bei Zugabe
von Waschmittel beobachtet.
Durch die Analyse der in Abbildung 5.15 dargestellten Parameter konnte gezeigt werden,
dass das in 5.1.2 hergeleitete Modell für Materialgemische sinnvoll zur Beschreibung der Ei-
genschaften einer Waschlauge genutzt werden kann. Im Umkehrschluss bedeutet dies, dass sich
daraus ein Messverfahren entwickeln lässt, mit dem beispielsweise die Waschmittelkonzentra-
tion bestimmt werden kann.
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5.1.4 Modellverifikation durch Analyse charakteristischer Punkte am
Beispiel von CNT Dispersionen
Ein weiteres Anwendungsgebiet von Modellen für Materialgemische ist die Analyse der Zusam-
mensetzung von Dispersionen mit Carbon Nano Tubes. Diese Dispersionen werden benötigt,
um daraus CNT’s definiert mit vorhersagbaren Eigenschaften abzuscheiden, beispielsweise
durch Dielektrophorese oder Druckprozesse. Abgeschiedene CNT’s können unter Anderem für
Dehnungssensoren oder optische Sensoren genutzt werden. Zur Charakterisierung der Disper-
sionen werden zahlreiche Methoden verwendet [105, 106]. Aus Messungen der Neutronenstreu-
ung lassen sich Restverunreinigungen in Dispersionen detektieren und optimale Tensidkonzen-
trationen ableiten [107, 108, 109]. Durch die Analyse des Streulichtes lässt sich die Größe von
Nanopartikeln bestimmen [110]. Raman-Spektroskopie und Fluoreszenz-Spektroskopie wer-
den verwendet, um die Entbündelung während der Dispergierung von CNT’s zu überwachen
[111]. UV-vis-Messungen dienen zum Charakterisieren der Vorgänge während der Verarbei-
tung von Dispersionen und zum Charakterisieren von Lichtabsorption und Übertragungsei-
genschaften [112, 113]. Die genannten Methoden weisen in ihren Anwendungsmöglichkeiten
Einschränkungen beispielsweise bei hohen CNT Konzentrationen und bei mehrwandigen CNT
auf. Daher ist es sinnvoll, die Nutzbarkeit von Impedanzmessungen an CNT Dispersionen zur
Bestimmung der Zusammensetzung zu untersuchen. Die Impedanzmessung unterliegt nicht
diesen Einschränkungen und wird bereits zur Charakterisierung von CNT Kompositen ge-
nutzt [114, 115, 116]. Außerdem können aus Impedanzmessungen Leitfähigkeit und Dielek-
trizitätszahl bestimmt werden. Diese Größen werden bei der Dielektrophorese benötigt, um
die dielektrischen Kräfte auf CNT’s zu bestimmen [117, 118, 119]. Über die Dielektrophorese
entsteht ein enger Bezug zu den dielektrischen Eigenschaften von Materialgemischen [88].
Wichtige Einflussfaktoren beim Herstellungsprozess der Dispersionen sind die Konzentra-
tionen von Tensid (hier SDS - Sodium Dodecyl Sulfate) und Carbon Nano Tubes sowie Pro-
zessparameter wie Zeitdauer und Leistung der Ultraschallbehandlung und Zeitdauer der Zen-
trifugation [120, 121, 122]. Abbildung 5.17 zeigt den gemessenen Verlauf von Leitfähigkeit und
Dielektrizitätszahl bei verschiedenen Dispersionen mit Carbon Nano Tubes bei 25 ◦C. Diese
Verläufe sind qualitativ vergleichbar mit Messungen an Latex-Partikeln in [76]. Sehr gut ist
der Einfluss der CNT-Konzentration bei nicht zentrifugierten Lösungen erkennbar. Eine hohe
CNT-Konzentration führt zu einer hohen Leitfähigkeit und einer hohen Dielektrizitätszahl.
Nach einer Zentrifugation von 90 min verhält sich die Dispersion erneut vergleichbar wie eine
reine Tensidlösung, lediglich die Leitfähigkeit ist etwas geringer. Auch hier kann wie bereits in
Abschnitt 5.1.3 das Modell nach Gleichung (5.5) zur Auswertung herangezogen werden [123].
Aufgrund der sehr hohen Relaxationszeit τ∆, die bei zentrifugierten Dispersionen und reinen
Tensidlösungen weit oberhalb des Frequenzmessbereichs im Bereich einiger ps liegt [124], ist
ein Fit mit dem Modell aufgrund der starken erwarteten Streuung ungeeignet. Aus diesem
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Grund werden im Folgenden die Leitfähigkeit σ0 bei kleinen Frequenzen, die Dielektrizitäts-
zahl εr,∞ bei hohen Frequenzen und die Größen σ∆ und εr,∆, die die Änderung im betrachteten




































Abbildung 5.17 : Gemessener Verlauf von Leitfähigkeit und Dielektrizitätszahl bei
verschiedenen Dispersionen mit Carbon Nano Tubes bei 2 min Ultraschallbehandlung
In Abbildung 5.18 sind die Verläufe der in Abbildung 5.17 hervorgehobenen Größen dar-
gestellt. Für jeden dargestellten Messpunkt wurden drei Proben hergestellt und an fünf auf-
einander folgenden Tagen jeweils einmal vermessen. Gezeigt ist der für diese drei Proben an
fünf Tagen ermittelte Mittelwert und die dazugehörige Streuung. Die Leitfähigkeit σ0 ist bis
auf die Tensidkonzentration weitgehend unbeeinflusst von allen Parametern. Die übrigen Wer-
te steigen leicht mit der Ultraschallzeit und etwas stärker mit der CNT-Konzentration. Die
zentrifugierte Dispersion zeigt ein vergleichbares Verhalten wie die reine Tensidlösung.
In Abbildung 5.19 ist zusätzlich der Einfluss der Tensidkonzentration für die nicht zentrifu-
gierten Dispersionen gezeigt. Zur genaueren Analyse der Verläufe werden für jeden Parameter
die Empfindlichkeiten der Modellgleichung (5.9) durch lineare Optimierung bestimmt.
p = pCNT · cCNT + pCNT,SDS · cCNT · cSDS + pSDS · cSDS + p0 (5.9)
Die so ermittelten Empfindlichkeiten sind für verschiedene Zeiten der Ultraschallbehand-
lung in Tabelle 5.4 und 5.5 aufgeführt.
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Zentr. 0min, CN T 0.008wt%
Zentr. 0min, CN T 0.5wt%
Zentr. 0min, CN T 1wt%
Zentr. 0min, CN T 1.5wt%
Zentr. 90min, CN T 1wt%
Abbildung 5.18 : Merkmale des gemessenen Verlaufs von Leitfähigkeit und Dielektrizitätszahl














































































Abbildung 5.19 : Einfluss von Tensid- und CNT-Konzentration
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Tabelle 5.4 : Parameter des Modells nach Gleichung (5.9) für 2 Minuten Ultraschallbehandlung
Parameter pCNT pCNT,SDS pSDS p0 ∆p
σ0 −7, 35mS/m/wt% 1, 6mS/m/wt%2 105, 25mS/m/wt% 41, 07 mS/m 0, 326 mS/m
εr,∞ 17, 52 1/wt% −6, 15 1/wt%2 8, 95 1/wt% 91, 87 0, 78
σ∆ 11, 24mS/m/wt% −3, 55mS/m/wt%2 0, 83mS/m/wt% −0, 43 mS/m 0, 4 mS/m
εr,∆ 77, 38 1/wt% −35, 33 1/wt%2 24, 67 1/wt% −13, 32 3, 41
Tabelle 5.5 : Parameter des Modells nach Gleichung (5.9) für 15 Minuten Ultraschallbehandlung
Parameter pCNT pCNT,SDS pSDS p0 ∆p
σ0 −4, 13mS/m/wt% 1, 82mS/m/wt%2 104, 56mS/m/wt% 41, 2 mS/m 1, 355 mS/m
εr,∞ 22, 224 1/wt% −6, 79 1/wt%2 8, 658 1/wt% 92, 67 1, 28
σ∆ 16, 55mS/m/wt% −4, 85mS/m/wt%2 0, 9474mS/m/wt% −0, 198 mS/m 1, 244 mS/m
εr,∆ 91, 196 1/wt% −38, 86 1/wt%2 21, 47 1/wt% −6, 55 4, 76
Die Verifikation der Daten in Tabelle 5.4 und 5.5 kann teilweise anhand bekannter Da-
ten für reine Tensidlösungen erfolgen. Allgemein wird ein Anstieg von εr,∞ mit zunehmen-
der SDS Konzentration beobachtet [73]. Mit den Daten aus [124, Tabelle 2] ergibt sich eine
Äquivalentleitfähigkeit von ΛSDS = 114, 4mS/m/wt% und eine Empfindlichkeit der Dielektrizi-
tätszahl von ∂εr,∞∂cSDS = 9.657
1/wt%. In [125] wurde für die Äquivalentleitfähigkeit ein Wert von
ΛSDS = 31 Scm
2/mol = 107, 6mS/m/wt% gefunden. Für die Grenzleitfähigkeit oberhalb der kriti-
schen Mizellbildungskonzentration ist ein Wert von σ0 ≈ 400 µS/cm = 40 mS/m angegeben. Ver-
gleichbare Were finden sich in [126]. Der Wert für die Empfindlichkeit der Dielektrizitätszahl
von ∂εr,∞∂cSDS = 17.71
1/wt% in [103] liegt in der gleichen Größenordnung, kann aber als grund-
sätzlich zu hoch angesehen werden, da die zugrundeliegenden Daten bei wesentlich geringeren
Konzentrationen ermittelt wurden.
Die Ergebnisse zeigen, dass zentrifugierte Dispersionen und nicht zentrifugierte Disper-
sionen sehr gut unterscheidbar sind. Als Ursache können die in der Dispersion vorhandenen
großen CNT Bündel angesehen werden, die zu einer zusätzlichen Relaxation führen, welche
sehr stark von der CNT Konzentration abhängt.
5.1.5 Zusammenfassung
Am Beispiel der Modellierung der Impedanz für flüssige Materialgemische konnte gezeigt wer-
den, wie sich die in den Kapiteln 3 und 4 dargestellte Methodik zur Herleitung von Impedanz-
modellen nutzen lässt. Anhand verschiedener parameterfreier Darstellungen der Impedanz
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konnte eine Korrektur parasitärer Einflüsse des Messaufbaus erfolgen. Für die Modellbildung
hat sich die Darstellung der Impedanz als frequenzabhängige Leitfähigkeit und frequenzab-
hängige Dielektrizitätszahl als geeignet erwiesen, um grundlegende Modelleigenschaften zu
erkennen. Es wurde unter anderem deutlich, dass ein einfaches Impedanzmodell wie das Cole-
Cole Ersatzschaltbild nur dann als Impedanzmodell geeignet ist, wenn einem reinen Stoff nur
eine geringe Menge eines beigemischten Stoffs hinzugefügt wird. Besteht das Materialgemisch
aus gleichen Teilen beider Stoffe, konnte durch die numerische Lösung eines partiellen Diffe-
rentialgleichungsmodels gezeigt werden, dass das Cole Cole Modell das Systemverhalten nicht
beschreiben kann.
Durch diese Art der Modellierung wurde deutlich, wie die Impedanz einer Waschlauge
und von Dispersionen mit Carbon Nano Tubes von den Inhaltsstoffen und der Tempera-
tur abhängen. Die beobachteten Parameter des Cole Cole Ersatzschaltbildes zeigen eine gute
Übereinstimmung mit Werten in der wissenschaftlichen Literatur. Anhand von Simulations-
ergebnissen konnten beobachtete Abweichungen vom erwarteten Verhalten nach dem Cole
Cole Ersatzschaltbild erkannt und erklärt werden. Eine wichtige Grundlage für dieses Er-
gebnis war eine systematische Ermittlung von parasitären Einflüssen durch den Messaufbau.
Aufgrund des starken Einflusses des Messaufbaus auf das Messergebnis ist für das gezeigte
Beispiel eine Korrektur dieser Einflussfaktoren zwingend erforderlich. Ohne diese Korrektur
können die gezeigten Abhängigkeiten von der Zusammensetzung nicht auf eine physikalische
Erklärung zurückgeführt werden. Eine Modellanpassung zur Reduzierung der Anzahl der Mo-
dellparameter war aufgrund der geringen Parameterzahl nicht erforderlich. Als Merkmale des
Impedanzspektrums konnten sowohl charakteristische Punkte als auch die Parameter eines
Impedanzmodells erfolgreich genutzt werden. Aufbauend auf diese Ergebnisse kann die Ent-
wicklung eines Messverfahrens zur Messung der Zusammensetzung erfolgen. Die Zusammen-
hänge zwischen Impedanzspektrum und Zusammensetzung sind durch die gezeigten Ergebnisse
bekannt. Die Empfindlichkeiten wurden für verschiedene Einflussfaktoren ermittelt und verifi-
ziert und bilden beispielsweise die Grundlage zur Entwicklung eines dedizierten Messsystems.
Das hergeleitete Simulationsmodell bietet vielfältige Möglichkeiten zur Simulation verschiede-
ner Sensorgeometrien, um beispielsweise beobachtete parasitäre Einflussfaktoren durch einen
geeigneten Sensoraufbau zu verringern.
5.2 Wirbelstromsensorik
Wirbelstromsensoren werden häufig für die Rissprüfung sowie die Messung von Distanzen und
Materialparametern angewendet. Aufgrund ihrer Robustheit sind sie bevorzugte Sensoren für
raue Umgebungen. Entsprechende Messprinzipien konzentrieren sich meist auf eine dieser Grö-
ßen. Ihre simultane Bestimmung ist eine aktuelle Problemstellung. Ziel dieses Abschnittes ist
es, die Einflüsse von Abstand und Materialeigenschaften wie Leitfähigkeit und Permeabilität
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auf die Impedanz eines Wirbelstromsensors zu analysieren. Die Kenntnis dieser Abhängig-
keiten bildet eine wichtige Grundlage zur Entwicklung eines entsprechenden Messverfahrens.
Zur physikalischen Interpretation soll diese Analyse auf der Grundlage eines Modells erfol-
gen, welches anhand eigener Messungen verifiziert werden soll. Etablierte, analytische Modelle
gehen meist von einer homogenen, rechteckigen Stromverteilungen im Spulenquerschnitt aus
[127, 128, 129]. Diese Modelle sind vergleichsweise komplex und haben eine große Anzahl
von Parametern [130, 131]. Finite-Elemente-Modelle sind sehr flexibel, die Rechenzeit ist je-
doch sehr lang [132]. Das Ziel besteht darin, verfügbare Modelle in Richtung der simultanen
Messung von Distanz und Materialparametern zu entwickeln. Die Anzahl der Parameter der
analytischen Modelle soll klein und die Berechnungszeit kurz sein. Dies erlaubt die Analyse
eines großen Wertebereichs für Modellparameter bei einem vertretbaren Rechenaufwand.
Für die skizzierte Problemstellung eignet sich die Darstellung der Impedanz als komplexe
Induktivität nach Abschnitt 3.1.1. Dabei werden einige grundlegende Zusammenhänge wie
beispielsweise zunehmende Verluste bei Annäherung eines Objekts an den Sensor oder höhere
Induktivitäten bei größerer Permeabilität des Objekts deutlich. Ebenso lassen sich Abwei-
chung der Form des Impedanzspektrums vom idealen Verhalten eines Systems erster Ordnung
erkennen. Damit wird deutlich, dass ein einfaches Ersatzschaltbild wie eine Induktivität oder
das Transformatormodell nach Abschnitt 3.3.1 das Verhalten nicht ausreichend gut beschrei-
ben können. Ebenso lassen diese Modelle keine physikalische Interpretation des Einflusses
von Leitfähigkeit und Permeabilität zu. Erst durch die Lösung der entsprechenden partiellen
Differentialgleichung für das Magnetische Vektorpotential wie in Abschnitt 3.3.3 entsteht ein
analytisches Modell, welches beobachtete Zusammenhänge gut beschreiben kann und eine phy-
sikalische Interpretation zulässt. Dieses Modell ist auf einfache Geometrien beschränkt. Sollen
komplexere Geometrien betrachtet werden, so kommen auch numerische Modelle wie in Ab-
schnitt 3.3.4 in Frage. Numerische Modelle werden für Wirbelstromsensoren in dieser Arbeit
nicht näher betrachtet, da die gesuchten Abhängigkeiten der Impedanz von den relevanten
Einflussfaktoren mit dem analytischen Modell ausreichend genau analysiert werden können.
5.2.1 Modellbildung
Ein Impedanzmodell für Wirbelstromsensoren soll auf der elektromagnetischen Feldtheorie
aufbauen, da diese gut verstanden ist. Zu betrachtende Effekte sind das äußere Magnetfeld
durch Wirbelströme in einem Material, das innere Magnetfeld innerhalb des Spuhlendrahts
und die kapazitive Kopplung zwischen den Wicklungen. Da das äußere und innere Magnetfeld
grundlegend sind, wird hier auf diese fokussiert. Dadurch kann die Anzahl der Parameter klein
gehalten werden. Abbildung 5.20 zeigt die Geometrie der betrachteten Leiterschleife vor einem
leitfähigen, permeablen Material. Die Leiterschleife besteht aus einem Draht mit dem Radius
rw und befindet sich im Abstand a vor dem leitfähigen, permeablen Material. Die normierte
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Induktivität der gezeigten Leiterschleife kann nach Gleichung (4.20) auf Seite 70 berechnet
werden. Das Ergebnis ist in Abbildung 5.22 dargestellt.
Abbildung 5.20 : Geometrie einer Leiterschleife vor einem leitfähigen, permeablen Material
In der Nyquistdarstellung der normierten Induktivität bildet sich ein abgeflachtes, halb-
kreisförmiges Spektrum aus. Es ist vergleichbar zum Impedanzspektrum in Abbildung 3.5 auf
Seite 34, welches aufgrund einer Verteilung von Zeitkonstanten entsteht, weist aber deutliche
Unterschiede im Verhalten bei hohen und niedrigen Frequenzen auf. Im Vergleich zur nor-
mierten Induktivität des Transformatorersatzschaltbildes nach Gleichung (4.14) in Abbildung
5.21 treten ebenfalls deutliche Unterschiede auf. Die normierte Induktivität zeigt einen idea-
len Halbkreis in der Nyquist Darstellung, dessen Radius sich mit steigendem Kopplungsfaktor
vergrößert. Ein solcher idealer Halbkreis ist an der in Abbildung 5.20 gezeigten Leiterschleife
nicht beobachtbar, weshalb das Transformatorersatschaltbild zur Modellierung des Einflusses
von Abstand und Materialeigenschaften nicht geeignet ist.












k = {0.00; 0.62; 0.76; 0.86; 0.94; 1.00}























Abbildung 5.21 : Normierte Induktivität des Transformatorersatzschaltbildes nach Gleichung
(4.14)
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Abbildung 5.22 : Prinzipielles Verhalten der äußeren Induktivität einer Leiterschleife vor einem
leitfähigen, permeablen Material








































































































































Im in Abbildung 5.22 gezeigten Spektrum können einige charakteristische Punkte identi-
fiziert werden, die zur detailierten Analyse von Einflussfaktoren wie Abstand und Material-
parametern herangezogen werden können. Dazu sind in Abbildung 5.22 Minimum von Real-
und Imaginärteil sowie Maximum vom Realteil hervorgehoben. Diese charakteristische Punk-
te treten prinzipiell unabhängig von Material und Geometrieparemetern auf, lediglich deren
Zahlenwert unterscheidet sich.
In Abbildung 5.23 ist der Verlauf dieser charakteristischen Punkte in Abhängigkeit von Ab-
stand und Permeabilität dargestellt. Das Minimum des Realteils zeigt dabei keinen Einfluss
der Permeabilität. Das Minimum des Imaginärteils und das Maximum des Realteils zeigen
einen geringen Einfluss der Permeabilität. Die Frequenz des Minimums des Imaginärteils zeigt
hingegen einen sehr starken Permeabilitätseinfluss. Der Abstand zeigt nur unter einem nor-
mierten Abstand von a′ < 2 einen deutlichen Einfluss. Interessant ist, dass das Maximum des
Realteils für nicht permebale Materialien nicht vom Abstand abhängt.
5.2.2 Modellverifikation durch direkten Vergleich mit Messdaten
Die Verifikation des im vorangegangenen Abschnitt dargestellten Impedanzmodells erfolgt nun
anhand von Messdaten. Dazu wurde für eine Leiterschleife mit der in Tabelle 5.6 angegebenen
Geometrie die Abstandscharakteristik verschiedener Materialien aufgenommen. Die Daten der
verwendeten Materialien sind in Tabelle 5.7 zusammengefasst. Der verwendete Messaufbau
wird in [60] detailiert beschrieben.
Tabelle 5.6 : Genutzte Geometrieparameter der Spule
Beschreibung Wert
Drahtradius 2rw = 1.75 mm
Spulenradius r0 = 25 mm
normierter Konturradius r′a = 0.965
Materialabstand a = 2.5 mm . . . 50 mm, Inkrement 1.25 mm, =ˆ39 Punkte
normierter Materialabstand a′ = 0.1 . . . 2, Inkrement 0.05, =ˆ39 Punkte
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Tabelle 5.7 : Genutzte Materialparameter der leitfähigen, permeablen Materialien
Material Cu Al Stahl
Umgebungstemperatur T/◦C 21.7 22.4 22.4
Materialleitfähigkeit σ/MS/m 58 36.59 10
Materialpermeabilität µr 1 1 300
Charakteristische Frequenz ωc/1/s 21.9524 34.7975 127.324
Normierungsinduktivität LN/nH 95.24 95.24 95.24
In Abbildung 5.24 sind die gemessene Induktivität und die nach Gleichung (4.15) auf Seite
69 berechnete Induktivität dargestellt. Im untersuchten Frequenzbereich zwischen 10 Hz und
10 kHz ist eine gute Übereinstimmung mit einer relativen Abweichung unter 5 % zu beobach-
ten. Im wesentlichen sind die Abweichungen auf die Messunsicherheit für kleine Impedanzen
in Bereich einiger µΩ zurückzuführen, die allgemein schwierig zu messen sind. Die Impedanz
eines kurzen Leiterstückes führt bereits zu einem signifikanten Beitrag zur Gesamtimpedanz
in dieser Größenordnung. In der Nyquistdarstellung zeigen Kupfer und Aluminium einen ver-
gleichbaren Verlauf. Lediglich der Frequenzverlauf unterscheidet sich in der Bodedarstellung.
Die Ursache liegt darin, dass die charakteristische Frequenz nach Gleichung (4.19) auf Seite 70
die Leitfähigkeit des Materials enthält und damit die Frequenzachse skaliert. Für permeable
Materialien wie Stahl ist ein deutlich anderes Verhalten zu beobachten. Das Maximum des
Realteils der Induktivität ist deutlich größer als bei nicht permeablen Materialien. Ebenso tre-
ten alle Effekte bei deutlich höheren Frequenzen auf, was durch die Zunahme der normierten
Frequenz Ω beim Minimums des Imaginärteils mit zunehmender Permeabilität in Abbildung
5.23 dem erwarteten Verhalten entspricht. Mit zunehmendem Abstand wird das Verhalten der
Leiterschleife rein induktiv und weist keine Frequenzabhängigkeit mehr auf. Auch dies lässt
sich in Abbildung 5.23 beobachten, denn Maximum und Minimum des Realteils sind für große
Abstände gleich.
In Abbildung 5.25 und 5.26 ist die Abstandscharakteristik detailiert dargestellt. Gut zu
beobachten ist, dass das Maximum des Realteils der Induktivität für nicht permeable Mate-
rialien nahezu unabhängig vom Abstand ist. Sowohl Minimum von Realteil und Imaginärteil
der Induktivität zeigen für nicht permeable Materialien einen nahezu gleichen Verlauf. Die
Frequenz beim Minimum des Imaginärteils liegt in der Nähe des erwarteten Wertes und zeigt
im Vergleich zwischen Kupfer und Aluminium den qualitativ erwarteten Verlauf. Die beob-
achteten Abweichungen insbesondere bei der Bestimmung der Frequenz beim Minimum des
Imaginärteils sind auf die sehr geringen Impedanzen im Bereich einiger µΩ zurückzuführen,
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nicht im Frequenz-Messbereich
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Abbildung 5.24 : Verlauf des Spektrums der gemessenen Induktivität bei verschiedenen
Materialien und Abständen
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Abbildung 5.25 : Abhängigkeit der Induktivität vom Abstand bei nicht permeablen Materialien
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Abbildung 5.26 : Abhängigkeit der Induktivität vom Abstand bei permeablen Materialien
In Tabelle 5.8 sind die wichtigsten Beobachtungen zusammengefasst. Daraus lässt sich ein
Messverfahren ableiten, welches eine simulatane Bestimmung von Abstand, Leitfähigkeit und
Permeabilität erlaubt. Aus einer Impedanzmessung bei ausreichend hohen Frequenzen lässt
sich der Abstand a bestimmen, da ausschließlich dieser in diesem Frequenzbereich Einfluss auf
die Impedanz hat. Bei bekanntem Abstand kann dann für ein nicht permeables Material aus
der Frequenz beim Minimum des Imaginärteils die Leitfähigkeit bestimmt werden. Bei einem
permeablen Material muss zusätzlich noch das Maximum des Realteils ausgewertet werden,
um die Permeabilität zu bestimmen.
Tabelle 5.8 : Parametereinfluss auf charakteristische Punkte
charakteristischer Punkt Einflussfaktor
min (Re (L)) a
max (Re (L)) µr und a nur wenn µr > 1
f (min (Im (L))) a, µr und σ
Die wesentliche Herausforderung bei der technischen Realisierung eines solchen Messver-
fahrens besteht im Erreichen einer ausreichend hohen Empfindlichkeit bei der Messung sehr
kleiner Impedanzen. Als Richtwerte können für den Messbereich 10µΩ − 100 mΩ bei einer
Genauigkeit im Bereich einiger µΩ mit einer Auflösung von etwa 0.1µΩ und einem Frequenz-
bereich 10 Hz − 1 MHz angenommen werden. Eine Vereinfachung dieser Richtwerte kann eine
Verwendung von Spulen mit mehreren Windungen bieten. Dazu ist das gezeigte Impedanz-
modell für eine Windung auf mehrere Windungen zu erweitern, um das Messverfahren auch
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für diesen Fall quantitativ zu verifizieren. Bei der Herleitung eines solchen Modells kann die
in Kapitel 4 vorgeschlagene Methodik erneut angewendet werden.
5.2.3 Zusammenfassung
Die in den Kapiteln 3 und 4 dargestellte Methodik zur Herleitung von Impedanzmodellen
konnte im vorangegangenen Abschnitt zur Herleitung eines Impedanzmodells für einen Wir-
belstromsensor mit einer Windung genutzt werden. Durch die Darstellung der Impedanz als
komplexe, frequenzabhängige Induktivität konnte die Notwendigkeit eines partiellen Differenti-
algleichungsmodells gezeigt werden. Das beobachtete Verhalten kann nicht durch ein einfaches
Ersatzschaltbildmodell wie beispielsweise das Transformatormodell beschrieben werden. Erst
die Lösung der Differentialgleichung, die zu einer analytischen Modellgleichung führt, liefert
die gewünschte Übereinstimmung mit Messungen und eine physikalische Interpretationsmög-
lichkeit.
Anhand der Darstellung der Impedanz als komplexe, frequenzabhängige Induktivität konn-
te die Analyse von Einflussfaktoren anhand von charakteristischen Punkten der Ortskurve im
Nquistdiagramm erfolgen. Der Verlauf verschiedener charakteristischer Punkte zeigt unter-
schiedliche Abhängigkeiten von Abstand, Leitfähigkeit und Permeabilität, die auch messtech-
nisch verifiziert werden konnten. Schlüssel bei der Ermittlung dieser Abhängigkeiten war eine
geeignete Modellanpassung wie im Abschnitt 4.3 gezeigt. Durch die erreichte Reduzierung der
Modellparameteranzahl von 5 auf 3 konnte die Analyse der Abhängigkeiten wesentlich ver-
einfacht werden. Anhand der unterschiedlichen Abhängigkeiten der charakteristischen Punkte
konnte gezeigt werden, dass eine simultane Messung von Abstand, Leitfähigkeit und Permea-
bilität machbar ist. Die dargestellten Abhängigkeiten zeigen die gesuchten Empfindlichkeiten,
aus denen sich direkt die Anforderungen an ein entsprechendes Messsystem ergeben.
5.3 Batteriediagnose
Vorhersagemodelle für das Verhalten von Batterien können in vielen Bereichen Anwendung
finden. Das Batterieverhalten kann damit beispielsweise für Fahrprofile von Elektrofahrzeugen
oder für Lastprofile stationärer Energiespeichersysteme bestimmt werden. Auf dieser Grund-
lage lässt sich eine Entscheidung treffen, ob ein gewünschtes Lastprofil wie geplant möglich ist.
Ebenso besteht damit die Möglichkeit zur simulativen Auslegung batteriebetriebener Anwen-
dungen. Konkrete Anwendungsbeispiele sind die Bewertung der Startfähigkeit von Bleibatteri-
en mit Beobachtermodellen [133], die Laderegelung für Bleibatterien in einer Photovoltaikan-
lage [134] oder die Regelung der Gaszufuhr für Brennstoffzellen [135]. Ziel dieses Abschnittes
ist die Herleitung eines Simulationsmodells für Batterien zur Berechnung der lastabhängigen
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Klemmenspannung in einem großen Ladezustands- und Temperaturbereich. Das Modell soll
eine physikalische Interpretationsmöglichkeit für das beobachtete Verhalten bieten.
Je nach Anwendung können Aspekte wie fraktionales Verhalten, thermische Kopplung,
nichtlineare Effekte, Alterungseffekte oder Hystereseeffekte relevant sein. Für einen langen
Vorhersagehorizont im Bereich mehrerer Minuten ist das fraktionale Verhalten besonders in-
teressant. Diese Vorhersagehorizonte lassen sich sich mit einer rationalen Differentialgleichung
geringer Ordnung nicht sinnvoll berechnen, da das tatsächliche wurzelartige Zeitverhalten
mit einem exponentiellen Zeitverhalten nicht sinnvoll beschreibbar ist. Mit einer rationalen
Differentialgleichung höherer Ordnung ist das Verhalten prinzipiell beschreibbar, die physi-
kalische Interpretationsmöglichkeit geht dabei jedoch verloren. In den folgenden Abschnitten
wird daher ein Ersatzschaltbildmodell nach Abschnitt 3.3.1 um ein fraktionales Impedanzmo-
dell vergleichbar zu Abschnitt 3.3.2 erweitert, um den Verlauf der Klemmenspannung einer
Batterie im Bereich mehrerer Minuten vorherzusagen. Dabei wird die in Abschnitt 3.3.5 ge-
zeigte Methodik zur Zeitbereichssimulation und für die Modellverifikation angewendet.
5.3.1 Modellbildung
Fraktionale Impedanzmodelle lassen sich in verschiedenen Detaillierungsgraden aufstellen, wel-
che die physikalischen Zusammenhänge in unterschiedlicher Tiefe beschreiben können. Model-
le bis auf die Ebene einzelner Elektrodenpartikel erlauben beispielsweise eine Berechnung der
elektrischen Eigenschaften in Abhängigkeit von Konzentrationsverhältnissen und der Geome-
trie und erlauben damit ein tiefgehendes Verständnis der elektrochemischen Prozesse [136].
Für die Onlineberechnungen sind diese numerischen Modelle vergleichbar zu Abschnitt 3.3.4
aufgrund des hohen Rechenaufwandes ungeeignet. Besser geeignet sind Modelle, welche die
physikalischen Grundlagen abstrahieren und das fraktionale Verhalten wie in Abschnitt 3.3.2
als Verteilung von Zeitkonstanten oder als constant phase element zusammenfassen.
Ein Zeitbereichsmodell auf der Basis der Verteilung von Zeitkonstanten in [137] erlaubt
die Spannungssimulation für beliebige Stromsignale über den gesamten Ladezustandsbereich.
Die Verteilung der Zeitkonstanten wird dabei aus gemessenen Impedanzspektren bei verschie-
denen Ladezuständen bestimmt. In [138] wird das fraktionale Verhalten durch eine Übertra-
gungsfunktion bestehend aus fraktionalen Polynomen erreicht, die im Zeitbereich parametriert
werden. Für diese Beispiele kann die Anzahl der Modellparameter prinzipiell beliebig hoch ge-
wählt werden und eine physikalische Interpretation ist für die ermittelten Parameter nicht
immer möglich [23]. Um eine Rückführung auf physikalische Parameter zu erreichen, bieten
sich Ersatzschaltbildmodelle an [55] [139] [140]. Diese Modelle ordnen den Elektrodenreaktio-
nen und der Diffusion fraktionale Elemente zu. In [141] wird eine Serienschaltung aus zwei
RQ Elementen vergleichbar zu [139]für eine Zeitbereichssimulation genutzt. Die numerische
Berechnung der fraktionalen Ableitung im Zustandsraummodell wird dabei durch die Faltung
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mit der Impulsantwort der fraktionalen Ableitung realisiert. Durch dieses Modell werden die
Elektrodenreaktion und der Einfluss durch eine Passivierungsschicht auf den Elektroden er-
fasst. Diffusionsprozesse werden vernachlässigt. In [142] und [143] hingegen wird aufbauend auf
dem Randles Ersatzschaltbild nach [55] ein fraktionales Zeitbereichsmodell für die Diffusion
entwickelt, wobei der Einfluss der Elektrodenreaktion vernachlässigt wird. Zur numerischen
Lösung der fraktionalen Integration wird die Näherung nach [144] angewendet.
Wünschenswert ist ein fraktionales Modell, welches weitgehend auf physikalisch interpre-
tierbaren Parametern vergleichbar zum Randles Modell nach [55] basiert und damit sowohl
die Elektrodenreaktion als auch die Diffusion beinhaltet. Der fraktionale Charakter der Dif-
fusion wird dabei wie in [142] so modifiziert, dass für die Diffusion nicht nur ein Wert von
α = 0.5 wie in Gleichung (3.47) auf Seite 45 in Frage kommt, sondern der Wert der fraktio-
nalen Ableitung frei gewählt werden kann. Die Diffusion wird in diesem Fall nicht durch ein
gewöhnliches sondern durch ein anomales Diffusionsmodell beschrieben [145]. Anomale Diffu-
sion ist unter anderem dann zu beobachten, wenn die diffundierenden Partikel verschiedene
Wege zurücklegen oder deren Bilanz während des Diffusionsprozesses durch Veränderungen un-
terworfen ist. Der fraktionale Charakter der Elektrodenreaktion lässt sich erreichen, indem die
Doppelschichtkapazität wie in Abbildung 5.27 als constant phase element angenommen wird.
Gegenüber dem klassischen Randles Ersatzschaltbild nach [55] weist im modifizierten Rand-
les Ersatzschaltbild nach Abbildung 5.27 die Doppelschichtkapazität fraktionalen Charakter
auf und die Warburgimpedanz enthält einen in seiner Steigung variablen Diffusionsanteil. An-
ders als in den genannten Arbeiten ist damit eine physikalische Interpretation der Parameter
möglich und es werden Diffusion und Elektrodenreaktion im Modell simultan abgebildet.
Abbildung 5.27 : Modifiziertes Randles Ersatzschaltbild
In Abbildung 5.28 ist das gemessene Impedanzspektrum einer 1.2 Ah 18650 Lithium Ionen
Zelle und der Fit mit dem modifizierten Randles Ersatzschaltbild nach Abbildung 5.27 gezeigt.
Die mittlere Abweichung zwischen Modell und Messung ist nach Abbildung 5.29 im Mittel
kleiner als 2 mΩ ≈ 2 %. Dies zeigt die gute Übereinstimmung zwischen Modell und Messung
an einem Beispiel, was prinzipiell auf andere Zelltypen und Technologien übertragbar ist.
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Abbildung 5.28 : Fit des modifizierten Randles Ersatzschaltbilds mit gemessenem
Impedanzspektrum
























































Abbildung 5.29 : Fit des modifizierten Randles Ersatzschaltbilds mit gemessenem
Impedanzspektrum
In Abbildung 5.30 ist zum Vergleich die normierte Impedanz des Randles Ersatzschaltbildes
nach Gleichung (4.7) dargestellt. Dies zeigt in der Nyquistdarstellung bei hohen Frequenzen
einen Halbkreis und bei nierigen Frequenzen einen um 45◦ geneigte Gerade. Dieses Verhalten
ist an realen Batterien nicht beobachtbar. Ein um fraktionale Elemente erweitertes Randles
Ersatzschaltbild nach Abbildung 5.27 weist diese Einschränkungen nicht auf und ist daher zur
Modellierung realer Batterien besser geeignet.
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k = {0.001; 0.01; 0.1; 1}





















Abbildung 5.30 : Impedanzspektrum des normierten Randles Ersatzschaltbilds nach Gleichung
(4.7)
Für das in Abbildung 5.27 gezeigte Ersatzschaltbild sind zur Zeitbereichssimulation für
beliebige Stromsignale die entsprechenden Differentialgleichungen oder ein Systemmodell er-
forderlich [146]. Die folgenden fraktionalen Differentialgleichungen ergeben sich für die Dop-









Anhand des Netzwerkes lassen sich die Ströme mit folgenden Gleichungen in Beziehung
setzen.
Uel = RdId + Udiff (5.12)
I0 = Idl + Id (5.13)
In dieser Form sind die Gleichungen zur Berechnung des Zeitverhaltens ungeeignet. Besser
geeignet ist eine Darstellung, die sich in ein Systemmodell oder eine Zustandsraumdarstel-
lung überführen lässt. Dazu wird der Zusammenhang zwischen den Zustandsgrößen und ihren
Ableitungen benötigt.
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Idl = I0 − Id (5.17)
Aus diesen Gleichungen kann direkt das Systemmodell nach Abbildung 5.31 aufgestellt
werden. Die Gleichungen (5.14) bis (5.17) beschreiben dabei das dynamische Verhalten, welches
um das statische Verhalten ergänzt werden muss. Die Gesamtspannung der Batterie Ubatt ergibt
sich dann aus der Summe des dynamischen Anteils Uel und dem statischen Anteil bestehend
aus der Ruhespannung U0 und dem rein ohmschen Anteil I0 ·Rs.
Abbildung 5.31 : Systemmodell zum modifizierten Randles Ersatzschaltbild nach Abbildung
5.27
Ebenso können die Gleichungen (5.14) bis (5.17) als fraktionales Zustandsraummodell mit
der Zustandsdifferenzialgleichung nach Gleichung (5.18) und der Ausgangsgleichung nach Glei-



































+RsI0 + U0 (5.19)
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Zur Lösung im Zeitbereich kommen verschiedene Methoden in Frage. Die fraktionalen In-
tegratoren in Abbildung 5.31 können im relevanten Frequenzabschnitt durch eine rationale
Übertragungsfunktion nach [144] angenähert werden. Diese Methodik wird in [147] zur Zeit-
bereichssimulation von Superkondensatoren angewendet. Der Vorteil diese Methode besteht
darin, dass nur wenig Speicher für die numerische Berechnung erforderlich ist. Der Speicher-
aufwand richtet sich nach der Anzahl der rationalen Glieder der Approximation. Eine weitere
Möglichkeit besteht darin, die fraktionalen Differentiationen in Gleichung (5.18) wie in [141]
direkt numerisch auszuwerten. Diese Methode erfordert viel Speicherplatz, da viele Zustands-
werte für den erforderlichen Zeithorizont in der Vergangenheit gespeichert werden müssen.
5.3.2 Modellverifikation
Die Verifikation des Modells für die Zeitbereichssimulation erfolgt im Zeit- und im Frequenz-
bereich. Im Zeitbereich wird dazu die Spannungsantwort der Batterie auf ein beliebiges Strom-
pulsmuster gemessen. Die gemessene Spannungsantwort der Batterie wird mit der simulierten
Spannungsantwort des Modells verglichen. Im Frequenzbereich wird das Impedanzspektrum
des Simulationsmodells bestimmt, indem die Antwort des Simulationsmodells auf ein sinusför-
miges Signal bei verschiedenen Frequenzen berechnet wird. Die Modellverifikation erfolgt dann
anhand des Vergleichs der Impedanzspektren von Frequenzbereichsmodell nach Abbildung 5.27
(Zf−Modell) und Zeitbereichsmodell nach Abbildung 5.31 (Zt−Modell). Die Parametrierung des
Simulationsmodells erfolgt anhand eines Fits des Impedanzmodells mit einem gemessenen
Impedanzspektrum wie in Abbildung 5.28 gezeigt. Für die hier gezeigten Simulationen wird
eine Approximation der fraktionalen Integration nach [144] aufgrund des geringeren Speicher-
bedarfs genutzt. Abbildung 5.32 zeigt das Strompulsmuster und simulierte und gemessene
Batteriespannung.
Tabelle 5.9 : Parameter zur Approximation der fraktionalen Integratoren nach [144]
fraktionaler Integrator ωb ωh N
1
sα
0.5 · 2pi 1/s 300 · 2pi 1/s 2
1
sβ
10−3 · 2pi 1/s 1 · 2pi 1/s 2
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Abbildung 5.32 : Ergebnis der Zeitbereichssimulation für das Systemmodell nach Abbildung
5.31
In Abbildung 5.33 und 5.34 ist eine detaillierte Analyse der Abweichung zwischen Modell
und Messung gezeigt. Für die gezeigte Simulation beträgt die Abweichung weniger als 25 mV.
Die Abweichung vergrößert sich mit größerem Strombetrag und größerer Ladezustandsände-
rung ∆Q.






















Abbildung 5.33 : Fehleranalyse der Zeitbereichssimulation
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Abbildung 5.34 : Fehleranalyse der Zeitbereichssimulation
Die erhöhte Abweichung bei größeren Strömen entsteht durch die im Modell nicht berück-
sichtigten nichtlinearen Eigenschaften der Batterie. Der nichtlineare Zusammenhang zwischen
Strom und Spannung am Durchtrittswiderstand kann durch die Buttler Volmer Gleichung be-
schrieben werden, um diese Nichtlinearitäten zu berücksichtigen. Der entsprechende Block für
RD im Systemmodell in Abbildung 5.31 oder die Transfermatrix in Gleichung (5.18) lassen
sich dementsprechend modifizieren. Die erhöhte Abweichung bei verändertem Ladezustand
lässt sich beispielsweise durch eine Nachführung der Modellparameter entsprechend des Lade-
zustandes ausgleichen.
























































Abbildung 5.35 : Vergleich der Impedanzspektren für das Systemmodell nach Abbildung 5.31
und des modifizierten Randles Ersatzschaltbilds nach Abbildung 5.27
In Abbildung 5.35 ist der Vergleich der Impedanzspektren von Frequenzbereichsmodell
nach Abbildung 5.27 (Zf−Modell) und Zeitbereichsmodell nach Abbildung 5.31 (Zt−Modell)
dargestellt. Die Impedanz des Zeitbereichsmodells ergibt sich durch die Simulation der Batte-
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riespannung bei einem sinusförmigen Stromsignal. Für Frequenzen größer als 100 mHz ergeben
sich Abweichungen unter 0.2 mΩ ≈ 0.2 %. Bei kleineren Frequenzen steigt die Abweichung wei-
ter an. Die Ursache liegt in der gewählten Approximation für die fraktionale Integration. Die
untere Grenzfrequenz der Approximation für die Diffusion beträgt ωb = 10−3 ·2pi 1/s. Die Appro-
ximation ist somit prinzipiell nur für Frequenzen f > 10−3 Hz gültig, für kleinere Frequenzen
treten erwartungsgemäß Abweichungen auf. Diese Abweichungen nehmen wie beobachtet be-
reits oberhalb der Grenzfrequenz zu.
5.3.3 Anwendung zur Langzeitsimulation
Im vorangegangenen Abschnitt wurden die Parameter zur Zeitbereichssimulation konstant ge-
halten. Zur Simulation des Batterieverhaltens in einem großen Arbeitsbereich von Temperatur
und Ladezustand und einem langen Zeitraum besteht die Möglichkeit, die Parameter nach-
zuführen. Dazu kann beispielsweise für die Modellparameter ein Kennfeld ermittelt werden,
welches deren Abhängigkeit von Entladetiefe (depth of discharge - DOD) und Temperatur
beschreibt. In Abbildung 5.36 ist beispielhaft ein solches Kennfeld für eine Lithium-Eisen-
Phosphat Zelle mit einer Nennkapazität von 8.5 Ah und einer Nennspannung von 3.2 V ge-
zeigt. Dieses Kennfeld wird durch die wiederholte Messung von Impedanzspektren während
des Entladevorganges bei verschiedenen Entladetiefen und Termperaturen ermittelt. Die Pa-
rameter werden durch den Fit der Impedanzspektren mit dem in Abbildung 5.27 gezeigten
modifizierten Randles Ersatzschaltbild bestimmt.
































































































Für variablen Ladezustand und nahezu konstanter Temperatur ergibt sich bei einem zufäl-
lig gewählten Stromprofil der in Abbildung 5.37 dargestellte Verlauf von gemessener und mit
dem Modell nach Abbildung 5.31 simulierter Zellspannung.


















































Abbildung 5.37 : Ergebnis der Zeitbereichssimulation für das Systemmodell nach Abbildung
5.31
Abbildung 5.38 zeigt die Abweichung zwischen Modell und Messung für die in Abbildung
5.37 gezeigte Spannungssimulation. Die Abweichung ist weitgehend kleiner als 50 mV, nimmt
jedoch gegen Ende der Entladung sehr stark bis auf 250 mV zu. Bei hohen Strömen und an
den Schaltflanken der Strompulse treten erhöhte Abweichungen auf.


























Abbildung 5.38 : Spannungsabweichung zwischen Simulationsmodell und Messung
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Eine weitere Simulation in Abbildung 5.39 berücksichtigt anders als Abbildung 5.37 zusätz-
lich eine Variation der Temperatur während des Entladevorganges mit einem zufällig gewählten
Strompulsprofil.




















































Abbildung 5.39 : Ergebnis der Zeitbereichssimulation für das Systemmodell nach Abbildung
5.31 bei veränderlicher Temperatur
Abbildung 5.40 zeigt die Abweichung zwischen Modell und Messung für die in Abbil-
dung 5.39 gezeigte Spannungssimulation. In diesem Fall ist die Abweichung bis zum Ende
des Endladevorganges kleiner als 50 mV. Die Abweichung ist weitgehend unabhängig von der
Temperatur.





























Prinzipiell kann das gezeigte Modell die Dynamik der Batterie gut abbilden. Dennoch
treten Abweichungen bis 50 mV auf. Mehrere Ursachen kommen dafür in Frage. Zwischen
Messung des Kennfeldes und der Messung der Pulsprofile liegen mehrere Wochen, so dass
sich der Zustand der Zelle während dieser Zeit bereits signifikant geändert haben kann. Au-
ßerdem neigen Lithium-Eisen-Phosphat Zellen dazu, deutliche Hystereseeffekte zu zeigen. Der
Verlauf der Leerlaufspannung U0 hängt von der Historie ab [148]. Ebenso weist bei diesem
Zelltyp die Leerlaufspannung von der Stromrichtung (Lade- und Entladerichtung) ab [149].
Als weitere Fehlerquelle kommt das direkte Auslesen der Parameter aus dem Kennfeld an-
hand gemessener Werte für Ladezustand und Temperatur in Frage. Dabei werden Lade- und
Entladewirkungsgrad nicht berücksichtigt. Ebenso kann sich innerhalb der Zelle ein Tempe-
raturgradient einstellen, der aufgrund langer Wartezeiten bei der Kennfeldmessung bewusst
ausgeglichen wird, bei der Zeitbereichssimulation jedoch nicht berücksichtigt wird.
5.3.4 Zusammenfassung
In diesem Abschnitt konnte gezeigt werden, wie Elemente der in Kapitel 3 und 4 dargestell-
ten Methodik genutzt werden, um ein Modell zur Zeitbereichssimulation der Klemmenspan-
nung von Batterien für lange Zeiträume zu entwickeln. Dabei konnten auch Änderungen von
externen Einflussfaktoren wie Ladezustand und Temperatur berücksichtigt werden. Für das
betrachtete Beispiel ist die Impedanz selbst zur Darstellung angemessen. Die Nutzung eines
fraktionalen Modells bietet eine physikalische Interpretationsmöglichkeit mit einer geringen
Parameteranzahl. So können unter anderem Temperatur- und Ladezustandsabhängigkeiten
mit Hilfe weiterführender elektrochemischer Modelle verifiziert werden. Der enge Bezug zum
Randles Ersatzschaltbild kann hierzu sehr gut genutzt werden. Das hergeleitete Simulationsmo-
dell selbst konnte durch den Vergleich der mit dem Simulationsmodell berechneten Impedanz
mit der Impedanz des Ersatzschaltbildes verifiziert werden. Dabei ergibt sich eine sehr gute
Übereinstimmung. Lediglich am Rand des modellierten Frequenzbandes ergeben sich erwar-
tungsgemäß Abweichungen. Im Bereich des linearen Systemverhaltens bei kleinen bis mittleren
Strömen ergibt sich ebenfalls eine gute Übereinstimmung der berechneten mit der gemessenen
Klemmenspannung. Lediglich bei höheren Strömen treten erwartete Abweichungen auf. Durch
die Integration nichtlinearer Elemente in das Simulationsmodell können diese Abweichungen
weiter reduziert werden. Der gewählte Modellansatz lässt die Integration von Nichtlinearitäten
leicht zu. Für die simulationsbasierte Auslegung von Anwendungen kann das gezeigte Batte-
riemodell direkt verwendet werden. In diesem Fall können die Parameter vorab beispielsweise
durch eine Messung des Ladezustands-Temperatur-Kennfeldes bestimmt werden. Für die di-
rekte Integration in Anwendungen wie Fahrzeuge oder stationäre Energieversorgungssysteme
ist eine Möglichkeit zur automatisierten Parameterbestimmung erforderlich. Dazu bieten sich
verschiedene Methoden zur Parameterschätzung wie beispielsweise Kalmanfilter an.
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In der vorliegenden Arbeit wurde anhand von drei sehr verschiedenartigen technischen Pro-
blemstellungen eine Methodik zur Erstellung von Impedanzmodellen gezeigt. Die Methodik
basiert auf verschiedenen Darstellungsmöglichkeiten der Impedanz und auf verschiedenen Klas-
sen von Differentialgleichungen. Die verschiedenen Darstellungsmöglichkeiten der Impedanz
erlauben eine grundsätzliche Identifikation der zugrundeliegenden physikalischen Mechanis-
men. Für die relevanten physikalischen Mechanismen lassen sich verschiedene Klassen von
Differentialgleichungen anwenden, die je nach gewünschtem Modellierungsziel verschiedene
Komplexitätsgrade erlauben. Gewöhnliche Differentialgleichungen erlauben die grundsätzliche
Identifikation der Modellstruktur und die Analyse externer Einflussfaktoren und der Geome-
trie bei vereinfachenden Annahmen. Mit fraktionalen Differentialgleichungen lässt sich das
physikalische Verständnis für Systeme mit örtlich verteilten Prozessen verfeinern. Dabei kann
die Notwendigkeit zur Modellierung mit partiellen Differentialgleichungen erkannt werden. Mit
partiellen Differentialgleichungen lässt sich gut ein tiefes physikalisches Verständnis erreichen.
Für einfache Geometrien und einfache Materialparameterverteilungen können sich analytische
Modelle ergeben, die sehr gut zum physikalischen Verständnis beitragen. Für komplexere Ver-
teilungen und Geometrien liefern numerische Methoden zahlenmäßige Ergebnisse, die zur Prü-
fung der Modellhypothese und des physikalischen Verständnis dienen. Durch die Anwendung
unterschiedlicher Impedanzdarstellungen und verschieden komplexer Differentialgleichungen
in einem iterativen Prozess kann so ein Impedanzmodell entwickelt werden, welches passend
für eine bestimmte Anwendung ist und einen starken Bezug zu physikalischen Mechanismen
herstellt.
Für einen Wirbelstromsensor bestehend aus einer Windung konnte so anhand eines ana-
lytischen Impedanzmodells gezeigt werden, wie sich simultan Leitfähigkeit, Permeabilität und
Abstand eines metallischen Objekts ermitteln lassen. Dies gelingt, da das analytische Modell
alle relevanten, physikalischen Parameter enthält und somit eine umfassende Möglichkeit zur
Simulation des Verhaltens bietet. Anhand von Simulations- und Messdaten kann schließlich die
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aufgestellte Hypothese belegt werden. In aktuellen wissenschaftlichen Arbeiten werden ana-
lytische Modelle für komplexere Geometrien und Materialparameterverteilungen untersucht.
Dies erlaubt unter anderem die Modellierung von Spulen mit mehreren Windungen und von
metallischen Objekten mit komplexen Reliefs wie Rissen.
Für Materialgemische konnte am Beispiel von Waschlaugen und Dispersionen mit Carbon
Nano Tubes mit einem numerischen Impedanzmodell gezeigt werden, wie sich die Impedanz
in Abhängigkeit von der Zusammensetzung verändert und inwieweit die Zusammensetzung
aus Impedanzmessungen bestimmt werden kann. Dabei konnte der Einfluss von Faktoren wie
Temperatur, Wasserhärte und Waschmittelkonzentration systematisch auf physikalische Me-
chanismen zurückgeführt werden. Im Bereich der Materialgemische werden in aktuellen wis-
senschaftlichen Arbeiten analytische Modelle zur Modellierung von Perkolation und ihre Ver-
bindung mit der Theorie effektiver Medieneigenschaften untersucht. Ziel ist hier unter anderem
die Verringerung des Rechenaufwandes zur Bestimmung der dynamischen Eigenschaften.
Für Batterien wurde auf der Basis von fraktionalen Differentialgleichungen ein Simulati-
onsmodell für das zeitliche Verhalten bei veränderlichen Umgebungs- und Lastbedingungen
erstellt. Damit kann das Batterieverhalten berechnet werden beispielsweise um abzuschätzen,
ob ein gewünschter Lastzyklus in einem Fahrzeug oder einer stationären Energieversorgung
möglich ist. Im Bereich von Batterien und elektrischen Energiespeichern rücken in wissen-
schaftlichen Arbeiten fraktionale, nichtlineare Simulationsmodelle im Zeitbereich sowie Me-
thoden auf der Basis der Verteilung von Zeitkonstanten in den Fokus. Mit diesen Modellen
kann eine schnelle Simulation im Zeitbereich mit einer verbesserten Genauigkeit gegenüber
rationalen Modellen bei einem vergleichsweise geringen Aufwand zu Modellparametrierung
erreicht werden.
Anhand der drei vorgestellten Anwendungen wird deutlich, dass es keinen abgeschlosse-
nen Automatismus zur Modellerstellung geben kann. Dies ist bedingt durch die Verschieden-
artigkeit der Anforderungen von technischen Anwendungen und der Vielzahl physikalischer
Mechanismen, die relevant sein können. Um so mehr ist ein erweiterbarer Baukasten von Bau-
steinen und Konstruktionsregeln sinnvoll zur Modellerstellung. Dieser liefert einen Einstieg in
die Modellerstellung auch für komplexe Fragestellungen, ist aber keineswegs vollständig. So
wird auch deutlich, dass es kein Modell für alles geben kann. Die Art des Modells richtet sich




In Abschnitt 3.3.4 auf Seite 54 werden nummerische Modelle zur Berechnung der Impedanz
behandelt. Diese sind insbesondere dann sinnvoll nutzbar, wenn unsymmetrische Geometrien
betrachtet werden oder inhomogene Materialparameterverteilungen auftreten. In diesem Ab-
schnitt wird die dazu erforderliche Diskretisierung der kontinuierlichen Differentialgleichungen
behandelt. Dabei werden zweidimensionale und dreidimensionale Geometrien betrachtet sowie
unterschiedliche Wege der Herleitung gewählt, um deren Gemeinsamkeiten zu zeigen.
A.1 Herleitung anhand der partiellen Differentialgleichung
A.1.1 2-D Geometrie
In Abschnitt 3.3.4 auf Seite 54 wird Gleichung (3.70) verwendet, um daraus ein Impedanzmo-
dell anhand einer diskretisierten Geometrie abzuleiten. Werden die Operatoren in Gleichung






























∆x (σ (x, y)− σ (x−∆x, y))
1



























ANHANG A. HERLEITUNG NUMERISCHER MODELLE
Nach dem Einsetzen der diskreten Ableitungsoperatoren ist der Ausdruck so aufzulösen,
dass daraus eine lineare Gleichung aufgestellt werden kann, bei der sich der extern eingeprägte
Stromdichtegradient aus dem Produkt von Potentialvektor und Leitwertmatrix ergibt. Dazu
werden alle Produkte vollständig aufgelöst und sortiert. So lässt sich der Zusammenhang

















σ (x, y)ϕ (x, y)− σ (x, y)ϕ (x− h, y)− σ (x− h, y)ϕ (x, y) + σ (x− h, y)ϕ (x− h, y)
+σ (x, y)ϕ (x, y)− σ (x, y)ϕ (x, y − h)− σ (x, y − h)ϕ (x, y) + σ (x, y − h)ϕ (x, y − h)
+σ (x, y)ϕ (x+ h, y) + σ (x, y)ϕ (x− h, y)
+σ (x, y)ϕ (x, y + h) + σ (x, y)ϕ (x, y − h)




Die Summanden werden nun so sortiert, dass das unbekannte Potential für jeden Raum-




σ (x, y)ϕ (x, y)− σ (x− h, y)ϕ (x, y) + σ (x, y)ϕ (x, y)− σ (x, y − h)ϕ (x, y)− 4σ (x, y)ϕ (x, y)
−σ (x, y)ϕ (x− h, y) + σ (x− h, y)ϕ (x− h, y) + σ (x, y)ϕ (x− h, y)
−σ (x, y)ϕ (x, y − h) + σ (x, y − h)ϕ (x, y − h) + σ (x, y)ϕ (x, y − h)
+σ (x, y)ϕ (x+ h, y)





Durch Vereinfachen ergibt sich der folgende Ausdruck, mit dessen Hilfe in Abschnitt 3.3.4
auf Seite 54 die Matrixgleichung (3.73) aufgestellt wird.
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1
h2
[− (σ (x− h, y) + σ (x, y − h) + 2σ (x, y))ϕ (x, y)
+σ (x− h, y)ϕ (x− h, y)
+σ (x, y − h)ϕ (x, y − h)
+σ (x, y)ϕ (x+ h, y)






Für eine dreidimensionale Geometrie wird die kontinuierliche partielle Differentialgleichung

























∆x (σ (x, y, z)− σ (x−∆x, y, z))
1
∆y (σ (x, y, z)− σ (x, y −∆y, z))
1














ϕ (x, y, z)− ϕ (x, y, z −∆z))























(σ (x, y, z)− σ (x− h, y, z)) (ϕ (x, y, z)− ϕ (x− h, y, z))
+ (σ (x, y, z)− σ (x, y − h, z)) (ϕ (x, y, z)− ϕ (x, y − h, z))
+ (σ (x, y, z)− σ (x, y, z − h)) (ϕ (x, y, z)− ϕ (x, y, z − h)))




ϕ (x+ h, y, z) + ϕ (x− h, y, z)
+ϕ (x, y + h, z) + ϕ (x, y − h, z)
+ϕ (x, y, z + h) + ϕ (x, y, z − h)









σ (x, y, z)ϕ (x, y, z)− σ (x, y, z)ϕ (x− h, y, z)− σ (x− h, y, z)ϕ (x, y, z) + σ (x− h, y, z)ϕ (x− h, y, z)
+σ (x, y, z)ϕ (x, y, z)− σ (x, y, z)ϕ (x, y − h, z)− σ (x, y − h, z)ϕ (x, y, z) + σ (x, y − h, z)ϕ (x, y − h, z)
+σ (x, y, z)ϕ (x, y, z)− σ (x, y, z)ϕ (x, y, z − h)− σ (x, y, z − h)ϕ (x, y, z) + σ (x, y, z − h)ϕ (x, y, z − h)
+σ (x, y, z)ϕ (x+ h, y, z) + σ (x, y, z)ϕ (x− h, y, z)
+σ (x, y, z)ϕ (x, y + h, z) + σ (x, y, z)ϕ (x, y − h, z)
+σ (x, y, z)ϕ (x, y, z + h) + σ (x, y, z)ϕ (x, y, z − h)




Durch Umsortieren entsteht der folgende Ausdruck.
1
h2
[−6σ (x, y, z)ϕ (x, y, z)− σ (x, y, z − h)ϕ (x, y, z) + σ (x, y, z)ϕ (x, y, z)
−σ (x, y − h, z)ϕ (x, y, z) + σ (x, y, z)ϕ (x, y, z)− σ (x− h, y, z)ϕ (x, y, z) + σ (x, y, z)ϕ (x, y, z)
+σ (x, y, z)ϕ (x− h, y, z) + σ (x− h, y, z)ϕ (x− h, y, z)− σ (x, y, z)ϕ (x− h, y, z)
+σ (x, y, z)ϕ (x, y − h, z) + σ (x, y − h, z)ϕ (x, y − h, z)− σ (x, y, z)ϕ (x, y − h, z)
+σ (x, y, z)ϕ (x, y, z − h) + σ (x, y, z − h)ϕ (x, y, z − h)− σ (x, y, z)ϕ (x, y, z − h)
+σ (x, y, z)ϕ (x+ h, y, z)
+σ (x, y, z)ϕ (x, y + h, z)









(−3σ (x, y, z)− σ (x, y, z − h)− σ (x, y − h, z)− σ (x− h, y, z))ϕ (x, y, z)
+σ (x− h, y, z)ϕ (x− h, y, z)
+σ (x, y − h, z)ϕ (x, y − h, z)
+σ (x, y, z − h)ϕ (x, y, z − h)
+σ (x, y, z)ϕ (x+ h, y, z)
+σ (x, y, z)ϕ (x, y + h, z)






A.2. HERLEITUNG ANHAND EINES WIDERSTANDSNETZWERKES
A.2 Herleitung anhand eines Widerstandsnetzwerkes
Die im vorangegangenen Abschnitt anhand der partiellen Differentialgleichung hergeleitete
Diskretisierung lässt sich ebenso anhand eines zweidmensionalen, diskreten Netzwerkes wie in
Abbildung A.1 dargestellt herleiten.
Abbildung A.1 : Zweidimensionales, diskretes Netzwerkmodell
Für das gezeigte Netzwerk lässt sich für den Konten, an dem das Potential berechnet
werden soll, die Strombilanzgleichung gemäß folgender Gleichung aufstellen.
Iext (x, y) = Ix (x−∆x, y)− Ix (x, y) + Iy (x, y −∆y)− Iy (x, y) (A.13)
Die Ströme lassen sich durch die Potentialdifferenz und den Leitwert der mit dem Knoten
verbundenen Elemente ersetzen. Damit ergibt sich die folgende Gleichung.
Iext (x, y) =[
ϕ (x− h, y)− ϕ (x, y)]Y x (x− h, y)− [ϕ (x, y)− ϕ (x+ h, y)]Y x (x, y)
+
[
ϕ (x, y − h)− ϕ (x, y)]Y y (x, y − h)− [ϕ (x, y)− ϕ (x, y + h)]Y y (x, y)
(A.14)
Durch Ausmultiplizieren aller Produkte ergibt sich die folgende Gleichung.
Iext (x, y) =
Y x (x− h, y)ϕ (x− h, y)
+Y x (x, y)ϕ (x+ h, y)
+Y y (x, y − h)ϕ (x, y − h)
+Y y (x, y)ϕ (x, y + h)
− [Y x (x− h, y) + Y x (x, y) + Y y (x, y − h) + Y y (x, y)]ϕ (x, y)
(A.15)
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Diese Gleichung kann wie die folgende Gleichung als Matrixgleichung dargestellt werden.
Diese entspricht von ihrer Struktur Gleichung (3.73) auf Seite 54. Ein Unterschied besteht
darin, dass die hier hergeleitete Gleichung verschiedene Admittanzen in x und y Richtung
aufweist. Damit besteht die Möglichkeit zur Berechnung anisotroper Effekte. Werden Y x und
Y y gleichgesetzt, so sind beide Gleichungen von ihrer Struktur identisch. Die hier gezeigte
Form berücksichtigt gegenüber Gleichung (3.73) bereits die Geometrie einer Elementarzelle














0 Y x (x− h, y) Y y (x, y − h)
−Y x (x− h, y)
−Y x (x, y)
−Y y (x, y − h)
−Y y (x, y)











ϕ (x− h, y)
ϕ (x, y − h)
ϕ (x, y)
ϕ (x+ h, y)






[1] Isermann, Rolf ; Münchhof, Marco: Identification of Dynamic Systems: An Intro-
duction with Applications. 1st Edition. Berlin Heidelberg : Springer, 2010 (Seite 1, 2,
10, 27)
[2] Pintelon, Rik ; Schoukens, Johan: System Identification: A Frequency Domain Ap-
proach. John Wiley & Sons, Inc., 2001 (Seite 1, 8)
[3] Ljung, Lennart: System Identification: Theory for the User (Prentice Hall Information
and System Sciences Series). 2nd ed. Prentice Hall, 1998 (Seite 1)
[4] Schmidt, M. ; Lipson, H.: Distilling free-form natural laws from experimental data.
In: Science 324 (2009), Nr. 5923, S. 81–85. – DOI 10.1126/science.1165893 (Seite 2)
[5] Imboden, Dieter ; Koch, Sabine: Systemanalyse: Einführung in die mathematische
Modellierung natürlicher Systeme. 1. Auflage 2003, 3. korrigierter Nachdruck. Berlin
Heidelberg : Springer, 2003 (Seite 2, 27)
[6] Kanoun, O. ; Tröltzsch, U.: Signal processing for measurements based on impedance
spectroscopy. In: Sensoren und Messsysteme. Ludwigsburg, Deutschland, 11.-12. März
2008, S. 451–460 (Seite 5)
[7] Ouderaa, Edwin Van d. ; Schoukens, Johan ; Renneboog, Jean: Peak factor mini-
mization using a time-frequency domain swapping algorithm. In: IEEE Transactions on
Instrumentation and Measurement 37 (1988), Nr. 1, S. 145–147. – DOI 10.1109/19.2684
(Seite 8)
[8] Bos, A. Van d. ; Krol, R.G.: Synthesis of discrete-interval binary signals with specified
Fourier amplitude spectra. In: International Journal of Control 30 (1979), Nr. 5, S.
871–884. – DOI 10.1080/00207177908922819 (Seite 8)
[9] Godfrey, K.: Design and application of multifrequency signals. In: Computing &
Control Engineering Journal 2 (1991), Nr. 4, S. 187–195 (Seite 8)
[10] Popkirov, G. S. ; Schindler, R. N.: A new impedance spectrometer for the inves-
tigation of electrochemical systems. In: Review of Scientific Instrument 63 (1992), Nr.
11, S. 5366–5372. – DOI 10.1063/1.1143404 (Seite 8)
[11] Min, M. ; U., Pliquett ; Nacke, T. ; Barthel, A. ; Annus, P. ; Land, R.: Signals
in bioimpedance measurement: different waveforms for different tasks. In: 13th Inter-
national Conference on Electrical Bioimpedance and the 8th Conference on Electrical




[12] Min, M. ; Pliquett, U. ;Nacke, T. ; Barthel, A. ;Annus, P. ; Land, R.: Broadband
excitation for short-time impedance spectroscopy. In: Physiological Measurement 29
(2008), Nr. 6, S. S185–S192. – DOI 10.1088/0967–3334/29/6/S16 (Seite 9)
[13] Radil, T. ; Ramos, P.M. ; Serra, A.C.: Impedance Measurement With Sine-
Fitting Algorithms Implemented in a DSP Portable Device. In: IEEE Transacti-
ons on Instrumentation and Measurement 57 (2008), Nr. 1, S. 197–204. – DOI
10.1109/TIM.2007.908276 (Seite 10)
[14] Orazem, Mark E. ; Tribollet, Bernard: Electrochemical Impedance Spectroscopy.
Wiley-Interscience, 2008 (Seite 10)
[15] Urquidi-Macdonald, Mirna ; Real, Silvia ; Macdonald, Digby D.: Applications
of Kramers-Kronig transforms in the analysis of electrochemical impedance data-III.
Stability and linearity. In: Electrochimica Acta 35 (1990), Nr. 10, S. 1559–1566. – DOI
10.1016/0013–4686(90)80010–L (Seite 11, 13)
[16] Ehm, W. ; Göhr, H. ; Kaus, R. ; Röseler, B. ; Schiller, C.A.: The evaluation of
electrochemical impedance spectra using a modified logarithmic Hilbert transform. In:
Acta Chimica Hungarica 137 (2000), Nr. 2-3, S. 145–157 (Seite 11)
[17] Schiller, C.A. ; Richter, F. ; Gülzow, E. ; Wagner, N.: Validation and eva-
luation of electrochemical impedance spectra of systems with states that change with
time. In: Physical Chemistry Chemical Physics 3 (2001), Nr. 3, S. 374–378. – DOI
10.1039/b007678n (Seite 11)
[18] Agarwal, P. ; Orazem, M. E. ; Garcia-Rubio, L. H.: Application of measurement
models to impedance spectroscopy. III. Evaluation of consistency with the Kramers-
Kronig relations. In: Journal of The Electrochemical Society 42 (1995), Nr. 12, S.
4159–4168. – DOI 10.1149/1.2048479 (Seite 12)
[19] Boukamp, B. A.: A Linear Kronig-Kramers Transform Test for Immittance Data Va-
lidation. In: Journal of The Electrochemical Society 142 (1995), Nr. 6, S. 1885–1894. –
DOI 10.1149/1.2044210 (Seite 12)
[20] Orazem, M.E.: A systematic approach toward error structure identification for impe-
dance spectroscopy. In: Journal of Electroanalytical Chemistry 572 (2004), Nr. 2, S.
317–327. – DOI 10.1016/j.jelechem.2003.11.059 (Seite 13)
[21] Slocinski, M. ; Kögel, K. ; Luy, J.-F.: Distance measure for impedance spectra for
quantified evaluations. In: Kanoun, O. (Hrsg.): Lecture Notes on Impedance Spectros-
copy, Volume 3. CRC Press, 2012 (Seite 15)
[22] Smola, Alexander J.: Learning with Kernels, Technische Universität Berlin, Fachbereich
13, Informatik, Diss., 1998 (Seite 19)
[23] Büschel, P. ; Tröltzsch, U. ; Kanoun, O.: Calculation of the distribution of rela-
xation times for characterization of the dynamic battery behavior. In: 9th International
Multi-Conference on Systems, Signals and Devices (SSD). Chemnitz, Deutschland, 20.-
23. März 2012. – DOI 10.1109/SSD.2012.6198129 (Seite 21, 106)
128
LITERATURVERZEICHNIS
[24] Büschel, P. ; Bergt, S. ; Günther, T. ; Tröltzsch, U. ; Kanoun, O.: Determi-
nation of the distribution of relaxation times. In: International Workshop on Impedance
Spectroscopy. Chemnitz, Deutschland, 26.-28. September 2012 (Seite 21)
[25] Hansen, P.C.: REGULARIZATION TOOLS: A Matlab package for analysis and solu-
tion of discrete ill-posed problems. In: Numerical Algorithms 6 (1994), Nr. 1, S. 1–35. –
DOI 10.1007/BF02149761 (Seite 22)
[26] Hansen, P.C.: Regularization Tools version 4.0 for Matlab 7.3. In: Numerical Algorithms
46 (2007), Nr. 2, S. 189–194. – DOI 10.1007/s11075–007–9136–9 (Seite 22)
[27] Tikhonov, Andrej N.: Numerical methods for the solution of ill-posed problems.
Dordrecht, Boston, London : Kluwer Academic, 1995 (Seite 23)
[28] Dion, F. ; Lasia, A.: The use of regularization methods in the deconvolution of underly-
ing distributions in electrochemical processes. In: Journal of Electroanalytical Chemistry
475 (1999), Nr. 1, S. 28–37. – DOI 10.1016/S0022–0728(99)00334–4 (Seite 25)
[29] Kanoun, O. ; Tröltzsch, U. ; Tränkler, H.-R.: Benefits of evolutionary strategy in
modeling of impedance spectra. In: Electrochimica Acta 51 (2006), Nr. 8-9, S. 1453–1461.
– DOI 10.1016/j.electacta.2005.02.123 (Seite 25)
[30] Büschel, P. ; Tröltzsch, U. ; Kanoun, O.: Use of stochastic methods for robust
parameter extraction from impedance spectra. In: Electrochimica Acta 23 (2011), Nr.
23, S. 8069–8077. – DOI 10.1016/j.electacta.2011.01.047 (Seite 25, 26, 88)
[31] Schoukens, J. ; Dobrowiecki, T. ; Pintelon, R.: Parametric and nonparametric
identification of linear systems in the presence of nonlinear distortions - A frequency
domain approach. In: IEEE Transactions on Automatic Control 43 (1998), Nr. 2, S.
176–190. – DOI 10.1109/9.661066 (Seite 27)
[32] Barsoukov, Evgenij (Hrsg.) ; MacDonald, J. R. (Hrsg.): Impedance Spectroscopy.
2nd edition. Hoboken, New Jersey : Wiley-Interscience, 2005 (Seite 33)
[33] Cole, K.S. ; Cole, R.H.: Dispersion and absorption in dielectrics I. Alternating current
characteristics. In: The Journal of Chemical Physics 9 (1941), Nr. 4, S. 341–351. – DOI
10.1063/1.1750906 (Seite 33, 49, 85)
[34] Fuoss, R.M. ; Kirkwood, J.G.: Electrical properties of solids. VIII. Dipole moments
in polyvinyl chloride-diphenyl systems. In: Journal of the American Chemical Society
63 (1941), Nr. 2, S. 385–394. – DOI 10.1021/ja01847a013 (Seite 33, 49)
[35] Schichlein, Helge: Experimentelle Modellbildung für die Hochtemperatur-
Brennstoffzelle SOFC, Universität Fridericiana zu Karlsruhe, Diss., 2003 (Seite 34)
[36] Boukamp, Bernard A. ; Macdonald, J. R.: Alternatives to Kronig-Kramers trans-
formation and testing, and estimation of distributions. In: Solid State Ionics 74 (1994),
Nr. 1-2, S. 85–101. – DOI 10.1016/0167–2738(94)90440–5 (Seite 34)
[37] Franklin, A. D. ; De Bruin, H. J.: The fourier analysis of impedance spectra for
electroded solid electrolytes. In: physica status solidi (a) 75 (1983), Nr. 2, S. 647–656.
– DOI 10.1002/pssa.2210750240 (Seite 34)
129
LITERATURVERZEICHNIS
[38] Vladikova, D.: The technique of the differential impedance analysis part II. differential
impedance analysis. In: International Workshop Advanced Techniques for Energy Sources
Investigation and Testing. Sofia, Bulgaria, 4-9 September 2004, S. L8–1 – L8–28 (Seite
34)
[39] Vladikova, D. ; Stoynov, Z.: Secondary differential impedance analysis - A tool for
recognition of CPE behavior. In: Journal of Electroanalytical Chemistry 572 (2004), Nr.
2, S. 377–387. – DOI 10.1016/j.jelechem.2004.02.032 (Seite 34)
[40] Henke, Heino: Elektromagnetische Felder, Theorie und Anwendung. 3. Auflage. Berlin,
Heidelberg, New York : Springer, 2007 (Seite 35, 86)
[41] Courant, R. ; Friedrichs, K. ; Lewy, H.: Über die partiellen Differenzengleichungen
der mathematischen Physik. In: Mathematische Annalen 100 (1928), Nr. 1, S. 32–74. –
DOI 10.1007/BF01448839 (Seite 37)
[42] Tröltzsch, U. ; Kanoun, O.: Generalization of transmission line models for deriving
the impedance of diffusion and porous media. In: Electrochimica Acta 75 (2012), Nr. 1,
S. 347–356. – DOI 10.1016/j.electacta.2012.05.014 (Seite 37, 38, 39, 50, 70)
[43] Meyers, Jeremy P. ; Doyle, Marc ; Darling, Robert M. ; Newman, John: The Impe-
dance Response of a Porous Electrode Composed of Intercalation Particles. In: Journal
of The Electrochemical Society 147 (2000), Nr. 8, S. 2930–2940. – DOI 10.1149/1.1393627
(Seite 39)
[44] Bisquert, J. ; Garcia-Belmonte, G. ; Fabregat-Santiago, F. ; Compte, A.: An-
omalous transport effects in the impedance of porous film electrodes. In: Electrochemistry
Communications 1 (1999), Nr. 9, S. 429–435. – DOI 10.1016/S1388–2481(99)00084–3
(Seite 39)
[45] Donne, Scott W. ; Kennedy, John H.: Transmission Line Modeling of the Manganese
Dioxide Electrode in Concentrated KOH Electrolytes. In: Journal of Applied Electro-
chemistry 34 (2004), Nr. 5, S. 477–486. – DOI 10.1023/B:JACH.0000021927.21179.d1
(Seite 39)
[46] Della Torre, E. ; Longo, C.V.: Poisson’s equation in inhomogeneous media. In:
Proceedings of the IEEE 53 (1965), Nr. 8, S. 1141–1142. – DOI 10.1109/PROC.1965.4122
(Seite 40)
[47] Kaiser, M.J. ; Kaiser, K.L. ;Weeks, W.L.: Simulating the disintegration of a charged
liquid jet. In: Industry Applications Society Annual Meeting, 1993, S. 1911–1918. – DOI
10.1109/IAS.1993.299118 (Seite 40)
[48] Küpfmüller, Karl ; Mathis, Wolfgang ; Reibiger, Albrecht: Theoretische Elektro-
technik. Eine Einführung. 17. Auflage. Berlin, Heidelberg, New York : Springer, 2006
(Seite 41)
[49] Kinsner, W. ; Della Torre, E.: Poisson’s and laplace’s equations in inhomogeneous




[50] Tegopoulos, John A.: Eddy Currents in Linear Conducting Media (Studies in Elec-
trical and Electronic Engineering). Amsterdam : Elsevier Science Publishers B.V., 1985
(Seite 42)
[51] Wang, Yunqiang: Trennung der Einflußgrößen von Wirbelstromsensoren durch Si-
gnalverarbeitung mit Hilfe von Felduntersuchung und Modellierung, Gesamthochschule-
Universität Kassel, Diss., 1995 (Seite 42)
[52] Podlubny, Ignor (Hrsg.) ; Thimann, Kenneth V. (Hrsg.): Fractional Differential Equa-
tions: An Introduction to Fractional Derivatives, Fractional Differential Equations, to
Methods of Their Solution and Some of Their Applications. Bd. 198. Elsevier, 1998
(Seite 43)
[53] Levie, Robert de: Electrochemical Response of Porous and Rough Electrodes. In: Ad-
vances in Electrochemistry and Electrochemical Engineering 6 (1967), S. 329–397 (Seite
44)
[54] Oldham, K.B.: Fractional differential equations in electrochemistry. In: Advances in
Engineering Software 41 (2010), Nr. 1, S. 9–12. – DOI 10.1016/j.advengsoft.2008.12.012
(Seite 45)
[55] Randles, J. E. B.: Kinetics of rapid electrode reactions. In: Discuss Faraday Soc. 1
(1947), S. 11–19. – DOI 10.1039/df9470100011 (Seite 48, 106, 107)
[56] Davidson, D.W. ; Cole, R.H.: Dielectric relaxation in glycerol, propylene glycol, and
n-propanol. In: The Journal of Chemical Physics 19 (1951), Nr. 12, S. 1484–1490. –
DOI 10.1063/1.1748105 (Seite 50)
[57] Lindsey, C.P. ; Patterson, G.D.: Detailed comparison of the Williams-Watts and
Cole-Davidson functions. In: The Journal of Chemical Physics 73 (1980), Nr. 7, S.
3348–3357. – DOI 10.1063/1.440530 (Seite 50)
[58] Wendler, Frank: Elektrisch-physikalische Modellierung des Impedanzspektrums von
Wirbelstromnäherungssensoren, Technische Universität Chemnitz, Diplomarbeit, 2010
(Seite 52)
[59] Feynman, R. P. ; Leighton, R. B. ; Sands, M.: The Feynman Lectures on Physics.
Addison-Wesley Publishing company, 1964 (Seite 52)
[60] Tröltzsch, U. ; Wendler, F. ; Kanoun, O.: Simplified analytical inductance model
for a single turn eddy current sensor. In: Sensors and Actuators A: Physical 191 (2013),
S. 11–21. – DOI 10.1016/j.sna.2012.11.024 (Seite 52, 70, 101)
[61] Gary, J: The numerical solution of partial differential equations. Version: 1969. In:
NCAR Manuscripts. University Corporation for Atmospheric Research (UCAR), 1969.
– DOI 10.5065/D6QJ7F74 (Seite 53)
[62] Sweet, R.A.: Direct methods for the solution of Poisson’s equation on a staggered grid.




[63] Schumann, U. ; Sweet, R.A.: A direct method for the solution of poisson’s equation
with neumann boundary conditions on a staggered grid of arbitrary size. In: Jour-
nal of Computational Physics 20 (1976), Nr. 2, S. 171–182. – DOI 10.1016/0021–
9991(76)90062–0 (Seite 54)
[64] LeVeque, Randall: Finite Difference Methods for Ordinary and Partial Differential
Equations: Steady-State and Time-dependent Problems. Society for Industrial and App-
lied Mathematics, 2007 (Seite 54)
[65] Kowal, J. ; Hente, D. ; Sauer, D. U.: Model Parameterization of Nonlinear Devices
Using Impedance Spectroscopy. In: IEEE Transactions on Instrumentation and Mea-
surement 58 (2009), Nr. 7, S. 2343–2350. – DOI 10.1109/TIM.2009.2013927. – ISSN
0018–9456 (Seite 55)
[66] Hanke-Bourgeois, Martin: Grundlagen der Numerischen Mathematik und des Wis-
senschaftlichen Rechnens. Wiesbaden : Teubner Verlag / GWV Fachverlage GmbH,
2006 (Seite 56)
[67] Lunze, Jan: Regelungstechnik 1. 8. neu bearbeitete Auflage. Heidelberg, Dordrecht,
London, New York : Springer, 2010 (Seite 56)
[68] Agilent Technologies, Inc. (Hrsg.): Impedance Measurement Handbook. 4th Edi-
tion. Agilent Technologies, Inc., 2009 (Seite 63)
[69] Debye, P.: Dielectric properties of pure liquids. In: Chemical Reviews 19 (1936), Nr.
3, S. 171–182. – DOI 10.1021/cr60064a002 (Seite 76)
[70] Pelster, R.: Dielectric spectroscopy of confinement effects in polar materials. In:
Physical Review B - Condensed Matter and Materials Physics 59 (1999), Nr. 14, S.
9214–9228. – DOI 10.1103/PhysRevB.59.9214 (Seite 76)
[71] Pelster, R. ; Simon, U.: Nanodispersions of conducting particles: Preparation, mi-
crostructure and dielectric properties. In: Colloid and Polymer Science 277 (1999), Nr.
1, S. 2–14. – DOI 10.1007/s003960050361 (Seite 76)
[72] Yoon, G.: Dielectric properties of glucose in bulk aqueous solutions: Influence of elec-
trode polarization and modeling. In: Biosensors and Bioelectronics 26 (2011), Nr. 5, S.
2347–2353. – DOI 10.1016/j.bios.2010.10.009 (Seite 77)
[73] Neto, J.M.G. ; Da Cunha, H.N. ; Neto, J.M.M. ; Ferreira, G.F.L.: Impedance
spectroscopy analysis in a complex system: Sodium dodecyl sulfate solutions. In: Journal
of Sol-Gel Science and Technology 38 (2006), Nr. 2, S. 191–195. – DOI 10.1007/s10971–
006–6350–1 (Seite 78, 88, 96)
[74] Kaatze, U.: Reference liquids for the calibration of dielectric sensors and measurement
instruments. In: Measurement Science and Technology 18 (2007), Nr. 4, S. 967–976. –
DOI 10.1088/0957–0233/18/4/002 (Seite 80)
[75] Kaatze, U.: Measuring the dielectric properties of materials. Ninety-year develop-
ment from low-frequency techniques to broadband spectroscopy and high-frequency ima-




[76] Hollingsworth, A.D. ; Saville, D.A.: Dielectric spectroscopy and electrophore-
tic mobility measurements interpreted with the standard electrokinetic model. In:
Journal of Colloid and Interface Science 272 (2004), Nr. 1, S. 235–245. – DOI
10.1016/j.jcis.2003.08.032 (Seite 80, 93)
[77] Kaatze, U.: Complex permittivity of water as a function of frequency and temperature.
In: Journal of Chemical and Engineering Data 34 (1989), Nr. 4, S. 371–374. – DOI
10.1021/je00058a001 (Seite 80, 91)
[78] Kirkpatrick, Scott: Percolation and Conduction. In: Reviews of Modern Physics 45
(1973), Nr. 4, S. 574–588. – DOI 10.1103/RevModPhys.45.574 (Seite 82)
[79] Maxwell-Garnett, J.C.: Colours in metal glasses and in metallic films. In: Philo-
sophical Transactions of the Royal Society of London 203 (1904), S. 385–420. – DOI
10.1098/rsta.1904.0024 (Seite 82)
[80] Bruggeman, D. A. G.: Berechnung verschiedener physikalischer Konstanten von he-
terogenen Substanzen. I. Dielektrizitätskonstanten und Leitfähigkeiten der Mischkörper
aus isotropen Substanzen. In: Annalen der Physik 416 (1935), Nr. 7, S. 636–679. – DOI
10.1002/andp.19354160705 (Seite 82)
[81] Tinga, W.R. ; Voss, W.A.G. ; Blossey, D.F.: Generalized approach to multiphase
dielectric mixture theory. In: Journal of Applied Physics 44 (1973), Nr. 9, S. 3897–3902.
– DOI 10.1063/1.1662868 (Seite 82)
[82] Clerc, J.P. ; Giraud, G. ; Laugier, J.M. ; Luck, J.M.: The electrical conductivity of
binary disordered systems, percolation clusters, fractals and related models. In: Advances
in Physics 39 (1990), Nr. 3, S. 191–309. – DOI 10.1080/00018739000101501 (Seite 82)
[83] McLachlan, David S. ; Blaszkiewicz, Michael ; Newnham, Robert E.: Electrical
resistivity of composites. In: Journal of the American Ceramic Society 73 (1990), Nr.
8, S. 2187–2203. – DOI 10.1111/j.1151–2916.1990.tb07576.x (Seite 82)
[84] McLachlan, D.S. ; Heiss, W.D. ; Chiteme, C. ; Wu, J.: Analytic scaling functi-
ons applicable to dispersion measurements in percolative metal-insulator systems. In:
Physical Review B - Condensed Matter and Materials Physics 58 (1998), Nr. 20, S.
13558–13564. – DOI 10.1103/PhysRevB.58.13558 (Seite 82)
[85] Derrida, B. ; Vannimenus, J.: A transfer-matrix approach to random resistor net-
works. In: Journal of Physics A: Mathematical and General 15 (1982), Nr. 10, S.
L557–L564. – DOI 10.1088/0305–4470/15/10/007 (Seite 82)
[86] Hamou, R.F. ; MacDonald, J.R. ; Tuncer, E.: Dispersive dielectric and conductive
effects in 2D resistor-capacitor networks. In: Journal of Physics Condensed Matter 21
(2009), Nr. 2, S. 025904. – DOI 10.1088/0953–8984/21/2/025904 (Seite 82)
[87] Wagner, K. W.: Erklärung der dielektrischen Nachwirkungsvorgänge auf Grund Max-
wellscher Vorstellungen. In: Archiv für Elektrotechnik 2 (1914), Nr. 9, S. 371–387. –
DOI 10.1007/BF01657322 (Seite 85)
[88] Tuncer, E. ; Serdyuk, Y.V. ; Gubanski, S.M.: Dielectric mixtures: Electrical pro-
perties and modeling. In: IEEE Transactions on Dielectrics and Electrical Insulation 9
(2002), Nr. 5, S. 809–828. – DOI 10.1109/TDEI.2002.1038664 (Seite 85, 93)
133
LITERATURVERZEICHNIS
[89] Tuncer, E. ; Gubanski, S.M. ; Nettelblad, B.: Dielectric relaxation in dielectric
mixtures: Application of the finite element method and its comparison with dielectric
mixture formulas. In: Journal of Applied Physics 89 (2001), Nr. 12, S. 8092–8100. –
DOI 10.1063/1.1372363 (Seite 86)
[90] Tuncer, E. ; Nettelblad, B. ; Gubanski, S.M.: Non-Debye dielectric relaxation in
binary dielectric mixtures (50-50): Randomness and regularity in mixture topology. In:
Journal of Applied Physics 92 (2002), Nr. 8, S. 4612–4624. – DOI 10.1063/1.1505975
(Seite 86)
[91] Gefen, Y. ; Aharony, A. ; Alexander, S.: Anomalous diffusion on percolating
clusters. In: Physical Review Letters 50 (1983), Nr. 1, S. 77–80. – DOI 10.1103/Phys-
RevLett.50.77 (Seite 86)
[92] Fröhling, S: Eine Waschmaschine die mitdenkt und mitspart. In: Sensor Magazin 3
(2011), S. 32–34 (Seite 87)
[93] Loch, C. ; Jung, C. ;Kersten, G.: Optical sensor for measuring opaqueness of washing
or rinsing liquid. Patent, US 6,509,558, 2003 (Seite 87)
[94] Engel, Christian: Verfahren zur Temperaturkompensation der Meßwerte eines Trü-
bungssensors in einer automatischen Wasch- oder Geschirrspülmaschine. Patent, DE
19521326 A 1, 1995 (Seite 87)
[95] Ivarsson, P. ; Johansson, M. ; Höjer, N.-E. ; Krantz-Rülcker, C. ; Winquist,
F. ; Lundström, I.: Supervision of rinses in a washing machine by a voltammetric
electronic tongue. In: Sensors and Actuators, B: Chemical 108 (2005), Nr. 1-2 SPEC.
ISS., S. 851–857. – DOI 10.1016/j.snb.2004.12.088 (Seite 88)
[96] Olsson, J. ; Ivarsson, P. ; Winquist, F.: Determination of detergents in washing
machine wastewater with a voltammetric electronic tongue. In: Talanta 76 (2008), Nr.
1, S. 91–95. – DOI 10.1016/j.talanta.2008.02.028 (Seite 88)
[97] Chang, H.-C. ; Hwang, B.-J. ; Lin, Y.-Y. ; Chen, L.-J. ; Lin, S.-Y.: Measurement of
critical micelle concentration of nonionic surfactant solutions using impedance spectros-
copy technique. In: Review of Scientific Instruments 69 (1998), Nr. 6, S. 2514–2520. –
DOI 10.1063/1.1148951 (Seite 88)
[98] Nakamura, H. ; Sano, A. ; Matsuura, K.: Determination of critical micelle concen-
tration of anionic surfactants by capillary electrophoresis using 2-naphthalenemethanol
as a marker for micelle formation. In: Analytical Sciences 14 (1998), Nr. 2, S. 379–382.
– DOI 10.2116/analsci.14.379 (Seite 88)
[99] Tröltzsch, U. ; Gruden, R. ; Kanoun, O. ; Buchholz, A. ; Beck, V.: Anwen-
dungspotential der Impedanzspektroskopie für die Waschlaugensensorik. In: Sensoren
und Messsysteme 2012. Nürnberg, Deutschland, 22.-23. Mai 2012. – DOI 10.5162/sen-
soren2012/6.2.4 (Seite 88)
[100] Ellison, W.J. ; Lamkaouchi, K. ; Moreau, J.-M.: Water: A dielectric reference.




[101] Peyman, A. ; Gabriel, C. ; Grant, E.H.: Complex permittivity of sodium chloride
solutions at microwave frequencies. In: Bioelectromagnetics 28 (2007), Nr. 4, S. 264–274.
– DOI 10.1002/bem.20271 (Seite 91)
[102] Buchner, R. ; Hefter, G.T. ; May, P.M.: Dielectric relaxation of aqueous NaCl
solutions. In: Journal of Physical Chemistry A 103 (1999), Nr. 1, S. 1–9. – DOI
10.1021/jp982977k (Seite 91, 92)
[103] Perez-Rodriguez, M. ; Varela, L.M. ; Garcia, M. ;Mosquera, V. ; Sarmiento,
F.: Conductivity and relative permittivity of sodium n-dodecyl sulfate and n-dodecyl
trimethylammonium bromide. In: Journal of Chemical and Engineering Data 44 (1999),
Nr. 5, S. 944–947. – DOI 10.1021/je980301c (Seite 92, 96)
[104] Wolf, M. ; Gulich, R. ; Lunkenheimer, P. ; Loidl, A.: Relaxation dynamics
of a protein solution investigated by dielectric spectroscopy. In: Biochimica et Bio-
physica Acta - Proteins and Proteomics 1824 (2012), Nr. 5, S. 723–730. – DOI
10.1016/j.bbapap.2012.02.008 (Seite 92)
[105] Giordani, S. ; Bergin, S.D. ; Nicolosi, V. ; Lebedkin, S. ; Kappes, M.M. ; Blau,
W.J. ; Coleman, J.N.: Debundling of single-walled nanotubes by dilution: Observation
of large populations of individual nanotubes in amide solvent dispersions. In: Journal
of Physical Chemistry B 110 (2006), Nr. 32, S. 15708–15718. – DOI 10.1021/jp0626216
(Seite 93)
[106] Bergin, S.D. ; Nicolosi, V. ; Cathcart, H. ; Lotya, M. ; Rickard, D. ; Sun, Z. ;
Blau, W.J. ; Coleman, J.N.: Large populations of individual nanotubes in surfactant-
based dispersions without the need for ultracentrifugation. In: Journal of Physical Che-
mistry C 112 (2008), Nr. 4, S. 972–977. – DOI 10.1021/jp076915i (Seite 93)
[107] Wang, H. ; Zhou, W. ; Ho, D.L. ; Winey, K.I. ; Fischer, J.E. ; Glinka, C.J. ;
Hobbie, E.K.: Dispersing single-walled carbon nanotubes with surfactants: A small
angle neutron scattering study. In: Nano Letters 4 (2004), Nr. 9, S. 1789–1793. – DOI
10.1021/nl048969z (Seite 93)
[108] Yurekli, K. ; Mitchell, C.A. ; Krishnamoorti, R.: Small-angle neutron scattering
from surfactant-assisted aqueous dispersions of carbon nanotubes. In: Journal of the
American Chemical Society 126 (2004), Nr. 32, S. 9902–9903. – DOI 10.1021/ja047451u
(Seite 93)
[109] Tummala, N.R. ; Striolo, A.: SDS Surfactants on carbon nanotubes: Aggregate
morphology. In: ACS Nano 3 (2009), Nr. 3, S. 595–602. – DOI 10.1021/nn8007756
(Seite 93)
[110] Sabuncu, A.C. ; Kalluri, B.S. ; Qian, S. ; Stacey, M.W. ; Beskok, A.: Dispersion
state and toxicity of mwCNTs in cell culture medium with different T80 concentrati-
ons. In: Colloids and Surfaces B: Biointerfaces 78 (2010), Nr. 1, S. 36–43. – DOI
10.1016/j.colsurfb.2010.02.005 (Seite 93)
[111] Strano, M.S. ; Moore, V.C. ; Miller, M.K. ; Allen, M.J. ; Haroz, E.H. ; Kit-
trell, C. ; Hauge, R.H. ; Smalley, R.E.: The role of surfactant adsorption during
135
LITERATURVERZEICHNIS
ultrasonication in the dispersion of single-walled carbon nanotubes. In: Journal of Na-
noscience and Nanotechnology 3 (2003), Nr. 1-2, S. 81–86. – DOI 10.1166/jnn.2003.194
(Seite 93)
[112] Rance, G.A. ;Marsh, D.H. ;Nicholas, R.J. ;Khlobystov, A.N.: UV-vis absorption
spectroscopy of carbon nanotubes: Relationship between the pi-electron plasmon and
nanotube diameter. In: Chemical Physics Letters 493 (2010), Nr. 1-3, S. 19–23. – DOI
10.1016/j.cplett.2010.05.012 (Seite 93)
[113] Murakami, Y. ;Maruyama, S.: Effect of dielectric environment on the ultraviolet op-
tical absorption of single-walled carbon nanotubes. In: Physical Review B - Condensed
Matter and Materials Physics 79 (2009), Nr. 15, S. 155445. – DOI 10.1103/Phys-
RevB.79.155445 (Seite 93)
[114] Bordjiba, T. ;Mohamedi, M. ; Dao, L.H.: Synthesis and electrochemical capacitance
of binderless nanocomposite electrodes formed by dispersion of carbon nanotubes and
carbon aerogels. In: Journal of Power Sources 172 (2007), Nr. 2, S. 991–998. – DOI
10.1016/j.jpowsour.2007.05.011 (Seite 93)
[115] Wansom, S. ; Kidner, N.J. ; Woo, L.Y. ; Mason, T.O.: AC-impedance response of
multi-walled carbon nanotube/cement composites. In: Cement and Concrete Composites
28 (2006), Nr. 6, S. 509–519. – DOI 10.1016/j.cemconcomp.2006.01.014 (Seite 93)
[116] Guo, D.-J. ; Li, H.-L.: Well-dispersed multi-walled carbon nanotube/polyaniline com-
posite films. In: Journal of Solid State Electrochemistry 9 (2005), Nr. 6, S. 445–449. –
DOI 10.1007/s10008–004–0589–7 (Seite 93)
[117] Benedict, L.X. ; Louie, S.G. ; Cohen, M.L.: Static polarizabilities of single-wall
carbon nanotubes. In: Physical Review B 52 (1995), Nr. 11, S. 8541–8549. – DOI
10.1103/PhysRevB.52.8541 (Seite 93)
[118] Ramos, A. ; Morgan, H. ; Green, N.G. ; Castellanos, A.: Ac electrokinetics: A
review of forces in microelectrode structures. In: Journal of Physics D: Applied Physics
31 (1998), Nr. 18, S. 2338–2353. – DOI 10.1088/0022–3727/31/18/021 (Seite 93)
[119] Krupke, R. ; Hennrich, F. ; Kappes, M.M. ; Löhneysen, H.V.: Surface conductance
induced dielectrophoresis of semiconducting single-walled carbon nanotubes. In: Nano
Letters 4 (2004), Nr. 8, S. 1395–1399. – DOI 10.1021/nl0493794 (Seite 93)
[120] Steitz, Jasmin: Herstellung und Charakterisierung von Dehnungsmessstreifen auf der
Basis von Kohlenstoffnanoröhren Verbundwerkstoffen, Technische Universität Chemnitz,
Diplomarbeit, 2009 (Seite 93)
[121] Bu, L. ; Steitz, J. ;Dinh-Trong, N. ;Kanoun, O.: Influence of processing parameters
on electrical properties of carbon nanotube films. In: 9th Nanotechnology conference
IEEE NANO. Genoa, Italy, 26-30 July 2009, 401-404 (Seite 93)
[122] Benchirouf, Abderrahmane: Characterization of the multi-walled carbon nanotubes
dispersions using impedance spectroscopy, Technische Universität Chemnitz, Diplomar-
beit, 2010 (Seite 93)
136
LITERATURVERZEICHNIS
[123] Shikata, T. ; Imai, S.-I.: Dielectric relaxation of surfactant micellar solutions. In:
Langmuir 14 (1998), Nr. 24, S. 6804–6810. – DOI 10.1021/la980421i (Seite 93)
[124] Barchini, R. ; Pottel, R.: Counterion contribution to the dielectric spectrum of
aqueous solutions of ionic surfactant micelles. In: Journal of Physical Chemistry 98
(1994), Nr. 32, S. 7899–7905. – DOI 10.1021/j100083a025 (Seite 93, 96)
[125] Shanks, P.C. ; Franses, E.I.: Estimation of micellization parameters of aqueous sodi-
um dodecyl sulfate from conductivity data. In: Journal of Physical Chemistry 96 (1992),
Nr. 4, S. 1794–1805. – DOI 10.1021/j100183a055 (Seite 96)
[126] Perez-Rodriguez, M. ; Prieto, G. ; Rega, C. ; Varela, L.M. ; Sarmiento, F.
; Mosquera, V.: A comparative study of the determination of the critical micelle
concentration by conductivity and dielectric constant measurements. In: Langmuir 14
(1998), Nr. 16, S. 4422–4426. – DOI 10.1021/la980296a (Seite 96)
[127] Cheng, David H. S.: The Reflected Impedance of a Circular Coil in the Proximity of
a Semi-Infinite Medium. In: IEEE Transactions on Instrumentation and Measurement
14 (1965), Nr. 3, S. 107–116. – DOI 10.1109/TIM.1965.4313457 (Seite 98)
[128] Dodd, C. V. ; Deeds, W. E.: Analytical Solutions to Eddy-Current Probe-Coil
Problems. In: Journal of Applied Physics 39 (1968), Nr. 6, S. 2829–2838. – DOI
10.1063/1.1656680 (Seite 98)
[129] Auld, B.A. ; Moulder, J.C.: Review of advances in quantitative eddy current nonde-
structive evaluation. In: Journal of Nondestructive Evaluation 18 (1999), Nr. 1, S. 3–36.
– DOI 10.1023/A:1021898520626 (Seite 98)
[130] Fava, Javier O. ; Ruch, Marta C.: Calculation and simulation of impedance diagrams
of planar rectangular spiral coils for eddy current testing. In: NDT & E International
39 (2006), Nr. 5, S. 414–424. – DOI DOI: 10.1016/j.ndteint.2005.12.002 (Seite 98)
[131] Fava, J.O. ; Lanzani, L. ; Ruch, M.C.: Multilayer planar rectangular coils for eddy
current testing: Design considerations. In: NDT and E International 42 (2009), Nr. 8,
S. 713–720. – DOI 10.1016/j.ndteint.2009.06.005 (Seite 98)
[132] Theodoulidis, T.: Developments in efficiently modelling eddy current testing of nar-
row cracks. In: NDT and E International 43 (2010), Nr. 7, S. 591–598. – DOI
10.1016/j.ndteint.2010.06.003 (Seite 98)
[133] Cugnet, M. ; Sabatier, J. ; Laruelle, S. ; Grugeon, S. ; Sahut, B. ; Oustaloup,
A. ; Tarascon, J.-M.: On lead-acid-battery resistance and cranking-capability estima-
tion. In: IEEE Transactions on Industrial Electronics 57 (2010), Nr. 3, S. 909–917. –
DOI 10.1109/TIE.2009.2036643 (Seite 105)
[134] Huang, B.J. ; Hsu, P.C. ; Wu, M.S. ; Ho, P.Y.: System dynamic model and charging
control of lead-acid battery for stand-alone solar PV system. In: Solar Energy 84 (2010),
Nr. 5, S. 822–830. – DOI 10.1016/j.solener.2010.02.007 (Seite 105)
[135] Cao, H. ; Deng, Z. ; Li, X. ; Yang, J. ; Qin, Y.: Dynamic modeling of electrical charac-
teristics of solid oxide fuel cells using fractional derivatives. In: International Journal of




[136] Wang, C.-W. ; Sastry, A.M.: Mesoscale modeling of a Li-ion polymer cell. In:
Journal of the Electrochemical Society 154 (2007), Nr. 11, S. A1035–A1047. – DOI
10.1149/1.2778285 (Seite 106)
[137] Schmidt, J.P. ; Berg, P. ; Schönleber, M. ; Weber, A. ; Ivers-Tiffee, E.:
The distribution of relaxation times as basis for generalized time-domain models for
Li-ion batteries. In: Journal of Power Sources 221 (2013), S. 70–77. – DOI
10.1016/j.jpowsour.2012.07.100 (Seite 106)
[138] Wu, H. ; Yuan, S. ; Yin, C.: A lithium-ion battery fractional order state space model
and its time domain system identification. In: FISITA 2012 World Automotive Congress
Bd. 192 LNEE, 2013, S. 795–805. – DOI 10.1007/978–3–642–33741–3_8 (Seite 106)
[139] Buller, S. ; Thele, M. ; Karden, E. ; De Doncker, R.W.: Impedance-based non-
linear dynamic battery modeling for automotive applications. In: Journal of Power
Sources 113 (2003), Nr. 2, S. 422–430. – DOI 10.1016/S0378–7753(02)00558–X (Seite
106)
[140] van Bree, P.J. ; Veltman, A. ; Hendrix, W.H.A. ; Bosch, P.P.J. van d.: Prediction
of battery behavior subject to high-rate partial state of charge. In: IEEE Transactions
on Vehicular Technology 58 (2009), Nr. 2, S. 588–595. – DOI 10.1109/TVT.2008.928005
(Seite 106)
[141] Riu, D. ; Montaru, M. ; Bultel, Y.: Time domain simulation of Li-ion batte-
ries using non-integer order equivalent electrical circuit. In: Communications in Non-
linear Science and Numerical Simulation 18 (2013), Nr. 6, S. 1454–1462. – DOI
10.1016/j.cnsns.2012.06.028 (Seite 106, 111)
[142] Sabatier, J. ; Cugnet, M. ; Laruelle, S. ; Grugeon, S. ; Sahut, B. ; Oustaloup,
A. ; Tarascon, J.M.: A fractional order model for lead-acid battery crankability esti-
mation. In: Communications in Nonlinear Science and Numerical Simulation 15 (2010),
Nr. 5, S. 1308–1317. – DOI 10.1016/j.cnsns.2009.05.067 (Seite 107)
[143] Sabatier, J. ; Aoun, M. ; Oustaloup, A. ; Gregoire, G. ; Ragot, F. ; Roy, P.:
Fractional system identification for lead acid battery state of charge estimation. In:
Signal Processing 86 (2006), Nr. 10, S. 2645–2657. – DOI 10.1016/j.sigpro.2006.02.030
(Seite 107)
[144] Oustaloup, A. ; Levron, F. ;Mathieu, B. ; Nanot, F.M.: Frequency-band complex
noninteger differentiator: Characterization and synthesis. In: IEEE Transactions on
Circuits and Systems I: Fundamental Theory and Applications 47 (2000), Nr. 1, S.
25–39. – DOI 10.1109/81.817385 (Seite 107, 111)
[145] Bisquert, J. ; Compte, A.: Theory of the electrochemical impedance of anomalous
diffusion. In: Journal of Electroanalytical Chemistry 499 (2001), Nr. 1, S. 112–120. –
DOI 10.1016/S0022–0728(00)00497–6 (Seite 107)
[146] Fang, Yanqun: Simulative und experimentelle Verifikation eines nichtlinearen Simula-




[147] Bertrand, N. ; Sabatier, J. ; Briat, O. ; Vinassa, J.-M.: Embedded fractio-
nal nonlinear supercapacitor model and its parametric estimation method. In: IE-
EE Transactions on Industrial Electronics 57 (2010), Nr. 12, S. 3991–4000. – DOI
10.1109/TIE.2010.2076307 (Seite 111)
[148] Gerschler, J.B. ; Sauer, D.U.: Investigation of open-circuit-voltage behaviour of
lithium-ion batteries with various cathode materials under special consideration of vol-
tage equalisation phenomena. In: 24th International Battery, Hybrid and Fuel Cell
Electric Vehicle Symposium and Exhibition Bd. 3. Stavanger, Norway, 13-16 May 2009,
S. 1550–1563 (Seite 117)
[149] Schwunk, S. ; Armbruster, N. ; Straub, S. ; Kehl, J. ; Vetter, M.: Partic-
le filter for state of charge and state of health estimation for lithium-iron phospha-






Entwurf von physikalischen und chemischen
Modellen für die Impedanzspektroskopie
Habilitationsschrift
zur Erlangung des akademischen Grades
Dr.-Ing. habil.
vorgelegt
der Fakultät für Elektrotechnik und Informationstechnik
der Technischen Universität Chemnitz




1. Geeignete Impedanzdarstellungen sind bei der Identifikation von Mechanismen hilfreich
und geben Orientierung bei der Modellierung.
2. Ersatzschaltbildmodelle eignen sich besonders zum Prüfen von Hypothesen und zum
Erkennen prinzipieller Zusammenhänge. Sie sind eher zur Beschreibung des Übertra-
gungsverhaltens als zum tieferen, physikalischen Verständnis geeignet.
3. Partielle Differentialgleichungen sind für das tiefe Verständnis der Wirkung physikali-
scher Mechanismen auf das Impedanzspektrum besonders gut geeignet. Der Erkennt-
nisgewinn ist durch eine Rückführbarkeit auf physikalische Effekte gegenüber typischen
Modellen im Bereich der Systemidentifikation wie Übertragungsfunktionen mit Pol- und
Nullstellen wesentlich verbessert.
4. Stochastische Optimierungsverfahren eignen sich zur Parameterextraktion für Impedanz-
modelle aus Impedanzspektren besser als deterministische Optimierungsverfahren. Der
Einfluss von Startparametern und lokalen Minima auf das Ergebnis der Optimierung ist
bei stochastischen Verfahren deutlich reduziert.
5. Ein konkretes Modell soll jeweils an die Problemstellung und die Komplexität von
Geometrie- und Materialparameterverteilung angepasst werden und kann nur die bei
der Modellierung betrachteten Informationen liefern.
6. Die Kenntnis verschiedener Modellarten ermöglicht eine Vielfalt unterschiedlicher Wege
bei der Herleitung parameterischer Modelle. Mit einer erweiterbaren Methodik zur Her-
leitung von Modellen lassen sich dabei bestimmte Modelleigenschaften gezielt erreichen.
7. Für Batterien und Energiespeicher bieten fraktionale Zeitbereichsmodelle eine verbes-
serte Genauigkeit gegenüber rationalen Modellen bei einem begrenzten Aufwand für die
Modellparametrierung und einem guten physikalischen Verständnis.
8. Für Materialgemische bieten numerische Simulationsmodelle eine gute Möglichkeit zur
Berechnung des Verhaltens über den gesamten Bereich des Mischungsverhältnisses und
insbesondere an der Perkolationsgrenze, wobei der Rechenaufwand sehr hoch ist. Die
Modelle sind für alle Aggregatzustände anwendbar.
9. Für nahezu reine Materialien mit geringem Anteil eines beigemischten Stoffes können
analytische Modelle angewendet werden, deren Rechenaufwand sehr gering ist. Analyti-
sche Modelle zur Beschreibung des Verhaltens an der Perkolationsgrenze könnten Vorteile
in praktischen Anwendungen bieten und sind Gegenstand aktueller Forschungsarbeiten.
10. Für Wirbelstromsensoren kann anhand von Impedanzmodellen die Möglichkeit zur si-
multanen Messung von Materialeigenschaften und Abstand belegt werden. Die Genau-
igkeit in einer technischen Realisierung hängt von der verwendeten Messtechnik ab.
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