Well-posedness results for a generalized Klein-Gordon-Schr\"odinger
  system by Pecher, Hartmut
ar
X
iv
:1
91
0.
06
61
2v
1 
 [m
ath
.A
P]
  1
5 O
ct 
20
19
WELL-POSEDNESS RESULTS FOR A GENERALIZED
KLEIN-GORDON-SCHRO¨DINGER SYSTEM
HARTMUT PECHER
FAKULTA¨T FU¨R MATHEMATIK UND NATURWISSENSCHAFTEN
BERGISCHE UNIVERSITA¨T WUPPERTAL
GAUSSSTR. 20
42119 WUPPERTAL
GERMANY
E-MAIL PECHER@MATH.UNI-WUPPERTAL.DE
Abstract. We consider the Klein-Gordon-Schro¨dinger system i∂tψ + ∆ψ =
φ2ψ−φψ , (+1)φ = −2|ψ|2φ+ |ψ|2 with additional cubic terms and Cauchy
data ψ(0) = ψ0 ∈ Hs(Rn) , φ(0) = φ0 ∈ Hk(Rn) , (∂tφ)(0) = φ1 ∈ Hk−1(Rn)
in space dimensions n = 2 and n = 3 . We prove local existence, uniqueness
and continuous dependence on the data in Bourgain-Klainerman-Machedon
spaces for low regularity data, e.g. for s = − 1
8
, k = 3
8
+ ǫ in the case n = 2 and
s = 0 , k = 1
2
+ ǫ in the case n = 3. Global well-posedness in energy space is
also obtained as a special case. Moreover, we show ”unconditional” uniqueness
in the space ψ ∈ C0([0, T ],Hs), φ ∈ C0([0, T ],Hs+
1
2 ) ∩ C1([0, T ],Hs−
1
2 ), if
s > 3
22
for n = 2 and s > 1
2
for n = 3.
1. Introduction
Consider the Klein-Gordon-Schro¨dinger system
i∂tψ +∆ψ = φ
2ψ − φψ (1)
(+ 1)φ = −2|ψ|2φ+ |ψ|2 (2)
with Cauchy data
ψ(0) = ψ0 ∈ H
s(Rn) , φ(0) = φ0 ∈ H
k(Rn) , (∂tφ)(0) = φ1 ∈ H
k−1(Rn) (3)
in space dimensions n = 2 and n = 3 , where  = ∂2t −∆ .
This system is a generalization of the classical Klein-Gordon-Schro¨dinger sys-
tem (KGS) with Yukawa interaction of a complex nucleon field ψ and a real meson
field φ. The classical KGS system without the cubic nonlinearities was considered
extensively in the literature. We are primarily interested in well-posedness results
for data with low regularity.
For the classical KGS system in the case n = 2 local well-posedness in Bourgain-
Klainerman-Machedon type spaces (BKM spaces) holds for s > − 14 , k ≥ −
1
2 ,
k − 2s < 32 , k − 2 < s < k + 1 . These conditions are sharp up to the end-
points. Uniqueness in the larger natural solution spaces ψ ∈ C0([0, T ], Hs) , φ ∈
C0([0, T ], Hk) ∩ C1([0, T ], Hk−1) (”unconditional uniqueness”) holds, if s, k ≥ 0 .
The solutions exist globally (in t), if s ≥ 0 , s− 12 ≤ k < s+
1
2 . These results were
shown by the author [5].
In the case n = 3 local well-posedness in BKM spaces holds under the same
conditions in s and k except that we have to assume k > − 12 . This is also sharp
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up to the endpoints. The unconditional uniqueness result holds for s = k = 0 , in
which case also global well-posedness is true. This was proven by the author in [6].
The proofs are based on the results by Bejenaru and Herr [4] in the case n = 3
and Bejenaru-Herr-Holmer-Tataru [3] in the case n = 2.
In the more general case (1),(2) with additional cubic interactions much less
is known. For dimension n = 2 Shi-Li-Wang [8] proved global well-posedness in
energy space s = k = 1 using Kato type smoothing estimates for the nonlinear
Schro¨dinger equation.
In the present paper this result can be improved by using BKM type spaces and
the methods in the author’s paper [5]. We obtain local well-posedness (existence,
uniqueness and continuous dependence on the data) for s > − 18 , k >
3
8 and
s < min(2k − 14 , k +
1
2 ) , s > max(
k−1
2 , k −
3
2 ) , e.g. s = −
1
8+ , k =
3
8+ , in
BKM spaces, which are subsets of the natural solution spaces ψ ∈ C0([0, T ], Hs) ,
φ ∈ C0([0, T ], Hk) ∩ C1([0, T ], Hk−1) . ”Unconditional” uniqueness in these latter
spaces is shown for s > 322 and (for simplicity) k = s +
1
2 . Global well-posedness
in energy space easily follows as a byproduct. We rely mainly on the results in
[5] combined with bilinear estimates for BKM spaces for the Klein-Gordon part
by d’Ancona, Foschi and Selberg [1]. We apply only an appropriate version of the
contraction mapping principle which also has the advantage that it is well-known
that the solution depends continuously on the data.
In the case n = 3 Ran-Shi [7] proved two main results, first well-posedness
in energy space s = k = 1 by considering atomic solution spaces U2 and V 2 and
the perturbed linear Schro¨dinger equation i∂t + (∆ + φ)ψ = 0 . Secondly local
well-posedness holds in the case s > 12 , k = 1 , which improves earlier results by
Shi-Wang-Li-Wang [9].
In the present paper we use the standard contraction mapping principle and
obtain local well-posedness in BKM type spaces for s ≥ 0 , k > 12 , s < min(2k −
1
2 , k +
1
2 ) , s > max(
k−1
2 , k −
3
2 ) , especially for s = 0 , k =
1
2+. Unconditional
uniqueness holds for s > 12 , k = s+
1
2 . Global well-posedness in energy space also
follows easily.
In fact, it is well-known that the system (1),(2) satisfies mass conservation
‖ψ‖L2 = ‖ψ0‖L2
and energy conservation
E(t) ≡ ‖∇ψ‖2L2 +
1
2
(‖∂tφ‖
2
L2 + ‖∇φ‖
2
L2 + ‖φ‖
2
L2) + 2‖ψφ‖
2
L2 −
∫
φ|ψ|2dx = E(0) .
One easily shows that, if ψ0 ∈ H
1 , φ0 ∈ H
1 , φ1 ∈ L
2 , then
E(0) ≤ c0(‖ψ0‖H1 , ‖φ0‖H1 , ‖φ1|L2) .
Moreover
|
∫
φ|ψ|2dx| ≤ ‖φ‖L6‖|ψ|
1
2 ‖L12‖|ψ|
3
2 ‖
L
4
3
. ‖∇φ‖L2‖∇ψ‖
1
2
L2
‖ψ‖
3
2
L2
≤
1
4
(‖∇φ‖2L2 + ‖∇ψ‖
2
L2) + c‖ψ‖
6
L2 ,
so that
‖∇ψ‖2L2+
1
2
(‖∂tφ‖
2
L2+‖∇φ‖
2
L2+‖φ‖
2
L2) ≤ E(0)+
1
4
(‖∇φ‖2L2+‖∇ψ‖
2
L2)+c‖ψ0‖
6
L2 ,
which implies the a-priori bound
‖∇ψ‖2L2 + ‖∂tφ‖
2
L2 + ‖∇φ‖
2
L2 + ‖φ‖
2
L2 ≤ c1(‖ψ0‖H1 , ‖φ0‖H1 , ‖φ1‖L2) .
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Thus, if we have a unique local solution in [0, T ] for data ψ0 ∈ H
1 , φ0 ∈ H
1 ,
φ1 ∈ L
2 with T = T (‖ψ0‖H1 , ‖φ0‖H1 , ‖φ1‖L2 , this solution can easily be extended
globally in time.
We only use the standard Bourgain spaces Xm,b for the Schro¨dinger equation,
which are defined as the completion of S(Rn × R) with respect to the norm
‖f‖Xm,b := ‖〈ξ〉
m〈τ + |ξ|2〉bf̂(ξ, τ)‖L2
ξτ
.
Similarly the Klainerman-Machedon spaces Xm.b± for the equation
i∂tn± ∓ (−∆+ 1)
1
2n± = 0
are the completion of S(Rn × R) with respect to the norm
‖f‖
X
m,b
±
:= ‖〈ξ〉m〈τ ± |ξ|〉bf̂(ξ, τ)‖L2
ξτ
.
For a given time interval I we define
‖f‖Xm,b(I) := inf
f˜|I=f
‖f˜‖Xm,b
and similarly ‖f‖
X
m,b
± (I)
.
We now formulate our main results.
Theorem 1.1. (Local well-posedness) In the case n = 2 assume
s ≥ −
1
8
, k >
3
8
, s < min(2k −
1
4
, k +
1
2
) , s > max(
k − 1
2
, k −
3
2
) .
In the case n = 3 assume
s ≥ 0 , k >
1
2
, s < min(2k −
1
2
, k +
1
2
) , s > max(
k − 1
2
, k −
3
2
) .
The Cauchy problem (1),(2),(3) has a unique local solution
ψ ∈ Xs,
1
2
+[0, T ] , φ ∈ X
k, 1
2
+
+ [0, T ] +X
k, 1
2
+
− [0, T ] ,
∂tφ ∈ X
k−1, 1
2
+
+ [0, T ] +X
k−1, 1
2
+
− [0, T ] ,
where T = T (‖ψ0‖Hs , ‖φ0‖Hk , ‖ψ1‖Hk−1) . This solution fufills
ψ ∈ C0([0, T ], Hs) , φ ∈ C0([0, T ], Hk) ∩C1([0, T ], Hk−1) .
Remark: The solution depends continuously on the initial data and persis-
tence of higher regularity holds. This is a standard fact for solutions obtained by a
contraction argument as in our case.
Theorem 1.2. (Unconditional uniqueness) If we assume k = s + 12 , and s >
3
22
in the case n = 2 and s > 12 in the case n = 3 then there exists a unique solution
of (1),(2),(3) in the space
ψ ∈ C0([0, T ], Hs) , φ ∈ C0([0, T ], Hk) ∩C1([0, T ], Hk−1) .
2. Preliminaries
We transform the KGS into an equivalent first order (in t) system as follows.
Defining
φ± = φ± i(−∆+ 1)
−
1
2 ∂tφ
we obtain the system
i∂tψ +∆ψ = (φ+ + φ−)
2ψ − (φ+ + φ−)ψ
i∂tφ± ∓ (−∆+ 1)
1
2φ± = ±(−∆+ 1)
−
1
2 (−2|ψ|2(φ+ + φ−) + |ψ|
2)
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with data
ψ(0) = ψ0 ∈ H
s , φ±(0) = φ0 ± i(−∆+ 1)
−
1
2φ1 ∈ H
k .
Fundamental for the proof of the multilinear estimates are also the following
bilnear estimates in Klainerman-Machedon spaces spaces which were proven by
d’Ancona, Foschi and Selberg in the cases n = 2 in [1] and n = 3 in [2] in a more
general form which include many limit cases which we do not need.
Proposition 2.1. Let n = 2 or n = 3. The estimate
‖uv‖
X
−s0,−b0
±
. ‖u‖
X
s1,b1
±1
‖v‖
X
s2,b2
±2
holds, where ±,±1,±2 denote independent signs, provided the following conditions
are satisfied:
b0, b1, b2 ≥ 0
b0 + b1 + b2 >
1
2
s0 + s1 + s2 >
n+ 1
2
− (b0 + b1 + b2)
s0 + s1 + s2 >
n
2
− (b0 + b1)
s0 + s1 + s2 >
n
2
− (b0 + b2)
s0 + s1 + s2 >
n
2
− (b1 + b2)
s0 + s1 + s2 >
n− 1
2
− b0
s0 + s1 + s2 >
n− 1
2
− b1
s0 + s1 + s2 >
n− 1
2
− b2
s0 + s1 + s2 >
n+ 1
4
(s0 + b0) + 2s1 + 2s2 >
n
2
2s0 + (s1 + b1) + 2s2 >
n
2
2s0 + 2s1 + (s2 + b2) >
n
2
s1 + s2 ≥ 0
s0 + s2 ≥ 0
s0 + s1 ≥ 0 .
3. The case n = 2
We now prove the necessary bi- and trilinear estimates.
Proposition 3.1. Let s > − 12 , k >
3
8 and s < min(2k −
1
4 , k +
1
2 ) . Then the
following estimate holds for sufficiently small ǫ > 0 :
‖φ1φ2ψ‖
X
s,− 1
2
+2ǫ . ‖φ1‖
X
k, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
‖ψ‖
X
s, 1
2
+ǫ . (4)
We need the following lemmas for its proof.
Lemma 3.1. The following estimates hold for k > 38 :
‖φ1φ2‖
X
2k− 5
4
−, 1
2
−
±
. ‖φ1‖
X
k, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
, (5)
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if k ≤ 34 , and
‖φ1φ2‖
X
k− 1
2
−, 1
2
−
±
. ‖φ1‖
X
k, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
, (6)
if k > 34 .
Proof. Let ξ0 = ξ1 + ξ2 , τ0 = τ1 + τ2 , where ξj ∈ R
n, τj ∈ R . The following
elementary estimate holds:
|τ0 ± |ξ0|| = |τ1 + τ2 ±1 |ξ1| ±2 |ξ2| ∓1 |ξ1| ±2 |ξ2| ± |ξ0||
. |τ1 ±1 |ξ1||+ |τ2 ±2 |ξ2||+max(|ξ1|, |ξ2|) . (7)
By (7) we may reduce (5) to the estimates
‖φ1φ2‖
X
2k− 5
4
−,0
±
. ‖φ1‖
X
k− 1
2
+, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
, (8)
‖φ1φ2‖
X
2k− 5
4
−,0
±
. ‖φ1‖Xk,0±1
‖φ2‖
X
k, 1
2
+ǫ
±2
. (9)
For (8) we may use Prop. 2.1 with parameters s0 =
5
4 − 2k+ , s1 = k −
1
2+ ,
s2 = k , b0 = 0 , b1 = b2 =
1
2 + ǫ , because s0 + s1 + s2 =
3
4+ , s0 + 2s1 + 2s2 =
3
4 + 2k −
1
2+ > 1 for k ≥
3
8 and s0 + s1 =
3
4 − k+ > 0 for k ≤
3
4 .
For (9) similarly we choose s0 =
5
4 − 2k+ , s1 = s2 = k , b0 = b1 = 0 ,
b2 =
1
2 + ǫ , so that s0 + s1 + s2 =
5
4+ , s1 + s2 = 2k ≥
3
4 , s0 + s2 =
5
4 − k > 0 .
By (7) we reduce (6) to the estimates
‖φ1φ2‖
X
k− 1
2
−,0
±
. ‖φ1‖
X
k− 1
2
+, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
, (10)
‖φ1φ2‖
X
k− 1
2
−,0
±
. ‖φ1‖Xk,0±1
‖φ2‖
X
k, 1
2
+ǫ
±2
. (11)
As above we use Prop. 2.1. Here we may choose for (10) s0 =
1
2 − k+ ,
s1 = k −
1
2+ , s2 = k , b0 = 0 , b1 = b2 =
1
2 + ǫ , so that s0 + s1 + s2 = k+ >
3
4 ,
s1+ s2 = 2k−
1
2+ > 1 and in the case (11) s0 =
1
2 −k+ , s1 = s2 = k , b0 = b1 = 0,
b2 =
1
2 + ǫ , thus s0 + s1 + s2 = k +
1
2+ >
5
4 . 
Lemma 3.2. For sufficiently small ǫ > 0 the following estimates apply:
‖|φ|2ψ‖
X
s,− 1
2
+2ǫ . ‖|φ|
2‖
X
2k− 5
4
−, 1
2
−
±
‖ψ‖
X
s, 1
2
− , (12)
if k > 38 , k ≤
3
4 and s > −
1
2 , s < 2k −
1
4 .
‖|φ|2ψ‖
X
s,− 1
2
+2ǫ . ‖|φ|
2‖
X
k− 1
2
−, 1
2
−
±
‖ψ‖
X
s,1
2
− , (13)
if k > 34 and s > −
1
2 , s < k +
1
2 .
Proof. This follows from [5], Prop. 2.2. , where in the case (12) we have σ = 2k− 54−,
so that σ ≥ − 12 for k >
3
8 and σ > s− 1 for s < 2k−
1
4 . In the case (13) we choose
σ = k − 12− , so that σ > s− 1 for s < k +
1
2 , and σ >
1
4 . 
Proof of Prop. 3.1. The proof follows immediately by Lemma 3.1 and Lemma 3.2.

Proposition 3.2. Let s ≥ − 18 , k >
3
8 and s > max(
k−1
2 , k −
3
2 ) . The following
estimate applies:
‖|ψ|2φ‖
X
k−1,− 1
2
+2ǫ
±
. ‖ψ‖2
X
s, 1
2
+ǫ
‖φ‖
X
k, 1
2
+ǫ
±2
. (14)
This is a consequence of the following two lemmas.
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Lemma 3.3. The following estimates apply:
‖|ψ|2φ‖
X
k−1,− 1
2
+2ǫ
±
. ‖|ψ|2‖
X
1
4
−,− 1
2
+2ǫ
±1
‖φ‖
X
k, 1
2
+ǫ
±2
, (15)
if 38 < k ≤
3
4 , and
‖|ψ|2φ‖
X
k−1,− 1
2
+2ǫ
±
. ‖|ψ|2‖
X
k− 1
2
−,− 1
2
+2ǫ
±1
‖φ‖
X
k, 1
2
+ǫ
±2
, (16)
if k > 34 .
Proof. Estimate (15) is by duality equivalent to
‖φw‖
X
− 1
4
+, 1
2
−2ǫ
±1
. ‖φ‖
X
k, 1
2
+ǫ
±2
‖w‖
X
1−k, 1
2
−2ǫ
±
.
By (7) this reduces to the following estimates:
‖φw‖
X
− 1
4
+,0
±1
. ‖φ‖
X
k− 1
2
+2ǫ, 1
2
+ǫ
±2
‖w‖
X
1−k, 1
2
−2ǫ
±
,
‖φw‖
X
− 1
4
+,0
±1
. ‖φ‖
X
k, 1
2
+ǫ
±2
‖w‖
X
1
2
−k+2ǫ, 1
2
−2ǫ
±
,
‖φw‖
X
− 1
4
+,0
±1
. ‖φ‖
X
k,3ǫ
±2
‖w‖
X
1−k, 1
2
−2ǫ
±
,
‖φw‖
X
− 1
4
+,0
±1
. ‖φ‖
X
k, 1
2
+ǫ
±2
‖w‖
X
1−k,0
±
.
This follows by use of Prop. 2.1. One easily checks the necessary conditions. The
assumption k ≤ 34 is obviously necessary for the second estimate to hold.
Concerning (16) by similar arguments using (7) we reduce to 4 estimates, e.g.
we need
‖φw‖
X
1
2
−k+,0
±1
. ‖φ‖
X
k− 1
2
+2ǫ, 1
2
+ǫ
±2
‖w‖
X
1−k, 1
2
−2ǫ
±
,
which by Prop. 2.1 with parameters s0 = k −
1
2− , s1 = k −
1
2 + 2ǫ , s2 = 1 − k ,
b0 = 0 , b1 =
1
2 + ǫ , b2 =
1
2 − 2ǫ requires s0 + s1 + s2 ≥ k >
3
4 . Similarly the other
estimates can be proven. 
Lemma 3.4. The following estimates apply:
‖|ψ|2‖
X
1
4
−,− 1
2
+
±
. ‖ψ‖2
X
s, 1
2
−
(17)
for s ≥ − 18 , and
‖|ψ|2‖
X
k− 1
2
−,− 1
2
+
±
. ‖ψ‖2
X
s, 1
2
− (18)
for s > max(k−12 , k −
3
2 ) and k >
3
4 .
Proof. We apply [5], Prop. 2.4 in the case (17) with parameter σ = 54− , so that
σ < 2s+ 32 for s ≥ −
1
8 and σ < s+2 , and in the case (18) with σ = k+
1
2− , thus
σ < 2s+ 32 for s >
k−1
2 and σ < s+ 2 for s > k −
3
2 . 
The estimates for the quadratic nonlinearities are as follows.
Proposition 3.3. The following estimates hold:
‖φψ‖
X
s,− 1
2
+2ǫ . ‖φ‖
X
k, 1
2
+ǫ
±
‖ψ‖
X
s,1
2
+ǫ (19)
for s > − 12 , k ≥ −
1
2 , s < k + 1 , and
‖|ψ|2‖
X
k−1,− 1
2
+2ǫ
±
. ‖ψ‖2
X
s, 1
2
+ǫ
(20)
for s > − 14 , s > k − 2 , s >
k
2 −
3
4 .
Proof. [5], Prop. 2.2 and Prop. 2.4. 
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Proof of Theorem 1.1. By well-known arguments these propositions imply the
claimed local well-posedness result in Theorem 1.1 in the case n = 2 . 
Our next aim is to prove the unconditional uniqueness result Theorem 1.2.
We prepare this by the following lemma.
Lemma 3.5. Let |k| < 16 . The following estimate applies:
‖ψφ±‖
X
k,− 5
12
− . ‖ψ‖
X
k, 5
12
+‖φ±‖
X
− 1
2
+, 5
12
+
±
.
Proof. This is a variant of [5], Prop. 2.1 and a straightforward consequence of its
proof. Let ξ1 and ξ2 denote the spatial frequencies of ψ̂φ± and ψ̂, respectively. If
|ξ1| ∼ |ξ2| the estimate is in immediate consequence of this proposition for any
k ∈ R . If |ξ1| ≪ |ξ2| or |ξ1| ≫ |ξ2| we may use case 2 of its proof (which follows
from [4], Prop. 4.8) and requires |k| < 16 . 
Proof of Theorem 1.2. We assume ψ0 ∈ H
s(R2) , φ0 ∈ H
k(R2) , φ1 ∈ H
k−1(R2),
where k = s + 12 for the sake of simplicity. We want to show that any solution
ψ ∈ C0([0, T ], Hs) , φ ∈ C0([0, T ], Hs+
1
2 ) ∩C1([0, T ], Hs−
1
2 ) for sufficiently large s
fulfills ψ ∈ X−
1
8
+, 1
2
+[0, T ] , φ ∈ X
3
8
+, 1
2
+
+ [0, T ] +X
3
8
+, 1
2
+
− [0, T ] , where uniqueness
holds by Theorem 1.1.
A first step is the following lemma.
Lemma 3.6. If 16 < s ≤
1
3 the following regularity holds:
ψ ∈ X3s−1,1[0, T ] ∩Xs,0[0, T ] ⊂ X
11
6
s− 5
12
−, 5
12
+[0, T ] ∩X2s−
1
2
−, 1
2
+[0, T ] ,
φ± ∈ X
3s− 1
2
,1
± [0, T ] ∩X
s+ 1
2
,0
± [0, T ] ⊂ X
11
6
s+ 1
12
−, 5
12
+
± [0, T ] ∩X
2s−, 1
2
+
± [0, T ] .
Proof. We use an idea of Zhou [10] and estimate by Sobolev:
‖φ2ψ‖L2([0,T ],Hl) . ‖φ
2ψ‖L2([0,T ],Lr) . T
1
2 ‖φ‖2
L∞([0,T ],Hs+
1
2 )
‖ψ‖L∞([0,T ],Hs) <∞ ,
where 1
r
= 12 −
l
2 , so that L
r →֒ H l, and 1
p
= 12 −
s+ 1
2
2 ,
1
q
= 12 −
s
2 , so that
Hs+
1
2 →֒ Lp and Hs →֒ Lq . By Ho¨lder we need 1
r
= 2
p
+ 1
q
, which holds for
l = 3s − 1 , so that l ≤ 0 for s ≤ 13 and
1
r
= 1 − 32s < 1 for s > 0 . Similarly we
obtain
‖|ψ|2φ‖L2([0,T ],Hm) . ‖|ψ|
2φ‖L2([0,T ],Lr∗)
. T
1
2 ‖ψ‖2L∞([0,T ],Hs)‖φ‖L∞([0,T ],Hs+
1
2 )
<∞ ,
where 1
r∗
= 12 −
m
2 , p and q as before. By Ho¨lder we need
1
r∗
= 1
p
+ 2
q
, which holds
for m = 3s − 32 , so that m ≤ 0 for s ≤
1
2 and
1
r∗
= 54 −
3
2s < 1 for s >
1
6 . The
quadratic nonlinearities are handled in the same way. Because s ≤ 12 we also have
ψ0 ∈ H
3s−1 , φ0 ∈ H
3s− 1
2 and φ1 ∈ H
3s− 3
2 , so that by standard arguments by (1)
and (2) we obtain ψ ∈ X3s−1,1[0, T ] and φ± ∈ X
3s− 1
2
,1[0, T ] . The rest follows by
interpolation. 
This lemma immediately implies ψ ∈ X−
1
8
+, 1
2
+[0, T ] and φ± ∈ X
3
8
+, 1
2
+[0, T ]
for s > 316 , so that Theorem 1.1 gives unconditional uniqueness in this case.
Now we improve this lower bound on s .
Lemma 3.7. The following estimate applies:
‖φ1φ2‖
X
− 1
2
+, 5
12
+
±
. ‖φ1‖
X
1
3
+ǫ, 5
12
+‖φ2‖
X
1
3
+ǫ, 5
12
+ .
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Proof. By (7) we have to prove
‖φ1φ2‖
X
− 1
2
+,0
±
. ‖φ1‖
X
− 1
12
+ ǫ
2
, 5
12
+‖φ2‖
X
1
3
+ǫ, 5
12
+ , (21)
‖φ1φ2‖
X
− 1
2
+,0
±
. ‖φ1‖
X
1
3
+ǫ,0‖φ2‖
X
1
3
+ǫ, 5
12
+ . (22)
(21) follows by Prop. 2.1 with parameters s0 =
1
2− , s1 = −
1
12 +
ǫ
2 , s2 =
1
3 + ǫ,
b0 = 0 , b1 = b2 =
5
12+ , thus s0 + s1 + s2 =
3
4+ and s1 + s2 =
1
4+ . Similarly
(22) follows with s0 =
1
2− , s1 = s2 =
1
3 + ǫ , b0 = b1 = 0 , b2 =
5
12+ , thus
s0 + s1 + s2 =
7
6+. 
Now we assume 13 ≥ s >
3
22 . We want to improve the regularity of ψ . By
Lemma 3.6 we know ψ ∈ X−
1
6
+ǫ, 5
12
+ and φ± ∈ X
1
3
+ǫ, 5
12
+± . By Lemma 3.5 and
Lemma 3.7 we obtain
‖φ1φ2ψ‖
X
− 1
6
+ǫ,− 5
12
+ . ‖φ1φ2‖
X
− 1
2
+, 5
12
+
±
‖ψ‖
X
− 1
6
+ǫ, 5
12
+
. ‖φ1‖
X
1
3
+ 5
12
+
±1
‖φ2‖
X
1
3
+ 5
12
+
±2
‖ψ‖
X
− 1
6
+ǫ, 5
12
+ .
The quadratic term is easily treated in the same way. This implies
ψ ∈ X−
1
6
+ǫ, 7
12
−[0, T ] ∩X
3
22
+,0[0, T ] ⊂ X−
19
154
, 1
2
+[0, T ] ⊂ X−
1
8
+ǫ, 1
2
+[0, T ] .
It remains to prove iteratively φ± ∈ X
3
8
+, 1
2
+
± [0, T ] , starting by Lemma 3.6 with
φ± ∈ X
2s−, 1
2
+
± ⊂ X
3
11
+, 1
2
+
± ⊂ X
1
4
+, 1
2
+
± . We want to prove φ± ∈ X
kj+1,
1
2
+
± , if
φ± ∈ X
kj ,
1
2
+
± with kj+1 > kj and k0 ≥
1
4 . We obtain
‖|ψ|2φ±‖
X
kj+1−1,−
1
2
+
±
. ‖|ψ|2‖
X
1
4
+2ǫ,− 1
2
+
±1
‖φ±‖
X
kj,
1
2
+
±2
. ‖ψ‖2
X
− 1
8
+ǫ+, 1
2
−
‖φ±‖
X
kj,
1
2
+
±2
.
For the last estimate we used [6], Prop. 2.4 with parameter σ = 54 + 2ǫ , and the
first estimate is by duality equivalent to
‖φ±w‖
X
− 1
4
−2ǫ, 1
2
−
±1
. ‖φ±‖
X
kj,
1
2
+
±2
‖w‖
X
1−kj+1,
1
2
−
±
.
By (7) this reduces to the following estimates:
‖φ±w‖
X
− 1
4
−2ǫ,0
±1
. ‖φ±‖
X
kj−
1
2
+, 1
2
+
±2
‖w‖
X
1−kj+1,
1
2
−
±
(23)
‖φ±w‖
X
− 1
4
−2ǫ,0
±1
. ‖φ±‖
X
kj,
1
2
+
±2
‖w‖
X
1
2
−kj+1,
1
2
−
±
(24)
‖φ±w‖
X
− 1
4
−2ǫ,0
±1
. ‖φ±‖
X
kj,0+
±2
‖w‖
X
1−kj+1,
1
2
−
±
(25)
‖φ±w‖
X
− 1
4
−2ǫ,0
±1
. ‖φ±‖
X
kj,
1
2
+
±2
‖w‖
X
1−kj+1,0
±
. (26)
We apply Prop. 2.1. For (23) we choose s0 =
1
4 +2ǫ , s1 = kj −
1
2+ , s2 = 1− kj+1,
b0 = 0 , b1 =
1
2+ , b2 =
1
2− , thus s0 + s1 + s2 =
3
4 + 2ǫ + kj − kj+1+ >
3
4 ,
if kj+1 = kj + 2ǫ . Moreover s1 + s2 =
1
2 + kj − kj+1+ =
1
2 − 2ǫ+ , so that the
assumptions of Prop. 2.1 are satisfied. The other estimates can be handled in the
same way, as one easily checks. The quadratic term is also easily treated, because
we obtain as before
‖|ψ|2‖
X
1
4
+2ǫ,− 1
2
+
±
. ‖ψ‖2
X
− 1
8
+ǫ+, 1
2
+
.
After finitely many steps we obtain φ± ∈ X
3
8
+, 1
2
+
± [0, T ] , so that we arrive in
a space, where uniqueness holds by Theorem 1.1. 
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Remarks: 1. It is also possible to generalize Theorem 1.2 to data ψ0 ∈ H
s ,
φ0 ∈ H
k , φ1 ∈ H
k−1 for k 6= s+ 12 under appropriate conditions on s and k.
2. If we consider the finite energy case s = k = 1 , where by energy conservation
and Theorem 1.1 global well-posedness holds for ψ ∈ X1,
1
2
+ , φ± ∈ X
1, 1
2
+
± , we can
easily show unconditional uniqueness. One only has to estimate by Sobolev
‖φ2ψ‖L2([0,T ],L2) . T
1
2 ‖φ‖2L∞([0,T ],H1)‖ψ‖L∞([0,T ],H1) <∞
and also
‖|ψ|2φ‖L2([0,T ],L2) <∞ ,
so that ψ ∈ X0,1[0, T ] ∩ X1,0[0, T ] ⊂ X
1
2
−, 1
2
+[0, T ] and φ± ∈ X
1,1
± [0, T ] , where
uniqueness holds by Theorem 1.1. This holds true in dimensions n = 2 as well as
n = 3.
4. The case n = 3
We start with the proof of the local well-posedness result.
Proposition 4.1. Let s > − 12 , k >
1
2 and s < min(2k −
1
2 , k +
1
2 ) . Then the
estimate (4) applies.
This is a consequence of the following two lemmas.
Lemma 4.1. The following estimates apply for k > 12 :
‖φ1φ2‖
X
2k− 3
2
−, 1
2
−
±
. ‖φ1‖
X
k, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
, (27)
if k ≤ 1 , and
‖φ1φ2‖
X
k− 1
2
−, 1
2
−
±
. ‖φ1‖
X
k, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
, (28)
if k > 1 .
Proof. By (7) we may reduce (27) to
‖φ1φ2‖
X
2k− 3
2
−,0
±
. ‖φ1‖
X
k− 1
2
−, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
and
‖φ1φ2‖
X
2k− 3
2
−,0
±
. ‖φ1‖Xk,0±1
‖φ2‖
X
k, 1
2
+ǫ
±2
.
These estimates follow from Prop. 2.1. Similarly we handle (28) by reduction to
‖φ1φ2‖
X
k− 1
2
−,0
±
. ‖φ1‖
X
k− 1
2
+, 1
2
+ǫ
±1
‖φ2‖
X
k, 1
2
+ǫ
±2
and
‖φ1φ2‖
X
k− 1
2
−,0
±
. ‖φ1‖Xk,0±1
‖φ2‖
X
k, 1
2
+ǫ
±2
.

Lemma 4.2. The following estimates apply:
‖|φ|2ψ‖
X
s,− 1
2
+2ǫ . ‖|φ|
2‖
X
2k− 3
2
−, 1
2
−
±
‖ψ‖
X
s, 1
2
− (29)
for k > 12 , k ≤ 1 , s < 2k −
1
2 , s > −
1
2 , and
‖|φ|2ψ‖
X
s,− 1
2
+2ǫ . ‖|φ|
2‖
X
k− 1
2
−, 1
2
−
±
‖ψ‖
X
s, 1
2
− (30)
for k > 1 , s < k + 12 , s > −
1
2 .
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Proof. This is a consequence of [6], Thm. 2.1, where in case (29) we choose σ =
2k − 32− >
1
2 , thus σ > s− 1 for s < 2k −
1
2 , σ > −s− 1 for k >
1
2 and s > −
1
2 ,
whereas in case (30) we have σ = k − 12− >
1
2 , σ > s − 1 for s < k +
1
2 , thus
s > −σ − 1 = −k + 12 for k > 1 and s > −
1
2 . 
Next we have to prove
Proposition 4.2. If s ≥ 0 , k > 12 and s > max(
k−1
2 , k −
3
2 ), the estimate (14)
applies.
This is a consequence of the following two lemmas.
Lemma 4.3. If 12 < k < 1 we have
‖|ψ|2φ‖
X
k−1,− 1
2
+2ǫ
±
. ‖|ψ|2‖
X
1
2
−,− 1
2
+2ǫ
±1
‖φ‖
X
k, 1
2
+ǫ
±2
and, if k ≥ 1 we have
‖|ψ|2φ‖
X
k−1,− 1
2
+2ǫ
±
. ‖|ψ|2‖
X
k− 1
2
+,− 1
2
+2ǫ
±1
‖φ‖
X
k, 1
2
+ǫ
±2
.
Proof. The first estimate is by duality equivalent to
‖φw‖
X
− 1
2
+, 1
2
−2ǫ
±1
. ‖φ‖
X
k, 1
2
+ǫ
±2
‖w‖
X
1−k, 1
2
−2ǫ
±
.
This is handled similarly as in Lemma 3.3 by (7) and Prop. 2.1. The second estimate
is handled in the same way. 
Lemma 4.4. If s ≥ 0 the following estimate applies:
‖|ψ|2‖
X
1
2
−,− 1
2
+
±
. ‖ψ‖2
X
s, 1
2
+
,
and, if s > max(k − 32 ,
k−1
2 ) and k ≥ 1 :
‖|ψ|2‖
X
k− 1
2
+,− 1
2
+
±
. ‖ψ‖2
X
s, 1
2
+
.
Proof. This follows from [6], Thm. 2.2, where for the first estimate we choose σ =
3
2− , so that 2s > σ −
3
2 , if s ≥ 0 , and for the second estimate σ = k +
1
2+ , thus
2s > σ − 32 = k − 1 , if s >
k−1
2 , and s > σ − 2 = k −
3
2+ . 
The estimates for the quadratic nonlinearities are given in the next proposi-
tion.
Proposition 4.3. The estimate (19) applies for s > −1 , k > − 12 , k > −1− s ,
s < k + 1 , and the estimate (20) holds for s > max(k2 −
3
4 , k − 2) , s > −
1
4 .
Proof. This was proven in [6], Thm. 2.1 and Thm. 2.2. 
Proof of Theorem 1.1. By standard arguments the claimed local well-posedness in
Theorem 1.1 is a consequence of Propositions 4.1, 4.2 and 4.3. 
Next, we prove the unconditional well-posedness result.
Proof of Theorem 1.2. As in the two-dimensional case we obtain
Lemma 4.5. Let 13 < s ≤
2
3 . Then we have
ψ ∈ X3s−2,1[0, T ] ∩Xs,0[0, T ] ⊂ X2s−1−,
1
2
+[0, T ] ,
φ± ∈ X
3s− 3
2
,1
± [0, T ] ∩X
s+ 1
2
,0
± [0, T ] ⊂ X
2s− 1
2
−, 1
2
+
± [0, T ] .
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Proof. We use the same notation as in the proof of Lemma 3.6, i.e. 1
r
= 12 −
l
2 ,
1
p
= 12 −
s+ 1
2
3 ,
1
q
= 12 −
s
3 , so that
1
r
= 2
p
+ 1
q
= 76 − s < 1 , if s >
1
6 and
l = 3s − 2 ≤ 0 , if s ≤ 23 . Moreover
1
r∗
= 12 −
m
3 ,
1
r∗
= 1
p
+ 2
q
= 43 − s < 1 ,
if s > 13 , and m = 3s −
5
2 ≤ 0 for s ≤
5
6 , This gives the necessary estimates for
the cubic nonlinearities exactly as in Lemma 3.6. The quadratic nonlinearities are
easily treated in the same way. 
Finally, in order to obtain the claimed unconditional uniqueness of Theorem
1.2 it suffices to consider the case s = 12 + ǫ . By Lemma 4.5 we obtain ψ ∈
X0,
1
2
+[0, T ] and φ ∈ X
1
2
+, 1
2
+[0, T ] . But in these spaces the uniqueness holds by
Theorem 1.1. 
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