Medida borrosa de la fiabilidad de un recurso para entornos Grid by Santos Benavides, Germán Pablo
Medida borrosa de la
Fiabilidad de un Recurso
para Entornos Grid
Trabajo Fin de Ma´ster en Ingenier´ıa de Computadores
Curso 2010/2011
Ma´ster en Investigacio´n en Informa´tica
Facultad de Informa´tica
Universidad Complutense de Madrid
Germa´n P. Santos Benavides
Director: Rube´n S. Montero
Colaborador: Luis Garmendia
ii
El abajo firmante, matriculado en el Ma´ster en Investigacio´n en Informa´tica de la
Facultad de Informa´tica, autoriza a la Universidad Complutense de Madrid (UCM) a di-
fundir y utilizar con fines acade´micos, no comerciales y mencionando expresamente a su
autor el presente Trabajo Fin de Ma´ster: “Medida borrosa de la fiabilidad de un recurso
para entornos Grid”, realizado durante el curso acade´mico 2010-2011 bajo la direccio´n de
Rube´n Santiago Montero en el Departamento de Arquitectura de Computadores y con la
colaboracio´n externa de direccio´n de Luis Garmendia, y a la Biblioteca de la UCM a de-
positarlo en el Archivo Institucional E-Prints Complutense con el objeto de incrementar
la difusio´n, uso e impacto del trabajo en Internet y garantizar su preservacio´n y acceso a
largo plazo.
Germa´n P. Santos Benavides
iv
I´ndice general
Pro´logo xiii
1. Introduccio´n 1
1.1. Motivacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Estructura de la memoria . . . . . . . . . . . . . . . . . . . . . . . . . . 2
I Introduccio´n a la Lo´gica Borrosa 5
2. Conjuntos borrosos 7
2.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2. Operaciones con conjuntos borrosos . . . . . . . . . . . . . . . . . . . . . 8
2.2.1. Interseccio´n de conjuntos borrosos . . . . . . . . . . . . . . . . . . 9
2.2.2. Unio´n de conjuntos borrosos . . . . . . . . . . . . . . . . . . . . . 9
2.2.3. Complemento de un conjunto borroso . . . . . . . . . . . . . . . . 10
2.2.4. Dualidad de los operadores . . . . . . . . . . . . . . . . . . . . . . 10
2.2.5. Familias lo´gicas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.6. Otros tipos de agregacio´n . . . . . . . . . . . . . . . . . . . . . . 11
2.3. Convexidad en los conjuntos borrosos . . . . . . . . . . . . . . . . . . . . 15
3. Variables lingu¨´ısticas 17
3.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2. Modificadores lingu¨´ısticos . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3. Proposiciones borrosas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
II Introduccio´n a la Computacio´n Grid 21
4. Computacio´n Grid 23
4.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1.1. Esta´ndares y tecnolog´ıas actuales . . . . . . . . . . . . . . . . . . 24
4.1.2. Globus Toolkit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.1.3. Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2. Planificacio´n de recursos en el Grid . . . . . . . . . . . . . . . . . . . . . 26
4.2.1. Adaptacio´n al medio . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2.2. GridWay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
v
III Medida borrosa de la fiabilidad de un recurso 31
5. Construccio´n del sistema borroso 33
5.1. Estrategia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.1.1. Modelado del conjunto reliable . . . . . . . . . . . . . . . . . . . 35
5.1.2. Aplicacio´n a GridWay . . . . . . . . . . . . . . . . . . . . . . . . 35
5.2. Arquitectura del sistema borroso . . . . . . . . . . . . . . . . . . . . . . 36
5.3. Disen˜o detallado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.3.1. Comunicacio´n entre el sistema borroso y GridWay . . . . . . . . . 37
5.3.2. Interpretacio´n de reglas borrosas . . . . . . . . . . . . . . . . . . 38
5.3.3. Recoleccio´n de informacio´n . . . . . . . . . . . . . . . . . . . . . . 46
6. Resultados 51
6.1. Implementacio´n del banco de pruebas . . . . . . . . . . . . . . . . . . . . 51
6.1.1. GridSim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.1.2. Arquitectura del banco de pruebas . . . . . . . . . . . . . . . . . 52
6.2. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.2.1. Procedimiento de pruebas . . . . . . . . . . . . . . . . . . . . . . 56
6.3. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.3.1. Limitaciones conocidas . . . . . . . . . . . . . . . . . . . . . . . . 62
7. Principales aportaciones y trabajo futuro 63
7.1. Aportaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.2. Trabajo futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
A. Modificaciones a GridWay 65
A.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
A.2. Cambios en gw scheduler.h . . . . . . . . . . . . . . . . . . . . . . . . . 65
A.3. Cambios en gw scheduler common.c . . . . . . . . . . . . . . . . . . . . 66
A.4. Cambios en gw scheduler hosts.c . . . . . . . . . . . . . . . . . . . . . 66
B. Material presentado a ISKE’09 71
Bibliograf´ıa 73
vi
I´ndice de figuras
2.1. Comparacio´n entre un conjunto borroso (negro) y otro crisp (azul) . . . 8
2.2. Familia lo´gica algebraica o del producto . . . . . . . . . . . . . . . . . . . 12
2.3. Familia lo´gica esta´ndar o de Zadeh . . . . . . . . . . . . . . . . . . . . . 13
2.4. Familia de Lukasiewicz . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5. Convexidad de un conjunto borroso . . . . . . . . . . . . . . . . . . . . . 15
3.1. Variable lingu¨´ıstica Temperature . . . . . . . . . . . . . . . . . . . . . . . 17
3.2. Propiedades no deseables de los te´rminos . . . . . . . . . . . . . . . . . . 18
3.3. Representacio´n gra´fica de los modificadores lingu¨´ısticos . . . . . . . . . . 19
4.1. Relacio´n entre OGSA, Web Services y WSRF . . . . . . . . . . . . . . . 25
4.2. Arquitectura del metaplanificador GridWay . . . . . . . . . . . . . . . . 27
4.3. Algoritmo de planificacio´n adaptativa de GridWay . . . . . . . . . . . . . 29
5.1. Sistema borroso para calcular la fiabilidad . . . . . . . . . . . . . . . . . 36
5.2. Colaboracio´n para atender una peticio´n de GridWay . . . . . . . . . . . 37
6.1. Arquitectura del banco de pruebas . . . . . . . . . . . . . . . . . . . . . 53
6.2. Componentes de GridResource personalizados para el banco de pruebas 54
6.3. Resultados obtenidos durante la primera prueba . . . . . . . . . . . . . . 57
6.4. Resultados obtenidos durante la segunda prueba . . . . . . . . . . . . . . 58
6.5. Resultados obtenidos durante la cuarta prueba . . . . . . . . . . . . . . . 60
6.6. Resultados obtenidos durante la cuarta prueba . . . . . . . . . . . . . . . 61
vii
viii
I´ndice de cuadros
6.1. Detalle de la distribucio´n de trabajos . . . . . . . . . . . . . . . . . . . . 62
ix
x
I´ndice de listados
5.1. Ejemplo de job template . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.2. Grama´tica del lenguaje de los job templates . . . . . . . . . . . . . . . . 39
5.3. Ejemplo de sistema borroso en FCL . . . . . . . . . . . . . . . . . . . . . 45
5.4. El archivo de configuracio´n resource.properties . . . . . . . . . . . . . 46
5.5. Grama´tica del lenguaje de resource.properties . . . . . . . . . . . . . 47
6.1. El archivo de definicio´n de errores errors.properties . . . . . . . . . . 55
6.2. Reglas utilizadas para la pruebas 1 y 2 . . . . . . . . . . . . . . . . . . . 56
6.3. Reglas utilizadas para la pruebas 3 y 4 . . . . . . . . . . . . . . . . . . . 59
A.1. Parche para gw scheduler.h . . . . . . . . . . . . . . . . . . . . . . . . 65
A.2. Parche para gw scheduler common.c . . . . . . . . . . . . . . . . . . . . 66
A.3. Parche para gw scheduler hosts.c . . . . . . . . . . . . . . . . . . . . . 66
xii
Pro´logo
Resumen
La planificacio´n de trabajos en Grids Computacionales es una tarea compleja debido a
la falta de control sobre los recursos. En estas condiciones es imposible saber exactamente
que´ recurso se comportara´ mejor para cada trabajo.
Por otra parte, los sistemas borrosos han demostrado en los u´ltimos an˜os que funcionan
perfectamente en estos escenarios en los cuales la informacio´n es imprecisa o incompleta
y donde se carece de un modelo exacto del espacio de optimizacio´n. En esta memoria
presentamos un sistema borroso, construido para trabajar con el meta-planificador Grid-
Way, para evaluar la fiabilidad de cada recurso candidato. Esta informacio´n puede ser
despue´s utilizada por GridWay para elegir el recursos al que el trabajo sera´ lanzado.
La memria esta´ dividida en 3 partes. Las dos primeras son ma´s teo´ricas y sirven de
introduccio´n a las dos tecnolog´ıas sobre las que se basa este trabajo, la Lo´gica Borrosa
y la meta-planificacio´n. La tercera esta´ completamente dirigida a explicar las soluciones
propuestas por proyecto del que surge esta memoria y su posterior disen˜o e implementa-
cio´n.
Palabras clave
Superscheduling; Metaplanificador GridWay; Computacio´n Grid; Lo´gica Borrorsa;
Razonamiento Aproximado; Soft computing
Summary
Job scheduling in Computational Grids is a complex task because of the lack of control
over the resources. Under these conditions, it is impossible to know exactly which host
will perform better for a given job.
On the other hand, fuzzy systems have demonstrated in recent years to behave well
in this kind of situations, with imprecision, incomplete information or a lack of an exact
model of the optimization space. In this paper we present a fuzzy system, built on top of
the GridWay meta-scheduler, to evaluate the reliability of each candidate resource. This
information is used by GridWay to choose the resource where the job will be dispatched.
xiii
This memo is divided in three parts. The first two are an introduction to the theories
on which this work is based upon, the Fuzzy Logic and the superscheduling. The last part
is completely dedicated to explain the solutions proposed by this project and its design
and implementation.
Keywords
Superscheduling; GridWay meta-scheduler; Grid computing; Fuzzy Logic; Approxi-
mate reasoning; Soft computing
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Cap´ıtulo 1
Introduccio´n
Este cap´ıtulo realiza una descripcio´n de las motivaciones y objetivos de la presente
memoria. Se estructura en tres secciones: la seccio´n 1.1 que muestra las principales mo-
tivaciones que han dado lugar al desarrollo de este proyecto, La seccio´n 1.2 expone los
objetivos que se pretenden conseguir e introduce brevemente la estrategia que sera´ desa-
rrollada ma´s adelante en esta memoria. Y finalmente, la seccio´n 1.3 presenta la estructura
general de la memoria.
1.1. Motivacio´n
Los fallos, los cortes de servicio y las violaciones de los contratos de rendimiento son
feno´menos frecuentes en sistemas grid. Es un entorno muy dina´mico y complejo en el que
la informacio´n disponible sobre los recursos tiene un cierto grado de incertidumbre. En
este contexto, emerge la Lo´gica Borrosa como una solucio´n adecuada para implementar un
me´todo de decisio´n que permita trabajar con esa incertidumbre. Esta memoria presenta
una nueva estrategia de seleccio´n de recursos para el metaplanificador GridWay basada
en la Lo´gica Borrosa.
GridWay, como middleware metaplanificador, es responsable de detectar y replanificar
los trabajos que hayan fallado debido a degradaciones de rendimiento o cortes de servicio.
Cada una de estas migraciones tiene una penalizacio´n en el rendimiento total del sistema.
Por tanto, una mejora en el criterio de seleccio´n del mejor recurso posible del conjunto
de disponibles supondra´ reducir la frecuencia de migracio´n y tendra´ un impacto positivo
en el rendimiento. Para ello se utilizara´ toda la informacio´n disponible de los recursos
y sera´ tratada utilizando te´cnicas de inferencia borrosa para obtener una medida de
fiabilidad de cada recurso.
Existen numerosos intentos de optimizar la planificacio´n en sistemas Grid utilizando
lo´gica borrosa. En [17] se describe una forma de aplicar asociacio´n borrosa de reglas para
analizar los datos de monitorizacio´n y de contabilidad. El objetivo de esta te´cnica es
la extraccio´n de los patrones de utilizacio´n de los recursos a partir de esos datos para
predecir la evolucio´n del uso de los recursos. En funcio´n de esta informacio´n el planificador
es capaz optimizar las pol´ıticas de planificacio´n.
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Un acercamiento diferente es peresentado en [14]. En este trabajo se considera la
utilizacio´n de un planificador borroso por encima del planificador local para optimizar
la distribucio´n de la carga de trabajo. Este planificador decide, utilizando te´cnicas de
control borroso, si la ejecucio´n del trabajo debe ser llevada a cabo localmente o si, por
el contrario, debe ser delegada a un sistema remoto. El controlador borroso presentado
es adaptativo: el peso de cada regla en la decisio´n se va actualizando en funcio´n de las
medidas de rendimiento obtenidas.
1.2. Objetivos
El objetivo del proyecto es optimizar el me´todo de seleccio´n de recursos utilizado
por GridWay. Para ello se construye un sistema de lo´gica borrosa que permite estimar la
fiabilidad de cada recurso de manera ma´s exacta que el sistema actual, basa´ndose en toda
la informacio´n de monitorizacio´n y de contabilidad proporcionada por GridWay. Una vez
calculado el valor de la fiabilidad de los recursos candidatos, el trabajo sera´ lanzado al
recurso ma´s fiable.
La informacio´n de un recurso se analiza por separado. Por un lado, un recurso puede
ser fiable desde el punto de vista de monitorizacio´n porque parece desocupado y tiene
elevada capacidad de proceso. Por otro lado, las anteriores ejecuciones que se han llevado a
cabo en el recurso pueden servir como gu´ıa sobre el comportamiento de futuros trabajos.
Para diferenciar los dos tipos de informacio´n sera´ necesario disponer de un conjunto
borroso sobre el conjunto de recursos disponibles para modelar cada uno de los conceptos:
el conjunto mon aglutina toda la informacio´n de monitorizacio´n mientras que el conjunto
acct agrupa toda la informacio´n de contabilidad.
Los conjuntos mon y acct son definidos por el usuario para cada trabajo. Para expresar
las caracter´ısticas deseadas que deber´ıa tener el recurso objetivo, el usuario construye las
reglas como una combinacio´n de restricciones sobre las variables del modelo abstracto
de recurso atendiendo a las necesidades de cada trabajo. Las restricciones se combinan
utilizando las operaciones ba´sicas AND, OR, NOT, y son incluidas en el job template.
El siguiente ejemplo muestra un ejemplo de configuracio´n que podr´ıa ser aplicada a
un trabajo de ca´lculo intensivo:
mon = cpu_load IS low AND cpu_speed IS high
acct = error_rate IS low AND execution_time IS high
Esto es considerado una mejora sobre la pol´ıtica de rank descrita en la seccio´n 4.2.2,
porque el usuario puede definir sus preferencias sobre las caracter´ısticas del recurso nece-
sario de una forma que imita a su proceso de razonamiento. As´ı, el usuario puede centrarse
en que´ caracter´ısticas quiere y no en co´mo expresar sus preferencias.
1.3. Estructura de la memoria
La memoria esta´ divida en tres grandes bloques:
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• El primero de ellos hace una breve introduccio´n a los conceptos necesarios de Lo´gica
Borrosa que sirven como ba´se teo´rica a los cap´ıtulos posteriores. Se presenta el
concepto de conjunto borroso y se definen las operaciones para construir un a´lgebra
de conjuntos borrsos. Tambie´n se describen los conceptos de variable lingu¨´ıstica y
proposicio´n borrosa.
• El segundo bloque presenta la Computacio´n Grid, explicando toda la problema´tica
singular que supone la planificacio´n en un entorno de este tipo. Se detalla, tambie´n,
la estrategia que sigue GridWay para hacer frente al dinamismo del Grid y se
introducen los conceptos de planificacio´n y ejecucio´n adaptativas.
• El tercer bloque hace una descripcio´n pormenorizada de las partes espec´ıficas a
este proyecto: el ca´lculo de la medida borrosa de fiabilidad, su implementacio´n y
los resultados obtenidos. Espec´ıficamente, el cap´ıtulo 5 presenta la estrategia y su
implementacio´n, mientras que el cap´ıtulo 6 muestra la implementacio´n del banco
de pruebas con la librer´ıa de simulacio´n GridSim y analiza los resultados obtenidos.
Al final se presenta un cap´ıtulo con las conclusiones obtenidas a partir de este proyecto
y que´ perspectivas abre de cara al futuro.
3
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Parte I
Introduccio´n a la Lo´gica Borrosa
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Cap´ıtulo 2
Conjuntos borrosos
El crecimiento en la complejidad de los problemas que se intentan resolver provoca
que obtener un modelo exacto de esos problemas puede ser una tarea compleja o, inclu-
so, inabarcable. Lofti A. Zadeh explica esa situacio´n en [33][34] usando el principio de
incompatibilidad el cual enucia de la siguiente forma:
“A medida que la complejidad de un sistema crece nuestra habilidad pa-
ra hacer afirmaciones precisas o, incluso, relevantes sobre su funcionamiento
desciende. Puede llegarse a un punto l´ımite en el que la precisio´n y la rele-
vancia sean caracter´ısticas mutuamente excluyentes.”
Por otra parte, el razonamiento humano es capaz de tomar decisiones racionales en
un entorno impreciso. Por ejemplo, mientras conducimos un coche no se piensa el nu´mero
de grados exactos que hay mover el volante, el punto exacto donde debemos empezar a
frenar o la fuerza que debemos aplicar al pedal de freno. La idea de la Lo´gica Borrosa es
aprovechar esta toleracia a la imprecisio´n que tienen algunos sistemas[35], permitiendo
el manejo de informacio´n imprecisa, inexacta o subjetiva de la misma forma que puede
hacerlo el pensamiento humano.
En esta parte se presentan los conceptos ba´sicos de la Lo´gica Borrosa que sera´n
utilizados a lo largo de la memoria. Este paradigma permite modelar conceptos como alto
o viejo y razonar con ellos imitando la forma en que lo hace el razonamiento humano,
aunque sean conceptos sujetos a imprecisio´n, inexactitud, ruido o subjetividad, siendo
capaz de obtener conclusiones va´lidas.
Por u´ltimo, cabe sen˜alar que, aunque el contenido de esta parte intenta ser autocon-
tenido, el campo de la Lo´gica Borrosa es realmente amplio y no se pretende tratarlo con
profundidad en esta memoria. Los conceptos fundamentales sera´n definidos de forma clara
para formar una base suficientemente amplia para comprender el uso que se hace de estas
te´cnicas en el proyecto. El lector interesado puede remitirse a los art´ıculos [32, 34, 33]
donde se explican y se desarrollan todos los aspectos en mayor profundidad.
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2.1. Introduccio´n
Un conjunto cla´sico A, segu´n la teor´ıa cla´sica de Cantor, se define de tal forma que
para cualquier elemento x ∈ U , donde U es el universo de discurso, debe cumplirse que
x ∈ A o x /∈ A. Esta afirmacio´n ya no es cierta con en la Lo´gica Borrosa ya que, para
representar matema´ticamente conceptos como templado o alto que son inexactos y sub-
jetivos, los conjuntos borrosos permiten definir un grado de pertenencia de un elemento
a un conjunto.
Definicio´n 1 (Conjunto borroso) Un conjunto borroso A sobre un universo U se de-
fine mediante una funcio´n de pertenencia µA : U → [0, 1]. La expresio´n µA(x) es el grado
de pertenencia de x al conjunto borroso A. Este grado de pertenencia es interpretado
normalmente como el valor de un te´rmino de una variable lingu¨´ıstica [30, 34], o para
medir una caracter´ıstica aplicada a todos los elementos de un universo U .
Los conjuntos borrosos suponen, por tanto, una generalizacio´n del concepto de con-
junto, ya que los conjuntos cla´sicos tambie´n pueden ser definidos como un conjunto borros
con la siguiente funcio´n caracter´ıstica:
µB : U → {0, 1}
µB(x) =
{
1 if x ∈ B
0 if x /∈ B
En el a´mbito de la Lo´gica Borrosa, se utiliza el te´rmino crisp (n´ıtido) para denominar a
los conjuntos cla´sicos. Puede observarse la diferencia existente entre ambas funciones en
la figura 2.1.
Figura 2.1: Comparacio´n entre un conjunto borroso (negro) y otro crisp (azul)
2.2. Operaciones con conjuntos borrosos
Una vez modeladas las caracter´ısticas A y B con los conjuntos borrosos µA, µB : U →
[0, 1] puede construirse un a´lgebra de conjuntos borrosos definiendo las operaciones de
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interseccio´n, unio´n y complemento de conjuntos borrosos. Para ello se utilizara´n unos
operadores llamados normas triangulares (t-normas), conormas triangulares (t-conorma)
y operadores de negacio´n [27, 21].
2.2.1. Interseccio´n de conjuntos borrosos
En la teor´ıa cla´sica al definir un conjunto como la interseccio´n de otros dos se obtiene
un conjunto con aquellos elementos que pertenecen a ambos conjuntos a la vez. Intuiti-
vamente, al intersecar dos conjuntos borrosos A y B, debe obtenerse un conjunto A ∩B
cuya funcio´n caracter´ıstica µA∩B(x) sea capaz de expresar el grado de pertenencia de
cada elemento x ∈ U a ambos conjuntos combinando los valores de µA(x) y µB(x). En la
Lo´gica Borrosa esta funcio´n de pertenencia µA∩B es definida utilizando una t-norma T ,
de tal forma que:
µA∩B = T (µA(x), µB(x)) para todo x ∈ U
No existe un u´nico operador binario que defina la interseccio´n de conjuntos borro-
sos. Hay mu´ltiples operadores que pueden ser utilizados, siempre que cumplan con las
condiciones enunciadas en la siguiente definicio´n:
Definicio´n 2 (T-norma[27]) Una operacio´n binaria T : [0, 1] × [0, 1] → [0, 1] es una
t-norma[22, 30], si satisface los siguientes axiomas:
Condicio´n de contorno: T (1, x) = x
Simetr´ıa: T (x, y) = T (y, x)
Asociatividad: T (x, T (y, z)) = T (T (x, y), z)
Monoton´ıa: x ≤ x′, y ≤ y′ ⇒ T (x, y) ≤ T (x′, y′)
Como ejemplos ba´sicos de t-normas se muestran el mı´nimo, propuesta por Zadeh, y
el producto:
mı´nimo Tmin(x, y) = min(x, y)
producto Tprod(x, y) = xy
2.2.2. Unio´n de conjuntos borrosos
De manera ana´loga a la interseccio´n, dados dos conjuntos borrosos A y B con funciones
caracter´ısticas µA y µB respectivamente debe definirse un operador capaz de expresar el
conjunto unio´n A ∪ B combinando los valores de µA(x) y µB(x). La unio´n de conjuntos
borrosos se realiza en la Lo´gica Borrosa con los operadores llamados t-conormas. Por
tanto, la funcio´n caracter´ıstica que define el conjunto unio´n A ∪ B se expresa de la
siguiente manera:
µA∪B = S(µA(x), µB(x)) para todo x ∈ U
Un operador binario debe cumplir los axiomas expuestos en la definicio´n 3 para ser
considerado una conorma.
9
Definicio´n 3 (T-conorma[27]) Una operacio´n binaria S : [0, 1]× [0, 1]→ [0, 1] es una
t-conorma[22, 30], si satisface los siguientes axiomas:
Condicio´n de contorno: S(0, x) = x
Simetr´ıa: S(x, y) = S(y, x)
Asociatividad: S(x, T (y, z)) = S(T (x, y), z)
Monoton´ıa: x ≤ x′, y ≤ y′ ⇒ S(x, y) ≤ S(x′, y′)
Los ejemplos ba´sicos de t-conormas son el ma´ximo, propuesta por Zadeh, y la suma
probabil´ıstica:
ma´ximo Smin(x, y) = max(x, y)
suma probabil´ıstica Sprod(x, y) = x+ y − xy
2.2.3. Complemento de un conjunto borroso
El complemento de un conjunto borroso A se define aplicando un operador negador
N(x) a su funcio´n caracter´ıstica µA obteniendo la funcio´n µA¯(x) = N(µA(x)) para todo x ∈
U . El operador N(x) debe cumplir los axiomas presentados en la siguiente definicio´n.
Definicio´n 4 (Complemento) Un operador unario N : [0, 1] → [0, 1] es un comple-
mento si satisface los siguientes axiomas:
N(0) = 1
N(1) = 0
x ≤ x′ ⇒ N(x) ≥ N(x′)
Una negacio´n es estricta si es continua y estrictamente decreciente. Una negacio´n es
involutiva si N(N(x)) = x para todo x ∈ [0, 1]. Una negacio´n es fuerte si es estricta e
involutiva.
Como ejemplos de negaciones fuertes se presentan el operador esta´ndar de comple-
mento y las negaciones de Yager:
esta´ndar µA¯(x) = 1− µA(x)
Yager µA¯(x) = (1− µA(x)α)
1
α siendo α > 0
2.2.4. Dualidad de los operadores
A partir de una t-norma T y una negacio´n N se puede definir una t-conorma dual ST
como:
ST (x, y) = N(T (N(x), N(y)))
Como puede observase, esta definicio´n supone una generalizacio´n de las leyes de De
Morgan.
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2.2.5. Familias lo´gicas
Las operaciones algebraicas de interseccio´n, unio´n y complemento, descritas a lo largo
de esta seccio´n, se utilizan normalmente para dotar de sentido a los operadores lo´gicos
and, or y not respectivamente. Por tanto, una familia de conectivos lo´gicos borrosos
(T, S,N) esta´ formada por una t-norma T , una t-conorma S y una negacio´n N . Esta
familia de conectivos se denomina terna de De Morgan cuando S es la t-conorma dual
de T respecto a la negacio´n N .
Las familias que van a ser utilizadas en este proyecto son la familia esta´ndar o de
Zadeh (ver imagen 2.3), la familia algebraica o del producto (ver imagen 2.2) y la familia
de Lukasiewicz (ver imagen 2.4).
2.2.6. Otros tipos de agregacio´n
Hay conceptos que no se pueden modelar totalmente con los operadores de intersec-
cio´n, unio´n y negacio´n. Cuando se intentan conjugar diferentes criterios que deber´ıan
tener mayor o menor relevancia en la decisio´n final se utilizan operadores de agregacio´n.
Esta clase de operadores se encuentran entre las t-normas y las t-conormas, cumplie´ndose
la siguiente desigualdad:
t-norma ≤ min ≤ agregacio´n ≤ max ≤ t-conorma
Los operadores de agregacio´n que han sido utilizados durante el desarrollo del sistema
borroso utilizan un vector de pesos, aplicando un factor de relevancia a cada uno de los
conjuntos que se pretenden agregar. Un vector w = (w1, . . . , wn) es un vector de pesos si
wi ∈ [0, 1] y
∑n
i=1wi = 1.
Definicio´n 5 (Agregacio´n Media Ponderada[10]) Dado un vector de pesos w = (w1, . . . , wn)
y un conjunto de conjuntos borrosos {µ1, . . . , µn} la media ponderada se define como
µWA(x) =
n∑
i=1
wiµi(x) (2.1)
Definicio´n 6 (Agregacio´n Media Ponderada Ordenada[29, 10]) Dado un vector
de pesos w = (w1, . . . , wn) y un conjunto de conjuntos borrosos {µ1, . . . , µn} la media
ponderada ordenada se define como
µOWA(x) =
n∑
i=1
wiµ(i)(x) (2.2)
donde µ(i) representa el valor i-e´simo en la serie ordenada µ(1) ≤ µ(2) ≤ . . . ≤ µ(n)
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Producto

Tprod(x, y) = xy
Sprod(x, y) = x+ y − xy
Nprod(x) = 1− x
(a) T-norma del producto
(b) T-conorma del producto
Figura 2.2: Familia lo´gica algebraica o del producto
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Zadeh

Tzadeh(x, y) = min(x, y)
Szadeh(x, y) = max(x, y)
Nzadeh(x) = 1− x
(a) T-norma de Zadeh
(b) T-conorma de Zadeh
Figura 2.3: Familia lo´gica esta´ndar o de Zadeh
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Lukasiewicz

Tluk(x, y) = max(0, x+ y − 1)
Sluk(x, y) = min(1, x+ y)
Nluk(x) = 1− x
(a) T-norma de Lukasiewicz
(b) T-conorma de Lukasiewicz
Figura 2.4: Familia de Lukasiewicz
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2.3. Convexidad en los conjuntos borrosos
La convexidad de los conjuntos borrosos tiene relevancia en los sistemas de control
borroso puesto que es ma´s fa´cil, computacionalmente hablando, trabajar con ese tipo de
conjuntos[24]. La definicio´n de convexidad se basa en los llamados corte-α de un conjunto
borroso A o Γα. El conjunto Γα es un conjunto cla´sico, formado por todos los elementos
del dominio cuyo valor de la funcio´n caracter´ıstica sea igual o mayor que α ∈ (0, 1].
(a) Conjunto borroso convexo.
(b) Conjunto borroso no convexo.
Figura 2.5: Convexidad de un conjunto borroso
Definicio´n 7 (Convexidad[32]) Sea A un conjunto borroso sobre un universo U defi-
nido por su funcio´n caracter´ıstica µA y sea α ∈ (0, 1]. A sera´ convexo si y so´lo si todos
los conjuntos
Γα = {x|µA(x) ≥ α}
son convexos.
Como recordatorio, se dice que un conjunto cla´sico C es convexo si dados dos puntos
x1, x2 ∈ C se cumple que todos los elementos del universo que se encuentren entre x1 y x2
pertenecen tambie´n al conjunto, o expresado matema´ticamente θx1 + (1− θ)x2 ∈ C, con
θ ∈ [0, 1]. Se puede comparar gra´ficamente los diferentes tipos de funcio´n caracter´ıstica
que tienen un conjunto borroso convexo y no convexo en la figura 2.5.
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Cap´ıtulo 3
Variables lingu¨´ısticas
3.1. Introduccio´n
La forma tradicional de modelar un sistema es cuantitativamente, atendiendo a me-
didas exactas y manipulando nu´meros y s´ımbolos. El pensamiento humano, por otra
parte, utiliza en su mayor parte palabras del lenguaje natural y percepciones en su pro-
ceso de razonamiento. Siguiendo ese modelo, en Lo´gica Borrosa conceptos como altura o
temperatura pasan a tener valores que no son ma´s que etiquetas lingu¨´ısticas. En el ejem-
plo de la figura 3.1 se encuentra representada la variable Temperature con el dominio de
te´rminos {cold, cool, confortable, warm, hot}.
Figura 3.1: Variable lingu¨´ıstica Temperature
Zadeh define en [34][31] una variable lingu¨´ıstica como una variable cuyo dominio no
son nu´meros sino palabras o frases en un lenguaje natural o artificial. A los valores del
dominio se les conoce como te´rminos y tienen asociado un conjunto borroso que les dota
de significado. La funcio´n de pertenencia de estos te´rminos normalmente esta´ constru´ıda
sobre una la variable base de naturaleza nume´rica. En el ejemplo de la figura 3.1 la
variable base es temp ⊆ <.
En los sistemas de Control Borroso la forma que se elije para los conjuntos borrosos
que definen a los te´rminos de una variable lingu¨´ıstica suele ser triangular o trapezoidal,
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debido a su eficiencia computacional y de almacenaje [13]. Esto es as´ı porque este tipo
de funciones pueden ser representadas con 3 o 4 puntos respectivamente. Es conveniente,
adema´s, que dada una variable lingu¨´ıstica A con el dominio de te´rminos {A1, . . . An} que
las funciones de pertenecia de estos conjuntos borrosos cumplan una serie de propiedades,
que pueden ser observadas en la figura 3.2. Las propiedades ma´s importantes son:
Normalidad: debe existir un elemento x ∈ U tal que µAi(x) = 1.
Completitud: la funcio´n de pertenencia µAi(x) debe estar definida para todo x ∈
U .
Relevancia: cada conjunto debe ser de un taman˜o suficientemente grande como
para tratar con el ruido.
Solapamiento adecuado: los te´rminos deben tener un solapamiento adecuado,
para evidenciar la borrosidad de los conceptos asociados. En la figura puede verse
las situaciones a evitar: el low-coverage, o conjuntos con un soloapamiento mı´nimo,
y el high-overlapping, conjuntos con demasiado solapamiento que son pra´cticamente
indistinguibles.
Convexidad: los te´rminos deben ser convexos.
Figura 3.2: Propiedades no deseables de los te´rminos
3.2. Modificadores lingu¨´ısticos
Un modificador lingu¨´ıstico es equivalente a un adverbio en lenguaje natural. Estos
operadores son utilizados cuando se pretende concentrar o dilatar la definicio´n de un
conjunto borroso. Dada una caracter´ıstica A con su funcio´n de pertenencia µA podemos
modelar el modificador “muy” (very) para intensificar:
µvery A(x) = (µA(x))
2
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y el modificador “un poco” (fairly) para dilatar:
µfairly A(x) = (µA(x))
1
2
Estos modificadores permiten definir nuevos te´rminos a partir de los fundamentales
del dominio de la variable lingu¨´ıstica. Por ejemplo, dada la variable Temperature con el
dominio de te´rminos {cold, cool, confortable, warm, hot} es posible definir los nuevo
te´rminos very hot o fairly hot. La figura 3.3 extra´ıda de [24] presenta gra´ficamente la
variacio´n que suponen los modificadores lingu¨´ısticos.
Figura 3.3: Representacio´n gra´fica de los modificadores lingu¨´ısticos
3.3. Proposiciones borrosas
Una proposicio´n borrosa es una proposicio´n que incluye variables lingu¨´ısticas. Una
proposicio´n simple es una restriccio´n de la siguiente forma:
x is T
donde x es una variable lingu¨´ıstica y T uno de sus te´rminos. El valor de verdad asignado
a una proposicio´n ba´sica viene dado por la funcio´n de pertenencia µT . Hay que tener
en cuenta que el te´rmino T puede ser tanto un te´rmino ba´sico como generado, ya sea
mediante los modificadores very y fairly o mediante el complemento not.
A partir de e´stas proposiciones ba´sicas se pueden construir proposiciones compuestas
gracias a las conectivas lo´gicas and y or. La evaluacio´n del valor de verdad asociado a
una proposicio´n compuesta se hace aplicando la t-norma y la t-conorma pertenecientes a
la familia lo´gica elegida.
Como ejemplo final de esta parte de introduccio´n a la Lo´gica Borrosa y enlazando
con toda la teor´ıa sobre lo´gica borrosa que ha sido presentada anteriormente, se muestra
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un ejemplo de evaluacio´n de proposicio´n compleja. La proposicio´n de este ejemplo quiere
definir la fiabilidad de un recurso atendiendo a varios de sus aspectos como la velocidad
de procesador, la tasa de fallos y la tasa de ejecuciones terminadas con e´xito. La idea
es definir la funcio´n pertenencia al conjunto borroso de los recursos fiables aplicando
restricciones a los diferentes aspectos de los recursos:
p = cpu speed is high and (failure rate is very low or success rate is high)
p(x, y, z) = min(µcpu high(x),max(µfailure low(y)
2, µsuccess high(z)))
siendo x, y, z los valores dados a los aspectos del recurso: velocidad de procesador, tasa
de fallos y tasa de ejecuciones exitosas respectivamente.
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Parte II
Introduccio´n a la Computacio´n Grid
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Cap´ıtulo 4
Computacio´n Grid
4.1. Introduccio´n
El objetivo de la Computacio´n Grid es proporcionar el acceso a recursos computacio-
nales avanzados de manera robusta mediante un interfaz uniforme, desde cualquier lugar
y con un coste mı´nimo. Esta tecnolog´ıa ha sido comparada con la red ele´ctrica[8] por lo
que, considerando esta analog´ıa, se puede decir que el objetivo final de la computacio´n
grid es que los usuarios puedan disponer de recursos de computacio´n como disponen ac-
tualmente de energ´ıa ele´ctrica: los usuarios obtienen electricidad a trave´s de los enchufes
sin preocuparse de do´nde viene la energ´ıa o co´mo esta´ siendo generada. Una infraestruc-
tura similar permitir´ıa poner las capacidades de la supercomputacio´n en las manos de
todo el que lo necesitase en el momento en el que lo necesitase.
La computacio´n Grid, sin embargo, todav´ıa no ha alcanzado ese nivel deseado de
difusio´n. Hoy en d´ıa, se encuentra en un punto intermedio, que consiste en llevar la
computacio´n distribu´ıda a un nivel superior y permitir el uso compartido de recursos y
aplicaciones entre organizaciones.
Existen numerosas definiciones propuestas para definir lo que es un grid. En [8] es
definido un grid como una gran coleccio´n de recursos heteroge´neos, distribuidos geogra´fi-
camente y pertenecientes a diferentes organizaciones virtuales, que proporciona servicios
de computacio´n, compartidos coordinadamente, sin que los usuarios conozcan los recur-
sos involucrados. Otra de las definiciones ma´s extendidas por la comunidad Grid es la
propuesta, tambie´n por Ian Foster, en [16]:
“A Grid is a system that...
1. . . . coodinates resources that are not subject to a centralized control. . .
2. . . . using standard, open, general-purpose protocols and interfaces. . .
3. . . . to deliver nontrivial qualities of services.”
Esta definicio´n impone tres requisitos fundamentales que todo sistema debe cumplir
para que pueda ser considerado como sistema Grid:
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1. Debe carecer de un control centralizado, de esta manera se imposibilita la formacio´n
de cuellos de botella y adema´s facilita la incorporacio´n de nuevos nodos permitiendo
as´ı un mejor aprovechamiento de recursos heteroge´neos.
2. Debe estar basado en protocolos e interfaces esta´ndar, abiertos y de propo´sito gene-
ral. As´ı, se simplifica la ejecucio´n de aplicaciones a trave´s del Grid, permitiendo que
puedan coexistir aplicaciones con distintas pol´ıticas de autenticacio´n, autorizacio´n
o acceso a los recursos.
3. Debe proporcionar calidades de servicio no triviales. Es decir, la tecnolog´ıa Grid
debe ofrecer calidades de servicio superiores a las proporcionadas por la unio´n de
los nodos individuales.
4.1.1. Esta´ndares y tecnolog´ıas actuales
En su intento por avanzar en la globalizacio´n de la computacio´n grid, a partir de las
ideas propuestas en [15], el Global Grid Forum[1] desarrollo´ en febrero de 2002 la primera
especificacio´n OGSA (Open Grid Servides Architecture). El objetivo era crear una ar-
quitectura orientada a servicios utilizando protocolos esta´ndares que fueran abiertos y de
propo´sito general para actividades comunes en la Computacio´n Grid como autenticacio´n,
autorizacio´n, descubrimiento y acceso a recursos.
La arquitectura OGSA define a partir de los Web Services, que son independientes
de plataforma y utilizan tecnolog´ıas con tanta difusio´n como XML y HTTP, los Grid
Services, que son servicios web con extensiones para cumplir con las necesidades del
Grid. Las diferencias ma´s relevantes con respecto a los Web Services existentes son:
• La vida de un Grid Service puede ser transitoria ya que, en un sistema distribu´ıdo
a gran escala, los recursos pueden dejar de estar disponibles. Es necesario manejar
su ciclo de vida, su creacio´n y su destruccio´n.
• Un Grid Service tiene una serie de datos y atributos asociados que definen su estado
interno.
• Los Grid Services proporcionan me´todos de notificacio´n para que los clientes puedan
reaccionar ante los cambios de estado del servicio.
La especificacio´n te´cnica que defin´ıa la forma de implementar la arquitectura OG-
SA mediante Web Services se llamo´ OGSI (Open Grid Services Infraestructure)[5]. Esta
especificacio´n utilizaba extensiones no esta´ndar del WSDL (Web Services Description
Language) y de XML Schema. Esta especificacio´n, sin embargo, no fue bien recibida
en la comunidad de los Web Services[12] que argumento´ que: (i)no era compatible con
los web services existentes ni con las herramientas de desarrollo; (ii)era demasiado densa,
estando todo definido en una u´nica especificacio´n; (iii) era demasiado orientada a objetos.
En junio de 2004, en un esfuerzo por coordinarse con la comunidad de Web Services, se
desarrollo´ el esta´ndar WSRF (Web Services Resource Framework). Esta especificacio´n es
una refactorizacio´n y evolucio´n de OGSI que hace mejor uso de todos los esta´ndares XML
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existentes. WSRF esta´ constituido por un conjunto de especificaciones que definen la ges-
tio´n de los WS-Resources: WS-Resource, WS-ResourceProperties, WS-ResourceLifetime,
WS-BaseFaults y WS-ServiceGroup. WSRF tambie´n hace uso de WS-Notification para
ofrecer una funcionalidad que OGSI implementaba expl´ıcitamente, lo que supone una
reduccio´n en complejidad.
Figura 4.1: Relacio´n entre OGSA, Web Services y WSRF
La figura 4.1 muestra la relacio´n entre la arquitectura OGSA, los Web Services y el
esta´ndar WSRF. Por u´ltimo, hay que sen˜alar que actualmente WSRF v1.2 es un esta´ndar
OASIS[7].
4.1.2. Globus Toolkit
La implementacio´n de referencia del esta´ndar WSRF se llevo´ a cabo con el Globus
Toolkit. Este conjunto de herramientas es el esta´ndar de facto para la implementacio´n
de aplicaciones en sistemas Grid. Globus Toolkit es un software libre, de co´digo abierto
y organizado como una coleccio´n de componentes debilmente acoplados, cuyo desarrollo
esta´ liderado por diversos grupos de investigacio´n ubicados en la University of Southern
California y en la University of Chicago.
4.1.3. Futuro
La computacio´n Grid ha demostrado durante la u´ltima de´cada su utilidad para resol-
ver problemas de gran taman˜o de ramas tan diversas como la F´ısica, la Bioinforma´tica o
las simulaciones clima´ticas. Sin embargo, ninguna solucio´n comercial ha aparecido para
aprovechar esta tecnolog´ıa en entornos que no sean acade´micos, limitando as´ı su expan-
sio´n y desarrollo. Esto es normalmente achacado a la complejidad inherente tanto en el
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despliegue como en la gestio´n de un grid, dado el gran nu´mero de recursos y organizaciones
involucrados[11].
Por otra parte, una rama relativamente nueva de la computacio´n distribu´ıda como es
la Cloud Computing s´ı cuenta con aplicaciones comerciales con las que potenciar su desa-
rrollo, al centrarse ma´s en ofrecer recursos virtuales bajo demanda o IaaS (Infrastructure-
as-a-Service). En colaboracio´n con la tecnolog´ıa de virtualizacio´n, el Cloud Computing
permite desplegar una infraestructura de recursos y pagar u´nicamente por la capacidad
utilizada. Este tipo de tecnolog´ıa permite hacer frente a las fluctuaciones de la carga de
trabajo de manera inmediata y, adema´s, reduce el coste asociado. Un ejemplo de apli-
cacio´n comercial es Amazon EC2, que despliega ma´quinas virtuales a disposicio´n de los
clientes en servidores bajo control del proveedor.
Existen diversos trabajos en curso intentando mejorar la Computacio´n Grid utili-
zando estas nuevas tecnolog´ıas de virtualizacio´n y Cloud Computing para simplificar el
escenario. Las v´ıas de desarrollo ma´s importantes propuestas en [11] son:
• El uso de te´cnicas de virtualizacio´n y de Cloud Computing como un me´todo para
proporcionar a los usuarios del Grid la posibilidad de ejecutar sus aplicaciones en
un entorno personalizado. De esta forma, la Computacio´n Grid podr´ıa beneficiarse
de ma´s flexibilidad, fiabilidad y eficiencia.
• Ofrecer la posibilidad de acceder a los recursos del Grid imitando la manera que
pueden accederse en Cloud Computing. Es decir, los usuarios acceder´ıan directa-
mente a la capacidad de ca´lculo, salta´ndose la capa de middleware. Este tipo de
acercamiento podr´ıa ser una manera natural de atraer inversores hacia las infraes-
tructuras Grid actuales.
4.2. Planificacio´n de recursos en el Grid
La tecnolog´ıa Grid permite interconectar recursos esparcidos por diferentes dominios
administrativos, cada uno con su seguridad y con su sistema de gestio´n de recursos.
El control, por tanto, no puede ser centralizado sino distribuido, lo que impide que los
planificadores tengan completo conocimiento del estado del sistema y de las peticiones
de los usuarios[16].
La gran dificultad de la planificacio´n en entornos Grid es, por tanto, que se deben
tomar decisiones acerca de recursos sobre los que no se tiene control total [26]. No se puede
confiar en que una vez enviado satisfactoriamente un trabajo a un recurso, e´ste vaya a
conseguir ejecutarse en e´l completamente. El trabajo puede ser cancelado o suspendido sin
previo aviso, las comunicaciones pueden interrumpirse o el sistema remoto puede fallar.
Bajo estas codiciones un metaplanificador tiene que hacer uso de te´cnicas espec´ıficas
para obtener el mayor rendimiento posible de un conjunto de recursos y debe contar con
caracter´ısticas consistentes en deteccio´n y recuperacio´n de fallos.
La arquitectura de un planificador de recursos para el Grid debe ser jera´rquica [9].
Deben existir:
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• planificadores locales (PBS, SGE, Condor, ...) que manejan las pol´ıticas dentro de
cada nodo.
• metaplanificadores (GridWay) que distribuyen los trabajos por los nodos.
En la figura 4.2 puede observarse gra´ficamente las diferentes capas que componen la
arquitectura del metaplanificador GridWay. Las aplicaciones del usuario hacen peticiones
al metaplanificador para que planifique un trabajo. Para ello le proporcionan, adema´s
del trabajo, una plantilla de trabajo (o job template) con sus requisitos. A partir de ese
momento es el metaplanificador el que se encarga de la gestio´n con el Grid de todos los
pasos necesarios para conseguir la ejecucio´n del trabajo.
Figura 4.2: Arquitectura del metaplanificador GridWay
El metaplanificador pasa por una serie de fases durante la ejecucio´n de un trabajo[26]:
1. Descubrimiento de recursos. Durante esta fase el metaplanificador obtiene un
conjunto de recursos activos en los que el usuario tiene permiso para ejecutar tra-
bajos.
2. Seleccio´n del sistema remoto. Para cada uno de los recursos descubiertos se
obtiene su informacio´n dina´mica. Con esta informacio´n y los requisitos del trabajo
se evalu´an los recursos candidatos y se selecciona el mejor.
3. Gestio´n de la ejecucio´n del trabajo. Una vez seleccionado el recurso, el meta-
planificador debe enviar el trabajo y preparar al recurso para la ejecucio´n del trabajo
(staging). El metaplanificador monitoriza el avance de la ejecucio´n del trabajo y,
una vez finalizado, recoge los resultados obtenidos.
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4.2.1. Adaptacio´n al medio
Un Grid, como ha sido sen˜alado anteriormente, es un entorno dina´mico que complica
singularmente la tarea de los metaplanificadores. Para poder sacar el mayor rendimiento
posible en esas condiciones, los metaplanificadores deben ser capaces de adaptarse al
medio. Las dos estrategias que han sido propuestas para operar en esas condiciones la
planificacio´n adaptativa y la ejecucio´n adaptativa[19][18].
La planificacio´n adaptativa es la primera estrategia que utilizan los metaplanificadores
para hacer frente al dinamismo del grid. Consiste en seleccionar el mejor recurso, de todos
los disponibles en el Grid que cumplan los requisitos del trabajo, hacia el cual lanzar
el siguiente trabajo teniendo en cuenta su estado actual y la informacio´n obtenida de
ejecuciones de trabajos anteriores.
La ejecucio´n adaptativa, por su parte, es la capcidad de migrar trabajos que ya esta´n
corriendo en una ma´quina hacia un recurso que se ajuste ma´s a sus necesidades basa´ndose
en eventos generados dina´micamente tanto por la aplicacio´n como por GridWay. El meta-
planificador contempla los siguientes escenarios para realizar una replanificacio´n dina´mi-
ca[20]:
1. Migracio´n iniciada por el Grid
a) migracio´n oportunista cuando un recurso mejor es descubierto. El metaplanifi-
cador debe evaluar si las mejoras en el rendimiento compensara´n la migracio´n
del trabajo.
b) pe´rdida de conexio´n con el recurso.
c) el trabajo es cancelado o suspendido.
2. Migracio´n iniciada por la aplicacio´n
a) violacio´n del contrato de rendimiento. Si el metaplanificador detecta una ba-
jada en el rendimiento inaceptable para el trabajo debera´ migrarlo a otro
recurso.
b) peticio´n de la propia aplicacio´n. Una aplicacio´n puede tomar decisiones durante
su evolucio´n, modificando sus requisitos y sus expresiones de evaluacio´n de
recursos.
4.2.2. GridWay
GridWay es un metaplanificador integrado en el middleware Globus Toolkit que per-
mite una ejecucio´n ma´s sencilla (submit & forget) y eficiente de los trabajos en entornos
grid dina´micos[18]. GridWay realiza de forma automa´tica todas las fases definidas en
[26] y descritas anteriormente, referidas como descubrimiento de recursos, seleccio´n del
sistema remoto y gestio´n de la ejecucio´n del trabajo.
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Planificacio´n en GridWay
Para manejar el dinamismo del Grid, GridWay proporciona mecanismos de recupera-
cio´n de errores, adema´s de las estrategias de planificacio´n y ejecucio´n adaptativas[19].
El algoritmo de planificacio´n adaptativa de GridWay esta´ descrito en el siguiente
extracto de pseudoco´digo y puede verse gra´ficamente en 4.3:
for each job ∈ Pending ∪Rescheduled do
candidates← get candidate hosts(job, user, resources)
candidates← order by policy(candidates)
lanzar job al recurso get first element(candidates)
Figura 4.3: Algoritmo de planificacio´n adaptativa de GridWay
Para seleccionar un recurso, el planificador de GridWay primero crea una meta-cola
con los recursos candidatos, es decir, aquellos que son apropiados para ejecutar ese trabajo
para ese usuario atendiendo a las restricciones impuestas por el trabajo (sistema opera-
tivo, arquitectura, . . . ) y a las pol´ıticas internas. Despue´s, varias medidas son utilizadas
para priorizar los recursos. En particular, GridWay implementa las siguientes pol´ıticas:
• fixed, para asignar expl´ıcitamente una prioridad dada a cada recurso de un Grid.
• rank, en la que cada recurso es analizado conforme a una expresio´n dada por el
usuario. Esta expresio´n evalu´a las caracter´ısticas como la velocidad de CPU o la
cantidad de memoria disponible.
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• usage, que considera los diferentes tiempos de ejecucio´n de los anteriores trabajos
en dicho recurso.
Todas estas pol´ıticas son combinadas para obtener el valor de la funcio´n de evaluacio´n
para ese trabajo y ese usuario. El usuario debe elegir los pesos wi ∈ [0, 1] en la ecuacio´n
4.1 para ajustar la importancia de cada una de las pol´ıticas individuales:
Phost =
∑
i
wipi donde i ∈ {fixed, usage, rank} (4.1)
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Parte III
Medida borrosa de la fiabilidad de
un recurso
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Cap´ıtulo 5
Construccio´n del sistema borroso
Este cap´ıtulo presenta toda la informacio´n relativa a la concepcio´n del sistema borroso
para obtener la medida de fiabilidad de un recurso. El cap´ıtulo comienza con una des-
cripcio´n detallada de la estrategia utilizada por el sistema borroso. Una vez presentado el
funcionamiento de modo conceptual, en las siguientes secciones se presentan los detalles
de implementacio´n del sistema. La seccio´n 5.2 describe la arquitectura a alto nivel, desta-
cando los bloques ma´s importantes y su interaccio´n durante la ejecucio´n de las peticiones
de ca´lculo. Por su parte, la seccio´n 5.3 profundiza en el disen˜o e implementacio´n de las
partes ma´s significativas del planificador, bajando el nivel de abstraccio´n y mostrando las
soluciones propuestas a los problemas encontrados durante el desarrollo.
5.1. Estrategia
Este proyecto busca optimizar el me´todo de seleccio´n de recursos utilizado por Grid-
Way, descrito en la seccio´n 4.2.2. En un intento de reducir las migraciones y las suspen-
siones de los trabajos en entornos Grid, se pretende crear un sistema borroso que sea
capaz de estimar de forma ma´s aproximada la fiabilidad de un recurso para un trabajo y
un usuario concretos.
GridWay tiene informacio´n de cada recurso, tanto de su situacio´n actual (informacio´n
de host) como de su comportamiento en anteriores ejecuciones (informacio´n de accoun-
ting). Esta informacio´n es utilizada por el sistema borroso para calcular la fiabilidad de
cada recurso.
Para aislar, en la medidia de lo posible, al sistema de ca´lculo borroso de futuros
cambios en el middleware, toda esta informacio´n relativa a cada recurso es condensada
en el modelo abstracto de recurso. Los campos del modelo son las siguientes:
• Informacio´n de monitorizacio´n: CPU load, memory load, disk load, nodes avai-
lable, CPU speed, memory total, disk total, nodes total.
• Informacio´n de contabilidad: error rate, success rate, suspension rate, transfer
time, execution time, suspension time.
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El sistema borroso toma como entrada un modelo de recurso para un recurso x, que
debe haber sido rellenado previamente con los datos proporcionados por GridWay. La
fiabilidad de x es entonces calculada como el grado de pertenencia al conjunto borroso
reliable, es decir µreliable(x).
El conjunto reliable se define, a su vez, mediante la agregacio´n de dos conjuntos bo-
rrosos que evalu´an por separado la informacio´n de monitorizacio´n, el conjunto mon, y
la informacio´n de contabilidad, el conjunto acct. Las funciones de pertenencia de estos
conjuntos son definidas por el usuario mediante sendas proposiciones inclu´ıdas en el job
template del trabajo. Estas proposiciones se construyen utilizando las operaciones ba´si-
cas AND, OR, NOT para combinar restricciones sobre las variables lingu¨´ısticas del sistema
borroso.
Existe una variable en el sistema borroso para cada uno de los campos del modelo
de recurso vistos anteriormente. Las funciones caracter´ısticas de los te´rminos de estas
variables tambie´n sera´n definidos por el usuario. El listado 5.1 muestra toda la informacio´n
configurable disponible en el job template.
FUZZIFY cpu_speed
TERM high := (0,0) (0.5 ,0) (1,1);
TERM medium := (0,0) (0.5 ,1) (1,0);
TERM low := (0,1) (0.5 ,0) (1,0);
END_FUZZIFY
FUZZIFY nodes_total
TERM high := (0,0) (0.5 ,0) (1,1);
TERM medium := (0,0) (0.5 ,1) (1,0);
TERM low := (0,1) (0.5 ,0) (1,0);
END_FUZZIFY
FUZZIFY nodes_available
TERM high := (0,0) (0.5 ,0) (1,1);
TERM medium := (0,0) (0.5 ,1) (1,0);
TERM low := (0,1) (0.5 ,0) (1,0);
END_FUZZIFY
FUZZIFY transfer_time
TERM high := (0,0) (0.5 ,0) (1,1);
TERM medium := (0,0) (0.5 ,1) (1,0);
TERM low := (0,1) (0.5 ,0) (1,0);
END_FUZZIFY
FUZZIFY suspension_time
TERM high := (0,0) (0.5 ,0) (1,1);
TERM medium := (0,0) (0.5 ,1) (1,0);
TERM low := (0,1) (0.5 ,0) (1,0);
END_FUZZIFY
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FUZZIFY success_rate
TERM high := (0,0) (0.5 ,0) (1,1);
TERM medium := (0,0) (0.5 ,1) (1,0);
TERM low := (0,1) (0.5 ,0) (1,0);
END_FUZZIFY
RULES
FAMILY = MINIMUM;
MON = (cpu_speed IS high OR cpu_speed IS medium) AND
nodes_available IS high AND (nodes_total IS high OR
nodes_total IS medium);
ACCT = transfer_time IS low AND suspension_time IS low
AND success_rate IS high;
REL = 0.67 * ACCT + 0.33 * MON;
END_RULES
Listado 5.1: Ejemplo de job template
5.1.1. Modelado del conjunto reliable
Toda la informacio´n necesaria se obtiene a trave´s de GridWay. Sin embargo, mientras
la informacio´n de contabilidad es mantenida internamente por GridWay, la informacio´n de
monitorizacio´n es obtenida de los Information Managers del grid, con un menor nivel de
certidumbre. El Monitoring and Discovery System (MDS) de Globus, por ejemplo, tiene
un modelo de consistencia que permite obtener de e´l informacio´n ligeramente imprecisa
u obsoleta[2].
Por tanto, tener varias fuentes de informacio´n hace necesario aplicar un criterio de
relevancia a la hora de agregar ambos conceptos para definir el conjunto borroso reliable
sobre el conjunto de los recursos disponibles. Se define el conjunto reliable como la media
ponderada de ambos conjuntos:
µreliable(x) = p µmon(x) + (1− p)µacct(x) donde p ∈ [0, 1] (5.1)
5.1.2. Aplicacio´n a GridWay
Todo lo anterior puede ser aplicado a GridWay modificando el algoritmo de seleccio´n
de recursos. El algoritmo presentado en la seccio´n 4.2.2 debe ser reescrito para que priorice
los recursos segu´n su nivel de pertenencia al conjunto reliable:
for each job ∈ Pending ∪Rescheduled do
candidates← get candidate hosts(job, user, resources)
for each host ∈ candidates
priority ← p µmon(host) + (1− p)µacct(host)
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ordered← insert ordered(priority, host, ordered)
dispatch job to get first element(ordered)
5.2. Arquitectura del sistema borroso
En esta seccio´n se presenta la arquitectura de alto nivel del sistema borroso descrito
en [25]. La arquitectura del sistema borroso tiene como componentes principales a Fuzzy-
Controller, DataCollector y el FuzzySystem. En el diagrama de bloques de la figura 5.1
puede se pueden ver las relaciones de los distintos componentes dentro del sistema.
FuzzyController es el bloque responsable de la comunicacio´n con el selector de recur-
sos de GridWay y de sincronizar la ejecucio´n de las diferentes etapas del proceso para
cada peticio´n.
DataCollector es el componente que se ocupa de obtener la informacio´n necesaria
de cada recurso. Dado un recuro y un usuario rellena todas las variables del modelo de
recurso que este´ definido. Para ello tiene que ser capaz de agregar tanto la informacio´n
de monitorizacio´n como la de contabilidad que puede ser obtenida de GridWay a trave´s
de sus comandos gwhost y gwacct.
FuzzySystem lleva a cabo todo el razonamiento borroso. Recibe toda la informacio´n
necesaria del recurso y genera la medida de fiabilidad aplicando las definiciones de con-
juntos borrosos contenidas en los archivos de configuracio´n.
gwhostgwacct
data collector
fuzzy engine
rule base
variable definition
. . .
fuzzy controller resourceselector
fuz
zifi
ca
tio
n
ag
gre
ga
tio
n
host, user
(host)
Figura 5.1: Sistema borroso para calcular la fiabilidad
El siguiente algoritmo presenta co´mo ser´ıa el bucle principal del sistema borroso:
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while true
Esperar orden de GridWay
resource← read()
user ← read()
template← read()
model← DataCollector.getResource(resource, user)
reliability ← FuzzySyste.evalueteReliability(template, model)
write(reliability)
En la imagen 5.2 se presenta un diagrama de colaboracio´n para obtener una visio´n
ma´s detallada de co´mo se relacionan los diferentes mo´dulos durante la ejecucio´n de una
peticio´n de GridWay.
GridWay
FuzzyController1. getReliability(user, resource)
DataCollector
1.1. model = getResource(user, resource)
FuzzySystem
1.2 getReliability(model)
Figura 5.2: Colaboracio´n para atender una peticio´n de GridWay
5.3. Disen˜o detallado
Una vez descritos el funcionamiento general del sistema y su arquitectura, en esta
seccio´n se describen algunos componentes en mayor profundidad, para dar una mejor
cobertura a las partes ma´s significativas del sistema borroso.
5.3.1. Comunicacio´n entre el sistema borroso y GridWay
GridWay y el sistema borroso se ejecutan como procesos diferentes en la misma ma´qui-
na. Es necesario, por tanto, algu´n me´todo IPC (Inter-process Communication) que im-
plemente el siguiente intercambio de informacio´n:
1. GridWay env´ıa al sistema borroso los identificadores del recurso y del usuario y la
ruta donde esta´ ubicado el job template del trabajo.
2. Con estos para´metros, el sistema borroso calcula la fiabilidad y env´ıa el resultado
a GridWay.
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El flujo de comunicacio´n debe ser bireccional, por lo que, en un primer momento,
se opto´ por utilizar tan un me´todo sencillo como dos tuber´ıas con nombre (pipes), una
donde GridWay escribir´ıa la informacio´n necesaria (fuzzy in) y otra en la que el sistema
borroso escribir´ıa el resultado del ca´lculo de fiabilidad (fuzzy out). Este me´todo, sin
embargo, presento´ bastante problemas de configuracio´n, tanto a equipos Unix/Linux como
Windows, por lo que se descarto´.
La opcio´n elegida finalmente fueron los sockets de red, por su versatilidad y su porta-
bilidad a cualquier entorno. Un socket es cada punto final de un enlace entre dos procesos
a trave´s de una red, y que permite comunicacio´n bidireccional. Esta solucio´n necesita de
una arquitectura cliente-servidor, de tal forma que el sistema borroso actu´a de servidor,
minimizando el impacto en el co´digo de GridWay.
5.3.2. Interpretacio´n de reglas borrosas
El FuzzySystem es el componente que se encarga de realizar las operaciones lo´gicas
necesarias para obtener el valor de la fiabilidad de un recurso. Es necesario volver a ge-
nerar tanto las reglas como las funciones de pertenencia de los te´rminos de cada variable
lingu¨´ıstica para cada trabajo. Toda esta informacio´n se encuentran en el archivo de con-
figuracio´n del trabajo o job template y cada trabajo puede definir los para´metros del
sistema borroso en funcio´n de sus caracter´ısticas.
Un job-template es un archivo de texto con el formato presentado en el listado 5.1.
Este fichero debe incluir la siguiente informacio´n necesaria para la configuracio´n de
FuzzySystem:
1. Definicio´n de las variables lingu¨´ısticas y de cada uno de sus te´rminos.
2. Familia de conectores lo´gicos que pueden ser utilizados.
3. Las reglas que definen los conjuntos µmon y µacct mediante proposiciones lo´gicas
borrosas.
4. La fo´rmula que pondera la influencia de cada uno de los conjuntos en el ca´lculo de
la fiabilidad.
Construccio´n del analizador
La construccio´n del sistema lo´gico debe realizarse examinando el contenido del archivo.
Es necesario, por tanto, disponer de un analizador o parser que sea capaz de reconocer
las secuencias o elementos que definen el lenguaje de los job templates.
Existen herramientas, llamadas metacompiladores o generadores de parsers, que im-
plementan un analizador tomando como entrada la especificacio´n de un lenguaje. En gene-
ral, la especificacio´n del lenguaje puede incluir los aspectos le´xico, sinta´ctico y sema´ntico.
Uno de los metacompiladores ma´s utilizados que producen co´digo Java es JavaCC[4].
JavaCC genera analizadores descendentes de tipo LL(k) y permite incluir co´digo Java en
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el interior de las reglas de expansio´n de la grama´tica. De esta forma pueden especificarse
las acciones sema´nticas y mantener en un mismo archivo todos los aspectos del lenguaje.
La grama´tica para JavaCC del lenguaje de los job-templates se muestra en el listado
5.2. Los aspectos ma´s importantes de la grama´tica son los siguientes:
• En un primer momento se leen las variables lingu¨´ısticas, cada una delimitada por
las palabras clave FUZZIFY y END FUZZIFY. Esa declaracio´n incluye el nombre de
la variable y la definicio´n de uno o ma´s te´rminos. Cada te´rmino viene especificado
por un nombre y tres puntos que determinan su funcio´n de pertenencia triangular.
• La u´ltima parte viene delimitada por RULES y END RULES. Este bloque contiene,
por este orden, la definicio´n de la familia de conectivas lo´gicas, que sera´ un tipo de
MINIMUM, PRODUCT o LUKASIEWICZ, la definicio´n de los conjuntos MON y ACCT y, por
u´ltimo, la fo´rmula para combinar ambos valores.
TOKEN:
{
< #DIGIT: ["0"-"9"] >
| < #LETTER: ["A"-"Z"] | ["a"-"z"] >
| < #SYMBOLS: "_" >
| < #POINT: "." >
| < RULES: "RULES" >
| < END_RULES: "END_RULES" >
| < AND: "AND" >
| < OR: "OR" >
| < NOT: "NOT" >
| < IS: "IS" >
| < MON: "MON" >
| < ACCT: "ACCT" >
| < REL: "REL" >
| < FUZZIFY: "FUZZIFY" >
| < END_FUZZIFY: "END_FUZZIFY" >
| < TERM: "TERM" >
| < FAMILY: "FAMILY" >
| < MINIMUM: "MINIMUM" >
| < PRODUCT: "PRODUCT" >
| < LUCASIEWICZ: "LUCASIEWICZ" >
| < VARIABLE: (<LETTER >)+ (<LETTER > | <DIGIT > | <SYMBOLS
>)* >
| < OPENPAR: "(" >
| < CLOSEPAR: ")" >
| < COMMA: "," >
| < SEMICOLON: ";" >
| < ASSIGN: ":=" >
| < EQUAL: "=" >
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| < PLUS: "+" >
| < TIMES: "*" >
| < CONSTANT: (<DIGIT >)+ (<POINT > (<DIGIT >)+)? >
}
void fuzzyFile ():
{
LinguisticVariable variable = null;
}
{
(
variable = fuzzifyDefinition ()
{this.fuzzySystem.add(variable);}
)*
gridwayDefinition ()
}
LinguisticVariable fuzzifyDefinition () :
{
LinguisticVariable variable = null;
String name = "";
Point2D.Double min = null;
Point2D.Double mid = null;
Point2D.Double max = null;
}
{
<FUZZIFY ><VARIABLE >
{variable = new LinguisticVariable(token.image);}
(
<TERM ><VARIABLE >{name = token.image;}
<ASSIGN >
min = point ()
mid = point ()
max = point ()
<SEMICOLON >
{variable.add(new LinguisticTerm(name ,new
TriangularMembershipFunction(min ,mid ,max)));}
)+
<END_FUZZIFY >
{return variable ;}
}
Point2D.Double point() :
{
double x,y;
}
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{<OPENPAR ><CONSTANT >{x = Double.parseDouble(token.image)
;}<COMMA ><CONSTANT >{y = Double.parseDouble(token.image
);}<CLOSEPAR >
{return new Point2D.Double(x,y);}
}
void gridwayDefinition () :
{
}
{
<RULES >
(logicFamily ())?
monitoringRule ()
accountingRule ()
reliabilityRule ()
<END_RULES >
}
void logicFamily () :
{
FuzzyFamily family = null;
}
{
<FAMILY ><EQUAL >
(
<MINIMUM >
{ family = new MinimumFamily (); }
|
<PRODUCT >
{ fuzzyFamily = new ProductFamily (); }
|
<LUCASIEWICZ >
{ fuzzyFamily = new LucasiewiczFamily (); }
)
<SEMICOLON >
{fuzzySystem.setFuzzyFamily(family);}
}
void monitoringRule () :
{
RuleNode node = null;
FuzzyRule rule = null;
}
{
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<MON ><EQUAL >node = ruleOr ()<SEMICOLON >
{
rule = new FuzzyRule ();
rule.setRootNode(node);
this.fuzzySystem.setMonitoringRule(rule);
}
}
void accountingRule () :
{
RuleNode node = null;
FuzzyRule rule = null;
}
{
<ACCT ><EQUAL >node = ruleOr ()<SEMICOLON >
{
rule = new FuzzyRule ();
rule.setRootNode(node);
this.fuzzySystem.setAccountingRule(rule);
}
}
RuleNode ruleOr () :
{
RuleNode last = null;
RuleNode right = null;
RuleNode or = null;
}
{
last = ruleAnd ()
(
<OR > right = ruleAnd ()
{
or = new RuleNodeConnectorOr ();
or.addNode(last);
or.addNode(right);
last = or;
}
)*
{return last;}
}
RuleNode ruleAnd () :
{
RuleNode last = null;
RuleNode right = null;
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RuleNode and = null;
}
{
last = term()
(
<AND > right = term()
{
and = new RuleNodeConnectorAnd ();
and.addNode(last);
and.addNode(right);
last = and;
}
)*
{return last;}
}
RuleNode term() :
{
LinguisticVariable variable = null;
LinguisticTerm term = null;
RuleNode node = null;
boolean negated = false;
}
{
<OPENPAR >node = ruleOr ()<CLOSEPAR >
{return node;}
|
(
<NOT >
{negated = true;}
)?
<VARIABLE >
{
variable = this.fuzzySystem.get(token.image);
if (variable == null)
{
throw new ParseException("The variable " + token.
image + " is not defined in the model.");
}
}
<IS ><VARIABLE >
{
term = variable.get(token.image);
if (term == null)
{
throw new ParseException("The term " + token.image +
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" is not defined for variable " + variable.
getName () + ".");
}
return new RuleNodeTerminal(new FuzzyTerm(variable.
getName (),negated ,term));
}
}
void reliabilityRule () :
{
}
{
<REL ><EQUAL ><CONSTANT >
{
this.fuzzySystem.setAccountingWeight(Double.
parseDouble(token.image));
}
<TIMES ><ACCT ><PLUS ><CONSTANT >
{
this.fuzzySystem.setMonitoringWeight(Double.
parseDouble(token.image));
}
<TIMES ><MON ><SEMICOLON >
}
Listado 5.2: Grama´tica del lenguaje de los job templates
A medida que avanza el ana´lisis se va creando el a´rbol de objetos necesarios que
conforman las reglas y que permiten evaluar la fiabilidad de los recursos. El co´digo Java
necesario ha sido introducido como la parte sema´ntica de las reglas de expansio´n. Por
tanto, una vez completado el ana´lisis, el objeto FuzzySystem es totalmente funcional.
El lenguaje FCL
El lenguaje FCL (Fuzzy Control Language), esta´ndar IEC 61131-7 [3], tiene como ob-
jetivo poder habilitar la comparticio´n de manera sencilla de proyectos de Control Borroso
entre sistemas con interfaz FCL. Este lenguaje, al ser tan especializado y sencillo de en-
tender, permite que alguien con unas pocas nociones sobre control borroso comprenda el
script mostrado en la figura 5.3.
Durante la concepcio´n del proyecto, el lenguaje FCL aparecio´ como un esta´ndar que
permit´ıa generar scripts en un formato sencillo pero potente. Para la construccio´n de los
primeros prototipos se utilizo´, adema´s, una librer´ıa como JFuzzyLogic[6] que permit´ıa
de manera bastante sencilla leer ficheros FCL y construir un sistema de Razonamiento
Aproximado. Al avanzar el proyecto, sin embargo, se descarto´ que se pudiera utilizar un
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motor de Razonamiento Aproximado al uso, por lo que se implemento´ una librer´ıa propia
de evaluacio´n de proposiciones. No obstante, s´ı se han aprovechado el conjunto de buenas
caracter´ısticas del lenguaje FCL, como la sencillez y la fa´cil comprensio´n, basando la
mayor parte de la sintaxis de los job templates en dicho lenguaje.
FUNCTION_BLOCK Fuzzy_FB
VAR_INPUT
temp : REAL;
pressure : REAL;
END_VAR
VAR_OUTPUT
valve : REAL;
END_VAR
FUZZIFY temp
TERM cold := (3, 1) (27, 0);
TERM hot := (3, 0 (27, 1);
END_FUZZIFY
FUZZIFY pressure
TERM low := (55, 1) (95, 0);
TERM high:= (55, 0) (95, 1);
END_FUZZIFY
DEFUZZIFY valve
TERM drainage := -100;
TERM closed := 0;
TERM inlet := 100;
ACCU : MAX;
METHOD : COGS;
DEFAULT := 0;
END_DEFUZZIFY
RULEBLOCK No1
AND : MIN;
RULE 1 : IF temp IS cold AND pressure IS low THEN valve
IS inlet
RULE 2 : IF temp IS cold AND pressure IS high THEN valve
IS closed WITH 0.8;
RULE 3 : IF temp IS hot AND pressure IS low THEN valve
IS closed;
RULE 4 : IF temp IS hot AND pressure IS high THEN valve
IS drainage;
END_RULEBLOCK
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END_FUNCTION_BLOCK
Listado 5.3: Ejemplo de sistema borroso en FCL
5.3.3. Recoleccio´n de informacio´n
El componente DataCollector es una parte esencial del sistema. Es el encargado de
obtener del entorno la informacio´n necesaria para rellenar el modelo de recurso, ya sea
directamente del usuario, de GridWay o un banco de pruebas.
La clase DataCollector es una clase abstracta de la que deben heredar las clases que
realmente implementan la funcionalidad. Durante el desarrollo de este proyecto se han
implementado tres DataCollector diferentes, dependiendo del entorno y los requisitos
de cada caso. En un primer momento se utilizo´ el CommandLineDataCollector que re-
quer´ıa los datos al usuario durante la ejecucio´n. Este entorno interactivo se utilizo´ para
las primeras pruebas del sistema. En un segundo paso se implemento´ el GridWayDataCo-
llector que es capaz de obtener de GridWay toda la informacio´n necesaria. En la si-
guiente seccio´n se detalla el comportamiento de esta clase. La tercera implementacio´n,
GridSimDataCollector, fue necesaria al preparar un banco de pruebas virtual donde
poder someter al planificador borroso a una carga de trabajo real. Este recolector es
presentado con detalle en el cap´ıtulo 6 donde se presenta la arquitectura del banco de
pruebas.
La clase GridWayDataCollector
En su entorno definitivo, el sistema difuso debe ser capaz de comunicarse con Grid-
Way para tener acceso a toda la informacio´n de un recurso, ya sea informacio´n de mo-
nitorizacio´n o datos de contabilidad. GridWay ofrece dos comandos con los que permite
obtener toda esta informacio´n: gwhost para conocer las caracter´ısticas y el estado del
recurso; gwacct para toda la informacio´n de contabilidad sobre ejecuciones pasadas. La
clase GridWayDataCollector es capaz de interpretar esta salida y, combinando todos
esos datos, ser capaz de rellenar el modelo de recurso. Las operaciones necesarias para
generar los diferentes campos del modelo de recurso vienen especificadas en un fichero de
configuracio´n externo llamado resource.properties que tiene la siguiente forma:
# HOST
cpu_speed = CPU_MHZ/CPU_MHZ_MAX
nodes_total = NODECOUNT/NODECOUNT_MAX
nodes_available = FREENODECOUNT/NODECOUNT
# TIMES
transfer_time = XFR/(EXE + XFR + SUSP)
execution_time = EXE/(EXE + XFR + SUSP)
suspension_time = SUSP/(EXE + XFR + SUSP)
# JOBS
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success_rate = SUCC/TOTS
error_rate = ERR/TOTS
suspension_rate = SUSPJ/TOTS
# HOST
cpu_speed = CPU_MHZ/CPU_MHZ_MAX
nodes_total = NODECOUNT/NODECOUNT_MAX
nodes_available = FREENODECOUNT/NODECOUNT
# TIMES
transfer_time = XFR/(EXE + XFR + SUSP)
execution_time = EXE/(EXE + XFR + SUSP)
suspension_time = SUSP/(EXE + XFR + SUSP)
# JOBS
success_rate = SUCC/TOTS
error_rate = ERR/TOTS
suspension_rate = SUSPJ/TOTS
Listado 5.4: El archivo de configuracio´n resource.properties
En e´l se asigna una expresio´n a cada una de las variables del modelo de recurso,
indicando co´mo sera´ calculado su valor a partir de la informacio´n proporcionada por
GridWay. Para analizar las expresiones algebraicas que aparecen en la parte derecha se
contruyo´ un parser siguiendo el mismo procedimiento descrito en la seccio´n 5.3.2. La
especificacio´n de la grama´tica para el metacompilador JavaCC se muestra en el listado
5.5:
TOKEN:
{
< CONSTANT: (<DIGIT >)+ (<POINT > (<DIGIT >)+)? >
| < VARIABLE: (<LETTER >)+ (<LETTER > | <DIGIT > | <SYMBOLS
>)* >
| < HOUR: <DIGIT ><DIGIT ><COLON ><DIGIT ><DIGIT ><COLON ><
DIGIT ><DIGIT > >
| < PLUS: "+" >
| < MINUS: "-" >
| < MULTIPLY: "*" >
| < DIVIDE: "/" >
| < MODULE: " %" >
| < OPENPAR: "(" >
| < CLOSEPAR: ")" >
| < #DIGIT: ["0"-"9"] >
| < #LETTER: ["A"-"Z"] | ["a"-"z"] >
| < #SYMBOLS: "_" >
| < #POINT: "." >
| < #COLON: ":" >
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}// expr --> sum
double expr() throws java.text.ParseException:
{
double result;
}
{
result = sum()
{return result ;}
}
// sum --> product (<PLUS > product | <MINUS > product)*
double sum() throws java.text.ParseException:
{
double result;
double temp;
}
{
result = product ()
(
<PLUS > temp = product ()
{result += temp;}
|
<MINUS > temp = product ()
{result -= temp;}
)*
{return result ;}
}
// product --> term (<MULTIPLY > term | <MODULE > term | <
DIVIDE > term)*
double product () throws java.text.ParseException:
{
double result;
double temp;
}
{
result = term()
(
<MULTIPLY > temp = term()
{result *= temp;}
|
<MODULE > temp = term()
{result %= temp;}
|
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<DIVIDE > temp = term()
{result /= temp;}
)*
{return result ;}
}
// term --> <OPENPAR > sum <CLOSEPAR > | <CONSTANT > | <
VARIABLE >
double term() throws java.text.ParseException:
{
Token token;
double result;
}
{
<OPENPAR > result = sum() <CLOSEPAR >
{return result ;}
|
token = <CONSTANT >
{return Integer.parseInt(token.image);}
|
token = <HOUR >
{return this.date_parser.parse(token.image).getTime ()
/1000;}
|
token = <VARIABLE >
{
String variable_value = this.symbols_table.getProperty
(token.image);
if (variable_value.indexOf(’:’) != -1)
{
result = this.date_parser.parse(variable_value).
getTime () /1000;
}
else
{
result = Integer.parseInt(variable_value);
}
return result;
}
}
Listado 5.5: Grama´tica del lenguaje de resource.properties
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Cap´ıtulo 6
Resultados
En este cap´ıtulo se presentan y analizan los resultados obtenidos con el planificador
borroso, viendo co´mo se comporta en relacio´n al planificador implementado actualmente
por GridWay. Tambie´n se analiza el comportamiento de las diferentes familias lo´gicas
implementadas por el sistema borroso.
Al comienzo de este cap´ıtulo se describe el banco de pruebas desarrollado con el
fin de analizar el rendimiento del nuevo algoritmo de seleccio´n de recursos. En primer
lugar se introducen los simuladores Grid y por que´ son una alternativa aceptable a probar
directamente sobre un entorno Grid real. Seguidamente se presenta brevemente la librer´ıa
GridSim, viendo sus principales caracter´ısticas. Por u´ltimo, se expone la arquitectura del
banco de pruebas detallando sus partes ma´s importantes.
La segunda parte de este cap´ıtulo describe los experimentos realizados y los resultados
obtenidos. Posteriormente se analizan y se presentan las conclusiones que se derivan de
los resultados obtenidos.
6.1. Implementacio´n del banco de pruebas
La investigacio´n de nuevas te´cnicas y algoritmos de planificacio´n en entornos Grid
conlleva una dificultad an˜adida respecto a otros entornos de ejecucio´n. Dicha dificultad
radica en el tiempo f´ısico necesario para ejecutar cada uno de los experimentos. Es-
to se debe a que los sistemas Grid esta´n disen˜ados para ejecutar aplicaciones con una
gran carga computacional, y por lo tanto todas las investigaciones sobre nuevas te´cnicas
de planificacio´n en Grid deben llevar asociadas ejecuciones de aplicaciones con cargas
computacionales elevadas. De esta manera, el tiempo necesario para obtener los resulta-
dos de la investigacio´n se incrementa considerablemente llegando a durar d´ıas, e incluso
semanas. Adema´s, disponer de un entorno Grid real para hacer pruebas de algoritmos
de planificacio´n no es algo sencillo dada la infraestructura y el nu´mero de organizaciones
involucradas.
Por otra parte, el dinamismo inherente al Grid dificulta el ana´lisis de las pruebas
debido a la continua evolucio´n del entorno de ejecucio´n. Esto hace que no pueda asegurarse
que dos ejecuciones diferentes hayan contado con un entorno de ejecucio´n ide´ntico.
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Para resolver estos problemas, en los u´ltimos an˜os han aparecido herramientas que
permiten al desarrollador disen˜ar infraestructuras Grid virtuales adaptadas a sus nece-
sidades, eliminando as´ı la necesidad de disponer de un entorno Grid real. Estas herra-
mientas que permiten la creacio´n de entornos Grid muy diversos en los cuales simular la
ejecucio´n de aplicaciones con una gran carga computacional en un tiempo mucho menor.
Estos simuladores de entornos Grid permiten al usuario disen˜ar una gran cantidad de
infraestructuras Grid virtuales y por lo tanto son muy u´tiles como banco de pruebas para
la ejecucio´n de experimentos. Adema´s, permiten que dos experimentos diferentes sean
ejecutados sobre el mismo entorno, simplificando el ana´lisis de los resultados.
En el resto de la seccio´n se divide en dos partes. Primero se introduce brevemente
la librer´ıa GridSim que ha sido elegida para implementar el banco de pruebas de este
proyecto. La segunda parte describe la arquitectura y la implementacio´n del banco de
pruebas utilizado para este proyecto.
6.1.1. GridSim
El simulador GridSim, creado por Rajkumar Buyya y M. Manzur Murshed [28], es
una librer´ıa escrita en el lenguaje de programacio´n Java que permite disen˜ar y simular
recursos Grid heteroge´neos. GridSim permite modelar todo el entorno del Grid y probar
algoritmos de planificacio´n. El entorno incluye tanto los recursos, como a los usuarios con
diferentes requisitos del Grid (en te´rminos de aplicacio´n y QoS).
6.1.2. Arquitectura del banco de pruebas
El objetivo principal del simulador consiste en servir como herramienta para analizar
el comportamiento del planificador de tareas, antes de su ejecucio´n en un entorno real
Grid heteroge´neo y distribuido. Para ello, el banco de pruebas debe ser capaz de simular
un entorno Grid completo.
La figura 6.1 presenta la arquitectura del banco de pruebas, mostrando cua´les son los
componentes ma´s relevantes. Estos componentes son clases o jerarqu´ıas de clases Java
que esta´n disen˜adas para que el comportamiento del entorno simulado se asemeje lo ma´s
posible a un Grid.
Algunas de las ideas de la arquitectura esta´n cogidas del proyecto Alea[23]. Alea es
un simulador basado en GridSim que extiende la funcionalidad proporcionada por esta
librer´ıa. Particularmente, tanto la concepcio´n como el co´digo de las clases UserWorkload,
para la lectura de archivos de cargas de trabajo, y ResourceFailureLoader, para cargar
archivos de fallos de recursos, esta´n bastante inspiradas en esta librer´ıa.
Los siguiente apartados de esta seccio´n describen en detalle cada uno de los elementos
que forman el entorno simulado por el banco de pruebas.
Trabajos y usuarios
La carga de trabajo que es ejecutada en el banco de pruebas es le´ıda de un fichero
externo en formato .swf, o Standard Workload Format. Los archivos en este formato
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Figura 6.1: Arquitectura del banco de pruebas
son de texto ASCII y definen todos los para´metros de la ejecucio´n de un trabajo en una
u´nica l´ınea. En este proyecto actualmente son utilizados los campos de tiempo de emisio´n,
tiempo de ejecucio´n y nu´mero de procesadores.
El primer campo es utilizado, tiempo de emisio´n, es necesario para saber en que´ mo-
mento de la simulacio´n ese trabajo debe ser lanzado a ejecucio´n. En un sistema Grid real
un usuario puede lanzar un trabajo en cualquier momento, es decir, el planificador no
sabe en que´ momento va a tener que planificar un trabajo ni la carga de trabajo futura.
Este comportamiento es reproducido lanzando un evento de nuevo trabajo justo en el
momento de la simulacio´n indicado en el archivo.
Los otros dos campos, tiempo de ejecucio´n y nu´mero de procesadores, son combinados
para estimar el taman˜o del trabajo y la carga que supondra´ al recurso.
Recursos
Los recursos son un elemento esencial de cualquier entorno de Computacio´n Distri-
bu´ıda. En este banco de pruebas, los recursos son creados por GridSim como entidades de
simulacio´n (pueden enviar y recibir eventos) que tienen asociados una pol´ıtica interna, a
modo de planificador local, y unas caracter´ısticas. Tanto la pol´ıtica como las caracter´ısti-
cas han sido extendidas para an˜adir funcionalidad adicional necesaria dando lugar a las
clases GridwayPolicy y GridwayResourceCharacteristics. Estas nuevas funcionalida-
des son: (i) el recurso debe ser capaz de almacenar toda la informacio´n de contabilidad
y de monitarizacio´n y (ii) que el recurso pueda almacenar los momentos programados en
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los que estara´ ca´ıdo para simular fallos. La figura 6.2 muestra la jerarqu´ıa de clases y sus
relaciones.
La clase GridwayResourceCharacteristics extiende a la clase ResourceCharacteristics
para ser capaz de almacenar toda la informacio´n de monitorizacio´n y contabilidad de un
recurso que es necesaria como entrada al Sistema Borroso. Esto supone, por tanto, todos
los campos del modelo abstracto de recurso.
Por su parte, la clase GridwayPolicy hereda de la clase abstracta AllocPolicy y
es, principalmente, la encargada de manejar la ejecucio´n los trabajos que llegan a un
recurso. Los trabajos pasara´n a ejecucio´n si el recurso esta´ libre o an˜adidos a la cola de
suspendidos en caso contrario. Esta cola se maneja como con un algoritmo FIFO. Otra
de las tareas asignadas a esta clase es la de gestionar los fallos y ca´ıdas del recurso. En
caso de llegar un fallo, tanto los trabajos suspendidos como en ejecucio´n sera´n marcados
como erro´neos y el planificador debera´ migrar cada trabajo hacia otro recurso. Esta clase
utiliza toda la informacio´n sobre el estado del recurso y de los trabajos asignados para
mantener actualizados los valores del objeto GridwayResourceCharacteristics.
Figura 6.2: Componentes de GridResource personalizados para el banco de pruebas
Generacio´n de fallos en los recursos
Para simular la componente dina´mica y aleatoria del Grid tienen que existir los fallos
y cortes de servicio en los recursos. Estos fallos son le´ıdos de un fichero de texto externo,
errors.properties, que presenta l´ıneas de la forma:
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nombre = inicio, fin
donde nombre es el nombre del recurso, inicio el momento de la simulacio´n donde se
produce el corte y fin el instante donde el recurso vuelve a funcionar normalmente. Un
ejemplo de este fichero se muestra en el listado 6.1.
Resource_0 = 150000 , 180000
Resource_1 = 7500, 100000
Resource_2 = 200000 , 750000
Resource_3 = 50, 250000
Listado 6.1: El archivo de definicio´n de errores errors.properties
Una vez le´ıdos estos fallos, son cargados en los recursos y es la pol´ıtica Gridway-
Policy la que comprueba repetitivamente si el tiempo de simulaico´n se encuentra dentro
del intervalo de corte de servicio.
Recolector de informacio´n
La complejidad del recolector de informacio´n en este sistema, implementado en la
clase GridSimDataCollector, es bastante menor que el descrito en la seccio´n 5.3.3 para
el entorno real. Como ha sido mencionado anteriormente, toda la informacio´n necesaria
ha sido compilada y recogida previamente por GridwayPolicy en un objeto del tipo
GridwayResourceCharacteristics. Por lo tanto, GridSimDataCollector u´nicamente
debe rellenar los campos del modelo de recurso con los datos proporcionados en ese
objeto de caracter´ısticas.
Metaplanificador
El metaplanificador del banco de pruebas es el encargado de enviar cada trabajo a un
recurso concreto basa´ndose en los resultados de la medida de fiabilidad proporcionada por
el sistema borroso. Este planificador esta´ implementado por la clase GridSimScheduler
que hereda de GridSim toda la funcionalidad necesaria para ser una entidad de simulacio´n
y poder gestionar eventos.
Ba´sicamente, esta clase esta´ a la espera de recibir eventos desde UserWorkload indi-
cando que un nuevo trabajo ha sido lanzado a ejecucio´n. Una vez recibido el evento, el
metaplanificador comienza a analizar la fiabilidad de todos los recursos disponibles para
poder planificar el trabajo. Para cada recurso se env´ıan, a trave´s del socket, la identidad
del recurso y del usuario que ha lanzado el trabajo. Una vez terminado el ca´lculo, el
sistema borroso devolvera´ el valor por el mismo canal de comunicacio´n. Si este resultado
es mejor que el mejor resultado obtenido hasta el momento, este recurso pasa a ser el
seleccionado. El trabajo sera´ enviado al recurso que quede selecionado al final.
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6.2. Resultados
Esta seccio´n define en primer logar el procedimiento de pruebas que se ha seguido a
la hora de comprobar el funcionamiento del sistema borroso. La segunda parte presenta
y analiza los resultados obtendos durante la bater´ıa de tests.
6.2.1. Procedimiento de pruebas
El procedimiento utilizado para obtener los resultados presentados en este cap´ıtulo
es lanzar cargas de 10, 50 100, 250, 500, 1000 y 2000 trabajos al banco de pruebas y
comprobar el nu´mero de errores y suspensiones se producen durante la ejecucio´n. Esta
prueba es repetida para las tres familias lo´gicas implementadas en el sistema borroso:
MINIMUM, PRODUCT y LUKASIEWICZ. Hay que destacar que todos los trabajos pertenecientes
a la misma bater´ıa de tests utilizara´n las mismas reglas de definicio´n de los conjuntos
mon, acct y reliability para poner a prueba el comportamiento general de la medida
borrosa de fiabilidad.
Adema´s, estos resultados se comparan con el que se obtendr´ıa utilizando una heur´ıstica
crisp. La regla implementada para calcular la fiabilidad de esta manera tambie´n hace uso
de los datos contenidos en el modelo de recurso, pero realizando u´nicamente operaciones
aritme´ticas para expresar los requisitos del trabajo:
reliability =
1
2
(nodes available+ cpu speed) +
1
2
(success rate− error rate)
Resultados de la primera prueba
La primera prueba se realiza utilizando la lo´gica descrita en 6.2. La carga de trabajo
lanzada al banco de pruebas esta´ tomada del archivo de datos de entrada NASAiPSC-
19932.1cln.swf. Los resultados generados esta´n presentados en las gra´ficas de la figura
6.3.
MON = nodes_available IS high;
ACCT = suspension_rate IS low AND success_rate IS high
AND error_rate IS low;
REL = 0.67 * ACCT + 0.33 * MON;
Listado 6.2: Reglas utilizadas para la pruebas 1 y 2
Resultados de la segunda prueba
La segunda prueba se realiza utilizando la misma lo´gica usada para la prueba anterior.
Sin embargo, se modifica el fichero de carga de trabajo, pasando a utilizar DAS2fs02003-
1.swf.gz como fichero de entrada. Las gra´ficas en 6.4 reflejan los resultados obtenidos
tras la ejecucio´n de esta bater´ıa de tests.
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Figura 6.3: Resultados obtenidos durante la primera prueba
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Figura 6.4: Resultados obtenidos durante la segunda prueba
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Resultados de la tercera prueba
Esta prueba ejecuta introduce un cambio en la lo´gica, complicando la regla de ACCT
para intentar sacar ma´s partido del motor de lo´gica borrosa. Las nuevas reglas utilizadas
se exponen en el listado 6.3. Para esta ejecucio´n se hace uso del archivo de carga de trabajo
NASAiPSC19932.1cln.swf. Los resultados generados por el banco para esta prueba esta´n
presentados la figura 6.5.
MON = nodes_available IS high;
ACCT = (suspension_rate IS low OR suspension_time IS low)
AND (success_rate IS high OR error_rate IS low);
REL = 0.5 * ACCT + 0.5 * MON;
Listado 6.3: Reglas utilizadas para la pruebas 3 y 4
Resultados de la cuarta prueba
En u´ltimo lugar se ejecuta otra bater´ıa de tests utilizando la lo´gica descrita para la
anterior prueba. La carga de trabajo utilizada viene definida en el archivo DAS2fs02003-
1.swf.gz. Los resultados obtenidos pueden verse en la figura 6.6.
6.3. Conclusiones
Estos resultados ponen de manifiesto la importancia de seleccionar adecuadamente la
familia lo´gica que se quiere utilizar, ya que el rendimiento obtenido var´ıa muy significa-
tivamente. En este sentido, hay que destacar a la familia lo´gica de LUKASIEWICZ como la
eficiencias ma´s bajas ha registrado tras la ejecucio´n de estas pruebas.
Otra de las conclusiones que se extraen viendo la distribucio´ de los trabajos observada
en la tabla 6.1. Esta tabla muestra un detalle de la ejecucio´n de 1000 trabajos en el
simulador utilizando la lo´gica anterior. Se ve claramente que una medidas acumulativas
del tipo error rate, suspension rate y success rate conducen a un uso pra´cticamente nulo
de los recursos que fallan en las primeras ejecuciones. El sistema debe an˜adir campos en
el modelo de recurso que representen las u´ltimas n y que permitan volver a intentar una
ejecucio´n en un nodo fallido transcurrido un cierto periodo de tiempo.
Observando las gra´ficas parece evidente que la medida n´ıtida casi siempre se encuentra
muy pro´xima, o incluso supera, al mejor resultado obtenido por el sistema borroso. Esto
puede deberse a varias razonas. Una de las razones ma´s factibles que pueden esgrimirse
es que el entorno generado no tiene el grado de dinamismo de un Grid real, ya que los
recursos tienen u´nicamente un intervalo en el que esta´n ca´ıdos. Dotar al banco de pruebas
de mayor dinamismo ser´ıa uno de las mejoras a abordar en un futuro pro´ximo.
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Figura 6.5: Resultados obtenidos durante la cuarta prueba
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Figura 6.6: Resultados obtenidos durante la cuarta prueba
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recurso ARR SUC SUS ERR
Resource 0 436 425 177 11
Resource 1 161 158 47 3
Resource 2 198 43 10 155
Resource 3 1 0 0 1
Resource 4 2 0 0 2
Resource 5 1 0 0 1
Resource 6 582 364 109 218
Resource 7 8 8 4 0
Resource 8 3 0 0 3
Resource 9 4 2 2 2
total 1396 1000 349 396
Cuadro 6.1: Detalle de la distribucio´n de trabajos
6.3.1. Limitaciones conocidas
El banco de pruebas constru´ıdo cuenta con una serie de limitaciones que han sim-
plificado el entorno de ejecucio´n. Estas limitaciones ha sido necesario incluirlas para ir
aumentando la complejidad del problema de forma paulatina a medida que todo el sistema
borroso avance en madurez.
Las limitaciones ma´s importantes son:
• La capacidad de procesamiento de todos los nodos es la misma
• Los trabajos operan con un job template comu´n
• La transmisio´n de los trabajos por la red no esta´ simulada, as´ı como las distintas
topolog´ıas de red
• El intervalo de fallo de un recurso es u´nico
• En la implementacio´n actual, todos los trabajos son generados por el mismo usuario
y no hay diferencias de pol´ıticas segu´n el usuario en los recursos
Al no existir diferencias en los tiempos de transmisio´n y no haber diferencias en la
potencia de procesamiento de los recursos, la informacio´n de monitorizacio´n pasa en este
primer momento a un segundo plano. El problema que se esta´ simulando y evaluando en
un primer momento es la capacidad del sistema borroso para distribuir la carga conve-
nientemente en funcio´n de las suspensiones y los errores que se producen en el entorno
virtual del banco de pruebas.
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Cap´ıtulo 7
Principales aportaciones y trabajo
futuro
Este cap´ıtulo resume las principales aportaciones presentadas en esta memoria, as´ı co-
mo el trabajo futuro que se origina desde este punto. El cap´ıtulo se divide en dos secciones,
la seccio´n 7.1 realiza un resumen de las ideas aportadas y presenta las publicaciones re-
lacionadas con esta memoria. Y la seccio´n 7.2, describe el trabajo futuro que se origina a
partir de las investigaciones llevadas a cabo durante el desarrollo de este proyecto.
7.1. Aportaciones
En esta memoria se presenta una forma novedosa para seleccionar recursos en el
metaplanificador GridWay, basada en Lo´gica Borrosa. Esta nueva heur´ıstica se basa en
equiparar la fiabilidad de un recurso como su grado de pertenecia al conjunto borroso
reliable. Este conjunto es constru´ıdo en base a unas reglas definidas por el usuario uti-
lizando las variables presentes en el modelo de recurso. Los datos para obtener el valor
final de fiabilidad de un recurso son proporcionados por los servicios de informacio´n e
incluyen tanto datos de monitorizacio´n y de contabilidad.
Utilizar un sistema borroso para hacer frente al dinamismo y la incertidumbre en
un entorno Grid permite hacer frente a la complejidad de manerar ma´s cualitativa que
cuantitativa. En particular, el sistema para la seleccio´n de recursos en base a la medida
borrosa de fiabilidad mejora el sistema actual de dos formas: (i) permite al sistema ma-
nejar los diferentes grados de certidumbre de la informacio´n, (ii) utiliza un lenguaje para
las reglas de seleccio´n de recursos lo suficientemente cercano al lenguaje natural para que
el operador pueda razonar de la misma manera que lo hace normalmente, permitiendo
as´ı obtener un ma´ximo rendimiento de su conocimiento.
Algunas de estas aportaciones ya fueron presentadas en el art´ıculo:
G.P. Santos, L. Garmendia, R.S. Montero, and V. Lopez. Fuzzy system to evaluate re-
sources reliability in a grid environment. In Proceedings of the 4th International ISKE
Conference on Intelligent Systems and Knowledge Engineering, pages 357–362. World
Scientific, November 2009.
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El material de presentacio´n relativo a este art´ıculo se incluye en el Ape´ndice B.
7.2. Trabajo futuro
Los tests realizados al planificador han dado resultados prometedores, aunque no
han sido extensivos. Como l´ınea investigadora ma´s clara que se presenta en el futuro,
ir paliando alguna de las limitaciones de los tests enumeradas en la seccio´n 6.3.1. Otro
paso ma´s alla´, una vez completado el anterior ser´ıa continuar con las pruebas en entornos
reales, intentando verificar si realmente si el sistemas recorta realmente el nu´mero de
saltos.
Existen todav´ıa algunos puntos del sistema que pueden ser desarrollados. Como se ha
visto, el problema del dinamismo del Grid hace que el conjunto de recursos vaya variando.
Para que la definicio´n de los te´rminos de las variables lingu¨´ısticas se mantenga significativa
debe adaptarse a las caracter´ısticas de los recursos disponibles en cada momento en el
Grid. La idea es poder discriminar los recurso segu´n su grado de pertenencia a alguno
de los te´rminos de la variable lingu¨´ıstica. No interesa que se encuentren todos los valores
concentrados dentro del mismo te´rmino, o agrupados u´nicamente en un par de te´rminos.
Por lo tanto, en el futuro, te´cnicas de adaptacio´n de las funciones de pertenencia deben
ser consideradas.
Otro de los puntos de mejora, como se ha visto al analizar los resultados, ser´ıa an˜adir
en el modelo de recurso informacio´n sobre las u´ltimas ejecuciones. Esta informacio´n puede
ser ma´s interesante en un entorno tan cambiante como el Grid que la que proporciona el
histo´rico total de ejecuciones llevadas a cabo por el recurso.
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Ape´ndice A
Modificaciones a GridWay
A.1. Introduccio´n
Los cambios necesarios en el co´digo de GridWay son mı´nimos. Se necesita an˜adir
la funcionalidad para gestionar la comunicacio´n con el sistema borroso y modificar la
evaluacio´n de los recursos para que se haga utilizando la medida de fiabilidad. Los cambios
esta´n muy localizados y se centran u´nicamente en tres archivos:
• gw scheduler.h
• gw scheduler common.c
• gw scheduler hosts.c
Las siguientes secciones describen en profundidad los cambios introducidos en cada
uno de los ficheros. La versio´n de GridWay que ha sido utilizada durante el desarrollo de
este proyecto es GridWay 5.4.0.
A.2. Cambios en gw scheduler.h
En el archivo de cabecera include/gw scheduler.h se declaran las funciones de aper-
tura y cierre de la comunicacio´n con el sistema borroso, que se llamara´n durante la ini-
cializacio´n y la finalizacio´n del bucle del planificador.
--- gw -5.4.0/ include/gw_scheduler.h
+++ gw -5.4.0 - modified/include/gw_scheduler.h
@@ -234,5 +234 ,9 @@
void gw_scheduler_job_policies(gw_scheduler_t * sched);
+// Communication with fuzzy scheduler
+int open_communication_with_fuzzy_scheduler ();
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+int close_communication_with_fuzzy_scheduler ();
+
#endif /*GW_DM_SCHEDULER_H_*/
Listado A.1: Parche para gw scheduler.h
A.3. Cambios en gw scheduler common.c
El hilo principal del planificador de GridWay debe ser modificado para abrir y cerrar
las comunicaciones con el sistema borroso. Para ello src/scheduler/gw scheduler common.c
--- gw -5.4.0/ src/scheduler/gw_scheduler_common.c
+++ gw -5.4.0 - modified/src/scheduler/gw_scheduler_common.c
@@ -142,6 +142 ,8 @@
(time_t) (sched.sch_conf.
window_size * 86400);
sched.next_host_window = the_time + (time_t) 86400;
+
+ open_communication_with_fuzzy_scheduler ();
gw_scheduler_print(’I’,"Scheduler successfully
started .\n");
@@ -362,6 +364 ,8 @@
gw_scheduler_print(’E’,"Unknown action from
core %s\n.",act);
}
}
+
+ close_communication_with_fuzzy_scheduler ();
if (error == 0)
fclose(fd_log);
Listado A.2: Parche para gw scheduler common.c
A.4. Cambios en gw scheduler hosts.c
--- gw -5.4.0/ src/scheduler/gw_scheduler_hosts.c 2007 -06 -13
15:08:30.000000000 +0200
+++ gw -5.4.0 - modified/src/scheduler/gw_scheduler_hosts.c
2011 -09 -01 13:14:44.529465200 +0200
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@@ -32,6 +32 ,75 @@
/* ------------------------------------------------- */
/* ------------------------------------------------- */
+# include <errno.h>
+static FILE * inpipe;
+static FILE * outpipe;
+
+# define IN_PIPE_PATH "/home/german/gridway/var/fuzzy_out"
+# define OUT_PIPE_PATH "/home/german/gridway/var/fuzzy_in"
+
+int open_communication_with_fuzzy_scheduler ()
+{
+ inpipe = fopen(IN_PIPE_PATH ,"r");
+ if (inpipe)
+ {
+ gw_scheduler_print(’I’,"Open %s for reading ... OK\n",
IN_PIPE_PATH);
+ }
+ else
+ {
+ gw_scheduler_print(’I’,"Open %s for reading ... FAILED\
n",IN_PIPE_PATH);
+ perror(NULL);
+ return -1;
+ }
+
+ outpipe = fopen(OUT_PIPE_PATH ,"w");
+ if (outpipe)
+ {
+ gw_scheduler_print(’I’,"Open %s for writing ... OK\n",
OUT_PIPE_PATH);
+ }
+ else
+ {
+ gw_scheduler_print(’I’,"Open %s for writing ... FAILED\
n",OUT_PIPE_PATH);
+ perror(NULL);
+ return -1;
+ }
+
+ return 0;
+}
+
+
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+static float get_host_reliability(const char * resource ,
const char * user)
+{
+ float reliability = 0.0f;
+
+ //fscanf(inpipe ," %f",&reliability);
+ // 1. Send information to the fuzzy controller
+ fprintf(outpipe ," %s\n",resource);
+ fprintf(outpipe ," %s\n",user);
+ fflush(outpipe);
+
+ // 2. Get resource’s reliability value
+ fscanf(inpipe ," %f",&reliability);
+ gw_scheduler_print(’I’,"Reliability of %s for %s = %f\n"
,resource ,user ,reliability);
+
+ return reliability;
+}
+
+
+int close_communication_with_fuzzy_scheduler ()
+{
+ gw_scheduler_print(’I’,"Close pipes for communication
with fuzzy scheduler ... OK\n");
+
+ if (outpipe)
+ fclose(outpipe);
+
+ if (inpipe)
+ fclose(inpipe);
+
+ return 0;
+}
+
+
void gw_scheduler_add_host(gw_scheduler_t * sched ,
int hid ,
int uslots ,
@@ -342,9 +411 ,7 @@
mhosts[j]. nusage = min_usage / mhosts[j].
usage;
- mhosts[j]. priority = wfixed * mhosts[j]. nfixed +
- wrank * mhosts[j]. nrank +
- wusage * mhosts[j]. nusage;
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+ mhosts[j]. priority = get_host_reliability(sched ->hosts
[uhosts[mhosts[j]. uha_id ].hid].name ,sched ->users[sched ->
jobs[jid].ua_id ].name);
}
qsort(mhosts ,nhosts ,sizeof(gw_sch_queue_t),queue_cmp)
;
Listado A.3: Parche para gw scheduler hosts.c
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Ape´ndice B
Material presentado a ISKE’09
En este ape´ndice se muestra el material enviado para la presentacio´n del trabajo de
investigacio´n en el congreso ISKE 2009. Su formato original es de po´ster DIN-A2, pero
ha tenido que ser reducido para poder ser adjuntado a la presente memoria.
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