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A defining feature of a symmetry protected topological phase (SPT) in one dimension is the degeneracy of the
Schmidt values for any given bipartition. For the system to go through a topological phase transition separating
two SPTs, the Schmidt values must either split or cross at the critical point in order to change their degeneracies.
A renormalization group (RG) approach based on this splitting or crossing is proposed, through which we
obtain an RG flow that identifies the topological phase transitions in the parameter space. Our approach can
be implemented numerically in an efficient manner, for example, using the matrix product state formalism, since
only the largest first few Schmidt values need to be calculated with sufficient accuracy. Using several concrete
models, we demonstrate that the critical points and fixed points of the RG flow coincide with the maxima and
minima of the entanglement entropy, respectively, and the method can serve as a numerically efficient tool to
analyze interacting SPTs in the parameter space.
DOI: 10.1103/PhysRevB.97.155151
I. INTRODUCTION
Symmetry protected topological phases (SPTs) in one
dimension have become one of the main focuses of attention
in the field of topologically ordered systems [1,2]. An SPT
is a phase that cannot be described by a local Landau order
parameter, but instead is characterized by nonlocal topological
properties of the ground-state wave function, such as nonlocal
string order [3,4], nonzero Berry phase [5], and nontrivial
quantum entanglement [6,7]. These nonlocal properties can
be conveniently calculated within the matrix product state
(MPS) formalism [8] in combination with numerical methods,
e.g., the infinite time-evolving block decimation (iTEBD)
algorithm [9].
Our focus in this paper is on the study of topological phase
transitions between SPTs through the use of a renormalization
group (RG) approach. This is motivated in part by recent
progress in the development of an RG formalism for the
phase transitions of topological insulators [10–12]. Within
this formalism, the RG scheme renormalizes either the Berry
connection, the (many-body) Berry curvature, or the Pfaffian
of the time-reversal operator. In this way, a flow equation is
derived which characterizes topological phase transitions in
both noninteracting [10,11] and interacting [12–14] systems.
This is particularly useful for interacting systems, where the
RG scheme provides an efficient tool to determine topological
phase transitions, since only very few points need to be
computed numerically [13,14]. It is then intriguing to ask
whether an RG scheme based on a similar principle can be
constructed also for SPTs.
Here, we answer this question affirmatively, by presenting
an RG scheme for SPTs which is based on the degeneracy
of Schmidt values for a bipartition of the system [15–17].
The degeneracy of the Schmidt values is a defining feature
of SPTs, which reflects itself also in degeneracies of the
entanglement spectrum [18–22]. In this sense, the degen-
eracy pattern by itself is already sufficient for identifying
different SPTs, and the RG scheme is a strategy to detect
the boundaries in the parameter space at which the degen-
eracy pattern changes. Moreover, we utilize the degeneracy
pattern instead of another widely used quantity for diagnos-
ing phase transitions, namely, the fidelity susceptibility [23],
because the latter does not necessarily identify a topolog-
ical phase transition, but may be a usual Landau phase
transition.
For concreteness, let us consider a Hamiltonian that de-
scribes different SPTs as a function of tuning parameters
M = (M1,M2, . . .). As M is tuned across a critical point Mc
separating two phases (at least one of them being an SPT), the
degeneracy pattern of the Schmidt values changes. Moreover,
for the topological phase transition to be of second order
(meaning that the ground-state wave function continuously
evolves through the critical point) the Schmidt values must
either split or cross at the critical point Mc to do so. Based on
this observation, we propose an RG scheme that allows one to
characterize phase transitions between SPTs in a numerically
efficient manner, solely from the two largest Schmidt values.
The RG scheme does explicitly invoke the symmetry that
protects the SPTs, and hence can be broadly applied to any
SPT. We demonstrate this method for two concrete models,
namely, the spin-1 Heisenberg antiferromagnetic chain [24,25]
and the spin-1 two-leg spin ladder [26]. The proposed RG
scheme is applicable to any one-dimensional (1D) SPT and
can be extended also to two or higher dimensions, e.g., by use
of the iPEPS algorithm [27], and is anticipated to be applicable
to other topological phases with Schmidt value degeneracy,
such as that caused by symmetry fractionalization in Z2 spin
liquids [28].
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II. THE SCHMIDT VALUE RENORMALIZATION
GROUP APPROACH
A. Schmidt decomposition and SPTs
Let us consider a gapped 1D system with tuning parameter
M, ground state |ψ〉, and Hilbert spaceH, which is partitioned
intoH = HL ⊗HR . In the Schmidt decomposition the ground
state |ψ〉 is decomposed into |ψ〉 = ∑β ˜β(M)|βL〉 ⊗ |βR〉,
where the Schmidt values ˜β(M)  0 are positive and the
Schmidt states |βR,L〉 form orthogonal basis sets forHR,L [29].
The Schmidt decomposition is directly related to the bipartite
entanglement, since the Schmidt states are the eigenstates
of the reduced density matrix ρR = TrL(|ψ〉〈ψ |) and the
Schmidt values are the square root of the corresponding
eigenvalues, i.e., ρR =
∑
β
˜2β(M)|βR〉〈βR|. Thus, the en-
tanglement entropy S(M) and the entanglement spectrum
(β,M) can be expressed in terms of ˜2β(M) via S(M) =
−∑β ˜2β(M) ln ˜2β(M) and (β,M) = − ln ˜2β(M), respec-
tively. For the sake of normalization [see Eq. (2)], we study
in the following the renormalization of the square of the
Schmidt values, i.e., ˜λ(β,M) = ˜2β(M), and assume that these
are enumerated in descending order, i.e., ˜λ(1,M)  ˜λ(2,M) 
˜λ(3,M)  · · ·  ˜λ(NR,M).
The Schmidt decomposition and, in particular, the degen-
eracies of the Schmidt values contain crucial information
about the topology of the ground state [29]. That is, all
Schmidt values of an SPT are necessarily even-multiplicity
degenerate, which is guaranteed by the defining symmetries
of the SPT. Moreover, different SPTs can be distinguished by
the projective representations under which the Schmidt states
transform [16,30]. Therefore, at a critical point Mc in between
two phases, the degeneracy pattern of the Schmidt values must
change. In the following we use these observations to construct
a topological invariant from the Schmidt values and to derive
an RG scheme for phase transitions in SPTs.
B. Renormalization group procedure
In general we label the degeneracies of a given set of
Schmidt values in terms of a vector {nα} = {n1,n2,n3 . . .}, with
each nα  1 representing the multiplicity. In the case of an
SPT, each of the nα is a multiple of 2. A complete calculation
of {nα} can be achieved for any SPT, for example, by use of
Young tableaux [31], but this shall not be our concern. For the
purpose of the RG scheme, we consider the set of λ(α,M) with
the degeneracies removed [32]. That is, the λ(α,M) are unique
for different α, are labeled in descending order,
λ(1,M) > λ(2,M) > λ(3,M) > · · · > λ(k,M), (1)
and satisfy
∑
α
nαλ(α,M) =
χ∑
β=1
˜λ(β,M) = 1. (2)
The integer χ in the above equation denotes the total number
of Schmidt values, which, when computed within the MPS
framework, corresponds to the required bond dimension of an
exact MPS. The {nα} in Eq. (2) can be viewed as a topological
invariant, since it does not change under smooth deformations
FIG. 1. (a) The “split” scenario of degenerate Schmidt values, in
which the doubly degenerate Schmidt values in the left phase (double
lines) split into nondegenerate Schmidt values in the right phase.
(b) The “cross” scenario, in which the Schmidt values in the left
phase with degeneracies (n1,n2,n3) = (2,2,1) and those in the right
phase with degeneracies (n1,n2) = (2,3) cross at the critical point Mc.
(c) Schematics of the Schmidt value renormalization group approach.
At a given M, we seek for the new M′ that satisfies Eq. (3), as indicated
by the dotted line. Here, δα is a small positive number which serves
as the scaling parameter, and λ(1 + δα,M) is a linear interpolation
function (dashed line).
within a given SPT. Two distinct SPTs are characterized by
two different sets of {nα}.
The Schmidt values must either split or cross at the
critical point Mc between two phases in order to reshuffle
the degeneracy pattern {nα}, such that a topological phase
transition can take place, as shown schematically in Figs. 1(a)
and 1(b). We propose the following RG scheme to capture
the splitting or crossing of Schmidt values without changing
the topological invariant {nα}. Starting from a given value of
the tuning parameter M, we search for a new value M′ that
satisfies
λ(1,M) = λ(1 + δα,M′), (3)
where δα > 0 is the scaling parameter. Here, λ(1 + δα,M′)
is taken to be a function that linearly interpolates between
λ(1,M′) and λ(2,M′). That is, Eq. (3) demands that the first
Schmidt value λ(1,M) at a given M is equal to the interpolated
Schmidt value λ(1 + δα,M′) at the new M′, as indicated
schematically in Fig. 1(c). Iteratively solving the mapping
M → M′ yields an RG flow in the parameter space of M.
Expanding Eq. (3) in both dM = M′ − M and dl = δα yields
the leading-order RG equation
dMi
dl
= −∂αλ(α,M)|α=1
∂Miλ(1,M)
, (4a)
for each component Mi of the tuning parameter. For numerical
simulations, it is useful to rewrite Eq. (4a) in discretized form:
dMi
dl
= Mi
α
λ(1,M) − λ(2,M)
λ(1,M + Mi ˆMi) − λ(1,M)
, (4b)
where Mi is the numerical grid spacing along the ˆMi direc-
tion and α = 2 − 1 = 1. For the concrete models described
below, we implement Eq. (4b) using the MPS formalism
together with the iTEBD algorithm.
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Equations (4) are the main results of this paper. We call
this RG scheme the Schmidt value renormalization group
(SVRG), since the RG flow is obtained from renormalizing
the Schmidt values. This approach allows one to efficiently
characterize phase transitions between SPTs, since only the
largest two degeneracy-removed Schmidt values λ(1,M) and
λ(2,M) are needed. With the knowledge of the first two
degeneracy patterns {n1,n2} at hand, the approach is a rigorous
method to detect the phase boundary at which {n1,n2} changes
in the M parameter space. Each Mi can be either an interacting
or noninteracting parameter, hence both kinds of parameters
can be investigated on equal footing. The approach becomes
particularly useful when it is implemented within the MPS
framework, whereλ(1,M) andλ(2,M) can be computed to high
accuracy already for relatively small bond dimensions χ . The
obtained phase boundary is only as accurate as that with which
the largest Schmidt values are obtained. It should be noted that
in practice it may not be known a priori what the degeneracy
pattern {nα} of the Schmidt values is. Hence to capture at least
the largest two sets of degeneracies {λ(1,M),λ(2,M)} it is not
sufficient in general to use a bond dimension χ equal to their
total multiplicity. The numerical effort required is therefore
similar to performing a full iTEBD simulation. However, due
to the flow diagram from the RG procedure, one is no longer
required to sample a fine grid in parameter space to locate the
phase boundary.
C. Critical points and fixed points
The principle behind Eq. (3) is that it reduces the deviation
of Schmidt values away from their fixed point configuration.
This can be seen by analyzing the RG flow in the parameter
space of M described by Eqs. (4). The fixed points of this
RG flow correspond to points or lines in the parameter space,
where the separation between the largest two Schmidt values
λ(1,M) and λ(2,M) is extremal. To make this more precise, let
us consider λ(α,M) close to a fixed point Mf and study its de-
viation away from Mf , i.e., λv(α,M) = λ(α,M) − λf (α,Mf ),
where λf (α,Mf ) is the Schmidt value at the fixed point.
Since λf (α,Mf ) is invariant under the operation of Eq. (3),
the deviation part itself satisfies λv(1,M) = λv(1 + δα,M′) =
λv(1,M′) + δα∂αλ(α,M′)|α=1. Using the linear interpolation
function [see Fig. 1(c)], we obtain
δα = λ(1,M
′) − λ(1,M)
λ(1,M′) − λ(2,M′) , (5)
the denominator of which is always positive because of Eq. (1).
Since δα is positive by definition, the numerator of Eq. (5)
is positive, λv(1,M′) − λv(1,M) > 0. In other words, along
the RG flow M → M′, λv(1,M′) − λv(1,M) > 0 is always
satisfied. On the other hand, as we approach the critical point
M → Mc, the largest Schmidt value λ(1,M) must decrease in
order to meet with the second Schmidt valueλ(2,M), indicating
λv(1,M) < 0. Combining the above two inequalities yields
|λv(1,M′)| < |λv(1,M)|, i.e., the magnitude of the deviation
away from the fixed point configuration is gradually reduced
under this scaling procedure, and hence the system gradually
flows away from the phase boundary towards the fixed point.
D. Split and cross scenarios
There are two scenarios for how the first two degeneracy
patterns {n1,n2} can change at a phase boundary Mc. For the
numerical simulations it is important to distinguish between
them.
1. Split scenario
In the split scenario, depicted in Fig. 1(a),λ(1,M) − λ(2,M)
is finite as the system approaches the critical point from one
side M → M+c , while it is zero, as Mc is approached from the
other side M → M−c . Hence, according to Eqs. (4), the flow
rate of the RG flow satisfies
lim
M→M+c
∣∣∣∣
dM
dl
∣∣∣∣ = finite, limM→M−c
∣∣∣∣
dM
dl
∣∣∣∣ = 0. (6a)
2. Cross scenario
In the cross scenario, depicted in Fig. 1(b), λ(1,M) −
λ(2,M) is zero for both M → M+c and M → M−c . Hence, the
flow rate satisfies
lim
M→{M+c ,M−c }
∣∣∣∣
dM
dl
∣∣∣∣ = 0. (6b)
At a stable fixed point Mf , on the other hand, the flow rate
obeys
lim
M→M+f
dM
dl
= − lim
M→M−f
dM
dl
= ±∞, (7)
which follows from limM→Mf ∂Miλ(1,M) = 0 together with
Eq. (4a). In numerical simulations, the above three equations,
together with the knowledge of whether {n1,n2} has been
changed, can be used to identify the critical points and fixed
points in the phase diagram of a given 1D system.
Before discussing two applications of our SVRG approach,
some remarks are in order.
(i) Equations (6) are necessary but not sufficient conditions
for a topological phase transition. This is because Schmidt val-
ues can split and cross also at other types of phase transitions,
for example, at a second-order quantum phase transition sepa-
rating a magnetically ordered state from a quantum disordered
state. Moreover, the Schmidt values can cross accidentally
at Mc, without an accompanying phase transition, in which
case the degeneracy pattern simply swaps {n1,n2} → {n2,n1}.
In order to confirm whether Mc is a phase transition point
one needs to keep track of the entanglement entropy, since a
maximum in this quantity signals a bulk transition. To identify
whether a transition is topological, looking at the even-oddness
of {nα} is sufficient. It is of course also possible to check this
by, e.g., computing the Berry phase [15].
(ii) Typically, the critical points and fixed points of the
SVRG flow coincide with maxima or minima of the entan-
glement entropy S in the parameter space M, respectively.
Below, we demonstrate this numerically for two examples (see
Figs. 2 and 3). For the case of critical points, this connection
is obvious, since at the phase transition point the bulk gap
closes, leading to a diverging S. On the other hand, we observe
from our numerical simulation that stable fixed points always
correspond to the minimum in the entanglement entropy S. We
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FIG. 2. (a) The RG flow (arrows) of the spin-1 Heisenberg anti-
ferromagnetic chain, Eq. (9), in the parameter space M = (Bx,Uzz),
obtained by means of the MPS simulations with bond dimension
χ = 8. The color scale indicates the flow rate in log scale. The
RG flow reveals a topological phase transition indicated by the blue
dotted line, which separates the topological Haldane phase (inside
region) from topologically trivial phases (outside region). The SVRG
correctly captures the SPTs of the model, but yields imprecise phase
boundaries due to the small bond dimension. (b) Color-scale plot of
the entanglement entropy of the spin-1 Heisenberg antiferromagnetic
chain.
can obtain further insight into this from the formula
∂MiS = −
∑
β
[1 + ln ˜λ(β,M)]∂Mi ˜λ(β,M). (8)
For the examples presented below, we empirically observe
that the minimum of entanglement entropy ∂MiS = 0 occurs
when, in accordance with Eq. (8), either (i) ∂Miλ(α,M) =
0 for some α, which agrees with Eqs. (4a) and (7), or
(ii) two Schmidt values satisfy λ(α1,M) = λ(α2,M) but
∂Miλ(α1,M) = −∂Miλ(α2,M), such that the two contributions
to Eq. (8) cancel.
III. APPLICATIONS
A. Spin-1 chain in a magnetic field
An example for the split scenario is the spin-1 Heisenberg
antiferromagnetic chain [24,25] in the presence of a magnetic
field [15], described by
H = J
∑
i
Si · Si+1 + Bx
∑
i
Sxi + Uzz
∑
i
(
Szi
)2
, (9)
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FIG. 3. Numerical results for the spin-1 two-leg spin lad-
der, Eq. (10), computed with MPSs of bond dimension χ = 80.
(a) Interpolated Schmidt value RG flow in units of R/α = 0.03.
(b) Entanglement entropy S contributed by the eight largest Schmidt
values.
where J > 0 is the exchange coupling, Bx is the magnetic
field, and Uzz is an on-site spin anisotropy. To compute the
Schmidt values and their RG flow we use the MPS framework
with bond dimension χ = 8 [9]. In Fig. 2 we show the
Schmidt value flow in the parameter space M = (Bx,Uzz),
which reveals a topological phase transition (blue dots), i.e.,
an unstable fixed line from which the arrows point away.
This phase boundary separates the topological Haldane phase
(inside) from topologically trivial phases (outside). The phase
transition is of the “split” type, since the flow rate is zero (brown
color scale) as the critical line is approached from the outside,
while it is finite (yellow color scale) as the phase boundary
is approached from the inside [see Fig. 1(a) and Eq. (6a)].
The phase transition line in Fig. 2(a) corresponds to a line of
maxima in the entanglement entropy shown in Fig. 2(b). Note
that at the center of the topological Haldane phase there is an
attractive fixed point, which coincides with a minimum in the
entanglement entropy.
We observe that the SVRG approach correctly captures the
distinct SPTs of this model [1,15], even for a small number
of Schmidt values (i.e., a small MPS bond dimension χ ),
which clearly demonstrates the high numerical efficiency of
this approach. Having said that, it should be noted that for
such a small χ the precise location of the phase boundaries
is not captured accurately, which nevertheless improves with
increasing χ .
B. Spin-1 ladder
An example of the cross scenario without topological
phase transitions is the spin-1 two-leg spin ladder described
by [17,26]
H = Jleg
∑
γ,i
Sγ,i · Sγ,i+1 + Jrung
∑
i
S1,i · S2,i , (10)
where Sγ,i denotes the spin operator on leg γ = 1,2 at position
i and Jleg (Jrung) denotes the exchange coupling along legs
(rungs). For the computation of the Schmidt values we use
the MPS formalism, as before, with bond dimension χ = 80.
The RG flow of the Schmidt values is presented in Fig. 3(a)
as a function of R = Jrung/(Jleg + |Jrung|), with Jleg > 0. We
observe that there exists an unstable fixed point at Rc =
0, where the flow rate vanishes. This fixed point does not
correspond to a (topological) phase transition, since it is not
accompanied by a maximum in the entanglement entropy [see
Fig. 3(b)] and does not involve even-multiplicity degeneracies.
Instead, the fixed point at Rc represents an accidental crossing
of Schmidt values without a phase transition (i.e., the system
remains gapped) [17,26], in accordance with remark i. As
expected for the cross scenario [see Eq. 6(b)], the flow rate
dR/dl vanishes on both sides of Rc.
In closing, we observe that at the attractive fixed points R =
±1 the entanglement entropy has a minimum. This reinforces
our conjecture that attractive SVRG fixed points are always
accompanied by minima in the entanglement spectrum.
IV. CONCLUSIONS
In summary, we have proposed an RG scheme to study phase
transitions between SPTs based on the degeneracy of Schmidt
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values for a bipartition of the system. Through renormalizing
the Schmidt values, we have derived an RG flow that identi-
fies the topological phase transitions in the parameter space,
and the roles of the interacting and noninteracting parameters
can be investigated on equal footing. This RG approach does
not explicitly invoke the symmetry that protects the SPT, and
hence can be generally applied to any SPT. The method can
be implemented numerically in an efficient manner within the
MPS formalism, as demonstrated for two concrete models. Due
to its numerical efficiency, we anticipate that this method can
serve as a powerful tool to search for, and analyze, distinct SPT
phases in a large parameter space of any given model.
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