A new operator formalism for the reduction of degrees of freedom in the evolution of discrete partial differential equations (PDE) via real space Renormalization Group is introduced, in which celloverlapping is the key concept. Applications to 1+1-dimensional PDEs are presented for linear and quadratic equations which are first order in time.
Introduction
The use of Real Space Renormalization Group (RSRG) techniques [1, 2] to analyze questions related to the discretization of classical evolution field equations has recently raised a great deal of attention. Much work has been devoted, and promising results have been achieved around the concept of perfect action and its application to stochastic partial differential equations. The perfect action idea was developed in 1994 within a classical paper by Hasenfratz and Niedermayer [3] . Katz and Wiese [4] , and also Goldenfeld et al. [5] studied some aspects of the reduction of degrees of freedom in deterministic PDE aided with RSRG techniques and the perfect Laplacian. Recently, again Goldenfeld et al. [6] , have based a work on the space-time Monte-Carlo formalism for classical problems suggested by Zimmer [7] , using the perfect operators to improve the efficiency of simulations of stochastic PDE. This work tries to develop further the line traced in [5] , by trying to provide a deeper understanding of the blocking procedure itself. The notion of coarse-graining is generalized by assuming the fields to be defined on spatial cells and providing a mechanism to define truncation operators based on the overlapping of cells in different partitions of space. For simplicity, only deterministic PDE are dealt with; nevertheless the attention is not restricted to linear equations: some quadratic equations are also treated. The results prove the approach to be worthy. Stochastic PDE might also be studied, and the formalism developed in [6] may be easily adapted to include a wider variety of truncation operators, as it is discussed in the section on prospectives. This paper is organized as follows: The next section discusses the RSRG operator formalism which shall be applied. Our geometric construction of the truncation operators is explained in detail in the third section. Section four is devoted to the exposition of some numerical results. Some concluding remarks and proposals for later work are discussed in the last section. By the notation used in this work, quantities defined in a vector space are written in bold font style. In calculations indexing letters i, i + 1, . . . , j, . . . are referring to the original grid whereas corresponding capital letters denote quantities defined on the coarse-grained lattice. Matrix products are implicitly assumed for equally denoted successive indices.
The Formalism
Let P be a partition of a given manifold M, composed of the cells
. Let φ be a scalar field on that region of space. A discretization [8] of that field shall be defined to be any discrete set of values which attempts to represent the whole knowledge about the field. The discretization associated to a partition is defined as
where µ is any measure on M. Let us, furthermore, consider the following evolution equation, which we will assume exact [9] :
This equation may represent any discretization (within any algorithm, whether explicit or implicit) of a linear first order (in time) PDE, with whatever boundary conditions. Equation (1) may also represent any nonlocal linear evolution equation. In order to represent a higher order (in time) PDE, more than one value per cell of the φ field should be allowed (but the generalization is straightforward). The operator H shall be termed the evolution generator. Some non-linear equations may enter easily this formalism. For example, any quadratic evolution generator might be added as
This includes surface growth phenomena as governed by the Kardar-ParisiZhang (KPZ) equation [10] or one dimensional turbulence as described by Burgers equation [11] . Some more complex systems such as the full NavierStokes problem are by the moment not well supported because the fields entering the equation are not scalar.
The discretizations of a field as defined by equation (1) find their natural place in a vector space E N . A truncation operator R :
defines a sub-discretization within the original vector space E N , and we denote the effective field as φ ′ I ∈ E M . Therefore the new discretization only provides M degrees of freedom. Of course, the R operator must have a non-trivial kernel (otherwise it shall be trivial by itself). The natural interest for the construction of the map R can be either because of limited computer resources or due to theoretical reasons, since it may constitute a tool for successively integrating out the non-relevant degrees of freedom [12] . The election of the R operator is the key problem. Ideally it should depend on the problem at hand, i.e. on the field equation and the observables we want to measure. In this paper a geometrical approach is introduced which is independent of the physics of the dynamical system, but uses a quasistatic truncation procedure for a careful selection of the relevant degrees of freedom. The truncation operator shall be chosen to be linear [13] . This enables us to write its action as
Here we denote the transformed discretization components with primes and capital letter indices. If the R operator would have had a trivial kernel, an inverse operator might be written, R −1 , which would be called the embedding operator. In this case the following equation would be exact
i.e. the evolution of the exact discretization might be found from the values of the truncated one. Therefore, one might evolve the discretization with only M degrees of freedom through equation
where H ′ is the renormalized evolution generator. After the evolution of the reduced discretization has been completed, the evolution of the original discretization would be found:
Equation (6) would require less storage and CPU time than equation (2) to be simulated on a computer. We may express this situation by the commutative diagram
But the situation displayed in the previous paragraph is in general impossible: the truncation operator must have a non-trivial kernel. Thus it shall not have a real inverse. Anyway, a "best possible" pseudo-inverse may be found: an operator R p which fulfills the Moore-Penrose conditions [14] 
Those equations are solved only if R p is the singular values decomposition (SVD) pseudo-inverse of R. R p is an "extrapolation" operator, which takes an E M (reduced) discretization and returns an approximate E N (full) one. The interpretation of the truncation R and embedding R p operators may be more clearly seen through the following scheme (see, e.g., [12] ). The consideration of R as a full matrix includes a lot of spurious information, while the only important datum is its kernel, i.e.: the degrees of freedom which are removed. If R p is the SVD pseudo-inverse, then RR p is the identity on E M , and R p R is a projector on the relevant degrees of freedom subspace of E N . This operator shall be termed the reduction operator. The information about these degrees of freedom is stored in the rows of R, which may be read as vectors which span it. These vectors need not be an orthonormal set (they may even be non-independent). But, as they span the subspace providing the only required piece of information, an orthonormalization operation would be quite appropriate. The reason is that R p becomes just R † in that case. Whenever we refer to an R operator along this work, we shall really mean the class of operators of the same dimension sharing a common kernel. With the pseudo-inverse R p , the diagram (8) does not commute. The "curvature" represents the error of the procedure. The renormalized evolution generator is written as:
where indices are kept for clarity. A renormalized quadratic evolution generator is written in this way as
This expression shall be shorthanded as Q ′ = RQR p so as to unify notation. Higher degree operators are possible, of course, but for the sake of clarity we shall restrict to the first two. The schedule for all the simulations that shall be presented in the rest of this work is:
and an initial field φ(0).
2.− Perform the exact evolution and obtain φ(t).
3.− Propose a truncation operator R and obtain the pseudo-inverse R p .
4.− Calculate the renormalized Hamiltonian and the truncated initial field:
H ′ = RHR p and φ ′ (0) = Rφ(0).
5.− Perform the renormalized evolution on φ
and obtain φ ′ (t).
6.− Compare φ(t) and R
We distinguish between a real space error, which is given by the
] (a vector in the space E N ) and the renormalized space error, which is given by the L 2 norm of [Rφ(t) − φ ′ (t)] (a vector in the space E M ). These two errors need not be equal. It is impossible for the first one to be zero for all functions in a discrete function space, but it is not for the second one. In this case, the retained degrees of freedom are exactly evolved after the rest of the information has been removed. In such a situation we might speak of perfect action according to this RSRG operator formalism.
Geometric Truncation Operators
In the former section an empty formalism was presented, which allowed for theoretical considerations on discretized manifolds. In this section a set of concrete construction rules for the R operator shall be presented which shall allow for practical computations. Let us focus on the 1D interval [0, 1] and let P n denote a regular partition of that interval into n equal cells, denoted by
where µ(·) denotes the measure in R. In geometrical terms, C i and C I denote the respective cells in the original and the destination partition. The R matrix element is the ratio of the overlap of both cells to the destination cell:
The rationale behind this expression may be expressed with a physical analogy. Let us consider the φ i to denote the density of a gas in each cell of the source partition. The walls between cells are impenetrable. Now a new set of walls is established: the ones corresponding to the new (destination) partition. The old walls are, after that, removed. The gas molecules redistribute uniformly in each new cell. The new densities are the values φ I which constitute the transformed field discretization. Figure  1 should be helpful. In more mathematical terms, the value of φ I is a linear 
by conserving the total mass
Equation (13) may also remind of the definition for conditional probability. The resulting R M←N operators shall be termed sudden truncation operators. Compared to standard RSRG integer factor blocking techniques [5] , the operators R M←N allow for a greater flexibility. For example, it is possible to remove a single degree of freedom (see figure 2 for a 1D example). The sudden truncation operators do not form a closed algebra. The com- Figure 2 : The lower partition has just a single degree of freedom less than the one above. A truncation matrix may be written to proceed from one to the other. position of sudden truncation operators shall take us to the concept of quasistatic or adiabatic truncation operators. These are defined by:
Of course, qR M←N differs greatly from R M←N . The term "quasistatic" is suggested by the thermodynamical analogy introduced before. The reversibility of a process is related to quasistaticity, i.e.: proceeding through very small steps and waiting for relaxation between any two steps. In a sense, we might expect this transformation to be more reversible and, therefore, better suited to our purposes. A single step sudden transformation may be analytically formulated, which shall serve as a basis for the construction of the quasistatic operators:
Iterating this relation it can be proved that the quasistatic operators fulfill the recursion relation:
This relation allows to calculate the matrices using no matrix products. This expression improves greatly the efficiency of the numerical applications. The question about the degrees of freedom which are retained by the quasistatic truncation matrix may now be addressed. A plot of the rows of the matrix qR
M←N Ii
is shown in figure 3 . Each of the discretized fields depicted in figure 3 may be considered to represent a relevant degree of freedom when truncating with the matrix qR 20←80 , i.e. within a scheme 80 → 20. Although the functions representing the degrees of freedom are now overlapping, they conserve a true real-space cell nature. It should be noticed that the width of the leftmost and rightmost cells is smaller than the one at the middle of the interval. A consequence is the quite exact representation of the boundary conditions. It should be remarked that during the last decade various authors have studied the effect of the consideration of overlapping blocks within RSRG applications [19] . Inter-cell correlations, which are the key to the most successful RSRG algorithms [20, 21] , are usually captured more easily within an overlapping cells approach. Even more simple truncation matrices are possible. The most usual subdiscretization approach is the decimation method ,where one degree of freedom out of every M/N ≡ f is retained, and f is supposed to be of integer value. This truncation scheme may not be represented within our formalism. The reason is that the implementation on the field discretization is given by the matrix
But the R matrix (19) along with its SVD pseudo-inverse yields a trivial dynamics, because the retained degrees of freedom are not in contact. A possible solution to conserve linearity, though losing the Moore-Penrose conditions (9) , is to use a specially prepared embedding operator
Special care is required in this scheme because boundary conditions may be not fully acquainted. Of course, usual decimation practice does not rely on a D p to build the evolution operator. Of course, also a discrete Fourier Transform along with a cutoff might be a suitable linear truncation procedure, but we shall not leave the Real Space Renormalization Group setting: our relevant degrees of freedom do have a local geometric meaning.
Applications and Numerical Results
This section discusses some concrete numerical applications, both to linear and non-linear examples.
Heat Equation
The heat equation on any space is defined by stating that the evolution operator is given by the minus the Laplacian on such a space. It is known that the Laplacian operator may be sensibly defined on a great variety of spaces [15] , including discrete spaces [16] . Our 1D interval shall always be [0, 1]. As it is split into N cells, the cells width is always ∆x = 1/N . The structure is given by the discrete Laplacian matrix on a linear graph:
with fixed boundary conditions L 11 = L N N = 2. The equation shall be given by
The first test shall be a random increments initial condition, i.e. it fulfills the equation: 
Under time evolution, the peak becomes a Gaussian function and its width W follows the law
Equation (25) can be proved to be exact also in the discrete case as shown in the appendix. Using the same constants as in the previous calculation, we have performed a quasistatic simulation of the same problem, and depicted in figure 5 a log-log plot of the width against time: The fit of the data in figure 5 , after a transient, fit to a straight line with slope 0.4990 ± 0.0001. The exact field evolution yields exactly the same value for the whole time range. The sudden approximation saturates at long times, and gives a result of 0.66 ± 0.01 for the slope before saturation is reached. In this case, as it is proved in the appendix, decimation also gives a correct result. 
Low Energy States in Quantum Mechanics
Researchers in Real Space Renormalization Group methods have spent many efforts in developing techniques for the approximate obtention of the low-energy spectrum of the particle in a box [12] . The reason was the necessity to understand the poor performance of such methods before the 90's. After the invention of new RSRG techniques (Density Matrix RG, Correlated Blocks RG, etc.) [19, 20] the problem was considered to be solved. The formalism presented in this paper allows to give a very accurate approximation to the lowest energies of any quantum mechanical 1D system. The transformation H → H ′ = RHR † may also yield an effective transformation of a Hamiltonian, provided that the transformation R is orthogonal. In this case, the diagonalization of H ′ may be considered to yield a variational Ansatz approach to the real spectrum. The Ansatz is of the form
where |φ i are the rows of qR M←N after a orthonormalization procedure, and the a i are the variational parameters. The diagonalization of the quasistatically truncated Laplacian yields very precise values. For example, if N = 100 and M = 10, we obtain the values for the spectrum of −L exposed in table 2. The bad results for the sudden approximation are a bit misleading [18] . For example, the real space error measured according to the L 2 norm for the ground state is only around 11%. But the energy is given by the derivative of the wave-function, so a Table 2 : Low energy spectrum of a particle in a box split into 100 discrete cells, calculated through exact diagonalization, and two effective variational RG techniques. The first one is based upon the quasistatic and the second one on the sudden transformations. small change in the norm may yield a big error in energy. The rest of the eigenvalues (up to 10) are much worse for the quasistatic approach. The reason is that the quasistatic degrees of freedom represent quite faithfully the boundary conditions, but that is at the cost of not having as many degrees of freedom for the bulk.
Method
The method has also been tested with the harmonic oscillator and other potentials with equally good results, as long as the wave-functions are smooth. In case of a potential given by V i = V (x i ), the Hamiltonian operator to be diagonalized is −L ij + V i δ ij .
Burgers Equation
Burgers equation represents the evolution of a 1D compressible fluid and is given by
Its discretization shall be straightforward:
Using the definition of the Laplacian given in the above section, we have the four approaches. The quasistatic approach is the one which departs less from the exact solution. It develops spurious oscillations, somewhat reminiscent of Gibbs phenomenon, when the abrupt slope develops. For 2 · 10 4 steps, quite out of the validity range of the discretization, the error of the quasistatic approach is only 4% in renormalized space (11% in real space), compared to the 14% and 16% errors in renormalized space for the sudden and decimation approaches.
Kardar-Parisi-Zhang Equation
The Kardar-Parisi-Zhang (KPZ) equation is widely used as a model of stochastic and deterministic surface growth [10] . Here we use the deterministic form defined as
representing a surface in which absorption/desorption phenomena take place. Equation (30) includes no surface diffusion which would require a ∇ 4 φ term. The squared gradient term shall be implemented through the quadratic operator
which is obtained through the centered derivatives approximation of the gradient [22] . were simulated. Figure 7 shows the results for λ = 2 and κ = 1/2. The A problem which must be remarked is that the effective evolution operators are sometimes long-ranged, thus rendering the simulation more expensive in CPU time. Nevertheless, sometimes stability criteria (i.e.: implicit methods) and other considerations render the usage of non-sparse matrices appropriate. Further work is needed in that direction, which has already been pioneered by Goldenfeld et al.
The formalism which has been introduced is conceptually easy to generalize to higher dimensions, but fast techniques to calculate overlaps of multidimensional cells may constitute a problem. The case of stochastic PDE, not examined in this work, shall not constitute a difficult problem within this theoretical environment. Future work in this direction is under current consideration. Furthermore, the group of Goldenfeld has taken it as their fundamental direction of work. The formalism presented only deals with "bulk" fields. In a more mathematical terminology, we might term them discrete D-forms, if D is the dimensionality of space. One of our aims is to widen it so fields of a different nature may also be employed. Katz and Wiese [4] have already done some work in that direction. Our fundamental aim at this moment is the extension in which the degrees of freedom to be retained are not of purely geometric nature, but are chosen by the equation itself, so that the renormalized space error is always small.
Appendix
In this section we prove the exactness of relation (25) subject to any coarsegraining procedure keeping the normalization condition (15) . First we generalize the definition in (25) to the expectation value for any observable O on a one dimensional lattice composed of N sites as Definition 5.1
with the total time t = n ∆t and n the number of discrete time evolutions. Relation (25) also describes Brownian motion on a 1D lattice governed by the critical exponent ν = 1/2 [23] . According to Wicks theorem [23] it is sufficient to prove the linear dependence of the second moment x 2 in time on any scale of discretization as stated by the following proposition.
Proposition 5.2 The second moment x
2 as defined by definition 4.1 for the diffusion field φ is given by
subject to the normalization constraint (24). Here C(φ t=0 ) is a constant which depends on the initial field configuration and for a δ initial condition C(φ t=0 ) = 0. In equation (33) t is again the total physical time, κ is the diffusion constant and no dependence on the discretization scale for a particular lattice spacing ∆x is involved.
Proof. Using definition 4.1 to define the second moment x 2 we have
In (34) we included the diffusion dynamics as given by relation (22) using the discrete Laplacian (21) and a forward Euler scheme in time [22] .
Decomposition into summands leads to
By shifting the index and assuming periodic boundary conditions for simplicity equation (35) can be reformulated as
Evaluating and reordering of the different summands results in
which can then be rewritten using definition 4.1 as
and reformulated according to the renormalization constraint (24) as
Iterating the procedure n times yields the final result 
Defining C(φ t=0 ) := x 2 t=0 and changing the index t + 1 to t we get the result stated in the proposition 4.2. If the initial field configuration φ t=0 is provided by the δ peak which was used to generate figure 5 equation (40) simplifies to x 2 t = 2κ t .
(41) 2 Equation (41) is equivalent to the calculation of the mean squared distance of a random walker after the time t starting at the center position, i.e. the location of the δ peak.
