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Ro Repère inertiel de référence
Rb Repère lié au drone
p, q, r Vitesses de rotation du drone par rapport à Ro
exprimé dans le repère Rb
u, v, w Vitesses de translation du drone par rapport à Ro
exprimé dans le repère Rb
ψ, θ, φ Angles d'Euler : lacet, tangage et roulis
Modélisation du rotor
ρ Masse volumique de l'air
α Angle d'attaque
mp Masse d'un élément de pale
cp Corde d'un élément de pale
γ Nombre de Locke de la pale
µ = ‖[µx, µy, µz]‖ Paramètre d'avancement
µz Paramètre d'avancement vertical
~xp, ~yp, ~zp Repère tournant lié à la pale
~xh, ~yh, ~zh Repère lié au centre du rotor
β Angle de battement de la pâle
β0 Terme constant du développement harmonique de β
β1c, β1s Terme du premier ordre du développement harmonique de β
Rhw Repère lié au drone orienté par la vitesse aérodynamique−→
dL,
−→
dD Portance et traînée sur un élément de pâle.
CL,CD Coeﬃcient de portance et de traînée
CLα Pente du coeﬃcient de portance
CD0 Coeﬃcient de traînée de forme
CDα Coeﬃcient de traînée induite
R Rayon de la pale
r Distance de l'élément de pale par rapport au centre de l'hélice
θ0 Part constante du calage de la pale (Loi de vrillage linéaire)
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θtw Pente du calage de la pale (Loi de vrillage linéaire)
θ Calage de la pale θ = θ0 + θtw · r/R
Kβ Constante de raideur d'une pale
Iβ Moment d'inertie de la pale
λβ Rapport de fréquence de battement
Nb Nombre de pales de l'hélice
X,Y, Z Forces générées par le rotor
L,M,N Moments générés par le rotor
λ Paramètre de ﬂux du rotor
λ0 Terme constant du développement harmonique de λ
λ1c, λ1s Terme du premier ordre du développement harmonique de λ
Aérodynamique
ρ Masse volumique de l'air
α Angle d'attaque
cv Corde de la voilure
bv Envergure de la voilure
CL Coeﬃcient de portance
Cm Coeﬃcient de moment de tangage
CD Coeﬃcient de trainée




= [amx , amy , amz ]




= [mmx , mmy , mmz ]




= [pm, qm, rm]
T Vecteur des vitesses de rotation mesuré par les gyroscopes
exprimé dans Rb
aˆ0 Vecteur d'accélération mesuré par les accéléromètres projeté
dans le repère inertiel Ro grâce à l'attitude estimée
mˆ0 Champ magnétique mesuré par les magnétomètres projeté
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dans le repère inertiel Ro grâce à l'attitude estimée
gHome Norme de l'accélération à l'initialisation du drone
mHome Champ magnétique à l'initialisation du drone
mT Champ magnétique terrestre
nG3 Erreur de projection du vecteur gravité
nM3 Erreur de projection du champ magnétique
χi Inclinaison du champ magnétique terrestre
χd Déclinaison du champ magnétique terrestre
bgyro Biais des gyroscopes
n, nˆ Quaternion représentant l'attitude du drone et son estimation
R(n) Matrice de rotation associée au quaternion n
Quadrirotor
l Longueur d'un bras du quadrirotor
zG Décalage sur l'axe vertical entre le centre de gravité et le centre géométrique du quadrirotor
JP Moment d'inertie d'une hélice
JB Matrice d'inertie de la structure du quadrirotor
J˜B Matrice d'inertie du quadrirotor
mh = Nb ·mp Masse d'une hélice
LboG Moment cinétique du quadrirotor calculé en G
[ΩPi/B]
b Vitesse de rotation du rotor i exprimé dans Rb
Drone Hybride
α Angle d'incidence vu par la surface libre de la voilure
αa Angle d'incidence vu par la surface en interaction avec les rotors
~vi Vitesse induite par un rotor
vLi , v
R
i Norme de la vitesse induite par respectivement le rotor gauche et droit
~VT = ~Va + ~vi Vitesse aérodynamique totale vu par la voilure en interaction avec les rotors
ωL, ωR Vitesse de rotation des rotors, respectivement gauche et droit
δLS , δ
R
S Angle de deﬂexion des gouvernes, respectivement gauche et droite
SLi , S
R




E[u(t)] Espérance du signal aléatoire u(t)




Les drones sont des aéronefs sans pilote à bord. Ils remplissent des missions variées, histori-
quement à vocation militaire (renseignement, désignation de cibles,... ) mais aussi, plus récemment,
à portée plus générale (agriculture, observation scientiﬁque, surveillance de feu,... ). On s'intéres-
sera ici plus particulièrement aux drones de petites tailles, de moins de 1kg, les micro-drones. Ils
se distinguent des aéronefs traditionnels sur plusieurs points. Leur utilité principale est de pouvoir
remplacer des aéronefs pilotés de grande taille pour un coût moins élevé. Cet impératif de coût a
pour conséquence directe des limitations dans le choix du matériel et impose également un cycle
de développement plus court. Ces deux points ont un impact sur le développement des lois de
pilotage. D'une part, les mesures utilisées sont de moins bonne qualité et d'autre part, le temps
consacré à la modélisation du système, à la synthèse des lois de commande et à leur optimisa-
tion sur le système réel se doit d'être le plus court possible. Les micro-drones oﬀrent également
des modes de fonctionnement qui ne sont pas envisagés pour les grands aéronefs grâce à leur
agilité et la liberté de conﬁguration dont ils jouissent. L'absence de pilote relâche les contraintes
physiologiques dans le choix des man÷uvres et permet d'envisager un agencement plus innovant
des éléments du véhicule sans conséquence pour le confort du pilote. Certaines conﬁgurations de
drones permettent d'atteindre au cours d'un même vol des modes de vols diﬀérents, traditionnelle-
ment associés à des appareils diﬀérents. Une autre caractéristique des micro-drones est leur besoin
en terme de charge utile. Leur faible capacité d'emport interdit le choix d'un imposant système
qui permettrait de réaliser plusieurs types de missions. Par contre, il est possible de considérer le
micro-drone comme une plateforme sur laquelle on peut monter une variété de charges utiles selon
la mission du moment. Ces modiﬁcations entrainent une variation de la masse et de l'inertie du
système plus signiﬁcative sur un micro-drone en raison de la part importante de la charge utile
dans le bilan de masse. Développer des lois de commande pour une telle plateforme revient donc
à développer des lois de commandes pour une famille de drones.
L'ensemble de ces problèmes spéciﬁques aux micro-drones attendent une réponse adaptée
de la part du concepteur des lois de commande, qui devra notamment faire face à :
 une qualité souvent médiocre des modèles disponibles pour réaliser la synthèse des cor-
recteurs
 des variations paramétriques élevées stationnaires (comme la masse ou la position de la
charge utile) ou variant dans le temps (changement de conﬁguration, largage, ...)
 une recherche d'un niveau de performance supérieure à ce que l'on peut attendre des
drones de plus grande envergure
Des solutions "classiques" à ce type de problème sont généralement apportées par la théorie
de la commande robuste d'une part et par les techniques de séquencement de correcteurs ou
synthèse LPV d'autre part. Associée aux techniques de validation a posteriori (par analyse de
robustesse pa exemple), cette classe de méthodes a été largement explorée au cours des dernières
décennies. Bien qu'elles connaissent aujourd'hui, pour la plupart, des niveaux de maturité élevées,
on voit encore apparaitre les deux points faibles suivants :
 une complexité élevée des correcteurs ( nombre d'états, structure mal maitrisée)
 une gestion assez pauvre du compromis performance/robustesse
Le premier point est susceptible de devenir rapidement incompatible avec les solutions à bas coût
généralement retenues pour l'électronique embarquée des micro-drones. Nous allons donc nous
intéresser de près à cette question dans le contexte du pilotage d'une famille de drone (Chapitre
3) en utilisant des résultats récents de synthèse H∞ structurée multi-modèles. Le deuxième point
constitue une limitation classique de la commande robuste qui tend à privilégier la robustesse au
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détriment de la performance. On obtient ainsi des solutions "conservatives" qui se veulent plutôt
rassurantes pour des gros engins voire des engins dont les fonctions de pilotages "haut niveau"
sont assurées par un homme à bord. Dans le contexte des micro-drones, les enjeux au niveau
de la sécurité étant moins stricts (au moins dans la phase de développement), des solutions plus
ambitieuses peuvent être envisagées. Ici, les techniques de commande adaptative, incompatibles
avec les procédures de certiﬁcation mises en place en aéronautique "classique", trouvent donc
toute leur place. C'est la raison pour laquelle nous consacrons une part importante des travaux
présentés dans cette thèse à l'application de telles techniques au problème du pilotage des drones.
La notion de robustesse est liée à celle d'incertitude, incertitude sur la modélisation d'un
système vis à vis de son comportement réel. En commande, il n'est pas nécessaire d'être robuste
à un phénomène dont on a une connaissance ﬁne puisque celui-ci aura été pris en compte lors de
la synthèse. Tandis que les méthodes "classiques" de commande robuste cherchent à désensibiliser
la boucle fermée à ces incertitudes, la commande adaptative a pour objectif de réduire leurs eﬀets
à travers leur identiﬁcation ou l'identiﬁcation d'un correcteur qui annule leurs conséquences. Le
résultat visé est le même mais l'approche du problème diﬀérente. De plus, ces deux points de
vue ne sont pas mutuellement exclusifs puisque si, sur un même système, certaines incertitudes
peuvent être réduites, d'autres le sont plus diﬃcilement. Dans ce dernier cas, une loi de com-
mande adaptative a aussi besoin de robustesse mais robustesse et adaptation ne s'appliqueront
pas aux même incertitudes. La commande adaptative semble un choix pertinent pour repousser
les limitations du compromis entre performance et robustesse.
Cette thèse a pour objet de répondre aux diﬀérents enjeux mis en avant précédemment dans
la conception de lois de commande pour des micro drones avec l'aide de la commande adaptative.
Le premier chapitre retrace brièvement l'histoire des drones pour introduire le dévelop-
pement des micro-drones. Un échantillon de missions envisagées spéciﬁquement pour des micro
drones est présenté. Il permet d'identiﬁer les problématiques de commande caractéristiques des
micro-drones. On isolera deux points auxquels on tâchera de répondre : la commande d'une fa-
mille de drone, la commande d'un drone à la dynamique variante dans le temps. Un aperçu des
méthodes de commandes employées à ce jour permettra de comprendre leurs limitations et notre
choix de la commande adaptative. Enﬁn, un bref état de l'art de la commande adaptative précisera
notre choix méthodologique dans cette classe de méthodes.
Le deuxième chapitre est consacré à modélisation des drones utilisés durant la thèse. Chaque
élément constitutif est caractérisé pour la simulation des drones. Un soin particulier est porté à
la modélisation du système propulsif et des capteurs. Enﬁn, l'architecture du système embarqué
nécessaire pour l'implémentation des lois est décrite.
Le troisième chapitre est dédié à l'étude de deux approches de commande adaptative in-
directe pour la commande d'une famille de quadrirotor. Après avoir introduit le modèle pour la
commande, la problématique de l'identiﬁcation en ligne est introduite. Les détails de l'utilisation
des moindres carrés récursifs sont ensuite présentés. Les paramètres estimés sont employés dans
le cadre d'un correcteur dual puis d'un correcteur variant issu de l'interpolation de correcteurs ro-
bustes. Le détail de la synthèse de ce correcteur LPV est donné. Enﬁn, des essais en vols illustrent
les résultats obtenus avec ces méthodes.
Le quatrième chapitre présente l'étude de la commande d'un drone hybride. La méthode
de commande adaptative présentée dans le troisième chapitre est réutilisée et les spéciﬁcités des
réglages pour ce drone présentées.
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Dans ce chapitre on cherche à mettre en exergue la spéciﬁcité de la synthèse de lois de
commande pour les micro-drones. Les missions conﬁées aux micro-drones sont replacées dans le
contexte historique du développement des drones. La majeure partie de cette chronologie est ancrée
dans l'évolution technologique des moyens d'armement mais une tendance récente montre aussi
l'émergence de missions non militaires. Cet éclairage historique permet de saisir les limitations
des méthodes de commandes mises en ÷uvre actuellement. La commande adaptative est présentée
comme une approche possible de résolutions de certains de ces problèmes. Un état de l'art sur la
commande adaptative est donc proposé en ﬁn de ce chapitre.
1.1 Brève histoire des drones
Les drones en tant qu'engins volants sans pilote sont développés depuis le début du siècle.
A peine quelques années après le premier vol d'un avion en 1903 et les premières communications
radio (Marconi en 1896), Sperry s'intéressa en 1911 au contrôle d'un avion par ondes radio. Il
s'aperçut alors de la nécessité d'intégrer à l'avion en question un dispositif qui puisse le stabiliser
automatiquement. Il imagina utiliser un gyroscope et un gyrocompas, appareils qu'il utilisait
déjà pour stabiliser des navires [121]. Le 6 mars 1918, un prototype de Sperry ﬁt l'un de ses
premier vols, bien que de courte durée, sans pilote avec la seule aide de son pilote automatique.
Une bombe volante d'inspiration identique fut lancée dans les airs en octobre 1918 par Kettering
[46]. L'histoire des drones est intimement liée, d'une part, aux capacités d'automatiser certaines
phases du vol d'un aéronef et d'autre part aux missions que l'on peut conﬁer à un engin qui
ne dispose pas de pilote à bord. En premier lieu, c'est la fonction de bombe ou torpille volante
qui s'imposa et qui fut l'une des premières motivations de Sperry. Par la suite, pendant l'entre-
deux-guerres, le développement du pilotage automatique fut stimulé par le désir de voler par tout
temps et en particulier de réussir la phase d'atterrissage. Jusqu'à la seconde guerre mondiale,
ce sont des rôles de bombes ou de cibles d'entrainement qui sont réservées aux aéronefs sans
pilotes. Les drones de reconnaissance ne se développèrent qu'après la seconde guerre mondiale,
toujours dans un contexte militaire et ce sont pour beaucoup des avions pilotés à distance. On peut
mentionner notamment l'AQM-34 Ryan Firebee de l'armée américaine qui réalisa des missions
de reconnaissance lors de la guerre du Vietnam. D'une longueur d'environ 9 mètres et d'une
envergure de 4 mètres, il était lancé du sol ou des airs, contrôlé à distance ou lancé sur un plan de
vol prédéﬁni avant d'être récupéré sous son parachute par un hélicoptère (Mid Air Retrival System,
MARS). Ses diﬀérentes versions eﬀectuèrent plus de 3000 vols au cours du conﬂit pour eﬀectuer des
photographies ou collecter des données électromagnétiques. Les moyens de transmissions limités
de l'époque ne permettaient pas d'envoyer en temps réel les résultats d'observations. Ceux-ci
étaient donc enregistrés à bord et récupérés avec le drone. Le succès de la mission reposait ainsi
intégralement sur la capacité à retrouver le drone. Bien que de dimensions réduites, ce drone
avait tout de même une signature radar qui le rendait repérable par l'ennemi. Le programme
D-21 de Skunk Works proposa un drone de reconnaissance furtif pouvant aller jusqu'à Mach 3 à
une altitude supérieure à 90000 pieds [28]. D'autres projets de drones (Teledyne/Ryan Compass
Code, Aquila, Programme Sky Eye [29]) furent menés pour l'armée américaine mais aucun d'eux
ne passa le stade de prototype [142]. En dehors de l'armée américaine, les israéliens considérèrent
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très tôt le potentiel des drones de reconnaissance dans un conﬂit armé. Le drone Scout démontra,
pendant la guerre du Liban en 1982, des capacités opérationnelles déterminantes [141]. Il fut suivit
du drone Pioneer développé pour l'armée américaine sur la base du Scout. Son rôle primordial
pour les missions de reconnaissance et de désignation de cible au cours de la mission "Desert
Storm" en Irak préﬁgura l'usage croissant de ces technologies dans les années 1990 par l'armée.
En Bosnie, en 1994, c'est le célèbre Predator qui réalisa ses premières missions. Il servit également
au Kosovo en 1999, dans des missions classiques de reconnaissance mais aussi pour l'écoute de
transmissions. Les deux conﬂits majeurs qui suivirent en Afghanistan et en Irak furent le théâtre
du déploiement de drones de toutes tailles et dans les missions les plus diverses. Les déﬁs se sont
progressivement déplacés de l'usage de ces plateformes isolées à leur intégration dans l'ensemble
du système et la gestion de l'interaction entre les drones et leurs opérateurs (UAVs in Iraq and
Afghanistan [29]). La médiatisation de l'usage des drones au cours de ces conﬂits montra leurs
capacités parfois mal comprises à un plus large public.
Pour beaucoup, les missions conﬁées à ces drones sont similaires à celles que l'on pourrait
conﬁer à des avions pilotés [137] malgré une mise en ÷uvre diﬀérente. Les mini ou micro-drones se
voient par contre conﬁer des rôles nouveaux qui n'existaient pas auparavant. En premier lieu parce
qu'ils ne sont pas déployés au même niveau organisationnel. Les drones de grandes dimensions sont
déployés à un niveau stratégique ou tactique. Les micro-drones permettent de réduire la boucle
de commande, en donnant plus de ﬂexibilité dans le choix du trajet du drone aux acteurs sur le
terrain. L'ajout d'armement et de désignateurs de cibles sur les drones tactiques illustrent mal-
gré tout le désir d'une plus grande réactivité. Longtemps limités à la sphère militaire, les drones
commence à se développer plus nettement pour un usage civil. Les dimensions et le coût des
premières plateformes les a restreintes à un usage très encadré. On peut citer le drone hélicoptère
Yamaha RMAX développé depuis 1983 pour l'épandage, long de 4 mètres avec une charge utile
d'une vingtaine de kilos pour des prix allant de 80000$ à plusieurs centaines de milliers de dollars.
Ses dimensions requièrent encore une logistique importante. Durant les vingt dernières années,
les technologies nécessaires à l'automatisation du vol (récepteurs GPS, centrales inertielles) ont
vu leur prix et leurs dimensions considérablement baisser. Chacun de ces éléments ne coûtent
plus que quelques dizaines d'euros. Ils sont ainsi devenus accessibles pour un budget raisonnable
aux laboratoires de recherche, aux entrepreneurs et aux amateurs éclairés. Ce sont avant tout
les plateformes de petites dimensions (au maximum quelques mètres) qui se sont alors dévelop-
pées. Les drones de petites dimensions ont aussi l'avantage de voler à de plus faibles altitudes et
d'avoir une énergie moins importante en cas de crash. Les applications civiles de cette technologie
sont nombreuses mais leur développement fut longtemps freiné par l'absence de réglementation
pour l'intégration de ces véhicules dans l'espace aérien. En France, une réglementation fait son
apparition en avril 2012 mais elle est encore en discussion dans beaucoup de pays notamment au
Etats-Unis.
1.2 Missions et conﬁgurations
Tout d'abord, l'absence de pilote est un avantage du point de vue des missions qui lui sont
conﬁées. Un drone peut en eﬀet parfaitement réaliser les missions dites "3D" pour Dirty, Dull and
Dangerous (contaminé, rébarbatif et dangereux). L'observation de sites contaminés inaccessibles
à un être humain ou à l'aide d'un lourd équipement de protection est rendu possible par la
robotique moderne. On peut citer pour exemple le drone T-Hawk développé par Honeywell qui a
permis d'approcher la centrale nucléaire de Fukushima après l'accident de 2011 pour transmettre
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des images et relever les niveaux de radiations. Le deuxième D évoque les missions qui exigent
peu d'attention ou de manière très intermittente. Une mission de surveillance aérienne l'illustre
parfaitement. Elle requiert de rester le plus longtemps possible sur une zone sans qu'il n'y ait en
permanence une activité particulière à observer. Au delà de la tâche fastidieuse de pilotage qui,
aujourd'hui, peut être réalisée grâce à un pilote automatique, c'est l'organisme du pilote qui n'est
pas disposé à réaliser régulièrement des missions de plus de 20 heures. L'opérateur du drone peut
facilement être remplacé pendant que le drone est encore en vol. De plus, l'endurance d'un drone
est plus grande grâce au poids gagné par l'absence du pilote et des systèmes qui permettent de
l'accueillir. Enﬁn, évoluer dans un milieu hostile est possible par le faible coût de la plateforme.
Un drone est sacriﬁable et peut être considéré comme un consommable. Des Lighting Bugs ont
été, par exemple utilisés pendant la guerre du Vietnam comme appât pour les systèmes de défense
anti-aériennes (p.25 [55]). Avant de se faire toucher et détruire par un missile anti-aérien, le drone
pouvait espionner les communications du missile et les transmettre. Les informations collectées se
révélèrent d'une grande aide pour le développement de contre-mesures.
Un autre avantage notable des drone est la liberté dans le choix de sa conﬁguration qui
peut être totalement guidé par ses missions. Le placement de ses charges utiles et de ses cap-
teurs répond à d'autres contraintes tout comme la conﬁguration aérodynamique et le système de
propulsion. La catégorie de drones qui poussent ses particularités le plus loin est celle des micro-
drones. Cette catégorie regroupe les drones de moins de 2kg. Leur faible dimension leur confère
généralement aussi une grande agilité mais les rend également plus sensibles aux perturbations de
l'environnement. Exploiter cette agilité et faire face eﬃcacement aux perturbations est la tâche
diﬃcile que doivent remplir les lois de commandes du drone. Elle est d'autant plus diﬃcile que
certains obstacles spéciﬁques aux micro-drones viennent s'ajouter. On revient sur trois d'entre
eux : les capteurs, le cycle de développement et leurs utilisations. L'architecture classique d'un
pilote automatique comporte deux boucles de commande imbriquées. Une première boucle permet
d'assurer la stabilité de l'aéronef autour de ses axes et une deuxième boucle garantit le suivi d'une
trajectoire dans l'espace. Cette structure nécessite la séparation temporelle des objectifs des deux
boucles, la boucle interne doit fonctionner plus rapidement que la boucle supérieure. C'est elle qui
doit compenser en premier lieu les perturbations de l'environnement. Nous nous intéressons dans
cette thèse à cette boucle interne. Plusieurs choix peuvent être fait pour les variables à réguler de
la boucle interne, nous considérons ici que la boucle interne régule l'attitude du drone.
La centrale d'attitude devient donc le capteur essentiel pour les lois de pilotages. Les di-
mensions auxquelles sont contraints les micro-drones imposent des technologies diﬀérentes pour
les capteurs de celles que l'on peut trouver sur des aéronefs de plus grande taille. Le dévelop-
pement des micro-drones a été rendu possible grâce aux capteurs inertiels MEMS, gyroscopes,
accéléromètres et magnétomètres qui permettent d'estimer l'attitude du véhicule. Cependant, les
performances de ces capteurs sont bien moindres en terme de bruit et de stabilité que leurs équi-
valents plus volumineux ou plus coûteux. La Figure 1.1 établit la comparaison entre les diﬀérentes
technologies de capteurs. Les lois de commandes doivent être capables de gérer ces informations
de moindre qualité. Le développement de lois de commande passe généralement par les étapes
suivantes : modélisation du système, synthèse des lois et validation des lois. Lors de la première
étape, on tire parti de l'eﬀort de modélisation fourni pour la conception du système pour en
construire un modèle pour la commande. Cette phase est coûteuse à la fois en temps et en équipe-
ment spéciﬁques nécessaires pour obtenir des résultats précis. Alléger les exigences sur le modèle
de commande pourrait permettre de se passer d'onéreux équipements spéciﬁques à cette phase.
Le cycle de développement d'un aéronef classique est relativement long et passe par une phase
minutieuse de modélisation qui permet d'obtenir un modèle précis qui pourra être utilisé pour
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Figure 1.1  Relation entre le coût et la performance de diﬀérentes technologies de capteurs
inertiels (extrait de [127])
calculer et valider des lois de commandes performantes avec un minimum de retouche sur le pro-
totype. Cependant dans le contexte décrit précédemment, réduire le coût de développement d'un
micro-drone à l'essentiel est un impératif.
1.2.1 Utilisations dans le domaine civil
On recense de manière non exhaustive dans le paragraphe suivant l'usage de mini-drones
dans divers contextes civils.
Agriculture
Les utilisations agricoles des mini-drones sont très diverses [158, 149]. Dotés de capteurs
optiques ou hyperspectraux ces engins permettent de collecter un grand nombre de données dont
le traitement va ensuite faciliter l'analyse de l'évolution des cultures, le repérage des mauvaises
herbes ou des nuisibles. Ainsi, un suivi régulier peut être garanti pour un coût modeste. En outre,
la mise en ÷uvre des drones est ici facilitée par l'absence de population sur les zones survolées.
Sécurité Civile
Les drones oﬀrent un précieux secours dans la réponse immédiate à une catastrophe naturelle
ou à un accident. Encore une fois, ils permettent le déploiement rapide de capteurs pour obtenir des
informations sur la zone touchée. En plus de ces avantages, ils oﬀrent des points de vue diﬀérents
dans la collecte d'images par rapport à ceux d'un satellite. Cela facilite le post-traitement des
images [10]. Des robots de toutes tailles ont été utilisés dans les récents événements [4]. Un Global
Hawk a permis de cartographier les zones sinistrées lors du séisme d'Haïti en 2010, des drones
T-Hawk ont permis d'approcher les réacteurs défaillants de Fukushima. Des quadrirotors ont
permis de suivre l'évolution d'une marée noire en Alaska. Les ouragans Katrina et Wilma furent
également des lieux d'expérimentations sur les modes opératoires des véhicules [108]. En mai
2013, un automobiliste canadien a pu être secouru grâce au déploiement rapide d'un micro-drone
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équipé d'une caméra infrarouge. Celle-ci a permis de repérer le blessé égaré dans la nuit alors
qu'une équipe au sol et un hélicoptère avaient auparavant échoué.
Inspection
L'inspection de bâtiments, de ponts ou d'éléments d'une architecture industrielle ainsi que
des oléoducs ou des lignes à haute tension sont autant de tâches à eﬀectuer régulièrement pour
détecter le plus rapidement possible une dégradation ou défaillance potentielle [91, 61].
Recherche scientiﬁque
Les drones sont des plateformes idéales pour la collecte de données scientiﬁques [149, 148].
L'archéologie [34] bénéﬁcie également de cette technologie pour le relevé de sites. La surveillance
de populations animales et de l'écosystème d'une zone ont également été envisagés [63, 17].
Média
Une société professionnelle de journalistes utilisant des drones a été créée en novembre 2011
[5] pour tenter à la fois de proposer un cadre éthique à cette pratique et la promouvoir. Les
micro-drones sont appréciés pour le tournage de séquences vidéos (ﬁlms, publicités ou événements
sportifs). Ils permettent de réaliser des plans avec un minimum de matériel.
Humanitaire
La documentation de situations de guerre est encore un exemple parfait de l'usage de drones
dans des conditions dangereuses pour l'homme [134]. L'entreprise Matternet imagine distribuer
des médicaments rapidement à des zones sinistrées ou diﬃciles d'accès à l'aide d'un réseau de
drones [6]. Enﬁn on peut encore citer l'initiative Conservation Drones [1] qui vise à développer des
prototypes bas coût, simple d'accès pour la surveillance de forêts, l'évaluation de leur biodiversité
et la détection d'activités illégales.
1.2.2 Conﬁguration
L'ensemble des applications se heurtent à plusieurs déﬁs techniques. En premier lieu, celui
du choix de la conﬁguration du drone. Les micro-drones peuvent se classer selon les catégories
suivantes :
Voilure Fixe (Fig. 1.2)
Il s'agit de la conﬁguration d'un avion conventionnel doté d'une paire d'ailes assurant la
sustentation, un fuselage, une dérive et un empennage arrière. Ces conﬁgurations oﬀrent le plus
d'endurance mais nécessitent de l'espace pour être opérées (décollage et atterrissage). L'aile volante
eBee (Fig. 1.2a) a par exemple 1 mètre d'envergure pour une vitesse de croisière de 10m.s−1 qu'elle
peut assurer pendant 45 minutes. Plus grand, le Techpod (Fig. 1.2b) vole en croisière à 16 m/s−1
pendant 2 heures avec ses 2.5 mètres d'envergure. Une vitesse minimum leur est aussi nécessaire
pour voler ce qui limite leur man÷uvrabilité. Leur rayon d'action est par contre relativement
important allant jusqu'à 100 kilomètres.
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(a) Aile volante eBee de SenseFly [7] (b) Techpod
Figure 1.2  Drones à voilure ﬁxe
Hélicoptères (Fig. 1.3)
Ce sont des drones à voilure tournante munis d'un rotor principal et d'un rotor de queue
ou d'un double rotor coaxial contrarotatif. Les rotors sont équipés d'un plateau collectif et d'un
plateau cyclique pour commander l'hélicoptère. La possibilité de voler en stationnaire oriente vers
le choix d'une telle plateforme. Les vitesses de translation et le rayon d'action des hélicoptères
sont inférieures à celle d'un avion à voilure ﬁxe de dimensions comparables.
(a) Coaxial ETHZ (b) Birotor Carenné
Figure 1.3  Hélicoptères
Multirotors (Fig. 1.4)
Equipés de 3, 4, 6 ou 8 rotors sans mécanisme particulier, ces drones utilisent les diﬀérences
de vitesse entre des combinaisons de rotors pour s'orienter. Ils sont structurellement extrêmement
robustes car ils se passent du plateau cyclique des hélicoptères classiques qui comprennent de
nombreuses pièces fragiles. Les réparations peuvent souvent se limiter au remplacement d'une
hélice. Le Falcon 8 (Figure 1.4b) peut se sustenter pendant 20 minutes et atteindre la vitesse de
10 m.s−1 mais surtout décoller avec une charge utile de 750g.
Hybride (Fig. 1.5)
Plus rares, ils se composent d'éléments des autres catégories. En général, ils disposent d'une
ou plusieurs voilures pour fonctionner comme un avion mais ont également la puissance et les
mécanismes de commande pour le vol stationnaire. Ces conﬁgurations tentent d'allier la précision
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(a) Quadrirotor ISAE (b) Ascending Technologies Falcon 8
Figure 1.4  Drones Multicoptères
d'une voilure tournante et l'endurance d'une voilure ﬁxe. Le Quadshot (Fig. 1.5a), avec ses 1m
d'envergure, peut voler environ 8 minutes en stationnaire et jusqu'à 15 minutes en vol d'avance-
ment.
(a) Quadshot de Transition Ro-
botics
(b) MAVion
Figure 1.5  Drones Hybrides
Ailes battantes (Fig. 1.6)
Pour ces drones, la puissance et le contrôle sont assurés grâce à des ailes battants à de
hautes fréquences (120Hz pour [92]) [2] ou à plus basses fréquences [93]. Dotés d'une capacité
de vol stationnaire comme les voilures tournantes, ces conﬁgurations permettent des man÷uvres
agiles tout en étant plus discrètes que les voilures tournantes [101]. Cela en fait des plateformes
adaptées pour une utilisation intérieure. Le NAV (Fig. 1.6a) ne pèse lui que 20g pour des vitesses
de déplacements allant jusqu'à 4.8m.s−1 pour ses 16 centimètres. Le Robobee (Fig. 1.6b) préﬁgure
des capacités futures : il bat ses ailes à 120 Hz pour sustenter sa masse de moins d'un dixième
de gramme. Cependant il n'emporte pas l'énergie nécessaire au vol ni de système embarqué pour
le contrôle. Ces deux éléments sont déportés. Le projet français OVMI (Objet Volant Mimant
l'Insecte) [123] est un projet pluridisciplinaire qui a étudié la construction et la structure des
ailes, la modélisation et la commande d'un micro drone à aile battante ainsi que la transmission
d'énergie sans ﬁl vers le drone.
Ces diﬀérentes conﬁgurations ont chacune leurs avantages et inconvénients qu'il s'agit de
pondérer selon la mission envisagée. On s'attache dans la section suivante à mieux montrer l'intérêt
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(a) Nano Air Vehicle d' Aerovironment et la
DARPA
(b) Robobees de Harvard [92]
Figure 1.6  Drones à ailes battantes
d'un drone hybride.
1.3 Drone Hybride
Les besoins actuels des missions de reconnaissance en milieu urbain suggèrent l'utilisation
d'un micro-drone capable de réaliser des missions complexes : un accès rapide et eﬃcace énergé-
tiquement à une localité cible suivi d'un passage à faible vitesse pour une acquisition d'images
de qualité. Cette mission doit être réalisée en dépit des obstacles caractéristiques de l'espace ur-
bain, des pertes de GPS et des conditions de turbulences imprévisibles. Un véhicule hybride à
voilure ﬁxe combine la vitesse, le rayon d'action et la robustesse aux rafales d'une voilure ﬁxe
et les capacités de positionnement précis d'une voilure tournante. Cette double capacité a depuis
longtemps été imaginée pour les avions pilotés comme en témoigne le prototype de la société
Ryan. Le X-13 Vertijet (Figure 1.7) est un avion expérimental développé dans les années 1950.
Ses premières transitions complètes du vol l'horizontal au vol vertical et vice versa ont été réalisées
le 28 novembre 1958. Cependant, des diﬃcultés logistiques liées à l'atterrissage ne lui permirent
pas de dépasser le stade de prototype. En eﬀet, la position du pilote en mode vertical est très
inconfortable et prive celui-ci de repères visuels importants pour l'atterrissage. En absence de
pilote à bord ce problème est déporté sur le système de contrôle mais la conﬁguration redevient
attrayante. De plus, un déﬁ récurrent pour les mini-drones à voilure ﬁxe est la phase d'atterris-
sage. Tandis que les drones de grandes tailles sont conçus pour être opérés à partir de terrains
d'aviation préparés, les micro-drones, de par leurs missions, doivent pouvoir être utilisés depuis
des plateformes moins standards. Selon leur tailles, les micro-drones peuvent être catapultés ou
lancés à la main. L'atterrissage est lui par contre plus délicat et d'ingénieux systèmes doivent
parfois être mis en place pour récupérer le drone (ﬁlets, parachutes). Les plus petits drones sont
construits de manière plus robustes pour pouvoir s'autoriser un atterrissage rude (crash-landing,
crash contrôlé). Leur charges utiles sont généralement moins fragiles et acceptent ces chocs. Des
dispositifs hypersustentateurs (becs, volets) existent pour réduire la vitesse d'approche, à l'instar
de ce qui est fait sur les avions conventionnels, mais la part importante dans le bilan de masse
que représenteraient ces systèmes supplémentaires amène à chercher des alternatives. Un drone
hybride et le contrôle parfait de son attitude oﬀrent une solution toute indiquée à ce problème.
Sans ajout de dispositifs supplémentaires, en se contentant des actionneurs élémentaires, un drone
hybride a la capacité d'atterrir en un point précis. Le MAVion a été développé depuis 2009 à l'Ins-
titut Supérieur de l'Aéronautique et de l'Espace (ISAE) dans ce but [39]. Il est composé d'une
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Figure 1.7  X-13 Vertijet
voilure ﬁxe équipé d'un tandem de rotors contro-rotatifs. Le sens de rotation des moteurs est
choisi pour réduire l'inﬂuence des tourbillons marginaux aux extrémités de l'aile sur la traînée.
Une conﬁguration tandem a aussi l'avantage de donner un degré de liberté supplémentaire pour
le contrôle de l'axe de lacet. D'un point de vue aérodynamique, elle permet à une surface de l'aile
plus grande d'être souée par les rotors garantissant ainsi une meilleure eﬃcacité des surfaces de
contrôle situées au bord de fuite et une meilleure endurance grâce à un allongement plus élevé.
Les diﬀérentes versions du MAVion ont successivement montré leur capacité de vol horizontal et
stationnaire. Il y a plusieurs stratégies pour eﬀectuer la transition entre le vol d'avancement et le
Figure 1.8  Proﬁl de mission d'un drone hybride
vol stationnaire [136]. La stratégie adoptée avec le MAVion est de maintenir une altitude constante
plutôt que d'eﬀectuer par exemple une montée rapide puis de le faire basculer rapidement d'un
mode à l'autre. La Figure 1.8 illustre le principe des missions utilisant les performances d'un
drone hybride. Cette méthode que l'on nommera transition équilibrée a l'avantage de consommer
moins d'énergie et de s'intégrer plus facilement à un schéma de guidage puisqu'elle ne nécessite
pas la réalisation d'une séquence particulière pour passer d'un mode à l'autre. La transition se
doit d'être transparente pour le pilote, qu'il soit automatique ou non.
1.4 Lois de pilotages
Les sections précédentes ont permis d'établir le contexte historique et opérationnel dans
lequel les micro-drones sont utilisés. On s'attache à présent à comprendre les stratégies de com-
mande mises en ÷uvre pour remplir ses missions et à identiﬁer quels éléments décrits plus tôt
rendent cette tâche plus diﬃcile.
L'absence de pilote et les petites dimensions rendent possibles des conﬁgurations et des
man÷uvres qu'un engin habité ne pourrait réaliser de manière récurrente. L'usage de la propulsion
électrique et d'actionneur rapide rendent les prototypes agiles. Cependant, l'usage de ces capacités
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Figure 1.9  Prototype le plus récent du MAVion
(a) MAVion Version 1 (b) MAVion Version 2 (c) MAVion Version 3
Figure 1.10  Evolution du prototype du MAVion
dépend de la capacité à maitriser la dynamique de tels systèmes suﬃsamment précisément et de
la capacité à synthétiser des lois de commandes rapides et précises.
Les architectures de commandes utilisées pour les drones opérationnels ne sont pas documen-
tées. Les plateformes utilisées dans le monde académique et qui ne sont pas dédiées à l'optimisation
de lois de commande utilisent souvent les pilotes automatiques libres décrits dans [90]. La plupart
des solutions proposées reposent sur des architectures de type PID tout comme le quadrirotor
popularisé par Parrot [33]. Quelques pilotes automatiques propriétaires à même d'être installés
dans des petits drones sont décrits dans [41], ils proposent également des correcteurs PID.
Par ailleurs, les micro-drones sont souvent utilisés par des laboratoires comme plateforme
d'essai pour des architectures de commandes les plus variées. Si on prend l'exemple des quadriro-
tors, on peut établir la liste, non exhaustive, suivante :
 LQ [30] : une méthode de commande optimale linéaire à horizon ﬁni est mise en place.
Un modèle linéarisé analytique est mis à jour en fonction du point de fonctionnement me-
suré. Cela permet de mieux prendre en compte les couplages entre les axes et les couples
gyroscopiques qu'un modèle linéarisé autour du stationnaire. Les auteurs constatent tou-
tefois des performances moyennes pour la méthode principalement à cause de l'absence
de modélisation de l'actionneur. Les résultats sont présentés en simulation et sur banc.
[146] résout l'équation de Ricatti sur un temps inﬁni.
 backstepping [31] : la méthode prend en compte les non-linéarités telles que les couples
16
1.4 Lois de pilotages
gyroscopiques et les couplages entre les axes mais la modélisation ne fait pas intervenir les
eﬀorts aérodynamiques. Les résultats sont présentés en simulation et sur un banc d'essai.
De plus la loi de commande, dépend d'une bonne modélisation du système et ne com-
prend pas d'eﬀet intégrale pour rejeter des perturbations. Une autre mise en ÷uvre de
la commande par backstepping adaptatif est envisagée dans [94]. Les eﬀorts aérodyna-
miques sont approximés par un réseaux de neurones. Les simulations présentées montrent
la bonne adaptation a une variation soudaine de masse mais propose une dynamique
modeste.
 inversion de la dynamique [147] : à partir d'un modèle non-linéaire sans les eﬀorts aé-
rodynamiques, cette méthode est vériﬁée en simulation. Les couples gyroscopiques sont
négligées pour la synthèse.
 commande adaptative L1 [65] : cette référence décrit l'application de la méthode de
commande adaptative directe L1 à la commande de la position et de l'attitude d'un
drone hélicoptère. Les eﬀorts aérodynamiques sont modélisés mais considérés comme des
perturbations lors de la synthèse. Les détails des réglages utilisés pour la simulation sont
donnés, notamment l'initialisation des paramètres du correcteur ainsi que leurs bornes
mais les garanties sur le transitoire proposés par les méthodes L1 ne sont pas exposées.
L'article [35] décrit sommairement l'augmentation avec une adaptation L1 de correcteurs
nominaux pour divers aéronefs.
 commande adaptative basée sur les réseaux de neurones [115] : des résultats de simu-
lations sont présentées pour le suivi d'une trajectoire à l'aide d'un correcteur adaptatif.
Le correcteur est séparé en deux boucles avec un correcteur de type PD pour le suivi
de la trajectoire qui génère une attitude de référence suivi par un correcteur adaptatif.
C'est une approche adaptative directe par suivi de modèle de référence qui est mise en
place avec une modiﬁcation pour assurer une meilleure robustesse à des perturbations. La
modiﬁcation de robustesse introduit une version ﬁltrée des poids du réseaux de neurones
dans la lois d'adaptation ce qui leur évitent de dériver en présence de perturbations.
 commande prédictive [32] : la démonstration d'un schéma de commande adaptative indi-
recte est présentée. Un ﬁltre de Kalman étendu estime les paramètres d'un modèle linéaire
puis un problème de commande prédictive est résolu. La formulation de ce problème sous
forme d'un critère quadratique avec des contraintes linéaires permet de le résoudre avec
un solveur existant. Ni les réglages du problème de commande prédicitive , ni ceux du
ﬁltre de Kalman ne sont proposés.
 commande par platitude [57] : la platitude du système est exploitée pour développer un
correcteur aidant un hexacoptère à suivre une trajectoire dans l'espace. Un correcteur LQ
permet d'assurer le suivi des états générés par le correcteur plat.
 commande adaptative par modèle de référence décentralisé [103] : le schéma de commande
adaptative directe par suivi de référence est implémenté sur un quadrirotor et comparé à
un correcteur PID dans trois situations où la charge utile varie ainsi que la charge de la
batterie. Le correcteur adaptatif permet une amélioration des performances.
 commande adaptative indirecte [128] : à partir d'un modèle sans les eﬀorts aérodyna-
miques, la fonction de transfert discrète du système sur chaque axe est identiﬁée par le
biais des moindres carrés récursifs à oubli exponentiel. A l'aide des paramètres identiﬁés, la
formule d'Ackermann est utilisé pour synthétiser le correcteur. Les simulations montrent
la bonne adaptation aux variations d'inertie. Les actionneurs sont considérés suﬃsam-
ment rapide pour être simplement négligés tout comme les eﬀorts aérodynamiques. Une
approche directe est aussi proposée dans l'article avec des résultats similaires mais les
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deux résultats ne sont pas comparés.
L'ensemble de ces publications traite du problème de régulation de l'attitude d'un quadri-
rotor. On note plusieurs variations dans le traitement du problème. D'une part, la modélisation
pour une grande majorité traite les eﬀorts aérodynamiques comme des perturbations. D'autre
part, l'accent est souvent mis sur la robustesse à des perturbations comme le vent mais peu men-
tionnent [103, 128] l'intérêt de s'adapter au changement de conﬁguration du drone. Une liste aussi
variée pourrait être dressée pour d'autres conﬁgurations : mode glissant [120], backstepping [59],
PID [138].
Le processus de synthèse des lois de commande comprend la phase de modélisation, d'appli-
cation d'un algorithme d'optimisation de la performance en boucle fermée puis de la validation.
La première étape de modélisation fait appel aux principes physiques agissant sur le drone. Cette
modélisation se base sur la connaissance de certains paramètres physiques caractéristiques du
drone (l'envergure, la taille des rotors,... ). La mesure précise de ces caractéristiques est d'autant
plus diﬃcile que les dimensions du drone sont réduites. Ainsi, il est nécessaire de modéliser les
erreurs possibles sur les valeurs de ces paramètres. De plus, la taille et la complexité du modèle
doivent être limitées pour l'application des algorithmes de synthèse. Il devient alors nécessaire de
faire des choix dans la modélisation : privilégier un phénomène physique ou en négliger un autre.
L'impact de ces choix doit pouvoir être modélisé pour valider par la suite les lois de commandes.
On souhaite utiliser une méthode qui permette de réduire le coût et le temps passés dans ces
activités. Dans l'article [68], décrivant les opportunités oﬀertes par les micro-drones, les auteurs
mentionnent parmi les défauts actuels des drones le manque de latitude dans le placement de la
charge utile. En eﬀet, le positionnement de la charge utile loin du centre de gravité de l'avion nu
détériore son comportement en vol et nécessite d'ajouter un poids mort pour le contrebalancer.
Cette opération est à la fois coûteuse en temps de vol, en rayon d'action et en temps de mainte-
nance au sol. La section suivante présente la commande adaptative et montre pourquoi un choix
parmi ces techniques semble pertinent pour répondre à nos problèmes de pilotages de drones.
1.5 Commande Adaptative
Cette section commence par retracer brièvement l'histoire de la commande adaptative. On
commence par exposer ses principes fondateurs, les principaux problèmes résolus pendant les
cinquante dernières années sont abordés pour enﬁn dresser un tableau des techniques explorées
récemment.
1.5.1 Fondements
La commande adaptative est née du besoin de contrôler des systèmes inconnus et des sys-
tèmes variants dans le temps vers la ﬁn des années cinquante. La commande des systèmes aéronau-
tiques au début de la conquête spatiale révéla les premiers déﬁs que les boucles de retour classiques
ne résolvaient qu'au prix de longs et lourds réglages. Les systèmes de commande auto-adaptatifs
dont les principes venaient à peine d'être posés apparaissaient comme une solution attractive.
Le préﬁxe auto (depuis sous-entendu) mettait en valeur la capacité du dispositif de commande à
évoluer pour stabiliser un système sans intervention extérieure. Cette précision permet d'exclure
le contrôle par séquencemment de gains de cette catégorie de systèmes de commande puisqu'il met
en place une relation a priori entre les mesures de l'état de l'environnement et les caractéristiques
du système de commande. On distingue les mesures de l'état de l'environnement et les mesures
de l'état du système. Cette séparation est déﬁnie par le choix de la modélisation du système de
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laquelle découle le choix des variables d'état pour le système et par suite celles de l'environnement.
Parallèlement aux développements dans l'aérospatiale, la commande des procédés est un autre de
champ d'applications qui a vu dans les systèmes de commande adaptatif une solution pour la
commande en présence de grandes incertitudes. Ces deux domaines d'application ont donné lieu
à deux approches de l'adaptation : le contrôle adaptatif par suivi de référence et les correcteurs
auto-réglés. Le sujet s'est très rapidement popularisé à la ﬁn des années cinquante, a tel point que
la nécessité d'un article de synthèse et de classiﬁcation des diﬀérentes approches étudiées est déjà
ressenti en 1958 [19]. Les auteurs proposent de classer les systèmes adaptatifs en cinq catégories :
1. Adaptation passive : le correcteur n'évolue pas en cours de fonctionnement mais est adapté
aux variations de l'environnement. On parlerait aujourd'hui d'un correcteur robuste.
2. Adaptation au signal d'entrée : le correcteur évolue selon les caractéristiques de l'entrée. On
peut parler de ﬁltrage adaptatif lorsque l'entrée est celle du système boucle ouverte.
3. Adaptation à l'extremum : le correcteur s'ajuste pour suivre le maximum ou le minimum
d'une variable du système.
4. Adaptation selon une variable du système : une variable du système (erreur, seuil d'erreur)
conduit les modiﬁcations du correcteur.
5. Adaptation aux caractéristiques du système : la mesure des caractéristiques du système ou
son identiﬁcation gouverne l'adaptation.
Johnson [76] relate les classiﬁcations de Levin [89] et Dandois [48]. Levin catégorise les systèmes
adaptatifs de la manière suivante :
1. Système à perception d'entrée : système dans lequel le correcteur adaptatif mesure les entrées
pour s'ajuster à leurs caractéristiques.
2. Système à perception de système : système dans lequel le correcteur adaptatif mesure les
paramètres du système à commander pour s'y ajuster.
3. Système à perception de critère de performance : système dans lequel le correcteur adaptatif
mesure une valeur indicative du niveau de performance atteint par le système et agit pour
lui faire atteindre une certaine valeur (généralement un maximum ou un minimum).
Dandois propose la classiﬁcation suivante dédiée plus spéciﬁquement aux commandes de vols :
1. Commande grâce à un correcteur conçu pour un fonctionnement sur une grande variété
d'environnements sans ajustement de ses paramètres (commande robuste).
2. Commande par un correcteur dont les paramètres s'ajustent en fonction des entrées et sorties
du système.
3. Commande par un correcteur dont les paramètres s'ajustent selon la mesure des caractéris-
tiques dynamiques du système.
La diversité de ces classiﬁcations montre la variété des approches possibles à ces problèmes. Le
parallèle dressé par Johnson [76] avec les propriétés d'adaptation d'un humain lorsqu'il commande
un système dévoile l'origine d'une partie des propriétés que possèdent les systèmes de commande
adaptative. Il fait du biomimétisme une source d'inspiration pour les systèmes de commande.
La nature semble faire preuve d'une grande résilience que les chercheurs espéraient transposer
dans le fonctionnement des systèmes automatiques. En 1959, on pouvait écrire que la commande
adaptative allait devenir un moyen d'obtenir les performances désirées avec plus de ﬁabilité [129].
Depuis cette époque, les catégories ont beaucoup évolué. De ces diﬀérentes classiﬁcations, on ne
garde aujourd'hui que les deux principales catégories communes à toutes les classiﬁcations : la
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commande adaptative indirecte (catégorie 5 pour Aseltine, 2 pour Levin et 3 pour Dandois) et
la commande adaptative directe (catégorie 4 pour Aseltine , 3 pour Levin et 3 pour Dandois).
Les autres catégories ne sont plus considérées, aujourd'hui, relevant du champ de la commande
adaptative bien qu'elles démontrent des propriétés d'adaptation. Il est intéressant d'apporter
quelques éclairages sur la génèse de ces deux approches.
Origine du suivi de référence
Whitaker [150], dans sa présentation au premier symposium exclusivement dédié aux sys-
tèmes adaptatifs pour les commandes de vols, rappelle un principe inhérent aux commandes de
vols : les performances désirées varient en fonction du point de vol (une réponse rapide est at-
tendue à haute vitesse tandis qu'une réponse plus lente sera appréciée lorsque l'on s'approche du
décrochage). Le système mis en place par le MIT vise à éliminer les incertitudes et les compromis

















Figure 1.11  Architecture de la loi ou règle du MIT [150]
commande est en principe contenu dans le modèle de référence. Néanmoins, les spéciﬁcations du
système de commande ne se limitent pas aux caractéristiques dynamiques du système en réponse
à une consigne. La robustesse à des perturbations est un point très important. Ces perturbations
peuvent être déﬁnies avec une précision plus ou moins grande. Dans sa plus simple essence, le
principe du suivi de référence ne permet pas de garantir ces spéciﬁcations. Ce sont des compro-
mis et des réglages pertinents faits au moment de la conception du mécanisme d'adaptation qui
permettront d'obtenir ces caractéristiques.
La structure illustrée par la Figure 1.11 nous est maintenant familière. Aujourd'hui, dans la
plupart des cas, le correcteur est centralisé dans un seul élément physique, un calculateur dédié
à la commande dans lequel est implémentée une version discrète du correcteur. Ici, les blocs
correspondent à des éléments physiquement distincts, notamment la variation des gains qui est
réalisée grâce à un moteur qui actionne le potentiomètre du correcteur. Aström [25] évoque les
problèmes d'implémentation des systèmes adaptatifs avec les technologies des années soixante. Les
calculateurs étaient peu répandus et la mise en place d'un correcteur sur des systèmes analogiques
(Figure 1.12) fastidieuse. L'avènement des calculateurs à faible coût et faible consommation a
permis de relancer des idées mises de côté pour leur complexité. Le choix de l'architecture était
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Figure 1.12  Système ampliﬁcateur du pilote adaptatif de Honeywell [129]
alors plus fortement contraint par l'implémentation.
Le principe essentiel de la commande adaptative par suivi de référence est d'utiliser un
correcteur sous forme de gains (u = K(t) · y), et de faire évoluer ses gains en fonction de l'écart
entre la trajectoire mesurée du système et celle d'un modèle de référence. Le modèle de référence
représente la réponse idéale du système à une consigne.
Le travail eﬀectué par Parks [119] en 1966 sur la seconde méthode de Lyapunov pour l'étude
de la "règle du MIT" fut une étape importante dans l'évolution des méthodes adaptatives. Il
reprend les travaux initiées dans [51] et [130] pour exposer une méthode de synthèse pour la
commande adaptative par modèle de référence. Le terme synthèse indique que la loi d'adaptation
est choisie pour satisfaire un critère de stabilité au sens de la seconde méthode de Lyapunov.
Il se distingue de l'approche antérieure qui consiste à choisir une loi plus ou moins heuristique
d'adaptation puis de chercher à l'analyser. La méthode de Parks ne s'applique qu'à des systèmes
mono-entrée et mono-sortie mais l'extension de cette approche est utilisée dans la majorité des
schémas adaptatifs de suivi de modèle de référence. L'idée est de travailler sur la dynamique
de l'erreur de suivi et de choisir la loi d'adaptation pour que les termes positifs de la dérivée
de la fonction de Lyapunov s'annulent. Winsor [152] apporte une contribution importante en
généralisant l'approche à des systèmes multivariables. Ces analyses annoncent un changement
d'orientation dans l'approche de la commande adaptative en général.
Origine des correcteurs auto-réglés
Kalman écrit en 1958 un article [78] qui est cité par Aström [25] comme étant à l'origine des
correcteurs auto-réglé (Self Tuning Regulator). Les principes qui y sont développés sont brièvement
décrit dans [19] : identiﬁer la réponse impulsionnelle du système puis modiﬁer le correcteur pour
minimiser l'erreur de réponse à un échelon de consigne en un temps minimum. Cette méthode fait
appel au principe d'équivalence certaine, c'est à dire que les paramètres identiﬁés sont considérés
comme exacts par le mécanisme de réglage du correcteur. Cette notion est introduite dans [140,
133] pour traiter la notion d'incertitudes dans la programmation dynamique. On reviendra sur
cette notion lorsque nous aborderons la commande duale (section 1.5.4).
Dans [111], les auteurs s'intéressent à l'auto-ajustement ou optimisation en ligne d'une loi
de commande selon un critère quadratique. L'analyse est conduite pour un système linéaire mono-
entrée mono-sortie en exprimant le gradient du critère en fonction des paramètres du système. Le
calcul du gradient suppose la connaissance du système, on ne peut donc pas parler de système
adaptatif à proprement parler. Un dispositif similaire d'optimisation en ligne est donc ajouté pour
identiﬁer les paramètres du système. Le critère porte non plus sur l'erreur entre la sortie désirée
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et la vraie sortie mais sur l'erreur entre la sortie du système et la sortie du modèle. La forme
du modèle identiﬁé est ﬁxée au préalable, ce qui permet de mettre à jour en ligne le gradient de
l'erreur de contrôle. On peut maintenant parler d'un système de commande adaptative indirecte.
Adaptative, car la connaissance du système n'est pas nécessaire, et indirecte, car l'architecture
passe par l'identiﬁcation des paramètres du système. Les auteurs ne proposent pas de preuve de
stabilité de leur système de commande et mettent en garde sur la nécessité d'une séparation des
échelles de temps de l'évolution des signaux de sortie et du système. La forme du modèle identiﬁé
est une autre limite inhérente à l'architecture proposée : le modèle est une somme pondérée de
ﬁltres du premier ordre. L'identiﬁcation permet de déterminer le poids de chaque ﬁltre. Bien
entendu, pour une parfaite représentativité du modèle (en admettant que le système réel est
linéaire), une inﬁnité de ﬁltres doit être prise en compte et des ﬁltres du second ordre doivent être
inclus.
Par ailleurs, cette époque fut aussi témoin de la naissance de la commande duale [56] inspirée
de la programmation dynamique et de l'utilisation de réseaux de neurones pour l'adaptation [151].
Dans le domaine de l'aéronautique, l'âge d'or des essais des systèmes de commandes de vols
pendant lequel le cycle allant de la genèse de l'idée à son évaluation en vol était très court a
donné l'occasion de tester des systèmes de commandes de vols adaptatifs bien que les analyses
de stabilité étaient balbutiantes. On peut noter les expériences mené par la NASA sur le F-94
[67] et le X-15. Cependant, le 15 Novembre 1967, le X-15-3 équipé du système adaptatif MH-96
développé par Honeywell entre en vrille lors de sa descente. Si le pilote arrive à sortir de la vrille,
le correcteur est lui entré dans un cycle limite sur l'axe longitudinal qui empêche le pilote d'arrêter
la descente de son appareil [54]. Cet incident tragique annonçait la ﬁn progressive de la période
où le chemin vers les essais en vol était très rapide. Il préﬁgure également l'orientation du travail
théorique eﬀectué sur la commande adaptative tourné vers l'obtention de certiﬁcat de stabilité
dans les années qui suivirent. Notamment dans les cas très vraisemblables où l'on ne mesure pas
tout l'état comme cela est nécessaire pour l'application des méthodes stabilisantes existantes. Une
stratégie qui fut envisagée est l'usage d'observateurs adaptatifs [113] qui permettent de recons-
truire l'état. Bien que l'obtention d'un observateur adaptatif stable pour un système inconnu soit
possible [109], les démonstrations supposent que les entrées et les sorties soient bornées. Cette
hypothèse n'est plus systématiquement valides si l'on considère le problème de commande d'un
système instable inconnu. Puis en 1980 grâce à l'élaboration par Morse [105] de nouvelles lois
d'adaptation, la stabilité globale d'un système linéaire aux paramètres ﬁxes inconnus commandés
par une loi adaptative fut démontrée. Cette preuve a été établie avec des hypothèses relativement
fortes et dans un cas idéal, c'est-à-dire sans perturbation ni bruit. Cela a encouragé l'étude de la
robustesse des lois d'adaptation à ces conditions et la possibilité de relaxer certaines hypothèses.
Les méthodes dites de MRAC robustes tentent de répondre à ces questions en ajoutant des termes
à la loi d'évolution des paramètres du correcteur. Dans la lignée de la σ-modiﬁcation introduite
par Ioannou et Kokotovitch [74] (Chapitre 6), diverses modiﬁcations ont été imaginées pour rendre
plus robuste ce schéma de commande : e-modiﬁcation [110], Q-modiﬁcation [145], Kalman Fil-
ter Modiﬁcation [157]. Les trois dernières modiﬁcations mentionnées sont plus récentes et seront
reprises dans une section ultérieure. Une autre modiﬁcation proposée est la zone morte [122] qui
consiste à arrêter l'adaptation lorsque l'erreur de suivi est petite. La méthode de projection [82]




Parallèlement à ces développements, les correcteurs auto réglés (Self Tuning Regulator,
STR) connurent un certains succès dans les années soixante-dix et quatre-vingt surtout pour la
commande de procédés industriels. Aström et Wittenmark présentent dans [8] un correcteur adap-
tatif pour un système linéaire mono-entrée mono-sortie à paramètres constants mais inconnus. Il
repose sur l'identiﬁcation des paramètres de la fonction de transfert du système par la méthode
des moindres carrés récursifs, paramètres ensuite utilisés pour le calcul d'un correcteur qui mini-
mise la variance de la sortie. Les mêmes auteurs reportent [22] l'utilisation couronnée de succès
de ce correcteur sur une machine à papier et un concasseur de minerai. Malgré ces résultats expé-
rimentaux, les auteurs relatent la diﬃculté de l'analyse et décrivent le problème pour un système
simple. L'approche de la commande à minimum de variance limite l'utilisation de l'algorithme
aux systèmes à minimum de phase. L'approche LQ [20] (1974) puis par placement de pôles et de
zéros ont plus tard été mises en oeuvre [23](1980) [155] (1977). Wittenmark décrit les éléments
clés au succès de l'implémentation de ces algorithmes [154]. Il aborde notamment l'importance du
préconditionnement des données avant l'application de l'algorithme d'adaptation, de la procédure
d'initialisation de l'estimateur et les risques de divergence de ce dernier.
Rohr [124] tente de montrer à l'aide de simulations que les preuves évoquées plutôt sont
basées sur des hypothèses trop fortes et que les schémas de commande adaptative ne sont pas
des alternatives viables aux techniques classiques de commande. Il considère, à raison, que les
lois de commande adaptative doivent être testées en présence de dynamiques négligées et de
perturbations. Aström met en lumière dans [21] les lacunes présentes dans les explications avancées
par Rohr pour interpréter ses simulations. Aström montre que les instabilités constatées sont
essentiellement dues à un manque d'excitation des signaux d'entrées du système. Arguments repris
plus tard part Anderson qui résume les diﬃcultés que la commande adaptative à encore à résoudre
à la ﬁn des années 2000 [13, 16]. Le problème de l'excitation est une diﬃculté récurrente en
commande adaptative et en identiﬁcation. La notion remonte au milieu des années 1960 dans
la présentation et l'analyse de l'algorithme de maximum de vraisemblance [24]. Elle sera par la
suite utilisée dans les preuves de convergence de commande adaptative surtout dans les approches
indirectes. Le principal inconvénient de cette condition est qu'elle n'est pas vériﬁable a priori car
elle nécessite la connaissance des signaux d'entrées. Des recherches ont été eﬀectuées pour relaxer
cette hypothèse contraignante pour l'utilisation du système. La commande duale tente également
de répondre à ce problème en optimisant en permanence à la fois la qualité de la commande et de
l'identiﬁcation.
Le problème de commande adaptative exploré jusqu'à la moitié des années 1980 traite la
plupart du temps d'un système linéaire bien que l'analyse de la boucle fermée soit non-linéaire.
Des résultats sur l'inversion de la dynamique en commande non-linéaire ont amorcé une série de
travaux sur cette thématique notamment en commande adaptative [139].En 1991, Kanellakopoulos
[79] introduit le backstepping qui donne une méthode pour le contrôle d'un système non linaire
avec une incertitude qui n'est pas nécessairement compensable par la commande (unmatched
uncertainty). La méthode requiert toutefois toujours la mesure de l'état complet et suppose une
paramétrisation linéaire de l'incertitude. Le livre [83] publié en 1995 par Krsti c, Kanellakopoulos at
Kokotovi c détaille des méthodes adaptatives pour une classe de système non-linéaires. Il introduit
notamment les approches par fonctions de réglage qui systématisent la construction d'une fonction
de Lyapunov sans surparamétrer le correcteur d'estimation de paramètres redondants. Le retour
d'état est traité mais aussi le retour de sortie avec l'usage des ﬁltres de Kreisselmeier (K-ﬁlter) ou
de Marino et Tomei (MT-ﬁlter) pour la mise en place d'un observateur adaptatif. Les performances
transitoires des lois de commandes sont également étudiées par le calcul de borne en norme L2 et
L∞ sur les erreurs des états. Cependant, la robustesse à des erreurs de modélisation qui ne sont
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pas prises en compte par l'incertitude linéaire en paramètre n'y est pas étudiée.
Le problème de performances transitoire a été également abordé par le biais du schéma de
commande MRAC. Des modiﬁcations proposées par [50, 73] permettent de modiﬁer la norme L2
et L∞ de l'erreur de suivi. Cependant, ces modiﬁcations reviennent à insérer un retour à haut
gain sur l'erreur de suivi [49] sans propriété d'adaptation. Une boucle a fort gain est généralement
à l'origine de problème de robustesse.
Anderson revient dans [13, 16] sur les problèmes récurrents de robustesse dont souﬀrent la
plupart des schémas de commande adaptative proposés. Il propose en réponse l'approche multi-
modèle basée sur la commutation. Cette dernière peut être mise en oeuvre de diverses manières.
Elle peut servir à choisir parmi un ensemble de correcteurs [106], ou servir à choisir la meilleure
estimation des paramètres du modèle [102] [112]. Divers résultats de stabilité et de performances
ont été apportés [159] sur les premiers en fonction du temps entre les commutations (dwell time).
Anderson [14, 69, 15] s'interesse lui à assurer la commutation avec un correcteur stable, donc
sûr, en étudiant les signaux de commandes qu'il génère sans être réellement connecté. Enﬁn, des
travaux récents de Han et Narendra [66] poussent le principe du multi-modèle plus loin, en mettant
à jour plusieurs correcteurs à la fois comme il avait déjà était pensé mais aussi en considérant que
le véritable correcteur doit être dans l'enveloppe convexe dessinée par ces plusieurs correcteurs. Ils
proposent donc d'estimer simultanément les correcteurs et les coordonnées du correcteur idéal dans
l'enveloppe convexe des autres correcteurs. Il parle pour le principe d'estimation des coordonnées
du correcteur dans l'enveloppe convexe de second niveau d'adaptation.
La commande adaptative fut un certain temps mise de côté pour les commandes de vol
au proﬁt du séquencement de gain pour concevoir des lois de commandes pour l'ensemble du
domaine de vol. L'avènement des commandes de vol électriques et l'émergence du problème de la
reconﬁguration pour la tolérance aux pannes ont entrainé un regain d'intérêt pour la commande
adaptative dans ce domaine dans les années 1980 [135]. Si un premier eﬀort de recherche s'est
attaché à trouver les moyens de détecter, isoler et estimer les pannes (Failure Detection Isolation
and Estimation, FDIE), très vite la mise à jour du réglage des lois de commande en temps réel a
été étudiée. Cette dernière solution permet en outre une détection implicite de la panne, les faux
positifs du dispositif de détections peuvent être ainsi évités. Un panel varié de méthodes a été em-
ployé pour résoudre ce problème. L'approche multi-modèle et par commutation de gains [98] a été
étudiée pour un F-15. L'utilisation de réseaux de neurones récemment relancée par les travaux de
Narendra [114] fut examinée par Kim et Calise [80]. Leur schéma de commande prévoit l'utilisation
de deux réseaux de neurones pour la réalisation d'une loi par inversion de la dynamique. Le premier
est entraîné hors ligne et le deuxième est optimisé en ligne pour compenser les incertitudes et les
dommages en temps réel. On peut encore citer [11] où est décrit l'application à un F-16 d'une mé-
thode indirecte basée sur les moindres carrés et un correcteur LQ. Plusieurs programmes d'essais
ont pu faire voler des correcteurs adaptatifs au milieu des années 1990 (SRFCS, SDC, IFCS Gen
I). Certains reposaient sur une architecture indirecte avec des moindres carrés séquentiels combi-
nés à une méthode de commande optimale à horizon glissant[104] et d'autres sur la commande
adaptative directe s'appuyant sur des réseaux de neurones (RESTORE). Ces expérimentations,
certes couronnées de succès, montrèrent les diﬃcultés liées à l'absence de méthode pour régler les
paramètres de la loi pour un fonctionnement robuste [153]. Hovakimyan et Cao ont introduit une
méthode basée sur le MRAC [71] apportant des garanties sur le régime transitoire de l'adaptation
ainsi qu'une borne sur la marge de retard. Dans le cas du retour de sortie, les correcteurs proposés
ne sont cependant pas adaptatifs et sont équivalents à des correcteurs linéaires temps invariant
comme le montre [143]. Le problème des saturations des actionneurs est abordé dans l'architec-
ture MRAC avec réseaux de neurones par la technique dite de Pseudo-Control Hedging [77] qui
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modiﬁe l'évolution des états du modèle de référence lorsque la saturation est active. Enﬁn les
plus récentes modiﬁcations de cette architecture parte du constat que l'information instantanée
n'est pas suﬃsante pour mettre à jour le correcteur pour introduire dans leur loi d'adaptation des
données anciennes [42, 43, 44, 145]. Chowdhary introduit d'abord dans [42] un terme similaire à
une σ modiﬁcation mais dont le point d'attraction n'est pas une valeur ﬁxe introduite comme une
information a priori mais le résultat d'une identiﬁcation par moindres carrés récursifs. Il modiﬁe
ensuite dans [43, 44] son schéma pour sélectionner parmi les données anciennes uniquement celles










Figure 1.13  Architecture de commande adaptative directe
Le Model Reference Adaptive Control (MRAC) est une technique de commande adapta-
tive directe qui prend ses racines dans la "loi du MIT" [117] ( du Instrumentation Laboratory
maintenant Draper Laboratory célèbre pour sa participation au programme Apollo). Pour un sys-
tème stabilisable par un simple gain de commande, l'idée qui régit cette loi est la suivante : en
comparant la sortie d'un modèle de référence, c'est à dire le comportement souhaité de la boucle
fermée, avec celle du système réel, on dispose de l'erreur de suivi et par suite d'une mesure de la
pertinence du gain de commande utilisé. On peut ensuite faire évoluer le gain de commande dans
la direction du gradient du carré de l'erreur de suivi.
Les architectures MRAC s'inspirent toutes de ce principe, les diﬀérents ajustements qui ont
été apportés au ﬁl des années permettent principalement d'améliorer la robustesse et de faciliter
les preuves de stabilité sous diverses hypothèses.
Le paragraphe suivant est dédié à la présentation d'une forme simple du MRAC accompagné
d'une démonstration de la stabilité de la boucle fermée.
Soit G un système linéaire observable et contrôlable, les matrices de sa représentation d'état
sont notés A,B. On suppose que les incertitudes sur le système sont entièrement compensables
par la commande (matched uncertainties) :
x˙ = Ax+B(u+ φx) (1.1)
φx est l'incertitude à compenser. On cherche une loi de commande u = K1(t)x+K2(t)r qui assure
que la boucle fermée suive le comportement du modèle de référence.
x˙m = Amxm +Bmr (1.2)
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Le modèle de référence est déﬁnit de sorte qu'il existe deux matrices déﬁnies positives P et Q qui
satisfont l'égalité suivante :
ATmP + PAm = −Q (1.3)
Am est tel qu'il existe un Kˆ1 satisfaisant la relation :
Am = A+Bφ+BKˆ1 (1.4)












 , B = [ b1 · · · bm ] (1.5)
L'erreur entre ce correcteur optimal et le correcteur utilisé est notée :
K˜1 = K1 − Kˆ1, K˜2 = K2 − Kˆ2 (1.6)
Les vecteurs k˜T1i et k˜
T
2i pour i ∈ J1,mK désignent les lignes de K˜1 et K˜2 de manière analogue à
(1.5) pour K1 et K2. La dynamique de l'erreur de suivi, que l'on note e, a alors la forme suivante :
e˙ = x˙− x˙m = (A+BK1 +Bφ)x−Amxm + (BK2 −Bm)r = Ame+BK˜1x+BK˜2r (1.7)
Pour démontrer la stabilité de la boucle fermée, la fonction de Lyapunov V est introduite :








Les Elle est par construction toujours positive, il faut démontrer qu'elle décroit dans le temps :






























































Un choix adéquat de la loi d'évolution des gains k1i et k2i permet d'annuler le second terme. La
dérivée de la fonction de Lyapunov se réduit alors à une fonction négative par construction :
V˙ = −eTQe (1.10)
k˙T1i = −γeTPbixT (1.11)
k˙T2i = −γeTPbirT (1.12)
Dans cette démonstration, les termes croisés entre les états physiques du système et les
pseudo états correspondants aux gains du correcteurs sont annulés en choisissant adéquatement
la loi d'évolution des gains. En majorant la dérivée de V˙ , on peut utiliser du Lemme de Barbalat












Figure 1.14  Architecture de commande adaptative indirecte
La commande adaptative indirecte sépare la mise à jour du correcteur en deux étapes. Là
où la commande adaptative directe propose directement une loi d'évolution temporelle pour le
correcteur, la méthode indirecte consiste à identiﬁer des paramètres du système qui vont permettre
de synthétiser un correcteur adapté à la situation courante. Le choix de la méthode d'identiﬁca-
tion et de la méthode de synthèse est très vaste. La littérature s'est jusqu'à présent intéressée à
des méthodes simples pour les deux étapes essentiellement pour des contraintes de puissance de
calcul. Pour être eﬃcace, le schéma d'adaptation doit en eﬀet pouvoir suivre les évolutions de la
dynamique du système. La fréquence d'adaptation doit être compatible avec la vitesse d'évolution
de la dynamique de la même manière que la fréquence de contrôle doit être compatible avec la
dynamique du système. Les progrès rapides des capacités permettent aujourd'hui d'envisager des
méthodes plus sophistiquées pour l'identiﬁcation ou pour la synthèse.
Pour l'identiﬁcation en ligne, les méthodes les plus couramment utilisées sont des dérivées
des moindres carrés : Least Mean Square (LMS), Normalized LMS, Recursive Least Square (RLS),
Extended Kalman Filter (EKF). Toutes ces méthodes peuvent être vues comme des cas particulier
d'un ﬁltre de Kalman. Elles permettent d'identiﬁer un modèle linéaire en un vecteur de paramètres
p. On note φ(x) le régresseur, une matrice qui peut être une fonction non-linéaire des états mesurés.
Le modèle s'exprime donc par la relation pTφ(x). Le ﬁltre de Kalman étendu permet d'identiﬁer
des modèles comportant des fonctions non-linéaires des paramètres grâce à des linéarisations
successives autour des valeurs courantes des paramètres. Cette méthode aﬃche cependant de
moins bonnes performances en présence de fortes non-linéarités. Des méthodes comme les variables
instrumentales ou l'erreur de prédiction pourrait être utilisées surtout lorsque l'on considère le fait
que l'identiﬁcation se passe en boucle fermée. Cependant les méthodes citées plus haut s'avèrent
suﬃsantes dans la pratique et le principal obstacle dans la commande adaptative reste l'absence
de méthodes de validation de la stabilité et des performances du schéma complet de commande.
La complexiﬁcation de la méthode d'identiﬁcation n'aide pas à obtenir ce résultat.
En ce qui concerne la méthode de synthèse, on pourrait de nos jours envisager d'embar-
quer des méthodes plus complexes mais le même argument relatif à la validation du schéma de
commande s'applique. La catégorie de méthodes retenues est la synthèse d'un correcteur linéaire
à paramètres variants. Il s'agit d'obtenir au préalable (hors-ligne) un correcteur fonction des pa-
ramètres qui seront identiﬁés en ligne. Le placement de pôle ou des correcteur H∞ interpolés
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peuvent être utilisés entre autres. Ces correcteurs doivent assurer des propriétés de robustesse à
des dynamiques incertaines qui ne sont par incluses dans le modèle identiﬁé. La robustesse à des
retards est par exemple indispensable pour l'implémentation du correcteur.
1.5.4 Limites et extensions
Commande adaptative hybride
Deux grandes familles se distinguent au sein de de la commande adaptative : l'adaptatif
indirect et l'adaptatif direct. La première s'attache à estimer les paramètres d'un modèle pour
ensuite appliquer une méthode classique de synthèse. La seconde consiste à directement optimiser
les paramètres du correcteur pour obtenir la dynamique de boucle fermée souhaitée.
La commande adaptative indirecte utilise le principe d'équivalence certaine, c'est à dire que
l'on suppose que le système se comporte exactement comme le modèle. Or, pendant la phase tran-
sitoire de l'estimation des paramètres, cette hypothèse peut conduire à l'utilisation d'un correcteur
très peu adapté au système. De plus, pour que l'estimation de paramètres se déroule correcte-
ment, le signal de commande doit exciter suﬃsamment le système [125]. La commande adaptative
directe peut rapidement réduire l'erreur de suivi d'un modèle de référence mais au pris d'un fort
gain d'adaptation qui alimente des oscillations hautes fréquences dans le signal de commande.
Les deux approches utilisent un processus d'optimisation pour minimiser la distance entre
deux vecteurs de signaux. Elles diﬀérent au niveau du sens des paramètres optimisés et du sens
des signaux comparés. Les paramètres sont ceux d'un modèle du système ou ceux d'une structure
particulière de correcteur. L'erreur de prédiction permet de comparer la sortie du système et la
sortie du modèle, tandis que l'erreur de suivi compare la sortie du système et d'un modèle de
référence.
La commande adaptative hybride considère l'association des deux approches de commande
adaptative pour dépasser leurs limitations respectives. [53] pose les bases de ce schéma de com-
mande. [85] et [37] proposent deux méthodes pour mettre en ÷uvre ce schéma.
Commande adaptative et apprentissage
La commande adaptative peut parfois être comparée aux techniques d'apprentissage. Cer-
tains points les diﬀérencient cependant clairement pour nous. L'apprentissage bénéﬁcie de la
possibilité de répéter des erreurs pour progressivement aller dans une direction favorable. Cette
démarche n'est généralement pas acceptée pour de la commande si ce n'est dans le processus de
synthèse. Les techniques évolutionnaires ou génétiques essayent de donner un minimum de di-
rective pour atteindre l'objectif ﬁnal aﬁn de ne pas biaiser le résultat avec des aprioris humains
[107]. La commande adaptative va au contraire imposer certaine contrainte. En particulier, la com-
mande adaptative indirecte ajoute un biais supplémentaire en déterminant a priori la structure
du modèle, la structure et la méthode de synthèse du correcteur.
Commande duale
La prise en compte de l'incertitude sur les paramètres estimés permet pour la commande
adaptative directe d'appliquer des gains d'adaptation rapide sans que cela entraîne des commandes
importantes qui pourraient saturer les actionneurs ou exciter des dynamiques non modélisées.
La commande duale adaptative est une approche stochastique de la commande adaptative.
Elle a été développée dans les années soixante pour répondre aux problèmes que soulevaient
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les correcteurs adaptatifs basés sur le principe d'équivalence certaine. Ce principe énonce que les
paramètres estimés représentent exactement le système à contrôler. Feldbaum [56] fut le premier à
proposer une solution sous cette forme. Il a mis en avant le double objectif du correcteur adaptatif :
d'une part la commande doit être prudente quand le système est mal identiﬁé et d'autre part
le signal de commande doit contenir suﬃsamment d'information pour que l'identiﬁcation puisse
améliorer la connaissance du modèle. Le problème initial, formulé dans [56] ne peut pas être résolu
analytiquement (sauf pour des systèmes triviaux) ou numériquement (temps de calcul irréaliste
pour de la commande). Plusieurs méthodes ont été étudiées pour contourner cette diﬃculté.
Une revue complète de ces méthodes est présentée dans [58]. On voit comment sous certaines
hypothèses des lois adaptatives directes ou indirectes peuvent être étendues pour avoir certaines
propriétés de dualité. Une de ces méthodes est l'approche dite bicritère. Un correcteur classique
cherche à minimiser une fonction de coût pour assurer un objectif de contrôle sous certaines
contraintes sur le signal de commande et les états. L'approche bicritère consiste à ajouter un
second critère qui assure la minimisation de la variance de l'estimation des paramètres.
L'article [86] est une réponse récente au problème de commande duale. Il tire partie du
cadre proposé par la programmation dynamique approchée. En introduisant un "hyperétat" ξ qui
contient en plus des états du systèmes les paramètres estimés et leurs covariances, la fonction
valeur est approximée à l'aide des données échantillonnées. Le processus est initialisé à l'aide
de données de simulation de diﬀérentes politiques de commande sous-optimale. Cela permet de
couvrir intelligemment l'hyperétat. L'approximation de la fonction valeur prend ensuite en compte
les régions de l'hyperétat dans lesquelles il y a le moins d'information. Bien que cette méthode
demande moins de puissance de calcul que la programmation dynamique exacte, elle n'en est pas
moins très couteuse.
L'apprentissage actif est la capacité qui quantiﬁe l'information disponible dans des observa-
tions et trouve un moyen d'optimiser le processus d'observation. L'information est la mesure de
décroissance de l'incertitude après chaque observation.
1.5.5 Etude de stabilité
La discussion se place ici dans le contexte d'un système linéaire et de commande avec un
correcteur linéaire. L'interaction de l'identiﬁcation et de la loi de commande rend cependant la
boucle fermée globale non-linéaire.
Les étapes de validation des schémas de commande adaptative sont multiples. Un certain
nombre d'auteurs proposent des fonctions de Lyapunov adaptées à leur architecture qui vont
servir à montrer la stabilité asymptotique ou, résultat moins fort, le caractère borné des états.
Pour les schémas de commande adaptative indirecte linéaire, l'utilisation des outils d'analyse de
robustesse LTI/LTV est possible. La boucle fermée est exprimée sous forme LFT avec deux types
d'incertitudes : des incertitudes constantes et des incertitudes variants dans le temps (l'erreur
d'estimation des paramètres). Le défaut de cette approche est son conservatisme car on suppose
les bornes de l'erreur d'estimation ﬁxes et identiques pendant tout le fonctionnement du système.
Cette erreur d'estimation diminue en réalité dans le temps. Une bonne connaissance physique du
système est nécessaire pour borner sur un intervalle raisonnable l'erreur d'estimation et rendre
intéressante cette méthode de validation. Dans ce contexte, quel que soit le résultat de l'identiﬁ-
cation (dans les bornes ﬁxées bien entendues) la boucle fermée est stable. Il serait intéressant de
réduire le conservatisme en prenant en compte l'évolution des bornes de l'erreur d'estimation. De
sorte qu'on puisse montrer la stabilité d'une conﬁguration instable initialement soit malgré tout
stable. On doit faire intervenir des notions de stabilité non-linéaires puisque l'on ne suppose plus
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que la stabilité est forcément globale comme c'est le cas dans le domaine linéaire mais on cherche
à caractériser la région de l'espace d'état autour du point d'équilibre qui est attractive.
Le formalisme Sum of Squares (SOS) permet d'étudier ces régions d'attraction (ROA) pour
les systèmes polynomiaux. Ces méthodes requièrent de grande capacité de calcul qui augmentent
rapidement avec le nombre de variables et le degré des polynômes. Dans la pratique, il faut se
limiter à des systèmes d'ordre 10 et des polynômes d'ordre 5 [40].
Il faut donc trouver un moyen de mettre le schéma de commande adaptative sous la forme
d'un système polynomial. x˙ = f(x, u) où f est un polynôme. Par un souci de simplicité dans un
premier temps, la méthode d'identiﬁcation choisie est l'algorithme NLMS. Dans cette méthode, la
matrice de covariance ne change pas au cours du temps ce qui permet de ne pas avoir à rajouter
ces coeﬃcients dans l'espace d'états déjà augmenté des paramètres à identiﬁer.
Exemple On considère le système du premier ordre suivant :
x˙ = ax+ bu (1.13)
L'algorithme d'identiﬁcation NLMS s'écrit de la manière suivante :
˙ˆ
θ = −(θˆTφ− x˙)Γφ 1
1 + κφTφ
(1.14)
avec φ = [x, u] le régresseur, θˆ = [aˆ, bˆ] les paramètres estimés. La variable Γ désigne une matrice
carrée de dimension 2 et κ un réel qui servent tous deux de paramètres de réglage pour l'algorithme.
On souhaite obtenir en boucle fermée un comportement du premier ordre caractérisé par




((am − a)x+ r) (1.15)
avec r le signal de référence. Le correcteur doit être polynomial pour pouvoir utiliser les outils de
validation envisagés, on remplace donc 1
bˆ
par son développement au premier ordre autour de la





· ((am − aˆ)x+ r) (1.16)
Avec cette loi de commande si bˆ = 4 ou aˆ = am le retour est coupé. La boucle fermée suit les







· (am − aˆ)
]
x
˙ˆa = −F (x, θ, θˆ) · Γ1x2
˙ˆ
b = −F (x, θ, θˆ) · Γ2(1− 0.25bˆ) · (am − aˆ)x2
(1.17)
F (x, θ, θˆ) =
(aˆ− a) + (bˆ− b)(1− 0.25bˆ)(am − aˆ)
1 + κx2(1 + (1− 0.25bˆ)2(am − aˆ)2)
(1.18)
Cette formulation pose un problème pour trouver un point d'équilibre. On choisit donc une
formulation à partir des erreurs d'estimation :
ea = aˆ− a, eb = bˆ− b (1.19)
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dont la dynamique est décrite par le
système suivant : 
x˙ = [a+ b · (1− 0.25(b+ eb)) · (am − a− ea)]x
e˙a = −F (ζ) · Γ1x2
e˙b = −F (ζ) · Γ2(1− 0.25(b+ eb) · (am − a− ea)x2
(1.20)
F (ζ) =
ea + eb(1− 0.25(b+ eb))(am − a− ea)
1 + κx2(1 + (1− 0.25(b+ eb))2(am − a− ea)2) (1.21)
Les erreurs d'identiﬁcation ea et eb ne converge pas nécessairement vers 0. La partie erreur d'identi-
ﬁcation du vecteur d'état augmenté empêche donc de rechercher la stabilité asymptotique. Lorsque
l'on cherche une fonction de Lyapunov V (ζ) pour ce système augmenté, on ne s'attend donc pas
à ce que V˙ soit strictement inférieur à 0.
Le système n'est pas a priori polynomial et ne rentre pas directement dans le contexte




On remarque que le dénominateur D(ζ) est toujours positif, de sorte que la condition de négativité
du gradient de la fonction de Lyapunov le long des trajectoires du système peut être remplacée
par :
∇V f(ζ) ≤ 0⇐⇒ ∇V f(ζ)D(ζ) ≤ 0 (1.22)
Cette nouvelle condition peut être vériﬁée par l'appartenance à l'ensemble des polynômes SOS.
Toujours dans un objectif de simplicité pour comprendre le mécanisme de stabilité du
schéma, κ est choisi nul de sorte que le système soit polynomial.
On commence par étudier l'ensemble des points d'équilibre du système. On constate faci-
lement que si x vaut 0, toutes valeurs de ea et eb, constituent des points d'équilibre. C'est cet
ensemble de points d'équilibre que l'on souhaite caractériser. N'étudier que le point d'équilibre
[0, 0, 0] sera conservatif. On pourra caractériser successivement les points à l'intersection de la
région d'attraction déterminée et de l'ensemble des points d'équilibre. La région d'attraction pour
l'ensemble des points d'équilibre sera l'union des régions d'attractions trouvées dans les études
successives.
On réduit encore l'étude à la recherche d'un seul paramètre. Le vecteur d'état augmenté se




. Le système suit la dynamique suivante :{
x˙ = [a+ b · (1− 0.25(b+ eb)) · (am − a)]x
e˙b = −F (ζ) · Γ2(1− 0.25(b+ eb) · (am − a)x2
(1.23)
F (ζ) =
eb(1− 0.25(b+ eb))(am − a)
1 + κx2(1 + (1− 0.25(b+ eb))2(am − a)2) (1.24)
La Figure 1.15 illustre dans le plan de phase les trajectoires du système pour diﬀérentes
conditions initiales. On constate que le système possède une droite de points d'équilibre déﬁnit
par {x = 0, eb ∈ R}. Cette ﬁgure suggère que l'ensemble du plan déﬁni par
{
(x, eb) ∈ R2, eb < −2
}
constitue une région d'attraction pour l'ensemble des points d'équilibre. Une analyse SOS permet
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Figure 1.15  Plan de phase pour a = 1,b = 2,am = −2, Γ = 20 et κ = 0
d'obtenir une estimation de la région d'attraction associé à l'origine. La limite de la région est
tracé en vert sur la Figure 1.15. Cette estimation fournit une information intéressante mais le
résultat reste très conservatif même pour un système simple.
La commande adaptative devrait permettre de stabiliser un système dont l'erreur initiale
sur la connaissance du système peut être grande. L'erreur initiale est éventuellement assez grande
pour que le correcteur initial n'assure même pas la stabilité de la boucle fermée. Les techniques
d'analyse classique (µ, LPV, IQC,...) ne permettent pas l'étude de tels cas puisque l'ensemble des
systèmes incertains peut contenir des systèmes instables.
On propose d'étudier une autre approche pour laquelle on introduit  qui représente une
borne supérieure de l'erreur d'estimation. On suppose d'une part qu'elle converge vers zéro et
d'autre part qu'on est capable de majoré sont temps de convergence. La dynamique du premier
ordre de  déﬁnit une enveloppe dans laquelle l'erreur d'estimation se situe. On suppose que l'on
peut mettre le système complet sous forme aﬃne :{
x˙ = A()x
˙ = −λ , avec A() = A0 + A1 (1.25)
On propose d'étudier la stabilité de ce système grâce à une fonction de Lyapunov polynomial
en .
P () = P0 + P1 + 
2P2 + · · · (1.26)
Cette fonction de Lyapunov doit vériﬁer à tout instant les inégalités suivantes :{
P () > 0
A()TP () + P ()A()− λP ′() < 0 (1.27)
P ′() est la dérivée de la fonction de Lyapunov par rapport à . Pour trouver les Pi permettant de
vériﬁer cette inégalité, on tire parti du fait que l'on connaisse la trajectoire temporelle de . On
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choisit donc un ensemble d'instant ti auxquels on vériﬁe les inégalités avec (ti) = (0) exp−λti . Il
faut par la suite vériﬁer que l'égalité est vériﬁée dans tous les intervalles, cependant on se contente,
dans un premier temps, de prendre un maillage temporel serré.







Ce système serait instable si  ne variait pas dans le temps et était supérieur à 2. Il est cependant
stable pour toute valeur de (0) si λ > 0. En suivant l'approche mentionnée plus haut pour étudier
la stabilité du système, à λ ﬁxé, on est contraint d'augmenter fortement l'ordre du système pour
obtenir un domaine de stabilité au delà de (0) > 3. Plus on augmente (0), plus on doit augmenter
l'ordre de la fonction de Lyapunov pour trouver une solution au problème. Si on ﬁxe l'ordre de
la fonction de Lyapunov, en augmentant λ on ﬁnit par trouver une solution. Ces deux constats
mettent en exergue l'opposition entre les deux termes de la condition :
A()TP () + P ()A()− λP ′() < 0 (1.29)
Pour (0) > 2, la première partie A()TP ()+P ()A() n'est pas négative puisque le système
est instable pour cette valeur de . C'est donc la seconde partie −λP ′() qui doit rendre l'ensemble
négatif, ce qui est facilité si λ est plus grand ou P ′((0)) grand dans une direction en même temps
que P ((0)) est relativement plus faible. Avec une fonction de Lyapunov de la forme V (x) =
xTP ()x, on perd la possibilité d'avoir de rendre la dérivée négative indépendamment de x comme
le ferait la fonction choisi pour le schéma MRAC. Intégrer un terme en  pour obtenir V (x, ) =
xTP ()x + T  permettrait peut être de résoudre le problème mais on ne peut plus chercher P
avec les solveurs LMI. L'intérêt de l'approche LMI est de pouvoir étendre l'étude de stabilité
à une étude de performance importante pour comprendre les propriétés transitoires du schéma
adaptatif.
Dans cette approche on découple la vitesse de convergence de l'état du système. La dépen-
dance λ(x) varie selon la méthode d'estimation. En prenant l'exemple du NLMS, λ(x) sera de la
forme x2/(1+x2). Cela fait justement augmenter λ lorsque x est grand (Figure 1.16). On comprend
qu'il est diﬃcile, dans l'analyse de la commande adaptative, de rendre indépendante la vitesse de
convergence de l'erreur d'estimation et l'état du système. L'étude basée sur une formulation LMI
d'un problème de stabilité LPV proposée dans [156] rompt aussi cette dépendance.
1.5.6 Conclusions
L'examen de la thématique de la commande adaptative fait état d'un domaine très vaste
dont aucune approche ne se détache vraiment. Si l'adaptation directe est attractive pour ses
méthodes sans détours, où seul le correcteur est optimisé. Il est souvent diﬃcile de distinguer une
démarche physique dans le réglage des paramètres de cette méthode. Elles nécessitent de raisonner
sur les paramètres du correcteur plutôt que sur les capacités du systèmes. On préférera l'approche
indirecte en premier lieu parce qu'elle nous permet de mieux connaître le système. En second lieu,
parce qu'en séparant le processus en deux étapes, il est plus facile de déﬁnir les exigences de la
boucle fermée. Les contraintes liées aux performances de la boucle fermée apparaissent clairement
dans l'étape de synthèse. De plus, l'identiﬁcation en ligne permet de déterminer des paramètres
physiques dont l'analyse préalable du système permet de calculer des intervalles d'évolutions.
L'intégration de la connaissance a priori tant pour l'identiﬁcation en ligne et que la synthèse
33
Chapitre 1 - Introduction au pilotage des drones

















Figure 1.16  λ(x) pour diﬀérents réglages du NLMS
s'avère naturelle dans le schéma indirect. Une telle approche sera appliquée pour la commande
d'un système non-linéaire dont nous considérerons une modélisation linéaire variant dans le temps
et à une famille de systèmes à paramètres ﬁxes.
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2 Modélisation des systèmes de drones
Un système de drone est l'ensemble des éléments permettant le vol d'un aéronef sans pilote.
Il est donc constitué de la cellule de l'aéronef mais aussi de la station sol, des systèmes de com-
munication et de positionnement. Ce chapitre est consacré à la description des systèmes utilisées
pour la mise en oeuvre des drones,mais surtout à la modélisation physique des drones utilisés.
Deux types d'aéronefs sont employés pour expérimenter la mise oeuvre de méthodes adaptatives :
un quadrirotor et un drone hybride. Les diﬀérents prototypes partagent des éléments physiques
communs qu'ils convient de décrire une seule fois. Un modèle de chaque aéronef est ensuite dé-
taillé. L'objectif de la modélisation présentée n'est pas d'atteindre un niveau de ﬁnesse extrême
mais de dégager les principaux phénomènes physiques qui régissent le comportement des drones.
Cela facilite le choix de paramètres pertinents à estimer pour la commande adaptative et met en
valeur les dynamiques auxquelles le correcteur doit être robuste. Les ﬁgures 2.1 et 2.2 présentent
des schémas blocs pour respectivement le quadrirotor et le drone hybride. Elles réfèrent également
aux sections qui décrivent chacun des éléments du système.
2.1 Architecture du système embarqué
2.1.1 Architecture matérielle
Il y a encore peu de temps le système embarqué conférant au drone son autonomie prenait
une part considérable du bilan de masse. Le développement des technologies MEMS et des pro-
cesseurs à basse consommation, lié notamment à l'essor des smartphones, permet maintenant au
système embarqué d'occuper une place plus modeste dans le bilan de masse. La conﬁguration du
véhicule qui était régie par ces éléments devient progressivement plus libre. Les drones présentés
par la suite et utilisés dans les expérimentations partagent un même système embarqué que nous
tachons de décrire dans cette section. Le schéma présenté sur la Figure 2.3 donne un aperçu des
composants du système. Le système s'appuie sur une carte développée au laboratoire DMIA de
l'ISAE qui est basée sur un microcontôleur ARM7. La carte comporte les interfaces indispen-
sables pour la connexion de capteurs ou actionneurs externes et intègre directement les capteurs
essentiels à l'estimation de l'attitude du drone. On trouve donc sur la carte des accéléromètres,
des gyroscopes et des magnétomètres capables de mesurer sur les trois axes respectivement les
accélérations, les vitesses angulaires et les champs magnétiques. La section revient sur ces cap-
teurs et la méthode d'estimation de l'attitude. Un sonar est utilisé pour obtenir la hauteur par
rapport au sol. Son fonctionnement dépend fortement de la surface sur laquelle les ondes sonores
se réﬂéchissent et la structure de l'environnement dans lequel il est utilisé. Dans un gymnase, donc
une pièce dégagée très haute de plafond au sol uniforme, le capteur donne une mesure correcte
jusqu'à 5m. Un baromètre permet également de mesurer l'altitude par le biais de la mesure de
la pression statique. Cette information est indépendante du sol mais varie avec la température.
De plus, la mesure est moins précise et a une bande passante plus faible. La carte dispose d'une
liaison série sans-ﬁl grâce à un modem XBee. Cette liaison est utilisée pour piloter le système
depuis la station sol. La carte est en eﬀet en charge des tâches de bas niveau à savoir la machine
à état du drone, la lecture des données des capteurs, l'estimation d'attitude, le calcul des lois
de pilotages et la transmission des ordres aux actionneurs. Elle travaille à un cycle de base de
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Figure 2.1  Schéma Blocs pour le quadrirotor
10 ms. Les capacités de calcul du microcontrôleur ne permettent pas d'envisager d'augmenter la
complexité ou le nombre de tâches qui lui sont allouées. A titre indicatif l'algorithme d'estimation
d'attitude utilisé (voir section 2.5.2) qui ne requiert pas d'opérations mathématiques particulière-
ment complexes (aucune opération matricielle) nécessite 2.4 ms de calculs sur le cycle de 10 ms.
Une deuxième unité de calcul est donc utilisée pour toutes les autres opérations. Il s'agit d'un
Gumstix Overo Fire basé sur un ARM Cortex A8 cadencé à 720 Mhz et disposant de 512 Mo de
RAM. Le gain de performance en terme de calcul s'illustre par les temps de calcul de l'algorithme
d'identiﬁcation décrit dans la section 3.2. Un programme identique prend 3.4 ms sur le microcon-
trôleur tandis qu'il ne prend que 0.2 ms sur le Gumstix. Le Gumstix communique avec la carte
Ultimate à l'aide d'une liaison série ce qui leur permet d'échanger les mesures des capteurs et
d'autres paramètres sur l'état du système nécessaires aux calculs. Une liaison Wiﬁ avec la station
sol permet de transmettre un plus grand volume de données à 100 Hz qu'une liaison série ne le
permettrait.
Toutes les expérimentations décrites dans les sections suivantes sont eﬀectuées dans un
environnement intérieur. Le drone est piloté à partir d'une interface MATLAB Simulink temps
réel commandée à l'aide d'un joystick. Les paramètres essentiels tels que le mode en fonction
36









































Figure 2.2  Schéma Blocs pour le drone hybride
Ultimate DMIA 
Microcontroleur ARM7 









Figure 2.3  Système Embarqué
37
Chapitre 2 - Modélisation des systèmes de drones
l'attitude ou l'altitude y sont aﬃchées.
2.1.2 Architecture Logicielle
D'un point de vue logiciel, les tâches bas niveau indispensables au vol du drone sont im-
plémentées sur le microcontrôleur. Ces tâches comprennent l'acquisition des capteurs, la com-
munication avec les moteurs et autres actionneurs, la gestion des états du drone, l'estimation
d'attitude et les lois de stabilisation. Pour les lois de stabilisation on tire proﬁt des capacités de
génération de code de MATLAB. Les deux plateformes sont programmées en langages C++. Dans
les simulations Simulink, le correcteur est directement implémenté comme une fonction discrète
mise à jour au temps d'échantillonnage du microcontroleur. De cette facon la génération de code
issu de cette fonction est plus sûre, on maitrise l'étape de discrétisation. Comme ils sont séparés
conceptuellement et physiquement, l'estimation de paramètres et le correcteur le sont aussi dans
le logiciel. Les informations des capteurs sont transmises au processeur par liaison série, puis les
paramètres identiﬁés sont renvoyés par cette même liaison série pour servir à la mise à jour du
correcteur. On introduit ainsi du retard dans la mise à jour du correcteur mais l'estimation de
paramètre n'est pas aﬀectée. Malgré le retard, toutes les mesures sont synchronisées pour ne pas
pénaliser l'identiﬁcation. Le processus de génération a été automatisé à un niveau supérieur, ce
qui permet à partir de certaines caractéristiques du drone de générer un modèle approché et d'ob-
tenir les coeﬃcients du modèle linéarisé qui serviront à initialiser l'identiﬁcation. Le code pour
chaque estimateur et correcteur est ensuite généré. Il n'y a enﬁn plus qu'à les intégrer dans le
reste du programme en connectant convenablement leurs entrées et sorties : aﬀecter les mesures
des capteurs, transmettre les paramètres et donner les ordres moteurs.
2.2 Système Propulsif
La propulsion des micro-drones est à l'heure actuelle quasi exclusivement assurée par un
couple moteur éléctrique sans balai (brushless) et d'une hélice.
Dans cette section, il s'agit de modéliser les eﬀorts aérodynamiques générés par l'hélice en
rotation. Pour cela, les principes de la théorie de l'aérodynamique des hélicoptères sont rappelés
[118, 87].
La théorie de l'élément de pale (Blade Element Theory, BET) est associée à la théorie de
Froude pour obtenir une expression analytique des forces et des moments appliqués au centre de
l'hélice. Ces expressions analytiques sont paramétrées par les caractéristiques géométriques (corde,
proﬁls, diamètre, ...) et physiques (rigidité, masse, ...) de l'hélice. Après un rappel des grandes
lignes de cette théorie, une synthèse des expressions des eﬀorts aérodynamiques appliqués à une
hélice est présentée.
Une hélice de drone est similaire à un rotor d'hélicoptère sans articulation. La plupart des
modèles sont composés de deux ou trois pales. Le principe de la théorie de l'élément de pale est
de découper chaque pale en partie élémentaire étudiée ensuite comme un proﬁl bidimensionnel. A
partir d'une expression simple des eﬀorts sur un proﬁl, les eﬀorts appliqués à chaque élément sont
sommés sur l'ensemble de la pale.
Les eﬀorts qui s'exercent sur un corps rigide, de forme et d'orientation données, plongé dans
un écoulement libre d'air sont proportionnels au produit de la masse volumique du ﬂuide ρ, du
































Figure 2.5  Pale vue de dessus. Mise en valeur d'un élement de pale en bleu foncé









où CL et CD désignent respectivement le coeﬃcient de portance et de trainée. Ils dépendent
tous les deux de l'incidence α et leurs modélisation classique pour des incidences modérées est la
suivante :
CL = CLαα(r)
CD = CD0 + CDαα(r)
2
La variable r représente l'abscisse de l'élément de pale selon l'axe ~xp et dr est un grandeur
inﬁnitésimale représentant sa largeur. La Figure 2.5 montre une pale vue du dessus, l'élément de
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pale y est représenté en bleu foncé. La Figure 2.4 représente la section de la pale et explicite la
décomposition de la vitesse aérodynamique ~U utilisé dans les deux expressions. Les coeﬃcients
CLα , CD0 et CDα sont des coeﬃcients caractéristiques du proﬁl de la section de la pale. La surface
est déﬁnie grâce à la longueur de la section de pale que l'on nomme la corde cp. Avec S = cpdr,











Ces eﬀorts aérodynamiques sur les pales génèrent la poussée essentielle au drone mais vont
aussi déformer les pales. Cette déformation modiﬁe à son tour les eﬀorts, ce qui crée un couplage
aéro-structurel appelé battement des pales (blade ﬂapping). En vol d'avancement, ce couplage
dynamique est davantage excité par la dissymétrie des vitesses aérodynamiques vues par la pale
au cours d'une rotation. En eﬀet, une pale qui avance dans le sens de la vitesse aérodynamique
voit une vitesse aérodynamique moindre qu'une pale évoluant dans l'autre sens. On nomme pale
avançante la première et pale reculante la seconde.
Le calcul analytique détaillé de ce couplage n'est pas possible et dépasse les objectifs de
notre modélisation. Pour permettre un calcul analytique, une pale est considérée comme rigide et
attachée au moyeu par une liaison ressort.
La trajectoire des extrémités des pales déﬁnit le disque rotor. On désigne par β l'angle de
battement déﬁni entre le disque rotor et la pale (Figure 2.6). Avant de détailler cette dynamique,
Ω
β
Figure 2.6  Pale vue de proﬁl. Déﬁnition de l'angle de battement β
on introduit le repère Rhw qui est ﬁxe, lié au centre de l'hélice et orienté dans le sens de la
vitesse aérodynamique. Dans ce repère, la vitesse aérodynamique est purement longitudinale. Les
variables associés à ce repère sont notées avec l'indice hw. On suppose l'hélice composée de Nb
pales. L'indice i permet de désigner i-ème pale d'une hélice, βi représente dont l'angle de battement
de la i-ème pale. La dynamique de battement de la pale est obtenue en sommant le long de la pale
les eﬀorts aérodynamiques, la force centrifuge due à la rotation de la pale et la force de rappel
du ressort par laquelle est modélisée la ﬂexibilité de la pale. L'équation diﬀérentielle qui régit
l'évolution du battement βi de la i-ème pale est la suivante :∫ R
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2Ωi(phw cosψi − qhw sinψi) + (q˙hw cosψi + p˙hw sinψi)− Ω2iβi − β¨i
)
(2.4)
fz = −dL cosφ− dDsinφ ≈ −dL− dDφ (2.5)
où azb désigne l'accélération verticale au niveau d'un élément de pale à une distance r du centre,
Kβ est la constante de raideur du rotor (la valeur de 0.23 N.m.rad−1 est mesurée par [70] pour
un quadrirotor) et fz la force verticale. Pour caractériser les propriétés mécaniques de la pale,
















où Iβ représente le moment d'inertie de la pale. Enﬁn, on suppose que le calage de la pale θ suit
une loi de vrillage linéaire paramétré par le calage constant θ0 et la pente du vrillage θtw :
θ = θ0 + θtw · r
R
(2.7)
Les termes d'accélérations transverses (p˙hw, q˙hw) et d'accélération de Coriolis (phw, qhw) de
l'équation (2.4) sont négligés. Dans la suite, les vitesses sont normalisées par la vitesse en bout de
pale (ΩR) et les vitesses angulaire par la vitesse du rotor (Ω). On introduit ainsi les paramètres
d'avancement µ = U/(ΩR) et µz = UP /(ΩR) ainsi que p¯hw = phw/Ω et q¯hw = qhw/Ω. La vitesse
induite normalisée ou coeﬃcient de ﬂux induit λ est décomposée comme expliqué ultérieurement
dans l'équation (2.32). La dérivation par rapport à ψi = Ωit est notée
′
ce qui permet de développer







β + γµ cosψifβ)βi =
2(p¯hw + q¯
′
hw/2) cosψi − 2(q¯hw − q¯
′
hw/2) sinψi
+ γ (fθ0θ0 + fθtwθtw + fλ(µz − λ0) + fω(p¯hw sinψi + q¯hw cosψi − λ1))
(2.8)
avec :
fβ′ = (1 + 4/3µ sinψi)/8 (2.9)
fβ = fλ = (4/3 + 2µ sinψi)/8 (2.10)
fθp = (1 + 8/3µ sinψi + 2µ
2 sin2 ψi)/8 (2.11)
fθtw = (4/5 + 2µ sinψi + 4/3µ
2 sin2 ψi)/8 (2.12)
fω = (1 + 4/3µ sinψi)/8 (2.13)
La résolution de cette équation n'est possible que numériquement ou en se ﬁxant une forme
particulière pour la solution. Dans ce cas, une solution périodique exprimée sous forme de série
de Fourier est particulièrement adaptée.
L'angle de déformation de la pale est ainsi exprimé de la manière suivante :
βi = β0 + β1s sinψi + β1c cosψi +
∞∑
n=2
(βns sinnψi + βnc cosnψi) (2.14)
où β0, β1s et β1c représente respectivement l'angle de conicité, l'angle de battement longitudinal
et l'angle de battement latéral. En substituant la série dans l'équation diﬀérentielle (2.8), on peut
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résoudre une simple équation linaire pour obtenir les diﬀérents coeﬃcients. On ne s'intéressera
qu'aux coeﬃcients jusqu'au premier harmonique.
Un formulation alternative est utilisée dans [118] que l'on pourra employer quand le nombre
de pales Nb est supérieur à 3. Pour décrire le mouvement de la dynamique des pales dans un
repère ﬁxe et non un repère tournant attaché à chaque pale, les coordonnées multi-pale (Multi-
Blade Coordinates, MBC) sont introduites. Ce repère permet aussi de comprendre plus facilement





















On note β0 l'angle de conicité comme dans le développement en harmoniques, β0d est l'angle
de conicité diﬀérentiel, βjc et βjs sont les diﬀérentes composantes de battement longitudinal et
latéral. L'angle de conicité diﬀérentiel n'existe que lorsqu'il y a un nombre pair de pales. Ces
relations sont exactes et forment un changement de repère, non une approximation. Pour que ces
relations soient inversibles et permettent le passage d'un repère à un autre, on a j ∈ [[1, Nb−22 ]] si
Nb est pair et j ∈ [[1, Nb−12 ]] si Nb est impair. On note Lβ la matrice de changement de repère entre
βI le vecteur qui contient les angles de battement individuels de chaque pale et βM les angles que
l'on vient de déﬁnir.
βI = LββM (2.16)





I +DIβI = HI (2.17)























La dynamique de battement est maintenant décrite dans des coordonnées ﬁxes sans approximation.
Il ne faut donc pas confondre les éléments de βM avec les coeﬃcients de Fourrier (bien qu'on les
retrouvent une fois que les harmoniques supérieures sont ignorées).




où DM0, HM0 sont les moyennes sur une période de rotation de DM , HM . Cette approxima-
tion est trop forte pour un rotor comprenant seulement deux pales, on préférera la solution du
développement en série de Fourier.
Les deux derniers coeﬃcients (β1s et β1c) permettent de caractériser comment le disque
rotor s'incline et donc dans quelle direction la poussée du rotor est orientée. La solution quasi


















où les matrices Aβθ(µ), Aβλ(µ) et Aβω(µ) dépendent polynomialement du paramètre d'avancement
µ = V∞/(ΩR). Les paramètres θ0 et θtw décrivent la loi vrillage de la pale : θ = θ0 + r/R · θtw. Le
terme constant et les premiers harmoniques du ﬂux du rotor (rotor inﬂow) sont notés λ0, λ1s et
λ1c . L'équation (2.21) décrit le phénomène mentionné précédemment : la vitesse aérodynamique
génère le battement de la pale qui à son tour crée un moment au niveau du moyeu et modiﬁe la
direction de la poussée créée par l'hélice.
Les forces sont ensuite calculées par l'intégration des expressions (2.1) et (2.2) ainsi que
de la force centrifuge. Les forces élémentaires sont calculées jusqu'au second harmonique mais les
































































Zhw = −ρ(ΩR)2cpRCLαF (1)0 (2.24)

















































L'indice hw représente le repère lié au moyeu orienté par le vent (hub wind frame). Il est
déﬁni en deux temps : le repère lié au moyeu qui a la même orientation que le repère lié au corps
mais centré sur le moyeu puis il est orienté dans la direction du vent. Pour un rotor rigide seul le
premier terme est non nul puisqu'il n'y a pas de battement possible.
Les coeﬃcients des harmoniques sont des fonctions complexes du rapport d'avancement, des
vitesses de rotation, du ﬂux du rotor (rotor inﬂow) et des caractéristiques de l'hélice.
Pour pouvoir calculer les eﬀorts, ils restent à modéliser le coeﬃcient du ﬂux induit par le
rotor λ. En vol stationnaire, c'est à dire à vitesse aérodynamique nulle, la théorie de Froude nous
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En vol d'avancement, de la même manière que pour la dynamique de battement de pale, le
coeﬃcient n'est pas uniforme sur le rotor et un modèle analytique périodique est choisi pour
représenter ce phénomène :
λ = λ0 + r(λ1cw cosψ + λ1sw sinψ) (2.32)





µ2 + (λ0 − µz)2
(2.33)
Cette relation nécessite une modeste résolution numérique pour trouver le coeﬃcient moyen de
















Figure 2.7  Déﬁnition du repère Rhw
cement :























L'ensemble des expressions établies dans cette section permettent de calculer les eﬀorts
à partir de l'environnement aérodynamique du rotor et de ces caractéristiques physiques. La
44
2.3 Aérodynamique
Procédure 2.1 Calcul des eﬀorts sur un rotor
Paramètres d'entrée :Vb, vitesse relatives, Ω0, vitesse rotor, CTe , coeﬃcient de poussée
Paramètres de sortie :X, Y , Z, forces appliquées sur un rotor,
L, M , N , moments appliquées sur un rotor,
β0, β1c, β1s, paramètres de battements du rotor,
λ0, coeﬃcient de ﬂux du rotor
1. Calcul des vitesses adimensionnées µ
2. Calcul du coeﬃcient de ﬂux du rotor λ0 : Résolution de (2.33) avec Newton-Raphson
3. Calcul du premier harmonique du ﬂux du rotor :
Modélisation de Payne (2.34)(p. 160 [87])
4. Calcul des paramètres de battements du rotor β0, β1c,β1s :
Relation quasi-statique (2.20)
5. Calcul des eﬀorts : Relation (2.22) et suivantes
procédure 2.1 récapitule les diﬀérentes étapes nécessaires pour eﬀectuer ce calcul. Cette section
décrit les eﬀorts sur une unique hélice en fonction de la vitesse aérodynamique locale. Pour le
modèle complet, il convient d'exprimer cette vitesse dans le repère lié au drone. Cette expression
va bien entendu dépendre de la position du rotor sur le drone et sera donc préciser dans chacun
des cas.
2.3 Aérodynamique
Cette section s'intéresse aux eﬀorts aérodynamiques créés par la voilure d'un drone hybride.
La voilure de ces drones passent par plusieurs régimes aérodynamiques qui sont très complexes à
modéliser : le décrochage et l'interaction avec le ﬂux de l'hélice.
Le MAVion est composé d'une voilure simple avec un proﬁl simple. La voilure n'a ni ﬂèche
ni dièdre. On utilise la modélisation classique des forces et moments pour un proﬁl déjà utilisée




















Ces trois eﬀorts sont exprimés dans le repère aérodynamiques (Figure 2.4). Les forces L et D sont
respectivement la portance (Lift) et la traînée (Drag). Le moment M est le moment de tangage.
Les eﬀorts sont proportionnels au carré de la vitesse aérodynamique Va, à la surface de référence
de l'aile S, à la masse volumique de l'air ρ et à un coeﬃcient CX adimensionné. Ces coeﬃcients
sont eux-même fonction d'une part de la forme du proﬁl et de la direction relative du vecteur
vitesse aérodynamique, l'incidence. Dans le cas du drone hybride, la dépendance en incidence
demande une attention plus particulière. Dans la plupart des cas, pour le coeﬃcient de portance
CL on se contente d'une relation linéaire. Cette relation n'est cependant valable que jusqu'au
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décrochage. En eﬀet, le phénomène de décrochage apparaît lorsque l'écoulement de l'air se sépare
de l'extrados du proﬁl. Il s'en suit une baisse de la portance du proﬁl. Cette diminution, plus
ou moins brutale selon la géométrie du proﬁl, arrive autour d'une incidence de 20◦. Un drone
hybride va observer des incidences bien supérieures pendant son vol d'où la nécessité de modéliser
les coeﬃcients aérodynamiques pour des incidences allant jusqu'à 90◦. L'autre spéciﬁcité est la
nécessité de modéliser l'interaction avec le système propulsif. Dans cette conﬁguration, l'énergie
apportée par les rotors à l'écoulement d'air permet d'éviter le décrochage de certaines parties de
la voilure. Cela est indispensable pour conserver le contrôle du véhicule pendant toute la durée
de la transition.
Dans la suite de cette section, nous abordons dans un premier temps la modélisation des
coeﬃcients aérodynamiques puis détaillons la modélisation choisie pour représenter l'inﬂuence du
rotor sur la voilure.
2.3.1 Coeﬃcients aérodynamiques
Les coeﬃcients aérodynamiques sont décrits pour un proﬁl de voilure comme celui présenté
sur la Figure 2.8. La voilure a une corde notée cv et une envergure notée bv. On suppose que le





Figure 2.8  Schéma d'un proﬁl de voilure : δe est l'angle de déﬂexion de la gouverne, ~Va la
vitesse aérodynamique et α l'angle d'incidence
On s'intéresse en premier lieu au coeﬃcient de portance CL. Il est décomposé en un terme
indépendant de l'état du drone, un terme dépendant de l'incidence CLα , un terme dépendant de
la vitesse de tangage et un terme dépendante de la déﬂexion de la gouverne :
CL = CL0 + CLα(α) + CLq
cv · q
Va
+ CLδe δe (2.38)
Le terme CLα a une forme plus complexe que la relation linéaire utilisée pour les autres termes
et mérite une attention plus particulière. L'étude menée dans [131] donne une indication sur
la dépendance du coeﬃcient de portance d'un proﬁl en incidence pour l'exploration de l'angle
d'incidence allant de 0 à 180 degrés. Elle montre pour les proﬁls étudiés qu'après le décrochage
le coeﬃcient de portance décroit progressivement jusqu'à 90◦ pour s'inverser sur la plage 90◦ à
180◦ et évoluer de manière symétrique. On peut capturer cette dépendance grâce à la fonction
suivante :





cos2 α+ CLα2 sin
2 α cosα (2.39)
où αstall est l'incidence de décrochage, CLα1 et CLα2 sont des paramètres qui permettent d'ajuster
le coeﬃcient aux données fournies par les codes de lignes portantes. Le coeﬃcient comprend
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également un terme lié à la vitesse de tangage et un terme particulièrement important qui dépend
de la déﬂexion de la gouverne. Lorsque l'aile a décroché, la gouverne n'a plus d'inﬂuence et le
drone ne peut plus être contrôlé. Cette situation ne doit pas survenir sur l'ensemble de la voilure,
les rotors permettent de l'éviter.
De la même manière, le coeﬃcient de moment de tangage a la forme suivante :
Cm = Cm0 + Cmαα+ Cmq
cv · q
2Va
+ Cmδe δe (2.40)
Le coeﬃcient de traînée est composé d'un terme constant et d'un terme variant avec l'inci-
dence. Ce deuxième terme correspond à la traînée induite par la portance :
CD = CD0 + CDa sin
2 α (2.41)
Le drone ne possédant pas de dérive ou une autre surface susceptible de créer une force
latérale, le coeﬃcient CY n'est pas décrit. Il en est de même pour le coeﬃcient de moment de
lacet Cn.
Le coeﬃcient de moment de roulis est réduit à un terme de d'amortissement en vitesse de








2.3.2 Interaction entre le système propulsif et la voilure
La section 2.2 décrit le mécanisme de génération des eﬀorts sur les hélices. En particulier, la
notion de vitesse induite est introduite. C'est la vitesse aérodynamique additionnelle au passage
du rotor représentée sur la Figure 2.9.
vi
2 · vi
(a) Représentation schématique (b) Description sur le prototype
Figure 2.9  Vitesse induite par le rotor et son inﬂuence sur la gouverne
Cette vitesse dont le calcul est détaillé dans la section précédente et en annexe B.1 dépend
de la vitesse d'avancement et de l'incidence vue par le rotor. Maximale en vol stationnaire, elle
baisse progressivement avec la vitesse d'avancement. Comme l'illustre la Figure 2.9, l'inﬂuence
du ﬂux d'air généré par l'hélice n'est pas uniforme en aval de celle-ci. La surface concernée, plus
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où rs représente le rayon du sillage de l'hélice. On peut ainsi calculer la surface de l'aile concernée
par l'interaction avec l'hélice :
Si = 2 · rs · c (2.44)
Pour calculer les eﬀorts sur l'aile, on la divise en deux parties, l'une dans le sillage du rotor, l'autre
libre. La partie libre de la voilure est analysée comme pour un avion classique. Pour l'autre partie,
il faut quantiﬁer la modiﬁcation locale des paramètres aérodynamique, à savoir l'incidence et la
vitesse aérodynamique. La Figure 2.10 décrit comment la vitesse aérodynamique se compose avec
la vitesse induite du rotor pour réduire l'incidence eﬀective vue par la voilure dans le sillage du
rotor. Si α représente l'incidence vraie, c'est à dire l'angle entre la vitesse du drone par rapport à
la masse d'air
−→
Va et l'axe principal du drone, αa est l'incidence induite. L'angle αs est introduit



















V + 2vi cosα
)
(2.46)
αa = α− αs (2.47)
On utilisera donc l'incidence α pour le calcul des coeﬃcients sur une surface b · c−Si de la voilure
et αa sur la surface Si restante de la voilure.
2.4 Actionneurs
2.4.1 Moteur
L'hélice est attachée à un moteur électrique synchrone brushless. Le comportement dyna-





où ω est la vitesse de rotation du moteur, J est le coeﬃcient d'inertie du système moteur/hélice et
V la tension de commande du moteur.Ke est le coeﬃcient de force contre électromotrice,KT est le
coeﬃcient de couple., R est la résistance interne du moteur, Naero est le moment créé par les eﬀorts
aérodynamiques décrits plus tôt. On retient sa composante principale Naero ≈ bω2. A la diﬀérence
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des aéronefs conventionnels, les drones que l'on étudie s'appuient sur leur groupe propulsif pour
commander des dynamiques très rapides. Le contrôle d'un drone s'appuie sur des modiﬁcations
diﬀérentielles de poussée des rotors. On modiﬁe la poussée en changeant la vitesse de rotation. Il
est aussi envisageable de modiﬁer le pas de l'hélice à cet eﬀet. [47, 72] décrivent un tel système
pour un quadrirotor et en vante les mérites en terme de bande passante. Cependant, cela suppose
d'ajouter un dispositif mécanique pour modiﬁer le pas qui ajoute du poids et de la fragilité à une
plateforme dont l'un des avantages est la grande robustesse. Ainsi, pour obtenir le meilleur design,
une commande rapide et précise de la vitesse de rotation est indispensable. Un moteur brushless
n'a pas de balai pour faire commuter les champs magnétiques qui commandent sa rotation, cette
commutation est réaliser électroniquement avec un circuit électronique de commande que l'on
nomme variateur (ESC, electronic speed controller). Ce circuit est capable de détecter la position
de la cage tournante et ainsi de commander adéquatement les champs tournants. Il permet aussi
de connaître la vitesse de rotation du moteur ce qui s'avèrera intéressant pour la commande des
drones. Pour réguler la vitesse du rotor, un correcteur de structure proportionnelle intégrale à
une fréquence de 100Hz est utilisé. La loi de commande est implémentée sur le microcontroleur
ce qui introduit un retard dans la boucle et par conséquent limite la bande passante. De plus,
l'implémentation du protocole I2C ayant posé quelques diﬃcultés, des retards supplémentaires
sont aléatoirement observés. Pour le design d'un correcteur d'attitude, on modélise le moteur
par un système du premier ordre avec une constante de temps ﬁxé. Des relevés montrent qu'il
y a une diﬀérence signiﬁcative entre le comportement dynamique du moteur à l'accélération et
à la décélération. Il est plus diﬃcile de freiner le moteur et malgré un doublement des gains
de commande à la décélération la réponse est toujours légèrement plus lente. Pour simpliﬁer le
traitement de ce phénomène, on retient le pire cas, c'est à dire la constante de temps τa la plus



















Figure 2.11  Consommation électrique d'un moteur pour maintenir une vitesse de rotation
La Figure 2.11 montre une forte progression de la consommation de courant nécessaire pour
maintenir la vitesse de rotation d'une hélice de 10 pouces avec un moteur alimenté en 12 V .
Le correcteur PI a des gains ﬁxes, il ne peut donc être optimisé que pour une certaine plage de
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fonctionnement. On la choisit autour de 400 rad.s−1 à 500 rad.s−1, ce qui correspond aux régimes
de rotation qui permettent de sustenter les drones utilisés. A des régimes plus élevés, la réponse
est plus lente. Cela peut poser des problèmes lors de man÷uvres agressives qui nécessitent de forts
diﬀérentiels et par conséquent d'atteindre des régimes élevés. La Figure 2.12 issue d'essai sur un
quadrirotor illustre de telles limitations.


































(a) Vitesses des moteurs commandées et réelles regroupés selon l'axe qu'ils commandent




















(b) Orientation du drone




Les servomoteur sont des moteurs contrôlés en position que l'on utilise ici pour déplacer
les surfaces de contrôle aérodynamique. On utilise des servomoteurs de modélisme conçus pour
être commandés à l'aide d'un signal PWM (Pulse Width Modulation) à 50 Hz. Les servomoteurs
intègrent comme les moteurs brushless décris dans la section précédente une loi de commande qui
asservit leur position. La connaissance de la position réelle du servomoteur est toutefois importante
et facilite la mise en place des algorithmes d'identiﬁcation car elle évite l'usage d'un modèle
imparfait du servomoteur. La mesure de la position de la gouverne pose cependant diﬀérents
problèmes. Elle n'est pas prévue sur les équipements de modélisme car inutile pour cet usage. Elle
demande donc la modiﬁcation de ces servomoteurs, seuls dans leurs catégories de poids et de prix.
Dans un premier temps, une carte OpenServo [3] a été mise en ÷uvre. Commandée par le bus
I2C, elle donne accès à une mesure de la position du servomoteur. La carte réalise l'asservissement
en position à l'aide d'un correcteur de PID que nous n'avons pas modiﬁé. Malheureusement, la
carte a fourni des résultats instables : des départs en butée aléatoires étaient constatés rendant le
dispositif impropre à son utilisation en vol. Un deuxième problème, illustré par la Figure 2.13, est
la résonance observée sur la position du servomoteur lorsque l'on commande la position autour
d'une fréquence de 5 Hz. La ﬁgure a été réalisée en excitant le servomoteur avec un signal sinusoïdal
de fréquence variable.



























Figure 2.13  Résonance sur la position du servomoteur
Ce double constat nous a amené à abandonner l'usage de cette carte. La mesure de la position
a donc été entreprise en mesurant directement la tension au borne du potentiomètre solidaire des
rotations du bras du servomoteur. Ce dispositif nécessite l'ouverture délicate du servomoteur pour
eﬀectuer la modiﬁcation. La tension est ensuite acquise par un convertisseur analogique numérique.
Les résultats sont tributaires de la qualité de la tension d'alimentation du potentiomètre. Dans
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l'environnement électrique du drone, une tension sans parasite n'est pas évidente à obtenir et
dépend de beaucoup de paramètres dont l'agencement des circuits et connectiques. Les mesures
sont plus bruitées qu'avec la carte OpenServo mais le fonctionnement du servomoteur plus robuste.
La mesure de la position du bras du servomoteur est un intermédiaire pour mesurer la
position de la gouverne. La première hypothèse est que la position de la gouverne est supposée
être transmise ﬁdèlement par la tringle qui la relie au servomoteur. Le détail du lien entre les
déplacements du servomoteur et ceux de la gouverne est présenté en annexe B.3.
Les ﬁgures 2.15 et 2.14 mettent en évidence la non-linéarité de la relation entre l'angle de la
gouverne θg et celui du servomoteur θs. Cette non-linéarité est accentuée lorsque la liaison de la
gouverne est plus courte que le bras du servomoteur (Figure 2.17). Les ﬁgures montrent également
la relation linéaire θgls obtenue par régression linéaire entre les deux angles qui est valide dans la
première situation mais sur une plage très restreinte dans la deuxième situation.





















Figure 2.14  Relation en l'orientation du servomoteur et celle de la gouverne avec une liaison
courte
En particulier, on note la dissymétrie de la relation autour de zéro. Cependant en connais-
sant des dimensions du drone, les deux relations sont inversibles sur la plage d'intérêt et une
interpolation de leur fonction réciproque par un polynôme est possible. Dans la pratique, on ob-
serve néanmoins de forts jeux dans la transmission du mouvement du bras du servomoteur à la
gouverne de sorte que la mesure de la position du bras n'est pas un reﬂet ﬁdèle de la position de
la gouverne. Après avoir détaillé la cinématique de la gouverne, il est important de considérer la
dynamique du servomoteur. Grâce à des essais pendant lesquels le servomoteur est excité avec un
signal sinusoïdal à plusieurs fréquences (Figure 2.16), la dynamique du servomoteur est identiﬁée à
celle d'un système linéaire du second ordre de fréquence naturelle de 10Hz et d'amortissement 0.8.
Les excitations à hautes fréquences font apparaître une limitation de la vitesse du servo (Figure
2.16b). Le modèle est donc enrichi par une saturation en vitesse ﬁxée à 3000u.s−1. Elle provient
des limites de courants présentes dans la commande en position du servomoteur.
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Figure 2.15  Relation en l'orientation du servomoteur et celle de la gouverne avec une liaison
longue




































































Figure 2.16  Comparaison entre le modèle du servomoteur et les mesures
Figure 2.17  Schéma d'orientation de la gouverne
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Figure 2.18  Schéma d'orientation de la gouverne
Capteur Technologie Poids (g) Biais (°/h) Bruit (°/
√
h)
GG1320AN01∗ Ring Laser Gyro 454g † 0.04 0.04
SBG Systems MEMS <40g†† 30 0.4
ITG-3200 ∗∗ MEMS <10g†† 40 0.25
∗ Honeywell,∗∗ Invensens
† mono-axe, †† trois axes, ††† trois axes
Table 2.1  Performances des gyroscopes
2.5 Mesures et estimations
2.5.1 Capteurs
La prise en compte de la technologie et de la performance des capteurs est essentiel dans le
processus de conception des micro-drones. Les capteurs doivent permettre de déterminer l'état du
drone : sa position, sa vitesse, son orientation et sa vitesse de rotation. La connaissance de l'état des
actionneurs avec un bon niveau de précision est aussi intéressante pour améliorer les performances.
Pour obtenir l'orientation du drone pour un poids et un coût modéré, la technologie MEMS est
la plus communément adoptée. MEMS est un acronyme pour Microelectromechanical systems
ou microsystème électromécanique. Cette technologie permet de disposer d'accéléromètres, de
gyroscopes et de magnétomètres intégrés dans un circuit électronique d'une dizaine de grammes
dont le coût n'excède pas la centaine d'euros.
Gyroscopes
Des gyroscopes MEMS ITG-3200 sont utilisés. Un gyroscope MEMS est composé d'un oscil-
lateur, vibrant dans un plan, dont on peut mesurer les déplacements dans la direction orthogonale
à ce plan. Quand cet oscillateur est soumis à une rotation, la vitesse de translation liée à ses vibra-
tions induit une force de Coriolis. Cette force dirigée orthogonalement au plan de vibration va créer
un déplacement qu'il est possible de mesurer. Il est alors possible de déduire de ce déplacement la
vitesse de rotation. Bien que des capteurs MEMS aux performances élevées existent (Figure 1.1)
nous utilisons des capteurs bas coût. Le tableau 2.1 permet de comparer les performances de trois
modèles de gyroscopes avec un net désavantage pour les MEMS.
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Capteur Technologie Poids (g) Biais (mg) Bruit (°/
√
h)
QA2000-030 ∗ Quartz 71g † 4 7 /70
SBG Systems MEMS <40g†† 5 0.4
ITG-3200∗∗ MEMS †† 40 0.25
∗ Honeywell,∗∗ Invensens
†mono-axe, †† trois axes, ††† trois axes
Table 2.2  Performances des gyroscopes
Accéléromètres
Un accéléromètre MEMS trois axes ADXL345 est utilisé. Un accéléromètre MEMS est com-
posé d'une masse de référence relié à une suspension ﬂexible. Des lamelles solidaires de cette masse
sont intercalées dans un peigne ﬁxe. Lorsque le capteur subit une accélération, la masse se dé-
place entraînant les lamelles. En mesurant, l'écart entre les lamelles et les branches du peigne par
capacitance, on peut déduire la force appliquée à la masse et par suite l'accélération. Le vecteur
de mesure des accéléromètres am peut s'exprimer de la manière suivante :
am = ab − ~g (2.50)
où ab est l'accélération subie par le drone exprimé dans le repère lié au drone Rb et ~g, le vecteur
gravité exprimé dans le même repère. Le tableau 2.2 expose les performances de trois accéléro-
mètres.
2.5.2 Estimation d'attitude
Aucun capteur ne fournit directement l'attitude tout en respectant les contraintes de taille
et de poids imposées dans la conception d'un micro-drone. L'orientation du véhicule doit donc
être reconstruite à partir de plusieurs capteurs qui mesurent des informations liées à l'orientation.
L'association la plus classique est celle d'un accéléromètre 3 axes, d'un gyroscope 3 axes et d'un
magnétomètre 3 axes.
Si les premiers essais ont été eﬀectués avec une centrale d'attitude SBG qui intègre un
algorithme d'estimation d'attitude basé sur un ﬁltre de Kalman étendu, la plupart des essais ont
été eﬀectués avec un ﬁltre implémenté sur le microcontroleur sur la base d'un ﬁltre complémentaire
non linéaire. Ce ﬁltre reprend les principes énoncés dans [95, 96].
Le principe de cette fusion de données est d'utiliser les accéléromètres comme inclinomètre.
Liés au drone, les accéléromètres mesurent les accélérations du drone moins l'accélération gra-
vitationnelle. Ainsi, à l'équilibre, quand l'accélération du drone est nulle, les accéléromètres ne
mesurent que le vecteur gravité. On peut donc en déduire la verticale et par suite l'inclinaison du
drone. Les magnétomètres permettent d'obtenir le cap magnétique grâce à la mesure du champ
magnétique terrestre. L'intégration des vitesses de rotation mesurées par les gyroscopes donnent
une autre source d'information pour l'orientation précédemment obtenue grâce aux accéléromètres
et aux magnétomètres. Chaque source d'information a un défaut inhérent à la méthode de me-
sure employée. L'inclinaison déduite des accéléromètres n'est pas valide lorsque le drone subit
des accélérations. Les magnétomètres mesurent en plus du champ magnétique terrestre tous les
champs liés à l'environnement local (moteurs, cadres, ...). Les gyroscopes sont aﬀectés par des
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biais dépendant de l'environnement (température) qui font dériver sur le long terme l'intégration
des vitesses de rotations. La fusion de données permet de rendre cet ensemble d'informations
cohérent et délivre une orientation plus robuste.
Le ﬁltre décrit par la suite utilise le formalisme des quaternions. On note nˆ le quaternion
issue de l'estimation de l'attitude. La matrice de rotation équivalente au quaternion est notée
R(nˆ). Dans les trois paragraphes qui suivent nous décrivons une procédure d'initialisation du
ﬁltre, puis la mise à jour de l'estimation avant de détailler sa dynamique sur un axe.
Initialisation du ﬁltre
Avant d'estimer l'attitude du drone en mouvement, il est nécessaire de déterminer son
orientation initiale lorsqu'il est immobile. Cette étape permet aussi de déterminer un ensemble
de caractéristiques propres à l'environnement ou aux capteurs. Deux secondes sont laissées aux
capteurs pour leur initialisation. Pendant les deux secondes suivantes, une moyenne de la valeur
de chaque capteur est réalisée pour estimer leur biais. On note am le vecteur des accélérations
mesuré par les accéléromètres, mm le champ magnétique mesuré par les accéléromètres et Ωm
le vecteur des vitesses de rotations mesuré par les gyroscopes. Ces trois vecteurs sont exprimés
dans le repère Rb lié au drone. Ces signaux sont traités en temps discret et l'indice k permet de
désigner la valeur du signal à l'instant k.
Pour les accéléromètres, on s'intéresse à la norme à l'initialisation du drone. Elle est notée
gHome et évaluée en faisant la moyenne de Ns échantillons de la norme des accéléromètres. Elle







Pour les magnétomètres, ce n'est pas seulement la norme à l'initialisation qui nous intéresse
mais la valeur de chaque composante. La moyenne sur deux secondes des composantes du champs
















L'initialisation du quaternion passe par les angles d'Euler. Les angles de roulis et de tangage
sont calculés grâce aux accéléromètres et la connaissance du vecteur gravité g. En eﬀet comme
le suggère l'équation (2.50), si le drone est immobile les accéléromètres ne mesureront que le
vecteur gravité. L'angle de lacet est calculé grâce aux magnétomètres et la connaissance du champ
magnétique terrestre mT . La Figure 2.19 illustre les relations entre les mesures et les angles
recherchés. Tous ces calculs supposent que le drone est immobile à l'horizontale. Une fois initialisé,
l'estimation fonctionne selon le principe d'un observateur, avec une étape de prédiction et une
étape de correction.
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Figure 2.19  Description de l'initialisation des quaternions
Mise à jour de l'estimation
A chaque pas de temps, les données des capteurs sont mises en forme avec des données
issues de la calibration (facteur d'échelle, ...) pour obtenir les mesures dans la bonne unité. La
première étape consiste à réaliser une correction par rapport aux accélérations. Pour cela, celles-ci
sont normalisées avec la valeur de la gravité de référence, puis passées dans le repère inertiel Ro
grâce à l'estimation courante de l'attitude (quaternion estimé à l'instant précédent). Dans ces
conditions, le vecteur gravité idéal est unitaire sur l'axe z. L'erreur entre le vecteur d'accélération
idéal et le vecteur mesuré est calculée à l'aide d'un produit vectoriel et notée nG3. On s'assure
que la composante sur l'axe z de ce produit vectoriel est nulle, puisque l'on ne cherche à corriger
que les axes de tangage et de roulis avec les informations issues des accéléromètres. Finalement,
on repasse dans le repère lié au drone Rb. En résumé les opérations liées à la correction grâce à
la gravité sont :





nG3o = aˆo ∧
 00
−1
 , nG3oz = 0 (2.56)
La correction liée au champ magnétique suit le même principe. Après avoir normalisé les
mesures du champ magnétique par leur norme puis les avoir exprimées dans le repère inertiel Ro,
le produit vectoriel avec le champ magnétique nominal permet de calculer une erreur nM3. Si
l'algorithme doit fournir une référence de cap géographique absolue précise, le champ magnétique
idéal doit tenir compte de l'inclinaison χi et de la déclinaison χd locales du champ magnétique
terrestre. Il a été choisi de normaliser les composantes du champ magnétique avec la norme ins-
tantanée (plutôt que la norme moyenne à l'initialisation) pour limiter l'inﬂuence de perturbations









 , mT = mT‖mT ‖ (2.59)
nM3o = mˆo ∧mT , nM3ox = nM3oy = 0 (2.60)
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Les composantes hors du plan horizontal de l'erreur sont annulées car le champ magnétique
n'est utilisé que pour corriger l'angle de lacet.
On peut à présent calculer le vecteur vitesse de rotation Ωf incluant les diﬀérentes correc-
tions :




où kGP est le gain proportionnel de la correction liée aux accéléromètres et kMP le gain proportion-
nel de la correction liée aux magnétomètres. L'équation cinématique vériﬁée par les quaternions





0 −pf −qf −rf
pf 0 rf −qf
qf −rf 0 pf








L'estimation est ﬁnalisée en normalisant le quaternion obtenu.
Equations du ﬁltre sur un axe
Les formules sont reprises sur l'axe de tangage pour mieux comprendre la dynamique du
ﬁltre. On suppose que l'objet dont on estime l'attitude a un unique degré de liberté autour de












A partir de cette mesure et l'estimation de l'angle de tangage θˆ, on peut calculer l'accéléra-





 amx cos θˆ + amz sin θˆamy
−amx sin θˆ + amz cos θˆ
 ≈ −1
g
 amx + amz θˆamy
−amx θˆ + amz
 (2.64)
On peut à présent utiliser l'équation (2.56) pour calculer le terme de correction associée aux
mesures accélérométriques :








 amy−(amx + θˆamz)
0
 ≈
 0θ − θˆ
0
 (2.65)
nG3by = nG3oy (2.66)
L'équation d'évolution de l'angle estimé se reduit alors à :
˙ˆ
θ = qm + kGP (θ − θˆ) (2.67)
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(qm + kGP · θ) (2.68)
2.6 Modèle mécanique des drones : équation de la dynamique
Cette section reprend les principes de la mécanique des solides pour les appliquer aux drones
étudiés. Le résultat est une expression de la dynamique du drone qui intègre l'expression des eﬀorts
décrits dans les sections précédentes.
2.6.1 Quadrirotor
Description
Un quadrirotor est un aéronef composé d'une paire d'hélices contra-rotatives montées aux
extrémités d'une structure en forme de croix (Figure 2.20). Son usage actuel le plus courant
est la prise de vues à distance. Pour eﬀectuer cette mission, le drone est soit man÷uvré à vue
par un pilote, soit opéré avec un niveau d'autonomie supérieur le long d'un plan de vol. En
extérieur, les informations d'un capteur GPS permettent de suivre un plan de vol. D'importants
eﬀorts de recherche sont menés pour rendre cette fonction indépendante du GPS qui n'est pas
disponible à l'intérieur d'un bâtiment. Le problème de perception d'un environnement intérieur est
progressivement résolu grâce à l'exploitation de capteurs vidéos ou de capteurs LIDAR [26], [132]
[9]. Quel que soit le mode de guidage, la fonction de suivi de trajectoire est usuellement séparée en
deux niveaux : un pour l'algorithme de guidage et un pour l'algorithme de stabilisation. Les lois
de guidage donnent aux lois de stabilisation l'attitude de référence à suivre pour assurer le suivi
de la trajectoire. L'objectif de la loi de stabilisation est alors de suivre la référence d'attitude avec
une bande passante suﬃsamment large pour que la loi de guidage fonctionne correctement. De
plus, un engin évoluant en vol quasi-stationnaire est plus facile à piloter pour une personne sans
compétence particulière quand la position de l'organe de contrôle correspond à une orientation
pour le drone. L'attitude du quadrirotor est décrite à l'aide des angles d'Euler (Figure 2.22a).
Cette représentation est plus intuitive et ne pose pas de diﬃculté dans le domaine de vol prévu
pour le quadrirotor. On s'intéressera donc dans le chapitres 3 à la synthèse de correcteurs pour le
contrôle de l'attitude de plusieurs quadrirotors. Les conﬁgurations de quadrirotors utilisées pour
les expérimentations sont décrits sur la Figure 2.23. Les quadrirotors (b) et (c) sont de tailles
identiques et se distinguent uniquement par la carène qui protège les hélices du prototype (c). Le
quadrirotor (a) est lui plus grand et plus lourd que les deux autres.
Il existe deux conﬁgurations classiques pour la commande des quadrirotors : la forme en X
et la forme en croix. La forme en croix est illustrée par la Figure 2.20. Dans cette conﬁguration,
le quadrirotor est commandé par les rotors couplés par deux : deux rotors opposés commande
le roulis et les deux autres le tangage. Dans la conﬁguration en X, illustrée par la Figure 2.21,
les quatre rotors sont mis à contribution pour commander chaque axe. Le bras de levier est alors
divisé par
√
2 par rapport à la forme en croix. Cette dernière conﬁguration présente l'avantage de
demander une variation plus faible des vitesses de rotation pour produire le même moment.
Modélisation
La section 2.2 détaille l'obtention d'une formule analytique pour exprimer les eﬀorts qui
s'exercent sur un seul rotor. La procédure qui permet de calculer ces eﬀorts est détaillé dans
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Figure 2.20  Description d'un quadrirotor
(a) Conﬁguration en + (b) Conﬁguration en x
Figure 2.21  Mixage
l'annexe B.4. Il s'agit maintenant d'exprimer ces eﬀorts sur une conﬁguration quadrirotor. Cela
nous permet de mettre en évidence le moment de cabrage subi par le drone comme illustré sur la
Figure 2.22b. Une des informations nécessaires au calcul des eﬀorts est la vitesse aérodynamique
vue par le rotor. Dans le cas du quadrirotor, chacun des quatres rotors peut voir une vitesse
aérodynamique diﬀérente. On cherche donc à exprimer les conditions aérodynamiques locales à
chaque rotor. Dans la suite de cette section, on indique par l'indice i le rotor concerné en utilisant la
même numérotation que sur la Figure 2.20. Cette ﬁgure permet également de décrire la géométrie
du drone. Le centre de gravité du système est noté G, Ai représente le centre de gravité de
chaque rotor Pi et O le centre géométrique de la structure du quadrirotor. On peut ainsi écrire
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(a) Orientation du quadrirotor
Vitesse de translation u
(b) Eﬀet de cabrage
Figure 2.22
Figure 2.23  Les trois conﬁgurations de quadrirotor






 , [−−→GA1]B =
 l0
zG
 , [−−→GA2]B =
 0l
zG
 , [−−→GA3]B =
 −l0
zG





On introduit ainsi l la longueur d'un bras du quadrirotor et zG le décalage sur l'axe verticale entre
le centre géométrique et le centre de gravité. Les vitesses de rotations du drones et des rotors sont














u+ κirl + qzG v + νirl − pzG w − νiql − κipl
]T
(2.71)
κi = 0,−1, 0, 1, νi = 1, 0,−1, 0 (2.72)
61
Chapitre 2 - Modélisation des systèmes de drones
Les constantes κi et νi permettent d'avoir une expression unique de la vitesse tout en tenant
compte du sens de rotation du rotor et de son positionnement par rapport à l'orientation du
repère central Rb.























 u− uwv − vw
w − ww − λ0

En injectant ces expressions, dans celles des eﬀorts proposées dans la section 2.2, on peut obtenir
la forme compacte proposée dans [97] :
−→







































M i désignent respectivement les forces et les moments extérieurs appliqués sur le qua-
drirotor. Les relations (2.75), (2.76), où a, b, λi et νi (i ∈ J1, 4K) sont des constantes qui dépendent
des caractéristiques des hélices, montrent essentiellement le rôle important de la vitesse de trans-
lation sur la dynamique de rotation. Ces constantes peuvent être calculées à partir de mesures
faites sur le prototype.
Pour obtenir le système dynamique régissant la rotation du drone, on applique le théorème
du moment cinétique. Celui-ci requiert l'expression de la dérivée du moment cinétique LboG du
système. On considère le système comme composé d'un corps principal ﬁxe et des 4 hélices en
rotation qui vont aussi contribuer au moment cinétique du système. Il peut s'exprimer dans le
repère lié au drone de la manière suivante :










 ‖GPi‖2 − (GPi.xB)2 −(GPi.xB)(GPi.yB) −(GPi.xB)(GPi.zB)−(GPi.yB)(GPi.xB) ‖GPi‖2 − (GPi.yB)2 −(GPi.yB)(GPi.zB)








 2z2G + l2 0 00 2z2G + l2 0
0 0 2l2
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En utilisant les symétries du drone, les matrices d'inertie sont réduites à des matrices dia-
gonales décomposées de la façon suivante :
[JB] =
 JBxx 0 00 JByy 0
0 0 JBzz
 , [JP ] =
 JPxx 0 00 JPyy 0
0 0 JPzz
 (2.78)






 J˜Bxx p˙+ (J˜Bzz − J˜Byy)qr + JPzzq
∑4
i=1 iωi
J˜Byy q˙ + (J˜Bxx − J˜Bzz)rp− JPzzp
∑4
i=1 iωi




En appliquant le principe fondamentale de la dynamique, on obtient la dynamique complète




















GAi ×−→F i +−→M i
) (2.80)
Modèle Linéaire
En raison de la symétrie du drone, on s'intéresse seulement à l'axe de tangage. On cherche
un modèle linéarisé autour d'un pseudo-équilibre déﬁni par des vitesses de rotation nulles, des
accélérations nulles et une vitesse verticale nulle. En éliminant tous les termes de couplage entre




(−(ω1 + ω3)µ2q + la(ω21 − ω23) + (ω1 + ω3) (λ1zG + η3)u) (2.81)
On fait le choix d'un mixage en croix (voir Figure 2.21a) pour décrire le modèle. Ainsi, seules
les vitesses de rotation des rotors 1 et 3 interviennent. On constate que la vitesse translation u














La dynamique de translation verticale est incluse car elle est utilisée pour déterminer les vitesses
de rotation des rotors à l'équilibre. Si l'on choisit un angle de tangage d'équilibre θeq, on peut dé-
terminer la vitesse d'équilibre ueq qui le drone atteindra ainsi que la vitesse de rotation d'équilibre
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Le drone est commandé en modiﬁant les vitesses de rotation des rotors d'une même grandeur δω.
On peut ﬁnalement exprimer le modèle linéarisé de la dynamique longitudinale :θ˙q˙
u˙
 =





















La fonction de transfert qui correspond au système décrit par (2.84) est notée GXu,Mu(s).
La forme du modèle ne dépend pas de l'équilibre recherché. Les valeurs des paramètres vont par
contre évoluer.
Les procédures utilisées pour générer le modèle linéarisé pour une condition de vol sont
décrites dans les algorithmes B.1, B.2, B.3, B.4.
Les données numériques utilisées pour les paramètres des quadrirotors sont exposées dans
le Tableau B.1. La structure est assimilée à une plaque plane dont le coeﬃcient de trainée est
donnée par exemple dans [52]. Le coeﬃcient de raideur de la pale est celui donné par [70].
Ces données numériques permettent d'obtenir les coeﬃcients suivant :









Figure 2.24  Repère associé au MAVion
Cette section présente le modèle dynamique du drone hybride MAVion. Sans prendre en
compte la dynamique des actionneurs, ni celles des capteurs, on considère que la position des
gouvernes et la vitesse de rotation des rotors sont les entrées du système. Il s'agit d'exprimer les
forces et moments régies par ces entrées. Le drone est schématisé sur la Figure 2.24. En utilisant
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le repère lié au drone qui y est décrit, le drone aura un angle de tangage de 90◦ en vol stationnaire
et autour de 0◦ en vol d'avancement. La ﬁgure met en évidence la symétrie du drone par rapport à
l'axe −→x b que l'on exploite pour la modélisation. On considère que le MAVion est constitué de deux
parties identiques chacune composée d'un rotor et d'une gouverne. Ces deux parties correspondent
à la partie gauche et droite du drone si l'on divise la voilure en son milieu. Les deux parties sont
modélisées exactement de la même manière, seules leurs entrées diﬀèrent. Aucune interaction
directe n'est considérée entre elles, notamment d'un point de vue aérodynamique. Pour chaque




















M rot sont les eﬀorts du rotor calculés selon la procédure B.4 décrite dans la section 2.2,−→
F aero et
−→
Maero sont les eﬀorts aérodynamiques décrits section 2.3 et
−→
P le poids. Les eﬀorts des
rotors dépendent de leur vitesse de rotation (ωR pour le rotor droit, ωL pour le rotor gauche)
et de la vitesse aérodynamique
−→
Va. La procédure B.4 fournit également le coeﬃcient de ﬂux du
rotor λ0 ce permet de calculer la vitesse induite vi, l'angle d'incidence local αa et le rayon du
ﬂux aval au rotor donc la surface en interaction Si. Ces paramètres permettent de calculer les
eﬀorts aérodynamiques d'une part de la partie en interaction avec le rotor et d'autre part de la
surface libre. Les eﬀorts aérodynamiques présentés dans la section 2.3 sont calculés dans le repère
aérodynamique. Il convient de les exprimer dans le repère lié au drone :
Fx = L · sinα−D · cosα
Fz = −L · cosα−D · sinα
(2.87)
La Figure 2.25 synthétise l'approche utilisée pour la modélisation de la dynamique du vol
du MAVion.
La man÷uvre qui nous intéresse particulièrement est la transition équilibrée du vol sta-
tionnaire au vol d'avancement et inversement. Le modèle mis en place permet de vériﬁer que le
prototype peut eﬀectivement réaliser cette man÷uvre. Les points de pseudo-équilibre sont cherchés
pour des vitesses de translation longitudinales Vex de 0 m.s
−1 à 10 m.s−1.
Pour explorer cette plage de vitesse, il faut parcourir l'ensemble de la plage des angles de
tangage comme le montre la Figure 2.26. Maintenir une vitesse nulle nécessite une légère inclinaison
à cause de la portance du proﬁl souée par les rotors. La vitesse induite par les rotors diminuent
avec la vitesse d'avancement (Figure 2.27a) et pourrait entrainer une baisse de l'eﬃcacité des
gouvernes. Cette diminution est cependant compensée par la vitesse de translation, de sorte que
la vitesse totale vue par les parties souées par les rotors ne diminuent pas (Figure 2.27b). De
plus, la partie de la voilure qui n'est pas inﬂuencée par les rotors va progressivement apporter sa
contribution.
L'importance du soue des rotors sur la voilure peut également être mise en évidence par
l'analyse de l'angle d'incidence durant la transition (Figure 2.28). Dans la section 2.3.2, plusieurs
angles d'incidence ont été déﬁnis sur la Figure 2.10 pour décrire l'interaction entre la voilure et
les rotors. On constate à sur la Figure 2.28a que la surface libre va, comme on peut s'y attendre,
décrocher par contre la partie de la voilure souée par les rotors aura une incidence relativement
faible du vol stationnaire au vol d'avancement (Figure 2.28b). Ce constat montre l'importance de
bien déterminer la vitesse induite des rotors lors de la conception d'un drone hybride. En eﬀet
celle-ci détermine directement la capacité du drone à faire la transition entre les deux phases de
vol sans que la voilure ne décroche dans sa totalité.
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Figure 2.25  Schéma de principe de la modélisation

















Figure 2.26  Evolution de l'angle de tangage d'équilibre en fonction de la vitesse longitudinale
d'équilibre
L'avantage de ce type de drone est de consommer moins d'énergie qu'un multirotor en vol
d'avancement. La consommation énergétique étant essentiellement liée à la poussée des rotors,
une bonne mesure de celle-ci est donnée par leur vitesse de rotation. On constate grâce à la Figure
2.29 que la vitesse d'équilibre des rotors passe par un minimum puis augmente de nouveau avec
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Figure 2.27  Evolution de la vitesse induite et totale en fonction de la vitesse longitudinale
d'équilibre



































(b) Incidence induite αa
Figure 2.28  Evolution des angles d'incidence vue par la voilure et induits rotors en fonction de
la vitesse longitudinale d'équilibre
la vitesse de translation.
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Figure 2.29  Evolution de la vitesse moyenne des rotors en fonction de la vitesse longitudinale
d'équilibre
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3 Loi de pilotage pour une famille de quadrirotors
Les quadrirotors sont une catégorie populaires de drones qui se déclinent en plusieurs tailles
et conﬁgurations. Pour favoriser la ﬂexibilité du système embarqué, un correcteur unique pour
plusieurs prototypes est mis en oeuvre. L'objectif est de garantir les performances de la boucle
fermée malgré les variations de conﬁguration. Ce chapitre présente la synthèse de correcteurs
pour le contrôle de l'attitude d'un quadrirotor selon deux méthodes très proches de commandes
adaptatives indirectes. Pour des raisons de symétrie seul l'axe longitudinal est considéré. L'objectif
du correcteur est donc de contrôler l'angle de tangage θ.
3.1 Modèle pour la commande
3.1.1 Dynamique longitudinale
La section 2.6.1 a permis de détailler la modélisation globale d'un drone quadrirotor. On
s'intéresse dans ce chapitre uniquement à son comportement sur l'axe de tangage, dont on formule
un modèle linéarisé : θ˙q˙
u˙
 =





















La fonction de transfert qui correspond au système décrit par (3.71) est notée GXu,Mu(s). La forme
du modèle ne dépend de l'équilibre recherché. La valeur des paramètres va par contre évoluer. Ces
données numériques permettent d'obtenir les coeﬃcients suivant : Mu = 2.34515, Xu = −0.09,
Md = 0.67.
3.1.2 Interaction entre l'estimation d'attitude et le quadrirotor
L'algorithme d'estimation d'attitude décrit dans la section 2.5.2 montre comment les me-
sures de vitesses de rotation sont couplées aux mesures d'accélérations pour estimer l'attitude.
Une hypothèse importante de cet algorithme est que les accéléromètres ne mesurent que l'accéléra-
tion gravitationnelle, c'est à dire que le véhicule est en quasi-équilibre. On dispose à présent d'un
modèle du quadrirotor, il est intéressant d'étudier le couplage entre l'estimation et la dynamique
de celui-ci. L'étude est menée sur l'axe de tangage. On rappelle la formule utilisée pour calculer
l'attitude :




La mesure de la vitesse de tangage q est supposée parfaite. L'estimée de l'accélération inertielle
longitudinale fait intervenir les mesures d'accélération dans le repère lié au véhicule et l'estimation
précédente de l'angle de tangage. Le ﬁltre cherche ainsi à annuler l'estimation de l'accélération
69
Chapitre 3 - Loi de pilotage pour une famille de quadrirotors
inertielle pour respecter l'hypothèse initiale à savoir que le véhicule est en quasi équilibre (im-
mobile ou à vitesse constante). L'estimation de l'accélération inertielle représente ainsi l'erreur
d'estimation de l'angle de tangage.
Pendant une man÷uvre, l'hypothèse est bien entendue violée, l'estimée d'accélération iner-
tielle est donc exprimée avec la dynamique du véhicule pour pouvoir étudier cet eﬀet. La mesure
des accéléromètres est donnée par :
amx = abx − (−g sin θ)
amz = abz − (g cos θ)
(3.3)





amx = Xuu+ g sin θ
amz = −g cos θ
(3.4)
En réinjectant dans l'expression de l'accélération on obtient :
aˆox = amx cos θm + amz sin θm
= Xuu cos θm + g sin(θ − θm)
(3.5)
Enﬁn, la dynamique d'estimation (3.2), linéarisée autour du vol stationnaire (θ = θm = u = 0),
peut s'écrire :
θ˙m = q + kGP (θ − θm) + kGPXu
g
u (3.6)
On retrouve dans le terme de correction kGP (θ−θm) mais aussi un terme perturbateur lié à
l'accélération longitudinale du drone. On peut à présent écrire la dynamique du système en boucle
fermée pour illustrer le couplage entre la dynamiques d'estimation et celle du véhicule :{
θ˙m = q +
kGP
g (Xuu+ g(θ − θm))
u˙ = Xuu− gθ
(3.7)





s2 + (kGP −Xu)s− 2kGPXu
(s−Xu)(s+ kGP ) (3.8)
Le module de la réponse fréquentielle de cette fonction de transfert est représenté sur la
Figure 3.1 en utilisant les valeurs de kGP = 0.4 et Xu = −0.09. On constate que l'estimateur
agit comme un ampliﬁcateur aux très basses fréquences. Cela correspond en régime permanent à





La réponse fréquentielle montre de plus qu'à hautes fréquences l'estimateur fournit l'estima-
tion sans erreur. Cela correspond à l'utilisation des gyroscopes seuls puisque plus on baisse kGP
plus la plage de fréquence pour laquelle l'estimation est fausse est réduite. Asymptotiquement,
kGP = 0 signiﬁe que l'accélération n'est pas utilisé pour l'estimation. De la même manière, si la
trainée est importante,Xu grand, l'estimation est erronée sur une plus grand plage de fréquence.
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Figure 3.1  Module de la fonction de transfert θm/θ(s)
3.2 Identiﬁcation en ligne
L'identiﬁcation des systèmes désigne l'ensemble des méthodes permettant de calculer les
paramètres qui régissent le comportement dynamique d'un système. De l'usage du modèle identiﬁé
va beaucoup dépendre le choix d'une part de la structure du modèle et d'autre part la méthode
employée. Parmi ces usages on peut citer la simulation haute ﬁdélité, la commande ou l'étude
des performances. Dans le cadre de la commande adaptative qui nous intéresse ici, on cherche
bien évidemment à identiﬁer un modèle pour la commande avec la contrainte supplémentaire du
fonctionnement en ligne de la méthode. Cela contraint la dimension du modèle et le raﬃnement de
l'algorithme en terme de complexité de calcul. Malgré ces contraintes, un vaste choix de méthodes
s'oﬀre à nous et il convient d'en énoncer les grands principes avant de décrire plus précisément
l'implémentation des techniques que nous avons retenues pour notre application.
Les algorithmes présentés ici se placent tous dans un contexte probabiliste pour modéliser
les erreurs et incertitudes. On rappelle deux algorithmes utilisés à savoir le ﬁltre de Kalman étendu
(Extended Kalman Filter, EKF), et les moindres carrés récursifs (Recursive Least Square, RLS).
Les deux algorithmes sont présentés dans le formalisme du ﬁltre de Kalman pour montrer quelles
sont les points où ils se distinguent de la formulation originale du ﬁltre et mettre en exergue les
objectifs de ces modiﬁcations.
3.2.1 Filtre de Kalman linéaire
Le ﬁltre de Kalman tel qu'il a été introduit par Kalman en 1960 repose sur la modélisation
discrète d'un système à l'aide de sa représentation d'état. On considère la représentation d'état
suivante : {
xk+1 = Fkxk +Gkuk + wk
yk = Hkxk +Dkuk + vk
(3.9)
71
Chapitre 3 - Loi de pilotage pour une famille de quadrirotors
où xk représente l'état du système à l'instant k, uk représente l'entrée du système à l'instant k,
yk représente les mesures du système à l'instant k. Les matrices Fk, Gk, Hk et Dk vériﬁent les
contraintes de dimensions suivantes :
Fk ∈ Rn×n, Gk ∈ Rn×m, Hk ∈ Rp×n et Dk ∈ Rp×m
Les signaux wk et vk sont des vecteurs de bruits blancs gaussiens modélisant les éléments de la
dynamique du système que l'on n'est pas capable d'exprimer de manière déterministe et linéaire.
Un bruit blanc est un signal aléatoire stationnaire dont la densité spectrale de puissance est
constante sur l'ensemble des fréquences. On fait de plus l'hypothèse d'ergodicité pour ces signaux
de sorte que leurs moments statistiques sont équivalents à leurs moments temporels. On peut ainsi
exprimer leur fonction d'autocorrélation de la manière suivante :
E[wkw
T
k+n] = Q · δn E[vkvTk+n] = R · δn
La distribution de Dirac à l'instant n est noté δn. Les matrices Q et R sont dénommées matrices
de covariances et permettent de caractériser à chaque à la distribution normale de wk et vk.
Le signal wk est dénommé bruit d'états car il impacte directement sur la dynamique du
système. Il sera utilisé pour représenter l'incertitude sur le modèle choisi. Le signal vk est appelé
bruit de mesures car il est ajouté aux mesures du système. Il servira à modéliser les caractéristiques
des capteurs.
Le rôle d'un ﬁltre de Kalman est d'estimer l'état x du système, estimation notée xˆ en
minimisant la variance de l'erreur d'estimation Pk = E[(xk − xˆk)(xk − xˆk)T ].
L'estimateur qui garantit ces propriétés suit les équations (3.10). Elles sont séparées en
deux parties. La première partie tire partie du modèle pour prédire le nouvel état ainsi que la
covariance. La covariance a priori permet de calculer le gain de Kalman qui est ensuite utilisé
dans l'étape de correction de l'état et de la covariance.











xˆk+1/k+1 = xˆk+1/k +Kk+1(yk+1 −Hk+1xk+1/k)
Pk+1/k+1 = Pk+1/k −Kk+1Hk+1Pk+1/k
(3.10c)
Les indices permettent d'identiﬁer les étapes de prédiction et de correction. L'indice k+1/k désigne
la variable à l'instant k + 1 en connaissance de l'état à l'instant k. Il s'agit de la prédiction.
3.2.2 Estimation de paramètres
Le ﬁltre présenté dans la section précédente peut servir pour estimer les paramètres d'un
modèle formé d'une relation linéaire entre des mesures. Dans cet objectif, les paramètres à estimer
sont intégrés aux états du ﬁltre. Si l'on postule l'existence de la relation linéaire suivante liant des
états du système :
ye = φ
T p (3.11)
où ye représente une mesure de l'état du système ou une grandeur calculée à partir d'une ou
plusieurs mesures de l'état du système. Le vecteur φ est construit de la même manière et est
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dénommé régresseur ou vecteur de régression. Les paramètres p sont les grandeurs que l'on souhaite
estimer. Une telle relation pourra être déduite de la modélisation physique du système. Cependant,
ces paramètres estimés ne peuvent pas toujours être des paramètres physiques porteurs de sens.
La relation (3.11) peut être vue comme l'équation d'observation du ﬁltre de Kalman. De ce point
de vue, le vecteur de paramètres p est le vecteur d'états du ﬁltre et le régresseur φ la matrice
d'observation. On note ε le bruit de mesure caractérisé par sa moyenne nulle et une variance de
σ2e . La matrice de covariance du ﬁltre devient :
P = E{(p− pˆ)(p− pˆ)T } (3.12)
On marque d'un chapeauˆles quantités estimées.
L'algorithme des moindres carrés récursifs ou Recursive Least Square (RLS) permet de
trouver pˆ qui minimise l'erreur quadratique suivante :
min
pˆ∈RNp+1
‖ye − yˆe‖2, yˆe = pˆTφ (3.13)
L'algorithme RLS est traditionnellement présenté avec les équations suivantes :
K(k + 1) = P (k)φ(k)
(
φT (k)P (k)φ(k) + σ2e
)−1
(3.14)
pˆ(k + 1) = pˆ(k) +K(k + 1)(ye − yˆe) (3.15)
P (k + 1) = P (k)−K(k + 1)φT (k)P (k) +Q (3.16)
L'erreur de prédiction est utile pour vériﬁer la cohérence de la modélisation :
E{(ye − yˆe)(ye − yˆe)T } = φT (k)P (k)φ(k) + σ2e (3.17)
Cet algorithme fournit non seulement l'estimation des paramètres pˆ mais aussi une mesure de la
conﬁance en ces estimations à travers la matrice de covariance P . Pour initialiser l'algorithme, il
faut choisir la valeur des initiales des paramètres ainsi que celle de la matrice de covariance. Cette
dernière est en général choisie diagonale. On choisit la covariance associée à chaque paramètre
en fonction de la connaissance préalable que l'on a sur chaque paramètre. Une grande covariance
initiale signiﬁe que l'on connait mal le paramètre, il va donc pouvoir évoluer rapidement pour
correspondre aux premières mesures.
Colinéarité des données La mise en ÷uvre d'algorithmes de types moindres carrés peut s'avé-
rer délicate en présence de données colinéaires induisant alors des singularités. Considérons le
problème sous sa forme non récursive :
Ye = Φ





 = [m1 m2 · · · ] (3.18)
où Ye est un vecteur composé des ye à chaque instant et ΦT une matrice qui a pour ligne les
vecteurs φ à chaque instant. Le vecteur pˆ qui minimise l'erreur quadratique entre le modèle et les
mesures observées a la forme suivante :
pˆ = (ΦΦT )−1ΦYe (3.19)
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La solution du problème des moindres carrés telle qu'exprimée dans (3.19) nécessite l'inversion
d'une matrice. Il est intéressant de comprendre dans quelle condition cette inversion n'est plus
possible. Ainsi en supposant que le régresseur φ est constitué de trois mesures m1, m2 et m3 et
que, de plus, la troisième mesure est une combinaison linéaire des deux autres m3 = λ1m1+λ2m2,











 [m1 m2 λ1m1 + λ2m2]
=[c1 c2 λ1c1 + λ2c2]
(3.20)
où il apparait clairement que ΦΦT n'est pas inversible. En dehors du cas où l'on aurait mal conçu
l'estimateur, il est possible de se retrouver dans des conditions similaires par inadvertance en raison
des conditions dans lesquelles ont été acquises les données de la matrice Φ. En l'occurrence, si l'on
imagine deux mesures m1 et λ1, avec un modèle qui conduise à un régresseur de la forme Φ =
[m1 λ1]. Si durant l'expérimentation de collecte des données, le paramètre λ1 reste quasiment
constant, on sera confronté à une matrice presque non inversible qui conduira à des diﬃcultés
numériques.
3.2.3 Implémentation
L'algorithme RLS peut poser des problème de conditionnement numérique, en particulier
dans la manipulation de la matrice de covariance. En eﬀet, celle-ci est par déﬁnition positive mais
la formulation initiale de l'algorithme permet dans certains cas d'obtenir une matrice non positive.
Ce problème a été identiﬁé très tôt (dès les années soixante) dans le cas du ﬁltrage de Kalman,
d'autant plus que les calculateurs de l'époque avait une précision de calcul inférieure. Il est apparu
nécessaire de garantir la positivité à chaque étape de calcul du ﬁltre et d'avoir un moyen simple de
la vériﬁer. Plusieurs méthodes ont été proposées pour pallier ce problème dont on peut trouver les
détails dans le Chapitre 6 de [64]. Plusieurs méthodes font appel à une factorisation de la matrice
de covariance et diﬀèrent entre elles dans la manière de mettre à jour les facteurs à chaque instant.
On retient la méthode de Biermann-Thornton [27] qui utilise la factorisation U-D d'une matrice
positive. La comparaison avec l'implémentation standard montre des performances accrues pour
un temps de calcul équivalent [88].
3.2.4 Préconditionnement des données
L'utilisation des données brutes des capteurs dans les algorithmes d'estimation ne donne
pas de bons résultats. Ce constat n'est pas lié aux performances des algorithmes.
De plus certaines grandeurs que l'on suppose connues ne sont pas mesurées et sont recons-
truites. Souvent l'estimation de paramètres représentant la dynamique d'un système nécessite la
connaissance des dérivées des signaux mesurés. Une diﬀérentiation numérique du premier ordre
se révèle trop sensible au bruit de mesure. Les sections qui suivent introduisent un lisseur puis la
méthode de diﬀérentiation numérique dite des diﬀérences centrales.
Lisseur
Pour lisser le signal, on utilise la moyenne glissante de Spencer. Ce lisseur consiste à prendre
la moyenne glissante pondérée avec les coeﬃcients -3/4, +3/4, 1, +3/4, -3/4 d'une succession de
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SMAl = −3/4 ·MA544l+1 + 3/4 ·MA544l+2 +MA544l+3 + 3/4 ·MA544l+4 − 3/4 ·MA544l+5
(3.21)





(−3un−7 − 6un−6 − 5un−5 + 3un−4 + 21un−3 + 46un−2 + 67un−1+
74un + 67un+1 + 46un+2 + 21un+3 + 3un+4 − 5un+5 − 6un+6 − 3un+7)
(3.22)
Le diagramme de Bode de ce ﬁltre est représenté Figure 3.2 pour une fréquence d'échantillonnage
de 100Hz, tel qu'il sera utilisé plus tard. Cette représentation met en valeur le comportement
passe-bas du ﬁltre et sa bande passante à −3dB de 60rad.s−1. De plus, sa phase est linéaire.



























Figure 3.2  Diagramme de Bode du lisseur échantillonné à 100Hz
Diﬀérentiation numérique
L'obtention en temps réel de la dérivée d'un signal bruité est une tâche délicate qui requiert
un soin particulier. Plusieurs méthodes existent dans la littérature. Les auteurs de [100, 99, 62]
proposent d'approximer le signal par un polynôme d'ordre réduit puis d'utiliser la dérivée de ce
polynôme comme la dérivée du signal. Une formulation utilisant des intégrateurs est développée
pour ne calculer que le coeﬃcient utile, plutôt que de calculer l'ensemble des coeﬃcients par la
résolution d'un problème de moindres carrées. Une autre solution utilisant un lisseur optimal (de
Kalman) à retard ﬁxe est décrite dans [45]. La méthode décrite ici repose sur l'identiﬁcation d'un
polynôme qui représente le signal sur une période avant et après l'instant auquel on souhaite
calculer la dérivée (Figure 3.3). La dérivée du signal sera alors donnée par la dérivée du polynôme
au point d'intérêt. On parlera de dérivée m-ième à l'ordre N lorsque l'on utilise N points avant
et après le point d'intérêt pour évaluer la dérivée m-ième du signal. On dispose donc de 2N + 1
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... n−2 n−1 n n+1 n+2 ...
y(n)
Figure 3.3  Principe du ﬁltre de diﬀérentiation
points à interpoler avec un polynôme que l'on choisit d'ordre minimum pour passer par l'ensemble
des 2N points. On nomme u le signal d'entrée que l'on cherche à dériver, il est échantillonné
à une période h. Le signal d'entrée échantillonné est noté un = u(n · h). Le polynôme P est le
polynôme fonction du temps qui approxime le signal u(t) tel que P (0) = un. On introduit le










i = P (k), , avec αi = αi · hi et t = k · h (3.23)
Il s'agit à présent de calculer les coeﬃcients du polynôme en fonction des valeurs du signal.
Les calculs seront eﬀectués avec le polynôme dont les coeﬃcients sont normalisés (αi). Le système
d'équations s'écrit alors :
un−N = P2N (−N)
un−(N−1) = P2N (−(N − 1))
...
un = P2N (0)
...
un+N = P2N (N)
⇐⇒
un−N = α0 − α1N + α2N2 + · · · − α2N−1N2N−1 + α2NN2N




un+N = α0 + α1N + α2N
2 + · · ·+ α2N−1N2N−1 + α2NN2N
(3.24)
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En additionnant et soustrayant les équations de part et autre du point central (un+i + un−i et
un+i − un−i ), on obtient deux systèmes d'équations, l'un contient les termes pairs et l'autre les
termes impairs. Sous forme matricielle, le système est le suivant pour les termes impairs :

1 1 1 · · · 1
2 23 25 · · · 22N−1
...
...

















 , noté Aoα0 = 12ud (3.25)
Pour les termes pairs :
1 0 0 · · · 0
1 1 1 · · · 1
1 22 24 · · · 22N
...
...























La dérivée m-ième au point d'intérêt s'exprime de la manière suivante :
P (m)(0) = m!αm (3.27)
Pour une dérivée d'ordre pair, il faudra donc résoudre le système sur les coeﬃcients pairs et
inversement pour une dérivée d'ordre impair. A partir des systèmes matriciels précédemment
introduits, on obtient :
m impair m pair












bTi = [0 · · · 0 1︸︷︷︸
i-ème terme
0 · · · 0]
L'objectif ﬁnal est de calculer la dérivée m-ème du signal u(t), c'est à dire P
(
m)(t) pour
t = 0 :
yn = P
(m)
(0) = m!αm = m!
αm
hm
En résumé, on peut écrire yn comme la sortie d'un ﬁltre qui a pour entrée u. Ce ﬁltre a, pour m










La Figure 3.4 présente le diagramme de Bode du ﬁltre seul (en bleu) pour N = 8 échan-
tillonné à 100Hz. Sa bande passante n'est limitée que par la fréquence de Nyquist, il est donc
intéressant de lui associer le ﬁltre de lissage décrit dans la section précédente 3.2.4. Le diagramme
de Bode de la combinaison des deux ﬁltres est représenté en vert sur la Figure 3.4. L'ensemble est
à phase linéaire, c'est à dire que l'on maîtrise le retard de l'information causé par le ﬁltre.
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Figure 3.4  Diagramme de Bode du ﬁltre diﬀérentiateur (en bleu) pour N = 8 échantillonné à
100 Hz accompagné de celui du ﬁltre précédé du lisseur (vert)
3.3 Commande adaptative indirecte duale
Le principe de la commande adaptative duale est décrit dans la section 1.5.4. La Figure
3.5 permet de rappeler les caractéristiques propres à la commande duale : la prise compte de la
qualité de l'identiﬁcation dans le calcul de la commande. L'approche duale mise en place pour
le quadrirotor procède en deux étapes. Une première étape prend en compte l'incertitude sur les
paramètres identiﬁés, c'est le correcteur prudent. La deuxième étape modiﬁe la commande pour
améliorer l'identiﬁcation, c'est la modiﬁcation duale.
On considère un système mono-entrée multi-sorties observable et gouvernable. Sans perte de
généralité, sa représentation d'état a une forme compagne horizontale. L'entrée est mise à l'échelle
par une constante b. La matrice dynamique A dépend des paramètres δi. On suppose pour A une
dépendance rationnelle par rapport aux δi, ce qui assure l'existence d'une représentation linéaire
fractionnaire (Linear Fractional Representation, LFR) de A :
A(∆) = F(M,∆), ∆ = diag(δ1, · · · , δNp) (3.30)
Les paramètres à estimer sont donc ceux du bloc ∆ et le paramètre d'eﬃcacité de l'entrée b.
BT =
[
0 . . . 0 b
]T
(3.31)
3.3.1 Estimation de paramètres
Pour être utilisé dans le contexte de la commande duale, la seule contrainte pour l'algo-
rithme d'identiﬁcation est qu'il fournisse une mesure stochastique de la qualité de l'estimation.
Les algorithmes décrits section 3.2 le font tous, ils sont donc interchangeables de ce point de vue.
Par la suite, l'algorithme des moindres carrés récursifs est employé.
On considère une relation linéaire entre la sortie ye, le vecteur de paramètres p et le régres-





δ1, · · · , δNp , b
]
(3.33)
où ε représente le bruit de mesure de moyenne nulle et de variance σ2e .
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Figure 3.5  Architecture de commande duale
L'algorithme RLS permet de déterminer pˆ qui minimise le critère suivant :
min
pˆ∈RNp+1
‖ye − yˆe‖2, yˆe = pˆTφ (3.34)
P = E{(p− pˆ)(p− pˆ)T } (3.35)
On note par la suite pˆ les paramètres estimés et P la matrice de covariance qui nous donne une
mesure de la conﬁance que l'on peut avoir dans les paramètres estimés. Pb désigne la variance de
b. Plus généralement, Pp1p2 représente la covariance des paramètres p1 et p2. La commande duale
repose sur l'utilisation à chaque instant des deux informations.
3.3.2 Correcteur à équivalence certaine
Diﬀérentes méthodes de synthèse LPV peuvent être appliquées pour trouver un correcteur
K(∆) qui dépend des paramètres du système. On suppose que K dépend rationnellement des
paramètres pour pouvoir le mettre sous forme LFR. Cette forme permet d'utiliser des méthodes
de validation classique. Cette étude n'a pris en compte que des correcteurs statiques. La signal de
commande à équivalence certaine (certainty equivalence, CE) est obtenu à partir du correcteur K





où ∆ˆ représente un bloc de la même structure que ∆ mais évaluer avec les estimées de chaque
paramètre.
∆ˆ = diag(δˆ1, · · · , δˆNp) (3.37)
L'application directe de ce signal de commande peut s'avérer dangereuse en particulier pendant
la phase d'initialisation de l'estimateur. La commande prudente répond à ce problème.
3.3.3 Commande prudente
La ﬁnalité est de prendre en compte l'incertitude, exprimée dans un formalisme stochas-
tique, sur l'estimation des paramètres. L'objectif de commande est donc aussi exprimé sous forme
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stochastique. Le signal de commande est modiﬁé pour minimiser la variance de l'écart au compor-






Appliqué au système sans perturbation, cela déﬁnit le comportement nominal de la boucle
fermée :
˙ˆxn = A(∆)xˆn +Bun (3.39)
Les représentations continues des deux systèmes sont maintenant passées en temps discret
puisque l'estimation de paramètres s'eﬀectue en temps discret :
z(k + 1) = pTφ(k) + bu(k) + ε(k) (3.40)
zn(k + 1) = p
Tφ(k) + bun(k) (3.41)
où p représente la dynamique discrète du système, b l'eﬃcacité de la commande pour le système
discrétisé et ε l'erreur de la dynamique discrète. On peut faire l'hypothèse que la discrétisation
est exacte étant donné que p et b ne sont jamais calculés.
L'objectif de commande prudente est exprimé avec la fonction coût suivante :
Jc(k) = E
{
γ2(zn(k + 1)− z(k + 1))2
}
(3.42)
où z est la sortie contrôlée et γ une constante que l'on déﬁnira plus tard pour simpliﬁer les calculs.
Théorème 3.3.1. La minimisation de la fonction de coût Jc à l'instant k déﬁnit la commande
prudente suivante :
uc(k) =
Cov(K(∆), b) + bˆE{K(∆)}
(bˆ2 + Pb)
y(k) (3.43)









{−2bK(∆)y(k)u(k) + b2u(k)2}+ d(k) (3.44)
ε(k) est indépendante de u(k) et de un(k). d(k) est indépendant de u(k) et peut donc être omis
pour l'optimisation.
L'expression précédente est développée et sachant que la covariance de variables aléatoires
X, Y est déﬁnie par :
Cov(X,Y ) =E {(X − E{X})(Y − E{Y })}
=E{XY } − E{X}E{Y } (3.45)
la fonction coût devient alors :
Jc(k) =− 2u(k)E {bK(∆)y(k)}+ (bˆ2 + Pb)u(k)2 + d(k)
=− 2u(k)
[








En dérivant la dernière expression par rapport à u(k) et en cherchant la valeur de u(k) qui annule
la dérivée, on obtient l'expression (3.43).
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L'expression (3.43) contient deux termes qui demandent quelques éclaircissements sur la
manière de la calculer : Cov(K(∆), b) et E{K(∆)}. Ces deux termes peuvent être calculés exac-
tement en fonction des paramètres estimés et de leur covariance si K(∆) est un polynôme du
second ordre en ∆. Sinon, seule une approximation au second ordre peut être calculée en utilisant
le développement de Taylor de K et les moments du second ordre des paramètres estimés. Le
paragraphe suivant développe l'approximation de l'espérance d'une fonction non-linéaire scalaire
d'une variable aléatoire.
Approximation de l'espérance
La formule (3.49) donne une approximation de l'espérance d'une fonction scalaire d'un
vecteur aléatoire. L'expression ﬁnale utilise l'espérance du vecteur aléatoire ainsi que sa matrice
de covariance. [116] suggère une méthode basée sur l'approximation polynomiale de la fonction
plutôt que son développement de Taylor. Cela donne une méthode pour calculer l'espérance et la
covariance d'une fonction d'un vecteur aléatoire sans avoir besoin de calculer sa dérivée. Dans la
mesure où l'on dispose de l'expression analytique de la fonction, le calcul des dérivées ne pose pas
de problème.
Etant donné x, un vecteur aléatoire, xˆ,l'espérance de x, P la matrice de covariance de x, le
développement de Taylor au second ordre autour de xˆ de la fonction à valeurs réelles f de x est
donné par :
f(x) =f(xˆ) + (x− xˆ)TDf(xˆ) + 1
2
(x− xˆ)TD2f(xˆ)(x− xˆ) (3.47)
La matrice hessienne D2f(xˆ) est notée H. L'espérance des deux premiers termes est relativement
















Finalement, l'espérance est exprimée comme suit :
E{f(x)} = f(xˆ) + 1
2
Tr (HP ) (3.49)
Si f est une fonction rationnelle, les coeﬃcients de la matrice Hessienne restent rationnels. La
matrice de covariance P intervient à travers un produit et l'opérateur linéaire de trace. On déduit
de ces éléments que l'approximation au second ordre de l'espérance d'une fonction rationnelle
d'un vecteur aléatoire est une fonction rationnelle de l'espérance et de la covariance du vecteur
aléatoire.
Le correcteur prudent peut donc être écrit sous forme LFR avec les paramètres estimés et
leurs covariances dans le bloc ∆.
uc(k) = K(∆ˆ, P )y(k) (3.50)
Cela présente un certain avantage puisque de nombreux algorithmes d'analyse de stabilité et de
performance utilise cette forme. On peut toutefois noter que s'il est facile de donner un domaine de
variation pour les termes diagonaux de la matrice de covariance en fonction du niveau de conﬁance
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que l'on a dans l'initialisation des estimations, les termes hors diagonale sont plus diﬃciles à
borner. La seule contrainte dont on soit formellement sûre est la positivité de la matrice de
covariance. La relation (3.43) montre aussi que lorsque la covariance tend vers zéro, le correcteur
prudent est équivalent au correcteur à équivalence certaine.
3.3.4 Correcteur Bicritère
Le critère précédent avait pour but de prendre en compte les incertitudes sur l'estimation
des paramètres dans le calcul du signal de commande. Cependant, lorsque les incertitudes sont
trop grandes, le correcteur peut devenir trop prudent et mener au phénomène d'extinction du
correcteur. En conséquence le système n'est plus suﬃsamment excité, l'information disponible
dans les signaux n'est plus suﬃsante pour une bonne estimation des paramètres. Ainsi, un critère
supplémentaire est introduit pour répondre à ce problème. Il donnera au correcteur ﬁnal son
caractère dual. La fonction de coût suivante a pour but d'accélérer l'estimation des paramètres :
Ja(k) = −E {(ye(k)− yˆe(k))(ye(k)− yˆe(k))T} (3.51)
ye et yˆe sont les signaux comparés dans l'algorithme d'estimation et leur diﬀérence est appelée
innovation. −Ja(k) représente la norme de l'innovation. Si on considère l'équation (3.15) de mise
à jour des paramètres dans l'algorithme RLS, on constate plus l'innovation est grande plus la cor-
rection sur les paramètres sera importantes. On peut exprimer l'innovation à l'aide des expressions
suivantes :
ye(k) =p
T (k)φ(k) + bu(k) + ε(k),
yˆe(k) =pˆ
T (k)φ(k) + bˆu(k)
(3.52)
La minimum du critère Ja est atteint pour une commande inﬁnie, ce qui va à l'encontre du critère
Jc. C'est la raison pour laquelle on minimise séquentiellement les deux critères, ce qui de réduire
l'ensemble sur lequel on minimise le critère Ja.
Théorème 3.3.2. La minimisation séquentielle des fonctions coûts Jc(k) et Ja(k) est obtenue
avec le signal de commande suivant :







Démonstration. En substituant l'expression de ye dans Ja on obtient :
Ja(k) =− E {[(p(k)− pˆ(k))Tφ(k)








=− Pbu(k)2 − 2P Tbpφ(k)u(k) + d2(k)
(3.54)
où d2(k) est un terme indépendant de u(k) et donc omis dans l'optimisation. Comme le montre la
Figure 3.6, les deux fonctions coûts ont des objectifs opposés. Ce résultat était attendu puisqu'une
meilleure identiﬁcation est obtenue lorsque les signaux d'entrées sont très énergétiques alors que
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l'on préfère se contenter de petits signaux de commande s'ils permettent d'atteindre les objectifs
de commande. On résout ce conﬂit de la manière suivante. Jc est minimisé en premier grâce à
(3.43) puis on minimise Ja sur un ensemble Ωk restreint autour de cette solution
Ωk =
[
uc(k)− θ(k) uc(k) + θ(k)
]
(3.55)
θ(k) déﬁnit le niveau d'excitation. Il y a plusieurs manières de choisir ce paramètre. Un choix
intéressant consiste à le rendre dépendant de la matrice de covariance des estimations de sorte
que l'objectif d'identiﬁcation devienne prioritaire lorsque l'incertitude est grande.
θ(k) = η · tr(P (k)), η ≥ 0 (3.56)








Figure 3.6  Approche bicritère
Le signal de commande ﬁnal est composé du signal de commande prudente détaillé au
paragraphe précédent et d'un signal d'excitation.
u(k) = uc(k) + θ(k)sign {Ja(uc(k)− θ(k))− Ja(uc(k) + θ(k))} (3.57)
On obtient ﬁnalement :
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3.3.5 Calcul du correcteur
Le modèle linéaire de quadrirotor présenté dans la section 2.6.1 est encore simpliﬁé. La
dynamique de translation n'est pas considérée. Pour l'axe de tangage (identique à l'axe de roulis),























Comme la dynamique liée à la vitesse est négligée, on s'attend à une dégradation rapide des
performances du correcteur en translation mais à une stabilisation eﬃcace en vol stationnaire.
Une simple identiﬁcation polynomiale de la fonction de transfert en boucle fermée nous
donne l'expression analytique d'un correcteur PID en fonction des paramètres du système et des
performances souhaitées. Le système en boucle fermée est d'ordre 3, sa dynamique peut donc
être déﬁnit à l'aide de la pulsation ωd et l'amortissement ξd d'un système du second ordre et la






k1 = Mdkp = Mθ + 2ξdωd + ω
2
dβ
k2 = Mdkd = Mq + τMθ + τω
2
d + 2ξdωdβ + 1
k3 = Mdki = ω
2
d
avec β = (1− τMq − 2τMq − 2τξdωd)
(3.61)
où k1 est le gain proportionnel à l'erreur, k2 le gain dérivée et k3 le gain intégral. Les éléments de
la matrice de covariance P sont indexés par le nom du paramètre correspondant. En utilisant la
méthode décrite précédemment, la covariance Cov(K(∆),Md) est exprimée analytiquement pour






PMdk1 = PMθMd − PMqMdτω2d
PMdk2 = PMθMdτ − PMqMd(2τωdξd − 1)
PMdk3 = 0
(3.62)
Le paramètre η a été choisi tel que durant la phase d'initialisation (quand l'incertitude est grande)
le signal d'excitation utilise un maximum de 30% de la commande maximale disponible. Ce niveau
a été choisi car il correspond à une valeur réaliste de ce qu'un système peut utiliser pour se stabiliser





Les paramètres sont initialisés ici à 0 pour mettre en évidence la commande prudente.
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3.3.6 Résultats des essais en vol
Le correcteur dual a été implémenté sur les axes de roulis et de tangage pour être testé sur
trois conﬁgurations de quadrirotors : avec une carène, avec une carène modiﬁée et sans carène
(Figure 2.23). Ces changements modiﬁent essentiellement l'inertie des drones. Le correcteur dual
est activé dès que le capteur ultrason détecte que le véhicule a décollé. La Figure 3.7 montre
l'évolution temporelle des gains à partir de ce moment.































Figure 3.7  Evolution temporelle des gains du correcteur
Les données temporelles visualisées sur la ﬁgure 3.9 illustrent un essai avec un quadrirotor
sans carène. Ceux de la ﬁgure 3.10 illustrent un essai dans des conditions similaires avec un
quadrirotor caréné et ceux de la ﬁgure 3.11 un essai toujours dans des conditions similaires avec
un quadrirotor dont la carène a été modiﬁée. Dans les trois cas, les gains convergent en moins
d'une seconde. Le correcteur prudent garantit que dans tous les cas les gains n'atteignent pas des
valeurs disproportionnées, malgré l'inversion du paramètre d'eﬃcacité de la commande Md. Le
correcteur permet, dans les trois cas, un vol stationnaire stable. Le modèle choisi permet donc de
représenter correctement le système en vol stationnaire. Cependant, les performances de suivi de
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Figure 3.8  Evolution temporelle des gains du correcteur : phase transitoire
consigne sont loin d'être satisfaisantes. Les eﬀets de la dynamique des pâles décrits dans la section
2.2 que l'on avait choisi de négliger se révèlent importants. Ces tests montrent l'intérêt de la
commande prudente. En revanche l'intérêt de la modiﬁcation duale pour améliorer l'identiﬁcation
n'est pas signiﬁcatif. De nombreux travaux en identiﬁcation abordent cette diﬃculté en générant
une séquence d'entrées optimales pour identiﬁer certains paramètres. La commande bicritère a
le même objectif mais n'utilise qu'une seule entrée à un instant donné ce qui peut expliquer son
manque d'eﬃcacité.
3.3.7 Conclusions
Cette section décrit l'usage d'une méthode de commande adaptative duale pour la com-
mande d'une famille de quadrirotors. Les essais montre que le modèle simpliﬁé utilisé dans cette
application ne s'avère pas suﬃsamment représentatif. La dynamique de translation doit être prise
en compte. Le calcul analytique du correcteur est limité à des systèmes simples et ne permet pas
de prendre en compte aisément les spéciﬁcations de la commande. La section suivante reprend le
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Figure 3.9  Réponse temporelle sur l'axe de tangage pour le quadrirotor sans carène
même schéma global de commande adaptative indirecte avec deux améliorations : le modèle pour
l'identiﬁcation est revu et une méthode de synthèse LPV est utilisée pour obtenir un correcteur
dépendant des paramètres du système.
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Figure 3.10  Réponse temporelle sur l'axe de tangage pour le quadrirotor caréné
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Figure 3.11  Réponse temporelle sur l'axe de tangage pour le quadrirotor avec une carène
modiﬁée
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3.4 Commande LPV adaptative
Cette section détaille la synthèse d'un correcteur adaptatif pour une famille de quadrirotors.
Les résultats expérimentaux de la section précédente ont montré la nécessité de modéliser la
dynamique de translation. L'estimation de paramètres sera modiﬁée pour la prendre en compte.
Une méthode de synthèse linéaire à paramètres variants est ensuite mise ÷uvre pour faciliter la
spéciﬁcation des objectifs de commande. L'architecture du correcteur est présenté sur la Figure





















3.4.1 Estimation de paramètres
Beaucoup de quadrirotors sont équipés de GPS mais leurs données ne sont pas toujours
disponibles. Par contre, les mesures de la centrale inertielle sont des éléments indispensables sans
lesquels le drone ne peut pas voler. La disponibilité de ces mesures doit être permanente.
L'identiﬁcation paramétrique utilisera donc uniquement les informations sur l'attitude et
les vitesses de rotation dont la disponibilité est garantie.
La dynamique longitudinale est identiﬁée grâce à l'angle de tangage θ, sa dérivée θ˙ = q (q
n'est pas au sens strict la dérivée de θ mais les angles considérés sont suﬃsamment petits pour que
cette approximation soit valide) et le diﬀérentiel de vitesse moteur δω. L'algorithme RLS nécessite
de conjecturer une relation linéaire entre les paramètres inconnus et les données disponibles. La
fonction de transfert entre l'entrée de commande δω et l'angle de tangage θ nous permet d'obtenir
une telle relation. Etant donnée la représentation d'état (3.71), la fonction de transfert entre le





s3 + (Xu +Mq)s2 +MqXus+ gMu
(3.64)
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Cette formulation montre qu'il est nécessaire d'avoir à disposition jusqu'à la dérivée troi-
sième de l'angle de tangage. La dérivée première est directement disponible par le biais de la
mesure des gyroscopes, les deux autres doivent être calculées. L'angle de tangage n'est pas mesuré
directement mais est issue de la fusion des données des accéléromètres et des gyroscopes comme
détaillé dans la section 2.5.2. On préférera donc dériver directement q. Pour obtenir la dérivée
de la mesure très bruitée de vitesse angulaire, la mesure est préalablement ﬁltrée par un ﬁltre
lisseur d'ordre 15 basé sur la moyenne glissante de Spencer (voir section 3.2.4). Ce ﬁltre a un
retard ﬁxe et connu, aspect très intéressant pour garder tous les signaux du régresseur en phase.
Une diﬀérentiation du premier ordre donne de trop mauvais résultats sur des données bruitées.
On utilise donc une diﬀérentiation numérique d'un ordre plus élevé. Un ﬁltre de diﬀérentiation
centrée comme décrit dans la section 3.2.4 est utilisé. Encore une fois, la connaissance précise du
retard introduit permet de garder les signaux utiles en phase. Pour la dérivée du second ordre, un
ﬁltre du premier ordre avec une action dérivée D1(s) = s/(s+ ω), ω = 30 rad.s−1 est appliqué à
la sortie du ﬁltre précédent. La première étape de ﬁltrage permet d'obtenir de bon résultat. Un
ﬁltre du premier ordre F1(s) = 1/(s + ω) de même fréquence est appliqué au reste des signaux
du régresseur pour s'assurer que tous les signaux restent en phase. On désignera par la suite avec
l'indice f les signaux ﬁltrés par F1(s) et avec l'indice d les signaux ﬁltrés par D1(s).
Dans la formulation précédente, certains paramètres physiques apparaissent à plusieurs en-
droits dans le vecteur de paramètres. Cela pose problème, en premier lieu pour déﬁnir des bornes
sur chaque élément du vecteur de paramètres. En eﬀet, pour plus de sécurité dans le processus
d'identiﬁcation il est préférable de borner les estimations des paramètres. La modélisation phy-
sique du système permet d'établir des bornes pour les paramètres physiques mais la description de
l'espace dans lequel évolue une combinaison de ces paramètres deviendrait inutilement compliquée.
Les paramètres que l'on considère ici comme physiques sont les coeﬃcients du modèle linéaire.
Ils sont donc déjà des transformations de paramètres mesurables sur le système. Par contre, le
signe du coeﬃcient est bien déﬁni et un changement de signe au moment inopportun peut avoir
des conséquences dramatiques (par exemple, l'inversion de l'eﬃcacité de la commande). Il est plus
facile de mettre en place cette contrainte si le vecteur de paramètres contient directement les
coeﬃcients. D'autre part, il faut assurer la cohérence du vecteur de paramètres. La formulation
suivante permet de contourner ce problème :
pT =
[





δωd +Xuδωf −qd −Mqqf −qd −θf 1
]
(3.66b)
Malheureusement, on introduit une nouvelle diﬃculté : la régression n'est plus linéaire, on
est contraint d'utiliser une estimation préalable de certains paramètres pour calculer le régresseur.
Le problème de l'identiﬁcation en boucle fermée est partiellement atténué car on n'utilise
pas directement la commande calculée par la loi de commande. Le signal utilisé est une mesure
de la vitesse réelle de rotation. Du bruit et la dynamique non linéaire du moteur s'ajoutent à
la commande calculée, le signal de commande utilisé pour l'identiﬁcation n'est plus directement
colinéaire avec les autres mesures utilisés (θ et q). De plus, on utilise la diﬀérence entre plusieurs
mesures de moteurs pour obtenir δω, les bruits ajoutés sont donc diﬀérents.
La performance des algorithmes récursifs d'estimation de paramètres dépend fortement du
choix du modèle d'identiﬁcation. Les algorithmes pâtissent d'une inadéquation entre le système et
le modèle choisi. Une composante continue dans les signaux d'entrées ou de sorties inﬂuence par
exemple beaucoup l'algorithme RLS. Dans le contexte de la commande adaptative, l'estimation
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de paramètres est utilisée pour évaluer les paramètres d'un modèle linéaire d'un système non-
linéaire. Même si le comportement linéaire du système est dominant et suﬃsamment représentatif
pour obtenir de bonnes performances de commande, la commande et les sorties d'équilibre autour
desquelles le système peut être considéré linéaire doivent être connus ou estimés. Un décalage
constant dans les signaux d'entrées de l'algorithme va introduire un biais dans les paramètres
estimés. Du point de vue de la commande, les sorties d'équilibre sont généralement les sorties
désirées donc parfaitement connues. Néanmoins, les entrées d'équilibre ne sont pas toujours très
bien connues et peuvent évoluer pendant l'utilisation du système. [75] suggère plusieurs méthodes
pour contourner ce problème. Une méthode consiste à estimer les paramètres en utilisant la déri-
vée temporelle du régresseur et de l'observation ce qui élimine les termes constants. Cependant,
l'opération de dérivation sur des données bruitées introduit du bruit et il vaut mieux éviter un
ﬁltrage supplémentaire. Une autre solution est d'estimer explicitement la constante en rajoutant
un terme constant dans le vecteur de régression. Ce nouveau terme va modéliser l'ensemble des
perturbations qui agissent sur le système qui ne sont pas modélisées comme un bruit blanc. Cela
représente des éléments qui ont des caractéristiques diﬀérentes. Le réglage pratique de l'algorithme
devient diﬃcile si l'on veut bien les distinguer et ne pas biaiser les termes linéaires. Enﬁn, ce terme
constant peut est être évalué en moyennant les entrées et les sorties. On choisit cette dernière so-
lution. La commande d'équilibre est mise à jour grâce à une moyenne glissante d'horizon 0.5 s.
La moyenne glissante permet de suivre les changements de points d'équilibre.
3.4.2 Correcteur LPV
Une fois les paramètres du système identiﬁés, il faut calculer un correcteur dépendant de
ces paramètres. La plupart des architectures de commande adaptative proposent d'embarquer les
algorithmes de synthèse du correcteur. On se propose ici d'utiliser un correcteur LPV. Ainsi, les
lourds mais nécessaires calculs pour optimiser le correcteur selon des critères variés sont avantageu-
sement réalisés hors ligne. Il est donc possible d'utiliser une méthode de synthèse plus sophistiquée
et raﬃnée. Le correcteur utilisé est déterministe. Un correcteur LPV garantit la stabilité du sys-
tème si on est capable de mesurer les valeurs exactes des paramètres caractérisant le système
chaque instant. La méthode mise en ÷uvre est préférée aux techniques dite auto-séquencées LFR
(self-scheduled) car elle permet de réduire le conservatisme et au séquencement de gains classique
car elle est moins coûteuse en temps.
On utilise comme modèle de commande, le modèle linéaire d'ordre 3 (2.84). Ce modèle com-
prend trois paramètres à identiﬁer, le correcteur sera donc fonction de ces trois paramètres. Deux
de ces paramètres modiﬁent la dynamique du système : Mu et Xu. Le troisième, Md, représente
l'eﬃcacité de commande et ne modiﬁe pas la dynamique (les pôles) du système. Ce paramètre est
donc traité diﬀéremment : pour la synthèse, le système est normalisé par ce paramètre (Md = 1),
dans son implémentation le signal de commande délivré par le correcteur est divisé par l'estimation
de ce paramètre.
Méthode de synthèse LPV
La méthodologie LPV utilisée est basée sur la commande H∞ structurée [18, 36]. Ce récent
développement dans les méthodes de synthèse H∞ permet au concepteur des lois de commande
d'optimiser la norme H∞ de la boucle fermée avec une totale liberté sur la structure du correcteur.
Jusqu'à présent, les seules structures envisageables étaient, pour un correcteur dynamique, celles
d'ordre plein et le retour d'états pour les correcteurs statiques. La possibilité d'optimiser plusieurs
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transferts simultanément est un avantage supplémentaire oﬀert par ces méthodes d'optimisation.
La méthodologie développée et décrite ici tire partie de ces deux avantages.
Un correcteur dynamique oﬀre plus de degrés de liberté pour atteindre le cahier des charges
de performance mais présente plus de diﬃcultés à être interpolé. En particulier, lorsque l'on
synthétise indépendamment plusieurs correcteurs dynamiques, on ne connaît pas les bases d'états
dans lesquelles chacun s'exprime, elles sont probablement diﬀérentes. Pour éviter ce problème, le
correcteur, par la suite dénommé Kc, est choisi avec la structure observateur/retour d'état. Aﬁn
d'assurer un rejet total des perturbations, un intégrateur xint est ajouté à cette structure. Cet
état contient l'erreur intégrale entre la consigne et la sortie régulée, toutes deux contenues dans
le vecteur de mesures y :  ˙ˆx˙ˆxint
u






















où Ap, Bp, Cp et Dp sont les matrices de la représentation d'état du système, xint est l'état de
l'intégrateur et Bint permet de déﬁnir l'erreur à intégrer.
Avec cette structure, les états du correcteur gardent un sens physique et il est toujours pos-
sible de vériﬁer son statut (absence de divergence sur un état) en fonction des valeurs admissibles
pour les états du système réel. La dynamique du correcteur est déﬁnie par le gain de l'observateur
L, le gain retour d'états K et le gain intégral Kint (Fig. 3.13). Un gain de précommande Kr donne
un degré de plus pour l'optimisation de la réponse.
Pour chaque point de synthèse, le correcteur est entièrement déﬁni par les gains L, K, Ki
et Kr. Ensuite, tous ces gains sont interpolés lorsque le drone opère entre ces points de synthèse.
On suppose par la suite que l'ensemble de déﬁnition des paramètres est un produit d'intervalles.
Par simplicité, une interpolation multi-linéaire est choisie pour calculer les gains sur l'ensemble du
domaine des paramètres. On note K˜ un gain généralisé, qui peut être remplacé dans la formule











La Figure 3.14 permet d'illustrer le principe d'interpolation choisie. où Mu et Xu sont les para-
mètres estimés normalisés. Ils évoluent donc entre 0 et 1 lorsque les paramètres évoluent entre
leur minimum et leur maximum. K˜(Mu, Xu) représente la valeur du gains du correcteur au point
déﬁni par le couple de paramètres Mu, Xu. Les quatre gains
{
K˜ij , i, j ∈ {0, 1}
}
représentent les
gains au sommet de la cellule. L'indice i désigne la valeur normalisée d Mu au sommet désigné et
l'indice j celle de Xu.
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Figure 3.13  Structure du correcteur













Figure 3.14  Illustration de l'interpolation
L'objectif de la synthèse H∞ est de minimiser la norme du transfert en boucle fermée,
Fl(P,Kc), entre le modèle de synthèse P (s) et le correcteur Kc(s) = Cc(sI − Ac)−1 + Dc. Les
récents outils présentées plus tôt étendent ces principes à la minimisation du maximum de la norme
de plusieurs transferts fonctions d'un même ensemble de variables υ. Ces variables permettent de
déﬁnir le correcteur. Dans notre cas, il s'agit des gains aux sommets de l'ensemble paramétrique{
(Kij , Lij ,Krij ,Kintij ), i, j ∈ {0, 1}
}
. Le correcteur LPV doit permettre de minimiser la norme
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H∞ pour un continuum de paramètres p = (Mu, Xu). La version normalisée de p est notée
p = (Mu, Xu). Cependant, seul un ensemble ﬁni de transferts peut être pris en compte avec
les outils de synthèse structurée. On choisit donc Nv points pi dans l'ensemble paramétriques. A
chacun de ces points pi, le système à commander est calculé pour le jeux de paramètres pi ainsi que
le correcteur Kc. Le calcul de Kc consiste à calculer les gains au point avec (3.69) puis d'évaluer
(3.68) avec les matrices du système au même point de l'ensemble paramétrique. On obtient donc






υ ≡ {(Kij , Lij ,Krij ,Kintij ), i, j ∈ {0, 1}}
α ≡ {pi, i ∈ J0, NvK}
(3.70)
Pour obtenir un correcteur valide sur l'ensemble du domaine, il est nécessaire de rajouter les
transferts aux extrémités du domaine ainsi que plusieurs à l'intérieur du domaine. Un total de 12















Figure 3.15  Modèle de synthèse
La synthèse H∞ demande à l'automaticien d'augmenter le modèle du système avec des
signaux et des ﬁltres qui vont spéciﬁer les performances désirées. La Figure 3.15 décrit comment
le système quadrirotor a été augmenté pour satisfaire certaines exigences de commande. Les deux
entrées exogènes w1 et w2 représentent respectivement l'angle de tangage de consigne θc et une
perturbation en couple. Cette dernière permet d'assurer l'eﬀet intégral du correcteur, car même si
on impose sa présence dans la structure du correcteur, son eﬀet peut être annulé par un gain Kint
nul ou très faible. La perturbation peut représenter des eﬀorts aérodynamiques non modélisés ou
imprévisibles (turbulences) mais aussi l'incertitude sur la commande d'équilibre, soit parce que le
drone prend de la vitesse, soit parce que son centre de gravité est légèrement désaxé. On rappelle
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que le modèle linéarisé utilisé est de la forme :θ˙q˙
u˙
 =





















Le paramètre Mu évolue dans l'intervalle [1, 6] et Xu dans l'intervalle [−1,−0.01]. On note
GXu,Mu(s) la fonction de transfert du système (3.71).
Les deux sorties exogènes z1 et z2 représentent respectivement l'erreur pondérée de suivi
de consigne et le signal pondéré de la commande. Les performances de suivi de consigne sont
exprimées par le modèle de référence R(s), un système du second ordre de pulsation ωn = 6 rad.s−1
et un amortissement ξ = 0.7. Wp(s) est un ﬁltre de pondération qui permet de garantir le suivi
de consigne et la réjection de perturbations sur une bande de fréquence. Il agit sur le transfert





Wd(s) est un ﬁltre de pondération passe-haut qui permet de contraindre l'amplitude de la com-





Une fois le problème de synthèse H∞ formulé, il faut déterminer pour quelles combinaisons
de paramètres on cherche à minimiser le transfert de la boucle fermée. Les extrémités du do-
maine de variation s'imposent puisque les gains sont avant tout déﬁnis pour ces points. Le centre
du domaine est aussi considéré pour que l'optimisation prenne en compte l'interpolation. Cette
conﬁguration, où l'on minimise 5 transferts, s'est avérée insuﬃsante pour obtenir un correcteur
stabilisant sur l'ensemble du domaine. Plusieurs possibilités s'oﬀrent alors à nous. On peut soit
augmenter le nombre de transferts à minimiser sans changer le paramétrage du correcteur, soit
rajouter un degré de liberté au correcteur. Dans le deuxième cas, l'idée est de rajouter des para-
mètres d'optimisation. On ajoute donc un point dans le domaine pour lequel le correcteur ne sera
pas interpolé. On peut par exemple découper le domaine en 4 sous-domaines. Là encore, une fois
le problème découpé, deux choix sont possibles. Soit l'on conserve les correcteurs précédemment
calculés et l'on tente d'atteindre l'objectif seulement à l'aide du nouveau correcteur introduit,
soit l'on reprend le problème dans son intégralité. La deuxième méthode a été testée dans un
premier temps mais conserver les correcteurs de l'optimisation précédente s'avère être un mauvais
choix. En eﬀet, beaucoup de nouveaux points de calculs doivent être ajoutés, pour réellement faire
baisser le critère.
Dans un deuxième temps, un processus itératif a été mis en place pour détecter la combinai-
son de paramètres menant au pire cas de norme H∞ sur le domaine. Un algorithme d'optimisation
par essaims de particules est utilisé à cet eﬀet. Le critère suivant permet de décider s'il est néces-
saire d'ajouter ce point du domaine à l'optimisation :
max
α
‖Fl(P (α),K(α))‖∞ > 1.3γ (3.74)
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où γ est le résultat de l'optimisation. Sur notre problème de commande, on a remarqué que les
pire cas été quasi systématiquement sur les arêtes du domaine. On a donc pu ajouter ces points
directement au problème pour obtenir un résultat plus systématique. La disposition des points de
synthèse initiaux est illustrée Figure 3.16.





















Figure 3.16  Représentation des combinaisons de paramètres qui déﬁnissent les transferts à
minimiser.
Résultats de synthèse
La procédure et le modèle de synthèse présentés jusqu'à présent sont génériques et indépen-
dants de la méthode de résolution employées. On peut synthétiser le problème décrit par la forme
standard présentée Figure 3.17. Cette ﬁgure nous permet de constater que le bloc isolé contenant
les paramètres du correcteur est statique, rebouclé sur des sorties, non pas l'état et a une structure
bloc-diagonale. Ces trois éléments nous impose d'utiliser des outils de synthèse structurée.
w
u y
Kr 0 0 0
0 K 0 0
0 0 Kint 0
0 0 0 L
z
P (s)
Figure 3.17  Forme standard pour le correcteur structurée
La résolution du problème de synthèse présenté dans cette thèse a été testée avec deux outils
de synthèse structurée : hinfstruct et hifoo. Les recherches ont été eﬀectuées avec hinfstruct puis à
titre de comparaison la méthode obtenue a été appliquée avec hifoo. Enﬁn, une comparaison est
faite avec une méthode de synthèse LPV s'appuyant sur un modèle LFR [126].
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hinfstruct La fonction hinfstruct de la Robust Control Toolbox de MATLAB a permis d'ob-
tenir un correcteur assurant une norme H∞ maximale de 1.02 sur les points de synthèse et de
validation. Les calculs ont été eﬀectués en 1388 secondes sur un PC Intel Core 2 Duo cadencé à
2.11 GHz et équipé de 3.48 GB de RAM. Pour analyser le gain de l'approche adaptative sur une
synthèse robuste, on emploie la même procédure de synthèse mais, cette fois-ci, le correcteur ne
change pas pour chaque point de synthèse. On obtient alors une norme H∞ maximale de 2.1, ce
qui montre la dégradation de la performance. On rappelle que le problème n'est pas convexe et
l'initialisation de l'algorithme est importante pour ne pas se contenter d'un minimum local. Pour
obtenir systématiquement la meilleure solution, il est nécessaire de lancer l'algorithme 3 à 4 fois
avec une initialisation aléatoire des paramètres du correcteur. On se sert également de l'option
limitant l'abscisse spectrale de la boucle fermée pour limiter la dynamique du correcteur à 200
rad/s.
HIFOO L'algorithme HIFOO a été également testé sur ce problème. En eﬀet, le problème multi-
transferts est actuellement géré de façon plus naturelle par cet algorithme. Il ne construit pas de
manière artiﬁcielle un nouveau transfert qui regroupe tous les transferts à considérer. Cependant,
HIFOO nécessite beaucoup plus de points initiaux choisis de manière aléatoire (quelques centaines
comparés à moins d'une dizaine pour hinfstruct) pour obtenir une solution proche de l'optimum.
Ainsi, bien qu'il soit plus rapide pour résoudre un "lancer", le besoin d'un nombre important de
points rend ﬁnalement son utilisation plus coûteuse en temps. Les versions 3.5 d'HIFOO et 2.0
d'HANSO ont été utilisés dans ces essais. Des modiﬁcations mineures ont été apportées dans leur
implémentation pour améliorer les performances, sans toutefois changer le coeur de l'algorithme.
On évite la création d'un objet LTI Matlab pour le calcul de la norme H∞ en utilisant directement
la fonction utilisant les matrices de la représentations d'états. La fonction getbundle de HANSO
est parallélisée de sorte que chaque calcul de gradient soit réalisé sur un coeur du processeur.
De même, la fonction bfgs de HANSO qui lance plusieurs fois un l'algorithme BFGS pour des
initialisations diﬀérentes est parallélisée : chaque coeur s'occupe ainsi d'une initialisation.
Synthèse LFR La méthode de synthèse LPV auto-séquencée introduite dans [126] est appliquée
à titre de comparaison. Elle permet d'obtenir pour un système LFR, un correcteur qui assure la
stabilité de la boucle fermée et un niveau de performance en norme L2 quelque soit la vitesse de
variation des paramètres. Son implémentation de la méthode considérée est décrite dans [12].
Pour utiliser cette méthode, le système augmentée de synthèse doit être mis sous forme LFR,
ce qui se fait naturellement puisque le système est linéaire par rapport aux paramètres. La Figure
3.18 illustre la forme de la boucle fermée LFR qui sera mise en place. Ici, le bloc ∆ est diagonale
avec les paramètres Mu et Xu. Au contraire de la méthode introduite plus haut, la structure du
correcteur est ici imposée. Il s'agit d'un correcteur d'ordre plein, c'est à dire du même ordre que le
système de synthèse. La forme de la dépendance aux paramètres du correcteur est un résultat de
la synthèse. L'algorithme de synthèse permet de calculer la fonction ∆c introduite sur la Figure
3.18. Elle ne se limite pas à une interpolation multi-linéaire, elle peut être une fonction rationnelle
quelconque des paramètres. L'application de cette méthode sur le même modèle de synthèse qui
a été décrit plus tôt permet d'obtenir une garantie de performance en norme L2 de 231. Cela
ne permet pas de commander le drone de manière satisfaisante. Il faut toutefois noter que cette
méthode permet de garantir les performances L2 même dans le cas de variations inﬁniment rapides
des paramètres de séquencement.
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Figure 3.18  Correcteur LPV LFR
Solution retenue La solution obtenue à l'aide d'hinfstruct est étudiée et implémentée. La ﬁgure
3.19 montre le calcul de la norme H∞ sur un maillage très raﬃné de l'espace des paramètres. On
constate que le correcteur interpolé permet point par point d'obtenir les performances souhaitées.
La ﬁgure 3.20 montre la réponse du système bouclé à un échelon de consigne (en noir). La ligne en















Figure 3.19  Norme H∞ de la boucle fermée
pointillés représente la réponse du modèle de référence qui est l'objectif de suivi. Les autres courbes
montrent les réponses en boucle fermée pour plusieurs valeurs des paramètres. Les combinaisons
de paramètres choisies correspondent au pire cas de norme H∞ constatés sur le maillage Figure
3.19. Sur ces simulations, une perturbation en couple est introduite à 3s. L'ensemble des points
d'opérations simulés donnent comme prévu par la norme H∞ de bon résultats de suivi de consigne
et un rejet de perturbation satisfaisant.
Implémentation
Le correcteur décrit jusqu'à présent utilise un paramètre d'eﬃcacité de commande Md nor-
malisé. Pour son implémentation, le correcteur K(Mˆu, Xˆu) doit être divisé par Mˆd. Cependant,
durant le régime transitoire de l'estimation, si Mˆd est très petit par rapport à sa vraie valeur,
son inversion peut engendrer un signal de commande très fort. Comme décrit dans la méthode de
99
Chapitre 3 - Loi de pilotage pour une famille de quadrirotors














Figure 3.20  Réponse à échelon pour diﬀérentes valeurs de paramètres






On utilise une discrétisation d'Euler à 100 Hz.
3.4.3 Résultats des essais en vol
Les tests ont été eﬀectués avec trois conﬁgurations de quadrirotors (Figure 2.23) : un drone
de 910g, un plus léger de 470g et le même drone plus léger équipé d'une carène de 50g. Ces trois
conﬁgurations embarquent la même électronique de commande mais ont toutefois ds agencements
diﬀérents. Pendant les tests présentés, un correcteur adaptatif est actif sur l'axe de tangage et de
roulis. Les drones sont pilotés par un opérateur à l'aide d'un joystick. L'inclinaison du joystick
permet de donner des consignes en angle de roulis et de tangage. Aucune boucle extérieure n'est
active. Seul l'opérateur dirige le drone pour le faire évoluer dans un espace intérieur et montrer
l'eﬃcacité du correcteur implémenté. Aucune perturbation particulière n'agit sur le système si
ce ne sont les turbulences générées par les drones eux-même qui sont non négligeables dans un
environnement clos. Les Figures 3.21, 3.23, 3.22 montrent l'évolution des trois paramètres estimés
sur les modèles sur les axes de roulis et de tangage. Selon l'axe de roulis, les coeﬃcients Ld, Lv et
Yv correspondent respectivement aux paramètres Md, Mu et Xu sur l'axe de tangage.
Le paramètre Md est fortuitement le paramètre qui converge le plus rapidement puisque
c'est le paramètre qui est le plus critique pour la stabilisation du véhicule. Le correcteur LPV sert
à donner la commande en couple adéquate en fonction de l'angle désiré, le paramètre fait le lien
entre le couple à appliquer et la variable de commande.
Aucune mesure de la vitesse de translation n'est disponible sur notre système ce qui rend
l'identiﬁcation liée à cette dynamique plus diﬃcile. D'autant plus qu'elle est plus lente que le reste
du système et donc plus longue à exciter pour enregistrer suﬃsamment d'information.
Le changement d'hélice modiﬁe essentiellement la force produite par chaque rotor, et donc
le paramètre d'eﬃcacité de commande Md. La carène modiﬁe beaucoup l'inertie du véhicule. Elle
fait donc varier tous les paramètres liées à la dynamique de rotation. La masse de la carène a
légèrement moins d'eﬀet sur la dynamique de translation et ce petit eﬀet est contre balancé par
l'augmentation signiﬁcative de la traînée (Figures 3.23, 3.22).
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Les oscillations que l'on observe sur les courbes des paramètres sont liées au choix de Q.
C'est le seul paramètre de l'algorithme RLS qui permet de faire augmenter la covariance P . Il
permet de modéliser les paramètres estimés comme des marches aléatoires et leur permet donc
d'évoluer dans le temps. La matrice Q permet de maintenir un certain niveau de correction à
travers P puis K. De cette façon, les dernières mesures n'auront pas un poids négligeable dans
l'estimation par rapport aux mesures accumulées plus anciennes. Q n'a pas le même rôle que le
facteur d'oubli de certaine forme de RLS qui fait augmenter la covariance P avec une dynamique
du premier ordre. Si on prend Q d'une forme particulière fonction de P et variant dans le temps
on peut reproduire les moindres carrés avec oubli exponentiel.
La ﬁgure 3.24 présente la réponse de l'angle de tangage θ à des sollicitations du pilote ainsi
que la valeur des paramètres Mu et Xu sur le même intervalle de temps.












































Figure 3.21  Paramètres grand quadrirotor (Figure 2.23(a))
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Quadrirotors Md Ld
Conﬁguration 1 0.85 0.9
Conﬁguration 2 1.15 1.25
Conﬁguration 3 0.75 0.65
Table 3.1  Coeﬃcients pour les quadrirotors
3.4.4 Conclusions
Cette section propose une méthode de commande adaptative indirecte pour le contrôle d'une
famille de quadrirotors. Une compréhension plus précise de la dynamique du vol d'un quadrirotor
est également atteinte. La méthode a été testée expérimentalement et a montré des performances
satisfaisantes. Le correcteur a permis d'obtenir les performances atteintes avec des correcteurs
ﬁnement réglés empiriquement par essais/erreurs. Ces résultats sont particulièrement intéressants
car ils montrent que cette méthode permet d'éviter à l'utilisateur ﬁnal de conﬁgurer le système
embarqué pour une conﬁguration particulière de quadrirotor. Le système de commande s'adapte
de lui-même aux propriétés instantanées de la dynamique du véhicule.
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Figure 3.22  Paramètres petit quadrirotor (Figure 2.23(b))
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Figure 3.23  Paramètres petit quadrirotor avec carène (Figure 2.23(c))
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Figure 3.24  Evolution temporelle de l'angle de tangage θ et des paramètres Mu et Xu pour le
petit quadrirotor
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4 Loi de pilotage pour un drone hybride, un système
variant dans le temps
Un drone hybride se caractérise par sa capacité à évoluer au cours d'une même mission
comme un avion conventionnel en vol rapide horizontal et comme un hélicoptère en vol station-
naire. Les caractéristiques dynamiques diﬀérentes pour les deux phases de vols nous obligent à
développer des lois de pilotages capables de suivre ces changements. La méthode mise en place
dans le chapitre précédent a été examinée dans le contexte de la commande de systèmes linéaires
invariants dans le temps. Pour cette nouvelle application, la variation des paramètres est liée à la
vitesse de la transition. Celle-ci n'est pas nécessairement lente et peut varier selon la mission. En
adoptant une modélisation linéaire, le drone hybride est donc un système linéaire à temps variant.
Une attention particulière est portée au pilotage de l'axe longitudinal. Ce chapitre introduit donc
un modèle adapté à l'estimation de paramètres et à la synthèse de lois de commande selon cet
axe pour ensuite expliciter les modiﬁcations nécessaires de la deuxième méthode mise en place
dans le chapitre précédent (section 3.4). Ce chapitre donne des résultats prospectifs puisqu'aucune
méthode satisfaisante n'a pu être mise en place.
4.1 Modèle pour la commande
La section 2.6.2 présente les éléments importants de la modélisation complète du drone MA-
Vion. A partir de cette modélisation non-linéaire complète, on extrait la dynamique longitudinale
exposée dans cette section. Les états classiques associées à la dynamique du vol pour un avion
sur l'axe longitudinal sont la vitesse de tangage q, l'incidence α, la vitesse aérodynamique totale
Va et la pente γ ou l'angle de tangage θ. La plage de fonctionnement du MAVion qui le distingue
du comportement d'un avion nous amène à faire un choix diﬀérent. On préfèrera comme vecteur
d'états l'angle de tangage θ, la vitesse de tangage q, la vitesse de translation longitudinale Vex
et la vitesse de translation verticale Vez . Ils représentent des grandeurs que l'on peut mesurer et
surtout que l'on cherche à commander en ce qui concerne l'angle de tangage et la vitesse verticale.
On considère, comme dans le cas du quadrirotor, qu'on ne mesure pas systématiquement la vitesse
de translation. On peut toutefois aisément faire correspondre à un angle de tangage une vitesse
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Le vecteur de commande est composé du déplacement symmétrique des gouvernes δS et de la
moyenne de variation de la vitesse de rotation des deux rotors δT . La modélisation établie dans la
section 2.6.2 nous permet d'évaluer ces paramètres. La man÷uvre de référence étant la transition
équilibrée, il a été montré précédemment qu'il était possible d'équilibrer le drone pour les vitesses
de translation variant de 0 à 10m.s−1. Les paramètres du modèle linéaire sont donc calculés autour
de chacun de ces points d'équilibre. Les Figures 4.1 et 4.2 exhibent l'évolution du modèle linéaire
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avec la vitesse de translation. La linéarisation a été eﬀectuée numériquement ce qui explique les
artéfacts observées sur les coeﬃcients nuls ou constants.































































































































































Figure 4.1  Evolution de la matrice d'état du système en fonction de la vitesse de translation
longitudinale
Le coeﬃcient Ms représente l'eﬃcacité des gouvernes en tangage. La Figure 4.3 montre que
la vitesse induite et la vitesse de translation contribuent à faire évoluer le coeﬃcient de manière
quadratique sur la plage de fonctionnement. Il correspond à la relation suivante :
Ms = −5.0917 · V 2ex + 23.1289 · Vex − 201.5447
Bien que les rotors contribuent à faire varier la vitesse induite sur les gouvernes,leur contribution
est négligeable. Il faut toutefois noter que l'échelle de variations de la vitesse de rotation des rotors
est bien plus grande que celle de la déﬂection des gouvernes.
4.2 Commande Adaptative
Les deux composantes de la commande adaptative indirecte sont explicitées. Des méthodes
d'estimations de paramètres d'un modèle variant dans le temps sont présentées ainsi que les
signaux utilisés pour leur application sur l'axe longitudinale du drone hybride. Enﬁn un correcteur
basé sur les quaternions est présenté en analogie avec un correcteur basé sur les angles d'Euler.
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Figure 4.2  Evolution de la matrice de commande du système en fonction de la vitesse de
translation longitudinale
















Figure 4.3  Evolution de l'eﬃcacité de la gouverne avec la vitesse de translation
4.2.1 Estimation de paramètres
Suivi de paramètres variants
Dans le chapitre précédent les paramètres étaient ﬁxes. A contrario, les paramètres du drone
hybride peuvent varier rapidement. Il faut bien entendu modiﬁer les réglages de l'estimateur pour
qu'il puisse suivre eﬃcacement ces variations. Dans les algorithmes de type moindres-carrés, la
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vitesse de variation des estimées est liée à la valeur de la matrice de covariance P , inverse de la
matrice d'information S. Elle détermine dans ces algorithmes le niveau de correction appliquée
sur les estimées. En eﬀet, le gain de correction peut être écrit
K = P · φ (4.2)
Cette matrice doit répondre ici à deux objectifs antagonistes. D'une part, on souhaite la voir
converger rapidement vers une faible valeur, ce qui concorde avec une grande quantité d'infor-
mation stockée, un faible gain de correction et par suite une faible sensibilité aux perturbations.
D'autre part, on souhaite qu'elle garde un certain niveau pour garantir que l'algorithme conserve
une sensibilité au variation du système. Les diﬀérentes méthodes conçues spéciﬁquement pour
répondre au suivi de paramètres variants modiﬁent essentiellement l'étape de mise à jour de la
covariance. Elles abordent la question de comment faire augmenter la matrice de covariance et
surtout dans quelle direction et à quelle vitesse. Il faut également mettre en place des mécanismes
qui empêchent la covariance d'augmenter indéﬁniment entraînant des problèmes numériques et
l'"explosion" des estimées. Nous avons mentionné dans la section 3.2, la modélisation des para-
mètres comme le résultat de l'intégration d'un bruit blanc. Cette représentation a pour consé-
quence de faire croître la covariance de manière linéaire (équation (3.16)). L'inconvénient de cette
méthode apparaît lorsque les paramètres varient rapidement. Il devient alors nécessaire de modé-
liser ces variations par une grande variance Q rendant les estimées en permanence plus sensibles
aux bruits. La plupart des méthodes associées à ce problème procèdent par la modiﬁcation de la
matrice d'information S = P−1. On a présenté sur l'équation (3.16) la mise à jour de la matrice P
qui a son équivalent exprimé avec la matrice d'information. L'équation de mise à jour a la forme
suivante :
Sk+1 = Sk + φφ
T (4.3)
ce qui équivaut par application du lemme d'inversion matricielle en terme de covariance :
Pk+1 = P k − P kφφ
TP k
1 + φTP kφ
(4.4)
Dans la forme classique, S correspond à la matrice d'information inchangée S. Une approche
souvent utilisée est celle de l'oubli exponentiel. Elle consiste à pondérer l'inﬂuence des régresseurs
successifs avec un poids suivant une loi exponentielle décroissante. Les données anciennes n'ont
ainsi plus d'inﬂuence sur les estimées courantes. La vitesse à laquelle les données anciennes sont
oubliées est réglée grâce au facteur d'oubli λEF . Ce facteur est un réel appartenant à l'intervalle
[0, 1]. Dans le cas où λEF = 1, on retrouve l'algorithme des moindres carrées classique. Il est
généralement choisi supérieur à 0.9. Cette méthode est implémentée en multipliant la matrice
d'information par le facteur d'oubli :
S = λEF · S (4.5)
L'information des régresseurs passés est donc progressivement eﬀacée. On voit rapidement appa-
raître le principal écueil de la méthode dans le contexte de la commande adaptative. Si le système
est correctement régulé, il passe potentiellement par des régimes permanents pendant lesquels φ
contient peu d'informations. L'équation (4.3) montre que dans cette situation, la matrice d'in-
formation tend vers zéro. En conséquence la matrice de covariance P diverge et rend impossible
l'utilisation de l'algorithme sous cette forme. Si le régresseur n'est pas uniformément pauvre en
information ou si les paramètres n'ont pas les mêmes vitesses de variations, il est possible de rem-
placer le facteur d'oubli par une matrice diagonale qui représente un facteur d'oubli pour chaque
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élément du régresseur φ.
S = ΛEF · S, ΛEF = diag(λEF1 , . . . , λEFn) (4.6)
Pour éviter l'annulation de la matrice d'information lorsque le système manque d'excitation, il est
possible d'ajouter un terme de rappel à l'équation (4.4) :
Pk+1 = P k − P kφφ
TP k
1 + φTP kφ
− κP 2k (4.7)
Il est aussi envisageable de transformer artiﬁciellement la matrice d'information pour qu'elle reste
bornée [81] :
ΛEF = I − (1− λEF )(I − αS−1)N (4.8)
où N est un nombre impair et α un paramètre qui permet d'ajuster la borne inférieure de S. Une
autre démarche étudiée est l'ajustement en ligne du facteur d'oubli. En augmentant le facteur
d'oubli lorsque l'excitation diminue, l'algorithme réduit l'inﬂuence de données anciennes unique-










Dans la relation (4.9),Σ0 est un paramètre additionnel déterminant à quelle vitesse le facteur
d'oubli s'ajuste [60]. Il est cependant préjudiciable de considérer uniformément la matrice d'in-
formation. L'équation (4.3) nous montre que le régresseur n'apporte de l'information que dans
une seule direction. Le facteur d'oubli agit sur toute la matrice donc dans toutes les directions,
y compris celles qu'aucune nouvelle information ne remplace. Le facteur d'oubli directionnel [38]
assure à l'algorithme d'éviter ce problème et lui confère une plus grande stabilité. ΛEF = I − (1− λEF )
SφφT
φTSφ
, si |φ| > 
ΛEF = I , si |φ| ≤ 
(4.10)
Cette méthode est la plus intéressante puisqu'elle garantit que P soit bornée en sélectionnant
adroitement l'information conservée.
Application
L'équation dont on cherche à identiﬁer les paramètres est la suivante :
q˙ = Mθθ +MVexVex +MVezVez +Msδs +MT δT (4.11)
Il s'agit d'un modéle linéarisé. Les variables qui interviennent sont donc en toute rigueur des
petits écarts autour de leur valeur d'équilibre. Pour ne pas avoir à estimer le point d'équilibre
(voir 3.4.1), l'équation est dérivée.
δ˙q = Mθδθ +MVex δVex +MVez δVez +Msδs +MT δT (4.12)
Le préﬁxe δ représente les petits écarts. Par exemple pour le tangage : δθ = θ − θeq. En dérivant
cette relation, il apparaît que pour atteindre notre but, il faut que la variation de point d'équilibre
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soit plus lente que la variation de la variable d'état. Si une transition est réalisée rapidement, cette








Ms Mθ MT MVez b
]T (4.13)
Les données sont ﬁltrées et les signaux dérivés avec le ﬁltre et le dérivateur détaillés dans la
section 3.2.4. Le régresseur est mis à l'échelle et normalisé :
ye =
ye
max(1, ‖Lφ‖) , φ =
Lφ
max(1, ‖Lφ‖)
p = L−1p, L = diag(l1, . . . , lnp)
(4.14)
Pour étudier l'estimateur, la simulation non-linéaire développé dans la section 2.6.2 est utilisée.
Le drone est piloté de sorte à atteindre une vitesse de translation et la maintenir en eﬀectuant
des petites excursions de 10% autour de la valeur d'équilibre. Par ailleurs, la vitesse latérale est
maintenue nulle à l'aide d'un correcteur pilotant le cap. La vitesse verticale est asservie à zéro
en pilotant la vitesse moyenne de rotation des moteurs. Le facteur d'oubli est ﬁxé à 0.999, ce qui
correspond à un horizon temporel très long . Dans cette conﬁguration, l'algorithme ne suivra pas
les éventuelles variations rapides des paramètres, mais donnera la valeur sur le long terme et on
peut ainsi la comparer à la valeur théorique. Les Figures 4.4 4.5, et 4.6 montrent les résultats
de cette simulation pour une vitesse de translation de, respectivement, 0.2 m.s−1, 4 m.s−1, et
8 m.s−1. La valeur théorique de l'eﬃcacité des gouvernes en tangage est issue de l'interpolation
par un polynôme du second ordre du coeﬃcient présenté Figure 4.3. Conjointement à la valeur du
paramètre Ms, la valeur de la covariance PMs est présentée. Son évolution temporelle montre sa
convergence, l'information compense donc bien l'oubli. Dans tous les cas, le paramètre estimé est
conforme à sa valeur théorique.

















(a) Estimation du paramètre Ms (bleu) et sa
valeur théorique (rouge)















(b) Evolution de la covariance associée au para-
mètre Ms





















(a) Estimation du paramètre Ms (bleu) et sa
valeur théorique (rouge)















(b) Evolution de la covariance associée au para-
mètre Ms
Figure 4.5  Vol équilibré à une vitesse de translation Vex = 4 m.s
−1














(a) Estimation du paramètre Ms (bleu) et sa
valeur théorique (rouge)















(b) Evolution de la covariance associée au para-
mètre Ms
Figure 4.6  Vol équilibré à une vitesse de translation Vex = 8 m.s
−1
Pour démontrer les capacités de suivi de l'algorithme, le drone est plusieurs fois accéléré
progressivement de 0 à 8 m.s−1 puis plus brusquement ralenti à 2m.s−1 (Figure 4.7). Le facteur
d'oubli est abaissé à 0.91. L'estimation de l'eﬃcacité des gouvernes est présentée Figure 4.8.
L'estimation arrive à suivre correctement la valeur théorique. On constate que la valeur varie
rapidement à cause du facteur d'oubli relativement faible. Cette sensibilité se lit sur la croissance
de la covariance PMs (Figure 4.9).
La Figure 4.10 permet d'observer l'inﬂuence du facteur d'oubli sur la vitesse de suivi des
paramètres. Pour λEF = 0.99, la valeur de Ms commence à augmenter alors que la transition
est déjà ﬁnie. L'estimation est dans ce cas globalement moins sensible. On constate déjà pour
λEF = 0.95, le suivi correct du paramètre. Au delà de λEF = 0.91, l'estimation est extrêmement
sensible. Dans la section 2.4.2, on mentionne les diﬃcultés rencontrées pour obtenir une mesure
correcte de la position de la gouverne. On tente donc de remplacer la mesure en utilisant le
modèle décrit dans la même section. Les signaux de commande calculés sont donc ﬁltrés par un
ﬁltre du second ordre et limités en vitesse pour être utilisés en entrée de l'algorithme d'estimation.
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Figure 4.7  Evolution de l'eﬃcacité de la gouverne avec la vitesse de translation


















Figure 4.8  Evolution de l'eﬃcacité de la gouverne avec la vitesse de translation
Cependant l'application de l'algorithme sur des données d'essais en vol ne donne pas de résultats.
On ne peut notamment pas distinguer nettement la transition dans l'estimation. L'hypothèse que
la mesure de la position de la gouverne est l'origine de ce problème est émise. On peut montrer en
simulation que la mauvaise modélisation de la position de la gouverne conduit très rapidement à
une mauvaise estimation des paramètres. Simplement en modiﬁant la pulsation propre du modèle
du second ordre, les performances de l'estimation sont nettement dégradées (Figure 4.11).
Si la relation entre la vitesse de translation est clairement visualisée (Figure 4.12) dans le
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Figure 4.9  Evolution la covariance associée à l'estimation du paramètre Ms













Mode`le λEF = 0.91 λEF = 0.95 λEF = 0.99
Figure 4.10  Comparaison du suivi de Ms en fonction du facteur d'oubli
cas où l'on dispose d'une bonne mesure de la position de la gouverne, cette relation n'est pas
discernable dans l'autre cas.
4.2.2 Commande basée sur les quaternions
Jusqu'à présent nous avons utilisé les angles d'Euler pour la commande d'attitude. On
a cependant introduit les quaternions dans la section 2.5.2 pour leur capacité à éviter toute
singularité. Les angles d'Euler étant plus intuitifs dans les cas simples, ils ont pu être utilisés
pour la commande des quadrirotors qui n'atteignent pas les attitudes singulières dans la plage
de fonctionnement étudiée. Le MAVion opère lui directement dans cette plage, il n'est donc pas
possible d'implémenter directement les lois de pilotages en utilisant les angles d'Euler. Cependant,
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Figure 4.11  Evolution de l'eﬃcacité de la gouverne avec la vitesse de translation avec une
mesure erronée de la position




















(a) Relation entre Ms et Vex avec une mesure
exacte de la position de la gouverne
















(b) Relation entre Ms et Vex avec une mesure
erronée de la position de la gouverne
Figure 4.12
les lois présentées ici reposent sur un formalisme linéaire, les états utilisés représentent donc de
petits écarts par rapport à un équilibre. Il est possible de continuer à raisonner avec les angles
d'Euler, seule l'implémentation sera adaptée. On montre ici comment un correcteur peut être
transposé d'un formalisme à l'autre. Un correcteur conçu pour réguler l'attitude représentée sous
forme d'angles d'Euler peut être traduit dans le formalisme des quaternions. La transformation
des gains d'un correcteur PID d'une représentation à l'autre est présentée.
Un quaternion est une représentation commode d'une rotation en trois dimensions. Une
telle rotation est déﬁnie par son axe que l'on nommera ici d = [d1, d2, d3]T et un angle θ.
n =
[




Un correcteur PID basé sur les quaternions a la forme suivante :
ui = kpinei + kdi n˙ei + kIi
∫
nei i ∈ [1, 3]
où ne est l'écart entre l'attitude réelle du drone q et l'attitude désirée nd. Il est obtenu en multi-
pliant à gauche le quaternion désiré par le conjugué du quaternion courant :
ne = n¯nd
ui représente le vecteur de commande qui contient dans notre cas, δa la commande sur les ailerons,
δe la commande sur les élevons et δr la commande en diﬀérentiel de vitesse moteur.
Si l'on considère à présent que seul l'axe de tangage est libre, on peut exprimer les quater-
nions désirés et courant de la manière suivante :
n =
[




cos(θd/2) 0 sin(θd/2) 0
]
ce qui permet de déduire l'expression du quaternion d'erreur :
ne =
[




cos((θ − θd)/2) 0 sin((θ − θd)/2) 0
]
La commande sur les élevons s'exprime ainsi :
δe = kp1 sin((θ − θd)/2) + kd1
θ˙ − θ˙d
2
cos((θ − θd)/2) + kI1
∫
sin((θ − θd)/2)
En faisant l'hypothèse que l'attitude désirée est constante et que l'erreur de suivi reste petite, on




(θ − θd) + kd1
2




Ainsi, à partir du réglage d'un correcteur pour les angles d'Euler, on peut en déduire un correcteur
équivalent utilisant les quaternions en multipliant les gains par 2.
Des essais avec le prototype représenté Figure 1.9 ont été réalisés avec une telle structure de
correcteur. Ils sont réglés en considérant le drone en stationnaire comme un double intégrateur.
























où ωn = 6 rad.s−1,ξ = 0.7 et τ = 0.2 s déﬁnissent le comportement boucle fermée désirée. La
commande est normalisée par le coeﬃcient d'eﬃcacité des gouvernes Ms pour l'axe de tangage
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mais peut être remplacé par les coeﬃcients d'eﬃcacité de commande correspondants sur les autres
axes. Idéalement, ce paramètre doit être issu de l'estimation décrite dans la section précédente
mais il a été réglé par essais/erreurs pour réaliser les essais. Durant les essais, des excursions sur
l'axe de tangage sont réalisés. La Figure 4.13 présente l'attitude mesurée du drone sous forme de
quaternions mais également l'attitude désirée. L'attitude est considérée avec comme référence le
vol stationnaire. Au début du vol, le drone est en vol stationnaire, son attitude est donc décrite
par le quaternion unitaire (q0 = 1, q1 = q2 = q3 = 0). Une rotation sur l'axe de tangage est
ensuite commandée, elle se traduit par l'évolution de q2 concordant avec une rotation autour
de l'axe −→y b. L'attitude n'est pas suivie exactement car seul un correcteur proportionnel dérivé
était implémenté pour cet essai. Les moments de cabrage dû à la voilure et rotors ne sont donc
pas compensés. La présence de tels moments est mis en évidence par le braquage des gouvernes
(Figure 4.14a) qui augmente avec l'attitude. Par ailleurs, le drone est piloté de sorte à conserver
une altitude constante. On constate la contribution rapide de la portance de la voilure qui nécessite
la réduction de la vitesse de rotation des rotors (Figure 4.14b).















Figure 4.13  Quaternion d'attitude mesuré (trait plein) et désiré (pointillés)












(a) Déplacement symétrique des gouvernes











(b) Vitesse de rotations moyenne de rotors
Figure 4.14  Signaux de commande
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5 Conclusion
La synthèse de lois de commande adaptative pour le pilotage de drones était l'objectif
central de cette thèse. On a isolé deux problèmes liés à cette problématique auquels on a tentés
de répondre par une méthode de commande adaptative indirecte.
Le premier problème est celui de la commande d'une famille de drones quadrirotors. Ces
drones peuvent être modélisés correctement par un système linéaire dont les paramètres évoluent
modestement au cours de leur fonctionnement. Ces paramètres changent néanmoins d'un proto-
type de quadrirotor à un autre. Or, il est intéresant de proposer une gamme de drones dont on
peut à loisir modiﬁer l'agencement de la charge utile ou d'éléments de protection. L'impact de
ces modiﬁcations sur la dynamique en boucle fermée du drone doit être maitrisé pour permettre
l'utilisation en toute sécurité du drone par un opérateur non averti ou une boucle de contrôle de
haut niveau. La commande robuste apporte une solution partielle à ce problème. Elle permet d'at-
teindre l'objectif sur une plage limitée de variation paramétrique et en réalisant un compromis sur
les performances obtenues. La commande adaptative est mise en ÷uvre dans le but de repousser
ces contraintes et oﬀrir des performances homogènes sur un domaine paramétrique plus étendu.
Le deuxième problème est celui d'un drone hybride ayant la capacité de voler à la fois
en translation et en stationnaire. Sa dynamique est diﬀérente d'une phase de vol à l'autre. En
stationnaire, elle est dominée par l'action du ﬂux des rotors sur les gouvernes tandis qu'en vol
d'avancement elle est dominée par l'aérodynamique de la voilure. L'objectif était d'adapter les
lois de commande continuement à ces deux phases de vols.
Les deux problèmes ont été abordés à l'aide d'une méthode de commande adaptative in-
directe. L'architecture interne de ce type de lois de commande prévoit de séparer d'une part
l'identiﬁcation des paramètres d'un modèle du système et d'autre part le calcul à partir de ces
paramètres d'une loi de commande dite classique. Ces deux éléments laissent de nombreux choix
possibles que l'on peut restreindre en sélectionnant la structure du modèle du système. Les drones
sont modélisés par un système linéaire à paramètres variants. Pour les quadrirotors, les paramètres
n'évoluent pas lors du fonctionnement du système mais lors du passage d'un prototype à un autre.
Pour le drone hybride, les paramètres vont évoluer continuement lors de la transition entre les
phases de vol stationnaire et d'avancement. Le choix de la modélisation linéaire permet d'utili-
ser les techniques de la famille des moindres carrés récursifs pour l'identiﬁcation. Une sélection
judicieuse des nombreuses modiﬁcations existantes est nécessaire pour prendre en compte des spé-
ciﬁcités de chaque modèle de drone et des signaux disponibles. L'approche indirecte qui consiste à
identiﬁer des paramètres du système permet d'interpréter facilement le changement de prototype
sur un quadrirotor. L'intuition donne une idée de la direction de changement des paramètres en
fonction des modiﬁcations apportées au prototype : augmentation ou diminution de la masse, de
l'inertie ou de la trainée.
La modélisation choisie ne fait intervenir que la physique du drone lui-même. Les capteurs
et actionneurs sont supposés connus avec une certaine incertitude. Comme ils jouent un rôle im-
portant dans la limitation des performances de la boucle fermée, il est utile de les prendre en
compte dans le processus de synthèse. Si un calcul analytique permet d'obtenir un correcteur
à partir des paramètres du modèle d'ordre réduit, il est moins facile de prendre en compte les
limitations introduites par les actionneurs. Assurer l'homogénéité des performances pour diﬀé-
rents prototypes suppose qu'ils soient tous capable d'atteindre ces performances. Une méthode de
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synthèse LPV permet de prendre en compte ces limitations et de calculer les performances qu'il
est possible d'atteindre sur le domaine paramétrique. On tire partie des outils de synthèse H∞
structurée pour mettre en oeuvre une telle procédure. On utilise un système augmenté de ﬁltre de
pondérations pour spéciﬁer les performances souhaitées. Le correcteur LPV ﬁnal a une forme ob-
servateur/ retour d'états dont les gains sont des fonctions multi-linéaires des paramètres. La mise
en oeuvre a nécessité de séparer sur deux unités de calculs les opérations d'estimation et de calcul
de correcteur. Un travail sur l'implémentation est possible pour réduire au maximum les temps de
calculs. Il est cependant probable que l'amélioration des capacités de calculs embarquables rende
possible l'exécution de l'ensemble de la loi sur une seule unité de calcul sans travail particulier.
La mise en ÷uvre sur le drone hybride ne s'est pas révélée concluante. Des diﬃcultés techniques
ont empêché une mesure satisfaisante de la position des gouvernes du drone. On a montré que la
mauvaise modélisation de l'actionneur a bien entendu des conséquences directes sur la qualité de
l'estimation des paramètres du modèle. Cet obstacle rend actuellement la méthode diﬃcilement
applicable sur le drone hybride.
Cette thèse a permis d'élaborer une approche de commande adaptative indirecte pour le
pilotage de mini-drones. L'approche s'avère convaincante pour une famille de drones. Elle n'évite
cependant pas les écueils classiques de la commande adaptative. L'homogénité des performances,
ﬁxée comme objectif, est valide uniquement à la condition que l'estimation des paramètres du mo-
dèle converge vers les valeurs réelles. Cette condition est elle-même dépendante de l'excitation du
système. L'approche duale appliquée au quadrirotor tente de résoudre ce problème mais un com-
promis satisfaisant qui ne sacriﬁe que modestement l'objectif de commande n'a pas pu être trouvé.
L'initialisation de l'estimateur est intuitive et peut être calculée à partir d'un modèle peu précis
du système. Toutefois, aussi proche que l'initialisation soit des vrais paramètres, les propriétés
du système en boucle fermée pendant le transitoire de l'estimateur ne sont pas systématiquement
vériﬁées. La commande prudente introduite en même temps que la commande duale répond très
partiellement à cette diﬃculté. Elle permet d'éviter une commande de forte amplitude pendant
la phase transitoire mais pour un système instable ne pas appliquer de commande n'est pas une
solution.
L'application au drone hybride nous a montré le besoin de mesurer la position de l'actionneur
pour la mise en ÷uvre de la méthode. Bien qu'une solution matérielle bas coût pour réaliser cette
tâche soit réalisable, il est intéressant de se demander si l'on peut s'aﬀranchir de cette mesure.
L'utilisation d'un modèle est envisageable dans la mesure où il est précis. Cela suppose à nouveau
de disposer de moyens de mesure de la position de l'actionneur mais ceux-ci n'ont toutefois plus
besoin d'être intégrés au système embarqué. De plus, on perd une partie des cas d'adaptation
intéressants. Par exemple, lorsque l'actionneur est abîmé suite à un choc, le drone ne perd pas
nécessairement ces capacités de vols. L'intégration de la mesure de la position des actionneurs
présente en outre des intérêts indépendants de la commande adaptative, notamment pour la
sureté de fonctionnement du drone. En vue de l'intégration de mini-drones dans certains espaces
aériens, leur capacité à détecter une panne d'actionneur est certainement un élément important
à prendre en compte dans les prochaines années.
En n'utilisant pas de mesures de vitesses de translation, on s'est imposé une autre contrainte
forte. Cette décision était motivée par l'absence sur les prototypes originaux fonctionnant dans un
environnement intérieur de dispositif de mesure de la vitesse. De plus, un grand nombre de mini-
drones sont utilisés en télépilotage et peuvent malgré tout bénéﬁcier de la commande adaptative.
Il n'est pas indispensable pour un drone télépiloté de disposer de mesures de vitesse. Les capteurs
de vitesse de translation, notamment par le biais de l'analyse d'images, s'intègrent de plus en
plus facilement aux mini-drones grâce aux progrès des capteurs d'images et des capacités de
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calculs. Il est envisageable qu'à court terme ces dispositifs deviennent aussi usuels que la centrale
inertielle. L'estimation de paramètres ne pourrait que bénéﬁcier de ces mesures additionnelles qui
permettraient d'éviter une dérivation dans le calcul du régresseur et ainsi réduire la sensibilité au
bruit. Il faut toutefois noter que plus que la vitesse de translation, c'est la vitesse aérodynamique
qui est importante et en environnement extérieur, celles-ci sont diﬀérentes, d'autant plus que l'on
travaille à petite échelle.
L'une des ambitions de la commande adaptative est de stabiliser le système avec très peu
de connaissances sur ce dernier. Sa mise en oeuvre nécessite toutefois d'introduire le maximum
de connaissances a priori. L'approche indirecte permet de le faire très naturellement en utilisant
des considérations physiques à la fois pour le réglage de l'estimateur et les objectifs de synthèse.
Le prétraitement des mesures se fait en connaissance des caractéristiques des capteurs et d'une
bonne estimation de l'intervalle d'évolution des paramètres. La synthèse déﬁnit les limites de
performances de la boucle fermée. Pour les mini-drones, où l'on cherche à atteindre les limites de
performances, l'apprentissage en ligne de cette limite serait bénéﬁque et rejoint la discussion sur
la nécessité de la mesure de la position de l'actionneur.
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Figure A.1  Déﬁnitions des repères
L'orientation d'un corps dans un repère de référence Ro est déﬁnie par la rotation qui
permet de passer du repère de référence Ro au repère Rb lié au corps. Les diﬀérentes manières de
représenter l'orientation sont liées aux diﬀérentes manières de décrire une rotation dans l'espace.
Les paragraphes qui suivent en décrivent succinctement trois communément utilisées : les angles
d'Euler, la matrice de rotation DCM et les quaternions.
A.1 Angles d'Euler
Le principe de la représentation par angles d'Euler est de passer du repère Ro au repère Rb
en eﬀectuant trois rotations successives notées R1, R2, R3. On appelle les angles de ces rotations
les angles d'Euler, on les note φ, θ et ψ, et on les dénomme angle de roulis, angle de tangage et
angle de lacet. Le triplet (x′, y′, z′) désigne les axes du premier repère intermédiaire obtenu à partir
de Ro et de la rotation R1. De la même manière, le triplet (x′′, y′′, z′′) désigne les axes du second
repère intermédiaire obtenu à partir de R′ et de la rotation R2. Les rotations s'eﬀectuent autour
d'un des axes principales de chaque repère intermédiaire. Ainsi, ils existent douze orientations
possibles pour les mêmes angles d'Euler selon la séquence choisie pour les axes de rotations.
On utilise ici la séquence dite 3-2-1, la plus couramment utilisé en aéronautique. Elle consiste à
eﬀectuer de la première rotation autour de zi, la deuxième autour de y′ et la troisième autour de
x′′.
R1 R2 R3
Ro −→ R′ −→ R′′ −→ Rb
ψ θ φ
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Annexe A - Orientation
A.2 Matrice DCM
Une formulation alternative consiste à exprimer la matrice qui permet de transformer un
vecteur dans le repère Ro dans le repère Rb.
vb = Rb/ovi
Rb/o est appelé la matrice des cosinus directeurs. En utilisant les angles d'Euler déﬁnis
précédemment, elle s'exprime :
Rb/o =
 cos θ cosψ cos θ sinψ − sin θ(− cosψ sinφ+ sinφ sin θ cosψ) (cosφ cosψ + sinφ sin θ sinψ) sinφ cos θ
(sinφ sinψ + cosφ sin θ cosψ) (− sinφ cosψ + cosφ sin θ sinψ) cosφ cos θ

=
 1 0 00 cosφ sinφ
0 − sinφ cosφ

 cos θ 0 − sin θ0 1 0
sin θ 0 cos θ





L'ensemble des quaternions est l'ensemble des quadruplés de réels. Cette ensemble est muni
d'une addition et d'une multiplication qui suivent des règles de calcul spéciﬁques. Les quaternions
prolongent dans l'espace certaines propriétés qu'ont les nombres complexes dans le plan. De la
même manière qu'un nombre complexe de module unitaire peut représenter une rotation dans
le plan, un quaternion unitaire permet de représenter une rotation dans l'espace. Ainsi, on peut
représenter une rotation l'aide de quatre réels, un quaternion. Ces quatre réels qui l'on notera
q = (q0, q1, q2, q3) déﬁnit l'axe de la rotation et l'angle de la rotation. Si l'on note v l'axe de la








cos(α) vx sin(α) vy sin(α) vz sin(α)
]
(A.1)
Les quaternions forment une algèbre dont les opérations peuvent être interprétées en terme de
rotation. Ainsi, une multiplication entre deux quaternions peut être comprise comme la compo-
sition de deux rotations, la conjugaison d'un quaternion revient à représenter la rotation inverse.
Les détails calculatoires de ces opérations sont présentées dans la section suivante A.3.1.
Les 3 angles d'Euler constituent une forme minimale pour représenter l'orientation comparé
aux quaternions (4 paramètres avec la contrainte de norme 1) et à la matrice des cosinus directeurs
(9 paramètres avec la contrainte d'être une matrice de rotation). Cependant, ils souﬀrent d'une
indétermination lorsque l'angle de tangage est de ±90. Dans cette situation les axes de roulis et
de lacet sont équivalents, comme l'illustre la matrice de cosinus directeurs exprimée pour θ = 90 : 0 0 1sin(φ− ψ) cos(φ− ψ) 0
cos(φ− ψ) − sin(φ− ψ) 0

Cette situation est appelée blocage de Cardan ("Gimbal Lock") et peut être gênante pour un
véhicule ayant la capacité d'atteindre cette attitude. Les quaternions seront utilisés par la suite,
qui sont plus compactes que la matrice des cosinus directeurs.
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A.3 Quaternion
A.3.1 Opérations sur les quaternions












 Multiplication : Composition de deux rotations. Comme les rotations ne commutent
pas, la multiplication des quaternions ne commutent pas :
p ∗ q =
[
p0q0 − pr · qr
(p0q
r + q0p
r + pr × qr
]
(A.2)







‖q‖ = q20 + q21 + q22 + q23






1 − q22 − q23) 2(q1q2 + q0q3) 2(q1q3 − q0q2)
2(q1q2 − q0q3) (q20 − q21 + q22 − q23) 2(q2q3 + q0q1)
2(q1q3 + q0q2) 2(q2q3 − q0q1) (q20 − q21 − q22 + q23)

 Application d'une rotation à un vecteur :
vb = q ∗ vo ∗ q =
[
0
(2(q · vo)qr + (q20 − qr · qr)v0 + 2q0(v0 × qr)
]
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B Elements de modélisation
B.1 Procédure pour la modélisation d'un quadrirotor
Procédure B.1 Génération du modèle
 Paramètres d'entrées relatif au quadrirotor :
 m masse du quadritor
 Cd coeﬃcient de frottement de la structure
 S surface de la structure
 Jyy inertie de l'axe de tangage,
 Type de mixage (X ou +)
Paramètres d'entrées relatif aux rotors
 Nb nombre de pales
 c corde des pales
 mb masse de la pale
 R rayon du rotor
 a0 pente du coeﬃcient de portance fonction de l'incidence
 θ0 calage de la pale au moyeu du rotor
 θtw coeﬃcient d'évolution du calage le long de la pale θ = θ0 + θtwr/R
 Kβ coeﬃcient de raideur de la pale
 δ0 coeﬃcient de trainée de la pale
 δ2 coeﬃcient de trainée induite de la pale
1. Trim du quadrirotor (Alg. B.2)
 Paramètres d'entrée : Ve, vitesse d'équilibre, γe, pente d'équilibre, χe, dérapage
 Paramètres de sortie : δp, diﬀérentiel vitesse axe de tangage ,δy, diﬀérentiel vitesse axe de
lacet, θe, angle de tangage d'équilibre, Ω0, vitesse rotor
2. Calcul des coeﬃcients linéaires par diﬀérentiation numérique
 Paramètres d'entrée : Ve, vitesse d'équilibre, γe, pente d'équilibre, χe, dérapage δp, dif-
férentiel vitesse axe de tangage ,δy, diﬀérentiel vitesse axe de lacet, θe, angle de tangage
d'équilibre, Ω0, vitesse rotor
 Paramètres de sortie : Xu, Xd ,Mu , Md
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Procédure B.2 Trim du quadrirotor
Paramètres d'entrée :Ve, vitesse d'équilibre, γe, pente d'équilibre, χe, dérapage
Paramètres de sortie :δp, diﬀérentiel vitesse axe de tangage ,δy, diﬀérentiel vitesse axe de lacet,
θe, angle de tangage d'équilibre, Ω0, vitesse rotor
1. Initilisation des variables de commandes (δp, δy, θe, Ω0)
2. Calcul des vitesses relatives Vb = [u, v, w]
3. Calcul des eﬀorts (Alg. B.3)
4. Calcul du θ˜ qui permet d'équilibrer le poids
5. Comparaison avec θe
Si |θ˜ − θe| > 1e− 3 → θe = θ˜ , Retour à l'étape 2
6. Vériﬁcation de l'équilibre des forces verticales Ztot
Si |Ztot| > 1e− 3 → Ω0 = Ω0 + 5Ztot , Retour à l'étape 2
7. Vériﬁcation de l'équilibre des moments de tangage Mtot
Si |Mtot| > 1e− 3 → δp = δp + 100Mtot , Retour à l'étape 2
8. Vériﬁcation de l'équilibre des moments de lacet Ntot
Si |Ntot| > 1e− 3 → δy = δy − 100Ntot , Retour à l'étape 2
Procédure B.3 Calcul des eﬀorts
Paramètres d'entrée :Vb, vitesse relatives, Ω0, vitesse rotor, θe, angle de tangage d'équilibre, δ, vecteur de commande
Paramètres de sortie :Xtot, Ytot, Ztot, forces totales, Ltot, Mtot, Ntot, moments totaux
1. Calcul vitesses de chaque rotor selon le mixage choisi
2. Calcul des coeﬃcients de poussées CTe des rotors
3. Calcul des eﬀorts sur chaque rotor (Alg. B.4)
4. Somme des eﬀorts au CG selon le mixage
Procédure B.4 Calcul des eﬀorts sur un rotor
Paramètres d'entrée :Vb, vitesse relatives, Ω0, vitesse rotor, CTe , coeﬃcient de poussée
Paramètres de sortie :X, Y , Z, forces appliquées sur un rotor, L, M , N , moments appliquées sur un rotor,
β0, β1c, β1s, paramètres de battements du rotor,λ0, coeﬃcient de ﬂux du rotor
1. Calcul des vitesses adimensionnées µ
2. Calcul du coeﬃcient de ﬂux du rotor λ0 : Résolution de (2.33) avec Newton-Raphson
3. Calcul du premier harmonique du ﬂux du rotor : Modélisation de Payne (2.34)(p.
160 [87])
4. Calcul des paramètres de battements du rotor β0, β1c,β1s : Relation quasi-statique
(2.20)
5. Calcul des eﬀorts : Relation (2.22) et suivantes
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B.2 Données numériques sur les quadrirotors
Table B.1  Paramètres physiques des quadrirotors et des rotors
Symbole Paramètres Valeur
m masse du quadritor (kg) 1
L longueur d'un bras (m) 0.2
Cd coeﬃcient de frottement de la structure 0.9
S surface de la structure 0.014
Jyy inertie de l'axe de tangage 0.007
Type de mixage (X ou +)
Nb nombre de pales 2
c corde des pales 0.02
mb masse de la pale 0.005
R rayon du rotor 0.1
a0 pente du coeﬃcient de portance fonction de l'incidence 6.2
θ0 calage de la pale au moyeu du rotor 35
θtw
coeﬃcient d'évolution du calage le long −30de la pale θ = θ0 + θtwr/R
Kβ coeﬃcient de raideur de la pale 0.23
δ0 coeﬃcient de trainée de la pale 0.009
δ2 coeﬃcient de trainée induite de la pale 40
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B.3 Déplacements d'une gouverne
Le schéma B.1 introduit les notations utilisées pour calculer les déplacements de la gouverne













Figure B.1  Déﬁnitions des repères
Il s'agit d'exprimer l'angle θG en fonction de l'angle du servomoteur θS et des longueurs






















Ces grandeurs permettent d'exprimer la distance |GS| de deux manières diﬀérentes dont l'une fait
intervenir θG :
|GS|2 = l2T + h2G − 2lThG cos(γ + α)
= (xS − xG)2 + (yS − yG)2
(B.5)
où (xS , yS) et (xG, yG) sont les coordonnées des points dans le repère orthonormé centré en O.{
xS = lS sin θS
yS = lS cos θS
(B.6)
{
xG = lG cos θG + dS
yG = −lG sin θG
(B.7)
Grâce à cette relation, on peut isoler θG
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