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I. INTRODUCTION
Many real world networks are well conceptualised when reduced to a graph, that is a set of nodes that are connected with edges or links. This representation helps to uncover often a non-trivial role of the topology in the functioning of complex networks [1] [2] [3] [4] . From a probabilistic perspective, many interesting network properties are well defined even when the total number of nodes approaches infinity. For instance, the degree distribution is a univariate function of a discrete argument that denotes the probability for a randomly chosen node to have a specific number of adjacent edges [5] . The notion of degree distribution is easy to adapt to various generalisations of simple graphs. When different types of edges are present, or if edges are non-symmetrical (directed network), the degree distribution denotes the joint probability for a randomly sampled node to have specific numbers of edges of each type [1] .
Just as a degree distribution is attributed to a single instance of a network, one may reverse this association, and talk about a class of networks that all match a given degree distribution. The class of such networks is known as pled node belongs to a component of a specific size, while the size of the giant component is the probability that a randomly sampled node belongs to a component of size that scales linearly with the size of the whole system [8] .
A considerable progress has been made in recovering both the size distribution and the size of the giant component that are associated with an arbitrary degree distribution in undirected, single-layer configuration networks.
Molloy and Reed [7] proposed a simple criterion to test the existence of the giant component. In Ref. [8] , Newman et al. narrowed the problem of finding the size distribution down to a numerical solution of an implicit functional equation, that is followed by the generating function inversion. Somewhat later, a few cases have been resolved analytically [9] , and recently, the formal solution for size distribution of connected components in undirected networks has been found by means of the Lagrange inversion [18, 19] . Such a solution permits fast computation of exact numerical values and allows simple asymptotic analysis.
A smaller amount of results, however, is available for directed and multiplex configuration models. In these cases the aforementioned functional equation remains the main bottleneck and is typically addressed numerically with the only exception of percolation studies. Some percolation criteria were obtained analytically both in directed networks: in-/out-percolation [8] , weak percolation [11] , and in multiplex networks: k-core percolation [13] , weak percolation [16] , strong mutually connected component [12] and giant connected component [20] . Up to date, little results are available on the size distribution of finite connected components in these configuration models.
The present paper applies the Lagrange inversion principle to find exact expressions for size distributions of connected components in two generalisations of the configuration model: directed configuration networks and multiplex configuration networks. Firstly, a brief review of the Good's multivariate generalisation of the Lagrange inversion formula is given. Then, the size distributions for in-, out-, and weak components in directed configuration networks are formulated in terms of convolution powers of the degree distribution. These results are complemented by a detailed asymptotic analysis that reveals existence of two distinct critical exponents. In the next section, the general case of weak multi-layer connected components (i.e. components that include edges from an arbitrary layer) is considered. A formal expression for the size distribution is constructed and the asymptotic analysis is provided for two-layer multiplex networks. Furthermore, the relation between these results and the existence of a two-layer giant component is studied by means of perturbation analysis within the critical window. Finally, the results for directed and multiplex networks are illustrated with a few examples in the last section.
II. LAGRANGE SERIES INVERSION
Suppose R(x), A(x), F (x) are formal power series in x.
Then, according to the Lagrange inversion formula [21] , implicit functional equation
has a unique solution A(x). Instead of an expression for A(x), the Lagrange inversion formula recovers a discrete function that is generated by A(x). In fact, the equation yields a slightly more general result: for an arbitrary formal power series F (x), the coefficients of power series
Here [t n−1 ] refers to the coefficient at t n−1 of the corresponding power series. In the context of configuration models, Eq. (2) proved to be useful when deriving a formal expression for the size distribution of connected components in undirected networks [18] .
The Lagrange inversion, was generalised to the case of multivariate series by Good [22] . Following the original notation from [21] , the Lagrange-Good theorem in d
be a vector of formal power series in variables x = (x 1 , x 2 , . . . , x d ), and let A(x) be a vector of formal power series satisfying
then for any formal power series F (x),
where
and t = (t 1 , . . . , (GF), the only reason the inversion is used is to perform the convolution. Where convenient, we will exploit this fact and write (2) without any reference to GFs at all by utilising the convolution power notation:
Here, i, j, k, n are d−dimensional vectors. The sum in Eq. (5) runs over all partitions of vector n into two summands j, k, such that
In practice, numerical values of the convolution can be conveniently obtained with Fast Fourier Transform (FFT). We will see now how the inversion equations (2) and (4) can be applied to find the size distributions for connected components in directed and multiplex networks that are defined by their degree distributions.
III. DIRECTED NETWORKS
In a directed network, bivariate degree distribution 0 ≤ u(k, l) ≤ 1 denotes probability of choosing a node with k ≥ 0 incoming edges and l ≥ 0 outgoing edges uniformly at random. Partial moments of this distribution are given
Since u(k, l) is normalised, µ 00 = 1, and since the expected numbers for incoming and outgoing edges must coincide, µ 10 = µ 01 = µ. Directed degree distribution u(k, l) has two corresponding excess distri-
µ u(k, l + 1). Throughout this section, the capital letters are used to denote the corresponding bivariate GFs: U (x, y), U in (x, y), U out (x, y). Four types of connected components are distinguished in directed configuration models: in-components, out-components, weak component, and strong component (the latter always has an infinite size in the thermodynamic limit [8] ).
A. Sizes of in-and out-components
The size distributions for both, in-components h in (n), as generated by H in (x), and out-components h out (n), as generated by H out (x), can be found by solving the following systems of functional equations [8] :
and
These equations are similar to those describing connected components in the undirected configuration network, and following a similar derivation to the one from Ref. [18] , one immediately obtains formal solutions in terms of the convolution power of the degree distribution,
B. Weakly connected components
The generating function for the size distribution of weak components W (x), satisfies the following system of functional equations [11] ,
To solve this system we apply the Lagrange-Good formalism (3). First, one should transform (10) to match the bi-variate version (d = 2) of Eq. (3). Consider three bi-variate formal power series,
A(x, y), A 1 (x, y), A 2 (x, y) that take their diagonals from
for |x| < 1, x ∈ C. Additionally, let
for all values of (x, y), then as being a partial case (x = y), the weaker condition (10a) is also satisfied. Furthermore, by assigning F (x, y) := U (x, y) one obtains the expression for the coefficients of generating function A(x, y): for i, j ≥ 0,
which when rewritten with the convolution power notation (5), become
Here, d(k, l) is chosen in such a way that it is generated by
, the product that appears in Eq. (12) . For this reason the convolution powers in Eq. (13) are diminished by one: i − 1, j − 1. Now, on one hand w(n + 1) is generated by
on the other x i y j | y=x = x i+j and thus the sum of all
A(x, y) such that i + j = n + 1 yields the values of w(n + 1). Therefore, the final expression for the size distribution of weak components is written out as a diagonal sum,
From the computational perspective, the most efficient way to evaluate Eq. (13) numerically is to apply FFT algorithm to find the convolution powers. In this case, the computation of w(n) requires O(n 2 log n) multiplicative operations.
Besides being suitable for numerical computations, expressions (9) and (15) can be further treated analytically to obtain the asymptotic behaviour of size distributions w(n), h in (n), h out (n) in the large n limit. That is we will search for such w ∞ (n) (or correspondingly h in,∞ (n) and
In the context of asymptotic theory, we limit ourself to the case of finite first moments, µ ij < ∞, i + j ≤ 3.
As will be shown further on, this assumption will allow us to utilise the standard central limit theorem and formulate the analytical expressions for the asymptotes as a function of solely the first partial moments of the degree distribution, µ ij , i + j ≤ 3.
To keep the derivation concise, we define shorthands for the vectors of expected values and covariance matrices of u(k, l), k µ10 u(k, l), and l µ01 u(k, l) : 
Note, that in directed networks µ 10 = µ 01 = µ.
C. Asymptotes for in-and out-components
In the case of in-and out-components the asymptotic analysis coincides with the one performed in the case of undirected network and has been covered elsewhere, for instance, compare Eq. (9) to Eq. (8) in Ref. [18] . Taking this into the account, we can immediately proceed with expressions for the asymptotes:
and refer the reader to Ref. [18] for the derivation.
One can see that depending on the values of the moments, the asymptotes (18), (19) (18), (19) , the algebraic asymptote emerges when µ 20 − 2µ = 0, for in-components, and µ 02 − 2µ = 0, for out-components, both of which coincide with the critical point for the existence of the corresponding giant components [11] .
D. Asymptote for weakly connected components
The asymptotic analysis for the size distribution of weak components is conceptually different from the previous case: unlike in Eq. (9), the expression for size distribution (13)- (15) contains the complete bivariate degree distribution and therefore cannot be treated analogously to the case of undirected networks.
We start by replacing the generating function appearing in the right hand side (RHS) of Eq. (12) with a characteristic function by introducing a change of variables
Here, the complex unity is denoted with i 2 = −1; it should not be confused with the parameters i, j. By setting φ(ω 1 , ω 2 ) := U (e iω1 , e iω2 ) and expanding U in , U out , and K according to their definitions one obtains
Having φ a (ω 1 , ω 2 ) in this format, allows us to apply the central limit theorem, that guarantees the pointwise convergence of the following limits:
Here ω 2 ) denotes the characteristic function for the bivariate Gaussian-distributed random variable and µ 1 , µ 2 , Σ 1 , Σ 2 are as defined in Eq. (17) . Now, after substituting the limiting functions from (22) into (21) , evaluating the partial derivatives, and using the symmetricity of matrices Σ 1 , Σ 2 , one obtains:
Note that Eq. (23) does not contain Σ 0 , which becomes negligible in the limit of large i, j. After applying the inverse Fourier transform, (23) becomes
By introducing new variables
one obtains: x = n(az + b + µ 0 /n) and
Under this change of variables,
is independent of n and, consequently, so are C 0 , C 1 , C 2 . Furthermore, the exponential function from (24) can be now rewritten as a univariate Gaussian function in z,
where S n = Az+B n , and
and |z| ≤ 1. At the limit n → ∞, the variance of this Gaussian function vanishes as O(n −1 ), and the expected value remains bounded. Indeed, for a fixed z, such that
so that the Gaussian function itself tends to the Dirac
]. Recall, that according to (15) the size distribution is defined as a sum of the diagonal elements
This sum can be viewed as an estimator for an integral,
such that lim
where r k are roots of the following non-linear equation, 
or a quadratic equation (a adj(A)a = 0) having at most two distinct roots:
Suppose, there is only one real root r 1 ∈ [−1, 1], which automatically implies that the other root either does not exist or is greater than 1 in its absolute value. As being a convolution with the delta function, the integral in (29) is simply an evaluation at a point,
and is exhaustively defined by definitions (17),(27) and the following list of constants:
Note, that in the derivation of (32) the terms containing n −0.5 cancel out.
If E 1 = 0, the asymptote (32) decays exponentially fast, and conversely, E 1 = 0 is a sufficient and neces- This expression coincides with the definition of the critical point for the weak giant component [11] . Qualitatively, the condition (34) means that there is at most one incoming edge per node. In view of the fact that the topology is locally tree-like, which is characteristic to finite components in configuration models, each finite component has exactly one node with no incoming edges: the root node. Evidently, in this case, the asymmetry of the edges forces the connected components to be globally asymmetric as well: there is exactly one node per component with ingoing degree 0, and the whole component can be explored by starting at the root node and following exclusively outgoing edges. We will now exploit the presence of such a global directionality in order to perform an asymptotic analysis for component sizes.
Let w 0 (n) denotes the probability that a component associated to the root node has size n. It is n times more likely to randomly select any other node, then the root from a given component. Therefore
where the normalisation constant C is the expected component size. The condition on u in , as given in Eq. (34),
can be rewritten as a condition on u(k, l), that is u(k, l) = 0, k > 1. Let us introduce some auxiliary notation:
where j = 0, 1, 2. We will go through a similar to Eq. (10) derivation and construct a set of univariate equations for w 0 (n) :
where W 0 (x), U 0 (x), U 1 (x) are generating functions for respectively w 0 (n), u 0 (l), and u 1 (l). By solving (35) for C = W 0 (1) one obtains the expected component size
.
Furthermore, applying the Lagrangian inversion to
Eq. (35) gives the formal solution
which leads to the following asymptote for large n:
In contrast to the non-degenerate asymptote (32), that has the leading exponent − Suppose, each edge belongs to a layer from Ω = {1, . . . , N }. We update the definition of the degree distribution to be a multivariate function u(k 1 , . . . , k N ), k i ∈ N 0 that denotes probability of randomly choosing a node with k i adjacent edges of from layer i. As before, the degree distribution is normalised 
where the upper-case notation U (x 1 , . . . , x N ),
. . , N is used to denote multivariate generating functions of the corresponding distributions.
The system of functional equations (37) is a special case of (3), and thus can be solved by applying Lagrange-Good formula. Indeed,
Additionally, let R(x) = [U 1 (x), . . . , U 1 (x)], and
, then the Lagrange-Good formula yields the expression for a(k 1 , . . . , k N ) that is gen-
The values for w(n) can then be recovered using relation
, and the complete equation for component-size distribution in the multilayered configuration network reads: for n > 1,
where 
B. Two-layer multiplex network
Suppose N = 2, that is to say each edge belongs either to Layer 1 or Layer 2. In this case, the degree distribution
is the probability of randomly selecting a node that bears k edges in Layer 1 and l edges in Layer 2. Where it leads to no confusion, we will reuse the notation from the previous section. For instance, the shorthand notations for moments, vectors of expected values and covariance matrices are as given in (6) and (17) respectively. The total probability is normalised µ 00 = 1, but the expected numbers of edges in each layer need not be the same:
The two dimensional version of (37) reads,
where U (x, y), U 1 (x, y), U 2 (x, y) denote the corresponding generating functions for degree and excess distribu- 
. By setting N = 2 in (38) one obtains the formal solution to (39),
where for i, j ≥ 0,
We will now see how the asymptotic theory from Section III D can be recast to fit the case of the two-layer multiplex networks.
C. Asymptotic analysis for a bilayer network
Let µ 1 , µ 2 denote expected values and Σ 1 , Σ 2 covariance matrices of k µ10 u(k, l) and
given in definition (17) . The characteristic function for the right hand side of Eq. (41) reads:
In the large n limit, the latter approaches
where x = 2(i, j) − (iµ 1 + jµ 2 ) + µ 0 and
By applying the change of variables (25) , one obtains x = n(az + b + µ0 n ) and Σ = n(Az + B) where
Now, coefficients C 0 , C 1 , C 2 and 1 n Σ = Az + B became independent of n, and Eq. (44) is identical to (24) 
As in the case of directed networks, the degenerate excess degree distribution, u 1 (k, l) = 0, k > 0, renders the asymptotic analysis not applicable. Nevertheless, the degenerate case is equivalent to a one-layer network with coupled nodes that has a univariate degree distribution
. . The asymptotic theory for mono-layer components has been covered in Ref. [18] , and, unlike in the case of directed networks, no new asymptotic modes emerge when the excess distribution is degenerate. 
Let us perturb expected number of edges µ 10 by uniformly adding (or removing) a small number of edges dα in the first layer. Due to this perturbation, the de-
The perturbation conserves the total probability,
du(k, l) = 0, whereas the expected number of edges, indeed, variates as dµ 10 
After expanding variations dµ 11 = µ 01 dα and dµ 20 = (2µ 10 + 1)dα in a similar fashion, we write the Gâteaux derivative, We will now show that (49)) and the upper bound on µ 20 (as given in (50) 
So that
The fact that [2] V. Nicosia, G. Bianconi, V. Latora, and M. Barthelemy, Physical review letters 111, 058701 (2013).
[3] K.-K. Kleineberg, M. Boguna, M. Angeles Serrano, and
