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The title is a reference to Angrist and Pishke’s (2009) “Mostly Harmless Econometrics” 
which outlines the experimental paradigm and argues that fancier econometric techniques are 
unnecessary and potentially dangerous.   
Abstract 
We argue that identification problems bedevil most applied spatial research. Spatial 
econometrics solves these problems by deriving estimators assuming that functional forms 
are known and by using model comparison techniques to let the data choose between 
competing specifications. We argue that in most situations of interest this, at best, achieves 
only very weak identification. Worse, in most cases, such an approach will simply be 
uninformative about the economic processes at work rendering much applied spatial 
econometric research ‘pointless’, unless the main aim is simply description of the data. We 
advocate an alternative approach based on the ‘experimental paradigm’ which puts issues of 
identification and causality at centre stage.  
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iii uy  βx '         (1) 
















observations is to write down a vector  iw where the jth element of  iw takes a value that is bigger, 
the more closely connected j is with i (e.g.  ijdistance/1 ). If we have n observations, then multiplying 
'
iw  by the nx1 vector of outcomes y  gives us a value  yw 'i  that spatial econometricians refer to as a 
spatial lag. For each observation,  yw 'i  is a linear combination of all  jy   with which the ith 
observation is connected. If, as is usually the case, we normalise  iw so that the elements sum to 1, 





iiii uy  βxyw ''       (SAR) 
LeSage and Pace (2009) suggest a “time dependence motivation” for the SAR model. Imagine that 
fixed across time exogenous variables  ix  determine outcome iy . Now assume that when 
determining their own outcome, agents take in to account not only their own characteristics, but 
                                                            








We could drop the assumption of dependence between  iy  and the spatial lag of  iy  and instead 
assume that  iy  depends on spatial lags of the explanatory variables. If X denotes the matrix of 
explanatory variables and γ a vector of parameters, we have the spatial (lag of) X model (SLX): 










iiiiii vuuy  uwβx '' ;       (SE) 
Finally, combining the SAR and SLX models gives us the Spatial Durbin Model (SD): 






βx 'iii yu          (2) 
iiiii vy  Xβwywβx '''     (3) 







an exogenous variable ( ix ) and unobservable factors ( iz ). That is, the true model is: 
iii zxy           (5) 
Further, assume that the error term  iz  is both spatially correlated and correlated with the observed 
ix  through an omitted variable, which is partly determined by  ix , such that: 
iiii vxwz   z'         (6) 
substituting  iii xyz  into (6) and rearranging gives 










































written down, the only exogenous factors affecting  iy  are  ix and  iu , so the only factors affecting 
yw 'i  (the spatial lag of  iy ) are  Xw 'i  and  uw 'i  (the spatial lags of X and u , respectively). The spatial 
lag of  iy  ( yw 'i ) also depends on the second order spatial lag of  iy  ( Wyw 'i ), that is, on outcomes 
for the “neighbours of my neighbours”. By repeated substitution (first for yw 'i , then for  Wyw 'i  
etc), we derive the reduced form as:  
iiiiii vy  ][2'3'2'' XβWwWXβwXβwβx      (8) 
where  iii uv  vw ' , W is the matrix of stacked weight vectors ( 'iw ) and   WWW 2 .  
Notice that, in the reduced form, the only thing that distinguishes this from the SLX model is the 







































where, for simplicity,  iv  denotes the spatial lag terms in  iu . Under standard regularity conditions on 
ρ and iw ,  0lim 1'  yWw ninn  so we can ignore the spatially lagged term in y. Notice that, in 
the reduced form, the only thing that distinguishes this from the SLX model is the cross coefficient 
restrictions on the terms in  XWw 1' ni for n>1. 
8 
 
In short, spatial interaction in iy , spatial externalities in  ix , or spatially omitted variables lead to 
different spatial econometric specifications. However, the reduced form for all these models is: 














iiji uayEy  βx ']|[   (11) 








iiii uy  βxyw ''   (11a) 
(11a) is the empirical counterpart to (11) in the sense that  iw  is a neighbourhood weighting vector 
that provides an estimate of the mean, conditional on the location of i.  
There are three endogeneity problems if (11a) is estimated using data on  iy ,  ix  and neighbourhood 
averages  yw 'i (the sample analogue to  ]|[ ayE j ). As usual, the explanatory variables  ix  may be 
correlated with  iu , which is a general issue that we will come back to later in this paper. The first 
specifically spatial endogeneity problem is that, by construction, yw 'i  depends on u  when  0 . 
The second is that the error term may be spatially autocorrelated which provides another reason 




As with the standard SAR model, repeated substitution (for ]|[ ayE j ), gives:  
iiiiii uy  ][2'3'2'' XβWwWXβwXβwβx      (12) 
where, once again, we are using  Xw 'i  as the empirical counterpart to  ]|[ aE X . In contrast to the 
standard SAR model, repeated substitution leaves the error ( iu ) unchanged, assuming  0u ][E , 
because the expectations operator passes through the linear spatial weights so 




iiii uy  )1/('' Xβwβx   (13) 
The reduced form models outcome  iy  as a function of individual exogenous characteristics ( ix ) and 
the neighbourhood average of those characteristics ( Xw 'i ). Armed with data on these, OLS will give 
a direct estimate of β (from the coefficient on  ix ). We can then back out ρ using the estimate of β  
and the fact that the coefficients on neighbourhood average characteristics  Xw 'i  equal  )1/(  β . 
That is, the reduced form allows for the separate identification of β and ρ.  
Things are much more problematic if neighbourhood exogenous characteristics ( Xw 'i ) directly 
influence individual outcomes. That is, if we allow for what Manski (1993) called ‘exogenous’ or 
‘contextual’ neighbourhood effects. As is well known in the neighbourhoods literature and as 
demonstrated by Manski (1993), once we allow for direct effects from  Xw 'i  on  iy  we can no longer 
separately identify β and ρ. To see why, note that the assumed relationship in the population 
becomes 
iiji uaEayEy  γXβx ]|[]|[ '     (14) 










regression of  iy  on individual characteristics ( ix ) and the neighbourhood average of those 
characteristics ( Xw 'i ) gives two reduced form coefficients in three unknown structural coefficients. 
As before, OLS gives a direct estimate of β, but only the composite parameter vector 
)1/()(   βγ is identified. That is to say, only the overall effect of neighbours’ characteristics is 
identified, but not whether they work through exogenous or endogenous neighbourhood effects 




that neighbourhood exogenous characteristics ( Xw 'i ) do not directly affect outcomes this gives: 
ijiiiji vauEuuayEy  ]|[;]|[ 2'1  βx    (16) 
Substituting  βx '1 ]|[ ijii ayEyu    for  iu in  iji vauEu  ]|[2 and rearranging gives: 
iiji vaEayEy  βXβx ]|[]|[)( 2'1221    (17) 
Letting   βγ 2  and )( 1221    and using  Xw 'i  and  yw 'i as empirical counterparts to 
the expectation terms we get: 
































iiii vy  )1/('' Xβwβx    (19) 






























i vy   ][)()()( 2'2'''1' γβXWwγβWXwγβXwβxyWw    (20) 
As discussed above, under standard regularity conditions on ρ and iw ,  0lim 1'  yWw ninn  so 
we can ignore the spatially lagged term in y. The final part of this expression makes it clear how 













for W,  Xw 'i , WXw 'i , etc are likely to be highly correlated for the simple reason that they are a 
weighted average (and consistent estimate of the mean)  of  ix  in some neighbourhood of i. As a 






the data can be used to construct valid instruments for yw 'i . Specifically, from equation (9) it is clear 
that, assuming the SD model is correct,  WXw 'i and  WWXw 'i do not directly determine iy , except 
















estimated as a consequence). Given our discussion above it should be clear that as Xw 'i  and 
WXw 'i will tend to be highly correlated, it is unlikely that  WXw 'i  will provide a very strong 
instrument conditional on  Xw 'i .  There is simply very little meaningful information in the spatial 
average‐of‐spatial‐averages, conditional on the spatial average of X in that location. This is in 
addition to the point we make above: that the assumptions on W and the spatial lag structure are 












moderately correlated with their spatial lags.12  However, it is clear that, Xw 'i ,  WXw 'i and 
WWXw 'i  are all highly correlated. It would be extremely unwise to include all these variables in a 














  FSM   FSM'iw FSM'Ww i   FSM'WWw i  
FSM'iw   0.3378  1.0000     
FSM'Ww i   0.3508  0.9844 1.0000   
FSM'WWw i   0.3373  0.9763 0.9980  1.0000  
FSM'WWWw i   0.3328  0.9692 0.9947  0.9991 
  Sci   Sci'iw Sci'Ww i   Sci'WWw i  
Sci'iw   0.2671     
Sci'Ww i   0.2859  0.9688    
Sci'WWw i   0.2637  0.9501 0.9950   
Sci'WWWw i   0.2554  0.9330 0.9867  0.9977 
10% sample 
  FSM   FSM'iw FSM'Ww i   FSM'WWw i  
FSM'iw   0.2773  1.0000     
FSM'Ww i   0.4303  0.9140 1.0000   
FSM'WWw i   0.3637  0.9261 0.9872  1.0000  
FSM'WWWw i   0.3630  0.9002 0.9847  0.9962 
  Sci   Sci'iw Sci'Ww i   Sci'WWw i  
Sci'iw   0.2246  1.0000     
Sci'Ww i   0.4127  0.8669 1.0000   
Sci'WWw i   0.3190  0.8938 0.9691  1.0000  
Sci'WWWw i   0.3193  0.8410 0.9717  0.9865 
   
If further evidence is needed, consider the results from IV estimation of the SD model in which we 
instrument  yw 'i with  WXw 'i . Note that  WXw 'i is unlikely to be a valid instrument because it will 
be correlated with unobservables ( iu ) that determine science scores (an issue to which we return 




































instruments (i.e. the share of the variance in  Sci'iw  that is not explained by FSM  and  FSM'iw , 









cannot be sure that the included variables  ix  are exogenous. In many applied situations  ix  is likely 
to be endogenous, a problem that has essentially been ignored by much of the spatial econometrics 
literature, to focus instead on the issue that by construction yw 'i  depends on u  (providing  0 ). 
If  ix is endogenous then, as usual, we cannot get consistent estimators without finding some 
suitable set of instruments for  ix . In addition, if there is spatial autocorrelation in the errors, then 




problem is that, for the exclusion restrictions on the spatial lags of  ix  to be valid  iw  must be 






iiiii uy  Xγwβxyw '''     (22) 
iii vu  uw '        (23) 
ikiiik eux  21' δz       (24) 






















































ititit zxy             (22) 
itititit vxzz    1         (23) 







endogeneity in that  ix  is partly determined by the omitted variable ( if ). In this case we have: 
iii zxy                     (25) 
iiii vfz   zw '  
iii ufx   
)()( '' iiiiii uvwxwy   xy  






















Xw 'i  provides an instrument for yw 'i . In practice, researchers working in most areas of modern 
micro‐econometric practice would expect very careful arguments to justify the exclusion of  Xw 'i  
from the estimating equation.13 Institutional arrangements might provide exogenous variation in 
                                                            




Xw 'i  that has no direct influence on iy . For instance, a researcher might argue that there are no 
direct impacts from a policy intervention in neighbouring districts, but the policy does have effects 
via neighbouring outcomes. Researchers also use similar ideas to argue that certain ‘natural 
experiments’ directly induce exogenous variation in yw 'i . In both cases IV is justified, although a 
researcher employing this strategy often faces difficulty convincing others that there are no direct 
effects from neighbours’ policies (i.e. justifying the exclusion restrictions).  
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