Abstract. In this paper we study the Boltzmann equation near global Maxwellians in the d-dimensional whole space. A unique global-in-time mild solution to the Cauchy problem of the equation is established in a Chemin-Lerner type space with respect to the phase variable (x, v). Both hard and soft potentials with angular cutoff are considered. The new function space for global well-posedness is introduced to essentially treat the case of soft potentials, and the key point is that the velocity variable is taken in the weighted supremum norm, and the space variable is in the s-order Besov space with s ≥ d/2 including the spatially critical regularity. The proof is based on the time-decay properties of solutions to the linearized equation together with the bootstrap argument. Particularly, the linear analysis in case of hard potentials is due to the semigroup theory, where the extra time-decay plays a role in coping with initial data in L 2 with respect to the space variable. In case of soft potentials, for the time-decay of linear equations we borrow the results based on the pure energy method and further extend them to those in L ∞ framework through the technique of L 2 -L ∞ interplay. In contrast to hard potentials, L 1 integrability in x of initial data is necessary for soft potentials in order to obtain global solutions to the nonlinear Cauchy problem.
1. Introduction 1.1. Setting of problem. We consider the following Cauchy problem on the Boltzmann equation ∂ t F (t, x, v) + v · ∇ x F (t, x, v) = Q(F, F )(t, x, v),
with (t, x, v) ∈ R + × R d × R d , where the bilinear collisional operator Q is defined by
Here we have used the conventional abbreviation F is a steady solution to (1.1) due to (1.2) . Therefore, we consider the perturbation f = f (t, x, v) by F := M + M 1/2 f , and reformulate the Cauchy problem (1.1) as
Here L and Γ are the linear and nonlinear parts of Q, respectively, defined by
Under the angular cutoff assumption, it is well known that L can be decomposed as L = ν − K.
Here ν = ν(v) is a velocity multiplication operator satisfying
for all v ∈ R d , where 0 < ν 0 ≤ ν 1 are constants independent of v. Especially, ν has a strictly positive lower bound for 0 ≤ γ ≤ 1, but it is not the case when γ is negative. We remark that this fact is often the reason why one may need to consider two cases separately. Also, K is an integral operator in the form of
for a real-valued symmetric function k(·, ·).
Main results.
We shall state the main theorems of this paper. In order to do so, we first clarify in what sense f (t, x, v) is a solution to the Cauchy problem (1.3) . In fact, the mild solution f (t, x, v) to (1.3) is defined as the following integral form: for t ≥ 0, x, v ∈ R 3 . In what follows, for a Banach space X and a nonnegative constant α ≥ 0 we define |||f ||| α,X = sup
for a X-valued function f (t) on the real half line 0 ≤ t < ∞, and for any Banach spaces X and Y , the norm · X∩Y means · X + · Y . For more notations of function spaces, especially Besov and Chemin-Lerner type spaces, readers may refer to the next preliminary section. For the hard potential case, the main result is stated as follows. 
Remarks on the results.
Here we would make a few remarks on the main theorems stated above. First, the main motivation of this paper is to treat global well-posedness in spatially critical Besov-type spaces especially in the case when the intermolecular interaction potential is very soft, that is the case of −3 < γ < −2 including the situation where γ can be close to −3. Indeed, in [13] regarding the angular non-cutoff Boltzmann equation, the following condition γ > max{−3, −3/2 − 2s}, 0 < s < 1, is required to establish the global well-posedness, where s is a singularity parameter of b 0 (θ) near θ = π/2. One may carry out the same proof for the angular cutoff case which formally corresponds to the limiting situation γ > −3/2 as s → 0. Thus the existing approaches as in [8] and [13] cannot be directly applied to treat the case of −3 < γ ≤ −3/2. The main reason for this obstacle is that the solution spaceL
v with respect to velocity variable v, was used in those works, so that γ cannot be below −3/2 in order for the nonlinear term Γ(f, f ) to be controlled by the product of twoL 2 v norms. To overcome the difficulty, we shall use the velocity-weighted function spaceL
) is an algebra so that the nonlinear term Γ(f, f ) can be defined.
Second, as pointed out in [8] , the most interesting value of the index s under consideration is d/2. One may not expect to take this value if one seeks a solution in the usual Sobolev space
2,1 is. In such sense, the regularity index s = d/2 is said to be spatially critical. However, we remark that it is still a problem to justify any blow-up of solutions in the function space eitherL ) is endowed with a stronger topology than the formerly used velocity-weighted Sobolev space L ∞ β (H s ); see [18] and [19] . Indeed, thanks to the equivalence of H s and B
Moreover, as seen from the proof of two main theorems later on, we remark without any proof that under the same conditions, the global existence of solutions can also be obtained in terms of the following stronger norm
with an arbitrary T > 0. Such norm is again of the Chemin-Lerner type. Fourth, although both the solution spaces and decay rates of the solution are the same in Theorem 1.1 and Theorem 1.2, strategies of the proofs are highly contrasting. Theorem 1.1 is shown via a time-decay property of a semigroup and an induction scheme of inequalities, from which we deduce a contraction property of a solution map. Meanwhile, the proof of Theorem 1.2 is based on a priori estimates by the energy method and the continuation of a local solution. The semigroup argument works only when −1 < γ ≤ 1 for d = 3 (see [19, Theorem 8.2] ), and this requirement is truly essential. This is the reason why we employ the energy method for the soft potential case which is the main concern of the paper. We remark that the energy method may also work for the hard potential case if d ≥ 3, but the details are omitted for brevity of presentation.
Fifth, the assumption d ≥ 3 for the soft potential case in Theorem 1.2 is also essential. In fact, for soft potentials, one can obtain the usual decay estimate of the semigroup for the linearized problem by the energy method, but it seems impossible to deduce an extra decay of the semigroup acting on the pure non-fluid function (see the second estimate in Lemma 3.1). Therefore it is necessary in the proof of Theorem 1.2 to require the condition d/4 + d/4 > 1 for q = 1, namely d ≥ 3, in order to make use of the enough time-decay of solutions to close the nonlinear estimates. Note that the value of q could be improved to be slightly greater than 1, but it seems hopeless for us to treat q = 2. Moreover, we remark in the hard potential case that if q = 2 thenL
holds true thanks to β > d/2, and hence the global existence stated in Theorem 1.1 can directly follow for initial data f 0 small enough in the function spaceL ∞ β (B s 2,1 ) without any other restriction in contrast to the case of 1 ≤ q < 2.
1.4. Known results. Indeed, the perturbation theory of the Boltzmann equation near global Maxwellians has been well established so far. Interested readers may refer to [8] as well as [10] for an almost complete list of references on the subject. In what follows we would only mention some research works most related to our current study in this paper. First of all, semigroup theory of the Boltzmann equation with cutoff was developed first in [17] for the whole range of hard potentials 0 ≤ γ ≤ 1 and then in [19] for the partial range of soft potentials −1 < γ < 0. It still remains open to extend those results to the case of −3 < γ ≤ −1, and we remark that if it could be achieved then one can remove the extra restriction on initial data in Theorem 1.2. The function space
2,1 ) with s ≥ d/2 introduced in this paper can be regarded as a direct generalization of the known one
To deal with soft potentials, we have used some techniques from [4, 5, 7, 9, 11, 12] . Particularly, [11] introduced the decomposition of K into a compact part K c and a small part K m . The L 2 -L ∞ interplay approach was first introduced in [12] for treating the Boltzmann with hard potentials, see also [20] for a different view, and it has been extended in [7] to the soft potential case. In the current work we have made use of those works to additionally take into account the time-decay property as well as estimates in the Chemin-Lerner type space.
As we have seen, there have been many known results where the Sobolev space H s x has been utilized, on the other hand, a successful application of the Besov space to the Cauchy problem is first achieved in [8] . Under the cutoff assumption, the authors proved global existence of a unique global solution in the spaceL
x , s ≥ 3/2 for the hard potential case. Following this result, [16] considers the problem under the same conditions in the above space replacing B s 2,1 by B s 2,r with 1 ≤ r ≤ 2 and s > 3/2. Also, it is proved in [13] that the Cauchy problem is well-posed in the same space for the Boltzmann equation without angular cutoff. It should be also noted that the use of the Besov space in this paper is strongly motivated by [8] , therefore, we here provide another aspect of applications of the Besov space to the problem. Finally, we refer readers to [2] and [14] for applications of the Besov space to the kinetic theory from different perspectives.
1.5. Organization and notation of the paper. The rest of this paper is organized as follows. In Section 2, we will define function spaces to be used throughout the paper. Some lemmas from the preceding works will be also catalogued. In Sections 3 and 4, we shall show the global existence and uniqueness of solutions with explicit time-decay rates for both the hard and soft potential cases, respectively. In Appendix, for completeness we will prove the local-in-time existence of solutions in the soft potential case.
Throughout the paper, C denotes some generic positive (generally large) constant, and may take different values in different places.
Preliminaries
In this section, we define some function spaces for later use. We also cite some lemmas on which one may rely as a basis of the proof in the following sections. The proofs of those lemmas will be omitted for brevity; the interested readers may refer to the original paper and references therein. 
where v = (1 + |v| 2 ) 1/2 . We remark that the weighted norm is only used for the velocity variable, and further that we often use L p 0 instead of L p when the weight index need to be emphasized. In order to define a Besov space, we first introduce the Littlewood-Paley decomposition, cf. [3] . We define A(r, R) for 0 < r < R as an annulus bounded by a larger circle of radius R and a smaller one of radius r both centred at the origin, and B R for R > 0 as a ball with radius R centred at the origin. There exist radial functions χ and φ satisfying the following properties:
The setÃ = B 4/3 + A(3/4, 8/3) is an annulus, and one has
We also define the lower-frequency cutoff operator S j as
for later use. Now we shall define the inhomogeneous Besov space. For s ∈ R and p, q
with the usual conventions for p or q = ∞. It is an important and useful fact that it holds that
for some c j ∈ ℓ r with c j ℓ r ≤ 1. We only need the pair (p, q) = (2, 1) in this paper, so we employ these indices in the following definition. To simplify the notation hereafter, we write
js , which corresponds to the case q = 1. We shall define a Chemin-Lerner space, which can be regarded as a velocity-weighted Besov space. The following spaces play an important role throughout the paper:
Next, we first collect some lemmas in the hard potential case. For Banach spaces X and Y , B(X, Y ) denotes a space of linear bounded operators from X to Y . Also, we define B(X, X) = B(X). The following two lemmas contain some well-known facts; see [18, Section 4] , for instance. 
Furthermore, we cite the following lemma from [18, . This is a basis of the arguments for the hard potential case. We define
There are constants C > 0, κ 0 > 0, and 0 < σ 0 < ν 0 such that, (1) for any ξ with |ξ| ≤ κ 0 , one has
Here, the functions µ i (·) (i = 0, 1, · · · , d + 1) are smooth and nonpositive over [−κ 0 , κ 0 ] and satisfy Re µ i (|ξ|) ≤ −a|ξ| 2 for some constant a > 0 independent of i. Also, for each i it holds that
are orthogonal projections, and
Regarding the time-decay property in the soft potential case, we cite the following lemma from [9] (see also [15] ) with a slight modification of notations. Note that compared to [19] , γ can take the full range of values for soft potentials.
such that the solution to the Cauchy problem on the linearized homogeneous equation
, and C > 0 is a generic constant.
The following lemma by [1] is also useful for the estimates of the nonlinear term.
−ρ|v * |
Solution for the hard potential case
The aim of this section is to find a solution for the hard potential case. We start from revisiting [18, Theorem 4.4.4] so that it fits to the problem under consideration. Recall that Lemma 2.1 and Lemma 2.3 are valid because they are based on L 2 v -analysis, not depending on the difference of a Sobolev and a Besov norm with respect to x. Through this section, we set d ≥ 1.
Lemma 3.1. For s ∈ R and q ∈ [1, 2] , there is a constant C > 0 such that it holds that
Proof. By the Plancherel identity and Fubini's theorem,
We write the two integrals on the right as I 1,j and I 2,j repectively. Lemma 2.3 gives
, and
where
We remark that the infinite sum of I i 1,j 1/2 with respect to 2 js is actually finite, up to
Thus we shall find a uniform estimate of I i 1,j with respect to i and j. By the upper bound of Re µ i (|ξ|) on {|ξ| ≤ κ 0 }, for the triplet (q, q ′ , p ′ ) such that 1/2p ′ +1/q = 1 and 1/p ′ + 1/q ′ = 1 we have
. Therefore, we obtain
which completes the proof of the first desired estimate.
To prove the second estimate, we first notice (I − P 0 )P i = |ξ|P Recall (1.4) for the definition of the norm ||| · ||| α,X . We have the following
Proof. First, we prove that
Therefore one has we are able to show that
for the pairs of Banach spaces
. Here, to show the second estimate, we have used the fact that K ∈ B(L 2 , L ∞ 0 ) by Lemma 2.1 for the third line and
for the last line. For the second pair, the estimate of e tA f is the same as above, so one has
Thus (3.2) is true for both of the pairs.
, β ≥ 0. Now, by applying the first estimate of Lemma 3.1 to the second term of the right-hand side, we derive the desired estimate for m = 0. When m = 1, the same proof works as well, and details are omitted for brevity. This completes the proof of Lemma 3.2.
Basing on Lemma 3.2, we further have Lemma 3.3. Let 0 ≤α = 1, s ∈ R, β ≥ 0, and
3)
We first observe that
for some c j ∈ ℓ 1 with c j ℓ 1 ≤ 1. Here note that c j can be independent of v and t, for instance, one can take
Then we have
where we have used the fact that
, we recall the fact that
, where
Thus for each i, one has
We divide Ψ 1 f by the difference and estimate each term as follows. First of all, it holds that
) . Here we have used α ≤α due to (3.3) , and also we emphasize that c j ∈ ℓ 1 does not depend on the time variable by the same reason of (3.4). Thus one can deduce that
To further proceed the proof, for the time being we claim that Ψ = Ψ 1 + Ψ 0 ν −1 KΨ. Since it is clear to see (Ψf )(0) = (Ψ n f )(0) = 0 with n = 0 and 1, it suffices to show that the derivatives in time on both sides are identical. Putting G = (I − P 0 )νf for brevity, one has
in terms of (3.1). Here, sum of the first two terms is identical to d(Ψ 1 f )/dt, and sum of the other terms is given by
which corresponds to d(Ψ 0 ν −1 KΨf )/dt. This then proves the claim. By the resulting identity Ψ = Ψ 1 + Ψ 0 ν −1 KΨ, one can proceed as in the proof of (3.2) to obtain
. Note that it is straightforward to estimate the first term on the right-hand due to the extra timedecay, but the estimate of the second term depends on the spatial dimension d. In fact, to estimate the second term on the right, it follows from Lemma 3.1 that
Thus, recalling (3.3), it remains to verify that sup t≥0
(1 + t)
is finite. If d ≥ 3, the time integral above is bounded by C(1 + t) − min(d/4+1/2,α) . If d = 2, then one has d/4 + 1/2 = 1, and thus the bound of the time integral can be taken as
If d = 1, the bound is given by C(1 + t) − min(3/4,α−1/4) . Collecting all cases, for any d ≥ 1 we have proved that (3.5) is finite. This then completes the proof of Lemma 3.3.
We are now devoted to obtaining the nonlinear estimate, which is crucial to apply the Banach fixed point theorem. 
Proof. Applying the Bony decomposition to the product of f and g in Γ, we divide Γ(f, g) into
where Γ k gain and Γ k loss are defined according to the conventional decomposition of Q into the gain term and loss term, respectively. We first give bounds to the loss terms. Recall the fact that
, there is a summable positive sequence {c j } such that for any j,
Note that c j = c f j should depend on the function f . However, for brevity we would not point out such dependence here and in the sequel.
We first estimate Γ
Here we have used the integrability of b on
2 -boundedness of ∆ j and S j−1 , (3.6), and Lemma 2.5. The last integral is bounded by the assumption β > γ + d/2, and the sum is finite because of the discrete Young's inequality and positivity of s. Thus the estimate of Γ 1 loss (f, g) is proved. Due to symmetry, it also holds that
. In order to estimate the term coming from Γ 3 loss (f, g), we recall the following property:
For brevity we write
Then it follows that
The sum in the last line is further bounded from the same reason as used before. Thus, we obtain the desired estimates on all the loss terms. The gain terms Γ k gain (f, g) can be estimated as for Γ k loss (f, g). Indeed, it suffices to consider the boundedness of
where we have applied the inequality
. The above integral is finite, because the conservation law of energy yields
so that we are able to apply Lemma 2.5 once again. Therefore, by combining all estimates, we complete the proof of Lemma 3.4.
We point out that the estimate of the nonlinear term for the case of soft potentials can also be derived by the similar argument above in spite of the fourth remark in Subsection 1.3; see the proof of Theorem 4.5.
The continuous embedding B 
We are now ready to show the global existence of a mild solution to the Cauchy problem (1.3).
Proof of Theorem 1.1. It suffices to show
Indeed, let us first suppose that the above estimate is true. Since the mild form of the Cauchy problem can also be written as
we obtain a unique global mild solution if the nonlinear mapping N is a contraction for initial data f 0 sufficiently small in some sense. Together with (3.8), we apply Lemma 3.3 with 2α =α = d/2(1/q − 1/2), to deduce that
, where we have used the inclusionL
2,1 ) with β > d/2. Also, we remark that even if 2α =α = 1, which may cause a logarithmic increase, the argument for Lemma 3.3 provides the sufficient time-decay rate for proceeding the estimates, and details of the proof are omitted for brevity. Then it follows that N is a contraction on the set
Now it remains to show the nonlinear estimate (3.8). We start with the bilinear estimate of
β with respect to velocity variable only, cf. [19] . Lemma 3.6. For β ≥ 0, it holds that
First of all, one has
, which is an immediate consequence of Corollary 3.5, and also it holds that
, in terms of (3.9) and the boundedness of ν · −β
The remaining part is to further show
. Note that although (3.9) cannot be directly applied, one can still proceed as in the proof of Lemma 3.4. We only consider the estimate of the term containing Γ 3 loss , since the other terms can be similarly estimated. Indeed, one has
Here, owing to Lemma 2.5, the term containing sup v in the last line is dominated by a constant. Thus we have the desired estimate. As we have shown (3.8), the Banach fixed point theorem assures the existence of a unique global mild solution. This completes the proof of Theorem 1.1.
Solution for the soft potential case
We now turn to the proof of Theorem 1.2 in the case of soft potentials −d < γ < 0. Through this section, we set the spatial dimension d ≥ 3. As in the hard potential case, we start from considering the time-decay in the spaceL 
for all t ≥ 0.
Proof. Recall ρ(ξ) = |ξ| 2 /(1 + |ξ| 2 ). By Lemma 2.4 we have
For I 1 , we notice 1 + ρ(ξ)t ∼ 1 + t on {|ξ| ≥ 1}. Thus, one has
For I 2 , we take the triplet (q, p, p ′ ) satisfying 1/p + 1/p ′ = 1 and 1/2p + 1/q = 1. The Hölder inequality gives
where by the change of variable r → s = r 2 t/(1 + r 2 ), it holds that
′ . Therefore, combining estimates on I 1 and I 2 , we have obtained
Taking the square root of the above inequality, further taking summation with respect to j with the weight 2 js , and noticing that
is bounded by C ν
by the same reason as in the proof of Lemma 3.1, the desired estimate 
Proof. We shall follow the proof of [7, Lemma 4.5] . First, due to L = ν − K, we write the linearized equation in the form of
v). Then the equation for h reads
where we have defined
′ . Therefore, to show the desired estimate (4.2) it suffices to prove
for all t ≥ 0. Indeed, the mild form of the equation for h is written as
where we have denoted 
To the end, for brevity we putα = β/|γ| > 0 and
Before starting the estimates on L j k (k = 1, 2, 3) in (4.5), we recall some useful facts for K m β ′ and K c β ′ in the following lemma, cf. [7] . Lemma 4.3. It holds that
where the integral kernel ℓ c
Now, since it holds that x a e −x ≤ C a on {x ≥ 0} for each a ≥ 0, we have
Thus we have
where we have used the inequality e 
Here L 
And, by (4.6) and (4.8), one has
To estimate L j 33 , we divide it by three cases. First, if |v| ≥ N , it holds that
Here, δ > 0 is a suitably small constant such that both 0 <α ≤ 1 − 2/γ − δ and 1 − 2/γ − δ > 1 hold true. Notice that such a constant δ > 0 exists by the assumptions of Lemma 4.2. The second case is to consider either {|v| ≤ N , |v
For simplicity we only consider the former one since the proof for the latter one is almost the same. Recall that
where the second estimate has been shown in [7] . Therefore, 2 js L j 33 is bounded by
Third, if |v| ≤ N , |v ′ | ≤ 2N , and |v ′′ | ≤ 3N , then we take a small constant λ > 0 to be chosen later. We divide the τ -integration into two parts
. For the first integral
where C is independent of λ. Therefore, 2 js L j 33 is correspondingly dominated by
where the estimate (4.7) in Lemma 4.3 has been used twice in the first inequality. For the second integral
, we notice that one can takel
With this approximation function, we decompose the product ℓ
The integral with the kernel (ℓ
where we have used the fact that ν(v) ≥ cN γ if |v| ≤ N . The estimate on the second term is similar and simpler, becausel β ′ ,N (v, v ′ ) is not singular. Also, in terms of boundedness ofl β ′ ,N and the Cauchy-Schwarz inequality, we have
Here, once again we have used the fact that
Finally, summing up all the above estimates, we obtain
where C = C(γ, m, N ) > 0 and C ′ > 0 is independent of (γ, m, N ). Now, by taking first m > 0 small, next λ > 0 sufficiently small, and then N > 0 sufficiently large, we then derive the desired estimate 
We shall apply the preceding statements for the linear problem to the nonlinear one.
Then the solution f (t, x, v) to the mild form of the Cauchy problem on the nonlinear Boltzmann equation
enjoys the following estimate:
.
(4.9)
Proof. Owing to Corollary 4.4, e tB f 0 L∞ β (B s 2,1 ) can be bounded by the first term on the right-hand side of (4.9). Thus it suffices to consider the estimate of
First, we claim that for s ≥ d/2 and (β 1 , β 2 ) ∈ R 2 with γ + β 1 ≤ β 2 , it holds that
Indeed, the proof is similar to that of Lemma 3.4, so we only show the estimate of the term involving Γ 1 loss (f, g) for brevity. Then, it holds that Γ
Here, the supremum in the last line is finite thanks to γ + β 1 ≤ β 2 . Second, we also claim that for s ≥ d/2, β 1 ∈ R, and β 2 ≥ 0 with
This is an improved version of Lemma 3.4, and the proof is almost the same. It only suffices to verify the boundedness of
with the help of the suitable choice of β 1 and β 2 such that γ + d/2 + β 1 < β 2 . We remark that the non-negativity of β 2 is required to apply (3.7) to the gain terms. Third, as for showing (4.12), one has 13) for γ + d/2 + β 1 < β 2 with β 1 ∈ R and β 2 ≥ 0. Now, applying Corollary 4.4, (4.10) is bounded by
Each norm in the above integral can be estimated in the following way. Setting β 1 = β 2 = β in (4.11), which is possible due to γ < 0, we have
Setting β 1 = d|γ|/4 and β 2 = β in (4.12) gives
, β 1 = d|γ|/4 and β 2 = β in (4.13) yields
. Therefore, plugging those inequalities back into (4.14), we obtain
, for d ≥ 3. This then proves the desired estimate (4.9) and completes the proof of Theorem 4.5.
The theorem above provides the global a priori estimates stated in the following
Then there exist ε > 0 and C > 0 such that if
Together with the inclusion L ∞ β1 ֒→ L 2 β2 for β 1 > β 2 + d/2 and the local-in-time existence whose proof will be postponed to the next section, Corollary 4.6 yields Theorem 1.2 with the help of the standard continuity argument.
Appendix
Regarding Theorem 1.2 for the soft potential case, in order to establish the local-in-time existence of solutions, we will follow the strategy of [8] , and give the full details of the proof for completeness. The approximation scheme is given by
with n = 0, 1, 2, · · · , where we have set
, we have the iterative equations: 
where we have denoted
Proof. We shall prove (5.2) by induction in n for a suitable choice of M 0 > 0 to be determined in the end of the proof. Obviously it is true for n = 0 since f 0 ≡ 0 by the definition. We assume for the fixed n ≥ 0 that it holds that
for any 0 ≤ T < T * , and shall prove that the above inequality is still valid for n + 1. We take T ∈ [0, T * ), and write
T for brevity. By applying ∆ j to (5.1), multiplying the resulting equation with 2 2sj v 2β ∆ j f n+1 , and then integrating both sides with respect to x, we have
where (·, ·) x denotes the inner product of the Hilbert space L 2 x . By further integrating (5.4) over [0, t] for 0 < t < T , taking supremum with respect to v, taking the square root, and then taking summation with respect to j, it follows that
We first consider the estimate on the second term on the right-hand side of (5.5). Note that
) holds true. Therefore we have
as t → 0. Next, we deal with the third and the fourth terms on the right-hand side of (5.5). For brevity we define
and we also define G k j and G k in the same way. The direct computations imply that
Here we give the proof of the first inequality only, and the others can be similarly obtained. In fact, for L 1 j , it holds that
where we have used the estimate 
. Now, substituting (5.6) and (5.8) back to (5.5), we have
With the aid of the approximation functions, we shall prove the local-in-time existence. We remark that in the hard potential case, the similar local-in-time existence result also holds true and thus the unique solution in the mild form indeed can be improved to be the unique strong solution in the sense of distributions. Proof. First we consider the uniqueness. Suppose that f and g are two solutions to the Cauchy problem (1.3) with the same initial data f | t=0 = f 0 = g| t=0 . Taking difference of the equations for f and g gives
Here, for brevity we did not directly make use of the integral form of equations, as the solution can be explained to be a strong solution in the sense of distributions, see [6] . The same procedure carried out in the proof of Lemma 5.1 shows
Thus, one has f − g ≡ 0 by taking M 0 > 0 and T * > 0 to be further suitably small, if necessary. This proves the uniqueness. Next, we show the continuity of F T (f ) in T . Note that the continuity of
is a consequence of the following fact that for any 0 ≤ t 1 , t 2 < T * . Indeed, we may assume t 1 < t 2 without loss of generality. Starting from (5.4) again, one can show that
Thus, it remains to show (5.9). Take ε > 0. In terms of the finiteness of D T (f ), there is an integer N large enough such that
Also, since −1≤j≤N is a finite sum, there is δ > 0 such that if |t 2 − t 1 | < δ, then it holds that −1≤j≤N
Therefore, whenever |t 2 − t 1 | < δ, it holds that
This then proves (5.9). Furthermore, for t α := max{(1 + t 1 ) α , (1 + t 2 ) α }, one has
as t 2 → t 1 . Thus, the continuity of F T (f ) in T is proved. For the non-negativity of solutions, see [7, pp.416-417] , for instance, and details are omitted for brevity. This completes the proof of Theorem 5.2.
