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L’e´tude de la me´canique des fluides a commence´ au XVIIIe`me sie`cle avec les travaux
d’Euler [1707-1783] et de d’Alembert [1717-1783], ou` l’on voit en particulier e´merger
une the´orie de la propagation du son. Concernant la propagation des ondes de choc,
les premiers travaux importants sont duˆs a` Riemann [1826-1866]. La the´orie a connu
son essor au cours du XXe`me sie`cle et notamment lors de la seconde guerre mondiale,
pour des raisons e´minemment non pacifiques. . . De nos jours, la dynamique des fluides
compressibles a aussi de nombreux domaines d’application civils, comme l’ae´ronautique
(e´coulements autour d’obstacles), les turbo-machines (e´coulements dans des ge´ome´tries
complique´es), la thermohydraulique (e´coulements liquide - vapeur). Or de nombreuses
questions restent ouvertes, si l’on conside`re des fluides complexes (n’obe´issant pas a` la
loi des gaz parfaits) en plusieurs dimensions d’espace. L’objectif du cours est de faire un
tour d’horizon de l’e´tat des connaissances, essentiellement a` propos des fluides compress-
ibles, non visqueux et non conducteurs de chaleur. (Concernant les fluides compressibles
visqueux, on pourra consulter le livre de Lions [8] ou l’excellent article de revue [3].) Les
fluides compressibles non visqueux et non conducteurs de chaleur, typiquement des gaz,
rele`vent de la the´orie des syste`mes de lois de conservation du 1er ordre, laquelle the´orie a
d’ailleurs trouve´ l’essentiel de son inspiration (et de son vocabulaire) dans la dynamique
des gaz. Toutefois aucun pre´requis n’est ne´cessaire concernant cette the´orie. En revanche,
une bonne maˆıtrise du calcul diffe´rentiel est recommande´e. En particulier, si elle n’est
pas indispensable a` la compre´hension du cours, la notion de forme diffe´rentielle est assez
importante. Il faut au minimum connaˆıtre la diffe´rentielle d’une fonction de plusieurs






dxi = ∂if dxi






La forme diffe´rentielle df de´finit en chaque point de Rn une forme line´aire, qui s’identifie
naturellement a` la matrice ligne de coefficients ∂if . Le champ de vecteurs correspondant
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ou` ∂/∂xi de´signe le i-e`me vecteur de base de Rn, ce qui est une notation e´tonnante a`
premie`re vue mais tout a` fait standard1. Maintenant si f : Rn → Rn, df de´finit en
chaque point de Rn une application line´aire de Rn dans Rn, qui s’identifie naturellement
avec une matrice carre´e dont les lignes correspondent aux formes diffe´rentielles dfi, si fi
sont les composantes de f . Ainsi les coefficients de cette matrice sont
(df)i,j = ∂jfi .
Par analogie avec le cas scalaire, on de´finit aussi
∇f = (df)∗ , i.e. (∇f)i,j = ∂ifj .
La notion de divergence nous sera e´galement fort utile. Par de´finition,
div f = trdf = ∂i fi .
On a en particulier la formule suivante, si ϕ est une fonction a` valeurs scalaires,
div(ϕ f ) = dϕ · f + ϕ div f .
On peut remarquer que le premier terme s’e´crit aussi
dϕ · f = ∂jϕ fj = f · ∇ϕ ,
ce qui est la notation courante en physique, ou` il faut simplement comprendre (f · ∇)
comme l’ope´rateur diffe´rentiel fj ∂j.
Exercice : Ve´rifier composante par composante la formule
dg · f = (f · ∇)g
pour g : Rn → Rn.
Pour comple´ter le tableau des notations, on introduit la divergence de fonctions a`
valeurs matricielles. La convention que nous adoptons est la suivante. SiA : Rn → Rn×n,
on identifie la valeur de divA a` la matrice ligne de composantes
(divA)j = ∂iAi,j .





En particulier, si f est scalaire, on a
div( f I ) = df ,
ou` I de´signe la matrice identite´. Une autre formule utile est
div(Af ) = (divA) · f + A : ∇f ,
ou`
A : B = ai,j bi,j .
1Les formes diffe´rentielles e´le´mentaires dxi sont ainsi caracte´rise´es par 〈dxi , ∂∂xj 〉 = δij .
Chapitre I
Mode´lisation et outils de base
Il est utile de comprendre d’ou` viennent les e´quations aux de´rive´es partielles (E´DP) que
nous allons e´tudier, et la signification des diffe´rents parame`tres physiques mis en jeu.
Nous allons donc donner quelques notions de base concernant la mode´lisation. Le but
n’est pas de justifier ces notions. On se reportera pour cela a` des ouvrages spe´cialise´s,
par exemple [2, 11]. D’autre part, l’analyse mathe´matique de ces E´DP ne´cessite quelques
outils que nous introduirons en fin de chapitre.
1 Thermodynamique
1.1 Premier principe
Une e´quation d’e´tat comple`te est une relation qui exprime l’e´nergie interne spe´cifique1 e
d’un mate´riau en fonction de son volume spe´cifique v et de son entropie spe´cifique s. En
disant cela, on pre´suppose la notion d’entropie, c’est-a`-dire en fait le premier principe de
la thermodynamique.
La relation fondamentale de la thermodynamique
de = − p dv + T ds
permet de de´finir la pression p et la tempe´rature T par










(Comme il est d’usage, on rappelera en indice d’un trait vertical la variable maintenue
constante dans les de´rive´es partielles. Une notation plus simple pour les de´rive´es partielles
sera cependant aussi utilise´e, en l’absence de risque de confusion.)
1.2 Vitesse du son






1L’adjectif spe´cifique est un synonyme ancien de massique, c’est-a`-dire par unite´ de masse.
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ou` ρ = 1/v est la densite´. (Une fonction de v sera regarde´e indiffe´remment comme








Exercice : Ve´rifier que cette quantite´ est bien homoge`ne a` une vitesse. On verra plus
loin pourquoi cette vitesse est celle du son, au sens commun du terme.








Pour donner du sens a` cette quantite´, il faut que (v, s) 7→ (v, T ) soit un changement de




ce que l’on supposera. Cette hypothe`se permet e´galement de de´finir la capacite´ calorifique













Si de plus, on suppose la Hessienne de e inversible, (v, s) 7→ (p, T ) est un changement


















De´m. C’est un simple exercice de de´rivation de fonctions compose´es. Pour alle´ger
l’e´criture, on utilise des tildas pour distinguer les fonctions de variables diffe´rentes, et les
variables par rapport auxquelles on de´rive sont note´es en indice. En de´rivant
e(v, s) = e˜(v, T (v, s)) et p(v, s) = p˜(v, T (v, s))
par rapport a` s on obtient










p′s cv = T p˜
′
T .
D’autre part, en de´rivant
p = p˜ ( v˜(p, T ) , T )
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par rapport a` T , on trouve
0 = p˜′v α + p˜
′
T .









v ( 1 + α p
′
s ) = p˜
′




d’apre`s la premie`re relation obtenue. Ceci donne la relation e´nonce´e entre c2 = − v2 p′v
et a2 = − v2 p˜′v. 2
On voit donc que la vitesse du son isotherme est toujours plus faible que la vitesse du
son adiabatique, en supposant e´videmment cv > 0.
Exercice : Calculer la valeur nume´rique de a pour un gaz parfait a` 0o C : on rappelle
la loi des gaz parfaits p v = RT , ou` v est le volume molaire et R = 8, 3144 J.K−1.mol−1,
et on conside`re un gaz de masse molaire 28, 5g. Attention a` la cohe´rence des unite´s! Un
aide-me´moire est donne´ en appendice A.
Le tableau I.1 donne quelques vitesses du son re´ellement observe´es.
1.3 Parame`tres fondamentaux
Nous aurons besoin de certains parame`tres adimensionnels pour caracte´riser le fluide. Le
premier est une sorte de vitesse du son adimensionnelle, que nous appelons coefficient
adiabatique :














Ceci une formule tre`s utile a` connaˆıtre.
∆! Attention, dans beaucoup d’ouvrages, l’exposant adiabatique γ est de´fini diffe´remment,
comme le rapport des capacite´s calorifiques cp/cv. Les deux de´finitions co¨ıncident
seulement dans le cas des gaz polytropiques, comme on le verra plus loin.





Cette quantite´ est parfois note´e g, mais nous re´servons la lettre g pour le potentiel chim-
ique.
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Fluide Vitesse du son [m/s]
He´lium (0o C) 965
Ne´on (0o C) 435
Hydroge`ne (0o C) 1284
Azote (0o C) 334
Air sec (0o C) 331
Vapeur d’eau (134o C) 494
Eau distille´e (25o C) 1497
Eau de mer (25o C) 1531
Tableau I.1: Vitesses du son expe´rimentales, d’apre`s [16], p. E-47.
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Nous de´finissons ensuite un parame`tre lie´ a` la de´rive´e croise´e de e, appele´ coefficient de
Gru¨neisen :





Noter que par de´finition de p et T on a aussi



























dont nous verrons qu’il joue un grand roˆle dans les phe´nome`nes non-line´aires.








∆! Attention, ce parame`tre est note´ Γ dans certains articles !
1.4 Fluides de Bethe-Weyl
En premier lieu, on supposera toujours p et T positives. Certains comportements asymp-
totiques pourront eˆtre ne´cessaires :
• l’absence de borne supe´rieure pour la pression lorsque la densite´ tend vers sa valeur
maximale ρmax (qui est souvent suppose´e elle-meˆme infinie),
• la co¨ıncidence de l’isotherme 0 avec l’isentrope 0 (parfois appele´e troisie`me principe
de la thermodynamique). Cependant, cette condition n’e´tant pas satisfaite par les
gaz parfaits (!), on ne la prendra pas en compte en ge´ne´ral.
De plus, comme on l’a de´ja` signale´, γ doit eˆtre positif pour les e´tats physiquement
observables.
D’autre part, la thermodynamique classique demande que e soit une fonction convexe
de (v, s). Ceci revient a` demander
γ δ ≥ Γ2 .
Digression : Cette hypothe`se de convexite´ permet en particulier de de´finir la fonction
convexe conjugue´e
e∗(− p, T ) = sup
v,s> 0
{− p v + T s − e(v, s) }
de e (voir [1]). Dans ce cas, la fonction g = − e∗ est une fonction concave des variables
duales (− p, T ), et elle de´finit le potentiel chimique. Par construction,
dg = v dp − s dT .
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Lorsque e est strictement convexe, (v, s) 7→ (p, T ) est un changement de variables local,
et on a simplement
g = e − T s + p v .
2
Une autre hypothe`se assez utile pour e´viter les comportements pathologiques est de
demander que Γ soit positif. Bien qu’il existe des contre-exemples, cette condition sera
satisfaite dans la plupart des cas que nous conside´rerons. Son inte´reˆt essentiel est d’exclure
les intersections de courbes isentropes dans le plan (v, p).






(C’est ce qui fait l’inte´reˆt de la Cocotte-Minute !)
Enfin, la convexite´ des courbes isentropes dans le plan (v, p), assure´e par la positivite´
de G, joue e´galement un roˆle important.
Tout ceci nous conduit a` la de´finition suivante.
De´finition I.1 Nous appellerons fluide de Bethe-Weyl un mate´riau avec une e´quation
d’e´tat comple`te, de´finissant des pressions et tempe´ratures positives, avec p(0, s) = 0,
lim
ρ→ρmax
p(ρ, s) = +∞
et tel que
γ > 0 , γ δ ≥ Γ2 , Γ > 0 et G > 0 .
Cette de´finition ne dit pas dans quel domaine en (v, s) les diffe´rentes conditions doivent
eˆtre satisfaites. Si elles le sont partout (c’est-a`-dire pour v, s ∈]0,+∞[), comme pour
les gaz parfaits, c’est parfait !! Ce n’est pas le cas pour des fluides plus complexes, ne
serait-ce que pour les fluides de van der Waals. Nous pre´ciserons sur cet exemple les e´tats
de´limitant les diffe´rentes re´gions.
Donnons pour terminer cette partie abstraite une de´finition de plus, dont nous verrons
l’inte´reˆt plus loin.
De´finition I.2 Nous appellerons fluide de Smith un fluide de Bethe-Weyl satisfaisant de
plus
Γ < 2 γ .
1.5 Gaz parfaits
La ce´le`bre loi des gaz parfaits exprime que le produit du volume molaire et de la pression
est proportionnel a` la tempe´rature, la constante multiplicative e´tant traditionnellement
note´e R et appele´e constante des gaz parfaits. Si, par un le´ger abus de notation (qui
ne devrait pas perturber ceux qui sont attentifs aux unite´s), v de´signe le volume molaire
(c’est-a`-dire le volume spe´cifique multiplie´ par la masse molaire M , autrement dit la
densite´ est ρ =M/v) d’un gaz parfait, alors
p v = RT , R = 8, 3144 J.K−1.mol−1 .
1. THERMODYNAMIQUE 13
Ceci ne fournit pas directement une e´quation d’e´tat comple`te. En fait, la loi des gaz






ε e´tant une fonction strictement croissante (au sens ou` ε′ > 0, ce qui assure e′v = − p < 0
et e′s = T > 0). On trouve cette expression de e en calculant d’abord l’e´nergie libre
(volumique)
f = e − T s ,
qui doit eˆtre telle que
df = − s dT − p dv .
En inte´grant
− p = − RT
v
par rapport a` v, on voit que f est de la forme
f = −RT ln v + ϕ(T ) .
On en de´duit




= R ln v − ϕ′(T ) ,
d’ou`
v−R exp s = exp (−ϕ′(T )) .
Si ψ := exp (−ϕ′) est inversible, ce qui est vrai au moins localement si ϕ′′ ne s’annule
pas,
T = ψ−1(v−R exp s)
et
e = f + T s = ϕ(T ) − T ϕ′(T ) = (ϕ − ϕ′ id) ◦ ψ−1 (v−R exp s) .
On remarque que ϕ est relie´e a` la capacite´ calorifique cv par
cv = −T ϕ′′(T ) .
Donc la condition ϕ′′ 6= 0 e´quivaut, pour T 6= 0, a` cv 6= 0. Dans ce cas, on a
ε = (ϕ − ϕ′ id) ◦ ψ−1 .
Exercice : Montrer que pour un gaz parfait




Par suite, e est convexe, et a fortiori γ > 0, de`s que cv > 0.
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Gaz polytropiques. On distinguera parmi les gaz parfaits ceux pour lesquels cv est
constant (parfois le terme “gaz parfaits” suppose de´ja` cette proprie´te´) et on les appellera
gaz polytropiques. Par de´finition de cv, cela signifie que
e = cv T
a` une constante pre`s, que l’on peut supposer nulle. Cette relation se traduit par
ε(w) = cv w ε
′(w)
quel que soit w > 0. Autrement dit, ε n’est autre, a` une constante multiplicative pre`s,
que la fonction puissance
ε(w) = w1/cv .
Par ailleurs, les relations p = RT ρ, e = cv T et γ = 1 + R/cv impliquent de fac¸on
e´vidente
p = (γ − 1) ρ e .
Cette relation entre p, ρ et e est ce qu’on appelle une e´quation d’e´tat incomple`te (on
reviendra plus loin sur cette notion). Elle est tre`s largement utilise´e dans la communaute´
mathe´matique e´tudiant la dynamique des fluides compressibles, et couramment appele´e
γ-law dans la litte´rature anglophone. Un cas encore simplifie´ est obtenu lorsqu’on suppose
l’e´coulement isentropique. Dans ce cas,
e = ρR/cv exp (s/cv)
et donc
p = ργ
a` une constante multiplicative pre`s. Cette relation est encore plus couramment utilise´e
que sa version non isentropique.
Comme nous l’avons anonce´ plus haut, notre coefficient γ co¨ıncide, pour les gaz poly-












ou` h est l’enthalpie spe´cifique :
h = e + p v .
Ainsi,

















Pour terminer sur les gaz polytropiques, on peut calculer
G = γ + 1
2
.
C’est en fait une conse´quence imme´diate de l’expression de G que l’on verra pour les
e´quations d’e´tat incomple`tes ge´ne´rales, en utilisant le fait que γ est ici constant.
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Figure I.1: Isentropes pour la loi des gaz parfaits (avec cv/R = 3.1). Elles sont
de´croissantes, convexes et ordonne´es.
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1.6 Fluides de van der Waals
La loi de van der Waals [1837-1923] peut eˆtre vue comme une modification de la loi
des gaz parfaits, qui prend en compte la taille (non nulle) des mole´cules, a` travers un
volume molaire minimum appele´ covolume, b, ainsi que certaines forces intermole´culaires
de´pendant d’un coefficient a > 0 (voir [12] pour plus de de´tails). Elle s’e´crit :
p =
RT




Il existe des tables donnant b et a pour des fluides divers, et l’eau en particulier, meˆme
s’ils ne suivent pas parfaitement cette loi. On peut d’ailleurs mesurer l’ade´quation a` la loi
de van der Waals, en comparant certaines valeurs mesure´es au point critique avec celles
du point critique the´orique. La notion de point critique est en effet tre`s importante.
The´oriquement, la tempe´rature critique Tc est la limite infe´rieure des tempe´ratures pour
lesquelles p est une fonction de´croissante de v. A` cette tempe´rature, la graphe de p
en fonction de v admet un unique point d’inflexion, horizontal. Les coordonne´es de ce
point, vc et pc son respectivement le volume (molaire) critique et la pression critique.
Physiquement, la tempe´rature critique est la limite supe´rieure des tempe´ratures pour
lesquelles il peut y avoir coexistence d’une phase liquide et d’un phase vapeur (a` chaque
niveau de pression on trouve les volumes liquide et vapeur correspondants sur la courbe
de saturation, voir figure I.2). Au dela`, le fluide n’est ni vraiment un gaz ni vraiment un
liquide. Le point critique peut eˆtre mesure´, et compare´ a` sa valeur the´orique.









Pour quantifier l’ade´quation d’un fluide re´el a` la loi de van der Waals, on peut de´finir




valant 3/8 = 0, 375 en the´orie, a` comparer avec sa valeur physique. Le rapport des deux
donne un pourcentage d’ade´quation. Le tableau I.2 montre quelques exemples.
Pour un fluide de van der Waals, l’e´nergie libre f , de´finie par
df = − s dT − p dv
est donc de la forme
f = −RT ln (v − b) − a
v
+ ϕ(T ) .
On en de´duit
s = R ln (v − b) − ϕ′(T ) ,
et























Figure I.2: Isothermes et courbe de saturation pour l’eau, calcule´es avec les valeurs de a
et b du tableau I.2 ci-apre`s et cv/R = 3.1.
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Fluide He´lium (He) Ne´on (Ne) Hydroge`ne (H2) Azote (N2) Eau (H2O)






0,03412 0,2107 0,2444 1,39 5,464
Tc [K]
physique 5,2 44,4 33,1 126,1 647
the´orique 5,2 44,5 33,2 128,3 647,1
vc [cm3/mole]
physique 57,8 41,7 65 90,1 56,3
the´orique 71.1 51,3 79,8 117,4 91,5
pc [atm]
physique 2,26 26,9 12,8 33,5 218,3
the´orique 2,25 26,7 12,8 33,6 217,7
facteur de 0,30 0,31 0,31 0,29 0,23
compression
ade´quation 80 % 83 % 83 % 77 % 61 %
Tableau I.2: Valeurs des parame`tres et ade´quation a` la loi de van der Waals pour divers
fluides, d’apre`s [6] (p. 506) et [16] (p. D-194).
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En supposant cv constant (bien que ce soit totalement faux pre`s du point critique ! cf
[12], p. 263), on a simplement




e = ( (v − b)−R exp(s) )1/cv − a
v
.






















































Exercice : Faire les calculs donnant les parame`tres ci-dessus.
Ainsi, de`s que cv > 0, on a Γ > 0 pour tout volume v supe´rieur au covolume b.
On peut de plus observer sur la figure I.3 les re´gions du plan (v, p) ou` γ est positif
(au dessus du lieu des points critiques) et ou` G est positif (au dessus du lieu des points










≤ 1 , i.e. p ≥ a
v2
(1 − 2 b/v) .
C’est une condition beaucoup plus forte que γ > 0 et G > 0, au sens ou` la courbe
{γ δ = Γ2} est bien au dessus des courbes . {γ = 0} et {G = 0}.
Le cas limite a = 0 revient a` ne pas tenir compte des forces intermole´culaires et exclut
la co-existence de phases diffe´rentes. On appelle gaz de van der Waals un gaz suivant
simplement la loi de pression2 :
p =
RT
v − b .





















(v − b)2 .
C’est donc un fluide de Bethe-Weyl au sens de la de´finition I.1 dans le domaine {v > b}.
2On retrouve une loi analogue pour les gaz charge´s de poussie`re [13].
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Figure I.3: Isentropes et courbes {γ = 0} (lieu des points critiques des isentropes) et {G =
0} (lieu des points d’inflexion des isentropes) pour l’eau (meˆmes valeurs des coefficients
qu’a` la figure I.2).
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1.7 E´quations d’e´tat incomple`tes
Les lois de conservation re´gissant le mouvement du fluide ne faisant intervenir que les
variables thermodynamiques ρ, p et e (cf §2), on pourrait se contenter pour l’analyse d’une
e´quation d’e´tat incomple`te, reliant simplement ces variables. On en a de´ja` vu un exemple
avec les gaz polytropiques. Il est inte´ressant de noter que les parame`tres adimensionnels
γ, Γ et G de´finis plus hauts peuvent aussi bien eˆtre de´finis a` partir d’une e´quation d’e´tat
incomple`te
p = p(v, e) ,
tout en co¨ıncidant avec leur de´finition premie`re lorsqu’une e´quation d’e´tat comple`te est
disponible, bien suˆr. En effet, (v, s) 7→ (v, e) est un diffe´omorphisme local (pour T 6= 0 !)

























Exercice : En de´duire les formules


































(Pour G on partira de pre´fe´rence de la formule










2 E´quations du mouvement
2.1 Lois de conservation
Nous commenc¸ons par donner les lois de conservation re´gissant le mouvement d’un fluide
en formulation dite Eulerienne. On conside`re le champ de vitesses u comme une inconnue
supple´mentaire, en plus de la densite´ ρ et de l’e´nergie interne spe´cifique e. La premie`re
loi de conservation est celle de la masse :
∂t ρ + div(ρu) = 0 .
On peut ensuite e´crire la loi de conservation de la quantite´ de mouvement et de l’e´nergie
totale. Celles-ci font intervenir le tenseur des contraintes (de Cauchy, repre´sente´ par une
matrice carre´e d × d), que nous notons T pour le moment, et e´ventuellement le flux de
chaleur Q :
∂t ( ρu




ρ |u|2 + ρ e ) + div( ( 1
2
ρ |u|2 + ρ e )u ) = div(Tu − Q ) .
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Exercice : Ve´rifier la cohe´rence des notations (c’est-a`-dire la taille des matrices ajoute´es
les unes aux autres).
Il faut bien suˆr pre´ciser ce que sont T et Q. Pour un fluide dit Newtonien (cas le plus
standard), T est de la forme
T = − p I + (λ divu) I + µ ( du + ∇u ) ,
ou` p est la pression, λ et µ sont des coefficients de viscosite´. Dans l’essentiel du cours, on
supposera λ = µ = 0. Quant au flux de chaleur, il s’exprime au moyen de la tempe´rature
T par la loi de Fourier
Q = − ν∇T ,
ou` ν est la conductivite´ thermique. On le supposera nul e´galement, sauf mention contraire.
On arrive ainsi aux e´quations d’Euler compressibles3
∂t ρ + div(ρu) = 0 ,
∂t ( ρu




ρ |u|2 + ρ e ) + div( ( 1
2
ρ |u|2 + ρ e + p )u ) = 0 .
2.2 Formulation Lagrangienne
Nous allons voir une autre fac¸on d’e´crire les e´quations du mouvement, en cherchant a`
suivre la trajectoire des particules. Les e´quations qui en re´sultent semblent a priori plus
complique´es que les e´quations d’Euler. Cependant, des travaux re´cents ont renouvele´ leur
inte´reˆt. De plus, en dimension 1, elles s’ave`rent finalement plus simples que les e´quations
d’Euler.
En dimension quelconque
L’ide´e de base, semble-t-il duˆe a` Euler, est simple. On conside`re la position χ(ξ, t) ∈ Rd
a` l’instant t de “la” particule qui e´tait en ξ ∈ Rd a` l’instant 0. On a bien suˆr
∂tχ(ξ, t) = u(χ(ξ, t), t) .
Si le gradient de de´formation ∇χ est inversible (attention, le gradient ne porte que sur les
variables spatiales ξ, de sorte que ∇χ est bien une matrice carre´e), (ξ, t) 7→ (χ(ξ, t), t)
est un changement de variables (au moins localement). A` toute fonction ϕ de (x, t) on
associe ϕ˜ par le changement de variables inverse, de sorte que
ϕ(χ(ξ, t), t) = ϕ˜(ξ, t) .
Tre`s souvent, dans les ouvrages de physique notamment, le tilda est omis. On le conservera
au moins au de´but pour e´viter les confusions. De plus, la de´rive´e partielle par rapport a` t,
a` ξ constant, sera note´e dt (on va voir que c’est la de´rive´e convective) et la diffe´rentiation
3Bien que ce soit le fluide, et non les e´quations qui sont compressibles, c’est un raccourci couramment
utilise´!
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par rapport a` ξ sera signale´e par une lettre majuscule. En particulier, la relation entre la
position χ et la vitesse u se re´e´crit
dtχ(ξ, t) = u˜ ,
et on note
F := Dχ ,
suppose´ inversible en tout point. Par la re`gle de de´rivation des fonctions compose´es (chain
rule en anglais),
Dϕ˜ = d˜ϕ · F et dtϕ˜ = ∂˜tϕ + d˜ϕ · u .
On voit que l’usage des tildas devient vite assez lourd. Il est en fait redondant avec
la pre´caution prise en distinguant les notations pour les de´rivations en variables (ξ, t) de
celles en variables (x, t). On abandonne les tildas de´sormais. Les e´quations du mouvement
se re´e´crivent facilement en variables (ξ, t) graˆce a` l’e´quation satisfaite par J := detF. Par
de´rivation de fonctions compose´es (la de´rivation du de´terminant est rappele´e en Appendice
B, lemme B.2), on voit que
dtJ = J tr(F
−1 dtF ) = J tr(F−1D dtχ )
par le lemme de Schwarz, d’ou`
dtJ = J tr(F
−1Du ) = J tr( du ) = J divu .
(On a utilise´ ici la nature intrinse`que de la trace, assurant son invariance par similitude,
d’ou` tr (F−1 · du · F ) = tr ( du ).) Par suite, en conside´rant ρ0 := ρ J (observer que∫
ρ0 dξ =
∫
ρ dx, si cette masse est finie), on trouve
dtρ0 = dtρ J + ρ dtJ = J (∂tρ + dρ · u + ρ divu) = 0
d’apre`s la loi de conservation de la masse. Ainsi, en de´rivant ρ0 v = J et en re´utilisant
l’e´quation satisfaite par J , on obtient
ρ0 dtv − J divu = 0 .
On peut maintenant re´e´crire cette e´quation “presque” sous forme d’une loi de conservation
(au facteur ρ0 pre`s), graˆce au lemme de changement de variable suivant.
Lemme I.1 Soit a a` valeurs vectorielles ou matricielles (carre´es). On a
J diva = Div( J F−1 a ) .
De´m. Contrairement aux apparences, la preuve de cette formule ne ne´cessite aucun
calcul complique´. Elle repose sur la formule d’inte´gration par parties suivante, valable
quelle que soit la fonction x 7→ φ(x), re´gulie`re a` support compact :∫
(φ diva + dφ · a ) dx = 0 .
On a bien suˆr la meˆme formule pour des fonctions b et ψ de ξ∫
(ψ Divb + Dψ · b ) dξ = 0 .
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De plus, ceci caracte´rise la divergence, car on a le re´sultat re´ciproque : si∫
(ψ f + Dψ · b ) dξ = 0
quelle que soit ψ re´gulie`re a` support compact, alors f = Divb. Ainsi, en transformant
la formule de de´part par changement de variables, on obtient∫
(φ diva + Dφ · F−1 · a ) J dξ = 0 ,
et on identifie Div( J F−1 a ) avec J diva graˆce a` la re´ciproque mentionne´e ci-dessus. 2
En appliquant la formule du lemme I.1 a` a = u, il vient donc
ρ0 dtv − Div(J F−1 u) = 0 .
C’est la premie`re des e´quations du mouvement en formulation Lagrangienne. On va
obtenir d’autres e´quations a` partir des lois de conservation de la quantite´ de mouvement
et de l’e´nergie, d’une fac¸on analogue. On fait le calcul pour une fonction W quelconque,
et on l’appliquera ensuite a` W = ρ uj et W =
1
2
ρ |u|2 + ρ e.
On a
dt(J W ) = J dtW + W dtJ = J (∂tW + dW ·u + W divu) = J ( ∂tW + div(W u) ) .
Par suite, si
∂tW + div(W u) = − divw ,
il reste
dt(J W ) = − J divw = −Div( J F−1 w )
d’apre`s le lemme. Pour finir, en e´crivant W = ρw, on a J W = ρ0w et donc
ρ0 dtw + Div( J F
−1 w ) = 0 .
En appliquant a` W = ρ uj et w = p ∂/∂xj, on obtient
ρ0 dt u
∗ + Div( p J F−1 ) = 0 .
Exercice : Ve´rifier composante par composante.




|u|2 + e ) + Div( p J F−1 u ) = 0 .
Pour re´capituler, les e´quations du mouvement en coordonne´es Lagrangiennes sont
ρ0 dtv − Div(J F−1 u) = 0 ,
ρ0 dt u




|u|2 + e ) + Div( p J F−1 u ) = 0 .
Il faut se rappeler que les inconnues u et F doivent aussi satisfaire des relations de com-
patibilite´
dtF = Du and ∂iFj,k = ∂k Fj,i .
Le syste`me global est gros et complique´. Il se simplifie conside´rablement lorsqu’on se
limite a` la dimension 1 d’espace.
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En dimension un
Lorsque d = 1, F = F est scalaire et J F−1 = 1. De plus, on peut e´liminer la densite´




(En tant que primitive de ρ0, y est de´finie a` une constante pre`s.) Le nouveau syste`me, en

















u2 + e ) +
∂
∂y
( p u ) = 0 .
Il existe un moyen tre`s rapide de retrouver ce syste`me a` partir des e´quations d’Euler
monodimensionnelles
∂t ρ + ∂x (ρ u) = 0 ,
∂t ( ρ u ) + ∂x ( ρ u




ρ u2 + ρ e ) + ∂x ( (
1
2
ρ u2 + ρ e + p )u ) = 0 .
Pour cela, on utilise le lemme de Poincare´ : dans un domaine simplement connexe, toute
forme diffe´rentielle ferme´e (c’est-a`-dire d’inte´grale nulle sur tout contour ferme´) est exacte
(c’est-a`-dire la diffe´rentielle d’une fonction), la re´ciproque e´tant triviale. Or, la loi de
conservation de la masse ∂t ρ + ∂x (ρ u) = 0 exprime pre´cise´ment, graˆce a` la formule de
Green-Riemann4 ∫∫
Ω
( ∂t ρ + ∂x (ρ u) ) dx dt =
∫
∂Ω
(ρ u) dt − ρ dx ,
que la forme diffe´rentielle (ρ u) dt − ρ dx est ferme´e. Donc il existe une fonction y telle
que
dy = ρ dx − (ρ u) dt .
Avec cette formule, ou plutoˆt sa jumelle
dx = v dy + u dt ,
il est tre`s facile de transformer une loi de conservation en variables (x, t), disons
∂tW + ∂x Z = 0 ,
4Pour ceux qui sont familiers avec les formes diffe´rentielles, la formule de Green-Riemann n’est qu’un






ω, pour ω une (d− 1)-forme et Ω ⊂ Rd.
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en une loi de conservation en variables (y, t). En effet, la forme diffe´rentielle
Z dt − W dx = (Z − W u) dt − vW dy
est ferme´e si et seulement si
∂t (vW ) + ∂y (Z − W u) = 0 .
Il suffit alors d’appliquer cette formule aux couples
(W,Z) = (1 , 0) , (W,Z) = (ρ u , W u + p) , (W,Z) = (
1
2
ρ u2 + ρ e , (W + p)u )
pour retrouver le syste`me en coordonne´e Lagrangienne de masse e´crit plus haut. Lorsqu’on
retient seulement les deux premie`res e´quations (en supposant l’e´coulement adiabatique ou
isotherme), on obtient le syste`me tre`s simple
∂t v − ∂y u = 0 ,
∂t u + ∂y p = 0 ,
commune´ment appele´ p-syste`me pour une raison e´vidente. Il a fait l’objet d’une quantite´
de travaux. On le retrouve e´galement dans la mode´lisation des mate´riaux hypere´lastiques.
2.3 E´quations non conservatives
Les quantite´s satisfaisant une loi de conservation en variables Euleriennes sont ρ, ρu,
1
2
ρ |u|2 + ρ e. Elles sont aussi appele´es variables conservatives. Ce sont elles qui jouent
un roˆle essentiel dans la propagation des ondes de choc. On y reviendra. Lorsqu’on
s’inte´resse a` des e´coulements re´guliers, on peut re´e´crire les e´quations sous une forme plus
simple, dite non conservative car elle n’est plus sous forme d’une divergence = 0. Il existe
en fait plusieurs formes non conservatives, selon les inconnues que l’on souhaite mettre en
avant. Elles font en tout cas toutes apparaˆıtre des de´rive´es convectives, de la forme
∂t ϕ + dϕ · u ,
c’est-a`-dire des de´rive´es le long des trajectoires des particules (ce qui n’est pas sans rap-
peler la formulation Lagrangienne. . . ). En ce´dant a` l’usage courant, on notera ces de´rive´es
convectives
∂t ϕ + (u · ∇)ϕ .
On va effectuer la transformation pour le syste`me complet, avec viscosite´ et conduc-
tivite´ thermique, ce qui ne couˆte pas beaucoup plus et nous servira dans l’e´tude de la
structure interne des chocs. En notant
T = (λ divu) I + µ ( du + ∇u )
le tenseur de diffusion (noter qu’il est syme´trique, par de´finition), la loi de conservation
de la quantite´ de mouvement se re´e´crit, pour des solutions re´gulie`res,
∂t ( ρu ) + ρ (u · ∇)u + div(ρu ) u + ∇p = (divT)∗ .
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Par suite, en utilisant la loi de conservation de la masse, il reste
∂t u + (u · ∇)u + v∇p = v (divT)∗ .
On peut e´ventuellement transformer v∇p en utilisant le potentiel chimique g qui, par
de´finition, est tel que :
∇g = v∇p − s∇T .
D’autre part, en utilisant a` la fois la loi de conservation de la masse et celle de la quantite´




ρ |u|2 + ρ e ) + div( ( 1
2
ρ |u|2 + ρ e + p )u ) = div(Tu − Q )
en
∂t e + u · ∇ e + v p divu = v (T : ∇u − divQ ) .
Exercice : Faire le calcul en de´tail.
En combinant l’e´quation de e a` celle de v :
∂t v + u · ∇ v − v divu = 0 ,
on en de´duit imme´diatement l’e´quation satisfaite par s :
∂t s + u · ∇ s = v
T
(T : ∇u − divQ ) .
En utilisant encore une fois la loi de conservation de la masse, on en de´duit l’e´quation
satisfaite par l’entropie volumique S = ρ s :
∂t S + div(S u) =
1
T
(T : ∇u − divQ ) .
En particulier, si T et Q sont ne´glige´s, S satisfait la loi de conservation
∂t S + div(S u) = 0 .
∆! Attention, ce n’est vrai que pour les solutions re´gulie`res. En termes physiques, cela
revient a` supposer les phe´nome`nes re´versibles. On verra que les chocs ne sont pas
des phe´nome`nes re´versibles.
Pour finir, on peut aise´ment e´crire une e´quation pour la pression p. En combinant
∂t v + u · ∇ v − v divu = 0 et ∂t s + u · ∇ s = 0, on obtient :
∂t p + u · ∇ p − v p′v divu = 0 .
Notez que par de´finition de la vitesse du son c, v p′v = − c2/v.
Nous retiendrons pour l’analyse des solutions re´gulie`res (lorsque T et Q sont nuls)
les “variables” qui donnent le syste`me le plus simple et/ou se preˆtent le mieux a` une
syme´trisation (voir §3.1 ci-apre`s). Ce sont essentiellement les variables (v,u, s) ou (p,u, s).
Dans ces dernie`res en particulier, les e´quations du mouvemement sont
∂t p + u · ∇ p + ρ c2 divu = 0 ,
∂t u + (u · ∇)u + v∇p = 0 ,
∂t s + u · ∇ s = 0 .
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2.4 Signification de la vitesse du son
On a jusqu’ici manipule´ la vitesse du son sans trop comprendre ce qu’elle signifie. Le
syste`me obtenu pre´ce´demment en variables (p,u, s) va nous renseigner. Intuitivement,
le son est la manifestation de la propagation d’une variation de pression. Voyons donc
quelle est l’e´quation satisfaite par p dans l’approximation acoustique, qui suppose de
faibles variations de l’e´tat du fluide autour d’un e´tat homoge`ne et au repos. Ceci revient
a` line´ariser le syste`me autour d’un e´tat donne´ (p0,u0 = 0, s0), ce qui donne :
∂t p + ρ0 c
2
0 divu = 0 ,
∂t u + v0∇p = 0 ,
∂t s = 0 .
En prenant la divergence de la seconde e´quation et en e´liminant divu graˆce a` la premie`re,
on obtient simplement l’e´quation des ondes
∂2t p − c20∆p = 0 .
Les “ondes de pression” se propagent donc bien a` la vitesse c.
2.5 Mode`les isentropiques ou isothermes
On confond souvent dans la litte´rature mathe´matique les mode`les isentropiques et les
mode`les isothermes (ces derniers e´tant parfois vu comme un cas particulier des premiers,
en faisant par exemple γ = 1 dans le cas des gaz polytropiques). Formellement, ces
mode`les sont en effet semblables : ils sont constitue´s de la loi de conservation de la masse
et de la loi de conservation de la quantite´ de mouvement, assorties d’une loi d’e´tat exp-
rimant p en fonction de ρ. Mais il convient d’avoir en teˆte une petite nuance, concernant
l’e´nergie totale (qui s’ave`rera une entropie mathe´matique). Supposons pour cela qu’une
loi d’e´tat comple`te soit disponible. En ce qui concerne les e´coulements isentropiques (ou
adiabatiques), il est clair que l’e´nergie totale est
E = 1
2
ρ |u|2 + ρ e .
Elle est conserve´e, au sens ou` son inte´grale en espace (si elle est finie) est inde´pendante du
temps. Ceci est duˆ a` la loi de conservation (!) satisfaite par E , telle qu’on l’a vue plus haut.
En revanche, lorsqu’on impose a` l’e´coulement d’eˆtre isotherme, la loi de conservation de E
n’a pas de raison d’eˆtre satisfaite, pre´cise´ment a` cause de l’isolation thermique. L’e´nergie
totale conserve´e est en fait
1
2
ρ |u|2 + ρ f ,
ou` f est l’e´nergie libre spe´cifique, de´finie par
f = e − T s .
Mathe´matiquement, la pression p est une de´rive´e de f (et non de e) a` T constant :
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Graˆce a` cela, on ve´rifie sans peine que les lois de conservation de la masse et de la
quantite´ de mouvement impliquent une loi de conservation pour 1
2
ρ |u|2 + ρf dans le cas
d’un e´coulement isotherme (re´versible).
3 Analyse de base
3.1 Syme´trisation
Les variables (p,u, s) se preˆtent assez bien a` la recherche de solutions re´gulie`res (loin du
vide) comme on a le voir. En effet, le syste`me
∂t p + u · ∇ p + ρ c2 divu = 0 ,
∂t u + (u · ∇)u + v∇p = 0 ,
∂t s + u · ∇ s = 0 .
est “presque syme´trique” au sens suivant. Il s’e´crit sous forme vectorielle abstraite
∂tU + P(U) ·U = 0 ,
ou` l’ope´rateur diffe´rentiel
P(U) =
 u · ∇ ρ c2 div 0ρ−1 ∇ (u · ∇) Id 0
0 0 u · ∇
 = Ai(U) ∂i
a son symbole, formellement de´fini par
A(U; ξ) = Ai(U) ξi =
 u · ξ ρ c2 ξ∗ 0ρ−1 ξ (u · ξ) Id 0
0 0 u · ξ

pour ξ ∈ Rd, “syme´trisable” : en de´finissant
S(U) =
 ρ−1 c−2 0 00 ρ Id 0
0 0 1
 ,
la matrice S(U)A(U; ξ) est e´videmment syme´trique pour toutU et pour tout ξ. De fac¸on
e´quivalente, les matrices S(U)Ai(U) sont toutes syme´triques. Notez que la matrice S(U)
est syme´trique de´finie positive (pour ρ 6= 0), ce qui est essentiel dans la suite.
Cette syme´trisation a en effet pour conse´quence tre`s importante de permettre des
estimations d’e´nergie, au sens mathe´matique du terme, cruciales pour e´tudier le proble`me
Cauchy. Voyons pour clarifier les ide´es comment on obtient de telles estimations pour
l’ope´rateur line´arise´ autour d’un e´tat constant U (avec ρ > 0),
L ·U := ∂tU + P(U) ·U .
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U∗ SU = 2
∫
Rd
U∗ S ∂tU = − 2
∫
Rd
U∗P ·U + 2
∫
Rd
U∗ S L ·U .














U∗ SU = 2
∫
Rd
U∗ S L ·U .
Par l’ine´galite´ de Cauchy-Schwarz, on obtient ainsi une constante C > 0 telle que
‖U(t) ‖2L2(Rd) ≤ ‖U(0) ‖2L2(Rd) +
∫ t
0
‖ (L ·U)(τ) ‖2L2(Rd) dτ +
∫ t
0
‖U(τ) ‖2L2(Rd) dτ .
D’apre`s le lemme de Gronwall (voir lemme B.4 en appendice B, on en de´duit
‖U(t) ‖2L2(Rd) . ‖U(0) ‖2L2(Rd) +
∫ t
0
‖L ·U ‖2L2(Rd) ,
ou` la notation . est un raccourci de “infe´rieur ou e´gal a` une constante fois. . . ”. Ici, la
constante de´pend de T et de bornes α > 0 et β > 0 telles que
α Id+2 ≤ S ≤ β Id+2
au sens des matrices syme´triques.
∆! Attention, la notation . est pratique mais dangereuse car a . b + c n’entraˆıne pas
a − b . c.
En sortant du cadre de ce cours, on peut montrer que le proble`me de Cauchy (non
line´aire) est alors localement bien pose´ dansHs si s > d/2 + 1. Plus pre´cise´ment, siU0 ∈
U + Hs(Rd) (avec ρ0 > 0, U e´tant un e´tat fixe´), il existe T > 0 (qui en pratique peut
eˆtre tre`s petit!) et une unique solution U ∈ U + C([0, T ];Hs(Rd)) ∩ C1([0, T ];Hs−1(Rd))
du proble`me {
∂tU + P(U) ·U = 0 ,
U|t=0 = U0 .
L’injection de Sobolev Hs ⊂ C1 pour s > d/2 + 1 fait que les solutions ainsi obtenues
sont des solutions classiques. En ge´ne´ral, ces solutions “explosent”, c’est-a`-dire en fait
deviennent discontinues, en temps fini. (Pour plus de de´tails, on pourra se reporter a` un
ouvrage traitant des lois de conservation hyperboliques [5, 14, 18].) C’est pourquoi on
s’inte´ressera de pre`s aux solutions discontinues de re´fe´rence que sont les ondes de choc.
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3.2 Vitesses caracte´ristiques
Une autre proprie´te´ tre`s importante des e´quations d’Euler est qu’elles “propagent l’infor-
mation a` vitesse finie”. On en a eu un avant-gouˆt au paragraphe 2.4 avec la vitesse
du son. On retrouve en fait cette vitesse du son dans les valeurs propres de la matrice
A(U; ξ) de´finie plus haut. Cette matrice e´tant line´aire en ξ, ses valeurs propres sont des
fonctions homoge`nes de degre´ 1 en ξ. On peut de plus les calculer explicitement, par des
manipulations alge´briques e´le´mentaires. On trouve, d’une part λ = u · ξ, avec comme
sous-espace propre associe´  U˙ =
 0u˙
s˙
 ; ξ · u˙ = 0
 ,
et d’autre part λ = u ·ξ ± c |ξ| , chacune de ces valeurs propres e´tant associe´e au vecteur
propre  ± ρ cξ/|ξ|
0
 .
Si c 6= 0, la famille comple`te des vecteurs propres forme de fac¸on e´vidente une base de
Rd+2 lorsque ξ est non nul (noter que A(U; 0) = 0 est directement diagonale!). Ainsi
A(U; ξ) est diagonalisable sur R. De plus, la matrice de passage correspondante ainsi que
son inverse (homoge`nes de degre´ 0 en ξ) sont uniforme´ment borne´es pour ξ ∈ Rd\{0}.
Ces proprie´te´s re´unies constituent l’hyperbolicite´ des e´quations d’Euler. On aurait pu la
de´duire directement de la syme´trisation effectue´e au paragraphe pre´ce´dent.
Les valeurs propres de A(U; ξ) sont traditionnellement range´es par ordre croissant
λ1 := u · ξ − c |ξ| , λ2 := u · ξ , λ3 := u · ξ + c |ξ| ,
et sont aussi appele´es vitesses caracte´ristiques (la matriceA(U; ξ) e´tant elle-meˆme appele´e
matrice caracte´ristique). On verra plus loin quelles sont les informations pre´cise´ment
propage´es a` ces vitesses. Les vitesses caracte´ristiques sont inde´pendantes des variables
choisies, contrairement aux vecteurs propres correspondants. Pour s’en convaincre, on
peut faire le calcul en variables (ρ,u, e). Dans ces variables, les e´quations d’Euler s’e´crivent
en effet 
∂tρ + u · ∇ρ + ρ∇ · u = 0 ,
∂t u + (u · ∇)u + ρ−1∇p = 0 ,
∂t e + u · ∇e + ρ−1 p ∇ · u = 0 ,
comme on l’a vu plus haut. C’est une forme un peu plus complique´e, mais elle a le me´rite
d’avoir un sens meˆme lorsqu’on dispose seulement d’une e´quation d’e´tat incomple`te, ce
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pour e´viter les confusions avec le calcul pre´ce´dent, la nouvelle matrice caracte´ristique est
A˜(U˜; ξ) =
 u · ξ ρ ξ∗ 0ρ−1 p′ρ ξ u · ξ ρ−1 p′e ξ
























(u · ξ − λ) ρ˙ + ρ ξ · u˙ = 0 ,
ρ−1 p′ρ ρ˙ ξ + (u · ξ − λ) u˙ + ρ−1 p′e e˙ ξ = 0 ,
ρ−1 p ξ · u˙ + (u · ξ − λ) e˙ = 0 .
Alors ou bien λ = u · ξ et
ξ · u˙ = 0 , p′ρ ρ˙ + p′e e˙ = 0 ,
ou bien 
p ρ˙ = ρ2 e˙ ,
( p′ρ |ξ|2 − (u · ξ − λ)2 ) ρ˙ + p′e |ξ|2 e˙ = 0 .
On en de´duit la relation de dispersion
(u · ξ − λ)2 = |ξ|2 ( p′ρ + p p′e/ρ2 ) .
Dans le cas ou` l’on a une e´quation d’e´tat comple`te, en reprenant la de´finition de la vitesse
du son c et les formules de changement de variable du paragraphe 1.7, on voit facilement
que
p′ρ + p p
′
e/ρ
2 = c2 .
Si on a seulement une e´quation d’e´tat incomple`te, cette dernie`re relation de´finit la vitesse
du son, a` condition bien suˆr que p′ρ + p p
′
e/ρ
2 ≥ 0. Et on retrouve bien les meˆmes vitesses
caracte´ristiques, λ2 = u · ξ et λ1,3 = u · ξ ± c |ξ|.
∆! Attention, les vecteurs propres quant a` eux sont diffe´rents. Dans les variables
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De´finition I.3 On appelle champ caracte´ristique un couple (λ, E), ou` λ est une vitesse
caracte´ristique et E le sous-espace propre associe´.
La notion de champ caracte´ristique de´pend donc a priori des variables thermody-
namiques choisies (on a vu l’exemple de (p, s) et de (ρ, e), mais cela pourrait encore en
eˆtre d’autres). En revanche, on va voir deux notions importantes concernant ces champs,
qui sont inde´pendantes des variables thermodynamiques choisies. C’est pourquoi on fait
souvent re´fe´rence aux champs caracte´ristiques selon la nume´rotation des vitesses car-
acte´ristiques: on parle du premier et du troisie`me champ, qui sont simples, et du deuxie`me
champ, de multiplicite´ d.
Nature des champs caracte´ristiques. On constate tout d’abord que la vitesse car-
acte´ristique λ2, qui ne de´pend que de la vitesse du fluide, et pas des variables thermody-
namiques, est constante le long de toute courbe tangente au vecteur propre r2. On dit
que ce champ est line´airement de´ge´ne´re´.
D’autre part, on peut chercher comment les autres vitesses caracte´ristiques, λ1 et λ3,
varient le long des courbes inte´grales de r1 et r3 respectivement. Si elles sont strictement
monotones, c’est-a`-dire si les quantite´s (scalaires)
dλ1,3 · r1,3
ne s’annulent pas, on dit que ces champs sont vraiment non-line´aires.
∆! Attention, dans ces expressions, dλ1,3 de´signe la diffe´rentielle de λ1,3 dans les vari-
ables ou` les vecteurs propres r1,3 sont calcule´s.
En fait, l’annulation ou non de ces quantite´s ne de´pend pas des variables thermody-
namiques choisies (a` condition que c ne s’annule pas, ce que l’on suppose toujours im-
plicitement). Par exemple, en variables (ρ,u, e), on trouve (en supposant |ξ| = 1 pour
simplifier)
dλ1,3 · r1,3 = ρ c′ρ + c +
p
ρ
c′e = c G ,
tandis qu’en variables (p,u, s), on a
















Ainsi, le premier et le troisie`me champ sont vraiment non-line´aires si et seulement si
coefficient G ne s’annule pas.
3.3 Introduction aux ondes de choc
Condition de Rankine-Hugoniot
Les e´quations d’Euler ont la particularite´ d’admettre des solutions discontinues. Mathe´ma-
tiquement, ce sont des solutions faibles, c’est-a`-dire des solutions au sens des distributions,
des e´quations en variables conservatives, que l’on peut e´crire sous la forme abstraite
∂tW
∗ + div Z = 0 ,






ρ |u|2 + ρ e
 , Z = uW∗ + p ( 0 Id u ) ∈ Rd×(d+2) .




∂i Zi,j , j ∈ {1, . . . , d+ 2} .
Par de´finition, une solution faible doit eˆtre telle que pour tout Φ de classe C∞ a` support




W∗ · ∂tΦ + Z : ∇Φ = 0 .
Les solutions faibles les plus simples sont re´gulie`res de part et d’autre d’une hypersurface
mobile Σ et satisfont des conditions de saut a` travers Σ, ces conditions de saut de´pendant
de la normale (n) a` Σ et de la vitesse de propagation de Σ. Comme Σ n’est pas une
surface mate´rielle, seule sa vitesse normale de propagation a un sens. Il est d’usage de
noter cette vitesse σ (qui est un scalaire). D’un point de vue pratique, si Σ admet une
e´quation carte´sienne de la forme




|∇ϕ| et σ = −
∂tϕ
|∇ϕ| .
Les conditions de saut, appele´es conditions de Rankine-Hugoniot, s’obtiennent simplement
par inte´gration par parties (ou plus savamment la formule de Green). En effet, regardons
Σ comme une hypersurface (fixe) de Rd×]0,+∞[, et choisissons un vecteur N normal a`
Σ, unitaire et pointant vers les t < 0, de composantes (N1, . . . , Nd) dans les directions
spatiales et Nd+1 dans la direction de t. SiW est une solution re´gulie`re de part et d’autre




Wj ∂tΦj + Zi,j ∂iΦj =
∫
Σ
Nd+1 [Wj ] Φj + Ni [Zi,j ] Φj ,








(Q(x1 + θN1, . . . , xd + θNd, t+ θNd+1) − Q(x1 − θN1, . . . , xd − θNd, t− θNd+1) )
pour n’importe quelle quantite´ Q. Donc, pour que W soit une solution faible, il faut et il
suffit que
Nd+1 [Wj ] + Ni [Zi,j ] = 0
quel que soit j. Or
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Donc on peut re´e´crire ces conditions de saut sous la forme plus compacte :
−σ [W∗ ] + n∗ [Z ] = 0 ,
ou encore
−σ [W ] + [Z∗ ]n = 0 .
En substituant Z, il vient
[ (u∗ n − σ )W ] +
 0pn
pu∗ n
 = 0 ,
ce qui se re´e´crit, 
[ ρ (u · n − σ )] = 0 ,
[ ρ (u · n − σ )u + p n ] = 0 ,[
ρ (u · n − σ ) ( 1
2
|u|2 + e ) + p u · n ] = 0 .
Discontinuite´s de contact / discontinuite´s dynamiques
Pour toute quantite´ Q servant a` de´crire l’e´tat du fluide de part et d’autre de Σ, on note




Q(x+ θn, t− θσ) et Q+ = lim
θ
>→0
Q(x+ θn, t− θσ) .
La premie`re des conditions de Rankine-Hugoniot permet de de´finir le flux de masse a`
travers Σ :
j := ρ− (u− · n − σ ) = ρ+ (u+ · n − σ ) .
A` l’aide de cette quantite´, on peut distinguer deux types tre`s diffe´rents de discontinuite´s.
On appelle discontinuite´s de contact les discontinuite´s pour lesquelles j est nul, c’est-
a`-dire qu’il n’y a pas de transfert de masse a` l’interface. Autrement dit, la vitesse normale
du fluide est continue a` travers l’interface, et co¨ıncide avec la vitesse de ladite interface.
En revanche, la vitesse tangentielle du fluide peut tre`s bien eˆtre discontinue, c’est-a`-dire
que le fluide peut glisser de part et d’autre de l’interface. Cette situation de cisaillement
implique une singularite´ du vecteur tourbillon, rotu, c’est pourquoi on parle de feuille de
tourbillon (en dimension 2, il s’agit en fait d’une ligne, et en dimension 1, cette notion n’a
pas de sens). Par ailleurs, la condition de Rankine-Hugoniot demande que la pression p
soit continue a` travers une telle interface.
Les discontinuite´s dynamiques sont celles pour lesquelles le fluide traverse effectivement
l’interface, c’est-a`-dire j 6= 0. Dans ce cas, la condition de Rankine-Hugoniot demande
que la vitesse tangentielle soit continue a` travers l’interface. Et d’autre part, la vitesse
normale
u = u · n
doit eˆtre telle que
[u] = j [v]
(par de´finition de j) et
j [u] + [p] = 0 ,
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j > 0 j < 0
choc compressif
[v] < 0, [ρ] > 0,
[p] > 0, [e] > 0.
[v] > 0, [ρ] < 0,
[p] < 0, [e] < 0.
choc expansif
[v] > 0, [ρ] < 0,
[p] < 0, [e] < 0.
[v] < 0, [ρ] > 0,
[p] > 0, [e] > 0.
Tableau I.3: Diffe´rentes ine´galite´s pour les chocs.
j [1
2
u2] + j [e] + [p u] = 0 .
Pour de´coupler plus facilement ces e´quations, on va utiliser la notation
〈q〉 := 1
2




u2] + [p u] = j 〈u〉 [u] + [p u] = − [p] 〈u〉 + [p u] = 〈p〉 [u] .
Par conse´quent, on trouve la relation purement thermodynamique
[e] + 〈p〉 [v] = 0 .
De plus, on doit aussi avoir
[p] = − j2 [v] ,
ce qui impose en particulier [p] [v] < 0. On utilisera abondamment ces diffe´rentes relations
lorsqu’il s’agira de re´soudre le proble`me de Riemann (cf Chapitre II §1).
Chocs compressifs / chocs expansifs
Si l’on s’inte´resse de plus pre`s aux discontinuite´s dynamiques, aussi appele´es chocs, on
peut se demander si elles de´tendent ou compriment le fluide, ces notions faisant a` la fois
re´fe´rence a` la pression et au volume. D’apre`s la relation [p] = − j2 [v], on voit que le
signe de [p] est oppose´ a` celui de [v]. Il est donc e´quivalent de faire baisser la pression et
d’augmenter le volume (ou l’inverse, e´videmment). Pour de´terminer si une discontinuite´
est expansive ou compressive, il faut donc regarder le signe de [p] ou de [ρ] indiffe´remment.
Mais cela de´pend du signe de j : pour j > 0, le fluide traverse l’interface de ª vers ⊕,
et inversement pour j < 0. De plus, la relation [e] + 〈p〉 [v] = 0 montre que [e] est
e´galement du signe de [ρ]. La distinction entre chocs compressifs et chocs expansifs est
re´sume´e dans le tableau I.3.
A` propos du signe de j, signalons qu’il permet e´galement de distinguer l’e´tat du fluide
derrie`re le choc de celui devant le choc. En effet, j > 0 signifie que la vitesse du fluide
dans la direction n est supe´rieure a` la vitesse de Σ dans cette meˆme direction. Autrement
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Figure I.4: Repre´sentation d’un exemple de choc avec j > 0.
dit, dans un re´fe´rentiel lie´ au fluide, se de´plac¸ant a` la vitesse (u+ ·n)n ou bien (u− ·n)n
indiffe´remment, Σ se propage dans le sens de −n, c’est-a`-dire de ⊕ vers ª. De ce point
de vue, l’e´tat indexe´ par ⊕ se trouve derrie`re le choc et l’e´tat indexe´ par ª devant. Cette
situation est e´videmment inverse´e si j est ne´gatif. Fort heureusement, la distinction entre
l’e´tat devant et l’e´tat derrie`re le choc ne de´pend pas du choix de l’indexation : si on
e´change les notations, W− devient W+ et vice versa, n devient −n, j devient −j, et
l’e´tat devant le choc reste le meˆme e´tat physique!
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Structure interne des chocs
Physiquement, une onde de choc est en principe une approximation d’une onde tre`s
raide, mais continue, solution des lois de conservation du second ordre tenant compte
des phe´nome`nes dissipatifs duˆs a` la viscosite´ et a` la conductivite´ thermique,
∂tρ + div(ρu) = 0 ,
∂t (ρu) + div(ρuu







|u|2 + e)) + div (( ρ (1
2
|u|2 + e) + p )u) = div( ν divT )+
div( (λ divu + µ (du + ∇u) )u ) .
Or une onde plane progressive de vitesse σ dans la direction n,W(x ·n − σ t) est solution
de ces e´quations si et seulement si
(ρ (u − σ) )′ = 0 ,
( ρ (u − σ) uˇ)′ = (µ uˇ′)′ ,
( ρ (u − σ)u)′ + p′ = ((λ+ 2µ)u′)′ ,(
ρ (u − σ) ( e + 1
2
|u|2 ))′ + ( p u )′ = ( ν T ′ + (λ+ 2µ)uu′ )′ ,
ou` le prime ′ de´signe la de´rivation par rapport a` la variable (scalaire) ξ = x · n − σ t, et
u et uˇ de´signent respectivement les composants normales et tangentielles de la vitesse u :
u = u · n , uˇ = u − (u · n)n .
Si de plus W(±∞) = W± (avec une convergence suffisamment rapide), on peut inte´grer
une premie`re fois a` vue ces e´quations diffe´rentielles. On retrouve les conditions de
Rankine-Hugoniot comme conditions ne´cessaires d’existence de telles ondes progressives,
reliant W− a` W+, dont le profil, appele´ profil thermovisqueux , doit satisfaire
ρ (u − σ) ≡ ρ± (u± − σ) =: j,
µ uˇ′ = j ( uˇ − uˇ± ) ,
(λ+ 2µ)u′ = j (u − u± ) + p − p± ,
ν T ′ + (λ+ 2µ)uu′ = j ( e − e± + 12 |u|2 − 12 |u±|2 ) + p u − p± u± .
Pour aller plus loin, il faut faire des hypothe`ses sur les coefficients λ, µ et ν (pas force´ment
constants). Nous utiliserons seulement
µ 6= 0 , λ + 2µ > 0 et ν > 0 .
On voit imme´diatement que les discontinuite´s de contact n’admettent pas de profil ther-
movisqueux. En effet, pour j = 0, on trouve (en supposant bien suˆr ρ± 6= 0)
p ≡ p± , T ′ ≡ 0 ,
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ce qui impose ρ− = ρ+ de`s que la vitesse du son isotherme est non nulle, et
u ≡ u± = σ , uˇ ≡ uˇ± .
Donc les e´tats W− et W+ sont exactement les meˆmes!
L’existence de profils thermovisqueux pour les discontinuite´s dynamiques, c’est-a`-dire
les chocs, demande d’e´tudier le syste`me d’e´quations diffe´rentielles ci-dessus. Une premie`re
remarque porte sur l’e´quation (comple`tement de´couple´e)
µ uˇ′ = j ( uˇ − uˇ± ) .
La seule orbite homocline est le point fixe lui-meˆme, c’est-a`-dire que
uˇ ≡ uˇ± .
Il reste donc un syste`me de deux e´quations, que l’on peut ramener en e´liminant u (et en
utilisant l’e´quation d’e´tat) a` un syste`me dynamique dans le plan (v, T ). En effet, pour
simplifier on peut faire un changement de re´fe´rentiel Galile´en et supposer uˇ ≡ 0, σ = 0.
On a alors u = j v, |u|2 = u2, et
j (λ+ 2µ) v′ = j2 ( v − v± ) + p − p± ,
ν T ′ = j ( e − e± + 12 u2 − 12 u2± ) + p u − p± u± − u j (u − u± ) − u ( p − p± )
= j ( e − e± − 12 (u − u± )2 ) + p± (u − u± )
= j ( e − e± − 12 j2 ( v − v± )2 + p± ( v − v± ) ) .
Et on peut de´montrer le
The´ore`me I.1 (Gilbarg) Pour les fluides de Bethe-Weyl, en supposant λ+ 2µ > 0 et
ν > 0, tous les chocs compressifs admettent un profil thermovisqueux .
De´m. cf [4]. On verra plus loin, dans des fluides plus ge´ne´raux, une condition plus faible
que la compressivite´ assurant malgre´ tout l’existence de profils thermovisqueux (the´ore`me
de Liu-Pego).
Profils thermovisqueux et second principe. En reprenant l’e´quation de l’entropie
∂t (ρ s) + div(ρ su) =
1
T
( ( (λ divu) I + µ (du + ∇u) ) : ∇u + div( ν divT ) ) ,
on obtient facilement une e´quation pour s′ le long d’un profil thermovisqueux :
j T s′ = ( ν T ′)′ + (λ+ 2µ) (u′)2 .












(λ+ 2µ) (u′)2 dξ
est ne´cessairement positif. Ceci exprime que l’entropie s s’accroˆıt a` travers tout choc
admettant un profil thermovisqueux.
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Chapitre II
E´coulements mono-dimensionnels
L’inte´reˆt de l’e´tude des e´coulements monodimensionnels est double. D’une part, on peut
conside´rer un e´coulement monodimensionnel comme le cas limite d’un e´coulement dans un
tube infiniment fin. D’autre part, ce qui paraˆıtra sans doute moins acade´mique, les ondes
planes solutions des e´quations d’Euler multidimensionnelles correspondent naturellement
a` des solutions des e´quations d’Euler monodimensionnelles.
Soit en effet W une onde plane se propageant dans la direction n, i. e. ne de´pendant
que de x · n et de t. Si
∂tW
∗ + div Z = 0 ,
alors
∂tW
∗ + n∗ ∂x Z = 0 ,
ou` x := x · n. En prenant pour n un vecteur de la base canonique de Rd, par exemple le
dernier, on en de´duit simplement
∂tW
∗ + ∂x Zd = 0 ,
ou` Zd est la dernie`re ligne de Z.





ρ |u|2 + ρ e
 , Z = uW∗ + p ( 0 Id u ) ∈ Rd×(d+2) .








on obtient les E´DP d’e´volution monodimensionnelles
∂t ρ + ∂x(ρu) = 0 ,
∂t ( ρ uˇ ) + ∂x( ρ u uˇ ) = 0 ,
∂t ( ρ u ) + ∂x( ρ u




ρ |u|2 + ρ e ) + ∂x( ( 12 ρ |u|2 + ρ e + p )u ) = 0 .
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En particulier pour uˇ ≡ 0, ces e´quations se re´duisent pre´cise´ment aux e´quations d’Euler
monodimensionnelles
∂t ρ + ∂x(ρ u) = 0 ,
∂t ( ρ u ) + ∂x( ρ u




ρ u2 + ρ e ) + ∂x( (
1
2
ρ u2 + ρ e + p )u ) = 0 .





ρ u2 + ρ e
 , Z = uW + p
 01
u
 ∈ R3 ;
les e´quations d’Euler monodimensionnelles s’e´crivant ainsi
∂tW + ∂x Z = 0 .
Le premier objectif de ce chapitre est la re´solution du proble`me de Riemann, qui est un
proble`me de Cauchy type, avec une condition initiale de la forme
W(x) =
{
W− , x < 0 ,
W+ , x > 0 .
Outre son inte´reˆt the´orique, le proble`me de Riemann est la base de divers sche´mas
nume´riques, dont le pre´curseur sche´ma de Godunov, que nous verrons dans la partie con-
cernant l’approximation nume´rique des e´quations d’Euler. La pre´sentation des me´thodes
nume´riques de base est en effet le second objectif de ce chapitre.
1 Proble`me de Riemann
1.1 Ensemble de Hugoniot
La condition de Rankine-Hugoniot monodimensionnelle se re´duit a`
[Z ] = σ [W ] .
L’analyse des ondes de choc et au-dela` la re´solution du proble`me de Riemann, ne´cessitent
une e´tude approfondie de cette condition.
De´finition II.1 On appelle ensemble de Hugoniot l’ensemble des couples (W−,W+)
pour lesquels il existe une vitesse σ telle que que la condition de Rankine-Hugoniot
Z+ − Z− = σ (W+ − W− )
soit satisfaite. E´tant donne´ un e´tat W0, l’ensemble de Hugoniot passant par W0 est
H(W0) = {W ; ∃σ , Z = Z0 + σ (W − W0 ) } .
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En reprenant les calculs du Chapitre I §3.3, on voit que W ∈ H(W0) si et seulement
si
ρ (u − σ) = ρ0 (u0 − σ) =: j
et 
p = p0 − j2 ( v − v0 ) ,
u = u0 + j ( v − v0 ) ,
j ( e − e0 + p + p0
2
( v − v0 ) ) = 0 .
Le cas j = 0 e´quivaut donc a` u = u0 et p = p0. Le cas j 6= 0 e´quivaut a`
e − e0 + p + p0
2
( v − v0 ) = 0
et
u = u0 ± ( v − v0 )
√
( p − p0 )/(v0 − v ) .
On peut ainsi e´noncer la
Proposition II.1 En supposant γ > 0, l’ensembleH(W0) est constitue´ de trois courbes1,
note´es H1(W0), H2(W0) et H3(W0) et de´finies par
H2(W0) = {W ; u = u0 , p = p0 } ,
H1(W0) =
{
W ; h¯(W;W0) = 0 , (v − v0) (p − p0) < 0 et
u = u0 + ( v − v0 )
√





W ; h¯(W;W0) = 0 , (v − v0) (p − p0) < 0 et
u = u0 − ( v − v0 )
√





h¯(W;W0) := e − e0 + p + p0
2
( v − v0 ) .
En fait, la pre´caution prise en demandant (v − v0) (p − p0) < 0 dans la de´finition
de H1,3 est superflue, comme on va le voir ci-apre`s (cf Lemme II.1). Remarquons de plus
que d’apre`s la relation
u = u0 + j ( v − v0 ) ,
par de´finition de H1,3, on a
j =
√
( p − p0 )/(v0 − v ) > 0 sur H1 ,
j = −
√
( p − p0 )/(v0 − v ) < 0 sur H3 .
On a choisi la lettre h¯ car cette fonction ressemble a` une enthalpie (en fait, h¯ =
h− h0+ (p v− p0 v)/2). E´videmment, elle ne de´pend que des variables thermodynamiques
1On verra plus loin que la nume´rotation des courbes Hk(W0) fait re´fe´rence a` la nume´rotation des
vitesses caracte´ristiques.
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(et pas de la vitesse u). Le choix de ces variables de´pend du contexte : si l’on dispose
d’une e´quation d’e´tat comple`te, h¯ est naturellement une fonction de (v, s; v0, s0). Si l’on
a seulement une e´quation d’e´tat incomple`te, h¯ est une fonction de (v, e; v0, e0).
Les “courbes” H1 et H3 sont de´finies implicitement. Ce sont des courbes re´gulie`res au
moins localement, comme on le pre´cise ci-dessous.
Dans ce qui suit, on suppose une e´quation d’e´tat comple`te, de sorte que l’ensemble
{ (v, s) ; h¯(v, s; v0, s0) = 0 }
est une courbe re´gulie`re parame´tre´e par v au voisinage de (v0, s0). En effet, on a





























(v0, s0; v0, s0) = T 6= 0 .
Le the´ore`me des fonctions implicites s’applique donc au point (v0, s0). Et la courbe locale
ainsi obtenue se prolonge tant que dh¯ ne s’annule pas.
Introduisons pour la suite un peu de vocabulaire, largement utilise´ dans certains ou-
vrages.
De´finition II.2 A` (v0, p0, j) fixe´, on appelle droite de Rayleigh, la droite du plan (v, p)
de´finie par
p = p0 − j2 ( v − v0 ) .
A` (v0, p0 = p(v0, s0)) fixe´, on appelle adiabatique de Hugoniot
A(v0, p0) = { (v, p) = (v, p(v, s)) ; h¯(v, s; v0, s0) = 0 } .
A` W0 fixe´, les projections des courbes H1(W0) et H3(W0) dans le plan (u, p) sont
appele´es polaires de choc.
La ge´ome´trie des polaires de choc et des adiabatiques de Hugoniot, et en particulier
leur monotonie, est tre`s importante pour la re´solution du proble`me de Riemann, cf §1.4.
Le cas des gaz parfaits polytropiques est de ce point de vue “ide´al”, au sens ou`
• les adiabatiques de Hugoniot
A(v0, p0) = { (v, p) ; p v − p0 v0 + 1
2
Γ (v − v0) (p+ p0) = 0 }
sont monotones en v et en p, et coupent exactement une fois chaque isentrope (voir
la figure II.1),
• les polaires de choc





Γ (p+ p0)) }
sont monotones en u et en p.
Dans ce qui suit, on s’attache a` trouver des conditions assurant ces diffe´rentes proprie´te´s
pour des lois d’e´tat plus complexes.
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Figure II.1: Adiabatique (portion d’hyperbole en pointille´; la droite en pointille´ e´tant son
asymptote) et isentropes pour un gaz parfait polytropique.
E´tude de A(v0, p0). Pour cette e´tude, on conside`rera h¯ indiffe´remment comme fonction
de (v, s) ou de (p, s), ce qui est justifie´ si v 7→ p(v, s) est un diffe´omorphisme global quel
que soit s (ce qui est le cas pour les fluides de Bethe-Weyl). Si besoin est, afin d’e´viter
les confusions, on notera
h˜(p(v, s), s; p0, s0) = h¯(v, s; v0, s0) .
Commenc¸ons par de´montrer le re´sultat pre´liminaire suivant.
Lemme II.1 Pour un fluide de Bethe-Weyl,
• si s ≤ s0 alors h¯ < 0 pour v < v0 et h˜ < 0 pour p > p0 ,
• si s ≥ s0 alors h¯ > 0 pour v > v0 et h˜ < 0 pour p < p0 .
De´m. On prouve ces ine´galite´s de manie`re tout a` fait e´le´mentaire, et identique pour h¯
et h˜.
























































D’apre`s les hypothe`ses γ > 0 et G > 0, p est fonction convexe de v a` s constant, et
inversement, v est fonction convexe de p a` s constant. Donc, pour v > v0, h¯ est fonction
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convexe de v a` s constant, tandis que pour v < v0, c’est une fonction concave. De meˆme,
pour p < p0, h¯ est fonction convexe de p a` s constant, tandis que pour p > p0, c’est une










( p(v0, s0) − p(v0, s) ) ≥ 0
pour s ≤ s0 (avec e´galite´ seulement en (v0, s0)), car p est fonction strictement croissante










( v(p0, s) − v(p0, s0) ) ≤ 0
pour s ≤ s0 (avec e´galite´ seulement en (p0, s0)). (Ve´rifier que v est fonction strictement
croissante de s a` p constant de`s que Γ > 0 et γ > 0.)
On conclut ensuite facilement. Voyons le cas de h¯ (celui de h˜ e´tant laisse´ en exercice).















pour v ≥ v0, on en de´duit d’une part
h¯(v, s; v0, s0) = ( h¯(v, s; v0, s0) − h¯(v, s0; v0, s0) )︸ ︷︷ ︸
≥ 0
+ ( h¯(v, s0; v0, s0) − h¯(v0, s0; v0, s0) )︸ ︷︷ ︸
> 0
> 0
pour s ≥ s0 et v > v0, et d’autre part
h¯(v, s; v0, s0) = ( h¯(v, s; v0, s0) − h¯(v0, s; v0, s0) )︸ ︷︷ ︸
< 0
+ ( h¯(v0, s; v0, s0) − h¯(v0, s0; v0, s0) )︸ ︷︷ ︸
≤ 0
< 0
pour s ≤ s0 et v < v0. 2
Corollaire II.1 L’ensemble A(v0, p0) est inclus dans
{v ≥ v0 , p ≤ p0 } ∪ {v ≤ v0 , p ≥ p0 }
De´m. C’est imme´diat. Pour un point (v, p(v, s)) ∈ A(v0, p0), ou bien s ≤ s0 et dans ce
cas v ≥ v0 (sinon h¯ < 0) et p ≤ p0 (sinon h˜ < 0), ou alors s ≥ s0 et v ≤ v0 (sinon
h¯ > 0), p ≥ p0 (sinon h˜ > 0). 2
On peut maintenant pre´ciser l’allure de A(v0, p0) pour les fluides de Bethe-Weyl.
Par de´finition de Γ,









dv − Γ p dv = v dp + (γ − Γ) p dv .
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et par conse´quent, puisque Γ > 0, la “branche expansive” {v > v0 , p < p0 } de
l’ensemble A(v0, p0) est une courbe re´gulie`re parame´tre´e par p ou v indiffe´remment. Elle
est en particulier monotone : le long de A(v0, p0), p est une fonction de´croissante de v.
En fait, c’est plutoˆt la branche compressive {v < v0 , p > p0 } de A(v0, p0) qui va nous
inte´resser. Au moins au voisinage de (v0, p0), A(v0, p0) est une courbe parame´tre´e par v,
de surcroˆıt tangente a` l’isentrope
{ ( v, p = p(v, s0) ) } ,
puisque de pente − γ p0/v0 = p′v(v0, s0). De plus, sous ce qu’on appellera plus loin la
condition forte
Γ ≤ p v
e
,
on voit assez facilement que A(v0, p0) peut eˆtre partout parame´tre´e par v. En effet, pour
















sous la condition forte, ce qui est positif puisque e > e0 > 0. Par ailleurs, pour les
fluides de Smith,
Γ < 2 γ







ce qui montre que A(v0, p0) peut eˆtre partout parame´tre´e par p. On se convainc facilement
que la terminologie adopte´e est bien cohe´rente, au sens ou` la condition forte est plus
exigeante que l’ine´galite´ de´finissant les fluides de Smith. C’est l’objet du petit lemme
suivant.











p(w, s) dw .
Et comme p est une fonction convexe positive de v,∫ +∞
v








(on pourra se reporter a` l’interpre´tation graphique de cette ine´galite´ sur la figure II.2)
d’ou` le re´sultat en revenant a` la de´finition de






Une proprie´te´ importante dans la re´solution du proble`me de Riemann est la transver-
salite´ de A(v0, p0) par rapport aux isentropes. C’est l’objet du
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Figure II.2: Illustration de l’ine´galite´ de convexite´ utilise´e dans la de´monstration du lemme
II.2.
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The´ore`me II.1 (Bethe-Weyl) Pour un fluide muni d’une loi d’e´tat comple`te avec e >
0, et p de´croissante par rapport a` v a` s fixe´, chaque courbe A(v0, p0) intersecte au moins
une fois chaque isentrope, de`s que la condition asymptotique de la definition I.1 est rem-
plie. De plus, pour les fluides de Smith, cette intersection est unique.




h¯(v, s; v0, s0) = −∞ et lim
v→+∞
h¯(v, s; v0, s0) = +∞
quel que soit s. La seconde limite s’obtient graˆce a` la minoration e´vidente :
h¯(v, s; v0, s0) ≥ − e0 + 1
2
p0 (v − v0) ∀v ≥ v0 .
La premie`re limite utilise le fait que e/p tend vers 0 lorsque v tend vers b par valeurs
supe´rieures, ce qui demande une petite de´monstration, voir le lemme II.3 ci-apre`s.
Donc, quel que soit s, il existe v ∈ (0,+∞) tel que h¯(v, s; v0, s0) = 0. L’unicite´ de
l’intersection est une conse´quence du lemme II.1 lorsque s < s0 (puisqu’alors h¯ est une
fonction strictement croissante de v, a` s constant). Le cas s > s0 demande plus de travail,
et de´coule du lemme II.4 ci-apre`s. 2
Lemme II.3 Pour un fluide muni d’une loi d’e´tat comple`te avec e(v, s) > 0, p(v, s) > 0










De´m. Quels que soient v et v0 avec b < v < v0, on a
0 < e(v, s) = e(v0, s) +
∫ v0
v
p(w, s) dw ≤ e(v0, s) + p(v, s) (v0 − v) ,
d’ou`





≤ (v0 − b) .
Ceci est vrai quel que soit v0. La conclusion s’obtient en faisant tendre v0 vers b a` son
tour. 2






le long de toute adiabatique A(v0, p0).
De´m. On reprend ici les e´le´ments de la de´monstration originale de Weyl [17], qui
est assez astucieuse. Une premie`re remarque utilise la syme´trie de h¯. On veut en effet
montrer
p0 − p + (v − v0) ∂p
∂v
(v, s) > 0 quel que soit (v, s; v0, s0) tel que h¯(v, s; v0, s0) = 0 .
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En e´changeant (v, s) et (v0, s0), il est donc e´quivalent de montrer
p− p0+ (v0− v) ∂p
∂v
(v0, s0) > 0 quel que soit (v, s; v0, s0) tel que h¯(v, s; v0, s0) = 0 .
On fixe maintenant (v1, s1) tel que h¯(v1, s1; v0, s0) = 0, et on conside`re la droite de
Rayleigh de pente
− j2 = p1 − p0
v1 − v0 .
(Cette quantite´ est bien ne´gative d’apre`s le corollaire II.1.) Cette droite admet e´videmment
comme e´quation parame´trique
v = v0 + (v1 − v0) θ , p = p0 + (p1 − p0) θ , θ ∈ R ,
et le long de cette droite, on a
(v − v0) dp + (p0 − p) dv = (v1 − v0) θ (p1 − p0) dθ + (p0 − p1) θ (v1 − v0) dθ = 0 .
Comme








dh¯ = T ds
le long de notre droite de Rayleigh. Voyons donc comment varie s le long de cette droite.
Avant tout, rappelons la relation
Γ
v









s(v0 + (v1 − v0) θ, p0 + (p1 − p0) θ)




= (v1 − v0)2 ∂
2s
∂v2
+ 2 (v1 − v0) (p1 − p0) ∂
2s
∂v∂p




Or, d’apre`s l’hypothe`se de convexite´ des isentropes (voir le lemme B.1 dans l’appendice
























On en de´duit facilement l’implication :
s′ = 0 ⇒ s′′ < 0 .
Comme conse´quence e´le´mentaire, nous avons
s′(0) ≤ 0 ⇒ s′(θ) < 0 ∀θ > 0 .
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Or, comme
h¯(v1, s1; v0, s0) = h¯(v0, s0; v0, s0) = 0 ,
la fonction h¯, et donc aussi s (puisque dh¯ = T ds), n’est pas monotone le long de la droite
de Rayleigh (du coˆte´ θ > 0). Par suite, on a ne´cessairement
s′(0) > 0 ,
ce qui est exactement l’ine´galite´ que l’on cherchait puisque
s′(0) = (v1 − v0) ∂s
∂v





































est infe´rieur a` 1 si v < v0, et supe´rieur a` 1 si v > v0. La position du nombre de Mach
par rapport a` 1 jouera un roˆle important dans la suite.
E´tude des polaires de choc D’apre`s ce qui pre´ce`de, les polaires de choc sont des
courbes parame´tre´es par p pour les fluides de Smith. On peut pre´ciser la monotonie de u
le long de ces courbes, sous la condition interme´diaire





En effet, faisons le calcul pour H1. On a par de´finition,
u = u0 + ( v − v0 ) j , j =
√
( p − p0 )/(v0 − v ) .




( j dv − 1
j
dp ) .
















p dv = 0












v (p − p0)
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Pour p < p0, le dernier facteur est toujours strictement ne´gatif. Si au contraire p > p0,
et






v (p − p0)
p (v − v0 ) − γ + Γ
p − p0
p
≤ v (p − p0)












− p + p0
e − e0
)
v (p − p0)
p
= −γ p0 − 1
2
v (p − p0)
p
p e0 + p0 e
e (e − e0) < 0 .
Donc u est fonction de´croissante de p le long de la polaire de choc associe´e a` H1. Le calcul
est analogue le long de H3, avec un simple changement de signe.
Exercice : De´duire de ces calculs que les courbes H1 et H3, conside´re´es en variables
(p, u, s), sont tangentes respectivement a`
r1(U0) =
 − ρ0 c01
0





Enfin, on remarque que les polaires de choc ont une branche non borne´e, au moins
sous la condition forte. En effet, on sait que v est alors fonction de´croissante de p le long
de H1 et de H3. Donc, d’apre`s l’hypothe`se
lim
ρ→ρmax
p(ρ, s) = +∞ ,
v → b = 1/ρmax lorsque p→ +∞. Par suite√
( p − p0 )/(v0 − v ) → +∞ ,
et donc u→ −∞ le long de H1 tandis que u→ +∞ le long de H3 lorsque p→ +∞.
Re´sume´
De´finition II.3 Un fluide de Smith (avec e > 0) satisfait la condition interme´diaire si





et la condition forte si
Γ ≤ p v
e
.
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Exercice : Quelle(s) condition(s) est(sont) satisfaite(s) par les gaz parfaits, par les gaz
de van der Waals?
Proposition II.2 Pour un fluide de Smith (0 < Γ < 2 γ), H1 et H3 peuvent eˆtre
parame´tre´es par p. Sous la condition interme´diaire, u est fonction de´croissante de p le
long de H1 et fonction croissante de p le long de H3. De plus, sous la condition forte,
v est fonction de´croissante de p le long de H1 et de H3, et u → −∞ pour p → +∞ le
long de H1 (respectivement u → +∞ pour p → +∞ le long de H3). Les proprie´te´s de
monotonie sont en fait vraies sans condition sur les branches {p < p0} de H1(W0) et
H3(W0).
1.2 Admissibilite´ des chocs
D’apre`s le second principe de la thermodynamique, il est naturel d’imposer a` une onde
de choc le crite`re (minimum) d’admissibilite´ suivant :
j [s] ≥ 0 ,
signifiant que l’entropie du fluide s’accroˆıt au travers du choc.
On a de´ja` observe´ au chapitre I que ce crite`re, appele´ crite`re d’entropie, e´tait satisfait
par tous les chocs admettant un profil thermovisqueux. Par ailleurs, il est trivialement
satisfait (avec e´galite´) par les discontinuite´s de contact. Concernant les discontinuite´s dy-
namiques, il permet de se´lectionner les parties admissibles des courbes H1 et H3. Puisque
j > 0 sur H1 et j < 0 sur H3, le crite`re d’admissibite´ demande s > s0 sur la partie
admissible de H1 et s < s0 sur la partie admissible de H3.
Pour un fluide de Bethe-Weyl, on voit d’apre`s le corollaire II.1 que ces parties admissi-




W ; h¯(W;W0) = 0 , v < v0 , p > p0 et
u = u0 + ( v − v0 )
√
( p − p0 )/(v0 − v )
}
,
et la partie admissible de
Ha3(W0) =
{
W ; h¯(W;W0) = 0 , v > v0 , p < p0 et
u = u0 − ( v − v0 )
√
( p − p0 )/(v0 − v )
}
.
De plus, on observe que dans les deux cas
u < u0 .
Cependant, pour des fluides plus ge´ne´raux, et notamment en l’absence de convexite´ des
isentropes (c’est-a`-dire si G n’est pas positif partout), il peut exister des chocs admissibles
expansifs. En effet, sous une condition moins restrictive que la compressivite´, il est possible
de montrer l’existence de profils (thermo)visqueux, et donc l’admissibilite´ au sens du
crite`re d’entropie. C’est le
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The´ore`me II.2 (Liu-Pego) En supposant que le fluide est dote´ d’une e´quation d’e´tat
comple`te, avec p > 0, T > 0 et
γ > 0 , δ > 0 , Γ > 0 ,
toutes les discontinuite´s satisfaisant le crite`re de Liu admettent un profil purement visqueux
(c’est-a`-dire avec λ+ 2µ > 0 et ν = 0). Si de plus
Γ ≥ δ ,
toutes les discontinuite´s satisfaisant le crite`re de Liu admettent un profil thermovisqueux
(c’est-a`-dire avec λ+ 2µ > 0 et ν ≥ 0).
On admettra ce re´sultat. En revanche, on va expliquer ce qu’est le crite`re de Liu, et
voir qu’il n’est pas incompatible avec des chocs expansifs. Pour cela, on a besoin d’une
notation pour la vitesse des discontinuite´s le long de H1,3. E´tant donne´s W− et W+
compatibles avec la condition de Rankine-Hugoniot, avec j 6= 0, on a
ou bien W+ ∈ H1(W−) et W− ∈ H1(W+),
ou bien W+ ∈ H3(W−) et W− ∈ H3(W+).
Plac¸ons nous dans le premier cas pour fixer les ide´es. Et notons, pour toutW ∈ H1(W0),
σ(W0;W) la vitesse de la discontinuite´ entre W0 et W. On a simplement
σ(W0;W) = u0 − j v0 = u0 − v0
√
( p − p0 )/(v0 − v ) .
De´finition II.4 (Liu) On dit que la discontinuite´ entre W− et W+, de vitesse
σ = σ(W−;W+) = σ(W+;W−) ,
satisfait le crite`re de Liu si et seulement si
• pour tout W ∈ H1(W−) entre W− et W+,
σ(W−;W+) ≤ σ(W−;W) ,
• pour tout W ∈ H1(W+) entre W+ et W−,
σ(W+;W) ≤ σ(W+;W−) .
∆! Les courbes H1(W−) et H1(W+) sont diffe´rentes.
Exemple. Lorsque les isentropes sont non convexes, choisissons sur l’une d’entre elles




( p+ − p− )/(v− − v+ )
et u± tels que
u+ − u− = j (v+ − v−) .
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Figure II.3: Choc expansif sur une isentrope non convexe.
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On obtient une discontinuite´ expansive satisfaisant les conditions de Rankine-Hugoniot,
de vitesse
σ = u± − v±
√
( p+ − p− )/(v− − v+ ) .
Et on constate que pour les e´tats interme´diaires W,
σ(W−;W) = u− − v−
√
( p − p− )/( v− − v ) ≥ σ ,
σ(W+;W) = = u+ − v+
√
( p − p+ )/( v+ − v ) ≤ σ .
Donc cette discontinuite´ satisfait bien le crite`re de Liu.




σ(W0;W) = u0 − c0 .
Par suite, le crite`re de Liu implique en particulier
u+ − c+ = λ1(W+) ≤ σ ≤ λ1(W−) = u− − c− ,
ine´galite´s connues sous le nom d’ine´galite´s de choc de Lax . On parle alors de 1-choc.
Bien suˆr, dans le cas ou` W+ ∈ H3(W−), on trouve a` la place les ine´galite´s
u+ + c+ = λ3(W+) ≤ σ ≤ λ3(W−) = u− + c− ,
ce qui correspond a` un 3-choc. Ces ine´galite´s jouent un roˆle important dans la re´solution
du proble`me de Riemann. Elles seront e´galement cruciales dans l’e´tude de la stabilie´ des
chocs (voir Chapitre III). D’apre`s le lemme II.4 et la remarque II.1, on voit en particulier
que pour les fluides de Bethe-Weyl, les ine´galite´s de choc de Lax sont satisfaites par tous
les chocs compressifs.
La re´solution du proble`me de Riemann dans le cas particulier ou` la donne´e initiale est




W− , x < σ t ,
W+ , x > σ t .
En revanche, si cette discontinuite´ n’est pas admissible (sauf dans le cas particulier s− =
s+, il suffit pour perdre l’admissibilite´ d’e´changer W− et W+), quelle est la solution du
proble`me de Riemann ? On va voir qu’elle n’est plus aussi simple, et fait intervenir ce
qu’on appelle une onde de de´tente. Cette appellation est conforme a` l’intuition dans les
fluides “standards”, de Bethe-Weyl en particulier, ou` on va voir que les ondes de de´tente
sont expansives.
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1.3 Ondes de de´tente
Une onde de de´tente est une solution particulie`re de proble`me de Riemann, de type
autosimilaire, c’est-a`-dire qui ne de´pend que de x/t. En fait, un proble`me de Riemann
e´tant invariant par dilatation
(x, t) 7→ (a x , a t) ,
la solution, si elle est unique, est ne´cessairement autosimilaire.
Notez que les ondes de choc sont bien suˆr autosimilaires. Mais comme on l’a de´ja`
remarque´, si la donne´e initiale n’est pas un choc admissible, il faut trouver une autre
solution (les “fausses” solutions que constituent les ondes de choc non admissibles sont
parfois appele´es rarefaction shocks dans la litte´rature anglophone, rarefaction signifiant
de´tente!).
Voyons donc l’e´quation que doit satisfaire une solution autosimilaire, suppose´e suff-
isamment re´gulie`re pour pouvoir faire la de´rivation de fonctions compose´es. On notera
ici ξ = x/t, et ′ la de´rivation par rapport a` ξ. On rappelle que les solutions re´gulie`res
des e´quations d’Euler (monodimensionnelles) satisfont un syste`me dit quasiline´aire
∂tU + A(U) ∂xU = 0 .




 et A(U) =
 u ρ c2 0ρ−1 u 0
0 0 u
 .
Si U ne de´pend que de ξ = x/t, on en de´duit
(A(U(ξ)) − ξ I )U′(ξ) = 0 .
Par suite, si U′(ξ) 6= 0, ξ est ne´cessairement une valeur propre λk(U(ξ)) de A(U(ξ)), de
vecteur propre associe´ U′(ξ).
Une k-onde de de´tente est par de´finition une solution du proble`me
λk(U(ξ)) = ξ , U
′(ξ) ‖ rk(U(ξ)) ,
satisfaisant les conditions aux limites en ξ− et ξ+ (ξ− < ξ+) :
lim
ξ→ξ±
U(ξ) = U± .
Une condition ne´cessaire pour l’existence d’une onde de de´tente est la monotonie de
λk le long des courbes inte´grales de rk. En effet, en de´rivant l’e´galite´ λk(U(ξ)) = ξ on
obtient
dλk(U(ξ)) · U′(ξ) = 1
et donc
dλk(U(ξ)) · rk(U(ξ)) 6= 0 .
Par suite, on voit qu’il n’existe pas de 2-onde de de´tente.
Pour k = 1 ou 3, s’il existe une k-onde de de´tente alors ne´cessairement
ξ− = λk(U−) < λk(U+) = ξ+ .
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Et dans ce cas, la solution du proble`me de Riemann associe´ aux e´tats U± est simplement
U(x, t) =

U− , x ≤ t ξ− ,
U(ξ) , x/t ∈ [ ξ− , ξ+ ] ,
U+ , x ≥ t ξ+ .
Re´ciproquement, si les 1er et 3e`me champs sont vraiment non-line´aires, c’est-a`-dire
si G ne s’annule pas (voir Chapitre I §3.2), il existe bien des 1-ondes de de´tente et des
3-ondes de de´tente. On a meˆme une caracte´risation des e´tats U− et U+ relie´s par une
onde de de´tente.
Proposition II.3 On suppose que le coefficient G ne s’annule pas. E´tant donne´s deux
e´tats du fluide U− et U+, il existe une k-onde de de´tente (k = 1 ou 3) reliant U− a` U+
si et seulement si λk(U−) < λk(U+) et U+ appartient a` la courbe inte´grale de rk passant
par U−.
De´m. Puisque dλk · rk ne s’annule pas, on peut supposer sans perte de ge´ne´ralite´ le
vecteur propre rk normalise´ de sorte que
dλk · rk ≡ 1 .
Par suite
dλk(U(ξ)) · U′(ξ) = 1 avec U′(ξ) ‖ rk(U(ξ))
implique ne´cessairement
U′(ξ)) = rk(U(ξ)) .
Comme
U(ξ±) = U± ,
l’e´tat U+ appartient bien a` la courbe inte´grale de rk passant par U− (de meˆme que U−
appartient a` la courbe inte´grale de rk passant par U+, ces deux courbes e´tant confon-
dues d’apre`s le the´ore`me de Cauchy-Lipschitz2). Re´ciproquement, supposons λk(U−) <
λk(U+) et que U+ appartient a` la courbe inte´grale de rk passant par U−. Il existe donc
une application θ ∈ [θ−, θ+] 7→ V(θ) telle que
dV
dθ
= rk(V(θ)) , V(θ±) = U± ,
et la fonction λk ◦V est strictement croissante sur [θ−, θ+]. Donc pour tout
ξ ∈ [λk(U−), λk(U+)], il existe un unique θ ∈ [θ−, θ+] tel que
λk(θ) = ξ .
Alors on ve´rifie imme´diatement que U(ξ) := V(θ) de´finit bien une onde de de´tente. 2
De´finition II.5 En supposant G 6= 0 (partout pour simplifier), on appelle “courbe” de
k-de´tente (k = 1 ou 3) et on note Rk(U) la portion de courbe inte´grale de rk passant par
U ou` λ > λk(U).
2Contrairement aux courbes de choc Hk(W−) et Hk(W+), qui elles sont diffe´rentes
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Le portrait de phase du champ de vecteurs rk donne l’allure des courbes Rk(U). C’est
un autre proble`me de calculer effectivement les ondes de de´tente, ce qui revient a` re´soudre
l’e´quation diffe´rentielle non line´aire
U′(ξ) = rk(U(ξ)) .
On introduit pour cela la notion d’invariant de Riemann.
De´finition II.6 On appelle k-invariant de Riemann une fonction zk : U 7→ z(U) telle
que
dzk(U) · rk(U) = 0 .
∆! Attention encore une fois, dans cette de´finition, dzk de´signe la diffe´rentielle de zk
dans les variables ou` le vecteur propre rk est calcule´.
Pour un champ de vecteurs rk “pris au hasard” il n’y aucune raison d’avoir des invari-
ants de Riemann explicites. Mais on rappelle que les vecteurs r1,3 ont une forme assez
simple, surtout en variables (p, u, s) = U∗,
r1(U) =
 − ρ c1
0




Par suite, les deux champs r1 et r3 admettent l’invariant de Riemann e´vident s. A` peine
moins e´vidents sont
z1 = u + ϕ et z3 = u − ϕ









Ces invariants de Riemann sont bien suˆr inde´pendants, et permettent de re´duire le
proble`me de Cauchy {
U′(ξ) = rk(U(ξ)) ,
U(ξ0) = U0 ,
a` 
p′(ξ) = ± (ρ c)(ξ) , p(ξ0) = p0 ,
u(ξ) = u0 ± (ϕ(p(ξ), s0) − ϕ(p0, s0) ) ,
s(ξ) = s0 ,
la premie`re ligne se re´solvant par simple quadrature. Si c > 0 et G > 0 on a dλ1,3·r1,3 > 0
avec les vecteurs propres choisis. Donc l’ine´galite´ λk(U−) < λk(U+) demande p+ < p−
pour k = 1 (la premie`re composante de r1 e´tant ne´gative), et p+ > p− pour k = 3 (la
premie`re composante de r3 e´tant ne´gative). (Noter que l’ine´galite´ λk(U−) < λk(U+)
est l’inverse de celle pre´sente dans les ine´galite´s de choc de Lax, et qu’on obtient des
“de´tentes expansives”, a` l’inverse des chocs, qui sont compressifs.) On peut donc pre´ciser
la proposition II.3 en la
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Proposition II.4 En supposant c > 0, G > 0, quel que soit U0 on a
Rk(U0) = {U ; s = s0 et (u, p) ∈ Dk(u0, p0, s0) } ,
ou`
D1(u0, p0, s0) := { (u, p) ; u = u0 − ϕ(p, s0) + ϕ(p0, s0) , p < p0 } ,
D3(u0, p0, s0) := { (u, p) ; u = u0 + ϕ(p, s0) − ϕ(p0, s0) , p > p0 } .
Notez que les courbes Dk sont les projections dans le plan (u, p) des courbes de de´tente
au meˆme titre que les polaires de choc sont les projections des courbes de Hugoniot.
1.4 Re´solution du proble`me de Riemann
Courbes de Lax
On va se limiter au cas des fluides de Smith, pour lesquels on a vu que les polaires de
choc e´taient des courbes parame´tre´es par p. On remarque de plus que la vitesse u le long
de d’une quelconque courbe de Hugoniot H3(W0) est de´finie comme le long de H1(W0),
a` un changement de signe pre`s. Ainsi, il existe une fonction ψ telle que la polaire de choc
associe´e au premier champ soit
{ (u, p) ; u = u0 − ψ(p; p0, s0) }
et celle associe´e au dernier champ soit
{ (u, p) ; u = u0 + ψ(p; p0, s0) } .
En fait, il peut eˆtre plus commode d’e´crire la fonction ψ en fonction d’une autre variable
thermodynamique que s0, par exemple ρ0.
Exercice : Pour les gaz parfaits polytropiques, montrer que cette fonction est donne´e
par :










On de´finit les “courbes” de choc comme les parties admissibles des polaires de choc,
c’est-a`-dire
C1(u0, p0, s0) := { (u, p) ; u = u0 − ψ(p; p0, s0) , p > p0 }
et
C3(u0, p0, s0) := { (u, p) ; u = u0 + ψ(p; p0, s0) , p < p0 } .
On va comple´ter ces “demi-courbes” par les courbes de de´tenteD1(u0, p0, s0) etD3(u0, p0, s0)
de´finies plus haut.
De´finition II.7 On appelle courbes de Lax la re´union des courbes de de´tente et des
courbes de choc
Lk(u0, p0, s0) := Dk(u0, p0, s0) ∪ Ck(u0, p0, s0) .
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Re´solution par ondes simples
Voyons pour commencer le cas tre`s simple de l’acoustique. On rappelle que le syste`me de
l’acoustique est line´aire par hypothe`se
∂t p + ρ0 c
2
0 ∂xu = 0 ,
∂t u + v0 ∂xp = 0 ,
∂t s = 0 .
Ce syste`me e´quivaut a` trois e´quations de transport de´couple´es
∂t (− p + ρ0 c0 u) − c0 ∂x (− p + ρ0 c0 u) = 0 ,
∂t s = 0 ,
∂t ( p + ρ0 c0 u) + c0 ∂x ( p + ρ0 c0 u) = 0 .
En notant
α1 = − p + ρ0 c0 u , α3 = p + ρ0 c0 u,
la solution du proble`me de Riemann est explicitement donne´e par
α1(x, t) = α1(x + c0t, 0) , s(x, t) = s(x, 0) , α3(x, t) = α3(x − c0t, 0) ,
c’est-a`-dire plus pre´cise´ment
α1(x, t) = − p− + ρ0 c0 u− , s(x, t) = s− , α3(x, t) = p− + ρ0 c0 u− , si x < − c0 t ,
α1(x, t) = − p+ + ρ0 c0 u+ , s(x, t) = s− , α3(x, t) = p− + ρ0 c0 u− , si − c0 t < x < 0 ,
α1(x, t) = − p+ + ρ0 c0 u+ , s(x, t) = s+ , α3(x, t) = p− + ρ0 c0 u− , si 0 < x < c0 t ,
α1(x, t) = − p+ + ρ0 c0 u+ , s(x, t) = s+ , α3(x, t) = p+ + ρ0 c0 u+ , si x > c0 t ,
∆! Ce de´couplage n’a pas lieu pour le proble`me non line´aire.
Cependant, par analogie avec le cas line´aire, on cherche la solution du proble`me
de Riemann non line´aire compose´e de trois ondes dites e´le´mentaires, une 1-onde (choc
ou de´tente) reliant U− a` un e´tat interme´diaire U1, lui-meˆme relie´ a` un autre e´tat in-
terme´diaire U3 par une discontinuite´ de contact, U3 e´tant relie´ a` U+ par une 3-onde. Les
discontinuite´s de contact e´tant caracte´rise´es par un saut de pression et un saut de vitesse
nuls, cela se traduit par
(u3, p3) = (u1, p1) ∈ L1(u−, p−, s−) , (u+, p+) ∈ L3(u3, p3, s3) .
Une fac¸on e´quivalente, et plus syme´trique, de voir ce proble`me est
(u3, p3) = (u1, p1) ∈ L1(u−, p−, s−) ∩ Lr3(u+, p+, s+) ,
ou` Lr3(u+, p+, s+) de´signe la courbe de Lax re´trograde, de´finie par
L3(u+, p+, s+) := Dr3(u+, p+, s+) ∪ Cr3(u+, p+, s+) ,
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Dr3(u+, p+) = { (u, p) ; u = u+ + ϕ(p, s+) − ϕ(p+, s+) , p < p+ } ,
Cr3(u+, p+, s+) := { (u, p) ; u = u+ + ψ(p; p+, s+) , p > p+ } .
Finalement, en de´finissant la fonction “composite”
Φ(p; p0, s0) :=

ψ(p; p0, s0) , p ≥ p0 ,
ϕ(p, s0) − ϕ(p0, s0) , p < p0 ,
la re´solution du proble`me de Riemann se rame`ne a` la re´solution de l’e´quation alge´grique
non-line´aire
u− − u+ = Φ(p ; p+, s+) + Φ(p ; p−, s−) .
Or, d’apre`s la proposition II.2 et puisque ϕ′p = 1/(ρc) > 0, la fonction p 7→ Φ(p ; p0, s0)
est strictement croissante sous la condition interme´diaire de la definition II.3, et tend vers
+∞ en +∞ sous la condition forte. Par ailleurs,








dp > −∞ .
Donc, si
u− − u+ > Φ(0 ; p+, s+) + Φ(0 ; p−, s−) ,
on trouve un unique p ∈]0,+∞[ tel que
u− − u+ = Φ(p ; p+, s+) + Φ(p ; p−, s−) .
Si p < min(p−, p+), la solution du proble`me de Riemann correspondante contient une
1-de´tente et une 3-de´tente. Si p > max(p−, p+), elle contient un 1-choc et un 3-choc. Si
p− < p < p+ on a un 1-choc et une 3-de´tente. Si p− > p > p+ on a un 3-choc et une
1-de´tente.
Si u+ est trop grand devant u−, c’est-a`-dire si
u− − u+ < Φ(0 ; p+, s+) + Φ(0 ; p−, s−) ,
il semble ne pas y avoir de solution. En fait, cela signifie simplement que les courbes de
Lax L1(u−, p−, s−) et Lr3(u+, p+, s+) atteignent l’axe p = 0 sans s’intersecter. Notez que
ce sont les portions correspondant a` des de´tentes qui atteignent p = 0, et qu’elles sont
tangentes a` cet axe aux points de rencontre : les vecteurs propres r1 et r3, en variables
(p, u, s), s’alignent en effet tous deux avec (0, 1, 0)t lorsque p = 0, ρ = 0. La seule solution
“naturelle” est constitue´e de ces deux de´tentes, se´pare´es par une zone de vide. (Ceci un
peu acade´mique car la validite´ des e´quations d’Euler pre`s du vide est discutable.)
Pour re´sumer, on a le
The´ore`me II.3 Pour un fluide de Smith satisfaisant la condition forte de la de´finition
II.3, tout proble`me de Riemann admet une solution unique constitue´e d’une 1-onde et une
3-onde (chocs ou de´tentes) se´pare´es par une discontinuite´ de contact, ou bien 1-de´tente
et une 3-de´tente se´pare´es par une zone de vide.
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2 Approximation nume´rique
Le but de cette partie est de pre´senter quelques me´thodes nume´riques de base, de type
diffe´rences finies. (Pour des me´thodes plus sophistique´es, de type volumes finis sur des
maillages non structure´s, on renvoie a` des ouvrages spe´cialise´s [5, 7].) On discre´tise
l’espace {x ∈ R } par un maillage re´gulier, constitue´ de nœuds xj (j ∈ Z) se´pare´s par










La discre´tisation en temps est faite avec un intervalle ∆t. On verra qu’en pratique ce pas
de temps doit parfois eˆtre diminue´ au cours de la simulation. Pour ce qui concerne la
pre´sentation des me´thodes, on le supposera fixe´ une fois pour toutes.
Pour approcher nume´riquement la solution (x, t) 7→ W(x, t) de




ρ u2 + ρ e




(syste`me bien suˆr assorti d’une loi d’e´tat, par exemple une loi d’e´tat dite incomple`te,
donnant p en fonction de (ρ, e)) on va chercher a` calculer des valeurs Wnj , suppose´es ap-
procher W(xj , n∆t), les valeurs correspondantes Z
n
j , suppose´es approcher Z(xj , n∆t),
s’en de´duisant par la loi d’e´tat. L’ide´e tre`s simple des me´thodes aux diffe´rences finies,
est de remplacer les de´rive´es ∂tW et ∂xZ par des “de´rive´es discre`tes”, via la formule de
Taylor. De nombreux sche´mas peuvent eˆtre conside´re´s. Nous en donnons ci-apre`s les ex-
emples les plus classiques, en les rangeant en deux familles, celle des sche´mas dits centre´s,
qui peuvent eˆtre vus comme des modifications du sche´ma centre´ de base (lui-meˆme e´tant
violemment instable!), et la famille des sche´mas dits de´centre´s, qui ge´ne´ralisent le sche´ma
de´centre´ de base (stable seulement lorsque les vitesses caracte´ristiques sont toutes de
meˆme signe).
2.1 Sche´mas “centre´s”










∆! Cependant, ce sche´ma est a` rejeter, car il est inconditionnellement instable. Pour
s’en convaincre, on peut de´ja` essayer de l’appliquer au syste`me line´aire de l’acoustique
∂t p + ρ0 c
2
0 ∂xu = 0 ,
∂t u + v0 ∂xp = 0 ,
∂t s = 0 ,
dont on a de´ja` vu qu’il se ramenait a` trois e´quations de transport, c’est-a`-dire des e´quations
du type
∂tw + a ∂xw = 0 .
64 CHAPITRE II. E´COULEMENTS MONO-DIMENSIONNELS










Avec une donne´e initiale de la forme w0j = e
j θ, on obtient la solution explicite
wnj = h(θ)




La fonction θ 7→ h(θ) est appele´e facteur d’amplification. Son module est supe´rieur a` 1.
Par conse´quent, le sche´ma donne une solution dont la norme `∞ tend vers l’infini, pour
une donne´e initiale borne´e. Au moyen de la transforme´e de Fourier discre`te (qui a` une
suite w = {wj }j∈Z de carre´ sommable associe la fonction 2pi-pe´riodique




j θ ) ,
on voit que le proble`me est identique avec la norme `2. Il faut trouver un autre sche´ma.
Sche´ma de Lax-Friedrichs
En fait, on peut facilement modifier le sche´ma centre´ pour le rendre stable. Il suffit de



















Les parame`tres α et β peuvent eˆtre choisis arbitrairement, pourvu que α > 0 et β ≥ 0.
(Le cas α = 1, β = 0, donne le sche´ma de Lax-Friedrichs usuel.) En appliquant ce nouveau
sche´ma a` l’e´quation de transport de vitesse a, on obtient comme facteur d’amplification
h(θ) =
2α cos θ + β
2α + β
− i a ∆t
∆x
sin θ ,






Ce type de condition, limitant le pas de temps ∆t en fonction du pas d’espace ∆x (et
de la vitesse caracte´ristique a), est appele´e de condition de Courant-Friedrichs-Lewy, ou
CFL en raccourci. Et le nombre sans dimension |a| ∆t
∆x
est souvent appele´ CFL.
∆! On rappelle que pour les e´quations d’Euler, les vitesses caracte´ristiques sont u et
u ± c. En valeur absolue, u est toujours comprise entre les deux autres. Par conse´quent
le nombre CFL est
∆t
∆x
max{ |u ± c| } .
Outre sa stabilite´, le sche´ma de Lax-Friedrichs est dote´ d’une proprie´te´ essentielle pour
la simulation d’un syste`me de lois de conservation, c’est pre´cise´ment sa conservativite´ : si
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quel que soit n. Cette proprie´te´ est l’analogue discret de la conservation de
∫
W(x, t) dx.
Elle est importante a` plusieurs e´gards. Du point de vue physique, il est pre´fe´rable que
la masse soit conserve´e au cours du calcul. Du point de vue nume´rique, les sche´mas non
conservatifs sont connus pour propager les discontinuite´s a` des vitesses errone´es, ce qui
induit instantane´ment une erreur tre`s grande entre solution exacte et solution nume´rique.










ou`, quel que soit j, Znj+1/2 s’exprime (via la loi d’e´tat) en fonction d’un nombre fini
de valeurs Wnj−p+1,. . . ,W
n
j+q (p, q ∈ N), est dit conservatif. Il est consistant avec les
e´quations d’Euler e´crites sous la forme
∂tW + ∂xZ = 0
si Znj+1/2 co¨ıncide avec Z lorsque
Wnj−p+1 = · · · = Wnj+q = W .
Un tel sche´ma est dit a` (p + q + 1) points, puisque le calcul de Wn+1j utilise les valeurs
de Wn en (p+ q + 1) points. Par exemple, le sche´ma de Lax-Friedrichs est a` 3 points.
La quantite´ Znj+1/2 est appele´e flux nume´rique entre la maille Ij et la maille Ij+1. C’est
une notion fondamentale dans les sche´mas volumes finis. Il n’est pas imme´diatement
e´vident que le sche´ma de Lax-Friedrichs entre dans le cadre de cette de´finition. Pour le















( (Wnj+1 − Wnj ) − (Wnj − Wnj−1 ) )














Cette expression du flux sugge`re une modification possible, consistant a` changer le rapport
2α
λ (2α + β)
(homoge`ne a` une vitesse) en une vitesse a(Wnj ,W
n
j+1) supe´rieure a`
max{ |unj ± cnj |, |unj+1 ± cnj+1| } ,










Le sche´ma de Lax-Friedrichs modifie´ ainsi obtenu est aussi appele´ sche´ma de Rusanov.
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Sche´ma de Lax-Wendroff
Une autre fac¸on de stabiliser le sche´ma centre´ est de pousser un cran plus loin le de´veloppement
de Taylor des de´rive´es ∂tW et ∂xZ. On obtient alors le sche´ma de Lax-Wendroff, dont il
existe en fait plusieurs variantes.
Pour le de´finir correctement, il faut avant tout revenir aux e´quations d’Euler en vari-
ables conservatives, et surtout a` leur forme quasiline´aire,
∂tW + A¯(W) ∂xW = 0 ,
que l’on n’a encore pas rencontre´e dans ce cours (car elle est un peu complique´e). On peut
calculer la matrice A¯(W) par changement de variables, connaissant la forme quasiline´aire
des e´quations en variables U˜ = (ρ, u, e)t (voir Chapitre I §3.2),
∂tU˜ + A˜(U˜) ∂xU˜ = 0 , A˜(U˜) =
 u ρ 0v p′ρ u v p′e
0 v p u
 .
En effet, la diffe´rentielle de W par rapport a` U˜ est
dW =
 1 0 0u ρ 0
1
2
u2 + e ρ u ρ
 ,
dont on trouve facilement l’inverse
(dW)−1 =
 1 0 0− v u v 0
v ( 1
2
u2 − e ) − v u v
 .
Par suite, on obtient
A¯(W) = (dW) A˜(U˜) (dW)−1 =
 0 1 0K − u2 (2 − κ)u κ
(K − 1
2
u2 − h )u 1
2
u2 + h − κu2 (1 + κ)u
 ,
ou` l’on a repris les meˆmes notations que dans [5] (pp. 209) :
κ = v p′e , K := p
′
ρ + κ (
1
2
u2 − e ) ,
et h = e + p v est toujours l’enthalpie spe´cifique. Il sera e´galement utile de connaˆıtre
une famille de vecteurs propres de A¯(W). La vitesse du son e´tant donne´e par
c2 = p′ρ + v
2 p p′e = K − κ (
1
2
u2 − h ) ,
on retrouve bien ainsi les vitesses caracte´ristiques λ1 = u − c, λ2 = u et λ3 = u + c,
avec comme vecteurs propres associe´s
r¯1 =
 1u − c
1
2
u2 + h − u c




u2 + h − c2/κ
 , r¯3 =
 1u + c
1
2
u2 + h + u c
 .
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Connaissant A¯(W), on peut se donner une application a` valeurs matricielles
(W0,W1) 7→ A(W0,W1) ,
re´gulie`re et telle que
A(W,W) = A¯(W)







mais pas ne´cessairement (c’est ce choix qui fournit les variantes du sche´ma de Lax-
Wendroff). Une matrice de Roe (voir De´finition II.9 ci-apre`s) convient e´galement. Alors,
pour toute solution re´gulie`re de
∂tW + ∂xZ = 0 ,
on a
W(x, t+∆t) = W(x, t) + ∆t ∂tW(x, t) +
1
2
∆t2 ∂2ttW(x, t) + O(∆t3) =
W(x, t) − ∆t ∂xZ(x, t) + 1
2
∆t2 ∂x( A¯(W) ∂xZ(x, t) ) + O(∆t3) =
W(x, t) − ∆t
2∆x





[ A(W(x+∆x, t),W(x, t)) (Z(x+∆x, t) − Z(x, t) )
−A(W(x, t),W(x−∆x, t)) (Z(x, t) − Z(x−∆x, t) ) ]
+∆t O(∆t2 + ∆t∆x + ∆x2 ) .












[ Anj+1/2 (Znj+1 − Znj )
−Anj−1/2 (Znj − Znj−1 ) ] ,
ou` quels que soit j ∈ Z, n ∈ N,
Anj+1/2 = A(Wnj ,Wnj+1) .
Exercice : Montrer que ce sche´ma est line´airement stable sous la meˆme condition CFL
que le sche´ma de Lax-Friedrichs.









Aj+1/2 (Znj+1 − Znj ) .
Son imple´mentation a l’inconve´nient de ne´cessiter la matrice A, et des produits par cette
matrice. Il existe des sche´mas d’ordre 2 n’ayant pas recours a` du calcul matriciel. Ce sont
les sche´mas de type pre´dicteur-correcteur que nous de´crivons brie`vement ci-apre`s.
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Sche´mas de Lerat
E´tant donne´s deux parame`tres α > 0 et β ∈ [0, 1], le sche´ma Sβα est de´fini par
W
n+1/2



















Exercice : Montrer que ce sche´ma est conservatif et consistant.
Le sche´ma S
1/2




1 a` MacCormack. Ap-
plique´s a` une e´quation de transport de vitesse a, tous ces sche´mas co¨ıncident en fait avec
le sche´ma de Lax-Wendroff









[wnj+1 − 2wnj + wnj−1 ) ] .
Ils sont donc line´airement stables sous la meˆme condition CFL. Pour ve´rifier rapidement
qu’ils sont d’ordre 2, on peut utiliser le re´sultat abstrait suivant, que l’on donne pour un
sche´ma a` 3 points mais dont il existe une version avec un nombre arbitraire de points.
The´ore`me II.4 Un sche´ma a` trois points de flux nume´rique
Zj+1/2 = Z(Wj,Wj+1)
tel que
Z(W,W) = Z(W) ,
approche a` l’ordre 2 le syste`me de lois de conservation du second ordre
∂tW + ∂xZ =
∆x
2
∂x(B(W) ∂xW ) ,
B(W) := ∂0Z(W,W) − ∂1Z(W,W) − ∆t
∆x
A¯(W)2 , A¯(W) = dZ(W) .
De´m. Il s’agit simplement de faire un de´veloppement de Taylor, en utilisant la relation
de consistance
∂0Z(W,W) + ∂1Z(W,W) = dZ(W) = A¯(W) .
Pour toute fonction re´gulie`re W, on a
Z(W(x+∆x, t),W(x, t) − Z(W(x, t),W(x−∆x, t) =
( ∂0Z(W,W) + ∂1Z(W,W) )∆x ∂xW +
1
2
∆x2 ( ∂1Z − ∂0Z ) · ∂2xxW +
1
2
∆x2 ( ∂211Z − ∂200Z ) · (∂xW, ∂xW) + O(∆x3) =
∆x A¯(W) ∂xW +
1
2
∆x2 ∂x( ( ∂1Z − ∂0Z ) · ∂xW ) + O(∆x3) ,
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ou` toutes les fonctions sont e´value´es en (x, t) lorsque l’argument n’est pas pre´cise´. Si de
plus
∂tW + ∂xZ = O(∆x) ,
on en de´duit
W(x, t+∆t) −W(x, t) + ∆t
∆x




∆t ∂2ttW+ A¯(W) ∂xW−
1
2
∆x ∂x( ( ∂1Z − ∂0Z )·∂xW ] +O(∆t3)+O(∆x3) =




2 ∂xW ) + A¯(W) ∂xW − 1
2
∆x ∂x( ( ∂1Z − ∂0Z ) · ∂xW ]
+O(∆t3) + O(∆x3) + O(∆t2∆x) .
Et on reconnaˆıt pre´cise´ment
∆t [ ∂tW + ∂xZ − ∆x
2
∂x(B(W) ∂xW ) ]
dans les termes dominants. 2
Par conse´quent, un sche´ma est du second ordre si et seulement si B ≡ 0. Dans le cas

















et donc B = 0.
2.2 Sche´mas “de´centre´s”
Pour l’equation de transport
∂tw + a ∂xw = 0 ,










Exercice : Montrer qu’il est stable sous la condition
0 < λa ≤ 1 .
Ce sche´ma tre`s simple est meˆme applicable aux e´quations d’Euler, mais seulement dans
une configuration d’e´coulement ou` toutes les vitesses caracte´ristiques sont positives; e´vi-
demment, si elles sont ne´gatives, le sche´ma de´centre´ dans l’autre sens s’applique. Ainsi,
lorsque toutes les vitesses caracte´ristiques sont de meˆme signe, c’est-a`-dire pour un e´coule-
ment comple`tement supersonique, on peut utiliser un sche´ma de´centre´. On va maintenant
de´finir un sche´ma qui fonctionne dans tous les cas, et co¨ıncide avec un sche´ma de´centre´
en e´coulement supersonique.
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Sche´ma de Godunov
La de´finition de ce sche´ma n’est pas tre`s simple, car elle utilise la re´solution (et la su-
perposition) de proble`mes de Riemann. E´tant donne´e une suite Wn = (Wnj )j∈Z, on
conside`re la solution exacte du proble`me{
∂tW + ∂xZ = 0 ,








Le calcul de Wn+1 demande donc a priori de re´soudre une collection de proble`mes de
Riemann. Pour tout j ∈ Z, on a un proble`me de Riemann situe´ en xj+1/2 = xj + ∆x/2,
avec Wnj comme e´tat a` gauche et W
n
j+1 comme e´tat a` droite. Ces proble`mes de Riemann





{ |uj ± cj| } ≤ 1
2
,
qui tient a` distance les ondes simples intervenant dans la re´solution de deux proble`mes
de Riemann voisins (a` cause des ine´galite´s de Lax, la vitesse des ondes de choc est
aussi majore´e en valeur absolue par maxj∈Z{ |uj ± cj| }). En fait, on peut exprimer





j−1/2 = WR(0;Wj−1,Wj)), solution en x = 0 (inde´pendante
de t) du proble`me de Riemann
∂tWR + ∂xZR = 0 ,
WR(x, 0) =
{
Wnj , x < 0 ,
Wnj+1 , x > 0 .
En effet, en conside´rant le rectangle Rj = Ij × [0,∆t[, la solution du proble`me global
pre´ce´dent ve´rifie ∫
∂Rj
W dx − Z dt = 0 ,








j ) sur le bord
gauche. De plus, elle est par de´finition constante sur le bord infe´rieur de Rj, e´gale a` W
n
j ,











j+1)) − Z(WR(0;Wnj−1,Wnj ))
)
.
Ainsi, on trouve comme flux nume´rique
Znj+1/2 = Z(WR(0;Wj,Wj+1)) ,
qui est bien consistant puisque
WR(·;W,W) ≡ W .
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En e´coulement supersonique, de gauche a` droite par exemple, toutes les ondes sont de
vitesse positive, donc
WR(0;Wj,Wj+1) = Wj ,
et par conse´quent le sche´ma de Godunov se re´duit dans ce cas au sche´ma de´centre´. Dans
le cas ge´ne´ral, le sche´ma de Godunov he´rite de plusieurs proprie´te´s du sche´ma de´centre´,
a` commencer par son ordre (1). D’autre part, il est bien meilleur que le sche´ma de
Lax-Friedrichs vis a` vis de la dissipation : on peut montrer que sa matrice de viscosite´
artificielle B est donne´e par





 R¯−1 , R¯ := (r¯1 r¯2 r¯3 ) .
L’inconve´nient majeur du sche´ma de Godunov est de ne´cessiter un solveur de Riemann,
pas toujours disponible pour des fluides complexes.
Sche´ma de Roe
Le sche´ma de Roe est fonde´ sur la meˆme ide´e que le sche´ma de Godunov, mais il utilise
un solveur de Riemann approche´. Cela rend possible et/ou simplifie l’imple´mentation
pour des fluides complexes. En contre-partie, ce sche´ma donne parfois des solutions “non
physiques” (comme des chocs non admissibles). Divers raffinements ont e´te´ propose´s pour
pallier cet inconve´nient. On se limite ici a` la me´thode de base.
La me´thode de Roe est fonde´e sur la re´solution de proble`mes de Riemann line´aires (a`
la place des proble`mes de Riemann non-line´aires du sche´ma de Godunov), du type
∂tWRoe + A(Wnj ,Wnj+1) ∂xWRoe = 0 ,
WRoe(x, 0) =
{
Wnj , x < 0 ,
Wnj+1 , x > 0 ,
ou` A(Wnj ,Wnj+1) est une matrice de Roe.
De´finition II.9 On appelle matrice de Roe A(W0,W1) une matrice carre´e de´pendant
re´gulie`rement des deux e´tats W0 et W1, partout diagonalisable sur R, et satisfaisant les
deux identite´s :
A(W,W) = A¯(W) ,
Z1 − Z0 = A(W0,W1) (W1 − W0 ) .
En the´orie, on peut toujours de´finir une matrice satisfaisant les deux identite´s pre´ce´dentes.
Graˆce a` la formule de Taylor :
Z1 − Z0 =
∫ 1
0
A¯(W0 + θ (W1 − W0) ) · (W1 − W0 ) dθ




A¯(W0 + θ (W1 − W0) ) dθ .
72 CHAPITRE II. E´COULEMENTS MONO-DIMENSIONNELS
Seulement rien ne dit que cette matrice soit toujours diagonalisable (bien que ce soit
le cas pour W1 et W0 assez proches l’un de l’autre, par un argument de continuite´).
D’autre part, on aura aussi besoin des vecteurs propres de A(W0,W1) en pratique. On
cherche donc plutoˆt la matrice A(W0,W1) comme la valeur de A¯ en un e´tat interme´diaire
Wθ, A¯(Wθ), ce qui assurera sa diagonalisabilite´ et un acce`s direct aux vecteurs propres.





Ce n’est pas le cas en ge´ne´ral. Cependant il y a une fac¸on assez astucieuse de trouver
quand meˆme une matrice de Roe en s’inspirant de cette remarque. Supposons qu’il existe
un changement de variables W 7→ V, tel qu’a` la fois W et Z soient quadratiques en V,
















n’est pas loin de remplir les conditions. En effet, concernant les composantes de W,
c’est-a`-dire les variables conservatives W1 = ρ, W2 = ρ u, W3 = ρ (
1
2
u2 + e ), on a
W1 = V
2
1 , W2 = V1 V2 ,
et concernant les flux Z1 = ρ u, Z2 = ρ u
2 + p, Z3 = (W3 + p )u, on a
Z1 = V1 V2 , Z3 = V2 V3 .
Restent W3 et Z2. Il se trouve que ces quantite´s sont e´galement quadratiques dans le cas
d’un gaz parfait polytropique, ou`
p = (γ − 1) ρ e et h = γ e .
On a alors en effet
W3 = γ V1 V3 − γ − 1
2







La construction de matrices de Roe est donc tre`s facile pour les gaz parfaits polytropiques.
Pour les fluides re´els, il existe aussi un moyen de construire des matrices de Roe de la










pour q = u et q = 1
2
u2 + h, et de valeurs interme´diaires κ¯, χ¯, de κ = v p′e et χ := p
′
ρ
respectivement, satisfaisant la relation de compatibilite´
p1 − p0 = χ¯ (ρ1 − ρ0) + κ¯ ( ρ1 e1 − ρ0 e0 ) .
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Pour plus de de´tails, voir [5], p. 216-217.
Si l’on dispose de matrices de Roe, on de´finit le sche´ma de Roe exactement comme le
sche´ma de Godunov, en remplac¸ant les proble`mes de Riemann exacts par les proble`mes










L’e´norme avantage de ce sche´ma est que l’on peut en fait calculer WRoe explicitement, “a`
la main”. En effet, reprenons le proble`me de Riemann line´aire :
∂tWRoe + A(W0,W1) ∂xWRoe = 0 ,
WRoe(x, 0) =
{
W0 , x < 0 ,
W1 , x > 0 .
On peut le re´soudre comme on l’a de´ja` fait pour le syste`me de l’acoustique. La me´thode
ge´ne´rale consiste a` de´composer W1 − W0 sur la base des vecteurs propres de la matrice
A(W0,W1), r1(W0,W1), r2(W0,W1), r3(W0,W1). En omettant la de´pendance de A
et ses vecteurs propres en (W0,W1) pour simplifier l’e´criture, on a




et on cherche la solution sous la forme
WRoe(x, t) = W0 +
3∑
i=1
αi(x, t) ri .
Les coefficients αi doivent eˆtre solution de
∂tαi + µi∂xαi = 0 ,
αi(x, 0) =
{
0 , x < 0 ,
αi , x > 0 ,
ou` les vitesses µi sont les valeurs propres de A. Ainsi
αi(x, t) =
{
0 , x < µi t ,
αi , x > µi t ,
et donc
WRoe(0, t) = W0 +
∑
µi<0





AWRoe(0, t) = AW0 + A− (W1 − W0 ) = AW1 − A+ (W1 − W0 ) ,
ou` les matrices A± sont de´finies par




74 CHAPITRE II. E´COULEMENTS MONO-DIMENSIONNELS
la matrice R e´tant naturellement la matrice des vecteurs propres de A. Finalement, le







A−j+1/2(Wnj+1 −Wnj ) + A+j−1/2(Wnj −Wnj−1)
)
.
En utilisant les relations entre A±, A et |A|, ainsi que l’identite´
Zj+1 − Zj = Aj+1/2 (Wj+1 − Wj ) ,












[ |Anj+1/2| (Wnj+1 − Wnj )
− |Anj−1/2| (Wnj − Wnj−1 ) ] .









|Anj+1/2| (Wnj+1 − Wnj ) .
On en de´duit facilement sa viscosite´ artificielle
B = |A¯| ( I − λ |A¯| ) .
Chapitre III
E´coulements multi-dimensionnels
On revient maintenant aux e´quations d’Euler multidimensionnelles. On a de´ja` donne´
quelques e´le´ments concernant l’analyse de ces e´quations (voir le Chapitre I, §3). On va
s’inte´resser ici a` la question des conditions aux limites, lorsque les e´quations sont pose´es
dans un domaine physique admettant des bords, puis au proble`me de la stabilite´ des
chocs, qui se rame`ne a` un proble`me aux limites (non standard).
1 Conditions aux limites
Conside´rons un e´coulement dans un domaine Ω de R2 ou R3, ayant des bords suffisam-
ment re´guliers pour pouvoir de´finir (presque partout) un vecteur normal (unitaire) n.
On conviendra que n pointe a` l’exte´rieur de Ω. La nature hyperbolique des e´quations
d’Euler empeˆche a priori de prescrire toutes les variables physiques au bord ∂Ω. Pour
s’en convaincre, il suffit d’examiner le syste`me line´aire de l’acoustique
∂t p + ρ0 c
2
0 divu = 0 ,
∂t u + v0∇p = 0 ,
∂t s = 0 .
En particulier les solutions ondes planes se propageant dans la direction n sont donne´es
par les solutions de trois e´quations de transport de´couple´es
∂t α1 − c0 ∂x α1 = 0 , α1 = − p + ρ0 c0 u ,
∂t α2 = 0 , α2 = s ,
∂t α3 + c0 ∂x α3 = , α3 = p + ρ0 c0 u ,
ou` x := x · n, u := u · n. On a donc
α1(x, t) = α1(x + c0t, 0) , α2(x, t) = α2(x, 0) , α3(x, t) = α3(x − c0t, 0) ,
tant que x ± c0t restent dans Ω. Supposons que Ω soit simplement l’hyperplan {x ; x <
0 } (on rappelle que n pointe a` l’exte´rieur de Ω). On voit que α3 est entie`rement de´termine´
par la condition initiale. Imposer α3(0, t) conduirait a` un proble`me surde´termine´.
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1.1 Conditions aux limites dissipatives
Estimations d’e´nergie
La forme ge´ne´rale d’un jeu de conditions aux limites est, par exemple en fonction des
variables U = (p,u, s),
b(U) = b ,
ou` la matrice jacobienne de b est en ge´ne´ral non inversible. On la supposera en revanche
toujours de rang maximal (c’est-a`-dire e´gal au nombre de composantes de b). Le choix des
variablesU n’est pas innocent, puisque les e´quations d’Euler sont facilement syme´trisables
dans ces variables. On rappelle (voir Chapitre I, §3.1) qu’elles s’e´crivent
∂tU + P(U) ·U = 0 , P(U) = Ai(U) ∂i ,
avec
A(U;n) = Ai(U)ni =
 u · n ρ c2 n∗ 0ρ−1 n (u · n) Id 0
0 0 u · n
 .
pour tout n ∈ Rd. Et si
S(U) =









n ρ (u · n) Id 0
0 0 u · n

est syme´trique. Comme pour le proble`me de Cauchy, on peut essayer d’en de´duire une
estimation d’e´nergie. On reprend le calcul du Chapitre I, pour l’ope´rateur line´arise´
L = ∂t + P(U) ,





U∗ SU = 2
∫
Ω
U∗ S ∂tU = − 2
∫
Ω
U∗P ·U + 2
∫
Ω

















Pour obtenir une estimation a priori, on a donc besoin de connaˆıtre le signe de cette
inte´grale de bord. C’est ce qui motive la de´finition suivante, valable pour des e´quations
et conditions aux limites non line´aires.
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De´finition III.1 Un jeu de conditions aux limites b(U) = b est dit dissipatif(au point
U) si et seulement si on a l’ine´galite´
U˙∗ S(U)A(U;n) U˙ ≥ 0
pour tout U˙ tel que
db(U) · U˙ = 0 ,
c’est-a`-dire U˙ tangent en U a` la varie´te´
B := {U ; b(U) = b } .
Il est dit maximal dissipatif si l’espace
TUB = { U˙ ; db(U) · U˙ = 0 }
est maximal pour cette proprie´te´, c’est-a`-dire n’est pas strictement inclus dans un espace
ou` S(U)A(U;n) est positive ou nulle (on dit aussi monotone). Lorsque l’on a l’ine´galite´
stricte
U˙∗ S(U)A(U;n) U˙ > 0
dans TUB, on parle de conditions aux limites strictement dissipatives.





U∗ SU ≤ 2
∫
Ω
U∗ S L ·U
pour tout U tel que U|∂Ω ∈ TUB, d’ou`
‖U(t) ‖2L2(Ω) . ‖U(0) ‖2L2(Ω) +
∫ t
0
‖ (L ·U)(τ) ‖2L2(Ω) dτ , t ∈ [0, T ] .
Ceci est une estimation a priori pour le proble`me line´arise´ avec condition au bord ho-
moge`ne : {
L ·U = f , x ∈ Ω ,
B ·U = 0 , x ∈ ∂Ω ,
ou` l’on a note´ B = db(U) pour simplifier. Avec des conditions aux limites strictement
dissipatives, on obtient une estimation plus pre´cise. En effet, on a dans ce cas (voir le
lemme B.3 en appendice B) des constantes α, C > 0 telles que :∫
∂Ω






















D’apre`s l’ine´galite´ de Cauchy-Schwarz et le lemme de Gronwall, on en de´duit




. ‖U(0) ‖2L2(Ω) +
∫ t
0
‖ (L ·U)(τ) ‖2L2(Ω) dτ + ‖ (B ·U)(τ) ‖2L2(∂Ω) dτ , t ∈ [0, T ] .
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Cas d’un bord caracte´ristique Si la matrice A(U;n) n’est pas inversible, on dit que
le bord de Ω est caracte´ristique (au point U). Dans ce cas, on obtient facilement une
condition ne´cessaire pour qu’un jeu de conditions aux limites soit maximal dissipatif.
Lemme III.1 Si la varie´te´ B correspond a` des conditions aux limites maximales dissipa-
tives sur ∂Ω, alors ne´cessairement
Ker (S(U)A(U;n) ) ⊂ TUB
pour tout U ∈ B et n ∈ ∂Ω.
De´m. Pour simplifier l’e´criture, on note simplement SA = S(U)A(U;n). Quel que
soit U′ ∈ Ker (SA), on a pour tout U˙,
(U˙+U′)∗ SA (U˙+U′) = U˙∗ SAU˙
en utilisant la syme´trie de SA. Si de plus U˙ appartient a` TUB, cette quantite´ est pos-
itive ou nulle. Si U′ n’e´tait pas dans TUB, on obtiendrait alors un espace plus gros, en
l’occurrence RU′ + TUB, ou` SA serait monotone. 2
Calcul pratique.
Pour de´cider si un jeu de conditions aux limites est dissipatif, il faut trouver la signature
de la forme quadratique
U˙ 7→ U˙∗ SAU˙




p˙2 + 2 p˙ (n · u˙) + ρ (u · n) ‖u˙‖2 + (u · n) s˙2 .
Si u · n = 0, ce qui arrive par exemple dans le cas d’une paroi solide, on a simplement
U˙∗ SAU˙ = 2 p˙ (n · u˙) .
Et le lemme III.1 re´clame que pour u˙ ∈ n⊥, U˙ appartienne a` TUB. Pour une paroi solide,
u · n = 0 est la condition au bord naturelle, qui se traduit par n · u˙ = 0 dans TUB,
auquel cas SA est identiquement nulle sur TUB. C’est un cas de´ge´ne´re´, dit faiblement
dissipatif.
Sinon, lorsque u ·n 6= 0, on peut re´e´crire a` l’aide du nombre de Mach M := |u ·n|/c
et de





( (u · n) (n · u˙) + v p˙ )2 + v2 (M2 − 1) p˙2 + (u · n)2 ( ‖u˙t‖2 + v s˙2 )
)
.
On voit que la dissipativite´ des conditions de´pend du signe de (u · n), qui de´termine si le
fluide est entrant ou sortant au point U du bord de Ω, et de la position de M par rapport
a` 1. On peut ainsi distinguer quatre cas :
Sortie supersonique : (u · n) > 0 et M > 1. C’est le cas le plus facile, la matrice
SA e´tant de´finie positive sur tout l’espace. Dans le cas limite sonique (M = 1), la
matrice SA est positive ou nulle, et a des vecteurs isotropes. C’est un cas faiblement
dissipatif.
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Sortie subsonique : (u · n) > 0 et M < 1. Des choix e´vidents de conditions aux
limites strictement dissipatives sont la pression p (puisque SA est de´finie positive
sur { p˙ = 0}) ou la vitesse normale u · n (puisque SA est de´finie positive sur
{ u˙ · n = 0}).
Entre´e subsonique : (u · n) < 0 et M < 1. C’est le cas le plus complique´. Prescrire
la pression est e´videmment une mauvaise ide´e. En revanche, on peut prescrire la
vitesse tangentielle ut = u − (n · u)n et l’entropie s, ce qui supprime de´ja` deux
“mauvais termes”, puis une autre condition telle que (u · n) (n · u˙) + v p˙ = 0 sur
l’espace tangent TUB. En se souvenant de la relation
dh = T ds + v dp




(u · n)2 + h , ut , s )
est un jeu de conditions aux limites maximales dissipatives, strictement dissipatives.
Dans le cas limite sonique (M = 1), ce jeu est encore valable, et reste maximal





si u · n = − c, sont tels que (u · n) (n · u˙) + v p˙ = 0, u˙t = 0 et s˙ = 0.
Entre´e supersonique : (u ·n) < 0 etM > 1. La matrice SA est de´finie ne´gative. La
seule possibilite´ pour de´finir des conditions aux limites dissipatives est de prescrire,
dans ce cas, toutes les variables U, ce qui rend l’espace tangent TUB re´duit a` {0}.
1.2 Nombre de conditions aux limites
On vient de voir divers exemples de conditions aux limites, dont le nombre de´pend de la
configuration de l’e´coulement. En fait, on peut de´terminer ce nombre inde´pendamment
de la notion de dissipation d’e´nergie. On se convainc assez facilement en examinant le
proble`me line´arise´ (reprendre par exemple le syste`me de l’acoustique) que ce nombre,
c’est-a`-dire la codimension de la varie´te´ B, doit eˆtre e´gal au nombre p de caracte´ristiques
rentrantes dans Ω, compte´es avec leur multiplicite´, c’est-a`-dire
p = 0 si λj(U;n) > 0 , ∀j ,
p = 1 si λ1(U;n) < 0 < λ2(U;n) ,
p = d+ 1 si λ2(U;n) < 0 < λ3(U;n) ,
p = d+ 2 si λj(U;n) < 0 , ∀j .
Bien suˆr, ces diffe´rents cas correspondent aux cas (non soniques) de´crits au paragraphe
pre´ce´dent, dans le meˆme ordre. Ils sont represente´s sur la figure III.1.




























Entree subsonique Entree supersonique
n n
Figure III.1: Les quatre proble`mes aux limites non soniques.
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1.3 Nature des conditions aux limites
On peut aller plus loin et chercher un moyen syste´matique, inde´pendant de la notion de
dissipation d’e´nergie, de de´terminer si un jeu de conditions aux limites est “acceptable”,
c’est-a`-dire qu’il conduit a` un proble`me aux limites bien pose´1. Ce moyen est fourni par
une “analyse en modes normaux” du proble`me line´arise´ (autour d’un e´tat constant), dans
le demi-espace {x ; x·n < 0 }. Les modes normaux sont en fait des solutions particulie`res,
dont la de´pendance en t est de la forme exp(τt), avec τ ∈ C, et la de´pendance en les
variables tangentielles y = x − (x · n)n est en exp(iy · η). Les e´quations satisfaites
par ces modes normaux s’obtiennent aussi, de fac¸on plus the´orique, en effectuant sur le
syste`me d’E´DP line´arise´ une transformation de Fourier en y et une transformation de
Laplace en t (en supposant la condition initiale nulle).
Par souci de commodite´, on effectue les calculs en variables (v,u, s). Rappelons que
les e´quations d’Euler dans ces variables s’e´crivent
∂tv + u · ∇v − v∇ · u = 0 ,
∂t u + (u · ∇)u + v p′v∇v + v p′s∇s = 0 ,
















On a vu que les configurations supersoniques ne posaient aucun proble`me (pas de con-
ditions aux limites, ou au contraire toutes les variables impose´es au bord). On se limite
donc ici au cas d’un e´coulement subsonique,c’est-a`-dire qu’on suppose
0 < |u| < c .
Pour fixer les ide´es, on consie`re le proble`me dans le demi-espace {xd > 0} (ce qui revient
a` n = − ed). On de´composera les positions en x = (y, z), y ∈ Rd−1, z ∈ R, et les vitesses
en u = (uˇ, u), uˇ ∈ Rd−1, u ∈ R. Par analogie, ∇ˇ de´signe l’ope´rateur de diffe´rentiation
par rapport a` y ∈ Rd−1, c’est-a`-dire dans la direction du bord. Les e´quations line´arise´es
autour de l’e´tat constant (v, uˇ, u, s) s’e´crivent
( ∂t + uˇ · ∇ˇ + u ∂z ) v˙ − v∇ · u˙ = 0 ,
( ∂t + uˇ · ∇ˇ + u ∂z ) u˙ + v p′v∇v˙ + v p′s∇s˙ = 0 ,
( ∂t + uˇ · ∇ˇ + u ∂z ) s˙ = 0 .
Recherchons les solutions sous forme de modes normaux
(v˙, ˙ˇu, u˙, s˙) exp( τ t ) exp( iη · y) .
1On parle d’un proble`me bien pose´ lorsqu’il admet une et une seule solution, de´pendant continuˆment
des donne´es.
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On obtient le syste`me d’e´quations diffe´rentielles ordinaires
( τ + iη · uˇ ) v˙ + u ∂zv˙ − v ( iη · uˇ ) − v ∂zu˙ = 0 ,
( τ + iη · uˇ ) ˙ˇu + u ∂z ˙ˇu + v p′v i v˙ η + v p′s i s˙η = 0 ,
( τ + iη · uˇ ) u˙ + u ∂zu˙ + v p′v ∂zv˙ + v p′s ∂z s˙ = 0 ,
( τ + iη · uˇ) s˙ + u ∂z s˙ = 0 .
Pour (τ,η) 6= (0, 0), ce syste`me s’e´crit sous forme abstraite
dU˙
dz







Nous n’aurons pas besoin d’e´crire explicitement la matrice A(τ,η), mais il faut garder en
me´moire le fait qu’elle de´pend aussi de l’e´tat de re´fe´rence. Ce dernier e´tant fixe´ une fois
pour toutes, on ne le mentionne pas. Les conditions limites line´arise´es s’e´crivant sous la
forme
BU˙ = 0 , z = 0 ,
une condition ne´cessaire pour que le proble`me aux limites line´arise´ soit bien pose´ est qu’il
n’existe pas de solution en mode normal, borne´e en y, z et non borne´e en t, c’est-a`-dire
pas de solution borne´e en z du proble`me
dU˙
dz
= A(τ,η) U˙ , z > 0 ,
BU˙ = 0 , z = 0 ,
avec Re τ > 0.
On va commencer par montrer que la matrice A(τ,η) est hyperbolique, au sens des
syste`mes dynamiques, c’est-a`-dire qu’elle n’admet pas de valeur propre imaginaire pure,
lorsque Re τ > 0. Cette proprie´te´ est en fait une conse´quence de l’hyperbolicite´ des
e´quations d’Euler (en tant qu’EDP!), voir [15] et la remarque III.1 ci-apre`s.
Les valeurs propres de A(τ,η) sont pre´cise´ment les nombres ω pour lesquels il existe
une solution non triviale du syste`me d’e´quation diffe´rentielles
dU˙
dz
= A(τ,η) U˙ ,
de la forme U˙ exp(ω z). Pour calculer ces valeurs propres, il suffit de revenir au syste`me
non re´solu, et remplacer l’ope´rateur ∂z par la multiplication par ω. En fait, pour une raison
de convention pure, on notera −ω les valeurs propres de A(τ,η). Avec cette convention,
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on est conduit a` chercher ω et U˙ 6= 0 tels que
( τ + iη · uˇ − uω ) v˙ − v (iη · ˙ˇu) + v ω u˙ = 0 ,
( τ + iη · uˇ − uω ) ˙ˇu + v p′v i v˙ η + v p′s i s˙η = 0 ,
( τ + iη · uˇ − uω ) u˙ − v p′v ω v˙ − v p′s ω s˙ = 0 ,
( τ + iη · uˇ − uω ) s˙ = 0 ,
Pour raccourcir les expressions, on introduit
τ˜ := τ + iη · uˇ
(qui a e´videmment la meˆme partie re´elle que τ). Une solution “e´vidente” du syste`me
pre´ce´dent est ω = τ˜ /u et
u (iη · ˙ˇu) − τ˜ u˙ = 0 , p′v v˙ + p′s s˙ = 0 .
On voit que cette valeur ω n’est pas purement imaginaire lorsque τ ne l’est pas. Les autres
solutions sont fournies par les racines de la relation de dispersion
( τ˜ − uω )2 + v2 p′v (ω2 − ‖η‖2 ) = 0 .
Remarque III.1 Lorsqu’on effectue les substitutions suivantes :
τ ; − i λ
(η1, . . . , ηd−1) ; (ξ1, . . . , ξd−1)
ω ; − i ξd
dans la relation de dispersion ci-dessus, on retrouve formellement l’e´quation satisfaite par
les vitesses caracte´ristiques λ1,3(ξ) :
(λ − u · ξ)2 − c2 ‖ξ‖2 = 0 .
Si ω est imaginaire pur, λ est re´el et donc τ est imaginaire pur.
Bien suˆr, cette proprie´te´ se voit directement sur la relation entre ω, τ et η : si ω est
imaginaire pur, ( τ˜ − uω )2 est un nombre re´el ne´gatif, et donc τ est imaginaire pur. Par
conse´quent, la relation de dispersion admet un nombre constant de racines ω de partie
re´elle positive lorsque Re τ > 0. Ce nombre est facile a` de´terminer en examinant le cas
particulier η = 0, ou` les racines ω ont la forme tre`s simple
ω =
τ
u ± c .
D’apre`s l’hypothe`se |u| < c, l’une des deux seulement est de partie re´elle positive (selon





correspond a` l’autre valeur propre.
On en conclut que la matrice A(τ,η) est hyperbolique, et qu’elle admet un sous-
espace stable (constitue´ de la somme des sous-espaces caracte´ristiques associe´s aux valeurs
propres de partie re´elle ne´gative)
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• de dimension 1 si u < 0 (ce qui correspond a` u ·n > 0, c’est-a`-dire a` un e´coulement
sortant), et engendre´ par
e(τ,η) =






• de dimension d+ 1 si u > 0 (ce qui correspond a` un e´coulement entrant).
Dans ce second cas, on remarque que la racine ω co¨ıncide avec ω0 lorsque τ = u ‖η‖.
Cependant, on peut donner une caracte´risation du sous-espace stable valable partout. On
trouve en effet que c’est l’orthogonal de
`(τ,η) := ( a , − i v uη∗ , v τ˜ , a p′s/p′v ) ,
a := u τ˜ + ω ( c2 − u2 ) .
Dans les deux cas, on de´signe par E(τ,η) le sous-espace stable de A(τ,η) pour Re τ > 0.
Une condition ne´cessaire pour que le proble`me aux limites soit bien pose´ est la condition
de Lopatinskii :
De´finition III.2 On dit que les conditions aux limites de´finies par la matrice B ve´rifient
la condition de Lopatinskii si et seulement si
Ker B ∩ E(τ,η) = {0}
quels que soient τ , Re τ > 0 et η ∈ Rd−1.
Remarque III.2 Dans les deux cas de´crits plus haut, la dimension du sous-espace E(τ,η)
co¨ıncide avec le nombre de caracte´ristiques rentrantes (de´taille´ au §1.2). On voit donc que
la condition de Lopatinskii re´clame que le rang de B, c’est-a`-dire le nombre de conditions
aux limites inde´pendantes, soit e´gal au nombre de caracte´ristiques rentrantes.
Lorsque le rang de B est effectivement e´gal a` la dimension de E(τ,η), la condition
de Lopatinskii prend la forme d’une condition alge´brique, que l’on peut exprimer a` l’aide
d’un de´terminant ∆(τ,η). Quelle que soit la fac¸on d’obtenir ce de´terminant, on l’appelle
couramment de´terminant de Lopatinskii. Concre`tement, voici une de´finition de ∆(τ,η)
dans les deux cas possibles.
E´coulement sortant. Dans ce cas, la matrice de bord B est une matrice ligne. En
de´finissant simplement (le de´terminant 1× 1 !)
∆(τ,η) := Be(τ,η) ,
la condition de Lopatinskii est clairement e´quivalente a`
∆(τ,η) 6= 0
pour Re τ > 0.
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E´coulement rentrant. Dans ce cas, la matrice de bord B est compose´e de (d + 1)
lignes, B1,. . . ,Bd+1. Par conse´quent,
Ker B ∩ `(τ,η)⊥ = {0}
e´quivaut a`
∆(τ,η) 6= 0 ,








Pour des raisons assez subtiles hors du cadre de ce cours, il apparaˆıt que la condition
de Lopatinskii n’est pas suffisante pour que le proble`me aux limites soit bien pose´. La
bonne condition est la condition de Kreiss. On dit aussi parfois condition de Lopatinskii
uniforme, ou condition de Kreiss uniforme.
De´finition III.3 On dit que les conditions aux limites de´finies par la matrice B ve´rifient
la condition de Kreiss si et seulement si
Ker B ∩ E(τ,η) = {0}





lorsque Re τ0 = 0.
∆! Lorsque Re τ = 0, la matrice A(τ, η) n’est pas hyperbolique, et E(τ,η) n’est
pas son sous-espace stable : il contient en effet des modes associe´s aux valeurs propres
imaginaires pures de A(τ, η), c’est-a`-dire une partie du sous-espace central de A(τ, η).
Par de´finition de E(τ,η), sa dimension est constante dans
{ (τ,η) 6= (0, 0) ; Re τ ≥ 0 } .
En pratique, de´terminer E(τ,η) pour Re τ = 0 revient a` de´terminer la limite de la
racine ω de la relation de dispersion
− ( τ˜ − uω )2 + c2 (ω2 − ‖η‖2 ) = 0 ,
lorsqu’elle devient imaginaire pure. Or le discriminant (re´duit) de cette e´quation du
second degre´ en ω vaut
c2 ( τ˜ 2 + (c2 − u2) ‖η‖2 ) .
Pour τ imaginaire pur, ω reste de partie re´elle strictement positive tant que ce discriminant
est positif. Le proble`me ne se pose que pour
τ˜ 2 ≤ − (c2 − u2) ‖η‖2 .
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On re´sout l’ambigu¨ite´ a` l’aide des e´quations de Cauchy-Riemann. En effet, pour Re τ >











Ce crite`re permet de de´cider du choix de ω. On trouve
ω =
−u τ˜ + i c sign(Im τ˜)√− τ˜ 2 − (c2 − u2) ‖η‖2
c2 − u2 .
Discussion des conditions de Lopatinskii et Kreiss
E´coulement sortant. En se souvenant que B provient de la line´arisation d’une condi-
tion non-line´aire b(v,u, s), c’est-a`-dire B = db(v,u, s), on a
∆(τ,η) = v ( τ˜ − uω ) ∂b
∂v
+ i c2 duˇb · η − c2 ω ∂b
∂u
.
En particulier, pour (v,u, s) = p(v, s), on a
∆(τ,η) = v ( τ˜ − uω ) p′v 6= 0 Re τ ≥ 0 , (τ,η) 6= (0, 0) .
(Rappelons qu’ici u < 0 et donc Re ( τ˜ − uω ) ≥ 0, avec e´galite´ seulement pour
(τ,η) = (0, 0).) La pression, dont on avait vu qu’elle fournissait une condition aux
limites strictement dissipative, satisfait donc la condition de Kreiss. C’est un fait ge´ne´ral.
Exercice : Ve´rifier que b = u (qui est aussi strictement dissipative) satisfait la conditon
de Kreiss.




u2 + h(p(v, s), s)
avec α ∈ ] 0 , 1[. On a alors










on constate que la condition aux limites correspondante n’est pas dissipative.
E´coulement rentrant. A` nouveau les matrices lignes Bj sont donne´es par Bj =
dbj(v,u, s). Le calcul de ∆(τ,η) peut eˆtre assez complique´. Dans le cas particulier
b1 = uˇ1 , . . . , bd−1 = uˇd−1 , bd = s ,
il se re´duit au signe pre`s a`






2. STABILITE´ DES CHOCS 87
Exercice : Ve´rifier qu’avec
bd+1(v, u, s) =
α
2
u2 + h(p(v, s), s) ,
la condition de Kreiss est satisfaite.
2 Stabilite´ des chocs
L’e´tude de la stabilite´, c’est-a`-dire l’observabilite´ des ondes de choc, est ante´rieure a` l’e´tude
par Kreiss des proble`mes aux limites (1970). Concernant les chocs, les premie`res analyses
en modes normaux remontent aux anne´es 1950, avec notamment les travaux d’Erpenbeck
aux E´tats-Unis et D’yakov en Russie. Dans les anne´es 1980, la the´orie de Kreiss a inspire´
a` Majda [10] une the´orie analogue pour les chocs. Cette the´orie lui a permis de classifier
comple`tement les chocs, des chocs violemment instables (pour lesquelles la condition de
Lopatinskii n’est pas satisfaite), aux chocs uniforme´ment stables (satisfaisant la condition
de Kreiss), en passant par les chocs neutralement stables (satisfaisant la condition de
Lopatinskii mais pas la condition de Kreiss), voir le the´ore`me III.1 ci-apre`s.
2.1 Description du proble`me
Parmi les solutions faibles des e´quations d’Euler, on connaˆıt des solutions explicites tre`s




W− , x · n < σ t ,
W+ , x · n > σ t .
Une telle fonction n’est pas syste´matiquement une solution faible, admissible, des e´quations
d’Euler. Il faut que les conditions de Rankine-Hugoniot, ainsi qu’un crite`re d’admissibilite´,
soient satisfaits. En reprenant l’e´tude de la condition de Rankine-Hugoniot faite au
chapitre II, on voit qu’une discontinuite´ avec transfert de masse, c’est-a`-dire avec
j := ρ± (u± · n − σ ) 6= 0 ,
est effectivement une solution faible des e´quations d’Euler si et seulement si
uˇ+ = uˇ− ,
(v+ − v−) (p+ − p−) < 0 ,
u+ · n − u− · n = ± ( v+ − v− )
√
( p+ − p− )/(v− − v+ ) ,
h¯(W+;W−) = 0 ,
ou` la notation
uˇ := u − (u · n)n
de´signe une vitesse tangentielle et
h¯(W+;W−) := e+ − e− + p+ + p−
2
( v+ − v− )
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est la fonction de´ja` introduite au chapitre II. De plus, on adopte ici comme crite`re
d’admissibilite´ le crite`re de choc de Lax. Nous avons de´ja` rencontre´ au chapitre II (Re-
marque II.2) les ine´galite´s de choc de Lax et les notions de 1-choc et 3-choc. En fait, en
plusieurs dimensions d’espace, la distinction entre 1-chocs et 3-chocs n’a pas de sens car
il n’y a pas de choix “naturel” de l’indexation. Imaginons en effet qu’on ait les ine´galite´s
de choc de Lax :
u+ · n + c+ < σ < u− · n + c−
qui tenderaient a` qualifier la discontinuite´ de 3-choc. E´changeons alors les notations W−
et W+, si bien que n devient −n (pour rester oriente´ de W− vers W+) et σ devient −σ.
Avec ces nouvelles notations on obtient les ine´galite´s
u− · n − c− > σ > u+ · n − c+
correspondant plutoˆt a` un 1-choc! Cependant, si l’on de´finit les nombres de Mach par
M± :=
|u± · n − σ|
c±
,
on voit que, quel que soit le choix de l’indexation, le nombre de Mach derrie`re le choc
est infe´rieur a` 1 et celui devant le choc est supe´rieur a` 1. En effet, avec le premier choix
d’indexation par exemple, les ine´galite´s
u+ · n + c+ < σ < u− · n + c−
impliquent que le le flux j est ne´gatif (puisque u+ ·n < u+ ·n + c+ < σ), l’e´tat derrie`re
le choc est W− (voir Chapitre I §3.3) et
M− =
σ − u− · n
c−
< 1 , M+ =
σ − u+ · n
c+
> 1 .
Ceci nous conduit a` donner la de´finition suivante.
De´finition III.4 En plusieurs dimensions d’espace, on appelle choc de Lax une discon-
tinuite´ dynamique telle que l’e´tat derrie`re le front soit subsonique et l’e´tat devant le front
soit supersonique, au sens ou` les nombres de Mach du fluide relativement au front soient
respectivement infe´rieur et supe´rieur a` 1.
On rappelle que pour les fluides de Bethe-Weyl par exemple, les chocs de Lax sont les
chocs compressifs.
De fac¸on ge´ne´rale, la question que l’on se pose est de savoir si une solution de meˆme
nature persiste lorsqu’on perturbe les donne´es. Plus pre´cise´ment, si Σ0 est une surface
proche de {x · n = 0 }, et
W±(x) ' W±
de part et d’autre de Σ0, de sorte que W
− et W+ soient compatibles avec les conditions
de Rankine-Hugoniot, c’est-a`-dire
uˇ+ = uˇ− ,
(v+ − v−) (p+ − p−) < 0 ,
u+ · n − u− · n = ± ( v+ − v− )√ ( p+ − p− )/(v− − v+ ) ,
h¯(W+;W−) = 0
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(plus le crite`re d’admissibilite´) en tout point de Σ0, existe-t-il une solution faible (admis-
sible) des e´quations d’Euler, qui soit re´gulie`re de part et d’autre d’un front Σ(t) proche
de {x · n = σ t }, avec Σ(0) = Σ0 et
W(x, 0) = W±(x)
de part et d’autre de Σ0 ? C’est un proble`me difficile, a` frontie`re libre. L’ide´e est de le
ramener a` un proble`me aux limites, en redressant le front inconnu Σ(t) au moyen d’un
changement de variables.
2.2 Me´thode ge´ne´rale
Avant d’aborder techniquement la question de la stabilite´ des chocs, on peut faire quelques
simplifications. Puisque le choc de re´fe´rence est tel que
uˇ+ = uˇ− ,
on peut faire un changement de re´fe´rentiel Galile´en, en se de´plac¸ant avec la vitesse tan-
gentielle uˇ+ = uˇ− et la vitesse normale σ, de sorte que dans ce nouveau re´fe´rentiel
uˇ+ = uˇ− = 0 et σ = 0 .
D’autre part, en interchangeant les notations W− et W+, et en changeant n en −n,
on change le signe de j = ρ± (u± · n). Graˆce a` cette proprie´te´ de syme´trie, on peut
supposer sans perte de ge´ne´ralite´ j > 0.
Enfin, on peut choisir les axes de coordonne´es de l’espace de sorte que n soit le dernier
vecteur de base ed. Comme au §1, on notera y = (x1, . . . , xd−1) ∈ Rd−1 les variables
orthogonales a` n.
Ces hypothe`ses simplificatrices e´tant faites, de´crivons la transformation du proble`me a`
frontie`re libre en proble`me aux limites. Elle se fait en deux e´tapes. D’abord on “redresse
le front inconnu”, suppose´ d’e´quation xd = X(y, t), en effectuant le changement de
variables
(y, xd, t) 7→ (y, z := xd − X(y, t), t) .
Dans ces nouvelles variables, le front devient simplement l’hyperplan { z = 0 }. Ensuite
on “replie” le demi-espace de gauche { z < 0 } sur celui de droite, en changeant z en −z.
Au total, ces deux e´tapes reviennent a` associer a` une fonction inconnue f(x, t), de´finie de
part et d’autre de Σ(t), deux fonctions inconnues f±(y, z, t), toutes deux de´finies dans le
demi-espace { z > 0 }.
En appliquant ce proce´de´ a`W(x, t), on obtient en transformant les e´quations d’Euler,
un syste`me de (d + 2) EDP pour W− et un autre syste`me de (d + 2) EDP pour W+,
a` satisfaire dans { z > 0 }. D’autre part, les (d + 2) conditions de Rankine-Hugoniot
deviennent (d+ 2) conditions sur le bord { z = 0 }.
∆! Les de´rive´es ∂tX et ∂yiX du front inconnu apparaissent dans toutes ces e´quations.
En particulier, les conditions au bord sont des EDP en X.
On veut cependant e´tudier si ce proble`me est bien pose´. Pour cela, on commence par
le line´ariser, et on en restera la` dans le cadre de ce cours. On line´arise e´videmment autour
du choc de re´fe´rence, c’est-a`-dire autour de
(W− ≡ W− , W+ ≡ W+ , X ≡ 0) .
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On peut en fait choisir les variables qui nous arrangent a` la place des variables conser-
vatives W. Comme pour les proble`mes aux limites standards, on va utiliser les variables
(v,u, s).
De plus, il apparaˆıt que le syste`me d’E´DP valable a` l’inte´rieur du demi-espace, une
fois line´arise´, ne contient plus de de´rive´es ∂tX, ∂yiX.
On effectue ensuite comme pour un proble`me aux limites standard une transformation
de Fourier en y et une transformation de Laplace en t. Sous forme abstraite, on obtient


















+ X˙ b(τ, η) = 0 , z = 0 ,






M est une matrice (d+2)×2(d+2) et b(τ, η) est un vecteur a` (d+2) lignes. La condition
de Lopatinskii demande que ce proble`me n’admette pas de solution non triviale qui soit
borne´e en z pour Re τ > 0.
Comme pour un proble`me aux limites standard, on est donc amene´ a` e´tudier les
valeurs propres et plus spe´cialement le sous-espace stable de A(τ,η), qui est e´videmment
le produit
E−(τ,η)× E+(τ,η)
des sous-espaces stables de A−(τ,η) et A+(τ,η). En fait, A+(τ,η) n’est autre que la
matrice A(τ,η) correspondant a` l’e´tat (v+,u+, s+) avec la notation du §1, tandis que
A−(τ,η) est −A(τ,η) pour l’e´tat (v−,u−, s−). Ceci est duˆ au fait que pour W+ les
de´rive´es ∂xd apparaissant dans les e´quations d’Euler originales ont e´te´ transforme´es en ∂z,
tandis que pour W− elles ont e´te´ transforme´es en − ∂z. Mais la` encore, on n’aura pas
besoin dans le cadre de ce cours d’e´crire explicitement ces matrices.
Une fois de´termine´ le sous espace-stable E(τ,η) de A(τ,η) pour Re τ > 0, on le
prolonge par continuite´ a` τ ∈ iR. Et la condition de Lopatinskii (respectivement Kreiss)
e´quivaut a`





+ X˙ b(τ, η) = 0 =⇒ (U˙−, U˙+, X˙) = (0, 0, 0) ,
quel que soit (τ,η) ∈ C× Rd−1, Re τ > 0 (respectivement Re τ ≥ 0, (τ,η) 6= (0, 0)).
On va voir que pour un choc de Lax, E(τ,η) est de dimension (d+1) et par conse´quent
la condition de Lopatinskii s’exprime au moyen d’un de´terminant de Lopatinskii (d+2)×
(d+ 2) que l’on notera a` nouveau ∆(τ,η).
2.3 Calcul effectif du de´terminant de Lopatinskii
De´termination du sous-espace stable
D’apre`s ce qu’on a vu au §1, la dimension du sous-espace stable E+(τ,η) de A+(τ,η) est
e´gale au nombre de caracte´ristiques rentrantes dans le domaine { z > 0 }. On se convainc
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Figure III.2: Vitesses caracte´ristiques pour les chocs de Lax.
assez facilement que cela correspond aux caracte´ristiques sortant du choc pour l’e´tat
(v+,u+, s+). De fac¸on analogue, la dimension de E−(τ,η) est le nombre de caracte´ristiques
sortant du choc pour l’e´tat (v−,u−, s−). Or, pour un choc de Lax (voir la de´finition III.4),
on constate que les caracte´ristiques sortantes sont toutes du coˆte´ de l’e´tat subsonique, et
elles sont au nombre de (d + 1) en comptant leur multiplicite´. On pourra se reporter a`
la figure III.2 (analogue a` la figure III.1 pour les proble`mes aux limites standard) pour
visualiser ces caracte´ristiques.
Donc, la dimension du sous-espace stable de la matrice A(τ,η) ∈ C2(d+2)×2(d+2) est
(d+ 1), et ce sous-espace stable est de la forme
E(τ,η) = {0} × E+(τ,η)
ou
E(τ,η) = E−(τ,η)× {0}
selon que l’e´tat (v+,u+, s+) est subsonique ou supersonique.
Avec notre hypothe`se j > 0, l’e´tat subsonique est ne´cessairement (v+,u+, s+). Et
d’apre`s le calcul du §1.3 (qui se simplifie un peu car la vitesse tangentielle est nulle, τ˜ se
re´duit a` τ),
E+(τ,η) = `+(τ,η)⊥ ,
`+(τ,η) := ( a+ , − i v+ u+ η∗ , v+ τ , a+ (p′s/p′v)+ ) ,
a+ := u+ τ + ω+ ( c
2
+ − u2+ ) ,
ou` ω+ est l’unique racine de partie re´elle positive lorsque Re τ > 0 de la relation de
dispersion :
( τ − u+ ω+ )2 + v2+ (p′v)+ (ω2+ − ‖η‖2 ) = 0 .
∆! De´sormais, pour simplifier les e´critures, on omettra l’indice + : pas d’indice sous-
entend relatif a` l’e´tat susbsonique.
Line´arisation des conditions de saut
On reprend la condition de Rankine-Hugoniot sous la forme obtenue au Chapitre I (§3.3) :
[ ρ (u · n − σ )] = 0 ,
[ ρ (u · n − σ )u + p n ] = 0 ,[
ρ (u · n − σ ) ( 1
2
|u|2 + e ) + p u · n ] = 0 ,












Pour simplifier, on remplace la troisie`me e´quation par la relation purement thermody-
namique :
[e] + 〈p〉 [v] = 0 .
Ainsi, on conside`re le jeu de conditions de saut :
u+ − uˇ+ · ∇ˇX
v+
− u








u+ − uˇ+ · ∇ˇX
v+
uˇ+ − u
− − uˇ− · ∇ˇX
v−







u+ − uˇ+ · ∇ˇX
v+
u+ − u
− − uˇ− · ∇ˇX
v−







e(v+, s+) − e(v−, s−) + 1
2
( p(v+, s+) + p(v−, s−) ) (v+ − v−) = 0 ,
a` line´ariser autour de
v− = v− , uˇ− = 0 , u− = u− , s− = s− , v+ = v , uˇ+ = 0 , u+ = u , s+ = s , X = 0 .
Comme on ne s’inte´ressera in fine qu’aux perturbations dans le sous-espace stable E(τ,η),
de la forme
(v˙− = 0, ˙ˇu− = 0, u˙− = 0, s˙− = 0, v˙+ = v˙, ˙ˇu+ = ˙ˇu, u˙− = u˙, s˙− = 0) ,








u˙ = [ρ] τ X˙ ,
u
v









u˙ + p′s s˙ = 0 ,
1
2
( p′v [v] − [p] ) v˙ + (T + 12 p′s [v] ) s˙ = 0 ,
ou` les sauts sont pris sur le choc de re´fe´rence : [v] = v − v−, etc. On rappelle que d’apre`s








On cherche s’il existe ( v˙, ˙ˇu, u˙, s˙ , X˙) solution du syste`me (2.1) tel que
`(τ,η) · ( v˙, ˙ˇu, u˙, s˙ ) = 0 ,
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ce qui est la caracte´risation de E(τ,η).
Avant d’e´crire le de´terminant de Lopatinskii correspondant, il est commode d’e´liminer
˙ˇu. On peut en effet substituer
− i u v η · ˙ˇu = −u2 [v] ‖η‖2 X˙
dans l’e´quation `(τ,η) · ( v˙, ˙ˇu, u˙, s˙ ) = 0. En utilisant la de´finition de c, c2 = − v2 p′v, on






0 − [ρ] τ






( c2 − u2 ) [v] 0 T + 1
2
p′s [v] 0


















et on peut de´finir ∆(τ,η) comme le de´terminant de syste`me.
2.4 Conditions de stabilite´ des chocs
Stabilite´ mono-dimensionnelle
E´tudier la stabilite´ des chocs en dimension 1 d’espace revient a` conside´rer le cas η = 0
dans la condition de Lopatinskii. En remarquant que a = τ c pour η = 0, on obtient
∆(τ, 0) = 1
2
v [v] [ρ] τ 2
∣∣∣∣∣∣∣∣∣∣∣




c2 − u2 0 p′s + 2T[v]
− c v 1 − p′s v/c
∣∣∣∣∣∣∣∣∣∣∣
= τ 2 T [v]
vl





En re´e´crivant p′s/T = Γ/v, la condition de stabilite´ mono-dimensionnelle est donc




Cette condition est toujours satisfaite pour les chocs de faible amplitude, pour lesquels
M tend vers 1 et donc




si [v] est assez petit. Des chocs de plus grande amplitude peuvent en principe devenir
instables. Cependant, sous une hypothe`se assez raisonnable concernant la loi d’e´tat,
aucune instabilite´ mono-dimensionnelle ne peut se produire.
Proposition III.1 Si γ ≥ Γ ≥ 0, tous les chocs de Lax sont stables en dimension 1.
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De´m. On conside`re un choc de Lax avec j > 0 comme pre´ce´demment. Si jamais le
choc est expansif, c’est-a`-dire [v] > 0, alors on a e´videmment




Supposons donc [v] < 0. On a
c2 = γ p v ≥ Γ p v















1 + M + ΓM2
[v]
v















C’est pre´cise´ment sous ces hypothe`ses que, d’apre`s un the´ore`me duˆ a` Liu [9], le proble`me
de Riemann admet une solution unique (dans laquelle toutes les discontinuite´s satisfont
le crite`re de Liu!).
Exercice : Les ine´galite´s γ ≥ Γ ≥ 0 sont-elles satisfaites par les gaz de van der
Waals ?
Stabilite´ multi-dimensionnelle
Lorsqu’on s’inte´resse a` la ve´ritable stabilite´ multi-dimensionnelle, on cherche les ze´ros de




i ‖η‖ and W :=
a
i c ‖η‖ ,
deux quantite´s homoge`nes a` des vitesses. En revenant a` la de´finition de a, on ve´rifie sans
proble`me que W est de´fini par
(2.4) W 2 = V 2 − (c2 − u2) , Im W < 0 pour Im V < 0 ,
et s’e´tend analytiquement a` {V ∈ R ; V 2 < c2 − u2}. Et en utilisant comme au §1.3 les
e´quations de Cauchy-Riemann, on peut prolonger W a` {V ∈ R ; V 2 ≥ c2 − u2} par
W = sign (V )
√
V 2 − (c2 − u2) .
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( c2 − u2 ) [v] 0 T + 1
2
p′s [v] 0



















c2 − u2 0 p′s + 2T[v] 0






Avec l’aide e´ventuelle d’un logiciel de calcul formel, on de´veloppe ∆(τ,η) et on obtient,
en substituant p′s = T Γ/v comme pre´ce´demment,




( 2 + ΓM2 [v]
v
) (V/u + W/c )V/u−
( 1 − M2 ) ( (V/u)2 + v−/v ) } .









E´nonc¸ons le re´sultat de´montre´ par Majda [10].
The´ore`me III.1 (Majda) Soit un choc de Lax avec
M =
|u · n − σ|
c
< 1
comme nombre de Mach relatif derrie`re le choc. On note v le volume spe´cifique du fluide








• Le choc satisfait la condition de Lopatinskii si
(2.7) 1 − M < k ≤ 1 + M2 ( r − 1 ) .
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• Le choc satisfait la condition de Kreiss si
(2.8) 1 + M2 ( r − 1 ) < k .
La de´monstration est longue mais essentiellement e´le´mentaire, a` condition d’adopter
un point de vue alge´brique. En effet, vu la forme du de´terminant (2.5), en se rappelant
la de´finition de W , les solutions de V de ∆ = 0 sont les valeurs V = u z telles que
k ( z + g(z) ) z − ( 1 − M2 ) ( z2 + r ) = 0 ,
g(z)2 = M2 z2 − (1 − M2) ,
Im g(z) < 0 pour Im z < 0 ou z2 ∈ [ 0 , (1 − M2)/M2 ] ,
z g(z) > 0 pour z ∈ R ; z2 > (1 − M2)/M2 .
En particulier, x = z2 doit eˆtre racine du polynoˆme(
( k − ( 1 − M2 ) ) x − ( 1 − M2 ) r )2 − k2 x (M2 x − (1 − M2) ) .
L’e´tude de la courbe alge´brique(
( k − ( 1 − M2 ) ) x − ( 1 − M2 ) r )2 − k2 x (M2 x − (1 − M2) ) = 0
dans le plan (x, k) conduit assez facilement aux conditions de stabilite´ du the´ore`me. Les
de´tails sont donne´s en appendice B (extraits d’un livre a` paraˆıtre, en anglais).
Cas particuliers










Elle est trivialement satisfaite si v0 < v, c’est-a`-dire pour un choc expansif, de`s que
Γ ≥ −1. Elle l’est e´galement pour les chocs suffisamment faibles.
Pour les gaz parfaits, comme




on a toujours la condition de Kreiss.
The´ore`me III.2 Tous les chocs de Lax sont uniforme´ment stables dans les gaz parfaits.
Par ailleurs, le cas de la dynamique des gaz isentropique se de´duit du cas ge´ne´ral. En
effet, il suffit de poser Γ = 0, c’est-a`-dire k = 2 dans les conditions de stabilite´. Ainsi,
la condition de stabilite´ monodimensionnelle est 1 + M 6= 0, toujours satisfaite. La
condition de Kreiss se re´duit a`
(2.9) M2 ( r − 1 ) < 1 ,




Exercice : Ve´rifier que cette condition est satisfaite pour les gaz polytropiques, ou`
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symbole signification unite´ S.I.
m masse kilogramme (kg)
l longueur me`tre (m)
t temps seconde (s)
T tempe´rature Kelvin (K)
v vitesse m.s−1
f force Newton, 1N = 1 kg.m.s−2
p pression Pascal, 1Pa = 1 kg.m−1.s−2
e e´nergie Joule, 1 J = 1 kg.m2.s−2




Lemme B.1 Soit s une fonction de deux variables, croissante dans au moins une direc-
tion et dont les courbes de niveau sont strictement convexes dans cette direction. Alors la
Hessienne de s est en tout point ne´gative sur le sous-espace tangent a` la courbe de niveau
de s, i.e.
∀w , ds(w) · t = 0 ⇒ d2s(w) · (t , t) < 0 .
De´m. Fixons un point du plan w0. Soit S0 la courbe de niveau de s passant par w0,
et soit t0 ∈ Tw0S0 un vecteur tangent. Soit aussi n0 le vecteur normal a` S0 tel que
ds(w0) · n0 = 1 .
Au voisinage de w0, S0 admet une e´quation parame´trique de la forme
w = w0 + θ t0 + ϕ(θ)n0 , avec ϕ(0) = 0 , ϕ
′(0) = 0 ,
et d’apre`s les hypothe`ses, ϕ est une fonction convexe. Le long de S0, s(w) est constante.
Donc, en de´rivant deux fois par rapport a` θ, on en de´duit
d2s(w) · (t0 + ϕ′(θ)n0)[2] + ϕ′′(θ) ds(w) · n0 = 0 .
En particulier, pour θ = 0, on trouve
d2s(w0) · (t0 , t0) = −ϕ′′(0) < 0 .
2
De´terminant
Lemme B.2 L’application de´t : Rn×n → R est diffe´rentiable et
d(de´t)(A) ·H = tr(tcomA H) ∀A , H ∈ Rn×n
En particulier,
d(de´t)(A) ·H = de´t(A) tr(A−1H) ∀A ∈ GLn(R) , H ∈ Rn×n .
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De´m. C’est un calcul facile si l’on connaˆıt les de´finitions intrinse`ques de la trace et
du de´terminant. En effet, pour tout endormophisme u de Rn, on de´finit son de´terminant
(de´t u) et sa trace (tr u) par
f(u(x1), . . . ,u(xn)) = (de´t u) f(x1, . . . ,xn) ,
n∑
i=1
f(x1, . . . ,xi−1,u(xi),xi+1, . . . ,xn) = (tr u) f(x1, . . . ,xn) ,
ces e´galite´s ayant lieu quel soit le n-uplet {x1, . . . ,xn} et quelle que soit la forme n-line´aire
alterne´e f . De plus, e´tant donne´e une base B = {e1, . . . , en} de Rn, de´tB de´signe l’unique
forme n-line´aire alterne´e valant 1 en (e1, . . . , en). Soit alors A ∈ Rn×n. On a
de´t A = de´tB(Ae1, . . . ,Aen) .




de´tB(Ae1, . . . ,Aei−1,Hei,Aei+1, . . . ,Aen) .
Si A est inversible on obtient imme´diatement la seconde formule en e´crivant
de´tB(Ae1, . . . ,Aei−1,Hei,Aei+1, . . . ,Aen)
= de´t(A) de´tB(e1, . . . , ei−1,A−1Hei, ei+1, . . . , en) .
Or on sait par ailleurs que
A tcomA = de´t(A) In .
D’ou` la premie`re formule, qui est vraie meˆme si A n’est pas inversible par densite´ de
GLn(R) dans Rn×n. 2
Lemme B.3 Si q est une forme quadratique de´finie positive sur KerB ⊂ Rn, alors il
existe une constante C > 0 telle que pour tout u ∈ Rn,
q(u) ≥ C ( ‖u‖2 − ‖Bu‖2 ) .
De´m. Soient f la forme polaire de q et E un supple´mentaire orthogonal de KerB.
Comme B est un isomorphisme de E sur son image, il existe une constante c > 0 telle
que
‖z‖ ≤ c ‖Bz‖
pour tout z ∈ E. Par hypothe`se, il existe α > 0 et c′ > 0 tels que
q(w + z) = f(w + z,w + z) ≥ α ‖w‖2 − c′‖z‖2 − 2 c′ ‖z‖ ‖w‖
quel que soit w ∈ KerB. Par l’ine´galite´ de Young 2ab ≤ a2/ε+ ε b2, on en de´duit
q(w + z) ≥ 1
2











si z ∈ E. Quel que soit u ∈ Rn, on le de´compose en u = w + z, w ∈ KerB, z ∈ E.













Lemme B.4 (Gronwall) Soit y une fonction de t ve´rifiant
y(t) ≤ a(t) + α
∫ t
0
y(τ) dτ ∀t .
Alors
y(t) ≤ a(0) eα t +
∫ t
0
eα (t−τ) a′(τ) dτ ∀t .
En particulier, il existe CT tel que
y(t) ≤ CT max
t∈[0,T ]
a(t) ∀t ∈ [0, T ] .
De´m. La seule astuce consiste a` estimer le second membre
z(t) := a(t) + α
∫ t
0
y(τ) dτ ∀t .
Comme






) ≤ a′(t) e−α t ,
d’ou`
z(t) ≤ z(0) eα t +
∫ t
0
eα (t−τ) a′(τ) dτ .
2
C’est la forme du lemme de Gronwall que nous utilisons couramment dans ce cours.
Une version raffine´e de ce lemme se de´montre de la meˆme fac¸on :
Lemme B.5 (Gronwall) Soit y une fonction de t ve´rifiant
y(t) ≤ a(t) +
∫ t
0
α(τ) y(τ) dτ ∀t .
Alors





0 α (s) ds dτ ∀t .
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The´ore`me de Majda
Cette partie en anglais est extraite d’un livre en pre´paration [Benzoni-Gavage & Serre].
Theorem B.1 Take M < 1, r > 0, k > 0 and
f(z) := k ( z + g(z) ) z − ( 1 − M2 ) ( z2 + r ) ,
g(z)2 = M2 z2 − (1 − M2) ,
Im g(z) < 0 for Im z < 0 or z2 ∈ [ 0 , (1 − M2)/M2 ] ,
z g(z) > 0 for z ∈ R ; z2 > (1 − M2)/M2 .
• Then f admits no zero of negative imaginary part if
1 − M < k ≤ 1 + M2 ( r − 1 ) .
• And f admits no zero of nonpositive imaginary part if
1 + M2 ( r − 1 ) < k .
Proof. Introduce
(0.1) p(x, k) =
(
( k − ( 1 − M2 ) ) x − ( 1 − M2 ) r )2 − k2 x (M2 x − (1 − M2) ) .
For simplicity, we have stressed here only the dependence of p upon the parameter k,
even though it is also obviously a polynomial in r and M2. This simplifies the writing
and is confusionless since r and M2 are kept fixed in the discussion below. Readers gifted
for algebra will have checked that p is the resultant with respect to y of two polynomials
F (x, y) and G(x, y),
(0.2) F (x, y) = k (x + y ) − ( 1 − M2 ) ( x + r ) ,
which is obtained replacing z2 by x and z g(z) by y in f(z), and
(0.3) G(x, y) = y2 − x (M2 x − (1 − M2)) ,
which vanishes simultaneously with y2 − z2 g(z)2.
Conversely, if x is a zero of p(·, k) and z2 = x then, either
( k − ( 1 − M2 ) ) z2 − ( 1 − M2 ) r = − k z g(z) ,
which means that f(z) = 0, or
( k − ( 1 − M2 ) ) z2 − ( 1 − M2 ) r = + k z g(z)
and z is not a zero of f (unless z g(z) = 0). In the case of a real root x, the sign of z g(z)
depends on the location of x = z2 with respect to (1 −M2)/M2. This can be summarized
as follows, introducing for convenience
x0 :=
( 1 − M2 ) r
k − ( 1 − M2 ) .
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• If x is a negative real root of p(·, k) and z2 = x, z ∈ iR− is a zero of f if and only if
( k − ( 1 − M2 ) ) (x − x0 ) > 0 .
• If x is a positive real root of p(·, k) and z2 = x > x∗ := (1 − M2)/M2, z ∈ R is a
zero of f if and only if
( k − ( 1 − M2 ) ) (x − x0 ) < 0 .
Therefore, the discussion should rely on
; the sign of k − ( 1 − M2 )
and on the position of x0(k) with respect to the real roots of p(·, k). From the definition
(0.1) of p(·, k), we see that
p(x0(k), k) = − k2 x0(k) (M2 x0(k) − (1 − M2) )
= − k2 ( 1 − M
2 )2 r
( k − ( 1 − M2 ) )2 (M
2 r − k + 1 − M2 ) ,
and we easily compute that the dominant coefficient of p(·, k) is
a2 = (1 − M2) ( k − 1 − M ) ( k − 1 + M ) .
Consequently, the position of x0(k) with respect to the real roots of p(·, k) is determined
by
; the sign of ( k − 1 − M ) ( k − 1 + M ) (M2 r − k + 1 − M2 ).
Since we clearly have
1 − M < 1 − M2 < 1 + M ,
there will be a priori only two cases to consider, depending on the position of 1 + M with
respect to M2 r + 1 − M2.
Case 1: rM < 1 + M and
1 − M < 1 − M2 < M2 r + 1 − M2 < 1 + M ,
Case 2: rM > 1 + M and
1 − M < 1 − M2 < 1 + M < M2 r + 1 − M2 .
Regarding the other coefficients of p(·, k), at the zeroth order we have
a0 = (1 − M2)2 r2 > 0 ,
and
a1(k) = (1 − M2) ( k2 − 2 r ( k − ( 1 − M2 ) ) .
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Thus it is only
sign a2(k) = sign { ( k − 1 − M ) ( k − 1 + M ) }
that determines the sign of the product of the roots of p(·, k). The sign of a1 is important
at singular points of a2, in order to localize the infinite branches of the algebraic curve
A := { (x, k) ; p(x, k) = 0 }. In fact, we have
a1(1 − M) = (1 − M2) (1 − M) (1 − M + 2 rM) > 0 ,
but the sign of
a1(1 + M) = (1 − M2) (1 + M) (1 + M − 2 rM)
depends on r. This leads us to split Case 1 into
Case 1a: rM < (1 + M)/2 and a1(1 + M) > 0 ,
Case 1b: (1 + M)/2 < rM < 1 + M and a1(1 + M) < 0 .
We now have all the ingredients to find the qualitative features of A relevant to our
analysis. There is always a parabolic branch with vertical asymptotes x = −1 and x = 0.
Another remark is that x0(k) is a root of p(·, k) only at k = 0, where x0 = − r, and at
k = M2 r + 1 − M2, where x0 = x∗ = (1 − M2)/M2. It will appear in the sequel that
the latter is the transition point from neutral stability to uniform stability.
For clarity, we shall make separate discussions of Cases 1a, 1b, and 2, which all arrive
at the same conclusion that (2.7) is necessary and sufficient for having only real roots of
f , and (2.7) is necessary and sufficient for having no roots at all. The reader may refer
to the corresponding Figures B.1-B.2-B.3 in order to visualize the tedious but elementary
arguments involved.
Case 1a.
• for k < 1 − M , we have a2(k) > 0 and a2(k) p(x0(k), k) < 0. Therefore, p(·, k)
has two real roots of the same sign and x0(k) < 0 is in between. Consequently, the
smallest root, x of p satisfies
( k − ( 1 − M2 ) ) (x − x0 ) > 0
and thus yields a root z ∈ iR− of f . This root corresponds to a strongly unstable
mode. When k goes to 1 − M , x goes to −sign (a1a2)∞ = −∞.
• for 1−M < k < 1−M2, we have a2(k) < 0 and a2(k) p(x0(k), k) > 0. Therefore,
p(·, k) has two real roots of opposite signs (one going to +∞ when k goes to 1 −M)
and x0(k) is smaller than both of them. The negative root of p, still denoted x for
simplicity, now satisfies
( k − ( 1 − M2 ) ) (x − x0 ) < 0 ,
which shows it does not give rise to a root of f . The positive one satisfies the same
inequality, and thus its square root (and the opposite) is a real zero of f . This zero
corresponds to a neutral mode.
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• for 1−M2 < k < M2 r+1−M2, we still have a2(k) < 0 and a2(k) p(x0(k), k) > 0
and thus two real roots of opposite signs for p(·, k). But x0(k) is now greater than
both of them. Therefore, we are in the same situation as before. The positive root
of p yields a real root of f .
• for M2 r + 1 − M2 < k < 1 + M , we have a2(k) < 0 and a2(k) p(x0(k), k) < 0.
Therefore, p(·, k) has two real roots of opposite signs and x0(k) is in between. The
negative one is such that
( k − ( 1 − M2 ) ) (x − x0 ) < 0 ,
and it is the contrary for the positive one. Thus none of them yields a root of f .
The positive root goes to −sign (a1a2)∞ = +∞ when k goes to 1 + M .
• for 1 + M < k, we have a2(k) > 0 and a2(k) p(x0(k), k) > 0. Therefore, p(·, k)
has either two reals roots of the same sign or two conjugated complex roots. And
p(·, k) has one real root going to −sign (a1a2)∞ = −∞ when k goes to 1 + M .
Therefore, there exists ε > 0 such that for 1 + M < k < 1 + M + ε, p(·, k) has
two negative real roots, and x0(k) is greater than both of them. (This is also the
case for large enough k due to the parabolic branch mentioned above.) As before,
none of them yields a root of f . In general, p has conjugated complex roots on some
interval [K,L] with K ≥ 1 + M + ε. But these cannot give rise to any complex
zero of f , by Rouche´’s theorem and a connectedness argument.
Case 1b.
• for k < M2 r + 1 − M2, the situation exactly as in Case 1a.
• for M2 r + 1 − M2 < k < 1 + M , as in Case 1a, p(·, k) has two real roots of
opposite signs, x0(k) is in between, and none of them yields a root of f . The only
difference is that it is the negative root that goes to infinity when goes to 1 + M .
• for 1 + M < k, as in Case 1a, p(·, k) has either two reals roots of the same
sign or two conjugated complex roots. This time p(·, k) has one real root going to
−sign (a1a2)∞ = +∞ when k goes to 1 + M . Therefore, there exists ε > 0 such
that for 1 + M < k < 1 + M + ε, p(·, k) has two positive real roots, and x0(k)
is less than both of them. As before, none of them yields a root of f . For larger k,
the conclusion that f keeps having no roots follows in the same way as in Case 1a.
Case 2.
• for k < 1 + M , the situation is similar as in Case 1 when k < M2 r + 1 − M2.
• for 1 +M < k < M2 r + 1 −M2 , a2(k) > 0 and a2(k) p(x0(k), k) < 0. Therefore,
p(·, k) has positive real roots and x0(k) is in between. Only the smallest one yields
a (real) root of f , because
( k − ( 1 − M2 ) ) (x − x0 ) < 0 .
The greatest one goes to −sign (a1a2)∞ = +∞ when k goes to 1 + M .
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• for M2 r + 1 − M2 < k, as in Case 1b, p(·, k) has two positive real roots, and
x0(k) is less than both of them, as long as k is not too large. None of them yields
a root of f . The conclusion is the same as in other cases.
2








The algebraic curve p=0 and the graph of x0
Figure B.1: The curve A in an example of Case 1a (M = 0.5, r = 1.15).
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The algebraic curve p=0 and the graph of x0
Figure B.2: The curve A in an example of Case 1b (M = 0.5, r = 4); the upper branch
is out of range.








The algebraic curve p=0 and the graph of x0
Figure B.3: The curve A in an example of Case 2 (M = 0.5, r = 2.15); the upper branch
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