Abstract: This paper proposes a Bayesian method to estimate shape-restricted functions using Gaussian process priors. The proposed model enforces shape-restrictions by assuming that the derivatives of the functions are squares of Gaussian processes. The resulting functions, after integration, are monotonic, monotonic convex or concave, U-Shaped, and S-shaped. The latter two allow estimation of extreme points and inflection points. The Gaussian process's covariance function has hyper parameters to control the smoothness of the function and the tradeoff between the data and the prior distribution. The Bayesian analysis of these hyper parameters provides a data-driven method to identify the appropriate amount of smoothing.
Introduction
Shape constrained regression models arise naturally in a wide variety of applications:
children grow taller; star light intensity decreases with distance given fixed luminosity; demand for electricity increases as temperatures depart from 68 • F; and an occupation's prestige tends to increase with its salary and educational requirements. Researchers often assume that such shape restrictions as monotonicity and convexity are known a priori or plausible in theory. Semiparametric Bayesian models express these a priori shape constraints in the prior distribution of the unknown function. Neelon and Dunson (2004) and Cai and Dunson (2007) developed methods for Bayesian isotonic regression using piecewise linear models and monotone splines based on order-restricted inference. Other approaches splines and kernels. Other variations are isotonic median regression (Menendez and Salvador (1987) ), local averaging with isotonic regression (Friedman and Tibshirani (1984) ), nearly isotonic regression (Tibshirani et al. (2011) ), LASSO applied to multiple isotonic regression functions (Fang and Meinshausen (2012) ), and multivariate isotonic regression (Sasabuchi et al. (1983) ). Wu et al. (2015) impose a penalty on the range of the regression function to mitigate "spiking at the end of the estimation interval. The differences and similarity between frequentist and Bayesian approaches are too numerous to list here and depend on where to draw the line between the two. In a narrow sense, the shape restrictions are part of the likelihood function and the Bayesian and frequentist only differ on the estimation method of the parameters. In a wide sense, shape restrictions are a priori beliefs imposed by the researcher, and frequentists become more similar to Bayesians.
The remainder of the paper is organized as follows. Section 2 reviews Gaussian process priors and their spectral representation, which we call "Bayesian spectral analysis regression" (BSAR), and discusses smoothing priors for BSAR. Section 3 imposes functional constraints by assuming that the positive or negative square roots of the first or second derivatives have Gaussian process priors. Section 4 illustrates of the performance of the proposed method with simulation studies and applications. The empirical results compare existing methods with the proposed approach. Section 5 concludes with a discussion.
Bayesian Spectral Analysis Regression
The observational equation is a partially linear, semi-parametric model:
where w i and β are p + 1-dimensional vectors of covariates and coefficients; f k is an unknown function of the scalar x i,k ; and the error terms {ǫ i } are a random sample from a normal distribution, N (0, σ 2 ). Without loss of generality, we assume that 0 ≤ x i,k ≤ 1.
The covariates w do not include functions of the x's, which are also not functions of each other. The Y -intercept β 0 is included in β. The model is unidentified because constants can be added and subtracted to β 0 and the f k 's without changing the distribution of Y . We assume that the f k are mean centered and orthogonal to the constant function to identify the model, Without shape-restrictions, f k has a Gaussian process prior, and the different shaperestricted models alter this prior specification. We first review nonparametric regression with Gaussian process priors. Section 2.1 presents the Karhunen-Loève representation for
Gaussian processes. The representation linearizes the covariance function and simplifies the posterior analysis. Section 2.2 discusses smoothing priors and their derivation from the Gaussian process and contrasts them to an exchangeable Lasso prior. In Sections 2 to 4 we restrict our attention to one (K = 1) unknown function to simplify the presentation.
The model with multiple unknown functions is a straightforward extension, and we use it for multiple components f k , k = 1, . . . , K(> 1) in an empirical example in Section 5.
Spectral Analysis of Gaussian Process Priors
Gaussian processes provide a natural method to specify distributions on the space of functions for nonparametric regression (O'Hagan (1978) , Wahba (1978) , and Rasmussen and Williams (2006)). Based on the observational equation (2.1) without shape restrictions, the prior for f is f (x) = Z(x) where Z is a second-order Gaussian process with mean function equal to zero and covariance function ν(
The covariance function acts as a smoothing kernel, and the posterior distribution of Z requires inverting n × n matrices with entries ν(x i , x j ). Lenk (1999) linearizes the covariance kernel with the Karhunen-Loève representation for Z (Grenander (1981) and Wahba (1990) ). The
Bayesian spectral analysis regression (BSAR) model expresses the Gaussian process as an infinite series expansion with the Karhunen-Loève representation 
Our choice of orthonormal system is the cosine basis function on [0, 1]: ϕ 0 (x) = 1 and ϕ j (x) = √ 2 cos(πjx) for j ≥ 0. By excluding sines, f does not have to be periodic on [0, 1] , and all piecewise continuous function can be expressed as an infinite series of {ϕ j }. The cosine basis has a natural ordering based on their frequencies. This ordering relates to nonparametric estimation: smooth functions have small weights on high-frequency components. If the coefficients decay at rate o(c j ) for some c > 1, then the function is j times differentiable almost everywhere (Katznelson (2004) ). For unrestricted f , θ 0 is confounded with the Y -intercept β 0 , and we will drop it from the representation for f .
More generally, if the support of x is S, then the orthonormal basis can be defined as: ϕ 0 (x) = q(x) and ϕ j (x) = 2q(x) cos[πjQ(x)] where Q is a cumulative distribution function with support S, and q is its density. We use the uniform distribution on S = [a, b] for the empirical analysis in Section 4. Other orthonormal basis functions can be used without loss of generality, but they may not have a natural ordering that relates to a smoothing prior.
In implementations we need to truncate the infinite series to a finite sum Z J (x) = J j=0 θ j ϕ j (x). The mean integrated squared error (MISE) between Z and Z J decreases in J:
and can be made a small as desired because the sum of the variances are finite. An important point is that if the prior distribution of θ j is inherited from Z by the spectral representation, then the choice of J does not make a material difference to the accuracy of estimating f for sufficient large J because the truncation error becomes negligible. However, if the spectral coefficients are a priori exchangeable, then Z J is a proper distribution but a limiting second order Gaussian process does not exist. In this case, the choice of J is critical for estimating f . The next subsection takes a closer look at these issues and the specification of prior distributions of BSAR.
Smoothing Priors
Our approach is similar to that of Young (1977) who puts a prior distribution on the coefficients of polynomials such that the coefficients tend to decrease as the power increases.
The rate at which their prior variances {ν 2 j } converge to zero determines the smoothness of the sample paths of Z. Lenk (1991 Lenk ( , 1993 Lenk ( , 2003 for nonparametric density estimation and Lenk (1999) and Choi et al. (2009) for nonparametric regression use exponentially decreasing variances. Then the sample paths of Z are piecewise analytic. We use scale-invariant priors:
The prior distribution on the spectral coefficients shrinks their estimators towards zero, and the amount of shrinkage increases for higher frequency terms. Increasing τ puts more weight on the likelihood function and less on the prior, and increasing γ increases the rate that the prior variances approach zero. The scale-invariant prior facilitates implementation of the methodology. Multiplying Y by a constant does not alter these prior specifications, and τ has the interpretation of a signal-to-noise ratio. In most applications, the signalto-noise ratio is likely to be between 1 than 10. Without scale-invariant priors, reasonable priors for τ depend on the variation in the data. The MISE between Z and Z J in Equation
We specify two prior distributions for τ and γ. The T Smoother uses the the inverse Gamma distribution(X ∼ IG(a, b) has mean µ = b/(a − 1) and variance µ 2 /(a − 2) for a > 2 and b > 0) for τ 2 and the exponential prior for γ:
After integrating over τ 2 , the spectral coefficients θ j have a multivariate T-distribution.
The Lasso Smoother uses exponential prior distributions for both τ 2 and γ:
After integrating over τ , the spectral coefficients have a multivariate, double exponential distribution (Eltoft et al. (2006) ), that is the Bayesian Lasso model (Park and Casella (2008) ). To complete the model specification, we use the conjugate prior distributions for β and σ:
Next, we compare the T and Lasso Smoothers to an exchangeable Lasso prior to demonstrate the importance of deriving the variance specification of the spectral coefficients from the Gaussian process covariance function. Given Lasso's ability to handle p >> n, one may ask if we need smoothing priors at all. The exchangeable Lasso prior is:
Then Z J is a Gaussian process prior but does not converge to a second order Gaussian process. A simulation demonstrates that the Lasso Prior over-fits the data because it does not impose smoothing constraints on the spectral coefficients, while both the T Smoother and Lasso Smoother correctly identify f . We generated 100 observations from:
where ǫ ∼ N(0,100) and x ∼ U (0, 10), the uniform distribution. We used the uniform cdf transform, Q(x) = x/10, to map [0, 10] to [0, 1], and set J = 100. Table 2 .1 presents fit statistics between the posterior means and true values using the three prior distributions.
We used Gelfand and Dey (1994) to approximate the Log Integrated Likelihood (LIL).
The RMISE for f and RMSE for the spectral coefficients for the Lasso Prior are around four times larger than the T and Lasso Smoothers. The exchangeable Lasso Prior has the largest R-Square, which indicates that the Lasso Prior over-fits the data. 3. Bayesian Shape-Restricted Spectral Analysis Regression Section 3.1 considers monotonic functions and monotonic convex or concave functions, and Section 3.2 develops "S"-shaped and "U"-shaped functions. Section 3.3 modifies the model to include functions on the boundary of the constraint space by using spike-and-slab priors.
Restrictions on Sample Path Derivatives
The q th derivative of f is the square of a Gaussian process:
where δ and q are given by the user. Higher order derivatives (q > 2) are possible, but have limited application. The marginal prior distribution of Z 2 (x) is a scaled, Chi-squared distribution with one degree of freedom because the prior mean is zero. To distinguish this model from the spike-and-slab prior in Section 3.3, we call it the "Gamma Prior."
When q is 1, f is monotone:
where the last term is the constant of integration that satisfies the mean-centering condition at (2.2). The function is non-decreasing when δ = 1 and is non-increasing when δ = −1.
When q is 2, f is a non-decreasing and convex function when δ = 1 or a non-increasing and concave function when δ = −1:
Hwew the second term and α are constants of integration and make f satisfy the meancentering condition. To ensure monotonicity, δα ≥ 0.
The first and second derivatives of (3.3) have the same sign. Reversing the range of x in the integrals produces functions where the first and second derivatives have opposite signs. The model for non-decreasing and concave functions (δ = 1) or non-increasing and
where δα ≥ 0.
Our theorem provides a class of functions with sample paths of the q th derivative almost surely piecewise continuous and positive. Theorem 1 is proven using an argument similar to Shively et al. (2009) and Ramsay (1998) ; it is given in the Supplementary Material.
Theorem 1 Let q be a positive integer. Let the class of C (q)+ be the class of functions 
The cases of negative derivatives or opposite signs for the first and second derivatives follow by trivial modifications.
Next, we consider the spectral representation for Z. Unlike the unconstrained case of BSAR at (2.3), we include the constant function and θ 0 because the effect of θ 0 can be more complex than shifting the sample path of Z 2 , and it is not confounded with the intercept β 0 . The spectral coefficients have a sign indeterminacy because multiplying them by minus one results in the same f . We identify the model by assuming that θ 0 ≥ 0. We modify the scale invariant prior for θ j at (2.5) by replacing σ 2 with σ. The priors for the spectral coefficients are
The prior for θ 0 is the truncated normal distribution. In addition, to ensure that f (1) is positive or negative for the convex or concave cases, we truncate the prior distribution of
Our empirical experience has been that estimating the linear term α often does not improve the accuracy of the estimator for f . In the empirical section, we set α = 0 to focus attention on the Gaussian process.
Using the spectral representation of Z at (2.3) gives BSAR with monotone constraints (BSARM) at (3.2):
Replacing Z with the truncated Z J gives a quadratic form for f J :
where θ J is the J + 1 vector of spectral coefficients, and Φ a J (x) is a J + 1 × J + 1 matrix with (j, k) entry ϕ a j,k (x). The online appendix displays the integrated, mean-centered basis functions ϕ a j,k . BSAR with monotone convexity or concavity (BSARMC) at (3.3) where the first and second derivatives have the same sign becomes
Truncating the infinite sum at J terms gives
where Φ b J (x) is the J + 1 × J + 1 matrix with (j, k) entries ϕ b j,k (x). The online appendix displays the integrated, mean-centered, basis functions ϕ b j,k .
When the first and second derivative of BSARMC at (3.4) have opposite signs, the integrated basis functions are given by
The finite sum representation for f is
The proposed approach at (3.1) does not introduce restrictions on the spectral coefficients. Thus, posterior consistency follows from the Kullback-Leibler property of Gaussian process prior by the integral representation of f and the existence of uniformly consistent tests, summarized in Theorem 2. To discuss posterior consistency, we consider the non-
neighborhoods H ǫ and W ǫ,n , the Hellinger neighborhood and the L 1 (Q n )-neighborhood of the true value of parameter ϑ 0 = (f 0 , σ 0 ) respectively, defined as follows. For every ǫ > 0,
, and
where Q n is the empirical measure based on the design points, Q n = n −1 n i=1 I x i (x). We show that posterior probabilities of H ǫ and W ǫ,n converge to one with probability tending to one respectively, in other words, posterior probabilities of the complements of H ǫ and W ǫ,n converge to zero with probability tending to one.
Theorem 2 Let ϑ 0 = (f 0 , σ 0 ), and let p n ϑ 0 denote the true distribution of data Y n ≡ (Y 1 , . . . , Y n ) given the covariates x n ≡ (x 1 , . . . , x n ). Assume that f 0 and f are q-times continuously differentiable and that f is uniformly bounded. Then, the posterior distribution of f and σ is consistent under the L 1 (Q n ) norm and the Hellinger norm, 
Restriction on Derivatives with a Unique Root
In this section we consider U-shaped and S-shaped functions by forcing the first or second derivative of f to change signs at a unique point. Suppose that f (q) is piecewise continuous and that it has a unique root at x = ω:
, and δf (q) (x) < 0, ω < x < 1 (3.13) for δ = −1 or 1 and q = 1 or 2. In order to force the signs of f (q) to switch at ω, we introduce the "squish" function h, a decreasing logistic function between 1 and −1, into the model for f :
h(x) for δ = 1 or − 1 and q = 1 or 2 (3.14)
where ω is unique zero of h, and the slope ψ controls the steepness of h at ω. The squish function h has several attractive features. First, f (q) (ω) = 0, and h flips the sign of the q th derivative after ω. Second, the q th derivatives of f are continuous at ω. Third, h is nearly plus or minus one outside a small neighborhood of ω when ψ is large.
When q = 1, ω is the maximum for inverted U-shaped functions (δ = 1) or the minimum for U-shaped functions (δ = −1). The model for f is:
The second term is the constant of integration and satisfies the mean-centering constraint at (2.2).
When q = 2, ω is the inflection point of f , and the model for f is where c 1 and c 2 are constants of integration. We select c 2 to satisfy the mean-centering constraint. S-shaped functions require a second condition on the first derivative to ensure monotonicity of f , which imposes condition on c 1 . We consider four cases that are specified by a combination of δ and a second indicator ζ: increasing and convex-to-concave (δ = 1, ζ = 1), decreasing and concave-to-convex (δ = −1, ζ = 1), increasing and concave-toconvex (δ = 1, ζ = −1), and decreasing and convex-to-concave (δ = −1, ζ = −1). The model for f is
where δα > 0. It is easy to check that the f (2) satisfies (3.13), that f (1) is positive or negative, and that f is mean centered.
The class of function represented by the model in (3.14) characterizes the sample paths of the q th derivative to be almost surely piecewise continuous and to have a unique root at ω. This leads to a complete class theorem for the representation: this is proven in the Supplementary Material, and the cases for negative derivatives follow similar arguments.
Theorem 3 If h is as in (3.15), with ψ > 0 and 0 < ω < 1, and for x ∈ [0, 1],
1 (x) and f
2 (x) are piecewise continuous with unique zeros at x = ω. Conversely, if f (q) (x) is continuously differentiable on [0, 1] and has a unique zero at x = ω, then there
The prior distributions for ψ and ω are truncated normal distributions:
where S is the support of x. As ψ goes to infinity, the squish function h is 1 for x < ω, 0 for x = ω and −1 for x > ω. In our simulation studies, we find that the likelihood function is fairly flat in the slope ψ for sufficiently large ψ. Intuitively, if ω is between two order statistics; x (k) < ω < x (k+1) , then the likelihood for ψ is nearly constant for ψ > ψ k where h(x (k) |ψ k ) ≈ 1−ǫ and h(x (k+1) |ψ k ) ≈ −1+ǫ for small ǫ > 0. One way to specify ψ is to find the value such that h(ω − λ) = 1 − ǫ for small, positive λ and ǫ. Then ψ = ln[(2 − ǫ)/ǫ]/λ. Therefore, we will sometimes fix ψ to a large value (1000) in our empirical studies.
We use numerical integration because the integral of the product of the cosines and squish functions does not have a closed form. We find the trapezoid rule simple to implement, and fast, since we need integrals at each observation and each value of a fine grid of [0, 1] to plot f. Typically, the fine grid has 200 intervals.
Spike-and-Slab Priors
A limitation of the previous models for f is that the posterior mean will not include functions on the boundary of the constraint space for different regions of its support. If Z 2 (x) = 0 over an interval, then f is on the boundary of the constraint space over that region. Even though Z 2 puts positive mass on neighborhoods of 0, its posterior mean will be positive. Neelon and Dunson (2004) examine this issue for monotone plines. They ameliorate bias in the posterior mean by truncating the slopes to 0 if their absolute value is less than a constant. The implied, spike-and-slab prior is a mixture of a point mass at zero and a truncated normal distribution. We adapt Neelon and Dunson's method to Z 2 instead of its coefficients. We define the "latent"Z to be the Gaussian process Z in the previous sections. The actual Z that is used in the models for f truncates the latentZ:
where χ is a non-negative constant. For instance, (3.1) becomes f (q) (x) = δZ 2 (x)I(Z 2 (x) > χ). The spike-and-slab truncation is imposed on the sample paths ofZ 2 not on the prior distribution for the spectral coefficients. By replacing small values ofZ 2 by zero, the model puts positive probability on the boundary of the restriction space. We treat χ as an unknown parameter. Its prior distribution is truncated normal on the non-negative numbers: where the prior and posterior probability of 0 depends on x: π 0 (x) = E I Z 2 (x) < χ , and π n (x) = E I Z 2 (x) < χ |Y 1 , ..., Y n .
Plotting π n versus x provides information about the domain of f that is on the boundary.
The integrals of Z 2 no longer have analytical expressions, and we use numerical integration: the trapezoid rule on a very fine grid. When we need to distinguish among the Statistica Sinica: Preprint doi:10.5705/ss.202015.0096 models, we call the models in Sections 3.1 and 3.2 by "Gamma Prior," and the models of Section 3.3 by "Spike-and-Slab Prior." Based on our experience, the MCMC for the Spike-and-Slab Prior does not mix as well as the Gamma Prior.
The MCMC algorithm for both the Gamma and Spike-and-Slab Priors is presented in the online appendix. They use an adaptive Metropolis procedure (Haario et al. (2001) and Atchadé and Rosenthal (2005) ), that improves the mixing and convergence compared to random walk Metropolis. This section examines the empirical analysis of shape-restricted BSAR based on simulation studies and two applications. Our software implementations of BSAR are written in GAUSS and R. Both are available from the authors upon request. We are developing a user-friendly R package for BSAR, and a preliminary version of R package is available from http://statlab2.korea.ac.kr/software/bsar. Table 4 .2 gives the abbreviations for the different methods. http:/www.stat.colostate.edu/ meyer/bayescode.htm, and R package bisoreg is used for BBPM. We generated 50 data sets using low and high information conditions. The low information condition had 50 observations and 30 basis functions, and the high information condition had 200 observations and 50 basis functions. The focal performance metric is the RMISE between the true β 0 + f and its posterior mean. We simulated data from five functions: Linear and Sinusoid are monotone. Exponential (Expo) and the sum of four cosines (QuadCos) are monotone and convex. Logarithm (LogX) is monotone and concave. The online appendix gives the models. BSARMC sets α = 0 to focus attention on the spectral representation. To test the estimating of upside-down U-shaped functions and their maxima, we con- The maximizer ω of f is 2. The online appendix continues the simulation study to demonstrate BSARS and the Spike-and-Slab Prior. The simulation studies confirm that BASRS accurately estimates the inflection point of S-shaped functions. The simulation for the Spike-and-Slab Prior uses a test function that is on the boundary of the constraint space in two regions of its support. The fit statistics favor the Spike-and-Slab Prior over the Gamma Prior in this case. Please refer to the online appendix for more details.
Empirical Analysis of Shaped-Restricted BSAR

Simulation Studies for Curve Fitting
Statistica
Testing the adequacy of shape restrictions
We test the adequacy of shape restrictions by computing the marginal likelihoods of competing models (Jeffreys (1961) and Kass and Raftery (1995) ). Our situation differs from Bayesian model testing for variable selection or for comparing a parametric model to a nonparametric model (Lenk (1999) ). In our application the likelihood functions for the different models are the same if one treats the unknown f as a parameter. The shaperestrictions belong to the prior distribution of f , and Bayesian hypothesis testing is selecting the "best" prior distribution.
When a model incorrectly imposes a shape restriction, then the marginal likelihood for this model should suffer because the sums-of-squares error (SSE) between the observed Y and estimated regression function tends to be larger than the SSE for models with the correct restrictions or no restrictions. In the case where two or more models are consistent with the true function, the SSEs may be nearly equivalent. This case is more nuanced, and model choice is driven by at least two factors. First, constraints help the model to separate noise from signal. For example, the unrestricted model is consistent with monotone functions but may mistake noise for signal by introducing small wobbles in the estimated function. The monotone model correctly recognizes these wobbles as noise.
The SSE for the restricted model will be slightly larger than that of the unrestricted model because adding a constraint does not improve fit. However, the monotone model has less posterior uncertainty about the function, which can lead to larger LILs. Second, the prior distributions have greater influence on model choice. In the simulation study, we used the same prior parameters across the models; however, the BSARU and BSARS have additional parameters, ω and ψ. The marginal likelihood may prefer a simpler model if the reduction in uncertainty does not compensate for higher model complexity. Bold face is maximum in row.
Our simulation study considered five true models: one for each set of constraints, and used the Gamma Prior of Sections 3.1 and 3.2. Model M1 does not have a constraint and is consistent with only BSAR. Model M2 is monotone and is consistent with BSARM and BSAR. Model M3 is montone and convex and is consistent with BSARMC, BSARM, and BSAR. Model M4 is upside-down U-Shaped and is consistent with BSARU and BSAR.
Model M5 is S-Shaped and is consistent with BSARS, BSARM, and BSAR. Also, BSARU and BSARS could mimic monotonic models by sending ω towards the endpoints 0 or 1.
The online appendix gives the model specifications. The simulations had a low information condition with 50 observations and a high information condition with 200 observations. Fifty data sets were generated for each function and information condition. Table 4 .5 summaries the average LIL over the 50 data sets within each condition.
The online appendix presents more complete results with standard deviations of the LIL, the proportion of times each model had maximum LIL, and the RMISE between the true function and the posterior mean. When none of the restrictions were appropriate (M1), the LIL correctly selected BSAR: BSAR had maximum LIL for all 50 samples. Similarly, the average LIL correctly favored BSARM for M2, with choice rates of 84% and 92% on 50 and 200 observations and BSARMC for M3, with choice rates of 54% and 74% on 50 and 200 observations.
The LIL found it more challenging to identify M4 (U-shaped) and M5 (S-shaped).
With 50 observations, the LIL correctly favored BSARU for M4, and BSAR was a strong
contender. The choice rates were 64% for BSARU and 36% for BSAR. for BSARM and 18% for BSARU.
In the high-information condition the reduction in estimation error did not compensate for the extra parameters for U and S-shaped models. Because the LILs for these models are relative close to each other, it would be possible to adjust the priors to shift the results in a different direction. One could make the prior distributions equivalent by adjusting their parameters to equalize the prior information as determined by a measure such as the Kullback-Leibler information. These results do not rule out using BSARU and BSARS because they allow for the explicit estimation and inference of the extreme or the point of inflection, a challenging problem in unconstrained nonparametric models. 
Prestige of Occupations
Electricity Demand
Demand for electricity depends on its price, on economic activity, and on temperature.
Because many homes do not use heating or cooling when the ambient temperature is around 68 • Fahrenheit, temperature is often coded as the number of heating or cooling degree days relative to a reference temperature. Engle and Weiss (1986) proposed a cubic spline model for the relation between demand and temperature. We used the data in Yatchew (2003), Section 4.6.3, which consists of 288 quarterly observations in Ontario from 1971 to 1994. Yatchew (2003) found that the demand for electricity is co-integrated with gross domestic product (GDP). Consequently, he uses the log of the ratio of electricity demand to GDP as the dependent variable. A covariate W is the log price ratio of electricity to natural gas.
As W increases, demand for electricity should fall off as customers switch from electricity to natural gas. The focal, independent variable "Temperature" is the number of heating and cooling degree days relative to 68 • F. "Temperature" is positive when the average temperature is above 68 • F (more cooling days) and negative below 68 • F (more heating days). We fitted our shape-restricted models to Yatchew's data. Table 4 .6 gives the fit statistics and estimated parameters. The unrestricted model has marginally better LIL than the decreasing function models. All of the models confirm that demand decreases as the price of electricity increases relative to the price of natural gas. Posterior standard deviations are in parentheses.
Conclusion
In this paper, we considered a Bayesian method for shape-restricted functions by modeling derivatives of the functions with squared, Gaussian processes. The proposed representation expresses monotone and convex/concave restrictions as well U-shaped functions that have extrema and S-shaped functions that have inflection points. The spectral analysis of the Gaussian processes facilitates inference. We illustrated the empirical performance of the proposed model with simulations and data applications, and we compared the method to other existing methods. The simulation studies favored the proposed method, though all contenders performed well.
We also considered Spike-and-Slab Priors to estimate functions on the boundary of the constraint space and found improvements in the posterior mean at the cost of increased computations and degraded mixing of the MCMC. If the researcher's decisions do not depend on the function being exactly on the boundary, then we recommend using the Gamma Prior to improve the estimation of f . However, there are situations where testing boundary conditions are meaningful for theoretical reasons. Then the Spike-and-Slab Prior is beneficial.
We also tested the ability of Bayesian hypothesis testing to confirm restrictions and demonstrated its ability to select the correct model when the models have the sample parameter space. Least surprising, models with incorrect constraints were dominated by models with constraints that are consistent with the true function. In addition, among models with the correct constraints, Bayesian hypothesis testing tended to select the model that imposed the greatest number of correct constraints provided that the prior distributions are the same. However, when a correct constraint expands the parameter space by adding parameters, Bayesian hypothesis testing tends to select the correct model with a smaller parameter space in high-information conditions. This deficiency may be overcome by judicious selection of prior distributions; for example, adjusting the prior variances so that information measures are equal across prior distributions may handicap priors on smaller parameters spaces.
There are several issues and extensions. For theoretical aspects, we have not discussed the large sample properties of the BSAR except for posterior consistency but believe that other asymptotic properties such as posterior convergence rates and Bernstein-von Mises theorem for the BSAR could also be established by verifying general sufficient conditions (see, e.g. Ghosal and van der Vaart (2007) ). One challenging part would be in dealing with the function space under shape restriction and the non-normality as well as nonorthogonality due to the squared Gaussian process in our characterization. For methodological developments, we could extend the proposed BSAR to cases with multivariate predictors and non-Gaussian errors function for instance. For multivariate predictors, other basis functions, such as radial basis function or Gaussian kernel function (e.g. Konishi et al. (2004) and Chakraborty et al. (2012) ), may be more suitable than cosine basis functions. For the non-Gaussian error distribution, and more generally the unobserved errors from an unknown distribution function, we can consider Bayesian quantile regression (e.g. Koenker (2005) and Yue and Rue (2011) ) with shape-restriction and the shape-restricted regression with unknown error distribution by using a Dirichlet process mixture of normals (e.g., Chib and Greenberg (2010) ) as well as the shape-restricted density regression (Wang and Dunson (2011) ). Furthermore, the proposed method can certainly be used in practical applications such as dose-response functions, utility functions, or risk aversion modeling, of which in theory the shape restriction needs to be incorporated for estimation.
Supplementary Materials
Supplementary materials available at Statistica Sinica online contains technical details on the equations for the integrated, mean-centered, cosine basis, the MCMC algorithms, the proofs of Theorems 1-3, additional information about the simulation studies, and sim-ulations for BSARS and Spike-and-Slab priors.
