Strong ground-motion databases used to develop ground-motion prediction equations (GMPEs) and calibrate stochastic simulation models generally include relatively few recordings on what can be considered as engineering rock or hard rock. Ground-motion predictions for such sites are therefore susceptible to uncertainty and bias, which can then propagate into sitespecific hazard and risk estimates. In order to explore this issue we present a study investigating the prediction of ground motion at rock sites in Japan, where a wide range of recording-site types (from soil to very hard rock) are available for analysis. We employ two approaches: empirical GMPEs and stochastic simulations. The study is undertaken in the context of the PEGASOS Refinement Project (PRP), a Senior Seismic Hazard Analysis Committee (SSHAC) Level 4 probabilistic seismic hazard analysis of Swiss nuclear power plants, commissioned by swissnuclear and running from 2008 to 2013. In order to reduce the impact of site-to-site variability and expand the available data set for rock and hard-rock sites we adjusted Japanese ground-motion data (recorded at sites with 110 m s −1 < Vs 30 < 2100 m s −1 ) to a common hard-rock reference. This was done through deconvolution of: (i) empirically derived amplification functions and (ii) the theoretical 1-D SH amplification between the bedrock and surface. Initial comparison of a Japanese GMPE's predictions with data recorded at rock and hard-rock sites showed systematic overestimation of ground motion. A further investigation of five global GMPEs' prediction residuals as a function of quarter-wavelength velocity showed that they all presented systematic misfit trends, leading to overestimation of median ground motions at rock and hard-rock sites in Japan. In an alternative approach, a stochastic simulation method was tested, allowing the direct incorporation of site-specific Fourier amplification information in forward simulations. We use an adjusted version of the model developed for Switzerland during the PRP. The median simulation prediction at true rock and hard-rock sites (Vs 30 > 800 m s −1 ) was found to be comparable (within expected levels of epistemic uncertainty) to predictions using an empirical GMPE, with reduced residual misfit. As expected, due to including site-specific information in the simulations, the reduction in misfit could be isolated to a reduction in the site-related within-event uncertainty. The results of this study support the use of finite or pseudo-finite fault stochastic simulation methods in estimating strong ground motions in regions of weak and moderate seismicity, such as central and northern Europe. Furthermore, it indicates that weak-motion data has the potential to allow estimation of betweenand within-site variability in ground motion, which is a critical issue in site-specific seismic hazard analysis, particularly for safety critical structures.
; ZETAL06 (Zhao et al. 2006) ; AS08 (Abrahamson & Silva 2008) ; CY08 (Chiou & Youngs 2008) ; BSSA14 (Boore et al. 2014) ; CY14 (Chiou & Youngs 2014) .
I N T RO D U C T I O N
The estimation of expected ground motion for scenario earthquakes in seismic hazard studies is typically performed using ground-motion prediction equations (GMPEs), which are based on empirical strong ground-motion data (Douglas & Edwards 2016 ). For example, the Next Generation Attenuation (NGA) West-1 and -2 data sets Ancheta et al. 2014 ) and associated models (e.g. Abrahamson et al. 2008) ; the European and Middle-East data sets, such as RESORCE (Akkar et al. 2014 ) and associated models (Douglas et al. 2014) ; and other global and regional models (e.g. Bindi et al. 2011; Laurendeau et al. 2013; Cauzzi et al. 2015; Drouet & Cotton 2015) . Users provide a number of descriptive parameters of an earthquake scenario to obtain the expected ground motion and its uncertainty in terms of the peak response of a damped singledegree-of-freedom oscillator. This approach is appropriate when target scenarios are within the data-space used for the derivation of the model. Limitations arise, however, as with any inverse-problem, when we wish to apply the models in parameter-space that is poorly represented by the original data set. GMPEs are the least robust at the edge of their model space due to a lack of data (e.g. Zhao & Lu 2011) , which leads to potential model bias, driven partly by available data, and partly modelling decisions. For instance, results in datapoor model space may be driven by choices of model form (e.g. Vs 30 based amplification, near source saturation or magnitude scaling) or simulations. Ground-motion amplification predicted by GMPEs is therefore potentially not robust for less-commonly occurring site types such as those with very soft (nonlinear) soils, or hard rock. An example can be observed by comparing amplification predicted by different GMPEs at Vs 30 values of 800, 500 and 250 m s −1 with respect to the same GMPEs' predictions at a reference rock-site (Vs 30 = 1350 m s −1 ) (Fig. 1) . Differences in amplification between six selected models, even between those using the same NGA data set [Chiou & Youngs (2008) and Abrahamson & Silva (2008) ] reach up to a factor of four. This is consistent with the observations of Poggi et al. (2017) , who found that GMPEs were not able to accurately represent site amplification, although recent NGA-West2 models (e.g. Boore et al. 2014; Chiou & Youngs 2014) appear to provide more consistent results (Fig. 1) . As a result of this nonuniqueness a significant limitation arises when we wish to adjust GMPEs for target-specific site characteristics, such as in the case of a site-specific hazard study (e.g. for a nuclear power facility or hydroelectric dam) or when developing regional hazard maps referenced to a local velocity profile.
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S I T E S P E C I F I C G RO U N D M O T I O N I N C U R R E N T P R A C T I C E
For single-site hazard analyses ground motion is typically predicted at a reference rock or hard rock [e.g. bedrock or reference rock model (Boore & Joyner 1997; Poggi et al. 2011; Hashash et al. 2014) ]. Subsequent site-specific anelastic amplification is then applied to obtain the ground motion and related hazard at the surface. In this way, site amplification is effectively decoupled from the prediction allowing more thorough consideration of a site's response to ground motion, including factors such as resonance, nonlinearity and uncertainties. High Vs ground-motion predictions are, therefore, critical in modern PSHA. Ideally a high Vs reference should be chosen (i.e. below which can be assumed a half-space), however as discussed previously, observations at sites with increasingly high shear-wave velocities are relatively sparse, particularly for larger near-field events-GMPEs therefore rely on extrapolation outside the well-sampled data-space. This may lead to predictions that are not robust or potentially biased.
In order to overcome the high-Vs limitation, GMPEs may be used to predict ground motions at sites where they are considered robust (e.g. on stiff soil, 500 < Vs 30 < 800 m s −1 sites; known as the host) with a subsequent physically based adjustment (accounting for uncertainties) to convert to a target hard-rock site (e.g. Renault 2014; Edwards et al. 2016) . A limitation of GMPE adjustment, however, is that they must first be converted to equivalent Fourier models. To achieve this, minimum misfit Fourier Acceleration spectrum (FAS) based models (Campbell 2003; Scherbaum et al. 2006) or response spectra consistent FAS (Al Atik et al. 2014) can be calculated. Due to the simplified basis of empirical response spectra based models, any physically-based adjustment (e.g. for different site amplification) is inherently complicated. The adjustment approaches are highly nonunique and nonlinear, not least due to the fact that a significant amount of short-period ground-motion information is irretrievable from response spectra upon which GMPEs are based (Kottke & Rathje 2008; Bora et al. 2016) .
Instead of relying on empirical models, an alternative approach to ground-motion prediction is to use models based directly on Fourier Acceleration Spectra (FAS) and shaking-duration. These models relate the FAS and duration of shaking through stochastic simulation (Boore 2003; Motazedian & Atkinson 2005) or random-vibration theory (RVT; Atkinson & Boore 2006; Drouet & Cotton 2015; Bommer et al. 2017) . Such models are calibrated based on physical properties of earthquake source processes, attenuation, and site amplification. These phenomena are typically modelled or measured from recordings of earthquakes in the target region (e.g. Edwards et al. 2008; Drouet et al. 2011; Bommer et al. 2016) . The advantage of this is that the resulting ground-motion prediction is based on data from the study region, and should therefore include any associated features of source physics, wave propagation and site-specific effects.
FAS based models (e.g. stochastic simulation models) are implicitly easier to adjust than empirical GMPEs (Bora et al. 2013) and can be linked to physical processes (Baltay et al. 2017) . For instance, FAS can easily be adjusted to a specific site using Vs and density profiles and associated anelastic amplification . Epistemic uncertainty may also be easier to quantify, since physically interpretable parametric variability (e.g. stress-drop, attenuation and site amplification) can be given as distributions rather than a unique value. On the other hand, with simulation approaches we still rely on assumptions and broad simplifications in order to extend the predictions to earthquakes of engineering interest, albeit with scope for physical reasoning behind the extrapolation.
In the following sections we present the results of a study exploring the prediction of ground motion at rock sites which was carried in light of the difficulties observed adjusting empirical GMPEs during the PEGASOS Refinement Project (PRP; Renault 2014) . We test the performance of different empirical (GMPE) and stochastic simulation approaches used in the project in order to predict strong ground motion at instrumented sites in Japan. GMPE model choice was primarily based on models used in the PRP. However, in order to broaden the applicability of the results we have extended the analysis to an additional NGA-West2 GMPE. We test the ability of the methods to predict ground motion at reference rock or bedrock velocities. In both cases, we predict ground motion over the complete database of recordings, including soil and soft-soil sites. We then make a subselection of sites based on either Vs 30 or amplification behaviour in order to assess the performance at rock sites. We finally adjust the Swiss FAS based (stochastic simulation) model developed for the PRP, in order to predict ground motion in Japan, and test the predictions against the same data set.
G RO U N D -M O T I O N DATA S E T
We use data from surface accelerometers of the Japanese free-field strong motion network KiK-Net (Aoi et al. 2004) . Each station of the network has a corresponding shear-wave velocity profile down to the depth of a co-located borehole accelerometer and highgain seismometer (100-200 m, depending on site). The shear-wave velocity profiles are based on PS logging and are provided by the NIED (www.kyoshin.bosai.go.jp). The downhole instruments are not used in this study. All events used are crustal earthquakes (depth less than 25 km) and have magnitudes M > 5. The time-series data are initially checked using a signal-to-noise ratio (SNR) analysis. Using this information, the time-series are padded and band-pass filtered [6-pole acausal butterworth, (Boore 2005) ] in order to retain the signal over a continuous bandwidth with SNR greater than 3. The resulting traces are then used to compute the 5 per cent damped pseudo-spectral acceleration (PSA) response spectra following the method of Nigam & Jennings (1969) . We only analyse response spectra at periods less than 0.8T max to avoid the effect of the longperiod cut-off filter, where T max is the corner-period of the filter (Akkar & Bommer 2006) . As a result of the shape of earthquake source acceleration spectra for moderate-to-large events and the effect of attenuation, periods of the response spectrum greater than the short-period cut-off filter are still useful due to the sensitivity of high-frequency oscillators to lower-frequency ground motion (Douglas & Boore 2011) . The range of valid periods therefore spans PGA to 0.8T max .
The frequency range of waveform FAS with acceptable SNR, and magnitude and distance coverage of the database is shown in Fig. 2 . Minimum frequencies of lower than 0.1 Hz are typical, while upper Fourier spectral frequencies are available to 30 Hz [this maximum frequency is defined by a low-pass filter applied to the data by the Japanese National Research Institute for Earth Science and Disaster Prevention, NEID (Aoi et al. 2004) ]. As expected, due to the lower damping (κ 0 ), the recordings at rock and hard-rock sites (Vs 30 > 800 m s −1 ) exhibit a significantly higher proportion of high-frequency motions above the noise level. The maximum event magnitude in our database was M W = 7.4 (although only sparsely recorded at rock sites). A fairly uniform distribution of distance and depth for events with magnitudes in the range 5.3 < M < 7 is available. Unfortunately, however, rock site recordings were not available for the largest event at distances less than 200 km. We note here that while the band-limited Ground-motion prediction at rock sites in Japan distance: the area where it is possible the surface projection of the fault strike exists. recordings (f < 30 Hz) could theoretically prevent the observation of very high-frequency PSA amplification effects, this would only be apparent for very near-field recordings due to the effect of Q and kappa and the sensitivity of PSA to different oscillator periods (Bora et al. 2016) .
Since fault-orientation and distance-metrics were not available for all events, we estimated all distances in terms of (a) a lowerbound (R 
where L is the fault length and H is source depth, assuming a strike-slip mechanism and the relations of Wells & Coppersmith (1994) , and R h is the hypocentral distance. The upper bound is equivalent to the epicentral distance. For the lower bound we define an estimate of the surface projection of the fault (where R J B = 0). This is equivalent to rotating the fault strike through 360
• around the epicentre to draw a circle with diameter equal to the length of the fault (Fig. 3) . We average predictions over a range of source-receiver paths (−90 • , −45
• and 90 • ) to account for unknown strikes (Fig. 3) .
Depth to the top of the fault was approximated as:
with W the fault width for a strike slip event (with dip 79
• ) for a given magnitude from Wells & Coppersmith (1994) . Finally, the rupture distance was estimated using
with superscripts 'lower' or 'upper' signifying the use of the corresponding R J B estimate. We compare the recordings using the relevant site-class predictions (based on Vs 30 ) for strike-slip events. All predictions are made at the relevant R lower and R upper distance measures (with metric dependent on the GMPE), with the range of predictions shown in Fig. 4 . Within these limits the possible distribution of the converted distances can be described by a Gamma distribution (Scherbaum et al. 2004) , which itself can be approximated by a log-normal distribution. Since we plot the residual misfit on log axes, we therefore assume that the mean estimate lies half way between the predictions for the upper and lower distance measures.
G M P E P R E D I C T I O N S
In an initial analysis we compare 5 per cent damped pseudo-spectral acceleration spectra data from all site types with predictions from the GMPE of Zhao et al. (2006, hereinafter ZETAL06) . ZETAL06 is based on Japanese data and has been implemented in various world-wide hazard studies [e.g. Seismic Harmonization in Europe (SHARE, Delavaud et al. 2012a) , PEGASOS Refinement Project (PRP, Renault 2014), Global Earthquake Model (GEM; Pagani et al. 2014) ]. Of the available PRP models, this was therefore considered as most applicable to our Japanese data set. In the ZETAL06 model, site class was defined based on the observed resonance frequency at the site, as defined by (Molas & Yamazaki 1995) : with rock sites exhibiting fundamental resonance at T < 0.2 s; stiff-soil sites at 0.2 s ≤ T < 0.4 s; medium-soil at 0.4 s ≤ T < 0.6 s; and soft-soil at T ≥ 0.6 s. Equivalent definitions according to Vs 30 were also 'calculated from site period' (Zhao et al. 2006) rock' with Vs 30 > 1100 m s −1 . The latter definitions, using Vs 30 , are more commonly applied, since fundamental periods are often not easily available. The GMPE predictions for our data set are made at the lower and upper bound of R rup for a strike-slip fault. Vs 30 is used to define the relevant site class for use directly in the GMPE. The complete misfit (data/GMPE) is shown in Fig. 4 . Note that we do not present a global misfit measure (such as LLH (Scherbaum et al. 2009 )) as we aim to focus on the detail of the model's residual misfit behaviour, rather than assessing the overall fit.
In an alternative approach to assess the performance of the GMPE, the data are corrected for amplification effects (the specific elastic 1-D SH amplification calculated from the site's Vs and density profile), which is compared with a representative 'hard-rock' prediction by the GMPE (Fig. 5 ). In this case, the misfit is also presented in terms of intra-(within-) and inter-(between-) event terms, which avoids bias due to events with numerous recordings.
Generally, the median prediction (representing the average over all site types) of ZETAL06 performs satisfactorily over the range of spectral ordinates PGA -0.5 Hz, with the model prediction lying within one standard deviation of the data distribution, and exhibiting no strong bias in magnitude. Systematic biases exist however. At lower frequencies e.g. (0.5 and 1 Hz), the model tends to overpredict (by greater than 50 per cent) the average ground motion over all events. However, looking at the residuals split into interand intra-event terms (Fig. 5) , we can see that this may be due to the fact that some events (which are overpredicted) contribute more data than others. ZETAL06 also seems to attenuate somewhat less strongly than the data indicates at higher frequencies (f > 5 Hz) and distances greater than 100 km, a feature that is present both in total- (Fig. 4) and intra-event residuals (Fig. 5) . We note that the GMPE was developed using data recorded at distances up to 300 km, so should be valid in this range. The standard deviation of residual misfit between our data set and the ZETAL06 model (σ T ) is generally higher than published for the original model (e.g. 18 per cent higher at PGA). This may partly be due to the lack of metadata (such as fault mechanism) for most of the events used. However, σ T we observe is consistent with that reported by Rodriguez-Marek et al. (2011) , who determined ground-motion prediction uncertainty using only KiK-Net data, as in this study (as opposed to the mixture of KiK-Net, K-Net and other network data in the ZETAL06 data set).
Rock and hard-rock ground motion
Following the initial analysis of data from all site types, we next make two subselections of the full waveform data set to limit recordings to those representative of (i) rock and hard-rock sites and (ii) sites lacking significant resonance effects. For rock and hard-rock sites, 44 sites with Vs 30 > 800 m s −1 [Eurocode-8 Class A, (CEN 2004) ] are selected. The intra-event residual misfit when compared to ZETAL06 predictions is presented in Fig. 6 (a) and As Fig. 4 , but for data (R rup < 200 km) at all sites, with data corrected in the Fourier domain to the bedrock using site-specific elastic 1-D SH amplification (all GMPE predictions in this case are made using ZETAL06's 'hard-rock' site class). Left: intra-event residuals; right inter-event residuals.
shows overestimation at low-frequency (1 and 3 Hz) and a distance trend at higher frequencies (≥5 Hz). PGA is fitted well 'on average' (the mean misfit data/GMPE is close to unity), but shows a systematic distance trend beyond around 100 km.
In order to account for potential bias due to varying levels of amplification at different sites we then corrected the data for sitespecific empirical anelastic site amplification derived using the procedure detailed in . All recorded spectra were therefore effectively corrected to a common Japanese hard-rock velocity profile with Vs 30 = 1350 m s −1 (Fig. 6b ). The average Fourier amplification (site/reference) at some sites is significant, peaking at factors of up to 10 or more at 10-12 Hz. The high levels of amplification are supported by similar values in the surface/borehole spectral ratios computed over the significant duration of shaking. Based on the high resonance frequency this is likely due to a layer of low-velocity weathered material at the surface. After the correction for local amplification effects we observe that the misfit trend with distance in the original PGA data (as seen in Fig. 6a , bottom) is reduced (Fig. 6b, bottom ) and may therefore have been an artefact of site-specific amplification. However, the general misfit trends observe in the uncorrected data remain.
Since the correction to the common reference profile involves some interpretation as discussed in Michel et al. (2014) and in Poggi et al. (2011 Poggi et al. ( , 2013 , it is possible that bias may lie in the amplification correction, and not the GMPE. To address this we also make use of the theoretical 1-D elastic SH amplification functions corresponding to site-specific velocity profiles provided by the Japanese National Research Institute for Earth Science and Disaster Prevention (NIED). Correcting the recorded spectra by the SH amplification corresponds to removing the 1-D elastic response of the upper 100-200 m, generally correcting the data to a reference bedrock level, albeit without common velocity. As shown in Fig. 6 (c), this leads to a similar result as using the empirical amplification with larger overall scatter of misfit.
Site selection based on fundamental period
A second subselection of sites was made by taking 59 sites determined by Poggi et al. (2013) to show no significant resonance peaks through visual inspection of theoretical 1-D SH amplification and horizontal to vertical (H/V) spectral ratios. A lack of peaks in H/V ratios is due to either being on competent un-weathered rock, or sites with smoothly increasing velocity, lacking any strong velocity contrasts at depth. Despite a larger range of Vs 30 within this selection, it is more consistent with how Zhao et al. (2006) defined the site classes, based on geological conditions and the fundamental frequency of resonance (despite also providing a corresponding Vs 30 range which is more commonly used). We nevertheless adopt the site-class term for the GMPE from the site's Vs 30 -since lack of resonance alone does not necessarily indicate a lack of amplification. For this selection the GMPE performs better against the original data across the frequency range, albeit with systematic trends in the residual misfit with distance (Fig. 7a) . After correcting the data to the reference profile with Vs 30 = 1350 m s −1 (Fig. 7b) or SH amplification to the local bedrock (Fig. 7c) , and using the hard-rock GMPE predictions rather than the Vs 30 specific predictions (as per Initial analyses showed that the GMPE ZETAL06 provides reasonable overall predictions of the ground motions recorded over all surface stations of the KiK-Net accelerograph network (Figs 4 and 5). However, systematic trends are apparent, particularly when making subselections of sites based either on Vs 30 (Fig. 6 ) or on fundamental period (Fig. 7) . The residual behaviour is consistent whether using the GMPE Vs 30 based prediction directly, or correcting data to a common reference rock through deconvolution of empirical or 1-D SH amplification and using the hard-rock class for the GMPE prediction. Importantly for this study, ZETAL06 tends to systematically overpredict motions on KiK-Net rock sites (Vs 30 > 800 m s −1 ) (Fig. 6 ). On the other hand, underprediction tends to be observed at short to moderate distances (<∼50 km) where sites exhibit limited, or no, resonance effects (Fig. 7) . The reason behind the under-and overprediction of specific subclasses is not entirely clear. However, it may be due in part to a difference in 'characteristic site' for the KiK-Net data we are using. KiK-Net sites are duel borehole-surface installations, with the aim of the borehole being to reach the engineering bedrock within ∼100-200 m depth (Aoi et al. 2004 ). There are several deeper boreholes, but the majority (∼88 per cent) are drilled to depths of less than 300 m and 94 per cent are drilled to depths of 500 m or less. Based on this, we assume the sites are less likely to be located on deep (∼km) sedimentary basins. Resonance phenomena will therefore begin, on average, at higher frequencies on the KiK-Net sites (data used in this study) due to shallower average bedrock depths. This could explain the overprediction of ZETAL06 with respect to the low-to moderate-period KiK-Net data (Fig. 6) . It is, however, not clear why at short distances the GMPE tends to underpredict ground motions for sites lacking resonance, where the opposite would be more intuitive. Nevertheless, this analysis shows that if properly accounting for site-specific amplification effects, the intra-event variability of ground motion has significant potential for reduction-this must, however, be accommodated by improvements in the predictive power of GMPEs or the way in which they are used.
GMPE misfit as a function of quarter wavelength velocity
A limitation of the GMPE of Zhao et al. (2006) is that it did not include a continuous site-specific predictor variable (e.g. Vs 30 ). An implicit assumption is therefore that all sites within a given class amplify the ground motion similarly. GMPEs from other authors may be difficult to implement in Japan, since the level of attenuation is relatively strong (Zhao et al. 2006 ). This will lead to biased residuals, which vary as a function of the data's distance distribution. However, assuming that the distance distribution is not correlated with the residuals, we may still look for trends in other parameters after simple corrections are applied (e.g. by increasing the rate of decay with distance).
In order to systematically investigate the dependence of the GMPE predictions on unaccounted site effects, we therefore test their predictions in relation to the sites' quarter-wavelength shear-wave velocities Vs QWL (Joyner et al. 1981 ) using five empirical GMPEs. Vs QWL , like Vs 30 , represents the time-travel average velocity of a given thickness below the surface. However, it extends the idea of Vs 30 by considering the sensitivity of given frequencies of ground motion to profile depth. Vs QWL is recursively related to depth as a function of frequency -lower frequencies average over greater depths (z):
In fact, Vs 30 is a discrete sample of the quarter wavelengthfrequency-depth distribution for a site . The advantage of using the quarter-wavelength average velocity is its frequency dependence: we add a significant degree of information regarding the amplification potential of a site. For example, Joyner et al. (1981) used Vs QWL to estimate site amplification, while Edwards et al. (2011) and Poggi et al. (2012) showed how the horizontal-to-vertical ratio of ground motion at a site can be modelled as a function of Vs QWL . Vs QWL also allows us to investigate hard-rock sites to a greater potential. There are 32 recording sites (less than 5 per cent) with Vs 30 > 1000 m s −1 and only 10 with Vs 30 > 1200 m s −1 in the KiKNet database used, making exhaustive analysis difficult. However, we can nevertheless look at specific frequencies, where we know that the corresponding Vs QWL at a given site is greater than, for example, 1000 m s −1 . This is because lower frequency motions are insensitive to shallow low velocity layers: therefore the effective velocity profile 'sampled' by a T = 2 s wave, is different to that of a T = 0.1 s wave. We can therefore add a significant number of sites (albeit within a restricted frequency band) to the analysis where, for instance, Vs 30 is decreased due to a thin upper lowvelocity layer of a few metres. In such cases, whilst amplification is expected, it is only at high frequency: the Vs QWL highlights this by assigning appropriately high average velocities (corresponding to deep penetration depths) to low frequency ground motion. Clearly, this is most applicable to longer periods, such as 0.5-2 s, where the sampling depths for Vs QWL extend to the order 100 m. In this analysis, we use only the original response spectra (uncorrected for site effects). The GMPE prediction is made according to the corresponding site's class or Vs 30 value. First, residual misfit against magnitude, distance, Vs 30 and Vs QWL was calculated for two GMPEs using site-class as input: Zhao et al. (2006) (at distances to 300 km) and Akkar & Bommer (2010) (at distances to 100 km). Naturally the Japanese model of Zhao et al. (2006) performed better overall when looking at the magnitude and distance residuals. However, both models show systematic residual trends with distance and magnitude (as already observed for ZETAL06 in Fig. 4 ). Since we are interested in the performance of the GMPEs relative to the site component of prediction, we therefore make an initial adjustment of the GMPEs by modifying the coefficients related to (i) overall spectral amplitude, (ii) distance dependence. This is achieved by fitting the following functional term to the misfit, where Y R /Y GMPE is the ratio of the corrected prediction (Y R ) and original GMPE prediction (Y GMPE ) (Fig. 8 ) Whether with or without the distance correction, a trend in the residuals of both ZETAL06 and AB10 versus Vs QWL is apparent (Figs 9 and 10 Zhao et al. (2006) and Akkar & Bommer (2010) will overpredict ground motion at hard-rock sites. We note that for both models, the trend with Vs 30 disappears for short periods (0.1 s and lower), which correspond to quarter-wavelength depths of the upper tens of metres: typical depths over which to base geotechnical site classification.
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We next tested three further models (two used in the PEGA-SOS Refinement Project) that used Vs 30 directly as a predictor variable: Chiou & Youngs (2008) distances to 300 km; Fig. 13 ). Due to the incorrect attenuation (for Japan) in CY08 and AS08, we again initially noted a systematic offset of the residuals with data set average overprediction typical at all frequencies, in addition to a distance trend. Since the models were not developed using a significant amount of Japanese data this is not surprising and highlights the effect of regional variation in attenuation. Indeed, in the NGA-West2 GMPEs, such as the model of Boore et al. (2014) used here, a term is now included to account for this high rate of decay. All GMPEs apart from BSSA14 are therefore again corrected for a simple distance dependency (eq. 6, Fig. 8 ) before calculating the residuals shown in Figs 11 and 12. BSSA14 was used with the Japan-specific predictions enabled. We note that the residual misfit trend with Vs 30 is somewhat reduced for these models. For Vs QWL , however, a trend remains for moderate periods (1-0.3 s). As for the site class models, for short periods (0.1 s and less), corresponding to quarter-wavelength depths of tens of metres, we observe negligible trends with Vs 30 or Vs QWL . A summary of the trends in residual misfit versus quarterwavelength velocity are given in Fig. 14 . It is clear that the form of the misfit is consistent between each GMPE (despite their difference functional forms), therefore an average adjustment factor is proposed such that (Table 1) :
where Y site /Y GMPE is the ratio of the site corrected prediction (Y site ) and original GMPE prediction (Y GMPE ). Y are values of PSA. This adjustment, which adds a dependency of V QWL s , in addition to Vs 30 can be used to tailor site-specific GMPE predictions, when the full Vs profile is known. The correction appears to be mostly period independent, such that a single correction can be applied across the period range (2-0.3 s). At shorter periods (0.1 s) we observed that there was limited residual trend: therefore the correction should not be applied here and may transition between periods of 0.3 s (eq. 7) and 0.1 s (no correction).
Stochastic simulations
Analysis of ground-motion residuals using GMPEs developed for both Japan and elsewhere have indicated that for subselections of rock and hard-rock sites (or high Vs QWL ), the selected GMPEs tend to overpredict ground motion. In order to account for sitespecific amplification effects in ground-motion prediction across broad range of periods relevant to engineering, stochastic simulation is a popular choice (Campbell 2003) . For each recording in our database, we therefore simulated the expected 5 per cent damped PSA spectrum using the code SMSIM (Boore 2003 ). The input model for the simulation was based on the model of , which was developed during the PRP using Swiss instrumental data and calibrated with macroseismic data in the high-magnitude range. The model consists of a Brune (1970) description of path attenuation, and site specific attenuation for the Swiss reference rock V s profile and corresponding elastic SH amplification determined by Poggi et al. (2011) . In order to include finite fault geometric effects, the model implements the pseudofinite fault distance metric R E F F (Boore 2009 ). This takes input R J B (closest distance to the surface projection of the fault) along with fault dimensions, orientation and hypocentral depth (H ) in order to provide a metric which appropriately scales the near-source ground motion based on random hypocentre location and equal energy radiation over the fault.
We made a basic adjustment in the stochastic model for:
(i) the reference Vs profile, by implementing the corresponding amplification for a hard-rock Japanese reference velocity model , as used as the target for the previous empirical analyses;
(ii) the crustal geometrical attenuation model 1/R 1.29 consistent with frequency independent Q ;
(iii) the stress-parameter: 3, 6, 9 and 12 MPa.
The input site terms were taken from either (a) empirical average anelastic Fourier amplification (Fig. 15) , or (ii) from 1-D SH anelastic amplification (Fig. 16) . A 9 MPa model was found to lead to the best fit, which is higher than that used in Switzerland (6.3 MPa), but close to the value of around 10 MPa found for European and Middle East earthquakes . When using the empirical amplification input the model shows an overprediction at low frequency (e.g. 1 Hz) and M < 6.25 but the distance trend in the residuals is less significant than when using ZETAL06. When using the 1-D SH amplification input the model predicts the ground motions well across the range of analysed frequencies, although tends to underpredict for M > 6.5. At distances greater than 100 km, the model shows evidence of not accounting for a frequency dependent attenuation, with too strong attenuation at long-period, and too weak attenuation at short periods. We note that since this is not a regionally derived model, but rather a Swiss-based model adjusted to Japanese ground motions, we do not focus on the detailed behaviour of the residuals. For example, a three-segment geometrical decay model and frequency-dependent Q model should reduce the misfit further, particularly at very near and far distances.
While the stochastic simulation model is not a native model, having been adapted from the Swiss model with only basic modifications, we can regardless see the impact of including site-specific information relative to the GMPE of ZETAL06. Using the same data (distances less than 200 km) we compared the observed misfit in the predictions using the GMPE of Zhao et al. (2006) and the simulation approach. The uncertainty was defined by:
where Y n is the natural log of the observed ground motion and f n (X es , ) is that predicted by the model for observation n. X es is the vector of independent parameters (magnitude, distance. . . ) and is the vector of model parameters. The total sigma can be split into between-and within-event terms, τ and φ respectively. If they are uncorrelated, then:
with φ given by
φ SS represents the single-site within-event variability, while φ S2S is the site to site variability (Fig. 17) .
Hard-rock ground motion: simulation
The previous analysis showed that the simulation based approach provided significantly reduced within-event component over the complete data set. This was possible due to being able to use all available information known about the sites (i.e. site specific amplification and attenuation). We finally take the same rock and hardrock site data set (corrected to the bedrock using the empirical anelastic amplification) with Vs 30 > 800 m s −1 (as Fig. 6 for ZE-TAL06) and compare the RVT simulation predictions in terms of the intra-event residuals (calculated over the whole data set) with those from ZETAL06 (Fig. 18) .
The performance of both the RVT simulation model and ZE-TAL06 for this hard-rock data set is similar, with median predictions falling within the one-sigma range of the data distribution. There is systematic overprediction of low frequency (1.0 Hz) data, which reduces at 3.0 Hz. The performance is similar across the range of periods. The fact that the intra-event variability for the rock sites is similar for both RVT simulation and GMPEs indicates that the benefit of including site-specific amplification comes when looking at soil sites. However, the simulations have the advantage of a clearly defined rock reference on which to base any further adjustment.
D I S C U S S I O N A N D C O N C L U S I O N S
Empirical based GMPEs are a useful tool for describing and predicting ground motion for typical scenarios. However, in current seismic hazard analyses, state-of-the-art approaches aim to decouple bedrock and near-surface ground-motion prediction. The prediction of bedrock level ground motion presents a significant challenge for empirical approaches, where limited recordings at hard rock mean that models are at best not robust, and may show significant misfit bias. One solution to fill this data-gap is the introduction of simulation data into GMPEs, or even totally simulation based approaches.
Epistemic uncertainty is accounted for in seismic hazard analyses through the logic-tree approach (McGuire 2008) . Several GMPEs are typically tested and applied (e.g. Delavaud et al. 2012b) , with each using different predictor variables, model form or background data sets. Hazard is then computed based on subsequent weighting 778 B. Edwards and D. Fäh of branches of the logic tree, which should reflect an expert's (or an expert panel's) degree of belief and appropriately cover the epistemic uncertainty. However, while such approaches are considered best-practice (Bommer & Scherbaum 2008) , it remains difficult to assess if the entire range of epistemic uncertainty is appropriate. While empirical GMPEs provide a user-friendly tool for seismic hazard analysis, the difficulty to associate them to physical processes means that epistemic uncertainty and host-target adjustments are difficult to quantify. In particular, Vs 30 as a reference is inadequate because it is not directly related to frequency dependent wave propagation, and does not account for characteristic velocity profiles in a particular region. We initially assessed the performance of a Japanese GMPE (ZETAL06) by comparing its predictions to our data set. The GMPE was based on data from strong-motion networks K-Net and KiKNet. Systematic deviations in residual misfit behaviour were observed. An explanation for the possible different amplification behaviour at K-Net (included in ZETAL06) and KiK-Net (in both ZETAL06 and used here) sites is possible if we consider the situation of the different networks. The KiK-Net sites are free-field surface accelerometers co-located with borehole instrumentation (an accelerometer and high-sensitivity short-period seismometer). The location of KiK-Net sites is typically where the bedrock is relatively shallow (often within 100-200 m)-such that the co-located borehole instrumentation reaches the bedrock. KiK-Net sites therefore represent a subset of the possible site types in Japan. They are not (on average) representative of deep sedimentary basins, which tend to induce amplification and resonance at low frequencies (e.g. 0.5-1 Hz)-and which are instrumented by K-Net. This may partially explain the misfit between the KiK-Net data and ZETAL06 predictions at low frequency (Fig. 4) . The differences shown here highlight the fact that GMPEs are simplifications of complex phenomena. In terms of Vs 30 , a variety of site responses are possible, with the GMPE ideally predicting the average response at a given Vs 30 , or within a range of Vs 30 (site-class). If the response of subset of sites within a given site class or Vs 30 range is systematically different to the average used during the model's derivation then the GMPE's average site response will not necessarily be unbiased.
In order to extend the analysis of hard-rock sites, we used the quarter-wavelength velocity domain. By exploiting the frequencydepth sensitivity of the wave-field, we can add many long-period observations (sensitive to deeper and typically rather high average velocities). The analysis showed that trends with Vs QWL in the residual misfit of five GMPEs were present, both for class-based models: Zhao et al. (2006) and Akkar & Bommer (2010) ; and Vs 30 based GMPEs: Abrahamson & Silva (2008) , Chiou & Youngs (2008) and Boore et al. (2014) . The analysis showed that the misfit bias had minima in the quadratic trend in the range of quarterwavelength average velocity 1000-2000 m s −1 , particularly at the periods which are more sensitive to variations in the upper 100 m or so (e.g. 0.3 s). All GMPEs therefore overestimated the ground motion at high Vs QWL (Fig. 14) . At short periods, consistent with quarter-wavelength depths over which sites are classified (i.e. upper tens of metres), the models performed without misfit trends in Vs 30 or Vs QWL . Finally, we implemented a simulation based model, adapted from a Swiss pseudo finite-fault stochastic model . The changes to the simulation model were (a) the reference rock, which was the Vs 30 = 1350 m s −1 profile of ) and the corresponding near-surface attenuation; and (b) the regional attenuation model . Site-specific amplification and attenuation for the Japanese KiK-Net sites was also implemented. In the case of using theoretical 1-D SH based amplification, a better fit was found in particular at closer distances smaller than 10 km. The stress parameter was increased from 6.3 to 9 MPa.
Using the RVT simulation model, we found that the average performance was consistent with the empirical model over all sites. For the largest events, with M > 6.5, the RVT model tended to underpredict motions, suggesting that a higher stress-parameter model (or increasing with M) should be adopted. This highlights the need for appropriate epistemic uncertainty in the stress-parameter to be included in simulation models (even when relatively large earthquakes are available in the calibration database). Residual analysis for sigma showed that the within-event term, associated mainly to the site-to-site variability and within-site variability, was significantly reduced due to the simulation model utilising site-specific as opposed to a proxy-based amplification. The performance of the simulation model for the subselection of rock and hard-rock sites was comparable to the empirical approach. Evidence of frequencydependent attenuation nevertheless shows the limitation of simplified simulation approaches. Further work should be undertaken to improve stochastic based simulation models, particularly in terms of inter-event variability, however, the analysis shown here shows that in their current form they provide predictions that are consistent with empirical approaches, particularly for scenarios where limited data are available, and are easier to adjust. Finally, future empirical based approaches should pay attention to estimating epistemic uncertainty such that their limitations can be appreciated. For future applications of ground-motion models in PSHA, it is clear that region-or even path-specific wave propagation must be accounted for in order to reduce the epistemic uncertainty related to within-event variability.
The context of this study was to assess the GMPEs used in the PRP. The conclusions are therefore linked to the models used therein and also to the Japanese data used for comparison. The model applicability has been extended by analysing a more recent NGA-2 model, which showed similar behaviour and overestimation of rock-to hard-rock predictions. It may be argued that the results presented here are applicable only to Japanese data. More recent GMPEs (Boore et al. 2014; Chiou & Youngs 2014) do include a Japan-specific predictor. However, this is only related to the decay with distance and therefore does not affect our interpretation (where corrections for this attenuation effect were explicitly considered). We believe the dependence of ground-motion misfit with Vs QWL is related to the oversimplified use of Vs 30 for predicting site amplification in GMPEs. Boore et al. (2011) showed that the dependence of Vs on depth could be reasonably extrapolated from knowledge of shallow velocities in both California and Japan-which would suggest that Vs 30 is a suitable proxy for Vs X assuming a gradient model. However, deriving a GMPE based on Vs 30 risks smoothing the spectral shape of amplification at lower velocity sites into regions where data are sparse. We therefore argue for a more physically robust approach for amplification determination-which can simply be achieved through the use of Vs QWL in GMPEs. Alternatively, empirical corrections for Vs 30 based models (as derived here) can be developed to account for these effects.
Importantly, this study has shown that recent and current GMPEs (even those with region-specific parameters) do not universally predict unbiased earthquake ground motion for sites in the rock to hard-rock categories. Current practice in state-of-the art projects mitigates this effect by using GMPEs only at Vs 30 values where they are considered robust, then making physically based adjustments to correct them to a rock reference. However, this is not ideal and introduces significant epistemic uncertainty. The overestimation of ground-motion amplitudes may simply be due to artefacts of low-Vs amplification effects in the data-poor model space at high Vs. Regardless of the reason for the overestimation, it is clear that the way forward must involve the implementation of site-specific capabilities in GMPEs-for instance through the use of Vs QWL and the quarter-wavelength impedance contrast (Poggi et al. 2012) . A wealth of information is available in terms of seismological sourcepath and site effects (on which stochastic or RVT models are based) which clearly has the possibility to reduce uncertainties in GMPEs (Baltay et al. 2017 )-the focus in future years should be to integrate complementary fields of research to provide robust hybrid simulation-empirical models that make full use of the available knowledge.
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