This paper proposes a method to modify a traditional convolutional neural network (CNN) into an interpretable CNN, in order to clarify knowledge representations in high conv-layers of the CNN. In an interpretable CNN, each filter in a high conv-layer represents a specific object part. Our interpretable CNNs use the same training data as ordinary CNNs without a need for any annotations of object parts or textures for supervision. The interpretable CNN automatically assigns each filter in a high conv-layer with an object part during the learning process. We can apply our method to different types of CNNs with various structures. The explicit knowledge representation in an interpretable CNN can help people understand the logic inside a CNN, i.e. what patterns are memorized by the CNN for prediction. Experiments have shown that filters in an interpretable CNN are more semantically meaningful than those in a traditional CNN. The code is available at https: //github.com/zqs1022/interpretableCNN .
Introduction
Convolutional neural networks (CNNs) [14, 12, 7] have achieved superior performance in many visual tasks, such as object classification and detection. Besides the discrimination power, model interpretability is another crucial property for neural networks. However, the interpretability is always an Achilles' heel of CNNs, and has presented challenges for decades.
In this paper, we focus on a new problem, i.e. without any additional human supervision, can we modify a CNN to make its conv-layers obtain interpretable knowledge representations? We expect the CNN to have a certain introspection of its representations during the end-to-end learning process, so that the CNN can regularize its representations to ensure high interpretability. Our problem of improving CNN interpretability is different from conventional off-line visualization [34, 17, 24, 4, 5, 21] and diagnosis [2, 10, 18] of pre-trained CNN representations.
Bau et al. [2] defined six kinds of semantics in CNNs, i.e. objects, parts, scenes, textures, materials, and colors. In fact, we can roughly consider the first two semantics as object-part patterns with specific shapes, and summarize the last four semantics as texture patterns without clear contours. Moreover, filters in low conv-layers usually describe simple textures, whereas filters in high conv-layers are more likely to represent object parts.
Therefore, in this study, we aim to train each filter in a high conv-layer to represent an object part. Fig. 1 shows the difference between a traditional CNN and our interpretable CNN. In a traditional CNN, a high-layer filter may describe a mixture of patterns, i.e. the filter may be activated by both the head part and the leg part of a cat. Such complex representations in high conv-layers significantly decrease the network interpretability. In contrast, the filter in our interpretable CNN is activated by a certain part. In this way, we can explicitly identify which object parts are memorized by CNN filters for classification without ambiguity. The goal of this study can be summarized as follows.
• We propose to slightly revise a CNN to improve its interpretability, which can be broadly applied to CNNs with different structures.
• We do not need any annotations of object parts or textures for supervision. Instead, our method automatically pushes the representation of each filter towards an object part.
• The interpretable CNN does not change the loss function on the top layer and uses the same training samples as the original CNN.
• As an exploratory research, the design for interpretability may decrease the discrimination power a bit, but we hope to limit such a decrease within a small range.
Method: We propose a simple yet effective loss to push a filter in a specific conv-layer of a CNN towards the representation of an object part. As shown in Fig. 2 , we add the loss for the output feature map of each filter. The loss encourages a low entropy of inter-category activations and a low entropy of spatial distributions of neural activations. I.e. 1) each filter must encode a distinct object part that is exclusively contained by a single object category, and 2) the filter must be activated by a single part of the object, rather than repetitively appear on different object regions. We assume that repetitive shapes on various regions are more likely to describe low-level textures (e.g. colors and edges), instead of high-level parts. For example, the left eye and the right eye may be represented by different filters, because contexts of the two eyes are symmetric, but not the same.
The value of network interpretability: The clear semantics in high conv-layers is of great importance when we need people to trust a network's prediction. As discussed in [38] , considering dataset bias and representation bias, a high accuracy on testing images still cannot ensure a CNN to encode correct representations (e.g. a CNN may use an unreliable context-eye features-to identify the "lipstick" attribute of a face image). Therefore, human beings usually cannot fully trust a network, unless a CNN can semantically or visually explain its logic, e.g. what patterns are learned for prediction. Given an image, current studies for network diagnosis [5, 21, 18] localize image regions that contribute most to prediction outputs at the pixel level. In this study, we expect the CNN to explain its logic at the object-part level. Given an interpretable CNN, we can explicitly show the distribution of object parts that are memorized by the CNN for object classification.
Contributions: In this paper, we focus on a new task, i.e. end-to-end learning a CNN whose representations in high conv-layers are interpretable. We propose a simple yet effective method to modify different types of CNNs into interpretable CNNs without any annotations of object parts or textures for supervision. Experiments show that our approach has significantly improved the object-part interpretability of CNNs.
Related work
Our previous paper [39] provides a comprehensive survey of recent studies in exploring visual interpretability of neural networks, including 1) the visualization and diagnosis of CNN representations, 2) approaches for disentangling CNN representations into graphs or trees, 3) the learning of CNNs with disentangled and interpretable representations, and 4) middle-to-end learning based on model interpretability.
Network visualization: Visualization of filters in a C-NN is the most direct way of exploring the pattern hidden inside a neural unit. [34, 17, 24] showed the appearance that maximized the score of a given unit. up-convolutional nets [4] were used to invert CNN feature maps to images.
Pattern retrieval: Some studies go beyond passive visualization and actively retrieve certain units from CNNs for different applications. Like the extraction of mid-level features [26] from images, pattern retrieval mainly learns midlevel representations from conv-layers. Zhou et al. [40, 41] selected units from feature maps to describe "scenes". Simon et al. discovered objects from feature maps of unlabeled images [22] , and selected a certain filter to describe each semantic part in a supervised fashion [23] . Zhang et al. [36] extracted certain neural units from a filter's feature map to describe an object part in a weakly-supervised manner. They also disentangled CNN representations in an And-Or graph via active question-answering [37] . [6] used a gradient-based method to interpret visual questionanswering. [11, 31, 29, 15] selected neural units with specific meanings from CNNs for various applications.
Model diagnosis: Many statistical methods [28, 33, 1] have been proposed to analyze CNN features. The LIME method proposed by Ribeiro et al. [18] , influence functions [10] and gradient-based visualization methods [5, 21] and [13] extracted image regions that were responsible for each network output, in order to interpret network representations. These methods require people to manually check image regions accountable for the label prediction for each testing image. [9] extracted relationships between representations of various categories from a CNN. In contrast, given an interpretable CNN, people can directly identify object parts (filters) that are used for decisions during the inference procedure.
Learning a better representation: Unlike the diagnosis and/or visualization of pre-trained CNNs, some approaches are developed to learn more meaningful representations. [19] required people to label dimensions of the input that were related to each output, in order to learn a better model. Hu et al. [8] designed some logic rules for network outputs, and used these rules to regularize the learning process. Stone et al. [27] learned CNN representations with better object compositionality, and Liao et al. [16] learned compact CNN representations, but they did not make filters obtain explicit part-level or texture-level semantics. Sabour et al. [20] proposed a capsule model, which used a dynamic routing mechanism to parse the entire object into a parsing tree of capsules, and each capsule may encode a specific meaning. In this study, we invent a generic loss to regularize the representation of a filter to improve its interpretability.
We can understand the interpretable CNN from the per- spective of the information bottleneck [32] as follows. 1) Our interpretable filters selectively model the most distinct parts of each category to minimize the conditional entropy of the final classification given feature maps of a conv-layer.
2) Each filter represents a single part of an object, which maximizes the mutual information between the input image and middle-layer feature maps (i.e. "forgetting" as much irrelevant information as possible).
Algorithm
Given a target conv-layer of a CNN, we expect each filter in the conv-layer to be activated by a certain object part of a certain category, while remain inactivated on images of other categories 1 . Let I denote a set of training images, where I c ⊂ I represents the subset that belongs to category c, (c = 1, 2, . . . , C). Theoretically, we can use different types of losses to learn CNNs for multi-class classification, single-class classification (i.e. c = 1 for images of a category and c = 2 for random images), and other tasks. Fig. 2 shows the structure of our interpretable conv-layer. In the following paragraphs, we focus on the learning of a single filter f in the target conv-layer. We add a loss to the feature map x of the filter f after the ReLu operation.
During the forward propagation, given each input image I, the CNN computes a feature map x of the filter f after the ReLu operation, where x is an n×n matrix, x ij ≥ 0. Our method estimates the potential position of the object part on the feature map x as the neural unit with the strongest activationμ = argmax μ= [i,j] x ij , 1 ≤ i, j ≤ n. Then, based on the estimated part positionμ, the CNN assigns a specific mask with x to filter out noisy activations.
Because f 's corresponding object part may appear at the n 2 different locations given different images, we design n 2 templates for f , {T μ 1 , T μ 2 , . . . , T μ n 2 }. As shown in Fig. 3 , each template T μ i is an n × n matrix, and it describes the ideal distribution of activations for the feature map x when the target part mainly triggers the i-th unit in x. Our method selects the template Tμ w.r.t. the part positionμ from the n 2 templates as the mask. We compute x masked = max{x • Tμ, 0} as the output masked feature map, where • denotes the Hadamard (element-wise) product. Fig. 4 visualizes the masks Tμ chosen for different images, and compares the original and masked feature maps. The CNN selects different templates for different images. The mask operation supports gradient back-propagations.
During the back-propagation process, our loss pushes filter f to represent a specific object part of the category c and keep silent on images of other categories. Please see Section 3.1 for the determination of the category c for filter f . Let X = {x|x = f (I), I ∈ I} denote feature maps of f after an ReLU operation for different training images. Given an input image I, if I ∈ I c , we expect the feature map x = f (I) to exclusively activated at the target part's location; otherwise, the feature map keeps inactivated. In other words, if I ∈ I c , the feature map x is expected to fit to the assigned template Tμ; if I ∈ I c , we design a negative template T − and hope that the feature map x matches to T − . Note that during the forward propagation, our method omits the negative template. All feature maps, including those of other categories, select n 2 templates of {T μ i } as masks.
Thus, each feature map x is supposed to be exclusively fit to one of the n 2 + 1 templates T ∈ T = {T − , T μ 1 , T μ 2 , . . . , T μ n 2 }. We formulate the loss for f as the minus mutual information between X and T, i.e. −MI(X; T).
The prior probability of a template is given as
The fitness between a feature map x and a template T is measured as the conditional likelihood p(x|T ).
where
x · T indicates the multiplication between x and T ; tr(·) indicates the trace of a matrix, and tr(
Part templates: As shown in Fig. 3 , a negative template is given as
Learning
We train the interpretable CNN via an end-to-end manner. During the forward-propagation process, each filter in the CNN passes its information in a bottom-up manner, just like traditional CNNs. During the back-propagation, each filter in an interpretable conv-layer receives gradients w.r.t. Figure 3 . Templates of T μ i . Each template T μ i matches to a feature map x when the target part mainly triggers the i-th unit in x. In fact, the algorithm also supports a round template based on the L-2 norm distance. Here, we use the L-1 norm distance instead to speed up the computation. Figure 4 . Given an input image I, from the left to the right, we consequently show the feature map of a filter after the ReLU layer x, the assigned mask Tμ, the masked feature map x masked , and the image-resolution RF of activations in x masked computed by [40] . its feature map x from both the final task loss L(ŷ k , y * k ) on the k-th sample and the filter loss, Loss f , as follows:
where λ is a weight. Then, we back propagate ∂Loss ∂x ij to lower layers and compute gradients w.r.t. feature maps and Xgradients w.r.t. parameters in lower layers to update the CNN.
For implementation, gradients of Loss f w.r.t. each element x ij of feature map x are computed as follows.
whereT is the target template for feature map x. If the given image I belongs to the target category of filter f , then
e tr(x·T ) after initial learning episodes, we make the above approximation to simplify the computation. Because Z T is computed using numerous feature maps, we can roughly treat Z T as a constant to compute gradients in the above equation. We gradually update the value of Z T during the training process 2 . Similarly, we can also approximate p(x) without huge computation 2 .
Determining the target category for each filter: We need to assign each filter f with a target categoryĉ to approximate gradients in Eqn. (4) . We simply assign the filter f with the categoryĉ whose images activate f the most, i.e. c = argmax c mean x=f (I):I∈I c ij x ij .
Understanding of the loss
In fact, the loss in Eqn. (1) can be re-written as 
We define the set of all positive templates T + as a single label to represent category c. We use the negative template T − to denote other categories. This term encourages a low conditional entropy of inter-category activations, i.e. a welllearned filter f needs to be exclusively activated by a certain category c and keep silent on other categories. We can use a feature map x of f to identify whether the input image belongs to category c or not, i.e. x fitting to either Tμ or T − , without great uncertainty. Low spatial entropy: The third term in Eqn. (5) is given as
wherep(T μ |x) = p(T μ |x) p(T + |x) . This term encourages a low conditional entropy of spatial distribution of x's activations. I.e. given an image I ∈ I c , a well-learned filter should only be activated by a single regionμ of the feature map x, instead of being repetitively triggered at different locations.
Experiments
In experiments, to demonstrate the broad applicability of our method, we applied our method to CNNs with four types of structures. We used object images in three different benchmark datasets to learn interpretable CNNs for single-category classification and multi-category classification. We visualized feature maps of filters in interpretable 2 We can use a subset of feature maps to approximate the value of Z T , and continue to update Z T when we receive more feature maps during the training process. Similarly, we can approximate p(x) using a subset of feature maps. We compute p(x) = T p(T )p(x|T ) =
conv-layers to illustrate semantic meanings of these filters. We used two types of metrics, i.e. the object-part interpretability and the location instability, to evaluate the clarity of the part semantics of a filter. Experiments showed that filters in our interpretable CNNs were much more semantically meaningful than those in ordinary CNNs. Three benchmark datasets: Because we needed ground-truth annotations of object landmarks 3 (parts) to evaluate the semantic clarity of each filter, we chose three benchmark datasets with part annotations for training and testing, including the ILSVRC 2013 DET Animal-Part dataset [36] , the CUB200-2011 dataset [30] , and the Pascal VOC Part dataset [3] . As discussed in [3, 36] , non-rigid parts of animal categories usually present great challenges for part localization. Thus, we followed [3, 36] to select the 37 animal categories in the three datasets for evaluation.
All the three datasets provide ground-truth bounding boxes of entire objects. For landmark annotations, the ILSVRC 2013 DET Animal-Part dataset [36] contains ground-truth bounding boxes of heads and legs of 30 animal categories. The CUB200-2011 dataset [30] contains a total of 11.8K bird images of 200 species, and the dataset provides center positions of 15 bird landmarks. The Pascal VOC Part dataset [3] contain ground-truth part segmentations of 107 object landmarks in six animal categories.
Four types of CNNs: We modified four typical CNNs, i.e. the AlexNet [12] , the VGG-M [25] , the VGG-S [25] , the VGG-16 [25] , into interpretable CNNs. Considering that skip connections in residual networks [7] usually make a single feature map encode patterns of different filters, in this study, we did not test the performance on residual networks to simplify the story. Given a certain CNN, we modified all filters in the top conv-layer of the original network into interpretable filters. Then, we inserted a new conv-layer with M filters above the original top conv-layer, where M is the channel number of the input of the new conv-layer. We also set filters in the new conv-layer as interpretable filters. Each filter was a 3×3×M tensor with a bias term. We added zero padding to input feature maps to ensure that output feature maps were of the same size as the input.
Implementation details: We set parameters as τ = 0.5 n 2 , α = n 2 1+n 2 , and β = 4. We updated weights of filter losses w.r.t. magnitudes of neural activations in an online manner, λ ∝ 1 t mean x∈X max i,j x ij in the t-th epoch. We initialized parameters of fully-connected (FC) layers and the new conv-layer, and loaded parameters of other conv-layers from a traditional CNN that was pre-trained using 1.2M Im-ageNet images in [12, 25] . We then fine-tuned parameters of all layers in the interpretable CNN using training images in the dataset. To enable a fair comparison, traditional C- 3 To avoid ambiguity, a landmark is referred to as the central position of a semantic part (a part with an explicit name, e.g. a head, a tail). In contrast, the part corresponding to a filter does not have an explicit name.
NNs were also fine-tuned by initializing FC-layer parameters and loading conv-layer parameters.
Single-category classification: We learned four types of interpretable CNNs based on the AlexNet, VGG-M, VGG-S, and VGG-16 structures to classify each category in the ILSVRC 2013 DET Animal-Part dataset [36] , the CUB200-2011 dataset [30] , and the Pascal VOC Part dataset [3] . Besides, we also learned ordinary AlexNet, VGG-M, VGG-S, and VGG-16 networks using the same data for comparison. We used the logistic log loss for single-category classification. Following experimental settings in [36, 35] , we cropped objects of the target category based on their bounding boxes as positive samples with ground-truth labels y * = +1. Images of other categories were regarded as negative samples with ground-truth labels y * = −1.
Multi-category classification: We used the six animal categories in the Pascal VOC Part dataset [3] and the thirty categories in the ILSVRC 2013 DET Animal-Part dataset [36] respectively, to learn CNNs for multi-category classification. We learned interpretable CNNs based on the VGG-M, VGG-S, and VGG-16 structures. We tried two types of losses, i.e. the softmax log loss and the logistic log loss 4 for multi-class classification.
Quantitative evaluation of part interpretability
As discussed in [2] , filters in low conv-layers usually represent simple patterns or object details (e.g. edges, simple textures, and colors), whereas filters in high convlayers are more likely to represent complex, large-scale parts. Therefore, in experiments, we evaluated the clarity of part semantics for the top conv-layer of a CNN. We used the following two metrics for evaluation.
Evaluation metric: part interpretability
We followed the metric proposed by Bau et al. [2] to measure the object-part interpretability of filters. We briefly introduce this evaluation metric as follows. For each filter f , we computed its feature maps X after ReLu/mask operations on different input images. Then, the distribution of activation scores in all positions of all feature maps was computed. [2] set an activation threshold T f such that p(x ij > T f ) = 0.005, so as to select top activations from all spatial locations [i, j] of all feature maps x ∈ X as valid map regions corresponding to f 's semantics. Then, [2] Table 1 . Part interpretability of filters in CNNs for single-category classification based on the Pascal VOC Part dataset [3] . thereby obtaining the receptive field (RF) 5 [2] . It is because compared to other CNN semantics discussed in [2] (such as colors and textures), object-part semantics requires a stricter criterion. We computed the probability of the k-th part being associating with the filter f as P f,k = mean I:with k-th part 1(IoU I f,k > 0.2).
Note that one filter might be associated with multiple object parts in an image. Among all parts, we reported the highest probability of part association as the interpretability of filter f , i.e. P f = max k P f,k .
For single-category classification, we used testing images of the target category for evaluation. In the Pascal VOC Part dataset [3] , we used four parts for the bird category. We merged ground-truth regions of the head, beak, and l/r-eyes as the head part, merged regions of the torso, neck, and l/r-wings as the torso part, merged regions of l/rlegs/feet as the leg part, and used tail regions as the fourth part. We used five parts for the cat category. We merged regions of the head, l/r-eyes, l/r-ears, and nose as the head part, merged regions of the torso and neck as the torso part, merged regions of frontal l/r-legs/paws as the frontal legs, merged regions of back l/r-legs/paws as the back legs, and used the tail as the fifth part. We used four parts for the cow category, which were defined in a similar way to the cat category. We added l/r-horns to the head part and omitted the tail part. We applied five parts of the dog category in the same way as the cat category. We applied four parts of both 5 [40] computes the RF when the filter represents an object part. Fig. 5 used RFs computed by [40] to visualize filters. However, when a filter in an ordinary CNN does not have consistent contours, it is difficult for [40] to align different images to compute an average RF. Thus, for ordinary CNNs, we simply used a round RF for each valid activation. We overlapped all activated RFs in a feature map to compute the final RF as mentioned in [2] . For a fair comparison, in Section 5.2.1, we uniformly applied these RFs to both interpretable CNNs and ordinary CNNs.
Network
Logistic log loss 4 Table 2 . Part interpretability of filters in CNNs that are trained for multi-category classification based on the VOC Part dataset [3] . Filters in our interpretable CNNs exhibited significantly better part interpretability than ordinary CNNs in all comparisons.
the horse and sheep categories in the same way as the cow category. We computed the average part interpretability P f over all filters for evaluation. For multi-category classification, we first assigned each filter f with a target categoryĉ, i.e. the category that activated the filter mostĉ = argmax c mean x=f (I):I∈I c i,j x ij . Then, we computed the object-part interpretability using images of categoryĉ, as introduced above.
Evaluation metric: location instability
The second metric measures the instability of part locations, which was proposed in [35] . Given a feature map x of filter f , we regarded the unitμ with the highest activation as the location inference of f . We assumed that if f consistently represented the same object part through different objects, then distances between the inferred part locationμ and some object landmarks 3 should not change a lot among different objects. For example, if f represented the shoulder, then the distance between the shoulder and the head should keep stable through different objects.
Therefore, [35] computed the deviation of the distance between the inferred positionμ and a specific ground-truth landmark among different images, and used the average deviation w.r.t. various landmarks to evaluate the location instability of f . Let d I (p k ,μ) = p k −p(μ) √ w 2 +h 2 denote the normalized distance between the inferred part and the k-th landmark p k on image I, where p(μ) denotes the center of the unitμ's RF when we backward propagated the RF to the image plane. [36] . Filters in our interpretable CNNs exhibited significantly lower localization instability than ordinary CNNs. Because filters in ordinary CNNs did not exclusively represent a single category, we simply assigned filter f with the category whose landmarks can achieve the lowest location deviation to simplify the computation. I.e. we used the average location deviation mean f min c mean k∈P art c D f,k to evaluate the location instability, where P art c denotes the set of part indexes belonging to category c. Tables 1 and 2 show part interpretability of CNNs for single-category classification and that of CNNs for multicategory classification, respectively. Tables 3, 4 , and 5 list location instability of CNNs for single-category classification. Table 6 compares location instability of CNNs for multi-category classification. Our interpretable CNNs exhibited much higher part interpretability and much lower location instability than ordinary CNNs in almost all comparisons. Table 7 compares classification accuracy of different CNNs. Ordinary CNNs performed better in singlecategory classification, while interpretable CNNs outperformed in multi-category classification. Figure 5 . Visualization of filters in top conv-layers. We used [40] to estimate the image-resolution receptive field of activations in a feature map to visualize a filter's semantics. The top four rows visualize filters in interpretable CNNs, and the bottom two rows correspond to filters in ordinary CNNs. We found that interpretable CNNs usually encoded head patterns of animals in its top conv-layer for classification, although no part annotations were used to train the CNN. Table 7 . Classification accuracy based on different datasets. In single-category classification, ordinary CNNs performed better, while in multi-category classification, interpretable CNNs exhibited superior performance.
Experimental results and analysis

Visualization of filters
We followed the method proposed by Zhou et al. [40] to compute the RF of neural activations (after ReLU and mask operations) of a filter, which was scaled up to the image resolution. Fig. 5 shows RFs 5 of filters in top conv-layers of C-NNs, which were trained for single-category classification. Filters in interpretable CNNs were mainly activated by a certain object part, whereas feature maps of ordinary CNNs after ReLU operations usually did not describe explicit semantic meanings. Fig. 6 shows heat maps for distributions of object parts that were encoded in interpretable filters. Interpretable filters usually selectively modeled distinct object parts of a category and ignored other parts.
Conclusion and discussions
In this paper, we have proposed a general method to modify traditional CNNs to enhance their interpretability. As discussed in [2] , besides the discrimination power, the interpretability is another crucial property of a network. We Figure 6 . Heat maps for distributions of object parts that are encoded in interpretable filters. We use all filters in the top conv-layer to compute the heat map. design a loss to push a filter in high conv-layers toward the representation of an object part without any part annotations for supervision. It is because compared to low conv-layers, high conv-layers are more likely to represent large-scale parts. Experiments have shown that our interpretable C-NNs encoded more semantically meaningful knowledge in high conv-layers than traditional CNNs. When we use an interpretable CNN to classify a large number of categories simultaneously, filters in a conv-layer are assigned with different categories, which makes each category corresponds to only a few filters. In this case, the CNN's classification accuracy may decrease a bit.
