We construct a continuous linear multistep method with trigonometric coefficients from which a symmetric main method as well as additional methods are reproduced. The main and additional methods whose coefficients depend on the frequency and step length are then applied as a trigonometric symmetric boundary value method (SBVM) to solve systems of second-order initial and boundary value problems of the form �� = f (x, y) without first reducing the ordinary differential equation into an equivalent first-order system. Moreover, the method is successfully applied to solve hyperbolic and elliptic partial differential equations, such as the sineGordon and the Poisson equations. The stability property of the SBVM is discussed and numerical experiments are performed to show the accuracy of the method.
Introduction
In this paper, we consider the given system of second-order initial value problem (IVP) where f :
, N > 0 is an integer, and d is the dimension of the system. We propose a symmetric boundary value method (SBVM) in which on the sequence of points {x n }, defined by x n = x 0 + nh, h > 0, n = 0, 1, … , N, the 4-step [x n , y n ] ↦ [x n+4 = x n + 4h, y n+4 ] is given by the main method 
PUBLIC INTEREST STATEMENT
Traditionally, linear multistep methods are used to solve initial value problems in a step-by-step fashion in predictor-corrector mode since they are restricted by initial conditions. In this paper, a self-starting linear multistep method with trigonometric coefficients is presented and applied as a boundary value method to solve systems of second-order initial and boundary value problems as well as hyperbolic and elliptic partial differential equations, such as the sine-Gordon and the Poisson equations.
The methods (2), (3), and (4) are combined and applied as boundary value methods (BVM) which discretize (1) and simultaneously solve the resulting system as given in Amodio, Golik, and Mazzia (1995) , , Brugnano and Trigiante (1998) , and Ghelardoni and Marzulli (1995) . However, these methods are applied to solve higher order IVPs by first reducing the problem into an equivalent first-order system. Nevertheless, it has been shown that solving (1) directly is preferable since about half of the storage space can be saved (see Coleman & Duxbury, 2000; D'Ambrosio, Ferro, & Paternoster, 2009; Franco, 2002; Hairer, 1982; Hairer, Nörsett, & Wanner, 1993; Ixaru & Berghe, 2004; Simos, 2002; Sommeijer, 1993; Tsitouras, 2006; Twizell & Khaliq, 1984) .
It is well known that the solution of (1) has special properties and a reasonable amount of attention has been focused on developing methods that take advantage of these special properties of the solution that may be known in advance (see Coleman & Ixaru, 1996; Fang et al., 2009; Franco & Gomez, 2014; Nguyen, Sidje, & Cong, 2007; Ozawa, 2005; Simos, 1998; Vanden, Ixaru, & van Daele, 2001; Vigo-Aguiar & Ramos, 2003; Wua & Tian, 2014) . Nevertheless, most of these methods are implemented in a step-by-step fashion.
We remark that Amodio and Iavernaro (2006) proposed symmetric BVMs based on polynomial basis functions for special second-order ODEs of the Hamiltonian type. In this paper, we propose a trigonometric SBVM whose coefficients depend on the frequency and step length. The SBVM is applied to solve systems of second-order initial and boundary value problems of the form �� = f (x, y) without first reducing the ordinary differential equation (ODE) into an equivalent first-order system. We also note that the trigonometric SBVM takes advantage of the special properties of the solution of (1) that may be known in advance.
(2)
y 3 =̂0y 0 +̂1y 1 +̂2y 2 + h 2 (̂0f 0 +̂1f 1 +̂2f 2 +̂3f 3 +̂4f 4 ), The paper is organized as follows. In Section 2, the trigonometric SBVM is derived and its stability properties discussed. The computational aspects are given in Section 3 and numerical experiments are performed in Section 4. Finally, the conclusion of the paper is discussed in Section 5.
Derivation of the SBVM
We derive a continuous representation of (2) on the interval [x n , x n + 4h] by approximating the exact solution y(x) by the interpolating function where Φ j (x) are members of the linear space ⟨1, x, x 2 , x 3 , x 4 , x 5 , sin(wx), cos(wx)⟩ and j , j = 0, 1, … , 7 are coefficients which are determined by imposing the following conditions:
Thus, Equation (6) leads to a system of eight equations which is solved to obtain j . The continuous approximation is then constructed by substituting the values of j into Equation (5) to yield whose first derivative is given by where j (x) and j (x) are continuous coefficients. We assume that y n+j = Y(x n + jh) is the numerical approximation to the analytical solution y(x n+j ), y
We specify the coefficients of the main method (2) and the first member of (3) by evaluating (7) at x = x n+4 and x = x n+3 , respectively, whereas the coefficients of the second member of (3) are specified by evaluating (8) x = x n . We note that the method (4) is the additional boundary method obtained from (3) by obvious notational modifications. In particular, y n+4 = Y(x n + 4h), y n+3 = Y(x n + 3h), and y
, and (4) whose coefficients and their corresponding Taylor series equivalence are given as follows:
Y ).
Definition 2.1 The method (2) is said to be symmetric if Lambert & Watson, 1976) . 
Order and local truncation error
The algebraic order of each method is given by the integer p = 6.
We define the local truncation errors (LTEs) of (2) and (3) specified by the coefficients (5), (6), and (7) as Assuming that y(x) is sufficiently differentiable, we can expand the terms in 1 , 2 , and 3 as a Taylor series about the point x n to obtain the expressions for the LTEs as Remark 2.2 We note that for small values of u, the trigonometric coefficients are vulnerable and subject to heavy cancelation; hence, the Taylor series coefficients must be used (see Simos, 2002) . Moreover, the main method is symmetric and reduces to the sixth-order conventional LMM as u → 0.
Stability
The linear stability of the SBVM is discussed by applying the method to the test equation
where is real. Letting Υ = h, it is easily shown that the application of the symmetric method (2) specified by (9) to the test equation yields the characteristic equation which is simplified and solved to obtain the roots as follows: .
In the spirit of Dai, Wang, and Wu (2006) , letting Z = 1∕r + r, (13) becomes which is solved to give the roots r 1 , r 2 , where for Θ = (−A −
Definition 2.3
The SBVM is said to have an interval of periodicity (0, Υ 2 0 ) if the roots r 1 and r 2 are distinct and lie on the unit circle for all Υ 2 (0, Υ 2 0 ) (see Coleman & Ixaru, 1996) .
Remark 2.4
The periodicity condition is met by imposing that |Θ| ≤ 1 and it is observed that in the Υ 2 − u plane, the SBVM has an interval of periodicity Υ 2 (0, 15) for u [− , ] (see Figure 1 ).
Computational aspects
In this section, we implement the SBVM in the sense of Amodio and Iavernaro (2006) , , , and Brugnano and Trigiante (1998) . The methods (2), (3), and (4) are applied as a BVM which discretizes the problem using the SBVM and simultaneously solves the resulting system. Specifically, the discretization of (1) using n = 0, 1, … , N − 4, leads to N − 3 equations and N unknowns, which give an indeterminate system. This situation is fixed using the main method together with the following two additional initial methods (n = 0) given by and one additional boundary method given as where the coefficients are specified by (9), (10), and (11). The resulting system is then simultaneously solved using the SBVM to provide the values of the solution generated by the sequences {y n }, n = 0, … , N, where the system of equations is solved while adjusting for boundary conditions.
The SBVM was implemented using a code written in Mathematica 10.0 enhanced by the feature
NSolve[ ] for linear problems, while nonlinear problems were solved by the Newton's method enhanced by the feature FindRoot[ ].
Estimating the frequency
A classical procedure for estimating the frequency is not available; however, some techniques for estimating the frequency are given in Ramos and Vigo-Aguiar (2010), Ixaru, Vanden Berghe, and De Meyer (2002) . A preliminary testing indicates that a good estimate of the frequency can be obtained by demanding that 1 = 0, and solving for the frequency. In particular, solve for given that 
y 3 =̂0y 0 +̂1y 1 +̂2y 2 + h 2 (̂0f 0 +̂1f 1 +̂2f 2 +̂3f 3 +̂4f 4 ),
is a differential operator, and w is assumed to be a constant. We estimate the frequency by imposing that and solving for w at x = x n . We implemented this procedure on Example 4.5 and obtained w = 10 which is in agreement with the known frequency. Nevertheless, the subject needs further investigation and will be the subject of our future research.
Numerical examples
In this section, we have tested the SBVM on some numerical examples using a constant step size to illustrate its accuracy and efficiency. We have calculated the error of the approximate solution as Err = Max|y(x n ) − y n |. It is worth noting that the number of function evaluations (NFEs) per step involved in implementing the SBVM is one since the method avoids the predictor-corrector mode implementation which requires two function evaluations per step due to the introduction of a predictor.
Example 4.1 We consider the following IVP by Wang (2005) .
where the analytic solution is given by
Exact: y(x) = (cos(5x) + cos(x))∕2. The exponentially fitted method in Wang (2005) is of order six and hence comparable to the sixthorder SBVM. It is obvious from Table 1 that SBVM is more accurate than the method in Wang (2005) .
Example 4.2
We consider the nonlinear Duffing equation which was also solved by Simos (1998) and Ixaru and Berghe (2004) .
The analytic solution is given by where Ω = 1.01, B = 0.002,
We choose = 1.01
In Table 2 , we show that the SBVM uses fewer NFEs and is more accurate than the methods in Simos (1998) and Ixaru et al. (2004) .
Example 4.3
We consider the nonlinear system of second-order IVP (see Nguyen et al., 2007) .
Exact: y(x) = C 1 cos(Ωx) + C 2 cos(3Ωx) + C 3 cos(5Ωx) + C 4 cos(7Ωx), with exact solution y 1 (x) = y 2 (x) = cos(4x) − cos(4x)∕2.
This problem was chosen to demonstrate the performance of the SBVM on a nonlinear system. It is seen from Table 3 that SBVM performs better than those in Nguyen et al. (2007) in terms of accuracy and efficiency.
Example 4.4 We consider the stiff second-order IVP (see Nguyen et al., 2007) . y 1 (x) = 2 cos x, y 2 (x) = − cos x, where is an arbitrary parameter and w = 1.
This problem was chosen to demonstrate the performance of the SBVM on a linear stiff system. It is seen from Table 4 that SBVM performs better than those in Nguyen et al. (2007) in terms of accuracy and efficiency.
Example 4.5 We consider the following IVP by Dai et al. (2006) .
where the analytic solution is given by It is shown in Table 5 that the SBVM is more accurate than the exponentially fitted method in Wang (2005) which is also of order six.
Example 4.6 Consider the singularly perturbed BVP that was also solved in El-Gamel (2012) .
This problem was chosen to demonstrate the performance of the SBVM on a singularly perturbed two-point boundary value system. It is seen from Table 6 that SBVM is more accurate than the method in El-Gamel (2012).
Comparison of SBVM and GAMM6
We further discuss the superiority of the SBVM over the generalized Adams-Moulton method (GAMM6) given in Brugnano and Trigiante (1998) . The GAMM6 was chosen for comparison with the SBVM because it is also of order six and has been applied as a BVM. The efficiency curves for the two methods are given in Figure 2 for Examples 4.1 to 4.5.
Hyperbolic PDEs
Example 4.7 We consider the following one-dimensional nonlinear sine-Gordon equation given in Dehghan and Shokri (2008) . The exact solution is given by u(x, t) = 4 arctan( sech(x)t), C is the velocity of the solitary wave, and the boundary conditions are given accordingly. The problem is solved for C = 0.5, Δt = 0.125,
. and Δx = 0.04. The results for the first component are given in Table 7 . In order to solve this PDE using the SBVM, we carry out the semi-discretization of the spatial variable x using the second-order finite difference method to obtain the following second-order system in the second variable t.
where
, which can be written in the form subject to the boundary conditions (t 0 ) = 0 , � (t 0 ) = � 0 where (t, u) = Au + g, and A is an M − 1 × M − 1, matrix arising from the semi-discretized system, and g is a vector of constants (Figure 3) .
Example 4.8 We consider the wave equation given in Franco (1995) .
A problem representing a vibrating string with speed is given by where the initial and Dirichlet boundary conditions have been chosen such that the solution is given by u(x, t) = x(1 − x) cos t. In order to solve this PDE using the SBVM, we carry out the semi-discretization of the spatial variable x using the second-order finite difference method to obtain the following second-order system in the second variable t (Figures 4 and 5 ).
and g m (t) ≈ g(x m , t) = 0, which can be written in the form subject to the boundary conditions (t 0 ) = 0 , � (t 0 ) = � 0 where (t, u) = Au + g, and A is an M − 1 × M − 1 matrix arising from the semi-discretized system, and g is a vector of constants.
Elliptic PDEs
In this section, the performance of a block extension of the LMM is tested on four problems, which include the Poisson equation, Laplace equation subject to Neumann boundary conditions, and Laplace equation subject to Dirichlet boundary conditions. The exact solution is given by u(x, y) = x 2 (x + y 2 ) + 2. In order to solve this PDE using the SBVM, we carry out the semi-discretization of the spatial variable x using the second-order finite difference method to obtain the following second-order system in the second variable y. 
Conclusion
We have proposed a continuous linear multistep method with trigonometric coefficients from which a symmetric main method as well as additional methods are reproduced and applied as a SBVM to solve systems of second-order initial and boundary value problems of the form �� = f (x, y), without first reducing the system into an equivalent first order. Moreover, the method is successfully applied to solve hyperbolic and elliptic partial differential equations, such as the sine-Gordon and the Poisson equations. The convergence and stability properties of the SBVM are discussed. Numerical experiments are performed to show the accuracy of the method.
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