ABSTRACT Bearings play an important role in the industrial system. Among all kinds of diagnosis methods, empirical wavelet transform has been widely used for its characteristic of separating empirical modes from the spectrum. Although the empirical wavelet transform restrains the mode aliasing of extracting modal functions from the time domain, it runs slowly and separates a large number of invalid components. In this paper, an adaptive and fast empirical wavelet transform method is proposed. The method extracts the first feature cluster in the Fourier transform of the spectrum to reconstruct the trend spectrum. The minimum points are regarded as the initial boundaries. The key spectral negentropy is proposed to extract the frequency band which may contain main information. This method reduces the number of invalid components and computation time by filtering components before reconstruction. The simulation signal proves that the proposed method is effective and the proposed key spectral negentropy has stronger anti-noise ability than kurtosis. The experimental signals show that the method can successfully extract the fault features of inner or outer rings of bearings, and is suitable for the diagnosis of composite faults.
I. INTRODUCTION
Modern mechanical equipment tends to be automated, such as on-line condition monitoring system, information processing system, automatic control system and so on. Automation technology is widely used in military, national defense, scientific research, and transportation, medical, industrial, agricultural and other fields. The direct participation of fewer people can not only reduce physical labor, but also make people avoid being in a bad and dangerous working environment. Bearing, as a mechanical joint, is an important part of the industry's rotating machinery applications [1] . In the process of automatic operation of equipment, the working environment of bearings is usually very bad. Such as high temperature, high speed, high load and so on. When the bearing works in this environment for a long time, it is very easy The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li. to cause damage. With the expansion of the damage, it will further lead to the failure of equipment operation and even more dangerous [2] . On-line monitoring of bearing operation status and fault diagnosis can detect bearing damage in time before danger occurs, thus avoiding greater losses.
Repeated collisions within or between parts can produce regular impact when bearing, gear or other base parts are damaged. When the bearing outer ring fails, the rolling body will hit the damaged part of the outer ring in turn because the rolling body is uniformly distributed and the rotating speed is constant. The signal generated at this time is periodic shock with equal amplitude. When the inner ring of the bearing fails, the signal generated not only has periodic impact, but also has the phenomenon of modulation, because both the inner ring and the rolling body are rotating at constant speed. The basic way of modern fault diagnosis is to collect and process the signals of the corresponding parts of bearings and extract the components of the signals which may contain fault information. Common signal processing methods lack self-adaptability, such as short-time Fourier transform (STFT), Wigner-Ville Distribution (WVD), Wavelet transform (WT) [3] and traditional Matching Pursuit [4] . For example, the window function of STFT needs to be pre-set, and the inappropriate window function may not be able to obtain ideal results; when the signal contains multiple frequency components, the results of WVD will contain cross-terms; before the wavelet transform is used to process non-stationary signal, the basis function needs to be selected, so it is difficult to analyze the local characteristics of the signal according to the needs of data analysis [5] . Therefore, the non-stationary signal processing method based on adaptive signal decomposition has gradually become a research hotspot. Empirical mode decomposition (EMD) proposed by Huang et al. [5] can adaptively decompose any complex signal into a finite number of Intrinsic mode functions (IMFs). Local mean decomposition proposed by Smith [6] decomposes the signal into a series of Product Functions (PFs). These data-driven decomposition methods generally have endpoint effect, mode aliasing, overshoot, undershoot and other problems [7] , [8] . Therefore, some scholars proposed to extract modal information from the spectrum: Genda [9] can separate the signal into two parts: high-frequency component and low-frequency component by setting boundaries in the spectrum. However, this method needs to observe the spectrum to determine the dichotomy frequency, and can not determine the analytical mode adaptively. Subsequently, Gilles [10] proposed Empirical Wavelet Transform (EWT) with adaptive and rigorous mathematical deduction process to divide empirical modes from spectrum. The method consists of four steps: 1. Setting parameters and choosing the way to split the spectrum; 2. The Fourier spectrum is adaptively segmented to obtain a set of boundaries; 3. Constructing filter banks based on boundaries and empirical wavelets; 4. A series of empirical modal components with compactly supported Fourier spectra can be obtained by filtering and reconstruction. Compared with EMD, Local mean decomposition and other data-driven methods, the method of extracting empirical modes from the spectrum reduces the endpoint effect and suppresses modal aliasing. Kedadouche et al. [11] verifies that EWT can achieve better results than EMD and Ensemble EMD in extracting fault features and associated harmonics. EWT has been widely used in many fields, such as wind turbine via [12] , wheel-bearing of trains [13] , rotor rubbing [14] , and the impact vibration experiment of solar arrays [15] . In the application of decoupling diagnosis for compound fault of rolling bearing, Jiang et al. [16] validates that EWT-duffing oscillator approach is effective and better than EMD. EWT is also used by Xu et al. [17] to enhance fast Kurtogram.
With the development and application of EWT in various fields, the shortcomings of EWT method have been found. EWT consumes a lot of time and divides many invalid components; new modal aliasing phenomenon occurs, and the same component may be divided into two parts [18] .
Many scholars have studied and improved it. In order to correspond to the four steps of EWT, various improvement methods are also classified into four categories. First: Optimize the input parameters. Gilles and Heal [19] transforms the Fourier spectrum into a function in the scale space representation to solve the parameter problem of spectral and image segmentation. Probability approach, Otsu's method and kmeans method are proposed to extract meaningful patterns from scale space functions. Zheng et al. [14] further studied this method and proposed adaptive parameterless empirical wavelet transform, which was applied to rotor rubbing fault diagnosis. Song et al. [20] applies this adaptive spectrum segmentation method to fault diagnosis of rolling bearings. Pan et al. [21] got the initialization boundaries by local minima of scale-space representation with a pre-determined scale parameter. The parameters are selected based on the Fourier spectrum and the inner product of Gauss function and experience. The above spectrum segmentation method based on scale space function increases the adaptability of the EWT method, but it will lead to the increase of the number of boundaries, which means that the number of invalid components increases, and also increases the operation time. Second, replace the segmented spectrum. EWT divides the boundary in the spectrum, but the three methods proposed by Gilles are susceptible to noise interference and increase the number of boundary. Therefore, suppressing the noise component and amplifying the useful component in the spectrum are beneficial to the boundary division, and the number of invalid components will be reduced. The multiple signal classification was used by Amezquita-Sanchez and Adeli [22] to calculate spectrum of the signal. The noise parts could be set to zero and the useful parts would be enlarged. The interference representing noise is suppressed to reduce the number of invalid components. Because this method relies on the exact order of signal subspace, it is hard to be established [15] without prior knowledge of signal environment. In addition, Luo et al. [15] uses Burg algorithm to calculate the boundary of auto-regressive power spectrum with better anti-noise ability than MUSIC algorithm, results when the signal-to-noise ratio is greater than −3 db. The autoregressive model is used by Wang et al. [23] to pre-whitening the signal. Low frequency periodic component and random component can be separated. Bhattacharyya and Singh [24] proposes Fourier-Bessel series expansion (FBSE) instead of Fourier spectrum, which achieves good results in non-stationary signals processing of non-stationary signals. It is an effective improvement to use new spectrum instead of spectrum to divide the boundary. For rotating parts such as bearings or gears, the proposed spectrum should not only suppress noise, but also retain the modulation information containing faults to the greatest extent. Third: Optimize the boundaries. Estimating natural frequencies by autoregressive moving average method and selecting the stabilized frequencies are the core contents of operational modal analysis-EWT method [25] . The stable frequencies are filtered and reconstructed as boundaries. However, the process of screening stable spectrum is difficult to adapt, and different selection methods can obtain different numbers of empirical modes. Pan et al. [21] introduced sparsity to optimize the boundaries of EWT. After calculating the characteristic frequency of bearing inner ring fault and establishing empirical wavelet, the spectrum interval after pre-whitening is searched. Cut-off frequency can be obtained by extracting the corresponding part of the maximum sparse value of square envelope in frequency band. The next search direction is selected according to the fault characteristic frequency of inner or outer rings. All cut-off frequencies form boundaries. The spectrum after prewhitening is different from the Fourier spectrum. While the random component is eliminated, the low frequency periodic component is also weakened a lot. Because of the meshing frequency modulation phenomenon in wind turbine planetary ring gear, Kong et al. [26] developed MFMindex to replace the sparsity in [23] to evaluate this phenomenon. In addition, the segmentation method in [23] is elaborated and called iterative backward forward search algorithm. The method of constructing multi-stage boundary array based on rolling bearing fault characteristic frequency simplifies the way of spectrum segmentation [27] . The bearing type makes the method independent of the characteristics of the spectrum. The complete spectrum segmentation framework improves the adaptability but increases the complexity. New invalid modes are separated in each level. Hu et al. [28] , [29] proposes an envelope estimation method based on order statistics filter (OSF) to segment spectrum. At the same time, three criteria are proposed to select useful flat tops for boundaries selection. However, how to choose the window width of OSF to obtain the best envelope function has not been pointed out, which lacks self-adaptability. Envelope estimation is an effective method for spectrum segmentation, and trend estimation is another method. Xu et al. [18] filters the Fourier transform function of the spectrum and sets the minimum sequence of the trend spectrum as boundaries. The method based on Fourier transform has fast operation speed, but the filtering range needs to be set manually, and its adaptability needs to be improved. Fourth: Screening empirical modes. After obtaining the initial mono-components, Pan et al. [21] and Song et al. [20] merge similar components by measuring the Pearson's correlation coefficient of linear relationship between two signals and empirical criteria. Jiang et al. [30] and Ge et al. [31] used mutual information to select the least noisy one of the empirical modes before using the ambiguity function and correlation coefficient to do ambiguity correlation classification. The root mean square, kurtosis, and skewness of empirical mode are combined into feature vectors, and then kernel density estimation and mutual information are used to classify fault features. Furthermore, Ge et al. [32] makes the second EWT for empirical mode and extracts the part of sub-mode which does not satisfy the 95% confidence interval Gaussian distribution hypothesis test. Similarly, correlation coefficients are also used to calculate the correlation among empirical modes to extract the most valuable component [33] . EWT may not be able to separate the two adjacent components, which is a problem that cannot be solved by merging empirical modes. The problem of EWT decomposing too many invalid components has not been solved. Therefore, if the boundary is optimized to a minimum before reconstructing empirical modes, the steps of merging or screening empirical modes can be omitted.
In order to reduce the selection of parameters and debugging steps, this paper proposed a novel method called adaptive and fast empirical wavelet transform (AFEWT). The first feature cluster of the Fourier transform of the spectrum (Key Function) was used as the boundary to reconstruct the trend of the spectrum. Minimum points of trend spectrum divided the spectrum into several parts. Because of the uncertainty of noise in the signal, the number of minimum points in trend spectrum may be more. In this paper, a new index called key spectral negentropy (KSNE) was proposed to measure the periodic shock information contained in the Fourier transform function of each initial frequency band. The left and right boundaries of the band with the maximum KSNE were used to reconstruct the empirical modes. The maximum number of empirical modes obtained was 3, and the empirical modes including periodic impact were known. This method inherits the fast operation speed and the adaptability of EWT, optimizes the number of boundaries and reduces the subsequent screening process of empirical modes. The simulation results show that this method can extract periodic shocks successfully, and the proposed KSNE has strong anti-noise ability. The experimental results show that this method can not only successfully extract the fault features of bearing outer rings, but also extract the composite fault features of bearing inner and outer rings, which can be effectively applied to online fault diagnosis system. The structure of the paper is as follows: Section 2 briefly introduces the methods of EWT and its shortcomings; Section 3 elaborates the AFEWT method proposed in detail, and introduces the method of selfadaptive selection of reconstructed points and the method of optimizing boundaries and extracting fault frequency band based on key spectral negentropy; Section 4 uses two kinds of simulation signals to prove that the proposed adaptive method can obtain more appropriate boundaries; Section 5 applies this method to rolling bearing fault diagnosis.
II. EMPIRICAL WAVELET TRANSFORM A. EWT METHOD
The EWT method can be described by the following three steps:
Step 1: The frequency domain of the signal is normalized to [0, π] and divided into N frequency bands with different bandwidths. Let ω be the boundary between the bands; the left boundary is ω 0 = 0, the right boundary is ω N = π, and the remaining boundaries can be expressed as ω 1 , ω 2 , . . . , ω N , then each frequency band can be recorded
With each boundary as the center, a transition phase with a width of T n = 2τ n is defined for building a window base.
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Step 2: According to the definition of empirical wavelet, a suitable bandpass filter is constructed for each frequency band. The Meyer wavelet was selected by Gilles [10] as a basis function to construct an empirical wavelet. A group of mutually orthogonal trigonometric functions is designed in the transition phase where the boundary of the frequency band is located, and a constant is designed in the frequency band. The empirical scaling function∅ n (ω) and the empirical waveletsˆ n (ω) can be defined as:
where the transition function β(x), the coefficient γ , and the transition phase τ n are:
Step 3: The Fourier transform is F( ), and the inverse Fourier transform is F −1 ( ). The detail coefficients W ε f can be defined as:
Generate the approximation coefficients W ε f (0, t) by the inner product of the signal with the empirical scaling function:
wheref (ω),∅ 1 (ω),ˆ n (ω) can be expressed as Fourier transforms of f (t), ∅ 1 (t), and n (t). The signal can be rebuilt as follows:
The empirical mode can be given by
B. DRAWBACKS OF THE EWT
The flow charts of EWT method is shown in Fig.1 . EWT takes the minimum between the local maxima of the spectrum as boundaries, and the boundaries are used to segment the spectrum. However, this method needs to set parameters to process different data when it was proposed. Gilles and Heal [19] optimized this method and proposed scale-space representation method. The method based on scale-space representation can segment spectrum adaptively and reconstruct it by filtering, but there are still many problems. A simulation signal is used to show the shortcomings of the EWT method. For a simulation signal consisting of three cosines with different amplitudes, f 1 = 100 Hz; f 2 = 150 Hz; f 3 = 300 Hz; and η = SNR(−5db):
The signal shows three vertical lines in the spectrum. Ideally, EWT divides three frequencies without any unnecessary invalid components. Scale-space representation method is used to segment spectrum, such as Fig.2 .
The s 1 and s 2 components represented by 100 Hz and 150 Hz have not been successfully separated. Noise above 300 Hz is divided into many parts. In fact, these parts are invalid components. Therefore, EWT is not only difficult to separate components near the spectrum, but also unable to separate strong noise from the signal. Therefore, it is necessary to explore an adaptive method to improve empirical wavelet transform to integrate the advantages of EWT.
III. PROPOSED METHOD OF ADAPTIVE AND FAST EMPIRICAL WAVELET TRANSFORM
In this paper, the adaptability of EWT was studied in depth. The number of reconstructed points was selected adaptively according to the signal characteristics. The key spectral negentropy (KSNE) is explored according to its fault characteristics and is also used to enhance the adaptability of the proposed method. The specific steps are as follows:
Step 1: Let the signal be y(t), and its Fourier spectrum can be expressed as Y (f ). The Fourier transform function of the spectrum, Key Function: K (f ), is obtained by FFT calculation.
Step 2: After automatically selecting the first feature cluster in K (f ) as the number of reconstructed points, the inverse Fourier transform of K (f ) is performed using iFFT algorithm, and the trend spectrum T (f ) can be obtained. Section 3.1 describes the details of this method.
Step 3: Minimum points in trend spectrum are extracted as the initial boundary array, and the Fourier transform function K i (f ) of the frequency bands in the adjacent boundary can be calculated by FFT .
Step 4: Calculate the key spectral negentropy of each key function K i (f ), and define the boundaries with the highest entropy as the best. Section 3.2 describes the process of selecting the best boundaries.
Step 5: Normalize the best boundaries to [0, π]; select Meyer wavelet as the basis function; define the corresponding scaling function and empirical wavelet; establish an adaptive filter; reconstruct the frequency band to obtain the component containing the fault.
A. ADAPTIVE SELECTION OF THE NUMBER OF RECONSTRUCTION POINTS
When parts of rotating machinery such as bearings and gears fail, the vibration signals often show regularity. When the signal-to-noise ratio is high, the shock information can be seen from the time domain, and the shock has obvious periodicity. Central frequency and side bandwidth related to frequency conversion can be found in frequency domain. After demodulating the signal, the characteristic frequency and frequency doubling of the fault at a certain location are displayed. This characteristic can be simply described as pulse and cyclostationary when rotating machinery fails. However, when the signal-to-noise ratio is low, the impulse information in the time domain is submerged by noise, and the periodicity is not obvious; it is difficult to calculate the width of the side band in the frequency domain; and the fault characteristic frequency may not be found in the envelope spectrum. Therefore, it is an effective method to extract fault feature information by choosing appropriate boundary to segment spectrum and reconstruct signal components. The method of estimating spectrum trend based on key function not only retains the theoretical basis of Fourier transform, but also reduces the operation time of spectrum segmentation. In this paper, five simulation signals are constructed and their characteristics in time domain, spectrum and key functions are studied.
The first simulation signal s 1 is a cosine:f 1 = 100 Hz. The second simulation signal s 2 is a modulation signal: f 2 = 4 Hz, f 3 = 500 Hz. The third signal s 3 imitates the shape of periodic shock in the spectrum: f 4 = 50 Hz, f 5 = 1500 Hz, f 6 = 100 Hz, f 7 = 2 Hz, f 8 = 50 Hz. The fourth signal s 4 is a periodic shock with damping. It simulates the signal when the equipment fails: the natural frequency of the pulse signal is f i n = 3500 Hz, the damping coefficient g = 0.02 and the repetition period T = 0.01s. The fifth signal η is noise with intensity of 2 db. Their waveforms, spectrum and key functions are shown as Fig.4 .
Five kinds of simulation signals have similarity and distinction in time domain, frequency domain and key functions. The simulated fault s 4 shows periodic pulse in time domain. This characteristic is different from the cyclostationality of cosine signal and modulated signal, and also from the random non-stationarity of noise. In frequency domain, the shape of modulated signal s 3 simulates the shape of s 4 for comparative analysis. Among the five key functions of simulation signals, s 1 approximates a straight line; s 2 is a cosine-like curve; s 3 and s 4 contain periodic feature clusters; s 5 has no obvious characteristics. Because s 3 is not a periodic pulse, the feature clusters in the key functions of s 4 are more prominent. Because there are different feature clusters in the key functions of periodic pulses from other signals, this paper studies the characteristics of s 4 to explore the reconstruction characteristics of trend components. Fig.5a shows the spectrum and key functions of s 4 . The first, second and third feature clusters of key functions are selected for inverse Fourier transform. The boundaries represented by trend spectrum and minimum points are shown in Fig.5 .
Because there is no noise in the signal, the information containing the fault exists in the whole frequency band. The smoother trend spectrum can be obtained by choosing the first feature cluster for reconstruction. From Fig.5b , it can be seen that the number of minimum points is very small, and the two boundaries cover almost the whole frequency band, which means that the center frequency and most of the side band are also accommodated. The trend spectrum reconstructed from the first two feature clusters is more complex than the former. Trend spectrum fluctuates greatly and there are many minimal points, so the boundary represented by minimal points divides the spectrum into too many parts. The same situation occurs in the trend spectrum reconstructed from the first three feature clusters. One of the purposes of the proposed method is to reduce the number of minimum points and contain as much fault information as possible. Therefore, it is appropriate to select the first feature cluster for inverse Fourier transform to compute the boundary. Adding noise with different SNR to the signal and observing the interference degree of feature clusters in the key function, shown as Fig.6 .
When the signal-to-noise ratio is positive, the feature clusters in the key functions are not obviously disturbed. B1, B2, and B3 in Fig.6 are the separation points between the first feature cluster and the second feature cluster. The first feature cluster can be easily extracted. With the increase of noise, the components representing noise appear in the key functions. These components are generated randomly throughout the sample interval of the key function. Because the first feature cluster has a small range and generally does not exceed 100 sample points, the first feature cluster will not be greatly disturbed even if the latter feature cluster is disturbed by strong noise. In order to compare the effect of reconstructing trend spectrum in the six cases mentioned above, B1 = B2 = B3 = B4 = B5 = B6 = one feature cluster. Reconstruct trend spectrum and show as Fig.7 .
Because the spectrum of different signal-to-noise ratios is not same, in order to better represent the relationship between boundary and fault information, the spectrum of non-noise signal is displayed in Fig.7 instead of that of noise signal. B1 -B6 denotes the trend spectrum obtained by extracting one feature cluster from six groups of noised signals. Although the range of noise intensity varies from 10 db to −10 db, the number of boundaries is approximate. The most part of fault information including center frequency and side frequency band is successfully segmented. How to select the fault frequency band from many frequency bands is described in detail in section 3.2.
B. A METHOD OF OPTIMIZING BOUNDARIES AND EXTRACTING FAULT FREQUENCY BAND BASED ON KEY SPECTRAL NEGENTROPY
There are many traditional methods to extract fault information, such as spectral kurtosis (SK), matching pursuit algorithm [34] , sparsogram [35] , unbiased autocorrelation, (AC) [36] , dictionary learning [37] , blind source separation [38] , information entropy and so on. Antoni [39] studied these concepts in depth and proposed spectral negentropy (SNE) based on fault mechanism and fault characteristics of rotating machinery. During the normal operation of rotating machinery, the vibration signals collected include the stable signal and noise of the system. At this point the system is balanced. When accidental shocks occur in the system, the new shock information breaks the balance of the original system, and the entropy of the system decreases. It can be seen that the entropy has the ability similar to the kurtosis to test the unbalanced disturbance in the system. When the system has accidental impact, the system is non-stationary; when the system has periodic cycle, the system is in cyclostationary state. These are two conflicting phenomena of system operation. However, when rotating machinery such as bearings and gears fail, both of these characteristics are included. Antoni describes it as pulse and cyclostationary. On this basis, spectral negentropy was proposed to expand the application scope of SK. When SK, Sparsogram, AC, SNE and other indicators are applied, they are usually based on the time domain or frequency domain characteristics of the signal. Pulse and cyclostationary in time domain are susceptible to noise interference, and center frequency and side frequency band in frequency domain are susceptible to similar a periodic pulse interference. Reference [39] proposed to study both time-domain and frequency-domain characteristics simultaneously. The average value of them represents the entropy uncertainty.
The adaptive boundary segmentation method proposed in Section 3.1 will still leave some frequency bands. It will take time to reconstruct the signal in the frequency band back to the time domain, and may not achieve good results. If the signal contains periodic pulses, its key function is characterized by similar periodic pulses. This section improves the spectral negentropy and proposes the key spectral negentropy (KSNE) by exploiting the characteristic of the key function and expanding the scope of application of spectral negentropy to avoid the characteristics of time-frequency parameters in subsequent analysis. 
The ''key spectral entropy'' in the band [ω − ω/2; ω + ω/2] can be defined as:
When the energy flow is constant, the maximum key spectral entropy appears; when the energy flow is compressed into a single pulse, the minimum key spectral entropy appears. It can be proved by the variation method key spectral negentropy similar to SK is defined here:
Five signal components refer to (8) are superimposed to calculate the Fourier spectrum. The frequency characteristics of the first four components are arranged in sequence from low frequency to high frequency in the spectrum. The noise component is all over the whole frequency band. The spectrum can be adaptively divided according to the method proposed in Section 3.1 Here the boundaries were set manually to [0 Hz, 250 Hz, 800 Hz, 2500 Hz, 5000 Hz]. Among them, A, B, C, and D represent the frequency bands where the frequency characteristics of s 1 , s 2 , s 3 and s 4 are located. The key functions for calculating each frequency band are shown in Fig.8b . According to (14) , the key spectral negentropy can be calculated. Fig.8c shows the relationship among the key spectral negentropy of the four signal components. KSNE, which represents the D-band of periodic pulses, is much larger than the other three components. Therefore, KSNE can be used to screen the frequency bands containing periodic pulses in the spectrum.
The above method does not separate the noise, so the next step is to explore the effect of noise on KSNE. Standard deviation (SD) can be used to represent the degree of dispersion of a data set:
Since the minimum values of SNE and KSNE are similar, the anti-noise ability of SNE and KSNE can be measured by 1/SD, as shown in Fig.9b . The anti-noise ability of KSNE is better than that of SNE. On the other hand, both sets of data are positive and have different mean values, so the volatility of data can be verified by coefficient of variation based on standard deviation. When the coefficient of variation is larger, the anti-noise ability is weaker. It can be defined as: Set noise η = SNR(−5db, −8db, −10db), and respectively display the waveform of the signals as shown in Fig.10 :
In the spectrum, the part with an inherent frequency of 1000 Hz is useful information containing the fault, and the part with an inherent frequency of 3000 Hz is interference information. EWT is used to process the three signals with different noise in Fig.10 . In Fig.11 (a-c) , the blue lines are the boundaries of EWT in the spectrum division. EWT can separate the two signals when the SNR is relatively high (−5 db or −8 db), while it cannot when the SNR is relatively low (−10 db). The frequency band containing the most fault information in the three signals would be reconstructed and envelope demodulation could be performed on it, as shown in Figure 11(d-f) . When SNR = −5 db or −8 db, the fault characteristics and frequency multiplier are more obvious. But the frequency doubling of characteristic frequency can not be found when SNR = −10 db. We observed that EWT method is easy to be disturbed by noise when decomposes the signal, which leads to too many boundaries and increases the operation time.
AFEWT is used to process the above signals. In Fig.12(a-c) , the gray lines are the pre-segmentation boundaries of AFEWT using the method of Section 3.1, and the red lines are the remaining boundaries after optimized in section 3.2. AFEWT can separate the two signals successfully whether the SNR is higher or lower. With the decrease of the SNR, the numbers of boundaries divided by EWT are 17, 19, and 21, while the numbers of boundaries divided by AFEWT VOLUME 7, 2019 are 14, 13, and 12. AFEWT does not increase the number of boundaries due to the increase of noise during the boundary division, indicating its strong anti-noise ability. Take the optimized red dotted line as the boundaries to reconstruct the signal components and conduct envelope demodulation on them, as shown in Fig.12(d-f) . When SNR = −5 db or −8 db, the fault characteristics and frequency multiplication are more obvious, and When SNR = −10 db, AFEWT can find the characteristic frequency and its double frequency and reduce the number of boundaries under the premise of fault extraction from strong noise.
As EWT fails to separate the signal of SNR = −10 db, this signal is excluded. Calculate the root mean square and SNR of the signals extracted by EWT and AFEWT when SNR = −5 db or −8 db, respectively, as the root mean square can verify the error between the new signal and the original signal and the SNR can verify the noise reduction ability of the two methods. The calculation formula of root mean square is as follows, where s 1 is the periodic impulse signal and s c is the component of the extracted signal. Fig.13a shows the root mean square of the periodic impulse signal extracted by the two methods. The root mean square of AFEWT is slightly lower than EWT, which has certain advantages. Fig.13b shows the SNR of the periodic impulse signal extracted by the two methods. The SNR of the extracted components increases significantly. AFEWT has certain advantages over EWT in noise reduction. 
B. CASE STUDY 2
The second simulation signal adds two single impulses to a periodic high-frequency impact.
where s 1 is the simulated bearing fault and u (t) is the step signal. The sampling frequency is 2 kHz, collection time t = 1s, and η = SNR (5db). s 2 is the basic formula of the single impulse. In this program, the impulse with damping coefficient g = 0.05 is added at 0.33s and 0.44s. The signal, its components and spectrum are shown in Fig.14 . Two single impulses are distributed on the left and right sides of the second high-frequency impact of periodic impact and obvious from the waveform because of the low noise. In order to explore the sensitivity of KSNE to single impulse when the adaptive and fast empirical wavelet transform proposed in this paper is used to optimize the boundaries, it is compared with kurtosis in this section.
EWT is used to process the signal. EWT divides the spectrum into 12 parts, and the part with a central frequency of 200 Hz containing periodic impact has been divided separately. Continue to reconstruct each part and obtain 12 empirical modes, then the kurtosis of each empirical mode is calculated and plotted in the spectrum correspondingly, as shown in Fig.15 . The part with the maximum kurtosis is located in the sixth frequency band, which has no obvious center frequency and side frequency band but has the maximum kurtosis. The signal component of this frequency band is extracted and its waveform is shown in Fig.16a . Two single impulse signals are extracted but the periodic impact containing fault information is not successfully extracted. Therefore, kurtosis is easily affected by a single random pulse and thus affects the diagnosis. Enlarge one of the pulses, the black solid line is the extracted component and the blue dotted line is the original component of s 2 . It can be seen from Fig.16b that the extracted pulse component loses a lot of energy. AFEWT proposed in this paper is used to process the signal. The spectrum is divided into seven parts using the method proposed in section 3.1, and the part containing periodic impact is divided separately. Before reconstructing each part, KSNE optimizing boundaries proposed in section 3.2 is adopted. Calculate the KSNE of each frequency band and draw it in the spectrum correspondingly, as shown in Fig.17 . The part with the largest key spectral negentropy is located in the second band which has center frequency 200 Hz and obvious side frequency band. By keeping the left and right boundaries of this frequency band, the signal can be reconstructed into three components. The second component can be extracted and its waveform is shown in Fig.18a . The periodic impact containing fault information is successfully extracted while the frequency band containing single impulse information does not show obvious characteristics. Therefore, KSNE is less affected by random impulse noise. A high-frequency impact of the extracted signal is observed. The black solid line representing the extracted component and the green dotted line representing the original component of s 1 has a high degree of coincidence, so the fault information is successfully extracted. This method is suitable for fault diagnosis of bearings.
V. APPLICATIONS A. ANALYSIS OF BEARING OUTER RING FAULT DATA
The experimental data used in this experiment are from the bearing fault simulator. The bearing fault simulator is shown in Fig. 19 . The motor frequency is 30 Hz, the motor speed is 1800 r/min, and the sampling frequency is f s = 20480 Hz. The bearing model is 6200 deep groove ball bearing and there is damage in outer ring. After calculation, the fault characteristic frequency of the outer ring is f o = 91.8 Hz.
The collected data is shown in Fig.20 . Calculate the spectrum (Fig.20a ) and envelope spectrum (Fig.20b) of the original signal. The periodic impact in the time domain is not obvious, and there is no obvious side frequency band in the spectrum. The rotating frequency in the envelope spectrum is obvious, but the fault characteristic frequency and its frequency multiplication are not significant.
EWT is used to process the signal, and the spectrum is divided into 47 parts (Fig.21) . Too many boundaries makes each band contain less information, and it is likely that the information containing the fault will be divided into several parts, resulting in less fault information in each frequency band and thus being covered by noise. This method consumes a lot of computing time and also acquires too many empirical modal components. In order to reduce the difficulty of analysis, calculate the kurtosis of each empirical mode and draw a kurtosis line char, as shown by the blue line in Fig.21 . As there is no significant larger kurtosis in the line char, the three frequency bands with the maximum kurtosis are taken to extract these empirical modes and calculate the envelope spectrum, as shown in Fig.22 . There is no obvious periodic impact in the three extracted components, and the sixth empirical mode with the largest kurtosis has no outer ring fault characteristic frequency. The 34th and 42th empirical modes have the characteristic frequency of outer ring fault, but no high frequency multiplication. The signal still contains more noise and the fault information is concealed.
AFEWT is used to process the data, and the spectrum is self-adaptive divided into 6 frequency bands. The KSNE of each frequency band is calculated and drawn in the spectrum (Green Line). The frequency band with the maximum KSNE is located at [5018 Hz; 6782 Hz], and the left and right boundaries are retained, while the rest boundaries are neglected. Three empirical modes can be obtained. Among them, the second empirical mode that has the maximum KSNE whose time domain waveform and envelope spectrum is shown in Fig.23b .
The fault characteristic frequency and two, three and four times frequency of the outer ring can be found from the envelope spectrum and the fault characteristics are obvious. It can be concluded that AFEWT can effectively extract rolling bearing faults. The number of boundaries obtained by EWT is too many, and that by the improved method is less. In order to test the computational efficiency of the two methods, the calculation time is compared as Fig.24 . The time consumed for EWT to segment boundaries and reconstruct components is 548.355s, and the time consumed for proposed AFEWT is 0.4171s. It can be seen that the computational efficiency is greatly improved.
B. ANALYSIS OF BEARING COMPOSITE FAULT DATA
When the inner ring or outer ring of the bearing fails, its vibration signal is often shown as periodic impulse. Bearing outer ring is fixed with the chassis and can not be rotated, so the impact signal generated by each impact of the rolling body at the fault position is similar. The rotation speed of the bearing inner ring is the same as that of the shaft. The vibration signal generated when the rolling body hits the fault position is affected by the rotation of the rolling body and the inner ring at the same time. Therefore, there is not only an impact in the time domain signal but also a modulation phenomenon in its amplitude. The spectrum of outer ring fault data has the center frequency and side frequency band; while the spectrum of inner ring fault data not only has the center frequency, the side band also has the modulation phenomenon.
From the envelope spectrum, the outer ring signal contains the characteristic frequency and frequency multiplication of the outer ring fault; while the inner ring contains not only the characteristic frequency and frequency multiplication of the inner ring fault, but also the modulation phenomenon (Fig.25) . In the spectrum of outer ring signal, the fault information is concentrated near the center frequency, while in the spectrum of inner loop signal; it is all over the whole frequency band. Since the method proposed in this paper is to segment the fault information from the frequency domain, this phenomenon brings difficulties to the complex faults of inner and outer rings.
The composite fault data used in this experiment are derived from the test bench mentioned in Section 5.1. The bearing fault simulator is shown in Fig. 19 . The sampling frequency is f s = 51, 200 Hz. The motor frequency is 30 Hz, the motor speed is 1800 r/min, The bearing model is 6200 deep groove ball bearing and there are two damages (Fig. 26a) : inner ring and outer ring. The fault characteristic frequency of the inner ring of the bearing is f I = 148.6 Hz; the fault characteristic frequency of the outer ring is f O = 91.8 Hz. Fig.26 also shows the vibration signal, spectrum and envelope spectrum of the bearing. The impact in the time domain signal has a certain periodicity, but it is difficult to calculate the period. The fault characteristic frequency and high frequency multiplication of inner ring can be found in the envelope spectrum, so the bearing inner ring can be considered to be faulty. However, the fault of the outer ring is mixed with the rotating frequency, and the fault characteristics are not obvious, which needs further treatment.
EWT is used to process the signal, and the spectrum is divided into 23 parts. The spectral negentropy of the obtained 23 EM components are calculated and drawn in the spectrum in proportion. As can be seen from Fig.27a , the component with the maximum SNE is located in the last frequency band. According to the SNE from large to small, the corresponding components of the last four frequency bands are extracted and the respective envelope spectrums are calculated. In the envelope spectrum of the four components of ABCD, there are obvious inner ring fault characteristic frequency and high frequency multiplication. Therefore, these four components should actually be the same component, but are divided into four by the EWT method. By calculating the four components with the maximum SNE, the outer ring failure is not found. It is inconvenient to divide the boundary by EWT when dealing with complex faults containing inner ring faults.
Next, the three frequency bands with the maximum SNE in the remaining components were extracted and their envelope spectrums were calculated, as shown in Fig.28 . There is no obvious fault characteristic in the envelope spectrum of the EM-E component, which may include both inner and outer ring faults, resulting in the maximum SNE among the three frequency bands. The envelope spectrum of EM-F has obvious inner ring fault. The time domain signal of EM-G has obvious periodic impact, and the envelope spectrum of it has obvious outer ring fault characteristic frequency and high frequency multiplication. Therefore, it can be determined that the outer ring of the bearing is damaged. Among the 23 components generated by the EWT method, the spectral negentropy of the component containing the outer ring fault is ranked 7th. Due to the unreasonable division of boundaries, a lot of analytical time is consumed.
AFEWT is used to process the data, and the spectrum is self-adaptive divided into five frequency bands. Calculate the KSNE of each frequency band and draw it in the spectrum (Green Line). The frequency band EM-A with the maximum KSNE is extracted, as shown in Fig.29b . This empirical mode has obvious periodic impact and modulation information in the time domain, which conforms to the characteristics of the inner ring fault. Its local magnification was shown in Fig.29c fault characteristic frequency of the inner ring of the bearing. The fault characteristic frequency and high frequency multiplication of the inner ring can be found in the envelope spectrum (Fig.29d) of the EM-A. It can be considered that the inner ring of the bearing has failed. The frequency band EM-B with the second maximum KSNE is extracted, as shown in Fig.29e . The impact in the time domain of this empirical mode is obvious, but it is difficult to calculate its period. And it is difficult to distinguish between rotating frequency and fault characteristic frequency in the envelope spectrum (Fig.29f) of EM-B. The component may contain both inner and outer ring fault information, so it is difficult to separate them, and the KSNR is larger. The frequency band EM-C with the third maximum KSNE is extracted, as shown in Fig.29g . This empirical mode has obvious periodic impact and modulation information in the time domain, which conforms to the characteristics of the outer ring fault, its local magnification as shown in Fig.29h . The period of impact T Out = 0.0108 s, 1/T In = 92.6 Hz ≈ f O . The calculation results are similar to the fault characteristic frequency of the outer ring of the bearing. The fault characteristic frequency and high frequency multiplication of the outer ring can be found in the envelope spectrum (Fig.29i) of the EM-C. We considered that the outer ring of the bearing has failed.
In the process of using EWT and AFEWT to deal with this complex fault data, EWT obtains too many boundaries, resulting in slower operation speed and inconvenient for subsequent analysis; AFEWT reduces the number of invalid components and accelerates the calculation speed, which can be effectively applied to the fault diagnosis of rolling bearing equipment.
VI. CONCLUSION
This paper proposed an adaptive and fast empirical wavelet transform method. AFEWT can decompose the signal into a series of empirical modes. In the decomposition process, the first feature cluster is used to adaptively reconstruct the trend spectrum obtained by the key function, and the spectrum can be divided into several parts. This method not only optimizes the number of boundaries of EWT, but also increases the adaptability of it. Key spectral negentropy is proposed to reduce the steps of empirical mode selection on one hand and to further optimize the number of boundaries to avoid the misjudgment of random pulses by kurtosis. The simulation results show that the traditional defects and the adaptability of EWT are optimized. The proposed method has fast operation speed and fewer invalid components. Standard deviation and coefficient of variation are used to prove that the empirical modal error obtained by AFEWT is smaller. The experimental results show that the proposed method is less time-consuming and can be effectively applied to the diagnosis of bearing outer ring faults and composite faults of inner and outer rings.
