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Inflation can be parametrized by means of truncated flow equations. In this “horizon-flow” setup,
generic results have been obtained, such as typical values for r/ (1− nS). They are sometimes re-
ferred to as intrinsic features of inflation itself. In this paper we first show that the phenomenological
class of inflationary potentials sampled by horizon flow is directly responsible for such predictions.
They are therefore anything but generic. Furthermore, the horizon-flow setup is shown to rely on
trajectories in phase space that differ from the slow roll. For a given potential, we demonstrate that
this renders horizon flow blind to entire relevant inflationary regimes, for which the horizon-flow
trajectory is shown to be unstable. This makes horizon flow a biased parametrization of inflation.
PACS numbers: 98.80.Cq
I. INTRODUCTION
Inflation is currently the leading paradigm for explain-
ing the physical conditions that prevailed in the very
early Universe [1–5]. It describes a phase of acceler-
ated expansion that solves the puzzles of the standard
hot big bang model, and it provides a causal mechanism
for generating inhomogeneities on cosmological scales [6–
11]. These inhomogeneities result from the amplification
of the unavoidable vacuum quantum fluctuations of the
gravitational and matter fields during the accelerated ex-
pansion. In particular, inflation predicts that their spec-
trum should be almost scale invariant, with small devi-
ations from scale invariance being related to the precise
microphysics of inflation. This prediction is consistent
with the current high precision astrophysical observa-
tions [12–15]. In particular, the recent Planck measure-
ment [15] of the cosmic microwave background tempera-
ture map gives together with WMAP polarization data a
slightly red tilted scalar spectral index nS ≃ 0.96, ruling
out exact scale invariance nS = 1 at over 5σ and enabling
us to constrain the inflationary models still allowed by
the observations [16, 17].
Together with the absence of primordial non-
Gaussianities and of isocurvature modes [15], these re-
sults indicate that, at this stage, the full set of observa-
tions can be accounted for in the minimal setup, where
inflation is driven by a single scalar field φ, the inflaton
field, minimally coupled to gravity, and evolving in some
potential V (φ). The action for such a system is given by
(hereafter M
Pl
denotes the reduced Planck mass)
S =
∫ [
M2
Pl
2
R− 1
2
∂µφ∂
µφ− V (φ)
]√−g d4x , (1)
where the background metric is chosen to be of the
flat Friedmann-Lemaˆıtre-Robertson-Walker type, i.e. the
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one of a homogeneous and isotropic expanding universe
(about which fluctuations are evolved), given by ds2 =
−dt2 + a2 (t) dx2, where the scale factor a (t) is a free
function of time. However, the physical nature of the in-
flaton and its relation with the standard model of particle
physics and its extensions remain elusive, since the infla-
tionary mechanism is supposed to take place at very high
energies in a regime where particle physics is not known
and has not been tested in accelerators. Therefore the
only requirement on V is that it should be sufficiently flat
to support inflation, but otherwise the multitude of in-
flaton candidates (with associated potentials) makes the
theory as a whole hardly tractable, unless one restricts
to a specific model.
If one does so, within a given inflationary model V (φ),
there exists a frame of approximation, the slow-roll ap-
proximation, which provides a set of manageable equa-
tions to calculate an attractor solution for the dynamics
arising from the action (1), and to consistently derive the
statistical properties of cosmological perturbations pro-
duced during inflation. This is why, in order to constrain
the inflationary scenario at a level matching the accu-
racy of the current data, a first approach is to scan the
full set of models that have been proposed so far, and to
test them one by one [16, 17] making use of the slow-roll
setup.
Another strategy consists in developing model inde-
pendent approaches and in studying generic parametriza-
tions of inflation. Among these parametrizations is the
“horizon-flow” setup [18–22] which relies on truncated
flow equations describing the inflationary dynamics. The
starting point is to define a set of flow parameters, based
on time derivatives of the Hubble scale H ≡ a˙/a dur-
ing inflation (a dot denoting a derivation with respect
to cosmic time t), and to derive a set of equations for
their variation in time. A finite subset of these equa-
tions is then solved numerically. Since all the observ-
able quantities related to inflation directly depend on H
and the way it (slowly) varies with time, this is indeed
a generic way to describe a full set of possible inflation-
ary predictions. The goal of this paper is to investigate
2whether this horizon-flow approach can be used to ro-
bustly parametrize inflation.
Both approaches thus use a different function as an
input: V (φ) for the slow-roll setup and H(φ) for the
horizon-flow one. In section II we review how these two
strategies address the calculation of inflationary predic-
tions. In particular, we point out thatH(φ) and V (φ) are
explicitly related, and that the horizon-flow parametriza-
tion therefore only samples a particular set of inflationary
potentials. In section III, we discuss the impact of re-
straining to such a class of phenomenological potentials,
and we show that the typical values for r/(1 − nS) that
have been noticed in the literature are in fact in direct
correspondence with the inflationary regimes supported
by such potentials. However, examples are worked out
where those relations break, showing that they are not
generic. In section IV, we emphasize that the slow-roll
and horizon-flow computational strategies differ by the
phase space trajectory they respectively rest on, i.e. the
path the system follows in the (φ, φ˙) plane as inflation
proceeds in both setups. We carry out the slow-roll
analysis of the potentials associated to the horizon-flow
parametrization, computing the inflationary predictions
for both trajectories and characterizing the discrepan-
cies. We show that for a given potential, horizon flow
does not sample all possible inflationary regimes, which
introduces a bias in the way it parametrizes inflation. In
some cases, its trajectory is even shown to be unstable.
Finally in section V, we summarize our main results and
conclude the discussion.
II. COMPUTING INFLATIONARY
PREDICTIONS
In this section we first recall how statistical properties
of primordial cosmological fluctuations can be worked
out in the framework of canonical single-field cosmolog-
ical inflation (1). We then review how the slow-roll and
horizon-flow setups address the associated calculations.
A. The Single-Field Setup
In order to model the cosmological fluctuations, one
needs to go beyond homogeneity and isotropy. When
small fluctuations are added [23, 24] on top of the
Friedman-Lemaˆıtre-Robertson-Walker metric introduced
above and of the inflaton field, the scalar sector can be
fully parametrized in terms of the Mukhanov-Sasaki vari-
able v [6, 25]. Expanding and varying the action (1) at
leading order in the perturbations, one can show that
this gauge invariant quantity follows an equation of mo-
tion [26] of the form
v′′
k
+
[
k2 −
(
a
√
ǫ1
)′′
a
√
ǫ1
]
vk = 0 , (2)
where vk is the Fourier mode of v, and where ǫ1 ≡ 1 −
(a′/a)′/(a′/a)2. Here, a prime denotes a derivative with
respect to conformal time η, defined by adη = dt. A
similar equation can be obtained for tensor perturbations
so that primordial gravity waves can be studied in the
same way. Once Eq. (2) is solved, one can evaluate vk at
the end of inflation and calculate the power spectrum of
curvature perturbations ζ = v/(a
√
2ǫ1MPl) at that time,
namely
Pζ (k) ≡ k
3
2π2
|ζk|2 = k
3
4π2a2ǫ1
|vk|2 . (3)
To carry out such a program, two pieces of information
are still missing. Firstly, one needs to set initial con-
ditions for v and v′ at some reference time. A sensible
choice of initial conditions is the Bunch-Davies vacuum
where vk → eikη/
√
2k when k/aH → ∞, which corre-
sponds to setting each mode of the scalar perturbations
in its Minkowski quantum ground state in the far sub-
Hubble past.
Secondly, one needs to specify the background func-
tion a
√
ǫ1. This is why as mentioned in the introduction,
at this point everything depends only on a (or equiva-
lently H) and the way it varies with time. This can be
obtained as follows. From varying the action (1) two dy-
namical equations arise for the background, namely the
Friedmann equation, which equals the squared Hubble
parameter to the energy density of the inflaton field, and
the Klein-Gordon equation, which is the equation of mo-
tion of the field φ. They are given by
H2 =
V + φ˙2/2
3M2
Pl
, (4)
φ¨+ 3Hφ˙+
dV
dφ
= 0 . (5)
Provided some initial conditions φin and φ˙in, and assum-
ing that the potential V (φ) is known, this system can be
solved and the corresponding time evolution of H (hence
of a) can be inferred. Then, Eq. (2) can be solved, and
the statistical moments of v can be calculated.
However, such a program is difficult to carry out in
practice mainly because of three reasons. First, the sys-
tem (4)–(5) and Eq. (2) can generally not be solved ana-
lytically. Second, a potential V must be specified even if
at these energies there is no unique candidate. Third, in
general there is no obvious choice of initial conditions φin
and φ˙in. Both the slow-roll and horizon-flow approaches
may simplify some of these issues. We now describe the
strategies they rely on.
B. The Slow-Roll Approach
The slow-roll strategy relies on the assumption that the
Hubble parameter and its time derivatives slowly vary
with time during inflation, i.e. that the deviation from
3de Sitter space-time is small.1 This can be characterized
in terms of a hierarchy of “slow-roll parameters.”
Although there are several possible sets of slow-roll
parameters, in this paper, we choose to work with the
Hubble-flow parameters {ǫn} defined by the flow equa-
tions [27, 28]
ǫn+1 =
d ln |ǫn|
dN
, (6)
where the hierarchy is started at ǫ0 ≡ Hin/H , and where
N ≡ ln a is the number of e-folds. With this definition, all
the ǫn are typically of the same order of magnitude. One
has slow-roll inflation as long as |ǫn| ≪ 1, for all n > 0,
while since ǫ1 = −H˙/H2 = 1−a¨/(aH2), inflation (a¨ > 0)
takes place provided ǫ1 < 1. Note that the definition of
ǫ1 is of course consistent with the one introduced below
Eq. (2).
Now, when inflation is driven by a single scalar field, let
us see how the system (4)–(5) gets simplified. Inserting
the Klein-Gordon equation in the time derivative of the
Friedman equation, one obtains H˙ = −φ˙2/(2M2
Pl
), hence
ǫ1 = − H˙
H2
= 3
φ˙2/2
V (φ) + φ˙2/2
. (7)
The condition ǫ1 ≪ 1 thus implies that the kinetic energy
of the inflaton is much smaller than its potential energy,
namely φ˙2/2 ≪ V (φ). Under this condition, the Fried-
mann equation simplifies and gives, at leading order in
slow roll, H2 ≃ V/(3M2
Pl
).
One can keep on and play the same game with ǫ2. In-
serting the Klein-Gordon equation (5) in the time deriva-
tive of the relation H˙ = −φ˙2/(2M2
Pl
) previously obtained,
one gets H¨ = 3Hφ˙2/M2
Pl
+ φ˙V ′/M2
Pl
, and
ǫ2 =
H¨
HH˙
− 2 H˙
H2
= 6
(
ǫ1
3
− V
′
3Hφ˙
− 1
)
. (8)
Hereafter and unlike before, a prime denotes a derivative
with respect to the field φ. The condition ǫ2 ≪ 1 thus
implies that, at leading order in slow roll, φ˙ ≃ −V ′/(3H),
which means that the acceleration term can be neglected
in the Klein-Gordon equation. This is particularly inter-
esting since it lowers by 1 the order of the differential
equation satisfied by φ. As a consequence, it removes
dependence on the initial conditions by singling out a
specific trajectory, and analytical solutions are available
in most cases. In this manner it solves the first and the
third difficulties mentioned at the end of section IIA.
More explicitly, since dN = Hdt, at leading order
in slow roll the Klein-Gordon equation reads dN =
1 Such an assumption is justified a posteriori e.g. by the fact that
only small deviations from scale invariance are measured, with
tight constraints on the level of gravity waves.
−3H2dφ/V ′. Plugging in the slow-roll leading order of
the Friedman equation H2
SR,LO = V/(3M
2
Pl
), one obtains
∆NSR,LO = − 1
M2
Pl
∫ φend
φin
V
V ′
dφ , (9)
where ∆N ≡ Nend − Nin, φin is the value of φ at some
initial time Nin, and φend is the value of φ at some final
time Nend. This represents the leading order (LO) of the
slow-roll (SR) trajectory. Inverting this relation yields
the value of φ at any time N .
Furthermore, it turns out that the slow-roll trajectory
is a powerful attractor [29] of the inflationary dynamics,
that is to say, starting from a large basin of possible ini-
tial conditions φin and φ˙in, the system quickly converges
towards the slow-roll trajectory. We will come back to
this point in section IV, but we can already notice that it
is a strong physical motivation to work within the slow-
roll framework.
It is also interesting to remark that under the slow-
roll approximation, the slow-roll hierarchy can be eas-
ily expressed in terms of V and its derivatives. Indeed,
starting from H2 ≃ V/(3M2
Pl
) the derivative relation
d/dt = φ˙ d/dφ ≃ −V ′/(3H)d/dφ gives rise to
d
dN
∣∣∣∣
SR,LO
= −M2
Pl
V ′
V
d
dφ
. (10)
Repeatedly applying this identity, one obtains, at leading
order in slow roll,
ǫLO0 = Hin
√
3M2
Pl
V
, (11)
ǫLO1 =
M2
Pl
2
(
V ′
V
)2
, (12)
ǫLO2 = 2M
2
Pl
[(
V ′
V
)2
− V
′′
V
]
, (13)
ǫLO3 =
2M4
Pl
ǫLO2
[
V ′′′V ′
V 2
− 3V
′′V ′2
V 3
+ 2
(
V ′
V
)4]
, (14)
and the following slow-roll parameters can be computed
in the same way.
Since the slow-roll parameters entirely characterize the
time evolution of H (and of a), it is now obvious that
the solutions to Eq. (2) can be expressed in terms of
them, hence the statistical moments of cosmological fluc-
tuations at the end of inflation too. For example, at
leading order in slow roll, the scalar power spectrum is
given by
k3Pζ = H
2
∗
8π2M2
Pl
ǫ1∗
[
1− (2ǫ1∗ + ǫ2∗) ln k
kP
+ · · ·
]
,
(15)
where a star means that quantities must be evaluated at
the Hubble exit time of some pivot scale kP of astrophys-
ical interest today. One can see that the scalar power
4spectrum is scale invariant, with logarithmic corrections
whose amplitude is slow roll suppressed. They can be
described in terms of the spectral index
nS ≡ 1 + d lnPζ
d ln k
≃ 1− 2ǫ1∗ − ǫ2∗ , (16)
the last expression being given at leading order in slow
roll. As already mentioned, the same program can be
carried out for tensor modes and the power spectrum of
gravity waves Ph can be obtained in the same manner.
The ratio r of its amplitude to the scalar power spectrum
amplitude is often used to characterize the primordial
level of gravity waves. At leading order in slow roll, one
has
r ≡ PhPζ ≃ 16ǫ1∗ . (17)
The slow-roll program is therefore straightforward.
The Hubble crossing time of the pivot scale depends on
the subsequent thermal history of the Universe, and is
typically located ∆N∗ ≃ 50 e-folds before the end of in-
flation. Given a potential V (φ), one thus integrates the
slow-roll trajectory (9) ∆N∗ e-folds prior to the end of
inflation (defined as ǫ1 = 1) and evaluates the potential
and its derivatives there. Making use of Eqs. (11)–(14),
the slow-roll parameters ǫn∗ are obtained, and physical
quantities such as nS and r can be computed by means
of the formulas (16) and (17).
In the following it will turn useful to make use of next-
to-leading order (NLO) expressions in slow roll, i.e. one
order further than above. This is why we end this sec-
tion by deriving such formulas. The starting point is to
combine Eqs. (4) and (7) into
H2 =
V
3M2
Pl
(
1− ǫ1
3
)−1
. (18)
Together with the Friedman equation (4), this gives rise
to φ˙2 = 2V ǫ1/(3− ǫ1). These two formulas enable us to
recast dN = Hdφ/φ˙ as
dN = ± 1
M
Pl
dφ√
2ǫ1
. (19)
From here the slow-roll parameters at next-to-leading or-
der can be obtained as follows. Rewriting Eq. (18) as
ǫ0 = ǫ
LO
0
√
1− ǫ1/3, and iteratively applying
d
dN
∣∣∣∣
SR,NLO
=
√
ǫNLO1
ǫLO1
d
dN
∣∣∣∣
SR,LO
(20)
which comes from Eq. (19), one obtains an expression
for the slow-roll parameters at next-to-leading order in
terms of the slow-roll parameters at leading order, which
read
ǫNLO0 = ǫ
LO
0
(
1− ǫ
LO
1
6
)
, (21)
ǫNLO1 = ǫ
LO
1
(
1− ǫ
LO
2
3
)
, (22)
ǫNLO2 = ǫ
LO
2
(
1− ǫ
LO
2
6
− ǫ
LO
3
3
)
, (23)
ǫNLO3 = ǫ
LO
3
(
1− ǫ
LO
2
3
− ǫ
LO
4
3
)
, (24)
where the following slow-roll parameters can be com-
puted in the same manner, and where the slow-roll pa-
rameters at leading order in the right-hand sides are given
by Eqs. (11)–(14). If one wanted to keep on and go up
to next-to-next-to-leading order, one would proceed in
exactly the same way, but here it is enough to stop at
next-to-leading order.
Let us move on to the slow-roll trajectory. At next-to-
leading order, it proceeds from combining Eq. (19) and
Eq. (22), which gives rise to
∆NSR,NLO = − 1
M2
Pl
∫ φend
φin
V
V ′
dφ+
1
3
ln
(
V ′end/Vend
V ′in/Vin
)
.
(25)
At last, at next-to-leading order in slow roll, the spectral
index and the tensor to scalar ratio are given by [30, 31]
nS = 1− 2ǫ1∗ − ǫ2∗ − 2ǫ21∗
−(2C + 3)ǫ1∗ǫ2∗ − Cǫ2∗ǫ3∗ , (26)
r = 16ǫ1∗ (1 + Cǫ2∗) , (27)
where C ≡ γE + ln 2 − 2 ≃ −0.7296, γE being the Euler
constant.
C. The Horizon-Flow Approach
Contrary to the slow-roll approach which consists in
solving the system (4)–(5) with some approximation, the
horizon-flow strategy [18–22] uses flow equations of the
kind (6) as the fundamental input to derive physical ob-
servables such as nS or r. In this section we review how
this can be achieved.
A first remark is that for single-field inflation, the flow
parameters can be cast as functions of φ instead of t in full
generality. Indeed, since the inflaton field φ varies during
inflation under the effect of its potential and initial speed,
φ can be used as a time label itself, which is unambiguous
provided φ is monotonic in time. Concretely, identifying
the expression H˙ = −φ˙2/(2M2
Pl
) found above Eq. (7)
with the simple relation H˙ = H ′φ˙, one obtains
φ˙ = −2M2
Pl
H ′ . (28)
This enables us to relate the derivative with respect to
the number of e-folds to the derivative with respect to
5the inflaton field, d/dN = φ˙H−1d/dφ, by
d
dN
= −2M2
Pl
H ′
H
d
dφ
. (29)
The slow-roll hierarchy {ǫn} can thus be expressed only
in terms of H(φ) and its derivatives. Starting from
ǫ0 = Hin/H and repeatedly applying Eq. (29), the flow
equations (6) give rise to
ǫ0 ≡ Hin
H
, (30)
ǫ1 ≡ d ln |ǫ0|
dN
= 2M2
Pl
(
H ′
H
)2
, (31)
ǫ2 ≡ d ln |ǫ1|
dN
= 4M2
Pl
[(
H ′
H
)2
− H
′′
H
]
, (32)
ǫ3 ≡ d ln |ǫ2|
dN
= 2M2
Pl
[
2
(
H ′
H
)2
+
H ′′′
H ′
− 3H
′′
H
]
×
(
1− HH
′′
H ′2
)−1
, (33)
and the following parameters can be iteratively computed
in the same manner. Note that contrary to Eqs. (11)–
(14), all the above expressions are exact and do not rely
on any kind of approximation. It is also clear that the
slow-roll parameters depend only on H(φ) and its deriva-
tives, and that this function therefore contains all the
relevant information to derive the physical predictions of
inflation.
In the horizon-flow literature [18–22] a different set of
flow parameters is often used, which leads the way to a
computational program that we now explain. In this set
of parameters, ǫ1 and ǫ2 are supplemented with [19]
lλH =
(
2M2
Pl
)l (H ′)l−1
H l
dl+1H
dφl+1
, for l > 1 . (34)
From here2 a set of flow equations similar to Eq. (6) can
be derived: dǫ1/dN = ǫ1ǫ2, dǫ2/dN = 2
(
2λH
) − 2ǫ21 +
3ǫ1ǫ2, and
dlλH
dN
=
(
l− 1
2
ǫ2 + ǫ1
)
lλH − l+1λH . (35)
One should note that contrary to the hierarchy {ǫn},
these flow parameters are of increasing order in slow roll.
Obviously both hierarchies are explicitly related.
One way to solve the infinite system (35) is to trun-
cate it at some level, by setting all flow parameters be-
yond a sufficiently high order in the hierarchy to zero,
2 These parameters lλH are related to the parameters
lβH defined
in Ref. [32] by lλH =
(
lβH
)l
.
i.e. lλH = 0 for l > M , where M is a suitably large inte-
ger (in the literature [19–22], M = 5 has essentially been
investigated). The flow equations then comprise a closed
finite set. Once initial conditions on the flow parame-
ters ǫ1, ǫ2,
2λH , · · · , MλH are chosen, the horizon-flow
computational program consists in integrating the flow
equations (35) forward in time until one of the three fol-
lowing scenarios occurs:
(i) The parameter ǫ1 reaches 1 and inflation naturally
ends. From here the flow equations are integrated
∆N∗ e-folds backward in time and the observables
are calculated there.
(ii) The system reaches a late-time fixed point, where
observables are calculated.
(iii) None of this happens: inflation never ends (after a
“long” integration time, typically 1000 e-folds) and
no fixed point is reached. In this case the model is
just thrown away.
Note that the predictions are computed thanks to the
slow-roll approximated formulas (16) and (17) or (26)
and (27), expressed in terms of the chosen set of flow
parameters.
Then one proceeds with running the same algorithm
again, with different values of initial flow parameters and
∆N∗, so on and so forth, until a huge number of predic-
tions are computed among which “typical” features are
searched for. The parameters (∆N∗ and initial flow pa-
rameters) are usually drawn in predefined ranges of val-
ues, the priors. The width of the prior intervals for the
initial flow parameters is usually reduced by some factor
(typically 5 [22] or 10 [19, 21]) for each higher order in
the hierarchy.
A crucial remark, made in Ref. [20], is that truncating
the hierarchy {lλH} at some order M is actually equiv-
alent to requiring that dM+2H/dφM+2 vanishes, which
means that H(φ) must be a polynomial function of order
M + 1
H(φ) = H0
[
1 +
M+1∑
i=1
ai
(
φ
M
Pl
)i]
, (36)
the ai coefficients being directly related to the initial
flow parameters of the computational algorithm detailed
above. Inflation is thus described in terms of a model
depending on M + 1 free parameters (the ai, or equiva-
lently, initial values for ǫ1, ǫ2,
2λH , · · · , MλH), on which
a prior range of variation is set. The dependence on
the choice of such priors, and on the parameter set one
uses (initial flow parameters lλH , ai parameters, or other
possible choices), is investigated in Ref. [21]. It is shown
that while there remains some concentration of points
around the above mentioned fixed points under the dif-
ferent parameter sets, there is significant variation in the
predictions among them.
Let us insist that in this setup, inflation is
parametrized by a free generic function H(φ), and that
6it is also the case in the more common approach where
one solves Eqs. (4) and (5) with some function V (φ).
Interestingly enough, it turns out [20] that the two func-
tions are straightforwardly related. Indeed, plugging the
relation (28) in the Friedman equation (4), one obtains
V = 3M2
Pl
H2 − 2M4
Pl
H ′
2
. (37)
Therefore, horizon flow does not really solve the second
difficulty mentioned at the end of section IIA (i.e. the ne-
cessity to specify a potential) since it implicitly assumes
a specific potential, through the choice of H , and a spe-
cific initial value φin through the choice of the initial flow
parameters.
Moreover, the potential V (φ) derives in principal from
the physical origin of the inflaton field, and the free
parameters it contains are usually related to physical
quantities such as charges, coupling constants, masses,
etc. Therefore it may seem more sensible and physi-
cally appealing to parametrize inflation in terms of these
quantities (and to choose corresponding simple priors on
them), instead of using the integration constants of the
flow equations, which a priori do not carry any particular
physical meaning.
In passing, let us note that the horizon-flow computa-
tional program has also been used as a potential recon-
struction technique [33–39].3 A selection rule is added to
the algorithm detailed previously that specifies an admit-
ted region in observable parameter space (usually defin-
ing central values for nS and r with associated error bars).
When a trajectory is integrated, its predictions are com-
puted and the trajectory is kept only if these predictions
lie in the admitted region. For all the remaining trajecto-
ries at the end of the program, the potential is computed
using Eq. (37) and all the potentials are superimposed
on a single plot to see which typical shape comes out.
Obviously, such an approach to potential reconstruction
suffers from the same shortcomings discussed in this pa-
per as horizon flow itself.
In the two next sections, we briefly review the two main
results of this paper: the origin of the so-called “typical”
predictions of horizon-flow inflation, and the bias intro-
duced by horizon-flow trajectories in the parametrization
of single-field inflation.
D. “Typical” Predictions
In the references mentioned above two typical denser
regions turn out to be sampled: either r16/(1 − nS) =
1/2 or r16 = 0 (where r16 = r/16 corresponds to the
3 In Ref. [38], note that the horizon-flow setup is extended to non-
canonical single-field models with varying speed of sound cs, the
inverse of which is parametrized by a truncated Taylor expan-
sion of the type (36), with associated cs-flow equations of the
type (35).
“r” parameter defined in Refs. [19, 21]). Actually, this
can be understood with the following heuristic argument.
The first order slow-roll relations r = 16ǫ1 and nS − 1 =
−2ǫ1 − ǫ2, combined with the flow equations (6), allow
one to express the number of e-folds derivatives of nS
and r in terms of nS, r and ǫ3. Working with the two
variables s ≡ −r/8 + (1− nS) and r instead of nS and r,
one obtains
ds
dN
= ǫ3s , (38)
dr
dN
= rs . (39)
If the {ǫn} hierarchy is truncated at n = 4 (i.e. ǫ3
is constant and ǫn>3 vanish), this system contains two
fixed points: either ǫ3 = 0 and r = 0, which leads to
r16/(1 − nS) = 0, or s = 0, which by definition leads
to r16/(1 − nS) = 1/2. This exactly corresponds to the
denser regions mentioned above and matches the early re-
sults of Refs. [18] (be careful that another normalization
is again used in this paper, where T/S = 10 r16 = 5r/8).
If this were concluded to be generic predictions of infla-
tion, this would have important consequences for infla-
tion itself, since e.g. the region r16/(1−nS) = 1/2 is now
strongly disfavored by the most recent observations [15].
In Ref. [19] these fixed points are shown to be generic
fixed points of the hierarchy (34) at any order (i.e. for any
M) and their stability is studied in Ref. [22]. However in
Refs. [19, 21] it is also noticed that even if the numerical
models generated by the above algorithm cluster not far
from the region r16/(1 − nS) = 1/2, a better fit is given
by
r16
1− nS ≃
1
3
. (40)
In this paper we puzzle out this discrepancy for the
first time, analytically showing where this number 1/3
comes from. Indeed, Eq. (37) shows that when using a
parametrization of the form (36), only a particular set
of inflationary potentials is actually investigated, namely
polynomial potentials with some relations among the co-
efficients. In section III we discuss the impact of restrain-
ing to such a class of phenomenological models, and we
show that the relations r16/(1 − nS) ∼ 1/3 and r16 ∼ 0
actually correspond to the different inflationary regimes
of such potentials.
E. Inflationary Trajectories
Even if Eq. (37) explicitly relates H and V , the corre-
sponding horizon-flow and slow-roll analyses are different
because they rely on different inflationary trajectories. In
this section we first explain why it is so, before we inves-
tigate the consequences of this difference.
71. Why Horizon-Flow and Slow-Roll trajectories differ
Since the system (4)–(5) is second order in time deriva-
tive, its solutions form a one-dimensional set of inflation-
ary trajectories, i.e. an infinite bundle of paths in phase
space (φ, φ˙) (examples are displayed and commented on
in section IVA). As we shall now see, both the slow-roll
and horizon-flow setups rely on a single trajectory each,
and do not scan this whole set of possible dynamics.
The trajectory on which the slow-roll approach rests
has already been explicated in section II B, see Eq. (9)
for its leading order expression and Eq. (25) for its next-
to-leading order expression. Even if a complete form can
only be attained asymptotically by a perturbative calcu-
lation, it is nonetheless a well-defined and unique object.
One should therefore be aware of the subtlety that “slow
roll” both refers to a perturbative computational frame-
work and to a specific inflationary trajectory. The latter
is calculable by the former, and is known to be a powerful
attractor [29] of the inflationary dynamics. This is why
it makes sense to study inflation along its line.
On the other hand, the horizon-flow formalism also
implies a particular inflationary trajectory. It does not
explicitly make use of it, which is why it has not really
been noticed in the literature so far, but such a trajectory
is implicitly contained in the computational approach of
horizon flow. Indeed, since the H function is defined
through Eq. (4) on the full phase space (φ, φ˙), reducing
it to an H(φ) function only
H(φ, φ˙)→ H(φ) (41)
necessarily implies some relation φ˙(φ), that is, by defini-
tion, a trajectory. It is actually given by Eq. (28). More
precisely, the trajectory associated to some HHF(φ) func-
tion is basically given by Eq. (29), i.e.
∆NHF = − 1
2M2
Pl
∫ φend
φin
HHF
(HHF)′
dφ , (42)
which is exact and does not rely on any approximation,
and where “HF” stresses that we are working within the
horizon-flow setup.
The problem can therefore be formulated as follows.
Starting from an HHF(φ) function [typically Eq. (36)],
horizon flow consists of studying inflation along the tra-
jectory (42). Now, thanks to Eq. (37), a potential V can
be associated toHHF, so that the slow-roll analysis can be
worked out in this potential, and inflation can be studied
along the slow-roll trajectory. The question is whether
these two trajectories match or not.
In general they do not for the following reason. Thanks
to the Friedman equation (4), let us recall that the Hub-
ble parameter H is a function defined along any trajec-
tory supported by a given potential V . All these H func-
tions are different, technically because they correspond
to solutions of Eq. (37) (viewed as a differential equation
giving H once V is fixed) with different initial conditions
VHHF HSR
HHF
H˜
←−−
(37)
−−→
(37)+HHF(φin)
−−→
(37)+HSR(φin)
−−→
(37)+H˜(φin)
FIG. 1: Relations between H and V functions. Starting
from a given HHF function, the associated potential V can
be obtained using Eq. (37) from the right-hand side to the
left-hand side [hence the direction of the arrow above (37)].
Starting now from this potential V , several H functions can
be obtained using Eq. (37) from the left-hand side to the
right-hand side (i.e. solving a first order differential equation,
that involves one integration constant), depending on the ini-
tial condition H(φin) one chooses. The one corresponding to
slow roll, obtained by setting H(φin) = HSR(φin), has a pri-
ori no reason to mach the initial HHF function corresponding
to H(φin) = HHF(φin).
H(φin). Among these functions is the one corresponding
to HHF if one chooses HHF(φin) as an initial condition,
but one can also find HSR which corresponds to the slow-
roll trajectory if one chooses HSR(φin) as an initial condi-
tion, or any other H˜ function corresponding to any other
trajectory and associated initial condition. The sketch
displayed in Fig. 1 summarizes the situation. Since there
is no reason why HHF(φin) = H
SR(φin) a priori , the two
functions HHF and HSR are different; hence the slow-roll
trajectory
∆NSR = − 1
2M2
Pl
∫ φend
φin
HSR
(HSR)
′ dφ (43)
differs from the horizon-flow one (42) in general.
This being said, since the horizon-flow algorithm im-
poses that we start from small values of the flow pa-
rameters ǫHF, and since the slow-roll trajectory is in any
case an attractor, the departure from slow roll is initially
small and should remain so. This is why at first sight,
one may claim that predictions should not be too affected
since when the slow-roll conditions (ǫ ≪ 1) are verified
for HSR and HHF, the differentials in the predictions of
both frames are slow roll suppressed quantities (and one
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FIG. 2: Left panel: Potential V/M4 = 1 + (φ/M
Pl
)2 as a function of φ. The green disk and arrow stand for the initial value
and sign of velocity of the inflaton field for the trajectory displayed in the middle and right panels. Middle panel: Numerical
integration of equation (5) from φin/MPl = 0.8 and φ˙in/M
2
Pl
= 2 (colored line), displayed in the phase plane (φ, φ˙). Each color
corresponds to a different piece of it, with alternate signs of φ˙. The black dashed line stands for the slow-roll leading order
trajectory φ˙ = −V ′/(3HSR,LO). Right panel: Hubble parameter H(φ, φ˙) evaluated along this trajectory (same color code)
with Eq. (4). Note that the logarithmic scale is used for H for display convenience. Again, the black dashed line stands for
the slow-roll leading order solution HSR,LO(φ) = V (φ)/(3M2
Pl
). In the middle and right panels, the arrows indicate in which
direction inflation proceeds.
needs to use next-to-leading order expressions in slow roll
to consistently compare them,4 as in section IVB).
For example, from deriving Eq. (37) with respect to φ,
one can rewrite Eq. (42) as
∆NHF = − 1
M2
Pl
∫
V
V ′
1− ǫHF1 /3 + ǫHF2 /6
1− ǫHF1 /3
dφ , (44)
where one has used Eqs. (31) and (32) to introduce ǫHF1
and ǫHF2 . One should notice that the first term of the inte-
grand V/V ′ actually corresponds to the leading order of
the slow-roll trajectory (9). This confirms that when the
slow roll is well verified in the horizon-flow parametriza-
tion ǫHF ≪ 1, the two trajectories are similar.
However, beyond this simple argument, the trajecto-
ries’ difference is the origin of two subtleties which we
now describe, and which biases the horizon-flow analy-
sis.
4 A physical quantity P computed in the horizon-flow parametriza-
tion PHF only differs from the slow-roll one PSR by slow roll sup-
pressed quantities; that is PHF = PSR[1 + O(ǫ) + · · · ], where ǫ
stands for first order terms in slow roll. If PSR is computed in
the slow-roll frame of approximation, PSR = PLOSR [1+O˜(ǫ)+ · · · ],
one has at leading order PHF = PLOSR [1 + O˜(ǫ) +O(ǫ) + · · · ]. To
consistently derive the leading order differential PHF − PSR =
PLO
SR
O(ǫ) + · · · , the term ∝ O˜(ǫ) must therefore be computed;
i.e. the slow-roll quantities must be worked out at next-to-leading
order.
2. H-multivaluated trajectories
Along horizon-flow trajectories, let us first recall that
the inflaton field can only vary monotonously. As a con-
sequence, if the complete trajectory is made of several
pieces with different signs of φ˙, only one of them can
be described by the horizon-flow parametrization, which
therefore may be unable to describe the actual outcome
of the process.
Let us illustrate our point on the example of Fig. 2.
For the potential displayed in the left panel, the Klein-
Gordon equation (5) is integrated from some initial con-
ditions (specified in the caption), and gives the trajec-
tory displayed in the middle panel (colored lines) in the
phase plane (φ, φ˙). It is made of several pieces : first
the inflaton field climbs up the potential (green); then
its velocity vanishes and it goes down the potential, it
crosses the minimum and it climbs up on the other side
(blue); and then its velocity vanishes again and the same
thing happens the other way down (red), so on and so
forth. In the right panel, the Hubble parameter H(φ, φ˙)
is evaluated along this trajectory with Eq. (4), and the
same color code is adopted. In the middle and right pan-
els, the black dashed line stand for the slow-roll leading
order solution, and the arrows indicate in which direc-
tion inflation proceeds. One can verify that H always
decreases as inflation proceeds.
In this example it is straightforward to understand why
the horizon-flow parametrization cannot describe the en-
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FIG. 3: Inflationary regimes for a few potential examples (sketch). On each panel, the functional form of V is the same but
its coefficients differ (blue and red curves). Regions supporting slow-roll inflation are thickened in green. The horizon-flow
trajectory is displayed with the arrows and starts from the location of the disk.
tire trajectory: in the right panel, one can check that for
a single value of φ, there are several possible values of H .
The Hubble parameter is therefore multivaluated along
the full trajectory, and a single H(φ) function cannot
fully stand for it.
Since any physical trajectory within the potential even-
tually approaches the minimum of the potential φ = 0,
in the spirit of the horizon-flow algorithm [especially case
(ii); see section II C], this is where the late-time fixed
point lies. However, even if the H functions displayed in
the right panel of Fig. 2 were completed to be defined
for all values of the inflaton field, φ = 0 would be a late-
time fixed point for none of them since it is a minimum
of H for none of them.5 Therefore, this kind of situa-
tion may not be properly described by the horizon-flow
parametrization. These aspects are further developed in
section IVA
3. Inflationary Regime Bias
In general, a given potential can support inflation in
different regimes, but the horizon-flow trajectory is close
to the slow-roll one for some of them only. More precisely,
letting all the flow parameters vanish beyond some order
M sets the functional form of H (hence of V ), and draw-
ing the initial values ǫin of the remaining flow parameters
sets the coefficients of these functions as well as the start-
ing point of the numerical integration. Therefore, each
5 Recall that, sinceH always decreases during inflation, a late-time
fixed point is necessarily a minimum of H(φ).
time one draws some ǫin coefficients, one draws a specific
potential V and an initial value φin on it. A few examples
are displayed in Fig. 3.
On each panel, the functional form of H from which
V is obtained through Eq. (37) is the same but its coef-
ficients are different (blue and red curves). The horizon-
flow trajectory is displayed with the arrows and starts
from the location φin displayed by the disk. On each po-
tential, the green zone denotes where a slow-roll regime
of inflation can be supported. One can see that when
several slow-roll regimes are possible, φin selects out only
one of them, such that the other ones are not described.
Of course, one can draw other values of ǫin so that a
similar regime is tracked down (from red to blue case
in each panel), but since φin and the coefficients of V
are entangled by the choice of ǫin, this will be done on
a different potential. In this sense horizon flow is a bi-
ased parametrization of inflation, since once the potential
is fixed, only a specific regime out of (possibly) many is
worked out. This effect is explicitly exemplified and com-
puted in section IVB.
Finally, it is worth mentioning that when the slow-
roll conditions are well verified for HSR but not for HHF,
the horizon-flow and slow-roll trajectories are very differ-
ent; see Eq. (44). For example, when the second term of
Eq. (44) is negative, the horizon-flow dynamics describes
a situation where the inflaton field climbs up its poten-
tial. In this case the horizon-flow trajectories have non-
trivial instability properties that are further investigated
in section IVC.
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F. A Warm-Up Example: H = 1 + aφ
To briefly summarize the computational program of
the following sections, and as an illustrative warm-up,
let us consider the simple case where the expansion (36)
is truncated at first order; that is, H/H0 = 1+ax, where
x ≡ φ/M
Pl
. The Hubble parameter is positive provided
x > −1/a if a > 0 and x < −1/a if a < 0. For simplicity,
we only detail the case a > 0 since a < 0 is completely
symmetrical and can be worked out in exactly the same
way. In this section we calculate the ratio r16/(1 − nS)
predicted by this model, successively making use of the
horizon-flow and of the slow-roll setups.
1. Horizon-Flow Predictions
When a > 0, H increases with x; hence from Eq. (28)
x decreases as inflation proceeds. It stops when ǫ1 =
2M2
Pl
H ′2/H2 = 2a2/(1 + ax)2 = 1 [see Eq. (31)], i.e. at
the location xHFend given by
xHFend =
√
2− 1
a
, (45)
where as before the superscript HF stresses that for now,
the calculation is carried out in the horizon-flow frame-
work. The inflationary trajectory is given by Eq. (42)
and the number of e-folds between the Hubble crossing
time of the pivot scale and the end of inflation reads
∆NHF∗ =
xHF∗
2a
+
(xHF∗ )
2
4
− x
HF
end
2a
− (x
HF
end)
2
4
. (46)
This trajectory can be inverted, and making use of
Eq. (45), one obtains
xHF∗ = −
1
a
+
√
2 + 4∆NHF∗ . (47)
Then one needs to plug this expression in the slow-roll
parameters ǫ1 and ǫ2 expressions, respectively given by
Eqs. (31) and (32). Here, since H ′′ = 0, one has ǫ2 = 2ǫ1.
Finally, r and nS are evaluated. At leading order in slow
roll, they are given by Eqs. (16) and (17), and one obtains
r16
1− nS
∣∣∣∣
LO
HF
=
1
4
, (48)
which neither depends on a nor on ∆N∗. If one goes
up to next-to-leading order in slow roll, nS and r are
respectively given by Eqs. (26) and (27). Since H ′′ = 0
implies that ǫ3 = 2ǫ1 in Eq. (33), this means that at
next-to-leading order in slow roll, one has r16/(1−nS) =
(1− 2ǫ1∗)/4, which yields
r16
1− nS
∣∣∣∣
NLO
HF
=
1
4
− 1
2 + 4∆N∗
, (49)
which now mildly depends on ∆N∗ but still not on a. For
∆N∗ ≃ 50, one obtains r16/(1− nS) ≃ 0.245.
2. Slow-Roll Predictions
Let us now see what the slow-roll setup predicts for
this model. Thanks to Eq. (37), the problem consists in
studying slow-roll inflation in the potential
V = 3M2
Pl
H20
(
a2x2 + 2ax+ 1− 2
3
a2
)
. (50)
As before, we restrict ourselves to the case a > 0. One
can see that the potential is definite positive only if x >
−1/a+
√
2/3. Therefore there exists a domain, namely
−1/a < x < −1/a+
√
2/3, for which H is well defined
but not V . Fortunately V (xHFend) > 0 so that this region is
never probed, but as explained in sections III and IV this
is not the case in general. In the same manner, one can
check that V and H both increase with x, which means
that along the horizon-flow trajectory the inflaton rolls
down its potential. However, as mentioned in section II E
and further developed in the following, this is also not
always necessarily true.
For what matters now, if one uses Eq. (12) to compute
ǫLO1 , the end of inflation is determined to happen at
xSR,LOend =
√
7
6
+
1√
2
− 1
a
, (51)
where again the superscript SR recalls that we are working
in the slow-roll framework. The difference with Eq. (45)
is not surprising since, here, Eq. (12) is used in a regime
where, by definition, the slow-roll approximation is not
valid anymore.
At leading order in slow roll, the slow-roll trajec-
tory (9) gives rise to
∆NSR,LO∗ =
xSR,LO∗
2a
+
(
xSR,LO∗
)2
4
− x
SR,LO
end
2a
−
(
xSR,LOend
)2
4
+
1
3
ln
(
1 + axSR,LOend
1 + axSR,LO∗
)
, (52)
which resembles the horizon-flow trajectory, but with log-
arithmic corrections. In practice, Eq. (52) needs to be
inverted numerically to get xSR∗ . However, to allow com-
parison with the horizon-flow predictions which do not
depend on a, let us derive the corresponding slow-roll
results in the limit a ≪ 1. In this case, an approx-
imated formula for the inverted trajectory can be ob-
tained, namely
xSR,LO∗ ≃
a≪1
−1
a
+
2
√
2
3
3 +
√
21
7 +
√
21
+
2
7 +
√
21
×√
23 + 5
√
21 + 4
(
14 + 3
√
21
)
∆N∗ .(53)
The slow-roll parameters at the time of Hubble scale
crossing are then obtained by plugging the previous in
Eqs. (12) and (13), and nS and r are computed using
Eqs. (16) and (17). One obtains a long but explicit ex-
pression. For display convenience and again, to allow an
11
easy comparison with the horizon-flow predictions, it can
be simplified in the limit ∆N∗ ≫ 1, and one gets
r16
1− nS
∣∣∣∣
LO
SR
≃
a≪1
∆N∗≫1
1
4
− 7−
√
21
96∆N∗
. (54)
Taking ∆N∗ ≃ 50, one obtains r16/(1 − nS) ≃ 0.2496.
Finally, let us see how these expressions are modified
when computing them at next-to-leading order in slow
roll. First, if one uses ǫNLO1 rather than ǫ
LO
1 to determine
xend, then one faces a problem since ǫ
NLO
1 reaches a max-
imum which is less than 1 and then becomes negative as
inflation approaches its end. This is because the expan-
sion (22) does not make sense close to the end of inflation
where slow roll is violated. In any case the precise value
of xend does not play a crucial role. Therefore one can
safely continue to work with Eq. (51) as far as the lo-
cation of the end of inflation is concerned. Then, the
slow-roll trajectory (25) gives
∆NSR,NLO∗ =
xSR,NLO∗
2a
+
(
xSR,NLO∗
)2
4
− x
SR,NLO
end
2a
−
(
xSR,NLOend
)2
4
+
2
3
ln
(
1 + axSR,NLOend
1 + axSR,NLO∗
)
+
1
3
ln
[
a2
(
xSR,NLO∗
)2
+ 2axSR,NLO∗ + 1− 2a2/3
a2
(
xSR,NLOend
)2
+ 2axSR,NLOend + 1− 2a2/3
]
.
(55)
Again, although this cannot be inverted but numerically,
an analytical formula can however be obtained in the
limit where a→ 0, which reads
xSR,NLO∗ ≃
a≪1
−1
a
− 4
√
2
3
9 +
√
21
13 +
√
21
+
2
√
2
3
(
13 +
√
21
) ×
√
205 + 44
√
21 + 3
(
43 + 9
√
21
)
∆N∗ . (56)
The slow-roll parameters at time of pivot scale crossing
are then evaluated at this point but this time using the
next-to-leading order expressions (21)–(24). Doing so,
and again working out the ∆N∗ ≫ 1 limit for a more
convenient comparison of the different results, Eqs. (26)
and (27) give rise to6
r16
1− nS
∣∣∣∣
NLO
SR
≃
a≪1
∆N∗≫1
1
4
− 7
888
13−√21
∆N∗
. (57)
Taking ∆N∗ ≃ 50, one obtains r16/(1− nS) ≃ 0.2487.
6 Since expressions are consistently worked out at next-to-leading
order in slow roll, the ∝ ǫ2 terms in the right-hand side of
Eqs. (26) and (27) are evaluated with the leading order formulas
for the slow-roll parameters (11)–(14), while the ∝ ǫ terms are
evaluated with the next-to-leading order formulas (21)–(24).
On can see that the difference between both frames
predictions at next-to-leading order, Eqs. (49) and (57)
(∼ 0.004), is of the same order as the leading order differ-
ence Eqs. (48) and (54) (∼ 0.0037) but does not have the
same sign. This confirms that both frames predictions
differ by quantities that need to be consistently computed
at next-to-leading order in slow roll.
In this simple toy example, both frames predict similar
results and disagree only by subdominant quantities of
the order of the percent. However, as will be exemplified
in section IV, this is not always the case.
III. WHY HORIZON FLOW PREDICTS
r16/(1 − nS) = 1/3 OR 0 AND WHY IT SHOULD
NOT
The computational program of horizon flow sketched
in section II C oversamples two denser regions in the
(r16, nS) plane, namely r16/(1 − nS) = 1/3 and r16 = 0.
As explained before, this can be accounted for by a fixed
point analysis, which however singles out slightly differ-
ent predictions, namely r16/(1− nS) = 1/2 and r16 = 0.
In this section we puzzle out this mismatch, going beyond
a fixed point analysis and explicitly solving the horizon-
flow dynamics when the expansion (36) is truncated at
second order (which we argue is sufficient). We then ex-
hibit simple horizon-flow models which completely break
these relations. This illustrates how the above mentioned
denser regions are intimately related to the specific choice
of the parametrization (36), and show that they do not
hint at intrinsic properties of single-field inflation itself.
A. Elucidating Horizon-Flow “Predictions”
The inflationary predictions associated with the mod-
els (36) cannot be derived analytically in general for an
arbitrarily large value ofM . However, as we now explain,
M = 1 already allows us to capture most of the physical
effects contained in these models. Indeed, at leading or-
der in slow roll, one has r16 = ǫ1 and nS = 1 − 2ǫ1 − ǫ2.
Looking back at Eqs. (31)–(32), these observables involve
up to the second derivative in H(φ) only. Since H is as-
sumed not to vary too much during inflation, it seems
reasonable to first neglect higher derivatives, and thus to
study the models defined by
H (φ) = H0
[
1 + a
φ
M
Pl
+ b
(
φ
M
Pl
)2]
. (58)
1. Inflationary Regimes
As before, one denotes x ≡ φ/M
Pl
. The H func-
tion (58) is symmetrical with respect to x0 = a/ (2b),
and it is therefore enough to study the inflationary dy-
namics in the range x > x0 only. If b > 0, H increases
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with x, and if 0 < b < a2/4, the Hubble parameter is
positive only if x > xH=0, where
xH=0 =
√
a2 − 4b− a
2b
. (59)
On the other hand if b < 0, H decreases with x, and is
positive only if x < xH=0.
The phase space relation (28) implies that H must de-
crease during inflation. Therefore when b > 0, the infla-
ton φ decreases as inflation proceeds, whereas it increases
when b < 0. Eventually inflation stops when ǫ1 = 1. In
order to determine when this happens, let us calculate
the first slow-roll parameters with Eqs. (30)–(33). They
are given by
ǫ1 = 2
(
a+ 2bx
1 + ax+ bx2
)2
, (60)
ǫ2 = 4
a2 − 2b+ 2abx+ 2b2x2
(1 + ax+ bx2)
2 , (61)
ǫ3 = 4
(
a+ 2bx
1 + ax+ bx2
)2
a2 − 3b+ abx+ b2x2
a2 − 2b+ 2abx+ 2b2x2 ,
(62)
and the following slow-roll parameters can be derived in
the same manner. The first slow-roll parameter ǫ1 equals
1 at
x±ǫ1=1 = −
a
2b
+
√
a2
4b2
+ 2− 1
b
±
√
2 , (63)
which is defined only when a2/4 ≥ b− 2b2. This leads to
five possible regimes that we now describe one by one.
(i) b < 0
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FIG. 4: Hubble function H(φ) and first slow-roll parameter
ǫ1 in the case b < 0 (a = 1 and b = −1).
In this case inflation proceeds at x < xH=0 for increas-
ing values of x (as denoted by the right arrow in Fig. 4),
and naturally ends by slow roll violation since ǫ1 diverges
when x goes to xH=0. More precisely, the location at
which inflation ends is given by xend = x
−
ǫ1=1
. Note that
even if the present analysis is detailed for x > x0 only,
symmetrical ranges are displayed in the figures, for illus-
trative purposes.
(ii) b ≥ 0 and a2 > 4b
−4 −3 −2 −1 0 1 2 3 4
x−x0
−1
0
1
2
3
4
H
/H
0
, 
 1
a=2ǫ5, b=1H/H0
1
xH=0
x−1 =1
x +1 =1
FIG. 5: Hubble function H(φ) and first slow-roll parameter
ǫ1 in the case b ≥ 0 and a
2 > 4b (a = 2.5 and b = 1).
Since b ≥ 0, inflation proceeds for decreasing values of
x, at x > xH=0. Again, ǫ1 diverges when x goes to
xH=0 and inflation naturally ends by slow-roll violation,
but this time at the location xend = x
+
ǫ1=1
. The dashed
lines attached to the arrows mean that inflation actually
proceeds at larger values of the field (where ǫ1 < 1) than
what the position of the arrows indicates.
(iii) b > 0 and a2/4 = b
−4 −3 −2 −1 0 1 2 3 4
x−x0
−1
0
1
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4
H
/H
0
/
4,
 ǫ
1
a=2, b=1H/H0
ǫ1
xH=0
x +ǫ1 =1
FIG. 6: Hubble function H(φ) and first slow-roll parameter
ǫ1 in the case a
2/4 = b (a = 2 and b = 1).
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This case is singular since H vanishes only once at x0,
where the first slow-roll parameter blows up. Inflation
naturally ends at xend = x
+
ǫ1=1
, which simplifies and
reads
xend = −2
a
+ 2
√
2 . (64)
(iv) b > 0 and b − 2b2 ≤ a2/4 < b
−4 −3 −2 −1 0 1 2 3 4
x−x0
−1
0
1
2
3
4
H
/
H
0
/4
, 
 1
β
ǫ
a=1, b=1H/H0/4
1
x−1 =1
x +1 =1
FIG. 7: Hubble function H(φ) and first slow-roll parameter
ǫ1 in the case b > 0 and b−2b
2 < a2/4 < b (a = 1 and b = 1).
In this case H is always positive, and ǫ1 does not blow up
but possesses a maximum that is larger than 1. This leads
to two possible regimes: either inflation starts from xin <
x−ǫ1=1 and never ends [we call this regime (iv−α)], or it
starts from xin > x
+
ǫ1=1
and ends at xend = x
+
ǫ1=1
[we call
this regime (iv−β)]. In the (iv−α) case, x asymptotically
approaches the central value x0 and stays there forever.
(v) b > 0 and a2/4 < b− 2b2
−4 −3 −2 −1 0 1 2 3 4
x−x0
−0.5
0.0
0.5
1.0
1.5
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H
/H
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, 
 1
a=0ǫ3, b=0ǫ4
H/H0
1
FIG. 8: Hubble function H(φ) and first slow-roll parameter
ǫ1 in the case b > 0 and a
2/4 < b− 2b2 (a = 0.3 and b = 0.4).
This last case occurs only if 0 < b < 1/2, and is similar to
the previous one except that now the maximum value of
ǫ1 is smaller than 1. Therefore in this situation inflation
never ends and x asymptotically approaches the central
value x0 where it stays forever.
2. Inflationary Trajectory
We can now move on and compute the inflation-
ary trajectory. Integrating the relation (29) dN =
−H/H ′dφ/(2M2
Pl
) between the time N∗ when the modes
of astrophysical interest today cross out the Hubble ra-
dius and the time N∗+∆N∗ = Nend when inflation stops,
one obtains
∆NHF∗ =
x2∗ − x2end
8
+
a
8b
(x∗ − xend)
+
(
1− a
2
4b
)
1
4b
ln
(
a+ 2bx∗
a+ 2bxend
)
. (65)
This trajectory can be inverted to express x∗ in terms
of a, b and ∆N∗ only. The way it proceeds depends on
the case under consideration among the five mentioned
above.
When b < 0, case (i), a first remark is that the number
of e-folds diverges when x → x0 and therefore, one is
sure to be able to realize a sufficient number of e-folds.
Denoting X ≡ (a + 2bx)2/(4b − a2), one obtains x∗ =
−a/(2b)−
√
(4b− a2)X∗/(2b), where
X∗ = W0
[
Xend exp
(
Xend +
32b2
4b− a2∆N∗
)]
(66)
and where W0 is the 0 branch of the Lambert function.
When b > 0 and a2/4 > b, case (ii), one is also sure to
be able to realize a sufficient number of e-folds since ∆N
diverges when x goes to infinity. In this case one obtains
x∗ = −a/(2b)+
√
(4b− a2)X∗/(2b) (notice that the sign
of the second term in the right-hand side is different from
the case b < 0), with
X∗ =W−1
[
Xend exp
(
Xend +
32b2
4b− a2∆N∗
)]
, (67)
whereW−1 is the −1 branch of the Lambert function [40].
When a2 = 4b, case (iii), the logarithm term in Eq. (65)
vanishes and the trajectory is simply given by
x∗ = −2
a
+
√
4
a2
+ x2end +
4
a
xend + 8∆N∗. (68)
Replacing xend by Eq. (64), this leads to
x∗ = −2
a
+ 2
√
2
√
1 + ∆N∗. (69)
Finally when b > 0 and a2/4 < b, cases (iv) and (v),
one obtains x∗ = −a/(2b)+
√
(4b− a2)X∗/(2b) [i.e. with
the same sign as for case (ii)], but with
X∗ =W0
[
Xend exp
(
Xend +
32b2
4b− a2∆N∗
)]
. (70)
One can check that, as mentioned above, since ∆N di-
verges when x → x0, an infinite number of e-folds is
realized as x approaches x0 and inflation never ends in
the cases (iii−β) and (iv).
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3. Inflationary Predictions
The physical predictions can now be derived explicitly
in terms of a, b and ∆N∗, especially the ratio r16/(1−nS)
one is interested in. Making use of Eqs. (16) and (17), at
first order in slow roll, it is given by
r16
1− nS =
ǫ1 (x∗, a, b)
1− 2ǫ1 (x∗, a, b)− ǫ2 (x∗, a, b) , (71)
where the slow-roll parameters ǫ(x, a, b) are given
by Eqs. (60)–(62), and the Hubble crossing point
x∗ (a, b,∆N∗) is given by the formulas detailed above in
section IIIA 2. Obviously it would be straightforward to
expand Eq. (71) in a (rather long) analytical formula, but
one would not learn much doing so. It is instead more
instructive to plot the result as a function of a and b,
which is what is done in Fig. 9, taking ∆N∗ = 50 (where
we have made sure that different values of ∆N∗ do not
modify the result much).
Let us stress that in the case of never-ending infla-
tion, i.e. cases (iv−β) and (v), following the lines of
the horizon-flow computational algorithm detailed in sec-
tion II C, the observational predictions are computed at
the late-time attractor x0, where ǫ1 = 0 and ǫ2 6= 0;
hence r16/(1 − nS) = 0. This corresponds to the dark
blue (iv−β) and black (v) surfaces in Fig. 9, with the
“hole” in the blue surface associated with the case (v)
where there is no other regime.
It is also worth mentioning that if a2 = 4b, i.e. in case
(iii), things are particularly simple since Eqs. (60) and
(61) combined with Eq. (69) exactly give ǫ1∗ = ǫ2∗ =
1/(1 + ∆N∗); hence r16/(1 − nS) = 1/3. It is displayed
as the blue curved line in Fig. 9, where one can note the
discontinuity in the predictions when b → 0, this case
(iii) being singular. Finally, the blue straight line stands
for b = 0 and r16/(1 − nS) = 1/4, which corresponds
indeed to the calculation of section II F.
One can see that when b 6= 0, two asymptotic plateaus
are quickly reached. When b < 0, inflation proceeds close
to the maximum of H and in practice, x∗ is very close to
the local maximum of the potential x∗ ≃ x0 where ǫ1 = 0
and ǫ2 6= 0. One then typically has r16 = 0, as in the
cases (iv−β) and (v). When b > 0 on the other hand,
the asymptotic value of the plateau can be obtained by
expanding Eqs. (63), (70), (60) and (61) in the limit b≫
1 and ∆N∗ ≫ 1, and one obtains r16/(1 − nS) = 1/3,
as in the case (iii). These results can be schematically
summarized as follows:
r16
1− nS ≃
{
0 in the cases (i), (iv−β), (v)
1
3 in the cases (ii), (iii), (iv−α)
. (72)
It is therefore particularly interesting to notice that
the typical results found in the literature can simply be
interpreted in this framework: r16 = 0 corresponds either
to inflation proceeding close to a maximum of H or to a
never-ending regime of inflation, while r16/(1−nS) = 1/3
is to be associated with a naturally ending inflationary
regime where H is not bounded in the far past. This cal-
culation also explains why, as noticed in Refs. [19, 21], the
denser regions in the observable plane do not lie exactly
at the fixed point r16/(1 − nS) = 1/2 mentioned in sec-
tion II C but are better described by r16/(1− nS) = 1/3.
The mismatch between the numerical results of the
horizon-flow computational program and the fixed point
analysis is therefore elucidated in this example, and a
detailed analysis of the inflationary regimes accounts for
the two different typical predictions.
B. Breaking Horizon-Flow “Predictions”
However, as we shall now see, these “typical” pre-
dictions are a direct consequence of the parametriza-
tion (36), and can easily be broken by other choices of
the H(φ) function.
1. H = 1 + αφp
Let us first wonder what would happen if, for some
reason, the first terms in the expansion (36) vanish. If
a1 = 0 and a2 6= 0 in Eq. (36), the calculation has already
been carried out in section IIIA. Then if a1 = a2 = 0,
the first nonvanishing term of the expansion provides the
leading order for r16 and nS, for the same reason as that
mentioned at the beginning of section IIIA. Let us thus
investigate a horizon-flow model of the form H/H0 =
1 + αxp.
The same detailed analysis as before can be carried
out, but here we only summarize the results. Again,
when inflation proceeds close to a maximum of H , or
when inflation never stops and asymptotically reaches a
minimum of H , one has r16 ≃ 0. When α > 0, a regime
of naturally ending inflation with unbounded values of H
in the far past exists for any α if p is odd, but only if α
is larger than some value αc when p is even, given by
αc = 2
−
p
2 (p− 1)1−p . (73)
Indeed, one can check that if p is even and if α < αc,
the first slow-roll parameter ǫ1 is always smaller than 1.
If not, the corresponding location of the end of inflation
xend must be determined numerically in general. One
can also check that if p = 2, the condition b > 1/2 of
case (v) for the model (58) matches the value of αc given
by Eq. (73). The trajectory can be integrated, and one
obtains
∆N∗ =
1
2αp
(
x2−p∗ − x2−pend
2− p + α
x2∗ − x2end
2
)
. (74)
It is singular when p = 2, for which the trajectory can
directly be read off from Eq. (65) (taking a = 0), and it
needs to be inverted numerically in general. Doing so,
one obtains the value of the field x∗ when the modes of
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FIG. 9: Ratio r16/(1−nS) for the model H/H0 = 1+ ax+ bx
2 as a function of a and b, with ∆N∗ = 50. The light blue surface
stands for the regimes of inflation where it ends naturally, i.e. by slow-roll violation. The “hole” in this surface corresponds to
case (v) where there is not such a regime. In this case the predictions are calculated at the late-time attractor x0 that yields
r16 = 0, which is displayed by the black ellipse behind the light blue surface (and which is the projection of the hole onto the
plane r16 = 0). In the same manner, the dark blue surface corresponds to the case (iv−β) where r16 = 0 for the same reason.
The blue straight line corresponds to b = 0 and r16/(1− nS) = 1/4, which matches the calculation of section II F, and the blue
curved line corresponds to a2 = 4b, i.e. case (iii), for which r16/(1− nS) = 1/3 exactly.
astrophysical interest today cross out the Hubble radius.
Then, the slow-roll parameters can be evaluated at this
point and the corresponding ratio r16/(1 − nS) can be
computed. It is displayed in Fig. 10 as a function of α,
for integer values of p up to p = 10, and taking ∆N∗ = 50
(where we have again made sure that different values of
∆N∗ do not modify the results much). One can see that
when α grows, the ratio r16/(1−nS) reaches a stationary
plateau very quickly, the value of which can be obtained
by expanding in α ≫ αc the previous equations. One
then finds xend ≃ p
√
2 and x∗ ≃
√
2p2 + 4p∆N∗. From
this it follows that ǫ∗1 ≃ p/(2∆N∗+p) and ǫ∗2 ≃ 1/(∆N∗+
p/2), and hence
r16
1− nS
∣∣∣∣
α≫αc
≃ 1
2
(
1 + 1p
) . (75)
The values corresponding to Eqs. (73) and (75) are dis-
played in Fig. 10 (black dotted line), where one can check
that the matching with the numerical results is very
good. On the other hand, if p is odd, the same plateau
exists when α > αc, where inflation proceeds and stops
at x > 0, but when α < αc, inflation can still end nat-
urally when ǫ1 = 1 for x < 0, and a different behavior
arises. In this case the ratio r16/(1−nS) is negative, and
it is displayed by the dashed curves in Fig. 10.
A continuous set of values for the ratio r16/(1 − nS),
including negative ones, is therefore described. One sees
that it is enough to allow the cancellation of one or sev-
eral first terms in the expansion (36) to yield different
predictions from r16 = 0 and r16/(1 − nS) = 1/3. As a
consequence, these specific values should not be viewed
as generic.
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FIG. 10: Ratio r16/|1 − nS| corresponding to the model
H/H0 = 1 + αx
p in the regime of ending inflation, as a func-
tion of α, for different values of p and with ∆N∗ = 50. Note
that the absolute value of the ratio is displayed (continuous
lines when it is positive, and dashed lines when it is negative).
When p is even, such a regime exists only when α is larger
than αc. The black dotted line stands for the p-parametrized
points (αc, r16/(1− nS)|α≫αc), where αc is given by Eq. (73)
and r16/(1− nS)|α≫αc is given by Eq. (75).
2. r16/(1− nS) = f
One can go even further, adopting a “reverse engineer-
ing” approach to design a model that gives r16/(1−nS) =
f for any value of f . Since r16/(1− nS) ≃ 1/(2 + ǫ2/ǫ1)
at first order in slow roll, any value of f can be reached
provided ǫ2 = (1/f−2)ǫ1. Plugging Eqs. (31) and (32) in
this relation yields a differential equation for H , namely
(H ′/H)2 = 2fH ′′/H , which can be solved explicitly:
H (x) =


H0 (1 + ax)
2f
2f−1 if f 6= 12 ,
H0 e
ax if f = 12 ,
(76)
where a is some integration constant. Such H(φ) func-
tions therefore provide any value r16/(1−nS) and do not
single out any typical inflationary prediction.
IV. HORIZON-FLOW VERSUS SLOW-ROLL
TRAJECTORIES
As explained in section II E, the horizon-flow
parametrization selects a specific trajectory in phase
space among all the solutions of the Klein-Gordon equa-
tion (5) associated with the potential (37) derived from
H . In this section we first explicitly characterize such tra-
jectories for a few representative examples of inflationary
potentials, and compare them with the slow-roll solution
which is known as an efficient attractor [29] of the infla-
tionary dynamics. This allows us to classify horizon-flow
trajectories into three categories, and to highlight that
in some cases, horizon flow parametrizes inflation along
unstable trajectories where the inflaton climbs up its po-
tential. We then go back to the model (58) for which we
carry out a complete slow-roll analysis and show that,
for a fixed potential, the horizon-flow method is in fact
blind to entire inflationary regimes. This introduces a
bias in the way it parametrizes inflation. Finally, we nu-
merically investigate, in a reheating consistent manner,
the discrepancies in the inflationary predictions obtained
from the horizon-flow and the slow-roll trajectories in this
model.
A. Horizon-Flow Trajectories in Typical Examples
Let us start again from Eq. (37), V = 3M2
Pl
H2 −
2M4
Pl
H ′2, but let us use it in the opposite way as before:
instead of deducing the potential V (φ) that is associ-
ated with a horizon-flow parametrization H(φ), we now
see Eq. (37) as a differential equation giving the H(φ)
functions associated with some potential V (φ). We shall
illustrate our point on several prototypical potential ex-
amples.
In the Schwarz–Terrero-Escalante classification [28] of
inflationary potentials, three categories arise depending
on the time evolution of the kinetic energy density and its
ratio with the total energy density during inflation. The
first class is constituted by inflationary models where the
kinetic energy and its ratio with the total energy density
both increase. It is made of concave potentials. Models
belonging to the second class are such that the kinetic
energy decreases during inflation, but not its ratio with
the total energy density. These models have convex po-
tentials, and a vanishing vacuum constant (Vmin = 0).
Finally, the third class of inflationary models has a de-
creasing kinetic energy and a decreasing ratio of the ki-
netic energy to the total energy density. Its potentials
are convex but vacuum dominated (Vmin 6= 0), so that
there is no graceful exit to inflation. The third class has
been shown [16] to be now ruled out by the most recent
observations and we are left with the two first ones. The
first class can actually be divided into two subclasses:
“hilltop inflation” for which inflation proceeds close to a
local maximum of its potential, and “plateau inflation”
where it proceeds along an extended flat portion of it,
and where the issue of initial conditions is less acute [41].
A prototypical example of hilltop inflation is given by
the quadratic “small field” potential
V (φ) =M4
[
1−
(
φ
µ
)2]
, (77)
where µ is some mass scale and M4 is an overall energy
scale constant, while a common plateau potential is the
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FIG. 11: Large field inflation, see Eq. (79). The colored lines stand for solutions of Eq. (37) for a few different initial
conditions, while the black dashed line represents the slow-roll leading order solution H2SR,LO ≃ V/3M
2
Pl
(left panel) and
φ˙SR,LO ≃ −V
′/(3HSR,LO) (right panel). In the left panel are displayed the H (φ) functions, and the corresponding trajectories
in phase space (φ, φ˙) are shown in the right panel. There, grey lines represent numerical solutions of the Klein-Gordon
equation (5) for a few different initial conditions. In both panels, inflation proceeds in the blue surface, defined by ǫ1 < 1.
one of the f(R) ∝ R+R2 Starobinsky model [1],
V (φ) =M4
(
1− e−
√
2/3φ/M
Pl
)2
. (78)
This potential also appears when inflation is driven by
the Higgs field nonminimally coupled to gravity [42, 43],
which is naturally the case in curved space-time as pro-
duced by quantum fluctuations [44]. This is why in the
following we refer to it as the “Higgs inflation” model. As
a representative of the second class, which is now under
observational pressure [16], we take the quadratic poten-
tial of “large field” inflation
V (φ) = M4
(
φ
M
Pl
)2
. (79)
The shape of these three potentials is displayed below.
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For each of these potentials, we solve Eq. (37) nu-
merically and display a few solutions H (φ) for differ-
ent initial conditions (left panels of Figs. 11, 12 and 13).
The slow-roll leading order solution H2
SR,LO ≃ V/(3M2Pl)
is also shown, and the surface where inflation proceeds
[defined by ǫ1 < 1, or equivalently in the (φ,H) plane,
H2 < V/(2M2
Pl
)] is also displayed. Let us notice that in
general, the solutionsH(φ) can be very different from the
slow-roll expected behavior. More precisely, three kinds
of solutions H(φ) are actually obtained.
1. Hubble functions of the first kind
The first kind is made of Hubble functions which vary
with φ in the same direction as V (i.e. H ′V ′ > 0), and
approach the slow-roll solution at late time, i.e. when φ
decreases for the large field model, and when φ increases
for the small field and Higgs models. (At very late time,
slow roll is violated since inflation ends, and a difference
with the slow-roll lowest order solution appears). Such
solutions blow up H2 ≫ H2
SR,LO in the opposite direction,
where inflation cannot proceed. Examples of this kind
are the magenta, green and brown lines in Figs. 11, 12
and 13.
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FIG. 12: Small field inflation, see Eq. (77) for µ = M
Pl
. The colored lines stand for solutions of Eq. (37) for a few different
initial conditions, while the black dashed line represents the slow-roll leading order solution H2SR,LO ≃ V/3M
2
Pl
(left panel) and
φ˙SR,LO ≃ −V
′/(3HSR,LO) (right panel). In the left panel are displayed the H (φ) functions, and the corresponding trajectories in
phase space (φ, φ˙) are shown in the right panel. There, grey lines represent numerical solutions of the Klein-Gordon equation (5)
for a few different initial conditions. In both panels, inflation proceeds in the blue surface, defined by ǫ1 < 1.
2. Hubble functions of the second kind
Solutions belonging to the second kind share the same
properties, except that at early time they are such that
H2
SR,LO < H
2 < (V + φ˙2
SR,LO/2)/3M
2
Pl
(where φ˙SR,LO =
−V ′/3HSR,LO is the slow-roll leading order trajectory),
and are therefore inflating. However they are not defined
in the whole range of possible values for φ but only in a
subinterval. The blue and red lines in Figs. 11, 12 and
13 are examples of this type.
3. Hubble functions of the third kind
Finally, a third kind is made of solutions which vary
with φ in the opposite direction from V (i.e. H ′V ′ <
0). At late time they approach the lower boundary limit
H2
SR,LO where they stop being defined, and they blow up
at early time where inflation cannot proceed. Examples
of this kind are the yellow and cyan lines in Figs. 11,
12 and 13. It is important to stress that the condition
H2 > H2
SR,LO [so that H
′ is defined in Eq. (37)] implies
that the functions of the second and third kind are not
defined in the full range φ > 0.
Let us see how this translates in terms of phase space
trajectories. Once the H (φ) function is numerically in-
tegrated, the phase space trajectory is directly given by
the relation (28), φ˙ = −2M2
Pl
H ′(φ). The trajectories in
phase space (φ, φ˙) corresponding to the H(φ) functions
previously computed are displayed in the right panels of
Figs. 11, 12 and 13 for the three models under study,
where the same color code is adopted. The slow-roll
leading order trajectory φ˙SR,LO is displayed too, and the
inflationary surface defined by ǫ1 < 1 [or equivalently
φ˙2 < V (φ) in the (φ, φ˙) plane] is also shown. As before,
the obtained trajectories can be very different from the
slow-roll one. For illustrative purposes, the Klein-Gordon
equation (5) has also been numerically integrated for a
few different initial conditions (φin, φ˙in), and the obtained
solutions are also displayed. (For the large field model
and the Higgs model, the inflaton field oscillates at the
bottom of its potential once inflation ends, potentially
giving rise to an era of parametric preheating. The os-
cillations can be noticed in the right panels of Figs. 11
and 13).
The three kinds of Hubble functions listed above can
now be easily interpreted. The first kind actually corre-
sponds to an initial overspeed (φ˙2 > φ˙2
SR
) that quickly
gets damped to the slow-roll attractor solution (brown,
green and magenta lines). On the contrary, functions
of the second kind correspond to an initial underspeed
(φ˙2 < φ˙2
SR
) that also quickly reaches the slow-roll attrac-
tor solution (blue and red lines). Finally, functions of the
third kind are such that the initial velocity of the inflaton
is of the opposite sign as the slow-roll one (φ˙φ˙SR < 0).
In these cases the inflaton initially climbs up its poten-
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FIG. 13: Higgs inflation, see Eq. (78). The colored lines stand for solutions of Eq. (37) for a few different initial conditions, while
the black dashed line represents the slow-roll leading order solution H2SR,LO ≃ V/3M
2
Pl
(left panel) and φ˙SR,LO ≃ −V
′/(3HSR,LO)
(right panel). In the left panel are displayed the H (φ) functions, and the corresponding trajectories in phase space (φ, φ˙) are
shown in the right panel. There, grey lines represent numerical solutions of the Klein-Gordon equation (5) for a few different
initial conditions. In both panels, inflation proceeds in the blue surface, defined by ǫ1 < 1.
tial (yellow and cyan lines). It is worth stressing that
what actually happens in such situations (and as con-
firmed by the Klein-Gordon numerical solutions) is that
the speed of the inflaton decreases and vanishes at some
point. Then, the inflaton rolls down its potential and
joins the slow-roll attractor. However, the horizon-flow
solutions are not able to reproduce these two-step be-
haviors. Indeed, this means that a single field value φ
is attained several times, with different values of φ˙ (of
different signs) each time, and hence different values of
H . The full inflationary dynamics cannot therefore be
described in terms of a single H(φ) function, and the
complete behavior can only be obtained by connecting
together a function of the third kind and a function of the
second one. This is one of the reasons why some relevant
inflationary regimes can be missed by the horizon-flow
parametrization.
B. Inflationary Regimes Missed by Horizon Flow
In order to see how these three kinds of Hubble func-
tions are present in the model (58) of section IIIA,
H/H0 = 1+ax+ bx
2, in this section we turn to the com-
plete slow-roll analysis of this model. In particular, this
reveals that, in some cases, the horizon-flow parametriza-
tion misses entire inflationary regimes. For an explicit
comparison, the predictions provided by both approaches
are then also computed in a reheating consistent manner.
The potential associated with the model (58) is given
by Eq. (37) and reads
V = 3M2
Pl
H20
[(
1 + ax+ bx2
)2 − 2
3
(a+ 2bx)2
]
, (80)
where we define the overall normalization scale M4 =
3M2
Pl
H20 . The slow-roll parameters directly follow from
Eqs. (11)–(14) at leading order in slow roll, but here we
do not write them down since the expressions are com-
plicated and not very instructive.
1. Inflationary Regimes
As for H , the potential is symmetrical about x0 =
−a/(2b), and therefore it is only necessary to describe
it in the x > x0 region. Following the same logics and
notations as in section III A 1, let us detail the different
inflationary regimes that can be supported by the poten-
tial.
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(i) b < 0
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FIG. 14: Potential V (φ), first slow-roll parameter ǫLO1 and
H(φ) function in the case b < 0 (a = 1 and b = −1).
In this case the potential has a double-well shape. It
vanishes at
x±V=0 = −
a
2b
+
√
a2
4b2
+
2
3
− 1
b
±
√
2
3
, (81)
so that inflation takes place either for x0 < x < x
−
V=0
(where it proceeds from the left to the right) or for x >
x+V=0 (where it proceeds from the right to the left). We
call these two regimes (i)−a and (i)−b. The potential is
minimal at
xVmin = −
a
2b
+
√
a2
4b2
+
4
3
− 1
b
, (82)
so that looking back at Eq. (59), one has x0 < x
−
V=0 <
xH=0 < xVmin < x
+
V=0. Hence there are some values
of x (namely x−V=0 < x < xH=0) where H > 0 whereas
V < 0. However, one can check that V (x−ǫ1=1) > 0 (where
x−ǫ1=1 is given by Eq. (63) and is the location where infla-
tion ends in the horizon-flow setup) so that this problem-
atic region is never probed by the horizon-flow trajectory.
The equation ǫLO1 = 1 can be solved analytically, but the
solutions are rather long expressions in a and b that we
do not display because they do not add much to this dis-
cussion. What is important is that one of these solutions
lies in the range x0 < x < x
−
V=0 and another lies in the
range x > x+V=0, so that both regimes (i)−a and (i)−b
end naturally by slow-roll violation.
Finally, it is worth stressing that compared to the
horizon-flow (i) case, which only accounts for the “hill-
top” (i)−a regime of inflation (i.e. inflation occurs
close to the maximum of its locally concave potential),
the slow-roll analysis reveals the presence of another
“chaotic” regime (i.e. inflation occurs at large field where
the potential is convex, and has a graceful exit), case
(i)−b, where the H function (58) is actually negative and
therefore helpless to describe such a regime.
(ii) b ≥ 0 and a2 > 4b
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FIG. 15: Potential V (φ), first slow-roll parameter ǫLO1 and
H(φ) function in the case b ≥ 0 and a2 > 4b (a = 2.5 and
b = 1).
As far as the potential is concerned, this case is identi-
cal to the previous one (i), and two regimes of inflation
are supported, a hilltop one, (ii)−a, and a chaotic one,
(ii)−b. However, this time the horizon-flow case (ii) only
accounts for (ii)−b, since the H function (58) is negative
in the (ii)−a regime.
(iii) b > 0 and a2 = 4b
As far as the potential is concerned, this case is not sin-
gular and can be described as part of case (iv). However
the latter gets divided into several subcases for which the
potential behaves differently.
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(iv.1) b > 0 and b − 2b2/3 ≤ a2/4 < b
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FIG. 16: Potential V (φ), first slow-roll parameter ǫLO1 and
H(φ) function in the case b > 0 and b − 2b2/3 ≤ a2/4 < b
(a = 1.5 and b = 1).
In this case the potential still has the same behavior and
supports two regimes of inflation as before, (iv.1)−a (hill-
top) and (iv.1)−b (chaotic), but now H(φ) is always pos-
itive. This means that contrary to case (ii), the hilltop
regime (iv.1) − a can now be described in the horizon-
flow setup. However, one should remember that in the
corresponding horizon-flow (iv−α) regime, x decreases
as inflation proceeds and approaches x0 where an infi-
nite number of e-folds is realized. Therefore in this case,
the inflaton climbs up its potential and settles over its
maximum. In this sense case (iv−α) is somewhat patho-
logical, and actually corresponds to a Hubble function of
the third kind.
(iv.2) b > 0 and b − 10b2/9 < a2/4 < b− 2b2/3
−4 −3 −2 −1 0 1 2 3 4
x−x0
−1
0
1
2
3
4
5
V
/M
4
, 

lo 1
, 
H
/H
0
a=1ǫ12, b=0ǫ5
a b c
d
V/M4
 lo1
H/H0
x lo1 =1
FIG. 17: Potential V (φ), first slow-roll parameter ǫLO1 and
H(φ) function in the case b > 0 and b − 10b2/9 < a2/4 <
b− 2b2/3 (a = 1.12 and b = 0.5).
In this case the potential still has a double well shape
but it is positive everywhere. As a consequence there are
now four regimes of inflation: a hilltop regime (iv.2)−a
where inflation proceeds from the left to the right close
to the maximum of the potential at x0, a vacuum domi-
nated regime (iv.2)−b where inflation proceeds from the
left to the right close to the minimum of the potential at
x < xVmin and does not end by slow-roll violation, an-
other vacuum dominated regime (iv.2)−c where inflation
proceeds from the right to the left close the minimum of
the potential at x > xVmin , and a chaotic regime (iv.2)−d
where inflation proceeds from the right to the left at large
fields. One should note that depending on the values of
a and b, it can happen that the local maximum of ǫLO1
is smaller than 1, in which case (iv.2)−a and (iv.2)−b
merge to form a single regime that does not end by slow-
roll violation.
Let us compare these regimes to the horizon-flow ones.
The regime (iv.2)−a is described by (iv−α) during which
the inflaton field value decreases, and therefore climbs
up its potential and settles over its maximum. The
regimes (iv.2)−b and (iv.2)−c are not described at all,
and (iv.2)−d corresponds to (iv−β).
(iv.3) b > 0 and b− 4b2/3 < a2/4 < b− 10b2/9
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FIG. 18: Potential V (φ), first slow-roll parameter ǫLO1 and
H(φ) function in the case 4(b − 4b2/3) < a2 < 4(b − 10b2/9)
(a = 0.9 and b = 0.4).
In this case only three regimes exist, namely (iv.3)−a
(hilltop, vacuum dominated), (iv.3)−b (vacuum domi-
nated) and (iv.3)−c (chaotic). The first slow-roll param-
eter ǫ1 (the one derived from H) happens to be greater
than 1 only in the increasing branch of the potential.
This means that (iv.3)−a is described by (iv−α) during
which the inflaton field value decreases (and again climbs
up its potential and settles over its maximum), (iv.3)−b
is not described by any horizon-flow regime, and (iv.3)−c
is described by (iv−β).
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(iv.4) b > 0 and b − 2b2 < a2/4 < b− 4b2/3
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FIG. 19: Potential V (φ), first slow-roll parameter ǫLO1 and
H(φ) function in the case b > 0 and b−2b2 < a2/4 < b−4b2/3
(a = 0.7 and b = 0.4).
In this case the potential is convex everywhere. Two
regimes of inflation exist, a vacuum dominated regime
(iv.4)−a where inflation does not end by slow-roll viola-
tion and a chaotic regime (iv.4)−b at large fields. They
respectively correspond to (iv−α) and (iv−β).
(v) b > 0 and a2/4 < b− 2b2
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FIG. 20: Potential V (φ), first slow-roll parameter ǫLO1 and
H(φ) function in the case b > 0 and a2 < 4(b−2b2) (a = 0.55
and b = 0.4).
In this case the potential has the same behavior as in
the previous case (iv.4). The only difference is that the
horizon-flow dynamics only contains a single inflationary
regime [remember that in case (v) the first slow-roll pa-
rameter ǫ1, the one derived from H , is always smaller
than 1] in which inflation never ends. This corresponds
to the regime (v)-a, and regime (v)-b is not described
in the horizon-flow setup. However, note that for some
values of a and b, the local maximum of ǫLO1 is smaller
than 1 and the two regimes (v)-a and (v)-b merge in a
single regime where inflation does not end by slow-roll
violation.
To sum up the discussion, we saw that there are some
regimes which are supported by the inflationary potential
but which are not described by the horizon-flow setup,
namely (i)−b, (ii)−a, (iv.2)−b, (iv.2)−c, (iv.3)−b and
(v)−a; and that some hilltop regimes supported by the
potential are described by unnatural trajectories in hori-
zon flow where the inflaton climbs up the potential and
settles over its maximum, namely (iv−α) for (iv.1)−a,
(iv−α) for (iv.2)−a, and (iv−α) for (iv.3)−a. Such tra-
jectories correspond to Hubble functions of the third kind
and are somewhat pathological. They are further studied
in section IVC.
2. Inflationary Trajectory
For now let us move on to the slow-roll trajectory. As
explained in section II E, when slow roll is valid in both
the slow-roll and horizon-flow setups, one needs to go
up to next-to-leading order in slow roll to consistently
compare both frames’ predictions. The next-to-leading
order slow-roll trajectory (25) can be integrated in our
case, and gives rise to
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∆NSR,NLO∗ =
3
(
a2 − 4b)2
16b2 (3a2 − 12b+ 16b2) ln
(
a+ 2bxend
a+ 2bx∗
)
− a
8b
(xend − x∗)− 1
8
(
x2end − x2∗
)
+
1
3
3a2 − 12b+ 8b2
3a2 − 12b+ 16b2 ln
(
3− 4b+ 3axend + 3bx2end
3− 4b+ 3ax∗ + 3bx2∗
)
+
1
3
ln
[
2a (3− 4b) + 2 (3a2 + 6b− 8b2)xend + 18abx2end + 12b2x3end
2a (3− 4b) + 2 (3a2 + 6b− 8b2)x∗ + 18abx2∗ + 12b2x3∗
]
−1
3
ln
[
3− 2a2 + 2a (3− 4b)xend +
(
3a2 + 6b− 8b2)x2end + 6abx3end + 3b2x4end
3− 2a2 + 2a (3− 4b)x∗ + (3a2 + 6b− 8b2)x2∗ + 6abx3∗ + 3b2x4∗
]
. (83)
Obviously, this trajectory cannot be inverted analytically
and numerical methods must be used in that case.
3. Inflationary Predictions
As before, the slow-roll parameters at next-to-leading
order, i.e. Eqs. (21)–(24), are evaluated at the location x∗
determined by numerically inverting the trajectory (83).
The spectral index and tensor to scalar ratio are then
given by Eqs. (26) and (27). When inflation does not end
by slow-roll violation, like in section IIIA 3 we calculate
the predictions at the location of the late-time attractor
which is the minimum of the potential where ǫNLO1 = 0
and ǫNLO2 6= 0 hence r16/(1− nS) = 0.
However, before proceeding with evaluating the slow-
roll parameters at the Hubble exit, one must say some-
thing about the number of e-folds ∆N∗. In section III
the rough estimate ∆N∗ ≃ 50 was enough since up to the
required precision, the results were not sensitive to ∆N∗.
Here however, accurate predictions are needed since we
want to compare slow-roll and horizon-flow predictions in
the regime where slow roll is valid in both frames. The
parameter ∆N∗ must be set consistently with the ther-
mal subsequent history, in particular the reheating stage.
Requiring that the mean energy density during reheat-
ing ρ¯reh be lower than the energy density at the end of
inflation, ρ¯reh < ρend, and larger than the energy den-
sity at, say, the epoch of nucleosynthesis ρ¯reh > ρnucl (≃
a few MeV) leads [45] to a range of admitted values for
∆N∗. This range depends on the model under consider-
ation and on its parameters,7 and needs to be computed
numerically. Recently the numerical library ASPIC8 has
been made public [16] and implements such a calculation.
Making use of this code, the reheating consistent predic-
7 The range of admitted values for ∆N∗ also depends on the mean
equation of state during reheating w¯reh, which in Fig. 21 we
have set to w¯reh = 0. Changing its value would not modify the
discussion.
8 http://cp3.irmp.ucl.ac.be/~ringeval/aspic.html
tions for the model (58) can be worked out, using the
horizon-flow formulas of section III A on one hand and
the slow-roll ones of this section on the other.
Results are displayed in Fig. 21, in the (nS, r) plane,
where the Planck mission observational constraints [15]
are superimposed. The cases b > 0 and b < 0 are treated
separately since in the horizon-flow parametrization, they
correspond respectively to a chaotic regime (b > 0) where
H is not bounded in the far past, and to a hilltop regime
where inflation proceeds close to a maximum of H (b <
0). However, in the slow-roll setup, both regimes can
be described in the two cases, and are displayed with
different colors to emphasize this crucial point which has
important consequences.
For example, one can see that observational constraints
favor to a large extent the hilltop regimes with respect to
the chaotic ones. Therefore, if, for some reason, one im-
poses b > 0, just looking at the horizon-flow parametriza-
tion would lead to the biased conclusion that the model
is under pressure, whereas a hilltop slow-roll regime actu-
ally exists and solves this tension. In this sense, horizon
flow may behave as a biased parametrization of inflation.
In passing, one notices that the limit b ≫ 1 does not
give exactly r16/(1−nS) = 1/3, mainly because of second
order terms that here are taken into account. Finally, as
expected, the difference between horizon-flow and slow-
roll predictions is rather small inside a given regime.
C. Horizon-Flow Pathological Trajectories
In section IVB1 we made clear that, in the regime
(iv−α), where 4(b − 4b2/3) < a2 < 4b, horizon flow
describes inflation along trajectories where the inflaton
climbs up its hilltop potential, realizing an infinite num-
ber of e-folds as it approaches the top of the hill.9 In this
9 In practice, this does not happen since quantum fluctuations
start to dominate the inflationary dynamics, which enters a
stochastic regime that pushes it away from the potential maxi-
mum and connects it with a regular slow-roll phase.
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FIG. 21: Reheating consistent predictions for the model (58) in the case b > 0 (left panel), and b < 0 (right panel), making use
of the horizon-flow setup (yellow area) and the slow-roll one (blue area in the hilltop regime, green area in the chaotic one),
and computed at second order in slow roll. The parameters a and b are continuously varied in the ranges |a|, |b| ∈ [10−3, 103],
and ∆N∗ samples values such that ρnuc < ρ¯reh < ρend and w¯reh = 0. The two red solid contours are the one- and two-sigma
Planck confidence intervals (marginalized over second order in slow roll). The black dashed line stands for r16/(1− nS) = 1/3
(b ≫ 1 limit at first order in slow roll), while the dash-dotted one is for r16/(1 − nS) = 1/4 (b → 0 limit at first order in slow
roll). One can check that in agreement with Fig. 9, this ratio r16/(1− nS) continuously varies in the range [0, 1/3].
case the Hubble function is of the third kind, according
to the typology of section IVA. We end this paper by
investigating more these somewhat “pathological” tra-
jectories.
A first interesting remark is that they generalize the
ultraslow-roll (USR) scenario [46]. This model is ob-
tained when requiring that the potential is exactly flat
V ′ = 0 in the Klein-Gordon equation (5), φ¨/(Hφ˙) = −3,
which together with Eq. (28) gives a differential equation
for H(φ), namely M2
Pl
H ′′ = 3H/2. One of its solutions
is the ultraslow-roll function
HUSR = H0 cosh
(√
3
2
φ
M
Pl
)
. (84)
One can check that Eq. (37) leads to a constant potential
V = 3M2
Pl
H20 . In this model the inflaton field value ap-
proaches 0 and freezes out there, even if its potential is
exactly flat and regardless of its initial value. The slow-
roll approximation is never valid since ǫ2,USR = 6, but
the model still produces an exactly scale invariant power
spectrum, while it produces sizable non-Gaussianities.
However, in Ref. [47], it was shown that such a system is
unstable and suffers from many physical problems among
which is the difficulty to correctly normalize the ampli-
tude of the scalar perturbations to the observed power
spectrum.
The regime (iv−α) provides a generalized version of
ultraslow-roll inflation in the following sense. First, in
this case, slow roll is also strongly violated, since ǫ2 ap-
proaches the nonvanishing value
ǫ2 −→
x→−a/(2b)
8b
1− a2/(4b) > ǫ2,USR = 6 (85)
as the inflaton reaches the top of the hill, where the last
condition comes from the fact that, as recalled above,
one is working in the case where 4(b− 4b2/3) < a2 < 4b.
Therefore, in some sense, the situation is even worse than
in the ultraslow-roll scenario. At the top of the hill x =
−a/(2b), inflation still proceeds since ǫ1 vanishes, but ǫ2
can be arbitrarily large when a2 → 4b.
The stability of the inflationary trajectory can also be
studied. To do this, let us describe possible deviations
from Eq. (28) in terms of the modified trajectory
φ˙ = −2 (1− δ)M2
Pl
H ′ . (86)
When δ = 0, one recovers the horizon-flow trajec-
tory (28), but if a small deviation δ 6= 0 is introduced,
one is interested in tracking the evolution of its ampli-
tude. First, deriving Eq. (86) with respect to time and
introducing the Klein-Gordon equation (5) leads to δ˙ =
[2M2
Pl
H ′′(2 + δ)− 3H ]δ. Now, plugging δ˙ = δ′φ˙, one ob-
tains, at first order in δ, δ′ = (3/2H/H ′−2M2
Pl
H ′′/H ′)δ,
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which has the generic solution
δ = δ0
H ′ (φ0)
H ′ (φ)
exp
[
3
2
∫ φ
φ0
H (ϕ)
H ′ (ϕ)
dϕ
]
, (87)
where δ0 = δ(φ0) is some integration constant. Now, in
the model (58), as x approaches the top of the potential
(and the minimum of H) x0 = −a/(2b), this gives rise to
δ ∝ δ0
(
x+
a
2b
) 3
4
(
1
b
− a
2
4b2
)
−1
. (88)
The crucial point is that the exponent appearing in
Eq. (88) is negative as soon as a2 > 4(b− 4b2/3), i.e. ex-
actly for the case (iv−α) under study, and δ blows up at
the top of the potential. The horizon-flow trajectory is
therefore highly unstable. As a matter of fact, if δ0 6= 0,
either φ crosses the maximum of its potential and a slow-
roll regime possibly occurs on the other half of it (δ > 0),
or φ˙ vanishes before reaching the top of the potential and
a slow-roll regime of inflation then occurs the other way
down (δ < 0). In any case, the instability of the horizon-
flow trajectory (28) makes it very unlikely (because the
initial condition δ0 must be fine-tuned to 0 exactly).
On the contrary, one can check on the right panels of
Figs. 11, 12 and 13 that the slow-roll solution is a well-
behaved attractor, quickly attained from an extended
basin of possible initial conditions. More precisely, if ini-
tial conditions are such that the kinetic term initially
dominates the energy budget of the inflaton field, and
that φ˙2 ≫ φ˙2
SR
, the Klein-Gordon equation (5) in this
“fast-roll” limit implies that φ˙ ∝ e−3N . Remembering
that inflation starts when φ˙2 < V , this means that the
speed of the inflaton is damped to the slow-roll one within
a few e-folds at most, of the order of ln |M
Pl
V ′/V |/3.
This is another reason why the slow-roll setup should be
preferred.
V. CONCLUSION
The wide variety of inflationary models makes it
tempting to look for model independent approaches for
constraining inflationary physics. The horizon-flow strat-
egy has been proposed with exactly this purpose. In
this framework generic predictions for the theory of infla-
tion driven by a canonical scalar field have been searched
for, and potential reconstruction issues have been inves-
tigated.
The present work showed that the horizon-flow method
suffers from a number of flaws, rendering it a somewhat
misleading parametrization of inflation.
First, it implicitly relies on phenomenological poten-
tials with no physical justification. Furthermore, instead
of choosing priors on potential parameters (which usu-
ally stand for physical quantities such as charges, masses,
coupling constants, etc. ), it samples models from priors
defined on unphysical quantities corresponding to initial
values of flow parameters.
Second, we have shown that the “typical” predictions
stemming from this parametrization and that have been
noticed in the literature are actually originating from this
choice of specific potentials. They can be accounted for
analytically going beyond the common fixed point anal-
ysis of the problem, and we elucidated the mismatch be-
tween the results of this fixed point approach and what
was actually numerically obtained by the horizon-flow
algorithm. Actually, these predictions turn out to be in
direct correspondence with the different regimes of infla-
tion supported by the model. This is why they are not
generic features of inflation itself, and explicit examples
where they are violated have been provided.
Third, horizon flow implicitly relies on a specific trajec-
tory in phase space among all the solutions of the Klein-
Gordon equation associated with the potential it selects.
This trajectory is different from the slow-roll one, the
latter yet being known as a well-behaved attractor of in-
flationary dynamics. At first sight, this only leads to
slow-roll suppressed discrepancies in the predictions be-
tween both frames, which we have computed. More im-
portantly however, we have found that for a given poten-
tial, entire regimes of inflation are missed by the horizon-
flow approach, which therefore introduces a bias in the
analysis. Interestingly enough, in these missed regimes,
the horizon-flow trajectory can be highly unstable (cor-
responding to an inflaton climbing up its potential and
asymptotically approaching its local maximum), and pro-
vides a generalized and worsened version of ultraslow-roll
inflation.
For these reasons, we conclude that even if convenient,
studying inflation along the lines of the horizon-flow pro-
gram can lead to biased or even inexact results.
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