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Abstract
Constrained diffusions, with diffusion matrix scaled by small ϵ > 0, in a convex polyhedral cone
G ⊂ Rk , are considered. Under suitable stability assumptions small noise asymptotic properties of invariant
measures and exit times from domains are studied. Let B ⊂ G be a bounded domain. Under conditions,
an “exponential leveling” property that says that, as ϵ → 0, the moments of functionals of exit location
from B, corresponding to distinct initial conditions, coalesce asymptotically at an exponential rate, is
established. It is shown that, with appropriate conditions, difference of moments of a typical exit time
functional with a sub-logarithmic growth, for distinct initial conditions in suitable compact subsets of B,
is asymptotically bounded. Furthermore, as initial conditions approach 0 at a rate ϵ2 these moments are
shown to asymptotically coalesce at an exponential rate.
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1. Introduction
Diffusions in polyhedral domains arise commonly as approximate models for stochastic
processing networks in heavy traffic [26,28,23,11]. In this work we consider a family of such
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constrained diffusions with a small parameter (denoted as ϵ) multiplying the diffusion coefficient.
Goal of this work is the study of asymptotic properties of invariant measures and exit times from
suitable domains, as ϵ → 0.
The classical reference for small noise asymptotics of diffusions in Rk is the book [20]. The
basic object of study in this fundamental body of work is a collection of diffusion processes
{X ϵ}ϵ>0, given as
dX ϵ(t) = b(X ϵ(t))dt + ϵσ (X ϵ(t))dW (t), X ϵ(0) = x, (1.1)
where W is a k-dimensional standard Brownian motion and b, σ are suitable coefficients. The
stochastic process X ϵ ≡ {X ϵ(t)}0≤t≤T , for each T ≥ 0 can be regarded as a CT = C([0, T ] : Rk)
(space of continuous functions from [0, T ] to Rk with the uniform topology) valued random
variable and under suitable conditions on b, σ one can show that, as ϵ → 0, X ϵ converges in
probability to ξ which is the unique solution of the ordinary differential equation (ODE)
ξ˙ = b(ξ), ξ(0) = x . (1.2)
One of the basic results in the field says that for each T > 0, as ϵ → 0, X ϵ satisfies a large
deviation principle (LDP) in CT , uniformly in the initial condition x in any compact set K ,
with an appropriate rate function IT :CT → [0,∞]. This result is a starting point for the study
of numerous asymptotic questions for such small noise diffusions. In particular, when the
underlying diffusions have suitable stability properties, the above LDP plays a central role in
the study of asymptotic properties of invariant measures and exit times from domains (see
Chapter 4 of [20]; see also [5] where asymptotic properties of invariant densities are studied).
The asymptotics are governed by the “quasi-potential” function V which is determined from the
collection of rate functions {IT : T > 0}.
The theory developed in [20] has been extended and refined in many different directions. One
notable work is [13] which studies the asymptotics of solutions of Dirichlet problems associated
with diffusions given by (1.1). To signify the dependence on the initial condition, denote the
solution of (1.1) by X ϵx . Let B be a bounded domain in Rk and K be an arbitrary compact subset
of B. Under the assumption that all solutions of the ODE (1.2), with x = ξ(0) ∈ B, converge
without leaving B, to a single linearly asymptotically stable critical point, paper [13] shows that
with suitable conditions on the coefficients, for all bounded measurable f
sup
x,y∈K
|E( f (X ϵx (τ ϵx )))− E( f (X ϵy(τ ϵy )))|
converges to 0 at an exponential rate. Here, τ ϵx = inf{t : X ϵx (t) ∈ Bc}. This property, usually
referred to as “exponential leveling”, says that although the exit time of the process from the
domain approaches ∞, as ϵ → 0, the moments of functionals of exit location, corresponding to
distinct initial conditions, coalesce asymptotically, at an exponential rate. The key ingredient in
the proof is the gradient estimate
sup
x∈K
|∇uϵ(x)| ≤ cϵ−1/2, (1.3)
where uϵ is the solution of the Dirichlet problem on B associated with the diffusion (1.1) with
boundary data f .
The goal of the current work is to develop the Freidlin–Wentzell small noise theory for a
family of constrained diffusions in polyhedral cones. Let G ⊂ Rk be convex polyhedral cones in
Rk with the vertex at the origin given as the intersection of half spaces Gi , i = 1, 2, . . . , N . Let
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ni be the unit vector associated with Gi via the relation
Gi = {x ∈ Rk : ⟨x, ni ⟩ ≥ 0}.
We will denote the set {x ∈ ∂G : ⟨x, ni ⟩ = 0} by Fi . With each face Fi we associate a unit
vector di such that ⟨di , ni ⟩ > 0. This vector defines the direction of constraint associated with the
face Fi . Precise definition of a constrained diffusion is given in Section 2 (see (2.5)), but roughly
speaking such a process evolves infinitesimally as a diffusion inRk and is instantaneously pushed
back using the oblique reflection direction di upon reaching the face Fi . Formally, such a process,
denoted once more as X ϵx , can be represented as a solution of a stochastic integral equation of
the form
X ϵx (t) = Γ

x +
∫ ·
0
b(X ϵ(s))ds + ϵ
∫ ·
0
σ(X ϵ(s))dW (s)

(t), (1.4)
where Γ is the Skorokhod map (see below Definition 2.1) taking trajectories with values in Rk to
those with values in G, consistent with the constraint vectors {di , i = 1, . . . , N }. Under certain
regularity assumptions on the Skorokhod map (see Assumption 2.1) and the usual Lipschitz
conditions on the coefficients b and σ , our first result (Theorem 2.1) establishes a (locally
uniform) LDP for X ϵx , in C([0, T ] : G) for each T > 0. This result is the starting point for
all exit time and invariant measure estimates obtained in this work.
Stability properties of constrained diffusions in polyhedral domains have been studied in
[22,19,9,2,12]. Let
C =

−
N−
i=1
αi di : αi ≥ 0; i ∈ {1, . . . , N }

.
Paper [2] shows that under regularity of the Skorokhod map, uniform non-degeneracy of σ and
Lipschitz coefficients, if for some δ > 0
b(x) ∈ C(δ) = {v ∈ C : dist(v, ∂C) ≥ δ} for all x ∈ G, (1.5)
then the constrained diffusion X ϵ is positive recurrent and consequently admits a unique invariant
probability measure µϵ . In Theorems 5.1 and 5.2 we study the asymptotic properties of µϵ , as
ϵ → 0. For the setting where the diffusion and drift coefficients are constant, analogous results
are obtained in [17].
We also consider asymptotic properties of exit times from a bounded domain B ⊂ G that
contains the origin. One important feature in this analysis is that the stability condition (1.5), in
general, does not ensure that the trajectories of the associated deterministic dynamical system
ξ = Γ (x +
∫ ·
0
b(ξ(s))ds) (1.6)
with initial condition in B will stay within the domain at all times. However, a weaker stability
property holds, namely, one can find domains B0 ⊂ B such that all trajectories of (1.6) starting
in B0 stay within B at all times. This property is used in Theorem 3.1 and Corollaries 3.1, 3.2 to
obtain basic asymptotic results for exit times from suitable domains.
A significant part of this work is devoted to the proof of the exponential leveling property
for constrained diffusions. Our main result is Theorem 3.2. We recall that the key ingredient
in the proof of such a result for diffusions in Rk is the gradient estimate (1.3) for solutions
of the associated Dirichlet problem. For diffusions in domains with corners and with oblique
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reflection fields that change discontinuously, there are no regularity (eg. C1 solutions) results
known for the associated partial differential equations (PDE). Our proof of the exponential
leveling property (Theorem 3.2 (i)) is purely probabilistic and bypasses all PDE estimates.
The main step in the proof is the construction of certain (uniform in ϵ) Lyapunov functions
which are then used to construct a coupling of the processes X ϵx , X
ϵ
y with explicit uniform
estimates on exponential moments of time to coupling (see Lemma 4.7). The key ingredient
in this coupling construction is the minorization condition on transition densities of reflected
diffusions (see Condition 3.1). Proposition 3.1 in Section 3 gives one basic setting where such a
minorization property holds. Obtaining general conditions under which this estimate on transition
densities of reflected diffusions holds is a challenging open problem. The minorization property
allows for the construction of a pseudo-atom, for each fixed ϵ > 0, using split chain ideas of
Athreya–Ney–Nummelin [3,25]. Coupling based on pseudo-atom constructions has been used
by many authors for the study of a broad range of stability and control problems [24,6,7,15],
however the current paper appears to be the first to bring these powerful techniques to bear for
the study of exit time asymptotics of small noise Markov processes.
As a second consequence of our coupling constructions we show in part (ii) of Theorem 3.2
that difference of moments of an exit time functional with a sub-logarithmic growth
corresponding to distinct initial conditions in B0 is asymptotically bounded. Note that for
typical unbounded functionals the associated moments will approach ∞, as ϵ → 0 thus the
result provides a rather non-trivial “leveling estimate”. The third important consequence of our
approach is given in Proposition 3.2 (ii). This result says that as initial conditions approach
0 at a rate ϵ2 the corresponding moments of exit time functionals with sub-logarithmic growth
asymptotically coalesce at an exponential rate. To the best of our knowledge, estimates analogous
to Theorem 3.2 (ii) and Proposition 3.2 (ii) are not known even for the setting of small noise
diffusions (with suitable stability properties) in Rk .
These estimates are interesting for one-dimensional models as well. Let X be a one-
dimensional reflected Brownian motion, starting from x ∈ [0, 1), with drift b ∈ (−∞, 0) and
variance σ 2ϵ2 ∈ (0,∞), given on some probability space (Ω ,F ,Pϵx ). That is, Pϵx a.e.,
X (t) = x + bt + ϵσ B(t)− inf
0≤s≤t{(x + bs + ϵσ B(s)) ∧ 0}, t ≥ 0
where B is a standard Brownian motion. Let τ = inf{t : X (t) = 1}. Let ψ : R+ → R+ be
a measurable map and let ϕϵ(x) = Eϵxψ(τ). Then Proposition 3.2 (ii) for this one-dimensional
setting says that if ψ has a sub-logarithmic growth then for some c, δ ∈ (0,∞), as ϵ → 0,
eδ/ϵ |ϕϵ(cϵ2)− ϕϵ(0)| → 0. (1.7)
If ψ(t) = t , t ≥ 0, then ϕϵ is the unique solution to the boundary value problem
ϵ2σ 2ϕ′′ϵ + bϕ′ϵ = −1, ϕ′ϵ(0) = 0, ϕϵ(1) = 0,
whose solution is given as ϕϵ(x) = ϵ2σ 2b2 [e
−b
ϵ2σ2 − e −bxϵ2σ2 ] + 1b (1 − x). It is easily verified that if
xϵ = cϵ2, for some c > 0, then |ϕϵ(xϵ) − ϕϵ(0)| → 0 at a rate ϵ2, as ϵ → 0. In particular, the
decay is not exponential. Furthermore, for x ≠ y in [0, 1), |ϕϵ(x) − ϕϵ(y)| → ∞ as ϵ → 0
(compare with Theorem 3.2 (ii)). For general ψ a similar ODE analysis is less tractable and
thus the coupling techniques developed here give a powerful approach (especially in higher
dimensions) to the study of such asymptotic estimates.
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This paper is organized as follows. In Section 2 we introduce the Skorokhod map and
give a precise formulation of a constrained diffusion process. We also present in this section
(Theorem 2.1) the basic LDP on C([0, T ] : G) for small noise constrained diffusions. A useful
alternative expression for the rate function (see (2.7)) is given and the quasi-potential that plays
a key role in the asymptotic theory is introduced. Section 3 is devoted to the study of exit time
asymptotics. One of the key steps in the proofs of our main results is the coupling property given
in Theorem 3.3. This Theorem which is at the heart of our analysis is proved in Section 4. In
Section 5 we study the asymptotics of invariant measures. Finally Section 6 collects proofs of
some results that are based on adaptations of classical arguments.
The following notation will be used. Closure, complement, boundary and interior of a subset
B of a topological space S will be denoted by B¯, Bc, ∂B and Bo, respectively. We denote
the ball {x ∈ Rk : |x − x0| < r} by Br (x0). Given a metric space (S, d), and subsets
A, B of S, we will define dist(A, B) = infx∈A,y∈B d(x, y). If A = {x} for some x ∈ S, we
write dist(A, B) as dist(x, B). Denote by C([0,∞) : S) (resp. C([0, T ] : S)) the space of
continuous functions from [0,∞) (resp. [0, T ]) to a metric space S. This space is endowed
with the usual topology of uniform convergence on compacts. For η ∈ C([0,∞) : Rk), and
t > 0, define |η|(t) = sup∑ni=1 |η(ti+1) − η(ti )|, where sup is taken over all partitions
0 = t1 < t2 < · · · < tn+1 = t . The Borel σ -field on a metric space S will be denoted as
B(S) and the space of all probability measures on S will be denoted by P(S). Infimum over an
empty set, by convention, is taken to be ∞. We will denote by κ, κ1, κ2, . . . generic constants
whose values may change from one proof to the next.
2. Preliminaries
We begin with the definition of the Skorokhod map. For x ∈ ∂G define
d(x) =

v ∈ Rk : v =
−
i∈In(x)
αi di ; αi ≥ 0; |v| = 1

,
where
In(x) = {i ∈ {1, 2, . . . , N } : ⟨x, ni ⟩ = 0}.
Definition 2.1 (Skorokhod Problem). Let ψ ∈ C([0,∞),Rk) be given such that ψ(0) ∈ G.
Then (φ, η) ∈ C([0,∞),G) × C([0,∞),Rk) solves the Skorokhod Problem (SP) for ψ (with
respect to the data {(di , ni ), i = 1, . . . , N }), if φ(0) = ψ(0) and if for all t ∈ [0,∞): (1)
φ(t) = ψ(t) + η(t), (2) |η|(t) < ∞, (3) |η|(t) =  t0 I{φ(s)∈∂G}d|η|(s), and there exists a
Borel measurable function γ : [0,∞) → Rk such that γ (t) ∈ d(φ(t)), for d|η| a.e. t and
η(t) =  t0 γ (s)d|η|(s), t ≥ 0.
Let CG([0,∞) : Rk) be the collection of ψ ∈ C([0,∞) : Rk) such that ψ(0) ∈ G. The domain
D ⊆ CG([0,∞) : Rk) on which there is a unique solution to the Skorokhod problem we define
the Skorokhod map (SM) Γ as Γ (ψ) .= φ if (φ, η) is the unique solution of the Skorokhod
problem posed by ψ . We will make the following assumption on the regularity of the Skorokhod
map defined by the data {(di , ni ) : i = 1, 2, . . . , N }.
Condition 2.1. The Skorokhod map is well defined on all of CG([0,∞) : Rk), that is, D =
CG([0,∞) : Rk), and the SM is Lipschitz continuous in the following sense: There exists a
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constant K ∈ (0,∞) such that for all φ1, φ2 ∈ CG([0,∞) : Rk):
sup
0≤t<∞
|Γ (φ1)(t)− Γ (φ2)(t)| < K sup
0≤t<∞
|φ1(t)− φ2(t)|. (2.1)
We refer the reader to [21,16,18] for sufficient conditions under which Condition 2.1 holds.
Now we introduce the small noise constrained diffusion process that will be considered in
this work. Let (Ω ,F ,P) be a complete probability space on which a filtration {Ft }t≥0 satisfying
the usual hypothesis is given. Let (W (t),Ft ) be a k-dimensional standard Wiener process on the
above probability space. Let σ : G → Rk×k , b : G → Rk be mappings satisfying the following
condition.
Condition 2.2. There exists γ ∈ (0,∞) such that
|σ(x)− σ(y)| + |b(x)− b(y)| ≤ γ |x − y| ∀x, y ∈ G (2.2)
and
|σ(x)| ≤ γ ∀x ∈ G. (2.3)
Given ϵ > 0, let X ϵ be the unique strong solution of the following stochastic integral equation:
X (t) = Γ

x +
∫ .
0
b(X (s))ds + ϵ
∫ .
0
σ(X (s))dW (s)

(t), t ≥ 0. (2.4)
Existence of strong solutions and pathwise uniqueness for (2.4) is a consequence of the Lipschitz
property of the coefficients and of the Skorokhod map (see [16]). It is convenient to have the
process X for various initial conditions and values of ϵ to be defined on a common canonical
space. Indeed, one can find a filtered measurable space, which we denote again as (Ω ,F , {Ft }),
on which is given a family of probability measures, {Pϵx }x∈G , and continuous adapted stochastic
processes Z , Y and W such that for all x ∈ G, under Pϵx , {W (t), {Ft }t≥0} is a k-dimensional
standard Wiener process and (Z ,W, Y ) satisfy Pϵx a.s. the integral equation
Z(t) = Γ

x +
∫ .
0
b(Z(s))ds + ϵ
∫ .
0
σ(Z(s))dW (s)

(t),
= x +
∫ t
0
b(Z(s))ds + ϵ
∫ t
0
σ(Z(s))dW (s)+ DY (t), t ≥ 0, (2.5)
where D = (d1, . . . , dN ). Also, for every ϵ > 0, (Z , {Pϵx }x∈G) is a strong Markov family
(cf. [12]).
For a domain S ⊂ Rk , let AC([0,∞) : S) (resp. AC([0, T ] : S)) denote the space of
absolutely continuous functions on [0,∞) (resp. [0, T ]) with values in S. From the Lipschitz
property of the SM it follows that if ψ ∈ AC([0,∞) : Rk) (with ψ(0) ∈ G) then φ = Γ (ψ) ∈
AC([0,∞) : G). For T > 0 and φ ∈ AC([0, T ] : G), define
S0T (φ) = inf
u∈M(φ)

1
2
∫ T
0
|u˙(s)|2ds

, (2.6)
where M(φ) = {u ∈ AC([0, T ] : Rk) : φ(t) = Γ (φ(0) +  ·0 b(φ(s))ds +  ·0 σ(φ(s))u˙(s)
ds)(t), t ∈ [0, T ]}.
A. Biswas, A. Budhiraja / Stochastic Processes and their Applications 121 (2011) 899–924 905
The following result is a consequence of the unique pathwise solvability of (2.4). A sketch is
provided in Section 6.
Theorem 2.1. Suppose that Conditions 2.1 and 2.2 hold. For every T > 0 and x ∈ G, the family
({Z(t)}0≤t≤T ,Pϵx ) satisfies a large deviation principle (LDP), as ϵ → 0, in C([0, T ] : G) with
rate function
Ix (φ) =

S0T (φ) if φ ∈ AC([0, T ] : G) and φ(0) = x
∞ otherwise.
Additionally, LDP holds uniformly over x ∈ K for every compact subset K ⊂ G.
We remark that the function Ix is a “good” rate function, namely it has compact sub-level sets
(i.e., for each M ∈ (0,∞), the set {φ ∈ C([0, T ] : G) : Ix (φ) ≤ M} is compact). The following
non-degeneracy condition allows for a simpler representation of the rate function.
Condition 2.3. For some c ∈ (0,∞), y′(σ (x)σ ′(x))y ≥ c|y|2 for all x ∈ G and y ∈ Rk .
Note that if φ ∈ AC([0, T ] : G) and u ∈M(φ), then
ψ(·) = φ(0)+
∫ ·
0
b(φ(s))ds +
∫ ·
0
σ(φ(s))u˙(s)ds
is in AC([0, T ] : Rk) and φ = Γ (ψ). Conversely, if ψ ∈ AC([0, T ] : Rk) and φ = Γ (ψ) then
u(·) =
∫ ·
0
σ−1(φ(s))(ψ˙(s)− b(φ(s)))ds
is inM(φ). From these observations it is easy to deduce the following alternative expression for
S0T (φ) for φ ∈ AC([0, T ] : G).
S0T (φ) = inf{ψ∈AC([0,T ]:Rk ):ψ(0)=φ(0),φ=Γ (ψ)}
∫ T
0
L(φ(t), ψ˙(t))dt, (2.7)
where for α, β ∈ Rk ,
L(α, β) = 1
2
(β − b(α))′A−1(α)(β − b(α)), A(α) = σ(α)σ ′(α).
The goal of this work is to study asymptotic properties of invariant measures of X ϵ and of exit
times of X ϵ from suitable domains. Such properties rely on appropriate stability properties of the
underlying zero-noise dynamical system. For constrained diffusions considered here, stability
conditions that are natural for applications have been identified in [22,19,9,2]. Recall the cone C
and the set C(δ) from the introduction (see (1.5)). The following stability estimate was established
in [2] (see Theorem 2.1 therein).
Lemma 2.1. Let ψ ∈ AC([0,∞) : Rk), ψ(0) ∈ G and φ = Γ (ψ). Suppose that for some δ > 0,
ψ˙(t) ∈ C(δ), a.e. t . Then
|φ(t)| ≤ K
2|φ(0)|2
K |φ(0)| + δt , t ∈ (0,∞).
The above result motivates the next condition that will be used in this work.
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Condition 2.4. There exists a δ ∈ (0,∞) such that for all x ∈ G, b(x) ∈ C(δ).
Conditions 2.1–2.4 will be assumed henceforth and thus explicit reference to these conditions in
statements of results will be omitted.
Next we introduce the “quasi-potential” function that plays a key role in this work. For x ∈ G
and φ ∈ C([0,∞) : G), define ζ(x, φ) = inf{t ≥ 0 : φ(t) = x}. Define V : G → [0,∞] by the
relation
V (x) = inf
ψ∈AC([0,∞):Rk ), ψ(0)=0,ζ(x,Γ (ψ))<∞
jζ(x,Γ (ψ))(Γ (ψ), ψ), (2.8)
where for T > 0 and (φ, ψ) ∈ AC([0,∞) : G) × AC([0,∞) : Rk), jT (φ, ψ) =
 T
0 L(φ(t),
ψ˙(t))dt . It is easily checked that V is a continuous function and V (x) = 0 if and only if x = 0.
3. Exit time estimates
In this section we study the asymptotic properties of exit time of the process (Z ,Pϵx ), from a
suitable domain B ⊂ G, as ϵ → 0. Throughout G will be endowed with the relative topology
inherited from Rk . Let B be a bounded open subset of G. Suppose that 0 ∈ B and ∂B = ∂ B¯.
For x ∈ G we denote by ξx ∈ AC([0,∞) : G) the unique solution of the integral equation
ξx (t) = Γ

x +
∫ ·
0
b(ξx (s))ds

(t), t ≥ 0. (3.1)
Also, denote Sx = {ξx (t), t ≥ 0}. For γ > 0, let Bγ = {x ∈ B : dist(Sx , ∂B) ≥ γ } and let
B0 =γ>0 Bγ . Let τ ≡ τ(B) = inf{t ≥ 0 : Z(t) ∈ Bc}. Also, let V0 ≡ V0(B) = infx∈∂B V (x).
The following theorem follows on minor modifications of Theorems 4.4.1 and 4.4.2 of [20].
A sketch outlining the main differences in the proof is in Section 6.
Theorem 3.1. (i)
lim sup
ϵ→0
sup
x∈B
ϵ2 logEϵx (τ ) ≤ V0, (3.2)
and for every α > 0,
lim
ϵ→0 infx∈B P
ϵ
x (τ < exp{ϵ−2(V0 + α)}) = 1. (3.3)
(ii) For every x ∈ B0
lim inf
ϵ→0 ϵ
2 logEx (τ ) ≥ V0, (3.4)
and for every α > 0,
lim
ϵ→0P
ϵ
x (τ > exp{ϵ−2(V0 − α)}) = 1. (3.5)
As an immediate consequence of the theorem we have the following.
Corollary 3.1. For any x ∈ B0, limϵ→0 ϵ2 logEϵx (τ ) = V0 and for every α > 0
lim
ϵ→0P
ϵ
x (|ϵ2 log τ − V0| > α) = 0.
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From Lemma 2.1 we see that if B = Bλ = {x ∈ G : |x | ≤ λ} then B0 ⊃ Bλ/K . This
observation yields the following corollary.
Corollary 3.2. For any λ > 0 and x ∈ Bλ/K , limϵ→0 ϵ2 logEϵx (τ (Bλ)) = V0(Bλ) and for every
α > 0
lim
ϵ→0P
ϵ
x (|ϵ2 log τ − V0(Bλ)| > α) = 0.
The following lemma is from [2]. For x ∈ G, denote byA(x) the class of all z ∈ AC([0,∞) :
G) such that z = Γ (x +  ·0 v(s)ds) for some v satisfying  t0 |v(s)|ds < ∞ and v(t) ∈ C(δ) for
all t ≥ 0, where δ > 0 is as in Condition 2.4. Let
T (x) = sup
z∈A(x)
inf{t ≥ 0 : z(t) = 0}.
Lemma 3.1 ([2]). There are positive constants γ1, γ2, γ3 such that:
(1) For all x, y ∈ G, |T (x)− T (y)| ≤ γ1‖x − y‖.
(2) For all x ∈ G, γ2‖x‖ ≤ T (x).
(3) For all x ∈ G, t ≥ 0,
T (Z(t)) ≤ [T (x)− t]+ + γ3ϵηt , Pϵx a.s (3.6)
where ηt = sup0≤s≤t |
 s
0 σ(Z(u))dW (u)|.
We now introduce one additional condition on the reflected diffusion model. From
Condition 2.3 it follows that for t > 0, Pϵx ◦ Z(t)−1 is mutually absolutely continuous with
respect to the Lebesgue measure (see the proof of Lemma 5.7 in [12]). Denote the probability
density of the measure Pϵx ◦ Z(t)−1 by pϵ(t, x, z). Let λ denote the Lebesgue measure on G.
Condition 3.1. For every t1 > 0 there is a M0 ≡ M0(t1) ∈ (0,∞) satisfying the following.
Given M ≥ M0, there exist finite positive constants ε1, χ , c1 and sets Eϵ ⊂ B γ2
γ1
Mϵ2 such that
for all ϵ ∈ (0, ε1):
λ(Eϵ) ≥ c1ϵ2k and inf
x∈BMϵ2
inf
z∈Eϵ
ϵ2k pϵ(t1ϵ
2, x, z) ≥ χ.
When pϵ is the transition density of a diffusion process in Rk with b, σ satisfying
Conditions 2.2, 2.3, the minorization property as specified in Condition 3.1 is seen to hold
using classical Aronson estimates [1] (cf. [27,14]). The following proposition gives one basic
setting where the condition is satisfied for constrained diffusions. Obtaining general conditions
on (G,D, b, σ ) under which the above estimate holds is a challenging open problem.
Proposition 3.1. Suppose that b(x) ≡ b0, σ(x) = I and G = Rk+. Also let N = k and
D = (I − P ′), where P is a substochastic matrix with zeros on the diagonal and spectral radius
strictly less than 1. Finally suppose that the cone V = {x ∈ G : D′x ≥ 0} has a nonempty
interior. Then Condition 3.1 is satisfied.
Proof. Choose z0 ∈ G and M0, κ1 > 0 such that Bκ1(z0) ⊂ V

B γ2
γ1
M0
and so that z − bt
∈ Bκ1(z0) for all t ≤ t1 and z ∈ Bκ1/2(z0). Fix M ≥ M0 and define
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Eϵ = {z ∈ G0 : z − bt ∈ V for all 0 ≤ t ≤ t1ϵ2}

B γ2
γ1
Mϵ2 .
Clearly ϵ2Bκ1/2(z0) ⊂ Eϵ and so for a suitable positive constant c1, λ(Eϵ) ≥ c1ϵ2k .
Let, for given x ∈ G and t > 0, Tϵ(t, x, z) denote the probability density of the random vector
x + b0t + ϵWt , where W is a standard k-dimensional Brownian motion. Then
Tϵ(t, x, z) = 1
(2πϵ2t)k/2
e
− |z−b0t−x |2
2ϵ2t .
The density pϵ(t, x, z) of Pϵx ◦ Z(t)−1, for z ∈ G0, can now be written as (see [4] and also Eq.
(7.39) in [11])
pϵ(t, x, z) = Tϵ(t, x, z)+ lim
n→∞E
ϵ
x
∫ t∧σn
0
⟨∇Tϵ(t − r, Z(r), z), dDY (r)⟩, (3.7)
where ∇Tϵ(t, x, z) denotes the gradient in variable x and σn = inf{t : Z(t) ∈ Bcn}. Noting that
∇Tϵ(t, x, z) = 1tϵ2 Tϵ(t, x, z)(z − x − b0t) and
∞
0 Z(r)dY (r) = 0, a.e. Pϵx we have that∫ ·
0
⟨∇Tϵ(t − r, Z(r), z), dDY (r)⟩
≥
∫ ·
0
1
(t − r)ϵ2 Tϵ(t − r, Z(r), z)⟨(I − P)(z − b(t − r)), dY (r)⟩.
Next recall that Y is non-decreasing and since z ∈ Eϵ , (I − P)(z − b(t1ϵ2 − r)) ≥ 0 for all
r ≤ t1ϵ2. This shows that∫ t1ϵ2
0
⟨∇Tϵ(t1ϵ2 − r, Z(r), z), dDY (r)⟩ ≥ 0.
From (3.7) we now see that, for all x ∈ BMϵ2 and z ∈ Eϵ
pϵ(t1ϵ
2, x, z) ≥ Tϵ(t1ϵ2, x, z).
Using on the right side above the estimate
|z − x − b0t1ϵ2|2 ≤ 3(|z|2 + |x |2 + |b0|2t21 ϵ4) ≤ 3ϵ4(2M2 + |b0|2t21 ),
we have that
pϵ(t1ϵ
2, x, z) ≥ χ
ϵ2k
,
where χ = 1
(2π t1)k/2
exp(
−(3t21 b20+6M2)
2t1
). 
We can now present the main result of this section. Recall that Conditions 2.1, 2.2 and 2.4
are assumed throughout this work. Denote by H the collection of all ψ : R+ → R+ satisfying
supt>0
|ψ(t)|
(1+log+(t))q <∞, for some 0 < q < 1, and
sups,t≥0:|t−s|≤r |ψ(t)−ψ(s)|
rm+1 <∞ for some m ≥ 1.
Theorem 3.2. Suppose that Condition 3.1 holds. Let K be a compact subset of B0. Then the
following hold.
(i) For every bounded measurable map f : B¯ → R there is a δ1 ∈ (0,∞) such that
lim
ϵ→0 supx,y∈K
eδ1/ϵ |Eϵx f (Z(τ ))− Eϵy f (Z(τ ))| = 0.
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(ii) For every ψ ∈ H
lim sup
ϵ→0
sup
x,y∈K
|Eϵxψ(τ)− Eϵyψ(τ)| <∞.
The rest of this section is devoted to the proof of Theorem 3.2. We begin with some
preliminary lemmas.
Lemma 3.2. (i) There exist positive constants υ1, υ2, υ3 and ε2 such that for all t > 0 and
ϵ ∈ (0, ε2)
sup
x∈Bυ1
Pϵx (τ ≤ t) ≤ e−υ2/ϵeυ3t .
(ii) For each compact set K ⊂ B0 and t > 0, there exist positive constants υ4 and ε3 such that
for all ϵ ∈ (0, ε3)
inf
x∈K
Pϵx (τ > t) ≥ 1− e−
υ4
ϵ .
Proof. Choose κ1 small enough so that B¯κ1 ⊂ B. Using Lemma 2.1, fix 0 < υ1 < κ1 sufficiently
small such that for every x ∈ B¯υ1 and z ∈ A(x), z(t) ∈ Bκ1/2 for all t ≥ 0. Fix x ∈ B¯υ1 and
define ξ˜x as
ξ˜x (t) = Γ (x +
∫ ·
0
b(Z(s))ds)(t), t ≥ 0.
Note that, by Condition 2.4, ξ˜x ∈ A(x) and so
Pϵx (τ ≤ t) ≤ Pϵx

sup
0≤s≤t
|Z(s)− ξ˜x (s)| > κ12

. (3.8)
Thus using the Lipschitz property of the Skorokhod map
Pϵx (τ ≤ t) ≤ Pϵx

K ϵ sup
0≤s≤t
∫ s
0
σ(Z(u))dW (u)
 > κ1/2

≤ κ2e−
κ1
2K ϵ eκ3t ,
for suitable κ2, κ3 ∈ (0,∞). Choose ε2 small enough so that κ2e−
κ1
4K ϵ ≤ 1 for all ϵ < ε2. Part (i)
now follows on setting υ2 = κ1/4K and υ3 = κ3.
We now consider Part (ii). Fix x ∈ K. By definition of B0, for some κ1 > 0 and all x ∈ K,
dist(Sx , ∂B) ≥ κ1, where Sx is as defined below (3.1). Therefore using the Lipschitz property of
Γ and Gronwall’s inequality we have for x ∈ K
sup
0≤s≤t
|Z(s)− ξx (s)| ≤ eKγ t K ϵ sup
0≤s≤t
∫ s
0
σ(Z(u))dW (u)
 .
Hence arguing as before we have for x ∈ K
Pϵx (τ ≤ t) ≤ Pϵx

eKγ t K ϵ sup
0≤s≤t
∫ s
0
σ(Z(u))dW (u)
 > κ1/2

≤ κ2e−
κ1e
−Kγ t
2K ϵ eκ3t .
The result follows. 
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The following lemma is proved along the lines of Theorem 4.1 of [2].
Lemma 3.3. There are positive constants L0, υ6, υ7 and ε4 such that for all ϵ ∈ (0, ε4) and
ℓ ≥ L0
sup
x∈B¯
Pϵx (σ
ϵ(ℓ) > t) ≤ exp

υ7 − υ6t
ϵ2

, t ≥ 0,
where σ ϵ(ℓ) = inf{t : |Z(t)| ≤ ℓϵ2}.
Proof. For ℓ > 0 and ϵ > 0, let ℓϵ = ℓϵ2 and Aϵn(ℓ) = {ω : infs∈[0,nℓϵ ] T (Z(s)) > ℓϵ}, n ≥ 1.
Then (cf. Eq. (4.7) in [2])
Pϵx (A
ϵ
n) ≤ Pϵx

ℓϵ < T (Z(nℓϵ)) ≤ T (x)− nℓϵ + γ1ϵK
n−
j=1
νϵj

,
where νϵj = sup( j−1)ℓϵ≤s≤ jℓϵ |
 s
( j−1)ℓϵ σ(Z(u))dW (u)| and γ1, K are as in Lemma 3.1 and Con-
dition 2.1, respectively. Next, for a suitable κ1 > 0 we have, for each θ > 0 (see [2], page 993,
expression below Eq. (4.7)),
Pϵx

γ1ϵK
n−
j=1
νϵj ≥ (n + 1)ℓϵ − T (x)

≤ exp(θT (x)− θℓϵ) exp((κ1θ2ϵ4 − θϵ2 + (log 8)(2ℓ)−1)nℓ). (3.9)
Take υ6 = 18κ1 . Choose L0 large enough so that (log 8) (2L0)−1 < υ6. Take θ = 4υ6/ϵ2 and fix
κ2 such that supx∈B¯ T (x) ≤ κ2. Then the expression on the right side of (3.9), for all ℓ ≥ L0, is
bounded by
exp

υ6(4κ2 − nℓϵ)
ϵ2
− 4υ6ℓ

.
Choose ε4 > 0 such that γ2L0ε24 ≤ κ2. Fix ϵ ∈ (0, ε4) and t ≥ 4γ2L0ϵ2. Then there exists an
n0 ∈ N such that t ∈ [(n0 + 3)γ2L0ϵ2, (n0 + 4)γ2L0ϵ2]. Setting υ7 = 4υ6κ2, we have,
Pϵx (σ
ϵ(L0) > t) ≤ Pϵx

min
0≤s≤n0 Lϵ0
|Z(s)| > ℓϵ

≤ Pϵx (Aϵn0(γ2L0))
≤ exp

υ7 − υ6(n0 + 4)γ2L0ϵ2
ϵ2

≤ exp

υ7 − υ6t
ϵ2

.
The inequality in the above calculation is trivial for t < 4γ2L0ϵ2, since for such t , υ7 − υ6t ≥
4υ6(κ2 − γ2L0ϵ2) ≥ 0. Thus the inequality holds for all t ≥ 0. Finally the result follows on
noting that σ ϵ(ℓ) is monotonically decreasing in ℓ. 
An important consequence of Lemmas 3.2 and 3.3 is the following.
Lemma 3.4. For every compact K ⊂ B0 there are positive constants υ8 and ε5 such that for all
ϵ ∈ (0, ε5) and ℓ ≥ L0, infx∈K Pϵx (σ ϵ(ℓ) < τ) ≥ 1− e−υ8/ϵ , where σ ϵ(ℓ) is as in Lemma 3.3.
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Proof. Fix x ∈ K and ℓ ≥ L0. Then for every t > 0,
Pϵx (σ
ϵ(ℓ) ≥ τ) ≤ Pϵx (τ ≤ t)+ Pϵx (σ ϵ(ℓ) > t).
Let υ6, υ7, ε4 be as in Lemma 3.3. Fix t = 2υ7/υ6. For this choice of t andK as in the statement
of the Lemma, let υ4, ε3 be as in Lemma 3.2(ii). Choosing ε5 = ε3 ∧ ε4 we have for ϵ ∈ (0, ε5)
Pϵx (σ
ϵ(ℓ) ≥ τ) ≤ e− υ4ϵ + e−
υ7
ϵ2 .
The result follows. 
The main ingredient in the proof of Theorem 3.2 is the following coupling result which will
be proved in Section 4.
Theorem 3.3. Suppose that Condition 3.1 holds. There are finite positive constants δ2, ε6, c2 and
M ∈ [L0,∞), such that for every ϵ ∈ (0, ε6) and xϵ, yϵ ∈ BMϵ2 , the following holds. There is a
filtered probability space (Ω ϵ,Gϵ, {Gϵt }t≥0, Pˆϵ) on which are given continuous adapted G × G
valued process Zˆ = (Zˆ1, Zˆ2) and a stopping time ϱϵ such that:
(i) Eˆϵ(eδ2ϱϵ/ϵ2) ≤ c2
(ii) Pˆϵ ◦ (Zˆ1)−1 = Pϵxϵ ◦ (Z)−1, Pˆϵ ◦ (Zˆ2)−1 = Pϵyϵ ◦ (Z)−1
(iii) for every A ∈ B(C([0,∞) : G))
Pˆϵ(Zˆ1(ϱϵ + ·) ∈ A | Gϵϱϵ ) = Pˆϵ(Zˆ2(ϱϵ + ·) ∈ A | Gϵϱϵ ), a.e.
Remark. Part (iii) of the above theorem in particular implies that for every bounded measurable
map H : G × [0,∞] → R.
Iϱϵ≤τ1∧τ2Eˆϵ(H(Zˆ1(τ1), τ1) | Gϵϱϵ ) = Iϱϵ≤τ1∧τ2 Eˆϵ(H(Zˆ2(τ2), τ2) | Gϵϱϵ ), a.e.
where τi = inf{t > 0 : Zˆ i (t) ∈ Bc}, i = 1, 2. This observation will play a key role in the proof
of Theorem 3.2.
The following proposition is a key step in the proof of Theorem 3.2. Part (ii) of the proposition
is a result of independent interest.
Proposition 3.2. Suppose Condition 3.1 holds. Let M ≥ L0 be as in Theorem 3.3. Then
(i) For every bounded measurable function f : G → R there exists δ3 ∈ (0,∞) such that as
ϵ → 0,
eδ3/ϵ sup
x,y∈BMϵ2
|Eϵx f (Z(τ ))− Eϵy f (Z(τ ))| → 0.
(ii) For every measurable function ψ : R+ → R+ that satisfies supt>0 |ψ(t)|(1+log+(t))q < ∞, for
some 0 < q < 1, there exists δ4 ∈ (0,∞) such that, as ϵ → 0,
eδ4/ϵ sup
x,y∈BMϵ2
|Eϵxψ(τ)− Eϵyψ(τ)| → 0.
Proof. Let ϵ ∈ (0, ε6), where ε6 is as in Theorem 3.3. Fix xϵ, yϵ ∈ BMϵ2 and let (Ω ϵ,Gϵ,
{Gϵt }t≥0, Pˆϵ), Zˆ = (Zˆ1, Zˆ2) and ϱϵ be as in Theorem 3.3. Let f be as in the statement of the
theorem. Then
Eϵxϵ ( f (Z(τ ))) = Eˆϵ( f (Zˆ1(τ1))) = Eˆϵ(Iϱϵ≤τ1∧τ2 f (Zˆ1(τ1)))+ Eˆϵ(Iϱϵ>τ1∧τ2 f (Zˆ1(τ1))).
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In view of the remark below Theorem 3.3
Eˆϵ(Iϱϵ≤τ1∧τ2 f (Zˆ1(τ1))) = Eˆϵ(Iϱϵ≤τ1∧τ2 f (Zˆ2(τ2)))
= Eˆϵ( f (Zˆ2(τ2)))− Eˆϵ(Iϱϵ>τ1∧τ2 f (Zˆ2(τ2))).
Also, for every t > 0−
i=1,2
Eˆϵ(Iϱϵ>τ1∧τ2 f (Zˆ i (τi ))) ≤ 2| f |∞
−
i=1,2
Pˆϵ(ϱϵ > τi )
≤ 2| f |∞(Pϵxϵ (τ ≤ t)+ Pϵyϵ (τ ≤ t)+ 2Pˆϵ(ϱϵ ≥ t)).
Choose ϵ0 sufficiently small such that Mϵ2 ≤ υ1 for all ϵ ≤ ϵ0, where υ1 is as in Lemma 3.2 (i).
Then for all ϵ ∈ (0, ϵ0 ∧ ε2 ∧ ε6)
Pϵxϵ (τ ≤ t)+ Pϵyϵ (τ ≤ t) ≤ 2e−υ2/ϵeυ3t .
Next, from Theorem 3.3, Pˆϵ(ϱϵ ≥ t) ≤ c2e−δ2t/ϵ2 . Since xϵ, yϵ ∈ BMϵ2 are arbitrary, we have
sup
x,y∈BMϵ2
(Pϵxϵ (τ ≤ t)+ Pϵyϵ (τ ≤ t)+ 2Pˆϵ(ϱϵ ≥ t)) ≤ 2e−υ2/ϵeυ3t + 2c2e−δ2t/ϵ
2
.
Combining the above estimates we now have
sup
x,y∈BMϵ2
|Eϵx f (Z(τ ))− Eϵy f (Z(τ ))| ≤ 4| f |∞(e−υ2/ϵeυ3t + c2e−δ2t/ϵ
2
).
Part (i) of the proposition now follows on sending ϵ → 0.
Now consider part (ii). An argument similar to above yields, for all ϵ ∈ (0, ε6) and xϵ,
yϵ ∈ BMϵ2
|Eϵxϵψ(τ)− Eϵyϵψ(τ)| ≤ β1(ϵ)+ β2(ϵ),
where βi (ϵ) = Eˆϵ(Iϱϵ>τ1∧τ2ψ(τi )), i = 1, 2. We now use the logarithmic growth condition on
ψ . From Theorem 3.1(i) and Jensen’s inequality, we can find ϵ1 ∈ (0, ε6) and κ1 > 0 such that
for all ϵ < ϵ1, Eˆϵ(|ψ(τi )|1/q) ≤ κ1ϵ2 . Thus for all ϵ ∈ (0, ϵ0 ∧ ϵ1 ∧ ε2)
βi (ϵ) ≤ (Pˆϵ(ϱϵ > τ1 ∧ τ2))1−q(Eˆϵψ
1
q (τi ))
q ≤ (2e−υ2/ϵeυ3t + 2c2e−δ2t/ϵ2)(1−q)
κ1
ϵ2
q
.
Part (ii) of the proposition now follows on sending ϵ → 0 in the above equation. 
Proof of Theorem 3.2. Fix M ≥ L0 as in the statement of Theorem 3.3. We first consider part
(i). Fix a compact set K ⊂ B0 and a bounded measurable map f : G → R. For each ϵ > 0, fix
xϵ ∈ BMϵ2 . It suffices to show that, for some δ1 ∈ (0,∞),
eδ1/ϵ sup
x∈K
|Eϵx f (Z(τ ))− Eϵxϵ f (Z(τ ))| → 0, as ϵ → 0. (3.10)
Write σ ϵ(M) = σ ϵ , where σ ϵ(·) is as in Lemma 3.3. Note that
Eϵx f (Z(τ )) = Eϵx (Iσ ϵ≤τ f (Z(τ )))+ Eϵx (Iσ ϵ>τ f (Z(τ ))).
Thus
|Eϵx ( f (Z(τ )))− Eϵxϵ f (Z(τ ))| ≤ Eϵx (Iσ ϵ≤τ |EϵZ(σ ϵ) f (Z(τ ))− Eϵxϵ f (Z(τ ))|)
+ 2| f |∞Pϵx (σ ϵ > τ).
A. Biswas, A. Budhiraja / Stochastic Processes and their Applications 121 (2011) 899–924 913
From Proposition 3.2, we can find ϵ1 ∈ (0,∞) such that for all ϵ ∈ (0, ϵ1)
Iσ ϵ≤τ |EϵZ(σ ϵ) f (Z(τ ))− Eϵxϵ f (Z(τ ))| ≤ e−δ3/ϵ, Pϵx a.e.
Also from Lemma 3.4, we can find ϵ2 ∈ (0, ϵ1) such that for all ϵ ∈ (0, ϵ2)
sup
x∈K
Pϵx (σ
ϵ > τ) ≤ e−υ8/ϵ .
Part (i) follows on combining the above two estimates.
We now consider part (ii). Fix ψ as in the statement of the theorem and let x ∈ K. Then, on
the set σ ϵ ≤ τ ,
Eϵx (ψ(τ) | Fσ ϵ ) = Eϵx (ψ(τ)− ψ(τ − σ ϵ) | Fσ ϵ )+ Eϵx (ψ(τ − σ ϵ) | Fσ ϵ ).
From Proposition 3.2
|Eϵx (Iσ ϵ≤τ (Eϵx (ψ(τ − σ ϵ) | Fσ ϵ )− Eϵxϵ (ψ(τ))))| ≤ sup
x,y∈BMϵ2
|Eϵx (ψ(τ))− Eϵy(ψ(τ))|
→ 0, as ϵ → 0.
Also by an application of Theorem 3.1(i), Jensen’s inequality and Lemma 3.4, we can find
positive constants ϵ0 and κ1 such that for all ϵ ∈ (0, ϵ0) and x ∈ K
|Eϵx (Iσ ϵ>τψ(τ))| + Pϵx (σ ϵ > τ)|Eϵxϵ (ψ(τ))| ≤
κ1
ϵ2q
e−υ8(1−q)/ϵ .
The last expression approaches 0 as ϵ → 0. Finally since ψ ∈ H, we have for some m ≥ 1,
positive constants κ2, κ3 and ϵ sufficiently small
Eϵx (Iσ ϵ≤τEϵx ((ψ(τ)− ψ(τ − σ ϵ)) | Fσ ϵ )) ≤ κ2(1+ Eϵx (σ ϵ)m) ≤ κ3(1+ ϵ2m),
where the last inequality follows on using Lemma 3.3. The result follows. 
4. Proof of Theorem 3.3
In this section we prove Theorem 3.3. Since the proof is quite long, we first give a brief
sketch for the reader’s convenience. The proof is split into various lemmas leading finally to the
construction of a Markov process meeting all the requirements of Theorem 3.3. This construction
proceeds by first obtaining certain discrete time processes Z ϵ,∗n = (Z ϵ,∗,1n , Z ϵ,∗,2n ), n ∈ N0, with
analogous properties. The argument that yields the desired continuous time processes from their
discrete analogs is based on a careful “surgery” that involves construction, on a certain function
space, of measures by patching together of suitable conditional laws. This argument appears
towards the end of the section. Construction of the discrete time sequence (Z ϵ,∗n ), given below
(4.7), crucially uses Condition 3.1 (see Lemma 4.3 and also the minorization property (4.5)). The
fact that the constructed chain satisfies properties analogous to (i)–(iii) of Theorem 3.3 can be
seen through Lemma 4.4 (for (ii)), Eq. (4.13) (for (iii)) and Lemma 4.7 (for (i)). Lemma 4.7, that
gives uniform in ϵ bounds on certain exponential moments of hitting times of “pseudo-atoms”,
is proved using Lyapunov function constructions and Foster type drift inequalities obtained in
Lemmas 4.1, 4.2 and 4.5. An intermediate step in obtaining uniform estimates on hitting times of
pseudo-atoms is Lemma 4.6, where similar estimates for hitting times of certain closely related
sets are studied. This lemma is a key ingredient in the proof of Lemma 4.7.
Uniform Foster inequality for embedded chains. Choose L , α ∈ (0,∞) such that
α − log 2− ς1α2L−1 ≡ β0 ∈ (0,∞), (4.1)
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where ς1 = k2γ 2γ 23 (γ comes from Condition 2.2). For ϵ > 0 and r ≥ 1, let ∆ϵ = Lϵ2,
Drϵ = {x ∈ G : T (x) ≤ ∆ϵr} and U ϵ(x) = exp{α∆−1ϵ T (x)}, x ∈ G. Define for n ∈ N0,
Z ϵn = Z(n∆ϵ).
Lemma 4.1. There exist m1 ∈ (0,∞), β ∈ (0, 1) such that for all ϵ > 0 and r ≥ 1,
Eϵx (U
ϵ(Z ϵ1)) ≤ (1− β)U ϵ(x)+ m1IDrϵ (x), x ∈ G
and
Eϵx (U
ϵ(Z ϵ1)) ≤ (1− β)U ϵ(x)I(D1ϵ )c (x)+ m1ID1ϵ (x), x ∈ G.
Proof. From (3.6) we have, for all ϵ > 0 and x ∈ G,
(U ϵ)−1(x)Eϵx (U ϵ(Z ϵ1)) ≤ Eϵx exp(α∆−1ϵ ((T (x)−∆ϵ)+ + γ3ϵη∆ϵ − T (x))).
For x ∈ (D1ϵ )c, the right side above equals
Eϵx exp(α∆
−1
ϵ (γ3ϵη∆ϵ −∆ϵ)) ≤ 2e−α exp(ς1α2L−1) = e−β0 .
Also for x ∈ D1ϵ , using (3.6) once more,
Eϵx (U
ϵ(Z ϵ1)) = Eϵx exp(α∆−1ϵ T (Z ϵ1)) ≤ Eϵx exp(α∆−1ϵ (γ3ϵη∆ϵ )) ≤ 2 exp(ςα2L−1).
The result now follows on setting β = (1− e−β0) and m1 = 2 exp(ςα2L−1). 
Pair of embedded chains for different initial conditions. Choose a filtered probability space
(Ω˜ , F˜ , {F˜t }) on which are given {F˜t } adapted k-dimensional processes Z i , Y i ,W i , i = 1, 2
and collection of probability measures {P˜ϵx,y}x,y∈G such that, for all x1, x2 ∈ G, under P˜ϵx1,x2 ,
W 1,W 2 are independent {F˜t }-standard Brownian motions and for i = 1, 2, (2.5) holds with
(x, Z ,W, Y ) there replaced by (x i , Z i ,W i , Y i ).
Recall the parameter L0 introduced in Lemma 3.3. Fix r0 ∈ [1,∞) such that
β exp(αr0) ≥ 2m1 and r0 ≥ max(γ2 M0(L)L−1, γ1L0L−1) (4.2)
where M0(·) is as in Condition 3.1. Let F1ϵ = Dr0ϵ and F¯ϵ = F1ϵ × F1ϵ . Let H = G × G. Set
m2 = 2(m1+exp(αr0)). Let Z¯ = (Z1, Z2) and define for x, y ∈ G, U¯ ϵ(x, y) = U ϵ(x)+U ϵ(y).
Lemma 4.2. For all x¯ = (x1, x2) ∈ H and ϵ > 0.
Eϵx1,x2U¯
ϵ(Z¯(∆ϵ)) ≤ (1− β/2)U¯ ϵ(x¯)IF¯cϵ (x¯)+ m2IF¯ϵ (x¯). (4.3)
Proof. Suppose x1 ∈ (F1ϵ )c and x2 ∈ (D1ϵ )c. Then from the second expression in Lemma 4.1 we
have
Eϵx1,x2U¯
ϵ(Z¯(∆ϵ)) ≤ (1− β)U¯ ϵ(x¯) ≤ (1− β/2)U¯ ϵ(x¯).
If x1 ∈ (F1ϵ )c and x2 ∈ D1ϵ , then once again from Lemma 4.1
Eϵx1,x2U¯
ϵ(Z¯(∆ϵ)) ≤ (1− β/2)U ϵ(x1)− β/2U ϵ(x1)+ m1
≤ (1− β/2)U ϵ(x1) ≤ (1− β/2)U¯ ϵ(x¯),
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where the second inequality is a consequence of (4.2). This proves (4.3) for all x1 ∈ (F1ϵ )c and
x2 ∈ G. Similarly (4.3) is seen to hold whenever x2 ∈ (F1ϵ )c and x1 ∈ G. Finally, if x¯ ∈ F¯ϵ , we
have from Lemma 4.1
Eϵx1,x2U¯
ϵ(Z¯(∆ϵ)) ≤ 2

m1 + sup
x∈F1ϵ
U ϵ(x)

≤ 2(m1 + exp(αr0)) = m2.
The result follows. 
Fix M1 = r0Lγ−12 . By our choice of r0 (see (4.2)), M1 ≥ M0(L). Recall that F1ϵ = {x ∈
G : T (x) ≤ Lr0ϵ2}. From Lemma 3.1(2), T (x) ≤ Lr0ϵ2 implies that |x | ≤ Lr0γ−12 ϵ2 = M1ϵ2.
Also, from Lemma 3.1(i), |x | ≤ γ2γ−11 M1ϵ2 = Lr0γ−11 ϵ2 implies that T (x) ≤ Lr0ϵ2. Thus
B γ2
γ1
M1ϵ2
⊂ F1ϵ ⊂ BM1ϵ2 . (4.4)
The following lemma is now immediate from Condition 3.1.
Lemma 4.3. There are θ0 ∈ (0, 1), m3, χ1 ∈ (0,∞), and for each ϵ ∈ (0, θ0), F0ϵ ⊂ F1ϵ such
that λ(F0ϵ ) ≥ m3ϵ2k and ϵ2k pϵ(∆ϵ, x, z) ≥ χ1 for all x ∈ F1ϵ and z ∈ F0ϵ .
Define a transition probability kernel p¯ϵ : H × B(H)→ [0, 1] as
p¯ϵ(x¯, A1 × A2) =
∫
A1
pϵ(∆ϵ, x1, y)dy
∫
A2
pϵ(∆ϵ, x2, y)dy, x¯ = (x1, x2) ∈ H,
Ai ∈ B(G), i = 1, 2.
Let F¯0ϵ = F0ϵ × F0ϵ and define Ψϵ ∈ P(H) as
Ψϵ(A) = (λ⊗ λ)(A ∩ F¯
0
ϵ )
(λ(F0ϵ ))2
, A ∈ B(H).
Let ρ = (χ21 m23∧1)2 . From Lemma 4.3 we have that
p¯ϵ(x¯, A) ≥ 2ρIF¯ϵ (x¯)Ψϵ(A), x¯ ∈ H, A ∈ B(H). (4.5)
Construction of the split chain. We now construct a Markov chain (referred to as the split
chain) on an augmentation H∗ of the space H . For A ∈ B(H), let A∗ = A × {0, 1},
A(0) = A × {0} and A(1) = A × {1}. We will denote by B(H∗) the σ -field on H∗ generated
by {A(0), A(1) : A ∈ B(H)}. For every µ ∈ P(H) we define a µ∗ ∈ P(H∗) as follows. For
A ∈ B(H):
µ∗(A(0)) = (1− ρ)µ(A ∩ F¯ϵ)+ µ(A ∩ F¯cϵ ), µ∗(A(1)) = ρµ(A ∩ F¯ϵ). (4.6)
Clearly, µ∗(A(0))+ µ∗(A(1)) = µ(A) and if A ⊂ (F¯ϵ)c, then µ∗(A(0)) = µ(A).
For ϵ ∈ (0, θ0), we define an H∗ valued Markov chain X ϵ,∗n ≡ (Z ϵ,∗n , i∗n ), n ∈ N0 where
Z ϵ,∗n ≡ (Z ϵ,∗,1n , Z ϵ,∗,2n ), with transition probability kernel qϵ : H∗ × B(H∗) defined as follows.
For z∗ ≡ (z¯, i) ∈ H∗ and E ∈ B(H∗)
qϵ(z∗, E) =

p¯∗ϵ (z¯, E) if z∗ ∈ H(0) \ F¯ϵ(0),
1
1− ρ ( p¯
∗
ϵ (z¯, E)− ρΨ∗ϵ (E)) if z∗ ∈ F¯ϵ(0),
Ψ∗ϵ (E) if z∗ ∈ H(1).
(4.7)
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Let the probability law on ((H∗)∞,B(H∗)⊗∞) of the sequence {X ϵ,∗n }n∈N0 with X ϵ,∗0 ≡ x∗ ∈
H∗ be denoted by Qϵ,∗x∗ . The corresponding expectation operator is denoted by E∗x∗ . If X
ϵ,∗
0 has
probability law µ∗ ∈ P(H∗), we will denote the probability law of {X ϵ,∗n }n∈N0 by Qϵ,∗µ∗ and the
corresponding expectation operator by E∗µ∗ . For x¯ ∈ H , define µx¯ ∈ P(H∗) as:
µx¯ (A(0)) = (1− ρ)IA∩F¯ϵ (x¯)+ IA∩F¯cϵ (x¯), µx¯ (A(1)) = ρIA∩F¯ϵ (x¯), A ∈ B(H).
Denote by x ≡ (xn)n∈N0 = (zn, in)n∈N0 , where zn = (z1n ,z2n ), the canonical sequence
on ((H∗)∞,B(H∗)⊗∞). Let Gn = σ {xm : m ≤ n}. Denote the probability law induced by
{Z¯(n∆ϵ)}n∈N0 on (H∞),B(H⊗∞), under P˜ϵx¯ , by Qϵx¯ . The following lemma is immediate from
the above construction (see [24]).
Lemma 4.4. For all x¯ ∈ H and ϵ ∈ (0, θ0), Qϵ,∗µx¯ ◦ (z)−1 = Qϵx¯ .
Hitting time for pseudo-atom: exponential moment estimates. We now derive estimates on
the hitting time of the set F¯ϵ(1). This set is referred to as a pseudo-atom for the split chain
for reasons discussed below the proof of Lemma 4.7. Define, for ϵ > 0, Vϵ : H∗ → R+ as
Vϵ(x1, x2, i) = U¯ϵ(x1, x2), where (x1, x2, i) ∈ H∗. It is easy to check from Lemma 4.2 that for
all z¯ ∈ H and ϵ ∈ (0, θ0)
E∗(z¯,0)(Vϵ(x1))− Vϵ((z¯, 0)) ≤ −
β
2
Vϵ((z¯, 0))I(F¯ϵ)c (z¯)+ m4IF¯ϵ (z¯),
where m4 = m2/(1− ρ). Also, for all z¯ ∈ F¯ϵ
E∗(z¯,1)(Vϵ(x1))− Vϵ((z¯, 1)) ≤ 2eαr0 ≤ m4.
Combining the above estimates we have the following lemma.
Lemma 4.5. For all z∗ ∈ H∗ and ϵ ∈ (0, θ0)
E∗z∗
Vϵ(xn+1) | Gn− Vϵ(xn) ≤ −β2 Vϵ(xn)I(F¯∗ϵ )c (xn)+ m4IF¯∗ϵ (xn),
a.e. Qϵ,∗z∗ on {xn ∈ H∗ \ (F¯ϵ)c(1)}.
Let ϱ¯ϵ = min{n ≥ 1 : zn ∈ F¯ϵ}.
Lemma 4.6. There are m5, δ4 ∈ (0,∞) such that for all ϵ ∈ (0, θ0), supx∗∈F¯∗ϵ E∗x∗(eδ4ϱ¯ϵ ) ≤ m5.
Proof. Fix x∗ ∈ F¯∗ϵ . Note that Qϵ,∗x∗ {xn ∈ H∗ \ (F¯ϵ)c(1)} = 1 for all n ≥ 1. Thus from
Lemma 4.5, for n ≥ 0,
E∗x∗(Vϵ(xn+1) | Gn) ≤ κ−1Vϵ(xn)−
β
4
Vϵ(xn)+ m˜5IF¯∗ϵ (xn),
where κ = 1
(1−β/4) and m˜5 = m4 + 2eαr0 . Define for n ≥ 0, Φϵn = κnVϵ(xn). Then
E∗x∗(Φϵn+1 | Gn) = κn+1E∗x∗(Vϵ(xn+1) | Gn)
≤ κn+1

κ−1Vϵ(xn)− β4 Vϵ(xn)+ m˜5IF¯∗ϵ (xn)

= Φϵn −
β
4
κn+1Vϵ(xn)+ m˜5κn+1IF¯∗ϵ (xn). (4.8)
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Note that, for all N ∈ N0
E∗x∗

ϱ¯ϵ∧N−
m=1
(Φϵm − E∗x∗(Φϵm | Gm−1))

= 0.
From (4.8), we have that on the set {1 < m ≤ ϱ¯ϵ},
β
4
κmVϵ(xm−1) ≤ −E∗x∗(Φϵm | Gm−1)+ Φϵm−1, Qϵ,∗x∗ a.e.
Combining the above two equations we have
β
4
E∗x∗

ϱ¯ϵ∧N−
m=1
κmVϵ(xm−1)

≤ Vϵ(x∗)+ m˜5.
Since Vϵ ≥ 2, we have
E∗x∗(κ ϱ¯ϵ∧N ) ≤
2(κ − 1)
βκ
(Vϵ(x∗)+ m˜5)+ 1.
The result follows on sending N →∞. 
Let ϱ∗ϵ = inf{n ∈ N0 : xn ∈ (F¯ϵ)(1)}.
Lemma 4.7. There are m6, δ5 ∈ (0,∞) such that for ϵ ∈ (0, θ0), supx∗∈(F¯ϵ)∗ E∗x∗(eδ5ϱ
∗
ϵ ) ≤ m6.
Proof. Note that if x∗ ∈ (F¯ϵ)(1), ϱ∗ϵ = 0. Consider now x∗ ∈ (F¯ϵ)(0). From Lemma 4.6, for
all ϵ ∈ (0, θ0), supx∗∈F¯∗ϵ E∗x∗(eδ4ϱ¯ϵ ) ≤ m5. For γ ∈ (0, δ4] define L(γ ) = supx∗∈F¯∗ϵ E∗x∗(eγ ϱ¯ϵ ).
Then
L(γ )(1− ρ) ≤ (L(δ4))γ /δ4(1− ρ) ≤ (m5)γ /δ4(1− ρ).
Since (1− ρ) < 1, we can find δ5 ∈ (0, δ4) such that
L¯ ≡ L(δ5) < (1− ρ)−1. (4.9)
Define a sequence of stopping times {ϖ ϵn } as ϖ ϵ0 = 0 and ϖ ϵm = inf{n > ϖ ϵm−1 : xn ∈ (F¯ϵ)∗},
m ≥ 1. From Lemma 4.6 Qϵ,∗x∗ (ϖ ϵm <∞) = 1 for all m ∈ N0. Also,
Qϵ,∗x∗ (ϱ
∗
ϵ > ϖ
ϵ
m) = Qϵ,∗x∗ (ϱ∗ϵ > ϖ ϵm, ϱ∗ϵ > ϖ ϵm−1)
= E∗x∗(Qϵ,∗x∗ (ϱ∗ϵ > ϖ ϵm | Gϖ ϵm−1)Iϱ∗ϵ>ϖ ϵm−1)
≤

sup
z∗∈(F¯ϵ)∗
Qϵ,∗z∗ (ϱ
∗
ϵ > 1)

Qϵ,∗x∗ (ϱ
∗
ϵ > ϖ
ϵ
m−1). (4.10)
From (4.5), (4.6) and (4.7) we get that for x¯ ∈ F¯ϵ and x∗ = (x¯, 0)
Qϵ,∗x∗ (ϱ
∗
ϵ = 1) =
1
(1− ρ)(ρ p¯ϵ(x¯, F¯ϵ)− ρ
2Ψϵ(F¯ϵ)) ≥ ρ
2
(1− ρ) ≡ λ0.
Iterating the inequalities in (4.10) we now have
Qϵ,∗x∗ (ϱ
∗
ϵ > ϖ
ϵ
m) < (1− λ0)m . (4.11)
918 A. Biswas, A. Budhiraja / Stochastic Processes and their Applications 121 (2011) 899–924
This shows in particular that Qϵ,∗x∗ (ϱ∗ϵ = ∞) = 0. Furthermore, for x∗ ∈ (F¯ϵ)(0)
E∗x∗(eδ5ϱ
∗
ϵ ) = E∗x∗
 ∞−
j=1
I(F¯ϵ)(0)(xϖ ϵ1 ) · · · I(F¯ϵ)(0)(xϖ ϵj−1)I(F¯ϵ)(1)(xϖ ϵj )eδ5ϖ
ϵ
j

. (4.12)
Using (4.7) it is easy to check (cf. Lemma 1 and Proposition 4 of [15])
E∗x∗(I(F¯ϵ)(0)(xϖ ϵk )eδ5(ϖ
ϵ
k −ϖ ϵk−1) | Gϖ ϵk−1) ≤ (1− ρ)L¯
and
E∗x∗(I(F¯ϵ)(1)(xϖ ϵk )eδ5(ϖ
ϵ
k −ϖ ϵk−1) | Gϖ ϵk−1) ≤ ρ L¯.
Successive conditioning in (4.12) now yields
E∗x∗(eδ5ϱ
∗
ϵ ) ≤ L¯
∞−
j=1
(1− ρ) j−1ρ L¯ j−1 = L¯ρ
1− (1− ρ)L¯ ,
where the last equality is a consequence of (4.9). The result follows. 
It can be easily checked that for x∗, y∗ ∈ F¯ϵ(1), Qϵ,∗x∗ ◦ (z11 )−1 = Qϵ,∗y∗ ◦ (z21 )−1. From this
it follows that for all x¯ ∈ F¯ϵ and A ∈ B(G⊗∞), Qϵ,∗µx¯ a.e.
Qϵ,∗µx¯ (z1ϱ∗ϵ+· ∈ A | Gϱ∗ϵ ) = Qϵ,∗µx¯ (z2ϱ∗ϵ+· ∈ A | Gϱ∗ϵ ). (4.13)
This property is the reason for referring to the set F¯ϵ(1) as a pseudo-atom.
Coupling of continuous time processes. By our choice of r0, L0 ≤ γ2γ−11 M1. Thus from (4.4)
we can choose M ≥ L0 such that BMϵ2 ⊂ F1ϵ . We will now prove Theorem 3.3 with this choice
of M and ε2 = θ0, δ2 = δ5L . Fix ϵ ∈ (0, ε2) and x1, x2 ∈ BMϵ2 . The main step in the proof is
the construction, for each ϵ ∈ (0, ε2), of a filtered probability space Σ ϵ = (Ω ϵ,Gϵ, (Gϵt )t≥0, Pˆϵ)
on which are given continuous adapted G valued processes Zˆ1, Zˆ2 and sequence of H∗ valued
random variables xˆ ≡ (xˆn)n∈N0 ≡ (zˆ1n , zˆ2n , iˆn)n∈N0 such that with x¯ = (x1, x2):
(a) Pˆϵ ◦ (xˆ )−1 = Qϵ,∗µx¯ .
(b) Pˆϵ ◦ (Zˆ1, Zˆ2)−1 = P˜ϵx1,x2 ◦ (Z1, Z2)−1.
(c) Pˆϵ(Zˆ i (n∆ϵ) = zˆ in) = 1, i = 1, 2, n ∈ N0.
Once such a construction is completed, Theorem 3.3 will follow on setting ϱϵ = (ϱˆ∗ϵ + 1)∆ϵ ,
where ϱˆ∗ϵ = inf{n ∈ N0 : xˆn ∈ F¯ϵ(1)}.
Construction of Σ ϵ . Define Ω ϵ = (H∗)⊗∞ × C× C, where C = C([0,∞) : G). To define Pˆϵ
we proceed as follows.
• Law of the Split Chain: Let µˆϵ = Qϵ,∗µx¯ . Note that µˆϵ ∈ P((H∗)⊗∞).
• Disintegrating µˆϵ : Write (H∗)⊗∞ = H⊗∞ × {0, 1}⊗∞. Disintegrate µˆϵ as
µˆϵ(dβ, dα) = µˆϵ2(β, dα)µˆϵ1(dβ), β ∈ H⊗∞, α ∈ {0, 1}⊗∞.
From Lemma 4.4, µˆϵ1 = Qϵx¯ .
• Describing the marginal distribution on H⊗∞: Write H⊗∞ = H × H · · · and recalling the
definition of p¯ϵ introduced above Lemma 4.3 we can disintegrate µˆϵ1 as
µˆϵ1(dβ) = δx¯ (dr1) p¯ϵ(r1, dr2) p¯ϵ(r2, dr3) · · · , β = (r1, r2, . . .).
A. Biswas, A. Budhiraja / Stochastic Processes and their Applications 121 (2011) 899–924 919
• Law of a∆ϵ segment of the continuous process: LetCϵ = C([0,∆ϵ] : H). Recall Z¯ introduced
above Lemma 4.2. Denote the process {Z¯(t)}0≤t≤∆ϵ by Z¯[0,∆ϵ ]. Note that Z¯[0,∆ϵ ] is a Cϵ valued
random variable. For y¯ = (y1, y2) ∈ H , let Qˆϵy¯ = P˜ϵy1,y2 ◦ (Z¯[0,∆ϵ ])−1.
• Let Uϵ = Cϵ × H and define ψˆϵ : Cϵ → Uϵ as ψˆϵ(ω) = (ω, ω(∆ϵ)). Define Rˆϵy¯ =
Qˆϵy¯ ◦ (ψˆϵ)−1. Then, Rˆϵy¯ ∈ P(Uϵ). Disintegrate Rˆϵy¯ as
Rˆϵy¯(dθ, dz¯) = Tˆ ϵy¯,z¯(dθ)νˆϵy¯(dz¯), θ ∈ Cϵ, z¯ ∈ H.
• Describing the law of the infinite sequence of ∆ϵ segments: Define for n ≥ 1, ηˆϵn ∈ P(H ×
(Uϵ)⊗n) as
ηˆϵn(d f1, dr1, . . . , d fn, drn, drn+1) = δx¯ (dr1) p¯ϵ(r1, dr2)Tˆ ϵr1,r2(d f1) p¯ϵ(r2, dr3)Tˆ ϵr2,r3(d f2)
· · · p¯ϵ(rn, drn+1)Tˆ ϵrn ,rn+1(d fn), r1, . . . , rn+1 ∈ H,
f1, . . . , fn ∈ Cϵ .
By Kolmogorov’s consistency theorem the sequence {ηˆϵn}n∈N determines uniquely a ηˆϵ ∈
P((Uϵ)⊗∞) consistent with the sequence.
• Pasting the segments together: Let Uϵ ⊂ (Uϵ)⊗∞ be the collection of all ( f1, r1, f2, r2, . . .) ∈
(Uϵ)⊗∞ with the property fl(∆ϵ) = fl+1(0) = rl+1 for all l ∈ N. By construction, ηˆϵ(Uϵ) = 1.
Define φˆϵ : Uϵ → H⊗∞ × C× C as
φˆϵ(( f1, r1), . . .) = ((r1, r2, . . .), h1, h2)
with (h1(t), h2(t)) = fl(t), if t ∈ [(l − 1)∆ϵ, l∆ϵ). Denote the measure ηˆϵ ◦ (φˆϵ)−1 on
H⊗∞ × C× C by πˆ ϵ .
• Disintegrate πˆ ϵ as
πˆ ϵ(da, db, dc) = πˆ ϵ2 (a, db, dc)πˆ ϵ1 (da), a ∈ H⊗∞, b, c ∈ C.
By construction πˆ ϵ1 = µˆϵ1 = Qϵx¯ .
•Defining the continuous time analog of split chain: Finally define Pˆϵ on (H∗)⊗∞×C×C = Ω ϵ
as
Pˆϵ(da, db, d f1, d f2) = µˆϵ2(a, db)πˆ ϵ2 (a, d f1, d f2)µˆϵ1(da),
a ∈ H∞, b ∈ {0, 1}∞, f1, f2 ∈ C.
Denote by Zˆ = (Zˆ1, Zˆ2) and xˆ ≡ (xˆn)n∈N0 ≡ (zˆ1n , zˆ2n , iˆn)n∈N0 the canonical processes and
sequences on (H∗)⊗∞ × C× C:
Zˆ(t)(ω) = ( f1(t), f2(t)), xˆn(ω) = (zˆ1n , zˆ2n , iˆn) = (a1n, a2n, bn), n ∈ N0, t ≥ 0,
where ω = (a, b, f1, f2), a = (a1, a2), ai = (ain)n∈N0 ∈ G⊗∞, fi ∈ C([0,∞) : G), i = 1, 2,
b = (bn)n∈N0 ∈ [0, 1]⊗∞. Also, let Gϵt = σ {Zˆ(s), iˆ⌊ s∆ϵ ⌋∆ϵ : s ≤ t}.
By construction the desired properties (a)–(c) are satisfied. Moreover, the construction and
(4.13) ensure that with ϱϵ = (ϱˆ∗ϵ + 1)∆ϵ , for all A ∈ B(C),
Pˆϵ(Zˆ1(ϱϵ + ·) ∈ A | Gϵϱϵ ) = Pˆϵ(Zˆ2(ϱϵ + ·) ∈ A | Gϵϱϵ ).
An application of Lemma 4.7 now completes the proof of Theorem 3.3.
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5. Invariant measure asymptotics
From Theorem 2.2 of [2] it follows that under the standing assumptions of this paper (i.e. Con-
ditions 2.1–2.4), for each ϵ > 0, the Markov process (Z , {Pϵx }x∈G) has a unique invariant mea-
sure denoted as µϵ . The measure µϵ has a nonvanishing density on G (cf. Lemma 5.7 of [12]).
In this section we study the asymptotic properties of µϵ as ϵ → 0. We begin with the following
basic convergence result. Let δ0 denote the Dirac probability measure concentrated at 0 ∈ Rk .
Theorem 5.1. The collection {µϵ}ϵ∈[0,1] is tight and µϵ converges weakly to δ0 as ϵ → 0.
Proof. From Lemma 4.1 it follows that

G exp{αT (x)∆ϵ }µϵ(dx) ≤ m1/β. The tightness of{µϵ}ϵ∈[0,1] is immediate from this estimate. Let µ0 be a weak limit point along a subsequence
ϵn → 0. Fix υ0 ∈ (0, 1) and choose a compact set Kυ0 ⊂ G such that supϵ∈[0,1] µϵ(K cυ0) ≤ υ0.
Then
µ0(K
c
υ0
) ≤ υ0. (5.1)
Let s0 = supx∈Kυ0 T (x). Note that for t ≥ s0, z(t) = 0 for all z ∈ A(x) and all x ∈ Kυ0 . Denote
the measure induced by {Z(t), t ∈ [0, s0]}, under Pϵµϵ =

G P
ϵ
xµ
ϵ(dx), on C([0, s0] : G) by Qϵ .
It is easily checked that {Qϵ, ϵ ∈ (0, 1]} is tight and so, along some subsequence, Qϵn converges
weakly to some Q0 ∈ P(C([0, s0] : G)). Furthermore, Q0 ◦ (Z˜(s0))−1 = Q0 ◦ (Z˜(0))−1 and
Z˜(t) = Γ

Z˜(0)+
∫ ·
0
b(Z˜(s))ds

(t), t ∈ [0, s0], Q0 a.e.,
where Z˜ is the canonical process on C([0, s0] : G). Next note that
µ0(Kυ0 \ {0}) = Q0(Z˜(s0) ∈ Kυ0 \ {0}) = Q0(Z˜(s0) ∈ Kυ0 \ {0} | Z˜(0) ∈ Kυ0)µ0(Kυ0)
+Q0(Z˜(s0) ∈ Kυ0 \ {0} | Z˜(0) ∈ K cυ0)µ0(K cυ0).
The first term on the right side above is zero while the second is bounded by υ0. Combining this
observation with (5.1) we have µ0(G \ {0}) ≤ 2υ0. The result follows on sending υ0 → 0. 
The following is the analog of Theorem 4.3 of [20]. Since the assumptions of the cited theorem
(see Assumption A on page 128 of [20]) are somewhat different from those made in this work,
we sketch a proof in Section 6. Let B be a bounded open set in G such that ∂B = ∂ B¯.
Theorem 5.2. ϵ2 logµϵ(B) converges to − infx∈B V (x), as ϵ → 0.
6. Some proofs
Sketch of Proof of Theorem 2.1. We will apply Theorem 5 of [10] (see also [8]). For x ∈ G
and u ∈ AC([0, T ] : Rk) such that  T0 |u˙(s)|2ds < ∞, let G0(x, u) = φ, where φ is the unique
solution of
φ(t) = Γ

x +
∫ ·
0
b(φ(s))ds +
∫ ·
0
σ(φ(s))u˙(s)ds

, t ≥ 0.
Let xϵ ∈ G be such that xϵ → x as ϵ → 0. Also, let {hϵ}ϵ>0 be a collection of Rk valued {Ft }
predictable processes such that, for some M ∈ (0,∞),  T0 |hϵ(s, ω)|2ds ≤ M , for all ϵ > 0
and ω ∈ F . For each ϵ > 0, hϵ can be regarded as an HM valued random variable where
HM = {e ∈ L2([0, T ] : Rk) :
 T
0 |e(s)|2ds ≤ M} endowed with the topology inherited from
the weak topology on L2([0, T ] : Rk). Suppose hϵ converges in distribution (under Pϵxϵ ) to some
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HM valued random variable h. Let X˜ ϵ solve, Pϵxϵ a.e.,
X˜ ϵ(t) = Γ

xϵ +
∫ ·
0
b(X˜ ϵ(s))ds +
∫ ·
0
σ(X˜ ϵ(s))hϵ(s)ds + ϵ
∫ ·
0
σ(X˜ ϵ(s))d B(s)

,
t ≥ 0.
Using the Lipschitz property of the Skorokhod map and of the coefficients b, σ , it is easy to
verify that X˜ ϵ (under Pϵxϵ ) converges weakly to G0(x, u), where u(t) =
 t
0 h(s)ds, t ∈ [0, T ].
Due to unique pathwise solvability of (1.4), one can write X˜ ϵ = Gϵ(xϵ, ϵB+  ·0 hϵ(s)ds), where
Gϵ is a measurable map from G × C([0, T ] : Rk) to C([0, T ] : G), such that Gϵ(xϵ, ϵB) ≡ X ϵ
is the unique solution of (2.4) when x = xϵ . The result is now an immediate consequence of
Theorem 5 of [10]. 
Sketch of Theorem 3.1. We first consider (3.2). Let x0 ∈ arg min{V (x) : x ∈ ∂B}. For h > 0,
let Fh = {x ∈ Bc : dist(x, B) ≥ h}. Using the fact that ∂B = ∂ B¯ it follows that for every θ > 0,
there exist xθ ∈ Bc and h > 0 such that |xθ − x0| < θ and xθ ∈ Fh . Thus, for every γ > 0,
by a straightforward pasting argument, one can find h, µ, T2 > 0, and, for every x ∈ Bµ, a pair
(φx , ψ x ) ∈ AC([0,∞) : G) × AC([0,∞) : Rk) such that the following hold: (i) Bµ ⊂ B, (ii)
for every x ∈ Bµ, φx (0) = x and s (x) = inf{t > 0 : φx (t) ∈ Fh} ≤ T2, (iii) for every x ∈ Bµ,
φx = Γ (ψ x ) and js (x)(φx , ψ x ) < V0 + γ /4.
From the uniform LDP in Theorem 2.1, we can find ϵ1 > 0 such that for all ϵ ∈ (0, ϵ1),
inf
y∈Bµ
Pϵy(τ < T2) ≥ inf
y∈Bµ
Pϵy

sup
0≤t≤s (y)
|Z(t)− φy(t)| < h

≥ exp(−ϵ−2(V0 + γ /2)).
Recall the function ξx introduced in (3.1). Since B is bounded, using Lemma 2.1 we can find a
T1 ∈ (0,∞) such that for all x ∈ B ∂B
ξx (t) ∈ Bµ/2, for all t ≥ T1. (6.1)
Let σ = min{t : Z(t) ∈ Bµ}. Then from (6.1), the Lipschitz property of the SM and boundedness
of the diffusion coefficient, it follows that limϵ→0 supx∈B¯ Pϵx (σ ≥ T1) = 0. Using the strong
Markov property of (Z , {Pϵx }), it now follows that, for some ϵ2 ≤ ϵ1 and for all ϵ < ϵ2,
Pϵx (τ < T1 + T2) ≥ Pϵx (σ < T1) exp(−ϵ−2(V0 + γ /2)) ≥
1
2
exp(−ϵ−2(V0 + γ /2)).
Following [20] (argument on page 125) we now have that
Eϵx (τ ) ≤ 2(T1 + T2) exp{ϵ−2(V0 + γ )}.
Sending ϵ → 0, (3.2) follows. Proof of (3.3) is immediate from (3.2) by an application of
Markov’s inequality (cf. Theorem 4.4.2 of [20]).
Now consider (3.4). Following [20] define ϖ = ∂Bµ/2, ϖ1 = ∂Bµ and define stopping times
θ1, β1, as β1 = inf{t ≥ 0 : Z(t) ∈ ϖ1} and θ1 = inf{t > β1 : Z(t) ∈ ϖ or Z(t) ∈ Bc}. Then for
x ∈ ϖ and T > 0,
Pϵx (Z(θ1) ∈ Bc) ≤ maxy∈ϖ1{P
ϵ
y(θ1 = τ < T )+ Pϵy(θ1 = τ ≥ T )}.
Using Lemma 3.3, for some T > 0 and ϵ1 > 0,
Pϵy(θ1 ≥ T ) ≤ exp(−ϵ−2V0), for all ϵ < ϵ1 and y ∈ ϖ1. (6.2)
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Fix γ > 0. Recalling the definition of V0, there is a 0 < ϵ2 ≤ ϵ1 (see p. 126 [20]) such that for
all y ∈ ϖ1 (with µ sufficiently small),
Pϵy(τ = θ1 < T ) ≤ exp(−ϵ−2(V0 − γ )).
Following the argument on page 126 of [20] one then has that there is a κ > 0 such that for all
x ∈ ϖ and ϵ < ϵ2,
Eϵx (τ ) ≥ κ exp(ϵ−2(V0 − γ )).
Sending ϵ → 0, (3.4) follows for x ∈ Bµ/2. For a general x ∈ B0, using the strong Markov
property,
Eϵx (τ ) ≥ κ exp(−ϵ−2(V0 − γ ))Pϵx (τ > τ˜ ),
where τ˜ = inf{t : Z(t) ∈ ϖ }. Finally using the definition of B0, we have that
lim
ϵ→0P
ϵ
x (τ > τ˜ ) = 1, for all x ∈ B0. (6.3)
Using this property in the above equation and sending ϵ → 0, we have (3.4) for any x ∈ B0. The
proof of (3.5) follows exactly as the proof of Theorem 4.4.2 of [20] upon making use of (6.3)
once again. 
Sketch of Proof of Theorem 5.2. Suppose first that V1 > 0. Then dist(0, B) = κ1 ∈ (0,∞).
Let κ2 ∈ (0,∞) be such that dist(Bκ2 , B) > 0. Fix 0 < θ1 < θ2 < κ2. We will choose θ1, θ2
suitably small later in the proof. For θ ∈ (0,∞), let ϖ(θ) = ∂Bθ . Define stopping times σ0, τ1
as σ0 = inf{t : Z(t) ∈ ϖ(θ2)} and τ1 = inf{t ≥ σ0 : Z(t) ∈ ϖ(θ1)}. Then for a suitable
ℓϵ ∈ P(ϖ(θ1)),
µϵ(B) = cϵ
∫
ϖ(θ1)
Eϵx
∫ τ1
0
IB(Z(s))ds

ℓϵ(dx),
where c−1ϵ =

ϖ(θ1)
Eϵx (τ1)ℓϵ(dx). Let τB = inf{t : Z(t) ∈ B}. Then
µϵ(B) ≤ cϵ max
x∈ϖ(θ1)
Pϵx (τB < τ1) max
y∈∂B E
ϵ
y(τ1).
From Lemma 3.3, we can find s1 > 0, κ3 ∈ (0, κ2) and ε1 ∈ (0, 1) such that whenever θ1,
θ2 ∈ (0, κ3) and ϵ ∈ (0, ε1)
sup
y∈ϖ(θ2)
Pϵy(τ1 > s1) ≤ exp(−ϵ−2V1).
Fix γ ∈ (0, 1). Then, one can find κ5 ∈ (0, κ4) and ε2 ∈ (0, ε1) such that for all ϵ ∈ (0, ε2) and
θ ∈ (0, κ5)
sup
y∈ϖ(θ)
Pϵy(τB ≤ s1) ≤ exp(−ϵ−2(V1 − γ )).
Thus for 0 < θ1 < θ2 ≤ κ5,
sup
x∈ϖ(θ1)
Pϵx (τB < τ1) ≤ sup
y∈ϖ(θ2)
Pϵy(τB ≤ s1)+ sup
y∈ϖ(θ2)
Pϵy(τ1 > s1)
≤ 2 exp(−ϵ−2(V1 − γ )).
Fix a choice of θ1, θ2 such that any path ξx starting from ϖ(θ1) keeps a positive distance from
ϖ(θ2). Using Theorem 3.1(ii) (also Lemma 3.2), we can find ε3 ∈ (0, ε2) and γ0 > 0 such that
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for all ϵ ∈ (0, ε3)
inf
x∈ϖ(θ1)
ϵ2 logEϵx (τ1) ≥ inf
x∈ϖ(θ1)
ϵ2 logEϵx (σ0) ≥ ϵ2 log(γ0).
Using Lemma 3.3 we can find ε4 ∈ (0, ε3) and a1 ∈ (0,∞) such that for all ϵ ∈ (0, ε3),
supx∈∂B Eϵx (τ1) ≤ a1. Combining these estimates we have ϵ2 logµϵ(B) ≤ (log(2a1) − log γ0)
ϵ2 − V1 + γ . Since γ > 0 is arbitrary, we obtain lim supϵ→0 ϵ2 logµϵ(B) ≤ −V1.
Now we prove the reverse inequality. Fix γ ∈ (0, 1). Choose β > 0 such that Bβ = {x ∈
B|dist(x, ∂B) > β} satisfies infx∈Bβ V (x) < V1 + γ /2. Then for some a2 ∈ (0,∞)
inf
x∈Bβ
Eϵx
∫ τ1
0
IB(Z(s))ds ≥ a2.
Let σβ = inf{t : Z(t) ∈ Bβ}. Choose 0 < θ1 < θ2 < κ2, ε > 0, a3 ∈ (0,∞) such that for all
ϵ ∈ (0, ε)
inf
x∈ϖ(θ1)
Pϵx (σβ < τ1) ≥ exp{−ϵ−2(V1 + γ )},
and
sup
x∈ϖ(θ1)
ϵ2 logEϵx (σ0) ≤ γ, sup
x∈ϖ(θ2)
logEϵx (τ1) ≤ a3.
Combining the above estimates we have for all ϵ ∈ (0, ε),
ϵ2 logµϵ(B) ≥ −2γ − ((2 log 2)− log a2 + a3)ϵ2 − V1.
Since γ ∈ (0, 1) is arbitrary, we have, lim infϵ→0 ϵ2 logµϵ(B) ≥ −V1. This proves the result
when V1 > 0.
Consider now the case V1 = 0. In this case 0 ∈ B¯. If 0 ∈ B, the result follows from
Theorem 5.1. If 0 ∈ ∂B, from continuity of V we can find, for each h ∈ (0, 1), an open set
B1 ⊂ B such that 0 < infx∈B1 V (x) ≤ h. From the first part of the proof
lim inf
ϵ→0 ϵ
2 logµϵ(B) ≥ lim inf
ϵ→0 ϵ
2 logµϵ(B1) = − inf
x∈B1
V (x) ≥ −h.
Since h ∈ (0, 1) is arbitrary, the result follows on sending h → 0. 
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