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Abstract
In this paper, we consider a non-convex problem which is the sum of ℓ0-norm and a convex smooth
function under a box constraint. We propose one proximal iterative hard thresholding type method with
an extrapolation step for acceleration and establish its global convergence results. In detail, the sequence
generated by the proposed method globally converges to a local minimizer of the objective function.
Finally, we conduct numerical experiments to show the proposed method’s effectiveness on comparison
with some other efficient methods.
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1. Introduction
In modern science and technology, signal and image processing problems have many important ap-
plications, for example, compressive sensing, machine learning and medical imaging. Signal and image
processing problems can be often formulated as the following inverse problem
A(x) + ǫ = b, (1)
where A is some linear or non-linear operator, b is the observation data, ǫ is some observation error and x
is the vector we wanted. Problem (1) is usually ill-posed, thus solving (1) is non-trivial. To overcome this
difficulty, the prior sparsity of the signals or images is usually considered. One often used minimization
model is formulated as
min
x∈X
f(x) + g(x) (2)
where f(x) is the data fidelity term related to equation (1), g(x) is some regularization term to promote
x’s sparsity, and X ⊆ Rn is some convex constraint set. A natural idea for sparsity promotion is taking
g(x) = λ‖x‖0 where λ > 0 is some regularization parameter and the notation ‖x‖0, x’s ℓ0 norm, denotes
the number of x’s nonzero elements.
It is well-known that finding the global minimizer of ℓ0 regularization problem is NP hard. And it is
hard to develop convergent, efficient and tractable method since ℓ0- norm is non-convex and discontinuous.
That is also a reason why the ℓ1 convex relaxation model
min
x∈X
f(x) + λ‖x‖1 (3)
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are largely adopted. However, ℓ0 regularization problem still has some advantages over ℓ1 regularization
problem. For example, ℓ1 regularization problem may fail to recover sparse solutions for some very
ill-posed inverse problems and non-Gaussian noise corruption [28]. Compared with ℓ1 regularization
problem, ℓ0 regularization problem can directly recover sparser solutions. Moreover, the continuity of the
soft thresholding operator,
Sλ(c) = argminλ‖x‖1 + 1
2
‖x− c‖2 = sign(c)max{|c| − λ, 0} (4)
used for solving ℓ1 regularization problem, may yield loss of contrast and eroded signal peaks since all the
coefficients are deduced. In statistical learning, it is also well known that ℓ1 solution is a biased estimator
[? ]. In many applications, ℓ0 regularization achieves better sparse solution than ℓ1 regularization, for
example [13, 15, 30]. Thus we consider the following ℓ0 regularization problem
min
x∈X
λ‖x‖0 + f(x), (5)
and devote to design and discuss an efficient method with simple structure.
Analogue to the proximal forward-backward splitting (PFBS) method [19, 23, 14] for convex problems
(2), a proximal iterative hard thresholding (PIHT) method is used in many works to solve ℓ0 regularization
problem (5) when X = Rn. Its convergence and convergence rate have been studied in [13, 6, 7, 2, 10,
21, 29] under different assumptions. Typically, under the assumption that f(x) has Lipschitz continuous
gradient, it obtains the next iterative point by solving a subproblem which contains a linearization term
of f(x) at current iteration point xk and a proximal term. In detail, the PIHT method is given as
PIHT Algorithm
Choose parameters µ > 0, λ > 0, starting point x0; compute the Lipschitz constant L of ∇f(x); let k = 0.
while the stopping criterion does not hold, compute
xk+1 ∈ arg min
x∈Rn
λ‖x‖0 + L
2
‖x− xk + 1
L
∇f(xk)‖2 + µ
2
‖x− xk‖2 (6)
k = k + 1
end(while)
As well known, the step (6) can be given by
xk+1 ∈ H√ 2λ
L+µ
(xk − 1
L+ µ
∇f(xk)),
where Hγ(·) is the hard thresholding operator, a set-valued componentwise operator, defined as
(Hγ(c))i =


{ci}, if |ci| > γ
{0, ci} if |ci| = γ
{0}, if |ci| < γ
(7)
where ci denotes the ith component of vector c.
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Accelerated PFBS methods have been extensively considered for solving problem (2) with convex
f, g. For instance, in [5, 26, 25, 3], extrapolation steps are utilized to achieve a convergence complexity
of O(1/k2) (even o(1/k2) [3]) in terms of objective value error. Similar to the accelerated technique used
for accelerated proximal gradient (APG) method for convex cases, we will propose one accelerated PIHT
method for ℓ0 minimization using extrapolation and provide its convergence results.
On solving non-convex problems, many algorithms, such as inertial forward-backward method [11]
(IFB), monotone accelerated proximal gradient method [18] (mAPG), and non-monotone APG method
[18] (nmAPG), are proposed to accelerate the convergence of the usual PFBS method. In [4], an extrap-
olated proximal iterative hard-thresholding (EPIHT) algorithm is proposed to accelerate the PIHT for
ℓ0 minimization. The convergence of the above mentioned algorithms are usually build upon Kurdyka-
 Lojasiewicz (KL) property (for details, one can see [27, 8, 9, 17, 1, 20])) of objective function. In this
paper, we will design an extrapolated proximal algorithm for ℓ0 optimization and tackle the convergence
analysis directly without using the tool of KL property. The global convergence to a local minimizer of
the proposed algorithm is established purely based on the convexity of f and the property of ℓ0 function.
Compared to EPIHT and some other algorithms, one advantage of our proposed scheme is that a small
amount of function and gradient evaluation are involved at each iteration. The setting of parameters
are relatively simple compared to some other related algorithms. Finally, numerical experiments also
show the effectiveness of the proposed algorithm. A detail presentation of the related algorithms and
comparison will be present in Section 3.
The rest of the paper is organized as follows. In section 2, we introduce the proposed algorithm and
establish its convergence results. In section 3, we will give a discussion on our method and the comparison
to other state-of-the-art methods. In section 4, we conduct experiments to show our method’s numerical
performance and efficiency.
2. Algorithm and its convergence
2.1. Preliminaries
We first introduce some notations, concepts and results that will be used in this paper.
• For any x ∈ Rn, xi represents x’s i-th component.
• Given any index set I ⊆ {1, 2, . . . , n}, we let
CI := {x ∈ Rn : xi = 0 for all i ∈ I};
conversely, given any x ∈ Rn, we define the zero element index set of a vector x ∈ Rn as
I(x) := {i : xi = 0}. (8)
• The projection operator defined on a set C ⊆ Rn is denoted by
PC(x) = argmin
z∈C
1
2
‖z − x‖2.
PC(·) is continuous, namely
lim
k→+∞
PC(x
k) = PC( lim
k→+∞
xk)
if limk→+∞ xk exists.
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• For any x ∈ R, ‖x‖0 = 0 if x = 0; otherwise ‖x‖0 = 1. Then for any positive integer n and y ∈ Rn,
‖y‖0 =
∑n
i=1 ‖yi‖0 denotes the number of y’s nonzero elements.
Definition 2.1. A mapping T : Rn → Rn is said to be LT -Lipschitz continuous on the set X ⊆ Rn if
there exists LT > 0 such that
‖T (x)− T (y)‖ ≤ LT ‖x− y‖, ∀x, y ∈ X.
Definition 2.2. Let f : Rn → R ∪ {+∞} be a closed proper convex function, then the subdifferential of
f at x is defined by
∂f(x) := {s ∈ Rn : f(y) ≥ f(x) + 〈s, y − x〉, ∀y ∈ Rn}.
And each element s ∈ ∂f(x) is called a subgradient of f at point x. Moreover, if f is continuous
differentiable, ∂f(x) = {∇f(x)}.
Lemma 2.3. [5] f : Rn → R is continuous differentiable. If ∇f(x) is L-Lipschitz continuous, the
following inequality holds
f(x)− f(y) ≤ 〈∇f(y), x− y〉+ L
2
‖x− y‖2, ∀x, y ∈ Rn.
Lemma 2.4. [5] Denoting
BL(y) = (I + ∂g/L)
−1(y −∇f(y)/L).
where g : Rn → R is a proper closed convex function, f : Rn → R is convex smooth and ∇f is L-Lipschitz
continuous. Letting h := f + g, for any x, y ∈ Rn, the following inequality holds
h(x)− h(BL(y)) ≥ L
2
‖BL(y)− y‖2 + L〈y − x,BL(y)− y〉.
2.2. Model and algorithm
In this paper, we consider the following minimization problem
min
x∈Rn
H(x) := λ‖x‖0 + f(x) + δX(x), (9)
where X = {x ∈ Rn : l ≤ x ≤ u} (l, u can be vectors), and the indicator function
δX(x) =
{
0, if x ∈ X ;
+∞, otherwise.
Remark 1. If f(x) is coercive, one can take l = −∞, u = +∞, all the results in this paper still hold. If
the original problem is unconstrained and f(x) isn’t coercive, one can take the elements of l very small
and the elements of u very large, for example l = {−1012}n, u = −l.
Remark 2. Here we use the uniform parameter λ‖x‖0 instead of the weighted ‖λ · x‖0 :=
∑n
i=1 λi‖xi‖0
for the simplicity of notation, while all the results can be easily extended to the weighted case.
Throughout this paper, our assumption on problem (9) is
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Assumption A:
1. f is convex differentiable and bounded from below on set X ;
2. ∇f is L-Lipschitz continuous on set X .
For solving problem (9), we propose the following extrapolated type method.
Algorithm 1
Choose parameters µ > 0, λ > 0 and a sequence of extrapolation weights 0 < ωk ≤ ω < 1; compute the
Lipschitz constant L of ∇f(x); choose starting point x−1 = x0; let k = 0.
while the stopping criterion does not hold
Let
yk+1i =
{
xki , i /∈ I(xk)
xki + ωk(x
k
i − xk−1i ), i ∈ I(xk)
if 〈yk+1 − xk,∇f(yk+1)〉 > 0 or yk+1 /∈ X
yk+1 = xk (10)
end(if)
xk+1 ∈ argmin
x∈X
λ‖x‖0 + L
2
‖x− yk+1 + 1
L
∇f(yk+1)‖2 + µ
2
‖x− yk+1‖2 (11)
k = k + 1
end(while)
During the iteration, we assume that the support of xk is more accurate than that of xk−1. The
extrapolation is only performed in the subspace CI(xk). The gradient information is used to determine
whether the extrapolation step will be accepted. In fact, if 〈yk+1 − xk,∇f(yk+1)〉 ≤ 0, owing to the
monotonicity of ∇f (namely 〈y − x,∇f(y) − ∇f(x)〉 ≥ 0), we can get 〈yk+1 − xk,∇f(xk)〉 ≤ 0; then
yk+1−xk is a decreasing direction at point xk for function f(x)+λ‖x‖0 in subspace CI(xk) and hence we
think it is worth doing extrapolation; Otherwise we reset yk+1 = xk. And we using ∇f(yk+1) rather than
∇f(xk) to reduce the amount of computation because ∇f(yk+1) is used to evaluate the next iteration
point xk+1.
Remark 3. In the numerical experiment, one can take an appropriate selection of parameters ωk such
that yk+1 is always in the set X.
2.3. Convergence analysis
In this section, we present the convergence results of Algorithm 1. Firstly we give some properties
about the solutions of the subproblem (11) and show that I(xk), the zero element index set of iteration
sequence xk, changes finitely often. For the subproblem (11), it has separable structure since X is a box
constraint. So we just need discussing the property of the following problem’s solution
argmin
x˜∈R
h(x˜) := δX˜(x˜) + λ‖x˜‖0 +
1
2
(x˜ − c)2 (12)
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where X˜ := {x˜ ∈ R : l˜ ≤ x˜ ≤ u˜}. In fact, the minimum point of function δX˜(x˜) + λ+ 12 (x˜− c)2 is PX˜(c)
and it has different function value only at zero point compared with h(x˜). When PX˜(c) 6= 0, we only
need to compare the function value h(0) and h(PX˜(c)) to get the solution. In detail,
• For the case 0 /∈ X˜, the solution point is certainly PX˜(c).
• For the case 0 ∈ X˜ , h(PX˜(c)) − h(0) = λ + 12 (PX˜(c))2 − cPX˜(c). If c ∈ X˜, the solution point is
H√2λ(PX˜(c)) since h(PX˜(c))−h(0) = λ− 12c2; If c > u˜, the solution is obtained by comparing h(0)
and h(u˜); If c < l˜, the solution is obtained by comparing h(0) and h(l˜).
In either case above, the solution point x˜∗ satisfies |x˜∗| ≥ min({|l|, |u|,√2λ}/{0}C) if it is not zero, where
{0}C denotes the complement of set {0}. Then we have the following results.
Lemma 2.5. Let H(x) be the objective function defined in (9), and {xk}∞k=0 be the sequence generated
by Algorithm 1. If the extrapolation weight ωk satisfies 0 ≤ ωk ≤ ω < 1, then
1. {H(xk)}+∞k=0 is non-increasing;
2.
∑∞
k=1 ‖xk − yk‖2 <∞, ‖xk − yk‖2 → 0;
3. I(xk) changes only finitely often;
4.
∑∞
k=1 ‖xk − xk−1‖2 <∞, ‖xk − xk−1‖2 → 0.
Proof. 1. Since ∇f(x) is L-Lipschitz continuous, from Lemma 2.3, we have
f(xk+1)− f(yk+1) ≤ 〈∇f(yk+1), xk+1 − yk+1〉+ L
2
‖xk+1 − yk+1‖2. (13)
It is clear that yk+1 ∈ X . Then from Algorithm 1, we have
λ‖xk+1‖0 + L
2
‖xk+1 − yk+1 + ∇f(y
k+1)
L
‖2 + µ
2
‖xk+1 − yk+1‖2
≤ λ‖yk+1‖0 + L
2
‖yk+1 − yk+1 + ∇f(y
k+1)
L
‖2.
By summing up the above two inequalities and using the fact ‖yk+1‖0 ≤ ‖xk‖0, f(yk+1) − f(xk) ≤
〈yk+1 − xk,∇f(yk+1)〉 ≤ 0, we have
H(xk+1) +
µ
2
‖xk+1 − yk+1‖2 ≤ H(xk). (14)
It is obvious that {H(xk)}+∞k=0 is non-increasing.
2. Summing the inequality (14) over k = 0, . . . , n− 1, we have
H(xn) +
µ
2
n∑
k=0
‖xk − yk‖2 ≤ H(x0).
So {∑nk=0 ‖xk − yk‖2} has upper bound since H(x) has lower bound on X . Then ∑∞k=0 ‖xk − yk‖2 <∞
and ‖xk − yk‖ → 0.
3. From the implementation of iteration k in Algorithm 1 and the discussion about the property of
problem (12)’s solution , we have
|xki | ≥ ls := min({|lj |, |uj|,
√
2λ
L+ µ
, j = 1, · · · , n} ∩ {0}C), for any i 6∈ I(xk).
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Hence, we have ‖xk − yk‖ ≥ ls > 0 if I(xk)C * I(yk)C . From ‖xk − yk‖ → 0 and I(yk)C ⊆ I(xk−1)C ,
it is easy to see that I(xk)C ⊆ I(xk−1)C always hold if k is sufficiently large. Then I(xk) must change
only finitely often.
4. Assume that I(xk) = I(xk+1) for any k ≥ k0. From the subproblem (11), we have
λ‖xk+1‖0 + L
2
‖xk+1 − yk+1 + ∇f(y
k+1)
L
‖2 + µ
2
‖xk+1 − yk+1‖2
≤ λ‖x‖0 + L
2
‖x− yk+1 + ∇f(y
k+1)
L
‖2 + µ
2
‖x− yk+1‖2
for any x ∈ C := CI(xk) ∩X and k ≥ k0. So we have
xk+1 ∈ argmin
x∈C
Q(x; yk+1) :=
L
2
‖x− yk+1 + 1
L
∇f(yk+1)‖2 + µ
2
‖x− yk+1‖2, k ≥ k0. (15)
From the optimality condition we have 0 ∈ ∂δC(xk+1) + ∇Q(xk+1; yk+1), namely −∇Q(xk+1; yk+1) ∈
∂δC(x
k+1). Hence for any x ∈ C, the following inequality holds
0 ≥ 〈−∇Q(xk+1; yk+1), x− xk+1〉.
Using the above inequality and the strong convexity of Q(x; yk+1) with modulus L+ µ, we have
Q(xk; yk+1) ≥ Q(xk+1; yk+1) + 〈∇Q(xk+1; yk+1), xk − xk+1〉+ L+ µ
2
‖xk+1 − xk‖2
≥ Q(xk+1; yk+1) + L+ µ
2
‖xk+1 − xk‖2.
Combining the above inequality and (13), we obtain
f(xk+1) +
µ
2
‖xk+1 − yk+1‖2 + L+ µ
2
‖xk+1 − xk‖2 (16)
≤ f(yk+1) + 〈∇f(yk+1), xk − yk+1〉+ L+ µ
2
‖yk+1 − xk‖2 (17)
≤ f(xk) + (L+ µ)ω
2
k
2
‖xk−1 − xk‖2. (18)
Summing the above inequality over k = 1, . . . , n, . . ., we have
∑∞
k=0
(L+µ)(1−ω2)
2 ‖xk − xk−1‖2 ≤
∞∑
k=0
(L+ µ)(1− ω2k)
2
‖xk − xk−1‖2
≤ f(x0)−min
x∈X
f(x) <∞.
Then
∑∞
k=1 ‖xk − xk−1‖2 <∞ and ‖xk − xk−1‖2 → 0.
In the following, we establish the convergence of {xk}∞k=0.
Theorem 2.6. Let H(x) be the objective function defined in (9), and {xk}∞k=0 be the sequence generated
by Algorithm 1, then
1. xk is bounded;
2. any cluster point of {xk}∞k=0 is a local minimizer of H(x);
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3. H(xk)→ H(x∗) where x∗ is a cluster point of {xk}∞k=0;
4. if ωk ≡ ω ∈ (0, 1), xk is convergent.
Proof. 1. It is clear that xk ∈ X is bounded.
2. Assume that x∗ is a cluster point of {xk}∞k=0 and the subsequence xkj converging to x∗. From
Lemma 2.5, ‖xk − xk−1‖ → 0 and I(xk) changes only finitely often. So we have ‖xk − yk+1‖ → 0 and
there exists k0 such that for any k ≥ k0, I(yk+1) = I(xk) = I(xk+1) = I(x∗).
From (15), we have
xk+1 = PCI(x∗)∩X(y
k+1 − ∇f(y
k+1)
L+ µ
), k ≥ k0.
Letting k be equal to kj and j tend to infinity, from the continuity of projection operator, we obtain
x∗ = PCI(x∗)∩X(x
∗ − ∇f(x∗)
L+µ )
Since X is a box constraint, we have
x∗i = PCI(x∗
i
)∩[li,ui](x
∗
i −
(∇f(x∗))i
L+ µ
).
From the proof of Lemma 2.5, if x∗i 6= 0, CI(x∗i ) = R and x∗i = P[li,ui](x∗i −
(∇f(x∗))i
L+µ ). From the property
of projection operator, we have (xi − x∗i )(x∗i − (∇f(x
∗))i
L+µ − x∗i ) ≤ 0, namely (xi − x∗i )(∇f(x∗))i ≥ 0, for
any x ∈ X .
Denote
U := {∆x : ∆x+ x∗ ∈ X, ‖∆x‖∞ < min
i∈I(x∗)
{ λ|(∇f(x∗))i| }; |∆xi| < |x
∗
i |, ∀i /∈ I(x∗)},
Then for any ∆x ∈ U , we have
• ∑i6∈I(x∗) λ‖x∗i +∆xi‖0 =∑i6∈I(x∗) λ‖x∗i ‖0, ∀i /∈ I(x∗) since |∆xi| < |x∗i |;
• ∆xi(∇f(x∗))i ≥ 0, ∀i /∈ I(x∗) since x∗ +∆x ∈ X ;
• λ‖∆xi‖0 + (∇f(x∗))i∆xi ≥ 0, i ∈ I(x∗) since
‖∆x‖∞ < min
i∈I(x∗)
{λ/|(∇f(x∗))i|}.
Furthermore if ∆xi 6= 0, it is clear that λ‖∆xi‖0 + (∇f(x∗))i∆xi > 0.
From the above conclusions, for any ∆x ∈ U , we have
H(x∗ +∆x)−H(x∗) = λ‖x∗ +∆x‖0 − λ‖x∗‖0 + f(x∗ +∆x) − f(x∗)
≥
∑
i∈I(x∗)
λ‖∆xi‖0 + 〈∇f(x∗),∆x〉
=
∑
i∈I(x∗)
(λ‖∆xi‖0 + (∇f(x∗))i∆xi) +
∑
i6∈I(x∗)
∆xi(∇f(x∗))i
≥ 0
It is clear that x∗ + U is a neighborhood of x∗. So x∗ is a local minimizer of objective function H(x).
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3. From the inequality (14), H(xk+1) is non-increasing. f(x) is bounded from below on X , so
we have H(xk) is convergent. Furthermore, H(xk) → H(x∗) since I(xk) = I(x∗) when k ≥ k0 and
H(xkj )→ H(x∗).
4. As we have known, for any k ≥ k0 and x ∈ C := CI(x∗) ∩X , we have
xk+1 = PC(y
k+1 − ∇f(y
k+1)
L+ µ
),
and I(yk+1) = I(xk) = I(xk+1) = I(x∗). Then using Lemma 2.4, for any x ∈ C, we can obtain
f(xk+1) ≤ f(x) + (L+ µ)〈x − yk+1, xk+1 − yk+1〉 − L+ µ
2
‖xk+1 − yk+1‖2, k ≥ k0. (19)
Setting x = x∗ and x = xk respectively, we have
f(xk+1) ≤ f(x∗) + (L+ µ)〈x∗ − yk+1, xk+1 − yk+1〉 − L+ µ
2
‖xk+1 − yk+1‖2, k ≥ k0, (20)
f(xk+1) ≤ f(xk) + (L+ µ)〈xk − yk+1, xk+1 − yk+1〉 − L+ µ
2
‖xk+1 − yk+1‖2, k ≥ k0. (21)
Note that either yk+1 = xk + ω(xk − xk−1) or yk+1 = xk, the above inequality always holds.
Case 1: there exists k1 > k0 such that y
k+1 = xk + ω(xk − xk−1) for any k ≥ k1.
Multiplying the inequality (20) by 1 − ω and (21) by ω, then adding the two resulting inequalities,
and using the fact f(x∗) ≤ f(xk), we obtain, for any k ≥ k1,
2
L+ µ
(f(xk+1)− f(xk))
≤ 2〈(1− ω)x∗ + ωxk − yk+1, xk+1 − yk+1〉 − ‖xk+1 − yk+1‖2
= ‖yk+1 − ωxk − (1− ω)x∗‖2 − ‖xk+1 − ωxk − (1 − ω)x∗‖2
= ‖xk − ωxk−1 − (1 − ω)x∗‖2 − ‖xk+1 − ωxk − (1− ω)x∗‖2.
This implies { 2
L+µf(x
k)+‖xk−ωxk−1−(1−ω)x∗‖2}k≥k1 is a non-increasing sequence. So it is convergent.
Noting that x∗ is a cluster point of {xk}+∞k=0, f(xk)→ f(x∗) and xk−xk−1 → 0, we can obtain ‖xk−x∗‖2 →
0.
Case 2: for any k1 > k0, there exists k > k1 such that y
k+1 = xk.
For simplicity, denote σn :=
2
L+µf(x
n) and ρn := ‖xn − xn−1‖2. If yn+1 = xn, from the inequality
(20), we obtain
0 ≤ 2
L+ µ
(f(xn+1)− f(x∗)) ≤ ‖xn − x∗‖2 − ‖xn+1 − x∗‖2. (22)
Combing it with inequality (16), we have
σn+1 + ρn+1 + (1− ω)2‖xn+1 − x∗‖2 ≤ σn + ω2ρn + (1− ω)2‖xn − x∗‖2. (23)
If yn+1 = xn + ω(xn − xn−1), from the discussion in case 1, we have
σn+1 + ‖xn+1 − ωxn − (1 − ω)x∗‖2 ≤ σn + ‖xn − ωxn−1 − (1− ω)x∗‖2. (24)
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Without loss of generality, we assume that
yk0+1 = xk0 , · · · , yk1 = xk1−1,
yk1+1 = xk1 + ω(xk1 − xk1−1), · · · , yk2 = xk2−1 + ω(xk2−1 − xk2−2),
yk2+1 = xk2 , · · · , yk3 = xk3−1,
and this happens again and again. So we just need discuss for k1 ≤ k ≤ k3− 1. Form the inequality (22),
(23) and (24), we can obtain
σk0+1 + ρk0+1 + (1− ω)2‖xk0+1 − x∗‖2 ≤ σk0 + ω2ρk0 + (1− ω)2‖xk0 − x∗‖2
...
σk1 + ρk1 + (1 − ω)2‖xk1 − x∗‖2 ≤ σk1−1 + ω2ρk1−1 + (1− ω)2‖xk1−1 − x∗‖2
σk1+1 + ‖xk1+1 − ωxk1 − (1− ω)x∗‖2 ≤ σk1 + ‖xk1 − ωxk1−1 − (1− ω)x∗‖2
...
σk2 + ‖xk2 − ωxk2−1 − (1 − ω)x∗‖2 ≤ σk2−1 + ‖xk2−1 − ωxk2−2 − (1− ω)x∗‖2
σk2+1 + ρk2+1 + (1− ω)2‖xk2+1 − x∗‖2 ≤ σk2 + ω2ρk2 + (1− ω)2‖xk2 − x∗‖2
...
σk3 + ρk3 + (1 − ω)2‖xk3 − x∗‖2 ≤ σk3−1 + ω2ρk3−1 + (1− ω)2‖xk3−1 − x∗‖2
We denote the terms on the right side of the above inequalities as sequence {uk}k3−1k≥k0 . It’s clear that
{uk}k1−1k≥k0 , {uk}k2−1k≥k1 and {uk}k3−1k≥k2 is non-increasing. For the following situation
σk2 + ‖xk2 − ωxk2−1 − (1 − ω)x∗‖2 ≤ σk2−1 + ‖xk2−1 − ωxk2−2 − (1− ω)x∗‖2
σk2+1 + ρk2+1 + (1 − ω)2‖xk2+1 − x∗‖2 ≤ σk2 + ω2ρk2 + (1− ω)2‖xk2 − x∗‖2,
if 〈xk2 − xk2−1, xk2 − x∗〉 ≥ 0, then
uk2−1 ≥ σk2 + ‖xk2 − ωxk2−1 − (1− ω)x∗‖2
≥ σk2 + ω2‖xk2 − xk2−1‖2 + (1− ω)2‖xk2 − x∗‖2
= uk2
and the sequence {uk}k3−1k≥k1 is non-increasing; otherwise
‖xk2−1 − x∗‖2 = ‖xk2−1 − xk2‖2 + ‖xk2 − x∗‖2 − 2〈xk2 − xk2−1, xk2 − x∗〉
≥ ‖xk2 − x∗‖2,
combing it with inequality (16), we have
σk2 + ρk2 + (1− ω)2‖xk2 − x∗‖2 ≤ σk2−1 + ω2ρk2−1 + (1− ω)2‖xk2−1 − x∗‖2,
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then we redefine uk2−1 := σk2−1 + ω
2ρk2−1 + (1 − ω)2‖xk2−1 − x∗‖2 and hence uk2−1 ≥ uk2 , repeating
the above process for {uk}k1k≥k2−1 and redefine uk if necessary, we can obtain a non-increasing sequence
{uk}k2−1k≥k1 . If uk1 isn’t redefined, the following situation happens
σk1 + ρk1 + (1 − ω)2‖xk1 − x∗‖2 ≤ σk1−1 + ω2ρk1−1 + (1− ω)2‖xk1−1 − x∗‖2 := uk1−1
σk1+1 + ‖xk1+1 − ωxk1 − (1− ω)x∗‖2 ≤ σk1 + ‖xk1 − ωxk1−1 − (1− ω)x∗‖2 := uk1 .
Noting that ‖xk1 − x∗‖2 ≤ ‖xk1−1 − x∗‖2, hence
uk1 = σk1 + ω‖xk1 − xk1−1‖2 + (1− ω)‖xk1 − x∗‖2 − ω(1− ω)‖xk1−1 − x∗‖2
≤ σk1 + ‖xk1 − xk1−1‖2 + (1− ω)2‖xk1 − x∗‖2
≤ σk1−1 + ω2ρk1−1 + (1− ω)2‖xk1−1 − x∗‖2
= uk1−1;
otherwise, the following situation happens
σk1 + ρk1 + (1 − ω)2‖xk1 − x∗‖2 ≤ σk1−1 + ω2ρk1−1 + (1− ω)2‖xk1−1 − x∗‖2 := uk1−1
σk1+1 + ρk1+1 + (1 − ω)2‖xk1+1 − x∗‖2 ≤ σk1 + ω2ρk1 + (1− ω)2‖xk1 − x∗‖2 := uk1
and it’s clear that uk1−1 ≥ uk1 . In summary, we can obtain a non-increasing sequence {uk}k3−1k≥k0 where
uk = σk+ω
2ρk+(1−ω)2‖xk−x∗‖2 or uk = σk+ ‖xk−ωxk−1− (1−ω)x∗‖2. Repeating this process, we
finally obtain a non-increasing sequence {uk}+∞k≥k0 . So it’s convergent. Combining the fact x∗ is a cluster
point of {xk}+∞k=0, σk → 2L+µf(x∗) and xk − xk−1 → 0, we can obtain that ‖xk − x∗‖ → 0.
3. Discussions
Recently, some extrapolation type methods were proposed for ℓ0 regularization problem or more
general non-convex problems. In particular, the inertial forward-backward (IFB) method [11] for solving
problem (2)(both f(x) and g(x) can be non-convex) uses Bregman distance. Under Kurdyka- Lojasiewicz
property theoretical framework, the sequence generated by IFB method converges to a critical point when
f + g is coercive. When we take the Bregman distance function as ‖ · ‖2/2, IFB method is the algorithm
proposed by [22] while g(x) needs to be convex. If we apply IFB method to ℓ0 regularization problem
(5), the iterative scheme is
yk+1 = xk + 2βk(x
k − xk−1)
xk+1 ∈ argmin
x∈X
λ‖x‖0 + 1
4αk
‖x− xk + 2αk∇f(xk)‖2 + 1
4αk
‖x− yk+1‖2
where αk, βk > 0 satisfy
0 < α ≤ αk ≤ α, 0 < βk ≤ β (25)
1 > αL+ 2β
α
α
. (26)
for some α, α, β > 0 and ∇f ’s Lipschitz constant L. It is easy to see that when βk ≡ 0, IFB becomes
PIHT. Usually a larger αk leads to a faster convergence. However, the above inequality (26) implies that
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a larger αk leads to a small βk, thus the extrapolation step will have small effect on the speed of IFB
method. In other words, one cannot have both of large αk and βk. This limits the acceleration effect of
IFB method against PIHT method.
The extrapolated PIHT (EPIHT) method [4] is proposed for solving
min
x∈Rn
H(x) := λ‖x‖0 + f(x) + t
2
‖x‖2,
where f is convex and ∇f is Lipschitz continuous, could have both large step size and large extrapolated
step size. Its iterative scheme takes the form
yk+1 = xk + ωk(x
k − xk−1)
if H(yk+1) > H(xk), reset yk+1 = xk
xk+1 ∈ arg min
x∈Rn
λ‖x‖0 + L+ t
2
‖x− yk+1 + ∇f(y
k+1)
L+ t
‖2 + µ
2
‖x− yk+1‖2
where µ > 0, 0 < ωk ≤ ω < 1. It is similar with the IFB method except that the linearization is performed
at yk+1 instead of xk and the setting for parameters is also different. Under Kurdyka- Lojasiewicz property
theoretical framework, the sequence generated by EPIHT method globally converges to a local minimizer
of H(x).
For more general problem (2) (both f(x) and g(x) can be non-convex), [18] proposed the following
monotone accelerated proximal gradient (mAPG) method
yk = xk +
tk−1
tk
(zk − xk) + tk−1 − 1
tk
(xk − xk−1)
zk+1 = argmin
z
g(z) +
1
2αy
‖z − yk + αy∇f(yk)‖2
(mAPG) vk+1 = argmin
v
g(v) +
1
2αx
‖v − xk + αx∇f(xk)‖2
tk+1 =
√
1 + 4t2k + 1
2
xk+1 =
{
zk+1, if f(zk+1) + g(zk+1) ≤ f(vk+1) + g(vk+1)
vk+1, otherwise
When f(x), g(x) are convex, mAPG has O(1/k2) convergence rate; otherwise, any cluster point of iter-
ation sequence is a critical point of f(x) + g(x). Based on mAPG, [18] also proposed a non-monotone
APG(nmAPG) for saving the computation cost in each step. Denote
q1 = 1, c1 = f(x1) + g(x1); qk+1 = ηqk + 1, ck+1 =
ηqkck + f(x
k+1) + g(xk+1)
qk+1
.
If f(zk+1) ≤ ck− δ‖xk+1− yk‖2, nmAPG gets the next iteration point by xk+1 = zk+1, otherwise, it gets
the next iteration point same with mAPG.
Moreover, [24] proposed an inertial proximal alternating linearized minimization (iPALM) method for
solving problem
min
x,y
s(x) + q(x, y) + r(y).
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Method Assumption Parameters Convergence NCf NCGf
IFB nonconvex f , KL BC+inequalities globally 0 1
EPIHT convex f , KL BC globally 2 1
mAPG nonconvex f BC subsequence 2 2
iPALM nonconvex f , KL BC+equation globally 0 1
Our convex f BC globally 0 1 or 2
Table 1: Comparisons of IFB, EPIHT, mAPG, iPALM and our method. Parameters refer to αk , βk in IFB, ωk, µ in EPIHT,
αx, αy in mAPG, αk , βk, τk in iPALM, ωk, µ in our method and BC represents box constraint. NCf represents the number
of computation of f and NCGf represents the number of computation of ∇f during one iteration.
The iterative sequence has global convergence. If r(y) ≡ 0, s(x) = λ‖x‖0 and q(x, y) = f(x), the above
problem reduces to (5), and iPALM is simplified as
yk = xk + αk(x
k − xk−1)
zk = xk + βk(x
k − xk−1)
xk+1 = argmin
x∈X
λ‖x‖0 + 1
2τk
‖x− yk + τk∇f(zk)‖2
If the objective function satisfies Kurdyka- Lojasiewicz property, the iteration sequence has global con-
vergence, but the extrapolated step length αk, βk, and the proximal parameter τk need to satisfy an
equation.
In Table 1, we summarize some differences of the above mentioned algorithms and our method. All
the methods require f being differentiable and ∇f being Lipschitz continuous and this is not stated again
in the table. We point out that:
• our method’s global convergence analysis does not rely on KL property;
• the constraint conditions of parameters of EPIHT, mAPG and our method are relatively simpler
compared to other methods;
• IFB and iPALM methods need the least amount of computation per iteration, but the conditions
on the algorithm parameters are more complex or restricted, which could increase the total number
of iteartions;
• compared with EPIHT and mAPG, our method need less computation cost for one iteration; This
can cost less computation time when the total iteration number is fixed.
4. Numerical Implementation
In this section, we will show some numerical results of Algorithm 1 on ℓ0 minimization problems (9),
and compare with the results of PIHT, IFB, mAPG, nmAPG, EPIHT methods. All the experiments are
conducted in MATLAB using a desktop computer equipped with a 4.0GHz 8-core AMD processor and
16GB memory.
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4.1. Compressive sensing
We first test the algorithms on a standard sparse signal reconstruction problem in compressive sensing
[12]. The goal is to reconstruct a sparse signal from a set of noisy linear measurements. The following ℓ0
regularization formulation can be considered
min
x∈X
1
2
‖Ax− b‖2 + λ‖x‖0 (27)
where A ∈ Rm×n is a data matrix, b ∈ Rm is an observation vector, and X = {x ∈ Rn| − 1010 ≤ x ≤
1010}. We set f(x) = ‖Ax− b‖2/2 and then the Lipschitz constant of ∇f(x) is L = λmax(A⊤A), where
λmax(A
⊤A) denotes the maximum eigenvalue of A⊤A.
For this experiment, the data matrix A ∈ Rm×n is a Gaussian random matrix and the columns of
A are normalized to have ℓ2 norm of 1. We set m = 3000 and test on different size of n and sparsity
level s of the unknown signal. For each choice of (n, s), we generate the true signal x¯ ∈ Rn containing s
randomly placed ±1 spikes. The observed data b ∈ Rm is generated by
b = Ax+ η,
where η is a white Gaussian noise of variance 0.05. And for each pair of (n, s), we run our experiment 50
times to guarantee that the result is independent of any particular realization of the random matrix and
true signal x¯.
For all the methods, the stopping criteria is commonly set to be
‖xk − xk−1‖
max{1, ‖xk‖} < 10
−5,
and the initial point is obtained by FISTA[5] for ℓ1 minimization (where the initial point is x0 = A
T b, and
the stopping criteria is
‖xk−xk−1‖
max{1,‖xk‖} < 10
−2, the regularization parameter λ = 0.1) and the corresponding
iteration number and running time are added in the final results. All the parameters are chosen according
to empirically the lowest relative error ‖x−x¯‖‖x¯‖ . In detail, we choose ℓ0 regularization λ1 = 0.3; choose
µ = 10−6, ωk = 0.99 for Algorithm 1 and EPIHT method; choose βk = 10−6, αk = (0.999999− 2βk)/L
for IFB method; choose αx = αy = 1/(L + 10
−6) for mAPG and nmAPG method, moreover choose
η = 0.8 for nmAPG method. For each algorithm and each choice of (n, s) of the solution x¯, we conduct
50 experiments and record the average runtime, the average relative error ‖x−x¯‖‖x¯‖ to the original signal x¯,
the average number of iteration the algorithm needed and their standard variance. In fact, we find that
the approximate solutions’ ℓ0-norm of all the methods are always equal to the true s and we do not list
them in the tables.
The average relative errors of all the methods are very close. In fact, if the results are rounded up to
4 decimal digits, the results are the same as present in Table 2especially all the results if PIHT and IFB
methods. The average number of iterations and average runtime are listed in Table 3, 4 respectively to
compare the convergence speed of different methods. We observe that:
• in term of average number of iterations (Table 3), mAPG method , especially EPIHT and our
method, have obvious accelerating effect compared to PIHT;
• recall that the amounts of computation for each step of the algorithms are different; although EPIHT
and our method have fewer, similar iteration number, our method obviously has less runtime (Table
4);
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s n Average relative error/Standard variance
8000 0.0491/0.0040
⌊ n100⌋ 14000 0.0502/0.0032
20000 0.0504/0.0026
8000 0.0512/0.0030
⌊ 2n100⌋ 14000 0.0513/0.0024
20000 0.0521/0.0018
Table 2: Results of the average and the standard variance of the relative error.
• the stability of all the methods is comparable, by the standard variance result present in Table 3,
4.
In Table 4, our method has less runtime compared to EPIHT as it requires less computation of gradient
function (NCGf) per iteration. The average total number of computation of gradient function is recorded
in Table 5 based on 20 times of experiments. It can be observed that if the step (10) occurs in every
iteration, the total NCGf should be two times the number of iterations. In fact, Table 5 demonstrates
that the restart step (10) occurs in a low rate. Thus the extrapolation contributes to the reduction of
computation and the number of iterations.
s n Average number of iteration/Standard variance
PIHT IFB mAPG nmAPG EPIHT Algorithm 1
8000 55.0/1.0 55.0/1.0 42.4/0.8 57.7/0.9 33.7/0.5 33.9/0.8
⌊ n
100
⌋ 14000 79.8/1.5 79.8/1.5 59.8/1.0 82.3/2.1 44.3/0.5 43.2/1.8
20000 105.1/1.4 105.1/1.4 76.1/0.9 103.9/1.2 54.0/0.6 52.8/0.4
8000 59.7/0.9 59.7/0.9 45.4/0.7 61.7/0.7 35.0/0.3 36.5/1.7
⌊ 2n
100
⌋ 14000 92.1/1.5 92.1/1.5 67.9/1.1 93.5/1.6 48.5/0.5 47.6/0.8
20000 128.8/2.1 128.8/2.1 91.8/1.6 126.5/3.8 66.5/2.2 66.5/0.8
Table 3: Results of the average and the standard variance of iterations number.
s n Average runtime/Standard variance
PIHT IFB mAPG nmAPG EPIHT Algorithm 1
8000 4.1/0.20 4.1/0.20 6.9/0.37 5.9/0.28 3.8/0.18 2.9/0.15
⌊ n
100
⌋ 14000 10.1/0.21 10.1/0.20 16.3/0.32 14.0/0.39 8.1/0.07 6.0/0.29
20000 19.1/0.294 19.1/0.28 29.6/0.48 25.5/0.30 13.8/0.18 10.3/0.09
8000 4.3/0.09 4.3/0.09 7.1/0.19 6.1/0.12 3.7/0.06 3.0/0.17
⌊ 2n
100
⌋ 14000 11.7/0.20 11.7/0.20 18.4/0.35 16.0/0.28 8.6/0.08 6.5/0.12
20000 22.9/0.62 22.9/0.64 34.6/0.99 30.3/1.14 16.5/0.84 12.8/0.34
Table 4: Results of the average and the standard variance of the runtime.
4.2. Logistic Regression
Given a set of training data (xi, yi), i = 1, · · · , N , where the input xi ∈ Rn, and the output yi ∈
{1,−1}. We wish to find a classffication rule from the training data, so that when given a new input x,
we can assign a class y from {1,−1} to it. For this example, we consider the following sparse logistic
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s n Average iteration/Average total NCGf
Average iteration
Average total NCGf
8000 16.2/21.2 0.7642
⌊ n100⌋ 14000 17.8/22.0 0.8091
20000 20.0/24.0 0.8333
8000 17.2/22.2 0.7748
⌊ 2n100⌋ 14000 18.8/23.0 0.8174
20000 28.2/33.6 0.8392
Table 5: Results of the average total NCGf. NCGf represents the number of computation of ∇f .
Method Iteration number Runtime Accuracy
PIHT 443 493.7 0.9710
IFB 443 494.3 0.9710
mAPG 254 735.0 0.9700
nmAPG 199 301.3 0.9720
EPIHT 116 211.0 0.9780
Our 136 216.6 0.9760
Table 6: Numerical results of logistic regression.
regression model using ℓ0 regularization
min
(u,v)∈X
1
N
N∑
i=1
log(1 + exp(−yi(uTxi + v))) + λ‖u‖0
where X = [−1010, 1010]n+1. The data set gisette used for our numerical experiment is taken from [16].
The train set contains 6000 samples of 5000 dimensions, and the test set contains 1000 samples of 5000
dimensions.
For all the methods, the stopping criteria is commonly set to be
‖xk − xk−1‖∞ < 5× 10−4,
and the initial point is obtained by FISTA[5] for ℓ1 minimization (where the initial point is zeros(n+1, 1),
and the stopping criteria is ‖xk − xk−1‖∞ < 0.02, the regularization parameter λ = 0.001). All the
parameters are chosen according to accuracy. In detail, we choose the penalty parameter λ = 0.00005;
choose µ = 10−6, ωk = 0.99 for Algorithm 1 and EPIHT method; choose βk = 10−6, αk = (0.999999−
2βk)/L for IFB method; choose αx = αy = 1/(L + 10
−6) for mAPG and nmAPG method, moreover
choose η = 0.6 for nmAPG method.
The results are listed in Table 6. We can see that the results of Algorithm 1 and EPIHT are better
than other three methods in the sense of iterations number, runtime and accuracy. Although the iteration
number of Algorithm 1 is bigger than EPIHT’s, their runtime is close, and the accuracy is comparable.
5. Conclusions and perspectives
In this paper, we proposed one proximal iterative hard thresholding type method–Algorithm 1, for
solving the ℓ0 regularized problem. We provide some convergence analysis for the proposed method. We
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further show in some numerical experiments that, the algorithm 1 is faster than PIHT, IFB, mAPG,
nmAPG and EPIHT or comparable with EPIHT.
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