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Abstract
This paper analyzes the asymptotic behaviour as λ ↑ ∞ of the principal eigenvalue of the cooperative
operator
L(λ) :=
(
L1 + λa(x) −b
−c L2 + λd(x)
)
in a bounded smooth domain Ω of RN , N  1, under homogeneous Dirichlet boundary conditions on ∂Ω ,
where a  0, d  0, and b(x) > 0, c(x) > 0, for all x ∈ Ω¯ . Precisely, our main result establishes that if
Int(a + d)−1(0) consists of two components, Ω0,1 and Ω0,2, then
lim
λ↑∞σ1
[
L(λ);Ω]= min
i∈{1,2}σ1
[
L(0);Ω0,i
]
,
where, for any D ⊂ Ω and λ ∈ R, σ1[L(λ);D] stands for the principal eigenvalue of L(λ) in D. More-
over, if we denote by (ϕλ,ψλ) the principal eigenfunction associated to σ [L(λ);Ω], normalized so that∫
Ω(ϕ
2
λ +ψ2λ) = 1, and, for instance,
σ1
[
L(0);Ω0,1
]
< σ1
[
L(0);Ω0,2
]
,
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(Φ,Ψ ) := lim
λ↑∞(ϕλ,ψλ)
is well defined in H 10 (Ω) × H 10 (Ω), Φ = Ψ = 0 in Ω \ Ω0,1 and (Φ,Ψ )|Ω0,1 provides us with the prin-
cipal eigenfunction of σ [L(0);Ω0,1]. This is a rather striking result, for as, according to it, the principal
eigenfunction must approximate zero as λ ↑ ∞ if a + d > 0, in spite of the cooperative structure of the
operator.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper ascertains the limiting behaviour as λ ↑ ∞ of the lowest real eigenvalue and normal-
ized associated eigenfunction of the linear eigenvalue problem
⎧⎨
⎩
(L1 + λa)ϕ − bψ = τϕ
(L2 + λd)ψ − cϕ = τψ in Ω,
(ϕ,ψ) = (0,0) on ∂Ω,
(1.1)
where Ω is a bounded domain of RN , N  1, with boundary ∂Ω of class C2,ν for some ν ∈ (0,1),
and the following assumptions are satisfied:
(A1) For each k ∈ {1,2}, the second order differential operator
Lk = −
N∑
i,j=1
α[ij,k]DiDj +
N∑
i=1
α[i,k]Di + α[0,k] (1.2)
is uniformly strongly elliptic in Ω¯ , i.e., there exists μk > 0 such that
N∑
i,j=1
α[ij,k](x)ξiξj  μk|ξ |2 (1.3)
for all x ∈ Ω¯ and ξ = (ξ1, . . . , ξN) ∈ RN . Also, for any i, j ∈ {0, . . . ,N},
α[ij,k] ∈ C2,ν(Ω¯), α[i,k] ∈ C1,ν(Ω¯), α[0,k] ∈ Cν(Ω¯).
Without loss of generality, we can assume that
α[ij,k] = α[ji,k], k = 1,2.
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b(x) > 0 and c(x) > 0 for all x ∈ Ω¯. (1.4)
Moreover, a  0, d  0, the open set
Ω+ :=
{
x ∈ Ω: a(x) + d(x) > 0}
is a subdomain of Ω of class C2,ν with Ω¯+ ⊂ Ω , and the compact set
K0 := (a + d)−1(0) = Ω¯ \Ω+
consists of two disjoint components, K0,i , i ∈ {1,2}, such that K0,2 ⊂ Ω and ∂K0,i are of
class C2,ν for each i ∈ {1,2}. Throughout this paper, we will set
Ω0,i := IntK0,i ⊂ Ω, i ∈ {1,2}.
(A3) Setting
S(V1,V2) :=
(
L1 + V1 −b
−c L2 + V2
)
, V1,V2 ∈ Cν(Ω¯), (1.5)
and S0 := S(0,0), we assume the following estimate to be satisfied
σ1[S0;Ω0,1] < σ1[S0;Ω0,2], (1.6)
where σ1[S0;Ω0,i] stands for the principal eigenvalue of S0 in Ω0,i , i ∈ {1,2}.
Under condition (1.4), the differential operator (1.5), and, hence, the linear eigenvalue prob-
lem (1.1), is strongly cooperative, as discussed by de Figueiredo and Mitidieri [7], Sweers [15],
López-Gómez and Molina-Meyer [12], and Amann [3]. Consequently, for any smooth subdo-
main D ⊂ Ω , the principal eigenvalue σ1[S(V1,V2);D] is well defined. Section 4 will show that
(1.6) holds if the Lebesgue measure of Ω0,2, denoted by |Ω0,2|, is sufficiently small. We recall
that σ1[S(V1,V2);D] is the unique value of τ for which⎧⎨
⎩
(L1 + V1)ϕ − bψ = τϕ
(L2 + V2)ψ − cϕ = τψ in D,
(ϕ,ψ) = (0,0) on ∂D,
(1.7)
possesses a solution pair (ϕ,ψ) with ϕ > 0 and ψ > 0, and that
Re τ > σ1
[S(V1,V2);D] (1.8)
for any other eigenvalue τ of (1.7).
Throughout this paper, for any given λ ∈ R, we denote by σ(λ) the principal eigenvalue
of (1.1), i.e.,
σ(λ) := σ1
[S(λa,λd);Ω], λ ∈R, (1.9)
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Ω
(
ϕ2λ +ψ2λ
)= 1. (1.10)
It is well known that ϕλ  0 and ψλ  0. In this paper, a function w ∈ C1(Ω¯) is said to satisfy
w  0 if w(x) > 0 for all x ∈ Ω and ∂w/∂n(x) < 0 for all x ∈ w−1(0) ∩ ∂Ω , where n = n(x)
stands for the outward unit normal to ∂Ω at x ∈ ∂Ω .
The main result of this paper can be stated as follows.
Theorem 1.1. Suppose (A1)–(A3). Then,
lim
λ↑∞σ1
[S(λa,λd);Ω]= σ1[S0;Ω0,1] (1.11)
and
lim
λ↑∞
(‖ϕλ −Φω‖H 10 (Ω) + ‖ψλ −Ψω‖H 10 (Ω))= 0, (1.12)
where
Φω := Ψω := 0 in Ω \Ω0,1, (1.13)
and
(ϕ0,1,ψ0,1) := (Φω,Ψω)|Ω0,1
provides us with the principal eigenfunction of σ1[S0;Ω0,1] normalized by∫
Ω0,1
(
ϕ20,1 +ψ20,1
)= 1.
Theorem 1.1 is a substantial extension of some existing results for the very special case of
the scalar equation (cf. López-Gómez [10,11], Dancer and López-Gómez [5], and [2]), and of a
theorem of Molina-Meyer [13], where (1.11) was established for the very special case when
a−1(0) = d−1(0). (1.14)
The reader is sent to these references and to [1] for further details about the applications of this
type of results. Rather strikingly, in the absence of (1.14), Theorem 1.1 establishes that (ϕλ,ψλ)
approximates (0,0) as λ ↑ ∞ even in the regions where exactly one of the coefficients a, or d ,
vanishes, the other being positive; in spite of the cooperative structure of (1.1). Incidentally, this
entails that the technical device developed by Molina-Meyer [13] to prove Theorem 1.1 under
condition (1.14), based upon the construction of an appropriate supersolution, cannot be adapted
to prove our Theorem 1.1. In this work, to accomplish that task, we are somehow obligated to
adapt the scalar device introduced in [2], which goes back to Dancer and López-Gómez [5] and
Kato [8, & IV.2.4].
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σ1[S0;Ω0,2] < σ1[S0;Ω0,1],
then, instead of (1.11), we obtain that
lim
λ↑∞σ1
[S(λa,λd);Ω]= σ1[S0;Ω0,2],
and, instead of (1.13), we find that (Φω,Ψω) = (0,0) in Ω \ Ω0,2, while (Φω,Ψω)|Ω0,2 is the
principal eigenfunction associated to σ1[S0;Ω0,2]. When
σ1[S0;Ω0,1] = σ1[S0;Ω0,2],
then it remains an open problem to ascertain whether or not the limiting principal eigenfunction
does concentrate either in Ω0,1, or in Ω0,2, or in both components simultaneously, however this
is a rather classical problem going back to Simon [14, p. 110].
The distribution of this paper is as follows. Section 2 collects some known results that are
going to be used in the proof of Theorem 1.1. Section 3 consists of the proof of Theorem 1.1.
Finally, Section 4 shows that (1.6) holds if the Lebesgue measure of Ω0,2 is sufficiently small.
Throughout this paper, for any D ⊂ Ω and h ∈ C(D¯), it is said that h > 0 if h 0 but h 
= 0.
Similarly, given u,v ∈ C(D¯), it is said that (u, v) > (0,0) if u 0, v  0 and (u, v) 
= (0,0), and,
given uj , vj ∈ C(D¯), j ∈ {1,2}, it is said that (u1, v1) > (u2, v2) if (u1 − u2, v1 − v2) > (0,0).
Moreover, for any u,v ∈ C1(D¯), it is said that (u, v)  (0,0) if u  0 and v  0, and, as before,
given uj , vj ∈ C1(D¯), j ∈ {1,2}, it is said that (u1, v1)  (u1, v2) if (u1 −u2, v1 − v2)  (0,0).
Also, given two real Banach spaces U and V and a linear continuous operator T ∈ L(U,V ), we
shall denote by N [T ] and R[T ] the null space (kernel) and the rank (image) of T , respectively.
2. Maximum principle and principal eigenvalues
Throughout this paper we set
L :=
(
L1 0
0 L2
)
= diag{L1,L2}
and denote by C2 the set of square matrices
A =
(
a11 a12
a21 a22
)
∈ M2
(Cν(Ω¯)) (2.1)
of order 2 with entries in Cν(Ω¯) such that
a12(x) > 0 and a21(x) > 0 ∀x ∈ Ω¯. (2.2)
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is a unique value of τ , denoted by σ1[L − A;D], and called the principal eigenvalue of L − A
in D (under homogeneous Dirichlet boundary conditions), for which
⎧⎨
⎩
(L1 − a11)ϕ − a12ψ = τϕ
(L2 − a22)ψ − a21ϕ = τψ in D,
(ϕ,ψ) = (0,0) on ∂D,
possesses a solution pair (ϕ,ψ) with ϕ > 0 and ψ > 0. Moreover, σ1[L−A;D] is algebraically
simple and dominant, and the following characterization of the strong maximum principle, at-
tributable to López-Gómez and Molina-Meyer [12], holds.
Theorem 2.1. Suppose A ∈ C2 and D is an open subdomain of Ω of class C2,ν . Then, the fol-
lowing assertions are equivalent:
(a) σ1[L −A,D] > 0.
(b) There exist h1, h2 ∈ C2(D) ∩ C(D¯) such that (h1, h2) > (0,0) in D,
(L −A)
(
h1
h2
)

(
0
0
)
in D,
and either (h1, h2) > (0,0) on ∂D, or else
(L −A)
(
h1
h2
)
>
(
0
0
)
in D.
Any of these pairs h := (h1, h2) is called a positive strict supersolution of L −A in D.
(c) The operator L − A satisfies the strong maximum principle in D; in the sense that
f1, f2 ∈ Cν(D¯), g1, g2 ∈ C2,ν(∂D), u,v ∈ C2,ν(D¯), and
⎧⎨
⎩ (L −A)
(
u
v
)
=
(
f1
f2
)

(
0
0
)
in D,
(u, v) = (g1, g2) (0,0) on ∂D,
with some inequality  strict, imply that u  0 and v  0 in D. In particular, any positive
strict supersolution h of L −A in D satisfies h  0.
The following result collects some properties of principal eigenvalues going back to [7,12,15],
thought it might be considered new as stated. Consequently, by the sake of completeness, we will
give a short self-contained proof of it based upon Theorem 2.1.
Proposition 2.2. The following assertions are true:
(a) For every A,B ∈ C2 such that A B , A 
= B , the following estimate holds
σ1[L −A;Ω] > σ1[L −B;Ω].
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(a11, a22) ∈ Z := Cν(Ω¯)× Cν(Ω¯) → σ1[L −A;Ω] ∈R,
where A is given by (2.1), is continuous. Actually, if (a11,n, a22,n) ∈ Z, n 1, is a sequence
such that, for some a11, a22 ∈ Cν(Ω¯),
lim
n→∞(a11,n, a22,n) = (a11, a22) uniformly in Ω¯,
then
lim
n→∞σ1[L −An;Ω] = σ1[L −A;Ω], (2.3)
where
An =
(
a11,n a12
a21 a22,n
)
∈ C2, n 1. (2.4)
(c) If Ω0 is a proper subdomain of Ω of class C2,ν , then, for each A ∈ C2,
σ1[L −A;Ω0] > σ1[L −A;Ω].
Property (a) goes back to [12, Theorem 3.2] and it is usually referred to as the monotonicity
property of the principal eigenvalue σ [L − A;Ω] with respect to the potential matrix A. Prop-
erty (b) establishes a continuity of the principal eigenvalue with respect to the potential, and
property (c) establishes its monotonicity with respect to the domain.
Proof. (a) Let A,B ∈ C2,
A =
(
a11 a12
a21 a22
)
, B =
(
b11 b12
b21 b22
)
,
such that A 
= B and aij  bij , i, j ∈ {1,2}. Let (ϕ,ψ)  (0,0) denote a principal eigenfunction
associated to σ1[L −B;Ω]. Then, (ϕ,ψ) = 0 on ∂Ω , and
(
L −A− σ1[L −B;Ω]diag{1,1}
)(ϕ
ψ
)
= (B −A)
(
ϕ
ψ
)
>
(
0
0
)
,
because B >A, ϕ  0 and ψ  0 in Ω . Thus, (ϕ,ψ) provides us with a positive strict superso-
lution of
L˜ := L −A− σ1[L −B;Ω]diag{1,1}
in Ω , and, therefore, according to Theorem 2.1,
0 < σ1[L˜;Ω] = σ1[L −A;Ω] − σ1[L −B;Ω],
by uniqueness, which concludes the proof of part (a).
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all the requirements of part (b) and set (2.1). Then, for any ε > 0, there exists n0 = n0(ε) ∈ N
such that, for every n n0,
A− ε diag{1,1}An A+ ε diag{1,1}.
Thus, by part (a), we find that, for any n n0,
σ1
[
L −A− ε diag{1,1};Ω] σ1[L −An;Ω] σ1[L −A+ ε diag{1,1};Ω].
Consequently, by the uniqueness of the principal eigenvalue,
σ1[L −A;Ω] − ε  σ1[L −An;Ω] σ1[L −A;Ω] + ε, n n0,
which concludes the proof.
To prove part (c), let Ω0 be a proper subdomain of Ω of class C2,ν and A ∈ C2. Let
(ϕ,ψ)  (0,0) be a principal eigenfunction associated to σ1[L;Ω]. Then, since ∂Ω0 ∩ Ω 
= ∅,
it is apparent that (ϕ,ψ) > (0,0) on ∂Ω0. Moreover,
(
L −A− σ1[L −A;Ω]diag{1,1}
)(ϕ
ψ
)
=
(
0
0
)
in Ω0 and, therefore, (ϕ,ψ) provides us with a positive strict supersolution of
Lˆ := L −A− σ1[L −A;Ω]diag{1,1}
in Ω0. Consequently, according to Theorem 2.1,
0 < σ1[Lˆ;Ω0] = σ1[L −A;Ω0] − σ1[L −A;Ω],
which ends the proof of the theorem. 
As an immediate consequence from Proposition 2.2, the following result holds.
Corollary 2.3. Suppose (A1)–(A2). Then the real function σ(λ) defined through (1.9) is contin-
uous, increasing and bounded above. Therefore, the limit
 := lim
λ→∞σ(λ) (2.5)
is well defined, i.e.,  ∈ R. Moreover,
min
{
σ1[S0;Ω0,1], σ1[S0;Ω0,2]
}
.
Proof. The continuity is a consequence from Proposition 2.2(b). The monotonicity follows from
Proposition 2.2(a). Now, pick k ∈ {1,2}. Then, according to Proposition 2.2(c), we have that
σ(λ) = σ1
[S(λa,λd);Ω]< σ1[S(λa,λd);Ω0,k]= σ1[S0,Ω0,k],
because a = d = 0 in Ω0,k . This ends the proof. 
P. Álvarez Caudevilla, J. López-Gómez / J. Differential Equations 244 (2008) 1093–1113 11013. Proof of Theorem 1.1
It should be remembered that, for any λ ∈R, we have denoted by (ϕλ,ψλ) the unique principal
eigenfunction associated to σ(λ) = σ1[S(λa,λd);Ω] for which (1.10) holds. These eigenfunc-
tions satisfy the following result.
Lemma 3.1. There exists a constant C > 0 such that∫
Ω
|∇ϕλ|2 +
∫
Ω
|∇ψλ|2  C for all λ > 0.
Proof. By (A1), for each k ∈ {1,2}, we have that
Lk = −
N∑
i,j=1
Dj(α[ij,k]Di)+
N∑
i=1
(
α[i,k] +
N∑
j=1
Djα[ij,k]
)
Di + α[0,k].
Thus, setting
a[i,k] := α[i,k] +
N∑
j=1
Djα[ij,k], 1 i N, k = 1,2,
we have that a[i,k] ∈ C1,ν(Ω¯), 1 i N , and Lk can be expressed into the form
Lk = −
N∑
i,j=1
Dj(α[ij,k]Di)+
N∑
i=1
a[i,k]Di + α[0,k], k = 1,2.
Subsequently, we will make use of the fact that, for any λ ∈ R,
L1ϕλ = −λaϕλ + bψλ + σ(λ)ϕλ,
L2ψλ = −λdψλ + cϕλ + σ(λ)ψλ. (3.1)
Multiplying the first equation of (3.1) by ϕλ, the second one by ψλ, integrating the resulting
identities in Ω , and adding up the results, it becomes apparent that
N∑
i,j=1
∫
Ω
α[ij,1]DiϕλDjϕλ +
N∑
i,j=1
∫
Ω
α[ij,2]DiψλDjψλ +
N∑
i=1
∫
Ω
a[i,1]ϕλDiϕλ
+
N∑
i=1
∫
Ω
a[i,2]ψλDiψλ +
∫
Ω
α[0,1]ϕ2λ +
∫
Ω
α[0,2]ψ2λ
= −λ
(∫
aϕ2λ +
∫
dψ2λ
)
+
∫
(b + c)ϕλψλ + σ(λ)
∫ (
ϕ2λ +ψ2λ
)
.Ω Ω Ω Ω
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stant C1 > 0 such that, for every λ > 0,
N∑
i,j=1
∫
Ω
α[ij,1]DiϕλDjϕλ +
N∑
i,j=1
∫
Ω
α[ij,2]DiψλDjψλ
 C1 −
N∑
i=1
∫
Ω
a[i,1]ϕλDiϕλ −
N∑
i=1
∫
Ω
a[i,2]ψλDiψλ.
Consequently, by (1.3), we have that
μ1
∫
Ω
|∇ϕλ|2 +μ2
∫
Ω
|∇ψλ|2  C1 +
∫
Ω
∣∣〈a1,∇ϕλ〉∣∣ϕλ +
∫
Ω
∣∣〈a2,∇ψλ〉∣∣ψλ,
where we have denoted
ak := (a[1,k],a[2,k], . . . ,a[N,k]), k = 1,2, (3.2)
and, therefore, there exists a constant C2 > 0, such that, for any λ > 0, the following estimate
holds
μ1
∫
Ω
|∇ϕλ|2 +μ2
∫
Ω
|∇ψλ|2  C1 +C2
(∫
Ω
|∇ϕλ|ϕλ +
∫
Ω
|∇ψλ|ψλ
)
. (3.3)
On the other hand, for each η > 0, λ > 0, and u ∈ {ϕλ,ψλ},
u|∇u| = ηu |∇u|
η
 η
2
2
u2 + 1
2η2
|∇u|2, (3.4)
and, hence, substituting these inequalities in (3.3) shows that
μ1
∫
Ω
|∇ϕλ|2 +μ2
∫
Ω
|∇ψλ|2  C1 +C2 η
2
2
+ C2
2η2
∫
Ω
(|∇ϕλ|2 + |∇ψλ|2). (3.5)
By choosing any η such that
min{μ1,μ2} > C22η2 ,
it becomes apparent that (3.5) concludes the proof of the lemma. 
Let {λn}n1 be any increasing unbounded sequence, i.e., such that 0 < λn < λm if n <m and
lim λn = ∞.
n→∞
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∫
Ω
(
ϕ2λn +ψ2λn
)= 1, (3.6)
and, owing to Lemma 3.1, {(ϕλn,ψλn)}n1 is bounded in
X := H 10 (Ω)×H 10 (Ω).
As the imbedding
H 10 (Ω) ↪→ L2(Ω)
is compact, there exists a subsequence of {λn}n1, again labelled by n, and ϕω,ψω ∈ L2(Ω)
such that
lim
n→∞
∥∥(ϕλn,ψλn)− (ϕω,ψω)∥∥Y = 0, Y := L2(Ω)×L2(Ω).
Next, we will prove that {(ϕλn,ψλn)}n1 is actually a Cauchy sequence in X. This implies
(ϕω,ψω) ∈ X and
lim
n→∞
∥∥(ϕλn,ψλn)− (ϕω,ψω)∥∥X = 0. (3.7)
Fix n <m, and set
Dn,m := μ1
∫
Ω
∣∣∇(ϕλn − ϕλm)∣∣2 +μ2
∫
Ω
∣∣∇(ψλn −ψλm)∣∣2. (3.8)
According to (1.3),
Dn,m 
N∑
i,j=1
∫
Ω
α[ij,1]Di(ϕλn − ϕλm)Dj (ϕλn − ϕλm)
+
N∑
i,j=1
∫
Ω
α[ij,2]Di(ψλn −ψλm)Dj (ψλn −ψλm)
=
N∑
i,j=1
∫
Ω
α[ij,1]{DiϕλnDjϕλn +DiϕλmDjϕλm − 2DiϕλnDjϕλm}
+
N∑
i,j=1
∫
Ω
α[ij,2]{DiψλnDjψλn +DiψλmDjψλm − 2DiψλnDjψλm},
and, hence, integrating by parts in Ω , we are lead to
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N∑
i,j=1
∫
Ω
ϕλnDj (α[ij,1]Diϕλn)−
N∑
i,j=1
∫
Ω
ϕλmDj (α[ij,1]Diϕλm)
+ 2
N∑
i,j=1
∫
Ω
ϕλmDj (α[ij,1]Diϕλn)−
N∑
i,j=1
∫
Ω
ψλnDj (α[ij,2]Diψλn)
−
N∑
i,j=1
∫
Ω
ψλmDj (α[ij,2]Diψλm)+ 2
N∑
i,j=1
∫
Ω
ψλmDj (α[ij,2]Diψλn),
because, for any h 1,
ϕλh = ψλh = 0 on ∂Ω.
Now, note that this inequality can be equivalently written in the form
Dn,m 
∫
Ω
(
L1ϕλn −
N∑
i=1
a[i,1]Diϕλn − α[0,1]ϕλn
)
ϕλn
+
∫
Ω
(
L1ϕλm −
N∑
i=1
a[i,1]Diϕλm − α[0,1]ϕλm
)
ϕλm
− 2
∫
Ω
(
L1ϕλn −
N∑
i=1
a[i,1]Diϕλn − α[0,1]ϕλn
)
ϕλm
+
∫
Ω
(
L2ψλn −
N∑
i=1
a[i,2]Diψλn − α[0,2]ψλn
)
ψλn
+
∫
Ω
(
L2ψλm −
N∑
i=1
a[i,2]Diψλm − α[0,2]ψλm
)
ψλm
− 2
∫
Ω
(
L2ψλn −
N∑
i=1
a[i,2]Diψλn − α[0,2]ψλn
)
ψλm.
Consequently, by (3.1), we obtain that
Dn,m 
∫
Ω
(
σ(λn)ϕλn − λnaϕλn −
N∑
i=1
a[i,1]Diϕλn − α[0,1]ϕλn + bψλn
)
ϕλn
+
∫ (
σ(λm)ϕλm − λmaϕλm −
N∑
i=1
a[i,1]Diϕλm − α[0,1]ϕλm + bψλm
)
ϕλmΩ
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∫
Ω
(
σ(λn)ϕλn − λnaϕλn −
N∑
i=1
a[i,1]Diϕλn − α[0,1]ϕλn + bψλn
)
ϕλm
+
∫
Ω
(
σ(λn)ψλn − λndψλn −
N∑
i=1
a[i,2]Diψλn − α[0,2]ψλn + cϕλn
)
ψλn
+
∫
Ω
(
σ(λm)ψλm − λmdψλm −
N∑
i=1
a[i,2]Diψλm − α[0,2]ψλm + cϕλm
)
ψλm
− 2
∫
Ω
(
σ(λn)ψλn − λndψλn −
N∑
i=1
a[i,2]Diψλn − α[0,2]ψλn + cϕλn
)
ψλm.
Thus, rearranging terms, we are driven to the inequality
Dn,m  σ(λn)
∫
Ω
ϕλn(ϕλn − ϕλm)+ σ(λn)
∫
Ω
ψλn(ψλn −ψλm)
+ σ(λm)
∫
Ω
ϕλm(ϕλm − ϕλn)−
∫
Ω
α[0,1](ϕλn − ϕλm)2
+ σ(λm)
∫
Ω
ψλm(ψλm −ψλn)−
∫
Ω
α[0,2](ψλn −ψλm)2
+ (σ(λm)− σ(λn))
∫
Ω
ϕλnϕλm +
(
σ(λm)− σ(λn)
)∫
Ω
ψλnψλm
+
N∑
i=1
∫
Ω
a[i,1](ϕλm − ϕλn)Diϕλn +
N∑
i=1
∫
Ω
a[i,1]ϕλmDi(ϕλn − ϕλm)
+
N∑
i=1
∫
Ω
a[i,2](ψλm −ψλn)Diψλn +
N∑
i=1
∫
Ω
a[i,2]ψλmDi(ψλn −ψλm)
+
∫
Ω
(ϕλn − ϕλm)(bψλn − cψλm)+
∫
Ω
(ψλn −ψλm)(cϕλn − bϕλm)+Rn,m,
where we have denoted
Rn,m := −λn
∫
Ω
aϕ2λn − λm
∫
Ω
aϕ2λm + 2λn
∫
Ω
aϕλnϕλm
− λn
∫
dψ2λn − λm
∫
dψ2λm + 2λn
∫
dψλnψλm.Ω Ω Ω
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Rn,m = −λn
∫
Ω
a(ϕλn − ϕλm)2 + (λn − λm)
∫
Ω
aϕ2λm
− λn
∫
Ω
d(ψλn −ψλm)2 + (λn − λm)
∫
Ω
dψ2λm  0,
because, by construction, n < m implies λn < λm. Moreover, integrating by parts in Ω shows
that
N∑
i=1
∫
Ω
a[i,1]ϕλmDi(ϕλn − ϕλm) = −
N∑
i=1
∫
Ω
(ϕλn − ϕλm)Di(a[i,1]ϕλm),
N∑
i=1
∫
Ω
a[i,2]ψλmDi(ψλn −ψλm) = −
N∑
i=1
∫
Ω
(ψλn −ψλm)Di(a[i,1]ψλm).
Therefore,
Dn,m  σ(λn)
∫
Ω
ϕλn(ϕλn − ϕλm)+ σ(λn)
∫
Ω
ψλn(ψλn −ψλm)
+ σ(λm)
∫
Ω
ϕλm(ϕλm − ϕλn)−
∫
Ω
α[0,1](ϕλn − ϕλm)2
+ σ(λm)
∫
Ω
ψλm(ψλm −ψλn)−
∫
Ω
α[0,2](ψλn −ψλm)2
+ (σ(λm)− σ(λn))
∫
Ω
ϕλnϕλm +
(
σ(λm)− σ(λn)
)∫
Ω
ψλnψλm
+
N∑
i=1
∫
Ω
a[i,1](ϕλm − ϕλn)Diϕλn −
N∑
i=1
∫
Ω
(ϕλn − ϕλm)Di(a[i,1]ϕλm)
+
N∑
i=1
∫
Ω
a[i,2](ψλm −ψλn)Diψλn −
N∑
i=1
∫
Ω
(ψλn −ψλm)Di(a[i,2]ψλm)
+
∫
Ω
(ϕλn − ϕλm)(bψλn − cψλm)+
∫
Ω
(ψλn −ψλm)(cϕλn − bϕλm). (3.9)
According to (3.6), it follows from Hölder inequality that
∣∣∣∣
∫
ϕλn(ϕλn − ϕλm)+
∫
ψλn(ψλn −ψλm)
∣∣∣∣ ∥∥(ϕλn,ψλn)− (ϕλm,ψλm)∥∥Y ,Ω Ω
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∫
Ω
ϕλm(ϕλm − ϕλn)+
∫
Ω
ψλm(ψλm −ψλn)
∣∣∣∣ ∥∥(ϕλm,ψλm)− (ϕλn,ψλn)∥∥Y ,
where we are denoting Y := L2(Ω)×L2(Ω). Moreover,
−
∫
Ω
α[0,1](ϕλn − ϕλm)2 − inf
Ω
α[0,1]‖ϕλn − ϕλm‖2L2(Ω),
−
∫
Ω
α[0,2](ψλn −ψλm)2 − inf
Ω
α[0,2]‖ψλn −ψλm‖2L2(Ω),
∣∣∣∣[σ(λm)− σ(λn)]
∫
Ω
(ϕλnϕλm +ψλnψλm)
∣∣∣∣ 2∣∣σ(λm)− σ(λn)∣∣,
and, making use of (3.2), we find from Hölder inequality and Lemma 3.1 that
∣∣∣∣∣
N∑
i=1
∫
Ω
a[i,1](ϕλm − ϕλn)Diϕλn
∣∣∣∣∣=
∣∣∣∣
∫
Ω
〈a1,∇ϕλn〉(ϕλm − ϕλn)
∣∣∣∣
 C1
∫
Ω
|∇ϕλn ||ϕλm − ϕλn | C2‖ϕλm − ϕλn‖L2(Ω),
for some positive constants C1 > 0 and C2 > 0, whose explicit knowledge is not important here.
Similarly, there exist constants C3 > 0, . . . ,C7 > 0, such that∣∣∣∣∣
N∑
i=1
∫
Ω
a[i,2](ψλm −ψλn)Diψλn
∣∣∣∣∣ C3‖ψλm −ψλn‖L2(Ω),
∣∣∣∣∣
N∑
i=1
∫
Ω
(ϕλn − ϕλm)Di
(
a[i,1]ϕλm
)∣∣∣∣∣C4‖ϕλm − ϕλn‖L2(Ω),
∣∣∣∣∣
N∑
i=1
∫
Ω
(ψλn −ψλm)Di(a[i,2]ψλm)
∣∣∣∣∣ C5‖ψλm −ψλn‖L2(Ω),
∣∣∣∣
∫
Ω
(ϕλn − ϕλm)(bψλn − cψλm)
∣∣∣∣C6‖ϕλm − ϕλn‖L2(Ω),
∣∣∣∣
∫
Ω
(ψλn −ψλm)(cϕλn − bϕλm)
∣∣∣∣ C7‖ψλn −ψλm‖L2(Ω).
Thus, substituting these inequalities into (3.9) and using (2.5), we find that there exists C8 > 0
such that
Dn,m  C8
(‖ϕλm − ϕλn‖L2(Ω) + ‖ψλm −ψλn‖L2(Ω))+ 2∣∣σ(λm)− σ(λn)∣∣. (3.10)
1108 P. Álvarez Caudevilla, J. López-Gómez / J. Differential Equations 244 (2008) 1093–1113Consequently, from (3.8) and (3.10) it becomes apparent that there exists a constant C = C(η) > 0
such that ∫
Ω
∣∣∇(ϕλn − ϕλm)∣∣2 +
∫
Ω
∣∣∇(ψλn −ψλm)∣∣2  C∣∣σ(λm)− σ(λn)∣∣
+C(‖ϕλm − ϕλn‖L2(Ω) + ‖ψλm −ψλn‖L2(Ω)).
This shows that indeed {(ϕλn,ψλn)}n1 is a Cauchy sequence in X. Therefore, (3.7) holds. Note
that, taking limits, we also find that
(ϕω,ψω) (0,0) and
∫
Ω
(
ϕ2ω +ψ2ω
)= 1. (3.11)
Next, we will show that
(ϕω,ψω) = (0,0) in Ω+ = Ωa+ ∪Ωd+. (3.12)
According to the proof of Lemma 3.1, we already know that, for every n 1,
N∑
i,j=1
∫
Ω
α[ij,1]DiϕλnDjϕλn +
N∑
i,j=1
∫
Ω
α[ij,2]DiψλnDjψλn +
N∑
i=1
∫
Ω
a[i,1]ϕλnDiϕλn
+
N∑
i=1
∫
Ω
a[i,2]ψλnDiψλn +
∫
Ω
α[0,1]ϕ2λn +
∫
Ω
α[0,2]ψ2λn
= −λn
(∫
Ω
aϕ2λn +
∫
Ω
dψ2λn
)
+
∫
Ω
(b + c)ϕλnψλn + σ(λn).
According to (3.7) and Corollary 2.3, taking limits as n → ∞ in this identity, the theorem of
dominated convergence of Lebesgue makes sure that
lim
n→∞
∫
Ω
(
aϕ2λn + dψ2λn
)= 0,
for as λn → ∞ as n → ∞. On the other hand, by Hölder inequality, it follows from (3.6) and
(3.11) that∣∣∣∣
∫
Ω
aϕ2λn −
∫
Ω
aϕ2ω
∣∣∣∣
∫
Ω
a(ϕλn + ϕω)|ϕλn − ϕω|
max
Ω¯
a · ‖ϕλn − ϕω‖L2(Ω)
(∫
Ω
ϕ2λn +
∫
Ω
ϕ2ω + 2
∫
Ω
ϕλnϕω
)1/2
 2 maxa · ‖ϕλn − ϕω‖L2(Ω).
Ω¯
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∫
Ω
dψ2λn −
∫
Ω
dψ2ω
∣∣∣∣ 2 max
Ω¯
d · ‖ψλn −ψω‖L2(Ω).
Therefore, ∫
Ω
(
aϕ2ω + dψ2ω
)= 0,
which concludes the proof of (3.12). Next, we show that (3.12) implies that
(ϕω,ψω)|Ω0,k ∈ H 10 (Ω0,k)×H 10 (Ω0,k), k ∈ {1,2}. (3.13)
Indeed, for each k ∈ {1,2} and sufficiently small δ > 0, consider the open set
Ωδ,k :=
{
x ∈ Ω: dist(x, ∂Ω0,k) < δ
}
.
According to (3.12),
(ϕω,ψω)|Ωδ,k ∈ H 10 (Ωδ,k)×H 10 (Ωδ,k), k ∈ {1,2},
and, hence, there exists δ0 > 0 such that
(ϕω,ψω) ∈
⋂
0<δ<δ0
(
H 10 (Ωδ,k)×H 10 (Ωδ,k)
)
, k ∈ {1,2}.
On the other hand, since Ω0,1 and Ω0,2 are smooth subdomains of Ω , they are stable in the sense
of Babuska and Výborný [4] (cf. López-Gómez [11]) and, therefore,
H 10 (Ω0,k)×H 10 (Ω0,k) =
⋂
0<δ<δ0
(
H 10 (Ωδ,k)×H 10 (Ωδ,k)
)
, k ∈ {1,2},
which concludes the proof of (3.13).
Subsequently, we pick k ∈ {1,2} and a test function
(ξ1, ξ2) ∈ C∞0 (Ω0,k)× C∞0 (Ω0,k).
Particularizing (3.1) at λ = λn, n 1, multiplying the first equation by ξ1, the second one by ξ2,
and integrating the resulting identities in Ω gives rise to
N∑
i,j=1
∫
Ω0,k
α[ij,1]Diξ1Djϕλn +
N∑
i=1
∫
Ω0,k
a[i,1]ξ1Diϕλn +
∫
Ω0,k
α[0,1]ϕλnξ1
=
∫
Ω
bψλnξ1 + σ(λn)
∫
Ω
ξ1ϕλn,0,k 0,k
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i,j=1
∫
Ω0,k
α[ij,2]Diξ2Djψλn +
N∑
i=1
∫
Ω0,k
a[i,2]ξ2Diψλn +
∫
Ω0,k
α[0,2]ψλnξ2
=
∫
Ω0,k
cϕλnξ2 + σ(λn)
∫
Ω0,k
ξ2ψλn.
Consequently, passing to the limit as n → ∞, it is apparent that (ϕω,ψω)|Ω0,k provides us with
a weak solution of the problem
S0
(
ϕ
ψ
)
= 
(
ϕ
ψ
)
in Ω0,k, (ϕ,ψ) = (0,0) on ∂Ω0,k, (3.14)
where  is given through (2.5) and
S0 :=
(
L1 −b
−c L2
)
.
By elliptic regularity, it is easy to realize that
(ϕω,ψω)|Ω0,k ∈ C2,ν(Ω¯0,k)× C2,ν(Ω¯0,k), k ∈ {1,2},
is a classical solution of (3.14). Note that, owing to (3.11),
(ϕω,ψω) > (0,0) in Ω0,1 ∪Ω0,2.
Moreover, for each k ∈ {1,2}, either ϕω = ψω = 0 in Ω0,k , or else ϕω > 0 and ψω > 0 in Ω0,k .
Indeed, if, for instance, ϕω = 0 in Ω0,k , then bψω = 0 in Ω0,k , which implies ψω = 0. Similarly,
ϕω = 0 in Ω0,k if ψω = 0 therein. Therefore, according to (1.6), we conclude from Theorem 2.1
and Corollary 2.3 that
(ϕω,ψω) = (0,0) in Ω0,2,  = σ1[S0;Ω0,1],
and
(ϕω,ψω)  (0,0) in Ω0,1.
This concludes the proof of Theorem 1.1.
4. Lower estimates of σ1[S0;Ω] as |Ω| ↓ 0
Throughout this section, for a given subdomain D of Ω , |D| stands for the Lebesgue measure
of D. The following result guarantees that (1.6) holds if |Ω0,2| is sufficiently small; it is the main
result of this section; it extends to [11, Theorem 5.1].
Theorem 4.1. Let S denote the operator matrix defined in (1.5), and S0 := S(0,0). Then, for
sufficiently small |Ω|,
σ1[S0;Ω] μΣ |B1| 2N |Ω|− 2N − α
√
2Σ |B1| 1N |Ω|− 1N − β, (4.1)
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Σ := σ1[−;B1], μ := min{μ1,μ2}/2, α := max
{‖a1‖∞,‖a2‖∞}/2,
and
β = 1
2
(∣∣∣min
Ω¯
α[0,1]
∣∣∣+ ∣∣∣min
Ω¯
α[0,2]
∣∣∣+ max
Ω¯
b + max
Ω¯
c
)
.
In particular,
lim|Ω|→0σ1[S0;Ω] = ∞.
Proof. Let (ϕ,ψ) denote the principal eigenfunction associated to σ1[S0;Ω], normalized so that
∫
Ω
(
ϕ2 +ψ2)= 1. (4.2)
Then,
L1ϕ = bψ + σ1[S0;Ω]ϕ
and, hence,
∫
Ω
ϕL1ϕ =
∫
Ω
bψϕ + σ1[S0;Ω]
∫
Ω
ϕ2
max
Ω¯
b
(∫
Ω
ψ2
)1/2(∫
Ω
ϕ2
)1/2
+ σ1[S0;Ω]
∫
Ω
ϕ2
max
Ω¯
b + σ1[S0;Ω].
Consequently,
σ1[S0;Ω]
∫
Ω
ϕL1ϕ − max
Ω¯
b
=
N∑
i,j=1
∫
Ω
α[ij,1]DiϕDjϕ +
N∑
i=1
∫
Ω
a[i,1]ϕDiϕ +
∫
Ω
α[0,1]ϕ2 − max
Ω¯
b
 μ1
∫
|∇ϕ|2 +
∫
ϕ〈a1,∇ϕ〉 −
∣∣∣min
Ω¯
α[0,1]
∣∣∣− max
Ω¯
b,Ω Ω
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∣∣∣∣
∫
Ω
ϕ〈a1,∇ϕ〉
∣∣∣∣ ‖a1‖∞
∫
Ω
ϕ|∇ϕ| ‖a1‖∞‖∇ϕ‖L2(Ω),
because ‖ϕ‖L2(Ω)  1. Thus,
σ1[S0;Ω] μ1
∫
Ω
|∇ϕ|2 − ‖a1‖∞
(∫
Ω
|∇ϕ|2
)1/2
−
∣∣∣min
Ω¯
α[0,1]
∣∣∣− max
Ω¯
b.
Similarly, it follows from
L2ψ = cϕ + σ1[S0;Ω]ψ
that
σ1[S0;Ω] μ2
∫
Ω
|∇ψ |2 − ‖a2‖∞
(∫
Ω
|∇ψ |2
)1/2
−
∣∣∣min
Ω¯
α[0,2]
∣∣∣− max
Ω¯
c.
Consequently, adding up these two inequalities shows that
σ1[S0;Ω] μ
(∫
Ω
|∇ϕ|2 +
∫
Ω
|∇ψ |2
)
− α
[(∫
Ω
|∇ϕ|2
) 1
2 +
(∫
Ω
|∇ψ |2
) 1
2
]
− β.
On the other hand, the following estimate
√
x2 + y2  x + y √2
√
x2 + y2, x  0, y  0,
implies that
(∫
Ω
|∇ϕ|2
) 1
2 +
(∫
Ω
|∇ψ |2
) 1
2

√
2
(∫
Ω
|∇ϕ|2 +
∫
Ω
|∇ψ |2
) 1
2
and, hence,
σ1[S0;Ω] μ
(∫
Ω
|∇ϕ|2 +
∫
Ω
|∇ψ |2
)
− α√2
(∫
Ω
|∇ϕ|2 +
∫
Ω
|∇ψ |2
) 1
2 − β
=
(∫
|∇ϕ|2 +
∫
|∇ψ |2
) 1
2
[
μ
(∫
|∇ϕ|2 +
∫
|∇ψ |2
) 1
2 − α√2
]
− β.Ω Ω Ω Ω
P. Álvarez Caudevilla, J. López-Gómez / J. Differential Equations 244 (2008) 1093–1113 1113According to (4.2), by the variational characterization of σ1[−;Ω], we have that∫
Ω
|∇ϕ|2 +
∫
Ω
|∇ψ |2  σ1[−;Ω]
(∫
Ω
ϕ2 +
∫
Ω
ψ2
)
= σ1[−;Ω].
Moreover, by a well-known inequality of Faber [6] and Krahn [9] (see [11, p. 280]), it is well
known that
σ1[−;Ω]Σ |B1| 2N |Ω|− 2N .
Therefore, for sufficiently small |Ω|, (4.1) holds. This concludes the proof. 
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