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Abstract
The problem of numerical association rule mining has been discussed by pre-
vious researchers. They conducted by some approaches such as discretization,
distribution, and optimization. This reasearch focuses to study about opti-
mization approach, specifically to develop the particle swarm optimization
(PSO) method.
Regarding several references that the implementation of PSO for solving
the numerical association rule mining (ARM) problem has some weakness.
Among of them is premature to search the optimal solution because it traps
in local solution. This research proposed a method to overcome that prob-
lem by combining PSO method with Cauchy distribution (PARCD method).
The objective functions which used are support, confidence, comprehensibil-
ity, interestingness, and amplitude. The main purpose is to develop PSO
method in numerical ARM problem and to design, implement, and evalu-
ate the method for bioelectric potential data set. The result showed that
PARCD method has promise result.
Furthermore, another problem is the accuracy for estimating the human
position around plant of bioelectric potential. The previous researches have
been conducted by using some methods, such as decision tree (J48), multi
layer perceptron (MLP), deep learning (CNN), and etc. Those accuracy
methods still under 60%. Therefore, we proposed the different approach
using association analysis method.
After we got the best rules using association analysis method, we did
matching process to calculate how many numbers of rules which precise.
Finally, we got the best number for estimating the human position with the
accuracy is around 75%. Moreover, we proposed another method by using
time series approach. And then, we got the best model is seasonal ARIMA
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In Japan, the aging society is the very big problem. In 2014, a publication
of the aging society published by the Japanese cabinet office, announced in
October 2010 and October 2013 which there are 23% and 25.1% of the elderly
population respectively [1]. Their average age is more than 65 years. This
condition is the highest proportion in the world [1], [2].
Based on the research of Nomura et al [1], the condition of the elderly is
mapped into two groups: the elderly who live with their families and who
live alone. Based on data from samples taken in one of the major provinces
in Japan, Kyoto, mention that the number of the second group in 1990 are
43.416 (13.3%) then in 2010 has increased by 110.366 (18.2%).
These conditions lead to various problems one of which is the death that
do not known by others, whether caused by accidents in their home or other
factors such as murder. Based on the same research, the deaths caused by
accidents in the home because it was not helped as much as 12.5% [1].
This reality makes the increasing demand of indoor monitoring. One of
the measures being initiated is to examine the installation of CCTV cam-
eras. This camera can monitor that accidents and immediately helped by
a neighbor or an authorized officer. However, this solution does not accept
because of privacy concerns. Moreover, the use of infrared sensors tested to
solve this problem. Despite of the results were pretty good but it is high
cost because it requires many sensor cells [3]. Then, the other solutions have
been tried by using the sense of odor but the results are not so good because
there are much noisy when the data records [3]. Regarding this problem, we
proposed a solution which by using bioelectric potential sensor. This is able
to be used for detecting human behavior and friendly to use in private area.
In addition, the cost is achievable.
1
1.1 Monitoring by Bioelectric Potential of Plant
Plant of bioelectric potential generates a low electrical signal because of the
plant activities such as photosynthesis and transpiration. Furthermore, the
electrical signal will change because of environmental factors such as temper-
ature, humidity and human behavior. The use of bioelectric potential plant
could be the solution for monitoring human activities in private area like
bath room or bed room. Moreover, it is low cost and it could be a healing
media because it produces an oxygen to reduce stress and gives feeling fresh
[3], [4], [5], [6], [7].
Based on research Hirobayashi et al [8], states that human activities like
stepping around the plants produce a strong correlation with changes the
signal by using plant bio-electrical potential. Another study conducted by
Nomura et al [4], Shimbo et al [9], explaining that human behavior such as
moving, walking, communicating and opening the door can be distinguished
using bio electric potential. Furthermore, research conducted by Jin et al [3],
utilizing bio electric potential plant to determine the distance of human to
the plant by using Artificial Neural Network (ANN). Furthermore, Nambo et
al [5]; [6], [7], conducted research to determine the location of one’s position
around plant of bioelectric potential. They were using method of classifica-
tion, J48 algorithm, multi-layer perceptron (MLP) and deep learning method
such as CNN (Convolutional Neural Network).
1.1.1 Measurement of Potential
Plant type of this experiment is photos which its leaves are put on two
electrodes (figure 1.1). To perform measurements is using a data logger.
Specification of data logger used is GRAPHTEC GL400-4. It measures the
low voltage at an average altitude of sampling, 500 Hz. When there is a
human activity like walking, the signal is responding on data logger and
then the signal results are stored on a PC in real time via the local network
(figure 1.2).
1.1.2 The example of signal from Bioelectric Potential
of Plant
Figure 1.3 and 1.4 show the output of bioelectric potential plant based on
the person existance. In figure 1.3 shows data logger output when no person
around the plant and in figure 1.4 when there is a human activity.
The respond of bioelectric potential plant is different, depend on the dis-
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Figure 1.1: Experimental design
Figure 1.2: The measurement process
tance. Response is stronger when a person is more near the plant. We can
see the differentiation of response signal like the figures 1.5 to 1.6 below [3]:
Therefore, the response of bioelectric potential is proportional to distance.
Base on the experiment if the distance is near so the response is stronger and
conversely, if the distance is far (Fig. 1.7) so the response is weaker. In
addition, this property can be used for human sensor based on distance [3].
1.2 Research Question (RQ) and Thesis Out-
line
The discussion of Bioelectric Potential of plant has been conducted by some
researchers, such as Nomura et al [4], and Shimbo et al [9]. They have been
3
Figure 1.3: A plant bioelectric potential when no one is near the plant
Figure 1.4: A plant bioelectric potential when a person is stepping near the
plant
studied about the implementation of bioelectric potential of plant for detect-
ing human behavior such as moving, walking, jumping, and opening the door.
They successfully distinguished those human behavior using bioelectric po-
tential of plant. Furthermore, the successfully research which has conducted
by Jin et al [3] about utilizing bioelectric potential of plant to determine the
distance of human to the plant by using Artificial Neural Network (ANN). In
addition, Nambo et al [5] [6], [7] have been conducted research to determine
the location of resident’s position around plant of bioelectric potential. They
were using method of classification, J48 algorithm, multi-layer perceptron
(MLP) and deep learning method such as CNN (Convolutional Neural Net-
work). The main problem of this research is how to obtain the best accuracy
for solving all cases. Especially, the accuracy to estimate human position
around the bioelectric potential of plant. In this research, we propose a state
of the art for estimating human position from bioelectric potential data set
using association analysis approach. We studied PSO which is developed by
combining with Cauchy distribution. Furthermore, we also conducted re-
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Figure 1.5: When the distance is 0.5 m
Figure 1.6: When the distance is 1 m
search using other approach, time series method, as a research comparison.
Therefore, we formulate the following main question to be answered in this
thesis.
Main RQ: How can we design, implement and evaluate the best accuracy
for estimating human position using bioelectric potential of plant by some
approaches. Such as association analysis and time series approaches.
In order to answer this question, we need to address two main approaches.
First, we need to understand about the development of association analy-
sis for numerical data using benchmark data set by combination PSO and
Cauchy distribution (PARCD) method. After that, we discuss the imple-
mentation of association analysis approach for determining human position
using bioelectric potential plant. Second, we perform another approach using
statistical approach, time series model.
5
Figure 1.7: When the distance is 1.5 m
1.2.1 Part I. Bioelectric potential of plant for estimat-
ing human position using association analysis ap-
proach
In this part, we study about association analysis and the optimization using
combination PSO and Cauchy distribution (PARCD) method. After that,
the optimized method is used to determine the position of resident near bio-
electric potential of plant. This part is started from Chapter 2, we look at
how the concept of combination of evolutionary algorithm method for solving
numerical association rule problem by benchmarking dataset. In section 2.2,
we look at how the time complexity of A priori and evolutionary algorithm
for numerical Association Rule Mining Optimization. In Section 2.4.3, We
extract the rule of combination PSO and Cauchy distribution. In Section
2.4.5, We compare the result of optimization improvement of numerical as-
sociation rule Mining, PARCD method to other methods. In Chapter 3. We
implement the association analysis approach which optimized by PSO to de-
termine human position on bioelectric potential dataset (MOPAR) method.
RQ1. How is the Association analysis approach which is optimized using
combination evolutionary algorithm in benchmark data set?
RQ2. How is the computational complexity of conventional a priori and
evolutionary method?
RQ3. How is to extract the rule determination of proposed method?
RQ4. How does the comparison of PARCD method result with other meth-
ods?
RQ5. How is the implementation of association analysis method to overcome
bioelectric potential of plant dataset for determining human location?
6
1.2.2 Part II. Bioelectric potential of plant for deter-
mining human position using time series approach
In part II, we analyze the bioelectric potential of plant for determining hu-
man position using time series approach. In this part II starts from chapter
4, we construct the auto regressive (AR) model which is optimized with grid
search method. In chapter 5, we compare the result of conventional AR,
optimized AR, and MA model. In chapter 6, we build the seasonal ARIMA
model using bioelectric potential dataset. In chapter 7, we use AR model
to estimate the human position using bioelectric botential dataset. These
chapters are centered around the following question:
RQ6. How is to build optimized AR model using benchmark dataset?
RQ7. How does the comparison result for AR, optimized AR, MA, and sea-
sonal ARIMA model using bioelectric potential Dataset?
RQ8. How is to use AR model to estimate the human position using bio-
electric potential dataset
1.3 Guide for The reader
This thesis is a collection of published papers, either from international con-
ference papers or international journal papers. Each chapter is a paper that
can be read independently from the other chapters. This means that when
reading the thesis as a whole, some repetition is unavoidable. However, since
most chapters cover different topics the redundancy is not large. Therefore,
in order to serve the readers that will not read the entire thesis, we have
chosen to edit the chapters as little as possible.
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Part I








Mining by Hybrid PSO and
Cauchy Distribution Approach
2.1 Introduction
The ARM or association analysis method is used to find associations or re-
lationships between variables, which often arise simultaneously in a dataset
[10]. In other words, association analysis builds a rule for several variables in
a dataset that can be distinguished as an antecedent or a consequent. The
Apriori and Frequent Pattern (FP) growth methods are widely employed in
association analysis. These methods are suitable for categorical or binary
data, such as gender data, i.e., males can be represented by 0 and females
by 1 [11]. Furthermore, if the data are numeric, such as age, weight or
length, these methods process the data by transforming numerical data into
categorical data (i.e., a discretization process). This transformation process
requires more time and can miss a significant amount of important infor-
mation because data transformation does not maintain the main meaning of
the original data [12], [13], [14]. For example, if age data represents a 35
years old and is transformed to 1, this obscures the original meaning of the
age information. In addition, both methods require manual intervention to
determine the minimum support (attribute coverage) and confidence (accu-
racy) values. Note that this step is subjective in some cases; thus, the results
will not be optimal [15], [16].
To resolve this problem, some researchers have proposed solutions that
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employ optimization approaches, e.g., particle swarm optimization (PSO)
[13], [17], fuzzzy logic [18] and [19], and genetic algorithm (GA) [12] and
[16]. Regarding of the PSO approach which has multiple objective functions
for solving association analysis of numerical data without a discretization
process. This research produced the better result than other previous opti-
mization methods. It has optimum value automatically without determining
the minimum support and minimum confidence. However, this method can
also become trapped in local optima. When iterations are complete and the
number of iterations tends toward infinity, the velocity value of a particle
approaches 0 (the weight value of the velocity function is between 0 and 1).
Therefore, the search is terminated because the PSO method can not find
the optimal value when the velocity value is 0. Thus, PSO often fails to seek
the overall optimal value [15], [16].
We proposed a method that can address the premature searching and
the limitations of traditional methods that it does not use a discretization
process. In other word, the original data are processed directly using the
concept of the Michigan or Pittsburgh approaches. Furthermore, support and
confidence threshold values are determined automatically using the Pareto
optimality concept. One solution to this problem is by combining PSO with
the Cauchy distribution. This combination increases the size of the search
space and is expected to produce a better optimal value. Yao et al (1999)
reported that combining a function with the Cauchy distribution will result
in a wider coverage area; thus, when the Cauchy distribution is combined
with the function of the PSO method, the optimal value will increase [20].
Therefore, the purpose of this study is to find the optimal value of the
numerical data in association analysis problems by combining PSO with the
Cauchy distribution (PARCD). Furthermore, we determine the value of sev-
eral objective functions such as support, confidence, comprehensibility, in-
terestingness, and amplitude, as a parameter to evaluate the performance of
the proposed method.
Problem solving in numerical data association analysis is generally per-
formed using several approaches, including discretization, distribution and
optimization. That the discretization is performed using partitioning and
combining, clustering [19], and fuzzy [18] methods, and the optimization
approach is solved using the optimized association rule [14], differential evo-
lution [21], GA [12], [16], and PSO [13], [17] (Fig. 2.1).
We focus to solve the problem of association analysis of numerical data by
optimization. The previous research from optimization approach is known
as the GAR method. It has been attempted to find the optimal item set
with the best support value without using a discretization process [14]. And
then, the differential evolution optimization approach includes the genera-
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Figure 2.1: Numeric Association Analysis Rule Mining
tion of the initial population, as well as mutation, crossover and selection
operations. The multi-objective functions are optimized using the Pareto
optimality theory. This method is known as MODENAR [21]. Furthermore,
a study of numerical association rule mining using the genetic algorithm ap-
proach (ARMGA). It successfully solved association analysis of numerical
data problems without determining the values of the minimum support or
minimum confidence manually. In addition, this method can extract the best
rule that has the best relationship between the support and confidence val-
ues [16]. Another study of GA approach has been used MOGAR method.
It presented that using MOGAR method was faster than using conventional
methods, such as Apriori and FP-growth algorithms, because the time com-
plexity of the MOGAR method tends to be simpler, and follows quadratic
distribution. On the other hand, the Apriori algorithm follows an exponential
distribution, which requires more time for computation [12].
Next, the optimization method has been used PSO for solving numeri-
cal ARM problem. Some authors who performed PSO method such as they
used ARM to investigate the association of frequent and repeated dysfunction
in the production process. The result obtained a faster and more effective
optimization employed PSO, which resulted in a faster and more effective
optimization process than the other optimization methods [22]. In addi-
tion, the PSO approach was used to improved the computational efficiency
of ARM problems such that appropriate support and confidence values could
be determined automatically [23]. In 2012, the development of PSO for ARM
problems was performed by weighting the item set. This weighting is very
important for very large data because such data often contain important in-
formation that appears infrequently. For example, in medical data, if there is
a rule {stiff neck, fever, aversion to light} → {meningitis} that rarely appears
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but this rule is very important because in fact this condition is often happen
[24]. In 2013, Sarath and Ravi introduced binary PSO (BPSO) to generate
association rules in a transaction database. This method is similar to the
Apriori and FP growth algorithms; however, BPSO can determine optimum
rules without specifying the minimum support and confidence values [25]. In
2014, Beiranvand et al. studied numerical data association analysis using the
PSO method. They stated that the employed method could effectively ana-
lyze numerical data association analysis problems without using a discretiza-
tion process. This research employs four objective functions, i.e., support,
confidence, comprehensibility and interestingness. This method is referred
to as MOPAR [13]. In 2014, Indira and Kanmani conducted research using
a PSO approach; however, they attempted to improve results and analysis
time using an adaptive parameter determination process to determine various
parameters, such the constant and weight value in a velocity equation. They
developed the Apriori algorithm using a PSO approach (APSO), and the
results demonstrated that this approach was faster and better compared to
using only an Apriori method [17]. In addition, the combination of PSO and
GSA has been conducted for solving optimal reactive power dispatch prob-
lem in power system. The problem has succesfully accomplished on basis of
efficient and reliable technique. And then, the result were found satisfactorily
to a large extent that of reported earlier [26]. Verma and Lakhwani exam-
ined ARM problems by combining PSO and a GA. The results showed better
accuracy and consistency compared to individual PSO or a GA method [27].
There are many developments of PSO method. i.e. the papers about the
hybrid method. One of hybrid methods is the hybrid PSO with the Cauchy
distribution [28]. This method provides better results compared to using
only PSO. In 2011, this combined method was retested for SVM parameter
selection [29], [30], [31]. The combined approach was also used to improve
performance weaknesses in a process to identify a watermark image based on
discrete cosine transform (DCT). The results demonstrated that combining
PSO with the Cauchy distribution outperforms the compared method [32]. In
2014, an empirical study demonstrated that combining PSO with the Cauchy
distribution provided. The results show that the use of PSO with Cauchy
distribution higher than using only PSO [33].
To the best of our knowledge, combining PSO with the Cauchy distri-
bution has not been applied to ARM problems that involve numerical data.
This research has important contribution for optimization approach of nu-
merical ARM problem.
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2.2 Time Complexity of A priori and Evolu-
tionary Algorithm
Nowadays the numerical association rule mining problem is an interesting
topic that has been studied using various approaches. Among these are con-
ventional methods like Apriori and FP growth [10], [34], [11], discretization
approaches like partitioning and combining, clustering and fuzzy [35], [36],
by optimization methods like Genetic Algorithms (GA), differential evolution
and Particle Swarm Optimization (PSO) [18], [19].
The PSO method is one of the evolutionary algorithms used for solving
the ARM problem [13]. However, this method has the drawback that it may
become trapped in local optima when the number of iterations goes to infinite
then the particle velocity tends to 0. As such, the PSO does not have the
capability to search for the optimal solution [37]. This weakness has been
solved by combining PSO with Cauchy distribution [38]. This combination
can do the searching process faster than traditional methods.
2.2.1 Discussion of Time Complexity
There are some factors which influence to the time complexity of an a priori
algorithm. These are the minimum support threshold, the number of items,
the number of transactions, the average transaction width, the generation
of frequent 1-itemsets, candidate generation and support counting. These
factors will be explained in details below: [39]
Minimum Support Threshold
The minimum support threshold often results in more item sets being
declared as frequent. This has an adverse effect on the computational com-
plexity of the algorithm because more candidate item sets must be generated
and counted. The maximum size of frequent item sets also tends to increase
with minimum support thresholds. Accordingly, as the maximum size of the
frequent item sets increases, the algorithm will need to make more passes
over the data set [39].
Number of Items (Dimensionality)
As the number of items increases, more space will be needed to store
the support counts of items. If the number of frequent items also grows
with the dimensionality of the data, the computation and I/O costs will
increase because of the larger number of candidate item sets generated by
the algorithm [39].
Number of transaction
Since the a priori algorithm makes repeated passes over the data set, the
13
run time increase exponentially with a larger number of transactions. But
to emphasize it is not a linear increase in processing time [39].
Average transaction width
For dense data sets, the average transaction width can be large. This
affects the complexity of the a priori algorithm in two ways. First, the max-
imum size of frequent item sets tends to increase as the average transaction
width increases. As a result, more candidate item sets must be examined
during candidate generation and support counting. Second, as the transac-
tion width increases, more item sets are contained in the transaction. This
will increase the number of hash tree traversals performed during support
counting [39].
Generation of frequent 1-item sets
For each transaction, we need to update the support count for every
item present in the transaction. Assuming that w is the average transaction
width, this operation requires O(Nw) time, where N is the total number of
transactions [39].
Candidate generation
To generate candidate k item sets, pairs of frequent (k− 1) item sets are
merged to determine whether they have at least (k − 2) items in common.
Each merging operation requires at most (k−2) equality comparisons. In the
best-case scenario, every merging step produces a viable candidate k item set.
In the worst-case scenario, the algorithm must merge every pair of frequent
(k − 1) item set found in the previous iteration [39].
Support counting





item sets of size k. This is also
the effective number of hash tree traversals performed for each transaction.









where ω is the maximum transaction width and k is the cost for updating
the support count of a candidate k-item set in the hash tree [39].
According to the previous researchers, apriori based algorithm based is
slow because increasing the number of attributes results in an exponential
increase of the running time. As depicted in equation 2.2, the computation
complexity of an a priori algorithm follows an exponential distribution. In
this equation, d is the number of attributes and N shows the number of
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transactions or records in a data set [13], [12].
TimeComplexity = O(FindingFrequentItemSets) +O(RuleGeneration)















= O(N ∗ d ∗ 2d) +O(3d − 2d+1 + 1)
= O(N ∗ d ∗ 2d) +O(3d)
= O(2d+1)
(2.2)
Because of the order of the time complexity is exponential, the a priori
algorithm runs slowly because as many as the number of attributes used
increases, the time complexity is longer.
On the other hand, the time complexity of evolutionary algorithms follows
a quadratic distribution O(n2). Because of the number of iteration is fixed
so that the complexity of the algorithm is equal to O(2d+1) or O(n2). Lobo
et al. and Oliveto et al. explained that it diminishes the relevance of a fixed
mutation operator as a means of introducing diversity in the population [40],
[41].
2.3 Research Method
2.3.1 The Particle Representation
The rules of numerical association rule mining by PARCD will be obtained
by the particle representation procedure. This study used Michigan method
which determine for every particle referring to one rule [13]. For wich the
data set will be extracted into ACN category, based on the lower and upper
bound value. Antecedent is pre- condition and consequent is conclusion for
describing a rule. The PARCD method can classify automatically the ACN
based on the optimal threshold in every rules. This concept can be showed
clearly by Table 2.1.
If the optimal procedure for one rule are 0 ≤ ACNi ≤ 0.33 for antecedent,
0.34 ≤ ACNi ≤ 0.66 for consequent and 0.67 ≤ ACNi ≤ 1.00 for none of
them. For instance, see table 2.2. The attribute A and B are the antecedent
and the attribute D is consequent. The attribute C is not appearing because
it not includes both of them. Therefore, the rule is AB → D.
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Table 2.1: The rule Extraction
Attribute 1 ...... Attribute n
ACNi LBi UBi ACNi LBi UBi
Table 2.2: Example of The rule Extraction
Attribute ACNi LBi UBi
A 0.32 2.4 6.7
B 0.14 1.7 27.8
C 0.71 0.23 135.1
D 0.66 0.11 78.9
2.3.2 Objective Design
This study uses multiple objective functions, i.e., support, confidence, com-
prehensibility, interestingness and amplitude. First, the support criterion de-
termines the ratio of transactions for item X to the total transaction (D), i.e.,
support(X) = X/D. Then, if A is the antecedent of the transaction dataset
as a pre-condition then C is consequence as the conclusion of a transaction
dataset. The support value if A then C (A → C) is computed as follows:
Support(A ∪ C) = | A ∪ C || D | (2.3)
where | A ∪ C | is the number of transaction which contain A and C.
The minimum support value is closely linked to the number of items cov-
ered to determine the referenced rule. If the threshold value is low, the sup-
port covers many items and vice versa. The support measurement is used to
determine the confidence measurement criteria, i.e., the criteria used to mea-
sure the quality or accuracy of the rule derived from the total transactions.
Such rules are often developed for each transaction to better demonstrate
quality or accuracy. [13]. Confidence can be expressed as follows,
Confidence(A ∪ C) = Support(A ∪ C)
Support(A)
(2.4)
However, these criteria are not guaranteed to produce appropriate rules.
Thus, for a given rule to be considered reliable and to provide overall cov-
erage, the result must also satisfy the comprehensibility and interestingness
criteria. Gosh and Nath (2004), stated that less number of attributes in
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antecedent component of a rule show that the rule is comprehensible. The
comprehensibility measurement criteria can be expressed as follows:
Comprehensibility(A ∪ C) = log(1+ | C |)
log(1+ | A ∪ C |) (2.5)
where | C | is the number of consequence item and | A ∪ C | is the rule
number of if A then C (A → C).
Next, the interestingness criteria are used to generate hidden information
by extracting some interesting rule or unique rule. This criterion is based on
the support value and is expressed as follows:









1− Supp(A ∪ C)| D |
] (2.6)
The right side of Eq. 2.6 consists of three components. The first com-
ponent shows the generation probability of the rule that is based on the
antecedent attribute. The second is based on the consequence attributes
and the third is based on the total dataset. There is a negative correlation
between interestingness and support. When the support value is high, the
interestingness value is low because the number of frequent items covered is
small [13].
The last criterion is the amplitude interval. The amplitude interval, which
is a measure of a minimization function, differs from support, confidence
and comprehensibility measures, which are maximization functions. The
amplitude interval is expressed as follows:








Here, m is the number of attributes in the item set (| A ∪ C |), ui and
li are the upper and lower bounds encoded in the item sets corresponding
to attribute i. max(Ai)and min(Ai) are the allowable limits of the intervals
corresponding to attribute i. Thus, rules with smaller intervals are intended
to be generated [21].
2.3.3 PSO
PSO, which was first introduced by Kennedy and Eberhart (1995), is an
evolutionary method inspired by animal behavior, e.g., flocks of birds, school
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of fish, or swarms of bees [42]. PSO begins with a set of random particles.
Then, a search process attempts to find the optimal value by performing an
update generation process. During each iteration, each particle is updated
by following two best values. The first is the best solution (fitness) achieved
to this point. This value is called pBest. The other best value tracked by
the swarm particle optimizer is the best value obtained by each particle in
the population. The value is called gBest. After finding pBest and gBest,
each particle’s velocity and corresponding position are updated [17].
Each particle p in some iteration t has a position x(t) and displacement
speed v(t). The finest particles (pBest) and best global positioning (gBest)
are stored in memory. The speed and position are updated using Eqs. 2.8
and 2.9, respectively [17].
V newi = ωV
old






Here ω is the inertia weight; V oldi is the velocity of the ith particle before
updating; V newi is the velocity of the ith particle after updating; Xi is the ith,
or current particle; i is the number of particles; rand() is a random number in
the range (0, 1); C1 is the cognitive component; C2 is the social component;
pBest is the particle best or local optima in some iterations on every running;
gBest is the global best or global optima in some iterations on every running.
Particle velocities in each dimension are restricted to maximum velocity Vmax
[43].
2.3.4 Cauchy Distribution
Yao et al. (1999) used a Cauchy distribution to implement a wider mutation




spi(1 + ((x− t)/s)2) (2.10)
A Cauchy random variable is calculated as follows. For any random
variable X with distribution function F . The random variable Y = F (X)
has a uniform distribution in the range [0,1). Consequently, if F is inverted,
the random variable can use a uniform density to simulate random variable
X because X = F−1(Y ). Therefore, the cumulative distribution function of










arctan(x) + 0.5 (2.12)
by inverting its function, the Cauchy random variable can be expressed as
follows
x = tan(pi(y − 0.5)) (2.13)
This function can be expressed by Eq. 2.14 because y has a uniform distri-
bution in the range (0,1]. Thus, we obtain the following,
x = tan(pi/2 · rand[0, 1)) (2.14)
2.3.5 PSO for Numerical Association Rule Mining with
Cauchy Distribution
PARCD is an extension of the MOPAR methods that combines PSO and the
Cauchy distribution to solve problems that occur in the association analysis
of numerical data [38]. The goal is to find the optimal value of amateurs
and avoid being trapped in local optima. Essentially, this method uses the
concept of PSO but modifies the velocity equation by including the Cauchy
distribution. The velocity function is expressed as follows,
Vi(t+ 1) =ω(t)Vi(t) + C1rand()(pBest−Xi(t))+
C2rand()(gBest−Xi(t))
(2.15)
The next step is normalization by using Vi(t + 1) value (2.15), which
makes the vector length 1. The variant of the Cauchy distribution is infinite
and the objective function scales are 1 [20].
Ui(t+ 1) =
Vi(t+ 1)√
Vi1(t+ 1)2 + Vi2(t+ 1)2...+ ViK(t+ 1)2
(2.16)
The result of the normalization process is multiplied by the Cauchy random
variable as follows.







Then, the result of Eq. 2.17 which is a combination of the velocity value and
the Cauchy distribution, is used to determine the new position of a particle.
Xi(t+ 1) = Xi(t) + Si(t+ 1) (2.18)
2.3.6 PARCD Pseudocode and Flowchart
The PARCD pseudocode (Fig. 2.2) and flowchart (Fig. 2.3) show that the
algorithm begins by initializing the velocity vector and position randomly.
The algorithm calculates the multi-objective functions as the current fitness.
Then, it executes looping iterations to seek pBest until it finds the gBest
value as the optimal solution.
Figure 2.2: PARCD Pseudocode
2.4 Result and Discussion
2.4.1 Experimental Setup
We conducted an experiment using the Quake, Basketball, Body fat, Pollu-
tion, and Bolt benchmark datasets (Table 2.3) from the Bilkent university
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Figure 2.3: PSO Flowchart
Table 2.3: Dataset Properties
Dataset No. of Records No. of Attributes
Quake 2178 4
Basketball 96 5
Body fat 252 15
Pollution 60 16
Bolt 40 8
function approximation repository. The experiment was performed using a
computer with an Intel Core i5 processor with 8 GB main memory running
Windows 7. The algorithms were implemented using MATLAB.
For the proposed algorithm, we set parameter of the population size,
external repository size, number of iterations, C1 and C2, ω, velocity limit
and xRank (Table 2.4).
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Table 2.4: Parameters
Parameter Size External Number of C1,C2 ω Velocity xRank
Repository Size iteration Limit
Average 40 100 2000 2 0.63 3.83 13.33
2.4.2 Experiments
Association rule analysis comprises two steps. The first step is to determine
the frequent itemset that includes the antecedents or consequences of each
attribute. The second step is to implement the proposed algorithm.
2.4.3 Output Rules of the PARCD Results
This experiment shows the 20th run time where each running contains 2000
rules. We presented three datasets of output rules i.e. Body fat, Bolt, and
Pollution datasets. Table 2.5 shows the results obtained with the Body fat
dataset. For Rule 1, there are eight antecedent attributes and three conse-
quent attributes. For Rule 2, the number of antecedent and consequent at-
tributes are the same as Rule 1. For the last rule, the number of antecedent
and consequent attributes are six and two, respectively.
The antecedent attributes of Rule 1 are case number, percent body fat
(Siri’s equation), density, age, adiposity index, chest circumference, abdomen
circumference, and thigh circumference. The consequent attributes are per-
cent body fat (Brozek’s equation), height, and hip circumference. For Rule
2, the antecedent and consequent attributes are the same as Rule 1. Thus,
Rules 1 and 2 can be expressed as follows: if (att1, att3, att4, att5, att8,
att11, att12, att14) then (att2, att7, att13). For Rule 2000, the antecedent
attributes are Percent body fat using Brozek’s equation, Percent body fat
using Siri’s equation, density, height, neck circumference and knee circumfer-
ence, and the consequent attributes are case number and weight. Therefore,
Rule 2000 is if (att2, att3, att4, att7, att10, att15) then (att1, att6).
Table 2.6 shows the results obtained with the Bolt dataset, which has
eight attributes; (run, speed, total, speed2, number2, Sens, time and T20Bolt).
As can be seen, the first two rules the same results for both antecedent and
consequent attributes. The antecedent attributes are total and time, and
the consequent attributes are run and speed1. Therefore, the rule is if (total,
time) then (run, speed1). The rule 2000 shows that the antecedent attributes
are run and speed2. However, the consequent attribute is unknown. Thus,
this rule cannot be declared clearly because it does not have a conclusion.
22
Table 2.5: ACN Rules of the Body fat dataset
Rule 1 Rule 2
ACN LB < Attribute < UB ACN LB < Attribute < UB
Antecedent 1.096724 < Att1 < 1.108900 Antecedent 1.096724 < Att1 < 1.108900
57.988435 < Att3 < 69.574945 57.988435 < Att3 < 69.574945
309.987803 < Att4 < 314.218245 309.987803 < Att4 < 314.218245
55.294719 < Att5 < 66.896106 55.294719 < Att5 < 66.896106
136.234441 < Att8 < 138.744999 136.234441 < Att8 < 138.744999
40.927433 < Att11 < 41.562953 40.927433 < Att11 < 41.562953
20.266071 < Att12 < 20.586850 20.266071 < Att12 < 20.586850
22.220988 < Att14 < 23.180185 22.220988 < Att14 < 23.180185
Consequence 35.426088 < Att2 < 42.169776 Consequence 35.426088 < Att2 < 42.169776
113.825926 < Att7 < 122.261793 113.825926 < Att7 < 122.261793
32.375620 < Att13 < 33.596051 32.375620 < Att13 < 33.596051
Rule ... Rule 2000
Antecedent ... Antecedent 12.402089 < Att2 < 18.144187
... 56.221481 < Att3 < 65.667791
... 139.024098 < Att4 < 289.982951
... 94.156397 < Att7 < 136.200000
... 57.669974 < Att10 < 87.300000
... 18.798957 < Att15 < 19.060978
Consequence ... Consequence 1.054478 < Att1 < 1.108900
... 31.100000 < Att15 < 40.883823
Note:
Att1 : Case Number Att11 :Chest circumference (cm)
Att2 :Percentage using Brozek’s equation Att12 :Abdomen circumference (cm)
Att3 :Percentage using Siri’s equation Att13 :Hip circumference (cm)
Att4 :Density Att14 :Thigh circumference (cm)
Att5 :Age (years) Att15 :Knee circumference (cm)
Att6 :Weight (lbs) Att16 :Ankle circumference (cm)
Att7 :Height (inches)(target) Att17 :Extended biceps circumference (cm)
Att8 :Adiposity index Att18 :Forearm circumference (cm)
Att9 :Fat Free Weight Att19 :Wrist circumference (cm)
Att10 :Neck circumference (cm)
Table 2.7 shows the rule results for the pollution dataset obtained using
the proposed particle representation PARCD method. The results for the
first and second rules are the same. Here, the antecedent attributes are
JANT, EDUC, NONW, and WWDRK, and the consequent attributes are
PREC, JULT, OVR65, DENS and HUMID. Thus, the rule is if (JANT,
EDUC, NONW, WWDRK) then (PREC, JULT, OVR65, DENS, HUMID).
The Rule 2000 has an ACN result that differs from the first and sec-
ond attributes. The antecedent attributes of Rule 2000 are JANT, OVR65,
HOUS, POOR, HC and HUMID and its consequent attributes are POPN,
EDUC, DENS, NOX, and SO@. Thus, the final rule is if (JANT, OVR65,
HOUS, POOR, HC) then (POPN, EDUC, DENS, NOX, SO@).
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Table 2.6: ACN Rules of the Bolt dataset
Rules ACN LB < Attribute < UB
Rule 1 Antecedent 11.911616 < Att3 < 16.259242
62.782669 < Att7 < 65.562550
Consequence 23.688468 < Att1 < 31.295955
5.928943 < Att2 < 6.000000
Rule 2 Antecedent 11.911616 < Att3 < 16.259242
62.782669 < Att7 < 65.562550
Consequence 23.688468 < Att1 < 31.295955
5.928943 < Att2 < 6.000000
.....
.....
Rule 2000 Antecedent 13.621221 < Att1 < 29.817232











2.4.4 Output of multi-objective function and correla-
tion of PARCD methods
The basic concept of association analysis comprises two steps, i.e., the first
step is the determination rules which in every rule contain antecedent and
consequent and the second step is the implementation of the algorithm (i.e.,
the proposed method). This method begins with the initialization process,
which as the start of the algorithm starts with the determine the multi-
objective function value and calculates the particle velocity and positioning
at i. Then, an iterative process is performed to search for pBest and gBest
as the optimal solution.
Table 2.8 shows the results of the multi-objective function of the PARCD
method. Here, there are four parameters i.e., support, confidence, compre-
hensibility and interestingness. Then, the method is examined using five
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Table 2.7: ACN Rules of the Pollution dataset
Rule 1 Rule 2
ACN LB < Attribute < UB ACN LB < Attribute < UB
Antecedent 42.431841 < Att2 < 46.441110 Antecedent 42.431841 < Att2 < 46.441110
9.675301 < Att6 < 10.303791 9.675301 < Att6 < 10.303791
24.171326 < Att9 < 27.345700 24.171326 < Att9 < 27.345700
42.882070 < Att10 < 44.054696 42.882070 < Att10 < 44.054696
Consequence 21.695266 < Att1 < 22.757671 Consequence 21.695266 < Att1 < 22.757671
77.760994 < Att3 < 80.221960 77.760994 < Att3 < 80.221960
6.698662 < Att4 < 7.071898 6.698662 < Att4 < 7.071898
7436.549761 < Att8 < 7801.004046 7436.549761 < Att8 < 7801.004046
58.816363 < Att15 < 63.240005 58.816363 < Att15 < 63.240005
Rule ... Rule 2000
Antecedent ... Antecedent 39.363260 < Att2 < 46.455909
... 8.721294 < Att4 < 9.206407
... 89.212389 < Att7 < 90.700000
... 21.796671 < Att11 < 23.231486
... 606.938956 < Att12 < 648.000000
... 67.768113 < Att15 < 73.000000
Consequence ... Consequence 2.956662 < Att5 < 3.005372
... 9.450171 < Att6 < 10.068287
... 9345.537477 < Att8 < 9699.000000
... 225.061313 < Att13 < 288.274133
... 242.720468 < Att14 < 250.733264
Note:
Att1 :PREC Average annual precipitation in
inches
Att9 :NONW non-white population in urban-
ized areas, 1960
Att2 :JANT Average January temperature in
degrees F
Att10 :WWDRK employed in white collar occu-
pations
Att3 :JULT Average July temperature in de-
grees F
Att11 :POOR poor of families with income <
USD3000
Att4 :OVR65 SMSA population aged 65 or
older
Att12 :HC Relative hydrocarbon pollution po-
tential
Att5 :POPN Average household size Att13 :NOX Same as nitric oxides
Att6 :EDUC Median school years completed by
those over 22
Att14 :SO@Same as Sulphur dioxide
Att7 :HOUS of housing units which are sound
and with all facilities
Att15 :HUMID Annual average, relative humid-
ity at 1 pm
Att8 :DENS Population per sq. mile in urban-
ized areas, 1960
Att16 :MORT Total age-adjusted mortality rate
per 100,000
datasets i.e., quake, basketball, body fat, bolt, and pollution. Generally, the
Bolt dataset is the dominant data set and has the highest value for each pa-
rameter (except comprehensibility). Conversely, the least dominant dataset
is quake (with the exception of the confidence parameter).
The first parameter, i.e., support, showed a higher value with the Bolt
dataset (250.84%) and the lowest with the quake dataset (22.97%). The
average was approximately 90%. The highest confidence value was similar
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Table 2.8: The output of PARCD method
Dataset Support (%) Confidence (%) Comprehensibility Interestingness (%)
Quakes 22.97 86.73 ± 25.88 785.2 ± 37.72 2.34 ± 9.30
Basket Ball 61.04 92.69 ± 17.87 545.80 ± 167.74 6.56 ± 21.16
Body fat 73.94 81.26 ± 30.67 333.49 ± 218.95 10.61 ± 21.03
Pollution 250.84 96.88 ± 9.49 231.08 ± 168.35 43.43 ± 39.68
Bolt 60.45 34.96 ± 43.91 110.63 ± 165.76 9.51 ± 18.61
to the support value. The highest confidence value was obtained with the
Bolt dataset (96.88%) with a deviation of approximately 10. The lowest
confidence value was obtained with the pollution dataset (34.96%) with a
very high deviation of just under 45. The average confidence value was ap-
proximately 80%. The highest comprehensibility value was obtained with
the Quake dataset (approximately 785). The lowest comprehensibility value
was obtained with the pollution dataset (approximately 110 with a devia-
tion, well over 165). The average comprehensibility value was approximately
400. The final parameter, i.e., interestingness, obtained the highest value
with the bolt dataset (approximately 43% with a deviation of just under
40). The lowest interestingness value was obtained with the quake dataset
(2.34% with a deviation of just under 10). The average interestingness value
was approximately 15%. This demonstrates that the support and confidence
values, i.e., 90% and 80% respectively, were satisfactory. Moreover, the com-
prehensibility value was four times better; however, the interestingness value
was not satisfactory (approximately 15%).
The correlation values between each objective function are shown in Table
2.9 and Figure 2.4. The results show one objective function with another are
significant association either be positive or negative. The correlation value of
all objective functions to amplitude was always close to zero. In other words,
the correlation to the amplitude function was low. This proves the opinion
given by Alatas et al. (2008), i.e., the amplitude function differs from other
functions because it attempts to minimize while the other functions attempt
to maximize their values.
2.4.5 The comparison of multiobjective function be-
tween PARCD and other methods
Table 2.10 shows a comparison of the support value obtained by the proposed
PARCD method and five previous methods (i.e., the MOPAR, MODENAR,
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Table 2.9: Correlation of multi-objective function
Support Confidence Comprehensibility Interestingness Amplitude
Quake Support 1 0.8076 0.2112 0.9999 0.0000
confidence 0.8076 1 0.3971 0.8077 0.0000
comprehensibility 0.2112 0.3971 1 0.2113 0.0000
interestingness 0.9999 0.8077 0.2113 1 0.0000
amplitude 0.0000 0.0000 0.0000 0.0000 1
Basket ball Support 1 0.4360 -0.7437 0.9750 0.0000
confidence 0.4360 1 0.1646 0.5716 0.0000
comprehensibility -0.7437 0.1646 1 -0.6350 0.0000
interestingness 0.9750 0.5716 -0.6350 1 0.0000
amplitude 0.0000 0.0000 0.0000 0.0000 1
Body fat Support 1 0.8137 -0.8340 0.8555 0.0000
confidence 0.8137 1 0.9917 0.9469 0.0000
comprehensibility 0.8340 0.9917 1 0.9575 0.0000
interestingness 0.8555 0.9469 0.9575 1 0.0000
amplitude 0.0000 0.0000 0.0000 0.0000 1
Table 2.10: The comparison of Support value
Dataset Support (%)
PARCD MOPAR MODENAR GAR MOGAR RPSOA
Quake 22.97 31.97 39.86 38.65 30.12 38.74
Basketball 61.04 30.76 37.20 36.69 50.82 36.44
Body fat 73.94 22.95 65.22 65.26 57.22 65.22
GAR, MOGAR, and RPSOA methods). Generally, the support percentage
obtained by the PARCD method was better that obtained by the other meth-
ods. The support value obtained by the PARCD method with the Quake
dataset was the lowest (22.97%), The highest value was obtained by the
MOPAR method (46.26%). The support value of the remaining methods was
just over 35% on average. The support values obtained with the basketball
and body fat dataset were the highest, i.e., 61.04% and 73.94%, respectively.
The second highest support value was obtained by the MOGAR method with
the basketball and dataset (50.82%). The average support value of all other
methods was well over 35%. The lowest support value for the body fat data
set is MOPAR method (22.95%), and the averages value was appoximately
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Figure 2.4: The Correlation of objectives
Table 2.11: The comparison of number of rules and confidence values
Dataset Number of Rules (%)
PARCD MOPAR MODENAR MOGAR RPSOA
Quake 51 54.1 55 45 46
Basketball 78 69.75 48 50 34
Body fat 32 70.8 52 84 46
Dataset Confidence (%)
PARCD MOPAR MODENAR MOGAR RPSOA
Quake 86.73 ± 25.88 89.32 ± 0.18 63 ± 2.8 82 63 ± 2.8
Basketball 92.69 ± 17.87 95 ± 0.12 61 ± 2.1 83 60 ± 2.8
Body fat 81.26 ± 30.67 81.8 ± 0.27 62 ± 3.2 85 61 ± 1.8
65%.
The comparison of number of rules and confidence values are showed in
table 2.11. The proposed PARCD method demonstrates a nearly similar
number of rules compared to others methods. The greatest number of rules
obtained with the quake dataset was achieved by the MODENAR method
(55 rules). The PARCD method obtained the greatest number of rules with
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Table 2.12: The comparison of size and Amplitude value
Dataset Size (%)
PARCD MOPAR MODENAR GAR RPSOA
Quake 2.28 2.20 2.03 2.33 2.22
Basketball 2.14 2.55 3.21 3.38 3.21
Body fat 5.79 2.26 6.87 7.45 6.94
Dataset Amplitude (%)
PARCD MOPAR MODENAR GAR RPSOA
Quake 64.71 53.85 17 25 17
Basketball 2.14 30.0 19 25 19
Body fat 10.80 3.61 25 29 25
the basketball (78 rules); however, with the body fat dataset, the PARCD
method obtained the lowest number of rules (32). The MOGAR method
obtained the greatest number of rules with the basket ball dataset. The
confidence values obtained by the PARCD, MOPAR, and MOGAR meth-
ods were approximately the same (just over 80%). Generally, the MOPAR
method showed the highest confidence value with all datasets, with the ex-
ception of the body fat dataset, with which the MOGAR method obtained
the highest confidence value. Then, the second position is PARCD method.
Tables 2.10 and 2.11 show that the support and confidence values were
correlated with the number of rules, i.e., significant negative correlation were
observed. Note that, if the support and confidence values were high, then
the number of rules was low (and vice versa). This condition occurs because
the high support and confidence values effectively filter the number of rules
selectively.
Table 2.12 shows the size value and amplitude percentage obtained by the
proposed PARCD and existing methods. Generally, the size value of the body
fat dataset was the highest with all methods, e.g., the GAR method obtained
a size value of approximately 7.5. On the other hand, the size value of the
Quake dataset with the MODENAR method was the lowest. The PARCD
method obtained the best amplitude value with the Basketball dataset (ap-
proximately 2%), while the opposite value is also using PARCD method
which Quake dataset gain around 65%. The amplitude value obtained by
the MOPAR method was fairly good. The amplitude value obtained by the
MOPAR method with the Body fat dataset was approximately 4%, and that
obtained by the MOPAR with the quake dataset result was less than that
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obtained by the PARCD method, which was just over 50%. In addition, the
MODENAR, MOGAR, and GAR methods outperformed both the PARCD
and MOPAR methods. Their amplitude results were approximately 17% to
29% for all dataset.
The overall results indicate that proposed PARCD method can reach
wider compared to the existing methods when searching for an optimal value.
These results also indicate the proposed method may be robust for problems
in others fields, such as the numerical association rule mining optimization
problem.
2.5 Conclusion
This study has proved that combining the PSO with Cauchy distribution
can solve the numerical ARM problem. The problems of local minimum and
premature convergence with large datasets can be solved using the proposed
method. The experimental results demonstrate that the proposes PARCD
method outperforms existing methods (i.e., MOPAR, MODENAR, GAR,
and RPSOA) relative to all multi-objective functions, such as the support,
confidence, comprehensibility, interestingness and amplitude functions. In
future, the numerical problem of ARM problem can be further improved by




Bioelectric Potential Plant for
Determining Human Position
3.1 Introduction
That the bioelectric potential of plants may be used as a natural sensor is
an innovative effort to monitor human behavior [4], [5] [6], [7]. For example,
consider accidents involving elderly people who live alone in a home: they
do not often receive help immediately. Previous attempts to monitor activ-
ities using cameras. However, it was rejected because the monitor might be
placed in a private room such as a bathroom or a bedroom [4], [5] [6], [7]. In
addition, infrared sensors were tested to address this problem, even though
the results were good, but the cost was high because capturing human be-
havior required many sensors, so the method was not economically feasible
[3]. Other solutions was used the sense of smell, but the results were not
good because there was too much noise in the data [3]. Hence, the use of the
bioelectric potential of plants could be a solution to these problems because
plants are a welcome addition to private places, low in cost, and they are
beneficial to health because they produce oxygen which reduces stress and
provide a sense of freshness [5] [6], [7].
Based on the results from previous studies, the bioelectric potential of
plants has the ability to capture human behavior well. Research conducted
by Shimbo et al. has shown that human behavior such as touching the plant,
opening the door, approaching the plant, and turning on the lighting can be
detected by extracting the characteristic of bioelectrical potential of plants
[4]. Subsequent research conducted by Jin et al. used an artificial neural
network algorithm to successfully detect the distance of person from a plant
by observing the plants bioelectric potential [3]. Another study conducted
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by Nambo et al. used the bioelectric potential of plants to estimate people
were in a room. They used several algorithms including a decision tree (J48)
for classification and a multilayer perceptron to determine the presence of
people. Next, they carried out a regression model for a matching process.
The results showed that a person’s presence in a room could be determined
with an accuracy rate of 60% [5] [6], [7]. These previous researches did not
determine the specific position of people in the space. Therefore, this research
aimed to estimate the exact position of people using the bioelectric potential
of plants by association rule mining (ARM) with particle swarm optimization
(PSO).
This method is a multi-objective particle swarm optimization algorithm
for solving a numerical association rule mining problem (MOPAR). The pro-
posed method was widely used in various fields such as for the completion
of work job scheduling problems, to evaluate the stock market, to infer gene
regulatory networks, and for the optimization of a numerical association anal-
ysis problem [44], [45], [46], [13]. MOPAR method has some advantages than
decision trees or deep learning method. One of them is we can see the gener-
ated rules by MOPAR method. On the other hand, deep learning is a black
box method, so we cannot see any rules as a result.
3.2 Proposed Method
3.2.1 Measurement of bioelectric potential of plants
Measurements are carried out using a data logger a GRAPHTEC GL400-4.
It measures low voltage at a sampling rate of 500 Hz. We use this sampling
rate, because of expecting the potential change is within 1 second at most
that regarded as 1 unit analysis of data. This tool has four channels so it
can simultaneously measure voltage. For the measurement of the bioelectric
potential of plants, electrodes are attached on two different leaves and the
voltage generated between both leaves is measured. The measurements are
stored in a PC. In this experiment, no ground is used as the electrical po-
tential. In Jin’s study, he used the soil of the plant as the ground [3]. But,
it seems that the soil is also influenced something and it doesn’t good as the
ground. We think it is the influence of the root of the plant. We consider
about the ground, but in this study, we observed the electrical potential from
the difference between leaves.
Figure 3.1 shows the plant connected to the data logger and the PC. The
signal recording is shown in Fig 3.2.
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Figure 3.1: Measurement process using data logger
Figure 3.2: Bioelectric potential plant
3.2.2 MOPAR
MOPAR is a method introduced by Beiranvand et al. (2014) who was de-
veloped the PSO method with numerical association analysis. PSO was first
introduced by Kennedy and Eberhart in 1995. It is an evolutionary method
inspired by animal behavior such as the flocking of birds, the schooling of
fish and the swarming of bees. The main model of PSO is given in Eq. 3.1
and Eq. 3.2. The first equation is the velocity model and the second one is
the position model [13].
V newi = ωV
old






Here ω is the inertia weight; V oldi is the velocity of the ith particle before
updating; V newi is the velocity of the ith particle after updating; Xi is the ith,
or current particle; i is the number of particles; rand() is a random number in
the range (0, 1); C1 is the cognitive component; C2 is the social component;
pBest is the particle best or local optima in some iterations on every running;
gBest is the global best or global optima in some iterations on every running.
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Figure 3.3: Experimental design
Particle velocities in each dimension are restricted to maximum velocity Vmax
[13], [43].
3.2.3 Experimental Design
This section describes the method used to make the rules for the location of
three objects by using MOPAR. The rules are used in a matching process to
determine the position of people. The experimental design is shown in Fig
3.3.
Figure 3.3 is explained as below:
1. Data set preparation
The bioelectric potential data set is obtained from positions of the three
objects and two plants after calculating the cepstrum.
2. MOPAR analysis
This step runs the MOPAR algorithm for the position of every object.
The output of this process is the set of rules used for the matching
process.
3. Matching process
This process is matches rules with dataset testing from the position of
every object.
4. Evaluation
To confirm the estimation of object position, we calculate the accuracy.
This process applies the matching process for each block. After that,
the number of blocks that match in accordance with the rules is shown.
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Table 3.1: Parameters
Parameter Size External Number of C1,C2 ω Velocity xRank
Repository Size iteration Limit
Average 40 100 2000 2 0.9 3.83 13.33
3.3 Experiments and Results
3.3.1 Setting up the analysis parameters
The experiment uses a MacBook Pro with these specification: 2.7 GHz Intel
Core i5, 8 GB 1867 MHz, and DDR3. The analysis uses Matlab software.
We are setting up the parameters such as population size, the size of external
storage, the number of iterations, the value of C1 and C2, ω, xRank, and
velocitylimits. The parameter values are listed in Table 3.1.
3.3.2 Bioelectic Potential of Data set
The experiment was conducted in a room 5.75 m x 3.45 m with three object
positions M1, M2, and M3 and two plants, P1 and P2 (Fig. 3.4). A person
walked around each object for 30 second. Two plants detect a responded to
that human action, and the changes in the data were seen on the monitor of
the data logger. The results of the spectrum were recorded and saved in the
PC.
The range one plant can detect a person position is very short, about 1.5m
is the maximum. In this paper, two plants are used, and the overlapping area
that each plant can detect is also small. So, it is enough 3 locations for the
experiment. If we want to detect more locations, we need to use more plants.
The bioelectric potentials were measured at a sampling rate of 512 Hz and
transmitted to a PC by a data logger. The output of data points is a time
sequence form of voltage. Sets of 512 data points were regarded as 1 unit
of analysis data. For every 32-sampling point, there is 1 unit of 512 data
samples processed (Fig. 3.5).
Next, the raw data are calculated to obtain parameters; cepstrum coef-
ficients, average, minimum and maximum value. The cepstrum is the result
of the inverse FFT (fast Fourier transform) which is the power spectrum of
the target signal. This yields the detailed target signal for excellent analysis.
The procedure to obtain the cepstrum coefficient as follows: [6]
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Figure 3.4: Experimental environment
Figure 3.5: Sampling period for bioelectric potential data set.
1. Determination of S(t) as a potential signal
2. Determination of power spectrum S(ω) using FFT of S(t) and square
calculation
3. Calculation of the value of log |S(ω)|
4. Determination of cepstrum coefficient values by calculating the inverse
FFT of log |S(ω)|
Based on the calculation, we determined 29 parameters, 26 of which cep-
strum coefficients, and the maximum value, minimum value, and average
from each signal. In total, we obtained 319 parameters for 11 blocks (Fig
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Figure 3.6: Parameter determination from a unit of analysis.
3.6). We choose 6 parameters or variables from the cepstrum values which
include 3 variables from each of two plants for every object position.
3.3.3 Rules Generations
These rules are generated from the positions of three objects. We determine
rules for which the minimum support is 0.10 and minimum confidence is 0.50.
The rules are presented in Table 3.2.
According to Table 3.2, we see there are positions of three objects from
two plants providing bioelectric potentials. Each position has two rules based
on the limitation of minimum support and confidence values. Att stands for
an attribute, there are six attributes in total. Each attribute is a represen-
tation of a signal from the bioelectric potential data set.
Every rule contains three components: the antecedent, the consequent or
none of them. Furthermore, every component consists of a lower bound, an
attribute, and an upper bound. An antecedent is the precondition which is
followed by the consequent as its conclusion. In other words, we understand
in a rule that if antecedent then consequent. For example, for the first rule
in position 1, we can say that if att2 and att6, then att4. In addition, all of
the rules from each position are used for the matching process.
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Table 3.2: Representation of Rules
Position 1 Position 2 Position 3
Rule 1 Rule 1 Rule 1
Antecedents Antecedents Antecedents
1.733722 < Att2 < 1.760375 1.751314 < Att2 < 1.874325 4.566441 < Att1 < 4.583481
1.234203 < Att6 < 1.268771 5.044341 < Att4 < 5.094243 1.053597 < Att3 < 1.223737
4.846623 < Att4 < 4.861278
Consequents Consequents Consequents
4.632857 < Att4 < 4.692408 1.791177 < Att5 < 2.042655 1.823191 < Att2 < 1.935990
1.028409 < Att6 < 1.322651 1.815292 < Att5 < 1.975540
Rule 2 Rule 2 Rule 2
Antecedents Antecedents Antecedents
4.602205 < Att4 < 4.628170 1.703965 < Att2 < 1.782008 1.725530 < Att5 < 1.743504
1.669055 < Att5 < 1.677074 4.889498 < Att4 < 5.050735 1.048957 < Att6 < 1.111038
1.126966 < Att6 < 1.183972
Consequents Consequents Consequents
1.124361 < Att6 < 1.380390 4.525496 < Att1 < 4.701028 1.738341 < Att2 < 1.846604
3.3.4 Matching Process and Evaluation
This process has as its aim to know what the position is of the human who
walks around the object if there is a new data set (a testing data set). The
testing data set which appropriate with one of the rules is indicated that
person is found around that object position.
First, we observed another dataset at the first object position as well as
explained before. Then, we use the 6 variables of data set by choosing first
three of each two signal values. These variables are matched with the rules
of each position extracted 3.3. We counted how many times the values of
the dataset are matched to the rules of each position. Finally, the data set is
classified to the position of the highest matching times. This is also done with
other testing data set from the second and the third object positions. Finally,
the result is a significant match. All testing data set in each position, the
higher matching point was shown as similar to the those of original position
(Table 3.3). Second, to ensure the matching step, we calculate the accuracy
value from each object position in 11 blocks. We tried to compare the rules
extracted only from 1st block to other blocks. It is said that cepstrum coeffi-
cients represent the shape of frequency components of the signal. Therefore,
we considered that the feature is similar if the behavior is observed in the
signal even if the length of a signal is not same. The evaluation resulted in
almost 75 % accuracy.
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Table 3.3: Number of Matching Rules
Position 1 Position 2 Position 3
Rule 1 1 1 0
Rule 2 2 11 6
Total 3 12 6
This research is more promising than previous studies which were not
able to determine object position exactly. They only detected the distance,
estimated and classified the people as present globally [3], [6].
3.4 Conclusion and Future Work
The purpose of this research was to determine the position of people using
the bioelectric potential of plants. This has been successfully achieved. Us-
ing association analysis and a PSO approach; MOPAR has performed the
estimation of the location of a person in one of three positions with an accu-
racy of approximately 75%. In the future, we will improve the accuracy by
other methods and other approaches such as by applying a modified MOPAR
method, time series model, or deep learning analysis.
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Part II
Bioelectric Potential of Plant
for Determining Human








Time series is one of the studies in the field of statistics. It is usually expressed
as a streak data interval. Time series data are found in a variety of fields
such as in the economics field, the unemployment data, the cash flow data of
hospital; in the financial field, such as the daily stock exchange average, the
data distribution of dividends etc.; in the environmental field, for example
on daily rainfall data, air quality readings, the phenomenon of El Nino, etc.
In the fields of geology a good example is river level prediction [47], [48]. The
purpose of the analysis of time series of which is to describe and summarize a
time series data, and to create an appropriate model for making predictions
[47].
The use of time series which is improved by combining with another
method has been done by Abdurrahman (2014) about time series algorithms
which combined with Particle Swarm Optimization method [49]. In addition,
another research about PSO base neural network vs traditional classic mod-
els for seasonal time series forecasting is conducted by R. Adhikari et al. this
research is using three PSO model to optimize two ANN models. The result
that the proposed method is better than traditional classic time series model
[50]. Next, the paper time series prediction using PSO-optimized neural net-
work and hybrid feature selection algorithm for IEEE load data is presented
by M. Sheikhan and N. Mohammadi. This research used two feature selec-
tion methods which are genetic algorithm and ant colony optimization. And
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then, to analyze the data using ANN which is optimized by PSO method.
The result shows that the proposed method has extremely improved of ac-
curacy by using MAPE (mean absolute percentage error) parameter [51].
Furthermore, in 2015 conducted research on time series analysis through AR
modeling. In this study shows various types of AR models such as univariate
and multivariate AR models, a radial base function autoregressive model and
so on [52].
The aim of this study is to optimize the time series, AR (Auto regressive)
model using grid search method at sunspot series dataset with the evaluation
parameter using maximum likelihood estimation (MLE).
4.2 Proposed Method
4.2.1 AR Model
Autoregressive is a form of regression but not linking the dependent variable,
but a value connects earlier in time lag (the time interval) are manifold.
Therefore, a model of autoregressive will declare a prediction as a function
of previous values of a particular time series [53], [54]. Autoregressive (AR)
model with order p denoted by AR (p). The general form the model AR (p)
is [53], [55]:
Xt = Σ(r=1,p)φrX(t−r) + t (4.1)
where φ1, ...., φr is a constant value and {t} is a sequence of random
variables which are independent (uncorrelated) with an average of 0 and
variance σ2.
4.2.2 Grid Search
The simplest approach to numerical optimization of data is using the Grid
search method. For illustration, if we have a model AR (1) and the evaluation
parameters using MLE, so the process of log likelihood AR (1) is shown in
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then, the optimization solution using this method is to assume the process
average is zero (c = 0) and the variance is σ2. Therefore, there is one unknown
parameter which is the coefficient of autoregressive. Thus, the likelihood
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(4.3)
Steps of Research Analysis:
Prepare the sunspot data series which is composed of two variables; variable
time and the number of sunspots.
1. Modelling the sunspot series datasets using the AR model.
2. Optimizing the AR model using the grid search method.
3. Making the evaluation of the AR model parameters using the MLE.
4.3 Result and Discussion
The data used is the benchmark data, i.e. Sunspot dataset series which is
the total annual count of sun spots from 1700 to 1988. The number of data
points used was 317. Data analysis was performed using a MacBook Pro with
specification (2.7 GHz Intel Core i5, 8 GB 1867 MHz, with DDR3 memory).
In addition, the software package used was Matlab R2016b.
Figure 4.1 shows the sunspot frequency from 0 (1700 AD) to 320 (1988
AD). The number of sunspots reached its maximum value of 260 at time step
275 while the lowest value reached was 0 at several time steps. The average
number of sunspots was 75.
Application of the optimization process used three AR models. Result
from the first model are shown in Figure 4.2. In this figure, the maximum
likelihood reached a value of about -1590 at iteration 60 and decrease there-
after. The likelihood estimate started at -2550, gradually rises until it reached
the peak at around iteration 60. However, after that, it fell back significantly
up to the 100th iteration when the likelihood value was approximately -2450.
Figure 4.3 shows the likelihood estimate of a second AR model where
the likelihood values showed results similar to the first AR model, again the
maximum value was achieved after about 60 iterations and the likelihood
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Figure 4.1: Sunspot Series Dataset.
Figure 4.2: AR model order 1.
value of was -1515. However, the results for the third AR model cannot be
shown because it has enormous dimensions. Nevertheless, according to the
results of Matlab, the output of third AR model likelihood value is better
than the previous AR model, which is about -1508.
Therefore, based on analysis of the results from the first AR model a
coefficient values a(1) = 0.9 and the a likelihood value of -1589,404 was
estimated. The second AR model (Fig. 4.3) had coefficients of a(1) = 1.5
and a(2) = -0.6 and the estimated value was -1515.4435. For the third AR
model, the coefficient values obtained, respectively were a (1) = 1.5, a(2) =
-0.7 and a (3) = 0.1 with a likelihood value of -1508.6877.
Based on the results of the analysis, it can be chosen the best models with
the greatest likelihood value can be chosen. Because the third AR model,
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Figure 4.3: AR model order 2.
which had the largest likelihood value (-1508.6877) is most likely the best
model.
4.4 Conclusion
This study analyzed the time series based on AR models using historical
sunspot dataset by using MLE method for parameter evaluation and opti-
mization methods using Grid Search. The best result had the parameter
values of a (1) = 1.5, a (2) = -0.7, a (3) = 0.1, and the likelihood value was
-1508.6877. Therefore, the third order AR model was selected as the best
model in this study. This research can be developed further by comparing
this method with the other evaluation and optimization methods such as
steepest ascent, newton raphson, or particle swarm optimization.
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Chapter 5
Comparison Study of Time
Series Model on Bioelectric
Potential Dataset
5.1 Introduction
The discussion of bioelectric potential dataset already presented in some ap-
proaches. For instance, by Jin et al [3] by using artificial neural network
algorithm, successfully detects a distance of person within the plant of bio-
electric potential. Then another study conducted by Nambo et al utilize
bioelectric potential for determining the position in a room. This study uses
several algorithms including decision tree (J48) for the classification and mul-
tilayer perceptron to determine a position and then make a regression model
for the matching process. The results obtained that a person’s position can
be estimated with an accuracy rate of 60% [4], [5] [6], [7]. However, the dis-
cussion of the bioelectric potential dataset which using time series approach
is not done. Therefore, the proposed method using time series to analyse bio-
electric potential dataset is interesting to perform because it is stored based
on time and indicates the specific pattern.
Time series is one of the studies in the field of statistics. It is usually
expressed in a data interval streak. Time series data are found in a variety
of fields such as in the economics field, the unemployment data, the cash
flow data of hospital; in the financial field, such as the daily average of stock
exchange, the data distribution of dividends etc.; in the environment field,
for example on daily data of rainfall, air quality readings, the phenomenon
El Nino, etc. Then, in the fields of geology like the river level prediction [47],
[48]. The purpose of the analysis of time series of which is to describe and
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summarize a time series data, create the appropriate model and make predic-
tions [47]. This research using three kinds of times series models which are
an autoregressive model (AR), moving average model (MA) and optimized
AR model.
The use of time series has been conducted in 2015 by using AR model-
ing. In this study shows various types of AR models such as univariate and
multivariate AR models, a radial base function autoregressive model and so
on [52]. The another research tries to improve accuracy by combining with
another method which has been done by Abdurrahman (2014). This research
combines time series algorithms with Particle Swarm Optimization method
[49]. In addition, another research about PSO base neural network vs tradi-
tional classic models for seasonal time series forecasting is conducted by R.
Adhikari et al. This research is using three PSO model to optimize two ANN
model. The result that the proposed method is better than traditional classic
time series model [50]. Next, the paper time series prediction using PSO-
optimized neural network and hybrid feature selection algorithm for IEEE
load data is presented by M. Sheikhan and N. Mohammadi. This research
used two feature selection methods which are Genetic Algorithm and Ant
Colony Optimization. And then, to analyze the data using ANN which is
optimized by PSO method. The result shows that the proposed method has
extremely improved of accuracy by using MAPE (mean absolute percentage
error) parameter [56].
The other research is about the discovery knowledge in time series databases.
This study aims to predict important attributes and extract rules in associa-
tion analysis [48]. Furthermore, J. Kim et al. in 2010 use the moving average
technique to predict personal power consumption [57]. And then, V. Ramos
R et al (2003) was using MA to predict Playout delay control in VoIP [58]. In
addition, C. Kocak (2017) studied about ARMA (p,q) type high order fuzzy
time series forecast method based on fuzzy logic relations. This research has
an aim to show that the result of the forecast will increase significantly if not
utilizing MA variables [59]. Another research is conducted by V. Priya et al
in 2017. This study proposed MA method based on fuzzy Resource schedul-
ing (MV-FRS) for virtualized cloud environment to optimize the scheduling
of resources through virtual machine [60]. Considering from above previous
studies, the research about time series to case study in bioelectricpotential
is interesting to discuss. Therefore, the purpose of this research is to com-




To perform measurements using a data logger. Specifications data logger
used is GRAPHTEC GL400-4. It measures the low voltage at an average
altitude of sampling (500 Hz). For the measurement of an electrical potential
of plants by attaching electrodes on two different leaves then measured the
voltage generated between both the leaves (Figure 5.1). The measurement
results are stored on a PC in real time via the local network.
Figure 5.1: The measurement process.
5.2.1 Dataset
Data were obtained by using plant of bioelectric potential in a room of size
3.45 m x 5.75 m. The process of recording data is done by someone by
walking around each position point for 30 seconds. Once the people move
on observation point, the recording process starts from bioelectric potential
plants. Data obtained is spectrum data format and can be converted into
numerical data using a data logger.
5.2.2 AR and MA Model
Autoregressive is a form of regression but not linking the dependent variable,
but a value connects earlier in time lag (the time interval) are manifold.
Therefore, a model autoregressive will declare a prediction as a function of
previous values of a particular time series [53], [54]. Autoregressive (AR)
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model with order p denoted by AR (p). The general form the model AR (p)
is [53], [55]:
Xt = Σ(r=1,p)φrX(t−r) + t (5.1)
where φ1, ...., φr is a constant value and {t} is a sequence of random
variables which are independent (uncorrelated) with an average of 0 and and
variance σ2.
The moving average process of order q is denoted MA(q) and defined by
Xt = Σ(s=0,q)θst−s (5.2)
Where θ1, .., θq are fixed constants, θ0 = 1, and t is a sequence of in-
dependent (or uncorrelated) random variables with mean 0 and variance σ2
[47].
5.2.3 Maximum Likelihood Estimator (MLE)
For example, X1,2 , ....,T is a random sample of the population density, the
likelihood function is defined by equation below [55]:
Lθ1, θ2, ...θn = ft=1,T (Xt; θ) (5.3)
When the likelihood function is differentiable in θ, the candidate likeli-










The simplest approach to numerical optimization data is using Grid search
method. For illustration, if we have a model AR (1) and the evaluation
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parameters using MLE, so the process of log likelihood AR (1) is shown in
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then, the optimization solution using this method is to assume the process
average is zero (c = 0) and σ2 is the variance. Therefore, there is one unknown
parameter which is the coefficient of autoregressive. Thus, the likelihood












ΣTt=2 (yt − φyt−1)2
(5.7)
5.2.5 Steps of Research
1. Preparation of bioelectric potential dataset
2. Modelling process using the classic AR model, MA model and opti-
mized AR model
3. Evaluation of classic AR and MA model using comparison of standard
error and optimized AR model using the MLE
4. Comparison of the accuracy of classic AR, MA and optimized AR model
using MAE and MSE.
5.2.6 Result and Discussion
5.2.7 Experimental Setup
The data used is bioelectric potential dataset from one plant. Data analysis
was performed using a MacBook Pro with specification: 2.7 GHz Intel Core
i5, 8 GB 1867 MHz, and DDR3.
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Table 5.1: p-value and standard error model
Parameter AR model
AR(1) AR(2) AR(3)
P-value 0 0 0
Standard error 0.045 0.038 0.033
Table 5.2: Parameter of AR model
Component Parameter value
Intercept (c) -9.244E-05
X variable 1 (φ1) 0.6687363
X variable 2 (φ2) -0.0622346
X variable 3 (φ3) -0.4964368
5.2.8 Constructing AR and MA Model
This research experiment using one plant. To determine the order of AR
model performed is by comparing the p-value and error standard of each AR
model. Based on the analysis results obtained p-value and standard error
are revealed in table 5.1.
Based on the analysis that all p-values of AR model are zero. Because
of the p-value is smaller than alpha value (0.05), all models are selected
as candidate models. Next is a comparison of standard error values and the
result of the 3rd order of AR model has the smallest error (0.033). Therefore,
the selected AR model is used to create a model.
According to the selected AR order, the models are constructed by using
parameters in table 5.2.
Table 5.2 explains the modeling component which contains three vari-
ables. The first component is constant value then the next three values
are coefficients for the three variable values of the previous time series in
sequence. To obtain MA model, the first is determining the order of MA
model by comparing the value of MAE and MSE. Based on the result, the
MA order 2 is the best model which the value of MAE and MSE are by 0.018
and 0.0006 respectively.
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Figure 5.2: AR model order 1.
5.2.9 Optimized AR model using Grid Search method
The optimization process through three models of AR. In the first model
result as in Figure 5.2. In this picture shows the likelihood reached the
highest value of about 1.5 iterations around 60. In early iterations, the
likelihood value is of about -1.5. Then, gradually rising until it reaches the
peak at around iteration 60. However, after that, it fell back significantly on
the 100th iteration which the likelihood value is of approximately -1.
In figure 5.3 shows a second AR model where the likelihood values ob-
tained results similar to the first AR model, which is achieved in about 60
iterations and the likelihood value of 2. However, the picture for the third AR
model cannot be shown because it has enormous dimensions. Nevertheless,
according to the results of Matlab, the output of third AR model likelihood
value is better than the previous AR model, which is by 24578.719.
Therefore, based on the analysis result that the AR first model is obtained
a coefficient value = 0.7 and the likelihood value is 15990.0019. Furthermore,
the second model likelihood values obtained by 21600.184 with coefficients
are Φ1 = 1.1 and Φ2 = −0.7. Then, on the third AR model, the coefficient
values obtained, Φ1 = 0.7, Φ2 = 0, and Φ2 = −0.6 respectively. In addition,
the value of likelihood is of 24578.7185. Based on the results of the analysis,
it can be chosen that the best models of optimized AR model are the third
order of AR model. After that, we compare the accuracy value from both of
result of classic AR model and optimized AR model.
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Figure 5.3: AR model order 2.
Table 5.3: Comparison of MAE and MSE
Parameter Model
AR model MA model Optimized AR model
MAE 0.0282 0.018 0.0294
MSE 0.0011 0.0006 0.0011
5.2.10 Comparison of accuracy
This comparison is using MAE and MSE parameter for calculating accuracy
value. The comparison results are seen in table 5.3 below.
According to the above table from three of models are compared by using
MAE and MSE parameters. The MA model is the best model because both
of MAE and MSE are least than the other models. On the other hand, the
remaining model classic AR model and optimized model are approximately




This study analyzes the time series method using AR model on the bioelectric
potential dataset. Based on the analysis result obtained the best model that
was AR (3) from both of classic and optimized AR model and MA (2). Based
on MAE and MSE value that optimized AR model is almost similar with
classic AR model. Then, the MA model is the best ones. This research is
exciting to be developed further by using other optimization methods such as
steepest ascent, newton raphson, or particle swarm optimization, in order to
increase an accuracy value. In addition, this research result will be proceeded
for estimating people position using the bioelectric potential of a plant.
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Chapter 6
SARIMA model for Bioelectric
potential of plant
6.1 Introduction
Bioelectric potential of plant has been discussed by previous authors by some
approaches. For example, for determining the distance using ANN, and for
estimating the human position using DT, MLP, and CNN [3], [5], [6], [7].
This research presented a new approach using time series method, SARIMA
model.
The use of time series for bioelectric potential data set has been con-
ducted using some models which are autoregressive (AR), moving average
(MA), AR with grid search optimization, and ARMA model. Their average
of forecasting accuracy were around 75% [38], [61], [62]. Furthermore, time
series has been applicated in some fields. For instance, in 2015 an author
discussed about AR modelling. In this study showed various types of AR
models such as univariate and multivariate AR models, a radial base func-
tion autoregressive model and so on [52]. Another research tried to improve
accuracy by combining with another method. This research combined time
series algorithms with particle swarm optimization method [49]. Next, the
research about PSO base neural network compared with traditional classic
models for seasonal time series forecasting. The result performed that the
proposed method was better than traditional classic time series model [50].
In addition, the paper Time series prediction using PSO-optimized neural
network and hybrid feature selection algorithm for IEEE load data. This re-
search used two feature selection methods which are Genetic Algorithm and
Ant Colony Optimization. And then, to analyze the data using ANN which
was optimized by PSO method. The result performed that the proposed
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method has extremely improved of accuracy by using MAPE (mean absolute
percentage error) parameter [56].
The other implementation of time series is the study about the discovery
knowledge in time series databases. This study has aim to predict important
attributes and extract rules in association analysis [48]. Another author used
the moving average technique to predict personal power consumption [63].
And then, the study used MA to predict playout delay control in VoIP [58].
Next, the study about ARMA (p,q) type which has high order fuzzy time
series forecast method based on fuzzy logic relations. This research has pur-
pose to show that the result of the forecast will increase significantly if not
utilizing MA variables [59]. More over, the research discussed MA method
based on fuzzy resource scheduling (MV-FRS) for virtualized cloud environ-
ment to optimize the scheduling of resources through virtual machine [60].
Furthermore, some authors studied about ”A hybrid ARIMA and support
vector machines model in stock price forecasting”. They tried to capture non
linear pattern using ARIMA combine with support vector machine. Their
research showed the good result [64]. In addition, the combination of ARIMA
and GA for forecasting the non linear problem. Their proposed method is
better than the previous methods such as ARIMA-ANN, ARIMA-SVM etc
[65].
Accroding to those previous research, time series has robust ability to
estimate and to predict some cases in many fields even when it combines with
other methods. Therefore, this reasearch is intereseted for solving bioelectric
potential of data set that to obtain the best model and to estimate the human
position.
6.2 Proposed Method
6.2.1 Measurement of Bioelectric potential
To perform measurements is using a data logger. Specifications data logger
used is GRAPHTEC GL400-4. It measures the low voltage at an average
altitude of sampling (approximately 512 Hz) (figure 6.1). For the measure-
ment of electrical potential of plants by attaching electrodes on two different
leaves then measured the voltage generated between both the leaves. The
measurement results are stored on a PC in real time via the local network
(figure 6.2).
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Figure 6.1: Measurement process using data logger
Figure 6.2: Bioelectric potential plant
6.2.2 Data set
Data were obtained by using one plant and one observation location in a
room of size 3.45 m x 5.75 m (figure 6.3). The process of recording data
is conducted by walking around the position point for 30 seconds. Data
obtained is spectrum data. In addition, the observed data is voltage data,
so we use this raw data for the analysis.
6.2.3 ARIMA Model
ARIMA is a time series model which consist of Autoregressive (AR), In-
tegration(I), and Moving average (MA). Generally there are two kinds of
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Figure 6.3: The experiment environment
ARIMA model which are ARIMA non seasonal and ARIMA seasonal. This
proposed method uses the second ARIMA type. The ARIMA model is writen
as ARIMA(p,d,q) which p is the number of AR term, d is the number of I,
and q is the number of MA term. The general model of ARIMA(p,d,q) is
see in eq. 6.1 [55].
(1− φ1B....− φpBp)(1−B)dYt = c+ (1 + θ1B.....+ θqBq)et (6.1)
There are three main components, which are the first is AR(p) term,
(1− φ1B....− φpBp) (6.2)
the second is integration for differentiation (d),
(1−B)dYt (6.3)
and the third is MA(q) term,
(1 + θ1B.....+ θqB
q)et (6.4)
In addition, c is a constant value.
Seasonal ARIMA Model
Seasonal ARIMA or SARIMA is a pattern which repeated in an interval
time constantly. For stationary data set, seasonal is can be detected from
58
ACF plot. If ACF visualization shows a seasonal pattern then it should to
analyze by different solution (NIST, 2012).
The general equation of seasonal ARIMA is shown in eq. 6.5.
ARIMA(p, d, q)(P,D,Q)S (6.5)
where (p,d,q) is non seasonal of ARIMA model, (P,D,Q) is seasonal of ARIMA
model, and S is the number of period in seasonal model.
For example, if ARIMA (1,0,0) then the model is as eq. 6.6 and 6.7 below
:
(1− φ1B)Yt = c (6.6)
where BYt=Yt-1. Therefore,
Yt = c+ φ1Yt−1 (6.7)
For detecting the data set is seasonality is by some graphical techniques,
such as a run sequence plot, a seasonal subseries plot, multiple box plot, and
autocorrelation plot. This research will use autocorrelation plot to detect
seasonality. One of the solutions to solve this problem is by using differenti-
ation operator of seasonality.
Constructing SARIMA Model
For constructing SARIMA model in this reasearch is explained as below:
1. Visualization process. This step is to make sure the bioelectric potential
dataset is stasionary series. Stationary dataset can be seen in visual if
the mean, variance and covariance graph are constant.
2. For determining the order of ARIMA model is by checking value of
auto correlation function (ACF) and partial auto correlation function
(PACF) graphs. We decide the appropriate order of AR (p), I(d) and
MA(q) based on the visual of ACF and PACF graphs.
3. Choosing the best model by comparing the value of Bayesian informa-
tion criterion (BIC) and Akaike information criterion (AIC). The best
model is obtained if the BIC and AIC values is less than others.
4. Validation process by checking the accuracy of bioelectric potential
dataset. This dataset is devided into 30 groups. After that, Finding
the best model from each groups. Finally, calculating the accuracy
value from all groups.
5. Forecasting process. This step is performed by using testing dataset.
This dataset is inserted to the choosen ARIMA model and calculating
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the value of MAE and MSE. From the graph of testing dataset and
model can be seen the precision of the model. The smaller MAE and
MSE values then the ARIMA model is more excellent precision.
6. Constructing the infrastructure for estimating the human position us-
ing bioelectric potential of plants.
6.3 Results and Discussion
6.3.1 Experimental Setup
The data used is bioelectric potential dataset from one plant. Data analysis
was performed using a MacBook Pro with specification: 2.7 GHz Intel Core
i5, 8 GB 1867 MHz, and DDR3.
6.3.2 SARIMA Model
For constructing the SARIMA model, the first step is by confirming the
dataset visualisation. The bioelectric potential dataset is seen in figure 6.4.
Figure 6.4: Bioelectric potential dataset
Figure 6.4 shows that the dataset performs stationary because mean and
variance of bielectric potential data set runs constantly. After that, we check
the visualization of ACF dan PACF value. Both of figures are presented in
figure 6.5 and 6.6.
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Figure 6.5: ACF of Bioelectric potential Dataset
According to acf plot we detected that the data set is seasonal because
every eight leg has the same pattern. Therefore, we sholud get rid this sea-
sonality using differentiation. By using R software, we obtain the SARIMA
model (1,0,0) from 15.000 instances. It means the order of seasonal AR is 1,
integrated and MA orders are zero.
SARIMA model (1,0,0) is the best model which is obtained by comparing
among the other models because the AIC and log likelihood is the less one.
In other word, It can be explained clearly that SARIMA (1,0,0) consists
p=1, d=0 and q=0. According to the result the coefficient and intercept
values are 0.9374 and -0.6997 respectively. Furthermore, the AIC value is -
56285.83 and log likelihood value is 28146.92. For make sure that this model
is better than others by calculating the accuracy. This is conducted using
bioelectric potential dataset which is devided into 30 groups. Each group
is 500 instances and we obtained the best SARIMA model from all groups.
After that, we calculate the accuracy by calculating the proportion. The
result is presented in the table 6.1.
This table compare three SARIMA model that SARIMA (1,0,0) is the
best model because it has the highest accuracy of 80%. The remain SARIMA
model, SARIMA (3,0,0) and SARIMA (2,0,0), the accuracy are 16,7% and
3.3% respectively.
The Next is forecasting process. This step is performed by using testing
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Figure 6.6: PACF of Bioelectric potential Dataset





dataset which has 5000 instances. This process is by inserting the data to the
SARIMA (1,0,0) model. Afterward, we calculate the forecasting performance
using MAE and MSE. Finally, we obtained the MAE and MSE were 0.2089
and 0.0487 respectively. The forecasting result can be seen in figure 6.7.
Figure 6.7 described the forecasting result which compared testing data
with SARIMA model (forecasting value). The testing data is seen in blue line
and forecating value is the red line. This comparison presents an excellent
result of SARIMA (1,0,0) because it has less value of MAE and MSE. There-
fore, The SARIMA (1,0,0) model for bioelectric potential dataset performs
a promise forecasting result. In addition, the accuracy of SARIMA (1,0,0) is
better than previous research [38], [61], [62].
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Figure 6.7: Forecasting result
6.3.3 Architecture Design of Human Position Estima-
tion
The next study is that the SARIMA model will be used as a new approach
for constructing the design architecture of human position estimation using
bioelectric potential of plant. The architecture is shown in Fig. 6.8.
Figure 6.8: Architecture of human position estimation
This figure 6.8 explained the bioelectric potential of plant will record the
human position in every observation point. There is one plant and three
observation locations. The experiment environment is shown in Fig. 6.9.
Therefore, there are three data set from three observation locations. The
next, building the model for each position using SARIMA and the best
model will be used for matching process. We use another data randomly
from three data set for testing data and inserted to the SARIMA model for
63
matching process. We determine the exact location of testing data set which
has clostest position with training data set.
Figure 6.9: New eksperiment environment
The distance one plant can detect a person position is very short, about
1.5m is the maximum. In this paper, one plants is used. It is enough using
three locations for the experiment. If we want to detect more locations,
we need to use more plants. In summary, the previous research which has
been estimated the human position using bioelectric potential of plant was
conducted by some methods. They were decision tree using J48 algorithm
and multi layer perceptron, and then by using convolution neural network
(CNN). Therefore, this research has state of the art for estimating human
position using bioelectric potential of plants with a new approach, time series
method (SARIMA).
6.4 Conclusion
Time series approach has the contribution to enhance bioelectric potential
of plant study. The data has appropriate characteristic to analyze. Because
of the data set is detected has seasonality, we use SARIMA model. Finally,
SARIMA model (1,0,0) is the best model for this research. This model has
AIC value of -56285.83 and accuracy of 80% . In addition, the architec-
ture design of bioelectric potential of plant for estimating human position is
interested to follow for next research.
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For future research, the architecture design with SARIMA model will
be used for determining human position. And then, it is also interested
to compare with deep learning method (long short term memory (LSTM)
algorithm). Furthermore, for improving the accuracy both of SARIMA and






Using Time Series Approach
7.1 Introduction
The use of bioelectric potential as a natural sensor is an innovation in an ef-
fort to detect the human behavior like accident in order to prevent the eldery
death who live alone in a home because of accidents are not helped immedi-
ately. A previous attempt to use the camera a lot of rejection because the
monitor in place of privacy as the bathroom and the bedroom [4], [5], [6], [7].
Besides, the use of infrared sensors tested to solve this problem, although the
results were pretty good but costly due to capture human behavior requires
many sensor cells, so that are not economically [3]. Then the other solutions
tested using the sense of odor but the results are not so good because there is
often noisy when the data records [3]. Hence, the use of bio-electric potential
could be the solution to these problems because it is friendly to monitor the
behavior of people in privacy place and may also be a producer media of
oxygen to reduce stress (for healing) [4], [5] [6], [7].
Furthermore, based on the results obtained from previous studies that
bioelectric potential has the ability to capture human behavior well. Re-
search conducted by Hirobayashi et al [8], states that human activities like
stepping around the plants produce a strong correlation with changes the
signal by using plant bio-electrical potential. Another study conducted No-
mura et al [66], Shimbo et al [9] with using machine learning method that
shows the results of human behavior such as talking, moving, walking, open-
ing the door can be detected using bioelectrical plant potential. Subsequent
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research conducted by Jin et al [3] using artificial neural network algorithm
successfully detects a distance of person within the plant of bioelectric po-
tential. Then another study conducted by Nambo et al utilize bioelectric
potential for determining the position in a room. This study uses several
algorithms including decision tree (J48) for the classification point and multi
layer perceptron locations to determine the position and then make a regres-
sion model to matching process. The results obtained show that a person’s
position can be estimated with an accuracy rate of 60% [4], [5], [6], [7].
Utilization of plants as a natural sensor is a breakthrough to help some
problems in daily life of human activities. Recorded data using plant media,
can be used as input learning by using various methods such as machine
learning, statistics and data mining. Furthermore, this research is expected
as an effort to face a new era in data computing, known as AI cognitive
system. That is a technologically advanced system that has learning features
and can continue to adapt just like a human brain.
The previous researches about artificial intelligence cognitive system are
able to outline as follow. J. Suchan and M. Bhatt study about Semantic Q
and A with Video and eye-tracking data. This study is the foundation of
AI for human visual perception which is studied based on Cognitive Film
Studies. By using a demonstration of major technological capabilities aimed
at investigating the effects of attention and recipients on motion pictures;
These results have a high degree of analysis of the subject’s visual fixation
patterns and correlations with the semantic analysis of the dynamic visual
data [67]. Research on cognitive programming is conducted by L. Michael
et al. They explain that by following a vision where humans and machines
share the same level of common sense. They have proposed cognitive pro-
gramming as a means to build cognitive systems. Cognitive programming
adopts a machine view as a personal assistant. The point is that humans
demand completion of tasks, perhaps without specifying fully and clearly
determining what is needed, but relying on the experience of the assistant,
and finally, the machine is able to perform the task. Cognitive programming
aims to bring traditional programming flexibility to existing technology users,
enabling them to view their personal devices as novice assistants, who can
receive training and personalization through natural interactions [68].
A. Lieto and D.P Radicioni study about the Cognitive AI system. They
reviewed the major historical and technological elements that characterize
the recent rise, fall and resurgence of the cognitive approach to Artificial
Intelligence. They say that the scientific vision of Artificial Intelligence (AI)
can be successfully synthesized by the words of Pat Langley: ”AI aims to
understand and reproduce computing systems of various intelligent behav-
iors observed by humans” [69]. Other studies discussed Artificial Cognitive
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systems, by A. Lieto and M. Cruciani. This paper presents the AI collabo-
rative studies of many disciplines such as computer scientists, psychologists,
engineers, philosophers, linguists and biologists. This collaboration led to its
influence on the study of natural and artificial systems. Paper ”Cognitive
System: Argumentation and Cognition” was performed by A. Kakas and
Michael. This paper discusses the relationship between argument and cog-
nition from a psychological and computational point of view. In addition,
this paper also investigates how the synthesis of work on reasoning and un-
derstanding of narrative texts from the Cognitive Psychology of work which
is based on computational arguments from AI that can offer a scientific and
pragmatic basis for building human cognitive systems in performing every-
day tasks [70]. An evolutionary study of architectural cognitive frameworks,
ICARUS was presented by D. Choi and P. Langley. The paper mentions
that two early versions of ICARUS explain in more detail the third incar-
nation that has stabilized over the past 12 years. These include modules
for conceptual inference based on perception, goal-based reactive execution,
problem solving with shield analysis, skill acquisition of new solutions, and
achievement of top-level objectives [71].
The paper ”The level of knowledge in cognitive architecture: current lim-
itations and developments” is written by A. Lieto et al. The authors say
that the level of cognitive architecture (CA) is not only a technological issue
but also epistemological one, because they limit the comparison of knowledge
representation and CA processing mechanism to that of humans in their daily
activities. J. Rosales et al., presented the integration of cognitive computing
model of planning and decision making by considering affective information.
The contribution of this research is that the resulting model considers affec-
tive information and motivation as a fundamental and essential trigger in the
planning and decision making process; In addition, the model is capable of
mimicking the internal human brain as well as human external behavior [72].
F. Martinez et al., studied computational analysis of general intelligence tests
to evaluate cognitive development. They mentioned that to understand the
role of basic cognitive operational construction (such as identity, difference,
order, calculation, logic, etc.) required intelligence testing and serves as a
proof of evaluation concept on other developmental issues [73].
The paper ”Enabling the social intelligence of robots by the engineering of
human social-cognitive mechanisms” is written by T.J. Wiltshire et al. This
study explains the basic techniques of human social cognition to illustrate
how the embodied social robot can be designed to function autonomously
as an efficient co-worker. Adopting the engineering human social cogni-
tion (EHSC) as an approach to modeling the socio-cognitive mechanisms
in robots, not only provides a robust, flexible, sophisticated, cognitive, per-
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ceptual, motor and cognitive architecture, but also enables a more direct
understanding of, and natural interaction with the environment and human
colleagues. It also provides a mechanism for better understanding human
behavior and mental states as well as enabling the prediction and interpreta-
tion of new and complex social situations [74]. D.L. Dowe and M.V. Herna
discussed a universal psychometric that measures cognitive abilities in the
machine kingdom. This paper presents the measurement of cognitive abil-
ity, and the creation of a new foundation for redefining and mathematically
formalizes the concept of cognitive tasks, evaluable subjects, interfaces, task
choices, difficulties, agency response curves, and so on. The authors explain
that the AI Evaluation may receive important impacts from the cognitive
system view characterized by its diversity and cognitive ability level, anal-
ysis of the relationship between the spectrum of capabilities, the difference
between characteristics and measuring tools, or borrowing of item response
theory, as well as other theories and concepts developed in psychometrics
[75].
The paper ”Advanced user assistance based on AI planning” is conducted
by S. Biundo et al. This study presents a hybrid planning approach in detail
and demonstrates its potential by describing the realization of various aid
functions based on complex cognitive processes such as generation, improve-
ment, and explanation of the Author’s plan that the user’s instructions are
given based on an action plan synthesized by the hybrid planning system. If a
particular action execution fails due to some unexpected environment change,
for example, the system can help the user out of the situation by starting
the plan improvement process. The resulting plan overcomes a failing and
stable situation by simply pointing out the deviation from an indispensable
starting plan. Finally, an explanation of the plan can be given based on the
analysis of the structure of the rich knowledge plan generated by the planner
and also the planning process itself [76].
This research attempts to estimate the position of human in a room. The
method to solve this problem is using time series method. The time series
approach to bioelectric potential dataset is interesting to perform because it
is stored based on time and indicate the specific pattern. The use of time
series for prediction has been done by Abdurahman (2014) about time series
algorithms which combined with Particle Swarm optimization [49]. In ad-
dition, the research about the discovery knowledge in time series databases.
This study aims to predict an important attributes and extract rules in as-
sociation analysis [48]. Furthermore, in 2015 conducted research on time
series analysis through AR modeling. In this study shows various types of
AR models such as univariate and multivariate AR models, a radial base
function autoregressive model and so on [52].
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Figure 7.1: Bio electric potential
7.2 Proposed Method
7.2.1 Measurement of Bio electric Potential
To perform measurements using a data logger. Specifications data logger
used is GRAPHTEC GL400-4. It measures the low voltage at an average
altitude of sampling (500 Hz). This tool has four channels so that it can
simultaneously measure voltage. For the measurement of electrical potential
of plants by attaching electrodes on two different leaves then measured the
voltage generated between both the leaves. The measurements are stored on
a PC in real time via the local network (figure 7.1).
7.2.2 Positioning coordinates
P1 is plant of bio electric potential and M1- M3 are the locations of the
experiment. For the position coordinates of the plants and experiment point
is seen in Table 7.1.
7.2.3 Experiment Design
The design of this research can be seen in Figure 7.2. Referring this figure,
the observed bioelectric potential data is divided into two types, namely
training and testing dataset. In the process of training data analysis are
used Autoregressive time series method. Through this method selected AR
model that is based on the level of feasibility and size of the standard error.
Furthermore, to determine the position by using data testing which find the
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Table 7.1: Coordinate position of observation point and plant of bioelectric
potential





Figure 7.2: The research design
difference of the actual to the estimated value of AR model.
7.2.4 Dataset
Data were obtained by using plant of bioelectric potential in a room of size
3.45 m x 5.75 m. The position of observation there are three points and
the plant used there are two trees. The process of recording data is done
by someone by walking around each position point for 30 seconds. Once
the people move on each observation point, the recording process starts from
both bioelectric potential plants. Data obtained is spectrum data format and
can be converted into numerical data using data logger. Therefore, from the
experiment obtained three dataset point position of two potential bioelectric
plants so that there are six total datasets. The first data collection is used
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Table 7.2: Standar error of AR model
Parameter Position 1 Position 2 Position 3
AR(1) AR(2) AR(3) AR(1) AR(2) AR(3) AR(1) AR(2) AR(3)
p-value 0 0 0 0 0 0 0 0 0
standar eror 0.045 0.038 0.033 0.044 0.038 0.033 0.045 0.038 0.033
as training data. Next the second experiment in the same way is used for
data testing.
7.3 Results and Discussion
7.3.1 Experimental Setup
The data used is Bioelectric potential dataset from three positions using one
plant. Data analysis was performed using a MacBook Pro with specification:
2.7 GHz Intel Core i5, 8 GB 1867 MHz, and DDR3.
Best Model Determination
This research experiment was conducted in three positions. To determine
the best AR model performed in each position of the experimental object,
by comparing the p-value and error standard of each AR model (table 7.2).
Based on the analysis results obtained p-value and standard error as follows:
Based on the table 7.2, it is found that all p-values on each model of
AR are zero because all of the p-value is smaller than alpha value (0.05) so
that all models are selected as candidate models. Next is a comparison of
standard error values in each selected position and the result of the 3rd order
of AR model because the standard error value is smallest compared to the
other AR order. The selected error values from position 1 to 3 are almost the
same (0.033). Therefore, the selected AR model is used to create a model at
each position.
Constructing AR Model
According to the selected AR order, the models are constructed as follows:
The table 7.3 explains the modeling component which is obtained at each
position. The first component is constant value then the next three values
are coefficients for the three variable values of the previous time series in
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Table 7.3: The component of each model
Component Position 1 Position 2 Position 3
Intercept (a0) -9.31485E-05 -8.39632E-05 -9.24376E-05
X Variable 1 (a1) 0.665990568 0.66779352 0.668736298
X Variable 2 (a2) -0.061332529 -0.062073254 -0.062234636
X Variable 3 (a3) -0.497219399 -0.497083196 -0.496436779
Table 7.4: The Position estimation
Experiment position Model M1 Model M2 Model M3 Estimation result
Position 1 0.039034078 0.039049273 0.039019109 Position 3
Position 2 0.025319258 0.025360625 0.025391858 Position 1
Position 3 0.038997821 0.03898176 0.038939225 Position 3
Position 1 0.021176831 0.021190519 -0.021182437 Position 1
Position 2 0.020541127 0.020538297 0.020574728 Position 2
sequence. Models that are formed in general are as follows:
Yt =a0 + a1Yt−1 + a2Yt−2 + a3Yt−3
With :
Yt =signal value of bioelectric potential at t
Yt−1 =signal value of bioelectric potential at t-1
Yt−2 =signal value of bioelectric potential at t-2
Yt−3 =signal value of bioelectric potential at t-3
a0, a1, a3 =coefficient value for signal value of bioelectric
potential at t, t-1, t-2, and t-3
(7.1)
Determination of data testing positions
In this testing process there are five datasets are used. From each dataset
we select the sequential data at time t to the order of data to 1500, 4000, 7500,
11500, and 13000 respectively. The determination of this sequence is the
basis of consideration to seek and to cover the overall pattern in each dataset
(15000 observations). After that, the sequence is tested to the selected AR (3)
model. Next, the calculation of the difference of the estimation result and
the actual test value. The smallest difference is selected as the estimated
dataset position result. Here is the design and test results:
Based on the table 7.4, the estimation of the five datasets tested, there are
three appropriate datasets and the rest are missed. The first and the second
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experiment are fail because the estimation result is not true and the third to
five experiment are accurate. Therefore, the value of accuracy obtained by
75%.
7.3.2 Discussion
The research related to plant of bioelectric potential to estimate position is
conducted in the simulation experiment. That experiment is performed in a
small room size 3.45 m x 5.75 m. Then the number of plants used as much as
two trees and the point of observation positions are three points. This means
that if this research is successful it is possible to use in a house with several
room as the observation positions and the number of bio electric potential
plants that are used more than two trees.
Based on the results which was conducted by using time series approach,
AR model has been able to estimate a person’s position with accuracy level
of 75%. This level of accuracy is very important to be improved further with
different methods approach. However, this accuracy level is quite competitive
when compared with previous research like using multilayer perceptron and
decision tree methods.
The important point of this research that must be considered is the con-
tribution points. That this research contributes to determine someone’s po-
sition. Especially it is used to determine the position and movement of an
elderly which living at home alone. We wish can help the elderly people for
something unexpected happens. Utilization of plants as a media for human
activity aid oriented are more deeply studied. Included in the study of AI
cognition system. Hopefully, the topic of bio electric potential can be de-
veloped further on the topic of AI cognition design like a smart robot. The
plant is being smart by utilizing the data recording as a learning material to
be used as a knowledge. Furthermore, with the knowledge possessed utilized
for various human interests such as measurement of room temperature, dis-
tinguishing objects of life, counting the number of people in a space, measure
the burning of calories and so forth.
7.4 Conclusion
This study analyzes the time series method using AR model on Bioelectric
potential dataset. Based on the analysis result obtained the best model
that was AR (3). Furthermore, the selected model is used to estimate the
position of data testing. Finally, this research obtained the estimation result
accuracy of 75%. This research is exciting to be developed further by using
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optimization methods such as Steepest Ascent, Newton Raphson, or Particle
Swarm Optimization, in order to increase an accuracy value. In addition, it





In this thesis, we investigated the improvement of multi-objective optimiza-
tion of numerical association rule mining. In this case we explore the utility
of bioelectric potential of plant. In the first part, we discuss about bioelectric
potential of plant for determining human position using association analysis
approach. In the second part, we explain about bioelectric potential of plant
for determining human position using time series approach. We will first
discuss the research question for each part of the thesis before we discuss
the main research question: How can we design, implement and evaluate the
best accuracy of methods for determining human position using bioelectric
potential of plant. We conclude with some suggestion for future work.
Part I. Bioelectric potential of plant for De-
termining Human Position using Association
analysis approach
RQ1. How is to solve the premature searching problem
in optimization process of numerical association rule
mining using multi objective function?
Numerous authors have been discuss about numerical problem of association
rule mining using some methods. A number of them are using the opti-
mization approach by particle swarm optimization (PSO). The problem is
that the PSO trapped in local optima when searched the best particle in
every iteration. Combining PSO with Cauchy distribution (PARCD) is a
propose method to solve the problem of premature searching process. This
combination has tremendous ability for searching best solution in a large
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neighborhood.
This research using some benchmark dataset from Bilkent University
Function Approximation Repository. There are five data set which are used,
Quake, Basketball, Body fat, pollution and Bolt. The experiment by the
method of PARCD showed a promise result. That in every multi-objective
function such as support, confidence, comprehensibility and interestingness
give the result better than previous method which is only using PSO for
solving multi-objective in numerical association rule mining problem. For
the future, because of the problem of numerical association rule mining is
still be improved so it will be better to following the research for instance it
combining with other methods like genetic algorithm or fuzzy algorithm.
RQ2. How is the computational complexity of conven-
tional A priori and evolutionary method?
Some of the solutions for solving numerical Association rule mining problem
are by discretization, distribution, and optimization methods. The popular
algorithms of optimization are A priori algorithms, Genetic algorithms (GA)
and Particle swarm optimization (PSO). This section has aim to study time
complexity of those optimization algorithms.
The process uses discretization step which is usually used in Apriori
method has the weaknesses which is a slow process while the evolution-
ary method addressed this weakness because its process without discretiza-
tion and without determination of minimum support and minimum confi-
dence. It is clear that the time complexity of an a priori algorithm is slower
than the time complexity of evolutionary algorithm because an a priori algo-
rithm follows the exponential form while the evolutionary algorithm follows
a quadratic form.
RQ3. How is to extract the rule determination of PARCD
method?
One of the weaknesses of the PSO is often premature for searching the optimal
solution because it traps in local optima when the best particle is being
searched in every iteration. Combining the PSO with Cauchy distribution for
numerical association rule mining problem (PARCD) is a solution because
it is robust for finding the optimal solution in a large neighborhood. The
important point in this research is particle representation which to know the
association between one attribute to another. Therefore, this study has the
aim to determinate rules of numerical association rule mining and also to
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calculate the multi-objective function using combination of PSO and Cauchy
distribution.
The rules detemination is used Michigan Approach which from every
iteration tend to one rule. The main component in a rule are contain an-
tecedent, consequent, or none of them. From every component divided into
three coloumns. They are lower bound, attribute, and upper bound. Based
on the result showed that rule extraction by PARCD method produced the
multi objective values are better than others.
RQ4. How does the comparison of multi-objective val-
ues of PARCD method with other methods?
The previous sections have proved that combining the PSO with Cauchy
distribution can solve the numerical ARM problem. The problems of local
minimum and premature convergence with large datasets can be solved us-
ing the PARCD method. The experimental results demonstrate that the
PARCD method generated multi objective values such as the support, confi-
dence, comprehensibility, interestingness and amplitude functions are better
than previous methods (i.e., MOPAR, MODENAR, GAR, and RPSOA). In
future, the numerical problem of ARM problem can be further improved by
developing or combining other methods, such as time series or deep learning
method.
RQ5. How is the implementation of Association Anal-
ysis method to overcome bioelectric potential of plant
dataset for determining human location?
This study uses an association analysis with the particle swarm optimization
approach. This method is called MOPAR, multi-objective of particle swarm
optimization for numerical association rule mining. Real data sets of the
bioelectric potentials of plants were used to obtain rules and to examine the
accuracy of the method.
This research has been successfully achieved the promise result. Using
association analysis and a PSO approach; MOPAR has performed the esti-
mation of the location of a person in one of three positions with an accu-
racy of approximately 75%. In the future, we will improve the accuracy by
other methods and other approaches such as by applying a modified MOPAR
method, time series model, or deep learning analysis.
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Part II. Bioelectric potential of plant for de-
termining human position using Time Series
approach
RQ6. How to build optimized AR model using Bench-
mark Dataset?
The purpose of this study is to find the parameters that can produce the best
value on the model Autoregressive (AR). This research using grid search op-
timization methods. The experimental data used in this study was a sunspot
dataset. Based on the analysis, the best AR model was a 3rd order AR model.
The best result had the parameter values of a(1) = 1.5, a(2) = -0.7, a(3) =
0.1, and the likelihood value was -1508.6877. Therefore, the third order AR
model was selected as the best model because the likelihood value is less than
others. This research can be developed further by comparing this method
with the other evaluation and optimization methods such as Steepest Ascent,
Newton Raphson, or Particle Swarm Optimization.
RQ7. How does the comparison result for AR, opti-
mized AR, MA, and seasonal ARIMA model using Bio-
electric Potential Dataset?
Bioelectric potential of plant has abilities for detecting the various human ac-
tivities, like walking, opening the door, and touching the plant. Furthermore,
the bioelectric potential plant also is able to estimate the people position.
Among authors have used some methods such as multilayer perceptron, deci-
sion tree, deep learning, and etc. However, the problem is difficult to find the
best accuracy for estimating position. Therefore, this section tried to find
out the best accuracy value for estimating people position using bioelectric
potential plant. The proposed method is autoregressive (AR) model which
is optimized by grid search method. This method is robust and appropriate
for solving this problem because the data obtained is numerical type and the
data stored is based on time. Therefore, the objection of this study is to
construct the optimized weighted AR model and then to estimate the people
position by using this model. Afterward, the result is compared with some
previous studies. The accuracy parameter of estimation is using mean abso-
lute error (MAE) and mean square error (MSE). Based on the analysis result
obtained the best model that was AR (3) from both of classic and optimized
AR model and MA (2). Based on MAE and MSE value that optimized AR
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model is almost similar with classic AR model. Then, the MA model is the
best ones.
Furthermore, the next research has aim to construct a time series model
for bioelectric potential dataset using SARIMA model for constructing the
SARIMA model we use one observation location and obtained the best model
is SARIMA (1,0,0) with accuracy of 80%.
RQ8. How to use AR model to estimate the human
position using Bioelectric Potential Dataset
The application of plants as natural sensors to detect human behavior is
very interesting to investigate. One benefit is to know the position of elderly
people living alone in a house in order to avoid accidents resulting in death
because of not immediately helped. The previous authors already use some
method to estimate the position such as classification, J48 and multilayer
perceptron methods. However, to find the best estimation is so difficult.
Therefore, this study tried to use time series approach to solve bioelectric
potential dataset problem because the data type is numeric and data stored
are based on time. The time series model which is used is Autoregressive
(AR) model. The purpose of this study is to estimate the position based on
the distance of training dataset to AR model. The result performed that the
AR model selected is AR of order 3. In addition, the estimation accuracy is
pretty good of 75% compared with the other methods, such as multi-layer
perceptron or decision tree.
Based on the analysis result, we obtained the best model that was AR
(3). Furthermore, the selected model is used to estimate the position of data
testing. Finally, this research obtained the estimation result accuracy of 75%.
This research is exciting to be developed further by using optimization meth-
ods such as steepest ascent, newton raphson, or particle swarm optimization,
in order to increase an accuracy value. In addition, it is better to try using
the others model of time series methods such as MA, ARMA, ARIMA, and
SARIMA.
HOW CAN WE DESIGN, IMPLEMENT AND EVAL-
UATE THE BEST ACCURACY OF METHODS FOR
DETERMINING HUMAN POSITION USING BIO-
ELECTRIC POTENTIAL OF PLANT?
In this thesis, we have shown that there are some approaches to design hu-
man position estimation by using bioelectric potential of plant. We show
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the contribution which different with the previous research which are by as-
sociation analysis and time series approach. Every design model from each
approach has different procedures. The first approach is by using association
analysis. We should to select the best rules from training data set before
we use it for matching process. On the other hand, the second approach
is time series approach. The architecture of time series approach is similar
as the first approach. However, the output of the learning process is time
series model such as AR, MA or seasonal ARIMA model. After that, the
best model will be used for matching process.
The implementation both of approaches methods for obtaining the best
accuracy of human position estimation should study and discuss deeply. The
PARCD method that we proposed and implemented in this thesis is compet-
itive and robust for solving the numerical association rule mining problem.
Furthermore, this method could estimate the human position estimation us-
ing bioelectric potential of plant as well with the accuracy almost 75%. In
addition, the seasonal ARIMA model (1,0,0) for the time series approach is
the best model which designed and implemented in this thesis. The accuracy
of this model is about 80%.
The accuracy both of approaches cannot be compared because they have
different procedures and parameter. However, they give a worth insight and
an enhance knowledge for obtaining the best accuracy to estimate human
position in bioelectric potential of plant.
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Suggestion for Future Work
Based on some limitations from each chapter, we offer some suggestions for
future work. First, the discussion about numerical association rule mining
problem is very large. Therefore, it is able to explore deeply by another
approach such as from optimization method by using hybrid method be-
tween PSO with fuzzy logic or genetic algorithm. The second, in this thesis
for determining human position using association analysis approach still use
MOPAR method. Hence, for the future work that the implementation of
the combination of PSO and Cauhy distribution, PARCD for estimating the
human position of bioelectric potential of plant. The third, for the second
part, the best model of seasonal ARIMA model is not implemented yet for
estimating human position only obtaining the best model. Therefore, the
future work is interesting to applicate the model for completing this thesis.
The forth, based on some references the PARCD method is more powerful if
it combines with time series method or the combination of time series method
with deep learning approach such as LSTM algorithm. The fifth, this thesis
focus for one utility of bioelectric potential of plant for estimating the human
position. Therefore, it is better to explore the different utility of bioelectric
potential of plant such as for determining gender or level of age.
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