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On the conditions for a Hamiltonian matrix to have an eigen- 
value density with some prescribed characteristics 
Jesus Sfinchez-Dehesa (*) 
ABSTRACT 
The fol lowing problem is considered : "F ind  the necessary and sufficient condit ions to be 
fulfhled by the components  of  a hamfltonian operator to have an eigenvalue density with 
certain prescribed characteristics". The solut ion when the hamil tonian operator  is a Jacobi  
matrix and the prescribed characteristic is the unimodal i ty,  is shown. A suff icient condit ion 
for a real Jacobi  matrix to have a prescribed ensity is also given. 
1. INTRODUCTION 
As is well known, the conventional way we solve a 
many:body problem, for instance the nuclear one 
within the shell model, starts with the truncation of 
the Hilbert space of the system by group theoretical 
considerations, requiring that the space supply the 
representation f a group, which is believed to be 
pertinent. The representation f the hamiltonian H
of the system in terms of a basis (~i) of the reduced 
Hilbert space is a real and symmetric matrix. After- 
wards, we diagonalize this matrix and produce the 
eigenvalues E i and the eigenfunctions ~0i as linear 
combinations of the basis vectors. The diagonaliza- 
tion is carried out in two steps : firsdy, the whole 
matrix is tridiagonalized and secondly, the resulting 
Jacobi matrix (e.g. real and symmetric tridiagonal 
matrix) is diagonalized by means of one of the three 
standard algorithms, namely those of Householder, 
Givens and Lanczos. 
The matrix inverse eigenvalue many-body problem 
(M.I.E.P.) is then the following : "To what extent 
is a real and symmetric Finite matrix determined if 
we know all its eigenvalues E i, i=1 ..... N ". Or even 
better : "Find all the real and symmetric matrices 
of finite dimension with the same prescribed spec- 
trum of eigenvalues". I do not believe much has 
been done regarding this problem. To my knowledge, 
there are some results which belong in the category 
of existence theorems in matrix theory, but the 
point of attack is in general different from the one 
mentioned above. In matrix theory, people [1-3] are 
usually concerned with questions uch as : "Find 
necessary and sufficient conditions for the existence 
of a symmetric matrix with prescribed iagonal 
elements and eigenvalues." 
Hochstadt [6-7] reduced this inverse problem by con- 
sidering the case of a Jacobi matrix and thereby, at 
times, achieving more precise results. He succeeded 
in proving that under unusual conditions, namely 
when the diagonal elements verify ai=an+l_ i and the 
codiagonal elements verify bi=bn, i a Jacobi matrix 
is uniquely determined by its spectrum and can be 
reconstructed from this data. The tridiagonal inverse 
problem is simply the discrete analogue of the inverse 
Sturm-Liouville problem. The first study of this 
problem was performed by Gantmacher and Krein [4], 
when they studied the small vertical vibrations of a 
horizontal string with 2n beads. More recently [5,8], 
it has been considered in network theory and linear 
transport theory. 
It often occurs that we do not know each of the 
eigenvalues of the hamiltonian matrix, knowing how- 
ever some of its properties, generally average proper- 
ties, such as the eigenvalue density. Then the follow- 
hag inverse problem, which we shall call "the matrix 
average inverse eigenvalue problem" (lVLA.I.E.P.), 
arises quite naturally. "Find all the real and symmetric 
finite matrices with a prescribed eigenvalue density". 
As in the M.I.E.P., we attack it by starting with a case 
corresponding to a Jacobi matrix. In Section 2 we 
show a sufficient condition to be fulfilled by a finite 
real Jacobi matrix to have a prescribed eigenvalue 
density. 
Furthermore, we sometimes observed that we do not 
even know the eigenvalue density, but we do know 
certain characteristics of it, such as 
i) its normality or quasi-normality. This is the case in 
the nuclear shell model, where French and co-work- 
ers [9] have shown that in reduced spaces, an extend- 
ed central imit theorem operates, which states that 
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the eigenvalue distributions (in fact, partial level 
densities) are normal or quasi normaL _ _ 
ii) its unimodality (17. This is the case [10] for the 
density of  states in some disordered systems studied 
in Solid State Physics. (See the excellent review by 
D.J. Thouless [ 11 ] and references therein). 
The question which now arises concerns the extrac- 
tion of  the greatest quantity of  information possible 
about the hamiltonian matrix of  a system such that 
its eigenvalue density be normal (or quasi-normal) 
or, more generally, unimodal. We have especially 
considered the case of  unimodality for two reasons: 
firstly, it represents less information about the 
eigenvalue density and secondly, we can use an old 
statistical theorem by Johnson and Rogers. We can 
get, see section 3, the necessary and sufficient con- 
ditions for a real Jacobi matrix to have a unimodal 
eigenvalue density. Some suggestions, conclusions 
and comments about the usefulness of  the obtained 
inequalities are given in section 4. 
2. A SUFFICIENT CONDITION FOR A JACOBI 
MATRIX WITH A PRESCRIBED DENSITY 
The object of  this section is to find a sufficient 
condition that must fulfill a Finite real Jacobi 
matrix, Le., a matrix H in which only the elements 
in the leading diagonal (hii = ai) and in adjacent 
parallel diagonals (h . . . . .  h . . . . .  b.) are non-zero, 1,1"T'I-- 1-r ' l ,1--  1 
to have a prescribed eigenvalue density of  Finite 
range. 
Let 9 (E) denote the prescribed ensity (2) and 
suppose that one could evaluate all its moments, 
that is the quantities 
= fb  E r 9 (E )dE  r = 0,1,2, (1) 
(a,b) being the support interval of  O (E). We shall 
characterize the density O (E) through its moments 
(~r" r -0 ' l '2 '  . . . .  ). However there remains the question 
of  whether the knowledge of  all these quantities is 
sufficient o uniquely determine 0 (E). A lot of  
work has been done to answer this question; we can 
summarize it in the following two points : 
i) The knowledge of  all the moments (~', r=  0,1,2,..) 
r 
of a density 9(E) is a sufficient condition to umque- 
ly determine 9 (E), a < E < b, provided that a and 
b are finite. 
ii) When a and/or b is infinite, the last statement is
not valid. Some other sufficient conditions, however, 
are known [13]; perhaps the most useful one is that 
0 (E) decrease xponentially or faster for large [E , 
or, equivalently, that ~'r grows no faster than r ! for 
large r. 
On the other hand, it is known that the moments 
can be written as follows 
l l r=  Tr. {H r ) 
tl~at is, as the traces of the powers of  the matr ix H. 
Domb et aL [14] have calculated the first few traces 
in the case of  H being a real Jacobi matrix by using 
the theory of random walks on lattices. We have 
generalized in a straightforward but cumbersome way 
their expressions for any r-power. The moments of  
the eigenvalue density of  a £mite real Jacobi matrix 
can be written in the following compact form : 
em' = ~1 (m)X F(r ' l , r l , r '2,r2, . . . , r ' j , r j , r ' j+l)  
r'" 2r. • N-x r' b 2r l  r'2 a3 
F. a i l  a i+l  "'" i+j-1 h i ' j -1  r~+' l  i = 1 1-rj 
m =-  1,2,3 .. . . .  N (2) 
the first summation extending over all the partitions 
(r ' l , r l , r '  2 .. . . .  r ' j ,r j ,r ' j+l) of  the number m, subject 
to the following condition 
r' 1 + r'2 +.. .  + r3+ 1 + 2(r I + r2 +.. .  + rj) = m 
and such that if r s = 0,1 ~ s ~ j, then r k and r' k are 
zero for each k>s. In the second summation, x
denotes the number of  non-vanishing r I which take 
part in the corresponding partition of  m. Besides, j 
takes the values m/2 or m- 1 if m is even or odd 
respectively. 2 
The coefficients F are defined as foUows. 
( r ' l+r l -  1) ! 
r(r'l,rl,r'2,r2 ..... r'j_l,rj.l,r%) =m el!  rl! 
( r l+r '2+r2-1) !  (r2+r'3+r3-1) ! 
• . . .  • 
(r1-1)! r' 2] r2! (r2-1)! r'3! r3! 
(rj.2+r'j_l+ rj_ 1-1)!  (r j_ l+r ' j - l )  ! 
(%2-i)! rj_l! (rj_l-1)! r%!" 
(17 A (cumulative) distribution function is a never-decreasing function Z(x) which tends to 0 as x -+-  oo, and to 1 as x ~- . .  
A density (or frequency) function is a non-negative function p(x) whose integral, extended over the entire x-axis, is unity. 
The integral from - oo to x of any density function is a distribution function. A distribution function Z(x) is unimodal 
with the mode at x : ~ if and only if the graph of Z(x) is convex in (- oo, 8) and concave in (~,~o); in mathematical 
terms this is equivalent to the existence of its second derivative Z"(x) for all x, and 
{ ~o Cx < ~) z"Cx) o Cx ~) 
o Cx > ~) 
Note that the unimodality requires that there exists a density Z'(x)= p(x) which is monotone in (-oo, B) and in (B, oo); 
in this sense we also say that 0(x) is unimodal, just to indicate that it has a maximum. Note that Z"(x) can vanish over 
an interval including x = ~, so that there is no unique maximum; in other terms, intervals of constancy are not excluded. 
(2) If N is the dimension of the matrix H, then its eigenvalue density is a discontinuous one. However, if the limit for large 
N is considered, the number of eigenvalues smaller than or equal to, say Z(E), may, to a sufficient approximation be re- 
garded as an analytic function of E; then it is possible to consider 0(E)= dZ(E)/dE, which represents he number of 
eigenvalues per unit of eigenvalue interval, that is, the eigenvalue density. 
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For the evaluation of these coefficients, we must 
take into account he following convention : 
F(r' l ,r l ,r '2,r 2..... r'j.l,0,0) = F(r'x,rl,r'2,r 2..... r~l) 
As we shall use them later, the first four moments 
(m=1,2,3,4) are explicitly written in terms of the 
matrix elements in the Appendix A. 
Expression (2) is obtained in Appendix B in a way 
completely different from that of Domb et al. It is 
based on a number of findings about the moments 
of the eigenvalue distribution of tridiagonal matrices 
encountered by us elsewhere[15]. 
Taking that into account, as we remember f om 
section 1, that for a physical many-body problem to 
be mathematically solvable, it is necessary to trun- 
cate the Hilbert space of the system, it is clear that 
the corresponding eigenvalue density shall have a 
finite range. This is the reason why we only consider 
the case of a prescribed eigenvalue density defined 
in a finite interval In this case we can completely 
characterize it through all its moments Bm' 
m = 0,1,2 .... and then it is easy to see that ex- 
pression (2 7 is a sufficient condition which must be 
fulfilled by the components of a finite real Jacobi 
matrix with a prescribed eigenvalue density whose 
support interval is Finite. 
3. NECESSARY AND SUFFICIENT CONDITIONS 
FOR A JACOBI MATRIX WITH A UNIMODAL 
EIGENVALUE DENSITY 
Here we want to find the necessary and sufficient 
conditions which must fulfdl a finite real Jacobi 
matrix of large dimensions, to have a unimodal 
eigenvalue density. For doing this, we shall essential- 
ly use the two following tools : first, the Johnson 
and Rogers theorem [16] generalized by C.L 
Mallows [17] which states the necessary and suf- 
ficient conditions for the existence of a unimodel 
distribution defined on an arbitrary interval (a,b) in 
terms of its moments. The second tool is expression 
(2) which gives the moments of the eigenvalue den- 
sity of a Finite real Jacobi matrix in terms of its 
components. 
Hereafter, we shall refer to the theorem of Johnson, 
Rogers and Mallows as Theorem 1. We write it below 
in an appropriate way. 
Theorem I 
The necessary and sufficient conditions which the 
sequence of moments B'0, B'I .... , B n must satisfy in 
order that a density function .p(x), a<x<b, unimod- 
al with mode x = B having these moments may 
exist, are as follows 
CASE A : a--.o% b- -+ oo. The determinants 
1 B, 132, --' [ 3r~'1 [ 
0, uo [ 
Ar= B0 2B'1 3B'2"'" (r+2)B'r+t]; r=0,1,2 ..... 
n • are positive. The symbol [~] is equal to ~ if n is 
even and equal to n2--~1 if n is odd. Following C.L. 
Mallows, these determinants will be denoted by 
Ar-: IBJ; (i÷j'l)tfi÷j-2 I "~j+=l 0 
CASE B : a = 0, b = oo. The determinants 
Ar-  I BJ; (i-Fj-1)lJ~+j_2 t i,jr+l=0 
hr= ; (i+J) Bi+j-1 i,j=O 
are positive. 
1 
(r=0,1 ..... [~ n]  
(4,a) 
(r=0,1 ..... [1(n-l)] 
(4,b) 
CASEC:  a=- l ,b : l  
a) If n is even : n : 2m. The determinants 
] Ir+l ~r-  BJ;(i+j-1)Ui+j-2[i,j=O (r=0,1,2 ..... m) 
(5,a) 
" - [  +j_2- (i+j+l) ~+j  [ Ar= BJ; (i+j-1)p~ r ~j=0 (5,b) 
are positive. 
b) If n is odd : n = 2m+ 1. The determinants 
A'r = [~J; (i+j-1) ]J~+j_2 + (i+j) lJ~+j_ll r+ l  
i , j=0 (5,c) 
(r=O,1,2 ..... m) 
iv_ I [~j; '+" ' "+" ' A r = (x ]-l) Bi+j_2- (l J)Bi+j-1 [ r+ l  i , j=O (5,d) 
are positive. 
The case of any other interval (a,b) can be reduced 
to one of the three cases treated here by a simple 
linear transformation. 
It is clear that by substituting 0 in theorem 1, the 
moments B'r' r -- 0,1,2 ..... n by their expressions in 
terms of the components of a real Jacobi matrix, we 
Fred a set of determinant inequalities which are the 
necessary and sufficient conditions for a real Jacobi 
matrix to have an eigenvalue density whose n first 
moments are those of a uniraodal density. In the ex- 
treme case (n= + oo), these inequalities would be the 
necessary and sufficient conditions for a real Jacobi 
matrix to have a unimodal eigenvalue density; but in 
this case they are neither mathematically nor physic- 
ally useful. 
To explicitly show the type of inequalities which 
appear, we are going to discuss a simple and physic~ 
ally interesting case, namely the necessary and suf- 
ficient conditions for a real Jacobi matrix to have 
an eigenvalue density whose first four moments 
(n=4) correspond to a unimodal density p(x), 
a<x<b, of maximumx= B. As theorem 1 states, we 
shall have three different sets of conditions according 
to the three possibilities on the interval 
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F i rs t  a =-oo ,  b = + oo. 
The expression (3) of theorem 1 states that the 
necessary and sufficient conditions are 
A0>0, AI>0 and A2>0. 
The first inequality indicates omething trivial : 
la' > 0. We can always suppose that the density is 
no0£alized according to la'0 = 1. 
The other two inequalities say that : 
3la' 2 - 41fl 2 + 2la'l 8 - 82>0 (6.a) 
15 p'4 la' 2 + 48 la'3 p'2 p' 1 - 27P'23-16P'32- 0 p~la'l 2
- (12 ff31a'2+161a~la'12-18ta'221~'l-101a~lla'l ) 8 
+ 82 (91a'22+81a'31a'l- 121a'2P'12-51a'4) 
- f33 (12t~2 p'l-8 p'?-4la'3) > 0 (6.b) 
Taking into account he Appendix A, we can write 
these inequalities in terms of a i and b i. We obtain 
N-1 N 2 
i=l  -~  (ig---1 ai) 
2 N 
+ ~ i~la i  8-82>0 (7.a) 
f(ai, bi; 8) > 0 (7.b) 
where the second inequality is a lengthy one which 
can be obtained in a straightforward way from (6.b) 
and Appendix A. 
We could be interested in the necessary and suffi- 
cient conditions for a Ja¢obi matrix to have an 
dgenvalue density whose four moments correspond 
to a unimodal density p(x),-~o<x<oo, of maximum 
at the origin (8--0). In this case, the formula (6) 
reduces to 
3la' 2- 4la'12 >0 (8.a) 
5P~4(3P'2- 4P'2) + 48P'31a'2P'l- 161a!32-271a'23 >0 
(8.b) 
and the conditions we look for are as follows : 
N 2 4 N N-1 
3 Z a . -~( i  y. a i )2+6 T b2>0 (9.a) 
i--1 1 =1 i=1 
f(ai,bi;0 )> 0 (9.b) 
It sometimes occurs that our hamiltonian is, or it 
is possible to put it in the form of, a Jacobi matrix 
whose elements in the leading-diagonal are zero. In 
this case the expressions corresponding to (6) and 
(7) have the following forms, respectively : 
r la'2 >0 
<t 151a'41a'2-271a'23+ 8 (9la'22- 5P~) > 0 (10) 
N-1 2 
ig= lbi >0. 
60 N-1 2 N-1 N-2 
--~ iE=lbi (i__Zlbi 4+ 2 i=1 y" b2 bi+12 ) 
N-1 82 36 N-1 2 2 216 E lb2)3  + ( 
N 2 ( i  {-N-- iZ=lbi ) 
N-1 4 N-2 
10(iE=lbi +2 ~ bi 2 2 - bi+ 1 ) } > 0 (11) i=1 
Likewise, the expressions corresponding to (8) and 
(9) are as follows, respectively 
15p~la' 2- 27~'23 >0. (12) 
I 
N-1 
N-1 4 N-2 18 N-1 
5 (1Z lb  i .=  +2i=lZ b i2b2+l) - -~( iE lb?)2>0.= 
03) 
Second a = O, b = oo. 
The theorem 1 through the expression (4) indicates 
that the moments la b = 1, la'l' la'2' la'3, la'4 
correspond to those of a unimodal density if and 
only if it satisfies the inequalities 
A0>0, AI>0, lX2>0 
A' 0 > 0, A' 1 > 0. (14) 
The first three inequalities are the expressions (6) 
and the other two are given explicitly so 
21a'l - 8 > 0 
82 (3la' 2- 4la'12) - 8 (4~' 3- 6P'2la' 1) + 8la'3la' 1 - 9la'22 >0. 
(15) 
Now, by considering the values of lar' r = 1,2,3 given 
in Appendix A, we obtain the necessary and suffi- 
cient conditions for a Jacobi matrix to have art eigen- 
value density such that its first four moments are 
those of a unimodal density p(x), 0 < x < ~o. These 
conditions are the inequalities (7) and those supplied 
by (15), that is 
2 N 
i=E lai - 8>0. 
N-1 2 4 N 2 
B2{3"~xa?+6i-Zlb i -N( i - - -Z1 ai) } 1 =  
N 3 N-1 2 
-8{4  Z a .+12 i=1 i iE=lbi (ai+ai+l)} 
N N Y-1 b2 ) _6(i lai) 4+ "---1 i= l  
N-I 2 
+8 N ~ a?+3iZ=lb  i (ai+ai+l)} (i=E1 ai) {(i=1 
N-1 
_9  ( i  N a?+2 y. bi2}2 >0. 
N -1  i=1 (16) 
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Third a =- l ,  b =+1.  
According to the expressions (57 of theorem 1, the 
moment inequalities to be satisfied are as follows 
A 0>0, A 1>0, A 2>0 
A' b >o, > o, >o. (177 
The first three inequalities are the above-written 
expressions (67 and the other three reduce to the 
following explicit form : 
2~' 1B + 1 - 3~' 2 > 0. (18.a 7 
(8ff3_ 4ff2_1_9,22+ 61£2 ) ~2 
- (101.i~41.I'  - 2t/'1+4~'3-12~'3lf2) 
+ (3~' 2- 9~'22-5~+ 151f4~l'2-4]f12-16~1'32 
+ 1612~31a'  ) > O. (18.b 7 
We can, with the help of Appendix A, write the 
necessary and sufficient conditions for a Jacobi 
matrix to have an eigenvalue density whose first 
four moments are those of a unimodal density p(x), 
-1 < x< +1. These conditions are the inequalities (77 
and those supplied by (18), that is 
2 N [3+ 1_ 3 { ~ 2 N-1 2 a- +2 7. b. }>0 
~ (ir'=lai) i=1 " i=1 " 
g(ai, bi; 8 ) > 0 
where g(ai, bi;~) is the result of applying Appendix 
A to (18.b). 
The type of considerations which gave rise, in the 
case (.o%+ oo 7 to the inequalities (9), (11) and (13) 
can be done when the interval is (0,007 and (71, + 1). 
Similar conditions are very easily obtained. 
Finally, I would like to underline that, in all the 
expressions obtained in this section, the only 
information about the eigenvalue spectrum of the 
Jacobi hamiltonian is that the first four moments 
of the eigenvalue density are those of a unimodal 
density. If we suppose that we know some other 
characteristics (for instance, the symmetry of the 
density), the above inequalities would simplify very 
rapidly. 
too complicated to be used to study properties of 
the system. Then physical approximations are required 
to reduce the hamiltonian matrix to a mathematically 
tractable form that can explain as well as possible one 
or several properties (for instance, the density of 
states) of the system. Some of these approximations, 
for instance, tight-binding models of disordered 
materials, directly put the hamihonian matrix in a 
tridiagonal form. In this sense, we conjecture the use- 
fulness of the matrix-element i equalities obtained in 
section 3 to study the quality of these approxima- 
tions. 
On the other hand, I would like to call attention to 
the usefulness of the moment inequalities given by 
theorem 1. They can be used in two different ways : 
a) Suppose that we know the first n moments of a 
unimodal density. Then the moment inequalities give 
rise to lower and upper bounds to the mode B- Note 
that these bounds are the best ones that can be ob- 
tained from the knowledge of a limited number of 
moments. 
b) If we suppose that we only know the first n 
moments of a density, then the moment inequalities 
can be satisfied or not; the second possibility indicates 
that the density is not unimodal. The first one implies 
that there exists one or several values for B to verify 
the inequalities. 
Finally I would like to indicate that using a result 
obtained by C.L. Mallows [18, p. 163] for bimodal 
distributing and operating as here, we can easily 
obtain the necessary and sufficient conditions to be 
verified by a finite real Jacoby matrix to have a 
bimodal eigenvalue density. 
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APPENDIX A 
4. CONCLUSION AND COMMENTS 
The following problem has been considered : "Find 
the necessary and sufficient conditions for the 
components of a hamiltonian operator to have an 
eigenvalue density with certain prescribed character- 
istics". The solution when the hamihonian operator 
is a fmite real Jacobi matrix and the prescribed 
characteristic is the unimodality, has been shown. 
The relevance of this problem appears not only from 
a mathematical point of view, but also from a 
physical one. For example, in solid state physics as 
contrasted with nuclear physics, we know the forces 
(electromagnetic interaction) which interplay. How- 
ever, the complete xpression of the hamihonian of 
a system, when we can write it down, is in general 
The first five moments of the eigenvalue density of 
a Jacobi matrix are, according to (2), as follows : 
1"1'1 = l i  ~1 ai 
1 N N-1 
¢2= { Zla2+2"= i:lZ h 2 } 
N-1 
1 ~ at+ 3 bi2(ai+ )} = { z ai+ 1 i=1 i=1 
i=1 
N-2 22  
+4i=~ 1 bi bi+ 1 }. 
bT(a.."+aa') '7 + 2 + 1.2, 
i i+l ai+l "2°i) 
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When the elements of the leading diagonal of the 
matrix are zero, these expressions simplify in the 
following way : 
P'I = 0 
2 ~ b2 
P'2 = ~ i=1 1 
p~=0 
2 N-1 I',1-2 2 2 
> '4=~{iZ_ lb¢= - +2 i=1 y' bi bi+l }" 
APPENDIX B 
The eigenvalues of the Jacobi matrix H are the 
roots of its characteristic equation, that is 
xN-1 + %N-2 + ... 
)N + aN+l,1 ¢tN+l, 2 
+ CtN+l, N ----- 0 (B.1) 
where the coefficients can be obtained [15] in terms 
of the matrix elements in the following recurrent 
form : 
aN+l ,  0 = 1 
N 
=-  ~. aj (B.2) 
aN+1'l  i=l  
N-r 
= - Z aN_ietN_i,r_ 1 a N+l'r  { i =0 
N-r 
+ Y. b2_i_1 aN_i_l,r_ 2 } 
i=0  
with r = 2,3 ..... N. 
On the other hand, the moments of the eigenvalue 
density of H can be written [15] recurrently in terms 
of the coefficients aN+l,  j as foUows 
r-1 
, r y aN+l,r_ j pj }. (B.3) Pr =-{~ C~N+l,r + j = 1 
We can also write the compact expression of Pr in 
terms of aN+l ,  j : N 
(-1+ X ),i)!r 
, 1 r i=1 
Pr=N (%1 Z, •5:)XN) )~1! )~2!'•" )~N !
)~ 1 % 2 %N (B.4) 
• a N+1,1 C~N+1,2 "'" aN+I,N 
the summation extending over all the partitions of 
N 
r such that Y iX i=  r. 
i=1 
It is now clear how to obtain the expression (2). 
We must put the values of aN+l ,  r, given in (B.2), 
in (B.3) or in (B.4) if we want to directly get the 
expression• Here we are going to obtain the first 
moments of (2), shown in Appendix A, just to 
indicate the procedure. 
1 1 =~1 =-R  N+I,1 =Rj aj 
2 + 
P'2 =-  { ~ CtN+l, 2 CtN+l,1 P'I } 
N-k-1 N-2 b2 
=_{2(kN~ 2 aN-k X a£-  
0 £=1 k=E0 N-k-1 
N N N-1 
1 ( j~ l  aJ )2) 2 -~  =-~{ Z a.a.- b2}+l ( j  
i<j 1j i~ l  laj )2 
1 {jN a2+2 b } 
=N -El J i=1 
P'3 =-  { 3 CZN+I, 3 + aN+l ,2 P'I + aN+l,1 P'2 } 
N-1 
b~ (a i }. =1{ ~ a3+3 X +ai+ 1) N i=1 i=1 
In a completely analogous way, but with a little 
more algebra, we can proceed and obtain practically 
all the moments. 
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