Spike Timing Dependent Plasticity (STDP), where the modification of a synapse depends on the time difference between pre-and post-synaptic spikes, has been observed in various types of neurons. In general, the STDP window function of excitatory synapses has a causal shape; a causal firing order (where the pre-synaptic neuron fires before the post-synaptic neuron) induces LTP, and an anti-causal firing order induces LTD. In contrast, anti-causal STDP has been described in some inhibitory neurons [1] .
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In sensory systems, populations of excitatory and inhibitory neurons are often coupled in recurrent excitatoryinhibitory loops. Computational studies have shown that this coupling is the source of beta and gamma-type oscillations. In this type of coupling, excitatory neurons drive the activity of inhibitory neurons and inhibitory neurons in turn gate the activity of excitatory neurons [2] . In this context, we propose to interpret the asymmetric shape of STDP as a self-stabilizing mechanism. We have developed a model of excitatory-inhibitory coupling, where STDP is present at both excitatory and inhibitory synapses [3] . In this model, pre-and post-synaptic spikes are caused by oscillations of the network. Their relative timing depends not only on intrinsic properties of the neurons, but also on the value of synaptic weights, which are controlled by a STDP learning rule.
A fundamental question for computational models of learning is the stability of any learning rule. In our recurrent model, the presence of feedback leads to stability. The mechanism is as follows. When the synaptic weight of an excitatory neuron is increased, this tends to speed up the spike of its post-synaptic inhibitory neuron. This speed-up will in turn delay the next spike of the excitatory neuron, because it will receive inhibition earlier in its firing cycle. Thus, the overall effect of increasing the weight is that the pre-post spike time interval on the next cycle is reduced. In contrast, if the synaptic weight is decreased, then the prepost spike time interval is increased.
This results in the existence of a stable equilibrium, where each synapse receives, on average, the same quantity of LTP and LTD. In this stable regime, the network can be trained to develop a rich repertoire of stable receptive fields [3] .
