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Abstract
In blast furnaces, burden topography and packing density affect the stability of the burden, permeability of
gas flow as well as the heat transfer efficiency. A fundamental understanding of the influence and interaction
of coke and ore particles on the burden topography and packing density is therefore essential, in particular the
influence of particle shape polydispersity and particle size polydispersity. In this paper we analyze the effect
of particle shape and size polydispersity on the coke and ore charge distribution inside a bell-less blast furnace
using the discrete element method (DEM). We first validate experimentally the polyhedral particle model with a
simplified lab-scale charging experiment. A comparative study between spheres, with rolling friction to account
for shape, and polyhedra is conducted for shape and size polydisperse particle systems. It was found that
shape polydispersity mainly influenced the topography of the burden, whereas the size polydispersity mainly
influenced the inter-layer percolation, i.e. localized particle diffusion, hence the local spatial packing density.
The differences between the spherical particle models and polyhedral particle models on the burden topography
are also quantitatively and qualitatively presented, especially on the role of particle shape on the push-up of coke
in the centre. This study demonstrates that modelling particle shape effects using spheres with rolling friction is
insufficient to fully describe the complex behaviour of shaped particles in a blast furnace, as the particle shape
has a noteworthy influence on the burden characteristics.
1 Introduction
Blast furnaces (BFs) are widely used as a continuous smelting process in the steel industry [1, 2]. In this process,
successive layers of coke and iron ore are continuously charged from the top of a blast furnace, with additional coke,
ore and limestone, while air is continuously injected into the lower section of the furnace through the tuyere, so
that carbon (C) from the coke reacts with oxygen (O) in the haematite (Fe2O3) and magnetite (Fe3O4) in the iron
ore [3]. This produces off-gas in the form of CO (incomplete combustion) and CO2 (complete combustion), and the
main product of carbon contaminated iron ore or as pig iron which is tapped from the bottom to be converted into
steel. Around 60% of the entire steel industry energy is consumed by BFs that are also responsible for 90% CO2
emissions [4]. Energy consumption in a blast furnace operation depends on i) percolation uniformity of interstitial
gas flow through the packed-bed to enhance efficient heat and mass transfer, and ii) greater combustion surface
area to facilitate complete combustion. Hence, the gas flow distribution and the furnace performance is directly
influenced by the burden topography inside a BF [5].
As the burden topography is largely dictated by the particle properties (e.g. shape and size) and the charging
process [6, 7], various innovative charging systems were developed, including the bell-less top (BLT) charging system
(see Figure 1(b)) and the Gimbal charging system (SIMETALCIS Gimbal Top) depicted in Figure 1(c), to offer
more control over the charging process than the one and two bell systems (e.g. see the lower and upper bell
depicted in Figure 1(a)) that prevailed until 1972. In order to explore the charging performance of these charging
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systems, many experimental studies on charging behaviour and burden topography were performed [6, 8, 9, 10],
so were numerous discrete element method (DEM) simulations. DEM simulations have focussed in particular on
BLT charging and burden distribution using mono-sized [11, 12, 13, 14, 15], polydispersed [16, 17, 18, 11, 19], and
clumped spherical (up to a dozen spherical particles) particle systems [19, 20, 21, 11, 22], as well as coupled DEM
with computational fluid dynamics (DEM-CFD) [12, 23].
Numerical simulations incorporating fluid and thermofluid interactions with particles have identified the following
five domains of particle flow inside a BF: i) quasi-stagnant zone, ii) wall shear zone, iii) deflecting flow zone, iv)
converging flow zone and v) transitional flow zone. Distinct mechanical interactions, i.e. force chain networks [24],
and spatial velocity profiles were observed in these flow regimes [13]. Previous studies found that the particle size
distribution is an important factor in optimizing the uniformity of charge layers and in suppressing segregation for
spherical particle systems [19]. The furnace should be charged in such a way that the coarser and finer particles are
distributed appropriately on the burden surface to control the burden distribution, so that the uniform percolation
of gas through the bed can be achieved as well as the lining of the BF protected. As a consequence, smaller sized
sinter should be discharged in the periphery area for protecting the lining and preventing excessive heat losses,
while particles of larger size should be discharged in the central area to form a strong central gas flow [25, 26].
Hence, the mean size of the sinter should gradually increase from the periphery to the centre, in order to attain an
increasing gas distribution from the periphery area to the central area (a weak gas flow at the wall area with lower
porosity and a strong gas flow in the central line of furnace with higher porosity). Creating a thin iron-bearing
material layer at the periphery with a small quantity of small size sinters leads to a thin cohesive zone at the lower
part of furnace and a reduced pressure drop over the whole furnace. Although the benefit of the controlled burden
distribution (i.e. burden of a controlled microstructure achieved with an optimal distribution of feed materials) has
been anticipated, it is a challenging task to realise it in practice. This is since only the height of the burden layer
is currently controlled in the blast furnace through the control of the mass flow rate in a rotating chute discharging
system.
Figure 1: Blast furnace charging systems that started with the bell and (a) double bell systems, that were developed
into (b) bell-less top charging systems with parallel hoppers that allows for near continuous blast furnace charging
and further refined into (c) gimbal charging systems by Siemens-VAI.
In addition, the importance of particle shape on the burden topography and the gas dynamics through the
particle bed was also highlighted [27, 28, 29, 30]. Nevertheless, in previous simulations the particle shape was
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generally modelled using spheres or clumped spheres, while particle angularity has been normally ignored. Moreover,
numerical studies with shape polydispersity remains scarce [11, 20, 21], so the influence of particle angularity on
the charging behaviour and burden formation is still poorly understood. Therefore, this study aims to investigate
the influence of angularity for polyhedral particles in the layering and stability of particle bed during charging of a
BF. In particular, the impact of shape polydispersity and size polydispersity of the coke and iron ore on the burden
formation will be explored. Our hypothesis is that only through appropriate models can a thorough understanding
be obtained for the charging behaviour as well as burden formation and descent.
2 Discrete Element Method
Granular media (GM) is only second to water as the most manipulated substances on the planet [31], and is
encountered in almost all industries. The understanding of the physical behaviour of GM is critical in design
and operation of process equipment as it exhibits various complex phenomena such as percolation, elutriation,
agglomeration and flow-induced mechanisms [32, 33]. Thus a number of computational approaches were developed
[34, 35, 36, 37] to predict granular dynamics, which aim to take into account the microscopic behaviour at the
particle scale as well as macroscopic behaviour using continuum models [38, 39]. The majority of the microscopic
studies used the discrete element method (DEM) as DEM is capable to directly describe dominant particle scale
effects, such as particle number, size and shape [40, 41, 42, 43, 44, 45, 46, 47, 48, 49].
2.1 Particle Number
A caveat of DEM simulations is that tens of millions to billions of particles with process times of a few minutes are
often required for the simulation of industrial scale blast furnaces. This is far beyond the computational capability of
current computers. Established discrete element software frameworks rely mostly on multi-core central processing
unit (CPUs) computing platforms [50] on which the number of polyhedral particles that can be simulated in a
realistic time frame on typical workstations is limited [51, 52]. To date the largest DEM simulations of polyhedra
on CPUs were performed by the group at the University of Illinois using the code BLOCKS3D [53]. Seung et
al. reported in his PhD thesis [54] that a one-second simulation of a million polyhedral particles would require
18 months of computation time. In his thesis an impulse based method, similar to what is used in gaming, was
proposed that required 8.5 days of computation time. However such an approach disregards the physics that is
required for a scientific study and is not considered robust enough for use in general engineering applications.
In the last decade the Graphics Processor Unit (GPU) has significantly advanced as an alternative computational
platform for discrete element simulations [55, 56]. The GPU has enabled simulations of tens of millions of particles
to be performed within a realistic computing time frame and financial budget [57, 58, 59, 60, 61]. Although the
GPU has numerous advantages it also presents various challenges to DEM implementations. The complexity in
resolving the contact for irregular particle shapes like polyhedra poses particular challenges on the GPU due to
the divergent nature of polyhedral contacts and history dependent features, as well as the limited computational
complexity and memory restrictions on the GPU. Although the GPU is an ideal match for DEM simulations the
current learning curve associated with GPU development is high as the technology is fairly new and rapidly evolving
when compared to traditional CPU development. Even with this increased computational capacity majority of the
effort was made on modelling of spherical particles on GPU [50, 60, 61, 62], which showed that GPUs have made it
possible to increase the number of particles by orders of magnitude while decreasing computational times for such
simulations from months to weeks. For example, simulations of up to 50 million particles on a single GPU computer
[63, 64], and a billion particles using up to 256 GPUs [65] with spherical particles were performed.
2.2 Particle Size and Shape
Even these smaller scale simulations require a significant amount of computational power, hence a number of
approximations are needed to reduce the computational cost. Among these approximations, particle shape is the
most significant one. Typical approaches to approximate particle shapes are depicted in Figure 2. The spherical
approximation, depicted in Figure 2(b), is the most commonly used approach. The majority of BF charging studies
to date have been done using spheres with intangible modifications such as rolling friction to account for some shape
effects [30, 66]. This approach is limited as the relationship between the rolling friction and the particle shape
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is usually unknown, requiring extensive characterization that diminishes the predictive ability of these models.
Studies that considered particle shape usually limit themselves to ellipsoids (see Figure 2(c)) [67], multi-sphere
approximations [68], as depicted in 2(d), or smooth super-quadric particle representations [69, 70, 71], of which an
example is depicted in Figure 2(e). Lastly a polyhedral shape representation captures the particle angularity and
aspect ratio as required is depicted in Figure 2(f).
Particle shape also brings added complexity since the penetration based force models for spheres (linear or Hertz
(contact area)) do not fully capture the physical interaction between polyhedra. Considering proper constitutive
models that rely on the overlap volume [72], rather than the penetration distance [73], has only seen simulations
of a few hundred particles [74]. However, simulations using the overlap volume for a large number of polyhedral
shaped particles have recently been demonstrated to be computationally tractable to solve [75] on GPUs. This
advancement makes it possible to consider polyhedral shaped particles for industrial scale investigations, which
were previously limited to just spherical particle systems.
Figure 2: (a) Typical metallurgical coke/sinter particle (b) sphere (c) ellipsoid (d) clumped sphere (e) superquadrics
and (f) polyhedral representations of particle shape.
2.3 Simulating Blast Furnace Charging
The typical size of coke particles used in iron-making is around 50 mm +/- 25 mm, depending on the operation,
while the pellet and sinter particles are typically in the region of 25 mm +/- 15 mm [30]. It is not uncommon to
find bounding radius ratios between coke and sinter particles that vary between 1.1 - 1.8 [30, 17], accounting for size
polydispersity. As depicted in Figure 2(a), sinter particles and coke particles are fairly irregular, polyhedral shaped
with some angular edges. In addition, the density ratio between sinter and coke particles typically vary between 2
and 3 [30, 19].
This study aims to extend the envelope of discrete element simulations in blast furnaces charging, since it is the
first study to consider polyhedral particle shape representations that accounts for particle angularity in blast furnace
charging and quantify the importance thereof. In this study we use BlazeDEM-GPU developed by Govender et al.
[76] that solves the Newton’s equations of motion for soft particles using an explicit forward Euler time integration
scheme on GPU architectures. In particular, polyhedral shaped particles are modelled on GPUs using the overlap
volume to estimate contact force directions and magnitude [75].
2.4 Overview of BlazeDEM
BlazeDEM-GPU can be used for efficient representation and computation of polydisperse systems for both spherical
and polyhedral (convex and non-convex) shaped particles, as depicted in Figure 3.
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Figure 3: (a) convex, (b) non-convex, (c) multi-convex piece and (d) linked hollow independent non-convex particle
representations in the Blaze-DEM framework.
A key feature of BlazeDEM-GPU is that the geometry can be represented using typical CAD geometry (STL
format) or computationally and memory efficient representations called “world” and “volume” objects where possible.
“World objects” can be planar representations, where any number of vertices can make up a surface, or primitives
that includes cylinders and cones, as opposed to a triangle-only STL mesh representation as depicted in Figure
4(a) or a particle on surface representation as in Figure 4(b) [61, 62, 68]. Finally “volume objects” allow for convex
representations of objects that have definite edges and can be considered as polyhedral representations, that by
default do not move under the influence of other particles. They can however change shape to allow for surface
wear to be captured geometrically. Figure 4(c) depicts the representation in BlazeDEM-GPU of a mill where the
surface is an analytical world object (cylinder) and the lifters are “volume objects”. A number of industrial devices
can be represented using a combination of world and volume objects for both memory and computational efficiency.
It should be noted that regular STL files can be combined with volume and world objects as depicted in Figure
4(d), where the back end of the mill and pulp lifters are modelled with an STL while the shell and lifters are world
and volume objects, respectively.
Figure 4: (a) STL only representation (LIGGGHTS), (b) particle on surface (c) Blaze-DEM analytical (cylinder)
and (d) Blaze-DEM planar/STL object geometry representations.
The method used to determine the contact points between a particle and surface is the “ray-tracing approach”
[57, 63]. This parallel method is employed in BlazeDEM-GPU where independent rays (computational threads) -
one from each vertex for polyhedra or the COM (Center Of Mass) for spheres is used to check if there is contact with
the surface and return subsequent contact information. While this approach is the common practice in computer
graphics applications its application in DEM for polyhedra particles to the best of the authors’ knowledge is not
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wide spread. Since we represent polyhedra as a collection of surfaces, the same approach is used [63] to determine
the contact points between polyhedra. This approach requires basic algebraic operations and is not iterative like
the common-plane approach and hence well suited to the GPU. The details of the contact modelling algorithms can
be found in [57, 63], here we provide details of the polyhedral particle contact that is relevant to this study.
2.4.1 Contact overview
In general, the contact between particles is first detected using an efficient strategy during the “broad phase”
identifying potential contact pairs. These pairs are resolved during a more computationally demanding narrow
phase to establish whether two particles are actually in contact, and if so, to compute measures from which the
resulting force direction and magnitude can be computed. The “broad phase” and “narrow phase” for spherical
and convex polyhedral particles differ as depicted in Figure 5(a) and (b), respectively. For spherical particles
identified contact particle pairs are directly resolved in a narrow phase to compute contact measures to calculate
force directions and magnitudes. In turn, identified contact pairs for convex polyhedral particles are further resolved
by an intermediate phase using some bounding primitive to detect contact more accurately using a much cheaper
query than a full contact check as depicted in Figure 5 (b). This is followed by a narrow phase to resolve contact pairs
and ultimately to compute measures for the calculation of contact forces. Contact forces can be estimated in various
ways, with the most popular being the penetration distance approach, where contact is done in various cases such as
vertex-face, edge-edge and face-face contact. Alternatively, the forces can be estimated from the overlapping volume,
as employed in BlazeDEM-GPU. Our current state of the art convex polyhedra contact resolution implemented in
BlazeDEM-GPU resolves the overlap volume of two intersecting polyhedra that is significantly harder than finding
the overlap distance. The benefit being that it does allow for both the direction and magnitude to be resolved
following an energy-conserving contact interaction scheme [77].
(a) (b)
Figure 5: Broad phase contact detection and detailed contact resolution for spherical and convex polyhedral parti-
cles.
We outline the steps involved in computing the overlap volume by considering the intersection of two polyhedral
cubes, as depicted in Figures 6(a)-(b). It is important to note that the intersection volume between two polyhedra
is given by the convex hull formed using the vertices at the intersections between the polyhedral edges and surfaces.
The first step is to find the intersecting vertices as depicted in Figure 6(a), whereafter we define the surfaces that
form the convex hull of the overlap volume. The surface normal nAji for each surface Aj of the convex hull defined
is depicted in Figure 6(b).
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This is best illustrated by considering the contact volume in isolation as depicted in Figure 6(a). The surfaces of
this volume is formed by the external surface of one polyhedra that is internal in the other polyhedra. We therefore
need to identify which surfaces are internal to which body to ensure that we can compute the associated direction
of the reaction force nfi on particle i. Once the surfaces have been affiliated with a respective particle as shown
in Figure 6(b), where each color (red and green) is identified with a polyhedral particle. The resultant force is
computed by integrating over the surface normals for the contact area as shown by the black lines. The resultant
force and surface normals for each particle is respectively depicted in Figures 6(c) and (d).
(a) (b)
(c) (d)
Figure 6: (a) Overlap between two arbitrarily orientated cubes, (b) convex hull with faces, decomposed surfaces
(defined by the surface normals) of the contact volume into internal surfaces to the (c) cube on bottom left and the
(d) cube on the top right.
Lastly, two additional contact volume properties that needs to be computed are the contact Volume V and the
center of mass (COM) of the contact volume, since they are both required to compute the elastic contact force.
As both the V and COM changes between contacts it is required to compute them efficiently on the GPU. The
divergence theorem ˚
V
(∇ · F ) dV =
‹
S(V )
(F · S)dS, (1)
allows us to transform the volume integral of an object with volume V into the surface integral around the boundary
surface S(V ) of the volume with the outward-pointing normal S. This can be done by appropriately choosing any
vector field F(x1, x2, x3) that has a divergence of 1 i.e. ∇ · F = 1. This then gives the volume
‹
S(V )
(F · S)dS =
˚
V
dV = V, (2)
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as a surface integral. As an alternative, the contact volume can also be computed by breaking the volume into
tetrahedra for which efficient closed form expressions exist in computing volumetric and inertial properties. Once,
these quantities are computed we calculate the reaction force direction as
nfi =
´
A
nAi ds
| ´
A
nAi ds|
=
1∑
j A
j
∑
j
Ajn
Aj
i , (3)
which acts on particle i as shown respectively in Figures 6(a) and (b) for two particles. Here, the direction of the
reaction forces are respectively indicated by the dashed and solid black lines. In addition, the computed reaction
force acts through the COM of the overlap volume, while the magnitude of the reaction force in turn is proportional
to the volume V of the contact volume.
Normal Contact The contact volume has a centroid through which the contact normals are assumed to act,
while the contact force magnitude is assumed to be proportional to the contact volume with the volumetric spring
stiffness Kn being the proportionality constant. Specifically, a Kelvin-Voigt linear viscoelastic spring dashpot for
rigid (hard) particles is considered. This results in an elastic force that stores energy and a dissipative Coulomb
force that dissipates energy given by
Fn = (Kn∆V
1/3)n− Cn(VR · n)n, (4)
where Kn is the spring stiffness (Nm ), n the normal direction along which the force acts, Cn the damping coefficient
(Nsm ) and VR the relative velocity (
m
s ) between the contacting particles. The spring stiffness is chosen as Kn =
meff
t2contact
(ln()2 +pi2) and the viscous damping coefficient as Cn =
2 ln()
√
Knmeff√
ln()2+pi2
, where  is the coefficient of restitution
and meff = ( 1m1 +
1
m2
)−1 is the effective mass of the particles. The contact time tcontact is determined by the
properties of the material and is chosen such that physical quantities of interest (such as energy) are conserved
during integration for the typical range of velocities observed in the simulations [61, 78, 79]. For all simulations
reported in this study we use a contact time equivalent to at-least 10 time steps. The overlap volume ∆V and
contact normal are resolved exactly for two polyhedral shaped particles in contact as depicted in Figures 6 (a) -
(d), while for spheres it is just the relative overlap distance.
Tangent Contact Tangential contact between particles are resolved using the Cundall-Strack tangential model
and is coupled to the normal force through the Coulomb’s law. The initial tangential force is computed as the sum
of the tangential spring force and a tangential viscous force
FT = −KT(VTdt)− CTVT + F′T, (5)
where F′T is the previous tangent force projected onto the current tangential plane, KT the tangential spring stiffness
and is typically set to be at least 12Kn, and CT =
2 ln()
√
KTmeff√
ln()2+pi2
the tangential damping coefficient, and VT the
relative tangential velocity.
Angular Motion In addition to translation forces a particle also experiences a torque as a result of contact given
by :
Γ = (r× Fn) (6)
where r is the vector from the COM to the contact point PC(x, y, z). The angular velocity ω of particle i at time
k is obtained using the forward Euler integration scheme
ωk = ωk−1 +α
ang
k 4t. (7)
The angular acceleration αang at time k is given by αangk = I
−1
k Γ
net
k where Γ
net
k =
∑L
j=1 Γ
ij is the sum of all
L body contact torques experienced by particle i as given in Equation 6 and Ik the inertia tensor at time k .
Quaternions have minimal storage requirements and are thus well suited to the GPU. They are also more robust
than other representations such as Euler angles [80]. The orientation of a particle is represented by a unit quaternion
q{w, x, y, z} = {1, 0, 0, 0}, where w is an angle [−1 : 1] and(x, y, z) the axis of rotation. The relationship between a
quaternion and axis angle representation (θ, x1, y1, z1) is given by
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q = { cos(θ/2), x1sin(θ/2), y1sin(θ/2), z1sin(θ/2) }. (8)
Given an angular velocity vector ω the quaternion representing that rotation is given by
4q = { cos(‖ωk‖), sin(‖ωk‖ ωk‖ωk‖ ) }. (9)
The evolution of the angular orientation of the particle is just a multiplication [81] between the current quaternion
qk−1 of a particle with 4q, which can be obtained from
qk = qk−1 ×4q. (10)
3 Experimental Validation
BlazeDEM-GPU [76] has been validated for a number of applications [57, 75, 82, 83, 84, 85, 86] and is also used by
an increasing number of users in the Americas, Europe, UK, Africa, Asia and Australia. In this study we further
verify that the code does indeed capture the macroscopic behaviour of charging for the choice of parameters used
in this study. The lab-scale charging experiment used in this study is depicted in Figure 7 . Figure 7(a) depicts the
filling hopper (B= 6.5 cm, T= 32 cm, H= 12 cm) and chute (16 degrees from vertical), while Figure 7(b) and (c)
shows the drum dimensions and positioning of the chute relative to the drum.
Figure 7: (a) Side view of discharge system, (b-c) top view of drum where particles are filled.
In order to ensure repeatable simulations we used cuboid stone particles as depicted in Figure 3(a) and corn
kernels as depicted in Figure 3(b). The stone particles were factory graded to have similar sizes/shapes, while the
corn particles were sieved kernels that have similar sizes. Figure 3(b) and (c) depicts the top and side views of
representative corn and stone particles. The angle of repose for the stones was found to be between 26.5 - 28.5
degrees with expected value around 27.5 degrees, while the corn had an angle of repose between 22 - 24 degrees,
with an expected value around 23.2 degrees.
9
Figure 8: Angle of repose from slump test for (a) stones and (c) corn, with typical particle shapes in (b) and (d).
Figure 3 depicts the procedure used to obtain shape information from the particles used in the simulation. Both
the corn and stones are convex. The average volumes of the corn and stone particles were found to be 0.20 cm3
and 0.15 cm3, respectively.
Figure 9: Particle shape scanning process.
Table 1 lists the particle properties used for the experimental study. The bounding radius ratio between the
corn and stone particles varies between 1.1-1.4, while the particle density ratio is around 2.5, which is within the
typical range for sinter/coke particle systems.
Particle Shape Radius (cm) Volume (cm3) Number Mass (10−4kg) Particle Density (kg.m−3)
StoneA 0.4546 0.1187 4,000 3.332 2850
StoneB 0.5196 0.1944 4,000 5.443 2850
StoneC 0.4974 0.1750 4,000 4.900 2850
CornA 0.5952 0.2252 2,400 2.252 1150
CornB 0.5873 0.1971 2,400 2.266 1150
CornC 0.5852 0.1980 2,400 2.277 1150
Table 1: Particle geometric properties for experimental validation.
The following experimentally determined DEM parameters are used:
1. normal stiffness: 6, 000Nm , tangential stiffness: 4, 000
N
m ,
2. Corn: coefficient of restitution (COR) = 0.30, coefficient of friction (COF )= 0.42,
3. Stone: COR = 0.50, COF = 0.35
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Figure 3 depicts the angle of repose and particle shapes used in the simulation. The angle of repose for the polyhedra
based on single particle friction values was found to be 23.7 degrees for corn and 27.2 degrees for stones, respectively.
Note that the variations in the profile at the top of the pile is due to the randomness of the underlying packing,
the slopes themselves are comparable to the experimental results.
Figure 10: Angle of repose from slump test for (a) corn and (c) stones, with selected particles depicted in (b) and
(d) respectively.
The free discharge of 1.7 kg of stone particles require around 1.75 +/- 0.25 seconds, while the discharge of 0.7 kg
corn occurs within 1.95 +/- 0.25 seconds for both the experiment (repeated 3 times) as well as the simulation. For
both the stone and corn, the discharge was controlled to discharge 1.7 kg of stone or 0.7 kg of corn over 24 seconds,
which equates to 6 seconds per revolution for both the experiment and simulation. We compare the packed state
using different colors to give us a qualitative validation as done by Wei et al. [87] for BF charging. Figure 3 shows
the experimental and numerical results up to two layers of coke and ore. It is clear that there is a good match in
terms of the profile of the layers between the two with the stone layer deforming the corn layer resulting in the corn
layers angling into the center and tapering off. It is noticed that there is a bit more piling on the outer rim for the
simulation that can be attributed to the experimental drum having a slight curve at the bottom. In the simulation
this small detail is ignored, however this does not affect the overall results on the macro scale.
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Figure 11: Experimental (a) single and (e) double layers of stone and corn with the simulated (b) single and (f)
double layers of stone and corn. Experimental and simulated two corn and stonec is shown i (c) and (d), respectively.
4 Numerical Study
4.1 Modelling assumptions
Figure 4.1 depicts the geometrical setup which consists of a filling silo (Part 1) where particles are generated, a
hopper (Part 2) through which the particles are discharged onto a chute, rotating at 10 rpm, with a fixed inclination
of 60 degrees similar to Xu et al. [88], denoted as Part 4, filling a cylindrical throat (Part 3). A typical blast furnace
has a diameter of around 10 m with a typical maximum particle size of 100 mm, giving a ratio of 100:1 (ignoring
fines [18]) between particle size and throat diameter. In this simulation we use the same ratio of 100:1 so that there
are at least 100 particles across the last furnace diameter to minimize the effect of geometry. However we scale
both the particle size and BF diameter down by a factor of 20 so that the mass range of the particles are similar
to that used in the experiment. Note that this choice of particle size to blast furnace diameter ensures that in our
reduced model there are limited effects from the side walls such as arching that would affect the burden formation.
The aim of this paper is to perform a comparative study between spheres with rolling friction to account for shape
and polyhedra which geometrically takes particle shape into account, so that the effect of particle angularity can
be better understood.
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(a) (b)
Figure 12: (a) Details of geometrical setup for blast furnace, and (b) chute details.
The particles considered in this study are depicted in Figure 13 (a), (c) for coke and Figure 13 (b), (d) ore
(sinter) particles. We have two distinct coke/ore sets with Set I consisting of Truncated Tetrahedron (TTET) coke
particles and Augmented Truncated Tetrahedron (ATTET) ore particles, that have a higher degree of sphericity
than Set II that consists of Rectangular (CUBOI) coke and Augmented Hexagonal Prism (AHEXP) ore particles,
which are angular/blocky and have a higher aspect ratio. The density for coke is considered to be 900 kg.m−3 and
1900 kg.m−3 for ore.
Figure 13: (a) Truncated Tetrahedron (TTET) coke, (b) Augmented Truncated Tetrahedron (ATTET) ore denoted
as Set I, (c) Cuboid (CUBOI) coke, (d) Augmented Hexagonal Prism (AHEXP) denoted as Set II and (e)-(f) which
is made up of both shapes denoted as Set III.
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Numerical Parameters The following spring stiffness and time step are chosen so that numerical stability is
achieved for the range of velocities expected in the simulation, while the energy is conserved for an impact at the
maximum expected velocity difference which is 8ms−1 in this simulation and a maximum penetration depth of
0.05% of the smallest particle radius.
1. normal stiffness: 6, 000Nm , tangential stiffness: 4, 000
N
m ,
2. time step = 1× 10−4
It should be noted that the contact volume is converted to contact distance by taking the cubic root of the volume
before multiplied by the normal or tangential stiffness. The ratio between the normal and tangental stiffness is 12 .
In terms of particle shape there are very few published papers owing to the difficulties in experimentally
obtaining parameters for irregular shapes. For the actual coke shape, Mitra and Saxen [89] found the COR for
coke-coke to be 0.2, 0.3 for coke to steel wall, while the COF ranged between 0.43-0.5. The COR for ore-ore was
0.6 and ore-coke 0.1, while COF ranged between 0.43-0.5. In a different paper Wei and Saxen [87] used a COR of
0.63 and COF of 0.21 for coke-ore. Zhang et al. [18] found the COF to be 0.52-0.65 for coke-coke and 0.40-0.65
for ore-ore. In two recent PhD studies dedicated to blast furnace modelling by Kempton [90] and Adema [91],
values for COR were chosen between 0.2 and 0.6, while the particle-particle COF were chosen between 0.2 and
0.6. The pattern of different physical parameters is a common trend even for spherical particles, it is a caveat of
DEM simulations as there is a range of microscopic parameters that could give similar bulk behaviour. As such
characterization of material parameters is one of challenges in applying DEM to predictive problems. In this study
our primary aim is to perform a comparative study on the effect of particle angularity, therefore the choice of
physical parameters needs only to be consistent between all particle sets. As pointed out both the COR and COF
for both coke and ore typically varies between 0.2 and 0.6, which is the guideline according to which we chose the
following physical parameters:
1. Coke-Coke: COR = 0.30, COF = 0.50
2. Ore-Ore: COR = 0.30, COF = 0.60
3. Coke-Ore: COR = 0.30, COF = 0.55
4. Wall-Coke: COR = 0.40, COF = 0.45
5. Wall-Ore: COR = 0.40, COF = 0.50
Rolling resistance Rolling resistance has been used as a way to describe the effect of particle shape by a number
of authors, thus we choose the rolling coefficient such that the bulk angle of repose of the burden formed by particles
discharging from the chute is similar between spheres and polyhedra as depicted in Figure 4.1. It should be noted
that there are a number of parameter combinations which yield the same result for spheres. Here we kept the
surface friction constant and only varied the particle friction/ rolling resistance for spheres. A rolling resistance of
0.10r was found to give the closest match.
14
Figure 14: Heap formation from a static chute discharging of 8kg materials for polyhedral (a) coke and (b) ore, and
spherical (c) coke and (d) ore approximations.
4.2 Chute Discharge
Finally, the hopper opening is chosen in such a way that particles are free flowing as to ensure that any difference
in the charging is due to particle shape and not initial conditions, we see differences with the polyhedra having a
more dispersed flow exiting the chute as depicted in Figure 15. Figure 15 also shows the flow and impact velocity
for a batch of ore and coke particles for each of the shape approximations for the same hopper opening, i.e. a 130
mm hopper opening.
Figure 15: Static chute discharging 8 kg material for (a) polyhedral coke, (b) polyhedral ore, (c) spherical coke and
(d) spherical ore approximations.
The dispersion for particles at a height of 150 mm to 250 mm above the base after 1.4 s is depicted in Figure
16. At this height, the average discharge velocity of the spherical coke particles is 5.1 m/s, which is 30% faster
than the polyhedral particles that have an average velocity of 3.93 m/s. Similar behaviours are observed for the
spherical and polyhedral ore particles. However, the number of coke and ore particles in this region are different:
there are around 180 spherical coke particles and around 330 spherical ore particles, which are significantly higher
than the 80 coke and 140 ore polyhedral particles. In addition, the angular velocity for the coke and ore spherical
particle systems are 0.05 rad/s, compared to 0.24 rad/s for the coke and the ore polyhedral particles. This implies
that the spherical particles tend to slide down the chute as the rolling resistance inhibits particle rotation, while
the polyhedral particle system is more likely to roll down the chute.
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Figure 16: Flow profile projected onto x-y plane for heights (z) 150 mm - 250 mm from the base for the (a) spherical
coke, (b) polyhedral coke, (c) spherical ore and (d) polyhedral ore coloured by velocity magnitude (m/s).
The difference in mass flow rate between the spherical and polyhedral particle systems is quantified in Figure
17(a), using a hopper opening of 135 mm for both the spherical and polyhedral particle systems. In turn, Figure
17(b) depicts a hopper opening of 140 mm for both the spherical and polyhedral particle system. Note that for
each particle system multiple runs were done with different initial packings, the respective lower and upper bound
curves for these runs are plotted for each particle system.
(a) (b)
Figure 17: Mass flow rates for hopper discharging 26 kg of spherical coke and polyhedral coke, as well as 52 kg of
spherical ore and polyhedral ore for a (a) 135 mm hopper opening, and (b) 140 mm hopper opening for the spherical
and polyhedral particle systems.
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4.3 Case 1: Monodisperse particle systems
For the first part of this study we compare monosized polyhedra against monosized spherical particles. In this paper,
we follow the usual equivalent spherical radius to define size dispersity for a particle system [92], i.e. particles with
the same volume are considered equal sized. The particles considered in this study are depicted in Figure 13 (a), (c)
for coke particles and Figure 13 (b), (d) for ore (sinter) particles. Table 2 lists the geometric and mass properties
for the particles used in case 1. For the first part of this study the size difference between coke and ore is 1.65 times,
with each layer having a volume of 26,680 (cm3) and a mass of 25 kg for coke and 50 kg for ore, respectively.
Particle Shape Bounding Radius (mm) Volume (cm3) Number Mass (10−4kg) Density (kg.m−3)
Sphere (Coke) 5.2 0.580 46,000 5.30 900
Sphere (Ore) 4.4 0.354 75,000 6.77 1900
TTet (Coke) (Set I) 7.0 0.580 46,000 5.30 900
ATTet (Ore) (Set I) 6.4 0.354 75,000 6.77 1900
CUBOI (Coke) (Set II) 7.2 0.580 46,000 5.30 900
AHEXP (Ore) (Set II) 7.4 0.319 86,000 6.00 1900
Table 2: Particle geometric properties for particle size monodisperse case.
Charge Layer Topography It should be noted that our initial layer of coke directly impacts a solid base as
depicted in Figure 4.3.
(a) (b) (c)
Figure 18: Initial unbound coke layer (gray) for (a) spherical, (b) Set I polyhedral and (c) Set II polyhedral particle
systems.
Figure 4.3 shows the burden topography after the first ore layer is deposited, from which similar behaviour for
the spherical and Set I polyhedral particle systems can be observed, with a higher center core for the polyhedral
systems. However, for Set II polyhedral particle system, a steep inclination is formed with the ore supported by
the coke layer causing a hole in the center.
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(a) (b) (c)
(d) (e) (f)
Figure 19: (a) Spherical, (b) Set I polyhedral and (c) Set II polyhedral particle systems, with (d) - (f) the corre-
sponding isometric view for the first ore layer (gold) deposited onto the coke layer (gray).
The burden topography after four layers of material (two coke and two ore layers) have been deposited are also
examined. It is noticed in Figure 4.3 (a) that the spherical particles have an inclined burden surface, while the Set
I polyhedral particle system had an initial incline that is then flattened out as the coke particles push towards the
center. It is evident that a significant amount of coke particles are pushed from the bottom layer towards the center
and up as depicted in Figure 4.3 (b), i.e. coke push. In addition, a significantly different burden topography for the
Set II polyhedral particles is observed: the ore particles are pushed to the edges, resulting in a central hole.
(a) (b) (c)
Figure 20: Burden topography after 4 layers (two coke and two ore layers) for the (a) spherical, (b) Set I polyhedral
and (c) Set II polyhedral particle systems, coloured by material. Coke is gray and ore is gold.
For the Set I polyhedral particles the coke push continues as we put more layers resulting in thick ore layers
concentrated towards the outer rim with a thin uniform layer of coke in the radial direction and a thicker layer
on the side wall as depicted in Figure 4.3 (b). It should be noted that the Set I polyhedra forms narrower ore
bands as the height of the stock increase. We speculate that this is likely due to the ordered fashion into which
Set I polyhedra arranges, offering a lower shear resistance on impact with the surface, which causes it to sink into
the coke. The overall packing density for the spherical particle system was found to be 0.62 while 0.73 for Set I
polyhedral particle system and 0.81 for Set II polyhedral particle system. The cuboid coke shape allows for very
dense packings at ideal orientations, hence the denser packing of the polyhedral particle systems is a result of the
various rearrangements as polyhedral particles rotate against each other, whereas rotation does not result in a
rearrangement for spheres as they do not have a preferential orientation. For Set II polyhedra it is clear that the
coke and ore layers are more uniform in the radial and axial directions with layers going through the center rather
than pushing up. This is most likely indicative of a stable interparticle arrangement that do not tend to collapse in
the axial direction
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(a) (b) (c)
(d) (e) (f)
Figure 21: Blast furnace burden topography after 8 layers of charging, for (a) spherical, (b) Set I polyhedral and (c)
Set II polyhedral particle systems, coloured by material with (d) - (f) the corresponding sketched ore distribution.
Coke is gray and ore is gold.
The push-up of coke particles is further investigated in Figures 4.3 (a) and (b), where the layers are colour
banded individually. Here we see that the bottom layer of coke pushes to the top with subsequent coke layers
following the same pattern, which is in contrast to the Spherical particle system where the layers are fairly uniform.
It is evident that, Figure 4.3 (c) also depicts a fairly uniform layer profile due to the blocky coke particles (Cuboids
from Set II polyhedral particle system). It is well-known from mixing studies that spherical and blocky particles
tend to form a regular arrangement and a stable bottom layer [71, 86]. We speculate that this regular arrangement
is likely to limit the push-up of coke particles in the centre, which deserves further investigation. For all three
particle systems, percolation between the coke and ore layers is evident.
(a) (b) (c)
Figure 22: Blast furnace burden topography with 8 charged layers, for (a) Spherical, (b) Set I polyhedral and (c)
Set II polyhedral particle systems, coloured by deposition layer.
The solid fraction in the system was calculated by discretizing the domain into volumetric cells four times smaller
than a single particle volume to yield sufficient resolution of the void regions in-between particles. The average
solid volume fraction over these cells was found be 0.65 for the spherical packing and 0.72 for the Set I polyhedral
particle system, respectively. Differences are highlighted by considering the spatio-structural differences in the solid
volume fractions between the spherical and polyhedral packings as shown in Figure 4.3(a). The inter-spatial void
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fractions for the spherical particle system is uniformly spread with a significant number of areas of low solid volume
fractions. This is in contrast to the Set I polyhedral particle system, where the spatial solid volume fraction is high
with a number of interconnected high volume fraction zones. In addition the frequency of specific solid volume
fractions is depicted in Figure 4.3(b). It is important to note that these differences have significant implications
for the permeability of the bed and hence on the gas flow, which ultimately also affects the process chemistry and
efficiency. These differences highlight the importance of accurately modelling of particle shapes.
(a) (b)
Figure 23: Right half of blast furnace burden for the (a) spherical and Set I polyhedral particle systems, coloured
by solid volume fraction, as well as the (b) frequency of volume fractions for the two particle systems. The spherical
particle system has an average solid volume fraction of 0.65, while the Set I polyhedral particle system has an
average solid volume fraction of 0.72.
Charge Layer Percolation Percolation is quantified using the ratio of coke to ore that is averaged over volumetric
cells with the following procedure. Firstly the area of interest is divided into a grid where each cell contains at
least 25 particles. Figure 4.3 shows the coke and ore percolation using the coke-ore ratio, where 0.5 indicates a well
mixed coke and ore, 0 only ore and 1 only coke. It is evident that particle shape influences particle percolation,
since percolation is more localized for polyhedral Set I, whereas it tends to be more diffused for polyhedral Set II.
This diffused percolation is enhanced by the thinner layers formed by Polyhedral Set II. In addition, percolation
can be quantified using the Lacey mixing index [93] for binary mixtures. In each of the cells we compute the ratio
of coke to ore and obtain a mixing index where 1 is completely mixed state and 0 is a completely segregated state.
Let x¯ = 1N
∑N
i=1 xi, be the mean concentration for a reference component and xi the concentration in the i
th cell
of the reference component. The variance σ2 of the concentration for the reference component is given by
σ2 =
N∑
i=1
(xi − x¯)2
N − 1 , (11)
where the mean concentration for a reference component is estimated from x¯ = 1N
∑N
i=1 xi. For binary mixtures of
fractions p and (1− p) the variance of a random mixture (minimum variance) is given by
σ2R =
p(1− p)
n
,
while the variance of a completely segregated mixture (maximum variance) is given by
σ20 = p(1− p),
which allows us to express the Lacey Mixing Index (M) for the sample as
M =
σ20 − σ2
σ20 − σ2R
. (12)
It is important to note that in different packed states Lacey mixing index represents the mixing degree. This was
confirmed by dropping particles randomly into the mixing container for which the Lacey mixing index varied only
between 0.89 (spherical particle system) and 0.93 (polyhedral particle system). The average volume weighted Lacey
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mixing index over the BF was calculated to be 0.26 for Set I polyhedra, 0.30 for Set II polyhedra and 0.37 for
spheres. In summary, it is evident that particle shape also plays a significant role on the inter-layer percolation that
in turn affects the burden permeability.
(a) (b) (c)
Figure 24: Percolation quantified by the ratio of coke (red) to ore (blue) averaged over volumetric cells for (a)
spherical, (b) Set I polyhedral and (c) Set II polyhedral particle systems corresponding to the profiles in Figure 4.3
respectively.
4.4 Case 2: Polydisperse Particle Systems
The affect of particle size and moisture content is known to have a significant influence on bulk behaviour such as
flowability in coal fired applications [94]. In addition, some BF technologies such as pulverized coal injection (PCI)
is sensitive to size segregation in the BF raceway. It is noteworthy, that complexities involving shape polydispersity
are usually confounded with other uncertainties in the models, hence there is limited understanding in the role that
particle shape plays. In this study, we investigate the role of both size and shape polydispersity on the burden
profile, which directly affects the porosity of the bed. Hence, we compare size polydispersed polyhedra and shape
polydispersed polyhedra against size polydispersed spherical particles. The shape polydispersed polyhedral system
is denoted as Set III that is formed as a uniform mixture of Set I and Set II monodispersed particles, which allows
for shape polydispersity to be investigated. Table 3 lists the particle properties for the size polydisperse particle
systems, the number of particles are chosen so that the mass and solid volume of each batch is similar to the
monodisperse case. We scaled the shapes in Set I to yield different sizes for the size polydisperse polyhedra.
Particle Sphere Radius (mm) Poly Radius (mm) Volume (cm3) Mass (10−4kg) Number (*per batch) Density (kg.m−3)
CokeA 5.50 7.45 0.6969 0.6969 11000 900
CokeB 4.50 6.13 0.3817 0.3817 30000 900
CokeC 3.50 4.72 0.1795 0.1795 34000 900
OreA 4.25 6.21 0.3215 0.6109 25000 1900
OreB 3.50 5.09 0.1795 0.3412 75000 1900
OreC 2.65 3.89 0.0779 0.1481 48000 1900
Table 3: Particle geometric properties for size polydispersed particle systems.
Blast Furnace Topography Figures 4.4(a) and 4.4(a) shows the burden topography for the spherical size
polydispersed particle system. The slight asymmetry observed is due to there being more ore on the left as the
gouging point is there. For the spherical size polydispersed particle system, the coke and ore layers forms similar wave
like patterns, towards the central piled-up coke, to the size monodispersed case. For the spherical size polydispersed
particle system, it is evident that size polydispersity enhances the pile-up of central coke in the base layer, as
compared to the size monodispersed case. This is as a result of the axial destabilisation when in-layer pressure
is applied to the size polydispersed packing, which is much less stable than the highly regular size monodispersed
packing. In turn, size polydispersity enhanced flowability for the spherical particle system resulting in a more
diffused final layer.
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Similarly, Figures 4.4(b) and 4.4(b), demonstrates the changes in burden topography for size polydispersity for
Set I polyhedral particle system. For Set I, it is evident that the size polydispersity results in higher flowability
allowing the central coke to push through the other three deposited coke layers, whereas the size monodispersed
case only pushed through the final deposited coke layer.
Similarly, Figures 4.4(c) and 4.4(c), clearly indicates that the largest change is for the shape polydispersity of
Set III. Here, a clear central coke push evolve, which is not observed in the shape monodispersed case, this is due to
the axial destabilisation of the shape polydispersed packing, when in layer pressure is applied, as compared to the
packing regularity and axial stability for the shape monodipsersed packing. This is because the highly regular cuboid
coke packing is destabilized by the presence of truncated tetrahedron coke particles. The effect of size polydispersity
on the burden topography is significantly different between the spherical size polydispersed particle system and Set
I size polydispersed polyhedral particle system, although the size monodispersed burden topographies were very
similar. This highlights the strong impact that particle shape has on the burden topography.
In comparison, the ore layers for the spherical size polydispersed particle systems tapers downwards towards
the middle of the BF, whereas for both polyhedral particle systems it taper upwards. This is again indicative of the
prominent pile-up of the central coke of the polyhedral systems when compared to the spherical size polydispersed
particle system. The polyhedral ore layers are more crescent shaped due to their sinking into the coke layers result
in semi-circle shaped layers, while a central coke push distorts the semi-circle shaped layers into crescent shaped
layers. This in turn results in significant structural changes and permeability of the respective packings.
Figure 25: Blast furnace burden topography after 8 layers of charging, for (a) size polydispersed spherical, (b) Set
I size polydispersed polyhedral and (c) Set III size polydispersed polyhedral particle systems, coloured by material.
Coke is gray and ore is gold.
Figure 26: Blast furnace burden topography after 8 layers of charging, for (a) size polydispersed spherical, (b) Set I
size polydispersed polyhedral and (c) Set III size polydispersed polyhedral particle systems, coloured by deposition
layer.
Charge Layer Percolation For the spherical size polydispersed particle system, Figure 4.4(a) clearly indicates
higher percolation in the core of the BF when compared to the size monodispersed case, which is quantified by the
volumetric ratio of coke to ore in Figure 4.4(a). The higher percolation results in less well defined coke (red) and ore
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(blue) regions in the core and sides of the BF. The higher percolation at the bottom layer is evident when compared
to size monodispersed case. The average volume weighted Lacey mixing index over the BF, was calculated to be
0.33 for spheres 0.39 for Set I polyhedra, 0.25 for Set III polyhedra.
For the Polyhedral Set I size polydispersed particle system, it is noteworthy that percolation is significantly
different between the two particle systems as shown in Figures 4.4(b) and (c). It is evident that for Set I, percolation
between the edge and the core of the BF is significantly higher, compared to the size monodispersed case. For Set III,
we see significant difference in central coke push compared to the individual shape monodisperse cases. Importantly
this highlights that that size polydispersity mainly affects percolation, whereas shape polydispersity mainly affects
burden topography. This suggests that size polydispersity contributes towards localized particle diffusion, whereas
shape polydispersity enhance macroscopic particle transport, which is an important disentanglement of the roles of
these two particle properties within the context of BF charging.
Figure 27: Percolation quantified by the ratio of coke (red) to ore (blue) over volumetric cells for (a) size poly-
dispersed spherical, (b) Set I size polydispersed polyhedral and (c) Set III size polydispersed polyhedral particle
systems corresponding to the profiles in Figure 4.4 respectively.
5 Conclusions
In this study we first validated the simulated polyhedral charge layering against experimental charge layering results.
This was followed by a study on the effect of shape polydispersity and size polydispersity of polyhedral particle
systems on the burden topography. It was found that shape polydispersity mainly influenced the burden topography
of the burden, whereas the size polydispersity influenced the inter-layer percolation due to the better flowability
of the size polydispersed particle systems. Both aspects, burden topography and inter-layer percolation, affect the
packing density. This suggests that particle shape mainly influences macroscopic particle transport within the BF,
whereas particle size mainly affects the localized inter-layer diffusion of particles. This suggestion is supported by
the shape polydisperse particle set (Set III) that essentially only affected macroscopic particle transport with limited
influence on percolation. In turn, size polydispersity has a limited effect on the burden topography, for both the
spherical particle system and Set I polyhedral particle system, whereas the burden topology for Set III polyhedral
particle system was significantly influenced due to the enhanced flowability offered by shape polydispersity. This
highlights the important role particle shape plays on both the structural topography and packing density of the
burden, which directly influences the permeability through the burden and ultimately the gas percolation through
the bed. The packing fraction and the separation of coke and ore appear to be most influenced by particle shape.
Particle shape has a significant effect on the macroscopic burden topography. Current work is under progress to
establish the role of size and shape polydispersity on optimal packing conditions that would give rise to higher
gas percolation rates with increased rates of heat and mass transfer. If we can improve uniform percolation of gas
by manipulating particle shape and size distributions to significant effect; it follows by nature of the effect of bed
porosity on simultaneous heat and mass transfer, surface area, reaction rate and yield relationships for combustion.
In addition, it is shown that using spherical particles with rolling friction is not sufficient to account for particle
shape effects as both the packing topography and charge permeability are strongly influenced by particle shape.
Furthermore, spherical particles with rolling friction, to account for particle shape effects, also tend to underestimate
angular velocities during discharge.
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