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Abstract
The emergence of Big Data has added a new aspect to conceptualizing the use of digital technologies in the delivery of
public services and for realizing digital governance. This article explores, via the ‘value-chain’ approach, the evolution of
digital governance research, and aligns it with current developments associated with data analytics, often referred to as
‘Big Data’. In many ways, the current discourse around Big Data reiterates and repeats established commentaries within
the eGovernment research community. This body of knowledge provides an opportunity to reflect on the ‘promise’ of
Big Data, both in relation to service delivery and policy formulation. This includes, issues associated with the quality and
reliability of data, from mixing public and private sector data, issues associated with the ownership of raw and manip-
ulated data, and ethical issues concerning surveillance and privacy. These insights and the issues raised help assess the
value of Big Data in government and smart city environments.
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Introduction
It is widely reported that data analytics, or ‘Big Data’,
is going to radically transform society. Whilst there are
multiple definitions of Big Data (Manzoor, 2015;
Ylijoki and Porras, 2016) the vision of new digitally
oriented Big Data practices to collect, mine, store and
process data in radical new ways has become well
established and is closely associated with visions
about the subsequent transformation of public policy
and service delivery. Practices associated with Big
Data, especially around machine learning, automated
decision-making and predictive algorithms, are chang-
ing how public service decision-makers and providers
envisage future technology solutions in all service
arenas (Mayer-Schonberger and Cukier, 2013), includ-
ing those in smart city urban environments. Without
neglecting the implementation of data analytics in gov-
ernmental settings and the realization of genuine bene-
fits (for some empirical examples see: Gamage, 2016),
the current discourse reflects a technocratic agenda
based on a scientific-technological rationality
(Esmark, 2016). Typically, urban public service delivery
is aligned with commercial ambitions to harvest data
from citizens and public values such as transparency
and fairness are outranked by attention to instrumental
values such as efficiency, safety and security (Meijer
et al., 2016). In terms of governance, there is an align-
ment with a corporate discourse where the private
sector represents the ‘gold-standard’ of technological
deployment to be replicated in the public sector. This
approach neglects the integrity of the public sector, its
institutional norms and values, and the uniqueness of
the public organization in terms of safeguarding the rule
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of law, political neutrality, democratic control, account-
ability, and the assurance of other non-economic public
values (cf. Olsen, 2006, 2007).
This article explores the contemporary use of data
analytics in government and public service settings with
reference to data analytics applied in smart city envi-
ronments. The deployment of Big Data technologies
and practices is assessed through the lens of the
‘value chain’ and the value chain conceptual model is
utilized as a vehicle to aid understanding and to high-
light critical issues and points of interest. It is argued
that many of the Big Data challenges in modern urban
environments are the result of a technocratic under-
standing of governance, the emergence of technologi-
cally mediated surveillance practices and conflicting
practices and norms embedded in the distinction
between the public and private sectors. Furthermore,
the value chain approach used here highlights the dif-
ferent challenges that appear at different points of the
chain, the differentiated role of actors in the process
and how in the smart city digital sphere the public
and private sectors are intimately meshed together.
Following this introduction, the next section sets out
contemporary definitions of the ‘Big Data’ and ‘smart
city’ concepts and seeks to align them to the research
direction of the article. The subsequent section presents
the value chain model and establishes its usefulness as
an analytical tool for distinguishing between different
stages of Big Data use. The penultimate section
explores systematically each link of the value chain,
as applied to Big Data in a smart city context, thereby
allowing pertinent issues and challenges to be identi-
fied. In doing so, the value chain operates as a ‘road-
map’ for reviewing the extant literature. Finally, the
last section offers up some concluding comments and
considers the future governance of Big Data, especially
in relation to smart cities where new hybrid public–pri-
vate spheres of activity are emerging.
Big Data and smart cities
While analytically different, the two terms of ‘Big
Data’ (or data analytics) and ‘smart cities’ are often
used interchangeably for describing digital and techno-
logical investment in urban arenas (see for example,
Hashem et al., 2016). As with other new technological
oriented initiatives there is a tendency for discourse to
focus on hype, speculation and marketing, with the aim
of generating interest in commercial products and serv-
ices (Nam and Pardo, 2011). This article aims to go
beyond the hyperbole and to take a critical realist
approach which is sensitive to governmental and
public service contexts, and which highlights the ram-
ifications of using Big Data technologies and practices
in these settings. Here, the aim is to highlight the
complex intertwined relationships between Big Data
technology, actors and institutions, and to highlight
potential issues and consequences deriving from the
use of such technologies. In this article, this is realized
by using the value chain conceptual model to unpick
how Big Data creates public service value and the dif-
ferent actors and institutions involved in this process.
Smart cities
There are notable similarities in the corporate begin-
nings of discourse and practices associated with Big
Data and smart cities. One of the earliest users of the
term ‘smart city’ is credited to IBMwho have owned the
trademark ‘smart cities’ since 2011 (S€oderstr€om et al.,
2014). Harrison et al. (2010) note the ‘instrumented,
interconnect and intelligent city’ in which various tech-
nologies, including sensors and other forms of the
Internet of Things (IoT) are connected and integrated
and through which data analytics are used to generate
better decisions and services. Whilst this may be an
example of ‘corporate story-telling’ (S€oderstr€om et al.,
2014) it is how the smart city is globally portrayed and
appreciated – not least among political decision-makers
and service providers. The smart city promises three
main areas of benefits: (1) efficient resource utilization,
(2) better quality of life, and (3) higher levels of trans-
parency and openness (Al Nuaimi et al., 2015).
Webster and Leleux (2018) argue that smart city ter-
minology is used to capture a wide range of evolving
urban practices, including new forms of service deliv-
ery, new opportunities arising from IoT and not at least
new forms of governance. They posit that these tech-
nologies can enhance co-production with citizens and
also open up new avenues for public participation and
civic engagement. The smart city vision rests on the full
utilization of information and communication technol-
ogies in general, and on data analytics more specifi-
cally. However, technology is not the only required
component of a ‘true’ smart city (if such a thing
exists), it also relies on social investments in urban
communities, altering citizen behavior, with respect to
environmental challenges and social behavior, and cit-
izen engagement. There is a bias in the literature in
which the smart city is becoming synonymous with
technological development at the expense of other
social and institutional challenges (Gil-Garcia et al.,
2015). That is, the focus in many cities has been on
technology deployment and to a lesser extent on the
human and social capital (Neirotti et al., 2014).
Big Data
Although the potential benefits of data analytics have
been recognized for a long time, recent technological
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advancements associated with machine-learning, auto-
mated decision-making artificial intelligence and the
IoT has accelerated its perceived usefulness and appli-
cability. The term ‘Big Data’ was coined in the corpo-
rate environment of the 1990s and has gained currency
and attention due to commercial promotions by the IT
industry (Diebold, 2012). Whilst there are many defi-
nitions of Big Data, there seems to be a consensus that
the term Big Data essentially captures the new possi-
bilities of managing and analyzing large sets of both
structured and unstructured data.
The academic literature on Big Data is significant
and growing. However, any initial literature search
reveals a bias towards technical issues, including
issues relating to incompatibility and data mining,
machine learning and data quality (cf. Liu et al.,
2016). There is also a growing critical literature emerg-
ing from the social sciences, including from the field of
public administration (cf. Dalton et al., 2016; Mergel
et al., 2016; Thatcher, 2014) and urban geography
(Albino et al., 2015; Kitchin 2014a, 2014b; Vanolo,
2014) which emphasizes the institutional context of
technological deployment and the challenges of deliv-
ering Big Data solutions in public service and urban
contexts.
Non-technical academic writing on Big Data and
smart cities is still at a relatively embryonic and pre-
paradigmatic stage and tends to emphasize utopian
visions of what can be achieved via technological use.
A more reflective critical literature is emerging on a
number of issues relating to the use of data in urban
environments (see for example: Kitchin, 2014a, 2014b,
2015; Mora and Deakin, 2019; Paulin, 2018; Visvizi
and Lytras, 2019). Single innovative cases, mainly
from the US, are often held up as indicators for
wider changes that can be achieved in public policy-
making and administration. Often, by the time the
so-called ‘corporate storytelling’ of these ‘innovations’
has reached a broader academic audience, the actual
innovations have usually already been dismantled by
the organizers, or proven not to produce the anticipat-
ed desired outcomes (S€oderstr€om et al., 2014).
Moreover, comparable developments in the private
sector are used as both an inspiration and a benchmark
for what the public sector can and should do. The
rationale and functioning of the public sector, includ-
ing the safeguarding of core public values, is usually
ignored in exchange for the prospects of enhanced effi-
ciency and customer-satisfaction.
Challenges to Big Data and smart cities
This article seeks to unpick what has been asserted in
the literature through an analysis of Big Data based on
the ‘value chain’ model. This perspective is inspired by
the approach taken by the International Working
Group on Data Protection in Telecommunication
(IWGDPT, 2014). Whilst the value chain originates
in the commercial sector (Porter, 1985), there are
numerous examples of public sector value chains (see
for example: Davis, 2006; Heintzman and Marson,
2005) and the approach is increasingly used for the
development of public service strategy (Bryson, 1988).
The value chain, also referred to as value chain analy-
sis, is a concept from business management that was
popularized by Michael Porter in his 1985 best-seller,
Competitive Advantage: Creating and Sustaining
Superior Performance. The value chain categorizes the
generic value-adding activities of an organization. The
approach is a simple linear model that identifies a series
of essential sequential activities in the creation and
delivery of a good or service. In the commercial
sector this approach is usually associated with satisfy-
ing consumer demand, and thereby creating value
(Porter, 1985), whereas in a governmental context it
can be applied to stages of policy formulation and ser-
vice delivery implementation, and by doing so creating
value (Davis, 2006; Heintzman and Marson, 2005). In a
public service context value is realized by the service
user, or consumer, and also because many public serv-
ices are public goods by society more widely (Bryson,
1988).
In the commercial arena the value chain analysis
enables the analyst to identify the sequence of organi-
zational activities which contribute to the achievement
of objectives. These value generating activities occur at
different points in a production process. They are seen
to ‘add value’ in that they generate financial assets,
knowledge assets, information assets, expertise and
skills which help the organization to achieve its ulti-
mate goals. For Porter, this ‘goal’ is the endpoint of
the value chain, where value is experienced, with value
defined in terms of the benefits accrued from consump-
tion of the good or service. In a public service context,
the value chain analysis can also be used to identify
chains of related activities that interconnect in the
delivery of policy and services. This chain could involve
government agencies, public service providers, private
contractors and service users. Here value is multidi-
mensional in that it is perceived to be both the value
realized by the service user, the immediate consumer,
and also society more broadly. In the smart city con-
text, the beneficiary of value is further complicated by
new delivery mechanisms involving public service pro-
viders and commercial partners. This raises issues
about the control, ownership and access to data, and
whether value is privatized by commercial interests or
retained by society via public agencies. Furthermore,
the complexity of the public policy and service environ-
ment also points to another way in which the value
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chain analysis can be seen to be assisting with value
creation. This is because many public service agencies
are looking to tackle challenging ‘wicked issues’ which
cut across service domains. Examples include depriva-
tion, crime drugs and employment, all of which require
multi-agency responses. Here, it is argued that there is
a procedural value, which may be unquantifiable, in
bringing these agencies together in a partnership sce-
nario to collaborate in finding policy and service solu-
tions, with the ultimate goal of realizing better services
which benefit the consumer and society (Bryson, 1988).
In a public service context value is therefore multidi-
mensional, not necessarily easy to quantify, and real-
ized by both service providers and users.
The value chain analysis can also be used to diag-
nose problems, blockages or failures, those organiza-
tional activities which are impeding the creation of
value, in both the public and private sectors. By break-
ing down the production process into a series of linked
activities it becomes easier to identify when one of the
links in the chain is not preforming adequately, creat-
ing problems or is hindering the creation of value. In
essence this is how the value chain analysis is being
used in this article, as a vehicle to identify the actors,
organizations and activities that form the links in value
creation in order to highlight specific problems that are
evident in individual links, but which are less easy to
identify in the broader process. The typical generic
links in the value chain process are illustrated in
Figure 1. Such models are intended to be simple inter-
pretations of real life and should be seen as basic heu-
ristic devices to help understand complex societal
situations. They are particularly useful in that they
can help identify different actors, actions and activities
in different stages in the chain, and from there it is
possible to explore their motivations and other vested
interests. In this respect, the value chain can be used as
a ‘tin opener’ to unpick and understand organizational
activity. Whilst the simplicity of the model can be seen
as a strength it is also its undoing. Critics of the
approach argue that the different stages of the model
do not take place sequentially but are meshed together
alongside one another, that the process is more circular
than linear, that the pursuit of value underestimates
other organizational forces influencing choices, and
that the focus on tangible value outcomes is naı¨ve in
the modern business setting (for a critique of the value
chain model see for example: Hammervoll, 2009).
Whilst not initially designed with new digital tech-
nologies in mind the value chain has over time been
applied to products and services utilizing new technol-
ogy. In the commercial sector variants of the value
chain model with a focus on technology have emerged
as the ‘virtual value chain’ (Rayport and Sviokla,
1995), the ‘innovation value chain’ (Hansen and
Birkinshaw, 2007) and the ‘knowledge value chain’
(Chyi Lee and Yang, 2000). These approaches have
been mirrored in the public service context with value
chain approaches applied to transformations associat-
ed with eGovernment (Beynon-Davies, 2007). The
approach taken in this article is to evolve the value
chain model to take account of the stages of data activ-
ity associated with Big Data, especially in the smart city
context. In this case the value chain extracts societal
and/or individual value from processes associated with
collecting, processing and using information in order to
deliver better policy and services. The value chain
around Big Data incorporates four sequential linked
activities, from data collection/mining to storage, anal-
ysis and on to usage. Similar approaches to Big Data
The generic value chain model: 
The generic public policy and service delivery value chain model: 
The generic big data value chain: 
Idenfy customer 
needs
Idenfy 
market & 
provider
Deisn & 
produce 
service
Deliver 
service
Sasfy 
cusomer 
needs
Policy problem 
(societal issue)
Policy 
inputs
Policy 
analysis &  
creaon
Policy 
implementaon 
& execuon
Service 
delivery & 
consumpon
Sasfy 
sociatel 
issue
Collect data Store data Analyse & process data
Ulise data -
extract value
Figure 1. The value chain approach.
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have been taken by others (see for example Davenport,
2014; Janssen et al., 2017), but not specifically in rela-
tion to the context of smart cities. The different stages
of the Big Data value chain in a smart city environ-
ment, including examples of use and key actors, are
presented in Table 1.
Beyond the value chain there is a broader literature
on the creation of public value, including in relation to
technologically mediated government services
(Panagiotopoulos et al., 2019). This literature asserts
that there are different types of value, or values, in
different domains and that there can be a trade-off
between values (Bannister and Connolly, 2014;
Twizeyimana and Andersson, 2019). The public value
creation literature also assesses the public value created
by smart cities both in terms of improved services and
cost efficiency (Meijer et al., 2016; Neumann et al.,
2019). Whilst the value chain model is designed to high-
light the creation of value, and in the case of Big Data
in smart cities, public value, it is being used in this
article as a device to identify actors and activities in
the different stages of the value creation process. The
model is therefore a vehicle, an analytical framework,
for identifying a range of governance issues that emerge
when Big Data is used for public policy and services in
a smart city context.
Table 1 highlights the different technologies and
actors active in each stage of the value chain. In
terms of technology, the focus here are the present pre-
eminent technological devices, platforms and systems,
and it clear that certain technological platforms, such
as the web, are prominent throughout the whole value
chain. Variances in the table refer to different forms
within each stage, such as the differences between vol-
unteered, observed and coercive forms of data mining.
Examples from the smart city environment include
existing projects relating to transportation (for example
traffic flow/lights), public safety (for example biosecur-
ity data), and energy and sustainability (for example
supply levels of electricity and actual use). The focus
on agents addresses the users and producers of Big
Data and aids identification of responsibilities and
vested interests. An initial interpretation of this table
identifies a potential problem area in that the actors
include both the public and private sectors without
much consideration of the different roles they under-
take, or their different motivations for being involved.
A further point to note is that some of the traditional
technology challenges faced by public service pro-
viders, such as paucity of technological capability,
staff skills and resources, are already also prevalent in
the smart city context. This includes not only access to
data scientists, but also a plethora of skills and capa-
bilities embedded in the broader ‘ecosystem’ encom-
passing new start-ups and new digital enterprises
(Abella´-Garcıa et al., 2015).
The next section of the article systematically consid-
ers each step of the value chain and inherent potential
challenges and problems, even if they are not overtly
recognized in the dominant literature and discourse.
This approach is designed to provide an analysis that
goes beyond technical issues and to highlight policy,
service and governance issues that arise when Big
Data is used. Table 2 presents a summary of the chal-
lenges evident at each stage of the value chain.
Value chain step 1: Data collection
Quality of data. The first challenge refers to the complex-
ity of data collection processes and how data is
Table 1. The value chain of Big Data in smart cities.
Activities 1. Data collection 2. Storage 3. Analysis 4. Usage
Technologies
(examples)
Social media, IoT,
Sensors/cameras,
‘Smart devices’,
Existing data sets (e.g., census)
Distributed databases
‘Clouds’
Data mining
Machine learning
Algorithms
Social network analysis
Visualization
Business analytical
methods
Citizen profiling
Predictions
Open data
Variances Voluntary, observed,
inferred and
coercive (legally binding)
Inhouse data storage
Outsourced data storage
Data analysis
Business analysis
Business analysis
Direct use
Smart city
examples
CCTV and other cameras,
mobile device use,
sensors, smart cards in
mass transit, etc.
Collected and aggregated raw
and unstructured data
from many sources
Analytics of data from
various sources
Transport management
systems,
Business predictions,
targeting certain
groups of citizens
Actors Public sector agencies,
IPs/phone companies,
Social networks, Private
retailers, Data vendors
Search engine providers,
Social networks,
Data brokers, ‘clouds’
Search engine providers,
Analytics companies,
Government research
agencies
Governments, contractors,
Social Networks,
Business interests,
Service users, Citizens
Source: Adapted from IWGDPT (2014).
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constituted and used, not least who is collecting the
data and for what purpose. Within a smart city context,
different data sets are likely to have a number of dif-
ferent stakeholders involved in the collection process.
First, there is data that has been voluntary shared by
individual users, consumers and citizens, as a quid pro
quo arrangement in which access to a service is
exchanged for surrendering personal data. Second,
data is also collected automatically as digital transac-
tions take place. This includes digital transactions for
making purchases, the tracking of electronic building
entry, vehicle and information systems, and social
media activity. Third are inferred data sources where
data collected for a specific purpose is recycled for an
unrelated purpose. In the contemporary smart city
urban environment large quantities of data are collect-
ed, including administrative, service oriented and
personal data.
Some of the data collectors are likely to be agents of
government, whether central or local, and subject to
rigorous agreed practices for collecting data, plus
implied if not explicit expectations of high methodolog-
ical standards and evidence-informed procedures.
However, a large group of stakeholders will be either
fully commercial actors, or private contractors servic-
ing public agencies. These actors do not need to comply
with the same standards as public service providers and
instead are often obliged to pursue a commercial logic.
Liu et al. (2016) argue that private stakeholders prior-
itize profit generation and not professional standards in
their data collection processes. Consequently, collec-
tion processes may not be designed for the ‘smart city
public service purpose’ but for commercial purposes
and may not be the result of a rigorous robust sampling
process typically required in a public service context.
Equally, and with special reference to social media,
there are few incentives for private sector actors to
value quality and fairness, and they may change both
sampling and algorithmic processes if it is deemed more
lucrative to do so. Indeed, social media platforms often
distort data by ‘ruminating’ it as the users are making
decisions based on recommendations suggested by
algorithms. An example of this practice in social
media is when users are suggested friends, activities
and products based on automated algorithms.
Further to this, data retrieved from mobile devices
in a smart city context are at best incomplete and at
worst inaccurate and unreliable. Vast urban areas still
suffer from poor mobile reception and the device loca-
tion, particularly of mobile phones, are not directly
connected to the location of the device but to the
base stations of the networks. Furthermore, users
often use several identities, some of which some are
pseudonyms, in order to protect their privacy and to
remain anonymous (Boyd, 2014; Hogan, 2013). It isT
a
b
le
2
.
Is
su
e
s
as
so
ci
at
e
d
w
it
h
th
e
va
lu
e
ch
ai
n
o
f
B
ig
D
at
a
in
sm
ar
t
ci
ti
e
s.
A
ct
iv
it
ie
s
1
.
D
at
a
co
lle
ct
io
n
2
.
St
o
ra
ge
3
.
A
n
al
ys
is
4
.
U
sa
ge
P
o
te
n
ti
al
is
su
e
s
an
d
co
n
ce
rn
s
Q
u
al
it
y
o
f
th
e
d
at
a,
R
e
cy
cl
e
d
d
at
a,
In
co
m
p
le
te
d
at
a
se
ts
,
R
e
lia
b
ili
ty
o
f
d
at
a,
R
e
p
re
se
n
ta
ti
ve
n
e
ss
o
f
d
at
a,
R
e
p
u
rp
o
se
d
d
at
a,
D
at
a
in
e
q
u
al
it
ie
s,
E
x
te
n
t
o
f
p
e
rs
o
n
al
d
at
a,
O
ve
rt
o
r
co
ve
rt
co
lle
ct
io
n
o
f
d
at
a,
O
ve
r
co
lle
ct
io
n
o
f
d
at
a
(m
as
s
su
rv
e
ill
an
ce
),
L
e
ga
lit
y
o
f
d
at
a
Se
cu
ri
ty
,
D
at
a
b
re
ac
h
e
s,
R
e
co
rd
s
m
an
ag
e
m
e
n
t,
D
at
a
d
e
st
ru
ct
io
n
,
St
o
ra
ge
ca
p
ac
it
y,
D
at
a
p
re
se
rv
at
io
n
,
P
ro
te
ct
io
n
o
f
se
n
si
ti
ve
d
at
a,
D
at
a
an
o
n
ym
iz
at
io
n
,
D
at
a
p
ro
te
ct
io
n
re
q
u
ir
e
m
e
n
ts
,
A
cc
e
ss
an
d
tr
an
sp
ar
e
n
cy
,
St
an
d
ar
d
iz
at
io
n
In
te
gr
at
in
g
d
is
p
ar
at
e
d
at
a
se
ts
,
R
e
lia
b
ili
ty
an
d
fa
ir
n
e
ss
o
f
al
go
ri
th
m
s,
A
cq
u
ir
in
g
d
at
a
an
al
ys
is
sk
ill
s,
In
te
rp
re
ti
n
g
d
at
a
sc
ie
n
ce
,
Sa
ti
sf
yi
n
g
co
m
m
e
rc
ia
l
an
d
p
u
b
lic
se
rv
ic
e
va
lu
e
s
an
d
lo
gi
cs
,
In
te
gr
at
in
g
d
at
a
an
al
ys
is
in
to
p
u
b
lic
se
rv
ic
e
co
n
te
x
ts
O
w
n
e
rs
h
ip
an
d
co
n
tr
o
l
o
f
d
at
a
(e
sp
e
ci
al
ly
n
ew
d
at
a)
,
IP
R
,
In
fo
rm
in
g
p
u
b
lic
p
o
lic
y,
D
at
a
p
ro
te
ct
io
n
re
q
u
ir
e
m
e
n
ts
,
In
fo
rm
e
d
co
n
se
n
t,
Im
p
lie
d
o
r
e
x
p
lic
it
an
o
n
ym
it
y,
M
as
s
su
rv
e
ill
an
ce
,
R
e
u
si
n
g
d
at
a,
Fa
ir
n
e
ss
an
d
tr
an
sp
ar
e
n
cy
6 Big Data & Society
therefore not always possible to rely completely on the
data retrieved from modern mobile devices even
though it is increasingly used to inform public policy
and service delivery in the smart city environment
(Doran et al., 2016).
Finally, in relation to data collection, there is a spe-
cific challenge that derives from user, or citizen-
generated, data. This relates to the vision of the
smart city where the citizen is seen as an important
producer of ‘data’, either through social media, partic-
ipatory platforms, or through volunteering to generate
deliberative content to online platforms (e.g., ‘wikis’)
(Linders, 2012). A distinction can be made between
social media data, where data is contributed for per-
sonal communication/networking goals and is then
reused for other purposes by other actors, and ‘citizen
science’ user-contributed data, where citizens volunteer
their data for scientific and social purposes (Jennett
et al., 2016). In both cases the citizen-generated data
is being used to inform public policy and services
(Margetts and Sutcliffe, 2013). For example, location-
explicit platform applications, such as OpenStreetMaps
(https://www.openstreetmap.org), are increasingly rele-
vant to smart cities and are used to collect data from
citizens and guide the delivery of services. However, the
collection of citizen data is in this way raises a number
of issues, in particularly with respect to the motives
behind the collection where business considerations
are driving the social platform affordances (Olteanu
et al., 2019). Furthermore, there is a tendency for sam-
pling bias as certain features of the data are collected
more readily than others, thereby contributing to issues
about the quality of the data contributed by users
(Haklay, 2010). Liu et al. (2016) argue that platforms
such OpenStreetMap are biased in that they provide
detailed maps for rich and wealthy regions, but only
poor and incomplete information about less affluent
neighborhoods.
Digital inequalities creating biases. It is generally recog-
nized that there are inequalities in use of and access
to digital technologies by citizens and service users,
which in turn creates a bias in smart city data collection
processes. This is evidenced in numerous studies of the
users of new technology and highlights the skills
required to use new digital technology, as well as
access to appropriate platforms, such as access to
broadband and the Internet (DiMaggio et al., 2001;
DiMaggio and Harigatti, 2001). Age is often argued
to be the most important demographic factor
(Friemel, 2016; van Deursen and Helsper, 2015).
Older age groups are often absent in attempts to
retrieve representative digital data – and representation
is seen as an important consideration when using such
data to inform public policy. Importantly, this bias in
use does not mean the younger users’ usage of technol-
ogy is more valid or representative of the population.
Whilst claims about ‘digital natives’, who are digitally
literate and digitally active (Prensky, 2001) are wide-
spread, the idea has been debunked as deeply flawed
and exaggerated. Many younger users are very limited
in how they use new digital technologies and lack both
the skills and capacities to be considered to be fully
‘native’ (Bennett et al., 2008; Kirschner and De
Bruyckere, 2017). Also, despite a massive proliferation
of mobile devices there are still huge socio-economic
inequalities in many cities, which again is reflected in
certain groups’ access to and use of new technology.
This difference is also reflected in the use – or the ‘indi-
vidual production’ of data – and the individual produc-
tion of content, with huge biases in how users leave
‘digital footprints’ which are to be harvested for Big
Data (Hargittai, 2007). As pointed out by Boyd and
Crawford ‘It is an error to assume “people” and “twitter
users” are synonymous’ (2012: 669). Moreover, in rela-
tion to commercial actors and their data collection
methods, it is worth noting that they are usually not
interested in capturing the views and behavior of less
prosperous socio-economic groups as they do not rep-
resent an attractive customer group.
Privacy and consent. Although issues about privacy in a
smart city Big Data context are particularly prominent
at the usage stage there are also concerns relating to
data collection (see for example Jain et al., 2016; Taylor
et al. 2016 for a discussion of privacy issues relating to
Big Data). Given the multitude of data sources, includ-
ing via the IoT and social media, large quantities of
data are being routinely collected without informed
consent, although rules around consent change in dif-
ferent geographic national regions. This issue is not
unique to Big Data, but it is an unavoidable element
of the smart city vision. There are substantial risks
associated with the ‘over-collection’ of data causing
potential risks to individual privacy, in terms of data
breaches and the (re)identification and profiling of indi-
vidual citizens at a later stage in the value chain. This
has been previously observed in the case of video sur-
veillance cameras (Bj€orklund and Svenonius, 2013;
Webster, 2009). However, unlike other forms of tech-
nologically enabled practices in modern society, the
contemporary privacy paradigm of ‘privacy self-man-
agement’ (Solove, 2013) or ‘notice-and-consent’ is
unattainable in a smart city context given the multitude
of sensory devices, multiple sources for data collection
and indefinite possibilities for future data processes. So,
while it is possible to notify citizens about some of the
sources for data collection, for example by using ‘sur-
veillance cameras in operation’ signage, it is difficult to
envision a smart city urban context where people
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would, or could, give informed consent to the vast
array of data being collected by so many different sen-
sory devices and platforms, not to mention the repur-
posing and reuse of data sets. In this respect, some of
these new devices and platforms, including the IoT and
the date processes they allow, appear to be at odds with
basic data protection principles enshrined in European
and national data protection legislation (Loideain,
2019; Maple, 2017). The risks associated with data
usage are revisited in the section Value chain step 3:
Data analysis.
Value chain step 2: Data storage
Security. Problems associated with data security are
exaggerated by increased volumes of data and can be
evidenced by the increasing frequency of large-scale
data breaches (Kumar and Goyal, 2019; Singh et al.,
2016). Regardless of whether data storage is centralized
or decentralized the collection of large quantities of
networked interlinked data makes data vulnerable
and open to security challenges. Challenges relating
to securing data that is resilient to tampering, malicious
insiders, data loss, system failure, and data breaches is
magnified in the Big Data context (Elmaghraby and
Losavio, 2014). Arguably, one of the most important
challenges is how to identify, isolate and protect sensi-
tive personal information in unstructured data sets
(Elmaghraby and Losavio, 2014). The widespread use
of cloud computing, although not strictly a perquisite
for storing large smart city datasets, has amplified this
concern. Here, an increasing amount of personal data
is stored with cloud vendors in data warehouses outside
the control of the organization/service which initially
created the data. These clouds are often located in
overseas jurisdictions and the contractors may not be
subject to the same standards and professional data
protection practices as the originating service provider
(Lafuente, 2015). Such standards would include rules
governing security protocols, data processing practices
and the professionalism and integrity of the staff
involved in data processing.
Access and transparency. Any discussion about access to
stored data is also a discussion about the relationship
between, and status of, the public and private sector
organizations involved in smart city data processing
(Boyd and Crawford, 2012; Johnson et al., 2017). The
ultimate responsibility for collecting and storing data in
smart cities is likely to be shared between public sector
actors (local government, public transport agencies,
utility providers, law enforcement agents, and other
public service providers, etc.) and a number of private
actors (social media companies, retail and hospitality
industry companies, data brokers, internet providers,
cloud providers and telecoms companies, etc.). In
order to realize the purported benefits of the smart
city there needs to be strong relationships between
these actors and efficient technical data exchange
between the organizations and technological platforms
and data sources involved (Johnson et al., 2017). These
practices raise a number of issues – about the ability to
combine the different data sets whilst ensuring data
quality and integrity (Metcalf and Crawford, 2016).
Furthermore, questions are being asked about whether
the sharing of public service data with private compa-
nies implies that the public sector organization renoun-
ces its responsibility for future breaches and ethical
standards (Yang and Maxwell, 2012) and whether the
data processing norms and practices in private sector
companies are as good as those in the public sector
(Olteanu et al., 2019).
There are also issues about whether a private orga-
nization, whose data sets have emerged from public
service sources, can deny others access to them, claim
copyright and trade it to third parties. Some of these
issues touch upon the global movement for ‘open gov-
ernment data’ in which there is an underlying assump-
tion that increased access to government data by
default is a ‘good thing’ and will provide for greater
transparency, better data use and commercial opportu-
nity. As Janssen et al. (2017) argue, there are a number
of myths concerning the potential to create public value
from making government data accessible. Firstly, data
containing sensitive information is not suitable for gen-
eral publication as it not only violates basic data pro-
tection principles, but can also be harmful for
individual citizens if they are made public, for example
in relation to protected identities, health, financial and
lifestyle information. Furthermore, it is not clear why
data collection and storage financed by the taxpayer
should be given to commercial actors without charge.
Many public service organizations have a legal obliga-
tion to collect data and to sell it as a revenue stream.
Furthermore, if they are legally obliged to exchange
that data without charge then the incentive to invest
in collecting, recording and cataloguing it is
compromised.
Value chain step 3: Data analysis
Incompatibility of data sets/lack of standards. At the analysis
stage of the value chain there are an array of issues
relating to the different technical, organizational,
semantic and legal standards of the organizations and
technologies involved. The core premise of Big Data is
that different and often disparate data sets can be com-
bined in new ways using algorithms and other Big Data
processes to provide new insight and services. In the
smart city, this can include data relating to traffic
8 Big Data & Society
flows, social media activity and other sensory devices,
which can be used to provide a ‘richer’ picture of the
current state of affairs. Despite this being one of the
core premises of Big Data, and well-known to informa-
tion system scholars (cf. Bajaj and Ram, 2007;
Guijarro, 2007; Klischewski, 2004; Traumu¨ller and
Wimmer, 2004), the ability to combine diverse forms
and sources of data is extremely challenging and often
goes beyond the abilities of existing data integration
technology (Sivarajah et al., 2017). This is not only a
question of technical and semantic issues; it is also a
question of organizational, political and legal differen-
ces pertaining to the use of different data sets. For
example, in the smart city service context, policies
(and/or inadequate or missing policies) determine the
possibility of achieving joint standards in information
architecture, the possibility for using algorithms and
for planning for consequences and impacts (Yang
and Maxwell, 2012). The ‘silos’ of policies and services,
both vertical and horizontal, constitute the same prob-
lem for analyzing Big Data as it does for all types of
digital governance (Kernaghan, 2013).
Correlation is not causation. There is a wide-spread belief
that Big Data is going to revolutionize processes associ-
ated with undertaking research and predicting human
behavior (Gonza´lez-Bailon, 2013; Janssen and Kuk,
2016). With enough data the numbers will ‘speak for
themselves’ and if totalities can be analyzed then there
is no need for theories, frameworks and models (van der
Voort et al., 2019). But data does not speak for itself –
‘someone’ is always formulating the questions, organiz-
ing the material, conducting the analysis and interpret-
ing the results. As expressed in the classical aphorism
regarding research methods – correlation is not causa-
tion. For example, an analysis showing that there is an
80% probability that the commuters in a certain urban
district will be leaving home for work between 7.30 and
8.00 am does not lead to the conclusion that all residents
will be doing that. While ‘traditional’ research uses mul-
tiple sources to ensure research outcomes are robust and
reliable there is a tendency among data analysts not go
beyond correlation (Mergel et al., 2016). The result of the
Google Flu Trends analysis, as described in the seminal
piece byLazer et al. (2014), is a good example of this issue
and shows how Google’s attempt to detect and predict
flu outbreaks (in the US) eventually failed and primarily
predicted the arrival of winter. Big Data needs to be
supplemented with small data (Kitchin, 2014a) and
basic social science.
The power of the algorithm. Accurate prediction and the
reliability of the algorithms on which they are based are
the ‘holy grail’ of Big Data. These algorithms have the
capacity to extricate and elucidate significant patterns
in future human behavior in ‘real-time’. When design-
ing an algorithm, the computer and/or data scientists
and their organizations retain the privilege of formu-
lating the purpose of the data process. For most, these
algorithms are opaque and difficult to analyze or inter-
pret (Janssen and Kuk, 2016; O’Neil, 2016).
Algorithms are part of wider socio-technical assemb-
lages (Kitchin, 2014a) and construct, reinstate and
devise regimes of power and knowledge (Kushner,
2013; Steiner, 2012). In other words, the process of
devising algorithms can be expected to reinforce
subtle institutional bias reflecting the context in which
the actors are working. This is significant for the smart
city as there is an assumption that data will flow readily
between public and private sector actors, but in prac-
tice the result is that the control of the design, analysis
and subsequently usage, will be in the hands of com-
mercial actors, such as social media companies, data
brokers, and telecoms providers, etc., as they are
main actors in data analytics. Highlighting the central-
ity of commercial actors in the smart city data analytics
space stresses the need to respect that commercial
actors are often driven by a commercial logic which
is quite different to the service orientated logic of
public service providers. Where a public service decides
to outsource data storage and analytics it becomes pos-
sible to predict a slow drift from public service values
to a more consumerist agenda reliant on and aligned
with algorithms producing predictions about consumer
behavior rather than citizen need (Jung, 2010).
Pasquale and Bracha (2007) argue that the ‘black
box’ of algorithms (in their case search engines), dimin-
ishes individual autonomy in the sense that the algo-
rithms ‘control informational flows in ways that shape
and constrain another person’s choices’ (Pasquale and
Bracha, 2007: 1177). There is emerging literature and
empirical research highlighting the ways in which algo-
rithms create unanticipated and biased outcomes
(Eubanks, 2018; O’Neil, 2016). This bias may not be
intentional but the outcome is clearly differentiated
decisions determined by computer mediated algo-
rithms. High profile examples of algorithmic bias in
the law and order arena alone include racial bias
embedded in facial recognition software in policing
(Janssen and Kuk, 2016), bias targeting the ‘usual sus-
pects’ in predictive policing applications (Meijer and
Wessels, 2019), and in algorithms assessing an individ-
ual’s risk of reoffending (Andrews, 2018). The degree
to which such biases exist raise governance concerns
about algorithmic transparency and accountability,
and fairness more generally (Binns, 2018).
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Value chain step 4: Usage
Intellectual property. In the final stage of the value chain
there are a number of copyright issues involved with
the use of Big Data in smart city contexts (Mattioli,
2014). Many of these issues are not new, but pertain to
existing legal disputes about copyrighting software,
source code, algorithms and databases (Mattioli,
2014). However, there are a couple of specific issues
connected to the smart city context. Firstly, the
strength of data analytics in an urban context rests
on the possibility to combine multiple data sets.
Whilst the ownership of the raw data is normally undis-
puted, the question of who owns and controls the new
combined and manipulated data is not always as clear.
Additionally, there is an issue about whether commer-
cial actors are able to commercialize this ‘new’ data and
sell it on for a fee. This issue is aligned with the earlier
discussion about open government and the prospect of
the sharing of government administrative and service
data with non-government actors. It is also related to
the broader issue of the ownership of personal data
generated by social media platforms, where the data
is clearly user generated.
A reverse version of this argument is often raised in
relation to the state’s surveillance capacity and whether
agencies of the state have the right to trawl through
personal information imbedded in commercial data
sets that have been created as part of the Big Data
smart city environment. Whilst most individuals
appear to accept a trade-off between sharing personal
data in exchange for free access to social media plat-
forms, it remains possible to imagine some sort of
redistribution mechanism for user-generated data
(Smith et al., 2012). In addition to issues of ownership
and intellectual property there is also the governance
issue of the ‘common-pool resource’ (Prainsack, 2019)
and that with ownership arises the responsibility of
controlling and ensuring the accuracy of the data
(Sivarajah et al., 2017).
Privacy and surveillance. Although the protection of indi-
vidual privacy is pronounced throughout the value
chain of Big Data, it is perhaps at the end of the
value chain that the most prominent concerns arise.
Proponents of Big Data often encourage the myth
that because Big Data is aggregated data, and big in
the sense of containing large volumes, it is therefore by
default anonymized. However, re-identification is rec-
ognized as constituting a genuine threat to individual
privacy (Jain et al., 2016) and not technically difficult
to achieve (Ohm, 2010). This is demonstrated in the
Carnegie Mellon University study, for example,
where researchers managed to retrieve parts of social
security number and identify individuals using
common data elements from Facebook (Stutzman
et al., 2012). Skilled data analysts often only require a
few data sources of personal information to be able to
‘re-identify’ individuals in Big Data sets (Jain et al.,
2016; Ohm, 2010). While unique identifiers, such as
full names, may be erased from the data set, there are
normally other unique identifiers, such as residency,
work place, age, shopping habits, etc., that are
enough to identify someone.
A second set of issues concerns the recycling and
reuse of data which has been collected for other pur-
poses. A core principle in most privacy and data-
protection regulation is to inform the data subject
about the purpose for which the data has been collected
and to secure consent when asking individuals to share
information with the organization collecting data. The
whole point with Big Data, and by association smart
cities, is to maximize the volume of data in order to
increase the value of the data set. This raises issues
about how to define ‘public’ and ‘open’ data, and
how consent is observed, informed and realized. Boyd
and Crawford note in relation to the use of data: ‘just
because it is accessible does not make it ethical’
(2012:671). A prime example would be the use and
reuse of social media data in public service contexts.
Social media data is readily available, without prior
permission, because consent for its use is embedded
in service user agreements. This is despite most social
media data being personal data and consequently gov-
erned by data protection principles. Further to this, a
smart city future with integrated urban systems com-
bining different sources of data raises questions about
who will be accountable for service failures and data
breaches.
Concluding discussion
The value chain approach applied in this article illus-
trates that the challenges of Big Data practices in smart
city contexts differ depending on the stage of the value
chain. In this respect, it is a useful analytical tool which
can be used to unpick data analytics in urban contexts.
Importantly, issues around privacy are prominent
throughout the whole process and should be central
to all discussions about extending Big Data processes.
Moreover, what this review also demonstrates is that
the different concerns have little to do with technolog-
ical maturity or technological capability. It is not just
the technology that causes concern, it is the naı¨ve belief
that the technological advances are neutral and disre-
gard political, social and economic institutions and
norms.
The application of the value chain to the use of Big
Data in smart city contexts highlights the intimate
intertwined relationship between commercial and
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public sector entities. The new digital sphere includes
both hybrid data processes and the merging of values,
processes and institutions. The binary public–private
divide no longer exists and public service and policy
outcomes are the result of the interaction of multiple
organizations with competing motivations and values.
The extent to which ‘value’ can be created for all par-
ties without detriment to the other seems unlikely,
given the challenges raised in this article.
Interestingly, the value chain approach highlights a
range of issues and challenges at every stage or link in
the process, especially where the value chain relates to a
governmental or smart city context. The challenges
described in this article are not meant as an argument
to reject the potential of data analytics in smart cities.
Rather, they point to the need for recommendations
and strategies for managing the Big Data revolution
in the public interest. The application of Big Data pro-
cesses in smart city contexts take place in a highly frag-
mented space where public and private actors are
assumed to collaborate and harvest value from the
data, in order to deliver better public services and
policy. To some extent this space is already well regu-
lated, by data protection laws, intellectual property
rights and data sharing protocols – but there are
some significant gaps in relation to responsibility and
accountability. Rather than advocating more formal
regulation of this new sphere, where the public and
private sectors are intimately meshed together, which
may or may not be effective, attention could be focused
on areas and practices which could be improved, which
in turn could lead to more ‘value’ being extracted from
Big Data whilst at the same time protecting and
enhancing core public values.
First, one of the underlying themes of this review is
how in a smart city context both public and private
sector actors interact to constitute the foundation and
infrastructure of the smart city. While many smart city
applications have proven that the technical challenges
can be overcome, the real issues are how to deal with
organizational differences, governance and legal issues.
This is not just a matter for the local actors in the smart
city, but also for regional/provincial, national, and in
some cases transnational, bodies of governance.
Formal national and transnational regulation is likely
to emerge in the longer term, but would take many
years to be formed and constituted. What is needed
are some basic minimum agreed self-regulatory princi-
ples concerning: (a) the quality standards of data to be
used in the smart city; (b) the ethical standards regard-
ing privacy and data protection; (c) a clearer policy
regarding the ownership of unstructured and struc-
tured data; and (d) agreed standards regarding safety
and protection of storing of data. These should be
based on voluntary agreements between local/city
governments and main commercial actors, preferably
under the auspices of some privacy ‘watchdogs’ such as
information/privacy commissioners.
Second, the discourse around Big Data analytics
and smart cities needs to move beyond the speculative
and technological determinist space of science
fiction and into a discussion about the future of
urban spaces and how data analytics can be used effec-
tively in complex urban environments. To date, most of
the hyperbole around Big Data and smart cities has
distorted political decisions rather than being support-
ive of the policy process. This is more an issue of the
maturity of the discourse as opposed to the maturity of
the technology itself. It took eGovernment roughly 10
years to abandon the utopian space in favor of a more
‘sober’, and perhaps more mundane, discussion about
modern forms of public sector online service delivery.
Here, the aspiration is that it will not take as long for
discourses about Big Data and smart cities to become
more critically realistic. The argument here is not that
Big Data is fatally flawed, rather that it needs to be
understood in its institutional environment, alongside
its impacts and consequences, if individual and societal
value is to be realized. Such critical realism highlights
the socio-technical integration of Big Data practices
and how these are operationalized in a smart city con-
text. In other words, the true value of Big Data cannot
be solely understood in technical or commercial terms
and is closely aligned to other organizational and insti-
tutional practices.
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