A constant-dimension code (CDC) is a set of subspaces of constant dimension in a common vector space with upper bounded pairwise intersection. We improve and generalize two constructions for CDCs, the improved linkage construction and the parallel linkage construction, to the generalized linkage construction which in turn yields many improved lower bounds for the cardinalities of CDCs; a quantity not known in general.
Introduction
Let V ∼ = F v q be a v-dimensional vector space over a finite field with q elements F q . The set of all subspaces of V forms a metric space with respect to the so-called subspacedistance d s (U, W ) = dim(U + W ) − dim(U ∩ W ) cf. [18, Lemma 1] . A (v, N, d; k) q constant-dimension code (CDC) is a set of k-subspaces of V of cardinality N such that the subspace-distance of each pair of distinct elements, called codewords, is at least d.
Coding in this metric space was motivated by Kötter and Kschischang in [18] . The main question of subspace coding in the constant-dimension case asks for the maximum cardinality N of a (v, N, d; k) q code. This maximum cardinality is denoted as A q (v, d; k). The homepage http://subspacecodes.uni-bayreuth.de/, see also the manual [16] , lists the currently best known lower and upper bounds on A q (v, d; k) for q ≤ 9, v ≤ 19, all d, and all k.
Many good lower bounds for CDCs arise from linkage type constructions; Section 4 provides an overview. This paper generalizes two already successful constructions, the improved linkage construction (Theorem 11) and the parallel linkage construction (Theorem 14) , to the so-called generalized linkage construction (Theorem 18) .
According to the ranking in the homepage, the improved linkage construction is among the best known constructions in ≈ 50.7% of the listed parameters while the parallel linkage construction is among the best known constructions in ≈ 6.3% of the listed parameters. The generalized linkage construction is among the best known constructions in ≈ 52.5% of the listed parameters.
As these numbers change if new bounds are introduced in the database, especially since most linkage type constructions refer back to smaller CDCs as building blocks, we prove in Lemma 20 and Lemma 21 that the generalized linkage construction is strictly better for an infinite family of parameters than the parallel linkage construction and the improved linkage construction, respectively.
The rest of the paper is organized as follows. In Section 2, we introduce the notation used, in particular q-binomial coefficients, rank-metric codes and their sizes, and bounds needed for the comparison of the linkage constructions. We need rank-metric codes having the additional property that each codeword has an upper bounded rank. An upper bound for the cardinalities of these codes is determined in Section 3. Section 4 provides an overview over two families of linkage type constructions. Both families are generalized in a single construction in Section 5. For some parameters, the new construction is strictly better, as shown in Section 6.
Preliminaries
Throughout the paper, we will use the following notation and facts about q-binomial coefficients. For prime powers q ≥ 2 and 0 ≤ n we use the q-numbers [n] q = (q n − 1)/(q − 1) = n−1 i=0 q i , the q-factorials [n] q ! = n i=1 [i] q , and the q-binomial coefficients
An empty sum is defined to be 0 and an empty product is 1, so that [0] q = 0 and [0] q ! = 1 in particular. Note that [n] q < q n . 
We use the following well known connection between subspaces and full-rank matrices. The reduced row echelon form of the matrix A is denoted as R(A). Then, the bijection between subspaces and their canonical basis in reduced row echelon form, written as rows of a matrix, is
in particular, U is the row-span of τ (U ) for any subspace U . We omit the dependency of τ on q, k, v as the context determines them and we extend the codomain of τ (·) by τ −1 (A) = τ −1 (R(A)) for any matrix A of full row-rank.
For a matrix A in reduced row echelon form, p(A) is the binary vector with p(A) i = 1 iff column i is a pivot column in the matrix A. We extend the domain of p(·) by p(B) = p(R(B)) for any matrix B and p(U ) = p(τ (U )) for any subspace U .
The horizontal concatenation of matrices or vectors A, B of compatible sizes and ambient fields is denoted as A | B.
In addition to the subspace-distance
for two subspaces U, W of a common vector space, we will also need the Hamming- We will apply
for any q-ary vectors of compatible lengths and the lower bound
for two binary vectors u, v of equal length, as any pivot vector is a binary vector. We will also make use of
for any matrices X, Y of compatible sizes and ambient fields. A rank-metric code (RMC) is a subset of F a×b q of cardinality N such that the rankdistance of each pair of codewords is at least d. An RMC is called linear, if it is a subspace of F a×b q . These parameters are abbreviated as (a × b, N, d) q . If in addition the rank of each codeword is at most u, we augment the notation to (a × b, N, d; u) q . The maximum size of an (a×b, N, d; u) q RMC is denoted as Λ(q, a, b, d, u). For a (k×n, N, d) q RMC R, the lifted RMC of R is defined as {τ −1 (I | R) : R ∈ R}. It is a (k +n, N, 2d; k) q CDC. Delsarte [5] and Gabidulin [10] determined the maximum cardinality
of RMCs for all parameters q, a, b, d, and min{a, b} ≤ u and gave constructions to build bound-achieving RMC codes, so-called maximum rank-distance (MRD) codes.
The theory of Delsarte in [5] allows to determine the rank-distribution in a linear MRD code. In his words, a linear MRD code in F a×b q and minimum rank-distance d is equivalent to an (min{a, b}, max{a, b}, min{a, b} − d + 1, q)-Singleton system and can be seen as a (d − 1)-codesign of cardinality q max{a,b}(min{a,b}−d+1) , which is a set of bilinear 
We abbreviate
which is the size of the largest subset of a linear MRD code in F a×b q and minimum rank-distance d such that the rank of each included matrix is at most u.
We deliberately allow matrices with zero rows or zero columns and count sets containing only one such matrix with cardinality one and denote the all-zero matrix with 0 and the identity matrix with I.
Theorem 3 and ∆(q, a, b, d, u) provide only a construction for (a × b, N, d; u) q RMC. In fact, we have
The number of matrices of a given rank in a finite vector space is well known.
Due to the following lemma, we can without loss of generality restrict the parameters of a CDC to 2 ≤ d/2 ≤ k ≤ v/2, see [14, Page 33f.] 
We will use the following lower bound by Cossidente and Pavese to compare the generalized linkage construction (Theorem 18) to the parallel linkage construction (Theorem 15) in Lemma 20 and to the improved linkage construction (Theorem 11) in Lemma 21.
For CDCs having d = 2k, i.e., the minimum subspace-distance is as large as possible, and the dimension of the ambient vector space is a multiple of the dimension of the codewords, Beutelspacher showed that there are bound-achieving codes. This setting is often referred to as spread.
An easy to use yet strong upper bound for CDCs is the so-called Anticode bound. 
3 An upper bound for Λ Here, we adapt the proof of the upper bound of the size of an MRD code to obtain an upper bound on Λ(q, a, b, d, u).
This particular upper bound is the Singleton bound applied to the metric space
mapping a matrix to its first b − 1 columns, i.e., it cuts the last column off.
Proof. Let b ≤ a without loss of generality, otherwise transpose. Note that, for matrices A and B of compatible size and ambient field, rk(A)−rk(g(A)) ∈ {0, 1} (cf. Inequality 4),
) and rk(g(A)) ≤ rk(A). So the puncturing operation applied to all elements of an
Then, Theorem 4 allows to determine the cardinality of the right hand side and to complete the proof. 
Theorem 9 implies
Previous linkage constructions
All constructions in this section but Theorem 12 can be proved by Lemma 17 which then implies supersets of parameters as the original proofs. Note, that we also allow {0} as RMC.
The original linkage construction was independently discovered by Gluesing-Luerssen and Troha in [13] and by Silberstein and Horlemann-Trautmann in [22] .
Special cases were already used by Gluesing-Luerssen, Morrison, and Troha in [ 
In particular,
In [17] , Heinlein and Kurz combined Theorem 10 with Lemma 2 to get the following so-called improved linkage construction. 
is an (r + s, #A · #M + #B, d; k) q CDC.
Theorem 11 was again improved by a generalized extension to any subcode of the form {τ −1 (τ (A) | M ) : A ∈ A, M ∈ M} by Kurz in [19] . Using the notation in [19] , for
Unfortunately, the quantity B q (v, w, d; k) is not known in general as they generalize the numbers A q (v, d; k) which are not well understood either, but [19] 
2.
A
Xu and Chen developed in [24] a different direction as they incorporate matrices with lower and upper bounded ranks in a construction of CDCs. Finally, Theorem 13 was improved by Chen, He, Weng, and Xu in [2] by allowing the dimensions of the ambient spaces to vary. This is the so-called parallel linkage construction.
Theorem 14 ( [2, Theorem 3.1]). Let d/2, k, n be integers with 2 ≤ d/2 ≤ k and 0 ≤ n. Let A be a (k + n, #A, d; k) q CDC such that each A ∈ A is of the form τ (A) = (I | A ′ ), i.e., it is a lifted RMC, and B be an (n+k, #B, d; k) q CDC. Let M be a (k×k, #M, d/2) q RMC and R be a (k × k, #R, d/2; k − d/2) q RMC. Then
is an (n + 2k, #A · #M + #R · #B, d; k) q CDC.
Of course, the concatenation of an RMC with an RMC is again an RMC. To be more precise, if M is an (a × b, #M, d) q RMC and N is an (a × c, #N , d) q RMC, then
Hence, we can improve Theorem 14 to the following construction. If k ≤ n, the exponent max{n, k}(min{n, k} − d/2 + 1) = n(k − d/2 + 1) is at least one and both sides of the inequality coincide.
If 0 ≤ n < min{d/2, k}, the exponent max{n, k}(min{n, k} − d/2 + 1) = k(n − d/2 + 1) is at most zero, so the right hand side of the inequality is one, while the left hand side is one iff n = 0 and else greater than one.
If d/2 ≤ n < k, the exponent max{n, k}(min{n, k} − d/2 + 1) = k(n − d/2 + 1) is at least k, so we continue:
Due to n < k and 2 ≤ d/2, the left hand side is at least one, proving the statement. 
Proof. For two subspaces U and W of dimension k in a common vector space, we have with Equation (1)
for any matrices M, N, O, P with compatible sizes and ambient fields, we get
The statement in question is rk A B C D ≥ k + d/2. 
Using Inequality (4), we obtain rk
A B C D ≥ rk A C and d s (τ −1 (A), τ −1 (C)) ≥ d is equivalent to rk R(A) R(C) = rk A C ≥ k + d/2.
Since
shows that | rk A − rk C| ≥ d/2 implies the minimum distance.
We use Lemma 17 to generalize Theorem 11 and Theorem 15 in a single construction. is an (r + s, #A · #M + #R · #B, d; k) q CDC. In particular, This fits also in the framework of Kurz [19] , cf. Theorem 12, providing an alternative proof of Theorem 18.
Proof. Let
In particular, 
Then (1) and (2) in Theorem 12 together with Lemma 19 imply Theorem 18.
New CDCs and better lower bounds
According to the numerical evidence of http://subspacecodes.uni-bayreuth.de/, the generalized linkage construction (Theorem 18) increases all known lower bounds on A q (v, 4; 4) for all listed parameters q and 12 ≤ v.
In the setting of q = 2, the previously best known lower bound A 2 (12, 4; 4) ≥ 19 664 917 is given by the improved linkage construction (Theorem 11), our new generalized linkage construction (Theorem 18) increases the bound to A 2 (12, 4; 4) ≥ 19 673 821, while the parallel linkage construction (Theorem 14) only creates codes of size 19 297 741.
Hence, we compare the sizes of CDCs with v = 12 and d = k = 4 constructed by these three constructions for all q.
The size of the code constructed in Theorem 18 using r = 8 and t = 0, so that s = 4, is (8, 4; 4) · M (q, 4, 4, 2) + A q (4, 4; 4) · ∆(q, 4, 8, 2, 2) =A q (8, 4; 4) · q 4(4−2+1)
>q 12 · q 12 + q 4 (q 8 − 1)
For the last inequality, we use Theorem 6 and Lemma 1. We compare the generalized linkage construction to the parallel linkage construction. Unfortunately, the bound of Theorem 9, i.e., Λ(q, 4, 4, 2, 2) ≤ q 3 (q 7 + q 6 + q 5 − q 4 − q 3 − q 2 + 1), is too weak to show this result in general. Due to Equation (6), we have 1) ).
Using the lower bound of A q (8, 4; 4) in Theorem 6 we will prove
which is equivalent to the nonnegativity of (q 12 + q 2 (q 2 + 1) 2 (q 2 + q + 1))
Since the last term is nonnegative for 2 ≤ q, the statement follows.
We compare the generalized linkage construction to the improved linkage construction. Proof. The size of the code constructed in Theorem 11 using t = 2, s = 12 − r, and 4 ≤ r ≤ 10 is (10, 4; 4) . Then, comparing to Inequality (7) , i.e., A q (8, 4; 4) · q 12 + [ 4 2 ] q (q 8 − 1) − q 24 − A q (10, 4; 4) ≥(q 12 + q 2 (q 2 + 1) 2 (q 2 + q + 1) + 1) · q 12 +(q 8 − 1) [4] 
