Introduction.
If A is an arbitrary algebra over a (commutative) field P, the «th cohomology group Hn(A, N) of A with coefficients in a twosided A -module N was introduced by Hochschild [8] . In terms of these groups, the (cohomological) dimension of A, P-dim A (or just dim A when the base field is understood), is defined as the largest n such that H"(A, N)?*0 for some N. In Hochschild's definitions, the 1-cocycles are derivations (over F) of A into N; the 1-coboundaries are the inner derivations; the 2-cocycles are the factor sets of A into N; the 2-coboundaries are the split (trivial) factor sets.
The assertion H2(A, N)=0 then signifies that every algebra extension B of N by A (where multiplication is defined in N by N* = 0) is cleft: B=Ai-\-N (vector space direct sum) with Ai a subalgebra isomorphic to A. Thus the Wedderburn Principal Theorem can be rephrased in cohomology terms as follows: If A is a separable algebra of finite order, then dim A <2 (A is absolutely segregated) [8, §6] . (Actually, the Wedderburn Theorem deals with extensions of arbitrary nilpotent algebras N by A, but the proof quickly reduces to the case N° = Q.)
The assertion HX(A, N)=0 means every derivation of A into JV is inner. It can also be phrased in terms of algebra extensions: If B -Ai-\-N = Ai-\-N with iV2 = 0 and Ai^Ai^A, then Ai=a(Ai) with <r a quasi-inner automorphism (2) of P. Hence the Malcev Uniqueness Theorem may be translated thus: If A is a separable algebra of finite order, then dim A <1. (As in the Wedderburn Theorem, the full Malcev Theorem deals with the case ^ = 0, which easily reduces to the case 2V2 = 0.) Some of our theorems give necessary, some sufficient, and some necessary and sufficient conditions that certain algebras have dimension n. Any conclusions that assert »<2 (or n<\) can then be interpreted as generalizations of the Wedderburn Theorem (Malcev Theorem) to more general residue-class algebras. [May Eilenberg for the use of the galleys of [4] and for several helpful conversations and comments with regard to our paper.
In §2 we give a brief sketch of the techniques we need. The rest of the paper is devoted principally to proving the following results:
1. dim A = 0 if and only if A is a separable algebra of finite order. 2. Let A be a locally finite, semisimple algebra with minimum condition.
If A has order K0, then Hl(A, A ®A) ^0 (Theorem 3). 3 . If A has order K0 and is locally separable, then dim .4=1 ( [13] and Theorem 4). 4 . If A is an algebra over K and K~Z)F then F-d\m K g P-dim A = F-d\m K -\-K-dim A (Theorem 5). 5 . If A is a field of transcendence degree «= <» over F, then dim A^n (Theorem 8). 6 . If A is a field of transcendence degree n < °° over F, then dim A =n if and only if A is finitely separably generated (i.e., A is a finite, separable, algebraic extension of a rational function field) (Theorem 10).
7. If A is a finitely generated extension field of F with no separable generation over F, then dim A = °° (Theorem 9).
8. Let A be an extension field of transcendence degree n over F which is countably generated but not finitely generated. Then dim A =« + l or oo according as A is or is not locally separably generated^) (Corollary to Theorem 10).
Items 1, 2, and 3 are theorems about algebras of dimensions 0 and 1. Hochschild [8, Theorem 4 .1 ] has already proved that for an algebra A of finite order, dim .4=0 is equivalent to separability. Our contribution to 1 is the fact that if A has infinite order then dim A f^O (Theorem 1), i.e., H1 (A, N)5^0 for some N. 2, and also Theorem 2, show that in certain cases N may be taken to be A ®A. It is interesting to notice (Theorem 3) that in case A is semisimple of finite order, this same special module N -A®A has H1(A, N) =0, regardless of whether or not dim A =0.
Item 3 provides the major part of the information we have on the dimension of algebraic algebras of infinite order. (Algebras of finite order and dimension >0 have been treated extensively by Ikeda, Nagao, and Nakayama [ll] and by Eilenberg [6] .) Miscellaneous extra information may be obtained for example from Theorem 5-which will guarantee that any algebra has dimension oo when its center has a subfield of dimension °o-and from the results of [ll] and [6] coupled with Proposition 3. We should remark that the denumerability hypothesis in 3 cannot be eliminated, for if A is the direct sum of uncountably many copies of F and A is the algebra obtained by adjoining a unit to A, then H2(A, A ®A) =H2(A, A ®A) ^0 [14, p. 316] .
We conjecture that, at least when the algebra is a field, nondenumerable order implies a dimension >1.
(') A field is locally separably generated in case every finite subset can be embedded in a finitely separably generated extension of F.
Item 4 is a useful theorem on subadditivity of dimension. That the dimension is not additive is shown by counterexamples in §4. However, 4 can be easily supplemented to show that the dimensions of the algebras of polynomials and of rational functions in n indeterminates are n. From this we can also derive a new proof that the global dimension of this polynomial ring is n as well.
The remaining theorems concern dimensions of algebras which are fields. As a matter of fact, this also gives equally extensive results on the dimension of commutative algebras with minimum condition, since such an algebra has dimension °° unless it is semisimple; but a semisimple commutative algebra is a finite direct sum of fields Ai and has dimension equal to max< dim Ai.
2. Background. We shall use the following notations consistently: A and K for algebras over a commutative ring P; A * for the inverse of A (the algebra anti-isomorphic to A); A' for A® A*, an algebra over P. Tensor products will be understood to be taken over P unless otherwise indicated. All algebras and rings will be assumed to have a unit. A subring shall always contain the unit of the big ring.
Modules over rings will always be unitary, and will be left-modules unless otherwise specified. If P is a ring we shall use P, for the left P-module P and Rd for the right P-module P. If A is an algebra over P then two-sided Amodules (vector spaces over P having A as both left-and right-operators) are exactly the same as left .4'-modules with am = (a®\)m and ma = (l®a*)m for a in A and m in the module. In particular A is a left A e-module in a natural way. So also is As®Ad; in fact the latter is just Ae as a left A '-module, i.e., (A')..
The phrases semisimple and simple shall always mean semisimple and simple with minimum condition on one-sided ideals.
If P is any ring Cartan-Eilenberg [4] define the left dimension of any left P-module M as follows: A projective resolution of M is an exact sequence of P-modules and mappings
with X{ a projective module (Afo-module)-a direct summand of a free Pmodule. (One way to obtain such a projective resolution is to write M as a free P-module Xo modulo a relations module Y0, write Y0=Xi/Yi with Xi free, etc.) Then the left dimension of the P-module M, denoted by l.dimjj M, is the smallest n such that Xn+1 = XB+2 = • • • =0 for some projective resolution-the length of the shortest projective resolution. It is a nonnegative integer or infinity. The maximum of l.dimfl M as M ranges over all P-modules is called the left global dimension of P and is denoted by l.gl.dim P.
The dimension of an algebra A is l.dim^e A and is denoted by dim A or P-dim A when it is desirable to indicate the base ring P (entering into A'=A ®FA*). If P is a field the ordinary dimension of A as a vector space over F will be referred to as the order of A and will be denoted by (A :F). At several points in the discussion we shall find it necessary to use the Hochschild definitions and terminology rather than those of [4] . We therefore recall briefly what we need: The n-cochains of A into the two-sided Amodule N are the F-multilinear functions from A to N and the coboundary operator 5 defined by
sends w-cochains into « + l cochains. The w-cochains/such that S/ = 0 are the n-cocycles and the w-cochains of the form 8g with g an (n -l)-cochain are the n-coboundaries. Then the additive group of «-cocycles modulo w-coboundaries is H"(A, N).
3. Infinite algebras. 2. Even if A has no unit element, Theorem 1 is true. Only Hochschild's definitions apply to this case but [9, Theorem 2 ] asserts that one may adjoin a unit to A and get a new algebra A of the same dimension. Since A is P-free, A =A ©P-1 is also and if A is finitely generated as an P-module, A will also be. 3 . If P is a field, dim A =0 is equivalent to A° being semisimple. Hence over a field A® A* will be semisimple if and only if (A: F) < oo and A is separable.
If P is a field Theorem 1 states that if (A :F) is infinite, there is an Aemodule N such that Hl(A, N) ^0. For later applications we need information about H1 with coefficients in a specific A "-module. Theorems exhibiting behavior of specific coefficient modules are already known. By reduction to the classical theorem we shall prove a similar result with the ^"-module A,®Ad as coefficients. It is interesting that As®Ad is the same module which can be used for certain algebras of infinite order to give a nonvanishing first cohomology group (Theorems 2 and 3). To investigate HX(A, Ae®Ad) we first study HX(A, M®N) where M and N are irreducible left and right A -modules, respectively. Proposition 1. Let A be a simple algebra of finite order over afield F, let M and N be irreducible left and right A-modules respectively, and L be the algebra of all F-iinear transformations on M. Since L contains a subalgebra isomorphic to A (the operators on M induced by A), L may be considered as a two-sided A-module. As such, L^M®N.
Furthermore, if P and Q are finitely generated left and right A-modules respectively, H*(A, P®Q)=0.
Proof. The dual M* of the P-space M is a right A -module isomorphic to N. To verify this it is sufficient to note that M* is irreducible, which is an immediate consequence of the fact (M*:F) = (M:F). Thus M®N is Aeisomorphic to M®M*. Bift the classical P-isomorphisrn^ L^M®M* which associates to mi®m* the mapping m^>m%(m)mi is trivially verified to be a two-sided P-isomorphism and so also a two-sided ./4-isomorphism. By the theorem mentioned above [12, Chap. 5, Theorem 17], H\A, M®N)=Hl(A, P)=0.
Since P is a finite direct sum of modules isomorphic to M and Q is a finite direct sum of modules isomorphic to N, and since Hn(A, X) distributes over finite direct sums in the second variable, Hl(A, P®Q)=0. We write X = A,®Aj and introduce on X a topology with base at zero consisting of the centralizers Ci = {x (E X \ xa -ax = 0 for all a £ A ,•}.
(It can be shown that this is a Hausdorff topology but we have no need for that fact.) The brunt of the proof consists in showing X is not complete. In fact, we shall exhibit a sequence {xi} with x.EiCi but with J^H-i *» not convergent in X. Then the mapping (2) a -» A(a) -2~1 (xia -ax() »=i is a non-inner derivation of A into X. This mapping is well-defined because each a in A is in some Ak and since x<£C,-CC* for i^k, all terms in the series (2) beyond the (k -l)st vanish. This also shows that on each Ak the mapping is a derivation; in fact, inner derivation by y*= 2^l}x,-. Hence A is a derivation on A. However, if A is inner on A, i.e., A(a) =xa -ax for fixed x£.X", then for a£E.Ak, xa -ax=yka -ayk, x -ykE:Ck, so that x = lim yk= J^x,-, contrary to the choice of {x,}. It thus remains to choose {x,}.
Denote by Xt the ^4J-module ^4,-,®^4. Thus we may reduce to the case where A is simple. In case (.4:F)=No, write A = T®D where P is a total matrix algebra over P and D is a division subalgebra (hence D is also locally finite). Then D is a union U™ Di of a countable tower of division subalgebras of finite order (e.g., Di is the algebra generated by the first i elements in a basis of D over P). Setting A<= T®Di, we have a countably infinite tower AiGAiG Remark. There is no loss of generality in Theorems 2 and 3 in assuming that P is a field. For if a simple ring A is an algebra over a commutative ring P, the center of A is a field containing PI, hence also the quotient field K of P-1. Thus A is also an algebra over K. Moreover A ®A * =A ®kA *. To see this, it is enough to show k®\ = \®k for each k in K. But k=fif%x with fi, ft in PI, so that k®l =fifr1®fifil = \.®k. Thus the cohomology groups (4) Every finite subset can be embedded in a subalgebra of finite order. [May and the dimension of A over F are the same as over K. This remark could also be used to generalize the results of §5 to algebras over commutative rings instead of over fields.
If F is a field, Theorem 1 asserts that if (A : F) is infinite then dim A = 1.
In the next section we shall determine the exact dimension of some transcendental algebras; as the final result of the present section we include a theorem due to Kurockin [13] which shows that certain algebraic algebras have dimension exactly 1. We shall also need the following proposition which may be verified by direct computation. 
1=1
We now prove the main theorem of this section. Theorem 5. Let A be an algebra over the commutative ring K such that A is a free K-module (this is automatic if K is afield), and let Fbea subring of K.
If F-dim K = n and jfv-dim A=p, then n^F-dim A ^n+p. where the isomorphism between the second and third terms is given by (a®a*) ®k^>a® (a*®k). We omit the straightforward proof (cf. [4, IX, 2.1]). Thus l.dinu* A,®KAd^n. Since p = l.dimA®KA*A and A®KA* is a homomorph of Ae, [7, Proposition 3] is available and asserts l.diuue A^n-\-p, proving the theorem. To show that F-dim A may very well be less than n+p, we offer the following two examples. (ii) Let F be a field of characteristic p7*0, t an indeterminate over P, K = F(t), and 4 =P(/1'"). Then Theorem 7 below shows that P-dim P = l and by [10, p. 946] or our Theorem 9, P-dim A = ». However, .4 =F(tllp) is merely a rational function field over P and so again by Theorem 7, P-dim 4 = 1.
Examples where the dimension is additive are given by the following two theorems. (Essentially the same proof that / is not a coboundary is already to be found in [5] .)
Next we prove dim A ^n by induction onn. lin = l,A=F[t],Ae = A ®A* = F[t', t"], where t' =t®l and t" = 1 ®t are independent indeterminates over P. The natural ring-homomorphism of A"= A®A* onto A=A®aA* has as kernel the principal ideal generated by t' -t" since p(t', t") is in the kernel if and only if p(t, t) =0. But the only element in A' annihilating t' -t" is 0 so this kernel is a free . By the case » = 1, P-dim 4^1 and by the induction hypothesis, P-dim K w -1. Hence Theorem 5 proves P-dim A^n. in n independent indeterminates over F. Then P-dim A =w.
The proof is identical with that of Theorem 6 once we note that when
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use » = 1, A' is the integral domain consisting of all rational functions p(t', t")/q(t')r (l") with p, q, r polynomials over F. Besides Theorem 6, Cartan and Eilenberg also prove that if F is semisimple the global dimension of the polynomial ring A is n. Both these facts are proved in [4] by explicit construction of a projective resolution for Fas an A -module. We shall now give an alternative proof of this result on l.gl.dim A which reduces the problem to one of algebra dimension and avoids this projective resolution.
If F is semisimple, l.gl.dim A ^dim A [4, IX, 7.6]. Since dim A =n by Theorem 6 , it is sufficient to exhibit a left A -module with left A -dimension at least n. We turn F into an A -module by setting tiF = 0. Now, A' is the ring of polynomials in 2» indeterminates t[, W (* = 1, • ■ • , n) with t{ =ti®l and t'i' =\®ti.
We &A.®fFszA, will not do here. It can be arranged to give a group isomorphism, but if the isomorphisms are all to be .4'-isomorphisms the final A, is not the usual •-module A but rather is annihilated by multiplication by 1 ®fo [May basis of S such that S is separable over the rational function field K = F(h, • ■ ■ , tn), and write y = x,+i. Then we assert that K(y) has no separable generation over P. For suppose otherwise. Since S is separable over K, S(y) is separable over K(y), whence P(xi, ■ • • , x" x,+i)=S(y)
is separably generated over P, contradicting the choice of s. By Theorem 5, it suffices to prove dim K(y) = oo.
Let (p be an irreducible polynomial in n-\-\ indeterminates over P such that (5) <t>(li, ■ • ■ , /", y) = 0.
Since y is inseparable over P and (5) (6) is another transcendence basis of K(y) over P. Since K(y) has no separable generation over P, ti plays the same role with respect to P(/i, ■ ■ ■ , ti, ■ ■ ■ , tn, y) as y does with respect to K, and the exponents of f, in (5) We note that Theorem 9 also yields Hochschild's result that a semisimple inseparable algebra of finite order has dimension oo [10, p. 946]. Clearly it is sufficient to treat the case of a simple algebra A whose center Z is an inseparable finite extension field of P. Then by Theorem 9, dim Z = oo and since A is Z-free, Theorem 5 gives dim A = <x> also. Theorem 10. // A is afield of transcendence degree n < <x> over afield F, then dim A=n if and only if A is finitely, separably generated over F (i.e., A is a finite, separable, algebraic extension of a rational function field in n indeterminates) . In case (A :K) =N0 we can actually determine dim A completely:
Corollary. Let A be an extension field of transcendence degree n over F which is countably generated but not finitely generated. Then dim A = oo or w + 1 according as A is not or is locally separably generated^).
Proof. If A is not locally separably generated, Theorem 9 and Theorem 5 assert dim A = oo. (This of course does not need the countable generation.) Otherwise A = UJ" Ai where each Ai is a finitely separably generated extension of Fand so has dimension =n by Theorem 10. Proposition 3 then shows that dim A^n+1 and Theorem 10 gives dim A^n + l.
(*) This extension of derivations need not depend on a choice of basis or a matrix representation: Indeed, in a forthcoming paper we shall show that if L is the ring of all linear transformations on a vector space over a division ring K, and F is a subfield of the center of K, any derivation over F of K into K has an extension to a derivation of L into L; this extension is unique up to an inner derivation. Moreover, H"(L, L) stHn(K, K).
We note that A may be locally separably generated without being separably generated itself: let P be a perfect field of characteristic p?*0 and let A =F(t, f~\ t"~\ • • • , *""", • • • )• Then A = \jF(t"~") but A is not separably generated. Indeed, if it were it would admit nonzero derivations into itself, but since every element of 4 is a pth power this is impossible. Finally we remark that the proof of Theorem 10 even gives some information about noncommutative algebras A. In particular if A contains in its center a rational function field K in n indeterminates over P and if H1(A,A.®KAd) 7*0 (cf. Theorems 2 and 3) then P-dim A >n. If in addition (A :K) =N0 and A is locally separable over K, then P-dim A = w-fT-which, when »=0, does not quite include Theorem 4.
