The aim of this paper is to obtain coefficient estimates, distortion theorems, convex linear combinations and radii of close-to convexity, starlikenees and convexity for functions belonging to the subclass T S p,λ (f, g; α, β) of p-valent β−uniformaly starlike and convex functions. We consider integral operators and modified Hadamarad products of functions belonging to this subclass.
Introduction
The class of analytic and p-valent in U and has the form:
is denoted by S(p). We note that S(1) = S. Let f (z) ∈ S(p) be given by (1) and g(z) ∈ S(p) be given by
then the Hadamard product (f * g)(z) of f (z) and g(z) is defined by
Denote by T (p) the class of functions of the form:
Salim et al. [20] and Marouf [16] introduced and studied the following subclasses of p−valent functions:
(i) A function f (z) ∈ S(p) is said to be p−valent β−uniformly starlike of order α if it satisfies the condition:
for some α( −p ≤ α < p), β ≥ 0 and for all z ∈ U. denote to the class of these functions by β − S p (α).
(ii) A function f (z) ∈ S(p) is said to be p−valent β−uniformly convex of order α if it satisfies the condition:
for some α( −p ≤ α < p), β ≥ 0 and for all z ∈ U. We denote to the class of these functions by β − K p (α). It follows from (5) and (6) that
For different choices of parameters α, β, p we obtain many subclasses studied earlier see (for example) ( [1] , [11] , [12] , [13] , [14] , [18] and [19] ) Definition 1. For 0 ≤ α < p, p ∈ N, 0 ≤ λ ≤ 1 and β ≥ 0, let S p,λ (f, g; α, β) be the subclass of S(p) consisting of functions f (z) of the form (1) and functions g(z) of the form (2) and satisfying the analytic criterion:
and
We note that:
where
and [20] ), where
and 
Also we note that:
, where D n p is p−valent Sãlãgean operator introduced by ([10] and [4] );
where Ω k is given by (1.10) and H p,q,s (α 1 ) is the p−valent Dziok-Srivastava operatorintroduced by ( [8] and [9] , see also [5] , [2] and [6] ). Denote by U the unit disc of .......
Coefficient estimates
Throughout our present paper, we assume that: g(z) is defined by (2) with
Proof. It suffices to show that
We have
The last expression is bounded above by (p − α) since (20) holds. Hence the proof of Theorem 1 is completed.
Proof. In view of Theorem 1, we need only to prove the necessity. If f (z) ∈ T S p,λ (f, g; α, β) and z is real, then
(28) Letting z → 1 − along the real axis, we obtain the desired inequality
and hence the proof of Theorem 2 is completed.
The result is sharp for the function
3 Distortion theorems
The equalities in (32) and (33) are attained for the function f (z) given by
Proof. Using Theorem 2, we have
From (4) and (37), we have
This completes the proof of Theorem 3.
The result is sharp for the function f (z) given by (34).
Proof. From Theorem 2, we have
The remaining part of the proof is similar to the proof of Theorem 3, then we omit the details. Now, differentiating both sides of (4) m-times, we have
Theorem 5 If a function f (z) ∈ T S p,λ (f, g; α, β). Then for |z| = r < 1, we have
(47) The result is sharp for the function f (z) given by (34).
Proof. Using (27), we have
From (45) and (48), we have
This completes the proof of Theorem 5. 
are in the class T S p,λ (f, g; α, β) for every µ = 1, 2, ..., n then the function f (z) defined by
is in the class T S p,λ (f, g; α, β).
Proof. Since f µ (z) ∈ T S p,λ (f, g; α, β), it follows from Theorem 2 that
for every µ = 1, 2, ..., n . Hence
By Theorem 2, it follows that f (z) ∈ T S p,λ (f, g; α, β) and hence the proof of Theorem 6 is completed.
Corollary 2
The class T S p,λ (f, g; α, β) is closed under convex linear combinations.
Then f (z) ∈ T S p,λ (f, g; α, β) if and only if
where γ k ≥ 0 and
Proof. Assume that
Then it follows that
So, by Theorem 2, f (z) ∈ T S p,λ (f, g; α, β). Conversely, assume that the function f (z) belongs to the class T S p,λ (f, g; α, β). Then
Setting
we see that f (z) can be expressed in the form (60). This completes the proof of Theorem 7.
Corollary 3
The extreme points of the class T S p,λ (f, g; α, β) are the functions f p (z) = z p and
Theorem 8 Let the function f (z) ∈ T S p,λ (f, g; α, β). Then Corollary 4 (i) f (z) is p-valent close-to-convex of order δ (0 ≤ δ < p) in |z| < r 1 , where
(69)
The result is sharp, the extremal function being given by (31).
Proof. (i) We must show that
where r 1 is given by (69). Indeed we find from (4) that
Thus
But, by Theorem 2, (74) will be true if
that is, if
. (76) the proof of (i) is completed.
(ii) It is sufficient to show that
where r 2 is given by (70). Indeed we find, again from (4) that
But, by Theorem 2, (80) will be true if
the proof of (ii) is completed.
The result is sharp, with the extremal function f (z) given by (31).
Classes of preserving integral operators
In this section, we discuss some classes preserving integral operators. Consider the following operators (i) F (z) defined by
(ii) G(z) defined by
(iii)The Komatu operator [16] defined by
and (iv) I(z), which generalizes Jung-Kim-Srivastava integral operator (see [13] ) defined by
In view of Theorem 2, we see that
as long as 0 ≤ d k ≤ a k for all k. In particular, we have Theorem 9 Let f (z) ∈ T S p (f, g; α, β, λ) and c be a real number such that c > −p. Then the function F (z) defined by (84) also belongs to the class T S p,λ (f, g; α, β).
Proof. From (27) and (86), we have the function F (z) is in the class T S p,λ (f, g; α, β).
and let c be a real number such that c > −p.Then the function f (z) given by (84) is p-valent in |z| < R 1 , where
The result is sharp.
Proof. From (84), we have
In order to obtain the required result, it suffices to show that
where R 1 is given by (91). Now
Thus f (z)
But Theorem 2 confirms that
Hence (96) will be satisfied if
Therefore, the function f (z) given by (84) is p-valent in |z| < R 1 . Sharpness of the result follows if we take
and hence the proof of Theorem 10 is completed.
Proof. The function H(z) defined by (6.5) is in the class T S p,λ (f, g; α, β) if
Since c+p c+k
Therefore H(z) ∈ T S p,λ (f, g; α, β).
Proof. Employing the technique used earlier by Schild and Silverman [21] , we need to find the largest real parameter δ such that
Since f µ ∈ T S p,λ (f, g; α, β)(µ = 1, 2), we have
By the Cauchy-Schwarz inequality we have
thus it sufficient to show that
or, equivalently, that
Hence, in the light of the inequality (119), it is sufficient to prove that (p − α)
It follows from (123) that
Theorem 17 Let f µ (z) ∈ T S p,λ (f, g ; α, β)(µ = 1, 2, 3), where f µ (z)(µ = 1, 2, 3) are in the form (53). Then (f 1 * f 2 * f 3 )(z) ∈ T S p,λ (f, g ; τ, β), where τ ∂p − (1 + β)(p − α) 
The result is best possible for functions f µ (z)(µ = 1, 2, 3) given by (115).
Proof. From Theorem 15, we have (f 1 * f 2 )(z) ∈ T S p,λ (f, g ; δ, β), where δ is given by (114). Now, using Thoerem 16, we get ( f 1 * f 2 * f 3 )(z) ∈ T S p,λ (f, g ; τ, β), where 
and hence the proof of Theorem 17 is completed.
Theorem 18 Let f µ (z) ∈ T S p,λ (f, g; α, β)(µ = 1, 2), where f µ (z)(µ = 1, 2)are in the form (53). Then
