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Einleitung
In dieser Arbeit wird die Existenz einer schwachen Lo¨sung des dritten Randwertproblems
der statischen Elastizita¨tstheorie in Lq (1 < q < ∞) fu¨r die Lame´gleichung gezeigt. Die-
se Gleichung beschreibt die Auslenkung eines linearen, isotropen, homogenen elastischen
Mediums unter Einwirkung einer a¨ußeren Kraft im statischen Fall. Fu¨r die Randbedin-
gung, auch harter Kontakt genannt, sind die Normalkomponente der Auslenkung und die
Tangentialkomponente des Druckvektors am Rand gegeben.
Der Nachweis einer Lo¨sung wurde bereits von Kozhevnikov [Ko2] 1993 mittels der Theorie
der Pseudodifferentialoperatoren fu¨r beschra¨nkte Gebiete im R3 mit q = 2 behandelt. Vor-
liegende Arbeit zeigt die Existenz einer schwachen Lo¨sung in Rn sowohl fu¨r beschra¨nkte
Gebiete als auch fu¨r Außengebiete ohne auf die Theorie der Pseudodifferentialoperatoren
zuru¨ckzugreifen.
Zuna¨chst wird die schwache Lo¨sbarkeit der Lame´gleichung fu¨r den Fall des oberen Halb-
raumes und des gesamten Rn gezeigt. Durch die so erlangten a-priori-Abscha¨tzungen und
zugeho¨rigen Regularita¨tsaussagen ko¨nnen mittels der Piolatransformation die Resultate
des gekru¨mmten Halbraumes auf die des Halbraumes zuru¨ckgefu¨hrt werden. Die Piola-
transformation wird in diesem Falle fu¨r den Erhalt der Randbedingung beno¨tigt.
Wegen der Invarianz der schwachen Form der Lame´gleichung bezu¨glich Translation und
orthogonaler Transformation ist eine Ru¨ckfu¨hrung der Problemstellung von beschra¨nkten
Gebieten und Außengebieten mittels Zerlegung der Eins-Methoden auf Resultate fu¨r den
gesto¨rten Halbraum und den gesamten Rn mo¨glich.
Ein Teil der Randbedingungen wird im gewa¨hlten Lo¨sungs- bzw. Testraum versteckt
(hier: am Rande verschwindende Normalkomponente des Feldes). Der noch fehlende Teil
ergibt sich aus der Wahl der zugeho¨rigen Sesquilinearform.
Wenn die gleiche Differentialgleichung mit verschiedenen zusa¨tzlichen Randbedingungen
(vgl. I) und II) unten) im Sinne der schwachen Lo¨sungen behandelt werden soll, so sind
den Randbedingungen angepasste, unterschiedliche Sequilinearformen zu wa¨hlen (vgl. da-
zu auch Bemerkung 5.3 und 5.4).
I
Betrachte von nun an die Lame´gleichung
∆u+ λ∇divu = divf
mit den Randbedingungen
I)
n∑
i,k=1
∂iukT
(j)
k Ni
∣∣∣∣∣
∂Ω
=
n∑
i,k=1
fikT
(j)
k Ni
∣∣∣∣∣
∂Ω
und < u,N >|∂Ω = 0,
II)
n∑
i,k=1
[
∂iukT
(j)
k Ni + ∂kuiT
(j)
k Ni
]∣∣∣∣∣
∂Ω
=
n∑
i,k=1
fikT
(j)
k Ni
∣∣∣∣∣
∂Ω
und < u,N >|∂Ω = 0.
Hierbei sei T (j)(x) = (T
(j)
1 (x), ..., T
(j)
n (x)), j = 1, ..., n − 1 eine Basis im Tangentialraum
von ∂Ω im Punkte x und N(x) = (N1(x), ..., Nn(x)) der a¨ußere Normalenvektor in x ∈ ∂Ω.
Eine schwache Form der Randbedingung
< u,N >|∂Ω = 0
ist ∫
Ω
u∇Ψdx = −
∫
Ω
divuΨdx ∀ Ψ ∈ C∞0 (Rn).
Die schwachen Formulierungen obiger Probleme lauten (vgl. Bemerkung 5.3 und 5.4):
Fu¨r Randbedingung I: Gesucht ist
u ∈ Y 1,q(Ω) :=
v ∈ L1,q(Ω) :
∫
Ω
v∇Ψdx = −
∫
Ω
divvΨdx ∀ Ψ ∈ C∞0 (Rn)

mit (fik ∈ Lq(Ω), i, k = 1, ..., n gegeben)
B1(u,Φ, λ1,Ω) : =< ∇u,∇Φ >Ω +λ1 < divu, divΦ >Ω
=
n∑
i,k=1
∫
Ω
fik∂iΦkdx fu¨r alle Φ ∈ Y 1,q′(Ω). (1)
II
Fu¨r Randbedingung II: Gesucht ist
u ∈ Zq(Ω) :=

Rq (vgl. Def. 4.18) im Falle des beschra¨nkten Gebietes
Y 1,q(Ω) im Falle des Außengebietes
mit (fu¨r (u) vgl. Def. 2.2)
B2(u,Φ, λ2,Ω) : =
1
2
< (u), (Φ) >Ω +(λ2 − 1) < divu, divΦ >Ω
=
n∑
i,k=1
∫
Ω
fik∂iΦkdx fu¨r alle Φ ∈ Zq′(Ω). (2)
Die schwache Form der Randbedingung (< u,N >|∂Ω = 0) ist dabei in der Definition
des Raumes Y 1,q(Ω) bzw. Zq(Ω) enthalten, die andere ergibt sich durch die Wahl der
Sesquilinearform (vgl. Bemerkung 5.3 und 5.4).
Ausgangspunkt fu¨r diese Fragestellung war die Arbeit [Si2], in der
−∆u+∇p = divf und divu = 0
im oberen Halbraum H := {x ∈ Rn mit xn > 0, n ≥ 2} mit der Randbedingung II be-
handelt wurde.
Zuna¨chst wird eine Lo¨sung von (1) in H gesucht. Dafu¨r sei mit 1 < q <∞
X1,qG (H) :=
{
L1,qG (H), ..., L
1,q
G (H), Hˆ
1,q
0 (H)
}
(fu¨r die Ra¨ume L1,qG (H) bzw. Hˆ
1,q
0 (H) vergleiche Definition 1.2).
Ausgestattet mit der Norm ‖∇.‖q,H ist X1,qG (H) ein reflexiver Banachraum.
Weiter sei q′ := q
q−1 der zu q duale Exponent.
Als Erstes wird fu¨r alle 1 < q <∞ die Variationsungleichung
‖∇u‖q,H ≤ C sup
0 6=Φ∈X1,q′G (H)
< ∇u,∇Φ >H
‖∇Φ‖q′,H
fu¨r alle u ∈ X1,qG (H)
III
mittels der jeweiligen Resultate bezu¨glich L1,qG (H) bzw. Hˆ
1,q
0 (H) ([Si2] Corollary 3.15 und
Corollary 3.6) gezeigt. Diese Variationsungleichung ist a¨quivalent (Satz 2.1) zur Lo¨sbarkeit
der Funktionalgleichung
< ∇u,∇Φ >= F ∗(Φ) fu¨r alle Φ ∈ X1,q′G (H)
mit u ∈ X1,qG (H) und F ∗ ∈ X1,qG (H)∗. (3)
Im na¨chsten Schritt (Satz 2.6) wird gezeigt, dass eine Lo¨sung von
< ∇u,∇Φ >=< p, divΦ > fu¨r alle Φ ∈ X1,q′G (H)
mit u ∈ X1,qG (H) und p ∈ Lq(H) (4)
existiert, fu¨r die gilt:
divu|H = p und ‖∇u‖q,H ≤ n2
1
q′C ‖p‖q,Rn
Wegen (3) und (4) ist es nun mo¨glich fu¨r λ1 6= −1 eine Lo¨sung der Funktionalgleichung
B1(u,Φ, λ1, H) = F
∗(Φ) fu¨r alle Φ ∈ X1,q′G (H)
mit u ∈ X1,qG (H) und F ∗ ∈ X1,qG (H)∗ (5)
zu konstruieren.
Auf a¨hnliche Weise kann die folgende Regularita¨tsaussage gezeigt werden.
Aus u ∈ X1,rG (H) mit 1 < r <∞ und
sup
0 6=Φ∈DG(H)
< ∇u,∇Φ >H +λ1 < divu, divΦ >H
‖∇Φ‖q′,H
<∞
folgt u ∈ X1,qG (H).
Fu¨r alle 1 < s <∞ ist hierbei DG(H) ein dichtliegender Raum von X1,sG (H).
IV
Das analoge Regularita¨tsargument in L1,qG (Rn) kann ebenso wie die Existenz einer Lo¨sung
der Funktionalgleichung
B1(v,Φ, λ1,Rn) = F ∗(Φ) fu¨r alle Φ ∈ L1,q′G (Rn)
mit v ∈ L1,qG (Rn) und F ∗ ∈ L1,qG (Rn)∗
bewiesen werden.
Wegen (Lemma 2.17)
n∑
i,k=1
∫
H
∂iuk∂kΦidx =< divu, divΦ >H fu¨r alle Φ ∈ X1,q′G (H)
und
n∑
i,k=1
∫
Rn
∂ivk∂kΨidx =< divv, divΨ >Rn fu¨r alle Ψ ∈ L1,q′G (Rn)
gilt das Regularita¨tsargument sowie die Funktionaldarstellung ebenfalls fu¨r
B2(u,Φ, λ2, H) beziehungsweise B2(v,Φ, λ2,Rn).
Um nun die Funktionalgleichung fu¨r τ = 1, 2
Bτ (u,Φ, λτ , Hω) = F
∗(Φ) (6)
im gesto¨rten Halbraum Hω zu lo¨sen, war der erste Gedanke, durch normales Glattziehen
mittels des Diffeomorphismus
y : Hω → H mit
yi(x) := xi fu¨r alle x ∈ Hω und i = 1, ..., n− 1
yn(x) := xn − ω(x′)ρξ(xn) fu¨r alle x ∈ Hω
und der Umkehrabbildung x : H → Hω die Lo¨sbarkeit von (5) zu nutzen.
V
Doch bei der zugeho¨rigen Transformation T˜ (v) := v(x(y)), v ∈ Y 1,q(Hω), geht i.A. die
schwache Form der Randbedingung
∫
Hω
v∇Φdx = −
∫
Hω
divvΦdx fu¨r alle Φ ∈ C∞0 (Rn) (7)
in H verloren.
Die Piolatransformation
T (v)(y) := (detDx)(y)Dv(x(y))
hilft in dieser Situation weiter, da hier die Bedingung (7) durch die Transformation nicht
vera¨ndert wird (siehe dazu Lemma 3.15).
Durch diese Transformation treten nun neben (in Abbha¨ngigkeit von ‖ω‖∞ und ‖∇ω‖∞)
”
kleinwerdenden“ zusa¨tzlich kompakte Sto¨rungen der Sesquilinearform auf. Die zu (6) zu-
geho¨rige Variationsungleichung kann aber durch Nutzung der Kompaktheit dieser zusa¨tz-
lichen Sto¨rungen gezeigt werden (Satz 3.31).
Eine wichtige Voraussetzung des Satzes 3.31 ist die Eindeutigkeit der Lo¨sung von (6)
(Lemma 3.30). Im Beweis dieses Lemmas wird auch die Einschra¨nkung von λ1 > − 1n
beziehungsweise λ2 ≥ 1 erkennbar.
Ist p ∈ T (X1,2G (H)) und fu¨r τ = 1, 2
Bτ (p,Φ, λτ , Hω) = 0 fu¨r alle Φ ∈ T (X1,2G (H)),
so erha¨lt man im Fall τ = 1:∥∥∇T (p)∥∥2
2,Hω
+ λ1
∥∥divT (p)∥∥2
2,Hω
= 0
Fu¨r λ1 > − 1n folgt daraus p = 0.
Im Fall τ = 2 folgt p = 0, falls λ2 ≥ 1 ist.
VI
Ist p ∈ T (X1,qG (H)) mit q > 2 und fu¨r τ = 1, 2 gilt Bτ (p,Φ, λτ , Hω) = 0 fu¨r alle
Φ ∈ T (X1,q′G (H)), so erha¨lt man p ∈ T (X1,2G (H)) durch Zuru¨ckfu¨hrung des Problems
auf H und die Benutzung der Regularita¨tsaussage in H.
Im Falle q < 2 folgt durch sukzessives Anwenden der Sobolevungleichungen p ∈ T (X1,2G (H)).
Fu¨r die Lo¨sung von
Bτ (u,Φ, λτ ,Ω) = F
∗(Φ)
fu¨r ein beschra¨nktes Gebiet oder Außengebiet Ω kann der Rand des Gebietes lokal durch
eine Translation und eine orthogonale Transformation auf den Fall des gesto¨rten Halb-
raumes zuru¨ckgefu¨hrt werden.
Mittels Zerlegung der Eins-Methoden folgen dann schließlich die gewu¨nschten a-priori-
Abscha¨tzungen.
An dieser Stelle mo¨chte ich mich ganz herzlich bei meinem Doktorvater Professor Simader
fu¨r die intensive Zusammenarbeit, die vielen Anregungen und die zahlreichen Hilfestel-
lungen wa¨hrend der gesamten Entstehungszeit dieser Dissertation bedanken.
Mein großer Dank gilt meiner Verlobten, die mich wa¨hrend dieser Zeit immer unterstu¨tzt
und gerade in schwierigen Zeiten fest an meiner Seite gestanden hat.
Bayreuth, im Mai 2006
Alexander Gerlach
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1 Notationen und Vorbereitungen
Notationen 1.1.
Wir betrachten im folgenden Teilmengen des Rn mit n ≥ 2.
Seien A,B ⊂ Rn, A ⊂⊂ B ist definiert als A ⊂ B offen, A ⊂ B und A kompakt.
Wir schreiben Ω (BG), falls Ω ⊂ Rn ein beschra¨nktes Gebiet (d.h. offen und
bogenweise zusammenha¨ngend) ist.
Wir schreiben Ω (AG), falls Ω ⊂ Rn ein Außengebiet ist, d.h. Ω ist offen,
zusammenha¨ngend und es existiert ein K ⊂ Rn mit folgenden Eigenschaften:
K ⊂⊂ Rn, 0 ∈ K und Ω = Rn\K (1.1.1)
Fu¨r ein Außengebiet sei
R0(Ω) := inf{R > 0 : K ⊂ BR}. (1.1.2)
Seien vk, gik : Rn → R Funktionen fu¨r alle i, k = 1, ..., n.
So sei v : Rn → Rn der Vektor v = (v1, ..., vn) mit den Komponenten vk
und g : Rn → Rn×n die Matrix g = (gik) mit den Elementen gik.
Ist 1 < q <∞, so sei q′ := q
q − 1 der zu q duale Exponent.
Im folgenden sei fu¨r R > 0, und x ∈ Rn
BR(x) := {z ∈ Rn : |z − x| < R} ,
BR := BR(0) und sei
B+R := {x ∈ Rn : |x| < R, xn > 0} .
Fu¨r x ∈ Rn sei x′ := (x1, ..., xn−1), alsox = (x′, xn).
1
Definition 1.2.
Sei 1 < q <∞ und sei M ⊂ Rn ein Gebiet mit ∂M ∈ C0. Fu¨r m ∈ N setzen wir:
Hm,q(M) := {u ∈ Lq(M) : ∃ Dαu ∈ Lq(M) ∀ |α| ≤ m}
Lm,q(M) :=
{
v ∈ L1loc(M) : ∃ Dαv ∈ Lq(M) ∀ |α| = m
}
Lm,qG (M) :=
v ∈ Lm,q(M) :
∫
G
Dαvdx = 0 ∀ |α| ≤ m− 1
 mit 0 6= G ⊂⊂M
L1,qG (R
n) :=
{
v : vi ∈ L1,qG (Rn) ∀ i = 1, ..., n
}
mit 0 6= G ⊂⊂ Rn
Y 1,q(M) :=
u ∈ L1,q(M) :
∫
M
u∇Ψdx = −
∫
M
divuΨdx ∀ Ψ ∈ C∞0 (Rn)

Sei H := {x ∈ Rn mit xn > 0, n ≥ 2} der obere Halbraum und
H− := {x ∈ Rn : xn < 0, n ≥ 2} der untere Halbraum.
Weiter seien:
Hˆ1,q0 (M) := {v :M → R messbar, v ∈ Lq(M ∩Br) fu¨r alle r > 0,
∇u ∈ Lq(M)n und es existiert eine Folge (vk) ⊂ C∞0 (M), so dass
‖v − vk‖q,M∩Br + ‖∇(v − vk)‖q,M → 0 fu¨r jedes r > 0 und k →∞
}
X1,qG (H) :=
{
v : vi ∈ L1,qG (H) ∀ i = 1, ..., n− 1, vn ∈ Hˆ1,q0 (H)
}
mit 0 6= G ⊂⊂ H
Bemerkung 1.3.
a) Fu¨r v ∈ Lm,q(M) zeigt man, dass fu¨r |β| ≤ m− 1 die schwachen Ableitungen
Dβv ∈ Lqloc(M) existieren (Beweis siehe [Si1] Theorem 3.1).
b) Fu¨r v ∈ L1,q(H) gilt sogar
v ∈ {u : H → R messbar und u|A∩H ∈ Lq(A ∩H) fu¨r jedes kompakte A ⊂ H¯}
(Beweis siehe [Si2] Lemma 3.9).
c) Y 1,q(M) ist wohldefiniert, da aus [Si1] Theorem 4.3 folgt fu¨r u ∈ L1,q(M)
ist u ∈ Lq(M ∩BR) fu¨r alle R > 0.
d) Es gilt: C∞0 (M) ⊂ H1,q(M)
2
Lemma 1.4.
Sei Ω (AG)/(BG), Ki ⊂ Rn offen und ∂Ω ⊂
m⋃
i=1
Ki.
Sei R0(Ω) wie in (1.1.2) erkla¨rt und weiter seien:
M := Ω\
m⋃
i=1
Ki falls Ω (BG)
und
M˜ :=
(
Ω ∩B4R0(Ω)
) \ m⋃
i=1
Ki falls Ω (AG)
Dann gilt M, M˜ ⊂ Ω und M, M˜ sind kompakt.
Beweis.
Es ist M = Ω ∩
m⋂
i=1
{Ki︸︷︷︸
abgeschlossen
abgeschlossen und M ⊂ Ω beschra¨nkt.
Daher gilt: M ist kompakt.
Wegen ∂Ω ⊂
m⋃
i=1
Ki ist {∂Ω ⊃ {
(
m⋃
i=1
Ki
)
=
m⋂
i=1
{Ki.
Also ist M ∩ ∂Ω = Ω ∩ ∂Ω ∩
m⋂
i=1
{Ki ⊂ Ω ∩ ∂Ω ∩ {∂Ω︸ ︷︷ ︸
=∅
.
Wegen Ω ∪ ∂Ω = Ω und M ⊂ Ω ist nun M =M ∩ Ω =M ∩ Ω ∪M ∩ ∂Ω︸ ︷︷ ︸
=∅
⊂ Ω.
Lemma 1.5.
Sei 1 < q <∞, Ω ⊂ Rn, und Ω (AG)/(BG) mit ∂Ω ∈ C0. Weiter sei u ∈ Y 1,q(Ω)
und u ≡ c ∈ Rn.
Dann ist u = 0.
Beweis.
Fu¨r alle Ψ ∈ C∞0 (Rn) gilt:
0 = −
∫
Ω
divuΨdx =
∫
Ω
c∇Ψ =
∫
Ω
n∑
i=1
ci∂iΨdx
3
Sei nun S = (sij)i,j=1,...,n ∈ Rn×n eine orthogonale Matrix und sei φ ∈ C∞0 (Rn),
dann gilt φ(Sx) ∈ C∞0 (Rn) und damit Ψ(x) := φ(Sx) ∈ C∞0 (Rn).
Es ist ∂iΨ(x) =
n∑
k=1
(∂kφ)(Sx)ski und
n∑
i=1
ci∂iΨ(x) =
n∑
i=1
ci
n∑
k=1
(∂kφ)(Sx)ski =
n∑
k=1
(∂kφ)(Sx)
n∑
i=1
ciski.
Somit ergibt sich:
0 =
∫
Ω
n∑
k=1
(∂kφ)(Sx)
n∑
i=1
ciskidx
=
Trafo
∫
S(Ω)
n∑
k=1
(∂kφ)(y)
n∑
i=1
ciski | det(DSt(y))|︸ ︷︷ ︸
=1
dy
=
∫
S(Ω)
n∑
k=1
(∂kφ)(y)(Sc)kdy
Zu jedem c ∈ Rn existiert ein S ∈ O(n,R) mit Sc = |c|en, wobei en der n-te
Einheitsvektor ist.
Sei Ω (BG) :
Sei ohne Einschra¨nkung 0 ∈ Ω und sei B′ :=
{
x ∈ Rn−1 : |x′ − 0′| < } .
Da Ω offen ist, existiert ein 1 >  > 0 mit B′ × ]− ,  [ ⊂ S(Ω).
Sei nun ϕr ∈ C∞0 (R) mit 0 ≤ ϕr(t) ≤ 1, r > 4 und
ϕr(t) =
{
0 fu¨r t ≤ −1 und t ≥ r + 1
1 fu¨r t ≥ 1 und t ≤ r − 1 .
Ω ist ein beschra¨nktes Gebiet. Daraus folgt: S(Ω) ist beschra¨nkt.
Deshalb existiert ein r′ > 0 mit S(Ω) ⊂ Br′ .
Sei φ(y) := j(y
′)ϕr′′
(yn

)
∈ C∞0 (Rn) mit r′′ :=
r′

+ 4
wobei j ∈ C∞0 (B(0)) den Gla¨ttungskern der Friedrichsschen Gla¨ttung bezeichnet.
4
Wegen supp(∂nφ) ⊂ B′(0′)× ]− ,  [ gilt:∫
S(Ω)
∂nφ(y)dy =
1

∫
B′(0′)× ]−,[
j(y
′)ϕ′r′′
(yn

)
dy
=
Fubini
∫
B′(0′)
j(y
′)dy′
︸ ︷︷ ︸
=1
1

∫ 
−
ϕ′r′′
(yn

)
dyn
=
∫ 1
−1
ϕ′r′′(t)dt = ϕr′′(1)− ϕr′′(−1) = 1
Da aber |c|
∫
S(Ω)
∂nφ(y)dy = 0 ist, folgt: |c| = 0
Daraus folgt u = c = 0.
Sei Ω (AG) :
Sei ohne Einschra¨nkung 0 ∈ K mit K aus (1.1.1).
Dann existiert ein 1 >  > 0 mit B′(0
′)× ]− ,  [ ⊂ K. Sei R0(Ω) wie in (1.1.2)
definiert. Fu¨r R′ := R0(Ω) + 4 gilt B′(0
′)× ]− +R′, +R′ [ ⊂ Ω.
Weiter sei
Φ˜(y) := j(y
′)ϕR′

(yn

)
∈ C∞0 (Rn). (1.5.1)
Dann gilt:∫
S(Ω)
∂nφ˜(y)dy =
1

∫
B′(0′)× ]−+R′,+R′[
j(y
′)ϕ′R′

(yn

)
dy
=
Fubini
∫
B′(0′)
j(y
′)dy′
︸ ︷︷ ︸
=1
1

∫ +R′
−+R′
ϕ′R′

(yn

)
dyn
=
∫ 1+R′

−1+R′

ϕ′R′

(t)dt = ϕR′

(
1 +
R′

)
− ϕR′

(
−1 + R
′

)
= −1
5
Da aber |c|
∫
S(Ω)
∂nφ˜(y)dy = 0 ist, folgt: |c| = 0
Daraus folgt u = c = 0.
Korollar 1.6.
Sei 1 < q <∞,Ω sei (AG) mit ∂Ω ∈ C0.
Weiter sei R0(Ω) wie in (1.1.2) erkla¨rt und R ≥ R0(Ω) + 2.
Sei u ∈ L1,q(Ω ∩BR) und
∫
Ω∩BR
u∇Ψdx = −
∫
Ω∩BR
divuΨdx fu¨r alle Ψ ∈ C∞0 (BR).
Dann folgt ebenfalls aus u ≡ c ∈ Rn, u = 0.
Beweis.
φ˜(y) aus (1.5.1) ist ebenfalls aus C∞0 (BR). Deshalb folgt die Aussage
des Korollars analog.
Definition 1.7.
Sei G ⊂ Rn ein Gebiet. Fu¨r 1 < q <∞ setzen wir:
‖∇v‖q,H :=
 n∑
i=1
∫
H
|∂iv|q
 1q fu¨r v ∈ L1,q(H) oder v ∈ Hˆ1,q0 (H)
‖z‖q,G :=
 n∑
i=1
∫
G
|zi|q
 1q fu¨r z ∈ Lq(G)
∥∥∥g∥∥∥
q,G
:=
 n∑
i,k=1
∫
G
|gik|q
 1q fu¨r g ∈ Lq(G)
‖∇u‖q,G :=
 n∑
i,k=1
∫
G
|∂iuk|q
 1q fu¨r u ∈ L1,q(G)
‖p‖1,q,G :=
(
‖p‖qq,G + ‖∇p‖qq,G
) 1
q
fu¨r p ∈ H1,q(G)
Fu¨r beschra¨nktes φ ∈ C0(Rn) sei ‖φ‖∞ := sup
x∈Rn
|φ(x)| .
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Lemma 1.8.
Sei 1 < q <∞, Ω ⊂ Rn und Ω(AG)/(BG) mit ∂Ω ∈ C0.
Dann ist a) ‖∇.‖q,Ω Norm auf Y 1,q(Ω)
und b) ‖∇.‖q,H Norm auf L1,qG (H) und Hˆ1,q0 (H).
Beweis.
a) Aus 0 ∈ Y 1,q(Ω) folgt ‖∇u‖q,Ω = 0.
Aus ‖∇u‖q,Ω = 0 folgt u = c, da Ω zusammenha¨ngend ist. Weiter gilt
wegen Lemma 1.5 u = 0. Die restlichen Eigenschaften folgen trivial.
b) Mit [Na/Si] Lemma 4.1 und [Si2] Theorem 3.2 folgt die Behauptung.
Lemma 1.9.
Die Ra¨ume (X1,qG (H), ‖∇.‖q,H), (L1,qG (Rn), ‖∇.‖q,Rn)
sind reflexive Banachra¨ume.
Beweis.
Sei f : X1,qG (H)→ Lq(H) mit f(Φ)→ ∇Φ. Es ist ‖∇Φ‖q,H = ‖f(Φ)‖q,H
fu¨r alle Φ ∈ X1,qG (H). Daher ist (X1,qG (H), ‖∇.‖q,H) isometrisch isomorph zu
(f(X1,qG (H)), ‖.‖q,H). f(X1,qG (H)) ist abgeschlossener Unterraum von Lq(H),
da L1,qG (H) und Hˆ
1,q
0 (H) vollsta¨ndig sind.
Durch die Reflexivita¨t von Lq erha¨lt man nun mit [Al] Lemma 5.8, die Reflexivita¨t
von f(X1,qG (H)) und weiter mit [Al] Lemma 5.9 folgt, dass X
1,q
G (H) reflexiv ist.
Analog erha¨lt man die Reflexivita¨t von L1,qG (R
n).
Mit [Si1] Theorem 3.4 folgt dann die Behauptung.
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Lemma 1.10.
Sei 1 < q <∞, Ω ⊂ Rn und sei Ω(AG)/(BG) mit ∂Ω ∈ C0.
Sei R0(Ω) wie in (1.1.2) erkla¨rt, R > R0(Ω) + 2 und seien weiter:
Ω˜ := Ω falls Ω (BG) und Ω˜ := Ω ∩BR falls Ω (AG)
Dann existiert ein C = C(Ω˜, q) > 0 mit ‖u‖q,Ω˜ ≤ C ‖∇u‖q,Ω˜ fu¨r alle u ∈ Y 1,q(Ω).
Beweis.
Angenommen, die Behauptung ist falsch. Dann existiert eine Folge
(uν) ⊂ Y 1,q(Ω) mit ‖uν‖q,Ω˜ = 1 und ‖∇uν‖q,Ω˜ → 0.
Fu¨r alle k = 1, ..., n sei u(k)ν die k-te Komponente von uν .
Weiter sei c(k)ν :=
1
|Ω˜|
∫
Ω˜
u(k)ν . Mit der Ho¨lderungleichung folgt dann:
∣∣c(k)ν ∣∣ ≤ 1|Ω˜| ∥∥u(k)ν ∥∥q,Ω˜︸ ︷︷ ︸
≤1
∣∣∣Ω˜∣∣∣ 1q′ ≤ ∣∣∣Ω˜∣∣∣− 1q
Daraus folgt die Existenz einer Teilfolge c(k)νj mit c
(k)
νj
→ c(k).
Sei nun v
(k)
j := u
(k)
νj
− c(k)νj .
Dann gilt:∫
Ω˜
v
(k)
j = 0 (1.10.1)
Mittels der Poincare´ungleichung folgt dann :∥∥∥v(k)j − v(k)l ∥∥∥
q,Ω˜
≤ Cp
∥∥∥∇(v(k)j − v(k)l )∥∥∥
q,Ω˜
= Cp
∥∥∥∇(u(k)j − u(k)l )∥∥∥
q,Ω˜
→ 0
Daraus folgt die Existenz von v(k) ∈ Lq(Ω˜) mit
∥∥∥v(k) − v(k)j ∥∥∥
q,Ω˜
→ 0.
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Fu¨r alle Φ ∈ C∞0 (Ω˜) und i, k = 1, ..., n gilt:
∫
Ω˜
v(k)∂iΦdx = lim
j→∞
∫
Ω˜
v
(k)
j ∂iΦdx
= − lim
j→∞
∫
Ω˜
∂iv
(k)
j Φdx
= − lim
j→∞
∫
Ω˜
∂iu
(k)
νj
Φdx
= 0
Daraus folgt ∂iv
(k) = 0 und damit dk := v
(k) = const fu¨r alle k = 1, ..., n.
Wegen (1.10.1) ist
∫
Ω˜
v
(k)
j = 0 fu¨r alle j ∈ N. Mittels der Ho¨lderungleichung
folgt dann
|dk|
∣∣∣Ω˜∣∣∣ ≤
∣∣∣∣∣∣
∫
Ω˜
v(k)dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
Ω˜
v(k) − v(k)j dx
∣∣∣∣∣∣ ≤
∣∣∣Ω˜∣∣∣ 1q′︸ ︷︷ ︸
<∞
∥∥∥v(k) − v(k)j ∥∥∥
q,Ω˜
→ 0
und weiter v :=
n∑
k=1
v(k)ek = 0.
Weiter gilt:
∥∥∥u(k)νj − u(k)νl ∥∥∥q,Ω˜ = ∥∥∥v(k)j + c(k)νj − v(k)l − c(k)νl ∥∥∥q,Ω˜
≤
∥∥∥v(k)j − v(k)l ∥∥∥
q,Ω˜
+
∣∣∣c(k)νj − c(k)νl ∣∣∣ ∣∣∣Ω˜∣∣∣ 1q → 0
Daher existiert ein u(k) ∈ Lq(Ω˜) mit u(k) = lim
j→∞
u(k)νj und
∥∥u(k)∥∥
q,Ω˜
= 1.
Es gilt u(k) = lim
j→∞
v
(k)
j − c(k)νj = v(k) − c(k). Daraus folgt u(k) = const
und damit u :=
n∑
k=1
u(k)ek = const fu¨r alle k = 1, ..., n.
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Fu¨r alle Φ ∈ C∞0 (Ω˜) und i, k = 1, ..., n gilt:
∫
Ω˜
u(k)∂iΦdx = lim
j→∞
∫
Ω˜
u
(k)
j ∂iΦdx
= − lim
j→∞
∫
Ω˜
∂iu
(k)
j Φdx
= −
∫
Ω˜
0Φdx
Daher gilt:
∂iu
(k) = 0 und u ∈ L1,q(Ω˜) (1.10.2)
Sei R0(Ω) wie in (1.1.2) erkla¨rt und sei R > R0(Ω) + 2.
Sei M := Rn falls Ω (BG) und M := BR falls Ω (AG).
Mittels der Ho¨lderungleichung gilt fu¨r alle Ψ ∈ C∞0 (M) :∫
Ω˜
(u− uj)∇Ψdx ≤
∥∥u− uj∥∥q,Ω˜︸ ︷︷ ︸
→0
‖∇Ψ‖q′,Ω˜︸ ︷︷ ︸
≤C
und ∫
Ω˜
div(u− uj)Ψdx ≤
∥∥∇(u− uj)∥∥q,Ω˜︸ ︷︷ ︸
→0
‖Ψ‖q′,Ω˜︸ ︷︷ ︸
≤C
Fu¨r alle Ψ ∈ C∞0 (M) gilt:
∫
Ω˜
u∇Ψdx = lim
j→∞
∫
Ω˜
uj∇Ψdx
= − lim
j→∞
∫
Ω˜
divujΨdx
= −
∫
Ω˜
divuΨdx
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Aus (1.10.2) folgt u = const.
Mit Lemma 1.5 fu¨r Ω (BG) und Korollar 1.6 fu¨r Ω (AG) folgt dann u = 0.
Dieses steht aber im Widerspruch zu ‖u‖q,Ω˜ = 1.
Definition 1.11.
Sei M ⊂ Rn ein Gebiet.
Fu¨r ein meßbares v :M → R erkla¨ren wir den Tra¨ger durch
supp(v) :=M\
{
x ∈M : ∃  > 0, so dass B(x) ⊂M und v|B(x) = 0 f.u¨.
}
.
Lemma 1.12.
Sei 1 < q <∞ und sei Ω (AG)/(BG) mit ∂Ω ∈ C0.
Dann ist (Y 1,q(Ω), ‖∇.‖q,Ω) ein reflexiver Banachraum.
Beweis.
Nach [Si1] Theorem 3.5 folgt, dass L1,q(Ω) ein linearer Vektorraum ist.
Sei u, v ∈ Y 1,q(Ω), µ ∈ R. Es ist:
∫
Ω
(µu+ v)∇Ψdx = µ
∫
Ω
u∇Ψdx+
∫
Ω
v∇Ψdx = −µ
∫
Ω
divuΨdx−
∫
Ω
divvΨdx
= −
∫
Ω
div(µu+ v))Ψdx fu¨r alle Ψ ∈ C∞0 (Rn)
Daraus folgt die Linearita¨t von Y 1,q(Ω).
Zeige nun die Vollsta¨ndigkeit von Y 1,q(Ω) bezu¨glich ‖∇.‖q,Ω .
Sei uν ∈ Y 1,q(Ω) mit
∥∥∇(uν − uµ)∥∥q,Ω → 0.
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Sei Ω (BG) :
Mit Lemma 1.10 und C > 0 gilt:∥∥uν − uµ∥∥q,Ω ≤ C ∥∥∇(uν − uµ)∥∥q,Ω → 0
Somit folgt die Existenz eines u ∈ Lq(Ω) mit:
‖u− uν‖q,Ω → 0 (1.12.1)
Aus
∥∥∂iuν − ∂iuµ∥∥q,Ω → 0, folgt die Existenz eines f i ∈ Lq(Ω) mit:∥∥∥f
i
− ∂iuν
∥∥∥
q,Ω
→ 0 fu¨r alle i = 1, ...n
Fu¨r alle φ ∈ C∞0 (Ω) gilt:∫
Ω
u∂iφdx = lim
ν→∞
∫
Ω
uν∂iφdx = − lim
ν→∞
∫
Ω
∂iuνφdx = −
∫
Ω
f
i
φdx
Daher gilt:
∂iu = f i und ‖∂iu− ∂iuν‖q,Ω → 0 fu¨r alle i = 1, ...n (1.12.2)
Es gilt wegen (1.12.1) und (1.12.2):
∣∣∣∣∣∣
∫
Ω
u∇Ψdx+
∫
Ω
divuΨdx
∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣∣
∫
Ω
(u− uν)∇Ψdx+
∫
Ω
uν∇Ψdx+
∫
Ω
divuνΨdx︸ ︷︷ ︸
=0
+
∫
Ω
div(u− uν)Ψdx
∣∣∣∣∣∣∣∣∣∣
≤ ‖u− uν‖q,Ω︸ ︷︷ ︸
→0
‖∇Ψ‖∞︸ ︷︷ ︸
≤C1
+ ‖div(u− uν)‖q,Ω︸ ︷︷ ︸
→0
‖Ψ‖∞︸ ︷︷ ︸
≤C2
Daraus folgt: u ∈ Y 1,q(Ω)
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Sei nun Ω (AG) :
Weiter sei m0 ∈ N mit m0 > R0(Ω) (R0(Ω) aus (1.1.2)) und sei
Ωm := Ω ∩Bm fu¨r alle m ∈ N mit m ≥ m0.
Mit Lemma 1.10 und Cm > 0 gilt:∥∥uν − uµ∥∥q,Ωm ≤ Cm ∥∥∇(uν − uµ)∥∥q,Ωm → 0
Daraus folgt die Existenz eines u(m) ∈ Lq(Ωm) mit
∥∥u(m) − uν∥∥q,Ωm → 0
fu¨r alle m ≥ m0.
Des Weiteren gilt:∥∥u(m+1) − uν∥∥q,Ωm ≤ ∥∥u(m+1) − uν∥∥q,Ωm+1 → 0
Somit ist u(m+1)
∣∣
Ωm
= um fast u¨berall. Durch eine A¨nderung auf einer Nullmenge
aus Ωm, ist u
(m+1)
∣∣
Ωm
= um sogar ohne Einschra¨nkung u¨berall.
Sei nun x ∈ Ω. Wegen Ω =
∞⋃
m=m0
Ωm existiert ein m1 ∈ N mit x ∈ Ωm
fu¨r alle m ≥ m1 und es gilt u(m1+k)(x) = u(m1)(x) fu¨r alle k ∈ N.
Sei nun u(x) := lim
m→∞
u(m)(x) fu¨r alle x ∈ Ω.
Dann gilt fu¨r alle m ∈ N :
u ∈ Lq(Ωm) und ‖u− uν‖q,Ωm ≤
∥∥u(m) − uν∥∥q,Ωm → 0 (1.12.3)
Aus
∥∥∂iuν − ∂iuµ∥∥q,Ω → 0 folgt die Existenz eines f i ∈ Lq(Ω) mit∥∥∥f
i
− ∂iuν
∥∥∥
q,Ω
→ 0 fu¨r alle i = 1, ...n.
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Sei nun φ ∈ C∞0 (Ω) beliebig, dann existiert ein m2 ∈ N mit supp(φ) ⊂ Bm2 .
Es ist:
∫
Ω
u∂iφdx =
∫
Ωm2
u(m2)∂iφdx
= lim
ν→∞
∫
Ωm2
uν∂iφdx
= − lim
ν→∞
∫
Ωm2
∂iuνφdx
= −
∫
Ω
f
i
φdx
Daher gilt:
∂iu = f i und ‖∂iu− ∂iuν‖q,Ω → 0 fu¨r alle i = 1, ...n. (1.12.4)
Sei nun Ψ ∈ C∞0 (Rn) beliebig, dann existiert ein m3 ∈ N mit supp(Ψ) ⊂ Bm3 .
Wegen (1.12.3) und (1.12.4) gilt:
∣∣∣∣∣∣
∫
Ω
u∇Ψdx+
∫
Ω
divuΨdx
∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣∣
∫
Ωm3
(u− uν)∇Ψdx+
∫
Ω
uν∇Ψdx+
∫
Ω
divuνΨdx︸ ︷︷ ︸
=0
+
∫
Ω
div(u− uν)Ψdx
∣∣∣∣∣∣∣∣∣∣
≤ ‖u− uν‖q,Ω︸ ︷︷ ︸
→0
‖∇Ψ‖∞︸ ︷︷ ︸
≤C1
+ ‖∇(u− uν)‖q,Ωm3︸ ︷︷ ︸
→0
‖Ψ‖∞︸ ︷︷ ︸
≤C2
Daraus folgt u ∈ Y 1,q(Ω).
Die Reflexivita¨t folgt analog zum Beweis des Lemmas 1.9.
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2 Funktionaldarstellung in H
Satz und Definition 2.1.
Seien (X, ‖.‖X) und (Y, ‖.‖Y ) je reflexive reelle Banachra¨ume.
Weiter sei B : X × Y → R eine beschra¨nkte Bilinearform, d.h. es gibt ein
C > 0, so dass fu¨r alle (x, y) ∈ X × Y gilt:
|B(x, y)| ≤ C ‖x‖X ‖y‖Y (2.1.1)
Dann sind folgende Aussagen a¨quivalent:
1) Es existieren Konstanten CX > 0, CY > 0 mit
i) ‖x‖X ≤ CX sup
0 6=y∈Y
B(x, y)
‖y‖Y
fu¨r alle x ∈ X
ii) ‖y‖Y ≤ CY sup
0 6=x∈X
B(x, y)
‖x‖X
fu¨r alle y ∈ Y
2) Zu F ∗ ∈ X∗ (bzw. G∗ ∈ Y ∗) existiert genau ein yF ∗ ∈ Y (bzw. xG∗ ∈ X) mit
F ∗(x) = B(x, yF ∗) fu¨r alle x ∈ X
G∗(y) = B(xG∗ , y) fu¨r alle y ∈ Y.
Es gibt weiter Konstanten DX > 0, DY > 0 mit:
i) DY ‖yF ∗‖Y ≤ ‖F ∗‖X∗ ≤ C ‖yF ∗‖Y fu¨r alle F ∗ ∈ X∗
ii) DX ‖xG∗‖X ≤ ‖G∗‖Y ∗ ≤ C ‖xG∗‖X fu¨r alle G∗ ∈ Y ∗
Siehe hierzu auch [Ha] Theorem 2. und [Sa].
Wir nennen im Folgenden:
Die Eigenschaft 1)
Ein Paar dualer Variationsungleichungen bezu¨glich der Bilinearform
B(., .) auf X × Y.
Die Eigenschaft 2)
Ein Paar dualer Funktionaldarstellungen bezu¨glich der Bilinearform
B(., .) auf X × Y.
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Beweis.
A) Es gelte 1)
Fu¨r yF ∗ ∈ Y sei F ∗(x) := B(x, yF ∗) fu¨r alle x ∈ X. Wegen (2.1.1) gilt F ∗ ∈ Y ∗.
Sei σ : Y → X∗, σ(y) = B(., y) fu¨r y ∈ Y.
σ ist linear und stetig und es gilt σ(y) ∈ X∗.
Wegen 1) ii) folgt fu¨r alle y ∈ Y
‖y‖Y ≤ CY sup
0 6=x∈X
B(x, y)
‖x‖X
= CY sup
0 6=x∈X
(σ(y))(x)
‖x‖X
= CY ‖σ(y)‖X∗ . (2.1.2)
Sei fu¨r k ∈ N L∗k ⊂ σ(Y ), L∗ ∈ X∗ und ‖L∗k − L∗‖X∗ → 0 fu¨r k →∞.
Zu L∗k gibt es wegen (2.1.2) genau ein yk ∈ Y mit σ(yk) = L∗k.
Weiter folgt aus (2.1.2)
‖yk − yl‖Y ≤ CY ‖σ(yk − yl)‖X∗ = CY ‖σ(yk)− σ(yl)‖X∗ → 0 (l, k →∞)
und damit die Existenz von y ∈ Y mit ‖yk − y‖X∗ → 0 (k →∞).
Dann ist aber auch ‖σ(yk)− σ(y)‖X∗ → 0 (k →∞) und daher
L∗k = σ(yk)→ σ(y), andererseits ist L∗k → L∗, also L∗ = σ(y).
Daher ist σ(Y ) abgeschlossener Unterraum von X∗.
Angenommen σ(Y ) ( X∗.
Dann gibt es nach Hahn-Banach ein L∗∗ ∈ X∗∗ mit L∗∗ 6= 0 und L∗∗|σ(Y ) = 0.
Wegen der Reflexivita¨t von X gibt es zu L∗∗ genau ein x ∈ X derart, dass gilt:
L∗∗(x∗) = x∗(x) fu¨r alle x∗ ∈ X∗
Wegen L∗∗ 6= 0 ist x 6= 0.
Andererseits ist fu¨r y ∈ Y durch x∗(x) := B(x, y) = σ(y)(x)
fu¨r alle x ∈ X ein x∗ ∈ X∗ definiert.
Wegen 0 = L∗∗(σ(y)) = σ(y)(x) = B(x, y) fu¨r alle y ∈ Y folgt nach 1) i)
‖x‖X ≤ CX sup
0 6=y∈Y
B(x, y)
‖y‖Y
= 0 im Widerspruch zu x 6= 0.
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Also ist σ(Y ) = X∗ und fu¨r jedes F ∗ ∈ X∗ gibt es ein y ∈ Y mit
F ∗(x) = B(x, y) fu¨r alle x ∈ X. Wegen 1) ii) folgt:
‖F ∗‖X∗ = sup
0 6=x∈X
F ∗(x)
‖x‖X
= sup
0 6=x∈X
B(x, y)
‖x‖X
≥ C−1Y ‖y‖Y
und
‖F ∗‖X∗ ≤ C ‖y‖Y
Also gilt 2) i) mit DY = C
−1
Y , woraus auch die Eindeutigkeit des erzeugenden
Elements y ∈ Y folgt. Vo¨llig analog folgt die Darstellung der Funktionale G∗ ∈ Y ∗
vermo¨ge 1) i) und 1) ii) sowie die Abscha¨tzung 2) ii) mit DX = C
−1
X .
B) Es sei 2) erfu¨llt.
Ist y ∈ Y , so ist durch F ∗(x) := B(x, y) fu¨r alle x ∈ X ein F ∗ ∈ X∗ definiert.
Wegen 2) gibt es genau ein yF ∗ ∈ Y mit F ∗x = B(x, yF ∗) fu¨r alle x ∈ X.
Daher ist B(x, y) = B(x, yF ∗) fu¨r alle x ∈ X und wegen der Eindeutigkeit
des erzeugenden Elements yF ∗ ∈ Y folgt y = yF ∗ . Daher ist nach 2) i)
DY ‖yF ∗‖Y ≤ ‖F ∗‖X∗ = sup
0 6=x∈X
F ∗(x)
‖x‖X
= sup
0 6=x∈X
B(x, yF ∗)
‖x‖X
≤
(2.1.1)
C ‖yF ∗‖Y ,
woraus 1) ii) mit CY = D
−1
y folgt. Analog folgt 1) i) aus 2) ii).
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Definition 2.2.
Sei M ⊂ Rn Gebiet und λ ∈ R. Es sei X ⊂ L1,q(M) und Y ⊂ L1,q′(M) derart,
dass ‖∇.‖q,M Norm auf X bzw. ‖∇.‖q′,M Norm auf Y ist. Weiter seien
(X, ‖∇.‖q,M) und (Y , ‖∇.‖q′,M) je reflexive reelle Banachra¨ume.
Mit u ∈ X und Φ ∈ Y sei
< ∇u,∇Φ >M :=
n∑
i,k=1
∫
M
∂iuk∂iΦkdx.
Mit ik(u) := ∂iuk + ∂kui fu¨r i, k = 1, ..., n sei
< (u), (Φ) >M :=
n∑
i,k=1
∫
M
ik(u)ik(Φ)dx.
Weiter sei
B1(u,Φ, λ,M) :=< ∇u,∇Φ >M +λ < divu, divΦ >M
und
B2(u,Φ, λ,M) :=< ∇u,∇Φ >M +
n∑
i,k=1
∫
M
∂iuk∂kΦidx+ (λ− 1) < divu, divΦ >M
=
1
2
< (u), (Φ) >M +(λ− 1) < divu, divΦ >M .
Lemma 2.3.
Sei 1 < q <∞. Dann gilt:
Y 1,q(H) =
{
v : vi ∈ L1,q(H) ∀ i = 1, ..., n− 1, vn ∈ Hˆ1,q0 (H)
}
Beweis.
Sei u ∈ Y 1,q(H).
Zeige u ∈
{
v : vi ∈ L1,q(H) ∀ i = 1, ..., n− 1, vn ∈ Hˆ1,q0 (H)
}
:
Sei Φ ∈ C∞0 (Rn) und η ∈ C∞(R), 0 ≤ η ≤ 1 mit η(t) :=
{
0 fu¨r t ≤ 1
1 fu¨r t ≥ 2
und sei ηk := η(kt) =
{
0 fu¨r t ≤ 1
k
1 fu¨r t ≥ 2
k
.
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Sei nun Φk(x) := Φ(x)ηk(xn). Daraus folgt Φk|H ∈ C∞0 (H).
Fu¨r i = 1, ..., n− 1 ist ∂iΦk(x) = (∂iΦ(x)) ηk(xn).
Sei R > 0 derart gewa¨hlt, dass gilt: supp(Φ) ⊂ BR
Wegen ui ∈ Lq(BR ∩H) gilt dann :∫
H
ui(x)∂iΦ(x)dx = lim
k→∞
∫
H
ui(x) (∂iΦ(x)) ηk(xn)dx
= lim
k→∞
∫
H
ui(x)∂iΦk(x)dx
= − lim
k→∞
∫
H
∂iui(x)Φk(x)dx
= −
∫
H
∂iui(x)Φ(x)dx
Es ist also fu¨r i = 1, ..., n− 1 und fu¨r alle Φ ∈ C∞0 (Rn) :
ui ∈ L1,q(H)⇔ ui ∈ L1,q(H) mit
∫
H
ui(x)∂iΦ(x)dx = −
∫
H
∂iui(x)Φ(x)dx (2.3.1)
Aus
∫
H
u∇Φdx = −
∫
H
divuΦdx folgt dann:
∫
H
un(x)∂nΦ(x)dx = −
∫
H
∂nun(x)Φ(x)dx (2.3.2)
Sei v(x) :=
{
un(x) fu¨r xn > 0
0 fu¨r xn ≤ 0 und (Dv)(x) :=
{
∂nun(x) fu¨r xn > 0
0 fu¨r xn ≤ 0 .
Fu¨r alle Φ ∈ C∞0 (Rn) gilt dann:∫
Rn
v∂nΦdx =
∫
H
un∂nΦdx
=
2.3.2
−
∫
H
∂nunΦdx
= −
∫
Rn
DvΦdx
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Also existiert ∂nv = Dv. (2.3.3)
Aus un ∈ L1,q(H) folgt wieder fu¨r i = 1, ..., n− 1 und fu¨r alle Φ ∈ C∞0 (Rn) :∫
Rn
v(x)∂iΦ(x)dx =
∫
H
un(x)∂iΦ(x)dx
= lim
k→∞
∫
H
un(x) (∂iΦ(x)) ηk(xn)dx
= lim
k→∞
∫
H
un(x)∂iΦ(x)kdx
= − lim
k→∞
∫
H
∂iun(x)Φ(x)kdx
= −
∫
H
∂iun(x)Φ(x)dx
= −
∫
Rn
∂iv(x)Φ(x)dx
Also existiert ∂iv(x) :=
{
∂iun(x) fu¨r xn > 0
0 fu¨r xn ≤ 0 und ∂iv ∈ L
q(Rn). (2.3.4)
Somit ist also v ∈ L1,q(Rn).
Sei δ > 0, vδ(x) := v(x− δen), wobei en der n-te Einheitsvektor ist.
Dann gilt fu¨r alle i = 1, ..., n− 1 und Φ ∈ C∞0 (Rn) :∫
Rn
vδ(x)∂iΦ(x)dx =
∫
Rn
v(x− δen)∂iΦ(x)dx
=
(xn=yn+δ)
∫
Rn
v(y) (∂iΦ) (y + δen)dy
=
∫
Rn
v(y)∂i [Φ(y + δen)] dy
=
(2.3.4)
−
∫
Rn
∂iv(y)Φ(y + δen)dy
=
(yn=xn−δ)
−
∫
Rn
(∂iv) (x− δen)Φ(x)dx
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Also ist ∂ivδ(x) = (∂iv) (x− δen).
Weiter ist vδ(x) = 0, (∂iv) (x− δen) = 0 fu¨r xn − δ ≤ 0⇔ xn ≤ δ.
Es ist fu¨r R > 0 wegen der Stetigkeit im Mittel :
‖vδ − v‖q,BR → 0 und ‖∇ (vδ − v)‖q,Rn → 0 fu¨r δ → 0
Sei 0 <  < δ und vδ(x) =
∫
Rn
j(x− y)vδ(y)dy die Friedrichssche Gla¨ttung von vδ.
Somit ist vδ ∈ C∞(Rn) und vδ(x′, 0) = 0 fu¨r alle x′ ∈ Rn−1.
Wegen ∇vδ = (∇vδ) in Rn ist ∇vδ ∈ Lq(Rn).
Daraus folgt mit [Si2] Theorem 3.4:
vδ|H ∈ Hˆ1,q0 (H) fu¨r alle 0 <  < δ und δ > 0
Aus [Si2] Theorem 3.2 folgt die Vollsta¨ndigkeit von Hˆ1,q0 (H).
Es ist:
‖∇ (vδ − vδ)‖q,H → 0 fu¨r → 0 und ‖∇ (vδ − v)‖q,H → 0 fu¨r δ → 0
Daraus folgt vδ ∈ Hˆ1,q0 (H) und weiter v ∈ Hˆ1,q0 (H).
Somit ist un ∈ Hˆ1,q0 (H).
Sei u ∈
{
v : vi ∈ L1,q(H) ∀ i = 1, ..., n− 1, vn ∈ Hˆ1,q0 (H)
}
.
Zeige u ∈ Y 1,q(H) :
Wegen un ∈ Hˆ1,q0 (H), existiert eine Folge
(
u(k)n
) ⊂ C∞0 (H) mit∥∥un − u(k)n ∥∥q,BR∩H → 0 fu¨r alle R > 0 und ∥∥∇ (un − u(k)n )∥∥q,H → 0(k →∞).
Sei Φ ∈ C∞0 (Rn) mit supp(Φ) ⊂ BR.
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Dann ist:
∫
H
un(x)∂nΦ(x)dx = lim
k→∞
∫
H∩BR
u(k)n (x)∂nΦ(x)dx
= − lim
k→∞
∫
H∩BR
∂nu
(k)
n (x)Φ(x)dx
= −
∫
H
∂nun(x)Φ(x)dx mit u
(k)
n ⊂ C∞0 (H)
Daraus und aus (2.3.1) folgt u ∈ Y 1,q(H).
Lemma 2.4.
Sei 1 < q <∞.
Die dualen Variationsungleichungen gelten bezu¨glich der Bilinearform
< ∇.,∇. >H auf X1,qG (H)×X1,q
′
G (H).
Beweis.
Fu¨r i = 1, ...n− 1 sei Φi ∈ L1,q′G (H).
Sei ei der i-te Einheitsvektor und sei Φ
(i) := Φiei.
Fu¨r i = n sei Φ(n) := Φnen mit Φn ∈ Hˆ1,q′0 (H).
Somit ist Φ :=
n∑
i=1
Φ(i) ∈ X1,q′G (H). Weiter gilt:
∥∥∥∇Φ(i)∥∥∥
q′,H
=
(
n∑
k=1
∥∥∥∇Φ(i)k ∥∥∥q′
q′,H
) 1
q′
= ‖∇Φi‖q′,H fu¨r alle i = 1, ..., n
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Sei nun v ∈ X1,qG (H) und i = 1, ..., n, dann gilt mit [Si2] Corollary 3.15
fu¨r L1,q
′
G (H) und [Si2] Corollary 3.6 fu¨r Hˆ
1,q′
0 (H) :
sup
0 6=Φ∈X1,q′G (H)
< ∇v,∇Φ >H
‖∇Φ‖q′,H
≥ sup
0 6=Φ(i)∈X1,q′G (H)
< ∇v,∇Φ(i) >H∥∥∥∇Φ(i)∥∥∥
q′,H
=

sup
0 6=Φi∈L1,q′G (H)
<∇vi,∇Φi>H
‖∇Φi‖q′,H fu¨r i = 1, ..., n− 1
sup
0 6=Φi∈Hˆ1,q′0 (H)
<∇vi,∇Φi>H
‖∇Φi‖q′,H fu¨r i = n
≥ Ci ‖∇vi‖q,H fu¨r alle i = 1, ..., n ist Ci > 0
Daraus ergibt sich:
‖∇v‖q,H =
(
n∑
i=1
‖∇vi‖qq,H
) 1
q
≤
 n∑
i=1
 1
Ci
sup
0 6=Φ∈X1,q′G (H)
< ∇v,∇Φ >H
‖∇Φ‖q′,H
q
1
q
= C sup
0 6=Φ∈X1,q′G (H)
< ∇v,∇Φ >H
‖∇Φ‖q′,H
mit C :=
(
n∑
i=1
1
Cqi
) 1
q
> 0
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Lemma 2.5.
Sei 1 < q <∞, f ∈ L1,qG (H) und x ∈ Rn.
Sei f˜(x) :=

0 fu¨r xn = 0
f(x) fu¨r xn > 0
f(x′,−xn) fu¨r xn < 0
.
Es gilt: f˜ ∈ L1,qG (Rn)
Fu¨r i = 1, .., n− 1
ist ∂if˜(x) =

0 fu¨r xn = 0
∂if(x) fu¨r xn > 0
(∂if) (x
′,−xn) fu¨r xn < 0
und ∂nf˜(x) =

0 fu¨r xn = 0
∂nf(x) fu¨r xn > 0
− (∂nf) (x′,−xn) fu¨r xn < 0
.
Beweis.
siehe [Si2] Lemma 3.10
Satz 2.6.
Sei 1 < q <∞ und p ∈ Lq(H). Dann gilt:
Es existiert genau ein u ∈ X1,qG (H) mit < ∇u,∇Φ >H=< p, divΦ >H
fu¨r alle Φ ∈ X1,q′G (H).
Es ist divu|H = p und ‖∇u‖q,H ≤ n2
1
q′C ‖p‖q,Rn .
Beweis.
Sei p ∈ Lq(H). Man setze p durch 0 auf Rn fort.
Sei jetzt wie in [Si2] Theorem 2.4. w ∈ L2,qB (Rn) mit B := B1(0) und ∆w = p.
Fu¨r alle x ∈ Rn sei wˆ(x) := w(x′,−xn) und u˜i := ∂i(w + wˆ)|H .
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Fu¨r alle i = 1, .., n folgt unter Benutzung der Transformationsformel:
‖∇u˜i‖q,H ≤ ‖∇∂iw‖q,H + ‖∇∂iwˆ‖q,H
= ‖∇∂iw‖q,H + ‖∇∂iw‖q,H−
≤ 2 1q′
(
‖∇∂iw‖qq,H + ‖∇∂iw‖qq,H−
) 1
q
≤ 2 1q′
 n∑
i,k=1
∫
Rn
|∂i∂kw|qdx
 1q und mit [Si2] Theorem 2.4.
≤ 2 1q′C ‖∆w‖q,Rn mit C > 0
= 2
1
q′C ‖p‖q,Rn
Daher gilt: ‖∇u˜‖q,H ≤ n2
1
q′C ‖p‖q,Rn
Wegen ∂iw, ∂iwˆ ∈ L1loc(Rn) folgt u˜i ∈ L1loc(H).
Fu¨r i = 1, ..., n− 1 sei mit G ⊂⊂ H ui(x) := u˜i(x)− 1|G|
∫
G
u˜i(y)dy.
Dann ist ui ∈ L1,qG (H) mit i = 1, ..., n− 1.
Nach [Si2] Theorem 3.5 gilt u˜n ∈ Hˆ1,q0 (H). Setze un := u˜n.
Dann ist u = (u1, ..., un) ∈ X1,qG (H).
Sei Ψi(x) :=

0 fu¨r xn = 0
Φ(x) fu¨r xn > 0
Φ(x′,−xn) fu¨r xn < 0
.
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Es ist fu¨r i = 1, ..., n− 1 und Φi ∈ L1,q′G (H) :
< ∇ui,∇Φi >H =
n∑
k=1
∫
H
∂k∂iw(x)∂kΦi(x)dx+
∫
H
∂k [∂iw(x
′,−xn)] ∂kΦi(x)dx
=
n∑
k=1
∫
H
(∂k∂iw) (x)∂kΦi(x)dx
+
n−1∑
k=1
∫
H
(∂k∂iw) (x
′,−xn) (∂kΦi) (x)dx
−
∫
H
(∂n∂iw) (x
′,−xn) (∂nΦi) (x)dx
=
n∑
k=1
∫
H
(∂k∂iw) (x)∂kΦi(x)dx
+
n∑
k=1
∫
H−
(∂k∂iw) (y)∂k [Φi(y,−yn)] dy
=
n∑
k=1
∫
Rn
(∂k∂iw) (y)∂kΨi(y)dy
Mit Lemma 2.5 folgt dann Ψi(x) ∈ L1,q′G (Rn) fu¨r alle i = 1, ..., n− 1.
Aus [Si2] Theorem 3.11 folgt die Existenz einer Folge (Ψ(i)ν ) ⊂ C∞0 (Rn) mit∥∥∇Ψ(i) −∇Ψ(i)ν ∥∥q′,Rn → 0.
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Hieraus folgt fu¨r i = 1, ..., n− 1 :
< ∇ui,∇Φi >H =
n∑
k=1
∫
Rn
(∂k∂iw) (x)∂kΨi(x)dx
= lim
ν→∞
∫
Rn
n∑
k=1
(∂k∂iw) (x)∂kΨ
(i)
ν (x)dx
= lim
ν→∞
∫
Rn
n∑
k=1
∆w(x)∂iΨ
(i)
ν (x)dx
=
∫
Rn
n∑
k=1
∆w(x)∂iΨi(x)dx
=< p, ∂iΦi(x) >H da p|H− = 0 (2.6.1)
Sei pˆ := ∆wˆ. Dann ist pˆ|H = 0. Zu Φn ∈ Hˆ1,q
′
0 (H) existiert eine Folge(
Φ(k)n
) ⊂ C∞0 (H) mit ∥∥∇ (Φn − Φ(k)n )∥∥q′,H → 0.
Daher ist:
< ∇un,∇Φn >H = lim
k→∞
< ∇∂n (w + wˆ) ,∇Φ(k)n >H
= lim
k→∞
< ∆w +∆wˆ, ∂nΦ
(k)
n >H
=< p, ∂nΦn >H
Zusammen mit (2.6.1) gilt also:
< ∇u,∇Φ >H=< p, divΦ >H fu¨r alle Φ ∈ X1,q′G (H)
Weiter ist fu¨r x ∈ H :
divu(x) =
n∑
k=1
∂k∂kw(x) +
n−1∑
k=1
(∂k∂kw) (x
′,−xn) + (∂n∂nw) (x′,−xn)
= ∆w(x) + ∆wˆ(x)
= p(x) + pˆ(x)︸︷︷︸
=0
= p(x)
27
Eindeutigkeit:
Fu¨r i = 1, 2 sei u(i) ∈ X1,qG (H) mit
< ∇u(i),∇Φ >H=< p, divΦ >H fu¨r alle Φ ∈ X1,q′G (H).
Dann folgt
< ∇ (u(1) − u(2)) ,∇Φ >H= 0 fu¨r alle Φ ∈ X1,q′G (H).
Aus Lemma 2.4 folgt dann u(1) = u(2).
Satz 2.7.
Sei 1 < q <∞ und λ1 6= −1.
Es gelten die dualen Funktionaldarstellungen bezu¨glich der Bilinearform
< ∇.,∇. >H +λ1 < div., div. >H auf X1,qG (H)×X1,q
′
G (H).
Beweis.
Fu¨r λ1 = 0 folgt die Behauptung mit Lemma 2.4 und Satz 2.1.
Betrachte nun λ1 6= 0.
Sei F ∗ ∈ X1,q′G (H)∗. Da wegen Satz 2.1 und Lemma 2.4 die dualen
Funktionaldarstellungen fu¨r < ∇.,∇. >H gelten, existiert ein
z ∈ X1,qG (H) mit < ∇z,∇Φ >H= F ∗(Φ) fu¨r alle Φ ∈ X1,q
′
G (H) und
C ′ ‖∇z‖q,H ≤ ‖F ∗‖X1,q′G (H)∗ ≤ C
′′ ‖∇z‖q,H .
Sei p := divz ∈ Lq(H). Aus Satz 2.6 folgt die Existenz von u ∈ X1,qG (H) mit:
‖∇u‖q,H ≤ n2
1
q′C ‖p‖q,Rn (2.7.1)
divu|H = p (2.7.2)
< ∇u,∇Φ >H=< p, divΦ >H fu¨r alle Φ ∈ X1,q′G (H) (2.7.3)
28
Fu¨r λ1 6= −1 sei nun v(x) := z(x)− λ1
λ1 + 1
u(x).
Dann ist v ∈ X1,qG (H) und divv =
1
λ1 + 1
divz.
Fu¨r alle Φ ∈ X1,q′G (H) ist:
< ∇v,∇Φ >H +λ1 < divv, divΦ >H
=
(2.7.2)
< ∇z,∇Φ >H +λ1 < divz︸︷︷︸
=p
, divΦ >H − λ1
λ1 + 1
< ∇u,∇Φ >H
− λ
2
1
λ1 + 1
< p, divΦ >H
=
(2.7.3)
< ∇z,∇Φ >H
= F ∗(Φ)
Weiter gilt
‖∇v‖q,H ≤ ‖∇z‖q,H +
∣∣∣∣ λ1λ1 + 1
∣∣∣∣ ‖∇u‖q,H
≤
(2.7.1)
1
C ′
‖F ∗‖
X1,q
′
G (H)
∗ + Cλ1 ‖p‖q,H
=
1
C ′
‖F ∗‖
X1,q
′
G (H)
∗ + Cλ1 ‖divz‖q,H
≤ C1 ‖F ∗‖X1,q′G (H)∗ mit C1 > 0
und
|F ∗(Φ)| = |< ∇v,∇Φ >H +λ1 < divv, divΦ >H |
≤ ‖∇v‖q,H ‖∇Φ‖q′,H + |λ1| ‖divv‖q,H ‖divΦ‖q′,H
≤ C2 ‖∇v‖q,H ‖∇Φ‖q′,H .
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Daraus folgt ‖F ∗‖
X1,q
′
G (H)
∗ ≤ C2 ‖∇v‖q,H mit C2 > 0.
Zeige nun die Eindeutigkeit:
Sei v ∈ X1,qG (H) mit
< ∇v,∇Φ >H +λ1 < divv, divΦ >H= 0 fu¨r alle Φ ∈ X1,q′G (H).
Zu p := −λ1divv ∈ Lq(H) existiert nach Satz 2.6 ein u ∈ X1,qG (H) mit
divu = p
und
< ∇u,∇Φ >H=< −λ1divv, divΦ >H fu¨r alle Φ ∈ X1,q′G (H)
Daraus folgt fu¨r alle Φ ∈ X1,q′G (H) :
< ∇ (v − u) ,∇Φ >H =< ∇v,∇Φ >H +λ1 < divv, divΦ >H
= 0
Wegen Lemma 2.4 gilt dann v = u.
Daher gilt:
divv = divu
= p
= −λ1divv
Wegen (1 + λ1) 6= 0 folgt divv = 0.
Daraus folgt fu¨r alle Φ ∈ X1,q′G (H) :
< ∇v,∇Φ >H= 0
Wegen Lemma 2.4 gilt dann v = 0.
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Satz 2.8.
Sei 1 < q <∞ und λ1 6= −1.
Es gelten die dualen Funktionaldarstellungen bezu¨glich der Bilinearform
< ∇.,∇. >Rn +λ1 < div., div. >Rn auf L1,qG (Rn)× L1,q
′
G (R
n).
Beweis.
Sei v ∈ L1,qG (Rn).
Nach Bemerkung 1.3 folgt, dass v ∈ Lqloc(Rn) und ∇v ∈ Lq(Rn) ist.
Mit [Si2] Theorem 3.11 folgt, dass C∞0 (Rn) dicht in L
1,q′
G (R
n) liegt.
Nach [Si/So] Lemma II.2.1 gelten daher die dualen Variationsungleichungen
bezu¨glich der Bilinearform < ∇.,∇. >Rn auf L1,qG (Rn)× L1,q
′
G (R
n) fu¨r skalare
Funktionen.
Damit ist die Behauptung fu¨r λ1 = 0 gezeigt.
Sei nun λ1 6= 0.
Fu¨r i = 1, ...n sei Φi ∈ L1,q′G (Rn) und Φ(i) := Φiei, wobei ei der i-te Einheitsvektor
ist. Es ist Φ ∈ L1,q′G (Rn) und
∥∥∥∇Φ(i)∥∥∥
q′,Rn
= ‖∇Φi‖q′,Rn fu¨r alle i = 1, ..., n.
Sei nun v ∈ L1,qG (Rn) und i = 1, ..., n, dann gilt:
sup
0 6=Φ∈L1,q′G (Rn)
< ∇v,∇Φ >Rn
‖∇Φ‖q′,Rn
≥ sup
0 6=Φ(i)∈L1,q′G (Rn)
< ∇v,∇Φ(i) >Rn∥∥∥∇Φ(i)∥∥∥
q′,Rn
= sup
0 6=Φi∈L1,q′G (Rn)
< ∇vi,∇Φi >Rn
‖∇Φi‖q′,Rn
≥ Ci ‖∇vi‖q,Rn mit Ci > 0
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Daraus ergibt sich:
‖∇v‖q,Rn =
(
n∑
i=1
‖∇vi‖qq,Rn
) 1
q
≤
 n∑
i=1
 1
Ci
sup
0 6=Φ∈L1,q′G (Rn)
< ∇v,∇Φ >Rn
‖∇Φ‖q′,Rn
q
1
q
= C sup
0 6=Φ∈L1,q′G (Rn)
< ∇v,∇Φ >Rn
‖∇Φ‖q′,Rn
mit C :=
(
n∑
i=1
1
Cqi
) 1
q
> 0
Daher gelten mit Satz 2.1 die dualen Funktionaldarstellungen
bezu¨glich der Bilinearform < ∇.,∇. >Rn auf L1,qG (Rn)× L1,q
′
G (R
n).
Sei nun F ∗ ∈ L1,q′G (Rn)∗.
Dann existiert genau ein z ∈ L1,qG (Rn) mit
< ∇z,∇Φ >Rn= F ∗(Φ) und ‖∇z‖q,Rn ≤ C1 ‖F ∗‖L1,q′G (Rn)∗ .
Zu divz ∈ Lq(Rn) existiert mit [Si2] Theorem 2.4 genau ein m ∈ L2,qG (Rn) mit:
∆m = divz und
∑
|α|=2
‖Dαm‖q,Rn
 1q ≤ C2 ‖divz‖q,Rn (2.8.1)
Sei u := ∇m. Daraus folgt u ∈ L1,qG (Rn) und
divu =
n∑
i=1
∂i∂im = ∆m = divz. (2.8.2)
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Aus [Si2] Theorem 3.11 folgt, dass zu Φ ∈ L1,q′G (Rn) eine Folge Φ(ν) ⊂ C∞0 (Rn)
existiert, mit
∥∥∥∇Φ−∇Φ(ν)∥∥∥
q,Rn
→ 0 und es ist:
< ∇u,∇Φ >Rn = lim
ν→∞
< ∇u,∇Φ(ν) >Rn= − lim
ν→∞
< u,∆Φ(ν) >Rn
= − lim
ν→∞
< ∇m,∆Φ(ν) >Rn= lim
ν→∞
< m,∆divΦ(ν) >Rn
= lim
ν→∞
< ∆m, divΦ(ν) >Rn =
(2.8.2)
lim
ν→∞
< divu, divΦ(ν) >Rn
=< divu, divΦ >Rn (2.8.3)
Sei nun v(x) := z(x)− λ1
λ1 + 1
u(x). Dann ist v ∈ L1,qG (Rn).
Fu¨r alle Φ ∈ L1,qG (Rn) ist mit (2.8.2) und (2.8.3):
< ∇v,∇Φ >Rn +λ1 < divv, divΦ >Rn
=< ∇z,∇Φ >Rn +λ1 < divz, divΦ >Rn
− λ1
λ1 + 1
< divu︸︷︷︸
=divz
, divΦ >Rn − λ
2
1
λ1 + 1
< divu︸︷︷︸
=divz
, divΦ >Rn
=< ∇z,∇Φ >Rn
= F ∗(Φ)
Weiter ist:
‖∇v‖q,Rn ≤ ‖∇z‖q,Rn +
∣∣∣∣ λ1λ1 + 1
∣∣∣∣ ‖∇u‖q,Rn
≤ C1 ‖F ∗‖L1,q′G (Rn)∗ + Cλ1 ‖∇u‖q,Rn
≤
(2.8.1)
C1 ‖F ∗‖L1,q′G (Rn)∗ + Cλ1C2 ‖divz‖q,Rn
≤ C ′ ‖F ∗‖
L1,q
′
G (Rn)∗
mit C ′ := C1 + Cλ1C2C1 > 0
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Es ist:
|F ∗(Φ)| = |< ∇v,∇Φ >Rn +λ1 < divv, divΦ >Rn|
≤ ‖∇v‖Rn ‖∇Φ‖Rn + |λ1| ‖divv‖Rn ‖divΦ‖Rn
≤ C ′′ ‖∇v‖Rn ‖∇Φ‖Rn
Daraus folgt:
‖F ∗‖
L1,q
′
G (Rn)∗
≤ C ′′ ‖∇v‖q,Rn mit C ′′ > 0
Die Eindeutigkeit folgt analog zum Beweis des Satzes 2.7.
Definition 2.9.
Sei 1 < q <∞, G ⊂⊂ H, G′ ⊂⊂ Rn und sei:
C∞0 (H¯) :=
{
Φ ∈ C∞(H¯) : ∃RΦ > 0, so dass Φ(x) = 0 fu¨r x ∈ H¯ mit |x| > RΦ
}
D˜G(H) :=
Φ˜(x) : Φ˜(x) = Φ(x)− 1|G|
∫
G
Φ(t)dt, wobei Φ(x) ∈ C∞0 (H¯)

DˆG′(Rn) :=
Φˆ(x) : Φˆ(x) = Φ(x)− 1|G′|
∫
G′
Φ(t)dt, wobei Φ(x) ∈ C∞0 (Rn)

DG(H) :=
{
Φ : Φi ∈ D˜G(H) ∀ i = 1, ..., n− 1, Φn ∈ C∞0 (H)
}
Bemerkung 2.10.
Mit [Si2] Corollary 3.12 folgt: D˜G(H) ist dicht in L
1,q
G (H).
Somit ist DG(H) dicht in X
1,q
G (H).
Weiter folgt mit [Si2] Corollary 3.11: DˆG′(Rn) ist dicht in L1,qG′ (R
n).
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Lemma 2.11.
Sei 1 < q <∞, 1 < r <∞, v ∈ L1,rG (Rn) und sei
sup
0 6=Φˆ∈DˆG(Rn)
< ∇v,∇Φˆ >Rn∥∥∥∇Φˆ∥∥∥
q′,Rn
<∞.
Dann gilt: v ∈ L1,qG (Rn)
Beweis.
Wegen Bemerkung 1.3 folgt: vi ∈ Lqloc(Rn) fu¨r alle i = 1, ..., n
Zu Φˆ ∈ DˆG(Rn) existiert ein Φ ∈ C∞0 (Rn) mit
Φˆ(x) = Φ(x)− 1|G|
∫
G
Φ(t)dt fu¨r alle x ∈ Rn.
Es gilt < ∇v,∇Φ >Rn=< ∇v,∇Φˆ >Rn und ‖∇Φ‖q′,Rn =
∥∥∥∇Φˆ∥∥∥
q′,Rn
.
Daraus folgt mit [Si/So] Lemma 2.1 die Behauptung.
Lemma 2.12.
Sei 1 < q <∞, 1 < r <∞, f ∈ L1,rG (H) und sei
sup
0 6=Φ∈D˜G(H)
< ∇f,∇Φ >H
‖∇Φ‖q′,H
<∞.
Dann gilt: f ∈ L1,qG (H)
Beweis.
Sei f ∈ L1,rG (H) und sei f˜(x) wie in Lemma 2.5 definiert. Dann gilt:
‖∇f‖q,H ≤
∥∥∥∇f˜∥∥∥
q,Rn
≤ 2 1q ‖∇f‖q,H (2.12.1)
Sei fu¨r Ψ ∈ C∞0 (Rn) und G ⊂⊂ H :
(ZΨ) (x) := Ψ(x) + Ψ(x′,−xn)− 1|G|
∫
G
[Ψ(t) + Ψ(t′,−tn)] dt fu¨r x ∈ H
Dann ist (ZΨ) ∈ D˜G(H) und es gilt:
‖∇ (ZΨ)‖q,H ≤ 2 ‖∇Ψ‖q,Rn (2.12.2)
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Weiter gilt:
< ∇f˜ ,∇Ψ >Rn =
n∑
i=1
∫
H
(∂if) (x) (∂iΨ) (x)dx+
n−1∑
i=1
∫
H−
(∂if) (x
′,−xn) (∂iΨ) (x)dx
−
∫
H−
(∂nf) (x
′,−xn) (∂nΨ) (x)dx
=
n∑
i=1
∫
H
(∂if) (x)∂i [Ψ(x)] dx+
n−1∑
i=1
∫
H
(∂if) (y)∂i [Ψ(y
′,−yn)] dy
+
∫
H
(∂nf) (y)∂n [Ψ(y
′,−yn)] dy
=< ∇f,∇ (ZΨ) >H
Somit ist fu¨r alle Ψ ∈ C∞0 (Rn) :
∞ > sup
0 6=Φ∈D˜G(H)
< ∇f,∇Φ >H
‖∇Φ‖q′,H
≥ sup
0 6=Ψ∈C∞0 (H)
|< ∇f,∇ (ZΨ) >H |
‖∇ (ZΨ)‖q′,H
≥
(2.12.2)
sup
0 6=Ψ∈C∞0 (H)
∣∣∣< ∇f˜ ,∇Ψ >Rn∣∣∣
2 ‖∇Ψ‖q′,Rn
Mit Lemma 2.11 folgt f˜ ∈ L1,qG (Rn) und wegen f˜
∣∣∣
H
= f folgt die Behauptung.
Lemma 2.13.
Sei 1 < q <∞, 1 < r <∞, v ∈ X1,rG (H)
und sei sup
0 6=Φ∈DG(H)
< ∇v,∇Φ >H
‖∇Φ‖q′,H
<∞.
Dann gilt: v ∈ X1,qG (H)
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Beweis.
Aus Bemerkung 2.10 folgt, dass DG(H) dicht in X
1,q
G (H) ist.
Sei nun v ∈ X1,rG (H) und fu¨r i = 1, ...n− 1 sei eider i-te Einheitsvektor.
Weiter sei Φi ∈ D˜G(H), Φ(i) := Φiei und mit Φn ∈ C∞0 (H) sei Φ(n) := Φnen.
Somit ist Φ ∈ DG(H) und es gilt weiter fu¨r i = 1, ..., n− 1 :
∞ > sup
0 6=Φ∈DG(H)
< ∇v,∇Φ >H
‖∇Φ‖q′,H
≥ sup
0 6=Φ(i)∈DG(H)
< ∇v,∇Φ(i) >H∥∥∥∇Φ(i)∥∥∥
q′,H
= sup
0 6=Φi∈D˜G(H)
< ∇vi,∇Φi >H
‖∇Φi‖q′,H
Mittels des Lemmas 2.12 folgt dann vi ∈ L1,qG (H).
Fu¨r i = n gilt:
∞ > sup
0 6=Φ∈DG(H)
< ∇v,∇Φ >H
‖∇Φ‖q′,H
≥ sup
0 6=Φ(n)∈DG(H)
< ∇v,∇Φ(n) >H∥∥∥∇Φ(n)∥∥∥
q′,H
= sup
0 6=Φn∈C∞0 (H)
< ∇vn,∇Φn >H
‖∇Φn‖q′,H
Mittels [Si/So] Lemma 2.4 folgt dann vn ∈ Hˆ1,q0 (H).
Somit folgt insgesamt v ∈ X1,qG (H).
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Korollar 2.14.
Sei 1 < q <∞, 1 < r <∞, v ∈ L1,rG (Rn) und sei
DˆG(Rn) :=
{
Φ : Φi ∈ DˆG(Rn) ∀ i = 1, ..., n
}
.
Sei weiter sup
0 6=Φ∈DˆG(Rn)
< ∇v,∇Φ >Rn
‖∇Φ‖q′,Rn
<∞.
Dann gilt: v ∈ L1,qG (Rn)
Beweis.
Der Beweis ist analog dem von Lemma 2.13, nur wird Lemma 2.11
anstelle von Lemma 2.12 angewendet.
Lemma 2.15.
Sei 1 < q <∞, 1 < r <∞, v ∈ X1,rG (H), λ1 6= −1
und sei weiter sup
0 6=Φ∈DG(H)
< ∇v,∇Φ >H +λ1 < divv, divΦ >H
‖∇Φ‖q′,H
<∞.
Dann gilt: v ∈ X1,qG (H)
Beweis.
Wegen v ∈ X1,rG (H) gilt fu¨r alle Ψ ∈ X1,r
′
G (H) :
|< ∇v,∇Ψ >H +λ1 < divv, divΨ >H | ≤ C ‖∇v‖r,H ‖∇Ψ‖r′,H mit C > 0
Also ist < ∇v,∇Ψ >H +λ1 < divv, divΨ >H=: F ∗(Φ) ∈ X1,r′G (H)∗.
Nach Lemma 2.4 existiert genau ein z ∈ X1,rG (H) mit < ∇z,∇Ψ >H= F ∗(Ψ)
fu¨r alle Ψ ∈ X1,r′G (H).
Ist p = divz ∈ Lr(H), so gibt es nach Satz 2.6 genau ein u ∈ X1,rG (H) mit
< ∇u,∇Ψ >H=< p, divΨ >H fu¨r alle Ψ ∈ X1,r′G (H).
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Sei v˜ = z − λ1
λ1 + 1
u ∈ X1,rG (H). Dann gilt:
< ∇v˜,∇Ψ >H +λ1 < divv˜, divΨ >H=: F ∗(Ψ) fu¨r alle Ψ ∈ X1,r′G (H)
Wegen der Eindeutigkeit (Satz 2.7) ist v = v˜.
Da DG(H) ⊂ X1,r
′
G (H) ist, gilt fu¨r alle Φ ⊂ DG(H) :
< ∇v,∇Φ >H +λ1 < divv, divΦ >H=< ∇z,∇Φ >H
Somit gilt nach Voraussetzung:
sup
0 6=Φ∈DG(H)
< ∇z,∇Φ >H
‖∇Φ‖q′,H
<∞
Daher folgt mit Lemma 2.13 z ∈ X1,qG (H) und deshalb ist divz = p ∈ Lq.
Dann gilt:
sup
0 6=Φ∈DG(H)
< ∇u,∇Φ >H
‖∇Φ‖q′,H
= sup
0 6=Φ∈DG(H)
< p, divΦ >H
‖∇Φ‖q′,H
≤ C2 ‖p‖q,H
<∞
Aus Lemma 2.13 folgt nun u ∈ X1,qG (H) und schließlich
v = v˜ = z − λ1
λ1 + 1
u ∈ X1,qG (H).
Korollar 2.16.
Sei 1 < q <∞, 1 < r <∞, v ∈ L1,qG (Rn) und λ1 6= −1.
Weiter sei DˆG(Rn) :=
{
Φ : Φi ∈ DˆG(Rn) ∀ i = 1, ..., n
}
und sup
0 6=Φ∈DˆG(Rn)
< ∇v,∇Φ >Rn +λ1 < divv, divΦ >Rn
‖∇Φ‖q′,Rn
<∞.
Dann gilt: v ∈ L1,qG (Rn)
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Beweis.
Der Beweis ist analog dem von Lemma 2.15, nur wird Satz 2.8 und
Lemma 2.14 anstelle der Lemmata 2.4, 2.13 und der Sa¨tze 2.6, 2.7 angewendet.
Lemma 2.17.
Sei 1 < q <∞, u ∈ X1,qG (H) und v ∈ L1,qG (Rn).
Dann gilt
a)
n∑
i,k=1
∫
H
∂iuk∂kΦidx =< divu, divΦ >H fu¨r alle Φ ∈ X1,q′G (H)
und
b)
n∑
i,k=1
∫
Rn
∂ivk∂kΨidx =< divv, divΨ >Rn fu¨r alle Ψ ∈ L1,q′G (Rn).
Beweis.
a) Wegen Bemerkung 2.10 existiert eine Folge u(ν) ⊂ DG(H) mit∥∥∇ (u(ν) − u)∥∥
q,H
→ 0.
und analog zu Φ ∈ X1,q′G (H) eine Folge Φ(ν) ⊂ DG(H) mit∥∥∥∇(Φ(ν) − Φ)∥∥∥
q′,H
→ 0.
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Sei N = −en die a¨ußere Normale von H. Dann gilt:
n∑
i,k=1
∫
H
∂iuk∂kΦidx = lim
ν→∞
n∑
i,k=1
∫
H
∂iu
(ν)
k ∂kΦ
(ν)
i dx
= lim
ν→∞
 n∑
i,k=1
∫
∂H
∂iu
(ν)
k NkΦ
(ν)
i dωx −
n∑
i,k=1
∫
H
∂i∂ku
(ν)
k Φ
(ν)
i dx

= lim
ν→∞
− n∑
i=1
∫
∂H
∂i u
(ν)
n︸︷︷︸
∈C∞0 (H)
Φ
(ν)
i dωx −
n∑
i,k=1
∫
∂H
∂ku
(ν)
k NiΦ
(ν)
i dωx
+
n∑
i,k=1
∫
H
∂ku
(ν)
k ∂iΦ
(ν)
i dx

= lim
ν→∞
 n∑
k=1
∫
∂H
∂ku
(ν)
k Φ
(ν)
n︸︷︷︸
∈C∞0 (H)
dωx +
n∑
i,k=1
∫
H
∂ku
(ν)
k ∂iΦ
(ν)
i dx

=< divu, divΦ >H
b) Sei Ψ ∈ DˆG(Rn). Dann gilt:
n∑
i,k=1
∫
Rn
∂iuk∂kΨidx = lim
ν→∞
n∑
i,k=1
∫
Rn
∂iu
(ν)
k ∂kΨidx
= lim
ν→∞
n∑
i,k=1
∫
Rn
∂ku
(ν)
k ∂iΨidx
=< divu, divΨ >Rn
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Satz 2.18.
Sei 1 < q <∞ und − 1 6= λ ∈ R.
Es gelten die dualen Funktionaldarstellungen bezu¨glich der Bilinearformen
B2(., ., λ,H) auf X
1,q
G (H)×X1,q
′
G (H)
und
B2(., ., λ,Rn) auf L1,qG (R
n)× L1,q′G (Rn).
Die Regularita¨tsaussagen von Lemma 2.15 und Korollar 2.16 gelten ebenfalls
fu¨r die Bilinearformen B2(., ., λ,H) und B2(., ., λ,Rn).
Beweis.
Wegen Lemma 2.17 gilt fu¨r u ∈ X1,qG (H) und Φ ∈ X1,q
′
G (H) :
B1(u,Φ, λ,H) =< ∇u,∇Φ >H +λ < divu, divΦ >H
=< ∇u,∇Φ >H + < divu, divΦ >H
+ (λ− 1) < divu, divΦ >H
=< ∇u,∇Φ >H +
n∑
i,k=1
∫
H
∂iuk∂kΦidx
+ (λ− 1) < divu, divΦ >H
= B2(u,Φ, λ,H)
Ebenso gilt fu¨r v ∈ L1,qG (Rn) und Ψ ∈ L1,q
′
G (R
n) :
B1(v,Ψ, λ,Rn) = B2(v,Ψ, λ,Rn)
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3 Funktionaldarstellung in Hω
Definition 3.1.
Sei mit 0 < R < 1 und 1 < ξ <∞ :
MR,ξ :=
{
ω ∈ C20(Rn−1) : ‖∇ω‖∞ ≤ R, ω(0) = 0, ∇ω(0) = 0, supp(ω) ⊂ B′ξ(0)
}
Fu¨r ω ∈MR,ξ sei:
Hω := {x ∈ Rn : xn > ω(x′)}
Lemma 3.2.
Sei 1 < ξ <∞.
Es existiert ρξ ∈ C∞(R) mit folgenden Eigenschaften:
a) 0 ≤ ρξ ≤ 1,
∣∣ρ′ξ(t)∣∣ < 23ξ , ∣∣ρ′′ξ (t)∣∣ < C1ξ2
b) ρξ(t) = 0 fu¨r t ≥ 4ξ und ρξ(t) = 1 fu¨r t ≤ 2ξ
Beweis.
Siehe [Mu¨] Bemerkung nach Lemma III.15.
Definition und Lemma 3.3.
Sei 0 < R < 1, 1 < ξ <∞, ω ∈MR,ξ, ρξ wie in Lemma 3.2. Dann sei
y : Rn → Rn definiert durch y′(x) := x′ und yn(x) := xn − ω(x′)ρξ(xn).
Dann gelten folgende Eigenschaften der Abbildung y :
1) y|Hω : Hω → H ist bijektiv.
2) Die Jacobi-Determinante von y(x) ist J [y(x)] = 1− ω(x′)ρ′ξ(xn)
und erfu¨llt J [y(x)] >
1
3
fu¨r alle x ∈ Hω.
3) Es existiert eine stetig differenzierbare Umkehrabbildung x(.).
4) Die Jacobi-Determinante von x(y) ist J [x(y)] =
1
1− ω(y′)ρ′ξ(xn(y))
und erfu¨llt J [x(y)] >
3
5
fu¨r alle y ∈ H.
5) Es gilt:
H ∩ (Rn\B√nξ) = Hω ∩ (Rn\B√nξ) und y(x) = x fu¨r alle x ∈ Rn\B4√nξ
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Beweis.
Zu 1)
Sei x, xˆ ∈ Rn und y(x) = y(xˆ). Dann folgt x′ = xˆ′ und
xn − ω(x′)ρξ(xn) = xˆn − ω(x′)ρξ(xˆn). Weiter mit Hilfe des Mittelwertsatzes ist
xn − xˆn = ω(x′) (ρξ(xn)− ρξ(xˆn)) = ω(x′)ρ′ξ(η)(xn − xˆn).
Angenommen xn 6= xˆn, dann wu¨rde folgen ω(x′)ρ′ξ(η) = 1. Mittels des
Fundamentalsatzes der Differential- und Integralrechnung folgt wegen ω(0) = 0 :
|ω(x′)| =
∣∣∣∣∫ 1
0
∇ω(s · x′)x′ds
∣∣∣∣ ≤ ‖∇ω‖∞ |x′| < Rξ (3.3.1)
Somit ist dann
∣∣ω(x′) || ρ′ξ(η)∣∣ < 2Rξ3ξ < 1, ein Widerspruch.
Sei x′ fest gewa¨hlt und fu¨r ω(x′) ≤ z sei f(z) := yn(x′, z).
Fu¨r xn > 4ξ ist f(xn) = xn und fu¨r ω(x
′) ≤ xn ≤ 4ξ ist
f(ω(x′)) = ω(x′)− ω(x′) · 1 = 0. Weiter gilt f(4ξ) = ω(x′)− ω(x′) · 0 = 4ξ.
Durch die Anwendung des Zwischenwertsatzes auf f im Intervall [ω(x′), 4ξ]
folgt somit die Surjektivita¨t.
Zu 2)
Wegen Lemma 3.2 und (3.3.1) folgt:
J [y(x)] = 1− ω(x′)ρ′ξ(xn) ≥ 1− |ω(x′)|
∣∣ρ′ξ(xn)∣∣ > 1− 23ξRξ > 13
Zu 4)
Wieder mittels Lemma 3.2 und (3.3.1) gilt:
1− ω(x′)ρ′ξ(xn) ≤ 1 + |ω(x′)|
∣∣ρ′ξ(xn)∣∣ ≤ 1 + 23ξRξ < 53
Die restlichen Eigenschaften sind trivial oder folgen aus [Mu¨] Bemerkung
nach Lemma III.15.
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Hilfsrechnung 3.4.
Fu¨r x, y aus Definition 3.3 gilt weiter:
∂yj
∂xi
(x) = δij fu¨r j = 1, ..., n− 1 und i = 1, ..., n
∂yn
∂xi
(x) = −∂iω(x′)ρ′ξ(xn) fu¨r i = 1, ..., n− 1
∂yn
∂xn
(x) = 1− ω(x′)ρ′ξ(xn) >
1
3
∂2yj
∂xi∂xk
(x) = 0 fu¨r j = 1, ..., n− 1 und i, k = 1, ..., n
∂2yn
∂xi∂xk
(x) = −∂i∂kω(x′)ρξ(xn) fu¨r i, k = 1, ..., n− 1
∂2yn
∂xi∂xn
(x) = −∂iω(x′)ρ′ξ(xn) fu¨r i = 1, ..., n− 1
∂2yn
∂xn∂xn
(x) = −ω(x′)ρ′′ξ (xn)
∂xj
∂yi
(y) = δij fu¨r j = 1, ..., n− 1 und i = 1, ..., n
∂xn
∂yi
(y) =
−∂iω(y′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
fu¨r i = 1, ..., n− 1
∂xn
∂yn
(y) =
1
1− ω(y′)ρ′ξ(xn(y))
>
3
5
∂2xj
∂yi∂yk
(y) = 0 fu¨r j = 1, ..., n− 1 und i, k = 1, ..., n
∂2xn
∂yi∂yk
(y) =
∂i∂kω(y
′)ρξ(xn(y)) + ∂iω(y′)ρ′ξ(xn(y))
∂xn
∂yk
(y)
1− ω(y′)ρ′ξ(xn(y))
+ ∂iω(y
′)ρξ(xn(y))
∂2xn
∂yk∂yn
(y) fu¨r i, k = 1, ..., n− 1
∂2xn
∂yi∂yn
(y) =
∂iω(y
′)ρ′ξ(xn(y)) + ω(y
′)ρ′′ξ (xn(y))
∂xn
∂yi
(y)(
1− ω(y′)ρ′ξ(xn(y))
)2 fu¨r i = 1, ..., n− 1
∂2xn
∂yn∂yn
(y) =
ω(y′)ρ′′ξ (xn(y))(
1− ω(y′)ρ′ξ(xn(y))
)3
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Daraus folgt, dass x und y C2-Diffeomorphismen sind.
Definition und Hilfssatz 3.5.
Sei 1 < q <∞. Seien M,M ′ ⊂ Rn Gebiete. Weiter sei
v ∈ L1,q(M), x :M →M ′, y :M ′ →M wobei x ∈ C2(M), y ∈ C2(M ′)
bijektiv seien mit y = x−1 und det(Dx) 6= 0, det(Dy) 6= 0.
Fu¨r x ∈ M ′ sei die Piola-Transformierte von v :
v˜(x) := (detDy)(x)(Dx)(y(x))v(y(x))
Dann gilt:
divv˜(x) = (detDy)(x)divv(y(x)) fu¨r alle x ∈M ′
Das u¨bliche
”
Glattziehen“ des Randes (wa¨hle den Diffeomorphismus
y : Rn → Rn mit y(Hω) = H gema¨ß Definition 3.3) fu¨hrt hier nicht zum
Ziel, da die Randbedingung
∫
Hω
u∇Φdx = −
∫
Hω
divuΦdx fu¨r alle Φ ∈ C∞0 (Rn)
(schwache Form von u ·N |∂Hω = 0)
i.A. nicht erhalten bleibt. Betrachtet man hingegen die mit diesem
Diffeomorphismus gebildete Piola-Transformation eines Vektorfeldes auf Hω,
dessen Normalkomponente am Rande im schwachen Sinn verschwindet,
so hat die Piola-Transformierte in H die gleiche Eigenschaft.
46
Definition und Bemerkung 3.6.
Sei 0 < R < 1, Φ ∈ X1,qG (H) und seien die Abbildungen x, y wie in
Definition 3.3 erkla¨rt.
Sei T (Φ)(x) := (detDy)(x)(Dx)(y(x))Φ(y(x)).
Weiter sei T (X1,qG (H)) :=
{
T (Φ) : Φ ∈ X1,qG (H)
}
.
Da x, y (aus Definition 3.3) von ω ∈MR,ξ und somit von R, ξ
abha¨ngen, ist T (.) ebenfalls von R, ξ abha¨ngig.
Hierbei sei stets G ⊂⊂ H\B4√nξ gewa¨hlt. Dann ist y(G) = G und x(G) = G.
Es soll nun der Gradient von Φ in Abha¨ngigkeit von T (Φ) (bzw. umgekehrt)
ausgedru¨ckt werden. Die Anwendung von Produkt- bzw. Kettenregel fu¨hrt
zum Auftreten einer Reihe von Sto¨rtermen, die alle noch von der Funktion
ω ∈ C20(Rn−1) und der Abschneidefunktion ρξ abha¨ngen.
Diese Sto¨rterme teilen wir in zwei Gruppen ein, die wir mit S bzw. K
zusammenfassen:
Die mit S beziehungsweise ST bezeichneten Terme ko¨nnen durch die Wahl von
ω bzw. ρξ in geeigneter Norm ”
klein“ gemacht werden.
Die mit K beziehungsweise KT bezeichneten Terme erweisen sich in geeigneter
Topologie als kompakt.
Bemerkung 3.7.
Da x, y C2-Diffeomorphismen sind, folgt:
T (Φ) ∈ L1loc(Hω) (3.7.1)
Mit (Dx)(y(x)) = (Dy)−1(x) folgt
T (Φ)(x) = (detDy)(x)(Dy)−1(x)Φ(y(x)) und weiter
Φ(y(x)) = ((detDy)(x))−1(Dy)(x)T (Φ)(x) und schließlich
Φ(y) = ((detDy)(x(y)))−1(Dy)(x(y))T (Φ)(x(y)). (3.7.2)
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Betrachte nun:
∂Φj
∂yk
(y) =
∂
∂yk
[[
1− ω(y′)ρ′ξ(xn(y))
]−1
(Dy)(x(y))T (Φ)(x(y))
]
j
=
[
1− ω(y′)ρ′ξ(xn(y))
]−1 ∂
∂yk
[
n∑
i=1
∂yj
∂xi
(x(y))T (Φ)i(x(y))
]
︸ ︷︷ ︸
=:Ajk
+
∂
∂yk
[
1− ω(y′)ρ′ξ(xn(y))
]−1︸ ︷︷ ︸
Bk:=
[
n∑
i=1
∂yj
∂xi
(x(y))T (Φ)i(x(y))
]
fu¨r j, k = 1, ..., n
Dann gilt:
Ajk =
n∑
i,l=1
∂2yj
∂xi∂xl
(x(y))
∂xl
∂yk
(y)T (Φ)i(x(y))
+
n∑
i,ν=1
∂yj
∂xi
(x(y))
∂T (Φ)i
∂xν
(x(y))
∂xν
∂yk
(y) fu¨r j, k = 1, ..., n.
Ajk =
∂T (Φ)j
∂xk
(x(y)) +
∂T (Φ)j
∂xk
(x(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
fu¨r j, k = 1, ..., n− 1.
Ajn =
∂T (Φ)j
∂xn
(x(y))
1
1− ω(y′)ρ′ξ(xn(y))
fu¨r j = 1, ..., n− 1.
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Ank = −
n−1∑
i=1
∂i∂kω(y
′)ρξ(xn(y))T (Φ)i(x(y))
−
n−1∑
i=1
∂iω(y
′)ρ′ξ(xn(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
T (Φ)i(x(y))
− ∂kω(y′)ρ′ξ(xn(y))T (Φ)n(x(y))
− ω(y′)ρ′′ξ (xn(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
T (Φ)n(x(y))
−
n−1∑
i=1
∂iω(y
′)ρξ(xn(y))
∂T (Φ)i
∂xk
(x(y))
−
n−1∑
i=1
∂iω(y
′)ρξ(xn(y))
∂T (Φ)i
∂xn
(x(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
+
1
1− ω(y′)ρ′ξ(xn(y))
∂T (Φ)n
∂xk
(x(y))
+
1
1− ω(y′)ρ′ξ(xn(y))
∂T (Φ)n
∂xn
(x(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
fu¨r k = 1, ..., n− 1.
Ann = −
n−1∑
i=1
∂iω(y
′)ρ′ξ(xn(y))
1
1− ω(y′)ρ′ξ(xn(y))
T (Φ)i(x(y))
− ω(y′)ρ′′ξ (xn(y))
1
1− ω(y′)ρ′ξ(xn(y))
T (Φ)n(x(y))
−
n−1∑
i=1
∂iω(y
′)ρξ(xn(y))
∂T (Φ)i
∂xn
(x(y))
1
1− ω(y′)ρ′ξ(xn(y))
+
∂T (Φ)n
∂xn
(x(y))
Weiter ist:
Bk =
∂kω(y
′)ρξ(xn(y)) + ω(y′)ρ′′ξ (xn(y))
∂kω(y
′)ρξ(xn(y))
1−ω(y′)ρ′ξ(xn(y))[
1− ω(y′)ρ′ξ(xn(y))
]2 fu¨r k = 1, ..., n− 1.
Bn =
ω(y′)ρξ(xn(y))[
1− ω(y′)ρ′ξ(xn(y))
]3
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Definition 3.8.
Sei 0 < R < 1, x, y wie in Definition 3.3, Φ ∈ X1,qG (H) und sei:
STjk(T (Φ)) :=
∂T (Φ)j
∂xk
(x(y))
[
1
1− ω(y′)ρ′ξ(xn(y))
− 1
+
∂kω(y
′)ρξ(xn(y))(
1− ω(y′)ρ′ξ(xn(y))
)2
]
fu¨r j, k = 1, ..., n− 1.
STjn(T (Φ)) :=
∂T (Φ)j
∂xn
(x(y))
(
1(
1− ω(y′)ρ′ξ(xn(y))
)2 − 1
)
fu¨r j = 1, ..., n− 1.
STnk(T (Φ)) : =
∂T (Φ)n
∂xk
(x(y))
(
1(
1− ω(y′)ρ′ξ(xn(y))
)2 − 1
)
+
1
1− ω(y′)ρ′ξ(xn(y))
[
−
n−1∑
i=1
∂iω(y
′)ρξ(xn(y))
∂T (Φ)i
∂xk
(x(y))
−
n−1∑
i=1
∂iω(y
′)ρξ(xn(y))
∂T (Φ)i
∂xn
(x(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
+
1
1− ω(y′)ρ′ξ(xn(y))
∂T (Φ)n
∂xn
(x(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
]
fu¨r k = 1, ..., n− 1.
STnn(T (Φ)) :=
∂T (Φ)n
∂xn
(x(y))
(
1
1− ω(y′)ρ′ξ(xn(y))
− 1
)
−
n−1∑
i=1
∂iω(y
′)ρξ(xn(y))
∂T (Φ)i
∂xn
(x(y))
1(
1− ω(y′)ρ′ξ(xn(y))
)2
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KT1jk (T (Φ)) := 0 fu¨r j = 1, ..., n− 1 und k = 1, ..., n.
KT1nk (T (Φ)) :=
1
1− ω(y′)ρ′ξ(xn(y))
[
−
n−1∑
i=1
∂i∂kω(y
′)ρξ(xn(y))T (Φ)i(x(y))
−
n−1∑
i=1
∂iω(y
′)ρ′ξ(xn(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
T (Φ)i(x(y))
− ∂kω(y′)ρ′ξ(xn(y))T (Φ)n(x(y))
−ω(y′)ρ′′ξ (xn(y))
∂kω(y
′)ρξ(xn(y))
1− ω(y′)ρ′ξ(xn(y))
T (Φ)n(x(y))
]
fu¨r k = 1, ..., n− 1.
KT1nn (T (Φ)) :=
1(
1− ω(y′)ρ′ξ(xn(y))
)2[
−
n−1∑
i=1
∂iω(y
′)ρ′ξ(xn(y))T (Φ)i(x(y))− ω(y′)ρ′′ξ (xn(y))T (Φ)n(x(y))
]
KT2jk (T (Φ)) := BkT (Φ)j(x(y)) fu¨r j = 1, ..., n− 1 und k = 1, ..., n.
KT2nk (T (Φ)) := −
n−1∑
i=1
∂iω(y
′)ρ′ξ(xn(y))T (Φ)i(x(y))
+Bk
(
1− ω(y′)ρ′ξ(xn(y))
)
T (Φ)n(x(y)) fu¨r k = 1, ..., n.
Sei nun KTjk(Φ) := K
T1
jk (Φ) +K
T2
jk (Φ) fu¨r j, k := 1, .., n.
Es sind also alle Terme, in denen Ableitungen von T (Φ)(x(y)) auftreten in STjk
und die Terme, welche die nicht differenzierte Funktion T (Φ)(x(y)) enthalten, in
KTjk zusammengefasst.
Seien Sjk und Kjk die auf analoge Weise definierten Sto¨rterme der inversen
Piolatransformation aus (3.7.2).
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Bemerkung 3.9.
Insgesamt gilt also fu¨r j, k = 1, ..., n und Φ ∈ X1,qG (H) :
∂Φj
∂yk
(y) =
∂T (Φ)j
∂xk
(x(y)) + STjk(T (Φ))(x(y)) +K
T
jk(T (Φ))(x(y))
Auf analoge Weise mit analogen Definitionen ist:
∂T (Φ)j
∂xk
(x) =
∂Φj
∂yk
(y(x)) + Sjk(Φ)(y(x)) +Kjk(Φ)(y(x))
Lemma 3.10.
Sei 1 < q <∞, 0 < R <∞.
Dann existiert ein C = C(R) > 0 mit ‖Φ‖q,H∩BR ≤ C ‖∇Φ‖q,H
fu¨r alle Φ ∈ L1,qG (H).
Beweis.
Sei Φ ∈ L1,qG (H).
Setze Φ wie in Lemma 2.5 als in xn gerade Funktion auf Rn fort und sei mit Φ˜
diese Fortsetzung bezeichnet.
Sei nun R′ ≥ R > 0 so gewa¨hlt, dass ∅ 6= G ⊂⊂ BR′ .
Mit cΦ :=
1
|BR′|
∫
BR′
Φ˜(z)dz und Cp = Cp(R
′) > 0 gilt nach der Poincare´ungleichung:
∥∥∥Φ˜− cΦ∥∥∥
q,BR′
≤ Cp
∥∥∥∇Φ˜∥∥∥
q,BR′
Weiter gilt:∥∥∥Φ˜− cΦ∥∥∥
q,BR′
≥
∥∥∥Φ˜∥∥∥
q,BR′
− |cΦ| |BR′|
1
q
Es ist G ⊂ H und Φ˜
∣∣∣
G
= Φ|G . Daher gilt:
|BR′| |cΦ| =
∣∣∣∣∣∣∣∣∣∣
∫
G
Φ˜(z)dz
︸ ︷︷ ︸
=0
+
∫
BR′\G
Φ˜(z)dz
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
BR′\G
Φ˜(z)dz
∣∣∣∣∣∣∣ ≤
∥∥∥Φ˜∥∥∥
q,BR′
|BR′\G|
1
q′
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Somit gilt weiter:
∥∥∥Φ˜− cΦ∥∥∥
q,BR′
≥
∥∥∥Φ˜∥∥∥
q,BR′
(
1− |BR′\G|
1
q′
|BR′| |BR
′| 1q
)
=
∥∥∥Φ˜∥∥∥
q,BR′
(
1− |BR′\G|
1
q′
|BR′|
1
q′
)
︸ ︷︷ ︸
=:CR′,G>0
Es ist
∥∥∥Φ˜∥∥∥q
q,BR′
=
∫
BR′∩H
|Φ(x)|q dx+
∫
BR′∩H−
|Φ(x′,−xn)|q dx
=
∫
BR′∩H
|Φ(x)|q dx+
∫
BR′∩H
|Φ(x′, xn)|q dx
= 2 ‖Φ‖qq,BR′∩H
und
∥∥∥∇Φ˜∥∥∥q
q,BR′
=
n∑
j=1
∫
BR′∩H
|∂jΦ(x)|q dx+
n−1∑
j=1
∫
BR′∩H−
|(∂jΦ) (x′,−xn)|q dx
+
∫
BR′∩H−
|− (∂nΦ) (x′,−xn)|q dx
=
n∑
j=1
∫
BR′∩H
|∂jΦ(x)|q dx+
n∑
j=1
∫
BR′∩H
|∂jΦ(x′, xn)|q dx
= 2 ‖∇Φ‖qq,BR′∩H .
Also folgt insgesamt:
‖Φ‖q,BR∩H ≤ ‖Φ‖q,BR′∩H ≤ C
−1
R,GCp ‖∇Φ‖q,H
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Lemma 3.11.
Sei 1 < q <∞, 0 < R <∞.
Dann existiert ein C = C(R) > 0 mit ‖Φ‖q,H∩BR ≤ C ‖∇Φ‖q,H fu¨r alle
Φ ∈ Hˆ1,q0 (H).
Beweis.
Fu¨r Φ ∈ Hˆ1,q0 (H) liefert [Si2] Theorem 3.1:
Mit a > 0 und Ha := {x ∈ Rn : 0 < xn < a} gilt ‖Φ‖q,Ha ≤ a ‖∇Φ‖q,Ha .
Sei nun a := 2R so ist:
‖Φn‖q,H∩BR ≤ ‖Φn‖q,H2R ≤ 2R ‖∇Φn‖q,H2R ≤ 2R ‖∇Φn‖q,H
Lemma 3.12.
Sei 1 < q <∞, 0 < R <∞.
Dann existiert ein C = C(R) > 0 mit ‖Φ‖q,H∩BR ≤ C ‖∇Φ‖q,H fu¨r alle
Φ ∈ X1,qG (H).
Beweis.
Sei Φ ∈ X1,qG (H).
Es ist Φi ∈ L1,qG (H) fu¨r i = 1, ..., n− 1. Mit Lemma 3.10 folgt :
‖Φi‖q,H∩BR ≤ Ci ‖∇Φi‖q,H
Fu¨r Φn ∈ Hˆ1,q0 (H) liefert Lemma 3.11:
‖Φi‖q,H∩BR ≤ Cn ‖∇Φi‖q,H
Somit folgt die Behauptung mit C =
(
n∑
i=1
Cqi
) 1
q
> 0.
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Lemma 3.13.
Sei 1 < q <∞. Fu¨r j, k = 1, ..., n ist Kj,k : X1,qG (H)→ Lq(H)
ein kompakter Operator.
Beweis.
a) Sei v ∈ L1,qG (H), G ⊂⊂ H, G− := {x ∈ Rn : (x′,−xn) ∈ G}
und sei G˜ := G ∪G−. Daraus folgt G˜ ⊂⊂ Rn.
Sei v˜ wie in Lemma 2.5 definiert. Dann ist v˜ ∈ L1,q
G˜
(Rn).
Fu¨r 0 < R <∞ ist v˜|BR ∈ W 1,q(BR) und es existiert ein C > 0 mit
‖v˜‖q,BR ≤ C ‖∇v˜‖q,Rn fu¨r alle v˜ ∈ L
1,q
G˜
(Rn) (vgl. Beweis von Lemma 3.10).
Weiter gilt:
‖∇v˜‖q,Rn ≤ 2 ‖∇v‖q,H .
Sei nun vν ⊂ L1,qG (H) eine Folge mit ‖∇vν‖q,H ≤M fu¨r alle ν ∈ N.
Dann gilt fu¨r die Folge der Fortsetzungen v˜ν |BR ⊂ W 1,q(BR) und
‖v˜ν‖q,BR ≤ C ‖∇v˜ν‖q,Rn ≤ 2C ‖∇vν‖q,H ≤ 2CM.
Somit ist (v˜ν) eine in W
1,q(BR) beschra¨nkte Folge. Also existiert
eine Teilfolge v˜νk ⊂ W 1,q(BR) und ein v˜0 ∈ W 1,q(BR) mit v˜νk |BR
w→ v˜0.
Wegen der Kompaktheit der Einbettung J : W 1,q(BR)→ Lq(BR)
(Satz von Rellich) ist ‖v˜νk − v˜0‖q,BR → 0 und daher auch
‖vνk − v0‖q,BR∩H → 0 mit v0 := v˜0|BR∩H . (3.13.1)
b) Fu¨r v ∈ Hˆ1,q0 (H) folgt mit Lemma 3.12:
‖v‖q,BR∩H ≤ ‖∇v‖q,H
Setze v˜(y) :=
{
v(y) fu¨r yn > 0
−v(y′,−yn) fu¨r yn ≤ 0 .
Mit [Si/So] Lemma 2.3 folgt dann v˜|BR ∈ W 1,q(BR) und
‖v˜‖q,BR ≤ 2
1
q ‖v‖q,HTBR ≤ 2
1
qC ‖∇v‖q,H ≤ C ′ ‖∇v˜‖q,Rn mit C ′ > 0.
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Analog zu den vorherigen Ausfu¨hrungen folgt fu¨r eine beschra¨nkte Folge
(vν) ⊂ Hˆ1,q0 (H) die Existenz einer Teilfolge (vνk) und eines v0 ∈ Hˆ1,q0 (H) mit
vνk
w→ v0 in Hˆ1,q0 (H) und ‖vνk − v0‖q,BR∩H → 0. (3.13.2)
Sei nun vν ⊂ X1,qG (H) mit ‖∇vν‖q,H ≤M fu¨r alle ν ∈ N.
Mit (3.13.1) und (3.13.2) folgt, dass eine Teilfolge vνk ⊂ X1,qG (H) und ein
v0 ∈ X1,qG (H) existiert mit vνk
w→ v0 in X1,qG (H) und
∥∥vνk − v0∥∥q,BR∩H → 0
fu¨r R > 0.
c) Alle Terme Kjk sind von der Struktur Kjk(Φ) = γjk(ω, ρ)(y(x))Φ(y(x))
fu¨r alle j, k = 1, ..., n wobei γ ⊂ C00(Rn).
Es existiert ein R > 0 mit supp(γ) ⊂ BR.
Somit folgt mittels Beweisteil a):
∥∥Kjk(vνk)−Kjk(v0)∥∥q,H = ∥∥Kjk(vνk)−Kjk(v0)∥∥q,H∩BR
≤ ‖γ‖∞︸ ︷︷ ︸
≤C
∥∥vνk − v0∥∥q,BR∩H → 0
Lemma 3.14.
Sei 1 < q <∞, Φ ∈ X1,qG (H).
Dann gilt T (Φ) ∈ L1,q(Hω) und es existiert ein C > 0 mit
‖∇T (Φ)‖q,Hω ≤ C ‖∇Φ‖q,H fu¨r alle Φ ∈ X1,qG (H).
Beweis.
Wegen (3.7.1) ist T (Φ) ∈ L1loc(Hω).
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Weiter gilt mit C ′ > 0 :
‖∇T (Φ)‖qq,Hω
=
n∑
i,k=1
‖∂kT (Φ)i‖qq,Hω dx
=
Bemerkung 3.9
n∑
i,k=1
∫
H
∣∣∣∣∂Φi∂yk (y(x)) + Sik(Φ))(y(x)) +Kik(Φ)(y(x))
∣∣∣∣q dx
=
(Trafo)
n∑
i,k=1
∫
H
∣∣∣∣∣ 11− ω(y′)ρ′ξ(xn(y))
∣∣∣∣∣
∣∣∣∣∂Φi∂yk (y) + Sik(Φ)(y) +Kik(Φ)(y)
∣∣∣∣q dy
≤
(Ho¨lder Summe)
C ′
n∑
i,k=1
∫
H
[∣∣∣∣∂Φi∂yk (y)
∣∣∣∣q + |Sik(Φ)(y)|q + |Kik(Φ)(y)|q] dy
Fu¨r alle k, i = 1, ..., n existieren C ′′ > 0, Cik > 0, R > 0, so dass gilt∫
H
|Kik(Φ)|q dx ≤ C ′′Cik ‖Φ‖qq,H∩BR
und ∫
H
|Sik(Φ)|q dx ≤ C ′′Cik ‖∇Φ‖qq,H .
Wobei die Cik von Produkten der Gro¨ßen ‖∇ω‖q∞ ,
∥∥∇2ω∥∥q∞ , ‖ρξ‖q∞ , ∥∥ρ′ξ∥∥q∞ ,∥∥ρ′′ξ∥∥q∞ abha¨ngen. Mit Lemma 3.12 folgt somit:
‖∇T (Φ)‖q,Hω ≤ C ‖∇Φ‖q,H mit C > 0
57
Lemma 3.15.
Sei 1 < q <∞. Seien M,M ′ ⊂ Rn Gebiete mit ∂M, ∂M ′ ∈ C0. Weiter sei
v ∈ L1,q(M), x :M →M ′, y :M ′ →M wobei x ∈ C2(M), y ∈ C2(M ′)
bijektiv seien mit y = x−1 und det(Dx) 6= 0, det(Dy) 6= 0.
Weiter gelte:
i) Es existieren C1, C2 > 0 mit C1 ≤ |detDy(x)| ≤ C2 fu¨r alle x ∈M.
ii)
∣∣∣∣∂xk∂yi (y)
∣∣∣∣ ≤ C und ∣∣∣∣∂yk∂xi (x)
∣∣∣∣ ≤ C fu¨r alle k, i = 1, ..., n
Sei
v˜(x) := (detDy)(x)(Dx)(y(x))v(y(x)) ∈ L1,q(M ′)
und ∫
M
v(y)∇f(y)dy = −
∫
M
divv(y)f(y)dy fu¨r alle f ∈ C∞0 (Rn).
Dann gilt fu¨r alle f ∈ C∞0 (Rn) :∫
M ′
v˜(x)∇f(x)dx = −
∫
M ′
divv˜(x)f(x)dx
Beweis.
Sei f ∈ C∞0 (Rn).
Mit g(y) := f(x(y)) fu¨r y ∈ Rn gilt dann: g ∈ C∞0 (Rn)
Es ist weiter
∂f
∂xj
(x) =
n∑
k=1
∂g
∂yk
(y(x))
∂yk
∂xj
(x)
und aus (Dx)(y(x)) = (Dy)−1(x) folgt
n∑
j=1
∂yk
∂xj
(x)
∂xj
∂yi
(y(x)) = δki.
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Insgesamt folgt:
∫
M ′
v˜(x)∇f(x)dx =
∫
M ′
(detDy)(x)(Dx)(y(x))v(y(x))∇f(x)dx
=
∫
M ′
(detDy)(x)
n∑
i,j,k=1
∂xj
∂yi
(y(x))vi(y(x))
∂g
∂yk
(y(x))
∂yk
∂xj
(x)dx
=
∫
M ′
(detDy)(x)
n∑
k=1
vk(y(x))
∂g
∂yk
(y(x))dx
=
(Trafo)
∫
M
sgn [(detDy)(x(y))] v(y)∇g(y)dy
Da x, y ∈ C2(Rn) und M ein Gebiet ist, folgt:
sgn [(detDy)(x(y))] = const fu¨r alle y ∈M
Also gilt weiter:
∫
M ′
v˜(x)∇f(x)dx
= sgn [(detDy)]
∫
M
v(y)∇g(y)dy =
(Vor)
−sgn [(detDy)]
∫
M
divv(y)g(y)dy
=
(Trafo)
−sgn [(detDy)]
∫
M ′
|(detDy)(x)| (divv)(y(x))g(y(x))dx
=
(Piola)
−
∫
M ′
divv˜(x)f(x)dx
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Satz und Definition 3.16.
Sei 1 < q <∞.
Es gilt:
T (X1,qG (H)) = Y
1,q
G (Hω) :=
Ψ ∈ Y 1,q(Hω) :
∫
G
Ψidy = 0 fu¨r i=1,...,n-1

Beweis.
a) Wegen Lemma 2.3 ist:
X1,qG (H) =
Ψ ∈ Y 1,q(H) :
∫
G
Ψidy = 0 fu¨r i=1,...,n-1

Also folgt mit den Lemmata 3.14 und 3.15:
T (X1,qG (H)) ⊂
Ψ ∈ Y 1,q(Hω) :
∫
G
Ψidy = 0 fu¨r i=1,...,n-1

b) Sei v ∈ Y 1,q(Hω).
Wegen (3.7.2) ist fu¨r y ∈ H :
T−1(v)(y) = ((detDy)(x(y)))−1(Dy)(x(y))v(x(y))
Da x, y C2-Diffeomorphismen sind, folgt
T−1(v) ∈ L1loc(H).
Wieder gilt fu¨r i, j, k, l = 1, ..., n
∂T−1(v)j
∂yk
(y) =
∂vj
∂xk
(x(y)) + S˜jk(v)(x(y)) + K˜jk(v)(x(y))
wobei gilt
S˜jk(v)(x(y)) =
n∑
i,l=1
γijkl
∂vi
∂xl
(x(y)) mit γijkl ∈ C00(Rn)
und
K˜jk(v)(x(y)) =
n∑
i=1
δijkvi(x(y)) mit δijk ∈ C00(Rn).
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Aus Bemerkung 1.3 c) folgt vi ∈ Lq(Hω ∩BR) fu¨r alle R > 0.
Daraus folgt:∫
H
∣∣∣∣∂T−1(v)j∂yk (y)
∣∣∣∣q dy <∞
Somit ist T−1(v) ∈ L1,q(H) und mit Lemma 3.15 folgt T−1(v) ∈ Y 1,q(H).
Wegen Lemma 2.3 ist dann T−1(v) ∈ X1,qG (H) und somit v ∈ T (X1,qG (H)).
Wir beno¨tigen noch eine Poincare´-Ungleichung fu¨r die nachfolgend definierte
Menge M (=Bild der Halbkugel B+R unter der Abbildung x : H → Hω).
Da diese Menge weder einen glatten Rand hat noch konvex zu sein braucht,
folgt die Behauptung nicht aus den
”
u¨blichen“ Voraussetzungen u¨ber die
Gu¨ltigkeit der Poincare´-Abscha¨tzung.
Lemma 3.17.
Sei 1 < q <∞, 0 < R <∞ und seien die Abbildungen y : Hω → H bzw.
x : H → Hω wie in Definition 3.3 erkla¨rt. Sei M :=
{
x(y) : y ∈ B+R
} ⊂ Hω.
Dann gibt es ein C > 0 derart, dass ‖u‖q,M ≤ C ‖∇u‖q,M
fu¨r alle u ∈ W 1,q(M) mit
∫
M
u(x)dx = 0 gilt.
Beweis.
Angenommen, die Behauptung sei falsch, dann existiert eine Folge
(uν) ⊂ W 1,q(M) mit:∫
M
uν(x)dx = 0, ‖uν‖q,M = 1 und ‖∇uν‖q,M → 0
Sei u˜ν(y) := uν(x(y)) fu¨r y ∈ B+r . Dann folgt u˜ν ∈ W 1,q(B+R).
Es ist:∫
B+r
|u˜ν(y)|q dy =
∫
M
|uν(x)|q |J [y(x)]| dx
Daher folgt mittels Lemma 3.3:
C1 ‖uν‖q,M ≤ ‖u˜ν‖q,B+R ≤ C2 ‖uν‖q,M mit Ci > 0, i = 1, 2 (3.17.1)
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Weiter gilt fu¨r alle y ∈ B+r :
∂iu˜ν(y) =
n∑
k=1
(∂kuν) (x(y))
∂xk
∂yi
(y)
Wegen
∣∣∣∣∂xk∂yi (y)
∣∣∣∣ ≤ C folgt die Existenz eines C ′ > 0 mit:
|∇u˜ν(y)| ≤ C ′ |(∇uν) (x(y))| fu¨r alle y ∈ B+r
Also ist:
‖∇u˜ν‖q,B+R ≤ C
′
∫
B+R
|∇uν(x(y))|q dy

1
q
= C ′
∫
M
|∇uν(x)|q |J [y(x)]| dx
 1q
≤ C ′′ ‖∇uν‖q,M → 0 fu¨r ν →∞
Sei cν :=
1
|B+R |
∫
B+R
u˜ν(z)dz.
Mit der Ho¨lderungleichung folgt |cν | ≤ C3 fu¨r alle ν ∈ N.
Daraus folgt die Existenz einer Teilfolge cνj mit cνj → c.
Sei im Weiteren diese Teilfolge wieder mit cν bezeichnet.
Mit der Poincare´ungleichung folgt dann:
‖u˜ν − u˜µ‖q,B+R −
∣∣B+R ∣∣ 1q |cν − cµ| ≤ ‖(u˜ν − cν)− (u˜µ − cµ)‖q,B+R
≤ C ‖∇ (u˜ν − u˜µ)‖q,B+R → 0
Also existiert ein u˜ ∈ Lq(B+R) mit ‖u˜− u˜ν‖q,B+R → 0.
Sei u(x) := u˜(x(y)).
Dann ist u ∈ Lq(M) und wegen (3.17.1) gilt:
‖u− uν‖q,M ≤ C−11 ‖u˜− u˜ν‖q,B+R → 0
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Fu¨r alle Φ ∈ C∞0 (M) ist:∫
M
u(y)∂iΦ(y)dy = lim
ν→∞
∫
M
uν(y)∂iΦ(y)dy = − lim
ν→∞
∫
M
∂iuν(y)Φ(y)dy = 0
Daraus folgt ∇u = 0 und somit cˆ := u = const.
Aber wegen
cˆ |M | =
∫
M
u(x)dx = lim
ν→∞
∫
M
uν(x)dx = 0
folgt u = 0.
Dieses steht im Widerspruch zu ‖u‖q,M = limν→∞ ‖uν‖q,M = 1.
In unserer Anwendung verfu¨gen wir nicht u¨ber die Information
∫
M
udx = 0,
sondern nur u¨ber
∫
G
udx = 0, wobei G ⊂⊂M.
Dieser Fall wird nun betrachtet.
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Lemma 3.18.
Sei 1 < q <∞ und 1 < ξ <∞.
Weiter sei T (X1,qG (H)) in Abha¨ngigkeit (siehe Bemerkung 3.6)
von ξ mit G ⊂⊂ H\B4√nξ gewa¨hlt.
Sei r := 4
√
nξ und r < r′ <∞ mit G ⊂⊂ Br′ . Sei weiter M ′ := Hω ∩Br′ .
Dann existiert ein C > 0 mit ‖u‖q,M ′ ≤ C ‖∇u‖q,M ′ fu¨r alle u ∈ T (X1,qG (H)).
Abbildung 1
Beweis.
Angenommen, die Behauptung sei falsch, dann existiert eine Folge
(uν) ⊂ T (X1,qG (H)) mit ‖uν‖q,M ′ = 1 und ‖∇uν‖q,M ′ → 0.
Sei cν :=
1
|M ′|
∫
M ′
uν(z)dz. Dann folgt mit Lemma 3.17:
‖uν − cν‖q,M ′ ≤ C1 ‖∇uν‖q,M ′ mit C1 > 0 (3.18.1)
Mit der Ho¨lderungleichung folgt |cν | ≤ C2 fu¨r alle ν ∈ N.
Daraus folgt die Existenz einer Teilfolge cνj mit cνj → c.
Sei im Weiteren diese Teilfolge wieder mit cν bezeichnet.
Mit (3.18.1) folgt dann:∥∥uν − uµ∥∥q,M ′ − |M ′| 1q ∣∣cν − cµ∣∣ ≤ C1 ∥∥∇ (uν − uµ)∥∥q,M ′ → 0
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Also existiert ein u ∈ Lq(M ′) mit ‖u− uν‖q,M ′ → 0.
Fu¨r alle Φ ∈ C∞0 (M ′) gilt:∫
M ′
u(y)∂iΦ(y)dy = lim
ν→∞
∫
M ′
uν(y)∂iΦ(y)dy = − lim
ν→∞
∫
M ′
∂iuν(y)Φ(y)dy = 0
Daraus folgt die Existenz der schwachen Ableitung ∂iu ∈ Lq(M ′) und ∇u = 0.
Mit der Ho¨lderungleichung folgt cν →
1
|M ′|
∫
M ′
u(z)dz = c.
Also ist mit (3.18.1) ‖u− c‖q,M ′ ≤ C3 ‖∇u‖q,M ′ = 0 mit C3 > 0
und daher ist u = c.
Wegen Satz 3.16 gilt fu¨r alle Ψ ∈ C∞0 (Br′) :∫
M ′
uν∇Ψdx = −
∫
M ′
divuνΨdx
Also folgt wieder mit der Ho¨lderungleichung
∫
M ′
u∇Ψdx = 0 fu¨r alle Ψ ∈ C∞0 (Br′).
Mittels des Satzes von Gauß ist:
0 =
∫
M ′
n∑
i=1
ci∂iΨ(x)dx =
∫
∂Hω∩Br′
n∑
i=1
ciNi(x)Ψ(x)dx fu¨r alle Ψ ∈ C∞0 (Br′)
Andererseits gilt (vgl. Satz 3.16)
ci |G| =
∫
G
uidx = lim
ν→∞
∫
G
uiνdx = 0
und somit ci = 0 fu¨r alle i = 1, ..., n− 1.
Also ist 0 =
∫
∂Hω∩Br′
cnNn(x)Ψ(x)dx fu¨r alle Ψ ∈ C∞0 (Br′).
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Sei nun Ψ ∈ C∞0 (Br′\Br) mit 0 ≤ Ψ ≤ 1, Ψ(x) = 1 fu¨r alle
1
4
(r′ − r) + r < |x| < 3
4
(r′ − r) + r. (Siehe dazu ebenfalls Abbildung 1.)
Dann ist 0 = −
∫
∂Hω∩Br′
cnΨ(x)dx und wegen
∫
∂Hω∩Br′
Ψ(x)dx > 0, ist cn = 0.
Also folgt u = 0 im Widerspruch zu ‖u‖q,M ′ = 1.
In Lemma 3.14 wurde die Abscha¨tzung ‖∇T (Φ)‖q,Hω ≤ C ‖∇Φ‖q,H gezeigt.
Nun soll umgekehrt ‖∇Φ‖q,H durch ‖∇T (Φ)‖q,Hω abgescha¨tzt werden.
Lemma 3.19.
Sei 1 < q <∞ und sei T (Φ) ∈ T (X1,qG (H)).
Dann gilt Φ ∈ L1,q(H) und es existiert ein C > 0 mit
‖∇Φ‖q,H ≤ C ‖∇T (Φ)‖q,Hω fu¨r alle Φ ∈ X1,qG (H).
Beweis.
Wegen (3.7.2) ist Φ ∈ L1loc(H).
Weiter gilt mit C ′ > 0 :
‖∇Φ‖qq,H
=
n∑
i,k=1
‖∂kΦi‖qq,H dy
=
Bemerkung 3.9
n∑
i,k=1
∫
H
∣∣∣∣∂T (Φ)i∂xk (x(y)) + STik(T (Φ))(x(y)) +KTik(T (Φ))(x(y))
∣∣∣∣q dy
=
(Trafo)
n∑
i,k=1
∫
Hω
∣∣1− ω(x′)ρ′ξ(xn)∣∣ ∣∣∣∣∂T (Φ)i∂xk (x) + STik(T (Φ))(x) +KTik(T (Φ))(x)
∣∣∣∣q dx
≤
(Ho¨lder Summe)
C ′
n∑
i,k=1
∫
Hω
[∣∣∣∣∂T (Φ)i∂xk (x)
∣∣∣∣q + ∣∣STik(T (Φ))(x)∣∣q + ∣∣KTik(T (Φ))(x)∣∣q] dx
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Fu¨r alle k, i = 1, ..., n existieren C ′′ > 0, Cjk > 0, R > 0, so dass gilt∫
Hω
∣∣KTik(T (Φ))∣∣q dx ≤ C ′′Cik ‖T (Φ)‖qq,Hω∩BR
und ∫
Hω
∣∣STik(T (Φ))∣∣q dx ≤ C ′′Cik ‖∇T (Φ)‖qq,Hω .
Wobei die Cjk von Produkten der Gro¨ßen ‖∇ω‖q∞ ,
∥∥∇2ω∥∥q∞ , ‖ρξ‖q∞ , ∥∥ρ′ξ∥∥q∞ ,∥∥ρ′′ξ∥∥q∞ abha¨ngen. Mit Lemma 3.18 folgt somit:
‖∇Φ‖q,H ≤ C ‖∇T (Φ)‖q,Hω mit C > 0
Lemma 3.20.
Sei 1 < q <∞.
Fu¨r j, k = 1, ..., n ist KTj,k : T (X
1,q
G (H))→ Lq(Hω) ein kompakter Operator.
Beweis.
Sei nun T (vν) ⊂ T (X1,qG (H)) mit ‖∇T (vν)‖q,Hω ≤M fu¨r alle ν ∈ N.
Dann folgt mit Lemma 3.19:
‖∇vν‖q,H ≤ C ‖∇T (vν)‖q,Hω ≤ CM
Gema¨ß Beweisteil a) von Lemma 3.13 folgt die Existenz einer Teilfolge vνk
und v0 ∈ Lq(H ∩BR) mit
∥∥vνk − v0∥∥q,BR∩H → 0 fu¨r alle R > 0. (3.20.1)
Alle Terme KTjk sind ebenfalls von der Struktur
KTjk(Φ)(y) = γjk(ω, ρ)(x(y))T (Φ(x(y))) fu¨r alle j, k = 1, ..., n mit γjk ⊂ C00(Rn).
Es existiert ein R′ > 0 mit supp(γ) ⊂ BR′ .
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Somit ist :∥∥KTjk(T (vνk))−KTjk(T (v0))∥∥q,Hω
=
∥∥KTjk(T (vνk))−KTjk(T (v0))∥∥q,Hω∩BR′
≤ ‖γ‖∞︸ ︷︷ ︸
≤C
∥∥T (vνk)− T (v0)∥∥q,BR′∩Hω
≤ C
 n∑
i=1
∫
BR′∩Hω
∣∣∣∣∣(detDy)(x)
n∑
j=1
∂xi
∂yj
(y(x)) (vνk(y(x))− v0(y(x)))j
∣∣∣∣∣
q
dx

1
q
≤
(Trafo)
C ′
 n∑
i=1
∫
BR′∩H
∣∣∣∣∣
n∑
j=1
∂xi
∂yj
(y) (vνk(y)− v0(y))j
∣∣∣∣∣
q
dy

1
q
≤
(Ho¨lder Summe)
C ′′
∥∥vνk − v0∥∥q,BR′∩H → 0 mit (3.20.1)
Lemma 3.21.
Sei 1 < q <∞. Dann gilt:
Aus Φν
w→ Φ in X1,qG (H) folgt T (Φν) w→ T (Φ) in T (X1,qG (H)).
Beweis.
Sei T (v) ∈ T (X1,qG (H)).
Es ist ∇ : T (X1,qG )→ Lq(Hω) mit T (v)→ ∇T (v)
und es ist T (X1,qG (H))→
{∇T (v) : T (v) ∈ T (X1,qG (H))} :=M
isometrisch isomorph.
Sei nun F ∗ ∈ T (X1,qG (H))∗ und sei F˜ ∗(∇T (Φ)) := F ∗(T (Φ)).
Somit folgt: F˜ ∗ ist stetig und linear auf M.
Da M ein linearer Teilraum von Lq(Hω) ist, folgt
mit Hahn-Banach die Existenz der Fortsetzung Fˆ ∗ auf Lq(Hω).
Im Falle 1 < q <∞ ist die Hahn-Bannach-Fortsetzung Fˆ ∗ eines auf einem
Unterraum von Lq(G) (G ⊂ Rn messbar) definierten und dort stetigen
linearen Funktionals F auf ganz Lq(G) eindeutig bestimmt.
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Zu Fˆ ∗ existiert daher genau ein g ∈ Lq′(Hω) mit
∥∥∥g∥∥∥
q′,Hω
=
∥∥∥Fˆ ∗∥∥∥
Lq(Hω)∗
= ‖F ∗‖(T (X1,qG (H)))∗
und
< g,∇T (v) >Hω= Fˆ ∗(∇T (v)) = F˜ ∗(∇T (v)) = F ∗(T (v)).
Somit folgt:
Zu F ∗ ∈ T (X1,qG (H))∗ und T (v) ∈ T (X1,qG (H))
existiert ein g ∈ Lq′(Hω) mit < g,∇T (v) >Hω= F ∗(∇T (v)).
Sei nun Φ, Φν ⊂ X1,qG (H) mit |F ∗(Φν)− F ∗(Φ)| → 0
fu¨r alle F ∗ ∈ X1,qG (H)∗. Dann ist mit g˜(y) := g(x(y)) :
|F ∗(T (Φν))− F ∗(T (Φ))| =
∣∣∣< g,∇(T (Φν)− T (Φ)) >Hω ∣∣∣
≤
(Trafo)
C ′
∣∣∣< g˜,∇(Φν − Φ) + S(Φν − Φ) +K(Φν − Φ) >H∣∣∣
Sei weiter:
F ∗1 (Φ) :=< g˜,∇Φ >,
F ∗2 (Φ) :=< g˜, S(Φ) >
und
F ∗3 (Φ) :=< g˜,K(Φ) >
Analog zum Beweis des Lemmas 3.14 gilt dann
|F ∗1 (Φ)| ≤
∥∥∥g˜∥∥∥
q′,H
‖∇Φ‖q,H ,
|F ∗2 (Φ)| ≤ C ′
∥∥∥g˜∥∥∥
q′,H
‖∇Φ‖q,H
und
|F ∗3 (Φ)| ≤ C ′′
∥∥∥g˜∥∥∥
q′,H
‖∇Φ‖q,H .
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Somit sind F ∗i ∈ X1,qG (H)∗ fu¨r alle i = 1, 2, 3 und es gilt:
|F ∗(T (Φν))− F ∗(T (Φ))| ≤
3∑
i=1
|F ∗i (T (Φν))− F ∗i (T (Φ))| → 0
Lemma 3.22.
Sei 1 < q <∞.
Fu¨r j, k = 1, ..., n seien
STkj :
(
T (X1,qG (H)), ‖∇.‖q,Hω
)
→
(
Lq(Hω), ‖.‖q,Hω
)
,
KTkj :
(
T (X1,qG (H)), ‖∇.‖q,Hω
)
→
(
Lq(Hω), ‖.‖q,Hω
)
,
Skj :
(
X1,qG (H), ‖∇.‖q,H
)
→
(
Lq(H), ‖.‖q,H
)
,
Kkj :
(
X1,qG (H), ‖∇.‖q,H
)
→
(
Lq(H), ‖.‖q,H
)
wie in Definition 3.8 erkla¨rt.
Dann sind dies lineare beschra¨nkte Operatoren.
Beweis.
Linearita¨t folgt trivial nach Definition. Der Rest folgt wie im Beweis
der Lemmata 3.14 und 3.19.
Lemma 3.23.
Sei 1 < q <∞. Dann gilt:
Aus T (Φν)
w→ T (Φ) in T (X1,qG (H)) folgt Φν w→ Φ in X1,qG (H).
Beweis.
Analog zu Lemma 3.21 unter Verwendung des Lemmas 3.22.
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Lemma 3.24.
Seien 1 < ξ <∞ und 0 < R < 1. Fu¨r ω ∈MR,ξ (vgl. Def 3.1)
sei die von ω abha¨ngige Piolatransformation T gema¨ß Def 3.6 sowie die
Umkehrformel aus Bemerkung 3.9 betrachtet. Fu¨r die dort auftretenden
Sto¨rterme Sjk bzw. S
T
jk, die von ω abha¨ngen, gilt dann:
Zu jedem  > 0 gibt es ein 0 < R0 = R0(, q, n) < 1derart, dass fu¨r alle ω ∈MR,ξ
mit 0 < R ≤ R0 gilt
‖Skj(Φ)‖q,H ≤  ‖∇Φ‖q,H fu¨r alle Φ ∈ X1,qG (H)
und ∥∥STkj(T (Φ))∥∥q,Hω ≤  ‖∇T (Φ)‖q,Hω fu¨r alle T (Φ) ∈ T (X1,qG (H)).
Beweis.
Sei ρξ wie in Lemma 3.2 definiert.
Wegen (3.3.1) ist |ω| < Rξ und nach Definition der Klasse MR,ξ (vgl. Def. 3.1)
ist ‖∇ω‖∞ ≤ R.
Aus Lemma 3.2 folgt 0 ≤ ρξ ≤ 1 und
∣∣ρ′ξ(t)∣∣ < 23ξ .
Somit ist:∣∣∣∣∣ 11− ω(y′)ρ′ξ(xn(y)) − 1
∣∣∣∣∣ ≤
∣∣ω(y′)ρ′ξ(xn(y))∣∣
1
3
≤ 2R→ 0 fu¨r R→ 0
Ebenso ist:
|∂kω(y′)ρξ(xn(y))| ≤ ‖∇ω‖∞ |1| ≤ R→ 0 fu¨r R→ 0
Definition und Bemerkung 3.25.
Sei 1 < q <∞, v ∈ T (X1,qG (H)) und Φ ∈ T (X1,q
′
G (H)).
Die Haupteigenschaft der Piola-Transformation ist folgende Reproduktion
der Divergenz:
divT (Φ)(x) = ((detDx)(y(x)))−1divΦ(y(x))
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Somit ist:
< divT (v), divT (Φ) >Hω=
∫
H
((detDx)(y))−1divv(y)divΦ(y)dy
=< divv, divΦ >H +
∫
H
(
((detDx)(y))−1 − 1) divv(y)divΦ(y)dy
︸ ︷︷ ︸
:=Sˆ(v,Φ)
Ebenso gilt:
< divv, divΦ >H=
∫
Hω
((detDy)(x))−1divT (v)(x)divT (Φ(x))dx
=< divT (v), divT (Φ) >Hω +
∫
Hω
(
((detDy)(x))−1 − 1) divT (v)(x)divT (Φ)(x)dx
︸ ︷︷ ︸
:=SˆT (T (v),T (Φ))
Analog zum Beweis des Lemmas 3.24 gilt:
Zu jedem  > 0 gibt es ein 0 < R0 = R0(, q, n) < 1derart, dass fu¨r alle ω ∈MR,ξ
mit 0 < R ≤ R0 gilt∣∣∣Sˆ(v,Φ)∣∣∣ ≤  ‖∇v‖q,H ‖∇Φ‖q′,H
und ∣∣∣SˆT (T (v), T (Φ))∣∣∣ ≤  ‖∇T (v)‖q,H ‖∇T (Φ)‖q′,H
fu¨r alle v ∈ X1,q′G (H) und Φ ∈ X1,qG (H).
Weiter seien mit λ ∈ R :
S(1)(v,Φ) := λSˆ(v,Φ)+ < S(v),∇Φ >H
+ < ∇v, S(Φ) >H + < S(v), S(Φ) >H
+ < S(v), K(Φ) >H + < K(v), S(Φ) >H
K(1)(v,Φ) :=< K(v),∇Φ >H + < ∇v,K(Φ) >H
+ < K(v), K(Φ) >H
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S
(1)
T (T (v), T (Φ)) := λSˆT (T (v), T (Φ))+ < S
T (T (v)),∇T (Φ) >Hω
+ < ∇T (v), ST (T (Φ)) >Hω + < ST (T (v)), ST (T (Φ)) >Hω
+ < ST (T (v)), KT (T (Φ)) >Hω + < K
T (T (v)), ST (T (Φ)) >Hω
K
(1)
T (T (v), T (Φ)) :=< K
T (T (v)),∇T (Φ) >Hω + < ∇T (v), KT (T (Φ)) >Hω
+ < KT (T (v)), KT (T (Φ)) >Hω
S(2)(v,Φ) := S(1)(v,Φ)− Sˆ(v,Φ)+ < St(v),∇Φ >H
+ < ∇v, St(Φ) >H + < S(v), St(Φ) >H
+ < S(v), Kt(Φ) >H + < K(v), S
t(Φ) >H
K(2)(v,Φ) := K(1)(v,Φ)+ < Kt(v),∇Φ >H + < ∇v,Kt(Φ) >H
+ < K(v), Kt(Φ) >H
S
(2)
T (T (v), T (Φ)) := S
(1)
T (T (v), T (Φ))− SˆT (T (v), T (Φ))
+ <
(
ST
)t
(T (v)),∇T (Φ) >Hω + < ∇T (v),
(
ST
)t
(T (Φ)) >Hω
+ < ST (T (v)),
(
ST
)t
(T (Φ)) >Hω
+ <
(
ST
)t
(T (v)), KT (T (Φ)) >Hω + < K
T (T (v)),
(
ST
)t
>Hω
K
(2)
T (T (v), T (Φ)) := K
(1)
T (T (v), T (Φ))+ <
(
KT
)t
T (v)),∇T (Φ) >Hω
+ < ∇T (v), (KT )t >Hω + < KT (T (v)), (KT )t >Hω
Dann ist fu¨r τ = 1, 2
Bτ (v,Φ, λ,H)
= Bτ (T (v), T (Φ), λ,Hω) + S
(τ)
T (T (v), T (Φ)) +K
(τ)
T (T (v), T (Φ)) (3.25.1)
und
Bτ (T (v), T (Φ), λ,Hω)
= Bτ (v,Φ, λ,H) + S
(τ)(v,Φ) +K(τ)(v,Φ). (3.25.2)
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Weiter gilt mit Lemma 3.24 fu¨r τ = 1, 2 :
Zu jedem  > 0 gibt es ein 0 < R0 = R0(, q, n) < 1derart, dass fu¨r alle ω ∈MR,ξ
mit 0 < R ≤ R0 gilt∣∣S(τ)(v,Φ)∣∣ ≤  ‖∇v‖q,H ‖∇Φ‖q′,H
und ∣∣∣S(τ)T (T (v), T (Φ))∣∣∣ ≤  ‖∇T (v)‖q,Hω ‖∇T (Φ)‖q′,Hω
fu¨r alle v ∈ X1,qG (H) und Φ ∈ X1,q
′
G (H).
Lemma 3.26.
Sei 1 < q <∞.
T (X1,qG (H)) ist ein reflexiver Banachraum.
Beweis.
Sei T (Φν) ⊂ T (X1,qG (H)) mit
∥∥∇ (T (Φν)− T (Φµ))∥∥q,Hω → 0.
Mit Lemma 3.19 folgt:∥∥∇ (Φν − Φµ)∥∥q,Hω → 0
Wegen der Vollsta¨ndigkeit von X1,qG (H) (Lemma 1.9) existiert ein
Φ0 ∈ X1,qG (H) mit Φν → Φ0.
Wegen Lemma 3.14 gilt:
‖∇ (T (Φν)− T (Φ0))‖q,Hω ≤ C ′ ‖∇ (Φν − Φ0)‖q,H → 0
Damit folgt die Vollsta¨ndigkeit von T (X1,qG (H)).
Da T (X1,qG (H)) ⊂ L1,q(Hω) linearer abgeschlossener Teilraum ist,
folgt die Reflexivita¨t von T (X1,qG (H)) aus der von L
1,q(Hω).
Lemma 3.27.
Sei 1 < q <∞.
Dann gilt: T (DG(H)) ist dicht in T (X
1,q
G (H)).
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Beweis.
Sei T (u) ∈ T (X1,qG (H)).
Somit ist u ∈ X1,qG (H) und gema¨ß Bemerkung 2.10 existiert eine Folge
(uν) ⊂ DG(H) mit ‖∇ (uν − u)‖q,H → 0.
Mit Lemma 3.14 gilt:
‖∇ (T (uν)− T (u))‖q,Hω ≤ C ‖∇ (uν − u)‖q,H → 0
Wegen T (uν) ⊂ T (DG(H)) folgt dann die Behauptung.
Lemma 3.28.
Sei 1 < q < n. Dann gilt fu¨r alle 0 < R <∞ :
a) Aus u ∈ L1,qG (H) folgt u ∈ Lq
∗
(H ∩BR) mit q∗ := nq
n− q .
b) Es existiert ein C = C(q, R,G) > 0, so dass fu¨r alle u ∈ L1,qG (H) gilt:
‖u‖q∗,H∩BR ≤ C ‖∇u‖q,H
Beweis.
a) Sei u ∈ L1,qG (H). Setze u wie in Lemma 2.5 fort.
Sei mit u˜ ∈ L1,qG (Rn) diese Fortsetzung bezeichnet.
Wegen [Si2] Theorem 3.11 folgt die Existenz der Folgen (ck) ⊂ R und
(uk) ⊂ C∞0 (Rn) mit:
‖∇ (uk − u˜)‖q,Rn → 0 und uk − ck ∈ L1,qG (Rn)
Wegen der Sobolevungleichung ist:
‖uk − uj‖q∗,Rn ≤ CSOB ‖∇ (uk − uj)‖q,Rn → 0
Daher existiert ein u∗ ∈ Lq∗(Rn) mit ‖u∗ − uk‖q∗,Rn → 0.
Sei nun v := u∗|H ∈ Lq
∗
(H) und sei ϕ ∈ C∞0 (H).
Es ist:∫
H
v∂jϕdx = lim
k→∞
∫
H
uk∂jϕdx = − lim
k→∞
∫
H
∂jukϕdx =
∫
H
∂juϕdx
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Also folgt die Existenz der schwachen Ableitung ∂jv in H und ∂ju = ∂jv.
Es ist u− v ∈ L1(H ∩BR) fu¨r alle R > 0 und ∇(u− v) = 0.
Daher ist u− v = c = const.
Da nun c ∈ Lq∗(H ∩BR) und v ∈ Lq∗(H) ist, folgt u ∈ Lq∗(H ∩BR).
b) Wegen
c |G| =
∫
G
cdx =
∫
G
udx
︸ ︷︷ ︸
=0
−
∫
G
vdx
folgt
c = − 1|G|
∫
G
vdx.
Sei nun R′ ≥ R mit G ⊂⊂ BR′ . Dann gilt:
‖u‖q∗,H∩BR′ = ‖v + c‖q∗,H∩BR′
≤ ‖v‖q∗,H∩BR′ +
∥∥∥∥∥∥ 1|G|
∫
G
vdx
∥∥∥∥∥∥
q∗,H∩BR′
≤ ‖v‖q∗,H∩BR′ + |BR′ ∩H|
1
q∗ |G|
1
q∗′
−1 ‖v‖q∗,G
≤ C ‖v‖q∗,H∩BR′
= lim
k→∞
C ‖uk‖q∗,H∩BR′ mit C > 0
Wegen der Sobolevungleichung ist ‖uk‖q∗,H∩BR′ ≤ C
′ ‖∇uk‖q,Rn fu¨r alle k ∈ N.
Daher gilt mit C ′′ > 0 :
‖u‖q∗,H∩BR′ ≤ limk→∞C
′′ ‖∇uk‖q,Rn
= C ′′ ‖∇u˜‖q,Rn
= 2
1
qC ′′ ‖∇u‖q,H
Da R′ ≥ R ist, folgt nun ‖u‖q∗,H∩BR ≤ 2
1
qC ′′ ‖∇u‖q,H mit C ′′ > 0.
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Lemma 3.29.
Sei 1 < q < n und seien ξ, G wie in Definition 3.6 erkla¨rt.
Dann gilt fu¨r alle 0 < r <∞ :
a) Aus T (u) ∈ T (X1,qG (H)) folgt T (u) ∈ Lq
∗
(Hω ∩Br) mit q∗ := nq
n− q .
b) Es existiert ein C = C(q, r, G) > 0, so dass fu¨r alle T (u) ∈ T (X1,qG (H)) gilt:
‖T (u)‖q∗,Hω∩Br ≤ C ‖∇T (u)‖q,Hω
Beweis.
Die Sobolevungleichungen in Hˆ1,q0 (H) liefern zusammen mit
Lemma 3.28 fu¨r r′ := max
{
4
√
nξ, r
}
:
1) Aus v ∈ X1,qG (H) folgt v ∈ Lq
∗
(H ∩Br′).
2) Es existiert ein C˜ = C˜(q, r′, G, n) > 0, so dass fu¨r alle v ∈ X1,qG (H) gilt:
‖v‖q∗,H∩Br′ ≤ C˜ ‖∇v‖q,H (3.29.1)
Fu¨r v ∈ X1,qG (H) und x ∈ Hω ist nach Definition 3.6 :
T (v)(x) = (detDy)(x)(Dx)(y(x))v(y(x))
Somit gilt fu¨r alle v ∈ X1,qG (H) ∩ Lq
∗
(H ∩Br′) :
‖T (v)‖q∗,Hω∩Br′ =
 n∑
i=1
∫
Br′∩Hω
∣∣∣∣∣(detDy)(x)
n∑
j=1
∂xi
∂yj
(y(x))vj(y(x))
∣∣∣∣∣
q∗
dx

1
q∗
≤
(Trafo)
C ′
 n∑
i=1
∫
Br′∩H
∣∣∣∣∣
n∑
j=1
∂xi
∂yj
(y)vj(y)
∣∣∣∣∣
q∗
dy

1
q∗
≤
(Ho¨lder Summe)
C ′′ ‖v‖q∗,Br′∩H mit C
′, C ′′ > 0 (3.29.2)
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a) Sei nun T (u) ∈ T (X1,qG (H)). Dann ist u ∈ X1,qG (H).
Aus 1) folgt u ∈ Lq∗(H ∩Br′). Weiter mit (3.29.2) folgt T (u) ∈ Lq∗(Hω ∩Br′).
Wegen r′ ≥ r folgt nun T (u) ∈ Lq∗(Hω ∩Br).
b) Wegen Lemma 3.19 gilt fu¨r alle u ∈ X1,qG (H) :
‖∇u‖q,H ≤ C ′′′ ‖∇T (u)‖q,Hω
Zusammen mit 3.29.1 und 3.29.2 folgt dann fu¨r alle u ∈ X1,qG (H) die Existenz
eines C = C ′′′C ′′C˜ > 0 mit:
‖T (u)‖q∗,Hω∩Br ≤ ‖T (u)‖q∗,Hω∩Br′
≤ C ′′ ‖u‖q∗,Br′∩H
≤ C ′′C˜ ‖∇u‖q,H
≤ C ‖∇T (u)‖q,Hω
Lemma 3.30.
Sei 1 < q <∞ und seien ξ, G wie in Definition 3.6 erkla¨rt.
Sei λ1 > − 1
n
und λ2 ≥ 1. Weiter sei T (p) ∈ T (X1,qG (H)), τ = 1, 2 und fu¨r alle
T (Φ) ∈ T (DG(H)) gelte
Bτ (T (p), T (Φ), λτ , Hω) = 0. (3.30.1)
Dann folgt T (p) = 0.
Beweis.
Beweisstrategie:
Im Fall q = 2 kann T (Φ) = T (p) gewa¨hlt werden und die Behauptung
folgt mit Teil e) dieses Beweises. Fu¨r die Fa¨lle q 6= 2 wird in Teil c) und d)
gezeigt, dass aus T (p) ∈ T (X1,qG (H)) unter der Voraussetzung (3.30.1)
T (p) ∈ T (X1,2G (H)) folgt.
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a) Sei r :=
√
n4ξ und sei r′ :=
1
2
dist(G,Br) + r > r.
Weiter sei ϕ ∈ C∞(R) mit ϕ(t) :=
{
0 fu¨r t ≤ r
1 fu¨r t ≥ r′ .
Sei η(x) := ϕ(|x|). Dann ist η ∈ C∞(Rn) und η(x) =
{
0 fu¨r |x| ≤ r
1 fu¨r |x| ≥ r′ .
Zeige nun: Fu¨r p ∈ X1,qG (H) ist ηp ∈ X1,qG (H).
Fu¨r i = 1, ..., n− 1 ist pi ∈ L1,qG (H).
Daraus folgt ηpi ∈ L1loc(H) und mit Bemerkung 1.3 b) pi ∈ Lq(H ∩B′r).
Weiter gilt:
‖∇(ηpi)‖q,H ≤ ‖∇ηpi‖q,H + ‖∇piη‖q,H
≤ ‖∇η‖∞ ‖pi‖q,H∩Br′ + ‖η‖∞ ‖∇pi‖q,H
≤
Lemma 3.10
C ′ ‖∇pi‖q,H
<∞
Wegen η|G ≡ 1 ist
∫
G
ηpi =
∫
G
pi = 0, und somit ist ηpi ∈ L1,qG (H).
Zu pn ∈ Hˆ1,q0 (H) existiert eine Folge (p(ν)) ⊂ C∞0 (H) mit∥∥p(ν) − pn∥∥q,H∩Br′′ → 0 fu¨r alle r′′ > 0 und ∥∥∇ (p(ν) − pn)∥∥q,H → 0.
Daraus folgt ηp(ν) ⊂ C∞0 (H) und∥∥η (p(ν) − pn)∥∥q,H∩Br′′ ≤ ‖η‖∞ ∥∥p(ν) − pn∥∥q,H∩Br′′ → 0 fu¨r alle r′′ > 0.
Wegen supp(∇η) ⊂ Br′ ist:∥∥∇ [η (p(ν) − pn)]∥∥q,H ≤ ∥∥∇η (p(ν) − pn)∥∥q,H + ∥∥∇ (p(ν) − pn) η∥∥q,H
≤ ‖∇η‖∞
∥∥p(ν) − pn∥∥q,H∩Br′ + ‖η‖∞ ∥∥∇ (p(ν) − pn)∥∥q,H
≤
Lemma 3.11
C ′
∥∥∇ (p(ν) − pn)∥∥q,H → 0
Also ist ηp ∈ X1,qG (H). (3.30.2)
b) Fu¨r alle T (Φ) ∈ T (DG(H)) ist:
Bτ (T (p), T (Φ), λτ , Hω) = 0
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Sei τ = 1.
Dann folgt mit (3.30.2) :
0 =< ∇T (p),∇(ηT (Φ)) >Hω +λ1 < divT (p), div(ηT (Φ)) >Hω
=
∫
Hω
n∑
i,k=1
[
∂kT (p)i∂kηT (Φ)i + ∂kT (p)i∂kT (Φ)iη
]
dx
+
∫
Hω
λ1
n∑
i,k=1
[
∂iT (p)i∂kηT (Φ)k + ∂iT (p)i∂kT (Φ)kη
]
dx (3.30.3)
Es ist:
< ∇(ηT (p)),∇T (Φ) >Hω +λ1 < div(ηT (p)), divT (Φ) >Hω
=
∫
Hω
n∑
i,k=1
[
∂kηT (p)i∂kT (Φ)i + ∂kT (p)iη∂kT (Φ)i
]
dx
+
∫
Hω
λ1
n∑
i,k=1
[
∂iηT (p)i∂kT (Φ)k + ∂iT (p)iη∂kT (Φ)kη
]
dx
=
(3.30.3)
∫
Hω
n∑
i,k=1
[
∂kηT (p)i∂kT (Φ)i − ∂kT (p)i∂kηT (Φ)i
]
dx
+
∫
Hω
λ1
n∑
i,k=1
[
∂iηT (p)i∂kT (Φ)k − ∂iT (p)i∂kηT (Φ)k
]
dx
Weiter ist mit Lemma 3.3 5):
< ∇(ηp),∇Φ >H +λ1 < div(ηp), divΦ >H
=< ∇(ηT (p)),∇T (Φ) >Hω +λ1 < div(ηT (p)), divT (Φ) >Hω
=
∫
H
n∑
i,k=1
[
∂kηpi∂kΦi − ∂kpi∂kηΦi
]
+ λ1
n∑
i,k=1
[
∂iηpi∂kΦk − ∂ipi∂kηΦk
]
dx (3.30.4)
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Sei τ = 2.
Dann folgt mit (3.30.2) :
0 = B2(T (p), ηT (Φ), λ2, Hω)
=
∫
Hω
n∑
i,k=1
[
∂kT (p)i∂kηT (Φ)i + ∂kT (p)i∂kT (Φ)iη
]
dx
+
∫
Hω
n∑
i,k=1
[
∂kT (p)i∂iηT (Φ)k + ∂kT (p)i∂iT (Φ)kη
]
dx
+
∫
Hω
(λ2 − 1)
n∑
i,k=1
[
∂iT (p)i∂kηT (Φ)k + ∂iT (p)i∂kT (Φ)kη
]
dx (3.30.5)
Es ist:
B2(ηT (p), (T (Φ)), λ2, Hω)
=
∫
Hω
n∑
i,k=1
[
∂kηT (p)i∂kT (Φ)i + ∂kT (p)iη∂kT (Φ)i
]
dx
+
∫
Hω
n∑
i,k=1
[
∂kηT (p)i∂iT (Φ)k + ∂kT (p)iη∂iT (Φ)k
]
dx
+
∫
Hω
(λ2 − 1)
n∑
i,k=1
[
∂iηT (p)i∂kT (Φ)k + ∂iT (p)iη∂kT (Φ)kη
]
dx
=
(3.30.5)
∫
Hω
n∑
i,k=1
[
∂kηT (p)i∂kT (Φ)i − ∂kT (p)i∂kηT (Φ)i
]
dx
+
∫
Hω
n∑
i,k=1
[
∂kηT (p)i∂iT (Φ)k − ∂kT (p)i∂iηT (Φ)k
]
dx
+
∫
Hω
(λ2 − 1)
n∑
i,k=1
[
∂iηT (p)i∂kT (Φ)k − ∂iT (p)i∂kηT (Φ)k
]
dx
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Weiter ist mit Lemma 3.3 5):
B2(ηp,Φ, λ2, H)
= B2(ηT (p), T (Φ), λ2, Hω)
=
∫
H
n∑
i,k=1
[
∂kηpi∂kΦi − ∂kpi∂kηΦi
]
+
∫
H
n∑
i,k=1
[
∂kηpi∂iΦk − ∂kpi∂iηΦk
]
+ (λ2 − 1)
n∑
i,k=1
[
∂iηpi∂kΦk − ∂ipi∂kηΦk
]
dx (3.30.6)
c) Sei nun q > s > 1 und τ = 1, 2.
Sei weiter A := (Br′\Br) ∩H.
Aus T (p) ∈ T (X1,qG (H)) ⊂ L1,q(Hω) folgt mit Bemerkung 1.3 T (p) ∈ Lq(A)|A .
Wegen |A| <∞ folgt mittels der Ho¨lderungleichung T (p) ∈ Ls(A)|A und
analog ∇T (p) ∈ Ls(A).
Wegen (3.30.4), (3.30.6) und der Ho¨lderungleichung ist also mit Φ ∈ DG(H) :∣∣Bτ (ηp,Φ, λτ , H)∣∣ ≤ ‖∇η‖∞Cλτ [∥∥p∥∥s,A ‖∇Φ‖s′,A + ∥∥∇p∥∥s,A ‖Φ‖s′,A]
≤
Lemma 3.12
C ′ ‖∇Φ‖s′,H mit C ′ > 0
Somit ist:
sup
0 6=Φ∈DG(H)
Bτ (ηp,Φ, λτ , H)
‖∇Φ‖s′,H
≤ C ′ <∞
Also folgt mit Lemma 2.15 beziehungsweise Satz 2.18 ηp ∈ X1,sG (H).
Daher ist p
∣∣
H\Br′
∈ X1,sG (H\Br′).
Daraus folgt p|B+δ \Br′ ∈ L
s(B+δ \Br′) fu¨r alle δ > r′ und ∇p
∣∣
H\Br′
∈ Ls(H\Br′).
Wegen der Ho¨lderungleichung ist p|B+
r′
∈ Ls(B+r′ ) und ∇p|B+
r′
∈ Ls(B+r′ ).
Daraus folgt p|Bδ∩H ∈ Ls(Bδ ∩H) fu¨r alle δ > 0 und ∇p ∈ Ls(H).
Daher ist p ∈ X1,sG (H).
Ist s = 2, folgt fu¨r q > 2 :
p ∈ X1,2G (H)
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d) Sei q < 2.
Wir gehen analog zum Beweis von Lemma 7.12 aus [St] vor:
Es gibt genau ein k ∈ N mit 1 ≤ k < n
q
≤ k + 1.
Es sei qj :=
nq
n− jq fu¨r j = 0, ..., k.
Dann gilt qk ≥ n ≥ 2 und fu¨r j = 0, ..., k − 1 ist qj < n.
Weiter gilt fu¨r die Sobolev-Exponenten q∗j =
nqj
n− qj die Beziehung
q∗j = qj+1 fu¨r j = 0, ..., k − 1.
Fu¨r den dualen Exponenten gilt:
q′0 = q
′, q′j < n fu¨r alle j = 1, ..., k und (q
′
j)
∗ = q′j−1 fu¨r j = 1, ..., k
Mit Bemerkung 3.25 folgt:
i) 0 = Bτ (T (p), T (Φ), λτ , Hω) = Bτ (p,Φ, λτ , H) + S
(τ)(p,Φ) +K(τ)(p,Φ) (3.30.7)
fu¨r alle T (Φ) ∈ T (DG(H))
ii) Zu jedem  > 0 existieren 0 < R < 1 und 1 < ξ <∞,
so dass fu¨r die von ω ∈MR,ξ abha¨ngige Sto¨rung S(τ) gilt:∣∣S(τ)(p,Φ)∣∣ ≤  ∥∥∇p∥∥
q,H
‖∇Φ‖q′,H fu¨r alle p ∈ X1,qG (H) und Φ ∈ X1,q
′
G (H)
(3.30.8)
In Satz 2.7 und Satz 2.18 unter Verwendung von Satz 2.1 wurde gezeigt:
Sei 1 < s <∞. Fu¨r alle p ∈ X1,sG (H) existiert ein C(s) > 0 mit:
sup
0 6=Φ∈X1,s′G (H)
Bτ (p,Φ, λτ , H)
‖∇Φ‖s′,H
≥ C(s)∥∥∇p∥∥
s
fu¨r s = qj, qj′ , 2 und j = 0, ..., k
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Wegen (3.30.8) existiert also zu
C(s)
2
> 0 ein R > 0, so dass
sup
0 6=Φ∈X1,s′G (H)
∣∣Bτ (p,Φ, λτ , H) + S(τ)(p,Φ)∣∣
‖∇Φ‖s′,H
≥ sup
0 6=Φ∈X1,s′G (H)
∣∣Bτ (p,Φ, λτ , H)∣∣
‖∇Φ‖s′,H
− C(s)
2
∥∥∇p∥∥
s
≥ C(s)
2
∥∥∇p∥∥
s
.
Also gelten fu¨r λτ 6= −1 die dualen Variationsungleichungen
bezu¨glich der Bilinearform Bτ (., ., λτ , H) + S
(τ)(., .)
auf X1,sG (H)×X1,s
′
G (H). (3.30.9)
Sei nun p ∈ X1,qj−1G (H) mit j = 1, ..., k.
Sei weiter F ∗(Φ) := −K(τ)(p,Φ) mit Φ ∈ X1,q
′
j
G (H).
Nach Definition 3.25 ist
K(1)(p,Φ) =< K(p),∇Φ >H + < ∇p,K(Φ) >H + < K(p), K(Φ) >H
und
K(2)(p,Φ) = K(1)(p,Φ)+ < Kt(p),∇Φ >H + < ∇p,Kt(Φ) >H
+ < K(p), Kt(Φ) >H ,
wobei Kjk(p) und Kjk(Φ) fu¨r j, k = 1, ..., n die Struktur
γp
i
beziehungsweise γΦi mit i = 1, ..., n und γ ⊂ C00(Rn) haben.
Die Sobolevungleichungen in Hˆ1,q0 (H) liefern zusammen mit
Lemma 3.28 fu¨r 0 < r˜ <∞
p ∈ Lqj(H ∩Br˜) und
∥∥p∥∥
qj ,H∩Br˜ ≤ C
∥∥∇p∥∥
qj−1,H
und ebenfalls
Φ ∈ Lq′j−1(H ∩Br˜) und ‖Φ‖q′j−1,H∩Br˜ ≤ C ‖∇Φ‖q′j ,H .
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Daher ist |F ∗(Φ)| ≤ C ′ ∥∥∇p∥∥
qj−1,H
‖∇Φ‖q′j ,H mit C
′ > 0.
Somit folgt wegen (3.30.9) die Existenz von v ∈ X1,qjG (H) mit:
Bτ (v,Φ, λτ , H) + S
(τ)(v,Φ) = F ∗(Φ) fu¨r alle Φ ∈ X1,q
′
j
G (H)
Da qj > qj−1 ist, folgt mit Teil c) v ∈ X1,qj−1G (H).
Ebenso gilt auch:
Bτ (v,Φ, λτ , H) + S
(τ)(v,Φ) = F ∗(Φ) fu¨r alle Φ ∈ DG(H)
Mit (3.30.7) folgt nun fu¨r alle Φ ∈ X1,q
′
j−1
G (H) :
Bτ (v − p,Φ, λτ , H) + S(τ)(v − p,Φ) = 0
Also folgt mit (3.30.9) p = v ∈ X1,qjG (H).
Durch Iteration folgt nun p ∈ X1,qkG (H) und mit Teil c) fu¨r s = 2 gilt
p ∈ X1,2G (H).
Fu¨r alle 1 < q <∞ folgt also p ∈ X1,2G (H). (3.30.10)
e) Sei nun T (Φν) ⊂ T (DG(H)) mit
∥∥∇ (T (Φν)− T (p))∥∥2,Hω → 0.
So gilt:
0 =Bτ (T (p), T (Φν), λτ , Hω)→ Bτ (T (p), T (p), λτ , Hω)
Sei nun τ = 1.
Dann folgt mit (3.30.10):∥∥∇T (p)∥∥2
2,Hω
+ λ1
∥∥divT (p)∥∥2
2,Hω
= 0
Ist λ1 ≥ 0 so ist T (p) = 0.
Sei nun − 1
n
< λ1 < 0.
Angenommen: T (p) 6= 0
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Es ist
∥∥divT (p)∥∥2
2,Hω
≤ n ∥∥∇T (p)∥∥2
2,Hω
und somit
0 =
∥∥∇T (p)∥∥2
2,Hω
+ λ1
∥∥divT (p)∥∥2
2,Hω
≥ ∥∥∇T (p)∥∥2
2,Hω
+ λ1n
∥∥∇T (p)∥∥2
2,Hω
.
Wa¨re
∥∥∇T (p)∥∥
2,Hω
6= 0, so wu¨rde 0 ≥ λ1n+ 1 folgen,
d.h. − 1
n
≥ λ1, was ein Widerspruch ist.
Sei nun τ = 2.
Aus
0 =B2(T (p), T (Φν), λ2, Hω)→ B2(T (p), T (p), λ2, Hω)
zusammen mit (3.30.10) folgt:
0 =
1
2
n∑
i,k=1
∥∥∂iT (p)k + ∂kT (p)i∥∥22,Hω + (λ2 − 1)∥∥divT (p)∥∥22,Hω
Fu¨r λ2 ≥ 1 folgt:
0 =
n∑
i,k=1
∥∥∂iT (p)k + ∂kT (p)i∥∥22,Hω
Nach [Gr] Satz III.1.6 in Verbindung mit [Gr] Bemerkung III.1.7 folgt
0 = T (p)
und daraus folgt
0 = p.
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Satz 3.31.
Sei 1 < q <∞, λ1 > − 1
n
, λ2 ≥ 1 und 1 < ξ <∞.
Es existiert ein 0 < R = R(q, n) < 1 derart, dass fu¨r alle ω ∈MR,ξ mit den
zugeho¨rigen Transformationen T (X1,qG (H)) = Tω(X
1,q
G (H)) (siehe Bemerkung 3.6)
die dualen Variationsungleichungen bezu¨glich der Bilinearform
Bτ (., ., λτ , Hω) auf T (X
1,q
G (H))× T (X1,q
′
G (H)) mit τ = 1, 2 gelten.
Beweis.
a) Mit Satz 2.7 und Satz 2.18 folgt die Existenz eines C > 0 mit
sup
0 6=Φ∈X1,q′G (H)
Bτ (u,Φ, λτ , H)
‖∇Φ‖q′,H
≥ C ‖∇u‖q,H
fu¨r alle u ∈ X1,qG (H) und τ = 1, 2.
Zu
C
2
> 0 folgt gema¨ß Bemerkung 3.25 die Existenz eines R > 0 mit∣∣S(τ)(u,Φ)∣∣ ≤ C
2
‖∇u‖q,H ‖∇Φ‖q′,H
fu¨r alle u ∈ X1,qG (H) und Φ ∈ X1,q
′
G (H).
Wegen Lemma 3.14 existiert ein C ′ > 0, so dass fu¨r alle v ∈ X1,q′G (H) gilt :
‖∇T (v)‖q,Hω ≤ C ′ ‖∇v‖q,H
Nach (3.25.2) gilt daher
sup
0 6=T (Φ)∈T (X1,q′G (H))
|Bτ (T (u), T (Φ), λτ , Hω)|
‖∇T (Φ)‖q′,Hω
≥ 1
C ′
 sup
0 6=Φ∈X1,q′G (H)
|Bτ (u,Φ, λτ , H)|
‖∇Φ‖q′,H
− sup
0 6=Φ∈X1,q′G (H)
∣∣S(τ)(u,Φ)∣∣
‖∇Φ‖q′,H
− sup
0 6=Φ∈X1,q′G (H)
∣∣K(τ)(u,Φ)∣∣
‖∇Φ‖q′,H
 fu¨r alle u ∈ X1,qG (H).
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Somit gilt weiter:
sup
0 6=T (Φ)∈T (X1,q′G (H))
Bτ (T (u), T (Φ), λτ , Hω)
‖∇T (Φ)‖q′,Hω
≥ 1
C ′2
C
2︸ ︷︷ ︸
:=C′′
‖∇T (u)‖q,Hω −
1
C ′
sup
0 6=Φ∈X1,q′G (H)
∣∣K(τ)(u,Φ)∣∣
‖∇Φ‖q,H
(3.31.1)
Angenommen die Behauptung des Satzes sei falsch, dann existiert eine Folge
T (uν) ⊂ T (X1,qG (H)) mit ‖∇T (uν)‖q,Hω = 1 und
ν := sup
0 6=T (Φ)∈T (X1,q′G (H))
Bτ (T (uν), T (Φ), λτ , Hω)
‖∇T (Φ)‖q,Hω
→ 0. (3.31.2)
Da gema¨ß Lemma 3.26 T (X1,qG (H)) ein reflexiver Banachraum ist, folgt
die Existenz eines T (u) ∈ T (X1,qG (H)) und einer Teilfolge T (uνk)
mit T (uνk)
w→ T (u).
Nach Lemma 3.23 folgt dann:
uνk
w→ u (3.31.3)
Fu¨r T (Φ) ∈ T (X1,q′G (H)) gilt einerseits
Bτ (T (uνk), T (Φ), λτ , Hω)→ Bτ (T (u), T (Φ), λτ , Hω)
und andererseits∣∣Bτ (T (uνk), T (Φ), λτ , Hω)∣∣ ≤ νk ‖∇T (Φ)‖q′,Hω → 0.
Daher ist fu¨r alle T (Φ) ∈ T (X1,q′G (H))
Bτ (T (u), T (Φ), λτ , Hω) = 0.
Gema¨ß Lemma 3.30 folgt T (u) = 0 und somit
u = 0. (3.31.4)
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b) Sei v ∈ X1,qG (H). Es existiert ein Φ0 ∈ X1,q
′
G (H) mit ‖∇Φ0‖q′,H = 1 und
K(τ)(v,Φ0) = sup
0 6=Φ∈X1,q′G (H)
K(τ)(v,Φ)
‖∇Φ‖q′,H
=: s.
Nach Bemerkung 3.25 gilt fu¨r alle Φ ∈ X1,q′G (H) :
K(1)(v,Φ) =< K(v),∇Φ >H + < ∇v,K(Φ) >H + < K(v), K(Φ) >H
K(2)(v,Φ) = K(1)(v,Φ)+ < Kt(v),∇Φ >H + < ∇v,Kt(Φ) >H
+ < K(v), Kt(Φ) >H
Aus Lemma 3.13 folgt:
Ki,j sind kompakte Operatoren.
Fu¨r 1 < t <∞ und Ψ ∈ X1,tG (H) ist Ki,j(Ψ) = αΨ mit α ∈ C00(Rn).
Es existiert eine Folge Φν ⊂ X1,q
′
G (H) mit:
K(τ)(v,Φν)
‖∇Φν‖q′,H
→ s fu¨r ν →∞
Sei Φ˜ν :=
Φν
‖∇Φν‖q′,H
. Dann ist K(τ)(v, Φ˜ν)→ s und
∥∥∥∇Φ˜ν∥∥∥
q′,H
= 1.
Daraus folgt die Existenz eine Teilfolge Φ˜νj mit Φ˜νj
w→ Φ˜0, Φ˜0 ∈ X1,q
′
G (H) und∥∥∥∇Φ˜0∥∥∥
q′,H
≤ lim inf
∥∥∥∇Φ˜νj∥∥∥
q′,H
= 1.
Annahme:∥∥∥∇Φ˜0∥∥∥
q′,H
< 1
Wegen K(τ)(v, Φ˜νj)→ K(τ)(v, Φ˜0) = s ist
K(τ)(v, Φ˜0)∥∥∥∇Φ˜0∥∥∥
q′,H
=
s∥∥∥∇Φ˜0∥∥∥
q′,H
> s,
ein Widerspruch, also ist
∥∥∥∇Φ˜0∥∥∥
q′,H
= 1.
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c) Wende jetzt Beweisteil b) auf die Folge uνk an.
Es existiert also eine Folge Φk ⊂ X1,q
′
G (H) mit ‖∇Φk‖q′,H = 1 und
sk := sup
0 6=Φ∈X1,q′G (H)
K(τ)(uνk ,Φ)
‖∇Φ‖q′,H
= K(τ)(uνk ,Φk).
Daraus folgt die Existenz eine Teilfolge Φkj mit Φkj
w→ Φ0 und Φ0 ∈ X1,q
′
G (H).
Sei im Weiteren diese Teilfolge wieder mit Φk bezeichnet.
Aus (3.31.3) und (3.31.4) folgt: uνk
w→ 0
Wegen der Kompaktheit der K −Operatoren folgt fu¨r τ = 1 :
sk = K
(1)(uνk ,Φk)
=< K(uνk),∇Φk >H + < ∇uνk , K(Φk) >H + < K(uνk), K(Φk) >H
→< 0,∇Φ0 >H + < ∇0, K(Φ0) >H + < 0, K(Φ0) >H= 0
Fu¨r τ = 2 ist:
sk = K
(2)(uνk ,Φk)
= K(1)(uνk ,Φk)+ < K
t(uνk),∇Φk >H + < ∇uνk , Kt(Φk) >H
+ < K(uνk), K
t(Φk) >H
→ 0+ < 0,∇Φ0 >H + < ∇0, Kt(Φ0) >H + < 0, Kt(Φ0) >H= 0
Somit folgt wegen (3.31.1), (3.31.2) und ‖∇T (uν)‖q,Hω = 1 :
0← νk ≥ C ′′ −
1
C ′
sk → C ′′
Dieses ist ein Widerspruch zu C ′′ > 0.
Lemma 3.32.
Sei 1 < q <∞, 1 < r˜ <∞ und T (p) ∈ T (X1,r˜G (H)).
Sei weiter λ1 > − 1
n
, λ2 ≥ 1 und
sup
0 6=T (Φ)∈T (DG(H))
Bτ (T (p), T (Φ), λτ , Hω)
‖∇T (Φ)‖q′,Hω
<∞.
Dann gilt: T (p) ∈ T (X1,qG (H))
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Beweis.
Sei r˜ > q.
Seien η, r, r′ wie in Teil a) des Beweises von Lemma 3.30 erkla¨rt.
Weiter sei A := (Br′\Br) ∩H.
Mit Φ ∈ DG(H) gilt
B1(ηp,Φ, λ1, H) = B1(p, ηΦ, λ1, H) +
∫
H
n∑
i,k=1
[
∂kηpi∂kΦi − ∂kpi∂kηΦi
]
dx
+
∫
H
λ1
n∑
i,k=1
[
∂iηpi∂kΦk − ∂ipi∂kηΦk
]
dx
und
B2(ηp,Φ, λ2, H) = B2(p, ηΦ, λ2, H) +
∫
H
n∑
i,k=1
[
∂kηpi∂kΦi − ∂kpi∂kηΦi
]
dx
+
∫
H
n∑
i,k=1
[
∂kηpi∂iΦk − ∂kpi∂iηΦk
]
dx
+
∫
H
(λ2 − 1)
n∑
i,k=1
[
∂iηpi∂kΦk − ∂ipi∂kηΦk
]
dx.
Mittels der Ho¨lderungleichung gilt fu¨r alle i, k = 1, ..., n :
∫
A
|∂ipk(x)|q dx ≤
∫
A
|∂ipk(x)|q
r˜
q dx

q
r˜
|A| r˜−qr˜
=
∫
A
|∂ipk(x)|r˜ dx

q
r˜
|A| r˜−qr˜
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Daraus folgt
∥∥∇p∥∥
q,A
≤ |A| r˜−qqr ∥∥∇p∥∥
r˜,A
und daher folgt mit C ′, C ′′ > 0 :
∣∣Bτ (ηp,Φ, λτ , H)∣∣
≤ ∣∣Bτ (p, ηΦ, λτ , H)∣∣+ C ′ ∥∥∇p∥∥q,A ‖∇Φ‖q′,A
≤ ∣∣Bτ (p, ηΦ, λτ , H)∣∣+ C ′′ ∥∥∇p∥∥r˜,A ‖∇Φ‖q′,A
Es gilt H ∩ A = Hω ∩ A und supp(∇η) ⊂ A.
Daher ist ηΦ ∈ T (DG(H)) ∩DG(H) und somit gilt:
sup
0 6=Φ∈DG(H)
Bτ (ηp,Φ, λτ , H)
‖∇Φ‖q′,H
≤ C ′′′ sup
0 6=T (Ψ)∈T (DG(H))
Bτ (T (p), T (Ψ), λτ , Hω)
‖∇T (Ψ)‖q′,Hω
+ C ′′′C ′′
∥∥∇T (p)∥∥
r˜,A
<∞ mit C ′′′ > 0
Daraus folgt zusammen mit Lemma 2.15 beziehungsweise Satz 2.18
ηp ∈ X1,qG (H).
Wegen η|H\Br′ = 1 folgt
p|B+δ \Br′ ∈ L
q(B+δ \Br′) fu¨r alle δ > r′
und
∇p∣∣
H\Br′
∈ Lq(H\Br′).
Wegen p,∇p ∈ Lr˜(B+r′ ) mit r˜ > q und
∣∣B+r′ ∣∣ <∞ ist
p|B+
r′
∈ Lq(B+r′ )
und
∇p|B+
r′
∈ Lq(B+r′ ).
Daraus folgt p|Bδ∩H ∈ Lq(Bδ ∩H) fu¨r alle δ > 0 und ∇p ∈ Lq(H).
Somit ist p ∈ X1,qG (H) und T (p) ∈ T (X1,qG (H)). (3.32.1)
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Sei r˜ < q.
Fu¨r T (Φ) ∈ T (DG(H)) sei
F ∗(T (Φ)) := Bτ (T (p), T (Φ), λτ , Hω) fu¨r alle T (Φ) ∈ T (DG(H)).
Wegen der Setigkeit dieses Funktionals folgt:
F ∗(T (Φ′)) := Bτ (T (p), T (Φ′), λτ , Hω) fu¨r alle T (Φ′) ∈ T (X1,q′G (H))
Nach Satz 3.31 und Satz 2.1 existiert genau ein T (v) ∈ T (X1,qG (H)) mit
Bτ (T (v), T (Φ
′), λτ , Hω) = Bτ (T (p), T (Φ′), λτ , Hω)
fu¨r alle T (Φ′) ∈ T (X1,q′G (H)).
Weiter ist:
sup
0 6=T (Φ)∈T (DG(H))
Bτ (T (v), T (Φ), λτ , Hω)
‖∇T (Φ)‖r˜′,Hω
= sup
0 6=T (Φ)∈T (DG(H))
Bτ (T (p), T (Φ), λτ , Hω)
‖∇T (Φ)‖r˜′,Hω
≤ ∥∥∇T (p)∥∥
r˜,Hω
<∞
Da jetzt q > r˜ ist, folgt nach dem ersten Teil des Beweises (3.32.1)
T (v) ∈ T (X1,rG (H)) und weiter
∥∥∇ (T (v)− T (p))∥∥
r˜,Hω
≤ sup
0 6=T (Φ)∈T (DG(H))
Bτ (T (v − p), T (Φ), λτ , Hω)
‖∇T (Φ)‖r˜′,Hω
= 0
und somit T (v) = T (p). Also ist T (p) ∈ T (X1,qG (H)).
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4 Funktionaldarstellung in Ω
Bemerkung 4.1.
1) Ist Ω ⊂ Rn offen, x0 ∈ Rn, so sei Ωx0 := {x− x0 : x ∈ Ω} .
Ist f : Ω→ Rn, so sei f˜ : Ωx0 → Rn, f˜(x) := f(x+ x0).
Man sieht sofort fu¨r 1 < q <∞ :
i) f ∈ Y 1,q(Ω)⇔ f˜ ∈ Y 1,q(Ωx0)
ii) Ist p ∈ Y 1,q(Ω), v ∈ Y 1,q′(Ω) so gilt:
Bτ (p, v, λτ ,Ω) = Bτ (p˜, v˜, λτ ,Ωx0)
iii)
∥∥∇p∥∥
q,Ω
=
∥∥∇p˜∥∥
q,Ωx0
Somit ist das Verhalten der Sesquilinearform und der Gradientennorm gegenu¨ber
Translationen des Gebiets Ω invariant.
2) ∂Ω ∈ C2 bedeutet, dass es zu jedem x0 ∈ ∂Ω ein r > 0 und ein σ ∈ C2(Br(x0))
mit (∇σ)(x0) 6= 0, Ω ∩Br(x0) = {x : σ(x) < 0} und ∂Ω ∩Br(x0) = {x : σ(x) = 0}
gibt.
O.E. sei x0 = 0 (sonst: Translation x0 → 0) und (∂nσ)(0) 6= 0 (sonst nummeriere
Koordinaten um). Nach dem Satz u¨ber implizite Funktionen gibt es ein 0 < ρ ≤ t,
ein h > 0 und ein Ψ ∈ C2(B′ρ), wobei B′ρ =
{
x′ ∈ Rn−1 : |x| < ρ} ist, mit folgenden
Eigenschaften:
i) Fu¨r den geraden Kreiszylinder
Z := Zρ,h = {x = (x′, xn) : |x| < ρ, |xn| < h}
gilt
Z ⊂ Br(0).
ii) Fu¨r x′ ∈ B′ρ gilt:
(x′,Ψ(x′)) ∈ Z und σ(x′,Ψ(x′)) = 0
Umgekehrt folgt aus (x′, xn) ∈ Z mit σ(x′, xn) = 0 :
x′ ∈ B′ρ und xn = Ψ(x′)
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Wegen σ(0) = 0 folgt Ψ(0) = 0. Falls man nun den C2-Diffeomorphismus
y : Z → Rn mit yi(x′, xn) = xi fu¨r i = 1, ..., n− 1
und
yn(x
′, xn) := xn −Ψ(x′)
betrachtet, K := y(Z), so ist fu¨r v ∈ C1(Z) v(y) := u(y′, yn +Ψ(y′)), y ∈ K,
ein v ∈ C1(K) definiert. Insbesondere gilt fu¨r i = 1, ..., n− 1 :
∂v
∂yi
(y) =
(
∂u
∂xi
)
(y′, yn +Ψ(y′)) +
(
∂u
∂xn
)
(y′, yn +Ψ(y′))
∂Ψ
∂yi
(y′) (4.1.1)
In den neuen Koordinaten tritt neben dem Term(
∂u
∂xi
)
(y′, yn +Ψ(y′))
noch der Term(
∂u
∂xn
)
(y′, yn +Ψ(y′))
∂Ψ
∂yi
(y′)
auf. Da i.A. u¨ber die Gro¨ße von
∂Ψ
∂yi
nichts bekannt ist, kann diese
”
Sto¨rung“
groß werden, was fu¨r spa¨tere Zwecke technisch unbrauchbar wa¨re.
Falls jedoch ∇′Ψ(0) = 0, so folgt nach Taylor
|Ψ(y′)| ≤ C |y′|2 fu¨r |y′| ≤ ρ′ < ρ
und der zweite Term in (4.1.1) wu¨rde eine
”
kleine“ Sto¨rung darstellen,
falls nur ρ′ > 0 genu¨gend klein ist.
Die Bedingung ∇′Ψ(0) = 0 bedeutet jedoch, dass die Ebene {xn = 0}
Tangentialhyperebene an den Graphen
{
(x′,Ψ(x′)) : x′ ∈ B′ρ
}
von Ψ im Punkte
0 ∈ Rn ist. Dies legt nahe, statt einer Teilmenge der euklidischen Koordinaten-
hyperebene {xn = 0} eine Teilmenge der Tangentialhyperebene in x = 0 als
Parametergebiet einzufu¨hren. Dies ist durch Anwendung einer orthogonalen
Transformation W des Rn zu erreichen:
Es gibt ein W ∈ O(n,R) mit W [∇σ(0)] = |∇σ(0)| en (en = n-ter Einheitsvektor).
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Um dieses Programm bei unseren Abscha¨tzungen verfolgen zu ko¨nnen, ist das
Verhalten der Sesquilinearform und der Gradientennorm gegenu¨ber orthogonalen
Transformationen zu studieren. (vgl. Lemma 4.2)
Definition und Lemma 4.2.
Sei 1 < q <∞, Ω (AG)/(BG) und sei u ∈ Y 1,q(Ω).
Mit der orthogonalen Matrix W ∈ O(n,R) sei fu¨r alle x ∈ W (Ω)
O(u)(x) :=Wu(W−1(x))
die zugeho¨rige Piolatransformation.
Dann ist O(u) ∈ Y 1,q(W (Ω)) und fu¨r alle v ∈ Y 1,q(Ω) und Φ ∈ Y 1,q′(Ω) gilt
Bτ (O(v), O(Φ), λτ ,W (Ω)) = Bτ (v,Φ, λτ ,Ω)
sowie
‖∇O(v)‖q,W (Ω) ≤ n
2q
q′ ‖∇v‖q,Ω
und
‖∇v‖q,Ω ≤ n
2q
q′ ‖∇O(v)‖q,W (Ω) .
Beweis.
Sei v ∈ Y 1,q(Ω).
Fu¨r x ∈ W (Ω) und i, k = 1, ..., n ist
O(v)i(x) =
n∑
j=1
wijvj(W
−1(x))
und
∂kO(v)i(x) =
n∑
ν,j=1
wijw
t
νk∂νvj(W
−1(x)).
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Somit ist:
‖∂kO(v)i‖qq,W (Ω)
=
∫
W (Ω)
|∂kO(v)i(x)|q dx
=
∫
W (Ω)
∣∣∣∣∣
n∑
ν,j=1
wijw
t
νk∂νvj(W
−1(x))
∣∣∣∣∣
q
dx
≤ max
i,j∈1,...,n
{|wij|}2q
∫
W (Ω)
(
n∑
ν,j=1
∣∣∂νvj(W−1(x))∣∣
)q
dx
≤
(Ho¨lder)
max
i,j∈1,...,n
{|wij|︸︷︷︸
≤1
}2qn 2qq′
n∑
ν,j=1
∫
W (Ω)
∣∣∂νvj(W−1(x))∣∣q dx
≤
(Trafo)
n
2q
q′ ‖∇v‖qq,Ω
Daraus folgt
‖∇O(v)‖q,W (Ω) ≤ n
2q
q′ ‖∇v‖q,Ω
und analog
‖∇v‖q, ≤ n
2q
q′ ‖∇O(v)‖q,W (Ω) .
Wegen Lemma 3.15 gilt dann O(v) ∈ Y 1,q(W (Ω)).
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Weiter gilt fu¨r alle Φ ∈ Y 1,q′(Ω)
< ∇O(v),∇O(Φ) >W (Ω)
=
n∑
i,k=1
∫
W (Ω)
n∑
ν,j,µ,l=1
wij︸︷︷︸
=wtji
wtνkwil w
t
µk︸︷︷︸
=wkµ
∂νvj(W
−1(x))∂µΦl(W−1(x))dx
=
∫
W (Ω)
n∑
ν,j,µ,l=1
δjlδµν∂νvj(W
−1(x))∂µΦl(W−1(x))dx
=
n∑
ν,l=1
∫
W (Ω)
∂νvl(W
−1(x))∂νΦl(W−1(x))dx
=
(Trafo)
< ∇v,∇Φ >Ω
und
< div(O(v)), div(O(Φ)) >W (Ω)
=
n∑
i,k=1
∫
W (Ω)
n∑
ν,j,µ,l=1
wijw
t
νi∂νvj(W
−1(x))wklwtµk∂µΦl(W
−1(x))dx
=
(Trafo)
< divv, div(Φ) >Ω
sowie
n∑
i,k=1
∫
W (Ω)
∂iO(v)k∂kO(Φ)idx
=
n∑
i,k=1
∫
W (Ω)
n∑
ν,j,µ,l=1
wkjw
t
νi∂νvj(W
−1(x))wilwtµk∂µΦl(W
−1(x))dx
=
∫
W (Ω)
n∑
ν,j,µ,l=1
δνlδµj∂νvj(W
−1(x))∂µΦl(W−1(x))dx
=
(Trafo)
n∑
i,k=1
∫
Ω
∂ivk∂kΦidy.
Also ist
Bτ (O(v), O(Φ), λτ ,W (Ω)) = Bτ (v,Φ, λτ ,Ω).
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Lemma 4.3.
Sei 1 < q <∞, M ⊂ Rn ein Gebiet mit ∂M ∈ C2, p ∈ Y 1,q(M), η ∈ C∞0 (Rn).
Dann gilt: ηp ∈ Y 1,q(M)
Beweis.
Es ist ηp ∈ Lqloc(M). Somit ist ∂k (ηpi) = pi∂kη + η∂kpi ∈ Lq(M)
fu¨r alle i = 1, ..., n. Daraus folgt ηp ∈ L1,q(M).
Fu¨r Φ ∈ C∞0 (Rn) gilt:
∫
M
ηp∇Φdx =
∫
M
p∇ (ηΦ)︸︷︷︸
∈C∞0 (Rn)
dx−
∫
M
p∇ηΦdx
= −
∫
M
divp (ηΦ) dx−
∫
M
p∇ηΦdx
= −
∫
M
div
(
pη
)
Φdx+
∫
M
∇ηpΦdx−
∫
M
p∇ηΦdx
︸ ︷︷ ︸
=0
Lemma 4.4.
Sei 1 < q <∞, Ω (AG) und sei p ∈ L1,q(Ω).
Weiter sei η ∈ C∞(Rn) mit 0 ≤ η ≤ 1, η(x) = 0 fu¨r |x| ≤ R0(Ω) (siehe 1.1.2)
und fu¨r ein r > R0(Ω) sei η(x) = 1 fu¨r |x| ≥ r.
Dann gilt: ηp ∈ Y 1,q(Ω)
Beweis.
Es ist ηp ∈ Lqloc(Ω). Somit ist ∂k (ηpi) = pi∂kη + η∂kpi ∈ Lq(Ω) fu¨r alle i = 1, ..., n.
Daraus folgt ηp ∈ L1,q(Ω).
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Fu¨r Φ ∈ C∞0 (Rn) gilt:
∫
Ω
ηp∇Φdx =
∫
Ω
p∇ (ηΦ)︸︷︷︸
∈C∞0 (Ω)
dx−
∫
Ω
p∇ηΦdx
= −
∫
Ω
divp (ηΦ) dx−
∫
Ω
p∇ηΦdx
= −
∫
Ω
div
(
pη
)
Φdx+
∫
Ω
∇ηpΦdx−
∫
Ω
p∇ηΦdx
︸ ︷︷ ︸
=0
.
Lemma 4.5.
Sei 1 < q <∞, Ω (BG)\(AG), p ∈ L1,q(Ω) und sei η ∈ C∞0 (Ω).
Dann gilt: ηp ∈ Y 1,q(Ω)
Beweis.
Mit gleicher Rechnung wie im Beweis von Lemma 4.4 folgt ηp ∈ L1,q(Ω) und∫
Ω
ηp∇Φdx = −
∫
Ω
div
(
ηp
)
Φdx.
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Definition 4.6.
Sei M ⊂ Rn Gebiet. Im Weiteren sei:
H1,q0 (M) := C
∞
0 (M)
‖.‖1,q,M
Hˆ1,q• (M) := {v :M → R messbar, v ∈ Lq(M ∩Br) fu¨r alle r > 0,
∇u ∈ Lq(M)n und fu¨r jedes η ∈ C∞0 (Rn) ist ηv ∈ H1,q0 (M)
}
Sei mit r′ > 0
C∞c (H ∩Br′) :=
{
Φ ∈ C∞(H ∩Br′) : ∃ Φ˜ ∈ C∞0 (Br′) mit Φ˜
∣∣∣
H∩Br′
= Φ
}
.
Weiter sei ϕ ∈ C∞(Rn), 0 ≤ ϕ ≤ 1, ϕ(x) = 0 fu¨r |x| ≤ 1,
ϕ(x) = 1 fu¨r |x| ≥ 2 und sei ϕr(x) := ϕ
(x
r
)
mit 0 < r <∞.
Fu¨r Ω (BG) sei
D(Ω) :=
Φ ∈ C1(Ω) :
∫
Ω
Φ∇Ψdx = −
∫
Ω
divΦΨdx ∀ Ψ ∈ C∞0 (Rn)
 .
Fu¨r Ω (AG) sei
D(Ω) :=
{
Φ + αϕ2R0 : Φ ∈ C1(Ω), α ∈ Rn, es existiert r = r(Φ) > 0 mit Φ(x) = 0
fu¨r alle |x| > r und
∫
Ω
Φ∇Ψdx = −
∫
Ω
divΦΨdx ∀ Ψ ∈ C∞0 (Rn)
 .
Ziel ist nun zu zeigen, dass D(Ω) dicht liegt in Y 1,q(Ω) fu¨r alle 1 < q <∞.
Lemma 4.7.
Sei Ω (AG)/(BG) und sei Φ ∈ D(Ω).
Mit der orthogonalen Matrix W ∈ O(n,R) sei fu¨r alle x ∈ W (Ω)
O(Φ)(x) :=WΦ(W−1(x))
die zugeho¨rige Piolatransformation.
Dann gilt O(Φ) ∈ D(W (Ω)).
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Beweis.
Nach Lemma 4.2 ist O(Φ) ∈ Y 1,q(W (Ω)).
Zusammen mit O(Φ) ∈ C1(W (Ω)) folgt O(Φ) ∈ D(W (Ω)).
Lemma 4.8.
Sei 1 < q <∞, 0 < r < r′ <∞ und u ∈ L1,qG (H) mit supp(u) ⊂ Br ∩H.
Dann existiert eine Folge uk ⊂ C∞c (H ∩Br′) mit ‖∇ (uk − u)‖q,H → 0.
Beweis.
Sei u˜ die gerade Fortsetzung von u auf Rn. Wegen Lemma 2.5 gilt dann
u˜ ∈ L1,qG (Rn). Weiter gilt supp(u˜) ⊂ Br und mit 0 <  < 0 = r′ − r gilt fu¨r die
Friedrichssche Gla¨ttung supp(u˜) ⊂ Br′ .
Sei nun k0 :=
1
0
und sei mit k ∈ N, k ≥ k0, uˆk := u˜ 1
k
.
Dann ist
uˆk ⊂ C∞0 (Br′) fu¨r alle k ≥ k0 und ‖∇ (uˆk − u˜)‖q,Rn → 0 fu¨r k →∞.
Sei uk := uˆk|H . Dann ist
‖∇ (uk − u)‖q,H ≤ ‖∇ (uˆk − u˜)‖q,Rn → 0 fu¨r k →∞.
Lemma 4.9.
Sei 1 < q <∞, 0 < r < r′ <∞ und u ∈ Hˆ1,q0 (H) mit supp(u) ⊂ Br ∩H.
Dann existiert eine Folge uk ⊂ C∞0 (H ∩Br′) mit ‖∇ (uk − u)‖q,H → 0.
Beweis.
Nach Lemma 2.1.1 aus [St] folgt Hˆ1,q• (H) = Hˆ
1,q
0 (H).
Somit gilt weiter gema¨ß [St] Lemma 7.1.1:
Aus η ∈ C∞0 (Br′) und ηu ∈ Hˆ1,q0 (H) folgt ηu ∈ Hˆ1,q0 (H ∩Br′).
Sei η ∈ C∞0 (Br′) mit η|Br = 1.
Wegen supp(u) ⊂ Br ∩H ist dann ηu = u und daher u ∈ Hˆ1,q0 (H ∩Br′).
Somit existiert nach Definition eine Folge
uk ⊂ C∞0 (H ∩Br′) mit ‖∇ (uk − u)‖q,H → 0 fu¨r k →∞.
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Satz 4.10.
Sei Ω ⊂ Rn, 1 < q <∞ und sei Ω (AG)/(BG) mit ∂Ω ∈ C2.
Dann liegt D(Ω) dicht in Y 1,q(Ω).
Beweis.
1) Sei 1 > R > 0 so klein gewa¨hlt, dass die dualen Variationsgleichungen
von Satz 3.31 gelten und sei x∗ ∈ ∂Ω.
Nach Bemerkung 4.1, Lemma 4.2 und Lemma 4.7 sind sowohl die
Sesquilinearformen, als auch die Funktionenra¨ume invariant unter
Translationen und orthogonalen Transformationen. Deshalb kann
gema¨ß [St] Lemma 6.3.1 folgendes angenommen werden:
Es existiert ein ωR ∈ C20(Rn−1) mit ‖∇ωR‖∞ ≤ R, ωR(0) = 0 und ∇ωR(0) = 0.
Weiter existiert ein R∗ > 0 mit
BR∗ ∩HωR = BR∗ ∩ Ω.
Ohne Einschra¨nkung sei 0 < R∗ < 1. Da ein 1 < ξ <∞ existiert mit
supp(ωR) ⊂ Bξ, ist nach Definition 3.1 ωR ∈MR,ξ.
Seien die Funktionen x, y wie in Definition 3.3 erkla¨rt und sei T die zugeho¨rige
Piolatransformation.
Es ist y(BR∗) Gebiet und es existieren 0 < R
′
∗ < R
′′
∗ <∞ mit:
BR′∗ ⊂ BR′′∗ ⊂ y(BR∗)
Dann gilt:
x(BR′∗) ⊂ BR∗ und x(BR′′∗ ) ⊂ BR∗ .
Sei nun R′′′∗ (x∗) > 0 mit BR′′′∗ ⊂ x(BR′∗).
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Sei Φ ∈ Y 1,q(Ω) und sei Ψ∗ ⊂ C∞0 (BR′′′∗ ).
Gema¨ß Lemma 4.3 ist Ψ∗Φ ∈ Y 1,q(HωR).
Sei G wie in Definition 3.6 erkla¨rt. Dann folgt mittels des Satzes 3.16
Ψ∗Φ ∈ T (X1,qG (H)).
Weiter folgt T−1(Ψ∗Φ) ∈ X1,qG (H) und supp(T−1(Ψ∗Φ)) ⊂ BR′∗ .
Aus den Lemmata 4.8 und 4.9 folgt die Existenz einer Folge(
Φ(ν)∗
)
ν∈N ⊂
{
v : vi ∈ C∞c (H ∩BR′′∗ ) fu¨r i = 1, ..., n− 1 und vn ∈ C∞0 (H ∩BR′′∗ )
}
mit ∥∥∥∇(Φ(ν)∗ − T−1(Ψ∗Φ))∥∥∥
q,H
→ 0.
Aus Lemma 2.3 folgt dann fu¨r alle ν ∈ N :∫
H
Φ(ν)∗ ∇fdx = −
∫
H
divΦ(ν)∗ fdx fu¨r alle f ∈ C∞0 (Rn)
Sei Ω∗ := Ω ∩BR∗ .
Sei nun T (Φ(ν)∗ ) durch 0 auf Ω∗ fortgesetzt.
Dann gilt T (Φ(ν)∗ )i ⊂ C1(Ω∗) fu¨r alle i = 1, ..., n.
Gema¨ß Lemma 3.14 ist mit C > 0 und ν →∞ :∥∥∥∇(T (Φ(ν)∗ )−Ψ∗Φ)∥∥∥
q,Ω∗
≤ C
∥∥∥∇(Φ(ν)∗ − T−1(Ψ∗Φ))∥∥∥
q,H
→ 0
Sei d(ν)∗ := T (Φ
(ν)
∗ ) ⊂ C1(Ω∗).
Wegen x(BR′′∗ ) ⊂ BR∗ gilt nun nach Lemma 3.15:∫
Ω∗
d(ν)∗ ∇fdx = −
∫
Ω∗
div(d(ν)∗ )fdx fu¨r alle f ∈ C∞0 (Rn)
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Setze d(ν)∗ durch 0 auf Ω fort.
Dann ist∥∥∥∇(d(ν)∗ −Ψ∗Φ)∥∥∥
q,Ω
→ 0
und ∫
Ω
d(ν)∗ ∇fdx = −
∫
Ω
div(d(ν)∗ )fdx
fu¨r alle f ∈ C∞0 (Rn).
2) Sei Ω(BG).
x∗ ∈ ∂Ω war beliebig. Dann bildet
{
BR(x∗)(x∗) : x∗ ∈ ∂Ω
}
eine offene
U¨berdeckung der kompakten Menge ∂Ω.
Also existiert ein m ∈ N mit ∂Ω ⊂
m⋃
k=1
BR′′′k (xk)(xk).
Sei B′′′k := BR′′′k (xk)(xk).
Weiter sei B˜ := Ω\
m⋃
k=1
B′′′k . Wegen Lemma 1.4 folgt B˜ kompakt und B˜ ⊂ Ω.
Also kann B˜ durch endlich viele Kugeln vom Radius <
1
2
dist(B˜, ∂Ω)
u¨berdeckt werden.
Also existiert ein m˜ ∈ N und fu¨r j = 1, ..., m˜ existieren B˜j ⊂ Rn offene Mengen,
so dass gilt:
B˜ ⊂
m˜⋃
j=1
B˜j und
m˜⋃
j=1
B˜j ⊂⊂ Ω
Sei B′′′0 :=
m˜⋃
j=1
B˜j. Dann ist Ω ⊂
m⋃
k=0
B′′′k .
Sei 1 =
m∑
k=0
Ψk(x) mit Ψk ⊂ C∞0 (B′′′k ).
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Fu¨r k = 1, ..., n existieren wegen Teil 1) dieses Beweises d
(ν)
k ⊂ C1(Ω) mit∥∥∥∇(d(ν)k −ΨkΦ)∥∥∥
q,Ω
→ 0
und ∫
Ω
d
(ν)
k ∇fdx = −
∫
Ω
div(d
(ν)
k )fdx
fu¨r alle f ∈ C∞0 (Rn) und k = 1, ...,m.
Wegen B′′′0 ⊂⊂ Ω, ist δ := dist(B′′′0 , ∂Ω) > 0.
Durch Anwendung der Friedrichsschen Gla¨ttung erkla¨rt man die Folge
(Ψ0Φ)ν∈N :=
∫
Ω
j(x− y)Φ(y)dy fu¨r ν ≥ 2
δ
, wobei j ∈ C∞0 (B(0)) den
radialsymmetrischen Kern der Gla¨ttung bezeichne.
Somit ist ‖∇ ((Ψ0Φ)ν −Ψ0Φ)‖q,Ω → 0 fu¨r ν →∞ und fu¨r f ∈ C∞0 (Rn) gilt:∫
Ω
(Ψ0Φ)ν∇fdx = −
∫
Ω
div(Ψ0Φ)νfdx
Sei nun d
(ν)
0 := (Ψ0Φ)ν und d
(ν) :=
m∑
k=0
d
(ν)
k .
Dann ist dν ⊂ C1(Ω) und es gilt fu¨r alle f ∈ C∞0 (Rn) :
∫
Ω
d(ν)∇fdx =
m∑
k=0
∫
Ω
d
(ν)
k ∇fdx
= −
m∑
k=0
∫
Ω
divd
(ν)
k fdx
= −
∫
Ω
divd(ν)fdx
Daraus folgt dν ⊂ D(Ω) und es ist∥∥∥∇(d(ν) − Φ)∥∥∥
q,Ω
≤
m∑
k=0
∥∥∥∇(d(ν)k −ΨkΦ)∥∥∥
q,Ω
→ 0.
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3) Sei Ω (AG).
a) Sei R0(Ω) wie in (1.1.2) definiert und Φ ∈ Y 1,q(Ω). Weiter sei ϕr(x) wie in
Definition 4.6 erkla¨rt. Mittels des Lemmas 4.4 folgt ϕ2R0(Ω)Φ ∈ Y 1,q(Ω).
Fu¨r η ∈ C∞0 (Rn) gilt supp(ηϕ2R0(Ω)Φ) ⊂ Rn\B2R0 und es existiert ein 0 > 0, so
dass mit 0 <  ≤ 0 fu¨r die Friedrichssche Gla¨ttung gilt:(
ηϕ2R0(Ω)Φ
)

⊂ C∞0 (Ω)
und ∥∥((ηϕ2R0(Ω)Φ) − ηϕ2R0(Ω)Φ)∥∥q,Ω + ∥∥∇ ((ηϕ2R0(Ω)Φ) − ηϕ2R0(Ω)Φ)∥∥q,Ω → 0
fu¨r → 0
Daraus folgt ηϕ2R0(Ω)Φ ∈ H1,q0 (Ω) und daraus ϕ2R0(Ω)Φ ∈ Hˆ1,q• (Ω).
Sei q ≥ n :
Nach [Si/So] Theorem I.2.7 gilt: Hˆ1,q• (Ω) = Hˆ
1,q
0 (Ω)
Also existiert nach Definition von Hˆ1,q0 (Ω) eine Folge v
′
ν ⊂ C∞0 (Ω) mit∥∥∇ (ϕ2R0(Ω)Φ− v′ν)∥∥q,Ω → 0
und ∫
Ω
v′ν∇Ψdx = −
∫
Ω
divv′νΨdx ∀ Ψ ∈ C∞0 (Rn).
b) Sei 1 < q < n :
Nach [Si/So] Theorem I.2.16 gilt:
Hˆ1,q• (Ω) = Hˆ
1,q
0 (Ω)⊕ {αϕ2R0 : α ∈ R}
Also existiert ein α ∈ Rn, so dass mit
ϕ2R0(Ω)Φ =
(
ϕ2R0(Ω)Φ− αϕ2R0(Ω)
)
+ αϕ2R0(Ω)
gilt:
ϕ2R0(Ω)Φ− αϕ2R0(Ω) ∈ Hˆ1,q0 (Ω)
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Somit folgt die Existenz einer Folge v′ν ⊂ C∞0 (Ω) mit∥∥∇ ((ϕ2R0(Ω)Φ− αϕ2R0(Ω))− v′ν)∥∥q,Ω → 0
und ∫
Ω
v′ν∇Ψdx = −
∫
Ω
divv′νΨdx ∀ Ψ ∈ C∞0 (Rn).
Daraus folgt:∥∥∇ (ϕ2R0(Ω)Φ− (v′ν + αϕ2R0(Ω)))∥∥q,Ω
=
∥∥∇ ((ϕ2R0(Ω)Φ− αϕ2R0(Ω))− v′ν)∥∥q,Ω → 0
Wegen
(
1− ϕ2R0(Ω)
)
Φ ∈ Y 1,q(Ω ∩B4R0(Ω)) folgt mittels Teil 2) dieses
Beweises, die Existenz einer Folge v′′ν ∈ D(Ω ∩B4R0(Ω)) mit∥∥∇ ((1− ϕ2R0(Ω))Φ− v′′ν)∥∥q,Ω∩B4R0(Ω) → 0.
Setze nun v′′ν durch 0 auf Ω fort, so ist v
′′
ν ∈ D(Ω) und es gilt:∥∥∇ ((1− ϕ2R0(Ω))Φ− v′′ν)∥∥q,Ω → 0
Sei nun Φν := v
′
ν + v
′′
ν . Dann gilt Φν ∈ C1(Ω¯) und es folgt die Existenz von
rν = r(Φν) > 0 mit Φν(x) = 0 fu¨r |x| > rν .
Weiter gilt∥∥∇ (Φ− (Φν + αϕ2R0(Ω)))∥∥q,Ω
≤ ∥∥∇ (ϕ2R0(Ω)Φ− (v′ν + αϕ2R0(Ω)))∥∥q,Ω + ∥∥∇ ((1− ϕ2R0(Ω))Φ− v′′ν)∥∥q,Ω → 0
sowie∫
Ω
Φν∇Ψdx = −
∫
Ω
divΦνΨdx ∀ Ψ ∈ C∞0 (Rn).
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Lemma 4.11.
Sei 1 < q <∞, Ω (AG)/(BG), mit ∂Ω ∈ C2 und λ1 > − 1
n
, λ2 ≥ 1.
Zu jedem x0 ∈ ∂Ω existiert ein 0 < R′ = R′(x0, ∂Ω, q) < 1 und ein C = C(R′) > 0
mit ∥∥∇ (ηp)∥∥
q,ΩR′ (x0)
≤ C sup
0 6=v∈Y 1,q′ (ΩR′ (x0))
Bτ (ηp, v, λτ ,ΩR′(x0))
‖∇v‖q′,ΩR′ (x0)
fu¨r alle p ∈ Y 1,q(Ω) mit ΩR′(x0) := Ω ∩BR′(x0), η ∈ C∞0 (BR′
2
(x0)).
Beweis.
1) Sei 1 > R > 0 so klein gewa¨hlt, dass die dualen Variationsgleichungen
von Satz 3.31 gelten und sei x0 ∈ ∂Ω.
Wie im Beweisteil 1 von Lemma 4.10 kann o.E. (nach geeigneter Drehung und
Translation) angenommen werden:
Es existiert ein ωR ∈ C20(Rn−1) mit ‖∇ωR‖∞ ≤ R, ωR(0) = 0 und ∇ωR(0) = 0.
Weiter existiert ein R′ > 0 mit
BR′ ∩HωR = BR′ ∩ Ω.
Ohne Einschra¨nkung sei 0 < R′ < 1. Da ein 1 < ξ <∞ existiert mit
supp(ωR) ⊂ Bξ ist nach Definition 3.1 ωR ∈MR,ξ.
2) Sei nun p ∈ Y 1,q(Ω).
Mit η ∈ C∞0 (BR′
2
) gilt wegen des Lemmas 4.3 ηp ∈ Y 1,q(Ω).
Also ist ηp ∈ Y 1,q(HωR ∩BR′).
Setze nun ηp durch 0 auf HωR fort. Mit G wie in Definition 3.6 ist daher
ηp ∈ Y 1,qG (HωR) und supp(ηp) ⊂ BR′ .
Sei ρ ∈ C∞0 (B 2R′
3
) mit 0 ≤ ρ ≤ 1 und ρ(x) = 1 fu¨r x ∈ BR′
2
.
Weiter sei 0 6= v ∈ Y 1,q′G (HωR).
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Wegen Lemma 4.3 gilt daher:
ρv ∈ Y 1,q′G (HωR) (4.11.1)
Weiter ist
< ∇(ηp),∇v >HωR=< ∇(ηp),∇ (ρv) >HωR
und
< div(ηp), divv >HωR=< div(ηp), div (ρv) >HωR
sowie
n∑
i,k=1
∫
HωR
∂i(ηp)k∂kvidx =
n∑
i,k=1
∫
HωR
∂i(ηp)k∂k (ρv)i dx.
Mittels Satz 3.16 gilt weiter:
‖∇ (ρv)‖q′,HωR ≤ ‖∇ρv‖q′,Hω + ‖∇vρ‖q′,HωR
≤
Lemma 3.18
‖∇ρ‖∞C ‖∇v‖q′,HωR + ‖ρ‖∞ ‖∇v‖q′,HωR
≤ (1 + C ‖∇ρ‖∞)︸ ︷︷ ︸
:=C′
‖∇v‖q′,HωR mit C
′ > 0
Aus (4.11.1) folgt ρv ∈ Y 1,q′G (HωR) und es ist supp(ρv) ⊂⊂ BR′ .
Somit ist ρv ∈ Y 1,q′(HωR ∩BR′) = Y 1,q
′
(Ω ∩BR′) = Y 1,q′(ΩR′).
Weiter gilt:
∣∣Bτ (ηp, v, λτ , HωR)∣∣
‖∇v‖q′,HωR
≤ C ′
∣∣Bτ (ηp, ρv, λτ ,ΩR′)∣∣
‖∇(ρv)‖q′,ΩR′
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Somit ist:∥∥∇ (ηp)∥∥
q′,ΩR′
=
∥∥∇(ηp)∥∥
q′,HωR
≤
Satz 3.31
C1 sup
0 6=v∈Y 1,q′G (HωR )
Bτ (ηp, v, λτ , HωR)
‖∇v‖q′,HωR
≤ C2 sup
0 6=Φ∈Y 1,q(ΩR′ )
Bτ (ηp,Φ, λτ ,ΩR′)
‖∇Φ‖q′,ΩR′
Lemma 4.12.
Sei 1 < q <∞, Ω(AG)/(BG) und x0 ∈ Ω.
Weiter sei 0 < r <∞ mit B2r(x0) ⊂⊂ Ω.
Dann existiert ein C = C(q, r) > 0 mit∥∥∇ (ηp)∥∥
q,B2r(x0)
≤ C sup
0 6=v∈Y 1,q′ (B2r(x0))
Bτ (ηp, v, λτ , B2r(x0))
‖∇v‖q′,B2r(x0)
fu¨r alle p ∈ Y 1,q(Ω) und η ∈ C∞0 (Br(x0)).
Beweis.
Sei ρ ∈ C∞0 (B2r(x0)) mit 0 ≤ ρ ≤ 1 und ρ(x) = 1 fu¨r alle x ∈ Br(x0).
Sei Φ ∈ L1,q′G (Rn) mit G ⊂⊂ Rn\B2r(x0) und sei v := ρΦ.
Dann gilt mittels des Lemmas 4.5:
v ∈ Y 1,q′(B2r(x0))
Weiter gilt mittels [Si1] Theorem 3.6:
‖∇v‖q′,B2r(x0) = ‖∇ (ρΦ)‖q′,B2r(x0)
≤ ‖∇ρΦ‖q′,B2r(x0) + ‖ρ∇Φ‖q′,B2r(x0)
≤ ‖∇ρ‖∞ ‖Φ‖q′,B2r(x0) + ‖∇Φ‖q′,B2r(x0)
≤ ‖∇ρ‖∞C ‖∇Φ‖q′,Rn + ‖∇Φ‖q′,B2r(x0)
≤ (1 + C ‖∇ρ‖∞)︸ ︷︷ ︸
:=C′>0
‖∇Φ‖q′,Rn
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Wegen ‖∇ρ‖∞|Br(x0) = 0 und ρ|Br(x0) = 1 ist ∇v|Br(x0) = ∇Φ|Br(x0) .
Somit gilt nun fu¨r 0 6= Φ ∈ L1,q′G (Rn) mit der Eigenschaft ∇(ρΦ) 6= 0
wegen ρΦ ∈ Y 1,q′(B2r(x0)) :
∣∣Bτ (ηp,Φ, λτ ,Rn)∣∣
‖∇Φ‖q′,Rn
≤ C ′
∣∣Bτ (ηp, (ρΦ), λτ , B2r(x0))∣∣
‖∇(ρΦ)‖q′,B2r(x0)
≤ C ′ sup
0 6=v∈Y 1,q′ (B2r(x0))
∣∣Bτ (ηp, v, λτ , B2r(x0))∣∣
‖∇v‖q′,B2r(x0)
Sei nun p ∈ Y 1,q(Ω). Dann ist mit Lemma 4.3 ηp ∈ Y 1,q(Ω).
Setze nun ηp durch 0 auf Rn fort. Wegen G ⊂⊂ Rn\B2r(x0) ist ηp ∈ L1,qG (Rn).
Also folgt aus letzter Abscha¨tzung mit Satz 2.8 beziehungsweise Satz 2.18:
∥∥∇ (ηp)∥∥
q,B2r(x0)
=
∥∥∇ (ηp)∥∥
q,Rn
≤ C ′′ sup
0 6=Φ∈L1,q′G (Rn)
∣∣Bτ (ηp,Φ, λτ ,Rn)∣∣
‖∇Φ‖q′,Rn
≤ C ′′C ′ sup
0 6=v∈Y 1,q′ (B2r(x0))
∣∣Bτ (ηp, v, λτ , B2r(x0))∣∣
‖∇v‖q′,B2r(x0)
Lemma 4.13.
Sei 1 < q <∞, Ω (AG) und ∂Ω ∈ C2. Sei R0(Ω) wie in (1.1.2) definiert.
Weiter sei ϕ2R0(Ω) wie in Definition 4.6 erkla¨rt.
Dann existiert ein C = C(q, R0,Ω) > 0 mit∥∥∇ (ϕ2R0(Ω)p)∥∥q,Ω
≤ C sup
0 6=v∈Y 1,q′ (Ω)
Bτ (ϕ2R0(Ω)p, v, λτ ,Ω)
‖∇v‖q′,Ω
fu¨r alle p ∈ Y 1,q(Ω).
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Beweis.
Sei p ∈ Y 1,q(Ω) und sei weiter ϕ2R0(Ω)p auf Rn durch 0 fortgesetzt.
Dann ist ϕ2R0(Ω)p ∈ Lqloc(Rn).
Somit ist ∂k
(
ϕ2R0(Ω)p
)
= pi∂kϕ2R0(Ω) + ϕ2R0(Ω)∂kpi ∈ Lq(Rn).
Daraus folgt ϕ2R0(Ω)p ∈ L1,qG (Rn) mit G ⊂⊂ K wobei K wie in (1.1.1) definiert ist.
Sei nun Φ ∈ L1,q′G (Rn) mit G ⊂⊂ K und sei v := ϕR0(Ω)Φ.
Dann folgt mittels des Lemmas 4.4 v ∈ Y 1,q′(Ω).
Es ist ϕR0(Ω)(x) = 1 fu¨r alle |x| ≥ 2R0(Ω) und daher ist:
∇v|Rn\B2R0(Ω) = ∇Φ|Rn\B2R0(Ω)
Sei v durch 0 auf Rn fortgesetzt. Dann ist v ∈ L1,q′G (Rn).
Weiter gilt mittels [Si1] Theorem 3.6:
‖∇v‖q′,Ω =
∥∥∇ (ϕR0(Ω)Φ)∥∥q′,Ω
≤ ∥∥∇ϕR0(Ω)Φ∥∥q′,Ω + ∥∥ϕR0(Ω)∇Φ∥∥q′,Ω
≤ ∥∥∇ϕR0(Ω)∥∥∞ ‖Φ‖q′,Br∩B2r + ‖∇Φ‖q′,Rn
≤ ∥∥∇ϕR0(Ω)∥∥∞C ‖∇Φ‖q′,Rn + ‖∇Φ‖q′,Rn
≤ (1 + C ∥∥∇ϕR0(Ω)∥∥∞)︸ ︷︷ ︸
:=C′>0
‖∇Φ‖q′,Rn
Somit gilt nun fu¨r v 6= 0 :∣∣Bτ (ϕ2R0(Ω)p,Φ, λτ ,Rn)∣∣
‖∇Φ‖q′,Rn
≤ C ′
∣∣Bτ (ϕ2R0(Ω)p, v, λτ ,Ω)∣∣
‖∇v‖q′,Ω
Also folgt mit Satz 2.8 beziehungsweise Satz 2.18:∥∥∇ (ϕ2R0(Ω)p)∥∥q,Ω
=
∥∥∇ (ϕ2R0(Ω)p)∥∥q,Rn
≤ C ′′ sup
0 6=Φ∈L1,q′G (Rn)
Bτ (ϕ2R0(Ω)p,Φ, λτ ,Rn)
‖∇Φ‖q′,Rn
≤ C ′′C ′ sup
0 6=v∈Y 1,q(Ω)
Bτ (ϕ2R0(Ω)p, v, λτ ,Ω)
‖∇v‖q′,Ω
114
Lemma 4.14.
Sei Ω(BG)\(AG) mit ∂Ω ∈ C0, p ∈ Y 1,q(Ω), λτ 6= −1 und sei
Bτ (p,Φ, λτ ,Ω) = 0 fu¨r alle Φ ∈ Y 1,q′(Ω).
Dann existiert ein p˜ ∈ C∞(Ω) mit p = p˜ f.u¨. in Ω.
Beweis.
Trivialerweise gilt:
C∞0 (Ω) ⊂ Y 1,q
′
(Ω)
Somit gilt:
Bτ (p,Φ, λτ ,Ω) = 0 fu¨r alle Φ ∈ C∞0 (Ω)
Sei Ψ ∈ C∞0 (Ω) und Φ′ := ∇Ψ. Dann ist Φ′ ∈ C∞0 (Ω).
Also gilt fu¨r τ = 1
0 =
n∑
i,k=1
∫
Ω
∂ipk∂i∂kΨdx+ λ1
n∑
i,k=1
∫
Ω
∂ipi∂k∂kΨdx
und fu¨r τ = 2
0 =
n∑
i,k=1
∫
Ω
∂ipk∂i∂kΨdx+
n∑
i,k=1
∫
Ω
∂ipk∂k∂iΨdx+ (λ2 − 1)
n∑
i,k=1
∫
Ω
∂ipi∂k∂kΨdx
Mit partieller Integration folgt dann fu¨r τ = 1, 2 :
0 = (1 + λτ )
n∑
i,k=1
∫
Ω
∂ipi∂k∂kΨdx
Aus dem Weylschen Lemma (siehe auch [Si4] Lemma 2.7) folgt die
Existenz eines h ∈ C∞(Ω) mit divp = h f.u¨. und
∆h = 0. (4.14.1)
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Sei jetzt Φ′′i :=
n∑
j=1
∂j∂jΨi mit Ψi ∈ C∞0 (Ω) fu¨r alle i = 1, .., n.
Es gilt Φ′′ ∈ C∞0 (Ω) und es gilt mittels partieller Integration fu¨r τ = 1, 2 :
0 = −
n∑
i,j,k=1
∫
Ω
pi∂k∂k∂j∂jΨidx+ λτ
n∑
k=1
∫
Ω
n∑
i,j=1
∂j∂j∂ipi︸ ︷︷ ︸
=
(4.14.1)
0
∂kΨkdx
Also ist
n∑
i=1
∫
Ω
pi∆
2Ψi = 0 mit Ψi ∈ C∞0 (Ω) fu¨r alle i = 1, ..., n.
Sei j0 ∈ {1, ..., n} . Fu¨r alle j = 1, ..., n, j 6= j0 setze Ψj = 0 ∈ C∞0 (Ω).
Dann folgt:
n∑
i=1
∫
Ω
pi0∆
2Ψj0 = 0 fu¨r alle Ψi0 ∈ C∞0 (Ω)
Also folgt nach dem Weylschen Lemma fu¨r ∆2 ([Si4] Theorem 3.4) die Existenz
eines p˜j0 ∈ C∞(Ω) mit p˜j0 = pj0 f.u¨. in Ω. Also existiert ein p˜ ∈ C∞(Ω) mit
p˜ = p f.u¨. in Ω.
Lemma 4.15.
Sei Ω(AG), ∂Ω ∈ C2, R0(Ω) wie in (1.1.2) erkla¨rt und r > R0(Ω).
Sei λτ 6= −1, p ∈ Y 1,q(Ω) und Bτ (p,Φ, λτ ,Ω) = 0 fu¨r alle Φ ∈ Y 1,q′(Ω).
Dann gilt: ∇p∣∣Rn\B2r ∈ L2(Rn\B2r)
Beweis.
Durch A¨nderung auf einer Nullmenge ist wegen Lemma 4.14 p ∈ C∞(Ω).
Sei Ar := {x ∈ Rn mit r < |x| < 2r} ⊂⊂ Ω.
Dann gilt p ∈ L∞(Ar) und ∇p ∈ L∞(Ar) fu¨r alle r > R0(Ω).
Sei ϕr(x) wie in Definition 4.6 und K wie in (1.1.1) erkla¨rt.
Weiter sei G ⊂⊂ K und Φ ∈ DˆG(Rn). Dann ist Φ ∈ L1,q
′
G (R
n) ⊂ L1,q′(Rn).
Somit folgt wegen Lemma 4.4 ϕrΦ ∈ Y 1,q′(Ω).
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Es ist p ∈ L1,q(Ω). Also folgt wieder mittels des Lemmas 4.4 ϕrp ∈ Y 1,q(Ω).
Setze ϕrp durch 0 auf Rn fort. Wegen G ⊂⊂ K folgt ϕrp ∈ L1,qG (Rn).
Also gilt:
Bτ (p, (ϕrΦ) , λτ ,Ω) = 0
Daraus folgt
B1(ϕrp,Φ, λ1,Ω) =
∫
Ω
n∑
i,k=1
[
∂kϕrpi∂kΦi − ∂kpi∂kϕrΦi
]
dx
+ λ1
∫
Ω
n∑
i,k=1
[
∂iϕrpi∂kΦk − ∂ipi∂kϕrΦk
]
dx
und
B2(ϕrp,Φ, λ2,Ω) =
∫
Ω
n∑
i,k=1
[
∂kϕrpi∂kΦi − ∂kpi∂kϕrΦi
]
dx
+
∫
Ω
n∑
i,k=1
[
∂kϕrpi∂iΦk − ∂kpi∂iϕrΦk
]
dx
+
∫
Ω
(λ2 − 1)
n∑
i,k=1
[
∂iϕrpi∂kΦk − ∂ipi∂kϕrΦk
]
dx.
Wegen supp(∇ϕr) ⊂⊂ Ω ist
B1(ϕrp,Φ, λ1,Rn) =
∫
Ar
n∑
i,k=1
[
∂kϕrpi∂kΦi − ∂kpi∂kϕrΦi
]
dx
+ λ1
∫
Ar
n∑
i,k=1
[
∂iϕrpi∂kΦk − ∂ipi∂kϕrΦk
]
dx
und
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B2(ϕrp,Φ, λ2,Rn) =
∫
Ar
n∑
i,k=1
[
∂kϕrpi∂kΦi − ∂kpi∂kϕrΦi
]
dx
+
∫
Ar
n∑
i,k=1
[
∂kϕrpi∂iΦk − ∂kpi∂iϕrΦk
]
dx
+
∫
Ar
(λ2 − 1)
n∑
i,k=1
[
∂iϕrpi∂kΦk − ∂ipi∂kϕrΦk
]
dx.
Da DˆG(Rn) dicht in L
1,2
G (R
n) liegt und p,∇p ∈ L2(Ar) folgt mittels
der Poincare´ungleichung:∣∣Bτ ((ϕrp) ,Φ, λτ ,Rn)∣∣ ≤ C ‖∇Φ‖2,Rn
Wegen ϕrp ∈ L1,qG (Rn) folgt mittels Korollar 2.16 beziehungsweise Satz 2.18
∇(ϕrp) ∈ L2(Rn).
Somit ist ∇p∣∣Rn\B2r ∈ L2(Rn\B2R).
Lemma 4.16.
Sei 1 < q <∞, Ω (BG) mit ∂Ω ∈ C2, x0 ∈ ∂Ω, λ1 > − 1
n
und λ2 ≥ 1.
Weiter sei p ∈ Y 1,q(Ω) und
Bτ (p,Φ, λτ ,Ω) = 0 fu¨r alle Φ ∈ Y 1,q′(Ω).
Dann existiert ein R0 > 0 mit:
ηp ∈ Y 1,2(Ω) fu¨r alle η ∈ C∞0 (BR0(x0))
Beweis.
Wegen Bemerkung 4.1 1) sei nun ohne Einschra¨nkung x0 = 0.
1) Sei q > 2.
Fu¨r jedes R0 > 0 folgt aus Lemma 4.3:
ηp ∈ Y 1,q(Ω) fu¨r alle η ∈ C∞0 (BR0(x0))
Wegen der Ho¨lderungleichung ist ηp ∈ Y 1,2(Ω).
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2) Sei q < 2.
Wie in Teil d) des Beweises von Lemma 3.30 gibt es genau ein k ∈ N
mit 1 ≤ k < n
q
≤ k + 1. Es sei qj := nq
n− jq fu¨r j = 0, ..., k.
Dann gilt qk ≥ n ≥ 2 und fu¨r j = 0, ..., k − 1 ist qj < n.
Weiter gilt fu¨r die Sobolev-Exponenten q∗j =
nqj
n− qj die Beziehung
q∗j = qj+1 fu¨r j = 0, ..., k − 1.
Fu¨r den dualen Exponenten gilt:
q′0 = q
′, q′j < n fu¨r alle j = 1, ..., k und (q
′
j)
∗ = q′j−1 fu¨r j = 1, ..., k
Fu¨r 1 < q˜ <∞ sei R(q˜, n) wie in Satz 3.31 definiert.
Sei R := min {R(qj, n) : j = 0, ..., k} .
Wie im Beweisteil 1) des Lemmas 4.11 existiert zu diesem R ein ωR ∈MR,ξ
und ein 1 > R1 > 0 mit
BR1 ∩HωR = BR1 ∩ Ω.
Wegen Lemma 4.2 sei ohne Einschra¨nkung BR1 ∩HωR = BR1 ∩ Ω.
Fu¨r j = 0, ..., k + 1 sei rj := R1 · 2−(j+1) und Ωj := Brj ∩ Ω.
Seien T und G in Abha¨ngigkeit von ω wie in Definition 3.6 gewa¨hlt.
Sei v ∈ T (DG(H)) ⊂ Y 1,q
′
G (HωR) und fu¨r j = 0, ..., k + 1 sei ϕj ∈ C∞0 (Brj) mit
0 ≤ ϕ ≤ 1 und ϕj = 1|Brj+1 .
Aus Lemma 4.3 folgt ϕjv ∈ Y 1,q′(Ω) und ϕjp ∈ Y 1,q(Ω).
Wegen Bτ (p, ϕjv, λτ ,Ω) = 0 gilt
B1(ϕjp, v, λ1,Ω) =
∫
Ω
n∑
i,k=1
[
∂kϕjpi∂kvi − ∂kpi∂kϕjvi
]
dx
+ λ1
∫
Ω
n∑
i,k=1
[
∂iϕjpi∂kvk − ∂ipi∂kϕjvk
]
dx (4.16.1)
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und
B2(ϕjp, v, λ2,Ω) =
∫
Ω
n∑
i,k=1
[
∂kϕjpi∂kvi − ∂kpi∂kϕjvi
]
dx
+
∫
Ω
n∑
i,k=1
[
∂kϕjpi∂ivk − ∂kpi∂iϕjvk
]
dx
+
∫
Ω
(λ2 − 1)
n∑
i,k=1
[
∂iϕjpi∂kvk − ∂ipi∂kϕjvk
]
dx. (4.16.2)
Zeige nun mittels Induktion fu¨r alle j = 1, ..., k + 1 :
ϕjp ∈ Y 1,qjG (HωR)
Aus Lemma 4.3 und ϕ0 ∈ C∞0 (Br0) folgt ϕ0p ∈ Y 1,qG (Ω ∩Br0).
Sei ϕ0p durch 0 auf HωR fortgesetzt. Dann gilt:
ϕ0p ∈ Y 1,q0G (HωR)
Fu¨r j = 1, ..., k sei nun ϕj−1p ∈ Y 1,qj−1G (HωR).
Aus Lemma 3.29 folgt fu¨r alle r˜ > 0 :
ϕj−1p ∈ Lqj(HωR ∩Br˜)
Wegen ϕj−1 ∈ C∞0 (Brj−1) folgt ϕj−1p ∈ Lqj(HωR) und es ist ϕj−1 = 1|Brj .
Daraus folgt:∥∥p∥∥
qj ,Ωj
≤ ∥∥ϕj−1p∥∥qj ,HωR <∞
Zusammen mit Mj := ‖∇ϕj‖∞ und v ∈ T (DG(H)) folgt dann
∣∣∣∣∣∣
∫
Ω
(
n∑
i,k=1
[
∂kϕjpi∂kvi
]
+ λ1
n∑
i,k=1
[
∂iϕjpi∂kvk
])
dx
∣∣∣∣∣∣
≤Mj(1 + λ1)
∥∥p∥∥
qj ,Ωj
‖∇v‖q′j ,HωR
und
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∣∣∣∣∣∣
∫
Ω
(
n∑
i,k=1
[
∂kϕjpi∂kvi + ∂kϕjpi∂ivk
]
+ (λ2 − 1)
n∑
i,k=1
[
∂iϕjpi∂kvk
])
dx
∣∣∣∣∣∣
≤Mj(1 + λ2)
∥∥p∥∥
qj ,Ωj
‖∇v‖q′j ,HωR .
Aus Lemma 3.29 folgt fu¨r alle r˜ > 0 :
‖v‖q′j−1,HωR∩Br˜ ≤ C ‖∇v‖q′j ,HωR
Wegen supp (ϕj) ⊂ Brj folgt∣∣∣∣∣∣
∫
Ω
n∑
i,k=1
[
∂kpi∂kϕjvi
]
+ λ1
n∑
i,k=1
[
∂ipi∂kϕjvk
]
dx
∣∣∣∣∣∣
≤ Cλ1Mj
∥∥∇p∥∥
qj−1,Ωj
‖∇v‖q′j ,HωR
und ∣∣∣∣∣∣
∫
Ω
(
n∑
i,k=1
[
∂kpi∂kϕjvi + ∂kpi∂iϕjvk
]
+ (λ2 − 1)
n∑
i,k=1
[
∂ipi∂kϕjvk
])
dx
∣∣∣∣∣∣
≤ Cλ2Mj
∥∥∇p∥∥
qj−1,Ωj
‖∇v‖q′j ,HωR .
Zusammen mit (4.16.1), (4.16.2) und C ′ = C ′(p,R, j, λτ ) gilt also
fu¨r v ∈ T (DG(H))∣∣Bτ (ϕjp, v, λτ ,Ω)∣∣ ≤ C ′ ‖∇v‖q′j ,HωR .
Aus Lemma 4.3 folgt ϕjϕj−1p = ϕjp ∈ Y 1,qj−1G (HωR).
Zusammen mit Lemma 3.32 folgt ϕjp ∈ Y 1,qjG (HωR).
Fu¨r j = k ist qk ≥ 2. Mittels Teil 1) dieses Beweises folgt ϕkp ∈ Y 1,2G (HωR).
Sei nun R0 := rk+1. Fu¨r η ∈ C∞0 (BR0) gilt wegen Lemma 4.3
ηp = ηϕkp ∈ Y 1,2G (HωR).
Es ist BR0 ∩HωR = BR0 ∩ Ω ⊂ Ω. Daraus folgt ηp ∈ Y 1,2(Ω).
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Lemma 4.17.
Sei Ω (BG), u ∈ L1,q(Ω) und (u) = 0.
Dann gilt u(x) = A(x) + a mit a ∈ Rn, A ∈ Rn×n und At = −A.
Beweis.
Wegen (u) = 0 gilt fu¨r alle Φ ∈ C∞0 (Ω) und i, k, j = 1, ..., n :
0 =
1
2
∫
Ω
ik(u)∂jΦdx−
∫
Ω
ji(u)∂kΦdx+
∫
Ω
kj(u)∂iΦdx

=
1
2
∫
Ω
(∂iuk + ∂kui)∂jΦdx−
∫
Ω
(∂jui + ∂iuj)∂kΦdx
+
∫
Ω
(∂kuj + ∂juk)∂iΦdx

= −1
2
∫
Ω
uk∂i∂jΦdx+
∫
Ω
ui∂k∂jΦdx−
∫
Ω
ui∂j∂kΦdx
−
∫
Ω
uj∂i∂kΦdx+
∫
Ω
uj∂k∂iΦdx+
∫
Ω
uk∂j∂iΦdx

= −
∫
Ω
uk∂i∂jΦdx
=
∫
Ω
∂iuk∂jΦdx
Daraus folgt ∂i∂juk = 0 fu¨r alle i, j, k = 1, ..., n.
Daher ist u(x) = Ax+ a mit a ∈ Rn und A ∈ Rn×n.
Fu¨r alle i, k = 1, ..., n ist
0 = ik(u) = ∂iuk + ∂kui = aik + aki.
Daraus folgt At = −A.
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Definition und Bemerkung 4.18.
Sei 1 < q <∞ und Ω (AG)/(BG).
Weiter seien:
S(n,R) :=
{
A ∈ Rn×n : At = −A}
Sq(Ω) :=
{
Φ ∈ Y 1,q(Ω) : Φ(x) = Ax+ a mit A ∈ S(n,R) und a ∈ Rn}
Fu¨r A,B ∈ S(n,R) sei
< A,B >:=
n∑
i,k=1
aikbik.
Ist Ω(BG), so gilt gema¨ß Lemma 4.17 Sq(Ω) =
{
Φ ∈ Y 1,q(Ω) : (Φ) = 0} .
Weiter gilt Sq(Ω) = Sr(Ω) fu¨r alle 1 < r <∞.
Ist Ω(AG) und 1 < r <∞, so gilt fu¨r alle 0 6= A ∈ S(n,R)
∇(A ·+a) = A /∈ Lr(Ω).
Fu¨r Φ ∈ Y 1,r(Ω) mit Φ ≡ a ∈ Rn folgt gema¨ß Lemma 1.5 a = 0.
Daraus folgt
Sr(Ω) = {0} .
Fu¨r Ω(AG)/(BG) sei daher S(Ω) := Sq(Ω).
S(Ω) ist endlichdimensionaler linearer Teilraum von Y 1,q(Ω).
Weiter sei
Rq(Ω) :=
{
v ∈ Y 1,q(Ω) :< ∇v,∇Ψ >Ω= 0 ∀Ψ ∈ S(Ω)
}
.
Wegen der Stetigkeit der Sesquilinearform < ∇.,∇. >Ω: Y 1,q(Ω)× Y 1,q′(Ω)→ R
ist Rq(Ω) abgeschlossener Unterraum von Y 1,q(Ω).
Somit ist Rq(Ω) ein Banachraum.
Aus [Al] Lemma 5.8 folgt dann die Reflexivita¨t von Rq(Ω).
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Falls u ∈ S(Ω), so ist natu¨rlich wegen (u) = 0
B2(u,Φ, λ2,Ω) = 0 fu¨r alle Φ ∈ Y 1,q′(Ω).
Die folgende Zerlegung von Y 1,q(Ω) erlaubt es, diesen endlichdimensionalen
Nullraum S(Ω) auszuschließen.
Lemma 4.19.
Sei 1 < q <∞ und Ω (BG).
Dann gilt: Y 1,q(Ω) = Rq(Ω)⊕ S(Ω)
Beweis.
Sei
v ∈ Y 1,q(Ω)
und
M(Ω) := {A ∈ S(n,R) : Zu A existiert ein a ∈ Rn mit A ·+a ∈ S(Ω)} .
Wegen der Linearita¨t von S(Ω) folgt die Linearita¨t von M(Ω).
Sei A ∈M(Ω) und u := 1|Ω|(A ·+a) ∈ S(Ω).
Daraus folgt:
u ∈ Y 1,q(Ω) und 1
2
∫
Ω
(∂iuk − ∂kui)dx

k,i=1,...,n
= A
Mit
K(Ω) :=
12
∫
Ω
(∂iΦk − ∂kΦi)dx

k,i=1,...,n
: Φ ∈ Y 1,q(Ω)

gilt daher
M(Ω) ⊂ K(Ω) ⊂ S(n,R).
Weiter gilt dim(M(Ω)) <∞.
Somit ist M(Ω) abgeschlossener linearer Teilraum von K(Ω).
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Daher folgt die Existenz der orthogonalen Projektion P : K(Ω)→M(Ω) mit
P

1
2
∫
Ω
(∂ivk − ∂kvi)dx

k,i=1,...,n
 =: |Ω|B
und fu¨r alle A ∈M(Ω) gilt
0 =<
1
2
∫
Ω
(∂ivk − ∂kvi)dx

k,i=1,...,n
− |Ω|B,A >
=
n∑
i,k=1
∫
Ω
[(
1
2
(∂ivk − ∂kvi) + bik
)
aki
]
dx. (4.19.1)
Wegen B ∈M(Ω) existiert ein b ∈ Rn mit B ·+b ∈ S(Ω).
Sei v(1)(x) := v(x)−Bx− b und v(2)(x) := Bx+ b fu¨r alle x ∈ Ω.
Zeige nun: v(1) ∈ Rq(Ω)
Sei Ψ := A ·+a ∈ S(Ω). Dann gilt:
< ∇v(1),∇Ψ >Ω =
n∑
i,k=1
∫
Ω
∂iv
(1)
k ∂iΨkdx
=
1
2
n∑
i,k=1
aki
∫
Ω
∂iv
(1)
k dx+
1
2
n∑
i,k=1
aki
∫
Ω
∂iv
(1)
k dx
=
1
2
n∑
i,k=1
aki
∫
Ω
∂iv
(1)
k dx−
1
2
n∑
i,k=1
aik
∫
Ω
∂iv
(1)
k dx
=
1
2
n∑
i,k=1
aki
∫
Ω
∂iv
(1)
k dx−
1
2
n∑
i,k=1
aki
∫
Ω
∂kv
(1)
i dx
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Weiter gilt:
< ∇v(1),∇Ψ >Ω = 1
2
n∑
i,k=1
aki
∫
Ω
(
∂iv
(1)
k − ∂kv(1)i
)
dx
=
1
2
n∑
i,k=1
aki
∫
Ω
((∂ivk − ∂kvi)− (bki − bik)) dx

=
1
2
n∑
i,k=1
aki
∫
Ω
((∂ivk − ∂kvi) + 2bik) dx

=
4.19.1
0
Wegen v(2) ∈ S(Ω) ⊂ Y 1,q(Ω) und v ∈ Y 1,q(Ω) folgt v(1) ∈ Y 1,q(Ω).
Daraus folgt v(1) ∈ Rq(Ω).
Definition 4.20.
Fu¨r 1 < t <∞ sei
Zt(Ω) :=

Y 1,t(Ω) fu¨r τ = 1 im Falle Ω(BG)
Rt(Ω) fu¨r τ = 2 im Falle Ω(BG)
Y 1,t(Ω) fu¨r τ = 1, 2 im Falle Ω(AG)
.
Lemma 4.21.
Sei Ω(AG)/(BG), ∂Ω ∈ C2, λ1 > − 1
n
und λ2 ≥ 1, p ∈ Zq(Ω) und
mit τ = 1, 2 sei Bτ (p,Φ, λτ ,Ω) = 0 fu¨r alle Φ ∈ Y 1,q′(Ω).
Dann gilt: p = 0 f.u¨. in Ω
Beweis.
1) Sei Ω (BG).
Es ist p ∈ Y 1,q(Ω). Aus Lemma 4.16 folgt:
Fu¨r alle x0 ∈ ∂Ω existiert ein R0 > 0, so dass fu¨r alle η ∈ C∞0 (BR0(x0)) gilt
ηp ∈ Y 1,2(Ω).
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Da ∂Ω kompakt ist, existiert ein m ∈ N und xk ∈ ∂Ω mit k = 1, ...,m und
∂Ω ⊂
m⋃
k=1
BRk(xk).
Fu¨r k = 1, ...,m sei Bk := BRk(xk).
Sei B˜ := Ω\
m⋃
k=1
Bk. Wegen Lemma 1.4 folgt B˜ kompakt und B˜ ⊂ Ω.
Also kann B˜ durch endlich viele Kugeln vom Radius <
1
2
dist(B˜, ∂Ω)
u¨berdeckt werden.
Also existiert ein m˜ ∈ N und fu¨r j = 1, ..., m˜ existieren B˜j ⊂ Rn offene Mengen,
so dass gilt:
B˜ ⊂
m˜⋃
j=1
B˜j und
m˜⋃
j=1
B˜j ⊂⊂ Ω
Sei nun B0 :=
m˜⋃
j=1
B˜j. Dann ist Ω ⊂
m⋃
k=0
Bk.
Sei 1 =
m∑
k=0
Ψk(x) mit Ψk ∈ C∞0 (Bk).
Dann folgt aus Lemma 4.16 Ψkp ∈ Y 1,2(Ω) fu¨r alle k = 1, ...,m.
Wegen Lemma 4.14 existiert ein p˜ ∈ C∞(Ω) mit p˜ = p f.u¨. in Ω.
Weiter gilt Ψ0p˜ ∈ C∞0 (Ω) ⊂ Y 1,2(Ω) und Ψ0p˜ = Ψ0p f.u¨. in Ω.
Somit folgt Ψ0p ⊂ Y 1,2(Ω).
Also ist
p =
m∑
k=0
Ψkp ∈ Y 1,2(Ω).
Aus Satz 4.10 folgt, dass fu¨r alle 1 < q′ <∞ D(Ω) dicht in Y 1,q(Ω) liegt.
Somit gilt:
Bτ (p,Φ
′, λτ ,Ω) = 0 fu¨r alle Φ′ ∈ D(Ω)
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Wegen der Setigkeit des Funktionals
F ∗(Φ′) := Bτ (p,Φ′, λτ ,Ω)
folgt:
Bτ (p,Φ
′′, λτ ,Ω) = 0 fu¨r alle Φ′′ ∈ Y 1,2(Ω)
Also ist Bτ (p, p, λτ ,Ω) = 0.
Sei nun τ = 1.
Dann folgt:∥∥∇p∥∥2
2,Ω
+ λ1
∥∥divp∥∥2
2,Ω
= 0
Ist λ1 ≥ 0 so ist p = 0.
Sei nun − 1
n
< λ1 < 0.
Angenommen: p 6= 0
Es ist
∥∥divp∥∥2
2,Ω
≤ n ∥∥∇p∥∥2
2,Ω
und somit
0 =
∥∥∇p∥∥2
2,Ω
+ λ1
∥∥divp∥∥2
2,Ω
≥ ∥∥∇p∥∥2
2,Ω
+ λ1n
∥∥∇p∥∥2
2,Ω
.
Also wa¨re 0 ≥ λ1n+ 1, d.h. − 1
n
≥ λ1, ein Widerspruch.
Sei nun τ = 2.
Aus B2(p, p, λ2,Ω) = 0 folgt dann:
0 =
1
2
n∑
i,k=1
‖∂ipk + ∂kpi‖22,Ω + (λ2 − 1)
∥∥divp∥∥2
2,Ω
Fu¨r λ2 ≥ 1 folgt:
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0 =
n∑
i,k=1
‖∂ipk + ∂kpi‖22,Ω
Nach Lemma 4.17 folgt die Existenz von A ·+a ∈ S(Ω)
mit p(x) = Ax+ a fu¨r alle x ∈ Ω.
Wegen p ∈ Rq(Ω) folgt fu¨r alle Ψ = B ·+b ∈ S(Ω)
0 =< ∇p,∇Ψ >Ω=
n∑
i,k=1
aikbik |Ω| .
Mit Ψ := A ·+a folgt
n∑
i,k=1
a2ik = 0 und weiter A = 0.
Wegen Lemma 1.5 gilt a = 0.
Daraus folgt insgesamt
p = 0.
2) Sei Ω (AG).
Sei ϕr(x) wie in Definition 4.6 erkla¨rt. Fu¨r R0(Ω) aus (1.1.2) folgt mittels
des Lemmas 4.4:
ϕ2R0(x)p ∈ Y 1,q(Ω)
Wegen p ∈ Y 1,q(Ω) folgt daher:(
1− ϕ2R0(Ω)
)
p ∈ Y 1,q(Ω)
Wegen supp(
(
1− ϕ2R0(Ω)
)
p) ⊂ B4R0 verschwindet
(
1− ϕ2R0(Ω)
)
p
in einer Umgebung von ∂B4R0 .
Also folgt:(
1− ϕ2R0(Ω)
)
p ∈ Y 1,q(Ω ∩B4R0(Ω))
Da Ω ∩B4R0(Ω) (BG) ist, folgt mittels des ersten Teils dieses Beweises :(
1− ϕ2R0(Ω)
)
p ∈ Y 1,2(Ω ∩B4R0(Ω))
Wegen des Lemmas 4.14 folgt die Existenz eines p˜ ∈ C∞(Ω) mit p˜ = p f.u¨. in Ω.
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Somit ist ϕ2R0(Ω)p˜ ∈ C∞(Ω) und ϕ2R0(Ω)p˜ = ϕ2R0(Ω)p f.u¨. in Ω.
Daraus folgt:
ϕ2R0(Ω)p ∈ L1loc(Ω) und ϕ2R0(Ω)p ∈ L2loc(Ω)
Es ist∥∥∇ϕ2R0(Ω)p∥∥22,Ω = ∫
supp(∇ϕ2R0(Ω))
∥∥∇ϕ2R0(Ω)∥∥∞ ∣∣p∣∣2 <∞
und mit Lemma 4.15 folgt:∥∥∇pϕ2R0(Ω)∥∥22,Ω = ∫
Rn\B4R0(Ω)
∣∣∇p∣∣2 <∞
Somit ist ∇ (ϕ2R0(Ω)p) ∈ L2(Ω).
Also gilt mittels des Lemmas 4.4 ϕ2R0(Ω)p ∈ Y 1,2(Ω) und zusammen mit(
1− ϕ2R0(Ω)
)
p ∈ Y 1,2(Ω) folgt p ∈ Y 1,2(Ω).
Fu¨r den Fall τ = 1 folgt analog zu Teil 1) dieses Beweises p = 0.
Im Fall τ = 2 folgt wieder
0 =
n∑
i,k=1
‖∂ipk + ∂kpi‖22,Ω .
Nach [Gr] Satz III.1.6 folgt dann
p = 0.
Satz 4.22.
Sei 1 < q <∞, Ω (AG)/(BG) mit ∂Ω ∈ C2, λ1 > − 1
n
und λ2 ≥ 1.
Dann gelten die dualen Variationsungleichungen bezu¨glich der Bilinearform
Bτ (., ., λτ ,Ω) auf Z
q(Ω)× Zq′(Ω) mit τ = 1, 2.
Beweis.
1) Angenommen die Behauptung sei falsch. Dann existiert eine Folge
p
k
⊂ Zq(Ω) mit
∥∥∥∇p
k
∥∥∥
q,Ω
= 1 und es gilt:

(τ)
k := sup
0 6=Φ∈Zq′ (Ω)
Bτ (pk,Φ, λτ ,Ω)
‖∇Φ‖q′,Ω
→ 0 fu¨r k →∞
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Da Zq(Ω) ein reflexiver Banachraum ist (Bemerkung 4.18 bzw Lemma 1.12),
folgt die Existenz einer Teilfolge p
kν
⊂ Zq(Ω) mit p
kν
w→ p, wobei p ∈ Zq(Ω) ist.
Sei im Weiteren diese Teilfolge mit p
k
bezeichnet.
Fu¨r Φ ∈ Zq′(Ω) gilt einerseits
Bτ (pk,Φ, λτ ,Ω)→ Bτ (p,Φ, λτ ,Ω)
und andererseits∣∣∣Bτ (pk,Φ, λτ ,Ω)∣∣∣ ≤ (τ)k ‖∇Φ‖q′,Ω .
Also ist Bτ (p,Φ, λτ ,Ω) = 0 fu¨r alle Φ ∈ Zq′(Ω). (4.22.1)
Fu¨r τ = 1 folgt gema¨ß Lemma 4.21 p = 0.
Fu¨r τ = 2 und Ω (AG) folgt ebenfalls gema¨ß Lemma 4.21 p = 0.
Sei nun τ = 2, Ω (BG) und Ψ ∈ Y 1,q′(Ω).
Aus Lemma 4.19 folgt die Existenz von Ψ(1) ∈ Rq′(Ω) und Ψ(2) ∈ S(Ω) mit:
Ψ = Ψ(1) +Ψ(2)
Wegen p ∈ Rq(Ω) folgt
B2(p,Ψ
(2), λ2,Ω) = 0
und mit (4.22.1) folgt
B2(p,Ψ
(1), λ2,Ω) = 0.
Daraus folgt
B2(p, Φ˜, λ2,Ω) = 0 fu¨r alle Φ˜ ∈ Y 1,q′(Ω).
Wegen Lemma 4.21 ist daher p = 0.
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2) Sei Ω (BG) und τ = 1, 2 :
Es gilt p
k
⊂ L1,q(Ω) und ∂Ω ∈ C2. Nach [Si1] Theorem 4.3 gilt p
k
⊂ W 1,q(Ω).
Wegen der Kompaktheit der Einbettung J : W 1,q(Ω)→ Lq(Ω) (Satz von Rellich)
gilt:
p
k
s→ 0 in Lq(Ω) (4.22.2)
3) Sei jetzt Ω (AG) und τ = 1, 2 :
Sei r > 2R0(Ω) mit R0(Ω) wie in (1.1.2) definiert, η ∈ C∞0 (Br) mit η|B r
2
= 1.
Sei p˜ ∈ Y 1,q(Ω) und sei Ωr := Ω ∩Br.
Wegen r > 2R0(Ω) folgt ∂Ωr ∈ C2 und Ωr ist (BG).
Wegen Lemma 4.3 folgt ηp˜ ∈ Y 1,q(Ω) und weiter wegen supp(ηp˜) ⊂ Br ist
ηp˜ ∈ Y 1,q(Ωr).
Zeige nun
∥∥∥p
k
∥∥∥
q,Ω r
2
→ 0 fu¨r alle r > 2R0(Ω).
Sei F ∗ ∈ Y 1,q(Ωr)∗ mit |F ∗(v)| ≤ ‖F ∗‖Y 1,q(Ωr)∗ ‖∇v‖q,Ωr fu¨r v ∈ Y 1,q(Ωr).
Aus p˜ ∈ Y 1,q(Ω) folgt ηp˜ ∈ Y 1,q(Ωr). Somit ist L∗(p˜) := F ∗(ηp˜) wohldefiniert.
Aus Lemma 1.10 folgt die Existenz eines C > 0 mit:∥∥p˜∥∥
q,Ωr
≤ C ∥∥∇p˜∥∥
q,Ωr
Somit ist:
∥∥∇ (ηp˜)∥∥
q,Ωr
≤ ‖∇η‖∞
∥∥p˜∥∥
q,Ωr
+
∥∥∇p˜∥∥
q,Ωr
≤ (‖∇η‖∞C + 1)︸ ︷︷ ︸
=:C′
∥∥∇p˜∥∥
q,Ω
mit C ′ > 0
Daher gilt:∣∣L∗(p˜)∣∣ ≤ ‖F ∗‖Y 1,q(Ωr)∗ C ′ ∥∥∇p˜∥∥q,Ω
132
Daraus folgt L∗ ∈ Y 1,q(Ω)∗ und L∗(p
k
)→ 0 und damit F ∗(ηp
k
)→ 0
mit beliebigem F ∗ ∈ Y 1,q(Ωr)∗.
Somit gilt:
ηp
k
w→ 0 in Y 1,q(Ωr)
Mittels des Satzes von Rellich gilt:
ηp
k
s→ 0 ∈ Lq(Ωr)
Da η|Ω r
2
= 1 ist, folgt nun:
∥∥∥p
k
∥∥∥
q,Ω r
2
→ 0 fu¨r alle r > 2R0(Ω) (4.22.3)
4) Sei Ω (AG)/(BG) und τ = 1, 2 :
Aus Lemma 4.11 folgt fu¨r x ∈ ∂Ω die Existenz eines
0 < R′ = R′(x) <
{
dist(B2R0(Ω), x) falls Ω (AG)
1 falls Ω (BG)
und eines C ′′ > 0, so dass mit ΩR′(x) := Ω ∩BR′(x) gilt
∥∥∇ (ηp)∥∥
q,ΩR′ (x)
≤ C ′′ sup
0 6=v∈Y 1,q′ (ΩR′ (x))
Bτ (ηp, v, λτ ,ΩR′(x))
‖∇v‖q′,ΩR′ (x)
fu¨r alle p ∈ Y 1,q(Ω) mit η ∈ C∞0 (BR′
2
(x)).
Da ∂Ω kompakt ist, existiert ein m ∈ N und x1, ..., xm ∈ ∂Ω mit
∂Ω ⊂
m⋃
k=1
BR′(xk)
4
(xk). Fu¨r k = 1, ...,m sei Bk := BR′(xk)
4
(xk).
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Wegen Lemma 4.12 folgt fu¨r alle x˜ ∈ Ω die Existenz von 0 < R˜ = R˜(x˜) <∞
und C ′′′ > 0 mit BR˜(x˜) ⊂⊂ Ω, so dass fu¨r η ∈ C∞0 (B R˜
2
(x˜)) gilt
∥∥∇ (ηp)∥∥
q,BR˜(x˜)
≤ C ′′′ sup
0 6=v∈Y 1,q′ (BR˜(x˜))
Bτ (ηp, v, λτ , BR˜(x˜))
‖∇v‖q′,BR˜(x˜)
fu¨r alle p ∈ Y 1,q(Ω).
Sei Ω (BG) :
Aus Lemma 1.4 folgt Ω′ := Ω\
m⋃
k=1
Bk ⊂ Ω und Ω′ ist kompakt.
Daher existiert ein s ∈ N und x˜m+1, ..., x˜s ∈ Ω mit Ω′ ⊂
s⋃
j=m+1
B R˜(x˜j)
4
(x˜j).
Fu¨r j = m+ 1, ..., s sei Bj := B R˜(x˜j)
4
(x˜j).
Sei Ω (AG) :
Sei R0(Ω) wie in (1.1.2) erkla¨rt und sei Ω
′′ := Ω ∩B4R0(Ω)\
m⋃
k=1
Bk.
So folgt aus Lemma 1.4 Ω′′ ⊂ Ω und Ω′′ ist kompakt.
Daher existiert ein s ∈ N und x˜m+1, ..., x˜s ∈ Ω mit Ω′′ ⊂
s⋃
j=m+1
B R˜(x˜j)
4
(x˜j).
Fu¨r j = m+ 1, ..., s sei Bj := B R˜(x˜j)
4
(x˜j).
Sei ϕR(x) wie in Definition 4.6 erkla¨rt.
Weiter seien B0 := Rn\B4R0(Ω), Ψ0 := ϕ2R0(Ω) und Ω0 := Ω.
5) Sei Ω (AG)/(BG) und τ = 1, 2 :
Fu¨r i = 1, ...,m sei Ψi ∈ C∞0 (BR′i(xi)
2
(xi)) mit 0 ≤ Ψi ≤ 1 und Ψi|Bi = 1
und sei Ωi := Ω ∩BR′i(xi)(xi).
Fu¨r i = m+ 1, ..., s sei Ψi ∈ C∞0 (B R˜i(x˜i)
2
(x˜i)) mit 0 ≤ Ψi ≤ 1 und Ψi|Bi = 1
und sei Ωi := Ω ∩BR˜i(x˜i)(x˜i).
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Wegen der Lemmata 4.11, 4.12 und 4.13 gilt mit Ci > 0 :∥∥∥∇p
k
∥∥∥
q,Bi
≤
∥∥∥∇(Ψipk)∥∥∥q,Ωi
≤ Ci sup
0 6=v∈Y 1,q′ (Ωi)
Bτ (Ψipk, v, λτ ,Ωi)
‖∇v‖q′,Ωi
Sei d
(i)
k := sup
0 6=v∈Y 1,q′ (Ωi)
Bτ (Ψipk, v, λτ ,Ωi)
‖∇v‖q′,Ωi
.
Sei i = 0, ..., s fest gewa¨hlt. Dann existiert eine Folge vν ⊂ Y 1,q
′
(Ωi) mit
‖∇vν‖q′,Ωi = 1
und
Bτ (Ψipk, vν , λτ ,Ωi)→ d
(i)
k .
Also existiert zu jedem k ∈ N ein vk ⊂ Y 1,q
′
(Ωi) mit
‖∇vk‖q′,Ωi = 1
und
0 ≤ d(i)k −Bτ (Ψipk, vk, λτ ,Ωi) ≤
1
k
.
Weiter ist fu¨r τ = 1 :
d
(i)
k ≤
1
k
+B1(Ψipk, vk, λ1,Ωi)
=
1
k
+
∫
Ωi
n∑
j,l=1
[
∂jΨipkl∂jvkl + ∂jpklΨi∂jvkl + λ1
(
∂jΨipkj∂lvkl + ∂jpkjΨi∂lvkl
)]
dx
=
1
k
+
∫
Ωi
n∑
j,l=1
∂jΨipkl∂jvkldx︸ ︷︷ ︸
=:I1
−
∫
Ωi
n∑
j,l=1
∂jpkl∂jΨivkldx︸ ︷︷ ︸
=:I2
+λ1
∫
Ωi
n∑
j,l=1
∂jΨipkj∂lvkldx︸ ︷︷ ︸
=:I3
− λ1
∫
Ωi
n∑
j,l=1
∂jpkj∂lΨivkldx︸ ︷︷ ︸
=:I4
+B1(pk,Ψivk, λ1,Ωi)
≤ 1
k
+
2∑
µ=1
|Iµ|+ |λ1|
4∑
µ=3
|Iµ|+
∣∣∣B1(pk,Ψivk, λ1,Ω)∣∣∣
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Daraus folgt:
d
(i)
k ≤
1
k
+
2∑
µ=1
|Iµ|+ |λ1|
4∑
µ=3
|Iµ|+ (1)k ‖∇ (Ψivk)‖q,Ω
Fu¨r τ = 2 gilt:
d
(i)
k ≤
1
k
+B2(Ψipk, vk, λ2,Ωi)
=
1
k
+
∫
Ωi
n∑
j,l=1
[
∂jΨipkl∂jvkl + ∂jpklΨi∂jvkl + ∂jΨipkl∂lvkj + ∂jpklΨi∂lvkj
]
dx
+ (λ2 − 1)
∫
Ωi
n∑
j,l=1
(
∂jΨipkj∂lvkl + ∂jpkjΨi∂lvkl
)
dx
=
1
k
+
∫
Ωi
n∑
j,l=1
∂jΨipkl∂jvkldx︸ ︷︷ ︸
=:I1
−
∫
Ωi
n∑
j,l=1
∂jpkl∂jΨivkldx︸ ︷︷ ︸
=:I2
+
∫
Ωi
n∑
j,l=1
∂jΨipkl∂jvkldx︸ ︷︷ ︸
=:I3
−
∫
Ωi
n∑
j,l=1
∂jpkl∂jΨivkldx︸ ︷︷ ︸
=:I4
+(λ2 − 1)
∫
Ωi
n∑
j,l=1
∂jΨipkj∂lvkldx︸ ︷︷ ︸
=:I5
− (λ2 − 1)
∫
Ωi
n∑
j,l=1
∂jpkj∂lΨivkldx︸ ︷︷ ︸
=:I6
+B2(pk,Ψivk, λ2,Ωi)
≤ 1
k
+
4∑
µ=1
|Iµ|+ |λ2 − 1|
6∑
µ=5
|Iµ|+
∣∣∣B2(pk,Ψivk, λ2,Ω)∣∣∣
Daraus folgt im Falle Ω (AG) :
d
(i)
k ≤
1
k
+
4∑
µ=1
|Iµ|+ |λ2 − 1|
6∑
µ=5
|Iµ|+ (2)k ‖∇ (Ψivk)‖q,Ω
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Sei Ω (BG)
Aus Lemma 4.19 folgt die Existenz von (Ψivk)
(1) ∈ Rq′(Ω)
und (Ψivk)
(2) ∈ S(Ω) mit:
(Ψivk) = (Ψivk)
(1) + (Ψivk)
(2)
Wegen p
k
∈ Rq(Ω) folgt
B1(pk, (Ψivk)
(2), λ1,Ω) = 0.
Wegen dim(S(Ω)) <∞, Rq(Ω) abgeschlossen und S(Ω) ∩Rq(Ω) = {0}
existiert ein C > 0 mit:
∥∥∥∇ (Ψivk)(1)∥∥∥
q,Ω
≤
∥∥∥∇ (Ψivk)(1)∥∥∥
q,Ω
+
∥∥∥∇ (Ψivk)(2)∥∥∥
q,Ω
≤ C ‖∇ (Ψivk)‖q,Ω
Daraus folgt:
d
(i)
k ≤
1
k
+
4∑
µ=1
|Iµ|+ |λ2 − 1|
6∑
µ=5
|Iµ|+
∣∣∣B2(pk, (Ψivk)(1), λ2,Ω)∣∣∣
≤ 1
k
+
4∑
µ=1
|Iµ|+ |λ2 − 1|
6∑
µ=5
|Iµ|+ (2)k
∥∥∥∇ (Ψivk)(1)∥∥∥
q,Ω
≤ 1
k
+
4∑
µ=1
|Iµ|+ |λ2 − 1|
6∑
µ=5
|Iµ|+ (2)k ‖∇ (Ψivk)‖q,Ω
Sei τ = 1, 2.
Es ist ‖∇vk‖q′,Ωi = 1 fu¨r alle i = 0, ..., s. Daher existiert eine Teilfolge
vkν ⊂ Y 1,q
′
(Ωi) mit vkν
w→ v in Y 1,q′(Ωi).
Sei diese Teilfolge im Weiteren mit vk bezeichnet.
Fu¨r alle i = 1, ..., s gilt:
K0 := supp(∇Ψ0) ⊂ (Ω ∩B4R0(Ω)) und Ki := supp(∇Ψi) ⊂ Ωi
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Daraus folgt:
|I2| ≤
∣∣∣∣∣∣
∫
Ki
n∑
j,l=1
∂jpkl∂jΨi (vk − v)l dx
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫
Ki
n∑
j,l=1
∂jpkl∂jΨivldx
∣∣∣∣∣∣
≤
∥∥∥∇p
k
∥∥∥
q,Ω
(
n∑
j,l=1
‖∂jΨi (vk − v)l‖q
′
q′,Ki
) 1
q′
+
∣∣∣∣∣∣
∫
Ki
n∑
j,l=1
∂jpkl∂jΨivldx
∣∣∣∣∣∣
Wegen vkν
w→ v in Y 1,q′(Ωi) folgt mittels des Satzes von Rellich fu¨r alle i = 1, ..., s :
‖vk − v‖q′,Ki → 0
Wie in Teil 3) dieses Beweises folgt fu¨r i = 0 :
‖vk − v‖q′,K0 → 0
Fu¨r i = 0, .., s folgt daher:
‖∂jΨi (vk − v)l‖q′,Ki → 0
Fu¨r p ∈ Y 1,q(Ω) sei
F ∗(p) :=< ∇p,∇Ψiv >Ki .
F ∗ ist ein stetiges lineares Funktional in Y 1,q(Ω).
Aus p
k
w→ 0 in Y 1,q(Ω) folgt somit F ∗(p
k
)→ 0.
Zusammen mit
∥∥∥∇p
k
∥∥∥
q′,Ω
= 1 folgt daher |I2| → 0 fu¨r k →∞.
Mittels (4.22.3) und (4.22.2) gilt fu¨r alle i = 0, ..., s :
|I1| ≤
∥∥∥p
k
∇Ψi
∥∥∥
q,Ki
≤ ‖∇Ψi‖∞
∥∥∥p
k
∥∥∥
q,Ki
→ 0 fu¨r k →∞
Ebenso folgt:
|I3| → 0, |I4| → 0, |I5| → 0, |I6| → 0 fu¨r k →∞
138
Zeige nun die Existenz eines Mi > 0 mit ‖∇ (Ψivk)‖q′,Ωi ≤Mi fu¨r i = 0, ..., s :
Fu¨r i = 0, ..., s folgt aus Lemma 1.10 die Existenz eines C˜i > 0 mit:
‖Φ‖q′,Ki ≤ C˜i ‖∇Φ‖q′,Ωi fu¨r alle Φ ∈ Y 1,q
′
(Ωi)
Wegen der Lemmata 4.3 und 4.4 gilt:
Ψivk ∈ Y 1,q
′
(Ωi) fu¨r alle i = 0, .., s
Daraus folgt:
‖∇ (Ψivk)‖q′,Ωi ≤ ‖∇Ψivk‖q′,Ki + ‖Ψi∇vk‖q′,Ωi
≤ C˜i ‖∇vk‖q′,Ωi ‖∇Ψi‖∞ + ‖∇vk‖q′,Ωi
= C˜i ‖∇Ψi‖∞ + 1 =:Mi <∞
Somit gilt d
(i)
k → 0 fu¨r k →∞ und i = 0, ..., s.
Daher gilt
∥∥∥∇p
k
∥∥∥
q,Ω
≤
s∑
i=0
∥∥∥∇p
k
∥∥∥
q,Bi
≤
s∑
i=0
Cid
(i)
k → 0 fu¨r k →∞.
Dieses ist ein Widerspruch zu
∥∥∥∇p
k
∥∥∥
q,Ω
= 1 fu¨r alle k ∈ N.
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Satz 4.23.
Sei 1 < q <∞, Ω (AG)/(BG) mit ∂Ω ∈ C2, λ1 > − 1
n
und λ2 ≥ 1.
Weiter sei f ∈ Lq(Ω), und g ∈ Lq(Ω).
Dann gilt:
1) Es existiert genau ein p = p(f) ∈ Y 1,q(Ω) mit
< ∇p,∇Φ >Ω +λ1 < divp, divΦ >Ω=
n∑
i,k=1
∫
Ω
fik∂iΦkdx
fu¨r alle Φ ∈ Y 1,q′(Ω).
2) Es existiert genau ein u = u(g) ∈ Zq(Ω) mit
1
2
< (u), (Φ) >Ω +(λ2 − 1) < divu, divΦ >Ω=
n∑
i,k=1
∫
Ω
gik∂iΨkdx
fu¨r alle Ψ ∈ Zq′(Ω).
Fu¨r k = 1, 2 gibt es Dk > 0 und Ck > 0 mit:
i) D1
∥∥∥p(f˜)∥∥∥
q,Ω
≤
∥∥∥f˜∥∥∥
q,Ω
≤ C1
∥∥∥p(f˜)∥∥∥
q,Ω
fu¨r alle f˜ ∈ Lq(Ω)
ii) D2
∥∥∥u(g˜)∥∥∥
q,Ω
≤
∥∥∥g˜∥∥∥
q,Ω
≤ C2
∥∥∥u(g˜)∥∥∥
q,Ω
fu¨r alle g˜ ∈ Lq(Ω)
Beweis.
Mit k = 1, 2 und Ck > 0 ist:
i)
∣∣∣∣∣∣
n∑
i,k=1
∫
Ω
fik∂iΦkdx
∣∣∣∣∣∣ ≤ C1
∥∥∥f∥∥∥
q,Ω
‖∇Φ‖q,Ω fu¨r alle Φ ∈ Y 1,q
′
(Ω)
ii)
∣∣∣∣∣∣
n∑
i,k=1
∫
Ω
gik∂iΨkdx
∣∣∣∣∣∣ ≤ C2
∥∥∥g∥∥∥
q,Ω
‖∇Ψ‖q,Ω fu¨r alle Ψ ∈ Rq
′
(Ω)
Daraus folgt gema¨ß Satz 4.22 in Verbindung mit Satz 2.1 die Behauptung.
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Bemerkung 4.24.
Ist g = (gik)i,k=1,...,n ∈ Lq(Ω), so ist durch
F ∗(Φ) :=
n∑
i,k=1
∫
Ω
gikik(Φ)dx fu¨r Φ ∈ Zq′(Ω) (4.24.1)
natu¨rlich ein stetiges lineares Funktional auf Zq
′
(Ω) definiert.
Wegen
F ∗(Φ) =
n∑
i,k=1
∫
Ω
gikik(Φ)dx
=
n∑
i,k=1
∫
Ω
gik(∂iΦk + ∂kΦi)dx
=
n∑
i,k=1
∫
Ω
gik∂iΦkdx+
n∑
i,k=1
∫
Ω
gik∂kΦidx
=
n∑
i,k=1
∫
Ω
gik∂iΦkdx+
n∑
i,k=1
∫
Ω
gki∂iΦkdx
=
n∑
i,k=1
∫
Ω
(gik + gki)︸ ︷︷ ︸
=:2g∗ik
∂iΦkdx
=
n∑
i,k=1
∫
Ω
g∗ik(∂iΦk + ∂kΦi)dx
=
n∑
i,k=1
∫
Ω
g∗ikik(Φ)dx
und g∗ik = g
∗
ki fu¨r alle i, k = 1, ..., n
kann fu¨r Funktionale der Form (4.24.1) o.E. die Matrix g ∈ Lq(Ω)
als symmetrisch angenommen werden.
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5 Die Randwerte
Definition 5.1.
Sei Ω (AG)/(BG) und k ∈ N0. Weiter sei
C
k
(Ω) :=
{
f ∈ Ck(Ω) : ∀ |α| ≤ k ∃ fk ∈ C0(Ω) mit Dαf(x) = fk(x) ∀ x ∈ Ω
}
.
Lemma 5.2.
Sei Ω (AG)/(BG) mit ∂Ω ∈ C2.
Sei v ∈ C0(Ω) und fu¨r alle x ∈ ∂Ω sei N(x) die a¨ußere Normale von Ω.
Fu¨r x0 ∈ ∂Ω und j = 1, ..., n− 1 sei T (j) ein Tangentialvektor im Punkt x0.
Weiter sei fu¨r alle Φ ∈ C1 mit < Φ, N >|∂Ω = 0 :
n∑
i,k=1
∫
∂Ω
vik(x)Ni(x)Φk(x)dωx = 0
Dann gilt fu¨r alle j = 1, .., n− 1 :
n∑
i,k=1
vik(x0)Ni(x0)T
(j)
k dωx = 0
Beweis.
Sei x0 ∈ ∂Ω und ϕν ∈ C∞0 (B 1
ν
(x0)) mit 0 ≤ ϕν ≤ 1 und ϕν(x0) = 1 fu¨r alle ν ∈ N.
Sei ρ ∈ C2(Ω) mit ρ|∂Ω = 0 und (∇ρ)(x) = N(x) fu¨r alle x ∈ ∂Ω.
Siehe hierzu auch [We] Theorem 6.1. Sei weiter:
Φν(x) := ϕν(x)T
(j) − ϕν(x) < T (j), (∇ρ)(x) > (∇ρ)(x)
Fu¨r alle x ∈ ∂Ω gilt:
< Φν(x), N(x) > = ϕν(x) < T
(j), N(x) >
− ϕν(x) < T (j), (∇ρ)(x) > < (∇ρ)(x), N(x) >︸ ︷︷ ︸
=1
= 0
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Daraus folgt Φν ∈ C1 mit < Φν , N >|∂Ω = 0.
Daher gilt:
0 =
n∑
i,k=1
∫
∂Ω∩B 1
ν
(x0)
vik(x)Ni(x)ϕν(x)T
(j)
k dωx
−
n∑
i,k=1
∫
∂Ω∩B 1
ν
(x0)
vik(x)Ni(x)ϕν(x)Nk(x)
n∑
l=1
T
(j)
l Nl(x)dωx
=
n∑
i,k=1
∫
∂Ω∩B 1
ν
(x0)
vik(x0)Ni(x0)ϕν(x0)︸ ︷︷ ︸
=1
T
(j)
k dωx
+
n∑
i,k=1
∫
∂Ω∩B 1
ν
(x0)
(vik(x)Ni(x)ϕν(x)− vik(x0)Ni(x0)ϕν(x0))T (j)k dωx
−
n∑
i,k=1
∫
∂Ω∩B 1
ν
(x0)
vik(x)Ni(x)ϕν(x)Nk(x)
n∑
l=1
T
(j)
l Nl(x)dωx
Dieses durch
∫
∂Ω∩B 1
ν
(x0)
dωx > 0 dividiert, ergibt:
∣∣∣∣∣
n∑
i,k=1
vik(x0)Ni(x0)T
(j)
k
∣∣∣∣∣
≤
n∑
i,k=1
max
x∈∂Ω∩B 1
ν
(x0)
|vik(x)Ni(x)ϕν(x)− vik(x0)Ni(x0)ϕν(x0)|︸ ︷︷ ︸
→0
T
(j)
k
+
n∑
i,k=1
max
x∈∂Ω∩B 1
ν
(x0)
|vik(x)Ni(x)ϕν(x)Nk(x)|
∣∣∣∣∣
n∑
l=1
T
(j)
l Nl(x)
∣∣∣∣∣︸ ︷︷ ︸
→0
→ 0 fu¨r ν →∞
Daraus folgt:
n∑
i,k=1
vik(x0)Ni(x0)T
(j)
k = 0
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Bemerkung 5.3.
Sei 1 < q <∞, Ω (AG)/(BG) mit ∂Ω ∈ C2 und sei λ1 > − 1
n
.
Wegen Satz 4.22 gilt dann fu¨r τ = 1 :
Fu¨r alle f ∈ Lq(Ω) existiert ein u ∈ Zq(Ω) mit
B1(u,Φ, λ1,Ω) = F
∗(Φ) :=
n∑
i,k=1
∫
Ω
fik∂iΦkdx (5.3.1)
fu¨r alle Φ ∈ Zq′(Ω).
Gilt zusa¨tzlich u ∈ Zq(Ω) ∩ C2(Ω) und fik ∈ Lq(Ω) ∩ C1(Ω),
so gilt wegen C∞0 (Ω) ⊂ Zq
′
(Ω)
∆u+ λ1∇divu = divf (5.3.2)
und
n∑
k=1
∫
∂Ω
ukNkΨdωx =
∫
Ω
u∇Ψdx+
∫
Ω
divuΨdx = 0 fu¨r alle Ψ ∈ C∞0 (Rn).
Daraus folgt:
< u,N >|∂Ω = 0 (5.3.3)
Fu¨r alle Φ ∈ Zq′(Ω) ∩ C2(Ω) gilt weiter:
n∑
i,k=1
∫
∂Ω
∂iukNiΦkdωx =
n∑
i,k=1
∫
Ω
[∂iuk∂iΦk + ∂i∂iukΦk] dx
n∑
i,k=1
∫
∂Ω
∂iuiNkΦkdωx =
n∑
i,k=1
∫
Ω
[∂iui∂kΦk + ∂k∂iuiΦk] dx
n∑
i,k=1
∫
∂Ω
fikNiΦkdωx =
n∑
i,k=1
∫
Ω
[fik∂iΦk + ∂ifikΦk] dx
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Zusammen mit (5.3.1) und (5.3.2) folgt:
n∑
i,k=1
∫
∂Ω
[∂iukNiΦk + λ1∂iuiNkΦk] dωx =
n∑
i,k=1
∫
∂Ω
fikNiΦkdωx
Wegen (5.3.3) gilt:
n∑
i,k=1
∫
∂Ω
∂iukNiΦkdωx =
n∑
i,k=1
∫
∂Ω
fikNiΦkdωx
Sei x0 ∈ ∂Ω.
Fu¨r j = 1, ..., n− 1 seien T (j) Tangentialvektoren in x0, die zusammen den
Tangentialraum in x0 aufspannen. Dann folgt wegen Lemma 5.2:
n∑
i,k=1
∂iuk(x0)T
(j)
k Ni(x0) =
n∑
i,k=1
fik(x0)T
(j)
k Ni(x0)
Bemerkung 5.4.
Sei 1 < q <∞, Ω (AG)/(BG) mit ∂Ω ∈ C2 und sei λ2 ≥ 1.
Wegen Satz 4.22 gilt dann fu¨r τ = 2 :
Fu¨r alle f ∈ Lq(Ω) existiert ein u ∈ Zq(Ω) mit
B2(u,Φ, λ2,Ω) = F
∗(Φ) :=
n∑
i,k=1
∫
Ω
fik∂iΦkdx (5.4.1)
fu¨r alle Φ ∈ Zq′(Ω).
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Gilt zusa¨tzlich u ∈ Zq(Ω) ∩ C2(Ω) und fik ∈ Lq(Ω) ∩ C1(Ω),
so gilt wegen C∞0 (Ω) ⊂ Zq
′
(Ω)
∆u+∇divu+ (λ2 − 1)∇divu = ∆u+ λ2∇divu = divf (5.4.2)
und
n∑
k=1
∫
∂Ω
ukNkΨdωx =
∫
Ω
u∇Ψdx+
∫
Ω
divuΨdx = 0 fu¨r alle Ψ ∈ C∞0 (Rn).
Daraus folgt:
< u,N >|∂Ω = 0 (5.4.3)
Fu¨r alle Φ ∈ Zq′(Ω) ∩ C2(Ω) gilt weiter:
n∑
i,k=1
∫
∂Ω
∂iukNiΦkdωx =
n∑
i,k=1
∫
Ω
[∂iuk∂iΦk + ∂i∂iukΦk] dx
n∑
i,k=1
∫
∂Ω
∂kuiNiΦkdωx =
n∑
i,k=1
∫
Ω
[∂kui∂iΦk + ∂k∂iuiΦk] dx
n∑
i,k=1
∫
∂Ω
∂iuiNkΦkdωx =
n∑
i,k=1
∫
Ω
[∂iui∂kΦk + ∂k∂iuiΦk] dx
n∑
i,k=1
∫
∂Ω
fikNiΦkdωx =
n∑
i,k=1
∫
Ω
fik [∂iΦk + ∂ifikΦk] dx
Zusammen mit (5.4.1) und (5.4.2) folgt:
n∑
i,k=1
∫
∂Ω
[∂iukNiΦk + ∂kuiNiΦk + (λ2 − 1)∂iuiNkΦk] dωx =
n∑
i,k=1
∫
∂Ω
fikNiΦkdωx
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Wegen (5.4.3) gilt:
n∑
i,k=1
∫
∂Ω
[∂iukNiΦk + ∂kuiNiΦk] dωx =
n∑
i,k=1
∫
∂Ω
fikNiΦkdωx
Sei x0 ∈ ∂Ω.
Fu¨r j = 1, ..., n− 1 seien T (j) Tangentialvektoren in x0, die zusammen den
Tangentialraum in x0 aufspannen. Dann folgt wegen Lemma 5.2:
n∑
i,k=1
[
∂iuk(x0)T
(j)
k Ni(x0) + ∂kui(x0)T
(j)
k Ni(x0)
]
=
n∑
i,k=1
fik(x0)T
(j)
k Ni(x0)
Ist also fu¨r alle x0 ∈ ∂Ω
n∑
i,k=1
fik(x0)T
(j)
k Ni(x0) = 0,
so erfu¨llt u die Randbedingung des dritten Randwertproblems der statischen
Elastizita¨tstheorie. Siehe hierzu auch [Ko1] (3.4) und [Ko2] (0.7).
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