Transient electromagnetic scattering on anisotropic media by Stewart, Rodney D.
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1989
Transient electromagnetic scattering on anisotropic
media
Rodney D. Stewart
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Optics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Stewart, Rodney D., "Transient electromagnetic scattering on anisotropic media " (1989). Retrospective Theses and Dissertations. 9086.
https://lib.dr.iastate.edu/rtd/9086
INFORMATION TO USERS 
The most advanced technology has been used to photo­
graph and reproduce this manuscript from the microfilm 
master. UMI films the text directly from the original or 
copy submitted. Thus, some thesis and dissertation copies 
are in typewriter face, while others may be from any type 
of computer printer. 
The quality of this reproduction is dependent upon the 
quality of the copy submitted. Broken or indistinct print, 
colored or poor quality illustrations and photographs, 
print bleedthrough, substandard margins, and improper 
alignment can adversely affect reproduction. 
In the unlikely event that the author did not send UMI a 
complete manuscript and there are missing pages, these 
will be noted. Also, if unauthorized copyright material 
had to be removed, a note will indicate the deletion. 
Oversize materials (e.g., maps, drawings, charts) are re­
produced by sectioning the original, beginning at the 
upper left-hand comer and continuing from left to right in 
equal sections with small overlaps. Each original is also 
photographed in one exposure and is included in reduced 
form at the back of the book. These are also available as 
one exposure on a standard 35mm slide or as a 17" x 23" 
black and white photographic print for an additional 
charge. 
Photographs included in the original manuscript have 
been reproduced xerographically in this copy. Higher 
quality 6" x 9" black and white photographic prints are 
available for any photographs or illustrations appearing 
in this copy for an additional charge. Contact UMI directly 
to order. 
University Microfilms International 
A Bell & Howell Information Company 
300 North Zeeb Road, Ann Arbor, fVII 48106-1346 USA 
313/761-4700 800/521-0600 

Order Number 9003567 
Transient electromagnetic scattering on anisotropic media 
Stewart, Rodney D., Ph.D. 
Iowa State University, 1989 
U M I  
SOON.ZeebRd. 
Aim Aibor, MI 48106 

Transient electromagnetic scattering on anisotropic media 
by 
Rodney D. Stewart 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of the 
Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Department: Physics ' 
Major: Applied Physics 
Appro^d; 
Charge of Major Work 
For the Major Dep^tment 
For the Graduate College 
Iowa State University 
Ames, Iowa 
1989 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
TABLE OF CONTENTS 
1 INTRODUCTION 1 
2 WAVE SPLITTING AND INVARIANT IMBEDDING 4 
2.1 Wave Splitting for a Harmonic Oscillator 6 
2.2 The Electromagnetic Wave Incident on a Dielectric 7 
2.2.1 Wave splitting on the wave equation . 7 
2.2.2 Scattering of transient fields 10 
3 REVIEW OF CRYSTAL OPTICS 17 
3.1 Optics of a Homogeneous Space 18 
3.2 Reflection and Refraction at a Planar Interface 21 
3.2.1 Matching boundary conditions 25 
3.2.2 Relation between scattering matrix and inhomogeneous media 31 
3.3 Polarizations in Planar Media 32 
4 TRANSIENT REFLECTIVITY AT NORMAL INCIDENCE 36 
4.1 Description of the Medium 36 
4.2 Incident Fields and Maxwell's Equations 37 
4.3 Wave Splitting 39 
iii 
4.4 The R-equation 43 
4.4.1 Direct and inverse problem 46 
5 TRANSIENT REFLECTIVITY FOR OBLIQUE INCIDENCE 48 
5.1 Field Equations for Oblique Incidence 50 
5.2 Wave Splitting on the Field Equation 52 
5.3 The R-equation for Oblique Incidence 58 
5.3.1 The direct problem 61 
5.3.2 The inverse problem 61 
5.3.3 Special angles: optical axis and critical angles of reflection . . 64 
6 INTERNAL FIELDS AT OBLIQUE INCIDENCE 67 
6.1 Description of Fields and Medium 68 
6.1.1 Description of the internal fields : DuhamePs principle .... 71 
6.2 Deriving the G Equation 74 
6.3 Numerical Computation of G^(z,r) 80 
6.3.1 A description of the numerical problem 80 
6.3.2 Computational scheme 83 
6.3.3 Handling the discontinuities 86 
6.3.4 Boundary conditions of the front and back walls 88 
6.3.5 Boundary conditions for the leading edge 88 
7 CONCLUSION 89 
8 BIBLIOGRAPHY 92 
0 APPENDIX 96 
iv 
LIST OP FIGURES 
Figure 2.1: Discontinuities in e 11 
Figure 2.2: A scattering network 14 
Figure 2.3: An imbedded medium 14 
Figure 3.1: An ellipsoid intersecting a plane 19 
Figure 3.2: Scattering due to an incident, linear polarized field 22 
Figure 3.3: Scattering of two linear polarized fields, constrained by Snell's 
law 23 
Figure 5.1: Constraints on the incident fields 50 
Figure 5.2: The projection of the polarizations into the plane 56 
Figure 6.1: Ringing due to hard scattering on the front and back wall . . 72 
Figure 6.2: Propagation forward and backward in time 81 
Figure 6.3: Numerical processes 84 
1 
1 INTRODUCTION 
This presentation deals with transient scattering of obliquely incident electro­
magnetic plane waves on a planar anisotropic dielectric slab. Wave splitting and 
invariant imbedding techniques as first presented by Corones and Krueger [7] are 
used to describe the field equations in a form that is both intuitively appealing and 
well suited for investigating the scattering response of the medium to the incident 
fields. 
This presentation will concentrate on two aspects of field interactions with the 
medium. The first deals with the scattering response of the medium to incident fields. 
This response is defined in terms of scattering operators that map the incident fields 
to the fields reflected and transmitted from the slab. Only reflective scattering will 
be closely studied . These scattering operators are general enough to allow one to 
discuss the scattering response of an imbedded medium to internal incident flelds. 
The concept of internal incident fields depends heavily on the wave splitting, 
while the derivation of the scattering response of the medium to these fields is based 
on invariant imbedding. 
The second aspect deals with actually calculating the internal fields of the medium 
due to incident fields on the slab boundaries. While the scattering response of the 
medium uses the idea of internal fields, it does not directly solve for them. The inter­
2 
nal fields are solved by using Green's function operators as presented by Krueger and 
Ochs [21]. These operators mapp the incident fields on the boundaries of the slab to 
the internal fields. 
An outline of this presentation is as follows. Chapter 2 deals with introducing 
the concepts of wave splitting and invariant imbedding. These concepts are applied 
to the problem of electromagnetic fields normally incident on a stratified, isotropic, 
dielectric medium. These concepts are presented in this context so that they will be 
understood when applied to the anisotropic dielectric slab in later chapters. 
Chapter 3 reviews concepts in crystal optics that are useful to this presentation. 
In this chapter, the structure of plane waves in a homogeneous crystal will be reviewed. 
The scattering of a plane wave off of the interface of two homogeneous slabs will 
also be presented. This information is useful in drawing parallels between scattering 
that occurs at the interface of two homogeneous media where the difference in the 
respective material parameters is infinitesimal, and the scattering of an internal field 
that is incident on a slab of infinitesimal thickness imbedded in an inhomogeneous 
medium. The scattering response of an infinitesimal imbedded medium are the initial 
conditions of differential equations that describe the scattering operators.Therefore 
these initial conditions can be viewed as the initial scattering locally occurring be­
tween two homogeneous media of infinitesimal difference in material parameters. 
In Chapter 4 the transient reflectivity of a plane wave normally incident on an 
anisotropic planar slab will be investigated. There the concepts of wave splitting 
and invariant imbedding will be applied, and comparisons will be made between the 
splitting operators of a scalar wave equation and a vector wave equation. The normal 
incidence case will be used for this comparison rather than the more general oblique 
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case since it is mathematically simpler. The reflectivity will be derived via the R-
equation for normal incidence. Focusing on the R-equation, the direct and inverse 
scattering problems will be discussed. 
Chapter 5 is concerned with the transient reflectivity at oblique angles of incident 
fields. Using the wave splitting for fields as shown in Chapter 4, Chapter 5 deals in 
finding the splitting operator for oblique incidence. This splitting operator is shown to 
be more complicated than for normal incidence. The R-equation for oblique incidence 
is derived. It is of the same form as for normal incidence but with different functional 
forms for the coefficients of the wave equation. The direct and inverse scattering 
problems will be discussed with special attention to the inverse problem. 
Chapter 6 deals with the internal fields for oblique incidence or the Green's 
equation, which has many advantages over the R equation. First it allows one to view 
the field interaction over the entire medium, and second, the reflective response and 
the transmission response of the medium can be derived from the Green's equation. 
A numerical scheme is presented. 
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2 WAVE SPLITTING AND INVARIANT IMBEDDING 
This chapter introduces the concepts of wave splitting and invariant imbedding as 
presented by Corones and Krueger [7] in their work with scattering of transient fields 
on inhomogeneous dielectrics. In wave splitting for an inhomogeneous medium the 
field at a depth in the planar medium is expressed as linear combinations of up-going 
and down-going fields. The nature of these up and down going fields are determined 
by the local material parameters. In invariant imbedding, the total medium is thought 
of as containing an imbedded medium with associated scattering operators. These 
scattering operators determine the reflective and transmission responses of fields inci­
dent on the boundaries of the imbedded medium. Variations in the boundaries of the 
imbedded medium give rise to variations in its scattering operators such that nonlin­
ear, differential equations can be derived that allow one to calculate the scattering 
for any imbedded medium. These differential equations also enable one to relate the 
scattering operators of the total medium to the physical parameters that describe the 
medium. These concepts will be introduced by way of reviewing previous works on 
these subjects. 
Wave splitting techniques have been used in investigating scattering of trans­
ient fields for dispersive electromagnetic media (see Beezley and Krueger [3]), vis-
coelastic acoustical media (see Ammicht, Corones and Krueger [1]), (see Karlsson 
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[14]), dissipative/lossy media (see Coiones, Davison and Kiuegei [10]) and spatially 
inhomogeneous dielectric material (see Corones, Davison and Krueger [9]). 
These investigations all define fields and scattering media as having spatial sym­
metries that allow one to reduce the wave equation to a function of one spatial variable 
only. For the most part, the symmetry chosen is that the media be planar so that the 
material parameters are only functions of one cartesian variable (say z) and not the 
other two (x and y). However, Kreider [15] has treated the case in which the medium 
and fields have cylindrical symmetry. 
Corones and Krueger [7] introduced the concepts of wave splitting on a system 
modeled by a scalar wave equation. In contrast, Dougherty [12] has applied wave 
splittings to an acoustical problem in which two modes, pressure and shear, are 
coupled in the medium, and Kreider [16] has applied wave splitting to the problem 
of transport theory where the "modes" are the intensities of beams scattered from 
the input beam and are characterized by the angles between these scattered beams 
and the input beam. Chapters 4, 5 and 6 of this presentation also deal with wave 
splittings on vector waves. The modes are the polarizations of the electric fields. 
The notion of wave splitting is the same, in the framework of either scalar or 
vector waves. However, the operations required to bring about the splitting for the 
vector case is richer than in the scalar case since the basis that describes the fields 
in the vector case is of higher dimension than in the scalar case. This point can be 
easily seen in later chapters. 
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2.1 Wave Splitting for a Harmonic Oscillator 
As a first example, consider the classical harmonic oscillator, 
n 
mdfx + fc® = 0. 
This can be put into first order form as 
(2.1) 
4 
X  
dix 
0 
A 
m  
:) X  d f X  (2.2) 
One could change from x and d^x to x and p by the canonical transformation 
X  
o
 1 X  
p  \0 m j  H 
(2.3) 
the equation of motion now being 
dt 
X  
P 
0 m\ 
- k  0  j  
X  
P 
(2.4) 
Either way, the equation of motion is a first order equation in a 2-dimensional phase 
space. Now, change the basis so that the matrix is diagonalized and the system is 
decoupled. 
Define 
J \ 
y/mJe \ 
- i  j  '  
y/mk 
(2.5) 
so that 
•tj)+ X 
= P 
p 
(2.6) 
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The equation of motion now is 
•0+ 
dt ( -»\/â 0 1/)+ (2.7) 
Clearly, all that has been done is to describe the phase space in terms of the basis 
that decouples the problem into the normal modes of oscillation, 
These normal modes are simply 
Vr+(0 
= 
(2.8) 
(2.9) 
(2.10) 
= e-'^V+(0), 
= e'V™'^-(0). 
(2.11) 
(2.12) 
2.2 The Electromagnetic Wave Incident on a Dielectric 
2.2.1 Wave splitting on the wave equation 
The problem of scattering due to an electromagnetic field, normally incident on 
an isotropic, homogeneous medium, will now be presented. This problem is treated 
by Corones, Davison and Krueger [9]. 
First, consider a homogeneous, isotropic dielectric medium. For this medium, 
the constitutive relations are 
B = f ioH ,  D = eÈ,  (2.13) 
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where 6 and fio are constant. 
It is known that this medium supports transverse electromagnetic fields of either 
linear or elliptical polarization. Since this medium is homogeneous and isotropic, 
without any loss of generality, one can define the direction of propagation to be along 
the z-axis. Maxwell's equations leads to the wave equation for the electric field 
Equation (2.14) for a homogeneous medium can be factored (see Landau and 
Lifshitz [22]) into 
d;^ E — E — 0, 
where E = |E|, the magnitude of a linearly polarized field. 
(2.14) 
{dz + y/W09t){9z — '\/Wô9t)E — 0, (2.15) 
or 
{dz — \/e/4o^<)(^2 + \/Wô9t)E — 0. (2.16) 
The solution of 
{dz + y/€flodl)E — 0, (2.17) 
IS 
(2.18) 
and the solution of 
{dz — y/€fiodi)E — 0, (2.19) 
is 
E {z + ct).  (2.20) 
where and E~ can be seen to be fields propagating up and down through the 
medium. 
Now consider the inhomogeneous problem. In this case e = t{z) so that the 
system is a stratified dielectric medium. The wave equation is now 
di^E - e{z)(iodfE = 0. 
Scaling the speed of light in a vacuum to 1 gives 
r^E ^dÏE = dz - —^ !^ 0, 
c{zY 
were 
r = ct,  c[z) = and c = 
€{z) " y/eolio '  
Equation (2.21) can be written in first order form as 
02 
E 
dzE 
E 
dzE 
Define 
P{z) = (-i^r i^r) and E-
so that 
ta
 +
 
{Z,T) = P{Z)1 E 
E- dzE 
The wave equation is now 
dz 
E+ 
E-
+ 
(I ^ 
V o  4  
dr 
E+ 
E-
{Z,T) .  
/ _dzç dzç 
1 f c c 
2 i ggç zi&ç 
^ c c 
£7+ 
E-
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
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If 6 is a constant then (2.27) is just the factored differential equation for the homo­
geneous case. Therefore for constant 6, and E~ are up- and down-going fields. 
The operator P{z) is called the splitting operator. 
Consider a fixed point zq . Viewing 
E 
dzE 
(2.28) 
as a family of vectors in a vector space, one sees that P{z)  is a transformation from 
the basis that describes fields at Zq as 
E 
dzE 
to the basis that describes the fields as 
E+ 
E~ 
{zo,t),  (2.29) 
izo,T). (2.30) 
where and E are locally up-going and down-going fields. 
2.2.2 Scattering of transient fields 
The above wave splitting was applied to the wave equation. Now, the concept of 
invariant imbedding will be introduced and the scattering properties of the medium 
will be shown. 
Define the inhomogeneous medium to be in the region between Zj and zy, < 
zy.  For z < z^ and z > zj, the medium is homogeneous. The permittivity, e{z) is 
continuous on the interval (z^,zy) and constant in the homogeneous regions. However, 
11 
z Z: 
Figure 2.1: Discontinuities in e 
12 
e{z)  may have jump discontinuities at the boundaries and zy as shown in Figure 2.1. 
Viewing and E"(zy,r) as the fields incident on this inhomogeneous 
medium, E~{Z^,T)  and f7"^(zy,r) are the scattered fields. It will be assumed that 
there is a field incident from above the inhomogeneous medium but no incident field 
from below meaning E~{z^,r) = 0 for all r and that E'^{ZI,T) is nonzero for some 
values of r > 0. 
For r < 0 
, (2.31) 
[ ^ 0 , z  <  z^  
while 
E~{Z,T)  = 0 , -oo < z < 00. (2.32) 
For r > 0, the incident field scatters from the slab giving rise to up-going fields in 
the region z < z^ and down-going fields in the region z > zy. In the region where 
z^ < z < zy, the field has both up- and down-going components. 
The scattering response of the medium is linear and is defined to be (see Corones 
and Krueger [7]) 
£+(z^,r) = T+(2j, 2^, •) O OH, (2.33) 
E-(z i , r )  = R+(»(,zy, •) o £+(»;, .)|r|. (2.34) 
where o indicates a functional mapp of f7"^(z^,r), a function of time for given point 
zj to E'^(zy,T) and E""(z^,r) also functions of time. The above relations give the 
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scattered fields at time r in terms of the input fields for all previous time and are 
mappings from the set of input fields to the set of scattered fields. 
If the incident field had been E~{z^,r) then the scattering would have been 
defined as 
= )M, (2.35) 
E-(zi,  t)  = T-(zi,zf , .) 0 E-{zf,  .)(rj. (2.36) 
Combining the scattering operators for the case when fields are incident from above 
and below gives 
E+{zf ,T)  
E-{zi,r) 
[T], 
:) 
(2.37) 
(2.38) 
/G-(zy,.) 
T+(z^,zy,r) R"(z;,zy,r)' 
, r )  f-{zi,Zf,T), 
This can be viewed as an input/output network as shown in Figure 2.2. 
Now consider a medium that is imbedded in the inhomogeneous slab as shown 
in Figure 2.3. That is,  a medium occupying a region given hy z^ < z' < z < z" < 
zy. The fields E'^{Z',T) and E~{Z'^,T) are locally up-going and down-going fields 
incident on the imbedded slab so one can define scattering for this slab as 
E+(Z' ' ,T)  fT+{z',z",-) R-(z' , / ' , .)\  
" \R+(/,/', ) T-(/,z",.)J 
E+{z>,.) 
E-(.z",-) 
H (2.39) 
Consider the reflection operator R(«',2", •). Explicit application of this opera­
tion on the input field, as shown in (2.34) is given as 
E~{Z' ,T)  =  R'^{z' ,z " , T - A )E^{z ' ,A)d<T, 
=  *  E-^[Z ' ,Z" ,T] .  (2.40) 
14 
E (v) E (ZpT) 
S(zi,z,) 
E*{V) E^(z,,t) 
Figure 2.2: A scattering network 
z< z 
Figure 2.3: An imbedded medium 
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It is assumed that R{z\ r) has no delta-like properties. If such a condition did 
occur, the delta character could be removed from the convolution giving 
E-{Z\T)  = TOHFH{T -  T)E^{Z\T)  + R+{Z' ,Z" ,T - <r)E+{z',<r)d<r, (2.41) 
where ro is related to the coefficient of hard scattering induced by a jump discontinuity 
in e{z) at some depth in the imbedded medium and H(r — T) is a heaviside centered 
about T, the roundtrip travel time from the boundary of the imbedded medium to 
the jump discontinuity and back. For simplicity, e(z) will be assumed piece-wise 
continuous so that vq = 0. 
If one were to vary the boundaries of this imbedded medium by an infinitesimal 
amount then the scattering would also change by an infinitesimal amount. Corones 
and Krueger [7] showed that varying one of the boundaries (say z') leads to nonlin­
ear integro-differential equations for the scattering operators. For A"^(z\z^%r) and 
explicitly for the wave equation under consideration one has 
d^,R+{z ' ,T)  -  ^ W+(/,r) = * R+[Z' ,T] ,  (2.42) 
with initial conditions 
R-^{z',0)=^^^^{z'). (2.43) 
where z" is dropped from the notation because it is not being varied. 
The initial condition (2.43) along with the R-equation (2.42) relates the velocity 
c(z) with the reflective response of the medium i2'^(0,r). This can be exploited in 
two ways. 
First, if the medium is known, that is, c is a known function of z, the R-equation 
can be used to calculate /2"^(0,r). This is done by solving /2"^(z,0) from c(z) via the 
16 
initial conditions. Then, by using and c the R-equation is solved numerically 
in order to calculate /2"^(0,r). This technique is termed the "Direct Problem". 
Second, assume that (0, r) is known. r) is the reflective response of the 
total medium to an input ^"*"(z,r). This response is gained by experimental means 
or made up in a "thought" experiment. Using the R-equation, one is able to "peel" 
off a layer of the medium, exposing the reflective response of an imbedded medium 
occupying the interval (Az,z^^). The value of jZ"^(Az,0) is the initial response of 
this imbedded medium to the input field and c(Az) can be derived from this via the 
initial condition. Therefore, one has the ability to solve for c{z) from /2'^(0,T). This 
is termed the "Inverse Problem". 
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3 REVIEW OF CRYSTAL OPTICS 
This chapter serves as a review of some basic concepts of crystal optics in re­
gards to homogeneous media in which there is no absorption or optical activity but 
only dielectric anisotropy. This is a summary of the first part of Chapter 14 of 
Principles of Optics by Born and Wolf [4]. The important feature covered is the re­
lationship between the vector nature of the fields D and E and the wave number s. 
This relationship is determined solely by the nature of the anisotropy of the medium, 
i.e., the components of the dielectric tensor Therefore, it can be shown that 
D = D{a,€^ j )  and s imilar ly  for  Ê.  
In addition, this chapter solves specific problems in order to introduce concepts 
of scattering from planar interfaces between homogeneous dielectrics. These concepts 
are used in later chapters either for direct applications or to show parallels between 
piece-wise constant planar and continuously varying planar media. For example, the 
scattering matrix for the interface between two homogeneous media will be calculated. 
At such an interface, there exists a jump discontinuity in the material parameters. 
This scattering matrix will be useful in Chapters 5 and 6. 
It will be shown that as the diiference in material parameters on either side of 
a planar interface between two homogeneous dielectrics approaches an infinitesimal 
value, the scattering matrix for this interface attains the local values of the reflection 
18 
and transmission coefficients of a continuous varying planar medium of the same local 
material values. 
3.1 Optics of a Homogeneous Space 
Consider a space filled with a homogeneous anisotropic medium. The constitutive 
relations are defined as: 
(3-1) 
Am = (3.2) 
(ctj = y») , = 1,2, (3.3) 
= constant, (3.4) 
fi = constant. (3.5) 
It is well known that a monochromatic plane wave can propagate through such a 
medium and that this wave is transverse (see Born and Wolf [4]). However, in 
anisotropic media the meaning of transverse requires more explanation. For a given 
plane wave, j4exp*(^"^~'*'^), it can be shown that the displacement D is transverse 
with respect to a, the direction of wave propagation, while the electric field, Ê, is 
transverse with respect to the Poynting vector t = Ê x H, the direction of energy 
propagation. Only properties of ^(J) will be investigated since the properties of t  
and Ê can be derived from them. For a given direction of propagation a, D is a linear 
combination of two polarizations Di and Dg which are both perpendicular to s as 
well as being perpendicular to each other. It is possible from knowledge of both s 
and the dielectric tensor to determine the vector directions of Di and Dg as well 
as the phase slowness (reciprocal speed) of these polarizations. 
19 
Figure 3.1: An ellipsoid intersecting a plane 
Consider the energy density of the electric field, We — • D. This can be 
written as • D. For a given energy and in a coordinate system in which [e] 
is diagonalized (its components are ej), one obtains 
— +  ^  +  — =  C  = 2 w e .  (3.6) 
n c2 €3 
This is the description of an ellipsoid with principal axes of lengths and D is a 
radial vector from the origin to the surface of the ellipsoid defined by [e]. 
Now consider a plane that passes through the origin. The plane intersects the 
ellipsoid, and the intersection with the ellipsoid is an ellipse. Therefore, a plane 
perpendicular to 3 gives an ellipse as its intersection. The two polarizations Di and 
D2 are perpendicular to a so they coexist in this plane. Since is an element of 
this plane and also a radial vector of the ellipsoid as seen by (3.6), is also a radial 
vector of the ellipse formed by the intersection. (See Figure 3.1.) Consider the unit 
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ellipsoid 
î!+!:!+î! = i 
g1 ^2 ^3 
(3.7) 
and define a plane of intersection 
r â = 0. (3.8) 
It can be shown that the major and minor axes of the ellipse of the intersection are 
given by the vector directions of Di and D2 and that the magnitudes of these axes are 
the phase wave slownesses of the respective polarizations D^. Of course, this means 
that Di' D2 = ^ since the axes of an ellipse are perpendicular. 
To do this, it is necessary to solve the eigenvector/value problem 
t t ' s  (/-j»')e~V= -^v, (3.9) 
where 
cos <{>0 sin 9  
s in  s in  9  
cos  9  
"(â) = m(â) 
^ ' 
(3.10) 
and n is the index of refraction so that r is the phase wave slowness of a given 
polarization propagating in the direction of 3. More explicitly 
^ 1 — a-j. — 3 x 3 y  — 3 x ^ Z  ^  
.2 
a y  — 3 y 3 z  - 3 x 3 y  1 
\—3x3z —sysz 1 — a| / 
The unnormalized eigenvectors of (3.11) are 
/i- 0 
0 0 
0 \ 
0 -, 1 _ V — —NV. (3.11) 
vi 
f -^1 
e-{Sx 
ei-rf <1-^2 
^2% ) V2 = J23y 
e2-rf  ^2-^2 
e^sz 
63-rf j m
cm t 
03 
ejjsa; 
«2^2/ 
2343 
(3.12) 
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Note that 
(3.13) 
via Fresnel's equation of wave normals. Also note that the eigenvalue of is zero so 
that the matrix in (3.11) is singular. 
The vectors vi and V2 give the major and minor axes of the ellipse and therefore 
In this section, the scattering matrix for an interface between two homogenous 
slabs will be derived. This will be used in Chapter 6, where the medium is made 
up of an inhomogeneous scattering region sandwiched in between two homogeneous 
regions. The interface between these regions gives rise to hard scattering because 
the dielectric tensor is discontinuous (i.e., j ^  0) at the interfaces. Therefore, 
this scattering matrix is needed. A modification of the scattering matrix is used in 
Chapter 5 in order to interpret the initial conditions i2(z, 0) of the R-equation as local 
scattering coefficients for some infinitesimally thick slab imbedded in a continuously 
varying planar medium. 
Consider space being occupied by two homogeneous anisotropic media with the 
x-y plane as the medium interface. Assume that the principal axes ej and 62 of the 
dielectric tensor are parallel to the interface with eg coinciding with the z-axis and 
therefore perpendicular to the interface. A linearly polarized plane wave obliquely 
incident on this interface will give rise to two reflected plane waves and two refracted 
^1 = \di \v i ,  
^2 = 1^21^2-
(3.14) 
(3.15) 
3.2 Reflection and Refraction at a Planar Interface 
22 
• Figure 3.2: Scattering due to an incident, linear polarized field 
plane waves, all in the plane of incidence as shown in Figure 3.2. The angles of 
reflection and re&action are constrained to obey Snell's law 
"p incident j  j  
where the prime indicates medium 1, double prime medium 2, and j  = 1,2 indicates 
the polarization. Snell's law states that the projection of 3, defined as , onto the 
interface for each field must be equal, (vp is the wave phase speed and r = l/vp, is 
the phase wave slowness.) 
Assume that the incident field is composed of two linearly polarized plane waves 
with the same âj|. As mentioned before, each of these two fields will gve rise to two 
reflected and two refracted fields for a total of four fields scattered on either side of 
the interface. However, because ij| is the same for both incoming fields, the scattered 
fields induced by one polarization will have the same scattering angles as those fields 
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medium 1 
medium I 
refp^cled 
Figure 3.3: Scattering of two linear polarized fields, constrained by Snell's law 
induced by the other polarization. The overall effect is two angles of reflection and 
two angles of refraction as shown in Figure 3.3. 
In general, the angles of incidence are not the same as the angles of reflection. 
This is so because the index of refraction, and therefore the wave slowness, is di-
rectionaJly dependent. However, in the case where one of the principal axes of the 
dielectric tensor (say eg) is normal to the interface, angles of incidence are the same 
as angles of reflection. This is because when the principal axes coincides with the z 
axis the angle of incidence, as measured from the z axis is also the angle that 3 makes 
with 63. Following the same argument, the azimuthal angle that the incident plane 
makes with the x y plane is the same angle that 3 makes with e^. 
Fresnel's equation of wave normals is even powered for terms containing so 
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the plane waves with propagation vectors 
hnc — 
cos <f)o sin 
sin^osin#2%c 
cos ft inc 
(3.17) 
and 
3  =  
- COB <f>o sin Sine 
- sin (f>o sin 9ij^c 
cos 6. tnc 
(3.18) 
will have the same wave slownesses for their respective polarizations as well as the 
same slowness projection |a|||. Therefore, if s is the direction of one of the incident 
fields then S must be the direction of one of the reflected fields. 
Now look at the amplitudes of the scattered fields. For this investigation Ê and 
H are the fields of choice because E|| and ^||, the component fields which lie in the 
plane of the interface are invariant across the boundary. 
The incident fields are given the form : 
(3.19) 
where a = (a||, Az) is in terms of it's planar and normal components. 
Since the terms ây (due to Snell's law) and w are common to all fields involved, 
they can be divided out when boundary conditions are imposed. As noted before, the 
fields that  make up the scattering problem will  be all  f ields that  have equal ây.  
The fields are shown below. 
Fields in medium 1: 
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Down-going fields 
a = ^1,1 exp^^l^ +^1,2 exp*^2^, (3.20) 
Up-going fields 
4e/ = 4,1 exp-*-^!^ +4,2 exp-'^2^ . (3.21) 
Fields in medium 2: 
Down-going fields 
4e/c = 4,1 +BI,2 exp"2^ (3.22) 
Up-going fields 
4e/c = 4,1 +4,2 «p-'-*2^. (3.23) 
The index i=l implies down-going and i=2 implies up-going while j indicates the 
polarization. 
3.2.1 Matching boundary conditions 
The boundary conditions are Ejj = and .ff|| = .ff| on the interface. From 
Maxwell's equations, it can be shown that iff|| 
w|| = (3.24) 
where 
^ / 0 1\ «2 / sin cos sin^ (f)o \ 
= +7 2t , • (5-25) 
\—1 0/  (^3~'®)\— cos^ 4>o — sin cos <fto )  
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and <f>o is the angle of the plane of incidence with the principal axis. This result also 
holds for the spatially inhomogeneous case. (See Chapter 5.) 
Only the planar components of the fields are of interest in matching boundary 
conditions and these components are 
^1 ii = ^nh + ^1,2p2 + ^ 2,1p1 + ^ 2,2p2> 
dzei ii = 4- >^2^\,2h + --^1^2,ipi - '^2^2,2p2i 
(3.26) 
(3.27) 
^2 ii = + -®1,2p2 + ^2,1p1 + ^2,2p2» 
dzê2 ii = ipi + ><2^102 + -^1^2,ipi - ^2^2,2p1' 
where the bases on either side of the interface are 
cos(^i) 
»  P2  =  
cos(7i) 
PI = 
6in(^l) sin(7i) 
cos(^2) cos(72) 
PI  =  > P2 = 
4
 
sin(72) 
(3.28) 
(3.29) 
(3.30) 
(3.31) 
The terms A^j {B^j) is the planar components of They include the phase 
exp^*^i and are therefore complex. 
In imposing boundary conditions, one must take into account that the bases (the 
polarizations projected into the plane) for medium 1 and medium 2 are not the same. 
27 
In matching fields at the interface one must describe fields on either side by the same 
basis. The polarizations of medium 1 are used as the basis and the polarizations of 
medium 2 are gven in terms of these. That is 
h = ^llpl + ^12p2, (3-32) 
V2 = ^ 2 IH  + "»22p2* (3.33) 
In matrix form 
lPl,P2l = (3.34) 
m* = (p1,p21"'1p1.p21- (3-35) 
where brackets indicate matrices that may or may not be square. The transformation 
between the basis vectors is therefore 
rt  _ 1 / - 71 ) 8in(72 " 7l) \ 
8m(^l - 7l) \ - sin(^2 " (l) " 8111(72 " 7l) / 
m' (3.36) 
Matching tangential fields at the boundary gives: 
For E\\ :  
(i4ii + i42i)pi + {ai2 +  ^ 22)% = 
{Bii  + B2i)pi  + (^12 + B22)P2 
iphh] ^11 + ^21 
^12 + ^ 22 
= [p1»p2]^' ^11 + ^21 
^12 + ^22 
(3.37) 
(3.38) 
or 
[[/] [-M«]] 
^2,1 
^2,2 
^1,1 
.^1,2 
= 11-/1 [m^ll 
^1,1 
^1,2 
^2,1 
^2,2 
(3.39) 
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For H\\ 
a^^dzéi  = a^%ê2,  
'^1 '((-^11 - 'l2l)^lpl + (^12 - '^22)^2p2) = 
~ ^2l)*lpl + (^12 - ^22)^2p2)> 
aï^\r im 
(i4ii - a2i)ai 
(i4i2 - >122)^2 
(bll - ^21)^1 
(^12 - ^22)^2 
In matrix form, one has 
(" ') V o  A 2 /  
mil -^21) 
(ai2 - ^22) 
[pl>p2] ^ . j (sll - b21) 
(^12 - ^ 22) 
Define 
= 
D = 
D 
lpi,fe)-1.4i^jl[pi,p2l. 
A i  0 \  
0 Aj/' 
âl 0 \ ( 0 â2 
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which implies 
[[D] [w^m^d]] 
and 
= 
I-
^2,1 
^2,2 
*1,1 
*1,2. 
= [[D] [W^M^D]] 
^1,1 
^1,2 
^2,1 
*2,2 
Z ' 
3(^3-'® )a-
aia^ ' -  = -v( i  -  ^ ) ( i  t^)% 
g3 g3 -
^3(^3 -  « ) 
cos(( - 0o) sin(7 - 0o) cos(7 - 0o) sin(7 - <^o) 
cos(^ - ^o) sin(^ - ^o) - cos(7 - ^o) sin(( - 0o), 
(3.47) 
(3.48) 
(3.49) 
(3.50) 
cos ^ 0 sin <l>o • 0 1" 
and -q = 
cos^ ^0 . -1 0.  
where 
sin^ <l>o 
S = 
. — cos <f>o sm <f>o 
Putting all boundary conditions into matrix form gives 
-I  M* 
D W^M^D 
^2,1 
•  I  -M^ • 
^2,2 
,D 
*1,1 
. *1,2 . 
^1,1 
^1,2 
*2,1 
. *2,2 . 
(3.51) 
(3.52) 
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^2,1 ' ^1,1 " 
^2,2 4
 
^1,2 
^1,1 [t^  agJ ^2,1 
. ^ 1,2 . . ^ 2,2 . 
(3.53) 
where R^{T^) is the reflection(transmission) of the down-going incident field from 
ihedium 1 and (T^) is the analogous scattering of the up-going incident fields 
from medium 2. 
In general the equations are of the form 
^2,1 
^1,2" ^2,2 -#1,1 -#1,2 
.^2,1 #2,2. 41,1 . #2,1 #2,2 . 
. ^1,2 . 
^1,1 
^1,2 
^2,1 
^2,2 . 
(3.54) 
where is a 2 x 2 matrix. Finding the inverse of the left side and multiplying both 
sides by it gives: 
with 
«•î = -(^2;i j^2,2 + jvi;f 
T+  =  -  ATJJ IVJ , ! ) - ' .  
tj- = -2(n^jn2f l  -
^ = (^^2^2,1 + ari,l)(jvi;2>ivl,l - jv2";2^2,i)"'. 
^1,1 
^1,2 = 
^2,1 = 
n2^2 = 
(3.55) 
(3.56) 
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3.2.2 Relation between scattering matrix and inhomogeneous media 
The above section treated the scattering of steady state fields at the interface 
of two anisotropic dielectric media. At the interface, the material parameters have 
a jump discontinuity. What if the difference between the material parameters of the 
two media are infinitesimal instead of finite? Suppose 
xj=^xj+axj ,  (3 .57)  
72 = 71 + a7, (3.58) 
(2 = ù + (3.59) 
In such a case will retain its form but 
M = ; + ]. (,.eo) 
®'®(^1 'yi) \ — co8(^i — 7i)a7/ 
d = m. 
\ 0 ag/ \ 0 aag/ 
The scattering matrices are 
j^+tnf ^  + am^ - DAM*D-^ + aad"!], 
(3.62) 
T+inf ^  -2[2I-D-^[AW* + AM^ + DAM*D-^ + AXD-^]],  
(3.63) 
= -2[2I + D~^[AW^ + AM^-DAM^D-^ + AXD-^]],  
(3.64) 
=  2d-^[aw^+ am^+ dam^d-^+axd-^] .  (3 .65)  
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where 
( 0 \ 
0 ^ 
^2 
1 /cos(^i-7i)a^ ^a7 \ 
u l - 7 l ) \  - c o s ( ^ i - 7 i ) a 7 /  
(3.67) 
D-^Ù,W^D = — rx 
g3(g3-« )mù-'yi) 
/  cos(^l  -  <f>o) sin(7i - ^ o) ^ cos(7i - ^ o) sin(7i - <f>o) \  
\  -  ^  cos(^l  -  <f>o) sm((i  -  </>o) -  cos(7i -  ^o) sin((i  -  ^o) /  
(3.68) 
3.3 Polarizations in Planar Media 
In Section 3.1, it is stated that for any direction of propagation à there could 
exist at most two polarizations D\ and Dg whose vector directions and slownesses 
are found from solving the eigenvector/value problem given by (3.11). From this, it 
is found that - â = 0 and Di • D2 = 0. 
If space is filled with a homogeneous, anisotropic medium then these two po­
larizations will propagate transversely to s. If, however, space is made up of two 
homogenous, anisotropic half spaces then the reflected and refracted products of Di 
and D2, will no longer be transverse to the same a but will be transverse to some 
and 32 respectively such that = ^||2' 
Now consider space as made up of a composite of homogenous, anisotropic media 
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of finite or infinitesimal thickness. (Infinitesimal thickness implies a continuously 
stratified medium.) In this composite, |a||^| = k is invariant with respect to depth. 
For this composite medium, it is possible to solve for the planar components and 
D||2 for an arbitrary layer (or as a function of z if the medium is continuous). 
To do this, one modifies the eigenvector/value problem by substituting out sin 6 
and cos 6 via Snell's law. 
Start with 
^ 1 — 3gt —bx^y — 
2 
— S x S y  1  —  3 y  ~ 3 y S z  
2 \  —8x3z —SySz \  )  
and make the following substitutions 
n 
0 
v 0 
0 
jl 
n 
0 
0 \ 
0 
. 1. 
V = -sV (3.69) 
sin 0  = — ,  C O S Ô  =  \ / l  —  K ^ / r ^ .  (3.70) 
This gives 
1 — cos COS <p sin 0 — ^ Y1 — cos <f>  ^  
2 2 n I  2  
— COS <f> sin ^ 1 — sin ( f> — ^ W1 — sin <l> 
-ryl-^cos^ - «2 . ^ «2 
e = zV 
(3.71) 
The 3x3 matrix in (3.71) is singular but can be reduced to a 2 x 2 system by 
writing the system in terms of the planar components giving 
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/ + 
^3(1 
^2 / cos^^ sin 0 cos ^ 
—«^£3) ygijj0co8 0 sin^^ / 
Vx 
V y  
K^EN (  cos^^ sin^cos^x 
0 m~ 
.®3 '® vsin^cos^ sin^^ / 
Vx 
V y  
and 
—KT 1 - +YNÉ )^=(1 _ ï:)„„ 
ei €2 ^3 
where 
v = 
Vx 
V y  
and ^proj ~ \^proj\^' 
The final form is 
e[ / -«2^27/(6  ^- / /es) ]  
V x  2 V x  = 
V y  
(3.72) 
(3.73) 
(3.74) 
(3.75) 
where S and rj  are given by (3.51). 
Equations (3.71-3.75) are designed to find the planar projections of the polar­
izations Dpj,Qj = \Dpj,fjj\v. However, in later chapters it is more useful to find Ê 
instead. This is easily done by making the transformation D = eÊ. Also since 
+ aI one can write the system in terms of A| since k is constant. 
Therefore, terms of the planar components of the electric fields are 
[-«2/ + e _ /e2^ej/((/ - e/eg)] e|| = (3.76) 
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Using the identities 
TfJiTf = S - / and = S, (3.77) 
one arrives at 
(j/ - /c^77s/e3)(-j/e + = \^e. (3.78) 
In Chapter 5 the above equation appears as part of the wave equation for the planar 
projections of the electric field at oblique incidence on an inhomogeneous medium. 
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4 TRANSIENT REFLECTIVITY AT NORMAL INCIDENCE 
The concepts of wave splitting and invariant imbedding as presented in Chapter 
2 are now applied to a transient electromagnetic plane wave normally incident on 
an anisotropic dielectric half-space that is homogeneous in the x-y plane and varies 
continuously with z (depth). The wave equation, in terms of up-going and down-
going electric fields is derived. It is shown that the splitting operator can be factored 
into an operation that locally describes the electric field as a linear combination of 
polarizations that are the decoupled fields if the medium were homogeneous and an 
operation that describes these polarizations in terms locally up-going and down-going 
fields. The /{-equation is also derived. 
where D is the electric displacement, È is the electric field, B is the magnetic in­
duction, and H is the magnetic field. Assume that space is divided into two regions, 
region 1, (z < 0) and region 2 {z > 0). Region 1 is filled with a homogeneous 
4.1 Description of the Medium 
The medium is an anisotropic dielectric so that 
(4.1) 
(4.2) 
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anisotropic dielectric in which 
Uii ei2 0 > 
= ^21 622 0 . 
0 0 ^33/ 
(4.3) 
Region 2 is filled with an inhomogeneous anisotropic dielectric in which 
^12(4 0 > 
= ^21(2) €22(z) 0 , 
k 0 0 e33(z)> 
(4.4) 
where e^j is continuous in the region (0,00) but may have a jump discontinuity at 0. 
The zero entries in the dielectric tensor for region 2 imply that the z axis coincides 
with one of the principal axes. The other two principal axes lie in the x-y plane. 
4.2 Incident Fields and Maxwell's Equations 
Assume the incident planar field that propagates from region 1 to region 2 is nor­
mally incident on the interface. For normal incidence, the refracted field (transmitted 
field into region 2) remains normal and planar. 
Therefore, only the planar components of the field are nonzero so that 
,  É(r, t)  
Ey (Z ,T )  
a^(z,T) 
By(2,T) 
(4.6) 
and 
(4.6) 
Maxwell's equations leads to 
H 
Ê 
(4.7) 
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where 
0 -dz  0  
C= % 0 0 . (4.8) 
. 0  0  0 .  
(The vectors Ê and in the above equation are three dimensional.) Writing (4.7) 
in terms of only the planar components gives 
E 
H 
where 
€ = 
\^21 ^22/ \-l 0/ 
E =  
g2 £ 2 
Defining T =  c t ,  the wave equation may be written as 
Ex 
Ey 
dz 
E 
H 4 J 0 -TFLL\ i dr i z )  0 ) E H 
The above equation can be written in terms of E using the fact that 
dzE = —f iTjdTH, 
This relation is put in operator form by defining 
T 41 
where d r  ^ f ( r )  =  /Q f ( tr)dtr and 
Ê E 
=  T  
H dzE 
(4.9) 
(4.10) 
(4.U) 
(4.12) 
(4.13) 
(4.14) 
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The wave equation is now writtén as 
d z  
E 
dzE \fl€{z)dt^ 0/ 
E 
dzE 
(4.15) 
This is seen as a first order representation of the second order wave equation 
dz'^E - fi€{z)dT'^Ê = 0. (4.16) 
From this point forward, ê{z) = nè{z).  
4.3 Wave Splitting 
Just as was done in Chapter 2, the wave equation is described in terms of the local 
bases that would be the uncoupled polarizations if the medium were homogeneous. If 
the medium were homogeneous, the slowness of the polarizations would be ±^^^3 
and ±y^ê3. Therefore derive an operator P(z) that locally diagonalizes the matrix 
of(4.15) 
To do this, find the eigenvector/values of this matrix. That is, solve 
( " ^ 
\€(z)9r^ 0/ 
/ = A/, (4.17) 
or in terms of 2 x 2 matrices 
/3 
= A f l  
74. 72.  
(4.18) 
and 
ê ( z ) d r ^  
f l  
= A /3 
72.  74.  
(4.19) 
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These can be combined to yield 
<
 
= a2 h 
Explicitly, the eigenvalues are 
A2 1 
'1,2 - 2 (en + g22)^ ± ^(eil -£22)2+ 46^2 dr 
and the eigenvectors are 
/l = 
cos<f> sin^ 
,  12  =  
cos^ 
where 
cos <j> = ^11 ~ ^2 ^22 ~ 
y/(eii - a|)2 + 6^2 \/(% - ^ i)2 + e^2 
sin ff>— — il2_ il2 
- ^2)^ ^ ^12 \/(% ~ + «12 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
(4.24) 
(4.25) 
Looking at (4.22), it can easily be seen that when e is in diagonal form, Aj = y'ëj 
and A2 = 
The columns of P{z )  are the eigenvectors for the 4x4 matrix and P{z )  is 
f cos (f> sin 0 cos <j> sin ^ ^ 
— sin <l> cos <f> — sin ^ cos <l> 
—Aj cos (f>d^ —A2 sm fpdf A j  cos <f>dx A2 sin (f^df 
Aj sin <j)dT — A2 cos —A^ sin ^dr A2 cos ^ dr 
P{z )  =  (4.26) 
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Define 
'  Ê + '  
= p~H^) 
Ê 
Ê- dzE 
so that the wave equation becomes 
Ê+ 
dz 
E-
= P-
^ o) 
-P - \z)dzP{z) 
P{z) 
Ê+' 
Ê-
Ê+ 
Ê~ 
The diagonalized wave equation is 
/-ai(z) 0 
i+ 
dz 
E-
0 0 ^ 
0 ® 0 
0 0 ai(z) 0 
v 0 0 0 ^2(2)y 
dr 
Ê+ 
Ê-
Ê+ 
Ê-
P{z) can also be written as 
/ cos <f>  sin ^ 0 0 ^ 
— sin <f>  cos 0 0 0 
0 0 cos 0 sin (f> 
V 0 0 —8m<f> co8(j>J 
P{z) = ( ' ' 
\~D{z )dT D{z)d 
where 
D{z) — 
• (  xi 0 0 ag, 
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In this form it can be seen that P{z) is the composition of a rotation and the 
splitting matrix as described in Chapter 2. The rotation serves to describe the field 
as linear combinations of polarized fields while the splitting transforms these polar­
izations to locally up-going and down-going components. 
The last term in (4.29) is expanded 
(z)azP{z) = 1 f 
R-^ D-^R-^dt~^ 
(4.32) 
so that the wave equation becomes 
E+ /  D{z) 0 \ 
dz 
R-^dzR- \ - {RD)-^dz{RD)  R-^dzR-{RD)-^dz{RD) \  É+  
R-^dzR-{RD)-^dz{RD)  R-^dzR +{RD)-^dz{RD)  )  E"  
(4.33) 
The matrices on the right hand side above are 
{RD)-^dz{RD) = D-^R-^(dzR)D + D-^azD 
(4.34) 
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The diagonal terms of the matrices above do not couple polarization to the other where 
as the off-diagonal terms do couple one polarization to the other. Notice that terms 
containing dz4> are all off-diagonal. This implies that the scattering of E^{z,t) into 
r), and vice versa, is induced only if the dielectric tensor changes its orientation 
in the x-y plane as a function of depth. If dz<l> = 0, the wave equation decouples into 
two 2x2 equations, one for each polarization. Notice also that terms containing dz^i 
are on the diagonal. This implies that the scattering of one polarization into itself is 
induced by changes in the magnitudes of the principal axes, i.e., changes in the wave 
slownesses of the polarizations. 
4.4 The R-equation 
In this section the R-equation for normal incidence on anisotropic dielectrics is 
derived. Like the reflection response treated by Dougherty [12], A(z,r) is a 2 x 2 
matrix function. Assume the incident field first impinges on the inhomogeneous 
half-space at r = 0. For r < 0, 
- . 1 0 , z > 0 
= { (4.35) 
i ' z < 0' 
and 
E~{Z ,T )  = 0 , -oo < z <OO.  (4.36) 
That is, for r < 0 the incident field has not yet interacted with the inhomogeneous 
region so that no fields have yet been reflected or transmitted. For r > 0 E"^ is 
interacting with the medium and scattered fields are nonzero. 
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Define the reflection operator R(0, r) as the mapping 
i-(0,T)  = R(0,0<'B+(0,-)|rl. (4.37) 
More explicitly, the mapping is given as 
= TijEf(«,T)+Y, CRij(0,r-<r)Ef{0,<r)d,r,  (4.38) 
i=i 
2 
= rijEf(0,r)+'£Rij*E+{0,T).  (4.39) 
'  i=i 
where is the reflection induced by hard scattering at the interface as shown in 
Chapter 3. It is assumed that e^j is piece-wise continuous at zo so that r^j is zero. 
Consider a point z' > 0, and view the medium z > z' as a half-space imbedded 
in the inhomogeneous region. Ê'^{z\t) is the field incident on the imbedded medium 
and E~{Z\T) is the field refiected from this medium. Define R(z',r) as the mapping 
Ê-iz ' , T )  = R{z' ,-)oÊ+{zr ) [T ] .  (4.40) 
The function R {Z^ ,T )  is the reflective response of an imbedded medium extending 
from z^ to infinity via a convolution relation like (4.39). Substituting this relation 
into the wave equation leads to the A-equation. 
Starting with 
dz 
Ê+ 
Ê-
4-( £)(î) 
• D ( ' ) .  
dr 
E~ 
' a { z )  f i { z )  
, 7 ( 2 )  S { z )  ) 
Ê+ 
Ê-
(4.41) 
substitution gives 
EZÉ+ = AÊ+ - DBTS+ +0RT Ê+, 
dz(R*Ë+) = ^Ê+ +DAT{R*É+) + SR*Ê+. 
(4.42) 
(4.43) 
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By Leibnitz's rule, one obtains 
0r(i2*i+) = {dTR)*E++ R{z,0)Ê+{z,r)-R{z,r)Ê+{z,0) ,  
(4.44) 
(4.45) 
and by differentiation 
d z { R * E - ^ )  =  { d z R ) * E +  +  R * d z E + .  
(4.46) 
(4.46) is further altered by substituting (4.43) for dzE"^ giving 
dz{R*E+) = {dzR) *E+ + R* [aE+ -  DdrE^ +pR* Ê+] . (4.47) 
Integrating by parts, R * DdrE"^ (a term in (4.47)) gives 
R * DdrE"^ = A(z,0)DE+(z,r) - A(z,r)DE+(z,0) + {drR) * DÊ+ . 
(4.48) 
Collecting these equations one obtains 
{dzR) * + [Ra -  fA] * -  [drRD + DÔ tR] * + [fl  *  I3R] *  Ê+ 
= ['r + DR{z,0)  + R{z,0)D]Ê-^.  (4.49) 
(£+(2,0) = 0.) 
The left and right hand sides of this matrix must vanish separately giving 
dzR -  [drRDiz)  + D{z)dTR] + [Aa(z) -  f(z)A] + R*p{z)R = 0, (4.50) 
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with initial condition 
7(z) + D{z )R{z ,  0) 4- R{z ,  0 )D{z )  =  0. (4.51) 
(4.50) is the JR-equation. 
The R-equation is different in form than the scalar R-equation (2.42) in that its 
en t r i e s  a r e  2x2  ma t r i c e s  wh ich ,  i n  ge ne r a l ,  do  no t  commute .  The re fo r e ,  i f  a{z )  =  S ( z ) ,  
the term R(z,T)a(z) — S(Z)R(Z,T) ^ 0. (In the scalar R-equation of Chapter 2, 
a(z) = S(z) so the term — SR"^ never appears.) The initial condition (4.51) 
allows one to relate the reflective response R(z, r) to the parameters that determine 
the medium's anisotropic characteristics, i.e., the entries of the dielectric tensor e^j, 
(e is diagonal form so the material parameters are given as Aj = •v/^'^2 ~ and 
The matrix A(z, 0) is the initial response of the medium at z  to the field (z, r) 
at time r. This is seen in the convolution relation (4.39) between E~{Z,T) and 
E'^{Z,T). Since /2(z,0) is the initial response it is due only to material properties 
at z. Therefore, i2(z,0) is equivalent to the scattering of an interface between two 
homogeneous half-spaces that differ in their material parameters by an infinitesimal 
amount. Comparing i2(z,0) with the infinitesimal scattering as presented in Sec­
tion 3.2 one sees that this is in fact the case. (Section 3.2 is done for oblique angles 
so must be set to zero to see the result.) This will be discussed fully for oblique 
incidence. 
4.4.1 Direct and inverse problem 
Once the R-equation has been obtained, numerical solutions follow. The prob­
lems of interest are the direct and inverse problems. In the direct problem one assumes 
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that the material is known. That is, the dielectric tensor is a known function of depth. 
From R{z,0) can be calculated and from i2(z,0), i2(0,r) can be calculated via 
numerical solution of the R-equation. The matrix i2(0, r ) is the reflective response of 
the entire half-space. Therefore, using the R-equation one is able to calculate iZ(0, r) 
for a known medium. 
In the inverse problem, one has knowledge of A(0, r), either by experiment or by 
definition, and one would like to determine the material parameters that give such a 
response. From iZ(0, r), one uses the R-equation to peel off a layer exposing R(Az, r) 
for which /2(Az,0) gives €^j(Az). The process continues until €^j(z) is reconstructed. 
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5 transient reflectivity for oblique incidence 
Now that wave-splitting, invariant-imbedding and the dynamics of electroma-
gentic waves in the defined anisotropic medium have been investigated for normal 
incidence, the scope will be widened to include oblique incidence of a plane electro­
magnetic wave on the same medium. 
The region in space in which the medium is inhomogeneous is 0 < z < oo. 
For z < 0, the medium is homogeneous and is either anisotropic or isotropic. Now 
consider a field obliquely incident from z <0. The incident field is of the form 
E{Xfy,z , t )  = E{Z ,3X X  +ayy-T ) ,  (5.1) 
where 
Sx =r sin cos <f)o = k cos <f>o, (5.2) 
ay = r sin sin <f>o = n sin (5.3) 
and r is the slowness of the incident field. 
The incident field is a linear combination of transient plane-waves whose compo­
nent of slowness in the x-y plane is 
a II = r sin tfj-,jg(cos <j>oèi + sin ^ oêg). (5.4) 
It is this construction of plane-waves that allows one to define É( f , r )  in the form 
given by equation (5.1). Since Snell's law demands that aii remains invariant with 
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depth for fields interior to the inhomogeneous medium, E(z,a;,y,r) for a point z in 
the medium is also a linear combination of plane waves with planar slowness fi|| and 
retains the form as given by equation (5.1). Therefore, 
E{x,y,  z, t )  = E(z, a®® + syy — r) , -oo < z < oo.  (5.5) 
One could say that the form E(z, sxx+syy—r) is retained in the inhomogeneous 
region due to the translational invariance of e(z) in the x-y plane. Therefore for some 
given To and all space, Ê{x,y,z,To) = É(x + cos^,y + sin z, r) if and only if 
to = r - a|| . â|| 
= r-rsînûinc (5.6) 
That is, as the incident field sweep across the medium at slowness r sin one need 
only shift the medium back a distance |a||| to regain the situation at TQ. 
The number of plane waves that make up the incident field depends on the type of 
homogeneous medium that occupies the region z < 0. For an isotropic, homogeneous 
medium the slowness r is a constant and independent of a. Therefore, if the medium is 
isotropic, there can be only one a that fits the requirement ay = K = r sin Since 
r is fixed, the incident field is a plane wave of either linear or elliptical polarization. 
For an anisotropic medium, where r varies with respect to a, only two plane waves 
comprise That this is true can be shown by the following argument. Fresnel's 
equation of inverse wave normals is 
= "• (5.7) 
_ ej — €2 ^ — eg 
This is a two-sheeted surface so that for any 3 the two vectors rj^a and r2S are in the 
direction of s and touch the surface of the respective sheet. 
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Figure 5.1: Constraints on the incident fields 
The constraint r sin — k defines the surface of a cylinder. The intersection 
of this cylinder with the two-sheeted surface is two closed curves. The curves define 
the set of all J which satisfy = k. For a given plane of incidence these two curves 
intersect this plane at one point each which implies only two directions of propagation 
and 32' This is shown in Figure 5.1. 
5.1 Field Equations for Oblique Incidence 
Starting with Maxwell's equations and the structure of the field as given by (5.5), 
one obtains a partial differential matrix equation of the form 
• 0 c U  0 \ Ê  
=  d r [  
1 o
 
e
 
H  VO /i/y H  
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where 
c = 
0 ~dz ~pdt 
dz 0 adr 
,/3dT —adr 0 
(5.9) 
and 
/3 = K sin » a = K cos , K = r sin OinQ. (5.10) 
As in the normal incidence case, Ez and Hz can be removed from the equation. 
However, unlike the normal incidence case Ez and Hz are not zero. 
Equation (5.8) gives 
c^^z^dfEz = (SdxHx — oidTHy, (5.11) 
fidrHz — ~0dTEx 4" ocdrEy^ (5.12) 
so that 
- /3Hz 
E ]  ro  -7 / ]  fê 0]  E 1  aHz 
= dr — dr 
H \ l»7 0 j lo /i/j # (3Ez 
—oiEz 
Substitution of equations (5.11) and (5.12) in the above gives: 
dz 
dz 
E  
H 
0 -m + ï/s/e3 
M -  V^/t^  0 
dr 
E  
H 
0  A Ê 
dr 
0 .  H 
with 
e = 
"ni <12' • ^ 2  -afi' 
, s = 
.n2 <22. .-a/3 
(5.13) 
(5.14) 
(5.15) 
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Describing equation (5.14) in terms of Ê and dzE one obtains 
(5.16) 
where 
i -  Û)  (  
AdzA-^ = 2-^ 9 ' (5.17) 
1 %ln((l — fï") 
AdzA-^ = ^-^7;237/. (5.18) 
It should be noted that one can arrive at the above result by first deriving 
- V(V • Ê) = drD, (5.19) 
from Maxwell's equations and then substituting 
dx = -/9ôr, (5.20) 
dy = —adr- (5.21) 
5.2 Wave Splitting on the Field Equation 
For normal incidence it was shown that the wave splitting (diagonalization of the 
homogeneous term) results in a depth dependent rotation into local coordinates such 
that the basis vectors, for a given depth, are the polarizations of the electric field. 
For oblique incidence it is shown that the natural basis is one in which the ba­
sis vectors are the projections of polarizations of Ê onto the x-y plane. At normal 
incidence, Ez = 0, and the projection of the polarizations are the polarizations them­
selves. If the medium were homogeneous then dzA = 0, so that the wave equation 
Ê Ê 
-(' ' ] Ê 
dzÊ \ABdT^ o)  dzÊ \0 AdzA-^J dzÊ 
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would be 
d z  (5.22) 
Therefore it is this matrix which will be diagonalized. Like in Chapter 4, the form of 
the matrix allows the diagonalization to be done in terms of AB. (Note that AB is 
exactly the 2x2 matrix that is shown in Section 3.3 to have eigenvectors that are the 
projections of the polarizations Ej and eigenvalues that are the normal components 
of the polarization slownesses.) 
Diagonalization of AB requires more than just a simple rotation into principal 
form of the dielectric tensor. Notice that for normal incidence, AB = {AB)^ and 
therefore will be diagonalized by the unitary transformation 
For oblique incidence, AB ^  {ABy and cannot, in general, be diagonalized by a 
simple rotation. To And what other operations are required, we start by rotating the 
system to principal form (diagonalize ê). 
The transformation induced by U{z) yields 
(5.23) 
R{z) (5.24) 
AB -> R-^ABR, 
AdzA-^ -» R-^AdzA-'^R,  
s(^o) —» s(^(z) + ( j>o)i  
Tf  Tj  ,  e{z)  —> diagonal. (5.25) 
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Since ri  and S are unaltered by the transformation induced by U{z),  it can be 
seen from (5.25) that A and B retain their forms as well, therefore, the notation is 
not changed The wave equation now is: 
dz 
E 
dzE U 
= ( » M 
xabdr'^ 0/ 
E 
dzE 
Ê 
dzE 
U 
U 
( 0  0 \ 
\0 AdzA -^J 
E 
dzE U 
(5.26) 
(5.27) 
where it is understood that <l> <f> + <f>o and e is diagonal and U (as it appears as a 
subscript to the field vectors) implies a rotated vector. 
As mentioned before, a rotation will not diagonalize AB. In general, however, a 
2 x 2  m a t r i x  w i l l  b e  d i a g o n a l i z e d  u s i n g  t h e  o p e r a t o r  
(cos ( sin 7 sin ( cos 7 
This operator serves to skew the vector space by an angle w = with respect to 
a bisecting vector given by angle •â = That is; 
cos I sin 7 
sin ^ cos 7 
M diagonalizes AB; its elements are 
^^2,2 ~ 
( s 7\ /COS— sin\ /cosw sinw\ (5.28) s7/ \sini) cost? / \sinw cosw/ 
cos( = 
8in( = 
cos 7 = 
~^^2,1 
\/^^2,l + (^^2,2 -
-^^1,2 
^4b22 + (abi,i-a2)2' 
(5.29) 
(5.30) 
(5.31) 
sin 7 = 
55 
^^1,1 ~ ^2 (5.32) 
( and 7 are the angles between the projections of the polarizations 2 onto the x-y 
plane and the principal axis given by ej. (See 3.3.) 
Define 
M f ^ M, (5.33) 
V o  M j K - D d r  D d r J  
so that 
P{z) 
'  Ê+'  Ê 
Ê- dzE 
(5.34) 
u 
Instead of simply applying P{z) to equation (5.26) back up to equation (5.16) 
and start over. That is, view U{z) as part of the diagonalization process. 
Let 
f'(4 
Ê 
Ê- dzE 
(5.35) 
so that 
M P ^ ^ y (5.36) 
v o  r J\0 m j x -Ddr DdrJ 
and define 
N = RM = C cos(^(z) - ( f}{z))  cos(7(z) - <l>{z))  ) (5.37) sin(((z) - <l>{z)) sin(7(z) - <f>{z)) ,  '  
The new angles measure the polarizations from the plane of incidence instead of the 
local principal coordinates as shown in Figure 5.2. The wave equation now is 
56 
'-"i. 
Figure 5.2: The projection of the polarizations into the plane 
dz 
É+ 
Ê-
dr 
Ê+ 
Ê-
2 
•c :) 
' N-^dzN + {A-^ND)-^dz{A-^ND) 
^ N-^dzN -  {A-^ND)-^dz{A-^ND) 
N-'^dzN -  {A-^ND)-^d2{A-^ND) 
N-^dzN + {A-^ND)-^dz{A-^ND) 
or equivalently 
Ê+ 
Ê-
dz 
Ê+ 
Ê- { 
c(«) 
/ É- \7(^) Siz))  
Ê+ 
E~ 
(5.38) 
(5.39) 
Notice that the form of equation (5.39) is the same as for normal incidence. 
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Define the x-z plane to be the plane of incidence. That is, set <f>o = 0. The 
natural reference between the laboratory system and the local system is the plane of 
incidence and not the x-z plane. If one were to use the x-z plane as the lab system, 
one would And the angular arguments in the wave equation to be ^ ^ and 
7 — ^ — 00. These are simply the angles that the polarizations make with the incident 
plane and <f>o is the angle the incident plane makes with the x-z plane. 
It can be shown that 
describing the wave dynamics in terms of the higher level material parameters 
A2, tan(( — <i>) and tan(7 — 4>)- Since the projections of the polarizations are measured 
from the incident plane ((z) — ^(z) —> ^(z) and 7(z) — ^(z) —» 7(z). 
The coefficients of the wave equations now are: 
)tan(((z) — ^(z))tan(7(z) - <t>{z))  = —1. 
This relationship will be used to eliminate (1 — K^/eg) from equation (5.39), thus 
a(z) = ff(z) = 
In I tan ^ | / (- sin 7 2 cos(( - 7) sin () cos ( ( 2sin(^ - 7 )  sin ( cos ( 
% in 1^21 
(5.41) 
(3{z)  = 'y(z)  = 
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|tan7| / 
2sm(^-7) 
M 
sin 7 cos ( sin 7 cos 7 
—^sin^cos^ — sin ( cos 7 
%ln |ai| 0 
0 % In 1^21 
) 
(5.42) 
(5.43) 
5.3 The R-equation for Oblique Incidence 
Just as for normal incidence the wave equation is: 
dz 
Ê+ 
Ê-
+ ( D{z) 0 0 -D{z) ,  / Ê- \7(2) %)/ Ê+ Ê- (5.44) 
Therefore, the R equation for fields obliquely incident on a halfspace as described in 
Chapter 4 also has the form 
dzR — [dfRD -j- DOTR] 4" Roi — SR + -r * ^ R — 0, (5.45) 
7(z) + D{Z )R{Z ,  0) + R{z,  O)D(z) = 0. (5.46) 
Of course, the values of a{z) ,  /3(z) ,  7(2), 6(z) differ as shown in the previous sec­
tion. However, since the structure of oblique incidence is the same as that of nor­
mal incidence, all the machinery avEÙlable for normal incidence is also available for 
oblique incidence. That is, the direct and inverse codes for reflectivity as developed 
by Dougherty [12] and the Internal Fields Code of Chapter 6 in this presentation 
apply to oblique and normal incidence. 
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Looking more closely, the initial conditions A^ j(z,0) are shown to be: 
n /_ n\ (% In I tan( |  + In |  tan"yj) sin-y cos^ %ln |Ai|  
«1,1(2,0) - 4^^ sin(e-7)~ 4ai ' 
%ln i + %lm i 
= 2(âîtâï) itoct^' 
(az In IW (I + In I Ian -xK^)) ^ ^ 
*2.1'" '" '  -  2(^l+^2) »in(£-7) '  
. . (^z In I tan (I + In | tan ^ yl sin ^ cos'y 9zln|A2| 
Ji2,2(^.0) = 4Âi— 
A reciprocal relation between 2(^)7-) and ^2,1(2»^) exists and is 
^1,2(^>^) _ sin 7 cos 7 À2 
^2,1(2»^) sin (  cos  ^  Ai '  
For normal incidence. 
^1,2(2,^) _ a2 
^2,1(2,  t )  h'  
(5.47) 
(5.48) 
(5.49) 
(5.50) 
(5.51) 
(5.52) 
This reciprocal relation is proven in the appendix. More abstractly, the reciprocal 
relation can be described by the relation 
J{z )R{z , t )  = R*{z , t )J{z ) ,  (5.53) 
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where , 
As a consequence of this relation being true, (5.40) is true. (5.40) is shown to be true 
by substituting (5.30-5.32) for the trigometric terms. The algebra was done using the 
symbolic manipulation program macsyma, D.O.E., version 9.8 . 
Here it should be noted that R(j{z ,0)  is closely related to the scattering ma­
trix derived for the interface of two homogeneous media that vary infinitesimally. 
Looking at the definition of the reflective response as it is given by ( 4.39), one sees 
that R^j{z,0) is the immediate reflective response of the medium to the down-going 
fields E'^{z,r). Since it is the immediate response due to E^{z,t), the scattering 
contributing to Rij{z,0) occurs in a thin slab of thickness Az located at the front 
wall of the imbedded medium. The reflective response of the thin slab is derived in 
Section 3.2. There is however, a difference between the initial conditions R^j{z,0) 
and the infinitesimal response of Section 3.2. The matrix A^j(0,r)Ar is a 
scattering term for a given time range Ar and therefore, it is a density. The matrix 
Rlj{z,0) and are related by R^j = . 
The terms of the convolution as seen in Chapter 4 that contribute to the imme­
diate response is shown by expanding the convolution to first order 
Ej'{z , t )  =  r j i{z ,0 )E^ {z , t )A t  + r j2{z ,0 )E^{z , t )a t  +  -• •  (5.55) 
The two polarizations E^ and E^ travel different distances into the medium in 
the time interval Ar. For example, the distance traveled by polarization 1 as it moves 
into a thin slab and then returns as an up-going field of polarization 1 is Az^ = 
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Similarly, the distance traveled by polarization 2 as it moves into a thin slab and then 
returns as an up-going field of polarization 1 (cross coupling) is Azg = ^2^1' 
Therefore, the relation between A(z, 0) and the infinitesimal scattering is 
^11(^,0) 
i2l2(«,0) 
^2l(^»0) 
5.3.1 The direct problem 
Given a medium of known material parameters one would like to find out the 
transient reflectivity Rij{z,t). Given the R-equation and the material parameters 
it is possible to calculate i2(0,r) from A(z,0). As seen above, JZ(z,0) is determined 
from the material parameters and their derivatives via the initial conditions given in 
the previous section. 
The actual numerical implementation of the R-equation of the form given by 
equation (5.45) is treated by Dougherty [12] and will not be done here. 
5.3.2 The inverse problem 
In the inverse problem, one assumes that the A^ j(0, r) for 0 < r < T^onndtrip 
is known from experiment and a reconstruction of the material parameters is sought. 
The inverse problem requires that from A^ j(0, r) and Ai(0), tan(((0)) etc. Ri j{dz, r) 
be generated for  0  < T < T — A2(0)dz.  At  this  point  the material  parameters  at  dz 
are still unknown and must be found via Xj{dz) = Xj{0)+ for example. The 
1 pinf  
ZA/ll ' (5.56) 
1 rj inf  
^2 + ^1 
(5.57) 
1 j j inf  
^2 + ^1 
(5.58) 
1 j j inf  
2a2^22 • (5.59) 
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derivatives of the material parameters are obtained from the initial conditions. Look­
ing at the initial conditions one sees that there exists a linear relationship between 
0) and the parameters 
^1,2(^,0) 
^2,l(^»0) 
. ^2,2(«'0) 
1 
4xï 
0 
sin 7 cos £ 
4sin(^-7)ai 
sm 7 cos 7( 
2dn(i-7){aî+a2) 
sin ( cos £ 
2sin(^-7)(ai+a2) 
sin 6 cos If 
4sin(^-7)a2 
0 
V 0 
sin 7 cos é 
4sin(g-7)ai 
sin 7 cos 7 
28in(^-7)(ai+a2) 
sin ^ cos ((Ai/Ag) 
2sin(^-7)(ai+a2) 
sin £ cos f 
4sin((-7)a2 
0 
0 
0 
4^/ 
^2 In I All  
^2 In I tan (I 
%ln|tan7| 
% in 1^21 
The reciprocity relation: 
^1,2(^»^) _ sin 7 cos7 A2 
^2,1 sin (  cos (  A^' 
(5.60) 
(5.61) 
implies that row 2 and row 3 of the above matrix are equal, implying that the matrix 
is singular. Therefore, given A^ j(z, 0), it is not possible to gain complete knowledge 
of the derivatives. 
This implies that in order to do the inverse problem, more data must be col­
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lected or a priori information about the medium must be used. Multiple data can 
be collected by choosing two angles of incidence. This will result in six (three 
from each experiment) and four unknown material parameters. Complexities arise in 
such a situation because the higher level parameters are dependent on the angle of 
incidence. One must either And the transformation between the two sets of higher 
material parameters gained by two different experiments, so that one set can be de­
scribed in terms of the other set, or one must describe the coefficients of the wave 
equation in terms of which are not dependent on the angle of incidence. This 
approach will not be taken so it will be assumed that some information about the 
medium is known. Because of the simplicity and convenience of the relation 
K (1 7-r)tan^tan7 = -1, (5.62) 
€g(z) will be assumed to be a known function of depth so that 7 can be described in 
terms of (. 
Define 
k (1 - —73) = 9(2),  
e3(^) 
so that (5.60) is reduced to 
4 
0 
0 
(5.63) 
2(a2+aj)8in7sin^ 
V 0 0 
In I All  
% In I tan (I 
in 1^21 
0 \ 
0 
- 1  
4:^  
(5.64) 
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where 
= -^2,l(^'0)sin(^-7)A2^^. (5.65) 
Equation (5.64) is now non-singular and the inverse problem can be solved uniquely. 
5.3.3 Special angles: optical axis and critical angles of reflection 
The wave equation (5.39) ceases to model coupled wave motion of the two po­
larizations when certain conditions arise. These conditions must be identified so that 
they may be avoided. The situation may arise were critical reflections of at least one 
of the polarizat ions occurs at  some depth in the medium given by zc For z > Zc,  
the fields do not propagate for this polarization and thus, the differential equation, 
in this region, is not a wave equation. The concepts of wave splitting and invariant 
imbedding that lead to an R-equation have not yet been explored for such situations 
so such phenomena as critical reflection will be avoided. 
From the wave equation, one sees that it ceases to model wave motion if or 
^2 becomes zero or complex. Such conditions imply that critical reflection has taken 
place. 
The eigenvalues of the matrix AB of equation (5.26) are and A^. Since A| 
are the eigenvalues of a 2 x 2 matrix, they are of the form 
a| = ^Tr(AB) ± i\/Tr(AB)2-4Det(AB) (5.66) 
where Tr(AB) is the trace of the matrix AB and Det(AB) is the determinant. 
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For A| < 0 
Tr(AB) < \/Tr(AB)^ — 4Det(AB) implies ' 
4Det(AB) < 0 
or 
Tr(AB) < 0 
(5.67) 
For ^2 < 0 
Tr(AB) < — \/Tr(AB)^ — 4Det(AB) implies < 
0 < 4Det(AB) < Tr(AB)2 
and 
Tr(AB) < 0 
(5.68) 
The other way in which Aj can be complex is if the argument under the sign is 
less than zero. That is, if 
Tr(AB)2 < 4Det(AB). (5.69) 
Now consider a plane-wave propagating in the direction s. There are two possible 
directions of s such that the wave slownesses for the two transverse polarizations 2 
are equal. These directions are determined completely by the ellipsoid and are called 
the optical axes. Geometrically, if one were to examine intersections of the ellipsoid 
with a plane, one would And that there are two intersections that are circles and not 
ellipses.(See Born and Wolf [4].) 
Assume that s is in the direction of an optical axis. The waves slownesses are 
the same. 
ri 
n^ + Xl 
h  
= ^*2» 
= + X2, 
= a2. (5.70) 
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This gives 
Tr(AB)^ = 4Det(AB) (6.71) 
Looking at the information just collected, one sees that wave propagation is 
supported for a given medium and a given angle of obliqueness if and only if 
Viewing the wave equation one sees that when 3 is along the optical axis, un­
c o u p l i n g  o c c u r s  b e t w e e n  t h e  p o l a r i z a t i o n s  s o  t h a t  w a v e  e q u a t i o n  b e c o m e s  t w o ,  2 x 2  
identical matrix equations which are redundant. The scattering that occurs without 
approaching critical reflection or the optical axis is rich enough to warrant a nar­
rowing of the scope of this investigation. It is hoped however, that the scattering of 
transient fields can be widened in order to handle such phenomena. Such a situa­
tion would allow one to investigate other phenomena such as tunneling of the field 
through a region in which the wave slownesses are complex into a region where wave 
propagation is once again supported. Also, conical refraction, which occurs when a 
plane wave is propagating along an optical axis could be investigated (see Born and 
0 < 4Det(AB) < Tr(AB)^, (5.72) 
and 
0 < Tr(AB). (5.73) 
Wolf [4]). 
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6 INTERNAL FIELDS AT OBLIQUE INCIDENCE 
The chapters on transient reflectivity are concerned with obtaining the reflective 
response R{z, r) of an imbedded half-space. The response of the imbedded half-space 
Now the internal fields themselves will be treated. In this chapter, the inhomo-
geneous medium will not be an infinite half-space but occupies a finite region which 
for convenience will be from z = 0 to z = 1. The medium for z < 0 is homogenous 
as is the medium for z > 1, but of different material parameters. 
The Green's operator is derived for an inhomogeneous medium by following work 
done by Krueger and Ochs [21] on Green's operators for an electromagnetic scalar 
wave equation. This operator maps the incident fields ^"^(0, r) at z = 0 and E~{1, r) 
at z = 1 to the internal fields E^(z,r) for 0 < z < 1. This operator has advantages 
over  us ing  the  R-opera to r .  For  example ,  a s sume  tha t  ^  0  whi le  E~{1 ,T )  =  
0 (input from above only). Since 6r(z,r) generates internal fields, it will generate 
E"'(0,T) from the input .E"^(0,r). That is, iZ(0,r) can be derived from G(0,r). 
Also, numerically solving G(z, r) is faster than solving for R{z, r), mainly due to the 
fact that the R-equation involves convolutions whereas the G-equation, does not. 
Like the reflection operator, the Green's operator is independent of the incident 
is such that Ê (z,r)  is obtained from Ê'^{z,r)  via 
(6.1) 
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fields so that once it is found the internal fields may be calculated for arbitrary input. 
Kreider [16] has developed the Green's operator for the case of transport theory. 
In his work, the intensity of a beam that scatters from the input beam is viewed as 
a mode of the system. The mode is identified by the angle between the input and 
scattered beams. Since there are uncountably many modes (there are uncountably 
many angles between 0 and TT), Kreider approximates the transport equations by 
a finite matrix equation by defining "channels", i.e., ranges of angles given by 
centered about 6^. Any particle that is scattered into this channel is considered to 
have been scattered from the input beam through an angle 9^. This transport problem 
is a matrix equation of similar structure to the electromagnetic wave equation. The 
only significant differences are that the particle intensities are positive quantities while 
for electromagnetics, the fields are all real valued. 
As mentioned in the introduction, the medium will be considered finite. (One could 
have just as well defined a finite medium when investigating reflectivity but the added 
complexity to the problem would perhaps be too much to consider at one time.) For 
the front and back wall (i.e., z = 0 and z = 1), the medium is assumed to be a hard 
scatterer so that the dielectric tensor e(z) has a jump discontinuity at the front or 
back walls. 
6.1 Description of Fields and Medium 
Again, start with the equation 
(6.2) 
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Assume the incident field is as follows 
Ej (l,r) — 0 , J — 1,2, 
# 0, 
(0,r) = 0. 
(6.3) 
(6.4) 
(6.5) 
There are no fields incident from the back wall and only one polarization is incident 
from above. 
These choices for inputs are completely arbitrary. The objective is to look at 
the internal fields due to one input at a time. Linear superposition allows for the 
combination of internal fields due to multiple input fields. 
Just as in the chapters on reflectivity it will be assumed that the incident field 
does not impinge on the medium until r = 0. 
For r < 0 
i+(î,r) = 
0  ,  0 < z <  1  
0 , 2 > 1 
, z < 0, 
(6.6) 
and 
Ê  { Z , T )  = 0 , —oo < z < oo 
For r > 0 , the internal fields are 
rî±/ \ j r > jg: Xi{<r)d<T 
(6.7) 
(6.8) 
= 0 ,  r  <S^ Xi{<T)d(T , 0 < z < 1. 
The curve L{z)  = /Q Ai(<r)rf<r is the trajectory of the leading edge of the field 
as i t  propagates through the medium. The leading edge travels with slowness Ai(z) 
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and reaches z in a time given by /Q Xi{<r)d<r.  By definition, it travels fastest through 
the medium < A2) so equation( 6.8) is merely a statement of causality. 
The leading edge is an example of a jump discontinuity in the internal fields 
propagating in the medium. Other jump discontinuities propagate in the medium 
besides the leading edge. These discontinuities travel along curves in space-time of 
the form 
= (6-9) 
and 
(^) ^ ~ f i  +  ^ k  (1)' (6.10) 
where & = 1,2 refers to the wave slowness (slope) of the characteristics and ± refers to 
which spatial direction the discontinuity is propagating. It is important not to confuse 
the index k = 1,2 as referring to the polarization of the fields that are traveling along 
that characteristic because, as it will be shown later, it is possible for discontinuities 
in both polarizations to propagate along the same characteristic even though the 
polarizations are known to travel by different values of slowness. 
It is not necessary to be any more specific than to identify the paths of the 
discontinuities in space-time by their slope. Therefore, for example, (z) represents 
a family of paths of slope Aj^(z). 
As far as the discontinuities are concerned, the front and back walls present 
an interesting situation. When a jump discontinuity in the fields interacts with a 
hard scatterer, the discontinuity is reflected and refracted and retains its order of 
discontinuity. (A delta pulse will scatter into delta pulses, a Heaviside will scatter 
into Heavisides, etc.) The scattered fields are also discontinuous and can be found 
from the parent discontinuity via the scattering matrix derived in Section 3.2. The 
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interesting effect occurs when the discontinuities that have reflected off the back wall 
traverse the medium and are reflected off the front wall. 
Looking at Figure 6.1 one sees that for early time there are two discontinuities 
propagating into the medium. These were generated when the wave front of the 
incident field interacted with the front wall and was redacted into the medium. When 
these discontinuities reach the back wall (one will get there before the other), they 
will be reflected and refracted. The refracted field is uninteresting because it never 
returns. But the discontinuities, when reflected, each split into two discontinuous 
fields of slowness and Ag. This process is repeated when these discontinuities 
interact with the front wall. 
As Figure 6.1 shows, a complicated "ringing" occurs as the discontinuities keep 
splitting. 
6.1.1 Description of the internal fields : Duhamel's principle 
Consider an incident field which is Heaviside and of arbitary polarization. 
0, r < 0 
(6.11) 
1, r > 0 
Define i7^(z,r) (j being the polarizations) as the internal fields induced by /^(r). 
Now, for some arbitrary input (r), as defined by (6.8) the internal fields can be 
defined in terms of U^{z,t) as follows: 
r)(£?^)'(<r)dtr, (6.12) 
where 
and L{z)  = Xi{<r)da.  (6.13) )'(<r) - ^  dr  
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Figure 6.1: Ringing due to hard scattering on the front and back wall 
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This representation is given by Duhamel's Principle. (See Courant and Hilbert [11].) 
What has been shown is that internal fields induced by E^(r) are the linear super­
position of sums of internal fields induced by Heaviside input fields. Therefore, all the 
information concerning the interaction of the medium with incident fields is contained 
in U^{z,t). However, for the derivation of the Green's equation it will be necessary 
to switch the time derivative from E^(r) to U^{z,t). 
Integrating by parts converts equation (6.12) to 
Ef{z,T) = X) Wf{z,3f{z))]E^{T - 3^{z)) + driU^) * . (6.14) 
k  
where the terms in square brackets are: 
[Ufiz.sfiz))] =uf{z,3f^{z))-Uf{z,3f^{z)). (6.15) 
a^(z) indicates the limit of U^{z,t) as r approaches s^{z) from above, is said 
to indicate the high side of the discontinuity. Likewise, indicates the low side. 
The brackets indicate the degree of the jump in across the discontinuity. 
The summation in equation (6.14) implies summation of all terms [U^(z, 3^{z))] 
that are crossed as one integrates along the interval [T,L{Z)]. Define G(z,t) as 
dzU{z,t). G{z,t) is the Green's function. 
If the input JF^(r) is a delta pulse f(r) then 
(^»0 = e - «fc (2)) + g^{z,r). (6.16) 
k  
i One can see from this that G?(z,T) are the internal fields due to a delta input 
and [(7^(z, a^(z))] is the amount of attenuation of a delta pulse traveling along a^(z) 
(Due to the front and back walls, delta pulses travel along the characteristics shown 
in Figure 6.1.) 
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6.2 Deriving the G-Equation 
The G equation is derived &om the wave equation 
Ê+ D{z)  0 \ ^ Ê+ /a{z)  /3{z) \  Ê+ 
+ i 
Ê-Ê- v 0 -ml  \7(«) %)/ Ê-
This will be done by inserting E^{z,t) in the form of equation (6.14) into (6.17). 
The end result will be a wave equation in terms of G^{z,r) and equations involving 
the  te rms [U^{z ,3^{z) )]  and [G^{z ,s^{z) )] .  
Insertion of will give derivatives of Gj^(z,r) and [f^(z,T)]. Expanding 
these derivatives using the product rule and Leibnitz rule gives for terms involving 
dz' 
(6.18) 
dzio f  *  / }  = {dzGf)  t f -Y,  (6.19) 
and for terms involving dr-
= [vt(z - 4(2))](£j)'(r - »±(z)), (6.20) 
dricf . BJ-} = {SrG*} • - Slof (^,4(2))l£f (r - ,±(,)). (6.21) 
Since the incident field Eq (r) is arbitrary the wave equation can be separated 
into parts containing EQ(r) and parts containing EQ{T), 
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Terms of EQ(T) are 
[(7+(z,3*(z))] • 
[U+iz ,s f {z ) )]  
[U^iz ,3^{z) )]  
[U2{z ,3^{Z)) \  
dza f{z )  
- c :) [r^(z, »*(;))] lu}(z , , f {z ) )]  
If dzB^(z) = Aj then 
[1^^(2 ,5^(2) )]  —* undetermined^  
[1/2+(2,4(î))1 = 0, 
l£fj-(z,.+(2))l = 0, 
[r^(z,,+(:))] = 0. 
If dzs^(z) = Ag then 
(t/j+(2,4(2))j = 0, 
[[ /Z(z ,gZ(z) ) )  —» undetermined^  
[[f[(«,,+(:))! = 0, 
p2-(2,4(2))| = 0. 
If dzS^{z) = —Aj then 
|p+(z,.[(z))| = 0, 
[[t+(z,,[(2))] = 0, 
[Cfr  ( z ,  37(3))]  —* undetermined^  
[[f^(z,«[(:))! = 0. 
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If dzSj^(z) = —Ag then 
lu+(z,s2(z))] = 0, 
Terms of EQ(r) are 
% 
( d 0 0  -D  
' f ( z ) )]  lVj^(z, ' f ( z ) )]  
[Ot iz ,  
[Gï(z ,  
' f ( z ) )]  
'f(z))l =0 
|f2+(^ . «*(4)1 
»*(«))! 
, IGÏ iz .  'f(z))] . . 11^2 (z, »^(z))l . 
If dza^(z) = Aj then 
<iz[ir+(2,4(z))i 
igj(2,4(2))] 
|c^(z,,+(z))| 
undetermined^ 
(a2-a1) ' 
(2Ai) 
(6.35) 
= 0, (6.36) 
[(^[('''2(4)1 = 0, (6.37) 
—y  undetermined. (6.38) 
' («(-(z, «*('))] ' 
dzs f i z )  + 
lgf(2,«+(j))] J  
. |g2(z,.+(z))l. 
(6.39) 
(6.40) 
(6.41) 
(6.42) 
(6.43) 
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(G2-(.,4(^))I = (6.44) 
If âzs^(z) = Ag then 
i2(£;2+(^,4(z))l = «2,2(z)|P^(z,»^(z))|, (6.45) 
(G+(..4(.))) = (6.46) 
[G^{z ,s^(z ) )]  —*• undetermined,  (6.47) 
(gi-(.,4(z))) = -tl,2l^2^('.4('))l_ (6.4») 
(a2 + aj) 
2a2 
[GJ(»,4(z))] = (6.49) 
If dzs f (z )  = -A^ then 
,[(;))) = «i,i(2)lfi+(z,.f(î))l, (6.50) 
|g{-(z,,r(4)] = (6.51) 
10j(^,n(^))l = '"'''S + AiV''"' 
[Gj~(z,sr(z))] —» undetermined, (6.53) 
(Gj(.,,i-(.))| = (6.54) 
If dzs^{z) = — A2 then 
dz[U2 {z,32iz))] = S2^2{'^)[U^{Z,S2{Z))], (6.55) 
(gf(...i-(.))1 = + (6.66) 
|0^('.''2('))l = ^'^'"^(2a2')'' (6.57) 
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lori-wi - "''S'jg"'' 
[Gg (z, ^ 2 (2))] —> undetermined.  
(6.58) 
(6.59) 
And the G-equation is 
dz 
G+ 
G-
+ ( D{z)  0 0 -D{z) ,  dr G+ G- _ I  «(«) /?(«)\ \7(4 ^(4/ 
G+ 
G-
(6.60) 
As can be seen from the above, there still remain four values of discontinuities to 
account for. 
Looking at the G equation above, one sees that for G '^{z,t), the directional 
derivative 
JZ(G+(z,T(z)) = dzGf{z,T) + Xiiz)drGfiz,T), (6.61) 
is along a curve of slope Aj so that G^(z,r) propagates in this direction. Therefore, 
a discontinuity in G"^ will propagate along characteristics of slope A^. Taking the 
difference of (z, r) on either side of a characteristic with slope A^ gives: 
for slope Aj 
dz[G+(z,«+(;))| = ai,i(G+(j,»+(j))] + (z))) 
+/3l,l[Gi-(z,af(z))l +ft,2|e2 (z,s}-(^))l. (6.62) 
Likewise, for the remaining three: 
for slope A2 
i,lGj(»,4(z))) = a2,l|G}'(2,4(2))l + a2,2!Gj (2,4(2))] 
+/Î2,i[Gf(2,4(2))|+^2,2lGi'(2-4W)l' (6.63) 
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for slope —Aj 
dz[G[(z,,[(z))] = 71,l[Gf(^,»r(4)) +71,2lGj(^,-r(4)l 
+«i,i[Gr(^.»r(4)i+<i,2iGj(^,>r(4)i. (6.«4) 
for slope — A2 
''2[®2 (». '2 (2))) = 72,1 lgi'(ï, »2 (^))l + 72,2l®2 (^-'2 ('))! 
«2,l|Gr('''2 (4)1 + f2,2l«f ('.«f (4)1- («-66) 
The integration of these gives 
for slope Aj 
for slope Ag 
for slope — Aj 
iGr(...r(4)i = (f'r(^»r(4)i(/;(-^+^ 
^2 + '^! [C^f(0 
tol2.)j,+ !£liîliLm), (6.68) 
-f o,.f(o))i; ' 
for slope — A2 
|G2(^»2(4)I = % (' ,»2 (4)1 
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where [t/^(z, (z))] and [UJ ' (z, aj (z))] are integrated giving 
[P+(z,.t(z))| = (t;+(0,.+(0))lexpJ0 (6.70) 
\UJ{z ,  a J(z))l = ll7r(l, »+(l))l exp-ff . (6.71) 
0.3 Numerical Computation of G^(z,t) 
A numerical scheme will now be presented to calculate G^(z ,r ) .  The purpose 
of this section is to present the issues one faces when computing G^(Z,T). There 
is no attempt made to streamline the numerics. Therefore, a straightforward first-
order midpoint rule is used to calculate G^(z,r) from four other points given by 
P/t = (z± Azi,T -
Numerical difficulties arise in regions close to the characteristics due to discon­
tinuities in the fields along these curves. These difficulties will be explained and 
overcome with by describing and implementing the solution recursively. This allows 
one to view the calculation of G^(2,r) across these discontinuities in straightforward 
manner. 
0.3.1 A description of the numerical problem 
For a given G^(z,r) the G-equation is a description of the directional deriva­
tives of G^(z,r) for directions given by = (±dzêz -f- X^dzêr)' The four types J J J 
of internal fields specified by direction of propagation (±) and polarization (j=l,2) 
radiate from a point p — (z,r) in space-time along four trajectories as determined 
by these derivatives. For example, Figure 6.2 shows that from the point p, (p) 
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(i-l.Tj+XgAz 
(i-l,Tj+XiAz) 
(i-l,Tj-XiAz 
i+ljj+XgAz) 
(i+l .tj+XjAz) 
i+l .tj-XjAz) 
(i-1 Jj-XgAz) (i+1 .Tj-XgAz) 
Figure 6.2: Propagation forward and backward in time 
propagates in the direction {dz^\-^dz) with directional derivative 
azG}-(p) + Ai(p)3rCj-(p) = ai,iGf(p) 
+ A,2Gf(p). (6.72) 
and, in general, G^(p) propagates in the direction (izdztX^dz) with directional 
derivatives: 
'  at (p) 
SzGf(p)  +  Xj{v )SrGf{ f )  = BJSyi • G?(?) 
<?rw 
GJ" (?) 
(6.73) 
where RHS[j] indicates the row of the matrix contained in the right hand 
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side of (6.60). While fields at p radiate to four points later in time, fields from four 
poin ts  in  space- t ime ear l ie r  in  t ime than  p each  propagate  one  of  the i r  f ie lds  in to  p.  
This is also shown in Figure 6.2. The combination of these two considerations forms 
a "light-cone" of p = (z,r) with points in the cone above p, as points that will be 
affected by fields at p and points in the cone below p, as points that have influenced 
p. Notice that there are two cones, one inside the other. Each cone is, of course, due 
to two wave slowness of the different polarizations. 
Using knowledge of the directional derivatives as given by the Green's equation 
the numerical solution of the direct Green's problem is as follows: 
1) Set up a grid of Az by Ar. The grids do not have to be square (Az = Ar) 
but will be for this presentation. 
2) For a given grid point (zn^rm), assuming for the moment no discontinuities 
exist in the fields, travel back along trajectories of slope ±Xj—i^2 to vertical lines 
given by z = and z = z-n^i as shown in Figure 6.3. Of course, it is not 
mandatory that such a travel-back scheme be used. Note, for example, that for 
large values of (steep slopes) the distance (Ad)^ = {XjAz)^ + (Az)^ between 
(z, r) and its "source" points becomes larger. This will result in inaccuracies. (Source 
points are defined as the points that one traces back to in order to gain data needed 
to calculate G^.) 
3) Obtain the values of for the source points and implement the G-equation 
to calculate G^(zn,TTn)-
In general, the four source points will not be grid points. This means that the 
values of G^ for these points are not yet calculated and will have to be inferred from 
neighboring grid points. Do a linear interpolation using the two closest grid points 
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above and below (they have the same value of z) the source point. It is assumed that 
4) So far the existence of discontinuities in the fields has been ignored. What 
happens if, while traveling back to some point as described above, one were to cross 
a characteristic? If such a condition were to arise, as it most certainly will do, a 
slightly altered strategy will be adopted. Instead of traveling back to vertical lines 
given by only travel back to the point of intersection with the characteristic and 
choose this point as a source point. Now a new question arises. How does one find 
Cfj^(z,sj^(z)) at this point? The strategy is to directly calculate G^(z,si^(z)) using 
steps 2, 3 and 4. This strategy is recursive because step 4 is calling on itself. When 
calculating G^(zf3i^(z)) on a characteristic, one of the source points will also be 
along the characteristic, as seen in Figure 6.3. G^ for this source point has already 
been calculated earlier in the calculations. G^ for this point was needed in order to 
solve for the Gs for a grid point whose travel back lines crossed the characteristic. 
Therefore, Gj^ along characteristics are stored away so that they can be used to 
calculate other G values farther along a characteristic. 
It is irrelevant whether G^{z,3j^'^{z)) on the high side or G^{z,afg^{z)) on 
the low side is calculated since [G^{z,3{z))] = - G^{z,3jg^{z)) and 
[G^(2,a(z))] is known. 
6.3.2 Computational scheme 
A first-order midpoint rule will be used. First, consider a scalar function ^(x). 
The derivative of ^(x) at the point x is 
G^ for these grid points have already been calculated. 
{g{x  +  h) -  g{x) )  
h  (6.74) 
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Figure 6.3: Numerical processes 
while at the point x  + h  can be defined exactly the same way; 
dg{x  +  h)  (y(® + A)  -  <7(x))  .  .  
dx  -  a h • 
The first method is termed as a forward method on^(x) while the latter is termed 
as a backward method on g{x + h). One can combine these two methods into a 
"midpoint** method by adding equation (6.74) to equation (6.75) arriving at 
(g(z) + - (5(® 4-A) - |^^(® + h)). (6.76) 
Now consider the G-equation (6.60). The left hand side represents the directional 
derivatives of and The right hand side of the G-equation repre­
sents the values of these directional derivatives. 
That is, for example, 
dzGf{2 ,T{z) )  = ai iGf{z ,T)  + ai2G^{z ,T)  +  0i iG'[{z ,T)+l3i2G2{z ,r ) (6 .77)  
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Applying the midpoint rule to a row in the G-equation (the top row say) gives 
Gt{' ,r)-^dzG+{z,T{z))  = <?}•(»-A+r-AiAf) 
At 
- AJ-.t - AjAf ). 
(6.78) 
This describes the derivatives for in the direction (Aj^è^, A][Aj"êr). The inter­
vals are between the z values of the fields being calculated and the fields used 
as sources. Because the system is coupled, all the Gs are needed to determine the 
derivative. In order to keep the next few equations from falling off the page define 
= 
P2 = 
pr  = 
( î-Af.r-AiAf),  
(z - A^,r — AgA^), 
(z - Aj ,r - AjAj^ ), 
( z  -  Ag ,T  -  AgAg ) .  
(6.79) 
(6.80) 
(6.81) 
(6.82) 
Applying the midpoint method for all rows of the G-equation gives 
r /a(.) „W\1 
\7 (z )  S(z ) J ,  
G+ 
G-
at(Pi )  0 0 0 
0 4(^2") 0 0 1 .  {R^2){P^)  
+ nA 
0 0 Gr(Pf) 0 (J to iv3)(Pf )  
0 0 0 ^2(^2")- . (Row4XPf) .  
(6.83) 
86 
A = 
0 
(6.84) 
where 
0 0 
0 0 
0 0 
0 0 -Ag 
Taking the inverse of the matrix on the left side of equation (6.83) and apply­
ing it to both sides gives the numerical solution of G^(zn,Tm) in terms of points 
P i ' P i ' T ' P î -
'^1 
0 
0 
0 
6.3.3 Handling the discontinuities 
At some occasion, as mentioned before, a travel-back path will intersect with a 
given characteristic. Also as mentioned before, the strategy is to calculate 3j^(z)) 
at this intersection point and to use it, along with the other source points, to cal­
culate G^{zfnTm)' A scheme is now presented that, when needed, will calculate 
For simplicity, assume only one characteristic exists. Which one is completely 
arbitrary. The recursive nature of the numerical solution with respect to discontinu­
ities will allow one to handle the case of multiple characteristics. For a given point 
(ztoiTth)» assume that one or more of the four paths from [zj^Tm) to a source point 
(z±A^,r—Aj A^) intersects the characteristic. Define the point(s) of intersection as 
(^x»^fc(^x))- Now, solve for Gî^(zx,8^(zx)) numerically. By traveling back from 
{zx, afc(^x )) to source points necessary to calculate G^{zx, )) one finds that 
some source points are on the high side of the characteristic while the rest are on the 
low side. As shown in Figure 6.3, source points on the high side use G^{zx > «fc|(«x )) 
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when applying the midpoint rule, and those on the low side use 
Assume for the moment that one is dealing with a characteristic denoted by (z). 
The midpoint scheme is modified so that one obtains 
(^®)) ~ 
[  \ t i z )  6 iz ) ) ,  
Gt  
g; 
•a f iPf )  0 
L ^ J 
0 0 (Aotul)(f+) 
0 0 0 {Raw2){P^)  
0 0 GïiPD 0 {RowZ){P^)  
0 0 0 G2(Pp.  .(/2O«;4)(F2~). 
(6.85) 
-[G}-(zx,4(ZX))] 
cor 
0 
0 
0 
where cor is the added term that accounts for the discontinuity at {zx^s^ izx) )  and 
is 
cor = \G'^{zx,a^{zx))] - (zz, (zz))] + ^(^z))] 
+MGti^x ,s+{zx) )]  + /3I2[GJ(^x,4(^®))]). 
(6.86) 
For 3^{zx)i the source point is on the high side (Aj < Ag) while Pj^ and 
P2 are the low side. One can choose P^ as either on the high side or the low side, 
depending on whether Gj(-s®,a^|(zx)) or is being calculated. It is + 
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assumed that the latter is being calculated. 
0.3.4 Boundary conditions of the front and back walls 
When calculating the G^'s for z = 0 or z = 1 two of the source points are 
located in the homogenous region. There is no scattering going on in this region. 
For z < 0 this means that Ct = 0 and dzg"^ = 0. For z > 1, gj = 0 and 
dzGJ = 0. Therefore, when doing the midpoint scheme the rows on the right hand 
side of equation (6.83) that correspond to source points in the homogenous region are 
set to zero. 
The effect of the hard scattering that occurs at the front and back walls must be 
taken into account when calculating G^((0.or.l),r). For z = 0 and T > 0 the back-
moving fields gj reflect off the front wall into gj" via the scattering matrix given 
in Chapter 3. For z = 1 and r > fg Ai(z)rfz the situation is reversed, with forward 
moving fields G J" scattering off the back wall into back moving fields GJ. Therefore 
this affect is included in the midpoint scheme in the numerical calculation. 
6.3.5 Boundary conditions for the leading edge 
Below the leading edge (r < /q Ài(er)d(r in space-time G^ = 0. This is obvious 
since nothing can travel into the medium faster than the leading edge. This implies 
that along the leading edge Gj^(z,s^(z)) = [G^(z,a^(z))]-1-0 where [G^(z,3^(z))] 
is known from the material parameters and the incident field. The leading edge is 
known and provides the boundary conditions needed in which to begin the numerical 
solution for the internal fields. 
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7 CONCLUSION 
This presentation uses wave splitting and invariant imbedding techniques to de­
termine scattering properties of a planar, inhomogeneous, anisotropic dielectric. The 
investigation is done in the time domain so that transient behavior can be directly 
observed. The wave splitting applied to the matrix wave equation contains an oper­
ator that describes the planar component of the electric field as a linear combination 
of planar components of the polarizations and an operator that describes these polar­
izations as linear combinations of locally up- and down-going waves. With the field so 
described, the wave equation shows in a straightforward manner the coupling between 
polarizations and and ,for a given polarization, the interactions between an 
u p - g o i n g  f i e l d  e j "  a n d  a n  d o w n - g o i n g  f i e l d  e j .  
Invariant imbedding is used to derive the R-equation, an integro-differential equa­
tion for the transient reflectivity of the medium. This is done for both normal and 
oblique incidence. While the results of normal incidence can be obtained from the 
oblique incidence case, normal incidence is presented independently to clarify the 
investigation of transient reflectivity in an anisotropic dielectric. 
The R-equation provides a tool to investigate the anisotropic material. The 
R-equation, as used in the direct problem, allows the computation of the transient 
response of a predefined medium to incident fields. The inverse problem for the R-
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equation can be solved and allows for the computation of material properties from 
the reflective response. 
For oblique incidence, the inverse problem is not solvable if all that is known is 
i2^j'(0,r) due to one incident field characterized by Jj| = k. It is shown, however, that 
the inverse problem can be solved if a priori information, such as assumed knowledge 
of €3(2), is available. It may be possible to reconstruct e^j from knowledge of two 
sets of reflection data iZ^j-(0,r) and iî^j(0,r) due to two incident fields characterized 
by /c' and In order to carry out the inverse problem in this way, a relationship 
between the higher level material parameters A^, and A^, must be 
found, since the higher level parameters are functions of /c, a property of the incident 
field which varies as the choice of incident field varies. A way around this problem is 
to describe the higher level parameters in terms the dielectric tensor €(j{z) which is 
not a function of the incident field. These relationships are found in the definitions of 
the higher parameters given in chapter 5. Neither approach has been implemented so 
it is not yet clear which approach will work best or indeed if either approach will work 
at all. It may be the case that two sets of reflection data do not give more information 
about the system but rather redundant data about the system. However, it may be 
the case that extra information about the material parameters can be obtained from 
two sets of A^j(0,r) so that the inverse problem can be solved. This problem will 
be subject to study at a later date. It may be possible to use information about 
transitivity and reflectivity to reconstruct the dielectric tensor e^j. Karlsson [14] has 
shown that it is possible to solve the inverse problem for a homogeneous, viscoelastic 
medium using transmission data only. 
The subject of transmitted fields is not discussed. However, the Green's equation 
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derived in Chapter 6 allows one to calculate both the reflective and transmission 
responses of the medium. The Green's equation also allows one to calculate the 
internal fields of the medium. This is important since it gives one direct information 
concerning the interactions of the fields with the medium. The numerical scheme 
presented deals with the direct problem of computing the internal fields for a known 
medium and a known incident field. The inverse problem computes the material 
parameters from known information about the incident fields on the boundaries of 
the slab. It is possible that an inverse problem for the Green's equation may give 
insight into the inverse problem for reflectivity. The inverse problem has not yet been 
treated. 
The medium is assumed to be dielectric with no dispersion, which means that 
all monochromatic plane waves, for a given polarization, travel with the same phase 
slowness, independent of frequency. This assumption of no dispersion presents prob­
lems when real materials are being considered. In order for a nondispersive model 
of the medium to hold, the Fourier transform of the incident field is nonzero only 
over a range of frequencies (w^,wy) in which ^ —— is small. That is, the 
bandwidth of the incident field must not exceed this range. Therefore, an incident 
pulse in the time domain cannot be chosen too narrow because its bandwidth will 
exceed the range of frequencies given by (w^,wy). The dispersive problem for an 
isotropic dielectric has been treated by Beezley and Krueger [3] and their work can 
be extended to the case of an anisotropic dispersive medium. 
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9 appendix 
The reciprocal relation (5.53) is in need of further investigation. Attempts have 
been made by Corones [5] and Ochs [23] to define a ground work for materials with 
such a relation. Work done so far has arisen from the concepts of canonical transfor­
mations as described in any graduate text in classical mechanics (see Goldstein [13] 
or Synge [24], for example). As far as anisotropic dielectrics are concerned, the work 
done by Corones and Ochs has been modified slightly with promising results. 
Start with the R-equation 
dzR — [drRD + DdfR]  + Rot  — SR 4- a * fiR = 0 (9.1) 
and the initial conditions 
7(2) + D{z)R{z ,0)  +  R{z ,0)D{z)  = 0. (9.2) 
Define J such that 
J{z)R{Z, t )  = R^{Z,T)J{Z) .  (9.3) 
What are the conditions that allows such a condition to hold? 
Taking the transpose of the R-equation gives 
dzR^ - [drR^D + DÔt ]  -i- a^R* - rH^ + R^fi^ * = 0, (9.4) 
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where it is known that D{z)^  = D{z) .  
Now lê = JRJ~^ so that (9.4) becomes, after multiplying by J~^ from the left 
and J from the right 
dzR +{J- '^dzJ)R + R{dzJ- '^J)  -  [drRiJ- ' ^DJ)  + {J- ' ^DJ)dTR)  
+{J-^a^J)R - R{J-^6^J) + R{J-^0^J) * i2 = 0. (9.5) 
If this is to become the R-equation then it must be that 
a = dzJ'^J-J'^Sh, (9.6) 
S = -J -^dzJ-J la^J ,  (9.7) 
(3 = J-VJ, (9.8) 
D = J-^DJ.  (9.9) 
(9.9) implies that J is diagonal, further implying 
•^ 1^ 12 = -^ 2^ 21' (910) 
= -«11-«11, (9.11) 
= -«22 - ^22i (9-12) 
•^ 1«12 = -«^ 2^ 21» (9 13) 
J2®21 — —Ji^l2. (9.14) 
Jl and Jjj are from (9.11) and (9.12) 
Ji = Ji(o)«xp- Jo (=iiW+«n(')X', (9.15) 
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J2 = ^2(0)exp~ Jo («22(<^)+^22(<^)M<^ . (9.16) 
Using the coefficients obtained in Chapter 5 it can be shown that 
J1J2 = -sin^(^-7)tan^tan7AiA2, (9.17) 
and 
Ajsin^cos^ 
J2 A2 cos 7 sin 7 ' (9.18) 
From these, it is seen that 
Jl = sin(^-7)AI|^, (9.19) 
J2 = -sin((-7)A2^. (9.20) 
