Two different electron density reconstruction methods for 8-keV neutral lithium beam probing have been developed for the Compact Helical System (CHS) . Density dependences on emission and ionization processes are included by using effective rate coefficients obtained from the collisional radiative model. Since the two methods differ in the way the local beam density in the plasma is determined, the methods have different applicable electron densities. The beam attenuation is calculated by iteration from the electron density profile in method I. In method II, the beam remainder at the observation point z is determined by integrating the Li I emission intensity from z toward the position of emission tail-off. At the emission tail-off, the fast lithium beam is completely attenuated. Selecting an appropriate method enables us to obtain edge electron density proflle well inside the last closed flux surface for various ranges of plasma densities ( lo"-5 X 1013 cmm3). The electron density profiles reconstructed by these two different methods are in good agreement with each other and are consistent with results from ruby laser Thomson scattering.
INTRODUCTION
The determination of plasma parameters at the edge region is important in the recent fusion research from the viewpoints of the generation and screening of impurities, and the improvement of global plasma confinement. Neutral lithium (Li') beam probing is now considered as one of the most powerful techniques for measuring the edge plasma density without perturbation or contamination to the plasma. ' By the use of a CkeV beam, the electron density profile was successfully obtained with a good spatial resolution ( -0.8 cm) from the emission intensity of the Li I resonance line in NBT. ' It is, however, difficult to apply this simple method to larger plasma devices like tokamaks and helical devices. This is because the beam attenuation becomes severe and complicated atomic processes involving plasma electrons, protons, and impurity ions cannot be neglected. Hence, density reconstruction considering beam transport in the plasma is necessary. More energetic Lie beams have been used to get larger penetration for higher density plasmas in TEXTOR (20-30 keV) and ASDEX4 (40-100 keV). In these cases, however, neglecting the delay of the Li I emission due to the finite lifetime of the lithium-excited state makes the spatial resolution worse (2-4 cm). Moreover, the reconstruction procedure is more complicated since charge transfer to plasma protons and impurity ions becomes dominant for the attenuation of such high-energy beams.
A beam energy of 8 keV is selected for the fast ' )Permanent address: Instituto National de Pesquisas Espaciais, SZo Jo& doa Camps, SXo Paula, 12201, Brazil.
Lie-beam probe system on the Compact Helical System (CHS)' because it offers an adequate spatial resolution ( -1.3 cm) and beam penetration. The beam penetration depth IP is expressed in terms of K x IP, where & is the average electron density. The value of Fe X lP is evaluated as 2.6 x 1014 cmM2 for an 8-keV beam. In this article, we show that it is possible to measure the edge electron density profile for a wide range of plasma densities by using two different density reconstruction methods. In method I, the beam attenuation due to ionization is considered. This is a standard approach for including the beam attenuation in Lie-beam probing and in charge-exchange recombination spectroscopy.6 In CHS this method is used to measure relatively low-density plasmas (Ti-, < 3 X lOI cme3). On the other hand, method II is applied to relatively high-density plasmas (K > 3 X 1013 cmB3) where the injected fast Lie beam is completely attenuated within the observation window. The local beam density at position z is determined by integrating the Li I emission intensity from z to the emission tail-off. In other words, the beam remainder at position z is measured. Method II has been applied to Lie-beam probing using thermal type7'8 and laser blow-off typesI beam sources, which have much smaller penetration depths (Fe x ZP = 1012-1013 cmm2). In both reconstruction methods, the density effect on emission and ionization processes is included by using effective rate coefficients. They are evaluated from the collisional radiative model for a beam energy of 8 keV. The use of effective rate coefficients simplifies the density reconstruction procedure for complicated atomic processes. 
II. EXPERIMENTAL SETUP
An 8-keV Lie-beam probing system installed on the CHS is shown in Fig. 1 . The CHS is a heliotrotitorsatron device which has a major radius of 100 cm and a minor radius of 20 cm. The pole number and the toroidal period number of the helical field coils are I= 2 and M = 8, respectively. A hydrogen plasma is produced by electron cyclotron resonance, (ECR) using a 53-GHz, 1%kW microwave source. The plasma is additionally heated by 45-keV, I-MW neutral beam injection (NIX). The fast Lie-beam injector consists of an ion gun with a thermoionic emission Li+ source (/3-eucryptite), a Pierce extractor, a cylindrical lens, and a neutralizing cell containing Cs vapor.2*3 The equivalent neutral beam current density is 50 @./cm2 with a diameter of 15-20 mm at FWHM. The Li I resonance line (6708 A> is detected by a photomultiplier tube and an optical system consisting of lenses, fiber optics, and an interference filter with a FWHM of 15 .&. In order to improve the signal-to-noise ratio (S/N), the beam is modulated at 10 kHz and a lock-in amplifier is used. The Li I emission profile is obtained by changing the point of observation shot by shot. Since the beam injection line is tilted from the equatorial plane, we introduce two coordinates. The electron density is reconstructed along the z-coordinate which represents the distance from the wall along the beam line. The electron densities thus obtained are plotted as a function of major radius x. In the present setup, the observable region is X-113-126 cm, which corresponds to the edge region in CHS.
Ill. LITHIUM EMISSION AND IONIZATION PROCESSES
Lie atoms are excited or ionized by various collisional processes dvith plasma electrons, protons, and impurities. In addition, ionization and de-excitation from the lithiumexcited state influences both emission and ionization processes. These effects should be taken into account when the target plasma has a density above 1012 cmw3. Here we introduce effective emission and ionization rate coefficients which are functions of plasma density and impurity con- centration. The use of effective rate coefficients simplifies density reconstruction algorithms even though complicated atomic processes are included. Electronic transition processes of Lie atom are shown in Fig. 2 . The rate coefficients for each process and their notations are summarized in Table I . These rate coefficients are calculated from Refs. 13 and 14 or evaluated from scaling models'5-'7 for a beam energy of 8 keV and a plasma temperature of 30 eV. The temperature dependence of the rate coefficients in the range of 10-100 eV is small enough to be neglected. Electron impact processes are most important when evaluating both beam emission and attenuation. On the other hand, charge transfer processes with plasma protons and impurities are important when evaluating beam attenuation. In the case of an 8-keV Lie beam, the rate coefficient for charge transfer to protons is about the same order as that for electron impact ionization. Multicharged impurity ions have a more serious influence through charge transfer. In the classical model,17 higher charged states have greater cross sections for charge transfer. The typical impurity species are oxygen ions in CHS, Since the electron temperature is 300 eV, it is reasonable to assume that helium-like oxygen ion O'+, with an ionization potential of 739 eV, is the typical and most harmful impurity for Lie-beam probing. In order to simplify the analysis, we introduce total rate coefficients which include electron, proton, and impurity impact processes. For example, a total rate coefficient for ionization from the ground state, (CQZJ), is expressed as follows:
where n,, nP, ne+, and ntis are the electron, proton, 06+ ion, and ground state Lie-atom densities, respectively. The impurity concentration ratio g is defined as 5 = no6+/n,. In a similar way total rate coefficients for ionization from the excited state (CipU) , for excitation (a,,u) and for deexcitation (aa,,u) are defined. Method I for electron density reconstruction is based on a simple emission method. First we will explain the principle of this method. The electron density n,(z) is obtained directly from the Li I emission signal, ILi(r) M, from the Lie-atoms injected into the plasma. The beam density and the sensitivity of the optical system are calibrated by injecting the Lie beam into a target gas. Helium gas at a pressure of around 10m4 Torr is used for calibration. In this pressure range, beam attenuation can be neglected. The emission signal I.&VI from the Lie atoms injected into calibration gas is written as Eq. (6) where n~ip is the Lie-atom density in the excited state and 7;, is its lifetime (27 ns). The spatial resolution for the density measurement is expressed as raX ULi-1.3 cm. Solving Eq. (2), nW is expressed as a function of total Lie-atom density nLi = nap + nLiP and the electron density n,* %&#)~em nLP= 1 +n,( (q,u> + (f&u) + (a,,u> )Tem nLi* (3) Since the ratio of nw to nLi depends on n,, effective emission and ionization rate coefficients are functions of n,. The effective emission rate coefficient (a,~),~ for the Li I resonance line is defined as follows:
The effective ionization rate coefficient (u~),~ is defined as follows:
The density dependence of (a,~),~ and (ai~),~ is shown in Fig. 3 . In low-density plasmas (n,-10" cmo3), (oemu)& and (a&~)~ are nearly equal to (a,,~) and (q&), respectively. In higher density plasmas (n,) 1012 cmm3), they start to deviate. At n,=1013 cmm3, for example, (o,u)~ decreases by 31% and (a~),~ increases by 43%. This effect greatly influences the density measurement.
The impurity effect on these effective rate coefficients is calculated assuming Z&=2, which is typical in the CHS neutral beam heated plasmas. The results are shown in the same figure. It is shown that the increase of (0,~)~~ is about 20% for the 8-keV beam. On the other hand, the decrease of (a,~)~ is only 2%-3%. The impurity effect is relatively small when the beam energy is low. It should be noted, however, that if the beam energy is increased to 20 IreV, the impurity effect becomes considerable. ' 
where n,(z) is the electron density. From Eqs. (6) and (7), n,(z) can be obtained as follows:
The edge n, proflles for ECR sustained plasmas have been measured by this simple emission method. A typical example for this measurement is shown in Fig. 4 . The impurity effect is neglected since (a,~),~ has a small Zes dependence. The data from Thomson scattering on the same magnetic flux surface but separated by 67.5" in the toroidal direction is shown. This figure demonstrates that emission signal has its peak (z<zPeak) . This is because only the two n, profiles are smoothly connected. This method is a several percent experimental error or misevaluation of very simple and straightforward, but the application is limthe atomic data makes the reconstructed n, profile diverge. ited to low-density plasmas in which beam attenuation is It should be noted that the accuracy of calibration greatly negligible.
influences the reconstructed density. If we evaluate the lithium atom density taking attenuation into account, we can apply this method to higher density plasmas. In method I, the n, profile is reconstructed using the results from the simple emission method as an initial condition for calculation. Beam attenuation
V. METHOD II: ELECTRON DENSITY RECONSTRUCTION FROM THE SHAPE OF EMISSION PROFtLE
The second method, classified as method II, reconstructs the n, profile from the shape of the emission signal and the atomic data. In this method, nLi(z) is determined by integrating the Li I emission intensity from position z toward the emission tail-off position zl. In other words, the beam density at position z is measured from the emission profile. By eliminating n,(z) from Eqs. (7) and (9) 
(10)
It should be noted that (a,~>~ and (a~)~ in Eq. (10) are functions of n,(z). The n, profile is determined by iteration so that the observed emission signal Ifi coincides with the numerically calculated pi.
Hence the n, profile is calculated from the plasma edge toward the center. The result from the simple emission method putting (5,~),~= (a,,~) is used as an initial value for iteration. An example of the n, profile for a typical discharge with NBI heating is shown in Fig. 5 . The magnetic axis is set at the major radius x=94.9 cm and the position of the last closed flux surface (LCFS) is at x= 122.5 cm. The JLi profile is obtained by spline interpolation from the discrete data, which is shown with the data points. It is obvious that the beam attenuation and the decrease of (cJ~u),~ greatly influences the reconstructed density. The increase of (cT~zJ),~ due to the impurity effect makes the obtained II, greater. The impurity effect, however, is small for a beam energy of 8 keV as discussed before.
The applicable spatial range of method I is limited to the region from the plasma edge to the position where the FJIG. 5. Results of electron density reconstruction by method I in the NBI heated plasma. Initial electron density profile for the iteration is obtained by the simple emission method. flLi(Zf = J :' $$EI,(cldc /uLiVE 773 (11) z1 is set at the position where the S/N of the emission signal becomes less than unity. This method is applicable only when position z1 is within the observation window, From Et;ps. (7) and ( 111, the parameters for the optical system, such as &2, V, and 7, are canceled out and n,(z) is expressed as A great advantage of this method is that there is no need for calibration of the optical system or the beam density. Since (a,~>~ and (~~ti>,~ are functions of n,(z), the n, profile is calculated by iteration. The initial n, profile for iteration is approximated by neglecting the density effect by putting (~~~u),tf= {a,,~) and (a+~>,~= (a&v) . It must be noted that the accuracy of the reconstructed density strongly depends on the reliability of (~,zJ),~.
Examples of n, profiles reconstructed by method II are shown in Fig. 6 , where the same emission profile in Fig. 5 is used. Ten time iteration is carried out to obtain this n, profile. The ILi data inside the observation limit (~~113 cm) is extrapolated by an exponential curve. Position zr is determined from this curve. The n, profile from method I is also shown for comparison. The n, profiles obtained by methods I and II show good agreement although these methods determine nLi(Z) in quite different ways. The impurity effect on method II is also small. The increase of (a$)& due to the impurity effect, however, makes the reconstructed n, value smaller. The accuracy of the reconstructed density becomes worse as z becomes larger since this method includes the integration from the emission tail-off where the accuracy of measurement is not good. From our calculation, the reliable range where the error is within 20% is from the plasma edge to the position where the ILi is attenuated to the 70% level of its peak (z<z,~~ @). The small hump just inside the emission peek is not considered to be real. It occurs because the spline curve fitting is unsatisfactory due to the rough data points. The n, profile is compared with that from ruby laser Thomson scattering on the same magnetic flux surface but at a different toroidal position. A finite beta shift of the plasma column is taken into account for the conversion of the two coordinates.rg The two protiles are consistent, although stricter point-to-point correspondence is necessary for a detailed comparison. The coincidence of the electron densities measured in three different ways demonstrates the reliability of the diagnostic system and the density reconstruction methods.
VI. SELECTION OF THE ELECTRON DENSITY RECONSTRUCTION METHOD
The two n, profile reconstruction methods have different applicable depths and average densities. By selecting methods I or II, we can obtain n, profiles in various kinds of discharges from low-density (10" cmY3) to highdensity (lo'* cme3) plasmas. The temporal evolution of the n, profile in identical discharges, as shown in Fig. 7 heated by NBI from 28 to 128 ms in the discharge sequence. The n, profile at 80 ms is the same as that shown in Figs. 5 and 6. Method II is used when the emission signal is strongly attenuated within the observation window (z> 113 cm), since the applicable depth of method II is larger than that of method I. On the other hand, method I is used when the beam is weakly attenuated. It can be seen from the figure that the plasma density gradually increases during NBI injection until it reaches a steady state and then decreases afterward.
The applicable depth (zLim) and the applicable average density (Ii& for each n, reconstruction procedure is estimated for the Lie-beam probe system on CHS where the observation coverage is 15 cm. Z~ is the deepest point at which the accuracy of the reconstruction is sufficient. z,, for each method is shown as a function of G in Fig. 8 . For simplicity, n, is assumed to increase linearly with respect to z. Criteria in determining applicable zti and TI-are summarized in Table II . It can be seen that method I covers a wide range of electron densities. On the other hand, method II has the advantage of a larger applicable depth. The lower limit of the applicable average density for method II can be reduced by extending the observation coverage so that the emission tail-off is within the view of the optical system. 
