Abstract
Introduction
Because the value of a variable often depends on a range of determinants, all varying over time in ways that may or may not be closely related to each other, if at all, prediction can be a complex matter. Even if we can identify all influencing factors of a variable, it is usually impossible to collect time-series data of all factors, and so much of what we might want to know to be confident about establishing trends is not accessible. However, most prediction techniques call for such data.
We can assume that future value x n+1 of variable x depends on its n latest past values x 1 , x 2 , …, x n . The value of non-linear function f(x 1 , x 2 , …, x n ) therefore will be x n+1 , the predicted value. Generally, a prediction problem is considered as one of non-linear function approximations wherein the function's approximated value will be used as the prediction.
Recently, a new approach has become regarded as offering a "universal approximators" path [3] . It is based on deployment of one or other of the fuzzy maths system models. This paper presents use of the Standard Additive Model, especially popular among those looking to apply fuzzy systems to solve prediction problems by function approximation. Reported here is such an application, but designed for improved prediction via incorporation of genetic algorithm, the momentum technique, use of eventknowledge, selective presentation learning, and new training criteria (for financial time series data).
The rest of this paper is organized as follows. The next section presents function approximation with SAM. The third section outlines SAM's learning process to build the knowledge base. The fourth section discusses some advanced techniques to improve SAM's predictive capacity. The performances of these techniques are presented in the fifth section.
Function approximation with the Standard Additive Model
A fuzzy system F: R n R p stores m if-then rules and can uniformly approximate continuous and bounded measurable functions in the compact domain [3] . This approximation theorem allows any choice of if-part fuzzy . Then-part fuzzy set 1] and volume (or area) V j and centroid c j . The convex weights:
give the SAM output F(x) as a convex sum of then-part set centroids. We can ignore the rule weights w j if we put w 1 = … = w m > 0. Figure 1 shows the parallel structure of the additive systems and its state-space graph cover. The graph cover leads to an exponential rule explosion. Mitaim and Kosko proposed using metrical joint unfactorable fuzzy sets based on metric and matrix knowledge to overcome this drawback (but only partly) [24] . A fuzzy system needs on the order of k n+p-1 rules to approximate a function f: R n R p in a compact domain. Optimal rules cover extrema and can help allocate a spare-rule budget in high dimensions [4] . Learning trends to move the rule patches toward the extrema or "bumps" and fill in with rule patches between the bumps. Supervised learning tuned the parameters of the many if-part set functions we tried. It also tuned the then-part volumes and centroids [22, 23, 24] . 
Learning process in the Standard Additive Model
Learning is an important process of SAM with the aim of constructing a knowledge base that is a structure of ifthen fuzzy rules. Learning allows SAM to tune the parameters and check the optimal model of fuzzy rules structure to improve the accuracy in approximation. The SAM learning process includes basic steps such as structure learning, optimizing and parameter learning (Figure 2 ).
Identifying centers and shapes of fuzzy sets
Identification of the centers and shapes is performed by deployment of an algorithm designed for unsupervised clustering. We researched and implemented some clustering methods that include Fuzzy C-Means -FCM [10] , Adaptive Fuzzy Leader Cluster -AFCL [27] , Adaptive Vector Quantization -AVQ [14] , Adaptive Vector Quantization Leader -AVQL [27] , K-means [16, 26] , Gustafson-Kessel -GK [1, 19] , and GustafsonKessel Leader -GKL [27] .
Two classes of fuzzy sets are used: factorable and unfactorable. The factorable fuzzy sets include triangle, trapezoid, Gaussian, Cauchy, Sinc, Laplace, logistic, difference logistic, differential logistic, hyperbolic tangent, difference hyperbolic tangent, hyperbolic secant, and clipped-parabola (quadratic). The unfactorable fuzzy sets encompass symmetric metrical triangle, joint Gaussian, joint Cauchy, and the metrical form of fuzzy sets: parabolic, Cauchy, Laplace, Sinc, logistic, hyperbolic tangent, hyperbolic secant, and difference logistic [24, 27] .
In trying to achieve accuracy and stability in application of fuzzy sets in prediction based on time series data, clustering methods AVQ, AVQL and Kmeans performed best in experiments reported here. Some factorable fuzzy sets such as Sinc, Gaussian, Laplace, Cauchy and the unfactorable fuzzy sets such as metrical triangle, joint Cauchy, metrical Gaussian, and metrical Laplace, showed stability, simplicity and accuracy. Some other membership functions (e.g. trepazoid, difference hyperbolic tangent, metrical difference logistic) often take much time in processing and therefore they are less effective.
Constructing if-then fuzzy rules
Based on the clustering results, the fuzzy rules system is constructed. The centers of fuzzy rules are identified via quantization vectors. Identifying the parameters of membership functions requires the width of fuzzy sets. Dickerson and Kosko proposed using the ellipsoidal fuzzy rule, and the AVQ clustering algorithm to identify exactly the center and width of fuzzy sets via center, shape and size of ellipsoids [13] . However, this method is complex in implementation. Besides, fuzzy set width can be tuned afterwards in the parameter learning process and therefore, in this step, the width of i th fuzzy set, for example, is set simply via its neighbours by the following formulae: , where m i is the center of i th fuzzy set, m c is the center of the closest fuzzy set, and r is the overlap coefficient.
Optimizing fuzzy rule structure
We used the Genetic Algorithm (GA) to optimize a fuzzy rules system. The GA is a population-based, evolutionary optimization method where populations are evolved over generations using the Darwinian principle of survival of the fittest. The GA offers a way of resolving objective functions that are non differentiable, non-continuous, non-linear, noisy, flat, multidimensional, even in the presence of many local minima or constraints [6, 10] .
Optimization accrues from SAM application in realizing and/or removing the fuzzy rules that are not necessary in its approximation. The number of fuzzy rules therefore is reduced. That helps to improve the speed of processing and reduce noise in parameter learning.
The fitness function is used:
where m is the number of fuzzy rules, and n is the number of learning data sets.
The GA has three basic genetic operators: selection, crossover and mutation. The crossover and mutation probability that were used herein are 0.5 and 0.01 respectively.
Tuning fuzzy rule parameters
Fuzzy rule parameters are tuned by the supervised learning process [22, 23, 24] . The supervised gradient descent can tune all the parameters in the SAM model. We seek to minimize the squared error: 
where is the learning rate at iteration t. t μ The momentum technique is also integrated in the parameters tuning process [20] . The learning fomulae with momentum is as follows:
where ε is the momentum coefficent. 
Advanced techniques for time series prediction
Genetic algorithm (5) (6) could be integrated at the time of tuning parameters.
Using event-knowledge (EK)
The future value of a variable often depends on its past values, on the past values of other correlated variables, and on some project-specific non-numerical factors. For example, the future price of a stock depends on political and international events as well as on various economic indicators. Yan et al. proposed a new method to extract features of predictive value from time series data based on a neural network and the K-means clustering method [28] . Gao et al. used a neural network and backpropagation approach to extract events from time series data [7] . Kohara et al. have studied types of prior knowledge which are difficult to insert into initial network structures or to represent in the form of error measurements [18] . They made use of prior knowledge of stock price predictions and newspaper information on domestic and foreign events. EK is extracted from newspaper headlines according to prior knowledge, but reconstruction (hindcasting) of an EK time series, however desirable, is not always possible/feasible. Moreover, the relation between the future values of a variable to its affecting factors is not a simple reflection of some if-then rules based on prior knowledge.
We propose a method to use EK in fuzzy systems. EK in the past can be extracted directly from the time series data of any considered variable. Knowledge of events that influence future value is divided into two types: negative-EK, for events which tend to reduce future values and positive-EK, for events which tend to raise them [17, 18] .
The steps by which this method is followed are: o Smoothing time series data [8, 21] . o Assigning normalized value at (t + 1) to EK value at (t). Smoothing allows the model series-data to be represented as a really nonlinear function that is assumed to present the trend of time series in normal condition. Holt's linear exponential smoothing is used herein. The normalized difference value at (t + 1) shows the influence-degree of summarized events at (t) onto time series at (t + 1). The near 1 (one) value presents influence-degree of positive-EK. This dominates the negative-EK. The 0 (zero) value represents the opposite case. An EK value of 0.5 presents the normal condition or the balance of influence degree between positive-EK and negative-EK. The fuzzy rules were modified as follows:
"If input_1(t) = A j1 and input_2(t) = A j2 and … and input_n(t) = A jn and EK(t) = E j then output(t+1) = B j "
Application of EK into SAM is modelled in Figure 3 . This method allows experts to use their experiences to estimate the EK value at (t) and consider it as a model's input to predict value of time series data at (t + 1). We validated this method by using the EK value that is extracted from data samples. The result is presented in Table 1 . 
Selective presentation learning (SEL)
Based on the SEL algorithm that Kohara used for neural networks about financial market predictions [17] , we applied it in our fuzzy system with some modified parameters, dealing with the following conventional learning problems.
Problems: Generally, the ability to predict large changes is more important than the ability to predict small changes. When all training data are presented equally as in conventional learning, we assume that the systems learn small changes as accurately as large ones and thus cannot learn large changes more effectively than small ones.
To overcome the above drawbacks, the training data was separated into large-change data and small-change data. Large-change data (small-change data) have nextday changes that are larger (smaller) than a preset value. Large-change data are presented to neural networks more often than small-change data. For example, all training data are presented in the first learning cycle, only largechange data are presented in the second cycle, and so forth. The outline of the selective presentation learning algorithm is as follows.
SEL algorithm:
o Separate the training data into large-change data and small-change data.
o Train back-propagation networks with more presentations of large-change data than of smallchange data. o Stop network learning at the point satisfying a certain stopping criterion.
New training criteria for financial time series
The traditional back-propagation training criterion is based on goodness-of-fit which is also the most popular criterion for forecasting. However, in the context of financial time series forecasting, we are not only concerned at how good the forecasts fit their target. In order to increase the forecastability in terms of profit earning, Yao and Tan proposed a profit-based adjusted weight factor for back-propagation neural network training [15] . Instead of using the traditional least squares error, a factor which contains the profit, direction, and time information is added to the error function. Based on the models, we applied them for training criteria in a fuzzy system. The results show that the new approach does improve the fuzzy system forecastability for the financial application domain (Table 2) .
It is not only in applications to financial data that deployment of the Least Squares or Ordinary Least Squares (OLS) error function (Equation 5) may be found wanting. Therefore, the following research hypotheses were considered: Hypothesis 1: A factor representing the profit could be added to the OLS function. It is called the Directional Profit (DP) model. The error function is:
where μ is the mean of the target series. 
The discount rate a will decide the function which actually is a function of the recency of the observation. We use a = 6 as suggested by Refenes et al. in fuzzy system application work [2] .
Hypothesis 3:
If profit and time are useful factors of error function to improve the forecastability, an even better result could be achieved by using the combination of both of them. This is the Time dependent Directional Profit (TDP) model.
The weight changing is the same as the approach used in the traditional OLS back-propagation except that an adjustment factor is introduced for both DP and TDP models.
Instead of using the OLS error function in Equation 5, E DP , E DLS is modified and the E TDP function is changed from batch mode to incremental mode before using it in application of the SAM fuzzy system. Tuning formulae for all parameters are therefore edited simply by replacing E in Equation 6 with modified E DP , E DLS , and E TDP values. The results of the advanced models are showed in Table  2. (8) (9) The two of time series data that are used in this study are described as follows: (10) Computer configuration: Intel(R) Core(TM) CPU 6400 @ 2 x 2.13 GHz, 3.50 GB of RAM. The SAM parameters: the number of inputs: n = 4 (n in equation: x n+1 = f(x 1 , x 2 , …, x n )), clustering method: Adaptive Vector Quantitative Leader, parameter learning method: momentum -back-propagation, learning rate: = 0.001, momentum coefficient: ε = 0.9, the number of iteration cycles: t = 1000. 
Experimental results

Conclusions
SAM application with incorporation of genetic algorithm, momentum technique, event-knowledge, selective presentation learning, and new training criteria (the latter for financial time-series data) significantly improved predictability, flexibility and accuracy when applying the SAM approach. This research showed that such a SAM application offers high potential for solving prediction problems. Human knowledge can be modeled conveniently via use of if-then fuzzy rules. In testing the utility of incorporating the learning process, indicators are that both the SAM and the Artificial Neural Network approach to prediction using time series data can benefit.
