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RESUMO
Neste trabalho, estudamos algumas propriedades de esta 
bilidade ie equações diferenciais funcionais não lineares com re 
tardamento
y(t),= f(t,yt) + g(t,yt , Lyt) , (*) 
perturbado da equação não linear
x(t) = f(t,xt) (**)
onde f, g são aplicações tomando valores em IRn , definidas sobre 
os conjuntos I x C  e I x C x C ,  respectivamente, L: C -* C ê um 
operador linear contínuo, I = [o , °°) e C é o espaço de Banach 
das aplicações contínuas sobre o intervalo [-r, ()] (r > 0) e to 
mando valores em IRn , munido da norma do supremo.
Mais exatamente, n5s estudamos a limitação das solu­
ções da equação (*), como também seu comportamento assintõtico, 
estendendo, assim, ao caso funcional retardado (r > 0) os resul­
tados de Pachpatt [6], e portanto os de Brauer [2].
ABSTRACT
In this paper, we study some properties of the stability
of non linear functional differential equations with retarded
/
y(t) p f(t, yt) + g(t, yt, Lyt) (*)
1
of the non linear perturbed equation
x(t) = f(t, xt) (**)
where f , g are functions taking values in Rn defined over the 
sets I x C and I x C x C, respectively, L: C ■+ C is a continuous 
linear operator, I = [0, + ) and C is the Banach space of 
continuous functions on the interval |-r , 0 [ (r > 0) and taking 
values in Rn satisfying the norm of the supremum.
More exactly, we study the limitations of the equation
\
(*) as also its asymptotic behavior, thus extending to the case 
of retarded functional (r > 0), the results of Pachpatt [6 ] and 
therefore of the Brauer |2].
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CAPÍTULO I
PRELIMINARES:
1. CONCEITOS BÁSICOS
Neste capítulo, procuraremos explicar resumidamente a 
teoria de equações diferenciais funcionais com retardamento, que
>
serão usadas no desenvolvimento deste trabalho.
Sejam r > 0 e p £ (-°°, °°) números reais, !Rn o espaço 
vetorial de dimensão n com a norma euclidiana | . | e C([-r, Ó] , R11) 
o espaço de Banach das funções contínuas definidas em [-r, ()] e 
tomando valores em IRn , munido da topologia da convergência Uni­
forme, definida pela norma
4» 6 C i---*» ||(|>|| = sup 1 C © )  |
-r 0 <: 0
Seja x £ C([a -r, b] , fRn) (a < b) . Para cada 
t £ [a, b] , denotamos por x^ o elemento de C definido por
xt(0 ) = x(t + 0 ) , ¥ 0 £ [-r, O]
Seja r = (p, +°°) x A, onde A ê um aberto de C , e
f: r -»■ fRn uma função.
Uma equação diferencial funcional com retardamento ê 
uma relação da forma
x(t) = f(t, xt) , (1 )
onde x(t) indica ã derivada â direita da função x(u) no ponto
2Definição 1,1:
Dizemos que uma função x ê uma solução de (1) passando 
por (t , 4)) £ r se, e somente se, existe um número real A,
0 < A < 00 tal que:
i) x £ C [tQ - r, tQ + A, IRn ]
ii) x. = <{> , isto'ê x (0 ) = cj) (0 ) para -r  ^ 0 « 0
ro - ro
iii) x(t) = f(t, xt) , isto ê , x(t) satisfaz a equação 
(1), para todo t em [t , tQ + A).
Vamos denotar por x(t, t , <}>) qualquer solução de (1) 
passando por (t , <t>) 6 r e por xt(tQ , <f>) o elemento de C corres 
pondente a essa solução.
Indicaremos por [t - r, t+), t < t+ í OT, o maior in­
tervalo aberto à direita ao qual podemos estender x(t, t , <|>) co 
mo solução de (1 ).
Definição 1.2:
A solução x(t, t , <t>) ê limitada, se existe constante 
k  > 0 tal que |x(t, tQ , <1>) | k para todo t tal que t - r^ t^t+.
OBS. 1.1: Se f(t, <J>) é contínuo em r, então para todo 
C^o’ ^  Ê  ^ existe pelo menos uma solução de (1 ) passando por
(t0 , 40 •
ro§^,„LÍ; Sé f(t, <£) é localmente Lipschitziano em re- 
laçití â êítí feâáá sub--conjunto Compacto de F, então para todo
3(tQ , <p) 6 r existe uina única solução dc (1), passando por ftQ, (J>), 
e a solução x(t, t , ê contínua em (t, tQ , c)>) no seu domínio 
de definição.
Para a prova destes resultados de existência e unicida 
de da solução, ver [5].
Lema 1.1
Se x £ C([to -r, t + A] , fRn) , então a aplicação
1 ^ to* to + A  ^'--*“ xt  ^ C, ê contínua.
Demonstração - Ver [4].
Lema 1.2:
Sejam (tQ , <j>) £ r, e f: F i— fRn contínuo. Então, mos­
trar que a equação (1 ) tem uma solução passando por (t , cf>) ê 
equivalente mostrar que a equação integral
x(t) = CO) + / f(s, x ) ds • ■ t > t 
*0
x = <t> 
zo
tem uma solução* Com efeito, a equaçao
x£t) - f(t, xt)
é equivaleííté a eqüáção
= / f(s, X ) ds , 
tLo
4onde x(t ) = x (0) = <{>(0), então o x0
t
x(t) = 4> (0) + / f (s, x ) ds.
*0
QBS. 1.5:
/
a) Se A: (p , +°°) '— ► L(C, IRn) ê uma aplicação contí­
nua, então temos que
)
i) A função t £ (p , 00) i-- ► | ACt)j| £ íR' , é contínua,
e
ii) | A( t) 4> |  ^ | A(t) | ||<j>|| , para todo (tQ , 4>) £ r.
Portanto, pela Obs. 1.1, segue-se que para cada 
Ct0 » 40 6 r > a equação diferencial funcional linear
y(t) = A(t) yt (2)
tem uma única solução y(t, t , <f>) , definida e contínua em 
[ t0 “ r > “ )•
Alem disso, para todo t  ^ t , a aplicação 
y(.t , *)(t) : C ■+■ IRn ê um operador linçar contínuo.
Deste modo, podemos associar ã equação (2) uma família 
de operadores lineares contínuos
T (t, tQ) : C -> C , t  ^tQ > p, <1) £ C
definido por:
T(t,- t0)c}> = yt(to , 40 (3)
li} Á fãmíiiâ dé operadores (T(t, tQ) , t  ^ t } tem as
v
5seguintes propriedades:
i) A família {T(t, t ) / t  ^ t } ê um semi-grupo de 
transformações lineares, isto ê
T (t + s, tQ) = T (t, tQ) + T(s, tQ) ,
/
/
para todo t  ^ t , todo s ^ tQ.
/ ii) 0 operador T(t, t ) é fortemente contínuo para
p < t ^ t < oo, isto ê o
lim | T (t , t ) <f> - T(s, tQ) 4) | = 0 s, t tQ ,
para cada <p £ C.
iii) T(t, t) = I, onde I = matriz identidade.
Para a demonstração destas propriedades, nos indicamos 
ao leitor a [5] .
Se : [-r, O]..-* fRn é uma função contínua por partes, 
então podemos definir uma solução da equação linear (2) passando 
por (.t , . Consequentemente, dada a função matricial
/
0 , -r <: 0 <? 0
< (4)
I , 0 = 0
então podemos definir T(t, s) Yq como sendo a função matricial 
cujas funções colunas são as imagens por T(t, s) das funções co­
lunas de Y , isto ê, o operador T(t, t ) ê definido sobre as co­
lunas de Y .o
Consideremos a equação
6Z(t) = A(t) Zt + g(t, Zt , LZt) (5)
onde g: r x C ÍRn ê uma função contínua, e L: C C um opera­
dor linear contínuo.
Uma função Z(t) é solução da equação (5) passando por 
(tQ > $) 6 r se» e somente se, Z(t) satisfaz a equação integral
t
Z (t) = T(t, t0 )4> + / T(t,s)Yo g (s , Zs, LZs)ds (6)
i
¥ t > tD .
A equação (6) ê uma equação integral no espaço IRn e 
deve ser interpretada como
t
Zt(0) = [T(t,toH  ] (0) + / [T(t,s)Yo ] (0) g(s, Z s, LZs) ds
to
para t > t , -r ^ 0 « 0 .
Para uma derivação de (6) ver [5]
72. FÕRMULA INTEGRAL DE ALEKSEEV-SHANHOLT
Esta formula Cteorema 1*2, por vir) mostra uma relação 
entre as soluções da equação funcional
—  f x(t) = f(t, xt) (1 )
/
e as de sua equação perturbada
y(t), = f(t, yt) + g(t, yt , Lyt) (7).
0 objetivo deste parágrafo ê enunciar esta relação,
mas antes precisamos das seguintes considerações:
Suponhamos que
i) f : r (Rn e g: r x C + fRn funções contínuas.
ii) L: C -*■ C ê um operador linear contínuo, e que
iii) f(t, (J>) possui derivada de Frechet em relação a
?sf «-<j), ~  (t, <j>) , continua em r.
Como as soluções de (7) não são únicas, em geral, deno 
taremos por y(t, tQ , <J>) qualquer solução de (7), passando por
(t0 , <}>) e r.
3 ■* —Sendo ~  f(t, <J>) contínua em r, então f(t, cf>) é local­
mente Lipschit ziana em <j>, em cada sub-conjunto compacto de r.
Deste modo, as soluções da equação (1) não somente
existem, ffiâs são únicas e contínuas em seus três argumentos.
Vamos denotar por J = J(t , <J>) , para cada (t , <j>) £ I\ 
o intervalo ísaximal de existência da solução x(t, t $) .
À éâàá Sòliigãô x (t, t , 4») da equação (1 ) podemos asso 
ciar á lêftiiriíê gqüáçaó diferencial funcional linear
8Z(t) = [|| (t, xt(t0 , 4>)] Zt , t e j. (8)
Chamaremos a equação (8) de equação Variacional Linear 
da equação (1 ) em relação â solução x(t, t , (j)) .
Daqui por diante, denotaremos por {T(t, t ); t » t } , 
a família de operadores lineares associada ã equação (8) (Obs. 
1 .2-a).
Se (t , é) ê contínuo em r , entao o operador T sa-O
tisfaz a seguinte propriedade de continuidade:
Para cada '(t » cf>) £ r, cada A > 0 tal que [tQ,to + A] £ J, 
e cada £ > 0 existe um 5= <5 (e, t , $ , A) > 0 tal que  ^£ A e 
| <j> - |^| < 6 , então
IIT (t, tQ : <|>) - T(t, to :
uniformemente em t £ ft , t + A 1 .u L o o J
Para uma prova deste resultado, ver | 8
Teorema 1.1
Para qualquer (tn , cf>) £ r e para cada t £ J, a deriva
3cj)
O
da de Frechet da funçao x (t , em relaçao a 4>, — - x. (t , <(>) ,L O  ■' 3q‘; V O
existe e ê igual a T(t, t : <j>) , isto ê:
—  x (t , é) = T (t , t : <j))
Alem disso se £ K então
f f r . M V  ^  = T(t> to : ^)e • (Q)
e Ag - £ A, $(0 ) existe, ê limitada e contínua por partes
9em [~r, 0] }, e e é a função definida por:
0 = 0
-r .<: 0 < 0
/ Para a demonstração deste teorema ver [.4] . Ver também 
[8] . ' / '
Teorema 1.2:
Suponhamos que para qualquer (tQ , £ (P, “) X as 
soluções xtC't0 * e /-t^o’ ^  das eciuaÇ°es e (7), respecti­
vamente, estejam definidas em [tQ -r, t), t < t « ro, e que a so 
lução xs(s, ysCt , 40) de (1 ) existe em [t -r, t) para todo s,
tn ^ s < t .í °°. Então, o
t
y t ct0 . ^  = W  ^  + 1 T ( t ’ s: y s ( v  ^ Y0 •
"o
* s [ s » y s ( t 0 » <í>). ^ s ^ o ’ ^  d s
>•
para tQ  ^ t s< t.
Prova: Ver [8] .
QBS. 1 .4 : A relaçao (10) - Fórmula Integral de Alekseev- 
Shanholt *  ê uma generalização da formula da variação das cons - 
t a n t e s  (é) .»
s
■fCt0 , 4)) se
se
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CAPÍTULO II
Neste capítulo, vamos estender ao caso retardado não 
linear, alguns resultados obtidos por Pachpatte [6], usando a 
formula integral de Alekseev-Shanholt (Capítulo I).
Inicialmente demonstraremos a desigualdade de Gronwall- 
Bellman e daremos algumas definições.
Lema 2.1: (Desigualdade de Gronwall-Bellman)
Seja u(t), h(t) e k(t) funções reais não negativas con 
tínuas, definidas em I = [0 , <») , para ò qual a desigualdade
t t s
u(t) 4 u + f  h(s) u(s)ds + / h(s) (/ k(x) u(t) dx) ds
t t t. o o o
t £ I, ê valida, onde u q ê uma constante nao negativa,entao
t s
u(t) <? u [ 1 + / h (s) exp (/ [h(t) + k(x)]dx) ds]
t_ t
para todo t £ I.
Prova: Se v(t) ê a função definida por:
v (t) » u + / h(s) u(s) ds + / h(s) (/ k(x) u(x) dx)ds,
t/s t to o o
onde ü(i' 3 = ü » éíitâó <3 o
Se para cada (tQ , $) £ r, J(tQ , <(>) = [tQ , , então
t.
^ ^ o ’ ^  = W  ^  + f  T t^ ’ s: ys(to ’ * » Yo ■
lo
• g [s. yg^o* ^  ’ LySí1:o ’ ^  dS 
valido para todo (tQ , <j>) , para o qual yt(t0 > <£0 é única.
Prova: Ver [8 ].
Teorema 1 . 3 :
12
então m(t
e como
então
de onde
isto é,
v (t) = h(t) u(t) + h(t) / k(x) v (t ) dx , logo
to
t
v (t) <: h(t) [v(t) + / k(x) v (t) dx ] .
"o
Definindo
t
t.
m(t) = v(t) + / k ( x ) v(x) dx , 
to
3) = vUo) • log°
m(t) = v (t) + k(t) v (t) ,
v(t) .< h(t) m(t) , (*)
rn (t) « h (t) m (t) + k(t.) v(t) 
 ^ h(t) m (t) + k (t) m(t) 
= [h(t) + k(t)] m(t) ,
t
m(t)  ^ + f  L^CS) + k(s)] m(s) ds
to
t
•ft(t) 4 u + / [h(s) + k(s)j m(s) ds. 
*o
PÔfliántòí pela desigualdade de Gronwall, temos
13
m(t)  ^ u exp (/ [h(s) + k(s)l ds) ,
o t
o
logo, tendo em conta (*), se tem que
t
v(t)  ^ u q  h(t) exp (/ [h(s) + k(s)] ds)
t o
integrando de t a t, esta desigualdade, temos que
t s
v (t) < v(t ) + u / h (s) exp (/ [h (t ) + k(x)'| dx) ds
t t o o
e como v(.t ) = uQ e u(t) ^ v(t) , 
então
t s
u (t) u [ 1  + / h(s) exp (/ [h(x) + k(x)~] dx) ds ,
t t o o
para todo t £ I. Portanto, o Lema.
Definição 2.1:
A solução x = 0 de (1) diz-se "exponencialmente assin- 
toticamente estável em variação", se existem M > 0 e a > 0 tais 
que
«MV e ( q)
t
~a(t-t ) 
* t & : <j)) j| ^ M e
pafá1 1 8 â& i  íg $ § è
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Definição 2.2:
A solução x = 0 de (1) diz-se "uniformemente lentamen 
te crescente em variação" se, e somente se, para cada e > 0 exi£ 
te M = M(e) > 0, tal que
M V  4 > ) l l  «  M  M  e
IIT(t, t : Cj))|| £ Mo e
o-
para todo t > tQ  ^ 0 e °°*
O seguinte teorema relaciona uma propriedade das solu­
ções da equação (1) com as de sua equação perturbada (7).
Teorema 2.1:
Suponhamos que
IIT [t,s: *] I Igts.T,*] | « pCs) (IMI + 11*11), (Hj) 
para todo y £ C, todo  ^£ C, todo s, t £ I, e que
t
||Lyt(t0 , <s>)\\ « / q(s) ||ys(to , 0)11 ds, 4) £ C , (H2)
*o
onde p (s) £ C [í, fR+] , q(s) £ C [I, ÍR+] são tais que
CO 00
/ P(s) ds < 00 c / q(s) ds < Então, para cada solução limi 
"o
tada em I ; ^  •' (1)' * â correspondente y (t , 0) de (7)
tambéiri ê iíitfit-ãôâ êíft 1 «
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Pela formula integral de Alekseev-Shanholt temos que
Denionstraçao :
t
yt (^to ’ ^  = W  + f  T s: Y s ^ o ’ < ^ Yc
to
• g [s, ys(t0 , <f>) , Lys(to , <*>)] ds ,
de onde
t
l|yt(to ’  ^ llxtCto ’ + 1 llT s: ys(to ’
"o
• |g [S’ ygCíQ* 0^ ’ ^ S ^ o ’ ^  I ds ’ 
logo, por (H^) e (H^ , se tem que
t
!lyt(t0 ’ ^11 « llxt(to ’ + f  p(s) [IIys(to •
*"0 '
+ ilLy s ct0  ^ 4 0 11 3 ds = Hx t ( t 0 ’ +
t
+ / P(s) ||ysC.t0 , <J>)|| ds + / P(s)  ||Lys (t0 , cfO|| ds « 
t _ to
t
II M V  + /  p ( s ) l i  M V  d s  +
to
+ /  P  Cs) [/ q (x) I y ( t  , <|)) |j dx ] ds
t „  tú o
Portáfitôêê ê iiifia solução limitada de (1 ) , digamos
llX^ty. $^ |j £ g, ifitãÔ
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||yt(t0 , <J0 | $ a + f  p(s) I ys c tQ , <10I ds
t
to
t s
+ /  p (s ) [ /  q( T) | |  y T ( t 0 , 40 II dr] ds , 
to l0
logo, pela desigualdade de Gronwa11-Bellman, temos que
t s
||yt(t , 4011 4 a [ l  + f  p(s) exp (/ fp(x) + q(x)] dx) ds]
to o
de onde, como / p(s) ds < 00 e / q(s) ds < °°, se segue que exi_s
o o
te 3 > 0 tal que
i|yt(to , 4>)II í B, V t » tQ.
o qual queríamos demonstrar.
Com uma demonstração análoga à deste teorema temos o
seguinte:
Corolário 2.1:
Suponhamos que
!|T(t, s: 'Oll |g(s, íJO | ^ p(s) (|| V | +|| ^||) , s,t £ I,
para todo ¥ £ C , todo  ^£ C com ||^ IU 1, e que ||Lyt(t , 40 | í 
t
min {1, / q(s)|| ys(tQ , 40 I ds} , onde p(s) , q(s) £ C [i, ÍR+] são 
to
CO  CO
funções tais que / p(s) ds < °° e / q(s) ds < 00.
t _ to o
Ifitle* pãra cada solução limitada em I, x (t , <j>) , de
(1) , é 6 ê r f è ê p õ i l é è ' t i t e yt(t0 , 4>) de (7) também e limitada em l .
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Uma outra relaçao entre as soluçoes de (1) e (7) ê da­
da pelo seguinte teorema.
Teorema 2.2:
Seja a solução x = 0 de (1) exponencialmente assintoti_ 
camente estável em variação.
Suponhamos que a perturbação g(t, T, \p) , em (7), sati^ 
faz a desigualdade
|g [t,  ^ p(t) (||H'|| +||^||), t £ I (H3)
para todo V £ C, todo ^ £ C, onde p(s) £ C [l, [R+] ê tal que
00
/ p(s)ds < 00. 
to
Suponhamos, além disso, que o operador L satisfaz a d_e
sigualdade
- c t t
I Lyt( V  ^  $ e f q Cs) I y s (t0 . ‘JOll ds (H4)
onde C > 0, q(s) £ C [i , fR ] e / q(s)ds < 00 entao todas as solu 
ções de (7) tendem para zero quando t -> °°.
Demonstração:
Pela fórmula integral de Alekseev-Shanholt temos que
> W  *> = M V  V  +
+ / s: ys(to , *>)] Yq g [ s ,  y s ( t Q, 4>) , Lys(t0 , 4>)] ds ,
t6
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logo:
t
+ / | T [t, s: ys(.t0 , <!>)] | I g [s, ys(tQ , cj>) , Lys(tQ , <j>) ] ds 
to
de onde, tendo em conta (H^) e (H^), temos que
||yt(to , cj))|| * ||xt(to , 4>)|| +
+ /  | T [t, s: ys (t Q , (J))]|| P (s ) (||ys (t 0 , <J>)|| + ||Lys (t Q , 4>) ||) ds 
to
= ||xt(t0 , <j>)II + / | T [t, s :  ys(t0 , <f>)] | P ( s )  ||ys(t0, 40| ds +
to
t
+ / IIT [t, s: ys(tQ , 4>)]|| p c s) ||Lys(t0 , 4)j| ds s 
‘o
t
^||xt(t0 , <J>)|| + / ||T [t, s: ys(to , (J>)]II p(s) ||ys(t0 , (j>)|| ds +
t0
+ /  | T [t, s: y s (t 0 , <j>)]|| PCs) [e /  q (T)|| yT (tQ , <j))|| dT ] d s . 
 ^_ t
Portanto, usando a hipótese de que x = 0 ê exponencial 
mente assintoticamente estável em variação (definição 2 .1 ), te­
mos que
”  C  ^"t— t  ^ ^  ç  ^ ^ ^
l|ytCV <^11 4 M I‘Ml e ° + / M e p p(s) is ys(t0> li ds+
V
t -e(t“s) - cs s
+ / M e p(s) [e / q (T) |j y í t  <f>)|| dT ] ds ,
t„ t 1 °
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-c(t-t ) t -c(t-s)
||yt(to , cj))|| ^ M | (})| e + / M e p(s) ||ys(t0 , 4>D '|| ds+
to
t -ct s
+ / M e  p (s) [/ q (t ) I y (t cjO|| dx ] ds .
t t L o o
Multiplicando ambos os membros desta desigualdade por
ct
e , temos que
c t c t t c s
e l|yt (t0 , <1>)|| $ M | (j) | e 0 + / M e  p(s) | yg CtQ , 4>)|| ds
to
t s
+ / M p (s) [/ q(x)|| y (t >)|| dx ] ds
t t
ct t cs
= M | <j>j| e 0 + / M e p(s) | ys CtQ , 4>)|| ds +
to
t s cx | y (t , <f)) |
+ / M p(s) [/ q(x) e — ---------  dx ] ds
t t cx
o o e
logo, aplicando a desigualdade de Gronwall-Bellman, temos
ct ct t s
e liyt ( t o ’  ^ M II^H6 ° t 1+ M P(s) expC/  [M p(x) +
t ^ t o o
-cx
+ q (x) e\ ] dx) - ds ] ,
ou seja
-c(t-t ) t s
||ytCt0 , <fO(j « M ||<t>|| e [l + / M p(s) exp( / [M p ( x ) +
V  *
-ef 
+ q fxl §
20
portanto, o teorema,
Teorema 2.3:
Seja a solução x = 0 de (1) uniformemente lentamente 
crescente em variação (definição 2.2).
Suponhamos que a perturbação g(t, ¥, ^) em (7), satis­
faz que
|g [t, ¥ , ij;] |  ^ p(t) (|| Vil + ll^ ll), t £ I, (H5)
00
para todo V £ C , todo 4> £ C, onde p(s) £ C [I, CR+] e / p(s)ds < f» 0 
Suponhamos, alem disso, que o operador L satisfaz a de_
sigualdade
£ t t
||Lyt(to , cjO|| <ç e / q(s) ||ysCtQ , <j>)|| ds , (Hg)
*0
<x>
onde e > 0, q(s) £ C [I , IR ] e / q(s)ds < oo, e que existem
t
constantes M > 0 e k > 0 tais que0
co s ET
/ M p(s) exp (/ [M p (T) + q (t ) e ]dx) ds  ^ k (Hy)
lo "o
Então, as soluções de (7) são lentamente crescentes. 
P em o n stT ação :
Pela formula de Alekseev-Shanholt. temos que
> t
4) * / T [t, 3: ys(t0 , 4>)] Yo g [s, ys(to,4)) ,Lys(to,()))]ds,
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logo
l|yt(.t0 , 4>)|| « llxt(to' 4011 +
t
+ / ||T [t, s: ys(t0 , 0 )]|| |g [s, ys(to , 0) , Lys(t0 , 0)] I ds, 
to
de onde, tendo em conta (H^) e (H^), temos que
l|yt(t0 . <1011 « llxt(V  +
t
+ / IIT [t, s: ys(tQ , 0 )]|| P Cs) (II ys (tQ , 0)11 + I Lys (tQ , <|0||) às  
*0
« IIxt(t0 , 0)|| + / IIT [t, s: ys(t0 , 0 )]|| p(s) (||ys(t0 , 0)11 ■ +
to
es s
+ e / q (t ) | y (t , 0 ) | dT) ds. 
t„ T
portanto, usando a hipótese de que x = 0 ê uniformemente lenta - 
mente crescente em variação (def. 2 .2), temos que
e(t-t ) t e(t-t )
I y t ( o 5 ^ M I ^11 e + / M e 0 p(s) (||ys(t0 , 0)|| +
"o
es s
+ e / q C t ) | y (t , 0)||dT) d s .
t 1 u o
Multiplicando ambos os membros desta desigualdade por
-et
e , temos que
-et -et t -es
e ||yf(tó,v 0)|| 4 M ||<fr|| é + / M e p(s) (||ys(to> 0)|| +
to
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+ e / q(t) ||y (t 4>)i| dx)ds = M |<t> | e 0 + 
to
t -es t
+ / M e p(s) | y (t , 4>)||ds + / M p(s) [
t t o o
[ / q(t) ||y (t , co)|| dx ] ds =
t T o
-et t -es
= M ||<|>|| e 0 + / M e  p(s) | y (t , ) | ds +
t_
t  r s -eT|y (t , cj))||
+ / M p (s) [/ q (x) e ------------ dx ] ds ,
t t -£To o e
logo, pela desigualdade de Gronwall-Bellman, temos que
-et t s
e  | |  y  t  ( «  U n  L 1  +  f  M  e x P ^  M  P ( T )  +
t tO O
ex oo s
+ q C T) e Idx) ds  ^ u f 1 + /  M p(s) cxp,(/ ÍMp(x) +
0 t to o
ex
+ q(x) e ] dx) ds
portanto, usando (H_,) , se tem que
- et
e l|yt(tO ’  ^U0 t1 + k] := M1 ’
isto e,
et
ii y t  c t o • ^  M e
Portarit-Sj 8 teoíéma.
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2. EXEMPLOS
Exemplo 2.1:
No sistema de equações (1) e (7),
x(t) = f(t, xt)
<
y(t) = f(t, yt) + g(t, yt , Lyt) ,
Se j am
f(t, ¥) = -V(0) , t £ I , V £ C 
- 1
g(t, V, ip) = e , t 0 I, f, ij; £ C
e L: C -»■ C o operador (contínuo) definido assim:
Se y £ C ([t - r , tQ + A] , ÍR ) , então se
L(yt) £ C ([t - r, t + A] , R) como sendo 
0 0 [-r, 0] -*■ Lyt(0) = min {1, yt (©)} ,
onde
■r $ t  4  0
Demonstraremos que f, g e L satisfazem as 
teorema 2 *1 « com efeito,
â) A solução de (1) passando por (t , ¥) c 
xt i 3^ * crnde
define 
a função
hipóteses do 
dada por
24
^ - t + s
¥ (0) e , t ^ . s
x(t, s , Y) = S
¥ (t- s) , s-r t <: s ,
pois, para t > t , temos que
- t+t
x(t) = -Y(0) e 0 = - xt (to , Y)(0) = £(t, xt)
b) Como neste caso, a equação não perturbada ê linear, 
sua variacional em torno de qualquer solução coincide com ela 
própria, logo
r -s
c) Demonstremos que se p(s) = e e , s £ I. entao
I T (t , s: y)|| |g(t, y, ijj) | .< p (s) (| ^ | + ll^ ll),
para todo t £ I, todo s £ I, todo VF £ C e todo  ^£ C com ||^|| 
Com efeito,
- 1
||T(t, s: y)|| |g(t, h», i|>)| = sup | x (s , T)(0 )| | e i^ (-r)| .<
-r 4 0
-t - t - 0 + s
||i^|| e sup |¥(0) e | ^
-r ^ 0 ^  0 
.< ||4»|| ||Y|| er e"2t + 5 «
II*11 llfB er e ' S > 11*11 ||T|| p (s ) .
para tbdü s | 1* todo t £ I com t » s, todo T £ C e todo i|> £ C,
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Além disso, como
para todo ¥ £ C e todo f [ C com ||iJj|  ^ 1, então temos que
IIT (t, s: y)|| |g(t, y, | « p(s) (ll^ll + ll^ll) ,
s 6 I, t £ I, t js s, para todo  ^£ C, todo t £ C com ||<jj|| 1 
Portanto, a afirmação.
- s
d) Demonstremos que se q(s) = e , s £ I, então
t
| Ly t C.t0 • 4011 « min í1 » / q(s) l|ys Ct0 . I ds*- CA)
V
Com efeito, como
Lyt^to> = miri {1» ytc0H
entao
||Ly (t 4>) |  ^min {1, ||y | } . (B)tv o 
Ora,
t+ 0 _ g
f  e IIysCto ’ 4011 ds • t ■+ © > tQ
o^
yt(0) = y(t + 0 ) = <
e como
t+ 0 -s t _s
(  ê I I W  ds *  f e IIys Ct0 . >^3 JJds» Para todo
^  * 0
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0 G [~r > 0] > então se tem que
t - s
t!l e SI >”3 ^ 0  ’ d s * (C)
'o
Portanto, de (B) e (C) tem-se (A).
Exemplo 2.2:
No sistema de equações (1) e (7),
x (t) = f(t, xt)
<
y(t) = £(t, yt) + g(t, yt, Lyt)
Seja
£(t, n  = - ¥(o) ,
onde T 6 [0>r] são fixos, p(t) > 0, t £ I, / p(s)ds <
to
seja L: C -+ C o operador definido da seguinte maneira: 
y £ C, se define Ly £ C pela formula
Ly(0) = y(0),
onde
<
-c(t+r) t _s
e f  e Hy^cto* 4011 ds > 
to
t-T $ t 4 to o
Então í
, e
para
to
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|g(t, y , ifi) | <? p(t) (.|y C-t2D j + |^(-x2)|) 4 p(t)
logo a hipótese (Hj) do teorema 2 . 2 é satisfeita,
b) Demonstremos que
-ct t
||Lyt(to , <|>)|| ^ e / q (s) | ysCtQ , cf>)|| ds
- s
onde q(s) = e , s £ I, e portanto a hipótese (H^) do mesmo teo­
rema 2.2 ê satisfeita. Com efeito
/
lLy t ( v  ^  I = y t (e) = y(t+6  ^ =<
-c(t+Q+r) t+0
e f  e liy«;Ctn, cD)|| ds,
t.o
o
o
Ora, jã que
■c(t+0 +r) t ■ct t -s
e / e llysCt0 . <10 I ds * e / e . ||ys(tQ , ds, para
"o to
todo 0 £ [-r, 0] , então temos que
-ct t -s
l ^ t ^ o ’ ♦H©) | « e / e ||ys(tQ , <10 I ds para todo
to
6 [-r, 0], logo
•ct t
||Lyt(to, 4>) | * e / e IIys CtQ , <J0 | ds
o^
Portanto, a afirmação,
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c) Finalmente, como, neste caso, a equação (1) ê li­
near e exponencialmente assintoticamente estável, segue-se que 
ela coincide com sua variacional em torno de qualquer solução e 
portanto, a solução x = 0 ê exponencialmente assintoticamente e£ 
tãvel em variação.
Portanto, pelo teorema 2,2, concluimos que toda solu - ■ 
ção de (7) tende a zero, quando t °°.
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