Abstract. It is proved that the phase shift δ 0 (k) known for all k > 0, determines a real-valued locally integrable spherically symmetric potential q(x), |q(x)| ≤ C exp(−c|x| γ ), γ > 1, where γ is a fixed number, c and C are positive constants. A procedure for finding the unknown potential from the above phase shift is proposed, an iterative process for finding the potential from the above data is described and its convergence is proved.
Introduction and the main result.
The usual statement of the inverse scattering problem on the half-axis consists in finding q(x) ∈ L 1,1 := {q : q = q, ∞ 0
(1 + x)|q(x)|dx < ∞} from the scattering data {S(k), λ 2 j , s j }, where
is the S − matrix, f (k) is the Jost function, −λ 2 j are the bound states, λ j > 0, 1 ≤ j ≤ J, J is the number of bound states, and s j are the normalizing constants [Ma] , [R1] .
The purpose of this paper is to consider the case when it is known a priori that q(x) = 0 for x ≥ a, (1.0)
or, for some fixed number γ > 1, that |q(x)| ≤ C exp(−cx γ ), γ > 1, C, c = const > 0, (1.0 ) and to prove that in this case the potential q(x) is uniquely determined by the phase shift known as a function of k on an arbitrary fixed subset of the semiaxis (0, ∞). This is of interest in physics. Indeed, assuming q(x), x ∈ R 3 , to be spherically symmetric: q = q(r), r = |x|, one arrives at the one-dimensional inverse scattering problem for the equation
The function f (k) is the Jost function, defined below formula (2.7') and the phase shift δ(k) has the properties: δ(+∞) = 0, δ(−k) = −δ(k), k ∈ R, (1.5)
(1.6)
The scattering data in 3D case is the scattering amplitude A(α , α, k) which for q = q(r) takes the form: and S(k) := S 0 (k). Therefore the knowledge of A(α , α, k) for q = q(r) is equivalent to the knowledge of the set {A (k)} =0,1,2,... , which is equivalent to the knowledge of the set {S (k)} =0,1,2,... . This knowledge implies directly the knowledge of S(k) := S 0 (k), or, which is equivalent, the knowledge of δ(k) := δ 0 (k), the phase shift. The knowledge of δ(k), 0 < k < ∞, does not determine, in general, λ 2 j and s j , 1 ≤ j ≤ J, it determines only S(k) by formula (1.4).
It is therefore of interest to find out for what class of the potentials the phase shift δ(k), 0 < k < ∞, determines q(x) (and therefore λ 2 j and s j ) uniquely. This question and related questions were discussed in several earlier papers [Ak] , [GW] , [GS] , , where the inverse problem on the whole axis was studied. We note especially paper [GS] which uses the uniqueness of recovery of the potential from the corresponding Weyl's function. In [KS1, 2] the phase problem is discussed in connection with inverse scattering. In [N] the case of inverse scattering with the known bound states and phase shift, but unknown normalizing constants is discussed.
The purpose of this paper is to prove that δ(k) determines q(x) which satisfies conditions (1.0) or, more generally, (1.0 ). Bargmann potentials show that one cannot weaken the rate of decay of q(x) to exponential: uniqueness of the recovery of exponentially decaying q(x) from δ(k) does not hold. We also emphasize the algorithmic aspect of the inversion procedure, and in this direction the idea used in is useful.
Note that the scattering amplitude known at a fixed k > 0 for α and α running through some open subsets of S 2 , however small, determines q(x), x ∈ R 3 , uniquely if q is real-valued and compactly supported [R2] (or decays faster than any exponential [RaSt] , for example, satisfies (1.0 )).
Our main results are: 1) uniqueness theorem 1.1, and 2) reconstruction procedure based on theorems 3.1, 4.1 and 4.2. In this section we state the uniqueness theorem 1.1, its proof is given in section 2. In section 3 an algorithm for recovery of the potential from the phase shift is described. In section 4 an iterative solution of the inverse problem is justified. The uniqueness theorem we prove is:
2. Proof of the uniqueness theorem.
The strategy of the proof is the following.
Step 1. First we construct f (k) uniquely from the given S(k) = exp[2iδ(k)] by solving the Riemann problem:
is an upper half-plane of the complex k − plane, and C − is in the lower one. Index of a function F (k) is denoted ind F (k) and is defined as follows:
where ∆ C arg F is the increment of the argument of F (k) on the contour C. One has: indS(−k) = J ≥ 0 if f (0) = 0 and indS(−k) = 1 2 + J if f (0) = 0, so that problem (2.1) is solvable and its general solution bounded at infinity, depends on J + 1 arbitrary constants [Ga] .
However, there is a unique solution to (2.1) with the properties
Step 2. If f (k) is found then iλ j , 1 ≤ j ≤ J, are uniquely determined as the only zeros of f (k) in the upper half-plane C + := {k : Imk > 0}.
Step 3. From the Marchenko equation
where 5) it follows that the solutions A m (x, y), m = 1, 2, to (2.4), corresponding to the F m which differ only by s jm , m = 1, 2, differ by a term which is of the form J j=1 b j (y) exp(−λ j x). Therefore the corresponding potentials
differ by a term which decays not faster than an exponential. Thus, for a unique choice of s j one can get q(x) in (2.6) decaying faster than any exponential function exp(−c|x|) for any constant c > 0.
Let us go through these steps in detail:
Step 1. Assume that
and
is an entire analytic function with exactly J simple zeros i ν j on the imaginary axis in C + , anḋ h(i ν j ) = 0. Here and below h + (h − ) are analytic in C + (C − ) functions. Let us prove that ν j = λ j , 1 ≤ j ≤ J, where iλ j are the poles of S(k) in C + . Note that if q(x) satisfies (1.0) or (1.0 ), then f (x, k), the Jost solution to equation (1.1) (which is the unique solution to (1.1) with asymptotics f (x, k) = exp(ikx) + o(1) as x → +∞, k > 0) and the Jost function f (k) := f (0, k) are entire functions of k and S(k) :=
Let us first prove the following lemma:
Proof. The Wronskian formula [R1, p.279] 
(2.8)
can be continued to C analytically if q satisfies (1.0) or (1.0 ) and at x = 0 and k = iλ, λ > 0, yields, if
Formula (2.9) shows that if f (iλ) = 0, then f (0, −iλ) := f (−iλ) = 0, provided that q(x) satisfies (1.0) or (1.0 ).
Since δ(k) corresponds by the assumption to a q(x) (satisfying (1.0) or (1.0 )), there exists f (k) such that 10) and f (k) satisfies (2.2). We want to prove that any h(k) which satisfies (2.6), (2.7), and which is an entire function of k, must be equal to f (k) in C + , and in particular, must have zeros in C + at the points iλ j , 1 ≤ j ≤ J, and only at these points.
Let us write (2.6) as
The left-hand side (right-hand side) of (2.11) is analytic in C + (C − ) except, possibly, at the zeros of
where we have used Lemma 2.1, which says that f (−iλ j ) = 0. Since h(k) has exactly J zeros in C + by the assumption, it follows that ν j = λ j , 1 ≤ j ≤ J, and the function
is analytic in C − . They coincide on the real axis. Therefore each is an analytic continuation of the other. Thus
is analytic in C and equals to 1 at infinity. By Liouville theorem it follows that
Step 1 is completed.
Step 2. In Step 1 we have found the unique entire function f (k) which solves the Riemann problem (2.1), has exactly J purely imaginary simple zeros in C and tends to 1 at infinity.
Since this solution is analytic in C + , its zeros are uniquely determined. Thus
Step 2 is completed.
Step 3. Let us choose arbitrary numbers s j > 0, 1 ≤ j ≤ J, and consider the Marchenko equation:
where F (x) is given by (2.5).
Lemma 2.2. There is at most one choice of s j such that the solution A(x, y) to (2.13) has the property that the potential q(x) = −2 dA(x,x) dx decays faster than any exponential as x → +∞.
Proof. One solution with the above property does exist since we have assumed that q(x) satisfies (1.0) or (1.0 ): for such a potential A(x, y) satisfies (2.13) with the constants s j , 1 ≤ j ≤ J, uniquely determined by q(x), and the corresponding A(x, y) has the property stated in Lemma 2.2.
Let us prove that no other choice of s j yields this property. Consider any other choice s j > 0, s j = s j . Let B(x, y) be the solution to (2.13) with F (x) replaced by F (x) + M (x), where
(2.14)
Then (2.13) and a similar equation for B, namely,
imply:
Assume that q satisfies (1.0). Then one can prove (see e.g. [R1, p.279] ) that
Therefore (2.17) implies:
If s j = s j for at least one j, 1 ≤ j ≤ J, then M (2x) decays, as x → +∞, not faster than an exponential exp(−2λ j x), and the second term in (2.19) equals to
where
because of (2.18). Equation (2.22) has a degenerate kernel and can be solved analytically. Let us write (2.22) as
System (2.25) with matrix (2.26) for large x has diagonally dominant matrix
Therefore system (2.25) is uniquely solvable by iterations and asymptotically one has
From (2.28) and (2.23) it follows that
(2.29)
= 0 for x > a, and 0 < λ 1 < λ 2 < . . . λ n , then
30) It follows from (2.30) that q 1 (x) decays not faster than O(exp(−2λ 1 x)) as x → +∞ for any choice of s j such that s 1 − s 1 = 0 and if s j = s j , 1 ≤ j ≤ i < n, then q 1 (x) decays not faster than O(exp(−2λ j+1 x)) as x → +∞.
Step 3 is completed. If q(x) satisfies (1.0 ) the argument is similar. For such potentials one uses the estimates (see [Ma, p.178, 209] ):
These estimates show that F (x), A(x, x) and A(x, y), for y ≥ x, are majorized by cσ(x), so that if q(x) satisfies (1.0 ) all these functions also satisfy estimates (2.31)-(2.33) with σ(x) ≤ c exp(−|x| γ ) with γ > 1, where c = const > 0 denotes different constants.
Integral equation (2.17) yields under the assumption (1.0 ) the following equation
This equation has a degenerate kernel and can be solved as before. Its solution has the property that −2
decays as x → +∞, not faster than an exponential unless s j = s j for all j, 1 ≤ j ≤ J. Theorem 1.1 is proved.
Remark 2.1. Theorem 1.1 could be proved differently as follows. First one notices that under the assumptions of Theorem 1.1 the Jost function f (k) admits analytic continuation as an entire function on the whole complex plane of k. Then one proves that the relation f (iλ j ) = 0 implies f (−iλ j ) = 0. This is done in Lemma 2.1 by using the Wronskian formula which implies
(2.35)
. Next one proves [R1] that the norming constants can be calculated by the formula 36) provided that f (k) is an entire function of k. Formula (2.36) is derived from the usual formula for s j , namely,
and from formula (2.35). Therefore the knowledge of the phase shift δ(k) determines uniquely f (k), and the knowledge of f (k) determines uniquely the numbers λ j as the simple zeros of f (k) in the upper half-plane of k−plane, and the norming constants by formula (2.36). These data determine q(x) uniquely by the standard theory [Ma] .
3. Algorithm for recovery of the spherically symmetric potentials from the phase-shift of the s-wave.
In this section we assume that q(x) is compactly supported and without loss of generality, that a = 1. The basic idea is a variant of the one in [R1, p.296] (which is originally proposed in [RuSa2] ): one uses the scattering data to get Cauchy data for the transformation kernel K(x, y), and these Cauchy data are used for a derivation of a nonlinear Volterra equation for q(x).
To start with, define K(x, y) as in [Ma] and [R1, p.251] :
The kernel K(x, y) is the unique solution to the Goursat problem [Ma] , [R1, p.251] ):
If the Cauchy data
are known, then one gets the following equation for q(x), which is derived in section 4 (see equation (4.5) in section 4):
The kernel K(x, y) = K(x, y; q) depends on q(x), so (3.7) is a nonlinear Volterra equation. This equation was studied in [R1, pp.299-302] . Let us check that the function f (x) in (3.8), defined by formula (3.9), is uniquely determined by the phase shift δ(k) if q(x) vanishes for x > 1.
Theorem 3.1. The functions K(1, y) and K x (1, y) for −1 ≤ y ≤ 1 are uniquely determined by δ(k) if q(x) = 0 for x > 1.
Proof of Theorem 3.1. In the course of the proof it will be shown how to calculate K(1, y) and K x (1, y) from the data δ(k). Let us recall that if q(x) = 0 for x > 1, then δ(k) determines uniquely the Jost function f (k) as the unique solution to the Riemann problem (2.1), namely the solution which satisfies the condition f (∞) = 1 in C + , and has exactly n simple purely imaginary zeros in C + . Let us assume that Step 1 in section 2 is completed, that is, f (k) is found from δ(k). Since the function (3.1) has the asymptotics 10) one concludes that for x > 1, that is, in the region where q(x) = 0, (3.10) implies
In particular, (3.1) and (3.11) imply
and 
16)
, then the sequence B n belongs to 2 . Equations (3.14) and (3.15) determine uniquely both functions A(y) and B(y) since the system of functions {sin(nπy)} n=1,2,... is a complete orthonormal system in L 2 [0, 1]. In fact, A(y) and B(y) can be written as the Fourier series:
B n sin(nπy).
(3.18) Theorem 3.1 is proved.
Let us now describe an iterative process for finding the potential q(x) from the data K(1, y) and K x (1, y). In section 4 a version of this iterative process is studied in detail. If A(y) = K(1, y) and B(y) = K x (1, y) are found, then f (x) can be calculated by formula (3.9) and one can try to solve equation (3.8) by an iterative process considered in [RuSa1, 2] . Namely, take 19) assume that q n (x) is known and find K n (x, y, q n ) as the unique solution to the problem (3.20)-(3.21):
Problem (3.20)-(3.21) is a Cauchy problem for the wave equation. Its solution yields q n+1 (x) by the second formula (3.19). Then problem (3.20)-(3.21) is solved with q n+1 (x) in place of q n (x) and K n+1 (x, y; q n+1 ) (in place of K n (x, y; q n )) is found.
In [RuSa2] a proof of convergence of this iterative process is outlined. Let us discuss a possible method for finding λ j from δ(k). Note that
where the bar stands for complex conjugate. Formula (3.23) is an immediate consequence of the reality condition
and of the fact that f (k) is an entire function of k. 25) that is:
where b m are real numbers, so
Formula (3.23) follows from (3.27). Consider the function
Since q(x) = 0 for x > a, it follows (see [R1,p.253] ) that A(0, y) = 0 for y > 2a.
In what follows we assume without loss of generality that a = 1 and q(x) = 0 for x > 1. Then it follows that
Therefore,
Let us assume that x > 2 and λ j = 1, ∀j. Then, using the residue theorem at the last step, one gets:
A(0, y) e λj y − e −λj y dy, x > 2. (3.31)
It follows now that λ j can be uniquely determined from the asymptotics of F S (x) as x → +∞. Numerically the problem consists in finding exponents λ j > 0, 0 < λ 1 < λ 2 < . . . λ J , from the knowledge of the function
A(0, y) e λj y − e −λj y dẏ f (iλ j ) (3.32)
for all x > 0. The constants γ j and λ j are not known a priori, and the number J of bound states is known. Indeed, since f (k) := |f (k)|e −iδ(k) , since δ(∞) = 0 by definition, and δ(−k) = −δ(k) for real k, one has
Note that indS(k) = ind
A method for finding λ j from F S (x) is known: it is Prony's method described, for example, in [R5] and used in [R6] - [R10] .
The problem of finding λ j from F S (x) is an ill-posed one: since the function e −λj x decay rapidly as x → +∞, a small noise in the data F S (x) complicates extraction of λ j from F S (x) [R7-9] .
If q(x) = 0 for x > a, then F (x) = 0 for x > 2a, where F (x) is defined by (2.5), see (2.18). Therefore, one gets: (3.36) provided that q = 0 for x > a. From (3.36) and (3.32) one concludes that:
Therefore formula (2.36) gives another proof, a short one, of Theorem 1.1. Indeed, if S(k) is known, and q = 0 for x > a then the asymptotics of the right-hand side of (2.36) as x → +∞ determines uniquely the numbers s j , λ j and J.
4. An iterative solution of the inverse problem.
In this section we derive equation (3.7) and study its iterative solution.
To derive (3.7), following the Riemann method, let us integrate (3.2) over the triangle D bounded by the straight lines s = 1, t − x = s − x, t − x = x − s. This yields
where Green's formula was used at the last step, ∂D is the boundary of D which is passed counterclockwise. Denote the vertices of the triangle by A = (1, 1), B = (1, 2x − 1), C = (x, x). The line CA has the equation t = s, the line CB has the equation t − x = x − s, and the line BA has the equation s = 1. The integral I in (4.1) can be written as
From (4.1) and (4.2) one gets:
Similarly, one derives
( 4.4) From (4.3) and (3.5) it follows that
which is equation (3.7). Let us now assume that ξ(x), defined by (3.9), is known, and write equation (4.5) as:
Let us consider (4.6) as an equation with the nonlinear operator
where K(x, y) := K(x, y; q) is the unique solution to equation (4.4) which we write as
Here D xy is the triangle on the (s, t) plane bounded by the straight lines:
B(q)K is the integral operator in (4.8), and
The function g(x, y) is uniquely and numerically efficiently determined by the phase shift δ(k), as was proved in Theorem 3.1. Let us assume that q(x) ∈ L ∞ (0, 1) and sup
We prove that if q(x) ∈ L ∞ (0, 1) is known, then equation (4.8) is uniquely solvable by iterations and its solution K(x, y) is a differentiable function.
Let us define the Banach space X m of L ∞ (0, 1) functions with the norm
where m > 0 is a sufficiently large number which we fix later. For any fixed m > 0 the norm (4.11) is equivalent to L ∞ (0, 1) norm. The reason for choosing norm (4.11) is simple: for m > 0 sufficiently large (m >> 1) we prove that T considered on a convex closed set
is a contraction map:
(4.12)
Estimate (4.12) alone is not sufficient for the contraction mapping principle to be applicable to equation (4.6) because we did not prove that the map T sends the set M R into itself. However, estimate (4.12) implies that equation (4.6) has a unique solution in X m . Indeed, R > 0 can be chosen arbitrary large, and if equation (4.6) has two solutions, then taking R such that both solutions belong to M R , one can use (4.12) to conclude that their difference is zero. Since the solution of (4.6) is unique, and estimate (4.12) holds, one may try to compute this solution by iterations:
where the function K = K(s, t, q n ) in equation (4.6) is the unique solution to (4.8) with q = q n (s), and the functions ξ(x) in (4.6) and g(x, y) in (4.8) do not depend on the index n. In theorem 4.2 an iterative process (4.43) is suggested for a simultaneous computation of q(x) and K(x, y) and convergence of this process is proved. A similar proof can be given for convergence of the process (4.13), but we do not discuss it because one has to calculate the kernel K(x, y) in order to use process (4.13), and process (4.43) calculates both functions, q(x) and K(x, y), simultaneously.
To realize this plan, we first prove the unique solvability of equation (4.8).
14)
converges in X m to the unique solution of (4.8).
Theorem 4.1 follows from Lemma 4.2 below. If q(x) ∈ L ∞ (0, 1), then the kernel K(x, y) = K(x, y; q) of the transformation operator is a differentiable function which is the unique solution to the equation (31) in [R1, p.252] :
(4.14 ) Equation (4.14 ) is uniquely solvable by iterations. This is proved, for example, in [Ma, p.14] , where the following estimate is obtained [Ma, p.14] : 
The series (4.21) converges in C[0, 1], and
Proof of Lemma 4.2. The proof of (4.22) is by induction. Equation (4.21) is an immediate consequence of (4.22). Equations (4.21) and (4.22) imply the unique solvability of (4.8) by iterations. Estimate (4.22) shows that the spectral radius of the linear operator B(q) in L ∞ (D) equals zero, so B(q) is a Volterra operator.
So the proof of Lemma 4.2 is complete as soon as (4.22) is proved. If j = 0 then (4.22) is obvious. Suppose (4.22) is already proved for 0 ≤ i ≤ j, and let us prove it for i = j + 1. One has, with B := B(q), Let us now prove the following lemma: (4.24) where || · || m is defined in (4.11) and m = m(R) is chosen sufficiently large.
Proof of Lemma 4.3. Equations (4.7) and (4.8) form a system of equations for q(x) and K(x, y). Equation (4.8) is a linear with respect to K(x, y) Volterra-type equation, and if K := K(x, y; q) is found from (4.8) and is substituted into (4.6), then (4.6) becomes a single nonlinear Volterra-type equation for q(x). In Lemma 4.2 the solution to (4.8) was investigated. Let us now prove (4.24). If (4.24) is proved, then it follows that equation (4.6) has at most one solution in M R , but since R > 0 can be taken arbitrary large, this implies that equation (4.6) has at most one solution in L ∞ (0, 1). However, since the index m for which 0 ≤ γ m < 1, depends on R, and we do not prove that the map T maps a ball {q : sup 0≤x≤1 |q(x)| ≤ R} into itself for a certain R, we cannot claim that the contraction mapping principle is applicable and that the iterative process (3.19) -(3.21) converges.
To prove (4.24), consider
The idea of the proof is to use the Volterra properties of the operators B and T . One has 
Let us use the following representation:
(4.28) Using (4.22) one gets Then (4.12) holds for any p(x) and q(x) for which (4.34) holds. Lemma 4.3 is proved.
For exact data ξ and g in (4.7) and (4.8), one knows that the system of equations (4.7), (4.8) has a solution q(x), so there exists a number R such that q < R.
From Lemma 4.3 it follows that this solution is unique in the whole space L ∞ (0, 1). Define . Inequality (4.39) holds under weaker that (4.38) assumption. The full strength of (4.38) is used below, in formula (4.40).
Using (4.36), one obtains: From Lemma 4.4 it follows that the system (4.6)-(4.8), or the equivalent system (4.36), is uniquely solvable by iterations for any h ∈ B(R). The solution to this system belongs to B(R 1 ) if condition (4.38) holds. This means that the iterative process defines the unique solution {q(x),K(x, y)} for x 0 ≤ x ≤ 1, 1 − x 0 < µ, |y| ≤ x.
Since the pair {q(x), K(x, y)} solves the system (4.6)-(4.8), we conclude thatq = q(x),K = K(x, y), where q(x) and K(x, y) is the pair underlying the exact data {ξ, g}, that is, q(x) is the original potential which generated the data δ(k) and, therefore, the data {ξ, g}, and the transformation kernel K(x, y) = K(x, y; q).
Define now {ξ 0 , g 0 }, where Data (4.41) and (4.42) are analogous to data (3.9) and (4.10) with s = 1 being replaced by s = x 0 . The crucial point now is: since the functionsK(x, y) andq(x) which are obtained in the interval x 0 ≤ x < 1, are the unique functions q(x) and K(x, y) corresponding to the original data {ξ, g}, one concludes that the data {ξ 0 , g 0 } lies in the same ball B(2R) as the original data {ξ, g}, because the data {ξ 0 , g 0 } depend only on the unique underlying q(x).
Therefore, one can repeat the argument, construct the solution {q,K},q = q(x),K = K(x, y), on the interval (x 1 , x 0 ) by iterations, where x 0 − x 1 < µ, with the same µ.
Thus, in a finite number of steps one can construct the solution q(x) and the corresponding K(x, y) for any 0 ≤ x ≤ 1.
We have proved
