ABSTRACT Beamforming has the potential to improve the efficiency of simultaneous wireless information and power transfer (SWIPT) systems. Existing beamforming techniques have been focused on the downlink of SWIPT systems. In this paper, we optimize the beamformers and transmit duration to maximize the weighted sum rate of both the downlink and uplink in a multiuser multiple-input multiple-output (MIMO) SWIPT system. Specifically, we formulate and transform the problem into a weighted sum mean square error minimization, conduct difference of convex programming to decouple the downlink and uplink, and convert the problem to quadratic programming (QP), which can be solved iteratively in a centralized fashion. We also decentralize the QP problem using dual decompositions, and reduce the time-complexity without compromising the data rate. Moreover, our algorithms are extended to the case under imperfect channel state information. Confirmed by simulations, the proposed decentralization can dramatically reduce the timecomplexity by orders of magnitude. The scalability of the proposed approach can be substantially enhanced to support medium to large networks.
I. INTRODUCTION
Simultaneous wireless information and power transfer (SWIPT) technologies provide an opportunity for energyrestrained wireless devices to operate uninterruptedly [1] , [2] . With the aid of energy harvesting (EH), such a device can collect electrical energy conveyed by radio frequency (RF) signals while recovering the data from the signals, by using power splitting (PS) techniques [3] . This will be critical to many emerging practical applications. One of the applications is environment monitoring in dense rainforests or war zones, where sensors have no access to persistent energy supply (e.g., power grid) or renewable energy resources (e.g., solar, wind or kinetics), and run on limited batteries. Inexpensive light-weighted sensors can be densely deployed and drones are directed to recharge the sensors, patch software and collect sensory data on a regular basis [4] - [6] .
Multiple-input multiple-output (MIMO) can improve the efficiency of SWIPT by employing beamforming techniques at the drone and/or the sensors [7] , [8] . Particularly, the drone, as the master node (MN), can concurrently form multiple beams to different sensors, as the slave nodes (SNs), to speed up transferring energy, dispatching patches, and collecting sensory data, especially in the case where the SNs are deployed densely. Additionally, the wireless power transfer rate is typically low. Therefore, the data rate in uplink needs to be meticulously designed, together with that in downlink, leveraging between the instantaneous energy efficiency (in bits/Joule), which exponentially decreases as the instantaneous data rate increases [9] , and the power transfer time.
To date, the downlink and uplink beamformers have been separately optimized [9] , [10] . The joint optimization of both links is challenging due to the fact that the beamformers in the two different links are coupled through the harvested energy, resulting in non-convexity. Many existing works of SWIPT have been focused on the design of the beamformers and power splitting factor (PSF) in the downlink [10] - [17] . Other works that do generate beamformers in the uplink are based on a harvest-then-transmit (HTT) protocol where there is no need for power splitting [9] , [18] , [19] . Another challenge arising is the scalability of beamforming, as the number of SNs increases. Particularly, the inversion of the matrix that collects the channels of all the active SNs is typically required for beamforming. It undergoes a cubically increasing complexity, as the number of SNs grows. However, most of the existing works [9] - [14] are centralized and offer limited scalability. To the best of our knowledge, there has been no research on the joint optimization of the beamformers in both links of multiuser MIMO SWIPT systems.
In this paper, we propose to maximize the weighted sum rate of both the downlink and uplink jointly in multiuser MIMO SWIPT systems. Specifically, we formulate and biconvexify the problem. The downlink and uplink beamformers can then be jointly optimized in an iterative manner, exploiting difference of convex (DC) programming and quadratic programming (QP). We further propose to decentralize the proposed iterative optimization process, exploiting dual decompositions. Beamformers in both links, for different SNs, can be produced in parallel. As a result, the scalability of the sum rate maximization can be significantly enhanced, without compromising the sum rate. The proposed algorithms are extended to more general and practical cases where channel state information (CSI) is imperfect at the MN. Simulation results show that the decomposed algorithm can dramatically reduce the time-complexity by 85%. In terms of (weighted) sum rate, the proposed algorithms are able to substantially outperform a zero-forcing (ZF) based benchmark by 100%.
Note that the problem solved is important to emerging practical applications, where sensors with limited energy have data requests in both links to upload sensory data and download software patches. Solving the problem is also not trivial due to the aforementioned coupling of the beamformers in different links. To the best of our knowledge, the problem is yet to be addressed in the literature. None of existing beamforming designs, such as [9] and [10] , are directly applicable to the problem.
Although employing extensively used optimization techniques, such as WSMSE and DC, we integrate the techniques in a non-straightforward way to solve the new problem. More importantly, we structure and decentralize the techniques, thereby enhancing algorithmic scalability. In contrast, most existing approaches, focused on either downlink or uplink rather than jointly on both, have been centralized, such as those based on semi-definite programming [10] , [14] . Our decentralized design is non-trivial and of practical interest.
The rest of the paper is organized as follows. In Section II, the related works are reviewed. In Section III, the system model is described. In Section IV, the new iterative solver is developed to maximize the weighted sum rate of both the downlink and uplink under perfect CSI, followed by the decentralization of the solver to enhance scalability in Section V and the extension to the case of imperfect CSI in Section VI. Simulation results are presented in Section VII, followed by a conclusion in Section VIII.
Notations: Upper and lower boldfaced denote a matrix and vector, respectively; (·) T , (·) † and · F denote the transpose, conjugate transpose and Frobenius norm; Tr(·) denotes trace; E(·) is the expectation; CN (·) denotes the Gaussian distribution. diag(·) and blkdiag(·) stand for diagonal and block diagonal matrices, respectively. I A denotes an identity matrix with dimension A.
II. RELATED WORKS
Many existing works have been focused on the downlink beamforming design of SWIPT systems with half-duplex nodes. In [10] , the total transmit (Tx) power was minimized in a multiple-input single-output (MISO) SWIPT system, while the downlink quality of service (QoS) and the amount of harvested energy were guaranteed. Semidefinite relaxation (SDR) was employed to convexify and solve this problem. In [11] , the downlink Tx power and PSFs were jointly optimized to maximize the sum rate in the downlink, where the power allocation and PSFs was decoupled and a duality method was taken to optimize the Tx power. In [12] , the downlink Tx beamformer and PSF were jointly optimized in MISO SWIPT systems. Successive convex approximation (SCA) was used to convexify the non-convex constraints of the problem. In [13] , the total downlink Tx power was minimized under the MISO settings. Second order cone programming (SOCP) was employed to convexify the constraints, and the upper and lower bounds of the power were derived. In [14] , a secure downlink SWIPT design was proposed, where the backhaul capacity and imperfect channel state information (CSI) were considered. SDR was employed to relax the non-convex constraints.
In [15] , the joint optimization of downlink beamformers and PSFs was formulated to a SOCP problem, where the total downlink Tx power was minimized. The problem was decentralized and the closed forms for the solution were achieved. In [16] , the total energy harvested by all users was maximized in a MISO SWIPT system, under a QoS constraint in the downlink. An Alternating direction method of multipliers (ADMM) was employed for distributed implementations. In [17] , the Tx power was minimized in MISO multicast systems, where the downlink beamformers and PSFs were optimized. SCA was applied to convexify the minimization problem and decentralize the solver.
A small number of works have to date taken the uplink design into account, typically under simplified system settings. In [18] , the time allocation was optimized to minimize the circuit and channel outage probability in a singleinput single-output (SISO) HTT system where the Tx power stays constant in the downlink and no signal is carried in the downlink transmission. In [9] , the downlink energy beamformers and uplink power allocation were jointly optimized in a multiuser MISO HTT system, where only energy is transferred in the downlink. The non-negative matrix theory was employed and a suboptimal was developed by applying ZF beamforming to suppress interference in the downlink. In [19] , the uplink and downlink beamformers were optimized under the same multiuser MISO HTT setting, by exploiting generalized eigenvectors. In [20] , the Tx power was optimally allocated at a MN to maximize the energy efficiency of a SWIPT system which transmits data in both links. Eliminating inter-user interference by using orthogonal frequency-division multiple-access (OFDMA), this problem was solved based on Pareto optimality.
SWIPT has also been applied to full-duplex (FD) systems [21] - [23] . In [21] , the signal-to-interference-plusnoise ratio (SINR) was maximized under single-antenna system settings. In [22] , the downlink beamformer was optimized given the requirement of the minimum energy harvested. In [23] , the power allocation and beamformer were designed at a FD relay to optimize the SINR at the destination. The system settings of these works are much simpler, and the results are not applicable to the problem under consideration.
III. SYSTEM MODEL
The multiuser MIMO SWIPT system under consideration consists of a MN and K SNs, as shown in Fig. 1 . The SNs, each equipped with N R antennas, do not have persistent power supplies. They rely on the energy remotely transferred from the MN. The SNs can harvest and save energy during the downlink slot, and utilize the stored energy for uplink transmission [9] . The data rate of uplink transmission is typically very low, due to the current low wireless power transfer rate and the fact that the energy efficiency decreases exponentially as the data rate increases [9] . K = {1, · · · , K } collects the indexes to the SNs. The MN, equipped with N antennas, transmits data to and receives data from the SNs, apart from charging the SNs. We assume that the MN keeps static during the charging and data collision. Let H j ∈ C N ×N R denote the downlink channel between the MN and SN j ∈ K. Consider time-division duplex (TDD), the uplink and downlink channels are reciprocal.
The MN modulates energy signals in the downlink. Each SN j can split the signals by a ratio ρ j ∈ [0, 1], termed PSF, and feed the two parts into two circuits, namely, information reception (IR) circuit and energy reception (ER) circuit, for data detection and energy collection, respectively. For mathematic tractability, we assume ρ j is preset for SN j. Consider a baseline case, where every SN has the identical PSF, so that we suppress the subscript of ρ j . However, the results of this paper applies to the case where the PSFs are different among the SNs. The downlink data for SN j is denoted by s j ∈ C d×1 , where d is the number of data streams per SN, and d ≤ N R . Let E(s j s † j ) = I d . The signal for data recovery can be written as
where V j ∈ C N ×d is the Tx beamformer for SN j at the MN; n j ∈ CN (0, σ 2 j I N R ) is the additive white Gaussian noise (AWGN) at SN j before PS; n j is the noise undergone during data detection and yields CN (0, δ 2 j I N R ). The achievable downlink data rate of SN j can therefore be given by 1
where
Each SN harvests energy in the downlink. Suppose that in a frame, the length of downlink transmission is τ , where we have normalized the length of the frame as 1 for simplicity. The energy harvested at SN j can be given by
where α j denotes the power transfer efficiency in the ER circuit of SN j. Without loss of generality, we assume α j = 1 and therefore it can be suppressed in the rest of the paper. As a result, the average available power for the uplink transmission
At the MN, the received signal can be given byŷ
where W j ∈ C N R ×d is the uplink Tx beamformer employed by SN j and z is the zero-mean AWGN at the MN with a variance of ζ 2 I N . The achievable uplink data rate of SN j can be given by
IV. JOINT BEAMFORMING UNDER PERFECT CSI
In this paper, we aim to maximize the (weighted) sum rate of the uplink and downlink, where the uplink transmissions are powered only by the energy harvested in the downlink. The problem can be formulated as
where w j is the weighting coefficient to prioritize the downlink and uplink data rates of SN j. P max is the maximum transmit power at the MN. We note that (P1) is non-convex and NP-hard due to the fact that the variables, namely, τ , V j and W j , are coupled in both the objective and constraints in a multiplicative manner. To address this, we reformulate (P1) as a weighted sum mean square error (WSMSE) minimization problem, decouple the variables, and propose to optimize the variables in an iterative fashion with guaranteed fast convergence.
We first take the WSMSE method [24] to decouple the data rate and τ in the objective. Let U j ∈ C N R ×d and j ∈ C N ×d be the downlink and uplink receive (Rx) beamformers for SN j, respectively. The mean square error (MSE) matrix of the downlink signals at SN j can be written as
The optimal downlink Rx beamformer U j can be taken by setting the first-order derivative of E j ({V k }, U j ) with respect to (w.r.t.) U j to zero, i.e., the minimum MSE (MMSE) Rx beamformer [24] , as given by
Likewise, the MSE matrix of the uplink signals from SN j can be written as
The optimal value for j can be taken by
By [25, Lemma 3] , (2) and (5) can be reformulated to (10) and (11), respectively. (11) where j 0 and j 0 are semidefinite. 2 Substituting (10) and (11), we can reformulate (P1) as
, ∀j} be a stationary point of (P1). S must satisfy the KarushKuhn-Tucker (KKT) condition of (P2). Conversely, if
∀j} is a stationary point of (P2), then S also must satisfy the KKT condition of (P1).
Proof: The proof can be readily extended from [25] and is suppressed here.
The theorem dictates that (P1) and (P2) are equivalent at the optimum. However, (P2) is not joint convex over all variables. We divide the variables into three subsets, i.e., {τ, U j , j , ∀j}, { j , j } and {V j , W j }, and take a block coordinate descent (BCD) method [26] to optimize the subsets in sequel until all the variables stabilize. The convergence of each of the subsets can be guaranteed, as will be shown shortly. The overall convergence of all the subsets can be guaranteed, due to the property of the BCD method [26] , [27] .
We can optimize {V j } and {W j }, provided τ , {U j , j } and { j , j }. In this case, (P2) can be rewritten as
where logdet( j ) and logdet( j ) are suppressed since they are constant in this problem. Here, (P3) is not joint convex in {V j , W j } because of the coupled variables in C2. Nevertheless, C2 gives the difference of two convex functions. Therefore, we can use DC programming [28] to reformulate C2.
Let
Given a variables set V, we can carry out the first-order Taylor expansion of f j (V), denoted by f j (V, V), as given by
where ∇ denotes partial derivative.
As a result, (P3) can be reformulated as min
Given V, (P4) is clearly a quadratic constrained quadratic programming (QCQP) w.r.t. {V j , W j }, and can be solved efficiently by standard convex optimization methods, e.g., interior point method [29] . Define {V j , W j } to be the optimal solution for (P4). We can repeatedly update V with V = 1 is a required accuracy. In other words, an optimal solution for (P3) is obtained. This is because the solution corresponds to a stationary point of (P3) as dictated by the following theorem.
Theorem 2: A stationary point of (P4) is also a stationary point of (P3).
Proof: As described, the gap between V and V * can be iteratively reduced. If ϒ * = { V, {W * j }} is a stationary point of (P4), the following KKT conditions of (P4) can be satisfied:
where µ * and {λ * j } are the Lagrange multipliers w.r.t. the two constraints of (P4). g(ϒ) denotes the objective of (P3) (or (P4)) for illustration convenience.
Note that (13) is also the KKT conditions of (P3). As a result, ϒ * is also a stationary point of (P3). It is worth pointing out that (P4) can also be reformulated by exploiting SDR [30] . The quadratic parts in C2 can be eliminated. The rest of the problem can be convexified by dropping a rank-1 constraint, and solved efficiently using convex optimization techniques. The optimality of the SDR reformulation can be guaranteed in the case that the solutions can satisfy the rank-1 constraint; otherwise, an optimality loss may occur. Furthermore, this SDR based reformulation needs to be solved in a centralized manner. As a result, it has limited scalability, as the number of SNs and antennas increases. In contrast, the DC based reformulation (P4) has the potential to be accomplished in a decentralized manner. This provides scalability at no cost of optimality.
Provided τ , {V j , U j } and {W j , j }, { j } and { j } can be optimized by taking the first-order derivatives of them, as given by
C. OPTIMIZATION OF {τ, U j , j , ∀j } Provided {V j } and {W j }, {U j } and { j } can be obtained by (7) and (9), respectively. (P2) then becomes one-dimensional search for τ . Let t(τ ) denote (P2) as a function of τ . It can be observed that t(τ ) is concave, although it is difficult to be proved. Since τ 1−τ is a monotonic increasing function, the harvested energy increases with τ . When τ is small, the weighted sum rate is small because of the limited downlink rate and the uplink transmission power. Particularly, the downlink rate grows linearly with τ , while the uplink rate increases first and then decreases, as discussed in [9] . For this reason, in the case that w j is large, the weighted sum rate is dominated by the downlink rate and increases monotonically. In the case that w j is small, the weighted sum rate is dominated by the uplink, and increases first and then decreases. To this end, τ can be decided by efficient one-dimensional search, such as golden search. An example of t(τ ) is shown in Fig. 2 .
Remark 1: The proposed BCD based algorithm is summarized as Algorithm 1. The convergence of the algorithm can be guaranteed. First, solving (P4) with DC programming is convergent, where the proof can be extended from [28] . Second, {V j , W j }, {U j , j } and { j , j } are not coupled in the constraints of (P2), and form a Cartesian set [27] . They are updated in sequel to reduce the objective of (P2). Since (P2) also has a lower bound, these variables are convergent. Moreover, the one-dimensional search of τ is also convergent. (14) and (15); 6: repeat 7:
For given { V}, solve (P4) and obtain {V * j } and {W * j }; 8:
Update V j ← V * j ; 9: until convergence; 10: Update V (n) j ← V * j and W (n) j ← W * j ; 11: until convergence. 12: Update τ by using golden search. 13: until convergence.
D. COMPLEXITY ANALYSIS
The computational complexity of Algorithm 1 can be given by O log( 3 ) −1 log( 2 ) −1 log( 1 ) −1 (KNN R ) 3.5 , where 1 , 2 and 3 are the accuracy requirements for the convergences of {V j , W j }, {U j , j , j , j } and τ , respectively. This includes the complexity of O log( 1 ) −1 (KNN R ) 3.5 to accomplish the optimization of {V j } and {W j }, where O (KNN R ) 3.5 is the complexity of solving the QCQP problem during DC programming [31] . O log( 2 ) −1 and O log( 3 ) −1 specify the numbers of iterations required for the stabilization of {U j , j , j , j } and τ , respectively. Here, the computations of U j and j requires the respective complexities of O(N 3 R ) and O(N 3 ) for matrix inversions [32] , which are negligible compared to that of solving QCQP and therefore suppressed. The overall complexity takes the product of the complexities of the three parts, due to the use of the BCD method.
V. COMPUTATIONALLY-EFFICIENT DECENTRALIZATION OF JOINT BEAMFORMING
Motivated to enhance the scalability and speed up beamforming, we proceed to decompose (P4), so that the computations of solving (P4) can be decentralized. A distributed algorithm is developed based on dual decomposition techniques [33] upon (P4).
First, the partial Lagrangian function of (P4) can be given by
where {µ j } is the dual multipliers w.r.t. the second constraint in (P4). The dual problem of (P4) can be formulated, as given by
As mentioned earlier, (P4) is convex and has a strictly feasible solution (e.g., all V j = W j = 0). Therefore, the Slater's condition [29] holds for the problem. The duality gap of (P4) and (17) is zero. Given {µ j }, (17) can be decoupled to separately optimize V j and W j , as given by
and min
where constants are suppressed. (18) and (19) can be optimized in parallel. We can perform further dual decomposition upon (18) since it also holds strong duality. As a result, (18) can be VOLUME 5, 2017 written as
where λ ≥ 0 is the dual multiplier for (18b). Apparently, (20) is convex and the optimal solution can be achieved by using the KKT conditions. The optimal downlink beamformer V * j can be calculated in parallel, as given by
Considering the slack condition of (18), we can set λ = 0 and verify if j∈K Tr(V j V † j ) ≤ P max . In the case that the constraint is met, V j is the output of (18), i.e., by substituting λ = 0 into (21). In the case that the condition is not met, we can set j∈K Tr(V j V † j ) = P max and λ > 0. λ can be fast obtained by taking a bisection method. The output of (18) can be derived by substituting λ into (21) .
To calculate λ in (21), we let R R † be the eigenvalue decomposition of (21), where = diag{ϕ 1 , · · · , ϕ N }, ϕ n is the n-th eigenvalue of , and R collects the corresponding eigenvectors. Define C j = A † j R, (18b) can be rewritten as
Further let C j = (c 
We verify that j∈K (ϕ t +λ) 2 is monotonic with λ > 0 by checking its first-order and second-order derivatives. Therefore, λ can also be obtained by using the bisection search.
Meanwhile, (19) can be optimized for each individual W j in parallel by taking the KKT condition, as given by j by using (7) and (9); 5: Update (n) j and (n) j by using (14) and (15); 6: repeat 7: repeat 8:
Compute and R via eigenvalue decomposition, then calculate C j . 9:
Obtain λ from (23) by using bisection search. 10:
Update V * j and W * j by using (21) and (24) Given {V * j } and {W * j }, a subgradient method [33] can be taken to update µ j , as given by
where β j > 0 is a step size and {·} + = max(·, 0). Updating {V * j }, {W * j } and µ j in sequel while calculating all V * j and W * j in parallel, the distributed optimization can fast converge at a predefined accuracy. The optimization process is now summarized in Algorithm 2. Based on dual decompositions, the convergent stationary point of Algorithm 2 is the stationary point (or output) of Algorithm 1.
Algorithm 2 has a substantially lower time-complexity of O log( 3 ) −1 log( 2 ) −1 log( 1 ) −1 log( 4 ) −1 (M 3 ) than Algorithm 1, where M = max(N , N R ) and 4 is the accuracy of decomposition. Particularly, the decentralized optimizations of V j and W j become O log( 4 ) −1 (M 3 ) , since the optimizations can be carried out in parallel. O(N 3 ) is the complexity of matrix inversions to calculate V j ; see (21) . O(N 3 R ) is the complexity of matrix inversions to calculate W * j ; see (24) . Both inversions are in the innermost loop. We choose the higher of their complexities as the complexity of the loop. Other complexities, such as the update and bisectional search for µ j and λ, are relatively negligible.
Note that the computations of λ, V j and W j are the main complexity of the innermost loop in Algorithm 2. Particularly, only the part involving λ, V j and W j needs to change with {µ j }, while the rest stays unchanged. Therefore, the complexity of the algorithm can be further reduced. Specifically, and R can be computed and stored after {U j } and { j } are (24) can be stored after { j } and { j } are produced. These stored results can be used in the inversions in (21) and (24) to avoid repeated multiplications. Moreover, we can store the result of each
As a result, we can achieve A j instantly without matrix multiplications, once {µ j } are updated.
VI. EXTENSION UNDER IMPERFECT CSI
In this section, we extend both Algorithms 1 and 2 to a more practical case with imperfect CSI, where H j = H j + j is the imperfect knowledge of the MN on the channel matrix from the MN to SN j, and j is the estimation error. As discussed in [34] - [36] , j can typically follow a complex Gaussian distribution with zero mean and variance of ξ 2 j I N , i.e., j ∼ CN (0, ξ 2 j I N ). Under imperfect CSI, the expectations of the downlink and uplink MSE matrices can be rewritten as
and
Exploiting the KKT conditions, the Rx beamformers U j and¯ j can be given bȳ
Here, taking expectations over { j } does not affect the equivalence between (P1) and (P2), because the equivalence only depends on the beamformers {V j }, {W j } and τ [25] . As a result, the maximization of the weighted sum rate under imperfect CSI can still be reformulated into a minimization problem of the average WSMSE. f j (V, V) in (P4) under imperfect CSI can be replaced bȳ
Under imperfect CSI, (P4) can be rewritten as
As a result, Algorithm 1 can be readily applied to the case with imperfect CSI following. Particularly, we can substituteŪ j ,¯ j ,¯ j and¯ j in Algorithm 1, and solve (P5) to obtain the Tx beamformers in an iterative fashion, as described in Algorithm 1.
Algorithm 2 can also be extended to decentralize beamforming under imperfect CSI. Particularly, we can rewrite (20) by plugging
where (23) and the bisection method.
Under imperfect CSI, the optimal Tx beamformer at each SN can be achieved by substituting E j E j ({W k }, j ) and j into (19) . W * j can be achieved by taking the first-order necessary conditions, as given by
To sum up,Ū j ,¯ j ,¯ j and¯ j can be updated by (28), (29) , (31) and (32), respectively. V * j and W * j can be obtained by (33) and (34) . Withf i (V,V) replaced by f i (V,V), µ j is updated based on (25) . Apart from these changes, all other steps follow Algorithm 2.
VII. SIMULATION RESULTS
In our simulation, the maximum Tx power of the MN is P (in Watts). The SNs are distributed uniformly within a circular area with radius of r (in meters). r = 8 unless otherwise specified. We let d = 1 for data transmission for simplicity. The path loss model is 10 −3 (r) −α , where α = 3 is the path loss exponent. We use the Rank-1 Rician fading channel model, which can be given by [37] 
where K R = 3 is the Rician factor. H NLOS is the non-line-ofsight (NLOS) part of the channel, which follows a Rayleigh distribution. H LOS is the line-of-sight (LOS) part, which can given by [37] 
. . .
where φ D j and φ A j are the angle-of-departure (AoD) and angle-of-arrival (AoA), respectively. The AoD and AoA are randomly and uniformly generated. The PSF is set as ρ = 0.1; unless otherwise specified. The weighting coefficients for all SNs are assumed to be identical, i.e., w j = w and denote η = (1 − w)/w. We also set σ 2 j = σ 2 = ζ 2 = −70 dBm and δ 2 j = δ 2 = −50 dBm. The accuracies of our algorithms are set to 10 −2 . The simulations run on a Windows XP system with an Intel i7-2600 CPU of 3.40 GHz and a RAM of 3.49 GB. We employ the stateof-the-art SDPT3 solver in CVX [38] to solve (P4) in Algorithm 1 with a centralized manner. We also simulate ZF beamforming, extended from [9] , as the benchmark, where the details of the algorithm is provided in Appendix A. Under imperfect CSI, we evaluate the extended Algorithm 2, as described in Section VI, since Algorithm 2 can reduce the complexity without compromising the (weighted) sum rate, as compared to Algorithm 1, as will be shown later. Fig. 3 shows the weighted sum rate with growing numbers of Tx antennas, where K = 3 and N R = 2. We see that the weighted sum rate grows with N , in both cases of perfect and imperfect CSI, since the degrees of freedom (DoF) increases. We also confirm that Algorithm 2 can achieve the same weighted sum rate as Algorithm 1, meanwhile Algorithm 2 can have a dramatically lower time-complexity, as shown later. When η increases, the weighted sum rate drops because the sum rate is dominated by the downlink. Further, we see the ZF algorithm provides much lower weighted sum rate than the proposed algorithms. This is because the ZF method sacrifices either the achievable sum rate or harvested energy to suppress all inter-user interferences, while the proposed algorithms jointly optimize both the downlink and uplink to maximize the weighted sum rate. In Fig. 3 , we also see that the weighted sum rate decreases, due to the channel estimation error. When the variance of the error ξ 2 j = 0.05, ∀j = 1, · · · , K , the weighted sum rate drops around 15%, as compared to the case with perfect CSI. This is because the MSE becomes larger in (P5), as can be seen in (26) and (27) . Nevertheless, the loss of sum rate due to imperfect CSI stays stable. The relative loss decreases, with the growth of Tx antennas, as shown in the figure. The conclusion drawn is that more Tx antennas can be used to compensate for the loss of sum rate pertaining to imperfect CSI. Fig. 4 depicts the weighted sum rate as the distances between the SNs and the MN increase, where K = 3 and N R = 2. We see that the weighted sum rate decreases as r grows, This is because the SNs are located farther away and the path loss becomes larger. In turn, both the weighted sum rate and the harvested energy decline. If ρ becomes large, the weighted sum rate increases, due to the increasing sum rate in the downlink. We confirm again that the proposed algorithms, Algorithms 1 and 2, can dramatically outperform the ZF based benchmark. As a result, the proposed algorithms can significantly enlarge the coverage area of the MN, as compared to the ZF benchmark. Fig. 5 demonstrates the convergence of the two proposed algorithms, where τ = 0.9 and a single channel realization is taken into account. We see that both Algorithms 1 and 2 can converge fast within 20 iterations. Moreover, the decentralized Algorithm 2 can approach the results of the centralized Algorithm 1 with a marginal loss of weighted sum rate. This his because Algorithm 2 is based on the dual decomposition of Algorithm 1. The residual marginal gap between the two algorithms is due to accuracy error. In Fig. 6 , we show the weighted sum rate as the number of SNs K increases, where r = 8 meters. The total number of Tx antennas N is also set to increase with K to embrace the increasing number of SNs, i.e., N = KN R . We can see that the weighted sum rate grows with N and K in both cases of perfect and imperfect CSI. However, as K grows, the complexity of Algorithm 1 is increasingly prohibitive and becomes intractable when K ≥ 12. In contrast, Algorithm 2 is able to support a much larger number of SNs, due to its reduced time-complexity. Moreover, we show that the weighted sum rate grows more slowly in the case of N R = 1 than it does in the case of N R = 2. Also, the growth is faster in the case that the total Tx power of the MN is higher. These are because the SNs can harvest more energy in the case where N R or P is larger, and therefore, the uplink sum rate becomes larger. The sum rate degrades in the case of imperfect CSI. Table I compares the execution time between Algorithm 1 and Algorithm 2 under the simulations for Fig. 6 , where N R = 2. As we can see, both the algorithms requires short time for solving (P4). However, when K continues to increase, the execution time of Algorithm 1 grows much faster than that of Algorithm 2, as K increases. The gap between the execution times of the algorithms increases dramatically with K . Therefore, Algorithm 2 can support a larger scale network, compared with Algorithm 1.
Finally, Fig. 7 plots the data rate of Algorithm 1 in the downlink and uplink, under different weighting coefficient ratio η. The sum rate plotted is the actual achievable rate, and is not multiplied by the weights. We can see that the uplink rate grows with η as expected, while the downlink rate declines, as η grows. This is because if η is large, the SN needs to harvest more energy to improve its uplink rate, reducing the data rate in the downlink. Particularly, when η > 10, the downlink and uplink rate substantially stays unchanged. This is because the uplink data rate approaches its capacity, with the growing of the harvested energy. Therefore, the SN does not need to increase the harvested energy in the downlink, thus the downlink data rate can keep stable without decreasing.
VIII. CONCLUSION
In this paper, we maximized the weighted sum rate in a multiuser MIMO SWIPT system, where the beamformers in both the downlink and uplink, and the time allocation are jointly optimized. Particularly, we first cast the maximization problem as a WSMSE minimization problem, then decoupled the uplink and downlink using DC programming, and reformulated a QP problem that can be solved in a centralized manner. We further decentralized the solver to reduce the time-complexity using dual decomposition. Confirmed by simulations, the decentralization can dramatically reduce the time-complexity without compromising the sum rate. As a result, the scalability of the proposed approach can be substantially enhanced to support medium to large numbers of SNs. He received the B.E. (Hons.) and M.E. degrees from the Beijing University of Posts and Telecommunications, China, and the Ph.D. degree from The University of Newcastle, Australia. He served as the TPC chair for BodyNets2015, the ISCIT2015, the WPMC2014, as the OC Co-Chair of the VTC2017, the BodyNets2014, the ICUWB2013, the ISCIT2012, the SenSys2007, and the Technical Program Committee in a number of IEEE Conferences. He is the Founding Chair of the IEEE NSW VTS Chapter.
