A mathematical topology with matrix is a natural representation of a coding relational structure that is found in many fields of the world. Matrices are very important in computation of real applications, s ce matrices are easy saved in computer and run quickly, as well as matrices are convenient to deal with communities of current networks, such as Laplacian matrices, adjacent matrices in graph theory. Motivated from convenient, useful and powerful matrices used in computation and investigation of today's networks, we have introduced Topcode-matrices, which are matrices of order 3 × q and differ from popular matrices applied in linear algebra and computer science. Topcode-matrices can use numbers, letters, Chinese characters, sets, graphs, algebraic groups etc. as their elements. One important thing is that Topcode-matrices of numbers can derive easily number strings, since number strings are text-based passwords used in information security. Topcode-matrices can be used to describe topological graphic passwords (Topsnut-gpws) used in information security and graph connected properties for solving some problems coming in the investigation of Graph Networks and Graph Neural Networks proposed by GoogleBrain and DeepMind. Our topics, in this article, are: Topsnut-matrices, Topcode-matrices, Hanzi-matrices, adjacency ve-value matrices and pan-Topcode-matrices, and some connections between these Topcode-matrices will be proven. We will discuss algebraic groups obtained from the above matrices, graph groups, graph networking groups and number string groups for encrypting different communities of dynamic networks. The operations and results on our matrices help us to set up our overall security mechanism to protect networks.
I. INTRODUCTION
"Since the quantum revolution, we have become increasingly aware that our world is not continuous, but discrete. We should look at the world by algebra of view." said by Xiaogang Wen, a member of Academician of the National Academy of Sciences in [1] . Graphs are natural representations for encoding relational structures that are encountered in many domains (Ref. [2] ). These are our ideas to write this article.
A. Investigation background
The calculation of graph structure data is widely used in various fields, such as molecular analysis of computational biology and chemistry, analysis of natural language understanding, or graph structure analysis of knowledge map, etc. (Ref. [2] ). Cryptography is useful and important to the security of today's networks. Graphical passwords (GPWs) were proposed for a long tim (Ref. [8] , [9] , [10] ), especially, two-dimension codes are popular and powerful used in the world. Another type of GPWs is Topsnut-gpw (the abbreviation of "Graphical passwords based on the idea of topological structure plus number theory") that was proposed first by Wang et al. in [11] and [12] .
Topsnut-gpws differ from the existing GPWs, because of they can be expressed by popular matrices (Ref. [6] ). Matrices are useful and powerful for saving graphs and solving many systems of linear equations, as known. However, a remarkable advantage of Topsnut-gpws is easily to produce Text-based passwords (TB-paws), since the application of TB-paws are in fashion of information networks. Six Topsnut-gpws (a)-(f) are shown in Fig.1 .
In general, matrices are very important in computation of real applications, since matrices are easy saved in computer and run quickly, as well as matrices are convenient to deal with communities of current networks. An successful example is Laplacian matrix, also known as admittance matrix, Kirchhoff matrix or discrete Laplacian operator, that is mainly used in graph theory as a matrix representation of a graph.
A (p, q)-graph G with vertex set V (G) = {u 1 , u 2 , . . . , u p } and q edges has its own adjacent matrix A(G) = (a ij ) p×p with a ij = 1 if u i is adjacent to u j , otherwise a ij = 0 and a ii = 0; its degree matrix D G = (d ij ) p×p , d ij = 0 if i = j, otherwise d ii is equal to the degree deg G (u i ) of vertex u i . Then G has its own Laplacian matrix as follows if i = j and u i is adjacent with u j ; otherwise l sym ij = 0. However, our matrices that will be introduced here differ from Laplacian matrices and adjacent matrices.
Before starting our topic in this article, let us see an example shown in a matrix (1) and Fig.1 . There are six Topsnut-gpws (a)-(f) pictured in Fig.1 , in which each of (b)-(f) Topsnutgpw admits a splitting odd-edge-magic coloring, except (a) that admits an odd-edge-magic total labelling. Clearly, the topological structure of each of these six Topsnut-gpws is not isomorphic to any one of others. However, each of these six Topsnut-gpws can be expressed by the matrix A shown in (1) . It is not difficult to see that the Topsnut-gpw (a) in Fig.1 can be split into nine edges, in other word, the matrix A derives disconnected and connected Topsnut-gpws more than six. On the other hands, we can use the matrix A shown in (1) as a public key, and users provided six Topsnut-gpws (a)-(f) as private keys in real application. Such one-vs-more technique increase the offensive difficulty and huge times of deciphering passwords in order to drive attackers out of networks. We call the matrix A shown in (1) a topological coding matrix (Topcode-matrix) with q = 9 according to the following Definition 4. The above example derives the following questions:
Que-1. What properties do Topcode-matrices have? Que-2. Does each Topcode-matrix derive a graph? Que-3. What operations exist on Topcode-matrices? Que-4. What applications do Topcode-matrices have?
In [3] , the authors ask for: (1) Where do the graphs come from that graph networks operate over? Moreover, many underlying graph structures are much more sparse than a fully connected graph, and it is an open question how to induce this sparsity. (2) How to adaptively modify graph structures during the course of computation?
So we will do graphical study on various matrices mentioned here for exploring the above problems and "the interpretability of the behavior of graph networks" proposed in [3] , in which one type of matrices can be considered as mathematical models of Chinese characters, since "If there is a country in the world, every word of her can become a poem, a painting, then there must be Chinese characters". Furthermore, we will build up systems of linear equations as mathematical models of Chinese characters here, another mathematical models of Chinese characters was studied in [17] . Most of topics here need readers have learned basic knowledge of linear algebra and graph theory.
B. Preliminary
In this article, we use the following notation and terminology, the others no mentioned can be found in [6] . To be more precise, we define these terms as:
Term-1. Particular sets. The notation [a, b] indicates a set {a, a + 1, . . . , b} for two integers a, b with respect to range b > a ≥ 0, [s, t] o indicates another set {s, s + 2, . . . , t} for two odd numbers s, t falling into t > s ≥ 1. Moreover, S k,d = {k, k+d, k+2d, . . . , k+(q−1)d} and S 2k,2d = {2k+2d, 2k+ 4d, 2k + 6d, . . . , 2k + 2qd} with integers k, d ≥ 1 and q ≥ 2.
Term-2. Networks/graphs. A network, also, is a graph in mathematics. A (p, q)-graph has p vertices and q edges.
Term-3. Neighbor set and vertex degree. The symbol N ei (u) stands for the set of all neighbors of a vertex u, thus, the number deg G (u) = |N ei (u)| is called the degree of u, where |S| is the cardinality of elements of s set S.
Term-4. Leaves. A leaf x is a vertex of degree one, also, x is called a appended vertex of y ∈ N ei (x) = {y}.
Term-5. Sets of sets. Let S be a set, The set of all subsets is denoted as S 2 = {X : X ⊆ S}, and S 2 contains no empty set at all. For [7] , [22] , [23] ) Suppose that a bipartite (p, q)graph G with partition (X, Y ) admits a vertex labelling f : V (G) → [0, 2q − 1] (resp. [0, q]), such that every edge uv is labeled as f (uv) = |f (u) − f (v)| holding f (E(G)) = [1, 2q − 1] o (resp. [1, q] ) , we call f an odd-graceful labelling of G. Furthermore, if f holds max{f (x) : x ∈ X} < min{f (y) : y ∈ Y } (f max (X) < f min (Y ) for short), then f is called a set-ordered odd-graceful labelling (resp. a setordered graceful labelling). , then we call f a splitting graceful coloring (resp. splitting odd-graceful coloring). 2
In general, we have the following definition of splittingcolorings: Some connected graphs admitting splitting odd-edge-magic colorings are shown in Fig.1 (b )-(f).
II. TOPCODE-MATRICES AND OTHER MATRICES
In this section, we will work on the following two topics: (A) Particular matrices: (i) Topsnut-matrices; (ii) Topcodematrices; (iii) Hanzi-matrices; (iv) Adjacency ve-value matrices.
(B) Groups on the above four classes of matrices, and number string groups.
A. Topcode-matrices
We are motivated from Topsnut-matrices made by Topsnutgpws, and define a general concept, called Topcode-matrices.
1) Concept of Topcode-matrices:
Definition 4. * A Topcode-matrix (topological coding matrix) is defined as
x 1 x 2 · · · x q e 1 e 2 · · · e q y 1 y 2 · · · y q
where v-vector X = (x 1 x 2 · · · x q ), e-vector E = (e 1 e 2 · · · e q ), and v-vector Y = (y 1 y 2 · · · y q ) consist of integers e i , x i and y i for i ∈ [1, q] . We say the Topcode-matrix T code to be evaluated if there exists a function f such that e i = f (x i , y i ) for i ∈ [1, q] , and call x i and y i to be the ends of e i . 2
In Definition 4, we collect all different elements in two v-vectors X and Y into a set (XY ) * , and all of different elements in the e-vector E into a set E * , as well as x i = y i with i ∈ [1, q]. Moreover, graphs have their own incident matrices like Topcode-matrices defined in Definition 4 (Ref. [6] ).
A similar concept, Topsnut-matrix, was introduced in [14] , [15] , [16] for studying Topsnut-gpws and producing TB-paws.
Prüfer Code is a part of Topcode-matrices and can be used to prove Cayley's formula τ (K n ) = n n−2 , where τ (K n ) is the number of spanning trees in a complete graph K n (Ref. [6] ).
We point that Topcode-matrices mentioned here differ from adjacent matrices of graphs of graph theory. For example, the Topcode-matrix (1) describes two Topsnut-gpws (A) and (B) shown in Fig.2 , but it differs from any one of two adjacent matrices shown in Fig.2 . An adjacent matrix corresponds a unique graph, however a Topcode-matrix may correspond two or more graphs (Topsnut-gpws). It is easy to see that we need more spaces to save adjacent matrices in computer. We observe a fact as follows: Theorem 1. If a Topcode-matrix T code defined in Definition 4 corresponds a connected Topsnut-gpw not being a tree, then T code corresponds at least two Topsnut-gpws or more. 
2) Particular sub-Topcode-matrices:
(1) Perfect matching. If we have a subset E S = {e i1 , e i2 , . . . , e im } ⊂ E * in a Topcode-matrix T code defined in Definition 4, and there exists w ∈ (XY ) * to be not a common end of e ij and e it of E S , and the set of all ends of E S is just equal to (XY ) * , then we call E S a perfect matching of T code , and (X S E S Y S ) −1 a perfect matching sub-Topcode-matrix of T code . The Topcode-matrix A shown in (1) has a perfect matching E S = {5, 7, 9, 15, 17}, and a perfect matching sub-Topcode-matrix as follows 
(2) Complete Topcode-matrices. If any x i ∈ (XY ) * matches with each y j ∈ (XY ) * \ {x i } such that x i , y j are the ends of some e ij ∈ E * in a Topcode-matrix T code defined in Definition 4, and q = p(p−1) 2 with p = |(XY ) * |, we say T code a complete Topcode-matrix.
(3) Clique Topcode-matrices. Let T code be a proper sub-Topcode-matrix of T code defined in Definition 4. If T code is a complete Topcode-matrix, we call T code a clique Topcodematrix.
(4) Paths and cycles in Topcode-matrices. Notice that x i and y i are the ends of e i in T code defined in Definition 4. We define two particular phenomenons in Topcode-matrices: If there are e i1 , e i2 , . . . , e im ∈ E * in T code , such that e ij and e ij+1 with j ∈ [1, m − 1] have a common end w ij holding w is = w it for s = t and 1 ≤ s, t ≤ m. Then T code has a path, denote this path as
where x i1 is an end of e i1 , and y im is an end of e im , x i1 = y im , x i1 = w ij and y im = w ij with j ∈ [1, m − 1]; and moreover if x i1 = y im = ww im in P (x i1 → y im ), we say that T code has a cycle C, denoted as
We call T code to be connected if any pair of distinct numbers w i , w j ∈ (XY ) * is connected by a path P (w i → w j ). Thereby, we have:
Suppose that e i = e j for i = j and 1 ≤ i, j ≤ m in a Topcode-matrix T code defined in Definition 4. Then the following assertions are equivalent to each other:
Tree-1. T code corresponds a tree T of q edges. Tree-2. T code is connected and has no cycle. Tree-3. Any pair of x i and x j (resp. x i and y j , or y i and x j , or y i and y j ) in T code is connected by a unique path
Tree-4. T code is connected and |(XY ) * | = q + 1. Tree-5. T code has no cycle and |(XY ) * | = q + 1. Tree-6. [19] The number n 1 (T code ) of leaves of T code satisfies
where µ(w) for each w ∈ (XY ) * is the number of times w appeared in T code . (6) Euler's Topcode-matrices and Hamilton Topcodematrices. If the number of times each w ∈ (XY ) * appears in a Topcode-matrix T code defined in Definition 4 is even, then T code is called an Euler's Topcode-matrix. Moreover, if the number of times each w ∈ (XY ) * appears in a connected Topcode-matrix T code is just two, then we call T code a Hamilton Topcode-matrix.
Theorem 4. Suppose that T code defined in Definition 4 is a connected Euler's Topcode-matrix. Then T code contains a cycle of q length. Moreover, if each w ∈ (XY ) * appears in C only once, then T code is a Hamilton Topcode-matrix.
3) Traditional Topcode-matrices:
Based on Definition 4 and |(XY ) * | = p, we have the following restrict conditions:
There exists a constant k, such that
Cond-15. There exists a constant k, such that e i + |x i −
Based on the above group of conditional restrictions, we have the following particular Topcode-matrices, T code is defined in Definition 4:
Topmatrix- Comp-2. There exists a constant k such that two ends x ki , y ki of each e ki ∈ M (T code ) hold x ki + y ki = k.
Comp-3. Each e i ∈ E * is valuated as e i = |x i − y i |. Comp-4. e i = |x j −y j | or e i = 2M −|x j −y j | for each i ∈ [1, q] and some j ∈ [1, q] , and a constant M = θ(q, |(XY ) * |).
Comp-5. (ee-difference) Each e i with ends x i and y i matches with another e j with ends x j and y j holding e i = 2q + |x j − y j |, or e i = 2q − |x j − y j |, e i + e j = 2q for each i ∈ [1, q] and some j ∈ [1, q] .
Comp-6. Each e i ∈ E * is valuated as e i = x i + y i (mod q).
Comp-7. There exists a constant k such that |x i +y i −e i | = k for each i ∈ [1, q] .
Comp-10. (e-magic) There exists a constant k such that
Comp-11. (total magic) There exists a constant k such that Comp-14. (ve-matching) there exists a constant k such that each e i ∈ E * matches with w ∈ (XY ) * , e i + w = k , and each vertex z ∈ (XY ) * matches with e t ∈ E * such that z + e t = k , except the singularity w = |(XY ) * |+q+1
By the above group of restrictions, we can define the following particular Topcode-matrices:
Parameter-1. A graceful Topcode-matrix T code is called a strongly graceful Topcode-matrix if Comp-1 and Comp-2 hold true.
Parameter-2. An odd-graceful Topcode-matrix T code is called a strongly odd-graceful Topcode-matrix if Comp-1 and Comp-2 hold true.
Parameter A 6C-Topcode-matrix A is shown in Fig.7 , and A matches with its dual Topcode-matrix A −1 , since the sum of each element of A and its corresponding element of A −1 is just 26. According to the definition of a 6C-Topcode-matrix, the Topcode-matrix A = (X W Y ) −1 holds a 6C-restriction: Parameter-12. A Topcode-matrix T code is called an odd-6C Topcode-matrix if it holds {|a − b| : a, b ∈ (XY ) * } = [1, 2q − 1] o , Comp-5, Cond-9, Comp-10, Comp-12, Comp-20, Comp-13and there are two constants k 1 , k 2 such that each e i matches with w ∈ (XY ) * such that e i + w = k 1 (or k 2 ) true (see Fig.8 ). Parameter
with p = |(XY ) * |, and there are three constants k, k and k such that (1)
5) Matching Topcode-matrices:
We show some connections between two Topcode-matrices here. Let X 0 = {0, d, 2d, . . . , (q − 1)d}. The set S * contains all different elements in a vector (or collection) S, T code is defined in Definition 4 hereafter.
Matching-1 If two Topcode-matrices
is called a matching of image Topcodematrices, and T t code a mirror-image of T 3−t code with t = 1, 2.
, and each T k code is a ε-Topcodematrix, then T code is called an multiple matching Topcodematrix. 6 ) Directed Topcode-matrices: In Fig.9 , − → T is a directed Topsnut-gpw, and it corresponds a directed Topcode-matrix A( − → T ). In directed graph theory, the out-degree is denoted by "+", and the in-degree is denoted by "−". So, We show the definition of a directed Topcode-matrix as follows:
where v-vector X = (x 1 x 2 · · · x q ), v-vector Y = (y 1 y 2 · · · y q ) and di-e-vector − → E = (e 1 e 2 · · · e q ), such that each e i has its head x i and its tail
The study of directed graphs is not more than that of non-directed graphs, although directed graphs are useful and powerful in real applications (Ref. [5] ). It may be interesting to apply directed Topcode-matrices to Graph Networks and Graph Neural Networks.
7) Pan-Topcode-matrices with elements are not numbers:
We consider some particular Topcode-matrices having elements being sets, Hanzis, graphs, groups and so on. Let
. We set (P X P Y ) * to be the set of different elements of the union set P X ∪ P Y , P * E to be the set of different elements of the vector P E .
Sets:
, then T pcode is called a graceful intersection total set-Topcode-matrix.
(Set-5) A set-intersecting rainbow Topcode-matrix C is shown in Fig.10 , and it corresponds a tree H with a set col- [1, 2] , . . . , [1, 13] [1, 2] , . . . , [1, 12] }. Similarly, we can have a set-union rainbow Topcode-matrix by defining h(uv) = h(u) ∪ h(v). 
It is easy to see such examples, for instance, all Topcode-matrices of Topmatrix-i, Parameter-j and Matchingk are distinguishing.
Groups: Topcode + -matrix groups and Topcode − -matrix groups are defined by the additive v-operation "⊕" defined in (19) and (20) and the subtractive v-operation " " defined in (25) and (26), respectively. See a Topcode + -matrix group shown in Fig.17 , and an every-zero graphic group shown in Fig.18 .
Suppose that {F n (H); ⊕} is an every-zero graphic group based on F n (H) = {H i : i ∈ [1, n]} with n ≥ q (n ≥ 2q − 1) and the additive operation "⊕", and moreover {F n (H); } is an every-zero graphic group based on the subtractive operation " ".
Gcond-1.
We have (Group-1) A pan-Topcode-matrix T pcode is called an egraceful group Topcode + -matrix if Gcond-1, Gcond-3 and Gcond-5 hold true.
(Group-2) A pan-Topcode-matrix T pcode is called an eodd-graceful group Topcode + -matrix if Gcond-1, Gcond-4 and Gcond-5 hold true.
(Group-3) A pan-Topcode-matrix T pcode is called an egraceful group Topcode − -matrix if Gcond-1, Gcond-3 and Gcond-6 hold true.
(Group-4) A pan-Topcode-matrix T pcode is called an eodd-graceful group Topcode − -matrix if Gcond-1, Gcond-4 and Gcond-6 hold true.
(Group-5) An e-graceful group Topcode + -matrix T pcode is called a ve-graceful group Topcode + -matrix if Gcond-7 holds true.
(Group-6) An e-odd-graceful group Topcode + -matrix T pcode is called a ve-odd-graceful group Topcode + -matrix if Gcond-8 holds true.
(Group-7) An e-graceful group Topcode − -matrix T pcode is called a ve-graceful group Topcode − -matrix if Gcond-7 holds true.
(Group-8) An e-odd-graceful group Topcode − -matrix T pcode is called a ve-odd-graceful group Topcode − -matrix if Gcond-8 holds true.
(Group-9) A Topcode-matrix T pcode is called a set-ordered group Topcode-matrix if Gcond-1, Gcond-2 and Gcond-9 hold true.
(Group-10) An -matrix T pcode is called a set-ordered εmatrix if Gcond-9 holds true, where ε ∈ {e-graceful group Topcode + , e-odd-graceful group Topcode + , ve-graceful group Topcode + , ve-odd-graceful group Topcode + , e-graceful group Topcode − , e-odd-graceful group Topcode − , ve-graceful group Topcode − , ve-odd-graceful group Topcode − }.
Remark 1.
(1) Since each every-zero graphic group {F n (H); ⊕} corresponds an every-zero Topcode-matrix group {F n (T code (H)); ⊕}, we can define various ε-matrix T pcode based on every-zero Topcode-matrix groups, where ε ∈ {e-graceful matrix-group Topcode + , e-odd-graceful matrixgroup Topcode + , ve-graceful matrix-group Topcode + , veodd-graceful matrix-group Topcode + , e-graceful matrixgroup Topcode − , e-odd-graceful matrix-group Topcode − , ve-graceful matrix-group Topcode − , ve-odd-graceful matrixgroup Topcode − }.
(2) Since each every-zero number string group can be derived from Topcode-matrices of Topsnut-gpws, similarly, we can make various ε-matrix T pcode based on everyzero number string groups, where ε ∈ {e-graceful stringgroup Topcode + , e-odd-graceful string-group Topcode + , vegraceful string-group Topcode + , ve-odd-graceful string-group Topcode + , e-graceful string-group Topcode − , e-odd-graceful string-group Topcode − , ve-graceful string-group Topcode − , ve-odd-graceful string-group Topcode − }.
(3) It is possible to define more pan-Topcode-matrices T pcode by simulating labelling/coloring of graph theory.
Remark 2. Definition 4 enables us to define the following concepts:
Def-1. A Topsnut-gpw is defined by a no-colored (p, q)graph G and an evaluated Topcode-matrix T code defined in Definition 4 such that G can be evaluated by T code .
, then we say the Topcode-matrix T code to be graphicable.
Def-3. A Topcode-matrix T code defined in Definition 4 is an ε-Topcode-matrix and graphicable, and G is a graph derived from T code . If the vertex number of G holds |V (G)| > |(XY ) * | true, we say T code is a splitting ε-Topcode-matrix. For example, T code is a splitting graceful Topcode-matrix, or a splitting odd-edge-magic total Topcode-matrix, etc..
The problem of a Topcode-matrix T code defined in Definition 4 to be graphicable is one of degree sequence of graph theory. In particular, we have the following graphicable results:
Let (XY ) * = {u 1 , u 2 , . . . , u p }, and each number u i appears d i times in T code . We present the famous Erdös-Gallai degree sequence theorem (Ref. [6] ) as follows:
to be the degree sequence of a certain graph G of order p if p i=1 d i is even and satisfies the following inequality
. . , u n } is adjacent to at most d i or k vertices of V 1 . Therefore, we get the desired inequality (6) .
Furthermore, Erdös and Gallai, in 1960, have shown that this necessary condition is also sufficient for the sequence d to be graphic [6] . The sufficient proof can be found in Chapter Six of "Graph Theory" written by Harary [4] . Theorem 7. If there is no x j = x i and y r = x i for j = i and r = i in T code defined in Definition 4, we call x i as a leaf of T code , and we delete x i , e i , y i from T code to obtain T 1 code which is a 3 × (q − 1)-order Topcode-matrix; and do such deletion operation to a leaf
If the deletion of all leaves of T code produces a Topcode-matrix T * code corresponding a path of graph theory, so T code is called a caterpillar Topcode-matrix.
Theorem 8. If the Topcode-matrix T * code obtained from T code defined in Definition 4 by deleting all leaves of T code , and T * code corresponds a caterpillar. Then we claim that T code corresponds a graph, called a lobster in graph theory.
B. Operations on Topcode-matrices
We show the following operations on Topcode-matrices:
(ii) Column-exchanging operation [15] . We exchange the positions of two columns (x i e i y i ) −1 and (x j e j y j ) −1 in T code defined in Definition 4, so we get another Topcodematrix T code . In mathematical symbol, the column-exchanging operation c (i,j) (T code ) = T code is defined by
c (i,j) (e 1 e 2 · · · e i · · · e j · · · e q ) = (e 1 e 2 · · · e j · · · e i · · · e q ), and c (i,j) (y 1 y 2 · · · y i · · · y j · · · y q ) = (y 1 y 2 · · · y j · · · y i · · · y q ).
(iii) XY-exchanging operation [15] . We exchange the positions of x i and y i of the ith column of T code defined in Definition 4 by an XY-exchanging operation l (i) defined as:
and
the resultant matrix is denoted as l (i) (T code ). Now, we do a series of column-exchanging operations c (i k ,j k ) with k ∈ [1, a], and a series of XY-exchanging operations l (is) with s ∈ [1, b] to a Topcode-matrix T code defined in Definition 4, the resultant Topcode-matrix is written by C (c,l)(a,b) (T code ).
Lemma 9. Suppose T code and T code are defined in Definition 4 and grapgicable, a graph G corresponds to T code and another graph H corresponds to T code . If
then two graphs G and H may be or not be isomorphic to each other.
See some examples shown in Fig.1 for understanding Lemma 9, in which six Topsnut-gpws (a)-(f) correspond the same Topcode-matrix, although they are not isomorphic to each other.
Under the XY-exchanging operation and the columnexchanging operation, a colored graph G has its own standard
, since there exists no case x j = y j . Thereby, this graph G has m standard Topcode-matrices if it admits m different colorings/labellings of graphs in graph theory.
(iv) * Union-addition operation. A single matrix X is defined as
Thereby, we define an operation, called union-addition operation and denoted as , between matrices
We have a Topcode-matrix union as follows
by the union-addition operation, where A = m i=1 q i . Clearly,
Theorem 10 provides us techniques for constructing new Topsnut-gpws and new combinatorial labellings.
a Topsnut-gpw and an authentication for the private keys T 1 code , T 2 code , . . . , T m code . (ii) Suppose that each Topsnut-gpw G i having the Topcodematrix T i code admits a graph labelling/coloring f i with i ∈ [1, m], then G admits a graph labelling/coloring made by a combinatorial coloring/labelling f = m i=1 f i . We present an example shown in Fig.11 for illustrating the above techniques, where G = 4 i=1 G i , where G 1 admits a pan-graceful labelling f 1 making a pan-graceful Topcodematrix T code (G 1 ); G 2 admits a graceful labelling f 2 making a graceful Topcode-matrix T code (G 2 ); G 3 admits an oddgraceful labelling f 3 making an odd-graceful Topcode-matrix T code (G 3 ); G 4 admits an odd-edge-magic total labelling f 4 making an odd-edge-magic total Topcode-matrix T code (G 4 ). Thereby, G admits a combinatorial labelling f = 4 i=1 f i , and corresponds a Topcode-matrix 4 i=1 T code (G i ). Observe the Topsnut-gpw G shown in Fig.11 carefully, we can discover a difficult problem: Splitting G into the original Topsnut-gpws G 1 , G 3 , G 3 , G 4 is not easy, even impossible as if the size of G is quite large, that is, G has thousand and thousand vertices and edges. So, it is good for producing Topsnut-gpws having high-level security as desired, but it is very difficult for attacking our Topsnut-gpws, in other words, our Topsnut-gpws are certainly computational security. 
1) Popular operations from sets:
For a Topcode-matrix
, as well as W ij = {w s = (x s e s y s ) −1 : w s is in both A i and B j }, we can define the subtractive operation as A i \ B j containing no any w s ∈ W ij and no any (x j e j y j ) −1 in B j ; similarly, the subtractive operation as B j \ A i containing no any w s ∈ W ij and no any (x i e i y i ) −1 in A i ; the union operation as A i ∪ B j containing each element of W ij , A i \ B j and B j \ A i ; and the intersection operation 
C. Splitting operations
For investigation of splitting G into the original Topsnutgpws G 1 , G 3 , G 3 , G 4 above Fig.11 , we present a group of splitting operations, coincident operations and contracting operations as follows:
Op-1. A half-edge split operation is defined by deleting the edge xw, and then splitting the vertex x into two vertices x , x and joining x with these vertices w, u 1 , u 2 , . . . , u i , and finally joining x with these vertices w, v 1 , v 2 , . . . , v j . The resultant graph is denoted as G ∧ 1/2 xw, named as a halfedge split graph, and N ei (x ) ∩ N ei (x ) = {w} in H. (see Fig.12 ) Op-2. A half-edge coincident operation is defined as:
, that is, delete one multiple edge. The resultant graph is denoted as G(x w x w), called a halfedge coincident graph. (see Fig.12 )
Op-3. [20] A vertex-split operation is defined in the way: Split x into two vertices x , x such that N ei (x ) = {w, u 1 , u 2 , . . . , u i } and N ei (x ) = {v 1 , v 2 , . . . , v j } with N ei (x ) ∩ N ei (x ) = ∅; the resultant graph is written as G∧x, named as a vertex-split graph. (see Fig.13 
Op-4. [20] A vertex-coincident operation is defined by coinciding two vertices x and x in to one x = (x , x ) such that N ei (x) = N ei (x ) ∪ N ei (x ); the resultant graph is written as G(x x ), called a vertex-coincident graph. (see Fig.13 from (b) to (a))
Op-5. [20] An edge-split operation is defined as: Split the edge xw into two edges x w and x w such w k+1 that Fig.13 from (c) to (d))
Op-6. Op-8. [6] In Fig.14, an edge-subdivided operation is defined in the way: Split the vertex w into two vertices x, y, and join x with y by a new edge xy, such that
The resultant graph is denoted as G w, called an edge-subdivided graph. We, for understanding vertex-splitting Topcode-matrices, show examples shown in Fig.15 . The Topcode-matrix A shown in (1) can be v-split into A = A 11 A 12 (see Fig.15 (a) ), and A = A 21 A 22 (see Fig.15 (b) ), where (a-1) and (b-1) are graphical illustration of doing vertex-splitting operations on the Topcode-matrix A. Again we consider do edge-splitting operations on Topcodematrices. In Fig.16 , we implement an half-edge-splitting operation to the e = 7 of the Topcode-matrix A shown in (1), the resultant Topcode-matrix is denoted as A ∧ 1/2 {7} = A 31 (see Fig.16 (c) ), and moreover we do an edge-splitting operation to the e = 7 of the Topcode-matrix A shown in (1), the resultant T[opcode-matrix is denoted as A∧{7} = A 41 A 42 (see Fig.16  (d) ). We use two Topsnut-gpws (c-1) and (d-1) to explain the edge-splitting operation to the Topcode-matrix A.
We are ready to present the following definitions of connectivity on Topcode-matrices:
Definition 7. * Let T code be a Topcode-matrix defined in Definition 4. If there exists a number w i that is the common end of e i1 , e i2 , . . . , e im of E with i m ≥ 2 such that there are two sub-Topcode-matrices T code and T code of T code hold e i1 , e i2 , . . . , e i k are in T code with i k ≥ 1, and e i k +1 , e i k +2 , . . . , e im are in T code with i m − (i k + 1) ≥ 1, and T code = T code T code . We call the process of obtaining T code = T code T code as a v-splitting operation on Topcodematrices, and particularly write
Let {w 1 , w 2 , . . . , w n } = {w i } n 1 ⊂ (XY ) * of T code defined in Definition 4, and w i be the common end of e i1 , e i2 , . . . , e im in E with i m ≥ 2 for i ∈ [1, n]. Based on Definition 7, we do a series of v-splitting operations to each of {w i } n 1 , the resultant Topcode-matrix is denoted as:
If T code and each T j code with j ∈ [1, m] are connected, we call T code ∧ {w i } n 1 to be n-connected, and moreover, the smallest number k of n for which T code ∧ {w i } n 1 is n-connected is denoted as κ(T code ) = k, and we say that T code is the v-kcode connectivity.
Definition 8. * Let T code be a Topcode-matrix defined in Definition 4, and let e i ∈ E * . Doing a v-splitting operation to one end x i of e i and adding (x i e i y i ) −1 produces
We call this process a half-e-splitting operation, it splits e i into e i and e i such that both e i and e i have a common end y i . 2
See an example of the half-e-splitting operation shown in Fig.16 (c) and (c-1).
Definition 9. * Let T code be a Topcode-matrix defined in Definition 4, and let e i ∈ E * . Doing two v-splitting operations to the ends x i , y i of e i produces two sub-Topcode-matrices T 1 code and T 2 code of T code such that T code = T 1 code T 2 code , and e i is in T 1 code and not in T 2 code , but x i , y i are in both T 1 code and T 2 code . We add (x i e i y i ) −1 to T 2 code to form a new Topcodematrix T * code = T 2 code (x i e i y i ) −1 . This process is called an e-splitting operation, it splits e i into e i and e i such that
An example for understanding e-splitting operation is shown in Fig.16 (d) and (d-1) . Let {e i1 , e i2 , . . . , e in } = {e ij } n 1 ⊂ E * of T code , we do a series of e-splitting operations to each of {e ij } n 1 , the resultant Topcode-matrix is denoted as:
If T code and each T s code with s ∈ [1, r] are connected, we call T code ∧{e ij } n 1 to be m-e-connected, and moreover, the smallest number k of m for which T code ∧ {e ij } n 1 is k-e-connected is denoted as κ (T code ) = k, and we say that T code is the e-kcode connectivity.
D. Topcode + -matrix groups based on the additive v-operation
We define another operation between the Topcode-matrices T 1 code , T 2 code , . . . , T m code in this subsection. For a fixed positive integer k, if there exists a constant M , such that
where
code , T 2 code , . . . , T m code }. Then we say (19)+( 20) to be an additive v-operation on F m , and we write this operation by "⊕", and we have a matrix equation 8  10  12  14  12  18  18  14  18  18   17  15  13  11  9  7  7  5  3  1   1  1  1  1  5  1  1  7 Two Topcode-matrices for understanding edge-splitting Topcode-matrices. based on the zero T k code and λ = i + j − k ( mod M ). By the additive v-operation defined in (19) and (20), if we have (i) Every-zero. Each element T k code can be regarded as the zero such that each
(ii) Closure and uniqueness.
(iv) Associative law.
Then we call F m to be an every-zero additive associative Topcode-matrix group (Topcode + -matrix group for short), denoted as {F m ; ⊕ k }. In general, we write "⊕" to replace "⊕ k " if there is no confusion, An every-zero additive associative Topcode + -matrix group {F m ; ⊕} is shown in Fig.17 , where the additive v-operation "⊕" is defined in the equations (19) and (20) . Moreover, if each Topcode-matrix in an every-zero additive associative Topcode + -matrix group {F m ; ⊕} is graphicable with a graph G, we call {F m ; ⊕} an every-zero graph group and rewrite {F m ; ⊕} = {F m (G); ⊕}, see an example shown in Fig.18 .
E. Number string groups
According to the Topcode-matrices T 1 , T 2 , T 3 , T 4 , T 5 , T 6 shown in Fig.17 and the rule Vo-1 shown in Fig.19 , we can write six TB-paws as follows by the formula below
} forms an everyzero number string group {G 6 ; ⊕} based on the additive v-operation ⊕ defined in the equations (19) and (20). For example, we select randomly T b (T 3 ) as the zero, and write [w a,j +w b,j −w 3,j ] ( mod 6) = w λ,j with λ = a+b−3 ( mod 6) in the following verification:
,j (mod 6) and y 1,j + y 2,j − y 3,j = y 6,j (mod 6) with j ∈ [1, 5] .
(
2,j (mod 6) and y 1,j + y 4,j − y 3,j = y 2,j (mod 6) with j ∈ [1, 5] .
3,j (mod 6) and y 1,j + y 5,j − y 3,j = y 3,j (mod 6) with j ∈ [1, 5] . 4 ): x 1,j + x 6,j − x 3,j = x 4,j (mod 6) and y 1,j + y 6,j − y 3,j = y 4,j (mod 6) with j ∈ [1, 5] . 6) and y 2,j + y 4,j − y 3,j = y 3,j (mod 6) with j ∈ [1, 5] . 6) and y 2,j + y 5,j − y 3,j = y 4,j (mod 6) with j ∈ [1, 5] . 6) and y 2,j + y 5,j − y 3,j = y 5,j (mod 6) with j ∈ [1, 5] . 6) and y 4,j + y 5,j − y 3,j = y 6,j (mod 6) with j ∈ [1, 5] . 6) and y 5,j + y 6,j − y 3,j = y 2,j (mod 6) with j ∈ [1, 5] .
Thereby, we claim that the set G 6 is an every-zero number string group. It is not hard to obtain the algorithms for writing string groups from the rules shown in Fig.19 on matrix groups. But, there is no general way for random actions of writing string groups on matrix groups.
1) A technique for making number string groups:
We starting this technique from an initial number string S 1 = x 1 1 x 1 2 · · · x 1 n , where each x 1 i is a non-negative integer with i ∈ [1, n]. We select randomly x 1 k1 , x 1 k2 , . . . , x 1 km from S 1 , call them active numbers, and then make number string S i = x i 1 x i 2 · · · x i n , such that
with 2 ≤ i. So, we get a set I M = {S 1 , S 2 , . . . , S M }. It is not hard to prove that I M forms an every-zero number string group by selecting randomly a zero S k and do the additive v-operation defined in the equations (19) and (20) to I M , that is, S i ⊕ k S j = S λ defined by the following operation
. . , k m }. Hence, we get an every-zero number string group {I M ; ⊕}.
The above technique of constructing every-zero number string groups contains probability. On the other hands, number string groups are easily used to encrypting different communities of a dynamic network at distinct time step, since we can make the groups mentioned here to some graphs, so it is called graph networking groups.
2) Exchanging operations on number strings:
Let T b (T code ) be a number string generated from a Topcodematrix T code defined in Definition 4. So, we have another Topcode-matrix T * code = C (c,l)(a,b) (T code ) by doing a series of column-exchanging operations c (i k ,j k ) with k ∈ [1, a] and a series of XY-exchanging operations l (is) with s ∈ [1, b] to the Topcode-matrix T code . Thereby, the number string T b (T code ) is changed by the operation C (c,l)(a,b) , the resultant number string is denoted as C (c,l)(a,b) (T b (T code )). Thereby, we can do the exchanging operations to an every-zero number string group
F. Topcode − -matrix groups defined by the subtractive voperation
Then two equations (25) and (26) 
Thereby, we get an every-zero subtractive Topcode-matrix group (Topcode − -matrix group) {F m ; } based on the subtractive v-operation defined in the equations (25) and (26).
Similarly, there are number string groups or graphic groups made by the subtractive v-operation. Other groups can be obtained by one of two equations (25) and (26), or one of two equations (19) and (20) , such that a general matrix group U m = {M (a r i,j ) m×n : r ∈ [1, m]} holds true, where M (a r i,j ) m×n is defined in (27).
III. TECHNIQUES FOR PRODUCING TEXT-BASE CODES
In this section we introduce basic techniques for producing TB-paws from Topcode-matrices and Topsnut-matrices of Topsnut-gpws. As mentioned in the previous sections, the TB-paws made from those Topsnut-matrices can not rebuild up the original Topsnut-gpws, since Topsnut-gpws consist of topological structures and Topcode-matrices, but TB-paws are not related with topological structures.
A. Basic rules for finding continuous fold lines
Some basic rules shown in Fig.19 can be formed as algorithms. In general, we have a matrix M (a i,j ) m×n defined as:
M (a i,j ) m×n =     a 1,1 a 1,2 · · · a 1,n a 2,1 a 2,2 · · · a 2,n · · · · · · · · · · · · a m,1 a m,2 · · · a m,n     (27) Fig. 19 . Basic rules (also, adjacent TB-paw lines) for producing TBpaws from Topsnut-matrices, Topcode-matrices and Hanzi-GB2312-80 matrices.
Based on the matrix (27), the rule Vo-1 pictured in Fig.19 enables us to write out a TB-paw T e b (M (a i,j ) m×n ) = a 1,1 a 1,2 · · · a 1,n a 2,n a 2,n−1 · · · a 2,2 a 2,1 a 3,1 a 3,2 · · · a 3,n a 4,n a 4,n−1 · · · a 4,2 a 4,1 a 5,1 a 5,2 · · · a 5,n−1 a 5,n · · · · · · · · · a m−1,1 a m−1,2 · · · a m−1,n a m,n a m,n−1 · · · a m,2 a m,1 (28) as m is even, and furthermore we have another TB-paw T o b (M (a i,j ) m×n ) = a 1,1 a 1,2 · · · a 1,n a 2,n a 2,n−1 · · · a 2,2 a 2,1 a 3,1 a 3,2 · · · a 3,n a 4,n a 4,n−1 · · · a 4,2 a 4,1 a 5,1 a 5,2 · · · a 5,n−1 a 5,n · · · · · · · · · a m,1 a m,2 · · · a m,n (29) as m is odd. We can write a TB-paw line
where (x 1 , y 1 ) is the initial point, (x mn , y mn ) the terminal point in xOy-plane, and (x i , y i ) = (x j , y j ) if i = j. We have some particular TB-paw lines as:
(1) An adjacent TB-paw line L shown in (30) has: Two consecutive points (x i , y i )(x i+1 , y i+1 ) hold one of |y i −y i+1 | = 1 and |x i − x i+1 | = 1 (see Fig.20(a) ).
(2) A closed adjacent TB-paw line is an adjacent TB-paw line with both the initial point and the terminal point are a point (see Fig.20(b) ).
(3) A closed TB-paw line such that each point of the line is both the initial point and the terminal point (see Fig.20(c) ). Fig.19 can be written into algorithms of polynomial times.
(2) TB-paws made from the matrix (27) corresponds a question, called "Finding all total TB-paw lines in a lattice P m × P n for deriving TB-paws from matrices" stated exactly as: Let P m × P n be a lattice in xOy-plane. There are points (i, j) on the lattice P m × P n with i ∈ [1, m] and j ∈ [1, n] . If a fold-line L with initial point (a, b) and terminal point (c, d) on P m × P n is internally disjoint and contains all points (i, j) of P m × P n , and each point (i, j) appears in L once only, we call L a total TB-paw line. We hope to find all possible total TB-paw lines of P m × P n . Also, we can consider that L consists of L 1 , L 2 , . . . , L m with m ≥ 2.
(3) There are random TB-paw lines based on probabilistic methods for deriving probabilistic TB-paws.
B. Topsnut-and Topcode-matrices related with graphs 1) Topcode-matrices from public keys and private keys:
Since a Topsnut-gpw G can be split into two parts: one is a public key G pub and another one is a private key G pri , such that G = G 1 ∪ G 2 is an authentication, see an example shown in Fig.21 for understanding this concept. Thereby, we have a Topsnut-matrix
made by two Topsnut-matrices A vev (G pub ) and A vev (G pri ).
On the other hands, these Topsnut-matrices are just three e-valued Topcode-matrices T code (G), T code (G pub ) and
T code (G pri ). In general, we, according to the matrix equation (10) , can write a Topcode-matrix T code defined in Definition 4 in the following form
where each T i code can be regarded as a public key or a private key to an authentication T code . pub pri Fig. 21 .
A public key G pub and a private key Gpri can be certified successfully by an authentication G shown in Fig.11 , that is, G = G pub ∪ Gpri, where the set {0, 1, 3, 4, 5, 6, 7, 12, 13, 14} is the common boundaries of G pub and Gpri.
2) Complementary Topcode-matrices:
Let T code = (X E Y ) −1 and T code = (X E Y ) −1 be two Topcodematrices.
A Topcode-matrix T code defined in Definition 4 is bipartite if each graph corresponding T code has no odd-cycle.
We say T code to be a complementary Topcode-matrix of a Topcode-matrix T code if T code T code holds E * ∩ E * = ∅ and corresponds a complete graph K n with (XY ) * = (XY ) * and n = |(XY ) * |. See some examples shown in Fig.22 and 23 .
3) Twin odd-graceful Topcode-matrices:
As known, an odd-graceful Topcode-matrix Fig.24 ).
4) Topcode-matrices of line Topsnut-gpws:
We show the line graphs in Fig.25 . For i ∈ [1, 6] , each line Topsnutgpw G im is the line graph of the Topsnut-gpw G i shown in Fig.18 . It is not hard to write the Topcode-matrices of these line Topsnut-gpws. Furthermore, (G i , G im ) is a Topsnut-gpw matching, or an encrypting authentication.
A graceful Topcode-matrix T code corresponds a graceful graph G, and another graceful Topcode-matrix T L code corresponds another graceful graph H. We call (T code , T L code ) to be double graceful if H is the line graph of G.
5) Various H-complementary matchings based on Topcodematrices:
Let G be a connected graph having two proper subgraphs H 1 and H 2 with |V (H i )| ≥ 2 and |E(H i )| ≥ 1 for i = 1, 2. We have: 1  1  3  3  9  1  5   13  11  9  7  5  3  1   14  12  12  10  4  4  4 2 code T Fig. 24 . Twin odd-graceful Topcode-matrices (T code , T k code ) with k ∈ [1, 6] . 
IV. PAN-MATRICES
A pan-matrix has its own elements from a set Z, for instance, Z is a letter set, or a Hanzi (Chinese characters) set, or a graph set, or a poem set, or a music set, even a picture set, etc.. In this section, we will discuss pan-matrices made by Hanzi, or Chinese idioms.
A. Hanzi-matrices
"Chinese character" is abbreviated as "Hanzi" hereafter, and we use the Chinese code GB2312-80 in [13] to express a Hanzi, and write this Hanzi as H abcd , where abcd is a Chinese code in [13] . 
where each Chinese code a i b i c i d i is defined in [13] . 2
See two Hanzi-GB2312-80 matrices shown in Fig.32 . Another Hanzi-GB2312-80 matrix is as follows: by Chinese code of Chinese dictionary, see Fig.26 (a) .
B. Adjacent ve-value matrices
An adjacent ve-value matrix A(G) = (a i,j ) (p+1)×(p+1) is defined on a colored (p, q)-graph G with a coloring/labelling g : V (G) ∪ E(G) → [a, b] for V (G) = {x 1 , x 2 , . . . , x p } in the way:
(i) a 1,1 = 0, a 1,j+1 = g(x j ) with j ∈ [1, p], and a k+1,
The Tosnut-gpw G 2 shown in Fig.11 has its own adjacent ve-value matrix A(G 2 ) shown in Fig.27 .
According to a red line L under the adjacent ve-value matrix A(G 2 ) shown in Fig.27(a) , we can write a TB-paw
345600000006543012000210 and another TB-paw is obtained along a red line L under the adjacent ve-value matrix A (G 2 ) shown in Fig.27 (b) .
We have a matrix set {A(G 2 ; k) : k ∈ [1, 7]} with A(G 2 ; 1) = A(G 2 ) shown in Fig.27(a) , and each matrix A(G 2 ; k) = (a k i,j ) 7×7 holds a k i,j = k + a 1 i,j (mod 7) with k ∈ [1, 7] , and we can use {A(G 2 ; k) : k ∈ [1, 7]} to form an every-zero additive associative Topcode + -matrix group by the additive voperation defined in the equations (19) and (20) . Correspondingly, each A(G 2 ; k) derives a TB-paw T k b (A(G 2 )) along the red line L under the adjacent ve-value matrix A(G 2 ) shown in Fig.27(a) , so the number string set {T k b (A(G 2 )) : k ∈ [1, 7]}, also, forms an every-zero additive associative number string group by the additive v-operation.
By an adjacency ve-value matrix A (1) (H 4043 ) shown in Fig.28, we T b (22) , where T b (21) = 86885874008108250810818100 and T b (22) = 0084083. In this example, we have shown a technique based on adjacent ve-value matrices for producing TBpaws by Hanzis, and it is possible to generalize this technique to be other more complex cases.
C. Linear system of Hanzi equations
Let us see an example shown in Fig.29 and Fig.30 . Using a Hanzi-string T = H 4476 H 4734 H 4662 H 4311 (it is a Chinese idiom), we set up a Hanzi-GB2312-80 matrix (also, coefficient matrix) A(T ) shown in Fig.29 , and get a system Y = A(T )X of linear Hanzi equations. Next, we put x 1 , x 2 , x 3 , x 4 into X with x 1 = 2, x 2 = 0, x 3 = 1, x 4 = 6 of a Hanzi H 2016 from [13] , and then solve another Hanzi H 6532 by the system Y = A(T )X, and moreover Y = X when A(T ) is the unit matrix, and X = A −1 (T )Y as if the determinant |A(T )| = 0. In Fig.30 , we have 
Finally, we get a matrix equation by the union-addition operation " " as: Fig.31 . From these two sentences C pub and C pri , we get two TB-paws
Clearly, for a fixed public key C pub , we may have many private keys C pri from different Hanzi-GB2312-80 matrices. We generalize the matrix equation (38) by setting matrices
and (a i,j ) 4×4 with 0 ≤ a i,j ≤ 9, such that X 4×m = m i=1 X i and Y 4×m = m i=1 Y i . We define the dot product y i,j of two vectors (a i,1 a i,2 a i,3 a i, 4 ) and (x j,1 x j,2 x j,3 x j,4 ) −1 as y i,j = (a i,1 a i,2 a i,3 a i, 4 ) • (x j,1 x j,2 x j,3 x j,4 ) −1 = a i,1 x j,1 + a i,2 x j,2 + a i,3 x j,3 + a i,4 x j,4 (mod 10), so we get a matrix equation below
where Y 4×m is an unknown matrix, (a i,j ) 4×4 is a coefficient matrix and X 4×m is a known matrix.
D. Equations based on Hanzi-matrices
We define another type of Hanzi-matrices as follows: [13] , and
where Y j = (x j y j z j w j ) −1 with j ∈ [1, n] corresponds a Hanzi H xj yj zj wj in [13] . Thereby, we define
where A r×c han = (α i,j ) m×n and "(•)" is an abstract operation. We define two operations that differ from the additive voperation defined in (19) and (20): (i) Multiplication "•" on components of two vectors. We define
where a k,j = a k · x j (mod 10), b k,j = b k · y j (mod 10), c k,j = c k · z j (mod 10) and d k,j = d k · w j (mod 10) . So A r•c han = A r han • A c han (see an example shown in Fig.32 and Fig.33 ).
(ii) Addition "⊕" on components of two vectors. We define
where α k,j = a k + x j (mod 10), β k,j = b k + y j (mod 10), γ k,j = c m +z j ( mod 10) and δ k,j = d k +w j ( mod 10) , that is A r⊕c han = A r han ⊕ A c han (see an example shown in Fig.32 and Fig.33 Observe Fig.33 , there are several "?" in two matrices A r•c han = (α i,j ) 3×5 and A r⊕c han = (α i,j ) 3×5 , since no Hanzi with Chinese codes in [13] corresponds to these "?".
Thereby, each element of the matrix A r•c han = (α i,j ) m×n (or A r⊕c han = (α i,j ) m×n ) is a number of four bytes which corresponds a Hanzi in [13] , so we call A r•c han = (α i,j ) m×n (or A r⊕c han ) a Hanzi-matrix. On the other hands, we can regard A r•c han = (α i,j ) m×n (or A r⊕c han ) as an authentication for the public key A r han and the private key A c han . If we have an encoding of Chinese characters, which contains 10 4 different Chinese characters, then our Hanzi-matrices contain no "?". E. Matrices with elements to be graphs or Topsnut-gpws
1) Coefficient matrices are number matrices:
A graphmatrix is one with every element to be a graph or a Topsnutgpw. Let A coe =     a 1,1 a 1,2 · · · a 1,n a 2,1 a 2,2 · · · a 2,n · · · · · · · · · · · · a m,1 a m,2 · · · a m,n     (45) and two graph vectors Y (H) = (H 1 H 2 · · · H m ) −1 and X(G) = (G 1 G 2 · · · G n ) −1 , where G i and H j are colored graphs with i ∈ [1, n] and j ∈ [1, m] . We have a system of graph equations
with H i = n j=1 a i,j G j , where " " is the union operation on graphs of graph theory, and a i,j G j is a disconnected graph having a i,j components that are isomorphic to G i , that is
a 1,2 · · · a 1,n a 2,1 a 2,2 · · · a 2,n · · · · · · · · · · · · a m,1 a m,2 · · · am,n
2) Coefficient matrices have elements being graphs: We define a graph coefficient matrix A graph by
and two graph vectors Y (L) = (L 1 L 2 · · · L p ) −1 and X(T ) = (T 1 T 2 · · · T q ) −1 , where T i and L j are colored graphs with i ∈ [1, q] and j ∈ [1, p] . Thereby, we have a system of graph equations
with L i = q j=1 [G i,j ( * )T j ], where "( * )" is a graph operation on colored graphs in graph theory (Ref. [5] , [6] ).
3) Topcode-matrices with variables:
We show such a matrix in Fig.36, and 
4) Topcode-matrices from analytic Hanzis:
In Fig.37 A T 4585 Fig. 37 . A Hanzi H4585 and its analytic graph, as well as its Topcodematrix with elements to be numbers and coordinates in xOy-plane cited from [17] .
5) Dynamic
Topcode-matrices from dynamic networks: Let N (t) be a dynamic network at time step t. Thereby, N (t) has an its own dynamic Topcode-matrix T code (N (t)) at each time step t, where T code (N (t)) = (X(t) E(t) Y (t)) −1 with X(t) = (x t 1 x t 2 · · · x t q(t) ), E(t) = (e t 1 e t 2 · · · e t q(t) ) and Y (t) = (y t 1 y t 2 · · · y t q(t) ). Conversely, T code (N (t)) may corresponds two or more dynamic networks at time step t, and these dynamic networks match each other (Ref. [2] ). Obviously, there are interesting topics on dynamic Topcodematrices.
V. CONNECTIONS BETWEEN MATRICES AND GROUPS
As to answer "What applications do Topcode-matrices have?" proposed in the previous section, we will try to join our matrices by graphical methods in this section. Conversely, some contents are colored/labelled graphs with the matrices introduced here. We will deal with these two problems: Label a graph H by the elements of a graph group {F (G); ⊕} = {G x,i , G e,j , G y,k : 1 ≤ i, j, k ≤ q}, conversely, the graph H is made by the graph group {F (G); ⊕}. Thereby, we get H's Topcode-matrix as follows
where three graph vectors G X = (G x,1 G x,2 · · · G x,q ), G E = (G e,1 G e,2 · · · G e,q ) and G Y = (G y,1 G y,2 · · · G y,q ). We say M atrix (H) to be graphicable.
A. Connections between particular Topcode-matrices
Theorem 11. A Topcode-matrix T code Definition 4 and corresponding a tree is a set-ordered graceful Topcode-matrix if and only if it is equivalent with (1) a set-ordered odd-graceful Topcode-matrix.
(2) a set-ordered edge-magic total Topcode-matrix.
(3) a 6C-Topcode-matrix (resp. a 6C-odd-Topcode-matrix).
Proof. Let T code = (X E Y ) −1 3×q be a set-ordered graceful Topcode-matrix, where v-vector X = (x 1 x 2 · · · x q ) and vvector Y = (y 1 y 2 · · · y q ) hold max X < min Y true such that 1 ≤ e i = y i −x i ≤ q, and moreover E = (e 1 e 2 · · · e q ) = (1 2 · · · q). For the purpose of statement, we write {x k
By the property of a set-ordered graceful Topcode-matrix, we have (XY ) * = {x 1 , x 2 , . . . , x s } ∪ {y 1 , y 2 , . . . , y t } with s + t = p, and moreover 0 =
Proof of claim (1) . The proof of "if". We make a set-ordered odd-graceful Topcode-matrix
We claim that T 1 code is a set-ordered odd-graceful Topcode-matrix. Write this procedure as F 1 , so we have T 1 code = F 1 (T code ), a transformation on two Topcode-matrices.
The proof of "only if". Suppose that T 1 code = (
3×q is a set-ordered odd-graceful Topcode-matrix with
i must be even, and each y 1 i must be odd. We make a transformation f : x i = 1 2 x 1 i and y i = 1 2 (y 1 i + 1). Then we get x i = 1 2 x 1 i ∈ X = (x 1 x 2 · · · x q ) and y i = 1 2 (y 1 i + 1) ∈ Y = (y 1 y 2 · · · y q ), as well as
which means E = (1 2 · · · q), so T code = (X E Y ) −1 3×q is a set-ordered graceful Topcode-matrix.
Proof of claim (2) . Necessary. We have a matrix T 2 code = (X 2 E 2 Y 2 ) −1 3×q defined as:
a constant, so we claim that T 2 code to be a set-ordered edgemagic total Topcode-matrix (also, a super edge-magic total Topcode-matrix). Write this transformation as F 2 , so T 2 code = F 2 (T code ).
Sufficiency. Let T 2 code = (X 2 E 2 Y 2 ) −1 3×q be a set-ordered edge-magic total Topcode-matrix, and x 2 i +e 2 i +y 2 i = s+2p+2 for i ∈ [1, q] , and E 2 = [p + 1, p + q], where (X 2 Y 2 ) * is the set of all different numbers of X 2 and Y 2 , and (X 2 Y 2 ) * = {x 2 
and E * = [1, q] . Thereby, T code is a set-ordered graceful Topcode-matrix, as desired. 
which means E 3 = [p + 1, p + q].
(1) (e-magic) There exists a constant k such that e 3 i + |x 3 i − y 3 i | = k for i ∈ [1, q] . Solution. We have e 3 i + |x 3 i − y 3 i | = e q−i+1 + p + y i + 1 − (x i + 1) = e q−i+1 + p + e i = p + q + 1, since e i + e q−i+1 = q + 1.
(2) e 3 i = |x 3 j −y 3 j | or e 3 i = 2M −|x 3 j −y 3 j | for each i ∈ [1, q] and some j ∈ [1, q] , and M = θ(q, |(XY ) * |).
Solution. From > max E 3 , or max(X 3 Y 3 ) * < min E 3 , or (X 3 Y 3 ) * ⊆ E 3 , or E 3 ⊆ (X 3 Y 3 ) * , or (X 3 Y 3 ) * is an odd-set and E 3 is an even-set.
Solution. Clearly, max(X 3 Y 3 ) * = p < p + 1 = min E 3 . (5) (ve-matching) there exists a constant k such that each e 3 i ∈ E 3 matches with w ∈ (X 3 Y 3 ) * such that e 3 i + w = k , and each vertex x 3 i ∈ (X 3 Y 3 ) * matches with e 3 t ∈ E 3 such that x 3 i + e 3 t = k . Solution. Notice that (X 3 Y 3 ) * = [1, p], E 3 = [1, q]. Take w = e i , e 3 i + w = e q−i+1 + p + e i = q + 1 + p, also, we have w matches with e 3 t = e 3 i . (6) max X 3 < min Y 3 holds true. Solution. It is obvious, since x 3 i = x i + 1 < y 3 i = y i + 1. Write the above transformation as F 3 , we get T 3 code = F 3 (T code ).
The proof of "only if". Since a 6C-Topcode-matrix T 3 code = (X 3 E 3 Y 3 ) −1 3×q holds the facts shown in the proof of "if" above, so we, by (51) and (52), can set x i = x 3 i −1, y i = y 3 i −1, so (XY ) * = [0, p − 1] and e i = e 3 q−i+1 − p = e i + p − p, so E * = [1, q] ; and max X < min Y from x i = x 3 i − 1 < y 3 i − 1 = y i . Thereby, T 3 code is equivalent to a set-ordered graceful Topcode-matrix T code = (X E Y ) −1 3×q .
Observe the Tosnut-gpw G shown in Fig.39 , we can see there are two or more Tosnut-gpws like G based on different blue joining-edges, so we collect these Tosnut-gpws like G into a set N graph (G). It may be interesting to find some relationships between the graphs in N graph (G). By the similar method, we can show the following result:
Theorem 14. Given a tree T of n vertices and an everyzero Topcode + -matrix group {F 2n ; ⊕}, then T admits an eodd-graceful evaluated coloring on {F 2n ; ⊕}. Moreover, if T admits a set-ordered graceful labelling defined in Definition 1, then T admits a ve-odd-graceful evaluated coloring on {F 2n ; ⊕}. Fig. 39 . The underlying graph Hunder shown in Fig.38 is labelled with an every-zero graph group shown in Fig.18 to producing a Tosnutgpw G on gray rectangle, and G is equivalent to H shown in Fig.38 (a).
C. Overall security mechanism to networks
We can set up a protection mechanism to a colored network N (t) with a graph group {F p (G); ⊕} as follows: Each vertex w of N (t) has its own neighbor set N ei (w) = {w 1 , w 2 , . . . , w d }, where d = deg(w). If a vertex u out of N (t) will join with the vertex w of N (t) (i.e. u wants to visit w), then u must to get admitted permit per(w i ) of each vertex w i ∈ N ei (w) with i ∈ [1, d] . The set {per(w i ) : w i ∈ N ei (w)} is the key for the vertex u out of N (t) visiting the vertex w of N (t). We call the protection mechanism as an overall security mechanism of N (t).
The methods to realize our overall security mechanism to encrypt networks are:
(i) Encrypting the vertices and edges of a network by various groups introduced here, such as every-zero number string groups, every-zero Topcode + -matrix groups, everyzero Topcode − -matrix groups, pan-Topcode-matrix groups and graph groups (Abelian additive groups on Topsnut-gpws), and so on. Using the elements of a group encrypts the vertices and edges of a network.
(ii) If a graph set G(T code ), in which each graph has its Topcode-matrix T code , admits a connection between elements of G(T code ), so this connection and G(T code ) can be used to encrypt a network.
(iii) Use a group set F with its elements are various groups introduced here to encrypt a network N (t), any pair of two elements of F is equivalent to each other, such as equivalent Abelian additive groups on Topsnut-gpws.
VI. CONCLUSION AND DISCUSSION
Motivated from convenient, useful and powerful matrices used in computation and investigation of today's networks, we have introduced Topcode-matrices that differ from popular matrices applied in linear algebra and computer science. Topcodematrices can use numbers, letters, Chinese characters, sets, graphs, algebraic groups etc. as their elements. One important thing is that Topcode-matrices of numbers can derive easily number strings, since number strings are TB-paws used in information security. And we have obtained several operations on Topcode-matrices, especially, our additive operation and subtractive operation help us to build up every-zero Topcodematrix groups and every-zero number string groups, and so on.
Topsnut-matrices, Topcode-matrices, Hanzi-matrices, adjacency ve-value matrices and pan-Topcode-matrices have been discussed. Particular Topcode-matrices introduced here are graceful Topcode-matrix, set-ordered graceful Topcodematrix, odd-graceful Topcode-matrix, set-ordered odd-graceful Topcode-matrix, elegant Topcode-matrix, edge-magic total Topcode-matrix, odd-edge-magic total Topcode-matrix, edge sum-difference Topcode-matrix, strongly graceful Topcodematrix, strongly odd-graceful Topcode-matrix, (k, d)-graceful Topcode-matrix, and so on. Some connections between these Topcode-matrices have been proven. The definition of a topological graphic password (Topsnut-gpw) is: A Topsnut-gpw consists of a no-colored (p, q)-graph G and an evaluated Topcode-matrix T code such that G can be colored by T code . No doubt, Topcode-matrices will provide us more new things in operations, parameters and topics of graph theory.
For further investigation of Topcode-matrices we propose the following questions:
Question 1. Characterize a Topcode-matrix T code such that each simple graph G derived by T code (that is A vev (G) = T code ) is connected.
Question 2. Each graceful Topcode-matrix T code (resp. each odd-graceful Topcode-matrix) corresponds a tree admitting a graceful labelling (resp. an odd-graceful labelling) when |(XY ) * | = q+1 = |E * |+1. Conversely, each tree corresponds a graceful Topcode-matrix (resp. an odd-graceful Topcodematrix). We conjecture: Each tree with diameter less than three admits a splitting graceful (resp. odd-graceful) coloring. Some trees were shown to support this conjecture in [18] .
Question 3. Find a set of Topcode-matrices T 1 code , T 2 code , . . . , T m code , such that there exists a transformation F i,j holding T j code = F i,j (T i code ) for any pair of i, j ∈ [1, m], see some examples shown in the proof of Theorem 11.
Question 4. A Topcode-matrix T code defined in Definition 4 corresponds a graph. We have a transformation T code = f (T code ) by a function f : x i = f (x i ), e i = f (e i ) and y i = f (y i ) with i ∈ [1, q] such that x i , e i , y i are non-negative integers, where T code = (X E Y ) −1 . There are: (c-1) x i = y i for each (x i e i y i ) −1 ; (c-2) e i = e j if both e i , e j have a common end. We call T code a v-proper nonnegative integer Topcode-matrix of T code if (c-1) holds true, an e-proper non-negative integer Topcode-matrix of T code if (c-2) holds true, a ve-proper non-negative integer Topcode-matrix of T code if both (c-1) and (c-2) hold true. Let ∆(T code ) = max{|N ei (w i )| : w i ∈ (XY ) * }, find:
(1-1) The number χ = min max(X Y ) * over all vproper non-negative integer Topcode-matrices of T code . It was conjectured that χ ≤ ∆(T code )+|(X Y ) * |
