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P.O. Box 9512, 2300 RA Leiden, The Netherlands 
A graph grammar is linear if it generates graphs with at most one nonterminal 
node. Linear graph grammars can simulate nonterminal bounded graph grammars 
(which generate graphs with a bounded number of nonterminal nodes) and 
derivation bounded graph grammars. If  a linear graph language contains connected 
graphs of bounded degree only, then it is in NSPACE(logn). These results are 
shown for graph grammars with neighbourhood controlled embedding and with 
dynamic edge relabeling (eNCE grammars). f? 1989 Academic Press, Inc. 
INTRODUCTION 
Graph grammars are used for generating graphs, just like string gram- 
mars are used for generating strings. So a graph grammar defines a (usually 
infinite) set of graphs, its language. Nowadays, quite a lot of graph gram- 
mar models have been defined and investigated (see, e.g., Ehrig et al., 1983, 
1987). One of the interesting models are the NLC, i.e., node-label con- 
trolled, grammars of Janssens and Rozenberg (1980, 1981a, 1981b, 1983a). 
They may be viewed as a variation of the web grammars of Rosenfeld and 
Milgram (1972). In NLC grammars, undirected node-labeled graphs are 
generated by applying productions to graphs. If H is a graph, and 
7t = (X, D) is a production, then 71 can be used to rewrite H as follows. 
First, a node v of H labeled X is searched for. Second, v and the edges 
incident with v are removed from H. Third, D is added as a subgraph to 
the rest of H in place of v. Fourth, edges are added between nodes of D and 
former neighbours of v in H, according to some embedding relation. This 
embedding process solely depends on the labels of the nodes involved. 
Since the introduction of NLC grammars, a lot of related models have 
been defined. We will consider one of these models, the eNCE grammars 
(see Engelfriet et al., 1987~; Kaul, 1985). These grammars differ from NLC 
grammars in the sense that they generate node- and edge-labeled graphs 
and that the embedding process does not solely depend on the node labels. 
More precisely, the labels of the edges between v and neighbours of v in H 
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may also be used in the embedding proces, and these edge labels may be 
changed dynamically. Moreover, nodes of D may be used instead of their 
labels. In fact, eNCE grammars are the straightforward combination of 
NCE grammars (Janssens and Rozenberg, 1982) and eNLC grammars 
(Janssens et al., 1982). With the results in this paper (and those in 
Engelfriet et al., 1987~) we hope to convince the reader that eNCE gram- 
mars have some advantages over other NLC-like graph grammars. In fact, 
it is our experience that constructions and examples concerning eNCE 
grammars are usually quite natural. 
In this paper we investigate a subclass of the eNCE grammars: linear 
eNCE grammars, i.e., grammars with the property that the right-hand side 
of each production contains at most one nonterminal node. This means 
that the graphs that can be obtained from the start graph (which consists 
of one node) also have at most one nonterminal node. The corresponding 
string grammars (linear context-free string grammars) have formed an 
important topic for understanding the structure of the class of context-free 
languages (see Berstel, 1979). For any type of graph grammars, linear 
graph grammars are the next simple subclass of such graph grammars after 
the regular ones. But whereas there does not seem to be consensus about 
the notion of regularity (see Aalbersberg et al., 1986a; Nagl, 1979; Janssens 
and Rozenberg, 1983b; Courcelle, 1987, for alternative definitions), the 
definition of linear graph grammars is quite obvious (see Pavlidis, 1972; 
Nagl, 1979). 
In the literature (Rozenberg and Welzl, 1986a, 1986b, 1987; Engelfriet et 
al., 1987a, 1987b, 1987c), two other subclasses of NLC and eNCE gram- 
mars are investigated. The first subclass is formed by the boundary graph 
grammars, i.e., grammars with the property that there are no edges 
between nonterminal nodes in a generated graph. It is clear that linear 
graph grammars form a special case of boundary graph grammars. The 
second subclass are the apex graph grammars. In these grammars only ter- 
minal nodes may be connected in the embedding process. Apex graph 
grammars are a special case of boundary grammars too. In this paper, 
linear apex graph grammars are investigated as a special case of apex graph 
grammars. 
We will consider two aspects of linear eNCE grammars: their generating 
power and the complexity of their membership problem. 
Concerning their power, it is shown that eNCE grammars that can 
generate only graphs with a bounded number of nonterminal nodes (non- 
terminal bounded graph grammars) can be simulated by linear ones. 
Moreover, the same holds for graph grammars with a slightly weaker 
restriction (derivation bounded graph grammars): for each graph in the 
language of such a graph grammar there must be a derivation such that all 
graphs in that derivation contain a bounded number of nonterminal nodes. 
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These results are in contrast with the situation for context-free string 
languages, where it is known that derivation bounded grammars have 
more power than nonterminal bounded grammars, which in turn have 
more power than linear grammars (see e.g., Ginsburg and Spanier, 1966, 
1968; Berstel, 1979). So linear graph grammars are more powerful than one 
might think at first sight. However, there are still quite simple graph 
languages that cannot be generated by a linear grammar, as will be shown. 
Concerning their complexity, it is shown that linear eNCE languages 
that contain connected graphs of bounded degree only are in 
NSPACE(log n), and hence in P. Similar results are shown in Rozenberg 
and Welzl (1986a), where it is proved that boundary NLC languages that 
contain connected graphs of bounded degree only are in P, and in 
Aalbersberg et al. (1986a), where the NSPACE(log n) result is obtained for 
a subclass of the linear NLC languages (for directed graphs). Such results 
can be used as a quick method for showing that specific sets of graphs are 
in P or even in NSPACE(log n): it suffices to write an appropriate graph 
grammar for them. We illustrate this for the graphs with bandwidth <k, 
the graphs with cutwidth <k, and the graphs with topological bandwidth 
<k (with k >, 1 fixed). For the former two, containment in NSPACE(log n) 
was shown in Gurari and Sudborough (1984). 
The paper is organized as follows. Section 1 contains the preliminaries, 
and Section 2 gives the definitions of eNCE and apex eNCE grammars. 
Section 3 gives the definition of linear grammars. In Section 4 the 
definitions of derivation bounded and nonterminal bounded grammars are 
given, and it is shown that they can be simulated by linear ones. Moreover, 
it is proved that nonterminal bounded apex eNCE grammars can be 
simulated by linear apex eNCE grammars. Section 5 shows that derivation 
bounded apex eNCE grammars cannot always be simulated by linear apex 
ones, and that apex eNCE grammars and linear eNCE grammars have an 
incomparable generating power. Furthermore, in Section 6 the abovemen- 
tioned complexity result is proved. 
We will not give formal correctness proofs of our constructions, because 
we feel that these would only obscure the underlying intuitions. 
Finally, it is important to notice that although we use undirected graphs 
only in this paper, if we had chosen to use directed graphs instead, then the 
same results could have been obtained (cf. Engelfriet et af., 1987~). This 
approach has been followed in Engelfriet et al. (1987b), in which some of 
the results of this paper first appeared, for the directed case. 
1. PRELIMINARIES 
In this section we discuss some notation and terminology used in this 
paper. 
LINEAR GRAPH GRAMMARS 91 
We assume the reader to be familiar with elementary concepts from for- 
mal language theory (Salomaa, 1973) and from graph theory (Harary, 
1969). Notions concerning complexity theory used in this paper (e.g., P, 
NP, and NSPACE(log n)) can be found in Hopcroft and Ullman (1979). 
For a set A, #A denotes the cardinality of A, and B(A) is the set of all 
subsets of A. 
A node- and edge-labeled graph, or just graph, is a system H = 
(V, E, C, r, cp), where V is the finite set of nodes, C is the alphabet of node 
labels, r is the alphabet of edge labels, E E {({II, w}, 1) 1 u, w E V, u # w, 
1 E r} is the set of edges, and cp: V + Z is the node labeling function (a total 
function). Thus we consider undirected graphs without loops; multiple 
edges between the same pair of nodes are allowed, but they should be 
labeled differently. Whenever a graph H is considered, its set of nodes, set 
of edges, set of node labels, set of edge labels, and node labeling function 
will be denoted by VH, En, C,, r,, and (Pi, respectively. For better 
readability, an edge ({u, w}, 1) will be denoted (u, 1, w) or (w, 2, u) in the 
sequel, so (u, 1, w) and (w, 1, u) denote the same edge; 2 is said to be the 
label of (u, A, w). 
The graph H with V, = @ is called the empty graph and is denoted A. A 
graph H for which I’, is a singleton is called a singleton graph. A singleton 
graph H with, say, V, = (x} and (P”(X) = X for some XE ZH, will also be 
denoted X (in case the identity of x is irrelevant). 
A graph H = (V, E, Z, r, cp) is called a graph over C and K For 
alphabets C and r, the set of all graphs over C and r is denoted GR,, r. A 
subset of GR,,, is called a graph language. We do not distinguish between 
graph languages that only differ with respect to the empty graph /i. 
Let H be a graph, and let (u, 2, w) E E,. We say that the edge (u, A, w) is 
incident with (or connects) the nodes u and w  (and vice versa, u and w  are 
said to be incident with (u, A, w)), and we say that nodes u and w  are 
neighbours. For u E V,, the number of edges incident with u is the degree of 
u, denoted deg(u). The degree of H is deg(H) = max{ deg(u) 1 u E V, }. A 
graph language is of bounded degree if there is a k >O such that for all 
graphs H in that language deg(H) 6 k. 
Let H and K be graphs over Z and K H and K are isomorphic if there is 
a bijection h: V, + V, such that E, = {(h(u), 1, h(w))1 (u, 1, w) E En} and, 
for all UE V,, cp,(h(u)) = (P”(U). A s usual, isomorphic graphs are often 
identified, in particular, in graph languages. It should be clear from the 
context when isomorphic graphs are considered the same. Let, moreover, 
AS V,. K is called the subgraph of H induced by A if V,= A, 
E,= {(u, 2, w)~E,,l u, w  E A), and qPK equals (P” restricted to A. 
Let H be a graph and u. w E V,. A path from u to w  is a sequence of dif- 
ferent nodes ulr . . . . u, with n > 1 such that u, = u, u,= w  and ui is a 
neighbour of ui+ 1 for 1 < id n - 1. In this case, n - 1 is called the length of 
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the path. A graph is connected if there is a path from every node to every 
other node. A graph language is connected if each graph in the language is 
connected. A connected component of H is a maximal connected subgraph 
of H. If H is connected, then the diameter of H is the maximum over all 
nodes u and w  of H of the length of the shortest path between u and w. 
Let H be a graph. A bijection f: V, + (1, 2, . . . . n}, with n = # V,, is 
called a linear layout of H. The cutwidth of H under f is cw(H, f) = 
max I<i<n-I # ((u, 2, W)E E,If(v) < i,f(w) > i} (see, e.g., Lengauer, 1982; 
Gurari and Sudborough, 1984). A cut is one of the numbers i with 
1 6 i < n - 1 (intuitively, H is cut between node i and node i+ 1). By the 
width of cut i is meant the number of edges (u, A, w) with f(u) < i and 
f(w) > i. Thus, cw(H, f) is the maximal width of all the cuts. The cutwidth 
ofH is min{cw(H,f)lf is a linear layout of H}. A graph language is said 
to be of bounded cutwidth if there is a k > 0 such that for all graphs H in 
that language the cutwidth of H is <k. The bandwidth of H under f is 
bw(H,f)=max(Jf(u)-f(w)1 )33,~f,: (u,k, w)eEH} (see, e.g., Gurari 
and Sudborough, 1984; Chinn et al., 1982). Furthermore, the bandwidth of 
H is min{bw(H,f)If is a linear layout of H}. We say that a graph 
language is of bounded bandwidth if there is a k 3 0 such that for each graph 
H in that language the bandwidth of H is <k; in other words, for each 
graph in the language there is a linear layout such that nodes that are 
neighbours of each other are separated by at most k - 1 nodes according to 
the linear layout. Finally, the topological bandwidth of H is the minimal 
bandwidth of all the graphs that can be obtained from H by subdividing 
some edges of H by inserting an arbitrary number of nodes of degree two 
in them (see, e.g., Makedon et al., 1985). 
2. GRAPH GRAMMARS 
In this section the definition of the type of graph grammars we consider 
in this paper is given.These so-called eNCE grammars generate undirected 
graphs, and they have singleton graphs in the left-hand side of the produc- 
tions. They have neighbourhood controlled embedding, which means that 
newly generated nodes can get connected only to neighbours of the 
replaced node, and they use dynamic edge relabeling in the sense that edge 
labels can be changed during the embedding process. 
These graph grammars have evolved from web grammars (Rosenfeld and 
Milgram, 1972) in the following way. First, in Janssens and Rozenberg 
(1980, 1981a, 1981b, 1983a), NLC (i.e., node-label controlled) grammars 
were introduced. Second, in Janssens and Rozenberg (1982), NCE gram- 
mars were defined as a generalization of NLC grammars. In NLC gram- 
mars only node labels may be used in the embedding process, whereas in 
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NCE grammars nodes are allowed too. There are no edge labels in NLC 
and NCE grammars. Edge labels, together with dynamic edge relabeling, 
were introduced in Janssens et al. (1982) for NLC grammars, resulting 
in eNLC grammars. In this paper, as in Engelfriet et al. (1987c), NCE 
and eNLC grammars are combined in an obvious way into the eNCE 
grammars. 
In Kaul (1985), graph grammars are used which are essentially the same 
as the eNCE grammars of this paper. The graph grammars of Kaul (1985) 
are also descended from web grammars, but this time via the graph 
grammars of Nag1 (1979). 
As a special case we consider the apex eNCE grammars. Apex graph 
grammars were introduced in Engelfriet et al. (1987a) for directed NLC 
and NCE grammars. Omitting the direction and adding edge labels results 
in apex eNCE grammars. 
We now give the definition of eNCE and apex eNCE graph grammars 
(cf. Engelfriet et al., 1987~). Note that, opposed to Janssens and Rozenberg 
(1982) all our grammars have singleton left-hand sides in their produc- 
tions. 
DEFINITION 1. A graph grammar with neighbourhood controlled 
embedding and dynamic edge relabeling, for short eNCE grammar, is a 
system G = (C, A, r, Q, P, S), where C is the total alphabet of node labels, 
A c Z is the alphabet of terminal node labels, I’ is the total alphabet of edge 
labels, 52 c r is the alphabet offinal edge labels, P is the finite set of produc- 
tions, and SE C - A is the initial nonterminal. A production rr E P is of the 
form z=(X,D, B), with XEZ-A, DEGR,.,, and Bc VoxTxTxC. B 
is called the embedding relation of rt. 
TERMINOLOGY. Elements from A are called terminals, elements from 
Z - A are called nonterminals. For a graph HE GR,, rr a node u E V, is 
called terminal if (~~(0) E A, and nonterminal otherwise. An edge 
(u, 2, W)E E, (recall that (u, 1, w) is standing for ({a, w}, A)) is called final 
if A ~52, and nominal if ;1 E r--Q. For a production ?I = (X, D, B), X is 
called the left-hand side on rt and D is called the right-hand side of rc. 
We write lhs(n) = X, rhs(n) = D, and B(x) = B. We define apex(n) = 
{XE V, 1 cpD(x) EZ- A}. If D = ,4, then rc is called a /l-production. If 
V, = { y } and cpD( y) E Z - A, then 7c is called a chain production. Finally, 
maxrhs(G) = max{ # VrhsCrrj I n E P}, 
We now discuss informally how a production n = (X, D, B) is applied to 
a nonterminal node u in a graph HE GR,. r, where (P”(U) = X. First, u is 
removed from H, together with all edges incident with u. Next, D is added 
to the remainder of H. Finally, D is embedded in the remainder of H by 
adding edges between D and the remainder of H as follows. If XE V, and 
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y E V, - (u}, then an edge is added between x and y labeled p if and only 
if there was an edge between v and y labeled 1 in H, and (x, A, /J, cp,(y)) is 
in B. Thus, x inherits some of the edges that connect v to its neighbours, 
with possibly a different label. Formally, all of this is defined as follows. 
DEFINITION 2. Let G = (C, A, r, Q, P, S) be an eNCE grammar. Let H 
and K be graphs over .Z and r, let u E V,, and let rt = (X, D, B) E P. We 
may assume that V, n V, = @ (otherwise, replace D by an isomorphic 
copy and change B accordingly). Then we write H =z-,“, n, K, or just H * K, 
if qH(u) = X and K is (isomorphic to) the graph 
Jf,= V,u(~,- {u>,, 
E,=Eou {(x,P,Y)~E,Ax#~,Y#~) 
u {cGp?y)lx~ V,,YE v/f- {u>, CLEJ; ufsr: 
to,& Y) E Em (A 1, P, CP,(Y)) E B), 
r,=r, 
fpK(x)=cpH(x) ifxE V,- {u}, qK(x)=qD(x) ifxE V,. 
H =- K is called a derivation step, and a sequence of such derivation steps is 
called a derivation. As usual, ** is the transitive-reflexive closure of *. 
A graph HEGR,,, such that S ** H is called a sentential form of G. 
The language generated by G is L(G) = {HE GR,, R 1 S ** H}. 
The class of all languages generated by eNCE grammars is denoted 
eNCE. 
A little example is now given of an eNCE grammar. At the same time we 
discuss a graphical specification of the productions, introduced in Kaul 
(1985), which we will use in all our examples. 
EXAMPLE 3. Consider the eNCE grammar G = (Z, A, r, Q, P, S) with 
C={S,a}, A=(a), r={J,p}, sZ={p}, P={7c,,z2}, where n,= 
(S, D, B) and rrn2 = (S, /i, 0). The right-hand side of rci is defined as 
fOhWS: v. = (4 Y, Z}, E. = {(X, P, Y), (X, 2, Z), (Y, CL, Z)>, .h = & To = r, 
cp&) = CP~(Y) = a, and cpD(Z) = s* Furthermore, B = {(x, A, p, a), 
(y, p, p, a)}. In Fig. la the graphical specification of n, is given (since the 
one for x2 is trivial, we do not draw it). Terminal nodes are circles, nonter- 
minal nodes are boxes. In the upper left corner of the big box (representing 
the node that is to be rewritten) the left-hand side of the production is 
drawn, and the graph inside the box is the right-hand side of rri. The edges 
that connect nodes inside the box with nodes outside the box represent the 
embedding relation. They have two labels: the one outside the box is the 
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FIG. 1. Example 3. 
“old” label, and the one inside the box is the “new” label. The fourth com- 
ponent of a tuple in the embedding relation of rc, is placed as label on a 
node outside the big box. It is now easy to see that L(G) consists of all 
“ladders” of the form given in Fig. lb, of arbitrary length. 
Note that, in this example, the edge label 2 is used solely for the purpose 
of distinguishing between the two neighbours of the nonterminal node. 
Thus, intuitively, it belongs to the edge alphabet of G, but not to the edge 
alphabet of L(G). For this reason our graph grammars have final and non- 
final edge labels, as opposed to those of Kaul (1985). 
Next we define the apex eNCE grammars. They form the special case of 
eNCE grammars in which only terminal nodes can be connected in the 
embedding process. This restriction leads to very simple, “tree-like,” graph 
languages, cf. Engelfriet et al. (1987a, 1987b). 
DEFINITION 4. An eNCE grammar G = (Z, A, r, ~2, P, S) is called an 
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apex eNCE grammar, for short A-eNCE grammar, if for every production 
rc = (X, D, B) the embedding relation B is a subset of {(x, 1, p, a) E 
V,xfxTxC~cp,(x)~d and aed}. 
The class of all graph languages that can be generated by A-eNCE 
grammars is denoted A-eNCE. The graph grammar of Example 3 is an 
A-eNCE grammar. 
At the end of this section we state a lemma that will be useful later (cf. 
Lemma 12 of Engelfriet et al., 1987a j. We say that an eNCE grammar 
G = (2, d, I-, Sz, P, S) is a boundary grammar (cf. Rozenberg and Welzl, 
1986a, 1986b, 1987) if, for every production (X, D, B) E P, D does not con- 
tain edges between nonterminal nodes, i.e., if (u, A, w) E E,, then q,(u) E d 
or (POE d. Note that also in the sentential forms of a boundary 
grammar there are no edges between nonterminal nodes. 
LEMMA 5. For every A-eNCE grammar G there exists a boundary 
A-eNCE grammar c such that L(G) = L(G). 
ProoJ Just remove all edges between nonterminal nodes in the right- 
hand sides of the productions. 1 
3. LINEAR GRAPH GRAMMARS 
The graph grammars we investigate in this paper are the linear eNCE 
grammars, i.e., grammars that generate only graphs with at most one non- 
terminal node. As observed in the Introduction, linear graph grammars 
may be important for at least two reasons. First, in the string case linear 
context-free grammars have been used to get a better insight in the struc- 
ture of context-free grammars (see, e.g., Berstel, 1979). The investigation of 
linear graph grammars might have the same effect on our insight in the 
structure of eNCE grammars. A second motivation to consider linear graph 
grammars is, that they form one of the simplest subclasses of graph gram- 
mars, with a natural definition. An even simpler subclass is formed by 
linear graph grammars that generate exactly one terminal node per 
derivation step (which is why we call them one-linear). In the string case it 
is shown that every linear context-free string language can be generated by 
a grammar in which all productions are of the form X + aY, X -+ Ya, or 
X + a (where X, Y are nonterminals and a is a terminal). The corre- 
sponding type of graph grammars are the one-linear graph grammars, and 
just like in the string case, linear graph grammars can be simulated by one- 
linear graph grammars. 
DEFINITION 6. Let G = (C, A, r, Q, P, S) be an eNCE grammar. 
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(i) G is linear, abbreviated LIN, if for all n E P, rhs(n) contains at 
most one nonterminal node. 
(ii) G is one-linear, abbreviated LIN,, if G is linear and for all rc E P, 
rhs(n) contains exactly one terminal node. 
For XE { LIN, LIN, } the class of languages generated by X eNCE gram- 
mars is denoted X, and Xn A-eNCE is denoted X4. The graph grammar 
of Example 3 is surely LIN, but not LIN,. It generates a language in 
LINA. 
It is stated now that linear and one-linear graph grammars have the 
same generating power. This result will be used several times in the rest of 
the paper. In Nag1 (1979) a similar result is shown for regular graph gram- 
mars (and, regularity is defined there in such a way that the regular and 
the linear graph grammars have the same power). 
THEOREM 7. LIN = LINi , 
Proof: See Section 4 (on Chomsky and Greibach normal form) of 
Engelfriet et al. (1987~). 1 
LIN A-eNCE grammars cannot always be simulated by LIN, A-eNCE 
grammars. It is easy to see that nodes in graphs generated by a LIN, 
A-eNCE grammar can have at most two neighbours, for a node can only 
get connected to a node that has been generated one step earlier or one 
step later in the derivation. Most nodes in the graphs of the LINA 
language of Example 3, however, have three neighbours, so it cannot be 
generated by a LIN, A-eNCE grammar. Thus, LIN,A is properly included 
in LINA. 
4. A BOUNDED NUMBER OF NONTERMINALS CAN BE SIMULATED BY ONE 
In this and the next section we will compare the generating power of 
linear graph grammars with that of nonterminal and derivation bounded 
graph grammars. 
The definitions of nonterminal bounded and derivation bounded graph 
grammars, to be given, are similar to the usual ones for string grammars 
(see, e.g., Section VI.10 of Salomaa, 1973; Section VII.5 of Berstel, 1979; or 
Ginsburg and Spanier, 1966, 1968). Nonterminal bounded string languages 
are also characterized by finite-turn pushdown automata and ultralinear 
grammars. Derivation bounded string languages are also known as non- 
expansive languages, quasi-rational languages, languages of finite index, 
and standard matching choice sets. 
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DEFINITION 8. Let G = (C, A, r, Q, P, S) be an eNCE grammar. 
(i) G is nonterminal bounded, abbreviated NB, if there exists an 
integer k 2 1 such that for all H with S **H, H contains at most k nonter- 
minal nodes. In this case we also say that G is nonterminal bounded by k. 
(ii) G is derivation bounded, abbreviated DB, if there exists an 
integer k k 1 such that for all HE L(G) there exists a derivation 
S =z- H, =- . . 3 H, such that H, = H and H, contains at most k nonter- 
minal nodes for all 1 < i 6 r. In this case we also say that G is derivation 
bounded by k. 
For XE { NB, DB} the class of languages generated by X eNCE gram- 
mars is denoted X, and Xn A-eNCE is denoted XA. From the definitions it 
immediately follows that LINE NB c DB and LINA cNBA cDBA. In 
this and the next section we will show which of these inclusions are proper. 
Note that, as opposed to linear grammars, NB and DB grammars need not 
be boundary: the nonterminal nodes in their sentential forms may well be 
connected by edges. 
Some examples are given next that indicate the differences between the 
classes of graph grammars we have seen up to now. 
EXAMPLE 9. Consider the A-eNCE grammar G = (C, A, r, Q, P, S) 
with .Y= {S, A, B, a, b), A = (a, b), r=Q= (11, and with P defined in 
Fig. 2a. Figure 2b shows an “arbitrary” graph in L(G). Clearly, G is not 
linear, but it is nonterminal bounded by 2. 
EXAMPLE 10. Consider the A-eNCE grammar G = (C, A, r, 52, P, S) 
with Z= {S, A, a}, A = (a}, r=Q= (n), and with P defined in Fig. 3a. 
Figure 3b shows a graph in L(G); L(G) consists of all such “combs,” where 
the horizontal line and all the vertical lines may be of arbitrary length. 
G is derivation bounded by 2, but not nonterminal bounded. This can be 
seen as follows: if we use production X, in an arbitrary number of 
consecutive derivation steps, then we can generate an arbitrary number of 
A-labeled nodes, so G is indeed not nonterminal bounded. On the other 
hand, if we use production rr4 (and nz) in between any two applications of 
production rr, then there are never more than two nonterminal nodes in 
the sentential forms that are generated. Since each graph in L(G) can be 
generated in this way, G is derivation bounded by 2. 
As mentioned in the Introduction, the first aim of this section is to show 
that the classes DB, NB, and LIN coincide, i.e., DB = LIN, and the second 
aim is to show that in the apex case NB and LIN coincide, i.e., 
NBA = LINA. Note that for context-free string grammars the restrictions 
DB, NB, and LIN are of increasing strength. 
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FIG. 2. Example 9. 
First we explain roughly how derivation bounded eNCE grammars can 
be turned into linear ones; the construction is formalized in Theorem 12. 
DISCUSSION 11. Let G be an eNCE grammar that is derivation boun- 
ded by k. A linear graph grammar G that generates the same language can 
be constructed as follows. When G generates a sentential form H with non- 
terminal nodes x1, . . . . x, (r < k), then G generates a sentential form R in 
which those r nodes are “contracted” to one new node 5. The label of < is 
just the subgraph of H induced by {x1, . . . . x,>. If there is in H an edge 
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between a terminal node and xi (1~ i < r) labeled 1, then this edge will in 
I-i connect that terminal node with r, and its label will be (A, i). In this 
way 5 “know& all edges incident with x1, . . . . x,. With this correspondence 
between sentential forms, G can simulate G step by step. Intuitively one 
may think of driving a carriage with two horses by one driver rather than 
two (where reins correspond to edges, horses correspond to terminal 
AB 
FIG. 4. Discussion 11. A linear graph grammar that generates the same language as the 
graph grammar of Example 9. 
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nodes, and drivers correspond to nonterminal nodes): the one driver can 
control the left horse with his left hand and the right horse with his right 
hand. 
As an example, Fig. 4 shows a linear grammar G generating the same 
language as the derivation bounded (apex) grammar G of Example 9. Since 
there are no edges between nonterminal nodes in the sentential forms of G, 
we can use sequences of nonterminal node labels of G as the nonterminal 
node labels of G (where /1 is the empty sequence). Note that G is not apex. 
THEOREM 12. DB=LIN. 
Proof: It suffices to show that DB c LIN. Consider a DB eNCE gram- 
mar G = (C, A, r, Q, P, S), and let k be such that G is derivation bounded 
by k. Define a LIN eNCE grammar G= (c, d, i=, Q, P, s) such that 
L(G) = L(G) as follows. 
The total alphabet of node labels of G is Z= A u (KI K is a graph with 
v,s { 1, . ..) k}, C, = Z - A, and rK = r}. Clearly, Z; is linite. The new non- 
terminal labels represent the subgraph induced by all nonterminal nodes of 
a sentential form of G, which are “contracted” by G, as explained in 
Discussion 11. Isomorphic graphs in 2 -A will not be identified; the 
identity of the nodes is important. 
A 
1 
A 
LA El A 
FIG. 4-Continued 
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The total alphabet of edge labels of G is r= TV (TX { 1,2, . . . . k}). The 
indices in the new nominal edge labels are only used in the labels of edges 
that connect a terminal node to the only nonterminal node in a sentential 
form of G, and they indicate to which of the “contracted” nodes this edge 
belongs. This was also shown in Fig. 4. The initial nonterminal of G is the 
graph s= ({ 1 }, 12/, Z - A, r, cp), where cp( 1) = S (in fact, the node in Vs 
could have been any number between 1 and k). 
Now we define the productions of G. First, P contains the production 
(A, A, 0) (i.e., a node labeled by the empty graph is replaced by the empty 
graph). Second, let graph K be a nonterminal node label in c - A, let i E V, 
(thus, 1 <i<k), and let ‘II = (X, D, B) be a production in P such that 
qK(i) = X and # V, - 1 + #apex(n) 6 k (which means that after applying 
7c there are at most k nonterminal nodes in the resulting graph in G). We 
assume that apex(n) c ({ 1, . . . . k) - V,) u {i} (otherwise, we can take an 
isomorphic copy of D and change B accordingly). For each of these - - 
choices, P contains the production ii = (K, D, B) that simulates K, where b 
and B are defined as follows: 
V~=(V~-apex(~c))u (<I7 where 5 is a new node, 
‘?In=zi, 
r,=i=, 
u{b, (~,n),~)IxE(V,-apex(a)),n~apex(n),(x,~,n)~E~} 
u {(x, (P, n>, 5)lx~(VD--apex(~)), ne(V,- {i}), 
3 E r: (i, A, n> E EK, (x, I, A q,(n)) E B}, 
(pD(x) = cpD(x) if x # 4. Furthermore, (~~(5) = $ where R is the graph 
that is obtained by applying 7c to the node i of K and taking the subgraph 
induced by the nonterminal nodes in the resulting graph. Formally, R can 
be defined as 
VK=(~K- {i))uapex(~n), 
E~={(m,~c.n)~E,Im,n#i} 
u ((9 bn)EEDlm, nEapex(n)} 
u{(m,~,n)lmEapex(7r),n~(V~-{i}),31~T: 
(6 A n) E EK, 6% A P, v,(n)) E B}, 
q~(x) = qK(x) if x E V,, (Pi = cpD(x) if x E apex(K). 
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Finally, we let 
These are all the productions that is contains. 
Note that all the edges in the sentential form of G obtained after an 
application of K are taken care of in the corresponding sentential form of G 
after an application of r?, in the definitions above: 
(i) Edges between terminal nodes. The edges between terminal nodes 
in rhs(rc) are present in the first subset of ED as specified above. The edges 
that have to be established between a terminal node in rhs(n) and a 
terminal node outside rhs(n) are taken care of in the first subset of B. Of 
course, edges between terminal nodes outside rhs(n) do not have to be 
considered. 
(ii) Edges between nonterminal nodes. The edges between nonter- 
minal nodes outside rhs(lr) can be found in the first subset of E,. Edges 
between nonterminal nodes in rhs(n) are defined in the second subset of 
ER. Edges between a nonterminal node in rhs(n) and a nonterminal node 
outside rhs(n) are taken care of in the third subset of EK. 
(iii) Edges b t e ween a terminal and a nonterminal node. If the ter- 
minal node is in rhs(rr), but the nonterminal node is not, then the edge is 
established in the third subset of ED. If they are both in rhs(n), then the 
edge is in the second subset of ED. If they are both outside rhs(n) then the 
edge is taken care of in the third subset of B, and if the nonterminal node is 
in rhs(n) but the terminal node is not, then the edge is specified in the 
second subset of B. 
Since G simulates derivations of G only, L(G) E L(G). G can simulate a 
derivation step of G if and only if after the application of that derivation 
step no more than k nonterminal nodes appear in the derived graph. But 
since G is derivation bounded by k it follows directly from this that 
L(G) G L(G). Hence, L( t?) = L(G). 1 
The second aim of this section is to show that NBA = LINA. This will be 
proved next. 
DISCUSSION 13. Consider again the NB A-eNCE grammar G of Exam- 
ple 9. In Discussion 11 we have shown how to construct an equivalent LIN 
eNCE grammar. In this discussion, however, we want to construct a LIN 
A-eNCE grammar G that generates the same language. The construction 
used resembles the construction of Discussion 11, but there are important 
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differences. The “contraction” of the nonterminal nodes xi, . . . . x, is exactly 
the same as in Discussion 11, but the main difference is that we there 
simulated one production of G at a time, while we are now going to 
simulate the application of r productions, one to each xi, in one big step. 
In Fig. 5 the productions of G are listed. It is again not difficult to check 
that they simulate the productions of G. i 
THEOREM 14. NBA = LINA. 
Proof: It suffices to prove that NBA E LINA. To do this, let us consider 
an NB A-eNCE grammar G = (C, A, r, Q, P, S), and let k be such that 
G is nonterminal bounded by k. Define the LIN A-eNCE grammar - - 
G = (c, A, i=, Q, P, S) such that L(G) = L(G) as follows. 
Let c=Au{[X,,X, ,..., X,]IO<r<k,XiEC--A for l<i<r} and 
r= ru (TX { 1, 2, . ..) k}). Note that Z;- A contains sequences of nonter- 
minal node labels of G, whereas we used certain concrete graphs as nonter- 
minal node labels of G in the proof of Theorem 12. The intuition behind 
the new nonterminal node labels is the same as in Theorem 12; however, as 
in Figs. 4 and 5, we do not have to keep track of the edges that connect the 
“contracted” nodes, for in apex grammars such edges may always be 
assumed to be absent in the sentential forms (see Lemma 5). This time 
therefore we have 3 = [S]. 
As remarked in Discussion 13 already, the productions differ from the 
ones of Theorem 12. Here P contains first the production ([ 1, /1,12/), and 
furthermore, if [Xi, X,, . . . . X,] is a nonterminal node label of G with r > 1, 
and if xi= (Xi, Di, Bi) is a production in P for all 1 <i< r (where we 
assume that the right-hand sides of these productions are all disjoint) such 
that the total number of nonterminal nodes of D, to D, is <k, then P 
contains the production ([X,, X,, . . . . X,], D, B) with D and B defined as 
follows. Let first [y,, . . . . y,], S< k, be an arbitrary but fixed ordering of 
lJ, GiSr apex(rri) and let Yj be the label of yi for all 1 <j< s (i.e., if yj~ VD, 
for some 1 < i< r then Y,= cp,,(y,)). Now we have 
VD= U (v,--aPex(%))U (51, where < is a new node, 
ISi<, 
‘ED=.E’, 
r,=i=, 
cpD(x)= { 
cpD,(X) if x E V,, 
[Y,, . ..) Y,] if x = r, 
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FIG. 5. Discussion 13. A linear apex graph grammar that generates the same language as 
the graph grammar of Example 9. 
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Furthermore, 
These are all the productions that P contains. 
It is clear that G is a linear apex graph grammar. From the fact that no 
sentential form of G contains more than k nonterminal nodes, it follows 
easily that L(G) = L(G). 1 
The constructions used in the proofs of Theorem 12 and Theorem 14 do 
not work for derivation bounded apex grammars. On the one hand, we 
may not always replace all the nonterminal nodes in a sentential form of a 
derivation bounded apex grammar in one big step, like in the proof of 
Theorem 14, for this may lead to a sentential form with too many nonter- 
minal nodes. On the other hand, a construction like the one in the proof of 
Theorem 12 cannot be used either because there the only nonterminal node 
may have to get connected to some terminal nodes in the embedding 
process, while this is forbidden in apex grammars. The next section shows 
that, indeed, LINA is a proper subset of DBA. 
Note that for boundary graph languages (cf. Rozenberg and Welzl, 
1986a, 1986b, 1987) it follows that derivation bounded and linear is the 
same. In fact, since linear grammars are boundary grammars, it follows 
trivially (from Theorem 12) that all derivation bounded boundary eNCE 
grammars can be simulated by linear boundary ones. 
It can be shown (see Engelfriet and Leih, 1987) that for the classes NLC 
of Janssens and Rozenberg (1980, 1981a, 1981b, 1983a) and NCE of 
Janssens and Rozenberg (1982) not even nonterminal bounded graph 
grammars can be simulated by linear ones. 
5. LANGUAGES THAT ARE NOT LINEAR 
In this section, we continue the investigation of the power of linear graph 
grammars. Whereas in the previous section some positive results were 
shown, this section deals with some negative results. Examples are given of 
languages that cannot be generated by linear graph grammars (both in the 
general case and in the apex case). Note that, by the results of the previous 
section, this is more difficult than it might seem at first sight. 
At the end of this section it is shown that there are derivation bounded 
apex languages that cannot be generated by a linear A-eNCE grammar. 
This is done by proving that linear apex languages have bounded 
bandwidth, whereas the “combs” of Example 10, which form a derivation 
bounded apex language, do not have bounded bandwidth. This means that 
Theorem 14 is the strongest possible result in the apex case. 
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But first we prove that there are “simple” languages that are not in LIN. 
This is done by showing that linear graph languages of bounded degree 
have bounded cutwidth. On the other hand, there are even A-eNCE 
languages of bounded degree that do not have bounded cutwidth. This 
means that there are nonlinear apex languages. Also in Nag1 (1979) an 
example of a nonlinear language is given; however, that language is not 
even a boundary language (in fact, the language can only be generated 
using “blocking edge labels,” cf. Engelfriet et al., 1987~). 
Since there also exist linear graph languages that cannot be generated by 
an A-eNCE grammar, A-eNCE and LIN are incomparable. These results, 
together with those of the previous section, imply the correctness of the 
inclusion diagram in Fig. 6. 
For the notions of bandwidth and cutwidth, see the Preliminaries. 
Intuitively, the reason that these concepts play a role for linear grammars 
is that derivations of (one-) linear grammars naturally determine a linear 
layout of the derived graph. 
We start with the result on cutwidth. 
THEOREM 15. Let L E LIN be of bounded degree. Then L is of bounded 
cutwidth. 
Proof Let G = (Z, A, f, a, P, S) be a one-linear eNCE grammar such 
that L(G)= L, cf. Theorem 7. Let d=max{deg(H)I HE L(G)}. We will 
show that for each graph HE L(G) there is a linear layout 
f: v, + { 1, 2, . ..) # VH } such that cw(H, f) < #r. #A . d2. To do this, we 
consider such a graph HE L(G), and a derivation S*(vl. nl, H, atv2, n2j 
I I eNCE 
DB 
[LINb] = NBA 
FIG. 6. Inclusion diagram. 
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Hz *(vs, nj). . . *co,, z ) H, such that H,= H. We know that in each 
derivation step exactly one terminal node is generated. Let, for 1 < i < r, xi 
be the node of H that is generated by the derivation step * (“,, x,), so 
v/H= {x,, . . . . x,}. Define the linear layout f: I’, + { 1,2,..., # V, } by 
f(xJ = i for 1 < i < r, and consider the ith cut for some 1 < i < r - 1. Let us 
first introduce some useful terminology. All the edges that connect nodes xI 
with j < i and nodes xk with k > i in H are called critical. All nodes xj E I’, 
with j < i and incident with a critical edge are called left-critical, and all 
nodes xj~ V, with j> i and incident with a critical edge are called right- 
critical. 
Suppose now that there are more than #r- #A -d2 critical edges. A 
contradiction will be derived from this. First we observe that all left-critical 
nodes have to be connected to the nonterminal node ui+ i in Hi. Since these 
nodes can be incident with at most d of the crritical edges, there are more 
than #r. #A -d of them, all connected to vi+, . Pick for each left-critical 
node x one edge (x, A,, ni+ i), which is “used” later to establish a critical 
edge from x (formally, an edge (x, A,, ui+ ,) is “used” later if there is a k 
with i+ 1 <k < r and if there are lj, for all i + 16 j< k + 1, such that 
Ax = li+ 1 and, for all i+2<j<k, (u~,~~~~,~~,(P~(x))EB(~c~-~) and 
(xk, &, I, + r, q,,(x)) E B(R~)). There are only #r possible edge labels, 
and only #A possible terminal node labels. Hence there has to be an edge 
label 1 and a terminal node label a such that there are d’ > d left-critical 
nodes x with label a and with 1, = A. This means that there is some right- 
critical node xk (i + 1 <k Q r) that is connected to all these d’ nodes: it is 
not difficult to see that each generated node has to be connected to all or 
to none of them. Hence we have the contradiction we are looking for: xk 
has degree at least d’ > d. 
This shows that L is a bounded cutwidth. 1 
Hence, all linear eNCE graph languages of bounded degree have boun- 
ded cutwidth. This property is exploited in the next theorem to show that 
there exists an A-eNCE language that cannot be generated by a LIN eNCE 
grammar. 
THEOREM 16. There exists a graph language LE A-eNCE such that 
L 4 LIN. 
Proof: Consider the A-eNCE graph grammar G = ((S, a}, {a}, 
(A}, (A>, (n,, 7c2 >, S) with rrl and 7r2 specified in Fig. 7. This grammar 
generates all binary trees, with an a on the nodes and a I on the edges. Let 
L = L(G). 
Lengauer (1982) proved that a complete binary tree of depth 2k has 
cutwidth k + 1 (for k 2 1). As L contains all complete binary trees, this 
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FIG. I. Theorem 16. 
means that L is not of bounded cutwidth. Since L is of bounded degree, 
Theorem 15 implies that it is not in LIN. 1 
In the string case, it is also proved that not all context-free languages are 
derivation bounded. One of the counterexamples used is the Dyck language 
over one pair of parentheses (see Berstel, 1979, Chap. VIII, Theorem 7.14). 
The counterexample used in the proof of Theorem 16 is in fact closely 
related to the set of derivation trees of the usual context-free grammar 
generating this Dyck language. 
To show the correctness of the upper part of Fig. 6 it remains to find a 
linear graph language that cannot be generated by an A-eNCE grammar. 
In Engelfriet et al. (1987a, Lemma 25), however, it was proved that 
directed apex NLC grammars always generate graph languages of bounded 
degree. This result can easily be taken over to A-eNCE grammars. The 
linear eNCE grammar with productions given in Fig. 8 clearly generates a 
I 
s 
a 
Y  
A 
s 
A 
l---d 
A 
a 
FIGURE 8 
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language that is not of bounded degree. Hence we have found a language 
L E LIN such that L $ A-eNCE. 
It is shown by Pavlidis (1972), for a more restricted class of graph gram- 
mars, that the set of all (connected) trees is not linear; note that this is not 
an apex language, because it is not of bounded degree. Thus, Theorem 16 is 
a stronger (but related) result. 
At the end of this section we prove that DB A-eNCE grammars cannot 
always be simulated by LIN A-eNCE grammars. We first show that LINA 
languages always have bounded bandwidth. Next we demonstrate that the 
DBA language of Example 10 does not have bounded bandwidth. This 
implies that LINA is a proper subset of DBA. 
THEOREM 17. Every graph language in LZNA is of bounded bandwidth. 
Proof Let G be a LIN A-eNCE grammar. Consider a graph HE L(G), 
and a derivation S=+,,,, rr,, H, acV2, nJj H, *cv,,n,j . . . a(“,, z,j H, such that 
H, = H. Consider next any linear layout f: V, + { 1,2, . . . . # V,} such that 
f(x) <f(y) if x and y are generated in derivation step =z- (vi, n,j and * ,“,, 4j, 
respectively, with i< j (1 < i, j< r). This means that a node that is 
generated later than another node will have a larger number in the linear 
layout. 
Since G is an apex grammar, a node that is generated in derivation 
step =qv,, n,) can only have edges to terminal nodes that are generated one 
step earlier or one step later. But there are at most maxrhs(G) terminal 
nodes generated per step. With the chosen linear layout, this means that for 
each edge incident with nodes x and y, If(x) -f(y)/ < 2 .maxrhs(G). 
Hence L(G) indeed is of bounded bandwidth, and so we have proved the 
theorem. 1 
THEOREM 18. LZNA is properly included in DBA. 
Proof Let us consider the A-eNCE grammar G of Example 10. There it 
was argued that G is derivation bounded (by 2), so L(G)E DBA. It is, 
however, easy to see that L(G) is not of bounded bandwidth (see Gurari 
and Sudborough, 1984). This stems from the fact that a connected graph 
with n nodes and with diameter d has bandwidth at least (n - 1)/d (see 
Chinn et al., 1982, Theorem 3.2.1). Hence the graph H(n) of Fig. 9 has 
bandwidth at least (n* - 1)/(3(n - 1)) = (n + 1)/3. Since H(n) E L(G) for all 
n > 1, L(G) is not of bounded bandwidth. This, combined with the previous 
theorem, proves that L(G) cannot be generated by a LIN A-eNCE 
grammar. m 
This shows the correctness of the inclusion diagram of Fig. 6. 
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n nodes 
FIG. 9. Theorem 18. 
In the string case, there is again a counterpart of Theorem 18. In 
Ginsburg and Spanier (1968, p. 231; 1966, Lemma 5.1), it is shown that 
L=({a"b"~n>,O)~c)* is a derivation bounded language that is not non- 
terminal bounded. Our “combs” are again close to the derivation trees of 
the natural context-free grammar generating this language. 
6. COMPLEXITY OF LINEAR LANGUAGES 
In this section the complexity of LIN languages is investigated. One 
special kind of these languages will be considered: the connected LIN 
languages of bounded degree. We show that these languages are in 
NSPACE(log n). Similar results are shown in Rozenberg and Welzl 
(1986a) and Aalbersberg et al. (1986a). In the former paper it is shown that 
boundary NLC languages with the same restrictions are in P, in the latter 
it is shown that a subset of the LIN languages is in NSPACE(log n). Our 
result can easily be extended to LIN languages of bounded degree with the 
property that a graph is in the language if and only if all its connected 
components are in the language. At the end of the section some examples 
of such languages are given: the graphs with bandwidth <k, the graphs 
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with cutwidth <k, and the graphs with topological bandwidth <k (for 
some fixed k > 1). It is shown by Gurari and Sudborough (1984) that the 
former two are in NSPACE(log n), with similar but simpler methods that 
cannot be used in the general case. It is interesting to see that the same 
results can be achieved by just providing graph grammars that generate 
these languages. 
To place the results mentioned above in a proper perspective, it may 
be instructive to see that the restrictions we impose on the languages 
(connected and bounded degree) are quite important. In Aalbersberg et al. 
(1986b), for example, a directed linear NLC language is given for which the 
membership problem is NP-complete. This language contains graphs of 
degree 2, which may have an arbitrary number of connected components. 
Furthermore, in Aalbersberg et al. (1986a) an NP-complete directed linear 
NLC language that contains connected graphs of arbitrary degree is given. 
It is easy to see that the undirected counterparts of these two languages are 
in LIN, so LIN languages of bounded degree as well as connected LIN 
languages can be NP-complete. But for the case of graph languages 
of bounded degree, two remarks can be made. First, as noted above, it 
will be shown that a special type of these languages, where the graphs 
in the languages may contain an arbitrary number of components, are 
in NSPACE(log n), nevertheless. Second, in Aalbersberg et al. (1986a) 
it is shown that a subset of the directed LIN languages of bounded 
degree with a bounded number of components in every graph is still in 
NSPACE(log n). This result can easily be taken over to LIN languages 
too, but we will not do so. 
In order to prove the abovementioned NSPACE(log n) result, we need 
one more delinition and one more lemma. The proof of the lemma is 
similar to the one of Claim 3.3 of Aalbersberg et al. (1986a). It states that 
every linear language of bounded degree can be generated by a one-linear 
eNCE grammar in which the nonterminal nodes of the sentential forms can 
have a bounded number of neighbours only. 
DEFINITION 19. Let G = (C, A, l-‘, 52, P, S) be an eNCE grammar. G is 
of bounded nonterminal degree if there exists a k 2 0 such that, for each 
sentential form H of G and each node x E VH with qPH(x) E C- A, the 
number of edges incident with x in H is bk. 
LEMMA 20. Let L E LIN be of bounded degree. Then there exists a one- 
linear eNCE grammar G of bounded nonterminal degree such that L = L(G). 
Proof: Let G = (Z, A, r, Q, P, S) be a one-linear eNCE grammar such 
that L(G) is of bounded degree, and let d> 0 be such that each node in 
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each graph in L(G) has degree <d. We will show that there is a one-linear -- 
eNCE grammar G = (.!?, A, r, 52, P, S) such that L(G) = L(G) and i? is of 
bounded nonterminal degree. This suffices to prove the theorem, see 
Theorem 7. 
The intuition behind the construction we use is the following. Consider a 
sentential form H of G, and a “corresponding” sentential form R of G. 
Whenever a nonterminal node C; in H has label A’, then &j will have label 
[X,f] in R, where f is a function A x r-+ N. If there are k edges (x, ,I, 5) 
in E, such that qH(x) = a, and k <d+ 1, then f(a, A) = k. If, however, 
k > d + 1, then f (a, A) = d + 1. Moreover, if k d d, then these edges are also 
incident with < in & but otherwise they are all removed from I?. Thus, 
there are at most #A . #r. d edges incident with [ in i?!. Note that, in G, 
terminal nodes which are directly or indirectly generated by l will get 
connected either to all or to none of the k edges. But since no terminal 
node in a graph of L(G) has degree > d, these edges will not be “used” 
anymore in derivations which lead to a graph in L(G) if k > d. However, 
they may be “used” in derivations of G which do not lead to a graph in the 
language. But if we take care that such derivations in G are aborted at 
once, these edges may indeed be removed if k> d. Formally, G can be 
defined as follows. 
First we define the set A by A = (0, 1, . . . . d+ 1 }, and the function trunc: 
N -P A as follows. For each x E N, 
if x<d+l 
otherwise. 
Second, the set of node labels of G is defined by C= A u 
{CW-lW~-4 and f: A x r+ A is a total function}. The initial 
nonterminal is S= [S, f 1, where f(a, A) = 0 for each a E A and I E r. 
Third, we define the productions of P. Consider a production 71 = (A’, D, S) 
in P, and a total function f: A x r-+ A. Let & be the terminal node in V, and 
let tNT be the nonterminal node in VD, if there is one. Let furthermore 
g: A x r -+ A be the total function defined as follows. Let a E A, 1 E r, and let Z 
be the subset of r such that v E Z if (5 NT, p, I, u)EB. Then we let g(a, A)= 
trunc(E,,,f(a,p))+ #{(tTyA 5,,)~EDIcpD(r,)=a}).Whenevernandf 
are such that (tl, I., p, a) E B implies that f(a, A) # d+ 1 (i.e., the terminal 
node in rhs(x) does not have to be connected to removed edges), then P - - 
contains the production it = ([X, f 1, D, B), where d and B are defined as 
LINEAR GRAPH GRAMMARS 115 
c~&) = (~&d, and if tNT E b then (PDGA = CqdSNT), 81, 
These are all the productions in p. 
It is not difficult to see that f in a symbol [X,f] indeed counts the 
number of edges incident with a nonterminal node of a certain “type,” as 
explained above. Thus, L(G) = L(G). Since there are at most # d . # r. d 
edges incident with a nonterminal node in a sentential form of G, G is of 
bounded nonterminal degree. 1 
One of the main results of this paper is now presented: connected LIN 
languages of bounded degree are in NSPACE(log n). The proof is similar 
to those of Theorem 3.4 in Aalbersberg et al. (1986a) and Section 3 in 
Gurari and Sudborough (1984). 
THEOREM 21. Let L E LIN be a connected graph language of bounded 
degree. Then L E NSPACE(log n). 
ProoJ Let d> 1 be such that each graph in L has degree <d. Let 
G = (Z, d, r, Q, P, S) be a one-linear eNCE grammar of bounded non- 
terminal degree such that L = L(G), cf. Lemma 20. We assume that S does 
not appear as a label in the right-hand side of a production. Consider a 
graph HE GR,, *. Clearly it is possible to check that H is connected in 
nondeterministic O(log n) space, where n is the number of symbols needed 
to encode H. Hence, in order to prove the theorem, it suffices to show that 
a nondeterministic algorithm exists that decides in O(log n) space whether 
a connected graph H can be generated by G. Such an algorithm is given 
below. We first explain how it works. 
A derivation of H in G is guessed as follows. Repeatedly, a node u0 of H 
and a production rr that has to generate u,, as the terminal node of its right- 
hand side are guessed. It is checked (i) that n is applicable and (ii) that u0 
has not been guessed before. Furthermore, it is checked (iii) that all edges 
in H that connect u0 with nodes that have been guessed earlier are 
established by the embedding relation of 7c, and that no more edges are 
established. When, finally, all nodes of H have been guessed exactly once, 
no nonterminal node is left in the guessed derivation, and none of the 
checks has failed, then H is accepted. 
Some remarks on the log-space realization of the algorithm sketched 
above have to be made now. 
First, point (i) can be checked by keeping track of the current non- 
terminal. 
Second, how can we check point (iii)? To do this, it suffices to keep 
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track of two things during the guessed derivation: (a) the already guessed 
nodes that are connected to the current nonterminal node and the labels of 
the corresponding edges, and (b) the edges that connect an already guessed 
node with a not yet guessed node in H. Analogous to the proof of Theorem 
1.5, the latter edges will be called critical, and already guessed nodes 
incident with critical edges will be called left-critical. Since this set of 
critical edges contains all edges between the not yet guessed node u,, and 
already guessed nodes, (a) and (b) can indeed be used to check that the 
embedding relation of rc establishes the right edges. Since G is of bounded 
nonterminal degree, (a) can be realized in log-space. The set of critical 
edges during a derivation of G is also of bounded size, for there are at most 
# r. #A . d* critical edges as was shown in the proof of Theorem 15. Thus, 
(b) can be realized in log-space. 
Third, how can we check point (ii)? Of course we cannot keep track 
of all nodes that have been guessed before. This problem is solved by 
observing that ug has not been guessed before if and only if there is a 
critical edge (u, A, W) E E, such that u has been guessed already, w  has not 
been guessed yet, and there is a path between a0 and w  in which no critical 
edges occur (this trick is also used in Aalbersberg et al., 1986a, but not in 
Gurari and Sudborough, 1984). This works because H is connected. So in 
order to decide whether a node has been guessed before, we only have to 
keep track of the critical edges, and of which of the two nodes incident with 
such a critical edge is left-critical. This can be realized in log-space. 
It will not be difficult now to understand that Algorithm 22 indeed 
checks whether a connected graph H = (I’, E, A, Q, q) can be generated by 
G. The following variables are used. X, the current nonterminal, is a 
variable over C-A, initially set to S. Crit-edges, the set of critical edges, is a 
variable over 9(E), initially set to Qj. Leftcrits, the set of left-critical 
nodes, is a variable over P(V), initially set to 121. Boundary, the set of 
already guessed nodes of H which are connected to the current nonter- 
minal, together with the labels of the corresponding edges, is a subset of 
I/x r, initially set to $3. 
ALGORITHM 22. 
REPEAT 
CHOOSE v,, E V and x E P; 
LET tT be the terminal node in Vrhs,nl and CNT the 
nonterminal node in Vrhs(n,, if there is one; 
CHECK THAT A’= Ihs(n) and cp(oO) = qrhstnj(ST); 
IF X# S THEN 
CHECK THAT there is a (u, I, w) E Crit-edges with 
u E Left-crits such that there is a path between 
vO and w in H through edges not in Crit-edges 
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FI; 
CHECKTHAT {(u,~,u~)lu~V,~~r,31~r: 
(u, 1) E Boundary, (5~ 1, P, (P(u))E B(x)} 
= {(u, p, u,,) E Crit-edges 1 u E Leftcrits, p E T}; 
Crit-edges := Cri-edges 
- {(u, 1, u~)EEI (u. 1, v,)~Crit-edges] 
u {(u, I, v,,) E E( (u, 1, u,,) 4 Crit-edges}; 
CHECK THAT #Crit-edges < # r. #A d2; 
Left-c&s := {u E (Left-crits u {u,, }) 1 u occurs in Crit-edges}; 
IF # Vrhs,nl > 1 THEN 
x := %hs(n,(rNT); 
Boundary := {(u, p) 131 G l? (u, 2.) E Boundary, (tNT, I, p, v(u)) E B(n)} 
” {(uo, P)l(Cr. PT t;N,)E-%hs(n,l 
FI 
UNTIL # Vrhrtn, = 1; 
CHECK THAT Crit-edges = 0 
I 
Now we are ready to give some examples of interesting graph languages 
that are in NSPACE(log n). This can be done simply by providing a LIN 
eNCE grammar that generates that language, and by checking that the 
language satisfies the requirements of Theorem 21. First, the set of 
connected graphs with cyclic bandwidth <k with k >, 1 fixed (the definition 
and a linear graph grammar generating this set can be found in Rozenberg 
and Welzl, 1986a) are in NSPACE(log n). This result cannot be extended 
to all graphs with cyclic bandwidth <k, as noticed in Rozenberg and Welzl 
(1986a), unless NSPACE(log n) = NP. Second, the graph language that 
was considered in Example 10 is a nice example of a language that is not 
trivially (one-)linear (see Theorem 12), but that still can be recognized in 
NSPACE(log n). More examples are given after the next theorem. 
We now show that the restriction to connectedness is not always 
necessary in the theorem above. 
THEOREM 23. Let L E LIN be a graph language of bounded degree such 
that for every graph H, HE L iff all connected components of H are in L. 
Then L E NSPACE(log n). 
Proof Let us reconsider the proof of Theorem 21 and look at what 
happens in Algorithm 22 if H is not connected. The node v. that is first 
chosen by the algorithm is part of some connected component C of H. If 
later some node is chosen that is not in C, then the second check of the 
algorithm will fail. However, if all nodes that are chosen later are in C, then 
the algorithm will stop as soon as all nodes of C are chosen. Thus the 
algorithm accepts if and only if CE L. Consequently, if we let the algorithm 
run on every connected component of H, and all these connected 
components are accepted by Algorithm 22, then we can conclude that 
HE L. But how do we take care that the algorithm checks every connected 
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component of H? This can be done by running the algorithm exactly # V, 
times, once for each node w  of V,, and by adapting the algorithm in such 
a way that if it runs for w, then it is checked that w  is chosen some time 
during this run of the algorithm. In this way we have obtained an 
algorithm that checks every connected component of H at least once. 1 
With this theorem, we can give some more examples of languages that 
are in NSPACE(log n). Languages that surely satisfy the requirements of 
Theorem 23 are the graphs with bandwidth 6 k, the graphs with cutwidth 
<k, and the graphs with topological bandwidth ,<k for some k 2 1. Graph 
grammars that generate these languages are given below. Let A = {a}, 
Q= {A}, and K= {ill <i<k}. 
The set of all graphs over A and 52 with bandwidth <k (with k 2 1 fixed) 
is generated by the LIN, eNCE grammar Gbw = (C, A, r, 8, P, S) with 
C= {S, a}, I-= Ku {/I}, and with P defined as follows. First, let the graph 
D be defined by I’, = {x, y}, E, = {(x, 1, y)}, cpD(x) = a, and cp&) = S, 
and let the graph D’ be defined by V,, = {x}, E,, = 0, and cpD,(x) = a. 
Then P contains the productions (S, D, A u {(y, I, r + 1, a) 1 1 < r < k - 1) ) 
and (S, D’, A) for all A c {(x, r, A, a) 11 6 r <k}. Intuitively, Gbw generates 
the nodes of a graph H in the order of a linear layout f such that 
bw(H, f) <k. The nonterminal node labeled S is connected to the k lastly 
generated terminal nodes, with an edge labeled i if this node has been 
generated i steps before. In this way, the embedding relation can “choose” 
which of the k lastly generated nodes get connected to the newly generated 
node. 
The set of all graphs over A and Sz with topological bandwidth <k 
(with k > 1 fixed) is generated by the LIN eNCE grammar 
Gtbw=(Z,A,I’,Q,P,S) with C={S,a}, r=KvK*u{I} (with K*= 
{k* 1 k E K} ) and where P contains the following productions. First, let the 
graph D be defined by V, = {x, y}, E, = {(x, 1, y)}, cpD(x) = u, and 
q,(y) = S, and let the graph D’ be defined by I’,, = {x}, E,, = fi?, and 
cp,(x) = a. Then P contains, for all A c {(x, r, 1, a)1 r E Ku K*}, the 
productions 
(i) (S,D,Au(( y,r,r+l,u)ll<r<k-1) u {(y,r*,(r+l)*,u)l 
1 <r<k- 1, (x, r*, A., u)$A}), and 
(ii) (S, D’, A). 
Furthermore, for each s E K, P contains the production 
(iii) (S,D”, {(y,r,r+l,u)ll<r<k-1) 
u{(Y,r*,(r+l)*,u)Il<r<k-1,rfs) 
u {(Y, 6 1*, a), w*, 1*, a)>) 
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with D”, the right-hand side of this production, defined as 
VW = (.Y>, E,.. = a, and cpw(Y) = s. 
This grammar works in almost the same way as G,, above. Again, a graph 
H is generated in the order of a linear layout. However, now there are not 
only integers on the edges from the nonterminal node to the terminal nodes 
generated in the last k steps, indicating how many steps ago that terminal 
node has been generated, but there can also be edges labeled with r*, 
where r is an integer between 1 and k (in which case there is no edge 
labeled r). These edge labels must be interpreted as follows. When a 
production defined under (iii) is used, the grammar generates a “ghost”- 
node x, connected with a “ghost’‘-edge to the sth (real or ghost-) node to 
the left of S. Of course, x is not really generated, since it does not belong to 
H. Intuitively it means that x is a node that subdivides and edge e of H and 
that the ghost edge is part of e. Let z be the already generated node of H 
incident with e; before application of the production an edge labeled s (or 
s*) connected S with z. Since the ghost-node x is now the last node that 
has been generated, it should be connected with an edge labeled 1 to the 
nonterminal node. To be able to see that this edge is incident with a ghost- 
node, an extra * is placed in the label. Since the ghost-node is not really 
generated, this 1*-labeled edge gets connected to z instead. If later a real 
node gets connected to x, and the l*-labeled edge has meanwhile been 
changed to r* (each time x gets further away from the current nonterminal 
node, the integer in the edge label increases by l), then this r*-labeled edge 
causes the new node to get connected to 2. Similarly, if a ghost-node gets 
connected to x, then the grammar knows that the new node subdivides the 
same edge of H as x. After this, x should not be connected to the next non- 
terminal node anymore, for a ghost-node may be used only once (it is of 
degree 2). Therefore, it is taken care of in the productions of P that 
whenever an r*-labeled edge is used in the embedding process by a newly 
generated (real or ghost-) node, then the new nonterminal node is not 
connected to the ghost-node corresponding to r*. 
The set of all graphs over d and 52 with cutwidth <k (with k 2 1 lixed) 
is generated by the LIN eNCE grammar G,, = (C, d, f, 52, P, S), where 
L-=9(K)u{a), l-=Ku{1),S=/21, and P contains for every WG K, 
TG W, and U E K- ( W- T) the production ( W, D, B) with right-hand 
side D defined by I’, = {x, JJ}, E, = ((x, i, y) 1 i E U}, cpD(x) = a, and cpD(y) 
= (( W- T) u U), and with embedding relation B = {(x, i, 1, a) ( iE T} u 
{(y, i, i, a)liE W- T). Moreover, P contains the production (a, A, 0). If 
the cut contains n < k critical edges, then the current nonterminal has n 
edges, which are all distinctly labeled, to the left-critical nodes. The labels 
of these edges are stored in the label of the current nonterminal node. Now 
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W is the set of edges incident with the current nonterminal, Tc W is the 
set of critical edges that are being established, and U is the set of edges with 
which the newly generated terminal node is connected to the newly 
generated nonterminal node. The disjointness of U with W- T asssures 
that all edges incident with this new nonterminal node are again labeled 
distinctly. 
Remark. It is rather easy to see that Algorithm 22 can be generalized to 
boundary eNCE grammars (see Section 2 for the definition of boundary), 
in such a way that it can be implemented on an alternating log-space 
Turing machine. Using the recent result of Immermann (1987) that 
NSPACEflog n) is closed under complement, this Turing machine can be 
made to work in polynomial time. This implies (Ruzzo, 1980) that 
connected boundary eNCE languages of bounded degree are in LOG(CF), 
as shown in Engelfriet and Leih (1988). This result was obtained indepen- 
dently by Lautemann (1988) for an even larger class of graph languages. 
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