Methods for data reconstruction and spatial enhancement of experimental data for a transitional boundary layer with laminar separation bubble are investigated. Particularly, proper orthogonal decomposition ͑POD͒ is applied to direct numerical simulation ͑DNS͒ data to extract the DNS-based POD modes, which are projected onto the experimental data ͑via a least-squares procedure͒ in order to obtain model coefficients. These model coefficients are then used to reconstruct, "interpolate," and smooth the experimental data based on the DNS modes. In addition, in order to compare and assess the effectiveness of the present DNS-based procedure, Kriging interpolation is performed on the experimental ͑as well as numerical͒ data. These procedures are applied to time periodic ͑experimental͒ instantaneous spanwise vorticity ͑ z ͒ at a constant spanwise location. We have demonstrated that particle-image-velocimetry ͑PIV͒-based POD modes can be smoothed by Kriging interpolation, thus a noise-free reconstruction of PIV data can be achieved. It is also found that for very low resolution experimental data, DNS-based interpolation is superior over Kriging interpolation. On the other hand, Kriging interpolation based on the Gaussian correlation model works very well for sufficiently high resolution experimental data. The correlation parameter can be used to control the degree of smoothness in the data reconstruction. Both procedures effectively eliminate the unwanted noise in the experimental data. One important difference between the two procedures is that, with quite some confidence, the DNS-based procedure can also be used for "extrapolation" since the model coefficients do not depend on spatial variation. In fact, we show that near-wall spanwise vorticity, which is not available from experimental data, can be recovered faithfully. Moreover, the enhancement ͑interpolation and smoothing͒ of full three-dimensional PIV data has been performed by Kriging interpolation employing a Gaussian correlation model.
I. INTRODUCTION
With the recent development of state-of-the-art quantitative data measurement techniques such as particle image velocimetry ͑PIV͒ and magnetic resonance imaging ͑MRI͒, experimentalists can now obtain flow ͑image͒ data with increasingly well resolved spatio-temporal accuracy, while ever expanding computational methods and hardware resources provide the computing community with even more highly resolved spatio-temporal numerical data compared to quantitative measurement techniques. When compared with the numerical data, an important feature of the experimental flow data is that it usually contains some undesired background noise and turbulence. In three-dimensional complex flows, structure extraction and vortex identification and tracking methods are of particular importance in order to visualize and understand the flow physics. In addition, many of the data visualization methods involve the evaluation of the gradients of the field variables, which further increase the noise level of the experimental data due to inevitable numerical differentiation errors. Therefore, utilization of various filtering as well as resolution enhancement techniques is usually required on the experimental data before employing any vortex identification method. 1 In our recent paper, 2 we have analyzed proper orthogonal decomposition ͑POD͒ reconstruction of a transitional boundary layer flow with and without control and shown that POD modes extracted for a particular flow condition may be used to model the flow with modified conditions ͑through a control action, a change of Reynolds number, etc.͒ by modifying the temporal coefficients of the modes. While the cross projection approach ͑see Prabhu et al. 3 ͒ is useful to evaluate the "suitability" of the nonoptimal POD modes ͑i.e., whether POD modes can be used for modified conditions͒, it has no practical use in the reconstruction of the unknown flow dynamics as it requires the complete flow field to be known a priori. On the other hand, the least-squares method 2 offers a simple and effective approach to calculate the temporal coefficients, which we will use in this paper.
On the other hand, a recent new trend in simulation driven by experimental data has been presented by Sirisup et al. 4 and Ma et al., 5 who extracted POD modes from ͑digital͒ PIV experiments and obtained an "experiment-based" POD simulation in an effort to implement a numerical algorithm in which simulation and experiment serve a "symbiotic feedback" system. In this way, experimental data are used to construct "realistic" simulation models to accurately predict the evolution of a given experimental state. In addition, the information extracted from the simulation may be used to enhance/improve the experimental results as well as to modify the experiment, e.g., to reorient the measurements to the proper location ͑see Refs. 4 and 5͒.
In this paper, we investigate the possibility of using DNS-based POD modes ͑i.e., POD modes extracted from DNS͒ in order to enhance ͑interpolate and smooth͒ the resolution of PIV data, a first step in realizing the integration of simulation and experiment for flow prediction. A leastsquares fit of the low-resolution ͑and inherently noisy͒ PIV data on the DNS-based POD modes is performed in order to compute the temporal coefficients for the hybrid model. Then, these computed coefficients are used along with the high-resolution DNS-based POD modes in order to reconstruct the PIV data with the same high resolution as the DNS data. In addition, in order to assess the effectiveness of the present POD-based procedure, Kriging interpolation is also used to enhance the PIV data.
Kriging is an effective statistical estimation procedure that was named after D. G. Krige, a South African engineer who developed the procedure in order to predict mine ore ground water reserves more accurately from multipoint measurements. For the past several decades, Kriging has been used with success in geology and environmental engineering to interpolate the regionalized data ͑i.e., variables that fall between randomly scattered and completely deterministic data͒. It is assumed that the regionalized variable varies in a continuous form from one location to the next, and therefore points that are near each other have a certain degree of spatial correlation, but points that are widely separated are statistically independent. 6 Unlike other estimation procedures, Kriging provides a measure of the estimation error and associated confidence in the estimates. 7 In ordinary Kriging, a model variogram, consisting of a set of mathematical functions that describe the spatial relationship, is constructed based on the known values. The appropriate model is chosen by matching the shape of the curve ͑i.e., polynomial, exponential, Gaussian, etc.͒ of the experimental variogram to the shape of the curve of the mathematical function ͑see Refs. 6 and 8͒. Based on the variogram used, optimal weights are assigned to known values in order to calculate the data at unknown points. The second approach in Kriging interpolation is based on the correlogram rather than the usual variogram ͑see Sacks et al. 9 for more information͒. It employs a polynomial regression routine that minimizes estimation variance from a predefined covariance model.
In the current paper, we adopt the Kriging interpolation based on the correlogram, implemented in the Matlab Toolbox DACE ͑Lophaven et al. 10 ͒. Detailed information and aspects of the Matlab Toolbox DACE are given in Refs. 11 and 12. A brief overview of the method is also presented in Ref. 13 . Given a sample of grid points and corresponding function values ͑design dataset͒, Kriging interpolation is based on a "surrogate model," which is obtained by the predetermined regression and correlation models. The correlation model usually contains a correlation parameter that defines implicitly the correlation length, which is optimized based on the variance estimate. Then, the constructed surrogate model is used to predict ͑interpolate͒ the function at unknown grid points. The regression model used in our study is based on second-order polynomials, and we employ a Gaussian correlation function as R i = exp͑− i d i 2 ͒, where d i is the distance and i defines implicitly the correlation length. The Gaussian correlation function is suitable for continuously differentiable flow fields since it shows a parabolic behavior near the origin. It is also a suitable model function for experimental data, where usually some smoothing is necessary due to the background noise and/or measurement errors. Given a range of , an optimization procedure based on the variance estimate is performed in order to find the optimum value * . In addition, if the flow field is anisotropic, it is necessary to identify different correlation functions in each direction. This is accounted for by allowing different correlation parameters, i , in two or three dimensions. See Lophaven et al. 10, 11 for more information about the optimization of the correlation length, the anisotropy issue, and other computational aspects of the procedure.
We have also developed our own Kriging interpolation method based on the variogram model. In general, both correlogram and variogram models give similar results, but currently employing the DACE Toolbox is computationally much more efficient. The reader is referred to Ref. 14 for a discussion about Kriging based on a variogram model.
Recently, Kriging interpolation and POD-based methods have been successfully applied to data recovery and reconstruction of randomly generated laminar gappy flow fields of uniform flow past a circular cylinder ͑see Refs. 13 and 15͒. Kriging interpolation has also been applied to large spatial gappiness or for flow fields with black zones with considerable success for relatively smooth data. In this paper, we will apply Kriging interpolation to more complicated, wallbounded transitional boundary layer flow involving a laminar separation bubble. In addition, a new DNS-based "interpolation" will be introduced to enhance and smooth the experimental data by making use of the POD modes obtained from DNS. Finally, the peculiarities of DNS-based interpolation and Kriging interpolation are discussed.
II. EXPERIMENTAL "PIV… AND NUMERICAL "DNS… DATA
The PIV experiments were carried out by Lang, 16 while the DNS simulations were performed by Marxen. 17 For detailed information on both works, we refer to the aforementioned dissertations. Summaries can be found in Lang et al. and Marxen and Rist. 19 Here, we briefly inform the reader about the investigated flow problem, nonlinear transition stages of a flat plate boundary layer flow involving a laminar separation bubble. The basic transition scenario is that in which a laminar boundary layer separates in a region of adverse pressure gradient from a flat plate, undergoes laminarturbulent transition, and reattaches as a turbulent boundary layer to form a laminar separation bubble.
The experiments were performed in a laminar water tunnel facility at the Institute of Aerodynamics and Gas Dynam- The comparison of phase-averaged results both from PIV and DNS are given in Fig. 1 as reported by Marxen and Rist, 19 where instantaneous contours of the spanwise vorticity ͑ z ͒ at the spanwise location z = 0 are shown in a time periodic signal. As shown in Fig. 1 , the instantaneous experimental and numerical results agree closely with each other.
For the purpose of this investigation, a total of 9 snapshots from PIV and a much finer sampling of 50 snapshots from DNS data are used in order to extract the POD modes.
III. EXTRACTION OF POD MODES: PIV-BASED VERSUS DNS-BASED MODES
The POD procedure is now well documented, and therefore we do not repeat it here but state that we implement the snapshot version of POD introduced by Sirovich. 20 We refer to the book by Holmes et al. 21 and various papers ͑Deane et 
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al., 22 Noack and Eckelman, 23 Rempfer, 24 Liakopoulos et al., 25 Jing et al., 26 Ma and Karniadakis 27 ͒ for a detailed discussion of theoretical and numerical issues of the POD procedure.
Employing the method of snapshots, we have extracted POD modes from datasets corresponding to both the PIV measurements and to DNS. In all of our computations, we extract the POD modes for the fluctuating velocity field. We also note that applying POD to the total velocity field is also possible. The only difference would be that the most energetic mode ͑we can call it zero mode͒ would then contain the mean flow. It is well known that POD modes ⌿ k ͑x , y͒ can be used to reconstruct the dataset ͑from which they are extracted͒ optimally for a given number of N terms as follows:
where a k ͑t͒ denotes the temporal coefficients of POD modes. For a given dataset, the maximum number of modes that can be obtained is equal to the number of snapshots, M. However, in general ͑with the possible exception of turbulent flows͒, the first few modes capture the most of the energy of the flow, as quantified by the normalized eigenvalues. In other words, in general, the number of POD modes to reconstruct the field variables to an acceptable degree is much lower than the number of snapshots required for a sufficient temporal resolution of the flow. Equation ͑1͒ is called the "reconstruction formula," and since the POD modes are orthogonal by construction, the temporal coefficients a k ͑t͒ can be obtained from Eq. ͑1͒ by a "direct projection" formula as
The above equations relate to the specific example of the spanwise component of vorticity ͑a scalar field͒ at a constant spanwise location ͑z =0͒, but the extension is obvious for a three-dimensional vector field as well. We also report some results on the three-dimensional velocity vector field in the second part of this paper. Since eigenvalues of the covariance matrix represent the energy content of the modes, we show the distribution of eigenvalues obtained from PIV measurements and DNS in Fig. 2 . The comparison of PIV versus DNS eigenvalues shows a remarkable similarity for almost all of the modes. In particular, most of the fluctuating kinetic energy is captured by the first four modes for both PIV-and DNS-based modes, i.e., the first four PIV-based modes capture 89.1% while the first four DNS-based modes capture 90.9% of the total energy. Ma et al. 5 make a similar comparison of digital PIV and two-dimensional DNS results for a flow past a circular cylinder at Reynolds number 610. They report that the fluctuating kinetic energy content of only the first six modes agrees with each other, and for higher modes the energy spectrum of the DNS-based modes decays sharply, while the spectrum of PIV-based modes decreases rather monotonically with a nearly constant slope. They state two probable causes for this discrepancy: ͑i͒ the noise and the background turbulence of experimental data, and ͑ii͒ limitation of the two-dimensional simulation. They also report that the eigenvalue spectrum for the two-dimensional simulations decays faster compared to three-dimensional simulations. This is in agreement in our 3D simulations, and combining our findings with theirs, we can say that the limitation of the twodimensional simulation seems to be a major source of the spectrum discrepancy while the noise and the background turbulence of the experimental data seem to play only a minor role.
Figures 3 and 4 show the comparison between PIV-and DNS-based POD modes, while corresponding coefficients of the modes are given in Figs. 5͑a͒ and 5͑b͒, respectively. The comparison of experimental and numerical POD modes ͑versus time͒ reveals that the first four most energetic modes show a considerable similarity, while deviations are evident for higher-order modes. It is also noted that for DNS results, well-organized, small-scale coherent structures are observable for even very high-order, low-energy content modes ͓e.g., the 15th and 19th modes shown in Fig. 4͑b͔͒ . The high-order PIV-based POD modes, on the other hand, are noisy. By comparing the coefficients of the PIV-and DNSbased POD modes ͓Figs. 5͑a͒ and 5͑b͔͒, we see that they are quite similar as well but we also note that a mode and a corresponding coefficient "phase shift" in mode pairs is observable, as already reported in Prabhu et al. 3 and Gunes and Rist 2 , for instance.
IV. RECONSTRUCTION OF PIV DATA

A. Reconstruction of PIV data via PIV-based POD modes
In order to compare and assess the differences, we will use both PIV-and DNS-based modes in reconstructing the original PIV data. Next, we will investigate noise filtering ͑smoothing͒ and the possibility of enhancement of the spatial resolution of original PIV data. Let us write the decomposition of the PIV dataset utilizing both PIV-and DNS-based modes:
where the model coefficients a k model can be calculated by a cross projection of the DNS-based modes on the PIV data as Figure 6͑a͒ shows the reconstruction of a representative instantaneous snapshot of the experimental spanwise vorticity ͑PIV data͒ for a different number of PIV-based POD modes ͑direct projection͒. The original PIV data are shown for comparison. It is seen that only the first five modes are sufficient for an accurate reconstruction ͑with an rms error of 0.1204͒ since PIV-based modes are optimal for the experimental data. It is also noted that because PIV-based modes contain experimental noise ͑see Fig. 3͒ , the reconstructed PIV data ͑span-wise vorticity field͒ are as noisy as with the original PIV data. Here, in order to smooth the PIV data, we first employ the Kriging procedure on the noisy POD modes, and reconstruct the original data with optimal but smoothed PIV-based modes as shown in Fig. 6͑b͒ . As all the PIV-based modes are smoothed ͑including the average PIV data-mode zero͒, the reconstruction results in smooth data fields for any selected number of modes. It is seen in Fig. 6͑b͒ that the first five smoothed POD modes accurately capture the PIV data ͑with an rms error of 0.1960͒. The reconstruction error as a function of mode numbers is given in Table I . We note that, while using all the original modes leads to zero reconstruction error, hence containing the noise as well, the smoothed modes result in a converged rms error of 0.1701. So, this difference is obviously due to the removal of the noisy part of the data. We show in Fig. 7͑a͒ the smoothed POD modes ͑they may be compared with the original POD modes in Fig. 3͒ . Since the POD modes are smoothed, they are expected to no longer be orthogonal ͑relative to the scalar product that was used when the original/noisy POD modes were determined͒ and optimal. Therefore, as suggested by one referee, we also considered smoothing the PIV data first, and then determining POD modes for the smoothed PIV data. The resulting eight most energetic orthogonal set of POD modes obtained for the smoothed PIV data is shown in Fig. 7͑b͒ . The orthogonal set of POD modes is crucial if one is required to construct an accurate low-dimensional model to investigate the characteristics of the dynamical system. However, for the data reconstruction/smoothing and interpolation purposes, as implemented in the current paper, the POD modes may not be required necessarily to be orthogonal. In addition, we think that smoothing POD modes, rather than smoothing PIV data itself ͑i.e., this requires all snapshots to 
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͑ii͒ Smoothing of each snapshot before performing the POD requires more computer time and contains the danger that large and coherent structures are more affected by the smoothing procedure than in our case.
͑iii͒ Smoothing of the large-scale structures will not deteriorate the small-scale structures, and vice versa.
͑iv͒ When the smoothing is performed individually for each snapshot, due to instantaneous flow complexity and/or measurement errors, the noise content of some snapshots may be quite different from the rest and, therefore, it is difficult to control and adjust the smoothing parameter for each snapshot, i.e., it is likely that some snapshots are too much ͑oversmoothed͒ or too little smoothed, which in turn will affect the POD modes.
For the problem at hand, comparing orthogonal and nonorthogonal POD modes, the most energetic four modes are very close to each other, while there is a considerable difference in less energetic higher-order modes ͓see Figs. 7͑a͒ and 7͑b͔͒. Also, Table II shows the energy content of each orthogonal/nonorthogonal POD mode. While the first four orthogonal/optimal modes capture 94.71% of the flow fluctuating energy, the nonorthogonal/nonoptimal modes capture 90.95% of the same energy. We can conclude that while the orthogonality property of the POD modes is eliminated theoretically by smoothing the modes, especially the most energetic POD modes are not "far away" from the orthogonality condition when they are smoothed.
In addition, in smoothing PIV data first, there is a danger that small-scale important features of the flow ͑higher-order structures͒ may be confused with noise and lost along with the latter during the smoothing process. Actually, we investigate Kriging interpolation/smoothing in Sec. V in detail and show that by controlling the correlation parameter, one can choose the degree of smoothness for the Gaussian correlation function ͑see, for example, Fig. 17͒ . FIG 
Finally, in Table I , we compare the reconstruction errors as a function of PIV-based mode number. The reconstruction error for both procedures, i.e., mode-smoothing and PIV-data smoothing, give similar results for low-order modes ͑for the two most energetic pairs͒, while there is some difference if one considers other ͑high-order͒ modes. This is in agreement with the fact that the four most energetic smoothed POD modes and POD modes obtained from smoothed PIV data resemble each other, as shown in Figs. 7͑a͒ and 7͑b͒ .
As a concluding remark in this section, there is no clear advantage for one or the other procedure ͑perhaps apart from the argument of computer time, especially when a larger 
number of snapshots are available͒. Both methods can be used depending on the application. For data reconstruction/ smoothing and interpolation, mode-smoothing may be appropriate while PIV-data smoothing shall be employed for lowdimensional representation of flow data, which requires orthogonal POD modes.
B. Reconstruction of PIV data via DNS-based POD modes
In the preceding section, we have shown that PIV data can be reconstructed and smoothed effectively employing PIV-based POD modes along with the Kriging procedure. In this section, we will investigate the possibility of reconstruction of PIV data employing DNS-based POD modes. This task is important because in many instances, the experimental data have very low resolution or are only partially available, and extracting additional information/data from available DNS data can be highly desirable. Before employing DNS-based modes to reconstruct PIV data, for a comparison we present reconstruction of the DNS data using DNS-based modes in Fig. 8 ͑direct projection͒. Similar to the PIV data, the DNS data are reconstructed with few modes accurately ͑with an rms error of 0.2333 for the first five modes͒. We also note the noise-free spatial distribution of the reconstruction as expected.
Having mentioned that PIV-and DNS-based modes are only optimal for their corresponding data, we will now investigate reconstruction, smoothing, and spatial resolution enhancement of PIV data employing ͑theoretically nonoptimal but closely related͒ DNS-based modes. As reported by Prabhu et al., 3 the "cross projection" represents the ability of nonoptimal POD modes ͑here DNS-based modes͒ to describe the actual PIV data. Therefore, by reconstructing the spanwise vorticity z PIV using Eq. ͑4͒, we can evaluate a priori the potential of DNS-based modes in reconstructing the PIV data. If DNS-based modes can be used for reconstruction, it is predicted that only the few most energetic modes are necessary for the reconstruction since it has been shown previously that almost 90% of the energy is captured by the first four modes both for PIV and DNS data.
The cross projection formula to evaluate the model coefficients ͓Eq. ͑5͔͒ actually requires all PIV data ͑i.e., z PIV for all points͒ to be supplied in order to calculate the model coefficients, and the equation implicitly assumes that the DNS-based modes satisfy the orthogonality condition on the PIV measurement points ͑domain͒. On the other hand, in order to calculate the model coefficients, a least-squares method proposed by Gunes and Rist 2 may be used for a partially available or very coarse PIV dataset ͑e.g., data with missing zones͒ and the method does not require that DNSbased modes are orthogonal. That is, by providing flow data only at selected locations ͑x i y i ͒ and employing a leastsquares fit on Eq. ͑4͒, one can calculate the model coefficients without requiring the use of Eq. ͑5͒. Particularly, we can write a least-squares error as
and a least-squares fit formulation reduces to the following system of algebraic equations for the model coefficients:
͑7͒
In Eq. ͑7͒, P denotes the total number of data points in the PIV measurements while N denotes the number of most energetic DNS-based POD modes and determines the size of the coefficient matrix. The PIV data are utilized to evaluate the right-hand side ͑RHS͒ of the linear system, while the coefficient matrix is computed once and for all from DNS data. The size of the linear system depends on the number of modes used in Eq. ͑4͒. By employing a triangular decomposition, the hybrid model coefficients can be calculated efficiently for different PIV data sets. In order to investigate the performance of each reconstruction procedure in detail, we employ the root mean square ͑rms͒ error for each snapshot as follows:
where TN is the total number of nodal points in the flow field, z,C N denotes the reconstructed spanwise vorticity via N modes, while z ͑x , y͒ denotes the "actual" spanwise vorticity obtained from the PIV measurements. Note that in order to normalize with respect to the "variance" of the field, we evaluate the variance as
where z is the average of the PIV vorticity field, z ͑x , y͒. We also note here that using a relative error is not particularly suitable here because at some ͑but only few͒ points, the field values are so small that small deviations give very large relative errors, which make a reasonable comparison impossible. Figure 9 shows the reconstruction of the PIV data employing ͑N =6͒ DNS-based POD modes obtained by the least-squares approach. For a comparison, we also show the original PIV data at the top of the figure. It is important to note that the extracted POD modes ͑shown in Figs. 3 and 4͒ are for the fluctuating part of the vorticity. To visualize the instantaneous vorticity, the mean vorticity needs to be added. The mean vorticity contours shown in Fig. 10 for both PIV and DNS datasets are very similar. However, we still notice some background noise for PIV data as expected. ͑It is possible to smooth the mean vorticity employing Kriging͒. Therefore, we prefer the mean vorticity from DNS for two reasons: ͑i͒ it eliminates the background noise associated with the PIV measurements, ͑ii͒ in a case in which only partial measurements are at hand in a domain of interest, the mean experimental velocity cannot be used. Therefore, in all FIG. 14. Spatial resolution enhancement of PIV data to a fine DNS grid of ͑116ϫ 156͒ using nine DNS-based POD modes.
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Spatial resolution enhancement/smoothing Phys. Fluids 19, 064101 ͑2007͒ the reconstructions in this paper that follow, we use the DNS mean spanwise vorticity. The effect of the number of DNS-based POD modes on the reconstruction of PIV data is shown in Fig. 11 . We see that the shear layer due to laminar separation is captured by only the first few modes. The model coefficients obtained from the least-squares approach ͓Eq. ͑7͔͒ are given in Fig.  12 . These coefficients are used along with the DNS-based FIG. 15 . Resolution enhancement of "gappy" PIV data using nine DNSbased POD modes. The left column shows the gappy PIV data ͑obtained by discarding a significant part of the available PIV data͒, and the right column shows the enhancement of PIV data via DNS-based POD modes. The "DNS-based" interpolation refers to using POD modes extracted from DNS in the reconstruction of gappy PIV data. POD modes in order to reconstruct PIV data shown in Fig.  11 . The reconstruction rms error, defined in Eq. ͑8͒ as a function of mode number, is given in Fig. 13 . The error decreases sharply with the first few modes and levels off to a constant value for higher modes. That is, higher-order DNSbased modes have almost no contribution in reconstructing PIV data, while they all contribute in reconstructing DNS data.
Here, an explanation of the computational requirement is appropriate. In order to be able to compute the model coefficients either from Eq. ͑5͒ or Eq. ͑7͒, the DNS-based POD modes should be obtained on the experimental ͑PIV͒ grid. To achieve this, we first interpolate high spatial resolution DNS data ͑spanwise vorticity͒ onto the low spatial resolution PIV data. Then, applying the POD procedure, DNS-based modes are obtained on the PIV measurement points. Note that once the model coefficients are obtained using either Eq. ͑5͒ or Eq. ͑7͒, they are independent of the spatial variations, thus they can be used with high spatial resolution DNS-based modes in order to obtain high-resolution PIV data. Therefore, we compute again DNS modes, now on a finer computational grid. Figure 14 shows the spatial resolution enhancement/smoothing of PIV data to a fine DNS grid of ͑116ϫ 156͒ using nine DNS-based POD modes. This procedure can be thought as a novel "DNS-based" interpolation employing DNS-based POD modes. In addition, notice that the wall and the near-wall vorticity, not available in the original PIV measurements, are also accurately predicted by this procedure since DNS-based modes contain this information. In this particular measurement campaign of Lang 16 , the spanwise vorticity at the z = 0 plane had been obtained on a fine "experimental grid" ͑76ϫ 38͒. However, full threedimensional measurement campaigns carried out with stereoscopic PIV were much coarser ͑e.g., only nine planes in wall-normal direction͒. Therefore, in order to see whether DNS-based interpolation works for coarser measurements points, so-called "gappy" PIV data were generated artificially by omitting data points from present PIV snapshots. Figure  15 shows the resolution enhancement/smoothing of the gappy PIV data using nine DNS-based POD modes. We refer to the procedure as "DNS-based" interpolation, which means we use smooth ͑noise-free͒ POD modes extracted from DNS in the reconstruction of gappy PIV data. It is seen that DNSbased POD modes can be used to extract the important features of the experimental data, not available in the lowresolution gappy PIV data. In fact, the performance of DNSbased interpolation is particularly pronounced for PIV data with a very high gappiness ͑10ϫ 5͒, as shown in Fig. 15 .
V. KRIGING INTERPOLATION
A. Kriging interpolation of PIV data
In our study, we employ a Gaussian correlation model since the flow field is continuously differentiable and we would like to smooth the experimental data. We also used other correlation models ͑e.g., exponential, linear, spherical͒ and found out that the Gaussian correlation model is necessary for smoothing. The regression model used in all of our studies is based on second-order polynomials. Each timesnapshot is treated as separate data and therefore a separate regression and correlation model may be used for each snapshot, if required. Although Kriging based on a surrogate model is almost always used for interpolation, it can also be used for extrapolation, i.e., the surrogate model can estimate a value at points both inside and outside the neighborhood of the design dataset. Obviously, the interpolated values are much more accurate than the extrapolated values. In fact, our 
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Spatial resolution enhancement/smoothing Phys. Fluids 19, 064101 ͑2007͒ numerical experiments show that the accuracy sharply deteriorates outside the design dataset. In order to compare to the DNS-based "interpolation," we carried out Kriging interpolation as well as linear interpolation of low-resolution gappy PIV data. Figure 16 shows the reconstruction of the two gappy PIV data sets, ͑10ϫ 10͒ and ͑19ϫ 19͒, respectively. For very coarse ͑10ϫ 10͒ gappy PIV data, DNS-based interpolation is certainly superior to Kriging and linear interpolation. This is an expected result with very low-resolution gappy PIV data, since both Kriging and linear interpolations use only available gappy PIV measurements, and there is simply not enough information to extract the hidden features of the flow. On the other hand, the prediction of Kriging interpolation is improved significantly for the second gappy PIV data with ͑19ϫ 19͒ resolution, while the prediction of DNS-based interpolation does not change practically. Kriging interpolation of noisy PIV data for various values of the correlation parameters i is shown in Fig. 17 . As can be seen, the correlation parameter given in the Gaussian correlation function
2 ͒ is related to the correlation length and it is crucial for the Kriging interpolation of noisy data. Actually, by controlling the correlation parameter, one can choose the degree of smoothness for the Gaussian correlation function ͑see Fig. 17͒ . Figure 18͑a͒ shows the variation of Gaussian correlation function with the correlation parameter. The correlation increases as the correlation parameter decreases, i.e., the points in a larger region contribute to the evaluation of the unknown points resulting in a smoother "average" data. We also note that Fig. 17͑f͒ shows the Kriging interpolation with the optimized coefficients. Here, the anisotropy is accounted for in the different values of correlation parameter for each direction. The correlation parameter in the streamwise direction is x = 0.31, while in the wall normal direction it is y = 0.62 ͓see Fig. 18͑a͔͒ . So, the PIV data in the streamwise direction are more correlated, as expected. Thus, the experimental noise in PIV data is eliminated and a very smooth data field is obtained with Kriging interpolation based on the Gaussian correlation function. On the other hand, we also performed Kriging interpolation based on the exponential correlation function, R i = exp͑− i d i ͒. Surprisingly, no smoothing at all could be achieved when we used the exponential correlation function for all the correlation parameters, i.e., all the correlation parameters investigated for the exponential function resulted in the "original" noisy PIV data. This includes the computed "anisotropic" optimized correlation parameters ͓ x = 2.8, y = 4.8͔ as well as a range of correlation parameter inputs between = 0.01 and 10. This may be explained by the parabolic behavior of the Gaussian function near the origin compared to the linear behavior of exponential function as shown in Fig. 18͑b͒ .
B. Kriging interpolation of DNS data
In order to compare and quantify the reconstruction error, we have also applied the Kriging interpolation to DNS data. Similar to PIV data, we omitted the values of the vorticity on most nodes and obtained three "gappy" DNS datasets consisting of equidistant ͑10ϫ 10͒, ͑20ϫ 20͒, and ͑30ϫ 30͒ grids. Figure 19 shows the contours of the gappy DNS data ͑left column͒ and the corresponding reconstructed contours of the vorticity by Kriging interpolation ͑right column͒. At the top of the figure, "targeted" original DNS data are shown for visual comparison. To quantify the accuracy of the reconstruction, the rms errors, defined similarly as in Eq.
͑8͒ over the computational domain, are given in Table III . Obviously, the local error varies at each point, as shown in Fig. 20 . It is noted that for the flow with high gappiness ratio ͑10ϫ 10͒, the reconstruction error is concentrated in the shear layer, close to the wall and in the downstream part of the separation bubble. On the other hand, for the flow with medium and low gappiness ratios, i.e., gappy data with ͑20ϫ 20͒ and ͑30ϫ 30͒, the shear layer is reconstructed virtually free of error, while only a small reconstruction error is observable near the wall and in the downstream part of the separation bubble. Finally, in Figs. 21 and 22 we show spanwise vorticity variations on selected lines in x and y directions, respectively. Note that the spanwise vorticity variations on the constant lines x = 0.45 and 0.50 ͑shown in Fig.  22͒ represent one of the highest reconstruction errors, as re- vealed in Fig. 20 . It is seen that except for very large gappy data, Kriging interpolation can be faithfully used to enhance the data.
C. Kriging interpolation of three-dimensional PIV data
Even though PIV techniques are rapidly developing for three-dimensional experimental measurements, the resolution in certain directions may still not be sufficient for modern data visualization methods ͑e.g., see Jeong and Hussain 28 for the 2 method͒, so accurate interpolation/enhancement in certain direction͑s͒ is necessary in order to implement these methods. In this section, we interpolate full threedimensional stereoscopic PIV measurements carried out by Lang 16 for a flat plate with separation bubble. While his three-dimensional measurements in streamwise ͑x͒ and spanwise ͑z͒ directions are quite finely sampled ͑81 points in x and 44 points in z direction͒, only nine equidistant planes ͑y =4,6,8, ... ,20͒ are available for the wall-normal direction. Therefore, our task is to employ Kriging interpolation to increase the resolution in the wall-normal direction. Since the no-slip condition requires that the velocity vector be zero on the wall, we incorporate this information into our Kriging interpolation in addition to the given nine wall-normal planes. The resolution of 3D PIV data can be enhanced by employing Kriging interpolation on each x = const plane or on a 3D zone. First, we performed Kriging interpolation separately on each x = const plane. We also performed Kriging interpolation on a three-dimensional domain ͑not individual planes͒. For this case, however, the computational domain needed to be partitioned into subdomains ͑64 volumes͒ in order to be able to compute the correlation matrix with regard to the available computer resources and efficiency. It is found out that both two-and three-dimensional application of Kriging interpolation have been in good agreement with each other. We performed Kriging interpolation for all 18 phase-averaged snapshots available from 3D PIV measurements. Here, we present results for enhancement of a representative snapshot. Figures 23-25 show instantaneous stereo-PIV data ͑top figure͒ of Lang 16 and corresponding enhancement with Kriging interpolation ͑bottom figure͒. Figure 23 illustrates the velocity vectors at a selected plane x = 360, while Figs. 24 and 25 show velocity vectors at the peak ͑z = 120͒ and valley ͑z = 135͒ planes, respectively. Figure 26 shows the velocity vectors of selected "new" ͑unknown͒ planes ͑y = 5, 11, and 15͒ calculated by Kriging interpolation.
VI. CONCLUSIONS
In this paper, POD and Kriging methods are investigated for the purpose of data reconstruction and spatial enhancement ͑e.g., interpolation to high-resolution and/or smoothing of noisy data͒ of experimental data for a transitional boundary layer with a laminar separation bubble. For the first procedure, POD is applied to DNS data to extract the DNSbased POD modes, which are then projected onto available experimental data in order to obtain the coefficients of the hybrid model based on the DNS modes. The hybrid model is then used to enhance ͑interpolate and smooth͒ the experimental data as well as for "extrapolation" since the model coefficients do not depend on spatial variation. In fact, we showed that near-wall spanwise vorticity, which is not available from experimental data, can be recovered faithfully.
We have also shown that Kriging interpolation can be used effectively for the reconstruction, interpolation, and smoothing of two-and three-dimensional experimental data. Comparing POD-based and Kriging interpolation, it is found out that for very low resolution of experimental data, DNSbased interpolation ͑if available͒ is superior over Kriging interpolation. On the other hand, Kriging interpolation works well for sufficiently high-resolution experimental/numerical data. Both procedures effectively eliminate the background noise and measurement errors in experimental data. Unlike the DNS-based procedure, the performance of the Kriging procedure drops sharply when it is used for extrapolation, therefore its usage should practically be limited solely for interpolation. We have shown that PIV-based POD modes are noisy, and by smoothing these modes by Kriging interpolation, noise-free reconstruction of PIV data can be achieved. Then, the coefficients can also be interpolated by 
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Spatial resolution enhancement/smoothing Phys. Fluids 19, 064101 ͑2007͒ piecewise cubic Hermite interpolating polynomials to increase both spatial and temporal resolution of the PIV data. In general, it is important to note that in Kriging interpolation, the correlation function and the corresponding correlation parameter are suitably selected so that the correlation model predicts the design datasets almost exactly. However, when the values of the design dataset are not exact, i.e., if the source points have some uncertainty or contain background noise as in experimental data, the Gaussian correlation function with an appropriate correlation parameter should be used to obtain smoother interpolated data. It has been shown that the degree of smoothness can be controlled by the correlation parameter. On the other hand, when the design data sets are exact ͑i.e., free from noise and background disturbances as in DNS͒, Kriging interpolation based on the exponential, spline, or Gauss function ͑with large correlation parameters͒ can be used.
For future work, the following issues might be interesting to investigate: ͑i͒ the DNS-based procedure can be utilized to predict large missing regions and compare with Kriging predictions, ͑ii͒ a hybrid spatio-temporal dataset can be formed by combining the experimental and numerical snapshots in a certain way ͑e.g., consecutively͒ so that data reconstruction and enhancement procedures investigated in this paper are performed utilizing the hybrid POD modes, ͑iii͒ currently there is no guarantee that the reconstructed flow in the missing region satisfies the conservation equations of the flow. However, in a future work, it may be possible to implement a Kriging interpolation in an iterative scheme such that, for example, the recovered missing region satisfies the continuity equation. 
