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SUMMARY   
Structural components like pipes or pressure vessels made of high toughness and low strength 
material generally operate at temperatures above the brittle-to-ductile transition (DBT) range. 
The fracture response of such material is essentially ductile and material is capable of 
withstanding significant plastic deformation. Structural integrity assessment of such 
structures relies upon the fracture resistance of the material obtained from the standard 
laboratory testing of fracture specimens. The standard fracture specimen primarily designed 
with high crack-tip constraints do not represent the crack tip constraints for a real curved 
surface crack commonly encountered in large structural components. High constraint 
specimens lead to lower fracture toughness and material J-R curve, which subsequently 
causes over-conservative assessments based on, e.g., the option 3 failure assessment curves in 
BS7910. Therefore, development of simple and reliable methods to estimate the component 
fracture resistance data becomes essential to perform the structural integrity assessment more 
efficiently. The available literatures have indicated three major research gaps: 1) the existing 
methods have not reported any study to measure the J-R curve for surface-cracked pipes 
directly from pipe fracture test; 2) the reported literatures have not addressed the issue of 
variable crack-tip constraint along the curved crack-front of a surface crack during the 
measurement of energy release rate; and 3) lack of any guidelines regarding the accurate 
measurement of the crack extension along the curved crack-front profile of the surface crack 
during the pipe fracture test. This thesis focuses on addressing the above research gaps. 
The present study addresses these research gaps by proposing two direct methods to 
measure the fracture resistance curve for surface-cracked pipes from experimentally 
measured load versus displacement curve, which includes: 1) η-compliance method; and 2) 
 x 
 
hybrid method. The energy release rate and the crack extension measurement procedure 
prescribed in these methods incorporate the highlighted research gaps listed as (2) and (3).  
This thesis extends the η-compliance method originally proposed to measure the 
fracture resistance for through-thickness standard fracture specimens to circumferential 
surface-cracked pipes. This method utilizes the η approach to determine the energy release 
rate, J, therefore, as a part of this investigation, the study first computes a set of average 
plastic η functions for circumferential surface-cracked pipes through rigorous large-
deformation, elastic-plastic finite element analyses. These functions facilitate the calculation 
of average energy release rate along the curved crack-front. The accuracy of the η method to 
estimate the energy release rate confirms the applicability of this approach in measuring the 
J-R curve for surface-cracked pipe from experimentally measured load versus displacement 
curve. The experimental work includes fracture tests with multiple unloading-reloading 
cycles on a set of pipe specimens with circumferential surface crack and on through-thickness 
fracture specimens such as SE(B) and SE(T). The η method facilitates the measurement of 
energy release rate, the relationship between the specimen compliance and crack size based 
on the crack-front profiles interpolated linearly between the fatigue pre-crack, and the ductile 
tearing presents a reasonable description of the crack extension during the test. This method 
has also addressed the issue of location specific J-R curve for different crack-front locations. 
J-R curves directly from surface-cracked pipes and J-R curves from through-thickness 
fracture specimens, SE(B) and SE(T) of the same material exhibit similar resistance for very 
small crack extension. This observation supports the accuracy of the estimation procedure for 
pipe J-R curve from the η-unloading compliance method. 
The study further proposes an alternative method to measure the J-R curve for pipes 
with circumferential surface cracks. This method originates from the concept behind the 
conventional multiple specimen approach to measure the energy release rate. This method 
xi 
 
combines a single experimentally measured load versus crack mouth opening displacement 
(CMOD) curve with multiple load versus CMOD curves from various finite element models, 
each with a different stationary crack size but with the same geometry and the same material. 
The present study checks the accuracy of this method by verifying it first for through-
thickness specimens and consequently for surface-cracked pipe specimens. The study 
confirms the accuracy of the hybrid method in estimating the J-R curve for surface cracked 
pipe by showing a close agreement with the J-R curve measured using the η-unloading 
compliance method. 
This thesis also presents the experimental investigation of the effect of pre-straining 
generated during the pipe reel laying process on the measured J-R curve. The study conducts 
the full-scale reeling simulation test in engineering laboratory to generate the desired pre-
strain in the pipes. The measured J-R curve from the fracture test data of the reeled pipe 
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1.1 Background and Motivation 
Reliable structural integrity and reliability assessment of the critical structural components 
remain an essential process for the safety of engineering structures including oil and gas 
pipelines, pressure vessels and storage tanks (Fig. 1.1). Previously reported pipeline failures 
(Lopez et al. 2012, McCauley and Yazemboski 2011, Johnson and Barrett 2011) reveal 
crack-like defects on the external surface and near the weld toe region caused either by the 
repeated fatigue actions or due to corrosion. The integrity assessment of such cracked pipe 
structures often utilizes the fracture mechanics-based engineering critical assessment (ECA) 
procedure outlined in engineering standards (BS7910, 2013). The ductile tearing assessment 
in a typical ECA procedure requires a detailed description of the material fracture resistance, 
measured by the J-R curve. Standard material testing procedures (ASTM E1820 2015, ISO 
12737 2010, ISO 12135 2008) employ deeply-notched specimens with a through-thickness 
crack-front under a high constraint small-scale yielding condition to measure the material J-R 
curve (Fig. 1.2). Experimental methods to measure the material J-R curve separate into two 





specimen method. Begley and Landes (1972) have pioneered the experimental measurement 
of the energy release rate, J-value, deploying a number of standard fracture specimens each 
with a different crack size. Rice et al. (1973) have proposed the η method to measure the 
energy release rate for standard fracture specimens. Andrew et al. (1976) have coupled the 
unloading-compliance method with the η approach to measure the -J a  curve using a single 
specimen with an extending crack. The η approach estimates the J-value using the area below 
the experimentally measured load-displacement curve, while the increasing compliance 
recorded in each unloading and reloading cycle allows an indirect sizing of the growing 
crack. In this method, η denotes the dimensionless factor, which relates the energy release 
rate with the strain energy.  
However, previous studies (Faleskog 1995, Xu et al. 2009, Xu et al. 2010) have 
demonstrated the over conservatism in the J-R curves measured from these standard fracture 
specimens, e.g. the single-edge-notched bend, SE(B) specimen and the compact tension, C(T) 








Fig. 1.1: Engineering structures (a)-(b) Oil and gas pipeline (http://oilprice.com and 
https://oilandgaslogistics.wordpress.com); (c) Pressure vessel (http://ns2.foremost.ca); and (d) 
Storage tanks (http://www.largestoragetank.com/). 
 
The transferability of the specimen or material J-R curve to the fracture resistance in a 
structural component thus represents the critical challenge in the structural integrity 
assessments (Qian and Zhang, 2015). The geometry and plasticity induced constraint loss can 
lead to significant differences in the near tip stress triaxiality between a surface crack front 
and a deeply cracked fracture specimen (Ruggieri and Hippert 2002, Pavankumar et al. 2005, 
Park et al. 2012). Such constraint difference will impose a marked effect on the measured J-R 
curve (Joyce et al. 1993, Joyce and Link 1995, Garwood 1979, Brocks and Schmitt 1993). 
Recent studies (Chiesa et al. 2001, Cravero and Ruggieri 2005, Silva et al. 2006, Cravero and 
Ruggieri 2007, DNV-RP-F108 2006, Wang et al. 2013) advocate the use of single-edge-
notched tension, SE(T), specimens to measure the material J-R curve for surface-cracked 
pipes due to the closer constraint condition between a SE(T) specimen and a surface-cracked 
pipe than that between a deeply notched SE(B) or C(T) specimen and a surface-cracked pipe.  
Moving beyond the small-scale fracture test, simple and reliable methods to measure 
the J-R curve directly from a cracked pipe provide an enhanced basis for the engineering 
critical assessment of structural components. Zahoor and Kanninen (1981) and Kanninen et 
al. (1983) pioneered the direct measurement of J-R curves on full-scale, through-wall cracked 
pipes subjected to four point bending. The J-integral estimation scheme utilizes the load 
versus the load-line displacement (δLLD) relationship. The accuracy of this method depends on 
the non-dimensional plastic factor, derived from the limit load analysis. The open literature 
reports similar experimental investigations (Pavankumar et al. 2005, Singh et al. 2005, Sahu 
et al. 2011, Miura and Wilkowski 1998, Moulin et al. 1996, Wilkowski et al. 1981) using 





thickness cracked pipes and address the issue of J-R curve extrapolation for large crack 
extension. Therefore, development of simple and reliable methods in line with existing 
method which are η-compliance method and multiple specimen method to estimate the 
fracture resistance of surface-cracked pipes with varying crack tip constraint along the crack 
front becomes essential for the integrity assessment of pipe structures. 
 
Fig. 1.2: (a) Through-thickness standard specimens; and (b) Tri-axial stress-state at the crack 


















under mode I loading
Tri-axial stress-state at the center 






Fig. 1.3: (a) Surface crack profile; and (b) Variation of fracture resistance with respect to 
constraint [Adapted from Berg et al., 2008]. 
1.2 Objectives and Scope of Study 
This study aims to develop methods to measure the J-R curve for surface-cracked pipes 
directly from experimentally measured load versus displacement curve. 
In detail, this study aims to accomplish the following scope of work: 
Derivation of η functions for circumferentially oriented surface crack in pipes under pure 
tension and pure bending load: 
1) Generate FE models of pipe with a circumferential surface crack covering a wide 
range of pipe geometries, crack sizes, material yield strengths and perform large-
deformation, elastic-plastic finite element analyses under the given loading cases; 
2) Compute average plastic η functions utilizing the average domain integral values and 
the load versus displacement curve obtained through FE analyses covering all 









Variable crack-tip constraint along the crack front







3)  Normalize the average plastic η functions with the necessary geometric and material 
parameters and perform multivariate regression analyses to propose generalized 
expressions of normalized average plastic η functions for different loading cases; 
4) Estimate the energy release rate using the proposed plastic η functions and compare it 
with the J-value computed from the domain integral approach.  
Development of η-compliance method to measure the fracture resistance of surface-cracked 
pipes: 
1) Conduct fracture tests on a set of full-scale steel pipes with circumferentially oriented, 
fatigue pre-cracked surface notch at the mid span length to measure the pipe J-R curve 
and also on a set of through-thickness standard fracture specimens, such as single-
edge-notched bend, SE(B), specimens and single-edge-notched tension, SE(T), 
specimens to measure the material J-R curve; 
2) Measure the material J-R curve from SE(B) specimens following the procedure 
outlined in ASTM E1820 (2015) and using the unloading compliance method for 
SE(T) specimens; 
3) Measure the J-R curve for surface-cracked pipes using the experimentally measured 
load versus crack mouth opening displacement curve and the proposed η-compliance 
method; 
4) Derive a relationship between the energy release rate and the crack-front location 
parameter to evaluate the location specific J-R curve for different crack front locations 
of the surface crack; 
5) Compare the material J-R curve with the J-R curve of pipe at different locations on 





Development of hybrid method, combination of numerical and experimental measurement, 
(details of the method discussed in Chapter five) to measure the J-R curve of surface-cracked 
pipes 
1) Propose a hybrid method as an alternative approach to measure the J-R curve of 
surface-cracked pipes; 
2) Verify the method for single-edge-notched bend, SE(B), specimens of two different 
configurations by comparing the J-R curves obtained from the hybrid method and 
from the η-compliance method; 
3)  Verify the method for single-edge-notched tension, SE(T), specimens by comparing 
the J-R curves obtained from the hybrid method and from the η-compliance method; 
4) Verify the method for circumferential surface-cracked pipes by comparing the J-R 
curves obtained from the hybrid method and from the η-unloading compliance 
method. 
Effect of pre-straining on the fracture resistance of surface-cracked pipes 
1) Conduct full-scale reeling tests under three point bending load to simulate the pipe 
reel laying process in order to generate the desired pre-strain in pipes; 
2) Machine a circumferential surface notch and conduct the fracture test on fatigue pre-
cracked pre-strained pipe specimens; 
3) Measure the pipe J-R curve from pre-strained pipes using the η-compliance method; 
4) Compare J-R curves of non-pre-strained surface-cracked pipes and pre-strained 






1.3 Original Contributions 
The following are the original contributions from the current research works: 
1) Derived η functions for surface-cracked pipes under pure tension and pure bending 
load covering a wide range of pipe geometries, crack sizes and material property.  
2) Proposed and verified the η-compliance method for the measurement of fracture 
resistance curve for surface-cracked pipes directly from pipe experimental load versus 
displacement curve.  
3) Proposed and verified the hybrid method for the measurement of the J-R curve for 
surface-cracked pipes and the material J-R curve using through-thickness fracture 
specimens, SE(B) and SE(T). 
4) Performed J-R test on full-scale pre-strained pipes to examine the effect of pre-
straining on the fracture resistance of pipes. 
Previously reported methods to measure J-R curves for the integrity assessment of cracked 
structural components covers either constraint corrected J-R curve measured from small-scale 
fracture specimens or J-R curve from through-thickness cracked pipes. Since all the methods 
involved through-thickness cracked specimens, they lack any guidelines regarding the 
accurate measurement of differential crack extension along the curved profile in a surface-
cracked pipe. Correct measurement of the crack extension remains a challenge for an accurate 
estimation of J-R curve for pipes with a surface crack. For surface-crack profile, the crack 
can extend in both thickness as well as in length direction. Previous methods do not address 
the issue of variable crack-tip constraint in case of curved surface cracks. The presented 





1.4 Organization of the Thesis 
The presentation of research works in this thesis follows the organization below: 
 Chapter 2 presents the theoretical background of the fracture mechanics approach to 
assess the structural integrity of critical engineering structural components. It presents 
a general review of the methods to measure the fracture resistance curve for cracked 
pipes with an emphasis on surface-cracked pipes.  
 Chapter 3 presents the detailed numerical study to estimate the η functions for 
surface-cracked-pipes covering the wide range of pipe geometries, crack sizes and 
material yield strengths under two different loading conditions. 
 Chapter 4 describes the η-compliance approach to measure the J-R curve directly 
from the full-scale fracture test on surface-cracked pipes. 
 Chapter 5 presents and verifies the hybrid method to determine the fracture 
resistance curve for surface-cracked pipes. 
 Chapter 6 examines the effect of pre-straining during pipe reel laying process on the 
fracture resistance of surface cracked pipe. 
 Chapter 7 summarizes the main research findings from this thesis and proposes 
future research works. 
 




CHAPTER 2: OVERVIEW OF FRACTURE RESISTANCE 






2.1 Fracture Mechanics Approach 
Fracture mechanics based design is somewhat analogous to the traditional structural design 
method. In structural design approach, the design stress is compared with the expected 
applied stress based on the flow properties of the design material (Fig. 2.1). The material is 
considered to be safe if its strength is greater than the applied stress. Fracture mechanics 
approach, however, has three variables instead of two, namely, crack size, applied stress and 
material fracture toughness. Fracture toughness replaces the yield strength as the material 
property and the fracture resistance curve replaces the complete flow behavior of the 
material. Fracture assessment of the critical component of structures evaluates the critical 
combination of these three variables. In fracture mechanics approach, applied stress and crack 
size for a given structural component determines the crack driving force. Fracture occurs 
when the crack driving force exceeds the fracture resistance of the structure.  
This chapter begins with the description of the fundamentals of the fracture mechanics 
and various fracture parameters used to characterize the crack driving force, and the fracture 




resistance of the material in the linear-elastic and in the elastic-plastic conditions. The 
subsequent sections review previous studies and findings related to the evaluation of the 
crack driving force and the fracture resistance mainly for the ductile tearing assessment of 
cracked pipes under different loading conditions. 
 




2.1.1 Linear-Elastic Fracture Mechanics 
Linear-elastic fracture mechanics (LEFM) assumes the material to be isotropic and linearly 
elastic. LEFM allows only limited amount of plasticity, i.e, the non-linear material 
deformation remains confined to a small region surrounding the crack tip (Irwin, 1948). 
LEFM presents two primary approaches for analyzing fracture under dominantly linear-
elastic conditions. The first method uses the energy balance approach to establish the 
necessary condition for the required fracture failure and the second method is based on the 
stress field approach in which the amplitude of the crack tip stress and strain fields 
characterize the critical level at which fracture occurs. 
KIC = critical stress intensity factor
JIC = critical energy release rate












Applied stress Material stress-strain curve 
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2.1.1.1 Griffith’s Energy Balance Approach 
Griffith (1920) applied the first law of thermodynamics, which asserts that when a system 
goes from a state of non-equilibrium to the state of equilibrium, there is a net decrease in the 
energy, to the phenomena of crack formation and crack growth. The energy approach claims 
that the crack extension occurs when the energy available for the crack growth is sufficient to 
overcome the resistance of the material. The energy release rate, G, defines as the rate of 
change in the potential energy with respect to the crack area. The material resistance may 
include the surface energy, the plastic work or other types of energy dissipation associated 
with a propagating crack. At the time of fracture, G equals Gc, the critical energy release rate, 
which becomes a measure of the fracture toughness. G refers to the driving force for fracture 
while Gc represents the material resistance to fracture. Griffith energy approach is valid only 
for ideally brittle solids. It underestimates the fracture strength of metals. Irwin (1956) and 
Orowan (1948) modified the Griffith approach to incorporate materials capable of plastic 
flow. However, the global behavior of the structure remains strictly elastic and the non-
linearity must occur within a small region near the crack tip.  
2.1.1.2 Stress Intensity Approach 
Figure 2.2 shows an element near the crack tip in an elastic material together with the in-
plane stresses on the element.  





Fig. 2.2: Crack tip stress field definition [Adapted from Anderson, 2005]. 
 
 
Westergaard (1939), Sneddon (1946), Irwin (1957) and Williams (1957) published closed 
form solutions for stresses in a cracked body subjected to external forces and expressed it in a 
polar coordinate system as, 
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    (2.1) 
where   KI = stress intensity factor, 
   ijf  = dimensionless function of θ in the leading term, 
  Ak = amplitude of the higher order term (k
th
 term) 
   ijg  = dimensionless function of θ for k
th
 term, 
  r, θ = polar coordinates of the point from the crack tip 
Close to the crack tip, the higher order terms approach zero. Therefore, each stress 
component remains proportional to a single constant KI. This constant, commonly referred to 
as the stress intensity factor (SIF), completely characterizes the crack tip conditions in a 
linear-elastic material. The subscript I stands for mode I type loading. A known value of KI 














and θ. When a material fails locally at some critical combination of stress and strain, fracture 
must occur at the critical stress intensity KIC. Thus, KIC becomes an alternative measure of the 
fracture toughness value. The K field characterization ceases to exist in case of large plastic 
deformation near the crack tip. 
2.1.2 Elastic-Plastic Fracture Mechanics 
Elastic-plastic fracture mechanics, (EPFM) applies to materials displaying non-linear and 
time-independent behavior. In such materials, the assumptions of linear-elastic fracture 
mechanics fails to exist. Two well-established fracture parameters for elastic-plastic 
conditions remain the crack tip opening displacement (CTOD) and J-integral.  
2.1.2.1 CTOD 
Wells (1961) introduced the crack tip opening displacement as a measure of the crack tip 
loading. He observed that crack faces move apart from each other before fracture and crack 
tip blunts due to the plastic deformation. Figure 2.3 illustrates the commonly used definition 
of CTOD. According to Fig. 2.3a CTOD defines as the displacement of the cracked edges of 
the blunted crack at the original crack tip. Figure 2.3b displays the interpretation of CTOD by 
Rice (1968). He introduced a 90° intercept definition of CTOD suitable for computational 
methods. 
 
Fig. 2.3: Definitions of CTOD (a) vertical displacement at the original crack tip; and (b) 



















Fracture occurs at the critical value of CTOD. In small-scale yielding the CTOD relates to the 








m E m 
   (2.2) 
where m denotes a dimensionless constant, which equals 1 for the plane stress and 2 for the 
plane strain condition. 
2.1.2.2 J-integral 
Rice (1968) proposed another parameter to characterize the non-linear material behavior 
ahead of a crack by idealizing plastic deformation as nonlinear elastic. Considering the 
stresses in the elastic-plastic material and the non-linear elastic material increase 
monotonically, the mechanical responses of both materials remain identical. Rice (1968) 












  (2.3) 
where   represents any counterclockwise contour encircling the crack tip (see Fig. 2.4), W’ 
refers to the strain energy density, Ti refers to the traction vector component, ui denotes the 
displacement vector and ds denotes the length of a small line element. 
 











The characterization of the stress and strain fields near the crack tip by the J-integral is 
analogous to using the stress intensity factor, K, in the linear-elastic fracture mechanics. 
Hutchinson (1968) and Rice and Rosengren (1968) showed that for stationary cracks, the 






































where  J = J-integral, 
  E = Elastic modulus, 
  θ, r = crack tip coordinates, 
  
'
ij  and 
'
ij  = known dimensionless function of the circumferential position θ 
and hardening exponent n 
  In = Integration constant and a function of n 
  εy, σy, n = yield strain, yield stress and strain hardening exponent, respectively, 
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 (2.6) 
where α denotes a material constant.  
Eq. (2.4) and Eq. (2.5) are often referred as HRR singularity and the J-integral represents the 
amplitude of the stress and strain singularity. The HRR singularity represents the same 
singularity as the LEFM as both predict infinite stresses as r tends to zero. The parameter J 




characterizes the fracture behavior as the large plastic yield encloses the fracture process zone 
(Fig. 2.5).  
 
Fig. 2.5: Crack tip condition for elastic-plastic state. 
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where E
’









 for plane strain (ν is Poisson’s ratio). 
2.1.2.3 Crack-Growth Resistance Curve 
Many structural steels with high toughness value do not fail catastrophically at a particular 
value of J-integral. They exhibit significant increase in the fracture toughness for few mm of 
stable crack extension before sudden fracture failure. Such rising crack driving force, J, with 
respect to crack extension, Δa, often referred as fracture resistance curve or R curve (see Fig. 
2.6a). 
Stress governed by remote loading
K-dominance zone
J-dominance zone





Fig. 2.6: (a) Schematic J-resistance curve for a ductile material; and (b) Schematic J driving 
force/R curve for load controlled and displacement controlled. 
 
 
In Fig. 2.6a, at the initial stages of deformation the material undergoes superficial crack 
growth due to blunting of the crack tip. As J-increases, the material near the crack tip 
experiences local failure, leading to the initiation of crack, denoted by JIC. JIC characterizes 
the material fracture toughness at the onset of ductile tearing (end of crack tip blunting). Its 
value, however, is an arbitrary number as the onset of the ductile tearing is nearly impossible 
to distinguish from the continued blunting, similar to 0.2% offset yield strength. While JIC is 
a conservative limit since most J-R curves rises sharply beyond JIC, the full J-Δa curve 
represents the complete material fracture resistance behavior. At very large crack extension 
level, the J dominance breaks and J no longer characterizes the crack tip stress-strain 
displacement field (Fig. 2.5). The evolution of the J-R curve depends significantly on the 
constraint level ahead of the crack tip. For ductile materials, slope of the J-Δa curve indicates 









  (see Fig. 2.6b). R appT T  or app RT T  presents the condition for stable 























displays the condition of instability under load controlled and displacement controlled 
loading situations. 
2.2 Review of J-Estimation Methods for Cracked Pipes 
Today with the advancement in computational procedure, the most rigorous method to 
compute the J-integral is through large-deformation, elastic-plastic finite element analysis. 
But, during early seventies and eighties, the evaluation of the non-linear fracture parameter J-
integral through non-linear finite element packages was not very handy due to the 
unavailability of finite element tools for general purpose usage. Due to this limitation, the 
research community of that time focused on the development of simplified methods to 
estimate J-integral solutions in lieu of elastic-plastic finite element analysis. Two such 
methods are: 1) GE/EPRI method; and 2) Reference stress method. 
2.2.1 GE/EPRI Method 
Kumar et al. (1981) introduced a procedure commonly known as GE/EPRI method, for the 
evaluation of the elastic-plastic J-integral for any cracked geometry based on the works of 
Shih and Hutchinson (1976), Shih (1976), Bucci et al. (1972) and Rice et al. (1973). They 
compiled a series of elastic and fully plastic solutions for several crack sizes, geometries and 
material properties in a handbook form and combined these solutions to estimate the elastic-
plastic solutions (crack driving force estimates) as, 
    ,le e plJ J a J a n   (2.8) 
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 (2.9) 
where KI refers to stress intensity factor, σy and ɛy denote yield stress and yield strain, 
respectively, a denotes crack length, W denotes the component width, b denotes uncracked 




ligament length (W-a), l represents a characteristic length for the cracked component, ɑ 
denotes a material constant, n denotes the Ramberg-Osgood strain hardening exponent, P 
defines a generalized load and P0 refers to the corresponding limit load (see Fig. 1.2 for 
geometry). Factor h1 represents a non-dimensional parameter dependent upon the crack size, 
component geometry and strain hardening properties. Kumar and German (1988) extended 
the method introduced by Kumar et al. (1981) for cracked pipes as, 
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 (2.10) 
Figure 2.7 illustrates a schematic diagram for cracked cross-sections of pipe with different 
crack configurations. In Eq. (2.10), t denotes pipe wall thickness, Ri denotes pipe inner 
radius, Rm indicates mean radius of pipe, φ refers to the half angle subtended by the crack at 
the center, b refers to the remaining ligament length, 2 2b R    for through-thickness 
crack (Fig. 2.7a) and b t a   for surface crack (Fig. 27.b-d). The remaining symbols hold 
the same definition as earlier.  
 
Fig. 2.7: Schematic diagram of cracked cross-section of pipe; (a) Through-thickness crack; (b) 
Constant depth internal surface crack; (c) Internal semi-elliptical surface crack; and (d) 


























 Kumar and German (1988) analyzed through-thickness cracked pipes under pure tensile 
load, pure bending and combined bending and tension load covering a wide range of pipe 
mean radius to wall thickness ratio (Rm/t), crack depth ratio (a/t), and strain hardening 
exponent (n). The study also covered additional solutions for 360° circumferential constant 
depth internal surface-cracked pipe under pure tension. The J-integral computation follows 
the virtual crack extension method (Parks 1974, 1977 and 1978, Hellen 1973 and 1977) for 
flawed thin shell elements. The GE/EPRI J-estimation scheme appears straightforward to use 
for a given geometry whose h1 is listed in the handbook by Zahoor and Kanninen (1981). 
Zahoor (1989) expanded the method to include additional geometries such as axially cracked 
pipes under tension and bending loads. With the advancements in the computational 
procedure, Kim et al. (2002) and Kim et al. (2004) extended this method to part 
circumferential surface cracked pipes and internal axial surface cracks in pipes, respectively. 
Takahashi (2002) reviewed this method for circumferential through-wall cracked pipes under 
combined tension and bending load and compared it with other J-estimation methods. 
Kamaya (2009) proposed solutions for h1 functions (Eq. 2.10) for internal surface cracks in 
pipes with constant depth under pure bending load. They considered extensive range of 
geometrical and material parameter defined by the mean radius to wall thickness ratio (Rm/t = 
5, 10, 15), crack depth ratio (a/t = 0.1 to 0.8 with an increment of 0.1), crack length ratio (φ/π 
= 0.05, 0.1, 0.2, 0.3, 0.4, 0.5), material strain hardening exponent (n = 3, 5, 7, 10) and ɑ = 1.5, 
4 and 8. Most recently, Chiodo and Ruggieri (2010) provided estimation procedure to 
determine the J-integral for pipes with circumferential semi-elliptical surface cracks 
subjected to bending load for a wide range of crack sizes and material hardening based upon 
detailed 3D finite element solutions. Similarly, Cho et al., (2010) has reported the 
enhancement of engineering J estimation procedure for semi-elliptical surface cracks under 




tensile load by improving the method proposed by Zahoor. Over the years, this method 
underwent several refinements and inclusion of various crack configurations but it still has a 
disadvantage regarding the material model. This method is applicable only to materials, 
which can be represented in Ramberg-Oosgood (R-O) material parameters. For a strong work 
hardening material, the value of constants α and n that give a good fit at low strain levels may 
significantly vary from those, which give a good fit at high strain levels (Zahoor et al. 1986). 
2.2.2 Reference Stress Method 
Ainsworth (1984) suggested to adopt the reference stress technique, commonly used in creep 
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Substituting Eq. (2.11) into Eq. (2.9), the J estimation modifies into,  
    1 , ,le ref ref ref y yJ J bh a W l n         (2.12) 
where ɛy refers to the yield strain corresponding to the yield stress, σy following the R-O 
material model. Eq. (2.12) is the exact representation of Eq. (2.9) for materials, which follow 
R-O model. For other materials, Eq (2.12) calculates the J-value directly from the stress-
strain curve of the material, thus removing the power law dependence of Eq (2.9) on n. 
Since in Eq. (2.12) the parameter h1 still depends on n, it continues to be influenced indirectly 







  (2.13) 
The appropriate choice of P0 minimizes the dependence of h1 on n. From Eq. (2.13), if log(h1) 
varies linearly with n for any given value of P0, then h1 can be made independent of n by an 




alternative choice of P0. After a number of simplification and approximation, Ainsworth 
(1984) proposed a modified form of J-estimation scheme, 
   2 ' 2 2 '( ) ( ) ( ) 1e ref refJ K a E K a K a E E E        (2.14) 
where μ equals 0.75 for plane strain and equals 1 for plane stress conditions. The definition of 
all other variables remains the same as earlier.  
Kim et al. (2002) combined the GE/EPRI and reference stress method and applied it 
for surface-cracked pipes under pure tension, pure bending and combined bending and 
tension loading cases. They first tabulated the plastic influence functions for fully plastic J 
solutions using the EPRI approach based on extensive 3D FE calculations, covering a wide 
range of pipe and crack sizes. The study reformulates the EPRI type fully plastic J estimation 
scheme using the concept of the reference stress approach for wider applications. The final 
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where Q refers to any generalized load, QOR represents an optimized reference load 
determined based on the engineering intuition and a trial and error process, λ denotes a 
dimensionless function dependent on crack size and component geometry and PL refers to the 
limit load. The use of Eq. (2.15) does not restrict to the R-O materials and remains general for 
any arbitrary stress strain relationship. However, application of this method to surface cracks 
still holds one limitation related to the definition of the limit load to calculate the reference 
stress. For surface cracks, the limit load can be defined either as a local limit load, 
corresponding to the local yielding of the cracked ligament or as a global limit load, 




corresponding to the net section yielding of the cracked cross section. The estimated J values 
differ, depending on the choice of the limit load.  
2.3 Review of the Measurement of Fracture Resistance Curve  
2.3.1 Material J-R Curve from Standard Through-Thickness Fracture Specimen 
Fracture assessment of structural components requires material resistance curve to compare 
against the crack driving force. Begley and Landes (1972) pioneered the experimental 
measurement of the fracture toughness and the material J-R curve using multiple standard 
fracture specimens with different crack sizes. Rice (1968) showed that the non-linear fracture 














   (2.16b) 
where U refers to the area under load versus load line displacement curve, the energy 
absorbed by the specimen and Acrack denotes the area of the crack. This method requires 
testing of multiple specimens under the same experimental setup in order to measure the J-R 
curve. Rice et al. (1973) proposed a simplified single specimen method commonly known as 
the η method to measure the energy release rate using the through-thickness fracture 
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where, Jle refers to the elastic component of J-integral, ηpl refers to the non-dimensional 
parameter, Upl represents the area under the load versus the plastic load-line displacement 
curve, Anet denotes the net area of the cracked cross section. Andrew et al. (1976) introduced 




the unloading compliance method together with the η approach to measure the J-R curve 
using a single specimen. This method utilizes the experimentally measured load versus 
displacement curve with multiple unloading-reloading cycles to measure the fracture 
resistance of the material. The area under the load versus displacement curve calculates the 
strain energy whereas the multiple unloading-reloading cycles record the variation of the 
specimen compliance to measure the crack growth. Over several decades, many researchers 
continued to work on these approaches to refine and standardize the measurement of the J-R 
curve for small scale fracture specimens. Material testing standards (ASTM E1820 2015, ISO 
12737 2010, ISO 12135 2008) employ deep-notched specimens with through-thickness 
crack-front under a high constraint small-scale yielding condition to measure the material J-R 
curve using the η-compliance approach. The commonly used standard through-thickness 
specimens are single-edge-notched bend, SE(B) specimen and compact-tension, C(T) 
specimen, as illustrated in Fig. 2.8. 
 
Fig. 2.8: Schematic representation of standard fracture specimens. 
 
 
However, previous numerical studies (Faleskog 1995, Xu et al. 2010, Xu et al. 2010) have 
demonstrated the over conservatism in the J-R curves measured from the standard fracture 
specimens, e.g. the single-edge-notched bend, SE(B) specimen and the compact tension, C(T) 

















difference will impose a marked effect on the measured J-R curve (Garwood 1979, Joyce et 
al. 1993, Brocks and Schmitt 1993, Joyce and Link 1995). 
 
Fig. 2.9: Comparison of R curves for SE(B) specimen and surface cracked pipes [Adapted from 
Xu et al., 2010]. 
 
 
The transferability of the specimen or material J-R curve to the fracture resistance in a 
structural component remains a critical challenge in the structural integrity assessments (Qian 
and Zhang, 2015). The geometry and plasticity induced constraint loss can lead to significant 
differences in the near tip stress triaxiality between a surface crack-front and a deeply cracked 
fracture specimen (Ruggieri and Hippert 2002, Pavankumar et al. 2005, Naurpanah and 
Taheri 2010, Park et al. 2012). 
2.3.2 J-R Curve from Constraint Corrected Through-Thickness Fracture Specimen 
Recent studies (Zhang et al. 2000, Nyhus et al. 2002, Nyhus et al. 2003, DNV-RP-F108, 
2006) advocate the use of single-edge-notched tension, SE(T), specimens to measure the 
material J-R curve for integrity assessment of surface-cracked pipes due to the close 
constraint condition between a SE(T) specimen and a surface-cracked pipe than that between 


















a deeply notched SE(B) or C(T) specimen and a surface-cracked pipe. Figure 2.10a-b display 
the schematic diagram of pin loaded and clamped SE(T) specimen, respectively. 
 
Fig. 2.10: Schematic representation of SE(T) specimen (a) Clamped; (b) Pin loaded. 
 
 
Cravero and Ruggieri (2005) carried out a numerical investigation of the crack-tip constraint 
for SE(T) specimens and axial surface-cracked pipes using plane strain 2D nonlinear 
computations. They aimed at understanding the applicability of constrained designed fracture 
specimens in defect assessment of pipelines, pressure vessels and cylindrical tanks with low 
constraint surface cracks. The investigation includes the comparison of the constraint 
parameter for deep notch C(T), shallow and deep notch SE(B), M(T) specimens with a wide 
range of SE(T) specimens having different geometries and loading conditions and also 
cracked pipes with surface notch. The results support the use of constrained designed SE(T) 
specimens for the fracture assessments of pressurized pipelines. Silva et al. (2006) performed 
extensive set of 3D numerical analyses on conventional fracture specimens including SE(T) 
specimens and axial surface-cracked pipes. They revised the constraint parameters and 
included the 3D effects on the constraints. Zhang et al. (2010) carried out numerical 
simulations to derive fracture resistance curve for both SE(T) specimens and surface-cracked 
pipes. They concluded that when pipeline steel toughness is very high and pipe wall thickness 
is small, the fracture parameter of SE(T) specimens can be used for fracture assessment of 








ductile growth of SE(T) specimens for fracture evaluation of pipeline steels. Olson (2016) has 
highlighted the constraint difference between through thickness specimens and surface 
cracked pipes and conservatism associated with the use of standard specimens like C(T) for 
fracture assessment of surface cracked pipes. In line with this development, many researchers 
reported solutions for the measurement of fracture parameters such as fracture toughness and 
fracture resistance curve specific to SE(T) specimens. Chiodo et al. (2006) reported stress 
intensity factor solution for SE(T) specimens. DNV-RP-F108, (2006) recommends the use of 
SE(T) specimen for fracture resistance of pre-strained pipelines and reports the methodology 
to evaluate the J-R curve using η method. DNV-RP-F108, (2006) has proposed an equation of 
ηpl factor based on numerical analyses on clamped SE(T) specimens with H/W=10. Craverro 
and Ruggieri (2007) as well as Shen et al. (2009) also proposed a set of ηpl values for the 
clamped SE(T) specimens based on 2D plane strain analyses in include more geometrical 
parameters. Ruggieri (2012) carried out both 2D and 3D FEA for pin-loaded and clamped 
SE(T) speicmens with a wide range of a/W ratios to evaluate the corresponding values of ηpl 
factors. Mathias et al. (2013) recently proposed empirical equations of ηpl for plane-sided 
clamped SE(T) specimens based on the FEA results reported in Ruggieri (2012) and Kim and 
Budden (2001). Zhu and Leis (2016) have developed constrained corrected J-R curves by 
adopting the J-A2 formulation to quantify constraint effect on the crack tip fields and the J-R 
curves. Zhu and Leis (2006). 
 Although this method has been adopted and studied a lot, this approach imposes some 
disadvantages. Constraint corrected curve showed strong dependence on the crack depth ratio 
and slight dependence on specimen size as well (Xu et al. 2010). The geometry of the fracture 
specimen needs optimization with respect to the pipe geometry for a better representation of 
surface-cracked pipe constraint conditions. This needs a prior detailed FE analysis of the 




selected SE(T) specimen. This approach needs additional computational and post processing 
efforts to determine the constraint parameters for even simple geometries making it 
unsuitable for regular approach to measure the material J-R curve. 
2.3.3. J-R Curve Directly from Cracked Pipes  
2.3.3.1 Experimental Methods 
Material testing standards have utilized the energy based definition of J-integral to measure 
the material fracture toughness, JIC and the fracture resistance (J-R) curve based on the 
experimentally measured load versus load line displacement or crack mouth opening 
displacement curve (Section 2.3.1). Thinking along the same line, Tada et al. (1979), Zahoor 
and Kanninen (1981a and 1981b) derived solutions suitable for determining the crack driving 
force and the fracture resistance curve from the experimental load versus the displacement 
and the load versus the crack extension data of circumferentially cracked pipes under bending 
load. Tada et al. (1979) proposed the solution only for through-thickness cracked pipes based 
on the assumption of perfectly plastic material behavior. Zahoor and Kanninen (1981a and 
1981b), however, developed solutions for circumferential through-thickness cracked pipes as 
well as for constant depth surface-cracked pipes under bending load. They considered an 
elastic-plastic material behavior but assumed complete yielding of the net cracked cross-
sectional area. The J-integral estimation solutions establish a relationship between the applied 
load and the load-line displacement data. Zahoor (1988) and Zahoor (1991) further refined 
the solutions of J-integral and presented the results for circumferential cracked pipes under 
pure tensile load and for combined internal pressure and bending load, respectively. The 
general expression to evaluate the plastic component of the energy release rate, Jpl from the 
experimental fracture test data of pipe, based on the above studies follows, 
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In Eq. (2.18), P refers to the applied load, δLLD-pl denotes the plastic load-line displacement 
due to crack only, a0 refers to the initial crack length, a refers to the current crack length, pl
, and  represents geometry and load dependent functions derived based on the limit load 




















Based on the trapezoidal rule of numerical integration, Eq. (2.19) becomes, 
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where Upl denotes the area under the load versus plastic load line displacement curve. Zahoor 
(1991) presented the J-R curve of pipes using the pipe fracture test data reported in 
Wilkowski et al. (1985) following the above procedure. Shibata et al. (1986), Moulin et al. 
(1997), Chattopadhyay et al. (2000) Pavankumar et al. (2001), Pavankumar et al. (2005), and 
Singh et al. (2005) have also reported the direct measurement of J-R curves for full-scale 
circumferential through-wall cracked pipes using the above discussed approach. Sahu et al. 
(2011) have reported the J-R measurement for constant depth surface-cracked pipe. These 
studies have investigated the ductile tearing in pipes and the issue of J-R curve extrapolation 
from specimen to component level. Chattopadhyay et al. (2004) derived the limit load based 
general expression of 

























In Eq. (2.21) and Eq. (2.22), PL denotes the plastic limit load. Chattopadhyay derived pl  
and   functions for a wide range of cracked pipe configurations and loading conditions. 
Figure 2.11 shows the 
pl  and γ functions derived by Chattopadhyay et al. (2004) for 
surface-cracked pipes. These dimensionless functions depend on geometric, loading and 
material properties. The applicability of these derived 
pl  and   functions depend on the 
accuracy of the limit load solutions and require further experimental or numerical validation. 
 
Fig. 2.11: ηpl and γ functions for internal surface-cracked pipe (a) Constant depth, Combined 
bending and tension; (b) Semi-elliptical internal surface crack, axial tension; and (c) Semi-
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T = axial tension,
σf = flow stress,
a = crack depth
Ri = internal radius
R0 = outer radius
Rm = mean radius
φ = half crack angle




























2.3.3.2 Numerical Estimation of J-R Curve 
In the past few decades, the use of micro-mechanical based damage models has received 
great attention to investigate the fracture behavior in ductile materials. These models simulate 
the ductile failure mechanism of void nucleation, growth and coalescence using continuum 
mechanics (Fig. 2.12). Gurson (1977) proposed a material damage model later modified by 
Tvergaard (1982), commonly known as G-T model to describe the ductile behavior in metals.  
 
Fig. 2.12: Ductile fracture mechanism (a) Inclusions in ductile matrix; (b) Void nucleation; (c) 
Void growth; (d) Strain localization; (e) Necking between void; and (f) Void coalescence 
[Adapted from Anderson, 2005]. 
 
 




Xia and Shih (1995) proposed the computational cell method for estimating the fracture 
resistance curve for structural components based on the G-T material damage model to 
incorporate the void growth phenomenon (Fig. 2.13). Xia et al. (1995) applied the 
computational cell model to generate the P-δ curve and the crack growth histories for 
different small-scale fracture specimens, SE(B), C(T), M(T), DE(T), and SE(T) specimens 
which exhibited differences in the crack tip constraints.  
 
Fig. 2.13: Model for ductile tearing (a) Conceptual model; (b) Computational cells; and (c) 
Typical FE mesh near crack tip [Adapted from Gullerud et al., 2000]. 
 
 
Ruggieri et al. (1996) predicted J-R curves and crack extensions histories by employing the 
computational cell method in 3D FE models for SE(B) specimens. Gao et al. (1998) and 
Chen and Lambert (2005) enforced the computational cell model to predict the ductile crack 
growth in surface-cracked thick ferritic plates under pure tension and pure bending loads. Xu 
et al. (2009 and 2010) implemented this method to study the size effect and constraint effect 
of specimen on fracture resistance of pipes. Very recently, Ruggieri and Dotta (2011) 
described the ductile crack extension of longitudinal crack-like defects and burst pressure in 

















3D external circumferential surface cracks in steel pipes under remote tension. Nourpanah 
and Taheri (2011) studied the ductile crack growth and constraint in pipelines subjected to 
combined internal pressure and inelastic bending. In recent time, many researchers have 
contributed to the development of this approach, but the calibration of the model parameters 
especially for surface cracks in thin walled pipes needs further refinement and investigation. 
This method has both advantages and disadvantages. Though the computational cell model 
exhibits the capability to predict the pipe J-R curve, this method seems computationally very 
exhaustive and suitable only for research purposes.  
2.4 Summary on Research Gaps 
The review presented in this chapter reports the development of methods to estimate the 
energy release rate, J and the fracture resistance, J-R curve for the integrity assessment of 
cracked pipes. These past developments aim at solving the issue of transferability of 
specimen J-R curve to pipe J-R curve but they are far from complete and offers limited 
solution especially for surface cracked pipes. The short review presented in this Chapter 
points to the following research gaps: 
1) The material J-R curve from constrained corrected SE(T) specimens represents 
closer resemblance of the fracture resistance behavior for the actual fracture 
resistance of cracked pipes compared to the J-R curve from through-thickness SE(B) 
or C(T) specimens. But the SE(T) J-R curve showed strong dependence on the crack 
depth ratio and slight dependence on specimen size as well (Xu et al. 2010). The 
geometry of the SE(T) specimen needs optimization with respect to the pipe 
geometry for a better representation of surface-cracked pipe constraint conditions. 
This needs a prior detailed FE analysis of the selected SE(T) specimen. The J-R 




curve measured directly from surface cracked pipe will be a better representation of 
the stress-state near the crack front. 
2) The pipe J-R curve from the direct experimental measurement of the load versus 
displacement curve of cracked pipes appears a better option for the structural 
integrity assessment of pipelines. The available methodology for the measurement of 
the energy release rate from the experimental load versus displacement data uses Eq. 
(2.19). In Eq. (2.19), the dimensionless factor 
pl  relating the energy release rate 
and the area under the load versus displacement curve derives from the limit load 
based solutions. The limit load based solutions for 
pl  factor for surface-cracked 
pipes are very limited and lacks any numerical and experimental validation. Also, the 
available limit load based equation of 
pl  has not addressed the issue of variable 
crack-tip constraint along the crack-front of a curved surface crack. 
3) Previously reported pipe J-R curves covers only through-thickness cracked pipes, 
they lacks any guidelines regarding the accurate measurement of crack extension in 
case of surface-cracked pipes during the fracture test. Correct measurement of the 
crack extension remains a challenge for an accurate estimation of J-R curve for pipes 
with a surface crack. For surface-crack profile, the crack can extend in both thickness 
as well as in length direction.  
The investigations presented in this thesis aim to present direct methods to measure the J-R 
for surface-cracked pipes from experimental load versus displacement curve. The presented 
methods address the issue of variable crack-tip constraint in curved surface cracks and 
incorporate it in the prescribed methodology. The proposed methods also take into account 
the measurement of differential crack extension along the curved profile in a surface-cracked 
pipe. The details of the methods are discussed in subsequent Chapters. 









CHAPTER 3: η FUNCTIONS FOR PIPES WITH 






 This chapter presents the numerical investigation for the estimation of the 
dimensionless factor η for circumferentially surface-cracked pipes under axial-tension and 
four-point bending. In a cracked body, the dimensionless factor η relates the J-integral to the 
energy release rate. The parametric study covers a wide range of geometric parameters 
including: the inner radius to the wall thickness ratio of the pipe (Ri/t), crack depth over wall 
thickness ratio (a/t), and crack aspect ratio (a/c). The study also covers the effect of material 
yield strength (σy), and strain hardening exponent (n). Subsequent steps develop, from a non-
linear multivariate regression analysis, a set of equations for η. These equations are 
polynomial functions in multiple variables to predict the variation of η values with respect to 
the geometric and the loading parameters. The energy release rate calculated from the 
proposed equations of η demonstrates a close agreement with the domain-integral value. 




3.1 η Method 
3.1.1 Standard Through-Thickness Specimen 
Rice (1968) introduced a path independent contour integral commonly known as J-integral 
for the analysis of cracks and showed that this J-integral equals the energy release rate in a 






   (3.1) 
where U refers to the strain energy measured from the area under the load versus deformation 
curve and Acrack denotes the area of the crack. Rice et al. (1973) further simplified the Eq. 
(3.1) and proposed a method, commonly known as η method, to determine the energy release 
rate, J, using the load versus deformation curve from a through-thickness fracture specimen. 
The derivation of η method follows the dimensional analysis. Figure 3.1a shows a through-
thickness single-edge-notched bend, SE(B) specimen, where a denotes the crack depth, B 
denotes the specimen thickness, W denotes the specimen width, b denotes the remaining 
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The specimen undergoes a plastic hinge mechanism at large deformation, as shown in Fig. 
3.1a. The plastic rotation assumes a dimensionless function f, that depends on material 
properties, geometry and applied loading, as, 
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where Mp refers to as the plastic moment induced by the load P, σy denotes the yield strength 
of material, and n is the strain-hardening exponent. In Eq. (3.3), Mp and θpl follow a linear 













    (3.4b) 
 
 
Fig. 3.1: (a) Schematic diagram of a through-thickness SE(B) specimen with the deflection 
profile; and (b) Definition of the elastic and plastic strain energies under the load versus load-
line displacement curve. 
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 (3.5) 
where h refers to a dimensionless function which depends on the material properties and 
plastic deformation. Substituting Eq. (3.5) into Eq. (3.2b), the J-integral becomes, 
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The above equation develops a general form for all other types of through-thickness fracture 








   (3.7) 
Sumpter and Turner (1976) further decomposed the total J-integral into the linear-elastic and 
plastic components, 
 le plJ J J   (3.8) 
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  (3.10) 
In Eq. (3.9), E
’
 denotes the effective Young’s modulus of elasticity for either a plane strain 
condition or a plane stress condition, KI refers to the mode I stress intensity factor. In Eq. 
(3.10), Upl represents the plastic strain energy under the load-deformation curve and ηpl 
represents a dimensionless parameter relating the plastic strain energy rate with plastic 
component of J-integral. Figure 3.1b shows a schematic diagram for the elastic and plastic 
strain energy definition from the area under the load versus displacement curve. Many 
literatures (ASTM, E1820 2015, Ruggieri 2012, Kim and Budden 2001, Kim et al. 2004, 
DNV-RP-F108 2006, Cravero and Ruggieri 2007) report the value of ηpl for conventional 
through-thickness fracture specimens such as M(T), C(T) and SE(T) specimens. Several 
studies (Paris et al. 1980, Sumpter 1976) prove the accuracy of the η approach at large 
deformations in estimating the energy release rate. 




3.1.2 Surface-Cracked Pipes 
The open literatures have not reported any work regarding the derivation of η factors suitable 
for surface-cracked pipes, which can go directly into Eq. (3.10) to estimate the energy release 
rate. Therefore, the current study aims at extending of the η method proposed by Rice (1968) 
to the surface-cracked pipes for the estimation of energy release rate. The study aims to 
derive a set of plastic η factors for surface-cracked pipes through detailed large-deformation, 
elastic-plastic finite element analyses representing a wide range of crack sizes, pipe 
geometries and material properties. The challenges associated with the aforementioned study 
include: 1) Effect of crack-tip constraint variation along the semi-elliptical surface crack-
front profile on the derived η factors; 2) Effect of crack and pipe geometrical parameters; 3) 
Effect of material flow properties; and 4) Effect of loading conditions on the estimated value 
of plastic η factors. The following sections aim to address these issues and provide a set of 
plastic η factors suitable for estimating energy release rate for surface-cracked pipes. 
3.2 Finite Element Models and Computational Procedure 
This section presents information regarding the geometry of the pipe and crack, material, and 
loading conditions considered as a part of the parametric study. It describes the technicality 
for finite element modeling of pipes with a surface crack and the computation procedure 
employed in the calculation of the elastic-plastic energy release, J. 
3.2.1 Geometry, Material and Loading 
The study focusses on the semi-elliptical external surface crack oriented in the 
circumferential direction and located at the mid span of the pipe. A circumferentially oriented 
crack denotes a crack with its surface lying perpendicular to the longitudinal axis (x-axis). 
Figure 3.2 shows the schematic diagram of the surface-cracked pipe considered in the present 




study. It illustrates the cracked cross-sectional geometry of the pipe. The length and depth of 
the crack equals 2c and a, respectively, t denotes the thickness of the pipe and Ri represents 
the internal radius of the pipe. A complete description of the pipe geometry and the semi-
elliptical surface crack geometry often utilizes the following parameters: the inner radius of 
pipe to thickness of pipe ratio (Ri/t), the crack aspect ratio (a/c), the crack depth to pipe 
thickness ratio (a/t). 
 
Fig. 3.2: Schematic diagram of the surface-cracked pipe and cracked cross section with semi-
elliptical surface crack. 
 
 
The parametric study comprises four crack depth ratios (a/t = 0.4, 0.6, 0.7, 0.8) and four 
crack aspect ratios (a/c = 0.08, 0.1, 0.15, 0.2) corresponding to each crack depth. The 
parametric study also includes three different pipe geometries, (Ri/t = 6.6, 15.2, 20.4) with the 
external radius, R0 fixed at 203 mm for all models considered. The analyses cover two 
loading conditions: 1) pipe under pure axial tension; and 2) pipe under four point bending, as 
shown in Fig. 3.3. The length of the pipe between supports equals 5800 mm and the inner 





t  = Thickness of pipe








In addition to the geometric parameters, the current study utilizes the stress-strain relationship 
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In Eq. (3.11), ε denotes the strain, σ denotes the stress, σy and εy refers to the yield strength, 
and the yield strain, respectively, n defines the strain hardening exponent, and E denotes the 
Young‘s modulus. A power law fit of the stress-strain data for the most commonly used steel 
in offshore industries (X60, X70, X80, X100) indicates the strain hardening exponent n 
remains close to 20 and the 0.2% offset yield strengths of the aforementioned steel grades fall 
in the range of 250 to 700 MPa (Fig. 3.4a). 
 




Pipe under axial tension
L = 5800 mm 
S = 1624 mm 
Pipe under four point bending
P P
L = 5800 mm 





Fig. 3.4: (a) Un-axial true stress-true strain curve for X60, X70, X80 and X100 steel with a curve 
fitted with n=20 following power law; and (b) Uni-axial true stress-true strain curve for the 
materials considered in the FE analyses.  
 
 
Considering this, the present study includes the effect of the material yield strength, σy and 
the strain-hardening exponent, n, on the crack driving force of the cracked pipes. The study 
considers three different yield strengths, σy = 295 MPa, 400 MPa, and 690 MPa and strain 
hardening exponents n = 20. Figure 3.4b plots the true stress-true strain curve following Eq. 
(3.11) for three yield strengths with n = 20. Table 3.1 lists the parametric matrix with 
geometric parameters and material properties. 
 
Table 3.1: Parametric matrix showing non-dimensional geometric parameters with, R0 = 203 
mm 
 
t (mm) Ri/t σy (Mpa) n a/t a/c 





3.2.2 3D FE Model and Computational Procedure 
The current study employs the inbuilt mesh generation option in FEACRACK (2013) to 
generate the crack-front mesh for the semi-elliptical surface crack. Figure 3.5 shows a typical 




















Power law fit, n=20
















finite element model for the pipe with Ri/t = 6.6, a/t = 0.6 and a/c = 0.1. Symmetry about z = 
0 and u = 0 enables the use of only the 1/4th model. The model uses 20 node brick elements 
with reduced integration, to eliminate the volumetric locking under fully plastic deformation. 
The crack-front mesh in FE models consists of a small tube of several rings of elements 
around the crack tip with a small root radius (see Fig. 3.5). The study performs a sensitivity 
study to determine the optimum number of rings in the tube and the root radius for the 
computation of J-integral.  
 
Fig. 3.5: Typical mesh for the FE model of pipe with semi-elliptical surface crack.  
 
 
The sensitivity study leads 20 rings of elements around the crack tip and eight elements along 
the circumferential direction in each ring with an initial root radius of around 15 μm in all the 
FE models. A typical FE model of the cracked pipe includes approximately 30,000~50,000 
nodes and 6000~10,000 elements. For pure uniform axial tension case, the procedure applies 
External surface crack in circumferential direction
Ring of elements 




Tubular ring of element




incremental displacements all nodes at the end of the pipe and for the four-point bending 
case, the quarter model of the pipe is loaded with the vertical displacement-controlled load, 
applied at a distance equal to two times the outer diameter of pipe from the crack plane. A 
few elements near the loading point and support point assume linear-elastic material property 
in order to avoid localized plastic deformation of the pipe. The Young’s modulus, E, of these 
elements equals 100-1000 times that of the elastic-plastic elements.  
The numerical procedure by the finite element based open-source code WARP3D 
(Gullerud et al. 2015) employs the domain-integral approach, developed by Shih et al. 
(1986), to compute the path independent, energy release rate, Ji, along the curved crack-front 
of the semi-elliptical surface crack. The value of the energy release rate at any point s (see 
Fig. 3.6) under a static load follows, 









   
 
  (3.12) 
where nj refers to the unit vector normal to the contour,   refers to a vanishingly small 
contour in the plane normal to the crack-front at the location s and W
’
 refers to the stress-
work density, Pij is the 1
st
 Piola-Kirchhoff stress tensor. Figure 3.6 shows the local coordinate 
system at any point s, X1 is perpendicular to the crack front, along the thickness direction, X2 
is perpendicular to the crack plane and X3 remains tangent to the crack front. The above 
numerical procedure derives from small-displacement theory. Previous researchers, 
(McMeeking and Parks 1979, Carka and Landis 2011) demonstrate the fitness of far field J-
integral values, which follows the path independence criteria as the crack driving force in 
large deformation analyses. Therefore, the current study performs the large-deformation, 
elastic-plastic analysis and computes the value of the energy release rate, J, from the domain 
integral of the furthest domain away from the crack tip.  





Fig. 3.6: Local domain-integral definition in 3D [Adapted from Gullerud et al. 2015]. 
 
 
3.3 FE Results: Elastic Plastic Energy Release Rate, J-Integral  
The following sections provide the results regarding the evolution of the elastic-plastic 
energy release rate obtained through 3D large-deformation, elastic-plastic finite element 
analyses on a series of circumferentially cracked pipes with different crack sizes for both pure 
axial tension and pure bending load. The results include the variation of J-integral along the 
crack front and the sensitivity of J-integral variation with different geometric parameters. It 
also discusses the effect of material property and the normalization scheme to reduce its 
dependence on the material flow behavior. 
3.3.1 Effect of Geometric Parameters 
Unlike the through-thickness cracked specimen, which has a straight crack-front profile, the 
energy release rate along the crack-front of a semi-elliptical surface crack profile in a pipe 
varies substantially along the crack front. Figure 3.7 illustrates the typical variation of the 
normalized J-integral along the crack-front of a semi-elliptical surface crack in the wall of a 




pipe for a crack aspect ratio, a/c equals 0.1 corresponding to four crack depth ratios (a/t = 0.4, 










   (3.13) 
In Eq. (3.13), Bi denotes the length of individual segment along the crack front and BTotal 
refers to the total crack-front length. The definition of angle   depends on the length of the 
crack-front position measured from the surface point.  iJ   refers to the J-integral at the 
crack-front angle   and  / 2J   denotes the J-integral at the deepest point at  2  . 
 
Fig. 3.7: (a) Variation of the domain-integral along the semi-elliptical crack front.  
 
 
The magnitude of the J-integral exhibits a rising trend from the surface ( 0 ) to the deepest 
point of the crack front ( 2  ). Due to the significant variation in the J-integral value 
along the crack-front, the elastic-plastic energy release rate, J, used in the estimation of η 
refers to the average value along the crack front. The average energy release rate for the 
domain integral approach, Javg follows, 

















In Eq. (3.14) Ji refers to the J-integral value at any crack-front segment. The study separates 
the elastic and plastic component of the average J-integral and denotes it as Jle-avg and Jpl-avg, 
respectively. The percentage of the elastic component of the average J-integral remains 
below 5% even at large displacements, therefore, the study neglects the elastic component of 
Javg, (Jle-avg) in further discussions. Figure 3.8 to 3.11 compare the variation of the plastic 
component of the average J-integral with respect to the increasing normalized displacement 
for different crack and pipe geometries. Each of these curves examines the sensitivity of J-
integral values with respect to different geometric parameters for both loading cases. 
Figure 3.8 and 3.9 illustrates the sensitivity of the crack aspect ratio (a/c = 0.08, 0.1, 
0.15, 0.2) in all three pipe geometries (Ri/t = 6.6, 15.2, 20.4), and a selected crack depth ratio 
(a/t = 0.4) for axial tension and bending cases, respectively. These plots indicate a marginal 
dependence of crack aspect ratio on the evolution of energy release rate. To demonstrate 
more clearly the effect of a/c ratio on the variation of plastic J values, Fig. 3.8d and 3.9d 
shows the variation of the average plastic J-integral values with respect to the increasing a/c 
ratio for one of the pipe geometries (Ri/t = 6.6) under axial tension and bending, respectively 
at different load levels. For the pipe under axial tension, the variation of J with respect to the 
crack aspect ratio (a/c) seems almost constant. However, for bending load, the sensitivity of J 
integral is slightly higher at large displacement levels compared to other cases. Overall, the 
change is not very significant for both loading cases. 
Similarly, Fig. 3.10 and 3.11 elucidate the effect of the varying crack depth ratios (a/t 
= 0.4, 0.6, 0.7, 0.8) on the evolution of J-integral values in three pipe geometries (Ri/t = 6.6, 
15.2, 20.4), a selected crack aspect ratio (a/c = 0.1) for axial tension and bending cases, 




respectively. These curves clearly show a more pronounced effect of a/t ratio on the 
evolution of J-integral values compared to the crack aspect ratio (a/c). Figure 3.10d and 
3.11d, further indicate the strong variation of J with respect to the a/t ratio even at small 
deformation levels. At higher deformation levels, the variation in J-integral values becomes 
even greater. In Fig. 3.10d, for very large deformation level (δLLD/L = 0.001), FE analyses 
yield diverging results for deeper cracks due to the complete yielding of the remaining 
ligament of the cracked section. Similarly, in Fig. 3.11d, at deformation level, θ = 0.017 and 
0.02, the plot contains values only for two a/t ratios (a/t = 0.4 and 0.6) and a single value at θ 
= 0.01, only for very shallow crack, a/t = 0.4, respectively. For deeper cracks with higher a/t 
ratios, the remaining ligament yields completely, causing large-scale plastic deformation 
resulting in the invalid J-integral values. These observations regarding the variation of J-
integral with various geometric properties affect the derived value of plastic η factors 
discussed in Section 3.4. 





Fig. 3.8: Evolution of the Jpl-avg values with respect to the normalized load-line displacement for 
pipes with different crack aspect ratios (a/c = 0.08, 0.1, 0.15, 0.2), a/t = 0.4 and (a) Ri/t = 6.6; (b) 
Ri/t = 15.2; (c) Ri/t = 20.4; and (d) Variation of the Jpl-avg values at three different displacement 
levels with respect to a/c ratio for pipe with a/t =0.4, Ri/t = 6.6. 
























































































































Fig. 3.9: Evolution of the Jpl-avg values with respect to the support rotation for pipes with 
different crack aspect ratios (a/c = 0.08, 0.1, 0.15, 0.2), a/t = 0.4 and (a) Ri/t = 6.6; (b) Ri/t = 15.2; 
(c) Ri/t = 20.4; and (d) Variation of the Jpl-avg values at three different rotation levels with respect 
to a/c ratio for pipe with a/t = 0.4, Ri/t = 6.6. 
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Fig. 3.10: Evolution of the Jpl-avg values with respect to the normalized load-line displacement for 
pipes with different crack depth ratios (a/t = 0.4, 0.6, 0.7, 0.8), a/c = 0.1 and  (a) Ri/t = 6.6; (b) Ri/t 
= 15.2; (c) Ri/t = 20.4; and (d) Variation of the Jpl-avg values at three different displacement levels 
with respect to a/t ratio for pipe with a/c = 0.1, Ri/t = 6.6. 
 
 



























































































































 Fig. 3.11: Evolution of the Jpl-avg values with respect to support rotation for pipes with different 
crack depth ratios (a/t = 0.4, 0.6, 0.7, 0.8), a/c = 0.1 (a) Ri/t = 6.6; (b) Ri/t = 15.2; (c) Ri/t = 20.4; 
and (d) Variation of the Jpl-avg values at three different rotation levels with respect to a/t ratio for 
pipe with a/c = 0.1, Ri/t = 6.6. 
 
3.3.2 Effect of Material Yield Strength 
Figure 3.12 compares the variation of Jpl-avg with respect to the increasing normalized 
displacement for three different material yield strengths, σy = 295 MPa, 400 MPa and 690 
MPa and for two crack sizes corresponding to each loading case. The evolution of J-integral 
plots shows a strong dependence on the material yield strength. Materials with a higher yield 
strength exhibit sharp rise in the J-integral values only at a very large displacement level 














































































































Fig. 3.12: Variation of Jpl-avg values for pipes with different yield strengths (σy = 295 MPa, 400 
MPa and 690 MPa, a/c = 0.1, and Ri/t =6.6, with respect to the normalized load-line 
displacement under axial tension load case and with respect to support rotation under bending 
load case; (a) Axial tension, a/t = 0.4; (b) Axial tension, a/t = 0.8; (c) Bending, a/t = 0.4; and (d) 
Bending, a/t = 0.8. 
 
Engineering practice requires simple relations, applicable over a practical range of material 
property. Therefore, to reduce the sensitivity of the variation of average plastic J-integral 
value for materials with different yield strength, the study proposes to normalize Jpl-avg with a 









a a  
 
    (3.15a) 
 To incorporate the effect of strain hardening, Eq. 3.15b replaces σy with σm, as  
Tension
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where σy refers to the yield strength, σu refers to the stress at 20% true strain level and σm 
denotes the mean stress. Figure 3.13 presents the evolution of normalized values of J-integral 
with respect to the increasing normalized displacement for materials with different yield 
strengths. The normalization scheme significantly reduces the dependence of material yield 
strength on the computed domain integral values. 
 
Fig. 3.13: Variation of normalized Jpl-avg values for pipes with different yield strengths (σy = 295 
MPa, 400 MPa and 690 MPa, and a/c = 0.1, Ri/t =6.6, with respect to normalized load-line 
displacement for axial tension load case and with respect to normalized support rotation for 
bending load case; (a) Axial tension, a/t = 0.4; (b) Axial tension, a/t = 0.8; (c) Bending, a/t = 0.4; 
and (d) Bending, a/t = 0.8.  
 





































































































3.4 Evaluation of Plastic η Factors 
This section discusses the evaluation procedure for the plastic η-factors for circumferential 
surface-cracked pipes under axial tension and under four-point bending load. The FE results 
discussed in the previous section establish the basis to develop an approximate function to 
estimate the η factors for different geometries through the non-linear curve-fitting procedure. 









   (3.16) 
In Eq. (3.16), LLD in the superscript of ηpl-avg denotes the load-line displacement as Upl 
derives from the area under load versus load-line displacement curve from FE analyses, Anet 
refers to the net cracked cross-sectional area of the pipe under consideration. The study uses 
normalized value of Jpl-avg to take into account the effect of the yield strength of the material. 
To maintain consistency and for the dimensionless value of ηpl-avg, the study proposes the 





































   (3.17b) 
In Eq. (3.17b), A
’
net refers to the normalized net cracked cross-sectional area with respect to 
the total cross-sectional area of the pipe; U
’
pl refers to the normalized plastic work done with 
respect to the strain energy. Estimation of 
'LLD
pl avg   follows from solving Eq. (3.17b) for the 




linear portion of the 
'
pl avgJ   versus 
' '/
pl net
U A  curve shown in Fig. 3.14a and Fig. 3.14c. Figure 
3.14b and 3.14d plot the 
'LLD
pl avg   values with respect to 
'
pl avgJ   for axial tension and bending 
load case, respectively, estimated by solving Eq. (3.17b). In contrast to the values of ηpl for 
the standard through-thickness fracture specimens, the variation of 
'LLD
pl avg   for surface cracked 
pipes exhibits dependence on the load level. Ruggieri and Cravero (2007) have reported a 
similar load-level dependence of the ηpl value for pin loaded and clamped SE(T) specimens.  
 
Fig. 3.14: Tensile load: (a) Variation of the 
'
pl avgJ   with increasing 
' '
pl netU A  ; (b) Variation of 
'LLD
pl avg  with increasing 
'
pl avgJ  ; 
 Bending load: (c) Variation of the 
'
pl avgJ   with increasing 
' '
pl netU A  ; and (d) Variation of 
'LLD
pl avg  with increasing 
'
pl avgJ  . 
 












































































The load-level dependence of the 
'LLD
pl avg  value originates from the significant stress 
redistribution in the remaining ligament especially in specimens with low crack-front 
constraints, in contrast to an approximately constant stress distribution in the remaining 
ligament as assumed by Rice et al. (1973). Following the same procedure, the study 
determines the 
'LLD
pl avg   factors for all analyzed cases covering widely different crack sizes as 
characterized by a/c ratio and a/t ratio, different pipe geometries as indicated by Ri/t ratios 
and loading cases. Figure 3.15 and 3.16 provide the variation of 
'LLD
pl avg   factors with respect 
to the normalized plastic deformation corresponding to four a/c ratios (a/c = 0.08, 0.1, 0.15, 
0.2) and four a/t ratios (a/t =0.4, 0.6, 0.7, 0.8), respectively, for selected pipe geometries. In 
Fig. 3.15 the difference in the 
'LLD
pl avg   values due to the change in a/c ratio seems less 
significant. Additionally, the load level range over which the study computes the 
'LLD
pl avg   
values for each a/c ratio also remains close to each other in all the cases. On the contrary, in 
Fig. 13.16, which shows the evolution of 
'LLD
pl avg  with respect to the increasing plastic load 
level for four a/t ratio, illustrates a comparatively more pronounced difference in the value of 
'LLD
pl avg   and also in the range of load level over which the 
'LLD
pl avg   values varies, especially for 
Ri/t = 15.2 and 20.4 in both loading cases. Figure 3.17 shows the variation of 
'LLD
pl avg   factors 
with respect to the normalized plastic deformation corresponding to three different Ri/t ratios 
(Ri/t = 6.6, 15.2, 20.4) for selected crack geometry and both the loading case. The plot 
illustrates the different level of non-linearity with respect to the applied loading on different 
Ri/t ratio. The load range over which the 
'LLD
pl avg   factors varies also shows a significant 




difference for different Ri/t ratios. This difference attributes to the yielding of remaining 
ligament at different load levels due to difference in pipe thickness. 
 
Fig. 3.15: Tensile load: Variation of 
'LLD
pl avg  values with increasing normalized plastic load-line 
displacement for different a/c ratios and for pipe with (a) Ri/t = 6.6; (b) Ri/t = 15.2 
 Bending load: Variation of 
'LLD
pl avg  values with increasing plastic support rotation for different 
a/c ratios and for pipe with (c) Ri/t = 6.6; and (d) Ri/t = 15.2. 
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Fig. 3.16: Tensile load: Variation of 
'LLD
pl avg  values with increasing normalized plastic load-line 
displacement for different a/t ratios and for pipe with (a) Ri/t = 6.6; (b) Ri/t = 15.2; 
 Bending load: Variation of 
'LLD
pl avg  values with increasing plastic rotation for different a/t ratios 
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Fig. 3.17: (a) Variation of 
'LLD
pl avg  values with increasing normalized plastic load-line 
displacement for different Ri/t ratios under tension; and (b) Variation of 
'LLD
pl avg  values with 
increasing plastic rotation for different Ri/t ratios under bending 
 
Based on the observed trend of 
'LLD
pl avg   factors in above plots with respect to different 
parameters, the current study proposes a set of equations dependent on two variables, the 
applied loading and a/t ratios derived from the multi-variate regression analysis. 
For pipes under axial tension, the 
'LLD
pl avg  ,  
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For pipes under four point bending 
'LLD
pl avg  , 
           
2 2' ' ' ' ' ' '
1 2 3 4 5 6
LLD
pl avg pl pl plE E a t E a t E E a t E           (3.18b) 
In Eq. 3.18a, δLLD-pl denotes the plastic component of the load-line displacement normalized 
by the distance between the supports (see Fig 3.3a), whereas, in Eq. 3.18b, θpl denotes the 
plastic rotation at the supports (Fig. 3.3b). The above form of equation clearly describes the 
















































physical variation of 
'LLD
pl avg   factors with changing parameters. Table 4 lists the values of the 
coefficients, 
'
1E  to 
'
6E . 
Table 3.2: Coefficients in the polynomial fit of 
'LLD
pl avg  . 
 
Load Tension Bending 
Ri/t 6.6 15.2 20.4 6.6 15.2 20.4 
'
1E   -52591104.5 -0.0001163 3271833920 114686.021 41952335.59 31250 
'
2E  -1012.509 -1598.585 -1471.462 152.1127 -2377.88 -6195.25 
'
3E  -2011240.2 -9633097.14 -15605829.29 -88216.42 -51900.83 -617970.0 
'
4E  483055.411 3706725.71 4534661.44 43377.2 -255870.45 345939.0 
'
5E  1433.11 2995.44 3481.33 -6.877 3431.70 10158.82 
'
6E  -170.44 -593.58 -648.51 169.85 -326.52 -3307.45 
 
The variation of Ri/t with respect to loading in Fig. 3.17 explains the variation of different 
coefficients for different Ri/t in Table 3.2. Appendix A describes the details regarding the 
multi-variate regression analysis used in the current section. The proposed 
'LLD
pl avg   factors aim 
to provide a convenient and accurate estimation of the J-integral values using the η method 
discussed in Section 3.1 for surface-cracked pipes with different crack geometries and 
material properties.  
3.5 J-Estimation from η Approach 
This section presents the estimation of energy release rate from the η approach as discussed 
in Section 3.1 and the proposed 
'LLD
pl avg   factors for surface-cracked pipes. The estimation 
procedure utilizes the following equation to determine the energy release rate, 
















   (3.19) 
where 
'
plU  derives from the area under load versus load-line displacement curve obtained 
through the detailed large-deformation, elastic plastic finite element analyses. Figure 3.18 and 
3.19 compares the normalized energy release rate predicted by the proposed η method against 
the normalized J-values from the domain-integral approach for pipes under axial tension and 
under four-point bending, respectively. The proposed 
'LLD
pl avg   factors for a specific crack 
depth ratio predicts closely the J-integral values for all a/c ratios in the analyzed range of 
0.08 0.2a c  . It validates the assumption of crack aspect ratios as a less sensitive geometric 
parameter. The 
'LLD
pl avg   factors also predict closely the increase in the J-integral value as the 
remote loading increases for all crack depth ratio and for all three pipe geometries considered 
in the present study. Figure 3.20 plots the goodness of the fit for Jdomain and Jη for selected 
crack geometry to further consolidates the accuracy of η approach. Figure 3.20 further shows 
the comparison of normalized J computed from the η approach and that using the domain-
integral approach for different material yield strengths, σy and for two strain hardening 
exponent, n. These curves demonstrate the accuracy of the normalization scheme used in the 
derivation of η factors to account for the variability of material yield strengths and strain-
hardening exponent. 





Fig. 3.18: Tensile load: Comparison of the J
’
pl-avg values estimated using the proposed η 
approach and the domain integral approach for four crack aspect ratio (a/c = 0.08, 0.1, 0.15, 
0.2) and for (a) a/t = 0.4, Ri/t =6.6; (b) a/t = 0.8, Ri/t = 6.6; (c) a/t = 0.4, Ri/t = 15.2; (d) a/t = 0.8, Ri/t 
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Fig. 3.19: Bending load: Comparison of the J
’
pl-avg values estimated using the proposed η 
approach and the domain integral approach for four crack aspect ratio (a/c = 0.08, 0.1, 0.15, 
0.2) and for (a) a/t = 0.4, Ri/t = 6.6; (b) a/t = 0.8, Ri/t = 6.6; (c) a/t = 0.4, Ri/t = 15.2; (d) a/t = 0.8, 
Ri/t = 15.2; (e) a/t = 0.4, Ri/t = 20.4; and (f) a/t = 0.8, Ri/t = 20.4. 
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Fig. 3.20: Goodness of fit between Jdomain and J
’
η  for Ri/t = 6.6 (a) a/t = 0.4, Tension; (b) a/t = 0.8, 
Tension; (c) (a) a/t = 0.4, Bending; and (d) (a) a/t = 0.8, Bending 
 
 
Fig. 3.21: Comparison of the J
’
pl-avg values estimated using the proposed η approach and the 
domain integral approach for (a) different material yield strengths, σy; and (b) different strain 
hardening exponent, n. 
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The study investigates the elastic-plastic J-integral values for circumferentially surface-
cracked pipes via detailed 3D finite element analyses which directly enters into deriving the 
plastic-η factors applicable to evaluate J with varying a/t ratios, Ri/t ratios, for material used 
in steel structures, pressure vessels, and pipelines. The finite element study includes three 
different pipe inner radius to wall thickness ratios, Ri/t = 6.6, 15.2 and 20.4, four crack depth 
ratios, a/t = 0.4, 0.6, 0.7, 0.8, four crack aspect ratios, a/c = 0.08, 0.1, 0.15, 0.2 for each crack 
configuration. The present study supports the following conclusions: 
1) The detailed 3D FE analyses of surface-cracked pipes reveal that unlike through-
thickness fracture specimens, which experience approximately constant crack driving 
force along the straight crack front, the semi-elliptical surface crack profile in pipes 
experience varying crack driving force along the crack front. The maximum crack 
driving forces occurs at the deepest crack-front point, which gradually decreases 
towards zero near the free surface. Making use of the above observation, the present 
study calculates the average domain integral over the entire crack-front to derive the 
average plastic η factor.  
2) The energy release rate values exhibit strong dependence on the crack depth ratio 
(a/t) and the material yield strength (σy) under both loading conditions. The energy 
release rate, however, indicates marginal dependence on the crack aspect ratio (a/c) 
for the analyzed range of 0.08 0.2a c  . 
3) This study proposes a dimensionless energy release rate, based on the detailed 
examination of the J-integral variation with respect to the different geometric and 
material parameters for the surface-cracked pipe including the a/t, a/c, Ri/t and σy. 
The dimensionless Jpl-avg-value ( J
’
pl-avg) incorporates the dependence of the geometric 




parameter a, and the material mean strength, σm which includes the effect of both 
yield strength and strain hardening exponent into the normalization procedure and 
shows significantly reduced variations in the J-values among different materials. 
4) The numerical results from the extensive 3D FE analyses performed on axially 
loaded and four-point bend loaded surface cracked pipes including the average 
normalized J-integral value, the normalized area under load versus load line 
displacement curve and the normalized net area of the cracked cross section provide a 
large set of normalized average plastic η factors, 
'LLD
pl avg  .  
5) In contrast to a constant value of plastic η factors reported in previous literatures 
(ASTM-E1820 2015, Cravero and Ruggieri 2007, Ruggieri 2012, Shen and Tyson 
2009) for a specific crack geometry of a through-thickness fracture specimen, the 
'LLD
pl avg   factors derived in the present study for surface cracks in pipe show 
dependence on the load level.  
6) To provide a simpler evaluation of the 
'LLD
pl avg   factors, the study proposes a general 
expression of 
'LLD
pl avg   functions based on multivariate regression analyses dependent 
on the crack depth ratio and the applied load level for three pipe geometries 
represented by Ri/t =6.6, 15.2 and 20.4 and two loading conditions 1) pure axial 
tension 2) pure bending.  
7) The 
'LLD
pl avg   equations for a specific a/t ratio applies to cracks of all aspect ratio in the 
analyzed range of 0.08 0.2a c  . 
8) The dimensional 
'LLD
pl avg   functions directly enter into the estimation procedure for 
fracture resistance of cracked pipes based on experimentally measured plastic work 




as represented by the area under load versus load-line displacement curve derived 
from fracture test on full-scale pipes with a circumferential surface crack.  
 
 




CHAPTER 4: An η-COMPLIANCE METHOD TO ESTIMATE 






This chapter proposes an η-compliance method to estimate the fracture resistance, J-R curve, 
for surface-cracked pipes from experimentally measured load-crack mouth opening 
displacement (CMOD) relationship. The current study extends the η method described in 
Chapter 3, commonly used for through-thickness fracture specimens to calculate the energy 
release rate, J, from the area under the load-crack mouth opening displacement curve for 
pipes with a circumferential surface crack. The non-dimensional parameter η for the surface 
cracked pipes derives from large-deformation, elastic-plastic finite element analyses. The 
crack size versus the CMOD based compliance relationship coupled with crack-front profiles 
linearly interpolated between the fatigue pre-cracked profile and the final crack-front profile 
after ductile tearing, allows determination of the crack size based on the measured 
compliance.  





Recent developments in the experimental fracture mechanics have extended the unloading 
compliance method, originally proposed for through-thickness fracture specimens, for 
different non-conventional specimens. Cravero and Ruggieri (2007) have implemented this 
method for SE(T) specimens, while Qian and Li (2013) have applied the method to surface-
cracked plate specimens. Qian and Yang (2012) and Yang and Qian (2012) have extended 
this method to measure the fracture resistance for through-thickness fracture specimens under 
mixed-mode I and II loadings. In line with these efforts, the current study proposes an 
extension of the η method and the unloading compliance technique to measure the J-R curve 
directly from surface-cracked pipes. Due to the strong variation in the crack driving force 
along the crack-front (Dodds et al., 1993) this method calculates the average energy release 
rate along the curved crack front, based on the area under the load versus the crack mouth 
opening displacement (CMOD) measured during the test and a numerically obtained non-
dimensional parameter η. The relationship between the average J and the point-wise J-value 
along the crack front, determined from detailed numerical analyses, leads to the J-R curve at 
discrete locations along the crack front. The measured compliance during the test allows 
estimation of the crack extension using the numerically determined compliance versus the 
crack size relationship. 
This chapter begins with an introduction on the η-unloading compliance method for 
the through-thickness fracture specimen. The following section describes the extension of this 
method to surface-cracked pipes. The next section discusses the experimental program 
including the material test, fracture tests on standard fracture specimens, and fracture tests on 
surface-cracked pipes. The subsequent section presents the J-R curves measured from the 




tests for both the standard fracture specimens and the surface-cracked pipes. The last section 
summarizes the findings and conclusions of the study. 
4.2 The η-Compliance Method 
4.2.1 For Standard Fracture Specimens 
As discussed in Chapter 3 material testing standards (ASTM E1820 2015, ISO 12135 2008) 
adopt the η method to measure the energy release rate, J-integral, for different standard 










   (4.1) 
where KI refers to the mode I stress intensity factor, Upl represents the plastic strain energy 
calculated from P-δ curve (Fig. 4.1), Anet indicates the net cracked cross sectional area and ηpl 
represents a non-dimensional parameter which depends on the geometric configuration and 
material properties.  
 
Fig. 4.1: (a) Definition of the elastic and plastic strain energies under the load versus load-line 




















The fracture testing standards (ASTM E1820, 2015) follows the compliance method to 
measure the extending crack size, which includes partial unloading-reloading cycles at 
different displacement levels during the test (Fig 4.2).  
 
Fig. 4.2: Evolution of the P-CMOD curve with partial unloading-reloading cycle. 
 
 







The displacement, ν, refers to either δLLD or CMOD. Zhu and Joyce (2012) have confirmed 
that the CMOD compliance provides more reliable and accurate estimation of the crack size 
than the load-line displacement based compliance. The crack depth ratio follows a unique 





  (4.3) 
where a quantifies the crack depth, W defines the specimen width, C represents the specimen 
compliance and  f C  derives from a polynomial fit of the numerically computed 










coupled with the crack depth measurement, leads to the J-R curve for these types of fracture 
specimens.  
4.2.2 For Surface-Cracked Pipe 
The implementation of the above method to determine the J-R curve for pipes with a 
circumferential surface crack faces three critical challenges: (1) the changing crack extension 
along the crack-front; (2) the spatially varying J-integral along the crack-front; and (c) the η 
value for surface-cracked pipes based on load versus CMOD curve. 
The present study addresses the above issues in the fracture test of a set of pipe 
specimens under a three-point bend action. Each pipe contains a machined notch near the toe 
of the girth welds located at the mid-span. Figure 4.3 describes the procedure to evaluate the 
J-R curve for pipes with a circumferentially oriented surface crack, which includes the J 
measurement based on the load and CMOD values, and the Δa measurement based on the 
crack-front profiles and the compliance.  





Fig. 4.3: Schematic procedure to measure the J-R curve for surface-cracked pipes. 
 
 
The testing procedure includes: 1) a cyclic fatigue pre-cracking on each machine-notched 
pipe specimen; and 2) a monotonically increasing load with multiple unloading-reloading 
cycles to measure the compliance of the pipe as the crack extends (Fig. 4.2). Figure 4.4 shows 
the longitudinal section of the pipe specimen with a machined notch at the weld toe and the 
cracked cross section. 
J-R test on pipe specimen
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Fig. 4.4: Geometries of the pipe specimen. 
 
 
Figure 4.5 displays the schematic diagram of the three-point bend setup used in this study for 
the fatigue pre-cracking as well as for the fracture tests. The experimentally measured load 
versus δLLD and load versus CMOD curves with multiple unloading-reloading cycles at 
different displacement levels allows the calculation of the stored strain energy in the pipe. 
Previous researchers (Wang and Gordon 1992, Kim and Budden 2001, Kim and Schwalbe 
2001, Kim et al. 2004) have suggested CMOD to be a more reliable measurement compared 
to δLLD for low-constraint specimens. 
Longitudinal section
2c = 85, a = 7.0 
t = 12.0, d0 = 244.5














Fig. 4.5: Schematic representation of the experimental setup for the pipe test. 
 
 




le plU U PdCMOD    (4.4) 
The measurement of the exact amount of crack extension at each unloading point remains 
crucial in evaluating the J-R curve for surface-cracked pipes. The realistic crack-front profile 
in structural components may deviate significantly from that of an often assumed semi-
elliptical profile, as evidenced in previous experimental investigations (Chiew et al. 2004, 
Qian and Li 2013, Qian et al. 2014). To resolve this, the current study derives the 
compliance-crack depth relationship (Eq. 4.3) based on the actual crack-front profile 
measured from the pipe specimens. The crack-front profiles assumed in deriving  f C  in 
Eq. (4.3) follows a linear interpolation of the measured crack-front profile after the fatigue 













linear-elastic analyses on a series of pipe models with the assumed crack-front profiles. The 
measured specimen compliance at the k
th
 unloading-reloading cycle, kC , leads to the 
corresponding crack size ak. The amount of crack extension thus follows, 
 0ka a a    (4.5) 
The value of ak and the corresponding linear interpolations of the crack-front profile 
facilitates the calculation of the current net intact area Ak,net at the kth unloading-reloading 
cycle. 
Unlike the through-thickness cracked specimen, the energy release rate in a pipe 
varies substantially along the crack front. The energy release rate determined from the 
experimental P-CMOD curves using Eq. (4.1) for surface cracks yields a single value of J at 
a particular displacement level. This J represents the average J over the entire crack front. 
Based on the η method, Eq. (4.6) calculates the average energy release rate, Javg, along the 










   (4.6) 
Equating the average J determined from Eq. (4.6) with the average J computed from the 
domain integral approach in a large-deformation, elastic-plastic analysis (see Section 4.4.2 
for details) leads to an estimated 
CMOD
pl avg  value. The CMOD in the subscript denotes the 
derivation of ηpl-avg based on the area under the load versus CMOD curve. The average 


















where iB  denotes the length of the individual segment along the crack-front and TotalB  refers 
to the total crack-front length. The determination of the varying energy release rate along the 
crack-front using the experimentally measured quantities and the derived η remains another 
challenge of this study. Calculation of the J-R curve at a specific location along the curved 
crack-front requires a closed form expression for the J-integral variation along the crack-
front, 
      / 2iJ J f    (4.8) 
In Eq. (4.8),  iJ   refers to the J-integral at the crack front angle   and  / 2J   denotes the 
J-integral at the deepest point,  2  . The function  f   denotes the dimensionless 
function describing the variation of the J-integral along the crack-front.  
The following steps summarize the proposed η-compliance method to measure the fracture 
resistance curve for surface-cracked pipes under three-point bending. 
Step 1: Perform fatigue pre-cracking on the machine-notched pipe specimens under cyclic 
loads, with a load range above the threshold fatigue limit, and a maximum load well below 
the fracture toughness of the material. 
Step 2: Conduct the static load test under the three-point bend with multiple unloading-
reloading cycles at intermediate displacement levels, similar to the standard testing procedure 
(ASTM E1820, 2015). Measure the load versus CMOD and the load versus δLLD. 
Step 3: Use silica replicas to reproduce the cracked surface of each pipe specimen, and 
measure the crack-front profiles corresponding to the machined notch, the fatigue pre-crack 
and the final ductile crack extension, on the reproduced surface. 
Step 4: Perform linear-elastic FE analyses on pipe models with crack-front profiles linearly 
interpolated between the measured crack-front profile at the end of fatigue pre-cracking and 




that at the end of the ductile crack extension. Derive the crack size versus compliance 
relationship for the surface-cracked pipes. 
Step 5: Determine the crack depth at each unloading point in the load versus CMOD curve 
(measured in Step 2) using the crack size versus the compliance relationship in Step 4, and 
calculate the amount of crack extension using Eq. (4.5) and the net intact area of the cracked 
section. 
Step 6: Perform detailed large-deformation, elastic-plastic finite element analyses with 
different crack sizes, using pipe models with the same crack-front profiles in Step 4 to 
determine the dimensionless parameter η and the function. 
Step 7: Calculate the average energy release rate along the crack-front following Eq. (4.6). 
Step 8: Use Eqs. (4.6)-(4.8) to determine the energy release rate at different locations along 
the crack-front at displacement levels at the beginning of the unloading-reloading cycles and 
to derive the J-R curve at the corresponding locations based on the crack-front profiles 
determined from Eq. (4.11) 
4.3 Experimental Program 
The experimental program consists of tension specimens to measure the mechanical 
properties of the material, standard fracture specimens to measure the material J-R curve, and 
circumferentially surface-cracked pipe specimens made of S355 steel to determine the J-R 
curves in the pipes. 
4.3.1 Tensile Test and Standard Fracture Resistance Test 
Figure 4.6 shows the uni-axial true stress-true strain curve for the pipeline material S355 
steel, measured from the procedures outlined in ASTM E8/E8M46 (2016).  





Fig. 4.6: Uni-axial true stress-true strain curve for S355 steel. 
 
 
The standard fracture resistance test uses the side-grooved SE(B) specimen extracted from 
the S355 steel pipe with girth welds at its mid length (Fig 4.5). The machined notch in the 
SE(B) specimen locates near the weld toe similar to that in the pipe specimen. Figure 4.7a 
shows the geometry of the standard SE(B) specimens and details regarding the machined 
notch. The thickness of the specimen, B, equals 10.5 mm while the net thickness excluding 
the side groove, BN, is 8.4 mm. The specimens have a machined notch of a/W = 0.5, a span 
length, S = 105 mm and a width, W = 21 mm. The experimental procedure for the SE(B) 
specimen follows ASTM E1820, 2015. Figure 4.7b illustrates the three-point bend 
experimental setup for standard fracture test on SE(B) specimens. Figure 4.8 plots the J-R 
curve measured from three duplicated SE(B) specimens. 











E  210 GPa



























































B = 10.5 mm
a / W = 0.5




The current study performs additional tests on clamped SE(T) specimens. These specimens 
have the same notch location with respect to the weld and also the same B, W, and a/W values 
as the SE(B) specimens. The height to the width ratio, H/W for the SE(T) specimen equals 
5.0. In order to ensure proper clamping, the experimental setup provides a grip length of 50 
mm on both sides of the specimen (Fig. 4.9). Figure 4.10 shows the test setup of the fracture 
test on SE(T) specimens. 
 
























The testing procedure follows the unloading compliance method as discussed in Section 4.2. 
The estimation of the energy release rate follows Eq. (4.1). Separate large-deformation, 
elastic-plastic FE analyses calculate the pl  values based on the area under P-CMOD curve 
specifically for the current geometry and the boundary condition, as shown in Fig. 4.11a. 
Similarly, linear-elastic FE analyses compute the crack size versus the compliance 
relationship, as indicated in Fig. 11b. Figure 11c shows the measured J-R curve for the SE(T) 
specimens. 
 
Fig. 4.11: (a) ηpl and a/t relationship for SE(T) specimens; (b) Crack depth and compliance 
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4.3.2 J-R Test on Pipe Specimen with Surface-Crack 
4.3.2.1 Experimental Procedure 
The experimental program includes fracture tests on six surface-cracked, full-scale pipe 
specimens. Each test specimen consists of two straight pipes in 1-m length connected by 
circumferential girth welding. Every specimen contains a machined circumferential surface 
notch near the weld toe, produced by wire cutting. The machined notch has a depth a of 7 
mm at the center, and a length, 2c of 85 mm measured along the outer surface of the pipe 
(Fig. 3a). Each pipe has an outer diameter, d0, of 244.5 mm and a thickness, t of 12 mm. 
Table 4.1 lists the dimensions of the pipe specimens. 




d0 (mm) t (mm) Span, S 
(mm) 























The experimental procedure consists of two separate steps: (1) the fatigue pre-cracking; and 
(2) the fracture test; both under a three-point bend setup with a span length of 1.8 m, as 
shown in Fig. 4.12.  









The load is applied through a loading attachment with semi-circular base, which grips the 
pipe over a finite area and prevents local plastic deformations during the test. The sinusoidal 
cyclic load has a maximum value around 70% of the yield load of the cracked section and 
maintains a constant load ratio of 0.1 with a frequency of 2 Hz. A crack opening 
displacement (COD) gauge monitors the initial compliance of the pipe specimen and the 
subsequent changes in the compliance due to fatigue crack initiation and fatigue crack 
growth. The COD gauge attaches to two aluminum plates with knife edges on each side of 
the notch (Fig. 4.12). The fatigue pre-cracking of each specimen continues till the change in 
the compliance reaches around 20% ~ 30%. The number of cycles required for the reported 
compliance change varies between 300,000 cycles and 450,000 cycles. Table 4.2 lists the 
values of the compliance change in each specimen at the end of the fatigue pre-cracking. 








Following the fatigue pre-cracking, the test procedure applies a displacement-controlled load 
on the pipe specimens at the room temperature, under the same experimental setup. Figure 
4.12 shows the experimental setup, which includes linear variable displacement transducers 
(LVDTs) at the mid and quarter spans. The loading rate varies between 0.2 mm/min to 0.5 
mm/min. Figure 4.13a-f show the measured P-CMOD evolution with multiple unloading-
reloading cycles for all six pipe specimens.  
  
Table 4.2: Compliance change and crack size after fatigue pre-cracking of pipe specimens. 
 
Specimen No. % change in compliance Fatigue-pre-crack depth a0 (mm) 
Pipe_01 20 9.14 
Pipe_02 23 9.27 
Pipe_03 28 9.42 
Pipe_04 18 8.98 
Pipe_05 28 9.43 
Pipe_06 25 9.3 





Fig. 4.13: Measured load versus CMOD for (a) Pipe_01; (b) Pipe_02; (c) Pipe_03; (d) Pipe_04; 
(e) Pipe_05; and (f) Pipe_06. 
 
 
The specimen compliance derives from a linear fit of the load versus CMOD data in the un-
loading-reloading cycle by excluding the upper 30% and lower 30% of the data points. The 
estimation of the J-R curve requires measurement of the crack-front profile after the test. This 































































































































measurement utilizes the quick-setting silica putty mixed and cured at the room temperature 
to produce a replica of the cracked surface (Fig. 4.14). The hardened and cured putty imprints 
the surface profile including the notch size information, the fatigue pre-crack growth and the 
ductile crack extension. Figure 4.15a-e display the measured crack-front profiles for five 
selected pipes. The measured crack-front profiles in all pipe specimens demonstrate that the 
crack grows only in the thickness direction and the crack length (2c) remains constant. 
 
 
Fig. 4.14: Silica clay replica for surface crack-front profiles. 
 
 
4.4 J-R Curve for Surface-Cracked Pipe 
4.4.1 Compliance Based Crack Size 
Figure 4.16a shows the compliance variation at different unloading CMOD levels for all six 
specimens calculated by Eq. (4.2). The unloading compliance-crack size relationship, for the 
surface-cracked pipes, derives from extensive linear-elastic finite element analyses. The 
cracks simulated in finite element analyses include fifteen different sizes. The smallest crack 
size corresponds to the measured fatigue crack-front profile and the largest being the crack-
front profile at the end of the ductile crack extension. The remaining thirteen crack sizes are 









Fig. 4.15: Measured crack-front profiles for the machined notch, the fatigue pre-crack and the 






















































































Fig. 4.16: (a) Measured compliance versus the CMOD for different pipes; and (b) Linearly 




The current study employs the user defined mesh in FEACRACK (2013) to generate the 
crack-front mesh. Figure 4.17 shows a typical FE model of a surface-cracked pipe. The FE 
model uses 20-node brick elements with reduced integration.  
 
Fig. 4.17: A typical FE mesh of the pipe specimen. 
































Figure 4.18 plots the crack size versus the compliance relationship computed from FE 
analyses.  
 
Fig. 4.18: The numerically determined crack depth and the compliance relationship for pipes. 
 
 
The study employs a second order polynomial to express the maximum crack depth along the 
crack-front as a function of the compliance, 
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    (4.9) 
Table 3 lists the dimensionless coefficients A1, A2 and A3 for the pipe specimens. 
 
Table 4.3: Coefficients of the polynomial fit of the compliance function for Eq. (4.9). 
 
A1 A2 A3 
0.0364 0.4116 0.4723 
 
4.4.2 η Based J Measurement 
The present study determines the η value from a series of large-deformation; elastic-plastic 
finite element analyses for surface-cracked pipes with crack-front profiles interpolated from 
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experimental measurement (see Fig. 4.16b). The FE models contain a minimum initial root 
radius, R0, equal to 15 μm at the crack tip to facilitate numerical convergence at large 
deformation levels (Fig. 4.17). The crack-front mesh employs 20 rings of element and 8 
elements along the circumferential direction in each ring around the crack tip. A typical FE 
model of the pipe includes approximately 50,000~60,000 nodes and 11000~12,000 elements. 
The numerical procedure in the open-source finite element code WARP3D (Gullerud et al., 
2015) employs the domain-integral approach, developed by Shih et al., (1986), to compute 
the path independent, energy release rate, [Ji in Eq. (4.7)], along the curved front of the 
surface crack. The finite element analyses also compute the domain integral along the crack-
front and the P-CMOD curve in order to determine the η value. Figure 4.19a shows the 
variation of 
CMOD
pl avg   for different crack depth ratios, with respect to the increasing 
displacement value as observed in chapter three (δLLD or CMOD). The load-level dependence 
of the η value originates from the significant stress redistribution in the remaining ligament 
especially in specimens with low crack-front constraints, instead of an approximately 
constant stress distribution in the remaining ligament of the fracture specimen as assumed by 
Rice et al., (1973) (see Fig. 4.19b). The current study, therefore, employs a CMOD 
dependent expression, derived from multivariate regression analyses, 
      
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 (4.10) 
Table 4.4 lists the values of the dimensionless coefficients, E1 to E6.  
Table 4.4: Coefficients in the polynomial fit of  ηpl-avg for Eq. (4.10). 
 
E1 E2 E3 E4 E5 E6 
1.515 -35.98 -47.66 28.93 60.65 -20.50 
 




The plastic strain energy Upl (Eq. 4.4) and the net intact area Anet, required in the η approach 
[see Eq. (4.6)], follow from the experimentally measured P-CMOD data and crack growth 
data, respectively. Figure 4.19c plots the evolution of the plastic strain energy Upl, normalized 
by the net cross sectional area, Anet, of the cracked section for the pipe, with respect to the 
measured CMOD values at the starting points of the unloading-reloading cycles. Figure 4.19d 
shows the good agreement between the Jpl-avg computed using Eq. (4.10) and the average 
domain integral value. 
 
Fig. 4.19: (a) Variation of 
CMOD
pl avg  values with increasing CMOD for different a/t ratios; (b) 
Variation of opening stress in the remaining ligament of the cracked pipe; (c) Experimentally 
measured evolution of the plastic strain energy for the six pipe specimens; and (d) Comparison 
between J-value based on the η approach and the domain-integral method. 
 
 































































J(π/2) = 246 (kJ/m2)
J(π/2) = 310 (kJ/m2)
J(π/2) = 522 (kJ/m2)
J(π/2) = 690 (kJ/m2)




The above procedure computes the average J-integral using the η method. The location 
specific energy release rate, Ji, along the crack-front requires further evaluation using Eq. 
(4.8). Figure 4.20a plots the variation of the normalized J-value along the crack-front 
computed from the FE analyses at two different load levels. Similarly, Fig. 4.20b shows the 
variation in the J value along the crack-front for four different crack depth ratios. The 
variation remains similar at different load levels as well as for the different crack depth ratios.  
 
Fig. 4.20: Variation of the J-integral values along the crack-front in pipes: (a) at two load levels; 
and (b) for different a/t ratios. 
 
 
A fourth-order polynomial fits the variation in the J values in Fig.4.20b to determine the 
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 (4.11) 
Table 4.5 lists the value of the coefficients C1 to C5. Figure 4.21a-b compare Eq. (4.11) with 
the J value variations at two different crack depth ratios. 
Table 4.5: Coefficients of the polynomial fit of the crack front J-integral variation for Eq. (4.11) 
 
C1 C2 C3 C4 C5 
-0.695 1.9523 -2.2635 1.9077 0.1132 
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Fig. 4.21: Variation of the J-integral values along the crack-front in pipes (a) Computed by 
domain integrals and estimated using Eq. (4.11) for a/t = 0.812; and (b) Computed by domain 
integrals and estimated using Eq. (4.11) for a/t = 0.875. 
 
4.4.3 J-R Curve 
Figure 4.22 compares the J-R curves for all six pipes at three different crack-front locations:
2 1   , 2 0.54    and 2 0.25   . The location near the free surface experiences the 
minimum crack extension compared to the deepest point due to the lower crack driving force. 
The J-R curve for 2 1    undergoes the maximum crack extension due to the maximum 
crack driving force at the deepest point of the crack front (Fig. 4.20). 
Figure 4.22 also incorporates the fracture resistance curve obtained from the standard SE(B) 
specimen and the SE(T) specimen. The pipe and the fracture specimens exhibit similar 
fracture resistance at small crack extensions. However, as the crack extends, the fracture 
resistance from the SE(B) and the SE(T) specimen show lower values than the J-R curve 
measured from pipe specimens. The difference in the fracture resistance between the SE(B) 
and the SE(T) specimens remains marginal due to the small crack extensions. 






























Fig. 4.22: Comparison of the J-R curves measured at different crack-front locations for pipe 
specimens with the J-R curves from SE(B) and SE(T) specimens for: (a) Pipe_01; (b) Pipe_02; 
(c) Pipe_03; (d) Pipe_04; (e) Pipe_05; and (f) Pipe_06. 
 
 
4.5 Summary and Conclusions 
This chapter presents a method to measure the fracture resistance J-R curve in pipes with a 
circumferential surface crack, by extending the η-unloading compliance method used 
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originally for standard fracture specimens. The experimental program includes both standard 
fracture specimens and full-scale pipe specimens under three-point bending. The 
measurement on the crack extension predicates on the unloading compliance method and a 
numerically determined relationship between the compliance and the crack depth. The 
detailed numerical analyses estimate the 
CMOD
pl avg   function for the surface-cracked pipe under 
three-point bending. The location specific J along the curved crack front follows the J-
variation computed from the domain integral values implemented in the large-deformation, 
elastic-plastic analyses. The chapter presents a comparison between the J-R curves in pipe at 
various locations along the crack front as well as the J-R curves measured from the SE(B) 
and SE(T) specimens. The current study supports the following conclusions, 
1. The measurement of J-R curve from a surface-cracked structural component requires 
detailed evaluations of both the fracture resistance along the crack front and the 
varying crack extension along the crack front. Direct measurements of both quantities 
for surface-cracked pipes remain challenging tasks in engineering laboratories. This 
study integrates the numerically computed J-variations along the crack front with the 
experimentally measured average J along the crack front to determine the J values at 
discrete locations along the curved surface crack in the pipe. The crack size 
determination couples the compliance-crack size relationship and the linearly 
interpolated crack-front profiles based on the post-test measured fatigue crack-front 
profiles and the ductile crack extensions. 
2. Large-deformation, elastic-plastic FE analyses of the surface-cracked pipes under 
three-point bending demonstrate a rising crack driving force from the free surface to 
the deepest point along the curved crack front. The post-test sectioning also reveals 




the maximum amount of ductile tearing at the deepest point along the surface crack 
front, with negligible crack extensions near the free surface. 
3. Real-time, precise measurement of the ductile crack extension along the curved crack 
front requires further developments in the engineering instrumentation. This study 
determines the amount of crack extension from the experimentally measured 
compliance. The compliance-crack size relationship derives from linear-elastic 
analyses of pipes with linearly interpolated crack-front profiles between the fatigue 
pre-crack and the final ductile crack extension. 
4. The extensive large-deformation, elastic-plastic numerical analyses of the 
circumferentially surface-cracked pipes under three-point bending provide the CMOD 
and a/t dependent expressions for the 
CMOD
pl avg   over the experimental range of the 
crack-depth ratio, 0.77 0.875a t  . The J-integral determined from the proposed 
expression agrees closely with that computed from the domain integral approach. 
5. The J-R curves measured from surface-cracked pipes and those from through-
thickness SE(B) and SE(T) specimens exhibit similar resistance at very small crack 
extensions. At large crack extensions, the low crack-front constraint in the pipe 









CHAPTER 5: A HYBRID METHOD TO DETERMINE J-R 







This chapter proposes a hybrid method to determine the fracture resistance for surface-
cracked pipes. This method originates from the concept behind the conventional multiple 
specimen approach to measure the energy release rate. This method combines a single 
experimentally measured load versus crack mouth opening displacement (P-CMOD) curve 
with multiple load versus CMOD curves from various finite element models, each with a 
different stationary crack size but with the same geometry and the same material. This 
method obtains the instantaneous crack size from the measured compliance of the specimen 
and a correlation between specimen compliance and crack size, which leads to the 
relationship between the unloading point CMOD and crack size. The polynomial function 
describing the CMOD and the crack size relationship together with the crack size simulated 
in the FE model leads to the CMOD level to compute the strain energy from the area under 
numerical P-CMOD curves. The validation of the proposed hybrid method covers both the 
standard fracture specimens, SE(B) and SE(T), as well as the surface-cracked pipes. The 




method provides accurate estimate of the resistance curve for both conventional through-
thickness specimens as well as for pipes with a circumferential surface crack. 
5.1 Introduction 
The experimental approach to measure the J-R curve separate into two categories: 1) the 
multiple specimen method; and 2) the unloading compliance single specimen approach. 
Begley and Landes (1972) have pioneered the experimental measurement of the energy 
release rate, J-value, using multiple standard fracture specimens with different crack sizes. 
Some material testing standards (ISO 2288910 2010, DNV-RP-F10811 2007) have adopted 
this method in measuring the fracture resistance of the material. Rice et al. (1973) have 
proposed a simplified single specimen method commonly known as the η method to measure 
the energy release rate for standard fracture specimens. Chapter four has described the 
fracture tests on surface-cracked pipes and the proposed the η-unloading compliance method 
to estimate the J-R curve. It addresses the issue of variable crack-front constraint and 
measures the location specific J-R curve along the curved crack front. As a continued 
investigation, this chapter proposes a hybrid method to measure the J-R curve for surface-
cracked pipes. The hybrid method combines the experimentally measured load-displacement 
data from the surface-cracked pipe and the numerically generated load-displacement data 
from multiple finite element models of the pipe with the same geometry and material but with 
different crack sizes. This method is an extension of the hybrid method proposed by Qian and 
Yang, (2011) to measure the J-R curve for mode I and mixed-mode I and II loading from the 
through-thickness single-edge-notched bend, SE(B), specimens. The validation of the 
proposed work covers both the standard SE(B) and SE(T) specimens, as well as the surface-
cracked pipe specimens by comparing the J-R curve of the specimens obtained from the 
hybrid method and that from the unloading compliance method. 




The Chapter starts with a general description of the multiple specimen method and its 
application in the measurement of the J-R curve. The subsequent sections introduce the 
hybrid method originally proposed by Qian and Yang (2011) and the modified hybrid method 
proposed as part of the present study. The following sections validate the modified hybrid 
method for SE(B), SE(T) and pipe specimens with a circumferential surface crack under three 
point bend load. The last section summarizes the main conclusions and findings of the study. 
5.2 Multiple Specimen Method 
Rice (1968) has showed that the non-linear fracture parameter J-integral is equivalent to the 





















   (5.2b) 
where U refers to the area under load versus the load-line displacement curve or the energy 
absorbed by the specimen and crackA  denotes the crack area. For through-thickness fracture 
specimens without side grooves and approximately uniform crack extensions along the crack 
front, the energy release rate follows the expression in Eq. (5.2a), whereas for specimens with 
side grooves, the energy release rate follows Eq. (5.2b). In Eq. (5.2a and 5.2b), B denotes the 
thickness of the specimen, NB  denotes the thickness of the grooved specimen and a denotes 
the crack size. Based on Eq. (5.2), Landes and Begley (1972) have developed the first method 
to measure the J-R curve experimentally, commonly known as the multiple specimen method. 
Figure 5.1 shows a schematic diagram of the steps involved in the multiple specimen method. 
A series of notched specimens of the same geometry and the material property but with 




different initial crack sizes (Fig. 5.1a) undergo the monotonic load test to measure the load 
versus displacement data (Fig. 5.1b). The area under each load versus displacement curve 
represents the energy absorbed by the specimen, U. Figure 5.1c plots the strain energy versus 
the crack size at different load levels. The slope of the tangent to the curves in Fig. 5.1c at a 
given crack size represents the energy released per unit crack extension, or dU da  [see Eq. 
(5.2)]. Figure 5.1d shows the variation of the energy release rate with respect to the 
displacement for different crack sizes. This method requires multiple specimens to be tested 
under the same experimental condition and the crack size in each specimen to remain 
constant during the test (i.e. zero crack extension in all specimens). Zero crack extension at 
large displacement levels becomes practically challenging for metallic specimens with their 
toughness compromised by the presence of welds. If the crack size of specimen 1  1a differs 
significantly from that in specimen 2  2a , the slope calculated from Fig. 5.1c might not be 
an accurate measure of the energy release rate from 1a  to 2a . To address these issues, current 
study proposes a hybrid method to overcome the above challenges inherent in the multiple 
specimen method. 
 





Fig. 5.1: (a) A typical cracked specimen; (b) Load versus load-line displacement measured from 
multiple experimental fracture specimens with different crack sizes; (c) Variation of the strain 
energy computed from the area under the curves with respect to the crack size; and (d) Energy 
release rate with respect to the load level. 
5.3 Hybrid Method 
5.3.1 For Through-Thickness Fracture Specimen 
Qian and Yang (2011) have proposed a hybrid method to derive the material fracture 
resistance for mode I single-edge-notched bend, SE(B), specimens and mixed-mode I and II 
four-point bend and shear specimens. In contrast to the multiple test specimens with different 
crack sizes, the hybrid method requires only a single specimen to generate the load versus the 
displacement curve with a growing crack. The hybrid method replaces the rest of the test 
specimens with FE models with different crack sizes. Figure 5.2 illustrates the steps involved 
in the proposed hybrid method. Figure 5.2a shows the load versus displacement  LLDP 
















































multiple FE analyses. The intersection points between the experimental  LLDP   curve and 
the FE  LLDP   curves represent the common loading and displacement conditions in the 
FE model with a stationary crack and the experimental specimen with a growing crack. At 
each common displacement level, the crack size in the experimental specimen assumes the 
size as that in the FE model. The method calculates the strain energy at each displacement 
levels (
1LLD
  to 
nLLD
 ) and for every crack depth ( 1a  to na ) as indicated in Fig. 5.2a from the 
area under the FE generated  LLDP  curve. Figure 5.2b plots the variation of the calculated 
strain energy with respect to the crack size. To evaluate the energy release rate using Eq. 
(5.2), the method derives the value dU da  by taking the 1st derivative of a polynomial fit of 
the U-a curve in Fig. 5.2b. With the corresponding change in the crack size,  0ia a , Fig. 
5.2c shows the J-R curve based on the hybrid method. Qian and Yang (2011) have validated 
the method for mode I specimens reported by Zhu and Joyce (2007) and for mixed-mode I 
and II specimens presented by Tohgo and Ishii (1992). 
 





Fig. 5.2: (a) The intersection between the P-δLLD curve of single experimental specimen with the 
P-δ curves computed from multiple FE models; (b) Strain energy versus the crack extension 
computed from the area under the FE P-δLLD curves in (a); and (c) the fracture resistance versus 
crack extension curve. 
 
 
5.3.2 Modified Hybrid Method for Pipes 
The current approach extends the hybrid method for standard fracture specimens proposed by 
Qian and Yang (2011) to surface-cracked pipes. The implementation of the hybrid method to 
surface-cracked pipes faces two major challenges: 1) determination of the strain energy; and 
2) determination of the crack size along the crack front. In standard fracture specimens, the 
measured load and load-line displacement exhibit strong dependence on the size of the 
through-thickness crack. In pipe specimens (under three-point bend setup for example), 









































to the presence and extension of a small circumferential surface crack. The proposed method, 
therefore, makes use of the crack mouth opening displacement instead of the load-line 
displacement to determine the strain energy in Eq. (5.1). 
 As the global load versus the load-line displacement for the pipe with a 
circumferential crack is now insensitive to the crack size, the determination of the 
intersection point between the experimentally measured load versus load-line displacement 
curve and that from the numerical analyses becomes challenging. Instead, this study employs 
the CMOD based compliance to determine the crack size to be simulated in the numerical 
model. Each experimental specimen has a unique relationship between the CMOD evolution 
with respect to the growing crack depth, a, described by a polynomial fitting function, 
  CMOD f a  (5.3) 
Figure 5.3 illustrates the steps involved in the current approach. Figure 5.3a plots the 
experimentally measured P-CMOD curve with multiple unloading-reloading cycles to 
measure the compliance of the pipe specimens. Figure 5.3b shows the CMOD versus crack 
depth  a at the beginning of each unloading cycle shown in Fig 5.3a using the compliance-
crack size relationship given in Chapter 4 (Eq. 4.9). Based on the measured crack-front 
profiles at the end of the fatigue pre-cracking  0a and that at the end of the fracture test  fa
the numerical procedure generates a series of FE models with different crack sizes linearly 
interpolated between 0a  and fa . Large-deformation, elastic-plastic FE analyses then 
compute the P-CMOD curve for each FE model with a different crack sizes (Fig. 5.3c). The 
strain energy for each pipe derives from the area under the P-CMOD curve at the 
displacement levels  CMODi  calculated from Eq. (5.3) for each crack extension. The 
variation in the strain energy  U with respect to the crack extension  a  yields the 
required slope needed in Eq. (5.2) to calculate the energy release rate, J.  





Fig. 5.3: (a) The experimental P-CMOD curve with multiple unloading-reloading cycles; (b) 
Variation of the CMOD with respect to crack size computed using compliance data; and (c) P-




This study first validates the above modified hybrid method in standard through-thickness 
fracture specimens, including SE(B) and SE(T) specimens prior to the validation on pipe 
specimens with a circumferential crack. The following summarizes the detailed steps 
involved in the modified hybrid approach to estimate the J-R curve. 
Step 1: Conduct fracture test on fatigue pre-cracked specimens following the unloading 
compliance method. For standard fracture specimen such as the SE(B) specimen or the 
compact tension, C(T) specimen, perform the test as per the testing standards (ASTM E1820, 




























5.3a). Measure the uni-axial true stress-true strain curve from the standard tension tests 
(ASTM E8/E8M, 2016). 
Step 2: Determine the crack size at the beginning of each unloading cycle for each specimen 
based on the compliance-crack size relationship. For standard SE(B) specimens, ASTM 
E1820 (2015) provide the relationship between the specimen compliance whereas Chapter 
four provides the required relationship for SE(T) specimens. For surface-cracked pipes, 
measure the initial crack depth  0a , immediately after the fatigue pre-cracking and the final 
crack depth  fa , at the end of the ductile crack extension. Perform linear-elastic FE analyses 
on pipe models with crack-front profiles linearly interpolated between the measured crack-
profiles at the end of the fatigue pre-cracking  0a  and that at the end of the ductile crack 
extension  fa . 
Step 3: Determine the specimen-specific CMOD versus crack size relationship following 
Steps 1 and 2 for each specimens. 
Step 4: Compute the P-CMOD relationship using large-deformation, elastic-plastic finite 
element analyses performed on a series of FE models with crack sizes ranging from 1a  to fa . 
Step 5: For each crack size simulated in the FE model, determine the corresponding CMOD 
level  CMODi  for the specimen specific CMOD-a relationship (see Fig. 5.3b). Calculate the 
strain energy  U  from the area under the P-CMOD curves at each CMODi for the crack size 
ranging from 1a  to fa . 
Step 6: Plot the strain energy, U, versus crack size for each CMODi  and determine the slope 
of the polynomial fit for the strain energy, U with respect to ia . 




Step 7: Calculate the energy release rate from the strain energy functions in Step 6 at each 
CMODi  and at the corresponding crack depth ai using Eq. (5.2). Determine the 
corresponding crack extension, 0i ia a a   . 
Step 8: Plot the energy release rate calculated in Step 7 with respect to the crack extension [
0i ia a a    (Fig. 5.2c)]. 
5.4 Validation 
The current study validates the above procedure using both through-thickness fracture 
specimens and circumferentially surface-cracked pipes, including: (a) SE(B) specimens with 
a crack in the base metal (S355 steel); (b) SE(B) specimens with a crack in the weld metal; 
(c) clamped SE(T) specimens; and (d) full-scale pipe specimens with a circumferential 
surface crack under a three-point bend load. The study conducts fracture tests on each 
aforementioned specimen to obtain the experimental data required in the method. The 
material testing follows the procedure outlined in ASTM E8/E8M (2016) to determine the 
uni-axial true stress-true strain relationships for both the base metal and the weld metal; as 
shown in Fig. 5.4. 
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The numerical investigation employs MSC Patran (2016) for the mesh generation in small-
scale fracture specimens with through-thickness crack and the user defined mesh generation 
option in FEA CRACK (2013) to generate the curved crack-front mesh for surface cracks in 
pipes. The model uses 20-node brick elements with reduced integration. The large-
deformation, elastic-plastic analyses utilize the open-source, finite element research code 
WARP3D (Gullerud et al. 2015). Separate sections describe the specimen details and J-R 
curve estimation procedure from modified hybrid method for each type of specimen. 
5.4.1 SE(B): Crack in the Base Metal 
The validation of the modified hybrid method begins with the SE(B) specimens with a crack 
in the base metal. This specimen represents the pure mode I loading and high crack-front 
constraint conditions. The experimental program includes three SE(B) specimens extracted 
from the S355 steel pipe with circumferential girth welds at its mid length (Fig 5.5a).  
 
Fig. 5.5: (a) Welding of pipe segments and geometry of the weld; and (b) Location on the pipe 
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The machined notch in the SE(B) specimen; denoted as SE(B)_BM, locates at a distance of 1 
mm from the weld toe (Fig. 5.5b). Each specimen has a total thickness, B of 10.5 mm and a 
net thickness excluding the side grooves, NB  of 8.4 mm. Figure 4.7a shows the detailed 
configuration of the SE(B)_BM specimens. The depth of the specimen, W equals 21 mm and 
the span length S equals 105 mm. Each specimen contains a machined notch with the notch 
depth-to-width ratio, a W  equals 0.5. The fracture testing procedure for SE(B) specimen 
follows the standard ASTM E1820 (2015). Figure 5.6a-c show the experimentally measured 
P-CMOD curve with multiple unloading-reloading cycles for all three specimens. ASTM 
E1820 (2015) provides a relationship between the specimen compliance and the crack depth 
based on the CMOD data. The change in the instantaneous specimen compliance represents 
the growing crack size, leading to the evolution of CMOD versus crack size  a  curve for all 
three specimens, as illustrated in Fig. 5.6d. Post-test sectioning of the test specimen together 
with the specimen compliance data records the initial crack depth  0a  and the final crack 
depth  fa  for each specimen. 





Fig. 5.6: (a) Experimental P-CMOD curve for (a) SE(B)_BM_01; (b) SE(B)_BM_02; (c) 
SE(B)_BM_03; and (d) Variation of the CMOD versus crack depth, a for SE(B)_BM specimens. 
 
 
As the SE(B)_BM specimens contain both the base metal and the weld metal with 
different mechanical properties, the current numerical study investigates the effect of material 
heterogeneity on the global P-CMOD response. Figure 5.7a shows a typical quarter 
symmetric model of the SE(B)_BM specimens assuming that the specimen has no weld 
material and is fully homogeneous and symmetric. On the other hand, Fig. 5.7b displays a 
full finite element model of the SE(B)_BM specimen to represent the actual non-symmetrical 
weld geometry and material property. The quarter FE model assigns a homogeneous material 
of the base metal to all the elements whereas the full model incorporates the properties of 
both the base metal and the weld metal into the FE model in accordance with the original 
weld geometry. 
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Fig. 5.7: (a) A typical FE mesh for quarter model with only base metal; and (b) A typical FE 














The models also accurately replicate the side groove geometry. Both the models contain 20-
node brick element with a focused crack tip mesh with an initial root radius of 25 μm to 
ensure numerical convergence under large-deformation, elastic-plastic analyses. Figure 5.8 
compares the P-CMOD response computed from both models. The P-CMOD relationships 
exhibit negligible dependence on the weld material property. Subsequent analyses, therefore, 
adopt the quarter model with the homogeneous base metal property for this set of specimens 
to compute the P-CMOD curves. 
 




Based on the experimental crack extension data, the study generates eight FE models 
with different crack sizes between 1a  to fa  and generates P-CMOD (Fig. 5.9) curves 
corresponding to eight crack extensions  ia  as listed in Table 5.1.  
Table 5.1: The crack size in the multiple FE models for the SE(B)_BM specimens. 
 
Specimen a0 Crack extensions (mm) 
Δa1 Δa2 Δa3 Δa4 Δa5 Δa6 Δa7 Δa8 
SE(B)_BM_01 13.0 0.2 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
SE(B)_BM_02 13.0 0.2 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
SE(B)_BM_03 13.0 0.2 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
 




















For the strain energy from the area under P-CMOD curve, for a crack extension equal to ia , 
the study determines the CMODi  level using a third order polynomial, describing the 
evolution of CMOD-a data plotted in Fig. 5.6d as, 
      
3 2
1 2 3 4CMODi i i iD a D a D a D     (5.4) 
Table 5.2 lists the value of coefficients D1 to D4 for all SE(B)_BM specimens. Table 5.3 lists 
eight CMOD values denoted by CMODi   1 8i   corresponding to each ia   0 ia a  . The 
difference in the value of coefficients between different specimens attributes to the difference 
in the initial crack length of each specimen. The study determines the strain energy for each 
crack size, ia  from the area under the P-CMOD curve at every CMODi  level. 
Table 5.2: The coefficients of the polynomial function relating the CMOD and the crack size for 
the SE(B)_BM specimens. 
 
Specimen Coefficients 
D1 D2 D3 D4 
SE(B)_BM_01 1.5422 -64.528 902.43 -4215.14 
SE(B)_BM_02 -2.8102 112.63 -1500.02 6639.7 
SE(B)_BM_03 5.362 -219.7 3002.69 -13686 
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Table 5.3: The CMOD corresponding to the common displacement level between the 




Displacement level (mm) 
CMOD1 CMOD2 CMOD3 CMOD4 CMOD5 CMOD6 CMOD7 CMOD8 
SE(B)_BM_01 13.0 0.81 1.70 2.06 2.38 2.67 2.94 3.19 3.44 
SE(B)_BM_02 13.0 0.74 1.66 2.11 2.55 2.94 3.28 3.54 3.71 
SE(B)_BM_03 13.0 1.40 2.20 2.46 2.67 2.85 3.11 3.38 3.68 
 
 
Figure 5.10a-c illustrate the variation of the computed strain energy with respect to the crack 
extension ia  for every CMODi  value for all three SE(B) specimens. A second order 
polynomial fits each of the discrete data indicated by the continuous solid curve. The first 
order derivative of each curve together with Eq. (5.2b) yields the energy release rate for the 
corresponding crack extension. Figure 5.11a-c compare the J-R curve determined from the 
current hybrid approach and that by the standard η method computed in Chapter 4 using 
ASTM E1820 (2015) standards for SE(B)_BM_01 to SE(B)_BM_03. The comparisons show 
a reasonable agreement in the J-R curves by both methods for the SE(B)_BM. 





Fig. 5.10: Strain energy, U versus crack extension Δa for (a) SE(B)_BM_01; (b) SE(B)_BM_02; 




































































































Fig. 5.11: Comparison of the J-R curves measured using η method and that obtained from the 
modified hybrid approach for (a) SE(B)_BM_01; (b) SE(B)_BM_02; and (c) SE(B)_BM_03. 
 
 
5.4.2 SE(B): Crack in the Weld Metal 
The validation study includes another set of SE(B) specimens, denoted by SE(B)_WM, to 
investigate the effect of crack location in the specimen. The SE(B)_WM specimen contains a 
center-line machined notch in the weld material, extracted from the pipe as indicated in Fig. 
5.12.  
 
Fig. 5.12: Location on the pipe for the machining of SE(B)_WM specimens. 
(a) (b)
(c)








































Notch into the weld




The SE(B)_WM has the same geometry and the notch dimension as the SE(B)_BM 
specimens (Fig. 4.7). The fracture testing procedure follows the recommendations in ASTM 
E1820 (2015). Figure 5.13a-c show the measured global P-CMOD responses with multiple 
unloading-reloading cycles during the fracture test for all three SE(B)_WM specimens.  
 
Fig. 5.13: (a) Experimental P-CMOD curve for (a) SE(B)_WM_01; (b) SE(B)_WM_02; (c) 




These curves indicate an increase in the ultimate strength of the SE(B)_WM specimens 
compared to the SE(B)_BM specimens compared to the SE(B)_BM specimens (see Fig. 5.6a-
c) due to overmatched welds. Similar to the SE(B)_BM specimens ASTM E1820 (2015) 
provides a relationship between the specimen compliance and the crack depth based on the 
CMOD data. The changing specimen compliance represents the growing crack size, which 
leads to the evolution of CMOD versus crack size  a  curve for all three specimens, as 
(a) (b)
(c) (d)
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illustrated in Fig. 5.13d. Post-test sectioning of the specimens reveals the initial crack depth, 
0a  after the fatigue pre-cracking and the final crack depth, fa  at the end of the ductile crack 
extension. Table 5.4 lists the values of initial crack depths  0a  for all three specimens. 
Based on the information on the crack extension during the fracture test, the study 
generates eight FE models with eight different crack extensions (Table 5.4).  
 




Crack extensions (mm) 
Δa1 Δa2 Δa3 Δa4 Δa5 Δa6 Δa7 Δa8 
SE(B)_WM_01 12.7 0.23 0.47 0.61 0.80 0.87 0.97 1.07 1.16 
SE(B)_WM_02 13.8 0.17 0.37 0.51 0.70 0.78 0.87 0.97 1.06 
SE(B)_WM_03 12.8 0.15 0.36 0.49 0.69 0.76 0.86 0.96 1.05 
 
Unlike SE(B)_BM specimens where weld mechanical property has negligible influence on 
the global P-CMOD curve, SE(B)_WM shows a dependence on the weld mechanical 
property and geometry. Therefore, the numerical procedure generates full FE models 
duplicating the complete geometry and the weld profile in SE(B)_WM specimens. The FE 
models have heterogeneous bi-material property of both the base metal and the weld metal. 
Figure 5.14 shows a typical FE mesh showing the weld profile at the center of the specimen 
with the notch, with a focused mesh at the crack tip with an initial root radius of 25 μm to 
ensure numerical convergence in the large-deformation, elastic-plastic analyses. Figure 
5.15a-c illustrates the numerically generated P-CMOD curves from the FE models with 
different crack sizes. Table 5.5 lists the coefficients of the third-order polynomial function 
(Eq. 5.4) for the specimen specific CMOD-a data plotted in Fig. 5.13d for SE(B)_WM 
specimens. 





Fig. 5.14: A typical FE mesh for full model of the SE(B)_WM specimen with both base metal 
and weld metal 
 
 
The polynomial function, together with the crack size simulated in the FE model leads to the 
displacement levels, CMODi , listed in Table 5.6. The numerical procedure then computes the 
strain energy U, at each CMODi , based on the area under P-CMOD curves for all crack sizes. 
Figure 5.16a-c shows the calculated strain energy U with respect to the crack extension for 
each of the eight CMODi  for the specimen SE(B)_WM_01 to SE(B)_WM_03. The 
continuous curve joining the discrete data points represent the second-order polynomial fit for 
the computed data. 





Fig. 5.15: (a)Numerical P-CMOD curves for eight crack extensions for (a) SE(B)_WM_01; (b) 
SE(B)_WM_02; and (c) SE(B)_WM_03.  
 
 
Table 5.5: The coefficients of the polynomial function relating the CMOD and the crack size for 
the SE(B)_WM speicmens. 
 
Specimen Coefficients 
D1 D2 D3 D4 
SE(B)_WM_01 0.4366 -17.091 224.57 -988.38 
SE(B)_WM_02 0.96244 -39.127 532.2 -2419.06 
SE(B)_WM_03 1.9254 -78.709 1075.1 4903.8 
 
 
The first order derivatives dU da  of the curves in Fig. 5.16a-c along with Eq. (5.2b) yield 
the value of energy release rate. Figure 5.17a-c compares the J-R curves determined from the 
modified hybrid method and that with the standard η approach (ASTM E1820, 2015) for all 



































































































three SE(B)_WM specimens. All the curves are in close agreement, and thus, confirms the 
applicability of the modified hybrid method for this type of specimens as well. 
 
Table 5.6: The CMOD corresponding to the common displacement level between the 




Displacement level (mm) 
CMOD1 CMOD2 CMOD3 CMOD4 CMOD5 CMOD6 CMOD7 CMOD8 
SE(B)_WM_01 13.0 1.80 2.17 2.40 2.75 2.88 3.08 3.29 3.52 
SE(B)_WM_02 13.0 1.58 2.09 2.40 2.80 2.94 3.13 3.33 3.55 




Fig. 5.16: Strain energy, U versus crack extension relation for (a) SE(B)_WM_01; (b) 
SE(B)_WM_02; and (c) SE(B)_WM_03. 
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Fig. 5.17: Comparison of the J-R curves measured using the η method and that obtained from 




5.4.3 Clamped SE(T) 
This section discusses the J-R curve estimation for the SE(T) specimen using the proposed 
hybrid method. The experimental plan includes fracture test on four clamped SE(T) 
specimens, each containing a crack in the base metal at 1 mm away from the weld metal (see 
Fig. 5.12). The specimens include side grooves indicated in Fig. 4.7a with a total thickness, B 
equal to 10.5 mm and the net thickness, BN equal to 8.4 mm at the cracked section. The 
specimen width, W equals 21 mm and the height to width ratio, H W = 5.0. The machined 
notch depth-to-width ratio, a W  equals 0.5 for all four specimens. Both the SE(B) and the 
SE(T) specimens possess the same geometrical details (Fig. 4.7a) but SE(T) specimens have 
(a) (b)
(c)

















































an extra length of 50 mm on both the ends to ensure proper clamping without any slippage 
(Fig. 4.9). The testing procedure follows the unloading compliance method and records the P-
CMOD curve with multiple unloading-reloading cycles. Figure 4.10 displays the test setup 
for the SE(T) fracture test with the attached COD gauge to measure the CMOD data. Figure 
5.18a-d shows the recorded P-CMOD curve with multiple unloading-reloading cycles for all 
four SE(T) specimens. 
 




The study computes the crack size at each unloading point using the correlation between the 
CMOD based specimen compliance and the crack size reported in Chapter 4. Figure 5.19 
shows the evolution of the measured CMOD at each unloading point with respect to the 
estimated growing crack size, a, for each SE(T) specimen.  
(a) (b)
(c) (d)
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Fig. 5.19: Variation of the experimental CMOD versus crack depth, a for SE(T) specimens. 
 
 
Post-test sectioning of the cracked specimens lead to the measurement of the initial crack 
depth  0a  after the fatigue pre-cracking as listed in Table 5.7 and the final crack extension at 
the end of ductile tearing.  
 
Table 5.7: The crack size in the multiple FE models for the SE(T) specimens. 
 
Specimen a0 Crack extensions (mm) 
Δa1 Δa2 Δa3 Δa4 Δa5 
SE(T)_01 13.1 0.37 0.87 1.37 1.87 2.37 
SE(T)_02 12.4 0.57 1.07 1.57 2.07 2.57 
SE(T)_03 13.1 0.37 0.87 1.37 1.87 2.37 
SE(T)_04 13.3 0.17 0.67 1.17 1.67 2.17 
 
The study divides the total crack extension in smaller segments in order to generate five FE 
models, each with different crack size, the smallest as 0 1a a   and largest as 0 fa a  . The 
displacement level CMODi , corresponding to each crack size derives from the equation 
obtained by fitting a third-order polynomial (Eq. 5.4) into specimen specific CMOD-a data 

















plotted in Fig. 5.19. Table 5.8 shows the coefficients of the polynomial fit and Table 5.9 lists 
the calculated CMODi for each crack size ia . 




D1 D2 D3 D4 
SE(T)_01 0.02693 -1.423 25.33 -146.7 
SE(T)_02 -0.00103 -0.0892 3.934 -32.998 
SE(T)_03 0.08946 -4.1801 65.57 -342.97 
SE(T)_04 0.0197 -1.0585 19.225 -114.8 
 
 
Table 5.9: The CMOD corresponding to the common displacement level between the 
experimental and the numerical P-CMOD curves for the SE(T) specimens. 
 
Specimen Displacement level (mm) 
CMOD1 CMOD2 CMOD3 CMOD4 CMOD5 
SE(T)_01 0.89 1.54 2.03 2.40 2.66 
SE(T)_02 0.80 1.31 1.76 2.14 2.45 
SE(T)_03 0.51 1.19 1.66 1.99 2.24 
SE(T)_04 0.28 0.93 1.46 1.89 2.23 
 
 
The numerical study creates FE models corresponding to the crack sizes listed in Table 5.7. 
Figure 5.20 shows the quarter model of the SE(T) specimen with the mesh details and the 
boundary condition. It also displays the plan view of the side groove geometry and the 
detailed mesh near the crack tip. Figure 5.21a-d show the numerically generated P-CMOD 
curve for different crack sizes. Following Step 6 described in Section 5.3.2, the present study 
computes the strain energy, U, from the area under the P-CMOD curves, for each CMODi  
listed in Table 5.9 and plots the variation of U with respect to a  in Fig. 5.22a-d as discrete 
symbols for each displacement level. The continuous line for each curve represents the 
second-order polynomial fit showing the variation of U with respect to the crack size.  





Fig. 5.20: A typical FE mesh for quarter model of the SE(T) specimens. 
 
 
Subsequently, steps 7 and 8 determines the J-R curve for all SE(T) specimens. Figure 5.23a-d 
illustrate the J-R curves for all four SE(T) specimens. They compare the J-R curve 









Fig. 5.21: Numerical P-CMOD curves for five crack extensions for (a) SE(T)_01; (b) SE(T)_02; 
(c) SE(T)_03; and (d) SE(T)_04. 
 
 



































































































Fig. 5.22: Strain energy, U versus crack extension for (a) SE(T)_01; (b) SE(T)_02; (c) SE(T)_03; 
and (d) SE(T)_04. 
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Fig. 5.23: Comparison of the J-R curves measured using the η method and that obtained from 
the modified hybrid approach for (a) SE(T)_01; (b) SE(T)_02; (c) SE(T)_03; and (d) SE(T)_04. 
 
 
5.4.4 Surface-Cracked Pipes 
This section extends the validation process for pipes with a circumferential surface crack. The 
study conducts fracture tests on six surface cracked pipe specimens. Chapter 4 describes the 
dimensions of the test pipe and the geometric details of the machined circumferential surface 
notch at the mid span of the pipe. The experimental procedure includes fatigue pre-cracking 
and static load tests on fatigue pre-cracked pipes at room temperature using the three-point 
bend test setup (Fig. 4.12). Figure 4.13 plots the experimentally measured P-CMOD curves 
for six pipe specimens with multiple unloading-reloading cycles. Post-test measurement 
includes the crack-front profile measurement of the fatigue pre-crack and the crack extension 
due to the ductile tearing. Chapter 4 gives an elaborative description of the experimental 
procedure for these pipes and details regarding the derivation of the compliance-crack size 
(a) (b)
(c) (d)
























































correlation to measure the instantaneous crack growth. The study derives the compliance-
crack size relationship, for the surface-cracked pipes, from the extensive linear-elastic finite 
element analyses. The cracks simulated in finite element analyses include a set of crack sizes 
with the smallest crack size corresponding to the measured fatigue crack-front profile and the 
largest being the crack-front profile at the end of the ductile crack extension. The remaining 
crack sizes are interpolated linearly between the smallest and the largest crack sizes. Figure 
5.24 shows the experimentally measured CMOD corresponding to the unloading points in 
Fig. 4.12 with respect to the crack depth, a, at that CMOD level measured using the 
correlation given in Chapter 4. 
 
Fig. 5.24: Variation of the experimental CMOD versus crack depth, a for pipe specimens. 
 
 
The current method uses the same 3D FE model of the pipe specimen described in Chapter 4 
(Fig. 4.17). Figure 5.25a-f show the P-CMOD curves computed from six FE models, each 
with a crack depth equal to 0 ia a  , where ia  corresponds to the values listed in Table 5.10. 
The study performs a regression analysis to fit a third order polynomial Eq. (5.4) to establish 
the specimen specific CMOD-a relationship for all six pipes using the data plotted in Fig. 
5.24. Table 5.11 lists the coefficients of the third-order polynomial for all six pipes and Table 


















5.12 lists the value of CMODi  based on the crack size modelled in the FE analyses and Eq. 
(5.4).  
 
Table 5.10: The crack size in the multiple FE models for the pipe specimens.  
 
Specimen a0 Crack extensions (mm) 
Δa1 Δa2 Δa3 Δa4 Δa5 Δa6 
Pipe_01 9.27 0.23 0.47 0.72 0.97 1.22 1.47 
Pipe_02 9.30 0.19 0.45 0.70 0.95 1.12  
Pipe_03 9.41 0.08 0.33 0.58 0.83 1.08 1.33 
Pipe_04 9.42 0.07 0.32 0.57 0.82 1.07 1.32 
Pipe_05 9.14 0.11 0.36 0.61 0.86 1.12 1.36 
Pipe_06 8.98 0.26 0.51 0.76 1.01 1.26 1.51 
 
Table 5.11: The coefficients of the polynomial function relating the CMOD and the crack size 
for the pipe specimens. 
 
Specimen Coefficients 
D1 D2 D3 D4 
Pipe_01 -0.23674 6.8832 -64.894 199 
Pipe_02 -1.0005 28.817 -274.3 864.15 
Pipe_03 1.015 -32.603 350.27 -1256.7 
Pipe_04 -0.2227 5.681 -44.73 104.2 
Pipe_05 0.8142 25.022 -254.06 853.5 
Pipe_06 2.5341 -78.154 805.55 -2772.6 
 
Table 5.12: The CMOD corresponding to the common displacement level between the 
experimental and the numerical P-CMOD curves for the pipe specimens. 
 
Specimen Displacement level (mm) 
CMOD1 CMOD2 CMOD3 CMOD4 CMOD5 CMOD6 
Pipe_01 0.31 0.74 1.19 1.64 2.06 2.42 
Pipe_02 0.05 0.75 1.6 2.18 2.73  
Pipe_03 0.002 0.06 0.92 1.47 1.87 2.20 
Pipe_04 0.19 0.51 1.0 1.55 2.11 2.58 
Pipe_05 0.70 1.25 1.84 2.38 2.76 2.90 
Pipe_06 0.27 1.04 1.72 2.30 2.75 3.06 





Fig. 5.25: Numerical P-CMOD curves for five crack extensions for (a) Pipe_01; (b) Pipe_02; (c) 
Pipe_03; (d) Pipe_04; (e) Pipe_05; and (f) Pipe_06. 
 
 
Figure 5.26a-f illustrate the variation of the strain energy, U, computed at each CMODi  
level, with respect to the change in the crack depth, a . A regression analysis fits each of the 
U-Δa curve with a second-order polynomial, indicated by the continuous solid curves.  


































































































































































Fig. 5.26: Strain energy, U versus crack extension for (a) Pipe_01; (b) Pipe_02; (c) Pipe_03; (d) 
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   (5.5) 
where LB  denotes length of the crack front, U represents the strain energy and a denotes the 
depth of the surface crack. Substituting the first derivative of the U-Δa fitting function into 
Eq. (5.5), evaluates the energy release rate for the given crack extension. The energy release 
rate estimated in Eq. (5.5) represents the average energy release rate along the curved crack-
front of the surface crack. Figure 5.27 exemplifies the accuracy of the hybrid method in 
estimating the J-R curve of surface-cracked pipes by showing a close agreement with the J-R 
curve calculated using η method. Figure 5.27a-f compare the J-R curve from both the 
methods for the remaining five pipes. 






Fig. 5.27: Comparison of the J-R curve measured using the η method and that obtained from 
the modified hybrid approach for (a) Pipe_01; (b) Pipe_02; (c) Pipe_03; (d) Pipe_04; (e) 




The present chapter proposes a hybrid method to determine the J-R curve for pipes with a 
circumferential surface crack. The method combines the experimentally measured P-CMOD 
(a) (b)
(c) (d)























































































curve and the numerically computed P-CMOD curve from multiple FE models to establish a 
procedure to determine the fracture resistance curve. The validation of the proposed hybrid 
method utilizes through-thickness fracture specimens such as the SE(B)_BM, SE(B)_WM 
and the SE(T) apart from the circumferential surface-cracked pipes. The results presented 
above support the following findings and conclusions: 
1) Direct determination of the energy release rate and varying crack-front extension for a 
surface-cracked structural component to measure the J-R curve experimentally remain 
a challenging task. The two most common methods employed to measure the J-R 
curve experimentally remain a) multiple specimen method; and b) the η-unloading 
compliance method. The current study modifies the multiple specimen method, to 
overcome the inherent disadvantages and makes it suitable for the measurement of J-
R curve for surface-cracked pipes. 
2) The proposed method requires only a single test specimen to generate the load-
deformation curve with multiple unloading-reloading cycles and replaces the 
remaining test specimens with FE models with different crack sizes but with the same 
specimen geometry and material. The study calculates the strain energy based on the 
P-CMOD data instead of the P-δ data, as for pipes with a small surface-crack, the 
global load and the corresponding load-line displacement, δ, becomes insensitive to 
the presence and extension of a small surface crack. 
3) The unloading-reloading cycle test data provide the necessary information about the 
specimen instantaneous compliance and its changing value due to the growing crack. 
This method utilizes the measured compliance data along with the numerically 
obtained relationship between the specimen compliance and the crack size to 
determine the crack size at each unloading point.   




4) In order to find the displacement level for a given amount of crack extension in the 
test specimen with a growing crack, the study provides a specimen specific 
relationship between the CMOD and the crack size described by a polynomial 
function. This function facilitates the determination of the CMOD level for each crack 
size simulated in FE models at which, the study calculates the strain energy from the 
area under the numerically computed P-CMOD curves. 
5) The modified hybrid method provides a direct approach to derive the fracture 
resistance for the circumferential surface-cracked pipes as well as for the standard 
SE(B) specimens with different notch locations and the low constraint SE(T) 
specimens. The J-R curve for surface-cracked pipes estimated using the hybrid 
method represents the average fracture resistance along the curved crack-front profile 














This Chapter examines the effect of pre-strain generated due to the pipe reel laying process 
on the pipe J-R curve. The sections in this chapter present: 1) an introduction on the pipe reel 
laying method; 2) the review of the previous studies regarding the effect of pre-strain on 
material fracture properties; 3) the current experimental program to simulate the full-scale 
pipe reeling-unreeling process in the engineering laboratory and fracture test on reeled pipes; 
and 4) comparison of the pre-strained pipe J-R curve with the non-pre-strained pipe J-R curve 
to quantify the pre-straining effect. 
6.1 Introduction 
The reel-lay method displayed in Fig. 6.1 has become one of the economical and efficient 
ways of installation of offshore pipelines up to an approximate diameter of 0.5 m (Tkaczyk et 
al. 2011). This method employs onshore welding of small pipe segments followed by 
spooling the long welded segments of pipeline over a cylindrical reel in a laying vessel before 
installation. During spooling, the pipe bends to a curvature governed by the reel radius and 
the pipe diameter. The installation of the pipeline at the desired location involves multiple 
steps such as unspooling, alignment and straightening, which lead to further bending of the 
pipeline. Unspooling of pipe involves fully straightening the pipe in the span between the 




aligner and the reeling drum. It is plastically bent again on the aligner to a curvature 
controlled by the aligner radius and the pipe diameter. Finally, the pipe passes through the 
straightener where it plastically bends to a negative curvature to make it straight. During this 
entire process, the pipe undergoes two symmetrical plastic strain cycles often in the range of 
1.5% to 2%. The entire procedure can have a significant effect on the overall fracture 
resistance of the pipeline. Therefore, the safe assessment of pipes undergoing reeling method 
remains important for the safety of pipelines. 
 
Fig. 6.1: Pipe Reel Laying Process (http://www.drillingformulas.com, Tkaczyk et al. 2011) 
 
 
6.2 Review of the Effect of Pre-Strain on Fracture Parameters 
The previous literatures have reported many significant studies to examine the effect of pre-
straining on the properties of steel. These studies have varying observations about the pre-
straining effect on material fracture parameters. This section reviews the previous studies and 
their findings to highlight the research gap in this area. 
Fields and Miller (1978) have studied the effect of tensile and compressive pre-strain 
on CTOD. Thomas and Knott (1986) investigated the effect of tensile pre-strain on the 
initiation toughness and on the fracture resistance curve. El-Fadaly et al. (1995) studied the 
effect of tensile and compressive pre-strain on the Charpy V-notch impact energy, and the 
effect of compressive strain on the resistance curve. Miyata et al. (1997) measured the effect 




of tensile pre-straining generated due to cold rolling on the JIC and the J-R curve. Homma et 
al. (1998) also investigated the effect of tensile pre-strain on the crack tip opening 
displacement. Leis et al. (1986 and 1990) studied the effect of tensile pre-strain on the JIC and 
J-R curves on different grades of steel. Sivaprasad et al. (2000) studied the effect of ductile 
fracture behavior of two varieties of high-strength low-alloy steels commonly used in the 
pipeline industry. Enami (2005) investigated the effect of both compressive and tensile pre-
strain on ductile fracture initiation in steels by conducting tensile tests on notched bar 
speicmens from pre-strained material until failure. In most of the reported experiments, 
researchers have introduced pre-strain in the material by applying tensile/compressive load 
on the rectangular planks until the desired level of pre-strain. The reported fracture toughness 
results utilized small-scale through-thickness, C(T) or SE(B) specimens machined from the 
pre-strained material. These experimental studies have reported a change in the magnitude of 
the measured fracture properties due to pre-straining. Sivaprasad et al. (2000) have reported 
that the fracture toughness, JIC remained invariant up to 2% pre-strain, beyond which it 
decreased drastically. Hagiwara et al. (2001), El-Fadaly et al. (1995) and Homma et al. 
(1998) observed a change in the fracture mechanism, from ductile to cleavage, with 
increasing pre-strain. Ainsworth (1986), Miyata et al. (1997) and Cosham (2001) have 
proposed theoretical models using local approach to explain the effect of pre-strain on the 
fracture initiation toughness. These investigations were carried out mainly to examine the 
effect of large plastic strains on steel material properties due to cold rolling, strain ageing, 
mechanical damage or due to extreme working temperatures. Pisarski et al. (1994) conducted 
extensive experimental studies at The Welding Institute involving fracture specimens 
extracted from welded pipes that had undergone straining to simulate the reeling process. 
These studies examined X52, X60 and X65 grade steels and indicated that there was no 
noticeable degradation of the fracture toughness of the weld material, provided that the weld 




tensile properties overmatch those of the parent material. Pisarski et al. (1994) observed a 
significant effect on the fracture resistance when the nominal bending strain exceeds 4%, 
whereas for lower pre-strains the reduction in fracture toughness is minimal. 
Most of the works discussed above considered pre-straining of a homogeneous 
material without any defect, and subsequently machined and tested for fracture toughness and 
fracture resistance properties. However, many researchers (Ernst et al. 2007, Ekirem et al. 
2007 and 2008, Tkaczyk et al. 2011) investigated the effect of pre-straining on the notched 
specimen and proposed several models to represent the fracture resistance of a material 
during pipe reeling, namely, 1) loss of memory model also known as history independent 
model; 2) memory model; and 3) history dependent model.  
6.2.1 Loss of Memory Model/History-Independent Model 
The industry standard DNV-RP-F108 (2006) recommends ignoring the effect of cyclic 
loading during the reeling method on the fracture resistance. It suggests that R curve remains 
unaffected by straining. All loading cycles have the same R-curve as shown in Fig. 6.2, 
irrespective of the load history. The J-curve just shifts to a new initial crack length after each 
cycle. This model is termed as loss of memory model or history independent model. Tkaczyk 
et al. (2011) conducted an experimental investigation to verify the loss of memory model. 
They examined the effect of pre-straining by testing cross weld SE(T) specimens subjected to 
tension-compression cycle. They observed that materials where fracture process is dominated 
by plastic dissipation follow the memory model, therefore, damage induced in the crack tip 
due to pre-straining has a limited effect on the toughness in the subsequent loading cycles. 
They carried out the fracture toughness test using the multiple specimen technique in 
accordance with the DNV-RP-F108 (2006) and determined the crack driving force in terms 
of CTOD at the current crack tip (i.e., the initial crack length for the second tensile cycle 
takes into account the crack growth during the first cycle) as recommended by the DNV 




procedure. The experimental verification supports the recommendation by DNV-RP-F108 
(2006). 
 
Fig. 6.2: Loss of Memory Model [Adapted from Ernst et al. (2007)]. 
6.2.2 Memory Model 
McClung et al. (1999) proposed memory model to separate the fatigue crack-growth cycles 
from the ductile crack-growth during tensile straining. According to this model, the crack 
grows when the applied crack driving force exceeds the maximum value attained in the 
previous cycle but the toughness follows the same curve from the previous loading cycle. 
Figure 6.3 illustrates the memory model to represent the effect of pre-strain on fracture 
toughness. 
 














R2(Δa) = R2(Δa + Δa1) 




Ernst et al. (2005) verified the memory model for the assessment of reeled pipelines. They 
conducted series of experiments on the parent and cross weld SE(T) specimens in order to 
investigate the effect of pre-staining and proposed a model based on Rice’s (1967) reverse 
plasticity approach to describe the evolution of the applied fracture mechanics parameter 
through strain cycles. The experimentally measured CTOD evolution with strain matched 
well with the proposed model. However, in this method, they measured the crack tip opening 
displacement at the initial crack tip instead of the current crack tip. 
6.2.3 History Dependent Model 
Eikrem et al. (2007 and 2008) carried out a numerical study on SE(T) specimens using 
continuum damage mechanics to investigate the effect of pre-strain history on crack tip 
constraints of pipeline steels and ductile fracture resistance. Neither the loss of memory nor 
the memory model agreed with their numerical results. Based upon their findings they 
proposed another model called history dependent model. In this model, the initial toughness 
following a tensile cycle remains zero, and the toughness subsequently increases in line with 
the measured toughness of the material for a single loading cycle. However, this model 
requires further experimental validation. Figure 6.4 illustrates the history dependent model. 
 








R2(Δa) = R2(Δa + Δa1) - R(Δa1) 




6.3 Experimental Program 
The previously reported literatures to examine the pre-strain effect on pipeline steels have 
only implemented small-scale reeling simulation also stipulated in standards for offshore 
pipeline such as DNV OS-F101 (2007). Small-scale reeling simulation incorporates coupons 
loaded in tension and compression, followed by machining of the required specimens specific 
to the testing requirements from these pre-strained coupons. The previous Chapters already 
discussed the conservatism associated with the specimen J-R curve from the through-
thickness small-scale specimen in the structural reliability analysis of structural components. 
Therefore, the current study aims to perform full-scale simulation of pipe reel-laying process 
and conduct fracture test on the reeled pipes. Recently, Meissner and Erdelen-Peppler (2012) 
reported the scope of full-scale reeling process in engineering laboratory. They performed 
numerical simulations of actual reeling process and confirmed the feasibility of the full-scale 
reeling simulations by applying only bending moments to pipe. The following sections 
describe the experimental investigation carried out to simulate the full-scale reeling process 
in the engineering laboratory. It further examines the effect of pre-strain generated during the 
reeling simulation on the fracture resistance of cracked pipes by conducting fracture tests on 
reeled pipes and comparing the fracture resistance of unreeled and reeled pipes.  
6.3.1 Full-Scale Reeling Test 
The test program for full-scale reeling simulation includes a set of two S355 steel pipes 
having a circumferential girth weld at the mid span (same as Fig. 4.4 but without any notch). 
















pipe, t (mm) 
Span length, 
L (mm) 
Pipe_PS_01 244.5 12.0 1800 
Pipe_PS_02 244.5 12.0 1800 
                            Note: PS = Pre-strained 
6.3.1.1 Experimental Procedure: 
The experimental procedure consists of two complete deformation cycles involving four 
steps, each with a loading followed by an unloading step. Figure 6.5 shows the displacement 
controlled loading cycle history representing each step of the pipe reel lay process. The 
loading branch of the first cycle (step 1) represents reeling of the pipe on the reel drum. 
During the process of pipe lay, reeled pipes are unspooled from the reel drum on the laying 
vessel. Thus, the unloading branch of the first cycle represents the unreeling process (step 2). 
In the second loading cycle, the loading branch represents the pipe bending along the aligner 
(step 3). The final and last step (step 4), the unloading branch of the second cycle, represents 
the straightening of the pipe before putting it at the site.  
 
Fig. 6.5: Loading cycle history to simulate the pipe reel lay process. 
Disp
Time
1 2 3 4
1 2 3 4
Reeling Unreeling Aligning Straightening




The experimental procedure simulates this complete cycle of loading and unloading under 
three-point bend setup. Figure 6.6 illustrates the above-discussed steps during the reeling 
simulation when applied using three-point bend setup. The steps are as follows, 
1. Load the pipe under bending to a desired strain level. 
2. Turn the pipe to 180° and reverse bend to make it straight. 
3. Turn the straightened pipe to 180° to return to the position in Step 1 of and bend it 
again to a strain level same as Step 1. 
4. Turn the pipe to 180° and reverse bend again to make it a straight pipe. 
 
Fig. 6.6: Three-point bend setup with the steps involved in the reeling simulation. 
 
 
The study decides a pre-strain level equal to 2% based on previously reported studies 
(Meissner and Erdelen-Peppler 2012 and Tkaczyk et al. 2011) for simulation during the test. 
Post-yield strain gauges at critical locations measure the longitudinal strain in the pipe during 
the bending test. Figure 6.7 illustrates the three-point bend test setup with the location of 
































Step 2: Rotation by 180 and Straightening





Fig. 6.8: Three-point bend setup simulating the reeling of pipe (a-b) Step 1; (c-d) Step 2; (e-f) 
Step 3; and (g-h) Step 4. 
Step 4: Rotation by 180 and Straightening
(e) (f)
(g) (h)
Step 3: Rotation by 180 and Bending





Fig. 6.9: Measured load versus strain curve for Pipe_PS_02 (a) Step 1; (b) Step 2; (c) Step 3; 
and (d) Step 4. 
 
 
Figure 6.8 shows the picture of each step captured during the full-scale reeling simulation test 
of steel pipes in the engineering laboratory. Figure 6.8a shows a straight pipe, bent to a 
desired strain level (Fig. 6.8b). The pipe is overturned to 180° (Fig. 6.8c) and bent again to 
the same strain level in order to make it straight (Fig. 6.8d). Figure 6.8e to h repeat the steps 
shown in Fig. 6.8a-d to complete two loading cycles. Figure 6.9 shows the load versus strain 
curve for one of the strain gauges (STR_01) for Pipe_PS_02 recorded during each step. The 
recorded bending strain remains close to 2% in each step of the test. 
6.3.2 Fracture Test 
As a part of further investigation, the experimental program includes fracture tests on the pre-
strained pipes. After the reeling simulation, pipe specimens undergo machining to create a 

























































circumferential surface notch near the weld toe by wire cutting method. The machined notch 
depth, a, remains the same as the previously tested pipes discussed in Chapter 4, which is 7 
mm at the center, and a length, 2c of 85 mm measured along the outer surface of the pipe 
(Fig. 4.4). The machined notch locates at the compression side of the pipe specimen (Top[T] 
side in Fig. 6.6) to consider the detrimental effect of the tensile residual stress produced 
during reeling process on the fracture resistance behavior. The experimental procedure for 
fracture test on reeled pipe consists of two separate steps: (1) the fatigue pre-cracking; and (2) 
the fracture test; both under a three-point bend setup with a span length of 1.8 m (Fig. 6.7). 
The loading procedure and the CMOD data recording for the change in CMOD based 
compliance measurement remains the same as discussed in Chapter 4. Table 6.2 lists the 
values of the compliance change for both the specimens at the end of the fatigue pre-
cracking. 
  
Table 6.2: Fatigue pre-cracking details. 
 
Specimen % change in 
compliance 
Fatigue crack depth 
a0 (mm) 
Pipe_PS_01 18 9.03 
Pipe_PS_02 22 9.22 
 
 
Following the fatigue pre-cracking, the test procedure applies a displacement-controlled load 
on the pipe specimens at the room temperature, under the same experimental setup. Figure 
6.10a show the measured P-CMOD evolution with multiple unloading-reloading cycles for 
reeled pipe specimens. The measurement of the crack-front profile after the test utilizes the 
quick-setting silica replicas. Figure 6.10b-c display the measured crack-front profiles for two 
pre-strained pipes. The measured crack-front profiles in all the pipe specimens demonstrate 
that the crack grows only in the thickness direction and the crack length (2c) remains 
constant, same as the earlier observation for non-pre-strained pipes. Figure 6.10d show the 




variation of the measured compliance at different CMOD levels for two pre-strained pipe 
specimens.  
 
Fig. 6.10: (a) Measured load versus CMOD curve for Pipe_PS_01 and 02; (b), (c)Measured 
crack-front profiles at the end of the fatigue pre-cracking and at the end of the ductile crack 
extension for Pipe_01 and Pipe_02; and (d) Measured compliance versus the CMOD. 
 
 
6.4 J-R curve for Pre-Strained Surface-Cracked Pipes 
The procedure for the estimation of J-R curve for pre-strained surface-cracked pipes follows 
η-compliance method as discussed in Chapter 4. The proposed equation of η (Eq. 4.12) and 
the strain energy calculation from the measure load versus CMOD curve facilitates the 
estimation of energy release rate. The study calculates the crack growth during the test using 
the measured compliance value shown in Fig. 6.10d and the proposed linear correlation 
between the crack size and the pipe compliance given in Chapter 4 (Eq. (4.11).  




























































Fig. 6.11: Comparison of J-R curves for pre-strained pipes with (a) Pipe_01; (b) Pipe_02; (c) 
Pipe_05; and (d) Pipe_06. 
 
 
Figure 6.11 compares the average J-R curve along the crack-front of the surface crack for two 
pre-strained pipes with four selected non-pre-strained (as available) pipes. These comparisons 
demonstrate that the J-R curves from both pre-strained and non-pre-strained pipes differ only 
marginally with each other. 
6.5 Conclusions 
This chapter presents an experimental program to simulate the full-scale pipe reeling process 
in engineering laboratory. The study further conducts fracture test on the pre-strained pipes to 
examine the effect of pipe-reeling process on the measured J-R curve. The works presented in 
this chapter support the following conclusions: 



































































1) The proposed experimental procedure for full-scale pipe reeling process using three-
point bend setup successfully simulates the pipe-reel laying process in the 
engineering laboratory. 
2) Pipe pre-straining has marginal effect on the fracture resistance of the surface-
cracked pipe . 
3) Based on the present experimental program, the study supports to ignore the effect 
the pre-strain on the pipe J-R curve as long as the strain level remains within the 
experimental range (2%). However, it recommends further investigations for strain 


























7.1 Summary and Conclusions 
7.1.1 Summary of the Research Works 
The use of material J-R curve derived from through-thickness fracture specimens in the 
fracture mechanics based structural reliability analysis of critical components such as  pipes, 
pressure vessels and large steel storage tanks leads to over conservative assessment of safe 
load and acceptable crack size. The transferability of the specimen or material J-R curve to 
the fracture resistance in a structural component remains a critical challenge. The present 
study addresses the above issue by proposing two direct methods to measure the fracture 
resistance for circumferential surface-cracked pipes. 
 The thesis starts with a description of the basics of fracture mechanics and its 
application in the integrity assessment of structural components. It reviews the previous 




works in the field of elastic-plastic fracture mechanics suitable for cracked pipes. In order to 
address the highlighted research gaps in Chapter 2, Chapter 3 investigates the elastic-plastic 
J-integral variation for circumferentially surface-cracked pipes for a set of pipes with varying 
a/t ratios, Ri/t ratios, material properties which represent the structural steel, pressure vessel, 
and pipeline steels via detailed 3D finite element analyses. The finite element study includes 
three different pipe inner radius to wall thickness ratios, Ri/t = 6.6, 15.2 and 20.4, four crack 
depth ratios, a/t = 0.4, 0.6, 0.7, 0.8, four crack aspect ratios, a/c = 0.08, 0.1, 0.15, 0.2 for each 
crack configuration. Based on the commonly known η approach, this study computes a set of 
average plastic η functions for surface-cracked pipes utilizing the J-integral values computed 
from the FE analyses. These functions facilitate the calculation of average energy release rate 
along the curved crack-front. The accuracy of the η method to estimate the energy release rate 
suggests the applicability this approach in measuring the J-R curve for surface-cracked pipe 
from experimentally measured load versus displacement curve.  
 The study in Chapter 4 presents a direct method to measure the fracture resistance J-R 
curve in pipes with a circumferential surface crack, by extending the η-unloading compliance 
method used originally for standard through-thickness fracture specimens. The experimental 
program includes both standard fracture specimens and full-scale pipe specimens under three-
point bending. The measurement on the crack extension predicates on the unloading 
compliance method and a numerically determined relationship between the compliance and 
the crack depth. The detailed numerical analyses estimate the 
CMOD
pl avg   function for the surface-
cracked pipe under three-point bending. The location specific J along the curved crack front 
follows the J-variation computed from the domain integral values implemented in the large-
deformation, elastic-plastic analyses. The chapter presents a comparison between the J-R 
curves in pipe at various locations along the crack front as well as the J-R curves measured 





Chapter 5 proposes a hybrid method to determine the J-R curve for pipes with a 
circumferential surface crack. Direct determination of the energy release rate and varying 
crack-front extension for a surface-cracked structural component in order to measure the J-R 
curve experimentally in the engineering laboratory remain challenging tasks. The two most 
common methods employed to measure the J-R curve experimentally remain a) multiple 
specimen method; and b) the η-unloading compliance method. The current study modifies the 
multiple specimen method to overcome the inherent disadvantages and makes it suitable for 
the measurement of J-R curve for surface-cracked pipes. The method combines the 
experimentally measured P-CMOD curve and the numerically computed P-CMOD curve 
from multiple FE models to establish a procedure to determine the fracture resistance curve. 
The validation of the proposed hybrid method utilizes through-thickness fracture specimens 
such as the SE(B)_BM, SE(B)_WM and the SE(T) apart from the circumferential surface-
cracked pipes.  
In addition to two direct methods to measure J-R curve using experimentally 
measured load versus displacement curve, this study further investigates the effect of pre-
strain induced by the pipe reel laying process on the pipe fracture resistance. The 
investigation in Chapter 6 explores an experimental program to simulate the full-scale pipe 
reeling process in engineering laboratory. The study further conducts fracture tests on the pre-
strained pipes to examine the effect of pipe-reeling process on the measured J-R curve. 
7.1.2 Main findings and conclusions 
The research works summarized earlier support the following conclusions: 
On the η functions for circumferential surface-cracked pipe: 
1) The detailed 3D FE analyses of surface-cracked pipes reveal that unlike through-
thickness fracture specimens, which experience almost constant crack driving force 
along the straight crack front, the semi-elliptical surface crack profile in pipes 




experience varying crack driving force along the crack front. The maximum crack 
driving force occurs at the deepest crack-front location, which gradually decreases 
and approaches zero near the free surface. Making use of the above observation, the 
present study calculates the average domain integral over the entire crack-front to 
derive the average plastic η factor.  
2) The energy release rate values exhibit strong dependence on the crack depth ratio 
(a/t) and the material yield strength (σy) under both loading conditions. The energy 
release rate, however, indicates marginal dependence on the crack aspect ratio (a/c) 
for the analyzed range of 0.08 0.2a c  . 
3) This study proposes a dimensionless energy release rate, based on the detailed 
examination of the J-integral variation with respect to the different geometric and 
material parameters for the surface-cracked pipe including the a/t, a/c, Ri/t and σy. 
The dimensionless Jpl-avg-value, J
’
pl-avg, incorporates the dependence of the geometric 
parameter a, and the material mean strength, σm that includes the effect of both yield 
strength and strain hardening exponent into the normalization procedure and shows 
significantly reduced variations in the J-values among different materials. 
4) The numerical results of the extensive 3D FE analyses conducted on axial loaded and 
four-point bend loaded surface cracked pipes including the average normalized J-
integral value, the normalized area under load versus load line displacement curve 
and the normalized net area of the cracked cross section provide a large set of 
normalized average plastic η factors, 
'LLD
pl avg  .  
5) In contrast to a constant value of plastic η factors reported in previous literatures 
(ASTM-E1820 2015, Cravero and Ruggieri 2007, Ruggieri 2012, Shen and Tyson 






pl avg   factors derived in the present study for surface cracks in pipe show 
dependence on the load level.  
6) To provide a simpler evaluation of the 
'LLD
pl avg   factors, the study proposes a general 
expression of 
'LLD
pl avg   functions based on multivariate regression analyses dependent 
on crack depth ratio and applied load level for three pipe geometries represented by 




pl avg   equations for a specific a/t ratio applies to cracks of all aspect ratio in the 
analyzed range of 0.08 0.2a c   
The dimensional 
'LLD
pl avg   functions directly enter into the estimation procedure for 
fracture resistance of cracked pipes based on experimentally measured plastic work 
as represented by area under load versus load-line displacement curve derived from 
fracture test on full-scale pipes with circumferential surface crack. 
 
On the η-compliance method for J-R curve estimation: 
1. The measurement of J-R curve from a surface-cracked structural component requires 
detailed evaluations of both the fracture resistance along the crack front and the 
varying crack extension along the crack front. Direct measurements of both quantities 
for surface-cracked pipes remain challenging tasks in engineering laboratories. This 
study integrates the numerically computed J-variations along the crack front with the 
experimentally measured average J along the crack front to determine the J values at 
discrete locations along the curved surface crack in the pipe. The crack size 
determination couples the compliance-crack size relationship and the linearly 




interpolated crack-front profiles based on the post-test measured fatigue crack-front 
profiles and the ductile crack extensions. 
2. Large-deformation, elastic-plastic FE analyses of the surface-cracked pipes under 
three-point bending demonstrate a rising crack driving force from the free surface to 
the deepest point along the curved crack front. The post-test sectioning also reveals 
the maximum amount of ductile tearing at the deepest point along the surface crack 
front, with negligible crack extensions near the free surface. 
3. Real-time, precise measurement of the ductile crack extension along the curved crack 
front requires further developments in the engineering instrumentation. This study 
determines the amount of crack extension from the experimentally measured 
compliance. The compliance-crack size relationship derives from linear-elastic 
analyses of pipes with linearly interpolated crack-front profiles between the fatigue 
pre-crack and the final ductile crack extension. 
4. The extensive large-deformation, elastic-plastic numerical analyses of the 
circumferentially surface-cracked pipes under three-point bending provide the CMOD 
and a/t dependent expressions for the 
CMOD
pl avg   over the experimental range of the 
crack-depth ratio, 0.77 0.875a t  . The J-integral determined from the proposed 
expression agrees closely with that computed from the domain integral approach. 
5. The J-R curves measured from surface-cracked pipes and those from through-
thickness SE(B) and SE(T) specimens exhibit similar resistance at very small crack 
extensions. At large crack extensions, the low crack-front constraint in the pipe 
specimens leads to higher fracture resistance than that in the standard fracture 
specimens. 
 





1) Direct determination of the energy release rate and varying crack-front extension for 
a surface-cracked structural component in order to measure the J-R curve 
experimentally in the engineering laboratory remain challenging tasks. The two most 
common methods employed to measure the J-R curve experimentally remain a) 
multiple specimen method; and b) the η-unloading compliance method. The current 
study exploits the multiple specimen method, modifies it to remove the inherent 
disadvantages and makes it suitable for the measurement of J-R curve for surface-
cracked pipes. 
2) The proposed method requires only a single test specimen to generate the load-
deformation curve with multiple unloading-reloading cycles and replaces the 
remaining test specimens with FE models with different crack sizes but with the same 
specimen geometry and material. The study calculates the strain energy based on the 
P-CMOD data instead of the P-δ data as for pipes with small surface-crack the global 
load and the corresponding load-line displacement, δ, becomes insensitive to the 
presence and extension of a small surface crack. 
3) The unloading-reloading cycle test data provide the necessary information about the 
specimen instantaneous compliance and its changing value due to the growing crack. 
This method utilizes the measured compliance data along with the numerically 
obtained relationship between the specimen compliance and the crack size to 
determine the crack size at each unloading point.   
4) In order to find the displacement level for a given amount of crack extension, in the 
test specimen with a growing crack, the study provides a specimen specific 
relationship between the CMOD and the crack size described by a polynomial 
function. This function facilitates the determination of the CMOD level for each 




crack size simulated in FE models at which, the study calculates the strain energy 
from the area under the numerically computed P-CMOD curves. 
5) The modified hybrid method provides a direct approach to derive the fracture 
resistance for the circumferential surface-cracked pipes as well as for the standard 
single edge notch bend, SE(B) specimens with different notch locations and the low 
constraint SE(T) specimens. The J-R curve for surface-cracked pipes estimated using 
the hybrid method represents the average fracture resistance along the curved crack-
front profile of a surface crack. 
 
On the effect of pre-strain on the measured J-R curve: 
1) The proposed experimental procedure for full-scale pipe reeling process using three-
point bend setup successfully simulates the pipe-reel laying process in the 
engineering laboratory. 
2) Pipe pre-straining has marginal effect on the fracture resistance of the surface-
cracked pipe. 
3) Based on the present experimental program, the study supports to ignore the effect 
the pre-strain on the pipe J-R curve as long as the strain level remains within the 
experimental range (2%). However, it also supports further investigations under 
different strain levels greater than 2%. 
7.2 Proposed Future Works 
7.2.1 Precise Real-Time Measurement of the Ductile Crack Extension 
The challenges encountered during the J-R test on circumferential surface-cracked pipes are: 
1) detecting the fatigue crack initiation during fatigue pre-cracking test; 2) the real-time 
monitoring of the ductile crack extension during the static load test; and 3) post-test 





ductile crack extension. The present study has addressed the first two challenges by using the 
CMOD based specimen compliance measurement to detect the fatigue crack initiation as well 
as to measure the ductile crack extension. Post-test measurement of the crack-front profiles 
utilizes silica clay replicas, which imprints the complete crack-front profiles at each stage of 
the test.  
Previous researchers (Singh et al. 20016 Sahu et al. 2011 Rosa et al. 2013) have 
employed other methods such as alternating current potential drop (ACPD) technique, direct 
current potential drop (DCPD) technique, ultrasonic acoustic measurement technique and 
digital image correlation to detect crack like defects, its initiation in a real-time scenario and 
to measure the crack-front profiles. However, none of these techniques proves its capability 
in measuring the real-time ductile crack extension along the curved crack-front of a surface 
crack profile, which remains the key part in the measurement of the J-R curve. Therefore, 
further development in the engineering instrumentation and methodologies for the real-time 
measurement of ductile crack extension needs attention.  
7.2.2 Effect of Cyclic and Dynamic Loading on Pipe Fracture Resistance 
The current study presents direct methods to measure the fracture resistance of 
circumferential surface-cracked pipes under monotonically increasing static load. However, 
actual structures could also be subjected to several other loads, which are cyclic or dynamic 
in nature. Previous researchers (Seok et al. 1999, Singh et al. 2003, Roy et al. 2011) have 
studied the material fracture resistance under cyclic load using compact tension C(T) 
specimens. They have reported reduction in the J-value and increase in the ductile crack 
extension due to cyclic loading. Recently, Gupta et al. (2015) reported an experimental study 
on through-wall cracked pipes for cyclic J-R curve and cyclic tearing behavior. The cyclic 
loads have detrimental effect on the effect of J-R curve. 




 The current study has examined the effect of cyclically induced pre-strain on the 
fracture resistance of surface-cracked pipes. However, further study could investigate the 
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Multi-Variate Regression Analysis 
 
Polyfitn 
The equations 3.18a and 3.18b in Chapter three are based on multi-variate regression analysis 
involving two independent variable (crack depth ratio, a/t and applied loading) uses 
“polyfitn” toolbox available in general purpose program Matlab originally written by John 
D'Errico (2006) to perform the multi-variate regression analysis. It allows the user to create 
models with more than one independent variable and specify a general model, for example, a 
quadratic model, with constant, linear and quadratic terms. It solves for the coefficients of a 
polynomial regression model using traditional linear least squares techniques, with some care 
applied in the solution. 
Least square estimation 
Polyfitn function solves the coefficient of a polynomial regression model using traditional 
linear least squares techniques. The general form of linear regression model follows:  
 Y X  (A.1) 
where, Y denotes (n x 1) vector of observation, X represents (n x p) matrix of known form, β 
denotes (p x 1) vector of coefficients and e denotes (n x 1) vector of errors. Polyfitn function 
requires three arguments; vector of independent variable values X, each column of this vector 
corresponds to an independent variable, vector of dependent variable, Y values and a model 
specification.  
In the present case, independent variable matrix, X refers to (2 x n) matrix, first column refers 
to the load level and second column refers to a/t ratio for n data points. The dependent 
variable Y refers to the ηpl-avg. Based on the observed trend of various parameters with respect 





refers to the linearity of coefficients, β and order refers to the highest power of the 
independent variable. Second order multi-variable linear model follows, 
 
2 2
0 1 1 2 2 11 1 22 2 12 1 2Y X X X X X X            (A.2) 
For the estimation to have a unique solution, the matrix X should be both nonsingular and 
have more rows than columns. The estimation scheme utilizes a pivoted QR method available 
in Matlab.  
Matlab Code: 
Author: John D'Errico 
% Release: 2.0 
% Release date: 8/8/06 
 
function polymodel = polyfitn(indepvar,depvar,modelterms) 
% polyfitn: fits a general polynomial regression model in n dimensions 
% usage: polymodel = polyfitn(indepvar,depvar,modelterms) 
% 
% Polyfitn fits a polynomial regression model of one or more 
% independent variables, of the general form: 
% 
%   z = f(x,y,...) + error 
% 
% arguments: (input) 
%  indepvar - (n x p) array of independent variables as columns 
%        n is the number of data points 
%        p is the dimension of the independent variable space 
% 
%        IF n == 1, then I will assume there is only a 
%        single independent variable. 
% 
%  depvar   - (n x 1 or 1 x n) vector - dependent variable 
%        length(depvar) must be n. 
% 
%        Only 1 dependent variable is allowed, since I also 
%        return statistics on the model. 
% 
%  modelterms - defines the terms used in the model itself 
% 
%        IF modelterms is a scalar integer, then it designates 
%           the overall order of the model. All possible terms 
%           up to that order will be employed. Thus, if order 
%           is 2 and p == 2 (i.e., there are two variables) then 
%           the terms selected will be: 
% 
%              {constant, x, x^2, y, x*y, y^2} 
% 
%           Beware the consequences of high order polynomial 
%           models. 
% 
%        IF modelterms is a (k x p) numeric array, then each 
%           row of this array designates the exponents of one 





%           the above list of terms, we would define modelterms as 
%            
%           modelterms = [0 0;1 0;2 0;0 1;1 1;0 2] 
% 
%        If modelterms is a character string, then it will be 
%           parsed as a list of terms in the regression model. 
%           The terms will be assume to be separated by a comma 
%           or by blanks. The variable names used must be legal 
%           matlab variable names. Exponents in the model may 
%           may be any real number, positive or negative. 
% 
%           For example, 'constant, x, y, x*y, x^2, x*y*y' 
%           will be parsed as a model specification as if you 
%           had supplied: 
%           modelterms = [0 0;1 0;0 1;1 1;2 0;1 2] 
%            
%           The word 'constant' is a keyword, and will denote a 
%           constant terms in the model. Variable names will be 
%           sorted in alphabetical order as defined by sort. 
%           This order will assign them to columns of the 
%           independent array. Note that 'xy' will be parsed as 
%           a single variable name, not as the product of x and y. 
% 
%        If modelterms is a cell array, then it will be taken 
%           to be a list of character terms. Similarly, 
%            
%           {'constant', 'x', 'y', 'x*y', 'x^2', 'x*y^-1'} 
% 
%           will be parsed as a model specification as if you 
%           had supplied: 
% 
%           modelterms = [0 0;1 0;0 1;1 1;2 0;1 -1] 
% 
% Arguments: (output) 
%  polymodel - A structure containing the regression model 
%        polymodel.ModelTerms = list of terms in the model 
%        polymodel.Coefficients = regression coefficients 
%        polymodel.ParameterVar = variances of model coefficients 
%        polymodel.ParameterStd = standard deviation of model coefficients 
%        polymodel.DoF = Degrees of freedom remaining 
%        polymodel.p = double sided t-probability, as a test against zero 
%        polymodel.R2 = R^2 for the regression model 
%        polymodel.AdjustedR2 = Adjusted R^2 for the regression model 
%        polymodel.RMSE = Root mean squared error 
%        polymodel.VarNames = Cell array of variable names 
%           as parsed from a char based model specification. 
%   
%        Note 1: Because the terms in a general polynomial 
%        model can be arbitrarily chosen by the user, I must 
%        package the erms and coefficients together into a 
%        structure. This also forces use of a special evaluation 
%        tool: polyvaln. 
% 
%        Note 2: A polymodel can be evaluated for any set 
%        of values with the function polyvaln. However, if 
%        you wish to manipulate the result symbolically using 
%        my own sympoly tools, this structure can be converted 
%        to a sympoly using the function polyn2sympoly. There 
%        is also a polyn2sym tool, for those who prefer the 






%        Note 3: When no constant term is included in the model, 
%        the traditional R^2 can be negative. This case is 
%        identified, and then a more appropriate computation 
%        for R^2 is then used. 
% 
%        Note 4: Adjusted R^2 accounts for changing degrees of 
%        freedom in the model. It CAN be negative, and will always 
%        be less than the traditional R^2 values. 
% 
%        Note 5: DoF is just the number of data points minus the number of 
%        terms to estimate. 
% 
%        Note 6: p is effectively a 2-sided t-test against the 
%        corresponding coefficient being zero. So p should be 
%        near zero.  
%  
% Example: 
% mdl = polyfitn(rand(1000,1),rand(1000,1),4) 
% mdl =  
%       ModelTerms: [5x1 double] 
%     Coefficients: [0.95506 -2.2363 1.6668 -0.45408 0.55207] 
%     ParameterVar: [3.7645 15.461 6.9479 0.42831 0.0022732] 
%     ParameterStd: [1.9402 3.9321 2.6359 0.65446 0.047678] 
%              DoF: 995 
%                p: [0.62266 0.56966 0.5273 0.48796 3.5389e-29] 
%               R2: 0.0021445 
%       AdjustedR2: -0.001867 
%             RMSE: 0.2884 
%         VarNames: {'X1'} 
% 
% Only the constant term should be significantly different from zero 
% in this model. In fact, if we looked at a rough confidence interval 
% on that coefficient, we would get 
%  
%  mdl.Coefficients(5) + 2*[-1 1]*mdl.ParameterStd(5) 
%  ans = 
%        0.45672      0.64743 
% 
% This interval should contain 0.5, as it does. 
% 





% See also: polyvaln, polyfit, polyval, polyn2sympoly, sympoly 
% 
% Author: John D'Errico 
% Release: 2.0 
% Release date: 2/19/06 
 
if nargin<1 
  help polyfitn 
  return 
end 
 
% get sizes, test for consistency 
[n,p] = size(indepvar); 
if n == 1 
  indepvar = indepvar'; 






[m,q] = size(depvar); 
if m == 1 
  depvar = depvar'; 
  [m,q] = size(depvar); 
end 
% only 1 dependent variable allowed at a time 
if q~=1 




  error 'indepvar and depvar are of inconsistent sizes.' 
end 
 
% check for and remove nans in data 
nandata = isnan(depvar) | any(isnan(indepvar),2); 
if any(nandata) 
  depvar(nandata,:) = []; 
  indepvar(nandata,:) = []; 
  n = size(indepvar,1); 
end 
 
% Automatically scale the independent variables to unit variance 
stdind = sqrt(diag(cov(indepvar))); 
if any(stdind==0) 
  warning 'Constant terms in the model must be entered using modelterms' 
  stdind(stdind==0) = 1; 
end 
% scaled variables 
indepvar_s = indepvar*diag(1./stdind); 
 
% do we need to parse a supplied model? 
if iscell(modelterms) || ischar(modelterms) 
  [modelterms,varlist] = parsemodel(modelterms,p); 
  if size(modelterms,2) < p 
    modelterms = [modelterms, zeros(size(modelterms,1),p - 
size(modelterms,2))]; 
  end   
elseif length(modelterms) == 1 
  % do we need to generate a set of modelterms? 
  [modelterms,varlist] = buildcompletemodel(modelterms,p); 
elseif size(modelterms,2) ~= p 
  error 'ModelTerms must be a scalar or have the same # of columns as 
indepvar' 
else 
  varlist = repmat({''},1,p); 
end 
nt = size(modelterms,1); 
 
% check for replicate terms  
if nt>1 
  mtu = unique(modelterms,'rows'); 
  if size(mtu,1)<nt 
    warning 'Replicate terms identified in the model.' 
  end 
end 
 
% build the design matrix 
M = ones(n,nt); 





for i = 1:nt 
  for j = 1:p 
    M(:,i) = M(:,i).*indepvar_s(:,j).^modelterms(i,j); 
    scalefact(i) = scalefact(i)/(stdind(j)^modelterms(i,j)); 
  end 
end 
 
% estimate the model using QR. do it this way to provide a 
% covariance matrix when all done. Use a pivoted QR for 
% maximum stability. 
[Q,R,E] = qr(M,0); 
 
polymodel.ModelTerms = modelterms; 
polymodel.Coefficients(E) = R\(Q'*depvar); 
yhat = M*polymodel.Coefficients(:); 
 
% recover the scaling 
polymodel.Coefficients=polymodel.Coefficients.*scalefact; 
 
% variance of the regression parameters 
s = norm(depvar - yhat); 
if n > nt 
  Rinv = R\eye(nt); 
  Var(E) = s^2*sum(Rinv.^2,2)/(n-nt); 
  polymodel.ParameterVar = Var.*(scalefact.^2); 
  polymodel.ParameterStd = sqrt(polymodel.ParameterVar); 
else 
  % we cannot form variance or standard error estimates 
  % unless there are at least as many data points as 
  % parameters to estimate. 
  polymodel.ParameterVar = inf(1,nt); 
  polymodel.ParameterStd = inf(1,nt); 
end 
 
% degrees of freedom 
polymodel.DoF = n - nt; 
 
% coefficient/sd ratio for a p-value 
t = polymodel.Coefficients./polymodel.ParameterStd; 
 
% twice the upper tail probability from the t distribution, 
% as a transformation from an incomplete beta. This provides 
% a two-sided test for the corresponding coefficient. 
% I could have used tcdf, if I wanted to presume the 
% stats toolbox was present. Of course, then regstats is 
% an option. In that case, the comparable result would be 
% found in:    STATS.tstat.pval 




% is there a constant term in the model? If not, then 
% we cannot use the standard R^2 computation, as it 
% frequently yields negative values for R^2. 
if any((M(1,:) ~= 0) & all(diff(M,1,1) == 0,1)) 
  % we have a constant term in the model, so the 
  % traditional R^2 form is acceptable. 
  polymodel.R2 = max(0,1 - (s/norm(depvar-mean(depvar)) )^2); 
  % compute adjusted R^2, taking into account the number of 
  % degrees of freedom 






  % no constant term was found in the model 
  polymodel.R2 = max(0,1 - (s/norm(depvar))^2); 
  % compute adjusted R^2, taking into account the number of 
  % degrees of freedom 




polymodel.RMSE = sqrt(mean((depvar - yhat).^2)); 
 
% if a character 'model' was supplied, return the list 
% of variables as parsed out 
polymodel.VarNames = varlist; 
 
% ================================================== 
% =============== begin subfunctions =============== 
% ================================================== 
function [modelterms,varlist] = buildcompletemodel(order,p) 
%  
% arguments: (input) 
%  order - scalar integer, defines the total (maximum) order  
% 
%  p     - scalar integer - defines the dimension of the 
%          independent variable space 
% 
% arguments: (output) 
%  modelterms - exponent array for the model 
% 
%  varlist - cell array of character variable names 
 
% build the exponent array recursively 
if p == 0 
  % terminal case 
  modelterms = []; 
elseif (order == 0) 
  % terminal case 
  modelterms = zeros(1,p); 
elseif (p==1) 
  % terminal case 
  modelterms = (order:-1:0)'; 
else 
  % general recursive case 
  modelterms = zeros(0,p); 
  for k = order:-1:0 
    t = buildcompletemodel(order-k,p-1); 
    nt = size(t,1); 
    modelterms = [modelterms;[repmat(k,nt,1),t]]; 
  end 
end 
 
% create a list of variable names for the variables on the fly 
varlist = cell(1,p); 
for i = 1:p 











% arguments: (input) 
%  model - character string or cell array of strings 
% 
%  p     - number of independent variables in the model 
% 
% arguments: (output) 
%  modelterms - exponent array for the model 
 
modelterms = zeros(0,p); 
if ischar(model) 
  model = deblank(model); 
end 
 
varlist = {}; 
while ~isempty(model) 
  if iscellstr(model) 
    term = model{1}; 
    model(1) = []; 
  else 
    [term,model] = strtok(model,' ,'); 
  end 
   
  % We've stripped off a model term. Now parse it. 
   
  % Is it the reserved keyword 'constant'? 
  if strcmpi(term,'constant') 
    modelterms(end+1,:) = 0; 
  else 
    % pick this term apart 
    expon = zeros(1,p); 
    while ~isempty(term) 
      vn = strtok(term,'*/^. ,'); 
      k = find(strncmp(vn,varlist,length(vn))); 
      if isempty(k) 
        % its a variable name we have not yet seen 
         
        % is it a legal name? 
        nv = length(varlist); 
        if ismember(vn(1),'1234567890_') 
          error(['Variable is not a valid name: ''',vn,'''']) 
        elseif nv>=p 
          error 'More variables in the model than columns of indepvar' 
        end 
         
        varlist{nv+1} = vn; 
         
        k = nv+1; 
      end 
      % variable must now be in the list of vars.  
       
      % drop that variable from term 
      i = strfind(term,vn); 
      term = term((i+length(vn)):end); 
       
      % is there an exponent? 
      eflag = false; 
      if strncmp('^',term,1) 
        term(1) = []; 
        eflag = true; 
      elseif strncmp('.^',term,2) 





        eflag = true; 
      end 
 
      % If there was one, get it 
      ev = 1; 
      if eflag 
        ev = sscanf(term,'%f'); 
        if isempty(ev) 
            error 'Problem with an exponent in parsing the model' 
        end 
      end 
      expon(k) = expon(k) + ev; 
 
      % next monomial subterm? 
      k1 = strfind(term,'*'); 
      if isempty(k1) 
        term = ''; 
      else 
        term(k1(1)) = ' '; 
      end 
       
    end 
   
    modelterms(end+1,:) = expon;   
     
  end 
   
end 
 
% Once we have compiled the list of variables and 
% exponents, we need to sort them in alphabetical order 
[varlist,tags] = sort(varlist); 
modelterms = modelterms(:,tags); 
 
 
 
 
