ularly if the record is noisy. The program has been written to operate on the CBM/PET/C-64 microcomputers with all versions of BASIC in conjunction with the various Commodore peripherals. Input can be via keyboard, tape, or disk. Output can be to the screen or printer and can be saved on tape or disk. The graphics display and input/output routines are essentially the same as those used in the data editor and high-resolution histogram plotter described by Campbell (1983) . The histogram routine utilizes the graphics set available on the CBM/PET/C-64 microcomputers.
An application of spectral analysis was given by Campbell and Shipp (1974) ; only brief details of the procedure follow. The first step is the removal of longterm trend from the sample values, which in this case is achieved by subtraction of a polynomial regression line from the data to give a series of difference values. For a sample of several hundred readings, a first-or seconddegree polynomial would normally be sufficient for subtraction, but if high spectral density persists at zero frequency, a higher order polynomial could be used. The nth-order regression and F-distribution routines used in this program to obtain the difference values are from Poole and Borchers (1979 After computing the difference values for the sample, it is necessary to find the autocorrelation function. Autocorrelation is essentially the correlation of a sample moved on itself for 0, 1, 2 . . . lags (unit time intervals). The autocorrelation value for any sample using zero lag is, of course, 1. The series of autocorrelations is termed the sample autocorrelation function. Using this in place of the original sample for spectral analysis has the effect of canceling out noise but not the periodic components of the sample, particularly for samples of large size. Normally, L <N/2 or N/3, where L is the number of lags and N is the sample size, is a sufficient length for the autocorrelation function.
The next step is to find the spectral density estimate. This is the Fourier cosine transform of the sample autocorrelation function. The existence of periodic components in the sample show as peaks in the spectral-density estimate. However, the spectral-density estimate often fluctuates widely, like a histogram with class intervals too narrow due to residual noise. This instability can be reduced by using the Tukey (or other) lag window to give a smoothed spectral-density estimate. Part of the technique of spectral analysis is to find a reasonable compromise between stability and fidelity, since information can be lost with excessive smoothing. The procedure followed to achieve this is termed window closing (see Jenkins & Watts, 1968) . Plotting the smoothed spectral-density estimate (the spectrogram) as a histogram on the screen simplifies the procedure of window closing. Using a small lag results in a smooth spectrum (i.e., the viewing window over which the spectrum is averaged is wide), but some details are likely to be masked. Increasing the lag size (i.e., narrowing the window) increases fidelity. This procedure can be continued until a satisfactory spectrogram is obtained. It means that several spectrograms will be viewed before a decision is made on which is the best window, or bandwidth, to use.
Operation. The program is menu based and simple to operate. The user is taken systematically by a series of prompts through the various steps of spectral analysis, as outlined above. The system is very flexible, and it is possible to backtrack through the program, which maximizes the ease of finding the most satisfactory spectrogram for a given set of data. The output can be for frequencies ranging from 0 to 0.5, or for any specified period range in steps of 1 or .01 unit time intervals.
A worked sample illustrating the use of spectral analysis in identifying hidden periodicities in a synthetic time series was given by Campbell and Shipp (1974) . The sample has 72 data values and consists of three periodicities (20, 10, and 2.5) and a noise component. An effective way of trying out the program is to follow this example through. The spectral-density values obtained will be slightly different from those recorded in the Campbell and Shipp (1974) paper. This is because they are calculated Copyright 1985 Psychonomic Society, Inc.in this program on untruncated difference and autocorrelation values.
It is sometimes convenient to plot spectral density on a linear scale, as is done using this program (Broom, 1979; Chatfield & Pepper, 1971) . Using a logarithmic scale has the advantage that confidence intervals then have constant width for peaks at different spectral densities. If this is required, it is a simple matter to obtain a printout of the spectral-density values, plot them on a log scale, and add the bandwidth and the required confidence interval for the plot as described by Campbell and Shipp (1974) and Jenkins and Watts (1968) .
Limitations. There are two main limitations of the program. First, a maximum sample size for a 32K machine would be on the order of about 400, depending on the number of autocorrelation lags and on the frequency and period intervals used. Second, the time required to run through a sample of several hundred is of the order of tens of minutes. One method of reducing the running time would be to use a compiler, such as "PETSPEED," but I have not tried this. For moderately sized samples, though, the program could be useful for a number of readers, particularly those who do not have access to a large mainframe computer and require an easy-to-operate system. Availability. A listing of the program is available on request. A cassette tape of the program is available for $5.00 to cover costs. The cassette tape format is compatible with all Commodore computers.
