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It is pointed out that Type 1 invex functions are the most general class of
functions relevant to necessary and sufficient conditions for Kuhn]Tucker optimal-
ity in nonlinear programming. Linear programming duality is used to show an
equivalence between the concept of invexity and the Kuhn]Tucker conditions for
optimality. The invexity kernel h and the Lagrange multiplier y in the Kuhn]Tucker
theory are dual variables. The Kuhn]Tucker conditions are necessary conditions
for optimality provided that certain constraint qualifications apply. A particular
result given here is that invexity in itself constitutes an appropriate constraint
qualification. Q 1999 Academic Press
In mathematical programming where the functions involved are differ-
entiable, the Kuhn]Tucker conditions provide necessary conditions for an
optimum, given certain qualifications on the constraints.
A problem that continues to evoke very substantial interest is that of
finding sufficient conditions for an optimum. Toward this end, a large
number of papers have been published which generalize convexity. In 1981
w xHanson 2 introduced a concept subsequently named in¤exity, and this was
w xslightly generalized further by Hanson and Mond 3 to Type I in¤exity.
They showed that Type I invexity, in conjunction with the Kuhn]Tucker
conditions, is necessary and sufficient for optimality, described in Section 2
below.
So, as far as the Kuhn]Tucker theory of mathematical programming is
concerned, it is not possible to generalize further in the direction of
defining more general functions, although of course alternative formula-
tions may possibly be of use in some contexts.
w xLater, in 1985, Martin 7 defined KT-in¤ex functions and showed that
every Kuhn]Tucker point is a global solution if and only if the functions
involved are KT-invex. However, KT-invexity is obviously equivalent to
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Type I invexity. In 1998 Osuna-Gomez, Rufian-Lizana, and Ruõz-CanalesÂ Â Â
w x8 extended Martin's results to multiobjective programming. These results
relate to Theorem 3.2 below.
In considering sufficiency, Martin suggested that there might be an
equivalence between the Kuhn]Tucker conditions and the concept of
invexity, and illustrated this for some special cases.
In this paper, quite general conditions are given for such an equivalence,
directly through the use of linear programming duality. In particular, the
Lagrange multipliers y of the Kuhn]Tucker theory and the kernel func-
tion h of invexity theory are dual entities. This is shown in Section 3. It is
also seen that constraint qualification requirements of the Kuhn]Tucker
theory appear inherently through invexity.
2. DEFINITIONS AND SOME EARLIER RESULTS
We consider the problem,
Minimize f x 2.1Ž . Ž .
xgS
subject to g x F 0, 2.2Ž . Ž .
n 1 m Ž . Ž .where x g R , f g R , g g R , and f x and g x are differentiable on
Ž .the constraint set S defined by 2.2 .
The Kuhn]Tucker conditions at u are
=f u q =y t g u s 0, 2.3Ž . Ž . Ž .
y tg u s 0, 2.4Ž . Ž .
y G 0, 2.5Ž .
for some y g Rm.
Ž . Ž . Ž . Ž .With regard to Problem 2.1 ] 2.2 , f x and g x are invex functions at
Ž . nu g S with respect to a common h x, u , h g R , if for all x g S,
tf x y f u G h x , u =f u , 2.6Ž . Ž . Ž . Ž . Ž .
and
tg x y g u G h x , u =g u . 2.7Ž . Ž . Ž . Ž . Ž .
It is emphasized that invexity is defined here at a point u, as are the
Kuhn]Tucker conditions. It does not necessarily follow, for example, that
a local minimum over S is a global minimum over S.
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Further general discussions of invexity may be found in Ben-Israel and
w x w xMond 1 and Khanh 5 .
Ž .A slight generalization of invexity is Type I invexity, in which 2.6 and
Ž .2.7 are replaced by
tf x y f u G h x , u =f u , 2.8Ž . Ž . Ž . Ž . Ž .
and
tyg u G h x , u =g u . 2.9Ž . Ž . Ž . Ž .
Necessary and sufficient conditions for optimality in terms of Type I
w xinvex functions were given by Hanson and Mond 3 :
Ž . Ž .THEOREM 2.1. For u g S to be optimal in Problem 2.1 ] 2.2 it is
Ž . Ž .sufficient that f x and the acti¤e components of g x at u are Type I in¤ex
Ž .with respect to a common h x, u at u and the Kuhn]Tucker conditions
Ž . Ž .2.3 ] 2.5 hold at u for some y.
THEOREM 2.2. If u g S and the number of acti¤e constraints at u is less
Ž . Ž . Ž .than n the dimension of x then for u to be optimal in Problem 2.1 ] 2.2 it
Ž . Ž .is necessary that f x and g x are Type I in¤ex with respect to a common
Ž .h x, u at u, not identically zero, for each x g S.
Remark. The requirement that the number of active constraints be less
than the dimension of x is easily met by introducing into the problem
dummy variables whose optimal value is zero, for example, by changing
Ž . Ž . 2 2f x into f x q x q ??? qx , where n q p is sufficiently large.nq1 nqp
These extra variables do not affect the Kuhn]Tucker conditions or invex-
ity, since at optimum x s 0, k s 1, . . . , p, and the derivative of x 2nqk nqk
Ž .is 0, k s 1, . . . , p. See also Theorem 3.2 in this paper. So, with the
Kuhn]Tucker condtiions, one cannot find more general classes of func-
tions than Type I invex functions for, say, sufficiency conditions for an
optimum, or for duality, in mathematical programming.
w x Ž . ŽFor instance, Jeyakumar 4 defined, for given parameters h x, u , u x,
.u , r , r , i s 1, 2, . . . , m, a class of functions f and g, such that0 i
2tf x y f u G h x , u =f u q r u x , u , 2.10Ž . Ž . Ž . Ž . Ž . Ž .0
2t0 G h x , u =g u q r u x , u , i g I , 2.11Ž . Ž . Ž . Ž .i i
 < Ž . 4where I s i g u s 0 . He showed that if r q Ý y r G 0, and yi 0 ig I i i i
Ž . Ž .satisfies the Kuhn]Tucker conditions 2.3 ] 2.5 , such functions are suffi-
Ž . Ž .cient for u to be optimal in Problem 2.1 ] 2.2 . He points out that this
class of functions may not be necessary for optimality. In fact it follows
that f and g , i g I, belong to the class of Type I invex functions ifi
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Žr q Ý y r G 0. The main result of Hanson and Mond Theorems 2.10 ig I i i
.and 2.2 above or Martin state that
Type I invexity or KT-invexity m every KT point is a global minimum.Ž .
Jeyakumar states that
Conditions 2.10 , 2.11 , andŽ . Ž .
r q y r G 0 m every KT point is a global minimum.Ý0 i i
igI
It follows that Jeyakumar's functions are Type I invex.
Ž w xSimilarly the class of r-in¤ex functions defined by Jeyakumar 4 , namely,
where f and g are defined by
2tf x y f u G h x , u =f u q r u x , u ,Ž . Ž . Ž . Ž . Ž .0
2tg x y g u G h x , u =g u q r u x , u , i s 1, 2, . . . , m ,Ž . Ž . Ž . Ž . Ž .i i i i
given that the condition r q Ý y r G 0 and that the Kuhn]Tucker0 ig I i i
conditions hold, then f and g , i g I, belong to the class of in¤ex func-i
.tions.
3. RELATIONSHIP BETWEEN INVEXITY AND THE
KUHN]TUCKER THEOREM
Ž . Ž .THEOREM 3.1. Suppose that Problem 2.1 ] 2.2 has a minimal solution
u. If the Kuhn]Tucker conditions apply at u and all y satisfying them are
bounded then the acti¤e constraint functions at u are in¤ex with respect to a
common h at u.
 < Ž . 4Proof. Let I s i g u s 0 . The Kuhn]Tucker conditions provide thati
there exist scalars y , y , . . . , y such that0 1 m
y =f u q y =g u q y =g u q ??? qy =g u s 0, 3.1Ž . Ž . Ž . Ž . Ž .0 1 1 2 2 m m
y g u s 0, i s 1, 2, . . . , m , 3.2Ž . Ž .i i
y G 0, i s 1, 2, . . . , m , 3.3Ž .i
and
y s 1. 3.4Ž .0
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Consider, for any fixed value of x g S, the following linear programming
problem,
Minimize bt y 3.5Ž .Ä
subject to Ay s c, 3.6Ž .Ä
and y G 0, 3.7Ž .Ä
Ž .where b and y are the m q 1 -vectors,Ä
f x y f uŽ . Ž . y0
g x y g uŽ . Ž . y1 1 1b s and y s , 3.8Ž .. Ä .. .. .
yg x y g uŽ . Ž . mm m
Ž . Ž .A is the n q 2 = m q 1 matrix,
=f u =g u ??? =g uŽ . Ž . Ž .1 m
A s , 3.9Ž .0 g u ??? g uŽ . Ž .1 m
1 0 ??? 0
Ž .and c is the n q 2 -vector
tw xc s . 3.100 ??? 0 1 Ž .
The constraints of this problem are satisfied by the Kuhn]Tucker
conditions, which apply, by hypothesis. So the problem is feasible, and it
follows that for any fixed value of x the problem has an optimal solution
since y is bounded. Hence, by the nonsymmetric duality theorem, thereÄ
Ž . w xtexists an n q 2 -vector h s h , . . . , h , h , h such that the follow-Ä 1 n nq1 nq2
ing dual problem has an optimal solution,
Maximize cth 3.11Ž .Ä
subject to Ath F b. 3.12Ž .Ä
That is, the following problem has an optimal solution,
Maximize hnq2
subject to
t h1=f u 0 1Ž . f x y f uŽ . Ž ...t . g x y g uŽ . Ž .=g u g u 0Ž . Ž . 1 11 1 F ..h. n .. .. hnq1t g x y g uŽ . Ž .m m=g u g u 0Ž . Ž . hm m nq2
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That is,
Maximize h 3.13Ž .nq2
tsubject to =f u h q h F f x y f u , 3.14Ž . Ž . Ž . Ž .nq2
t
=g u h q g u h F g x y g u , 3.15Ž . Ž . Ž . Ž . Ž .1 1 nq1 1 1
...
t
=g u h q g u h F g x y g u , 3.16Ž . Ž . Ž . Ž . Ž .m m nq1 m m
w xwhere h s h h ??? h .1 2 n
It follows, for any i g I, that
t
=g u h F g x y g u , 3.17Ž . Ž . Ž . Ž .i i i
which proves the theorem.
Remark. The optima of the primal and dual functions are equal. That
is, at the respective optima
h s f x y f u q g x y g u y q ??? q g x y g u yŽ . Ž . Ž . Ž . Ž . Ž .nq2 1 1 1 m m m
s f x y f u q g x y by 3.2 ,Ž . Ž . Ž . Ž .Ý i i
igI
F f x y f u by 2.2 and 3.3 . 3.18Ž . Ž . Ž . Ž . Ž .
Theorem 3.1 makes no implication about the nature of the objective
Ž .function f x , beyond the assumption of differentiability. By the use of
Type I invex functions the following necessity theorem does include the
objective function, but unlike Theorem 2.2, it does not require that the
number of active constraints be less than the dimension of x. Trivially, a
kernel h that is identically zero exists in this case. However, the theorem
shows that a nontrivial kernel also exists.
Ž . Ž .THEOREM 3.2. Suppose that Problem 2.1 ] 2.2 has a minimal solution
Ž .u. Suppose also that there is a point x g S such that g x - 0 for some i g I.i
If the Kuhn]Tucker conditions apply at u and all y satisfying them are
bounded then the acti¤e constraint functions and the objecti¤e function are
Type I in¤ex with respect to a common nontri¤ial h at u.
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Ž .Proof. In the proof of Theorem 3.1 replace the definition of b in 3.8
by
f x y f uŽ . Ž .
yg uŽ .1
b s ....
yg uŽ .m
Ž . Ž .Then it follows similarly to the result in 3.15 ] 3.16 that, for any i g I,
t
=g u h F yg u . 3.19Ž . Ž . Ž .i i
Ž . Ž . Ž .Any solution of 3.17 is also a solution of 3.19 since g x F 0. So h ’ 0i
Ž .is not the only solution of the inequality 3.19 ; for otherwise there would
Ž . Ž .be no solution of 3.17 under the hypothesis that g x - 0 for somei
Ž .i g I. Equation 3.18 becomes
h s f x y f u y g u y y ??? yg u yŽ . Ž . Ž . Ž .nq2 1 1 m m
s f x y f u by 3.6 .Ž . Ž . Ž .
Ž .So from 3.14 ,
t
=f u h q 0h q f x y f u F f x y f u . 3.20Ž . Ž . Ž . Ž . Ž . Ž .nq1
That is, since u is minimal by hypothesis,
t
=f u h F f x y f u .Ž . Ž . Ž .
So the theorem is proved.
Remark. Suppose that the condition that there is a point x g S such
Ž .that g x - 0 for some i g I is not satisfied. Then in effect the activei
constraints are equations. Consider the following example,
Minimize x 3.21Ž .1
subject to x 2 q x 2 y 1 F 0, 3.22Ž .1 2
y x 2 y x 2 q 1 F 0, 3.23Ž .1 2
1x y F 0, 3.24Ž .2 2
1y x q F 0. 3.25Ž .2 2
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Ž . Ž . 2 2The inequalities 3.22 and 3.23 imply the equation x q x y 1 s 01 2
1Ž . Ž .and the inequalities 3.24 and 3.25 imply the equation x y s 0. The2 2
1'Ž . Ž .solution to Problem 3.21 ] 3.25 is u s 3 r2, u s .1 2 2
Ž . Ž .For Type I invexity the functions in 3.21 ] 3.25 must, respectively,
satisfy the following conditions,
'3
w x w xx y y G h 1 q h 0 , 3.26Ž .1 1 2ž /2
' w x0 G h y 3 q h 1 , 3.27Ž .1 2
' w x0 G h 3 q h y1 , 3.28Ž .1 2
w x w x0 G h 0 q h 1 , 3.29Ž .1 2
and
w x w x0 G h 0 q h y1 . 3.30Ž .1 2
'Ž . Ž . w xThe inequalities 3.27 and 3.28 imply that h 3 y h s 0 and the1 2
Ž . Ž .inequalities 3.29 and 3.30 imply that h s 0. Hence in this case the only2
solution is the trivial solution h s 0, h s 0.1 2
A converse of Theorem 3.1 is given in
Ž . Ž .THEOREM 3.3. Suppose that Problem 2.1 ] 2.2 has a minimal solution
u. If the acti¤e constraint functions are in¤ex with respect to a common h at u
then the Kuhn]Tucker conditions apply at u.
 < Ž . 4Proof. Let I s i g u s 0 and let x g S. By hypothesis there existsi
an n-vector h such that
t
=g u h F g x y g u F 0 for i g I. 3.31Ž . Ž . Ž . Ž .i i i
Ž .Since g u - 0 for i f I a nonnegative scalar h can be chosen suffi-i nq1
ciently large that
t
=g u h q g u h - 0 for i f I.Ž . Ž .i i nq1
Let h be a scalar such thatnq2
t
=f u h q h F f x y f u .Ž . Ž . Ž .nq2
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Then the following linear programming problem has an optimal solution,
Maximize hnq2
subject to
t
=f u h q 0h q hŽ . f x y f unq1 nq2 Ž . Ž .
t g x y g uŽ . Ž .=g u h q g u hŽ . Ž . 1 11 1 nq1 F ... .. ..
t g x y g uŽ . Ž .m m=g u h q g u hŽ . Ž .m m nq1
That is, the following problem has an optimal solution,
w xMaximize h0 ??? 0 1 Ä
subject to Ath F b ,Ä
where A, h, and b are defined in the proof of Theorem 3.1.Ä
w xtSo the following dual problem has a solution y s y y ??? y ,Ä 0 1 m
Minimize bt yÄ
subject to
y0 0
=f u =g u ??? =g uŽ . Ž . Ž . .1 m y .1 .s ,0 g u ??? g uŽ . Ž . .1 m . 0.1 0 ??? 0 1ym
and
y G 0, i s 0, 1, . . . , m.i
These constraints are the Kuhn]Tucker conditions.
4. SUMMARY OF INTERCONNECTIONS
Figure 1 summarizes the interconnections at optimum between the
concepts of invexity, Type I invexity, the Kuhn]Tucker conditions, and
optimality for the problem:
Minimize f x subject to g x F 0.Ž . Ž .
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FIG. 1. Connections between invexity and the Kuhn]Tucker theorem.
In Fig. 1, the smaller font denotes required conditions, at the minimizing
point u, for the connections. The notation C.Q. denotes either of the
following constraint qualifications:
Ž .i The number of active constraints at u is less than the dimension
Ž .of x in Theorem 2.2 ,
or
Ž . Ž .ii There is a point x g S such that g x - 0 for some i g I, wherei
 < Ž . 4 Ž .I s i g u s 0 in Theorem 3.2 .i
It is assumed that y is bounded in the Kuhn]Tucker conditions.
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