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( i i ) 
ABSTRACT 
An experimental investigation of the galvanomagnetic 
effects i n a p a r t i c u l a r A7 structure material and a 
theo r e t i c a l study of the symmetry properties of the 
transport tensors are presented. 
For the experimental study, arsenic-antimony a l l o y 
single crystals have been grown at the minimum melting 
point composition (25.5 at.#As) where the solidus and 
liquidus tovich on the phase diagram. Dislocation etch 
p i t studies have been made on the (111) cleavage faces. 
Measurements have been made between 1.5K and 300K of the 
twelve components that define the l o w - f i e l d magnetoresist-
i v i t y tensor and of the ori e n t a t i o n dependence of the 
tensor components ftj^(B^ ,B 2»0), P^(B^,0,B^) and 
p^^(B^,0,B^). A least-mean-squares f i t to the data has 
been used to obtain the model parameters f o r a two band, 
m u l t i v a l l e y , e l l i p s o i d a l ?ermi surface. The a l l o y model 
parameters are compared and contrasted with those of 
the parent elements. The a l l o y i s semimetallic. 
I n the the o r e t i c a l work, the forms of the magnetic 
f i e l d dependent transport tensors are established f o r a l l 
32 crystallographic point groups. A formulation of 
galvanoraasnetic and thermomagnetic effects based on the 
separation of the tensor components into "even" and "odd" 
functions of the applied magnetic f i e l d i s given. I t i s 
shown that the Umkehr ef f e c t i s a natural r e s u l t of the 
anisotropy of c r y s t a l s . 
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CHAPTER ONE 
GENERAL INTRODUCTION 
Measurement of the galvanomagnetic effects has long been 
i 
a valuable method f o r obtaining information about the motion 
of charge carriers i n crystals under the influence of e l e c t r i c 
and magnetic f i e l d s . The elemental group V semimetals bismuth, 
antimony and arsenic have always been among the f i r s t materialSj 
p a r t i c u l a r l y bismuth, i n which new experimental studies of 
transport effects have been carried out. Tow f i e l d galvano-
magnetie data on these semimetals have been (f o l l o w i n g Abeles 
and Meiboom 1956) successfully interpreted using m u l t i v a l l e y 
e l l i p s o i d a l Fermi surface models by several workers in the field t 
Similar studies have been carried out on certain Bi-Sb alloys 
(see Goldsmid 1?70 and references t h e r e i n ) . The present 
concern i s to extend these low f i e l d galvanomagnetic studies 
to arsenic-antimony a l l o y single crystals grown at the 
minimum melting point composition (25.5 at.$ As) where the 
solidus and liquidus touch on the phase diagram (fijpare 6.1) • 
A condensed discussion of the experimental r e s u l t s and t h e i r 
significance i s given i n chapter 6. 
However, while the low f i e l d galvanomagnetic measurements 
of As(25.5 at.*)-Sb a l l o y single crystals (hereafter referred 
the Js-Sb a l l o y or the a l l o y ) were i n progress, there were 
two important publications i n the f i e l d (Puchser et a l (1970) 
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and Aubrey (1971) which developed a compact expression f o r the 
magnetoconductivity tensor which i s not r e s t r i c t e d to the 
low f i e l d condition. Furthermore Aubrey (1971) derived 
e x p l i c i t expressions f o r each component of (Jj^(B) i n terms 
of c a r r i e r densities and m o b i l i t i e s f o r the t i l t e d 
m u l t i v a l l e y e l l i p s o i d a l model of the group V semimetals which 
are v a l i d over the cla s s i c a l range of magnetic f i e l d s . This 
formulation, i n f a c t , provides a. theory f o r the so called 
intermediate f i e l d region i n which galvanoma^netic data have 
not previously been interpreted completely. Oalvanomagnetic 
measurements i n t h i s region (Saunders and Sumengen 1972, 
I I 
Jacobson 1973, Akgoz and Saunders 1974, Sumengen et a l 
1974) are more p r a c t i c a l and easier experimentally, capable of 
providing more and cornnrehensive data and of wider application 
than measurements of lov f i e l d tensor components. I n fpct , t h e 
anisotropy of the gnlvanomagnetin effects i s most pronouncedin 
t h i s region. With t h i s development a new dimension has been 
added to the area of galvanomagnetie e f f e c t studies. 
During our investigations of this new a r e a , some basic 
questions have come to notice: 
i s P i i ^ a tensor?; how does the c r y s t a l symmetry restrict 
i t s form?; how do we define magnetoresistance and H a l l 
e f f e c t now?; what i s the TImkehr effect? 
A large part of t h i s thesis (section (3*5) at chapter 3 f 
chapter 4 and chapter 5) has been devoted to answering these 
and related questions. 
A few remarks about notation may be found useful. 
A vector i s denoted by a l e t t e r " / i t h an arrow attached to i t 
i 
such as (B,E,...). A two-headed arrow sign i s attached to 
tensors such as ( T . . . ) , but t r a n s i t i o n i s readily made 
to the s u f f i x notption. Subscripts denote cartesian 
components of vectors (or tensors) and run form 1 to 3 unless 
otherwise stated. Throughout the t e x t , the Einstein summation 
convention i s used. 
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CHAPTER TWO 
SYMMETRY IN THE A7 STRUCTURE 
2.1 INTRODUCTION 
The r e l a t i v e l y low symmetry of the A7 structure has a 
dominating influence on the electronic properties of the 
group V semimetals. There have .been a var i e t y of 
descriptions of t h i s structure i n the l i t e r a t u r e : d i f f e r e n t 
workers have used d i f f e r e n t d e f i n i t i o n s of such parameters 
as the p r i m i t i v e l a t t i c e t r a n s l a t i o n vectors, a x i a l systems, 
indices of planes and dir e c t i o n s , and u n i t c e l l s . As a 
res u l t i t can be d i f f i c u l t to r e l a t e the r e s u l t s of- one 
worker with those of another. 
I n t h i s chapter the more commonly used crystallographic 
conventions are collected and compared and the appropriate 
transformations from one to another are presented. One 
problem has been the choice of a p a r t i c u l a r convention 
on which to base t h i s study. Por reasons which w i l l be 
dealt with i n the course of t h i s chapter, a right-handed 
crystallographie orthogonal set has been shown to be the 
most convenient a x i a l set (both i n r e a l and reciprocal space) 
fo r use as a frame of reference f o r the A7 structure. The 
major purpose of t h i s chapter i s to give a complete 
description of the A7 structure on t h i s basis. One 
pa r t i c u l a r d i f f i c u l t y discussed i s the c l a s s i f i c a t i o n of the 
A7 structure i n t o a c r y s t a l system. 
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The point symmetries of the B r i l l o u i n pone appropriate 
to the A7 structure are l i s t e d . These symmetry points 
display the possible location of the Fermi surface pockets 
i n the B r i l l o u i n zone. 
2 . 2 THE RHOMBOHEDRAL SPACE LATTICE A*TD THE A7 STRUCTURE 
Arsenic, antimony, bismuth and bismuth-antimony and 
arsenic-antimony s o l i d solutions c r y s t a l l i z e i n the A7 
structure (arsenic structure) which belongs to the point 
group_3m ( D-3fl) •-- The_A7 structur_e_,__which i s based on a 
rhombohedral space l a t t i c e , i s obtained by associating a 
basis of two atoms with each l a t t i c e p oint. The most 
symmetrical point group i n each c r y s t a l system i s called 
holosymmetric; 3m i s a holosymmetric point group. 
This point group consists of the following symmetry operations: 
Symmetry operation Description of the operation 
E the i d e n t i t y ; 
rotations of + -y^ and-3p 
about the t r i g o n a l axis; 
2 1 ' 2 2 ' ^ 2 3 three two-fold rotations about 
axes perpendicular to t r i g o n a l 
axis; 
I the inversion; 
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rotations of - w/3 and +w/3 about 
the trigonal a x i s , followed by 
inversion. 
three r e f l e c t i o n planes containing 
the z-axis, which make 120° angles 
with respect to each other, and are 
each perpendicular to one of .the' two-
fold axes (CJi" 1" °di; 1 " 1» 2» a x i A 
3 ) . 
Positive rotations are defined as anticlockwise. Thus the 
symmetry elements of the A7 structure comprise 3 diad 
(binary) axes normal to three mirror planes, mutually 
oriented at 120°, which in t e r s e c t i n an inversion t r i a d 
(trigonal) a x i s . 
Each l a t t i c e s i t e of the rhombohedral space l a t t i c e 
has the point group symmetry 7m. There are three 
primitive translation vectors of equal magnitude and 
usually denoted by a • | 2^ | « | *2 I ™ I ^ 3 1 * ^*ie 
angle between any a^ ( i • 1, 2, 3) i s c a l l e d the 
rhombohedral angle ; the r e s t r i c t i o n s imposed by the 
requirement of rhombohedral symmetry are 
0*120°, * 6 0 ° , * 9 0 ° , *109° 28' . (2.1) 
The two r e s t r i c t i o n s 04*60° and 01*109° 28* do not 
appear i n any of the commonly used textbooks of s o l i d state 
physics. The following seven space groups possess the 
rhombohedral space l a t t i c e : 
S S 
dl» ? 2 ' d3 
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R3(C^), R3(S§), R32(l)7) R 3 c ( C | v ) , R^nCD^), R3m(c| y) 9 
RlcCD 6^) . 
Two of these space groups R3c and Rlc are nonsymmorphic, 
that i s they have nonprimitive translations such as glide 
planes or screw axes. However, the space group Rlin of 
i n t e r e s t here i s symmorphic. Figure (2.1) shows the 
rhombohedral space l a t t i c e i n which primitive rhombohedral 
and hexagonal unit c e l l s are drawn. 
The origin can be placed either at a l a t t i c e point or 
at an atomic s i t e (both have _been_used i n the l i t e r a t u r e ) ; 
t h i s choice makes no difference to unit c e l l volume or to 
the directions of l a t t i c e t r a n s l a t i o n vectors a^ but i t 
does, of course, translate t h e i r origin along the threefold 
a x i s . Figure (2.2) shows the same hexagonal and primitive 
rhombohedral unit c e l l s constructed when the origin i s taken 
at an atomic s i t e . However, i n the present work (following 
the International Tables for X-Ray Crystallography) a 
l a t t i c e point (which i s an inversion centre) i s chosen as the 
o r i g i n . I t must be emphasized that i n the A7 structure there 
i s another inversion oentre which i s the centre of the 
primitive rhombohedral (prh) and face-centred rhombohedral 
( f c r ) unit c e l l s i n r e a l space - t h i s corresponds to the T 
point of the f i r s t B r i l l o u i n aone i n the r e c i p r o c a l space. 
- R -
Pour types of a x i a l system can be used to describe 
c r y s t a l s having the A7 structure and t h e i r various physical 
properties. Each a x i a l set i s associated with a unit c e l l 
i n the following way: 
( i ) The crystallographic orthogonal set—*Wigner-Seitz 
unit c e l l . 
( i i ) Rhombohedral axes — ^ p r i m i t i v e rhombohedral unit c e l l . 
( i i i ) Hexagonal axes—>hexagonal unit c e l l . 
( i v ) Pace-centred cubic orthogonal a x i a l set—^face-centred 
rhombohedral unit c e l l . 
We now proceeed to define them i n turn and study t h e i r 
r e l a t i o n s h i p s . 
( i ) A crystallographic orthogonal a x i a l set i s 
defined i n the A7 structure i n the following way: the 
z-axis coincides with the three-fold (trigonal) a x i s , the x-
axis with one of the three two-fold (binary) axes, which 
are each perpendicular to one of the three mirror planes, and 
the y-axis ( b i s e c t r i x ) completes the orthogonal s e t . I t i s 
often convenient and necessary, from both experimental 
and theoretical points of view, to specify a (+x, +y, •«) 
right handed s e t . A l a t t i c e point i s taken as the o r i g i n , 
see figures (2.1), (2.2), (2.3), (2.4) and (2.5). I n 
figure (2.5), the positive direction of the primitive 
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translation vectors are chosen outwards from the origin; 
the a^ are shown projected onto the xy plane and t h e i r 
projections are labelled j p r o j * '^!ie + z direction 
i s defined along ( a ^ + "tg + ^ 3 ) • Thr«® options obtain for 
choice of the y-axis, namely along each of the directions 
[*iprh ] p r o j ; [*2prh ]proj t h e + v direction 
i s defined along t h i s projection outwards from the o r i g i n . 
The +x completes the right handed orthogonal a x i a l s e t . 
In the orientation of the c r y s t a l s used here, +y and -y 
directions have been id e n t i f i e d i n two ways f i r s t l y from the 
symmetry shown on the Laue-back r e f l e c t i o n pictures, secondly 
from the orientation of the triangular etch p i t s on the xy 
plane; these experimental techniques w i l l be explained i n 
d e t a i l i n a l a t e r chapter. 
The Wigner-Seitz unit c e l l i s the smallest c e l l which 
can be constructed from the plane perpendicular bisectors of 
vectors from the origin to other l a t t i c e points. This i s 
the smallest volume from which the entire c r y s t a l can be 
reproduced by translation through the primitive t r a n s l a t i o n 
vectors. This unit c e l l automatically displays the point 
symmetry of the c r y s t a l and because of t h i s property i t i s 
c a l l e d the symmetrical unit c e l l . Figure (2.6) shows a 
drawing of the Wigner-Seitz c e l l of the A7 structure and 
includes the (+x, +y, +z) orthogonal crystallograph!c right 
handed set and also - J ^ i * I t i s bounded from above and 
below by the plane perpendicular bisectors of the primitive 
tr a n s l a t i o n vectors • 1^ , • a^, • a*jj the other sides 
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which are normal to the xy plane are determined by the plane 
perpendicular bisectors of the vectors +(a^ - a2)» 
+(a^ - a ^ ) t ±(»2 - a ^ ) . These sides intersect the xy plane 
i n a hexagon, see the inner cross section of figure (2.5) • 
The centre r i s a l a t t i c e point and has the f u l l 1m point 
group symmetry. 
j 
The primitive translation vectors i n the rhombohedral 
space l a t t i c e can be written i n the crystallograph!c 
orthogonal a x i a l system as follows 
% - 4 s * " + 
a 2 • sy + r S , 
where x, y, z are unit vectors along the crystallographic 
x, y, z axes, and s • a cos* and r » a sinfl ; e i s the 
angle between a^ and i t s projection on the xy plane. The 
relationships between ^2prh ^ o r i n 8 h o r' f c notation a2)» 
s, and r are shown i n figure (2.3). The parameters s, r , and 
0 are l i s t e d i n table (2.1) with the pertinent c r y s t a l 
structure parameters of the A7 structure semimetals. 
( i i ) The primitive rhombohedral unit c e l l i s a 
parallelepiped with edges a^ v "S2, a^ (the primitive translation 
v e c t o r s ) . This unit c e l l i s shown i n figure (2.1) when a 
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l a t t i c e point I s chosen as the origin and i n figure (2.2) 
when an atomic s i t e i s the or i g i n . There are two atoms 
per prh unit c e l l located at the positions 3ur& and 
(3r - 3ur)£ along the trigonal a x i s . The length of the 
body diagonal of the prh unit c e l l i s 3r » | (ja^ + a"2 + a^)| . 
The distance along the body diagonal from the origin 
to the nearest atom i n the c e l l i s 3ur and the shorter distance 
along z-axis between adjacent atoms is6ur. when OL • 60°; 
the value u • j corresponds to the face centred cubic 
structure. The position of any atom i n the A7 structure 
r e l a t i v e to the origin i s 
_R(p) . ± n + (2p_- 3) ur3 (2.3)-
where p » 1 or 2 and 
*n " n l * l + n2*2 + n3*^3 ' (2.4) 
t n i s a general vector i n rhombohedral space. When n^, n 2 , 
and take integer values t f t becomes a rhombohedral l a t t i c e 
vector. I f the indices of a direction are defined as the 
components of a vector i n r e a l space, then they can be 
designated as |n^ n 2 n 3 ] p r n where n ^ ( i • 1,2,3) 
represent a direction referred to the primitive t r a n s l a t i o n 
vectors "4^  and thus are related d i r e c t l y to the prh unit c e l l , 
By combining equations (2.2), (2.3), and (2.4), the position 
vector can be written i n the crystallographic a x i a l set as 
R(P) ( n x - n^) z • ^ ( - I ^ + 2n 2 - n^J + {(nj+ng+n^) + 
+ 3(2p-3)u}r3 • (2.5) 
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The following relationships between r, s and the prh unit 
c e l l parameters hold 
r = a s i n * - + 2 cos. 
s s a cos* i a \/Z(l - cosoQ ( 2 . 6 ) 
>/3 
Thus, the r a t i o -jj- i s related to the prh angle <X by 
r = >/(! + 2 cosflfl. ( 2 / 7 ) 
8 N/2(l-cosa) 
When this_ratio__takes_certain_special values. the_rhombohedral 
space l a t t i c e transforms to one of the space l a t t i c e s below: 
1) ? • N/2"» Ot = 60° Pace-centred cubic space l a t t i c e . 
2) | = - i , OL. 90° Simple cubic l a t t i c e . 
3) ? = r t i • 109° 28' Body-centred cubic space l a t t i c e 
8 2 v € 
These three cases correspond to the r e s t r i c t i o n s on the 
rhombohedral space l a t t i c e given i n equation ( 2 . 1 ) . The 
rhombohedral space l a t t i c e , which the A7 structure i s based 
upon, l i e s i n the range %>>fi aaA iot<6Q*: (see table 
(2.1) for the values of £ and a of the A7 structure 
semimetals). The volume of the prh unit c e l l i s given by 
the s c a l a r t r i p l e product of the primitive translation vectors 
- 13 -
V p r h = *1 * < * 2 A a V " ^ T * •** ' ( 2 , 8 ) 
Referred to the prh axes, the indices of a direction w i l l 
be designated by ^ ng n 3 ] p r n * n e M i l l e r indices of 
a plane or p a r a l l e l planes by (W c^)p r n» A set of equivalent 
directions and a form of planes w i l l be designated by 
^ n ^ n 2 n ^ p r n and { hkjMp ri 1 respectively. The directions 
[ m]prh» [ T 2 T ] p r h * a n d [ 1 0 T ] p r h correspond to the +z 
(+ t r i g o n a l ) , +y (+ b i s e c t r i x ) and +x ( + binary) directions 
respectively; ( l l l ) p r n i s the cleavage plane. 
( i i i ) The International Tables for X-Ray Crystallography 
give hexagonal axes as an alternative to prh axes for R"3m 
c r y s t a l s . These axes have often been referred to by workers 
measuring the l a t t i c e parameters of A7 structure c r y s t a l s . 
They can be oriented i n two different ways r e l a t i v e to the 
primitive translation vectors a^. These so-called "obverse" 
and "reverse" settings are shown i n figure (2.1) as 
(*1 hex* h hex' %ex) a n d ($L hex' *2 hex' ^iiex* 
respectively. I n t h i s work the "obverse" orientation i s 
adopted. The c^ex ~ 8 x 1 , 8 c o i n c i d e s the z-axis; 
hex 8 1 x 4 **2 hex a x e s 8 X 6 8 1 1 a n S l e of 120° to each 
other i n the xy plane (see figure 2.1). The hexagonal 
unit c e l l , which i s constructed from n e a c» %2 hex' 
-hex 1 ) 8 1 8 6 8 vectors, i s t r i p l y primitive and contains s i x 
atoms. The hexagonal unit c e l l edge vectors are expressed 
i n the crystallographic orthogonal set as 
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\ hex " ^ « - | »y 
a 2 hex - ^ sx + f sy , 
°hex - 3 r a - < 2 ' 9 ) 
The volume of the unit c e l l i s given by 
Vhex = % hex' ( ? 2 hex A \ e x ) = 3V p r h= a 2 r . 
(2.10) 
The r e l a t i o n s between the hexagonal and the prh unit c e l l 
parameters are 
% h e x | = 1 * 2 hex | = - "a >/2(l - c o s a ) , 
3r - a ^3(1 + 2 c o s a ) . (2.11) c hex 
To index the crystnllographic planes and directions 
of the A7 structure c r y s t a l s referred to the hexagonal 
unit c e l l , either a three or four axes may be used. The 
fourth-axis shown i n figure (2.5) i n the xy plane and 
coincides with the(-x)direction. Thus, i t i s given by 
*3 hex a - ( * 1 hex * S 2 hex ) - - >/3 s x. ( 2 1 2 ) 
Referred to the three hexagonal axes, a direction, a set 
of equivalent directions, a plane and a form of equivalent 
planes w i l l be represented by [ n 1 n g n^ ] n e x » 
^ n 1 n 2 n 3 ^ h e x , (hkj£)hex» a™* f ^ ^ h e x resp e c t i v e l y . 
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The Miller-Bravais (four-axis) indices for planes ( h k i i ) 
are obtained from the three-axis indices when the condition 
h + k + i a O i s imposed. The indices of a direction 
referred to the four-axis (four-index) hexagonal system 
can not be e a s i l y obtained from the three-axis j^ n^  n 2 n 3 ] n e x 
indices (for discussion, see Bloss 1971)* This has not 
been pointed out i n the l i t e r a t u r e for R*3m c r y s t a l s and 
incorrect four-axis (four-index) direction?1 indices have 
been used (for example, by Doershel 1972 and Wlndmiller 
1966). However, i f the four-axis (four-index) d i r e c t i o n a l 
indices are represented by [uvtw] such that t - -(u+v), 
then the three-axis d i r e c t i o n a l indices £n.| n 2 n 3 j n e x 8 X 6 
obtained from the following equations: 
n,j • 2u + v, n 2 » u + 2v, n^ » w 
or 
u* - ^(2n., - n 2 ) , v - ^ ( 2 n 2 - n.,), t - -(u + v ) , 
w • n?. 
3 (2.13) 
For example, the direction [ l 0 1 ] n e x referred to the 
three-axis hexagonal axes corresponds to ^ { 2 l l 3 ] direction 
referred to the four-axis (four-index) hexagonal axes. The 
four-axis (four-index) directional indices have the advantage 
over the three-axis (three-index) indices that s i m i l a r 
directions have si m i l a r indices. 
+ Not to be confused with the atomic position parameter 
u i n equation (2.5) 
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( i v ) The yz and xz cross-sections of the face-
centred rhombohedral ( f c r ) unit c e l l are shown i n figures 
(2.3) and (2.4) respectively. I n figure (2.5) the f c r 
unit c e l l translations a^ ^ c r are shown projected onto 
the xy plane and thei r projections are labelled [e^ f c r j p r o j 
To be consistent with the other unit c e l l settings the 
projection [ i g f c r ] p r o j i s t»k«i i n the -y direction, see 
figure (2.3). The f c r are expressed in the c r y s t a l l -
ographic orthogonal set as 
% f c r " ->/3 sx sy + rS, 
?2_fcr__ " " ? ^ _ t _ 5 ? ' 
®3 f c r * >/3 s i + sy + r z . (2.14) 
The f c r unit c e l l contains eight atoms and the volume of 
the c e l l i s given by 
V f c r " 4 V p r h * *1 f c r ' <*2 f c r A * 3 f c r 5 " 
= 6 v/3 s 2 r . (2.15) 
The body diagonals of the f c r and prh unit c e l l s are the 
same. The r e l a t i o n between the prh unit c e l l parameters 
and the f c r unit c e l l parameters i s given by 
| a ± f c r j « / 4 s 2 + r 2 - a/(3 - 2coso& . (2.16) 
The a x i a l angle Ot^ between any two a^ f c r ( i - 1, 2, 3) 
i s related to the prh angle 01 by 
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Referred to the f c r unit c e l l , the Interplanar angles and 
angles between directions i n the A7 structure materials 
have been calculated by Salkovitz (1956), Vickers (1957) 
and Bacon et a l (1964). For the indices referred to t h i s 
c e l l , the convention that w i l l be adopted here i s the same 
as that for the prh and hexagonal unit c e l l s with a 
subscript f c r . The directions [ l l l ] f c r , 
f c r ' 
f c r c o r r e s P o n ^ *° * n e +z, +y, and +x directions 
respectively. 
The reason that many workers i n the f i e l d have chosen 
to use the face-centred cubic (fee) cartesian axes i s that 
there i s a close relationship between the space l a t t i c e of 
the A7 structure and the fee space l a t t i c e (see ? a l i c o v and 
Gtolin 1965)• The primitive t r a n s l a t i o n vectors 3^ are 
expressed i n t h i s cartesian a x i a l set as 
* 1 " a 0 | •• 1 . 1 | t 
? 2 " ao I 1 I > 
a 3 - a Q { 1, 1, «( (2.18) 
where { } indicates rectangular coordinates. The 
parameter e i s related to the prh angle OL by 
(2 • O (2'19) 
- I S -
and e m 0 corresponds to 01- 60° (which i s the fee l a t t i c e ) 
so that t i s a measure of the distortion of the l a t t i c e 
from fee. The parameter a A i s related to e and a by 
6 
(2.20) 
A l l these parameters have been calculated and are 
collected i n table (2.1) 
2.2.1 Relationships between Miller indices referred to 
various a x i a l sets 
Bach unit c e l l considered above may be convenient for 
studying different properties of the A7 structure c r y s t a l s , 
so i t i s often necessary to know how the M i l l e r indices 
of planes and the indices of directions a l t e r when the 
choice of the unit c e l l i s altered. To t h i s end, we w i l l 
give the matrices representing the transformations of the 
Mi l l e r indices of planes and the indices of directions 
from one unit c e l l to the other and vice versa. The 
Mi l l e r indices of planes w i l l be denoted by a column 
matrix i n a round bracket with a subscript specifying the 
unit c e l l under consideration'(i.e. prh, hex, f c r ) • The 
following matrix equations represent the transformations 
of the Mi l l e r indices of planes: 
1) The transformation from the prh unit c e l l to the 
hexagonal unit c e l l i s 
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1 
1 T 0 M h 
0 l T k - k (2.21) 
1 l l prh 1* hex 
and the reverse transformation equation i s 
1 
3 
2 l 1 h / \ h 
T 1 1 k s k (2.22) 
T Z 1 / 
i 
hex I prh 
2) The transformation from the prh unit c e l l to the f c r 
unit c e l l i s 
T l 1 h 
l T 1 k a 
l 1 T J i 
\ 1 
prh 
h 
k 
I 
(2.23) 
f c r 
and the reverse transformation equation i s 
1 
1 
I h 
k 
£ /fcr 
h 
k 
I 
(2.24) 
/prh 
/ 
3) The transformation from the f c r unit c e l l to the 
hexagonal one i s 
T i o » ' 
i l l 
2 2 2 
1 
7 
h 
k 
/fc r 
k 
I 
(2.25) 
/ hex 
- 20 -
and the reverse transformation i s 
1 
1 
J 1 1 
2 I 1 
2 4 1 / 
h 
k 
hex 
(2.26) 
rcr 
The indices of a direction w i l l be designated by a 
column matrix i n a square bracket with a subscript specifying 
the unit c e l l . The matrix equation that transforms the 
indices of a direction 
1) from the prh unit c e l l to the hexagonal unit c e l l i s 
1 
3 
-2_T-T_\ 
1 1 ? 
I l l 
n-i 
n, 
L ^lprh 
n, 
n-Jhex 
and the reverse transformation i s 
1 0 1 
T i l 
o T l 
n-. 
Jhex 
n. 
n- Jprh 
2) from the prh unit c e l l to the f c r one i s 
1 2 
o i l 
1 0 1 
1 1 0 
(2.27) 
(2.28) 
n l " n l " 
n 2 - n 2 (2.29) 
/ 
n 3 prh _ n3 f c r 
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and the reverse transformation I s 
( l i i ! »1 
l T l n 2 n 2 (2.30) 
i l l n 3 f c r n 3 prh 
3) from the f c r unit c e l l to the hexagonal unit c e l l i s 
J 2 2 1 n l 
1 
3 2 2 4 n 2 - n 2 (2.31) i 1 1 x i n 3 f c r n 3 hex 
and the reverse transformation i s 
T 
1 
2 
0 2 
1 T 2 
0 1 2 
L ^ihex 
n. 
(2.32) 
L J J f c r 
where the three-axis hexagonal basis i s referred to for 
the hexagonal indices and the usual matrix multiplication 
i s used throughout. 
2.3 WHICH CRYSTAL SYSTEM DOSS TOTS A7 STRUCTURE BELONG TO? 
There are problems associated with the c l a s s i f i c a t i o n 
of materials belonging to "3m point group into a c r y s t a l 
system. The 32 point groups have been collected into sets 
called c r y s t a l systems according to the highest-ranking 
rotation axis which they contain. In t h i s c l a s s i f i c a t i o n 
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c r y s t a l s with one triad (3 or "3) axis are said to belong 
to the trigonal system and those with one hexad (6 or Z) 
axis to the hexagonal system. Many erystallographers group 
these two systems into an a l l - i n c l u s i v e hexagonal system 
because a c r y s t a l with a single p r i n c i p a l axis either 3 or 
"5 may have either a hexagonal or rhombohedral l a t t i c e . 
Other authors subdivide into hexagonal and rhombohedral 
sub-systems; the basis of t h i s c l a s s i f i c a t i o n r e s t s on 
l a t t i c e type rather than on the minimal symmetry. The 
point i s that some c r y s t a l s belonging to the "5m point group 
are b u i l t on a primitive rhombohedral space l a t t i c e for 
which a primitive rhombohedral unit c e l l can always be 
chosen, while other c r y s t a l s belonging to the same point 
group are b u i l t on a hexagonal space l a t t i c e for which a 
hexagonal c e l l must be chosen as the primitive c e l l . As 
can be seen from figure (2.7), c r y s t a l s belonging to space 
5 6 
groups Rim ( D j d ) and R3c (D^ d) have a rhombohedral space 
l a t t i c e while those i n P3lm (D* d) , P3Tc ( D * d ) , P3ml ( D ^ , 
P3cl (D?j d) have a hexagonal one. The symmetry of the 
l a t t i c e points of these two space l a t t i c e s i s d i f f e r e n t , 
namely 3m for rhombohedral, and 6/mmm for hexagonal. 
The space group for the A7 structure (arsenic structure) 
isogonal with point group 3m i s R3m. 
To study the symmetry of electronic wave functions 
i n the A7 structure the symmetry of the B r i l l o u i n zone 
(which i s d i r e c t l y related to the rhombohedrsl space l a t t i c e ) 
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i s usually considered. The suggestion that any c r y s t a l with 
a 3-fold or a 6-fold axis i s referred to a hexagonal system 
and a multiple unit c e l l be taken for rhombohedral c r y s t a l s , 
which seems to be supported by many crystallographers 
including among others Buerger (1971), Azaroff (1968), i s 
not p r a c t i c a l i n the theory of the B r i l l o u i n zones and i n 
the study of electronic properties of A7 structure c r y s t a l s . 
We leave t h i s controversial problem ( i . e . into which c r y s t a l 
system should the A7 structure be c l a s s i f i e d ? ) to e r y s t a l l o -
graphers and go on further to study the symmetry of the 
reciprocal l a t t i c e of the A7 structure. 
2.4 THE RECIPROCAL SPACE IATTICB 
The primitive reciprocal l a t t i c e translations b i are 
defined i n terms of the primitive rhombohedral translations 
by the following equations: 
b t o 2it a.1 A *k 
* i . (* j A \ ) 
or \ . * j - 2TC«1;J ( 2 > 3 3 ) 
where i f j , k > 1, 2, 3 and ^ i s the Kroneeker delt a . The 
periodic repetition of b^ generates the reciprocal space 
l a t t i c e . A right handed orthogonal set (which coincides 
with the crystallographic orthogonal set defined i n section 
2.2) w i l l be represented i n reciprocal space by k x», k y-, 
and k z- axes with unit vectors x, y, and z along these 
axes. By using the equations (2.2) and (2.33) the primitive 
reciprocal translations b 4 are expressed i n t h i s orthogonal 
- 24 -
set as 
T 2it A 2u A 2n A b-, = — — x - y + — — z , 
A >H s 3s 3r 
4it « 2n * D 2 » y + — z , 3s 3r 
-2EL J- + JJL 
/ 3 s 3s 3r 
b 3 = 4 ? - x (2.34) 
where s and r have been defined i n section (2.2) . 
The angle 0 (the primitive reciprocal rhombohedral angle) 
between any two ^  i s given by 
cos 0 - 1*1 - 2 r ^ (2.35) 
( s 2 + 4 r 2 ) 
and t h i s angle i s related to the prh angle OL by 
cos 0 ^l2L . (2 .36) 
(1 + COS OL ) 
The r e s t r i c t i o n s imposed on the prh angle OL by the 
rhombohedral space l a t t i c e are also irapoped on the 
primitive reciprocal rhombohedrpl angle 0 by the recip r o c a l 
l a t t i c e . The lengths of the primitive r e c i p r o c a l l a t t i c e 
translations are eaual to each other and they are related 
to the prh unit c e l l parameters by 
1 * 1 I " l * 2 | " 1 ^ 1 - b * 
_ 2ii /(I + CosCO . (2.37) 
~ ~a V ( l - C o s a ) (1 + 2 Cosot) 
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A general vector i n reciprocal space i s given by 
3 = hb 1 4 WS2 + i S 3 (2.38) 
when h, k and £ are integers, the vector 5 becomes a 
reciprocal l a t t i c e vector such that i t s head and t a i l 
coincide with reciprocal space l a t t i c e points. In reciprocal 
space a direction and a plane w i l l be denoted by 
[hk£]* and ( h k i ) * respectively; both r e f e r to primitive 
r e c i p r o c a l translations. The direction [ h k i ] * i s 
perpendicular to the plane ( ^ i ) ^ ^ with the same 
indices. Thus M i l l e r indices of a crystallographic plane 
can be defined as the components of a vector i n recip r o c a l 
space. By using the equations (2.34) and (2.38), Gr 
becomos 
G = ( h - i ) * + ^f- (-h +2k-/)y + (h +k +i)& 
= k^x + kyy + k z 5 . (2.39) 
Falicov and Golin (1965) have started from the fee 
cartesian a x i a l set i n r e a l sp?ce (equation 2.18) and have 
expressed the primitive reciprocal l a t t i c e translations as 
x » b 0 { - ( ! • . ) . 1.1 } , 
. b Q { 1, -(1 + • ) , 1 } , 
3 - b 0 { 1, 1, -(1 • «) } (2.40) 
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where b Q i s related to e and a by 
b p . 211 « 2 + 2 . ( 2 a ) 
a ( e 2 - e +2) 
The parameters b,p,b 0 and the volume of the f i r s t B r i l l o u i n 
zone ( V B Z o ^ ' ^ ^ p r h 5 f o r t n e ST° UP v semiraetals. have been 
calculated and are collected i n table (2.2). A comparison 
between the equation (2.2) and (2.34) shows that the reciprocal 
l a t t i c e to the rhombohedral space l a t t i c e i s i t s e l f 
rhombohedral. Thus, the unit c e l l s that *ve have studied i n 
section (2.3) can also be associated with the reci p r o c a l 
l a t t i c e . However, i n reciprocal space we w i l l only study the 
symmetrical properties of the f i r s t B r i l l o u i n zone ( i . e . the 
symmetrical unit c e l l i n reciprocal space). 
2.5 SYMMETRY OP TTTE BRILIOUITT .ICWE IN THE A7 STRUCTURE 
In reciprocal space, a symmetrical unit c e l l can be 
constructed by constructing the plane perpendicular 
bisectors of the vectors connecting the origin (which i s a 
reciprocal l a t t i c e point) to a l l rec i p r o c a l l a t t i c e points 
and then by taking the smallest volume about the origin 
enclosed by these intersecting planes. The zone constructed 
i n t h i s way i s known as the f i r s t B r i l l o u i n -sone. To 
la b e l the irreducible representations of symmetry noints 
uniquely, i t i s convenient to r e s t r i c t the wave vector k 
to the f i r s t B r i l l o u i n zone. I n t h i s convention k i s 
cal l e d the reduced wave vector and the B r i l l o u i n zone the 
reduced zone (from now on we w i l l use the expression the 
B r i l l o u i n zone instead of the f i r s t B r i l l o u i n zone). 
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F i g u r e (2.8) shows the B r i l l o u i n zone appropriate to the 
A7 s t r u c t u r e c r y s t a l s . Although the geometrical shape of 
t h i s B r i l l o u i n zone has been presented by many authors ( s e e 
f o r example: Mase 1953 , Jones 1960, Cohen 1961), there 
hns been a tendency f o r smnll e r r o r s to creep i n which have 
been p r o l i f e r a t e d throughout the l i t e r a t u r e . The boundary 
planes above and below are the planes normal to and 
b i s e c t o r s of the v e c t o r s +(b^ + + S ^ ) . These two f a c e s 
are r e g u l a r hexagons and are p a r a l l e l to the t r i g o n a l plane. 
The s i x foursided f a c e s ( r e c t a n g l e s ) are determined by the 
plane perpendicular b i s e c t o r s of the v e c t o r s +(b^ + bg), 
+ (b^ + l£j), +($2 + ^3) • T n e remaining i n c l i n e d s i x - s i d e d 
f a c e s ( i r r e g u l a r hexagons) are the plane perpendicular 
b i s e c t o r s of the v e c t o r s + b^, + b^, + b^. A simple 
d e s c r i p t i o n of the shape of t h i s zone can be given i n the 
f o l l o w i n g way: i t i s constructed from two types of s i d e s , 
long and short (eighteen of e a c h ) . The length of the 
long and short s i d e s are equal to the s i d e s of the r e c t a n g l e s . 
The s i d e s of the r e g u l a r hexagons are long. 
At absolute zero the energy s t a t e s of a c r y s t a l w i l l 
be f i l l e d w i th e l e c t r o n s - i n accord with the P a u l i e x c l u s i o n 
p r i n c i p l e - up to an energy l e v e l ( c a l l e d the Fermi l e v e l ) 
such t h a t a l l e l e c t r o n s i n the system are accounted f o r . 
That s u r f a c e i n r e c i p r o c a l space se p a r a t i n g the f u l l from the 
empty s t a t e s i s c a l l e d the Fermi s u r f a c e . E l e c t r o n s w e l l 
i n s i d e the Fermi s u r f a c e cannot be e x c i t e d thermally or by 
e l e c t r i c or magnetic f i e l d s because the s t a t e s w i t h i n the 
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appropriate energy range are already occupied. Only the 
e l e c t r o n s near the ?ermi surface can be e x c i t e d and hence 
e l e c t r o n t r a n s p o r t i s mainly due to these e l e c t r o n s . 
I t i s w e l l known t h a t i n the band s t r u c t u r e of a s o l i d , 
the energy S, as a f u n c t i o n of the wave v e c t o r k, has the 
point group symmetry of the c r y s t a l (Jones 1960), a r e s u l t which 
may be expressed as 
E ( R ± k ) = E ( k ) (2.42) 
where i s the i point group opera t i o n . 
I n a d d i t i o n time r e v e r s a l symmetry imposes a centr e of 
i n v e r s i o n " 
I3(k) » T2(-k). (2.43) 
Equations (2.42) and (2.43) imply t h a t , whether the f u l l 
symmetry of the c r y s t a l has an i n v e r s i o n element or not, 
the energy E, as a f u n c t i o n of the wave v e c t o r k possesses 
i n v e r s i o n symmetry. Thus, constant energy s u r f a c e s i n 
g e n e r a l , and the ?ermi s u r f a c e i n p a r t i c u l a r have the 
symmetry of one of the following Laue groups: 
T - 1 2 2 £ 4 2 2 - * -r2 
' m» m m m' in' m m m9 
6 6 2 2 2-K 4x2 
m* m m m* m5* mm* 
A Laue group i s a point group which contains the i n v e r s i o n 
" I " as an element. The a s s o c i a t e d l a u e group of the 21 
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remaining point groups may be obtained by talcing the d i r e c t 
product of the point group under c o n s i d e r a t i o n and the 
i n v e r s i o n group C^; f o r example, the point group jg) 
i s the d i r e c t product of and i . e . 
D 3 d " D 3 ® c i (2.44) 
where S c h o e n f l i e s symbols are used f o r the point groups. 
Due to t h i s , i n group theory, Laue groups a r e c a l l e d 
i n v e r s i o n groups. 
Following the r e c e n t works by Jan (1972) and C r a c k n e l l 
(1973) we give a procedure to i d e n t i f y the space group of 
E(lc) i n c r y s t a l s . I f the space group of a c r y s t a l i s known, 
the space group f o r i t s constant-energy s u r f a c e E(1c) i n 
g e neral and i t s Fermi s u r f a c e i n p a r t i c u l a r can be found by 
three steps: f i r s t l y , f i n d the a s s o c i a t e d symmorphic space 
group of the space group of the c r y s t a l ( t h i s can be found 
by u s i n g the I n t e r n a t i o n a l Tables f o r X-ray C r y s t a l l o g r a p h y 
1952); secondly, i f the i n v e r s i o n " I M i s not an element of 
t h i s syramorphic space group, add " I M to i t a s shown i n 
equation (2.44) f o r the point groups; t h i r d l y , f i n d the 
space group of the a s s o c i a t e d r e c i p r o c a l l a t t i c e of t h i s 
f i n a l space .iroup. Twenty four p o s s i b l e Fermi s u r f a c e sym-
metries have been found and l i s t e d by Jan ( 1 9 7 2 ) . I n f a c t , 
these correspond to 24 space groups which are the symmorphic 
space groups a s s o c i a t e d with the 11 l a u e groups. The point 
group "3m of the A7 s t r u c t u r e i s a Laue group i t s e l f . When 
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3m i s a s s o c i a t e d with a hexagonal space l a t t i c e , the 
symmetry of the ?ermi s u r f a c e i s e i t h e r P5lm or Plml 
depending on the r e l a t i o n s h i p between the b a s i s 15^  and the 
mirror planes ( s e e f i g u r e 2.7a and b ) . On the other hand, 
i f 3m i s a s s o c i a t e d with the rhombohedral space l a t t i c e 
(which i s the case f o r the A7 s t r u c t u r e c r y s t a l s ) , the 
symmetry of the Per*ni s u r f a c e i s R^m ( o r D ^ d ) . 
For m u l t i v a l l e y constant-energy s u r f a c e s , the formalism 
given i n the preceding paragraph may not be the most 
convenient way of studying the symmetry p r o p e r t i e s of such 
s u r f a c e s . I t may be more convenient to consid e r the po i n t 
group symmetry of the i n d i v i d u a l pockets on t h e i r own. For 
the p a r t i c u l a r case of the A7 s t r u c t u r e of i n t e r e s t here, 
points of high symmetry on the su r f a c e and i n s i d e the 
B r i l l o u i n zone ( f i g u r e 2.8) are given i n t a b l e s (2.3) and 
(2.4) r e s p e c t i v e l y ; i n t a b l e s (2.5) and ( 2 . 6 ) , r e s p e c t i v e l y 
are s i v e n the symmetry of the l i n e s on the s u r f a c e and i n s i d e 
of the B r i l l o u i n zone. We fol l o w the n o t a t i o n used by Cohen 
(1961) f o r the symmetry points and l i n e s of the B r i l l o u i n 
zone. I n a d d i t i o n , we introduce some more p o i n t s and l i n e s 
of s p e c i a l symmetry and l a b e l only one t w e l f t h ( i n volume) 
of the B r i l l o u i n zone which i s named the " b a s i c s e c t i o n " 
of the zone. The whole B r i l l o u i n zone i s obtained from t h i s 
b a s i c s e c t i o n by the symmetry operations of the point group 
7m. The point symmetries and t h e i r elements are l i s t e d i n 
the t h i r d columns of t a b l e s (2.3) and ( 2 . 4 ) . R e f e r r e d to the 
right-handed c r y s t a l l o g r a p h i c orthogonal s e t which i s 
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uniquely represented i n r e c i p r o c a l space by (+k x, +^y» 
+ k g ) , we give f o r the f i r s t time the coordinates of the 
symmetry points i n the second columns of t a b l e s (2.3) and (2.4). 
I n the second columns of t a b l e s (2.5) and (2.6), we l i s t the 
s p e c i a l l i n e s ; for example, i n t a b l e ( 2 . 5 ) t (T,W) r e p r e s e n t s 
a l i n e on the s u r f a c e of the B r i l l o u i n zone w i t h T and W 
i t s end p o i n t s . The point Q i n the f i r s t column of t a b l e 
(2.5) r e p r e s e n t s a point anywhere on the l i n e (T,W). 
Referred to the same (+k_, +k„, +k_) s e t . the coordinates 
x y z 
of the po i n t s (which are l o c a t e d a r b i t r a r i l y on the 
corresponding l i n e ) are given i n the t h i r d columns of t a b l e s 
(2.5) and ( 2 . 6 ) . 
To e x p l a i n the contents of t a b l e s (2.3) to 2.6) , 
the f o l l o w i n g notes can be considered: 
( i ) Por the point symmetries we use the I n t e r n a t i o n a l 
symbols, and f o r t h e i r a s s o c i a t e d elements S c h o e n f l i e s 
symbols are used. 
( i i ) The range of the v a l u e s of the v a r i a b l e s k x , k y , and 
k„ are c a l c u l a t e d to be 
| k x N r K 4 + ^ r ) 
k y < TN (4 
r 
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where numerical v a l u e s of s and r , f o r the A7 s t r u c t u r e 
semiraetals, are given i n t a b l e ( 2 . 1 ) . 
( i i i ) The r e l a t i v e s e t t i n g of the a s s o c i a t e d symmetry 
elements of the symmetry points are r e f e r r e d to f i g u r e ( 2 . 9 ) . 
( i v ) The m u l t i p l i c i t y f a c t o r s , which are l i s t e d i n the l a s t 
columns of the t a b l e s , represent the number of e q u i v a l e n t sym-
metry points (which are obtained by applying 7m symmetry 
elements about r ) i n the f i r s t B r i l l o u i n zone. 
(v) The symmetry p o i n t s , which are e q u i v a l e n t as f a r as 
the constant-energy e l l i p s o i d s are concerned, are grouped 
together and the a s s o c i a t e d m u l t i p l i c i t y f a c t o r i s 
c a l c u l a t e d by c o n s i d e r i n g the t o t a l number of these p o i n t s 
i n the f i r s t B r i l l o u i n zone. 
( v i ) The Fermi s u r f a c e pockets can be centred on any of the 
symmetry p o i n t s of the B r i l l o u i n zone. The number1 of the 
pockets can be determined by the m u l t i p l i c i t y f a c t o r s ( a s 
an example, f o r antimony, see F a l i c o v and L i n 1966). 
To summarize, i t may be s a i d t h a t t a b l e s (2.3) to (2.6) 
represent the symmetry of the Fermi s u r f a c e of the A7 
s t r u c t u r e and d i s p l a y , the c o n d i t i o n s imposed on the Fermi 
s u r f a c e by the c r y s t a l symmetry. 
TABLE (2.1): Room temperature crystal structure parameters of 
the group V semimetals. I ^ l * aprh» a n <* u * o r 
Sb, and Bi are taken from Schlferl and Barrett(1969). 
Parameter Bl Sb As 
As(25.5 at .%) 
-Sb 
4.7458 4.5067 4.132 4.418 
a p r h s a 57.23 57.11 54.126 56.2 
u 0.23389 0.23349 0.22707 01232 f 
P i hexl 4.5460 4.3084 3. 7598 4.1618 
l*heJ 11.862 11.2740 10.5475 11.1222 
r 3.9541 3.7580 3.5158 3.7074 
8 2.6245 2.4875 2.1707 2.4028 
r/s 1.5066 1.5107 1.6197 1.5429 
e 56.43 56.50 58.31 57.05 
^prh 70.7608 60.4136 43.0403 55.6105 
1*1 f c r l 6.5716 6.2348 5.5866 6.0695 
" f c r 87.53 87.42 84.60 86.58 
e .41739 .43543 .88288 .57205 
a 
0 
3.2185 3.0456 2.4784 2.8960 
Units: 1 
a 
o 
( i - 1,2,3), * t 
, i n Angstroms; 
hex ( i " 
aprh» e» °£cr 
*hex» r' 8' * i f c r ( 1 " 1 ' 2 , 3 ) ' 
, in decimal degrees; 
V p r h, i n (Si) ; u and c are constants. 
f estimated by assuming a linear change of u throughout As-Sb 
solid solutions. 
TABLE (2.2): ROOD temperature reciprocal l a t t i c e 
parameters of the group v semimetals. 
Parameter B i Sb As 
As(25.5 at. 7. 
-Sb 
1.6816 1. 7738 2.0195 1.8325 
P 110.56 110.60 111.68 110.94 
b 
o 
1.1112 1.1761 1.3367 1.2361 
VBZ 3.5054 4.1059 5.7632 4.4605 
. Units: V i - 1,2,3), b Q, in Angstroms; 
V B 7, i n (%)" ; p, i n decimal degrees. 
TABLE (2.3): Points of high symmetry on the surface of the 
Brillouin sone. The coordinates of the points are 
referred to the right handed orthogonal set 
(+k x, +k y, +k s) and the origin i s at T. 
Point coordinates Point symmetry 
and the 
associated 
elements 
Mu l t i p l i c i t y 
factor 
L 
X 
K 
(0, 0, 
°^»3s» 3r J 
/3s 3s 3r 
1 6s 1 
( — f 
W 1 ' 
it f. 2n, 
3»:E C*3 CJt C'2C'3 
1 ^6 a d l ad2 ffd3 
S ! E C , 2 1 I f f d l 
='« C'22 1 ffd2 
( -2- *-£,,(>) 2:E C 
6/3s 
6s * 3r 
) 2:E C 
23 
22 
3 
3 
W 
U 
U' 
Z 
N" 
3yjs 2*3s 2* r 
i r3* 3sr2» 3r' 
2:E C 23 
2:E C 21 
(0. f , f 2 , f ) m:E 9 
(0, fcf„ 0) 
( «75.£i» T27fi»0) - ! i ad2 
m:E a 
£ 3 - fc +V5iC2-
TABLE (2.4): Symmetry points inside the Brillouin zone. 
The coordinates of the points are referred 
to the right handed orthogonal (+k , +k , +k ) set. 
x y * 
Point Coordinates Point symmetry and M u l t i p l i c i t y 
the associated elements factor 
(0,0,0) 3»:EC±C' 2 1C- 2 2C' 2 3 
1 a d l ffd2 ffd3 
H ~<6,ky,kE) m: E ^~ 
(k ,k ,k ) 
X* y* z' 1: E 
6 
12 
TABLE (2.5); Lines of symmetry on the surface of the Brillouin 
sone (see figure 2.8). The coordinates of the points, 
which are located between the end points of the 
Indicated lines, are referred to the right handed 
orthogonal (+k , +k , +Ic ) set. 
x y s 
Point Location 
Line 
Coordinates 
Point synmetry 
and the M u l t i p l i c i t y 
associated factor 
elements 
Q 
M 
M' 
Y 
R' 
V 
S 
(T.W) 
(T,U) 
(T,Z) 
(W, L) 
(U', H») 
(Z, H») 
(X,K«) 
(U,X) 
(X, U«) 
(k ,/3k , * ) x' x' r 
(/3k ,k , * ) 
y y r 
(o, ky, *> 
(k — - ) 
K x* 3s' 3r' 
(/5k ,k ,k ) 
y* y* « 
(0. k y, k a) 
( k x ' V 3?> 
(/3ky, k y, k E) 
(/3kyf k y, k 8) 
2: E C< 23 
m: E a d2 
m: E cr d l 
2: E C 21 
m: E <r * 2 
m: E cr d l 
2: E C 22 
m: E a d2 
m: E a d2 
TABLE (2.6); Lines of symmetry inside the Brillouin zone (see 
figure 2.8). The coordinates of the points, which 
are located between the end points of the indicated 
lines, are referred to the right handed orthogonal 
(+k , +k , +k ) set. * y • 
Point location 
line 
Coordinates 
, factor elements 
A (r,T) (0,0,k ) z 3m: E 4 "di < 
( i = 1,2,3) J 
2 
Z (r,K) (k x,/3k x,0) 2 : E.C'3 6 
A (r,x) (/3k ,k k ) 
y y r y 
m : E ad2 _ 6 
A' (r,D (o,ky, frky) m : B * d l 6 
r (r,z) (O-V*5EV m : E a d l 6 
F 
F1 
(r,N) 
(r,N») 
(0,ky,0) 
C/3ky,ky,o) 
m : 
m : 
E a d l 
E a d 2 
6 
« 2 - 2 - <f,> 
•X •2 
• 
2hox 
hex 
•x 
*ihex 
FIGURE (2.1): The "obverse" A2h„ ^ ) and reverse 
^jhexJ^2hBK*^hex' s e M i n f l s ° * t h e hexagonal unit cell and 
the primitive rhombohedral unit cell (3j , a 2 ^ 3 ) drawn in 
the rhombohedral space lattice. The common origin of the 
unit cells is a lattice point. TheUx^y ,*z) right handed 
crystallographic orthogonal set relative to the unit cell 
axes is shown. The prh angle a is also shown. 
*hex 
«z 
1> 
• 
i 
«x 
2h«x 
r 2 hex 
1 hex 
PICTT'RTS ( 2 . 2 ) ; The prh u n i t c e l l and the two 
equivalent hexagonal u n i t c e l l s of 
the A7 s t r u c t u r e ; heavy dots r e p r e s e n t 
atomic s i t e s . The common o r i g i n of 
the u n i t c e l l s i n an atomic s i t e . Notice 
that r i s the o r i g i n of the u n i t c e l l s 
shown i n f i i j u r e ( 2 . 1 ) . The (+x,+y,+z) 
s e t i s a l s o i n d i c a t e d . . 
z 
o 
o 
/ 
/ 
/ v. 
/ 
/ 
/ 
0 
2S« 
a 
gIGllRB ( 2 . 3 ) ; (+y, +z) C r o s s - s e c t i o n of the A7 s t r u c t u r e . 
Fo^.r v n i t c e l l c r o s s s e c t i o n s are shown, 
( i . e . prh, hex, f o r , and "Vi^pier-Seitz u n i t 
c e l l s ) . C i r c l e s r e present the p o s i t i o n s of the 
atoms and dots are the rhomhohedral l a t t i c e 
p o i n t s . 
•2 
45 \ / \ \ / \ / 
/ 
< NJ i \ 
/ 
\ / \ 
7 
( S lhex + 2 2hex) 
FIGURE ( 2 . 4 ) : (+x, +z) P r o s s - s e c t i o n of the A7 
s t r u c t u r e . I * i s an a l t e r n a t i v e i n v e r s i o n 
centre point to the point r . 
3hex ro 
<*1 
pro)\-2s9 BISECTRIX 
hex hex 
pro! 
21 
BINARY 
FIGURE (2-5): xy cross-sect ion of the A7 structure. 
The cross-section of the hexagonal unit cell and 
the projection of the other cells on the xy plane 
are shown. 
Trigonal 
•2 
I \ 
I •X 
Binary 
Bisectrix 
FIGURE (2.6): 'Tigner-Seitz u n i t c e l l f o r the A7 
structure. The r i g h t handed c r y s t a l l -
ogr^phic orthogonal (+x, +y, +z) set i s 
shown. The p r i m i t i v e rhombohedral angle 
c< i s also indicated. 
" C 
•3 
120 
1 a) D b D 3d 3d 3d 3d 
12(f 
c T) 1) 3d 3d 
FIGURE 2.7 (a tb,c): Space groups isogonpl with point 
group lra(T>2^). The appropriate 
p r i m i t i v e translations and mirror 
planes ere shown. i s the 
common 3-fold r o t a t i o n a l axis. 
TTotice while i t i s possible to 
construct a p r i m i t i v e hexagonal 
u n i t c e l l i n cases (a) and ( b ) , 
t h i s i s not possible i n case ( c ) . 
u 
N 
i R ! 
v 
i 
r 
>• 
A 
St 
V. 
FIGURE (2.8): The B r i l l o u i n zone f o r the A7 structure 
showing special points and l i n e s of 
symmetry. The,rb*?sic section" of the zone 
i s shown underneath; special points and 
li n e s of symmetry inside t h i s section are 
indicated. Point Gf inside the basic 
section, i s a general point with no symmetry. 
9): k x ky cross s e c t i o n o f the B r i l l o u i n zone. 
The two-fold r o t a t i o n a l axes and m i r r o r 
•planes w i t h t h e i r n o t a t i o n nre i n d i c a t e d . 
The shaded area i s the cross section o f 
tVie basic s e c t i o n of the " R r i l l o u i n zone. 
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CHAPTER THREE 
SPACE-TIME SYMMETRY RESTRICTIONS ON THE FORM OF 
TRANSPORT TENSORS 
3.1 INTRODUCTION 
In section two of t h i s chapter the basic transformation 
properties of tensors are reviewed and i n section three an 
outline of tensor calculus i s <;iven. I t i s hoped that 
these two sections w i l l serve as a guide and source of 
reference to the rest of the work presented i n t h i s thesis 
i n which tensors are employed throughout. 
I n section four cl a s s i c a l and group t h e o r e t i c a l methods 
are used to study the l i m i t a t i o n s of c r y s t a l symmetry on 
the forms of tensors. An alt e r n a t i v e formula to that of 
Bhagavantam's i s given. Furthermore to f i n d the precise 
forms of tensors a new approach i s suggested - the 
Projection operator method. 
In the l a s t section (section f i v e ) the f i e l d dependent 
tensor transformation law i n conjunction with Onsager 
r e c i p r o c i t y r e l a t i o n s i s used to establish the forms of 
transport tensors. For t h i s purpose a set of generating 
symmetry elements fo r each 11 enantiomorphous point groups 
are derived and l i s t e d . 
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The forms taken by the magnetic f i e l d dependent 
magnetoresistivity and magnetotherraoelectric power tensors 
are tabulated i n the so-called "dot notation". Each 
tensor component i s divided i n t o "even" and "odd" parts 
with respect to the magnetic induction B. ?urthermore i t 
i s shown that the TJmkehr ef f e c t (which i s usually thought to 
be an anomalous e f f e c t ) can occur i n any component of the 
f i e l d dependent transport tensors which contains both 
"even" and "odd" parts i n B* and to be a d i r e c t r e s u l t of the 
anisotropy of the c r y s t a l . 
3.2 TENSORS IN CRYSTALS 
A tensor of rank n has 3 n components which transforms 
under coordinate transformations as 
T i j k . . . n " R i p R j q ^ r ' " ^ Tpqr...u * 3 - 1* 
where R^ pt ^jq» ••• a x e "^e components of the transformation 
matrix which i s a d i r e c t i o n cosine matrix i t s e l f ; 3L..,. 
pqr••*u 
and n are the o r i g i n a l and transformed tensor 
components respectively. According to t h i s d e f i n i t i o n a 
tensor of zero rank i s a scalar and a tensor of f i r s t rank 
i s a vector. To make the tensor concept clear, l e t us 
consider a vector X which i s a f i r s t rank tensor i t s e l f . 
I n a given 
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reference frame the vector A i s determined uniquely by 
a set three components A i ( i = 1, 2, 3 ) . I f a new 
coordinate system i s introduced the same vector 7 i s 
determined by a set of components these new 
components are related i n a d e f i n i t e way to the 
old- I t i s the law of transformation of components of 
a vector that i s the essence of the vector idea, and 
the same i s true of tensors. Since tensors are physical 
quantities or physical properties that are independent 
of the choice of the reference frames they form an 
ideal t o o l f o r the study of natural laws. 
In s o l i d state physics, most of the physical 
properties of single crystals depend on the d i r e c t i o n 
i n which they are measured. Therefore, physical properties 
of single crystals must be regarded as anisotropic, or at 
least p o t e n t i a l l y anisotropic. A great s i m p l i f i c a t i o n 
occurs when the equations representing physical properties 
are w r i t t e n i n tensor form. Tensors also f a c i l i t a t e the 
transformation of equations from one set of coordinates 
to another. Here orthogonal transformations i n 
Cartesian space and therefore Cartesian tensors are only 
considered. A physical property of a c r y s t a l i s defined 
by a relationship between two or more measurable quantities 
associated with the c r y s t a l . These measurable quantities 
are f i e l d s induced i n matter by external causes and are 
called physical tensors. Typical examples are current 
density ? and e l e c t r i c f i e l d i n t e n s i t y ? which are f i r s t 
- 36 -
rank tensors. The l i n e a r relationship between these 
physical tensors (ohm's law) defines the property tensor 
p^y Let us show that transforms l i k e a second rank 
tensor: I n a given cartesian coordinate system, i n 
s u f f i x notation, the vectors and are related by 
s i - Pid J r ( 3 - 2 ) 
I f these vectors transform to a primed coordinate system 
as 
and fn - R n d J j (3.4) 
" * n j P i j J n ' pmn J n ' ( 3 - 5 ) 
Here and are the components of a 3x3 transform-
ation matrix and ( i , ;), m, n * 1, 2, 3)* Prom 
equations (3.2) and (3.5) we can conclude that P^j 
transforms as a tensor of second rank. 
3.2.1 Polar and Axial tensors. 
There are some tensors which obey the transformation 
law. 
^Jk.-.n " 1 R i p R J q ^ r "*' he* Tpqr...u ^ 3 , 6 ) 
where the negative sign i s taken f o r transformations 
which change right-handed coordinate axes i n t o l e f t -
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handed and vice versa, and the posit i v e sign f o r 
transformations which do not change the hand of axes. 
A transformation which does change the hand of axes 
can always be considered to be a combination of a 
r o t a t i o n of the axes and a reversal of t h e i r sense, i . e . 
r o t a t i o n followed by a r e f l e c t i o n or inversion. 
Tensors which transform according to equation (3.6) are 
called a x i a l tensors (or pseudotensors) while a true ' 
tensor, which transform according to equation (3.1), i s 
referred to as a polar tensor. To prevent the description 
of polar and a x i a l tensors from becoming too abstract, 
l e t us "tak*. •the magnetic induction vector 5 which can 
be considered as a prototype a x i a l vector (a f i r s t rank 
tensor). Vector B cannot only be represented by a l i n e 
of a certain length drawn i n a certain d i r e c t i o n , but 
also a sense of r o t a t i o n i s associated with the d i r e c t i o n 
of i t . When an e l e c t r i c current circulates i n a c o i l , 
a magnetic induction 5 i s produced along the axis of 
the c o i l , the direction of S i s solely determined by 
the sense of the c i r c u l a t i n g current i n the c o i l . On the 
other hand a polar vector ( *.g- e l e c t r i c current density 
vector J or e l e c t r i c f i e l d strength 1) can be represented 
unambigously by a directed arrow. 
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3.2.2 I n t r i n s i c symmetry of tensors. 
A tensor ^ ^ . . . n * s B&id. to "be symmetric i n the 
indices i and j , i f T j > j j c > # B n • ^ j i i c . n ' S i m i l a r l y , a 
tensor i s antisymmetric with respect to a pair of i t s 
indices, say i and j , i f an interchange of these indices 
merely changes the sign of the tensor components, 
1- e- T i j k . . . n " - T j i k . . . n - Symmetry and 
antisymmetry are preserved under coordinate transform-
ations. The property of a tensor being symmetric or 
antisymmetric i s referred to as the i n t r i n s i c symmetry 
of the tensor. This i n t r i n s i c symmetry i s something 
inherent to the physical property tensor and persists 
irrespective of the symmetry of the c r y s t a l under 
consideration. 
As an example, l e t us consider transport tensors 
which are the main concern of t h i s work. I t i s w e l l 
known that the i n t r i n s i c symmetry of transport tensors 
are the Onsager r e c i p r o c i t y r e l a t i o n s (see Onsager 1931a 
and b) which are due to the p r i n c i p l e of microscopic 
r e v e r s i b i l i t y . This p r i n c i p l e may most concisely 
expressed by quoting Casimir (1945): 
N . . . t h a t the fundamental equations governing the 
motion of i n d i v i d u a l p a r t i c l e s are symmetric 
with respect to past and f u t u r e , or, 
mathematically speaking, that they are 
invariant under a transformation (t)—»(-t) 
- 39 -
Although, i n p r i n c i p l e , the i n t r i n s i c symmetry of 
transport tensors ( i . e . Onsager r e c i p r o c i t y r e l a t i o n s ) 
and thus the p r i n c i p l e of microscopic r e v e r s i b i l i t y 
i s a r e s u l t of time reversal symmetry (see Fumi 1952b), 
i t i s derived from the principles of i r r e v e r s i b l e 
thermodynamics which i s beyond the scope of t h i s work. 
3.3 TENSOR CALCULUS 
The s i m p l i c i t y and elegance which tensors bring to 
the study of the-physieal-properties of single crystals 
leads us to outline the language of tensors which i s 
called tensor calculus. 
3.3.1. Tensor addition 
Tensor addition i s defined only f o r tensors of equal 
rank. Two tensors ere added by simply adding t h e i r 
corresponding components. I t could be extended to 
include three or more tensors. This addition operation 
i s commutative and associative. A useful application of 
tensor addition (or subtraction) operation i s that any 
tensor of rank two say T^ a may be expressed as the sum 
( a\ (a) of a symmetric and an antisymmetric T^^ tensor, 
i .e. 
««- 4V • ' i s ' • (3-7) 
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(a) (a) The symmetric T£j' and antisymmetric T£j parts 
respectively are given by 
and l(*> - J ( S l J - > J ± ) . (3.9) 
3»3»2 Tensor products 
( i ) Outer product 
The simplest example of outer product of tensors i s 
the product of two tensors Ap and of rank one ( i . e . 
-two-vectors-A— and—8-)-*-defined--as:— — 
Tpq ' V q ( P' q " l f 2 f 2 )' ( 3' 1 0 ) 
The nine products i n equation (3.10) which are convenient-
l y w r i t t e n i n a square array as 
T l l T12 T13 A 1 B 2 * 1 B 3 
A 2 B 2 A 2 B 3 
hh. A 3 B2 A3B3 
or T 2 1 T 2 2 T 2 3 ] (3.11) 
T31 T32 T33 
Note that US * SI. To see that i n equation (3.10) T p^ 
i s a tensor of second rank, consider i t s transformation 
r u l e 
* 1 J ' A i *i m ( Rip V (Ra« V • 
" R i P R i q *P B q " R l P R3q ^ 
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which i s equivalent to equation (3-1) f o r rank two. 
Simi l a r l y the nine products i n equation (3.12) can 
conveniently be w r i t t e n i n a square array as 
/ *A 'l B3 \ 
or 
A 3 B 2 *A 1 
L12 
22 
* \ 
T13 * 
L23 
T31 T32 
(3.13) 
v . 
Another example i s the outer product of two second 
rank tensors S„„ and T . Each tensor has nine pq vw 
components so that i t i s possible to form 81 products 
as 
pqvw (-3.1-4) 
On transformation of the orthogonal axes equation (3.14) 
transforms as 
Q'ijmn " S i j Kai " 
' ( R i p R j q V ( Rmv Rnw Tvw> » 
* R i p R j q ^ v ^w S p q Tvw 
- R i p R j q ^  ^iw V ' ( 3 # 1 5 ) 
Prom t h e i r transformation r u l e i t i s c l e a r l y seen that 
the 81 componented quantity ( i . e . Qpq^) i s a f o u r t h 
rank tensor. The extension of the above argument to 
tensors of rank other than two i s obvious. Generally 
the outer product of two tensors of rank m and n gives 
a tensor of rank (m+n). I n the l i t e r a t u r e , f or the 
- A? -
outer product of tensors, the names: dyadic product, 
exterior product, ordered product can frequently be 
encountered. 
( i i ) Inner product (single contraction). 
The inner product of two tensors i s obtained from 
the exterior product by put t i n g equal two neighbouring 
indices belonging to each of the tensors respectively, 
and by summing over the r e s u l t i n g "dummy" index. 
Inner product i s indicated by i n s e r t i n g a dot between 
the symbols of the tensors. An obvious example to 
t h i s type of product i s the well known dot product of 
two vectors 1 and 5 (which are f i r s t rank tensors) i . e . 
A'l = A ^ (3.16) 
which i s a scalar. 
To give more examples, l e t T* be a second rank tensor and 
1 be a vector, then 
T«A = Ti-jAj. (3.17) 
The quantities T j j A j are components of a vector. I n 
the same fashion 
A'T - AjTj£• (3.18) 
I t can easily be shown that the dot products 
T-A and A?? are the same only i f T i s 
symmetric. I f both *S and 1? are second rank tensors, 
then t h e i r inner product S«T i s also a second rank 
tensor whose components are 
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Q i k = S.T - S ± j T 3 k. (3.19) 
I f H i s a t h i r d rank tensor and T i s second rank, the 
components of the resultant t h i r d rank tensor produced 
by single contraction are 
P i 3 k = C.T = 0 1 J a T^ . (3.20) 
Thus, i n general, the single contraction of an n rank 
tensor with an m rank tensor i s an (n+m-2 ) t n rank 
tensor. The w. n implies that the repeated indices are 
those which are at the r i g h t of the sequence fo r the 
left-hand tensor and at the l e f t of the sequence f o r 
th 
the right-hand tensor, i . e . i f T i s an n rank tensor t h t t h •* and S i s an m rank tensor, the (n+m-2) rank tensor Q, 
i n s u f f i x notation i s siven by 
Qir'Tu-'-w - - Ti1...rs... Ssu...w * ( 3 ' 2 1 ) 
As i n the case of the outer product, d i f f e r e n t names have 
also been used f o r the inner product. These are i n t e r i o r 
product, dot product and contracted product. I f A and 
B are two vectors and T i s a second rank tensor, an 
operation which is usually called double product i s 
given by 
A-^ 'B * (A.¥).B » A«(T'B). (3.22) 
Equation (3.22) which i s a scalar quantity i s wri t t e n i n 
s u f f i x notation as 
A.T'B = AiTi-jBj. (3.23) 
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A«T«B i s equal to B«T»A when T i s a symmetric second 
rank tensor f o r which » T^. Similar typesof 
expressions to equation (3.22) are frequently used i n 
so l i d state physics, p a r t i c u l a r l y to represent e l l i p s o i d a l 
constant energy surfaces. 
I t i s very important to note that the dot product 
operation (the inner product or single contraction) can 
be represented by matrix m u l t i p l i c a t i o n ; t h i s i s c e r t a i n l y 
true f o r f i r s t and second rank tensors. Let us show t h i s 
by examples. Equation (3.17) can be w r i t t e n i n matrix 
notation as 
where the components of the second rank tensor T are 
regarded as the components of a 3 by 3 square matrix 
and the components of the vector A are w r i t t e n as a 
column matrix. Equation (3.18) may be worked out i n a 
similar manner, except that now the vector A must be 
w r i t t e n as row matrix i n order to perform the m u l t i p l i c a t i o n ; 
13 11 12 
21 22 23 
T T 32 33 31 
!•¥ « (A x A 2 A 3) • 
/ 11 13 12 
T 22 23 21 
32 33 31 
(3.25> 
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By w r i t i n g the second rank tensors S and T as 3 by 3 
square matrices equation (3*19) becomes 
' /T. 
Q = S-T 21 S22 S23 
L l l x12 L13 
x21 x22 L23 (3.26) 
\ S 3 1 S32 S33 J \ T 3 1 32 A33 
Si m i l a r l y , equation (3.23) can be w r i t t e n i n matrix 
notation as 
P l l T12 T13 
A«T«B (A x A 2 A 3) L21 L22 A23 
^31 A32 A33 
B, 
/ W 
(3.27) 
Matrix representation of tensor products ( i . e . inner 
product) involving higher than second rank tensors has 
found to be complicated and therefore l e f t beyond the 
scope of t h i s work. Thus these types of tensor products 
w i l l have to be w r i t t e n i n s u f f i x notation only. On the 
other hand, tensors up to second rank can c l e a r l y be repres-
ented by rantrices. Referred to an orthogonal set of 
axes, a scalar (zero rank tensor) has one component and 
thus can be thought of as a 1x1 matrix, a vector ( f i r s t 
rank tensor) has three components which can be represented 
by a 3x1 column matrix or 1x3 row matrix, and a second 
rank tensor has nine components which can be displayed 
as a 3x3 square matrix. Furthermore, the transformation 
rul e f o r the f i r s t and second rank tensors can also be 
represented by matrices. 
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S u f f i x notation Matrix notation 
Vectors A ' i = R i 3 A 3 A = RA 
Second rank 
tensors T i j = R i p R 3 q T p q T' = RTR 
t Here primes represent the transformed tensors and R 
i s the transpose of the transformation 3x3 matrix. 
In f a c t , the above mentioned matrix representation 
of tensors are the only resemblance between tensors and 
matrices. For example, a tHfd"FaW"tehsbr Ras 27 
components and these would require a 3x3x3 cubical array 
f o r proper systematic display. Although customarily 
higher order tensors have usually been displayed i n array 
form, this is merely f o r display purposes and 
for tensor product* and transforms tions,matrix algebra cannot 
be applied properly. 
( i i i ) Double inner product (double contraction). 
The double contraction operation of n rank tensor 
T* with an m*h rank tensor 1 i s a (m+n-4)**1 rank tensor 
Q w r i t t e n as 
"5 - T:l (3.28) 
I n s u f f i x notation equation (3.23) becomes 
i j . . .otu...w * i j . . . o p q pqt...w (3.29) 
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where the dublication of the indices p and q implies 
double summation. I f both T and S are second rank 
tensors,'then T:S i s a scalar given by T^j S^j • I f IF 
i s a t h i r d rank tensor and "§ i s second rank, then the 
double contraction gives a vector whose components are 
, : S - T i j k s d k - (3.30) 
I f the tensors to be combined are of high rank, t r i p l e 
contractions can also be defined. 
3-3.3 Some properties of symmetric second rank tensors. 
I f T i s a tensor of rank two and i t s components are 
such that • then T i s a symmetric second rank 
tensor. The importance attached to a symmetric second 
rank tensor i s that a l o t of physical properties are 
represented by t h i s tensor. Referred to an orthogonal 
t r i a d a symmetric second rank tensor can at most have 
six number of independent components. There i s always 
some or i e n t a t i o n of these orthogonal axes such that the 
components of the symmetric second rank tensor T J J w i l l 
a l l be zero f o r i * j . The orthogonal set of axes i n which 
t h i s i s true are usually called the -Principal axes of the 
tensor. One of the consequences of t h i s i s that any 
symmetric second rank tensor may be characterized by a 
maximum of three quantit i e s , i . e . the components along 
the p r i n c i p a l axes of the tensor. I n other words a symmetric 
second rank tensor can always be transformed to a 
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diagonal form f o r a certain orthogonal set of axes. 
I t i s also possible to describe a symmetric second 
rank tensor geometrically. This i s called the 
representation quadric. I t i s a property of a quadric 
that i t possesses three mutually perpendicular axes 
which are called p r i n c i p a l axes. These axes turn out 
to be the same as the p r i n c i p a l axes of a symmetric second 
rank tensor. I n genernl, the representation quadric i s 
defined as 
Referred to- the-principal-axesy equation (3.31) becomes 
T11 x 1 2 + T22*2 + T33*3 " 1 • (3.32) 
A tensor inverse to a second rank tensor i n general 
and to a symmetric second rank tensor i n p a r t i c u l a r can 
always be defined. The procedure of f i n d i n g t h i s inverse 
tensor i s the same as that of fi n d i n g the inverse of a 
3x3 matrix. The directions of the p r i n c i p a l axes of both 
a symmetric second rank tensor and i t s inverse coincide. 
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3.4 EPPBCT OP CRYSTAI SYMMETRY ON THE FORMS OP THE 
TENSORS REPRESSING MACROSCOPIC PHYSICAL 
PROPERTIES OP CRYSTALS. 
The relationships between the symmetry of crystals and 
t h e i r macroscopic physical properties have been a subject 
of study f o r a long time. I n a l l such studies, many of 
the physical properties of crystals have been expressed 
by r e l a t i o n s between tensors. Such tensor r e l a t i o n s are 
called " c o n s t i t u t i v e equations". Here, i n t h i s section, 
the use of symmetry to simp l i f y the forms of tensors 
describing various physical properties of crystals w i l l be 
outlined. I n addition, the use of group th e o r e t i c a l 
methods to f i n d the number of independent components of 
tensors and t h e i r precise i d e n t i f i c a t i o n w i l l be 
generalized. 
3.4.1 Neumann's p r i n c i p l e 
Neumann's p r i n c i p l e which states that a bulk physical 
property of a c r y s t a l must possess at least the point 
group symmetry of the c r y s t a l . The f i r s t implication of 
t h i s p r i n c i p l e i s that any given physical property may 
possess a higher symmetry than that possessed by the 
c r y s t a l . The second implication i s th a t under any 
symmetry transformation of coordinates appropriate to the 
point sroup of the c r y s t a l , a l l components of the tensor 
representing a physical property are unchanged. 
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Mathematically speaking, this second i m n l i c a t i o n of 
Neumann's p r i n c i p l e i s t h ? t the transformed tensor s h a l l 
be i n d i s t i n g u i s h a b l e from the o r i g i n a l and consequently 
the primes may be removed from the tensor transformation 
equations (3.1) and (3.6). For example, when R r e p r e s e n t s 
a symmetry element of the c r y s t a l p oint group, equation 
(3.1) f o r a p o l a r tensor T of any rank must be r e p l a c e d by 
T i j k . . . n = ni&l<Pkr"mKmx Tpqr...u (3.33) 
An a x i a l tensor T of any rank, however, transforms 
according to 
T i - j k 7 . .n = * R i p - R d q * k r T p q r . . .ii " < " " 4 ) 
which i s the unprimed form of equation (3.6). 
3.4.2 C r y s t a l symmetry r e s t r i c t i o n s - CLASSICAL METHODS 
Equations (3.33) and (3.34) can be considered as 
the mathematical expressions f o r Neumann's p r i n c i p l e . 
The c l a s s i c a l way of studying the e f f e c t of c r y s t a l 
symmetry to s i m p l i f y the forms of ten s o r s d e s c r i b i n g v a r i o u s 
p r o p e r t i e s of c r y s t a l s i s the d i r e c t use of the tensor 
transformation equation (3.33) f o r p o l a r t e n s o r s and (3.34) 
f o r a x i a l t e n s o r s . The procedure can be s t a t e d as f o l l o w s : 
the symmetry elements of the point group of the c r y s t a l 
are s u c c e s s i v e l y a p p l i e d to the tensor equation and each 
time i t i s demanded t h a t the equations should remain 
i n v a r i a n t . As a r e s u l t , some of the tensor components 
may v a n i s h and r e l a t i o n s between the others may be 
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established. Various examples of the use of t h i s method 
can be found i n the clas s i c a l books of Nye (1960) and 
Bhagavantam (1966). 
However, i n order to secure the maximum s i m p l i f i c a t i o n 
i n the form of a tensor a l l the symmetry elements of the 
point group need not be used. A set of generating elements 
for each of the 32 crystallograph!c point groups may be 
used instead. To t h i s end, a set of generating elements 
f o r each point group have been l i s t e d by Birss (1966), 
(see column 8 of table 3 i n his book, pp. 36-38). 
The number of the generating elements f o r a point group 
i s considerably less than that of the symmetry elements 
of the point group. For example,for the point group 3m 
t h i s number i s 3 out of 12 symmetry elements. These are: 
I , and c'21 • The members of a set of 
generating elements of a point group are not unique, but 
they must s a t i s f y the following two conditions: 
(a) any sort of m u l t i p l i c a t i o n between the generating 
elements should not y i e l d a symmetry element which i s 
already a member of the set, and 
(b) a l l the symmetry elements of the point group should 
be obtained (or generated) from the generating set by 
m u l t i p l i c a t i o n . 
There i s , however, another classical method to si m p l i f y 
the forms of tensors. This i s the so called " d i r e c t 
inspection method" devised by Fumi (1952a). The basis 
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fo r t h i s method i s that orthogonal coordinate products 
transform l i k e the components of a tensor. 
Ma. thematically this means that the tensor transformation 
equation 
' l j - * i p R J , Tpq (3.35) 
can he replaced by 
X i *J " R i p R 3 q Xp \ < 3' 3 6> 
which i s the transformation equation f o r the coordinate 
products. I n equation (3.36) Xj, x 2 and x^ stand 
f o r the orthogonal set. Thus, the transformation law 
fo r a second rank polar tensor (equation 3.35) turns out 
to be the same as the transformation law f o r the products 
of coordinates (equation 3.35). This method seems to be 
pr a c t i c a l only when orthogonal coordinates do not transform 
i n t o l i n e a r combinations of themselves under c r y s t a l symmetry 
operations. Therefore, application of t h i s method to 
tr i g o n a l and hexagonal point groups need special 
consideration. 
To conclude, i t may be said that the safest and most 
systematic c l a s s i c a l way of studying the e f f e c t of c r y s t a l 
symmetry on the forms of tensors i s the use of Neumann's 
pr i n c i p l e (equations 3.33 and 3.35) i n conjunction with the 
generating elements f o r each of the 32 crystallographic point 
groups. 
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3.4.3. Crystal symmetry r e s t r i c t i o n s - SROUP THEORETICAL 
METHODS. 
1) Number of Independent non-zero components 
Bhagavantam and Suryanarayana (1949) have described a 
group t h e o r e t i c a l method (hereafter w i l l be called 
Bhagavantam's method) of determining the number of 
independent non-zero components of tensors representing 
variouB physical properties of crystals i n each of the 32 
crystallographic point groups. This number (n^) can be 
obtained by ( f o r more d e t a i l s , see, Bhagavantam 1966 p.83). 
n i x j ( R ) ^ ( R ) . (3.37) 
Here g i s the t o t a l number of symmetry elements of the 
point group under consideration, hj i s the number of 
elements i n the j class, X i ( R ) i s the character r e l a t i v e 
to the symmetry operation R i n the p a r t i c u l a r i r r e d u c i b l e 
representation and XJ(R) i s the character of the symmetry 
element R i n the tensor representation. I n Bhagavantam*s 
method, i t i s assumed that a l l tensors transform l i k e the 
t o t a l symmetric ir r e d u c i b l e representation; therefore, the 
value of XjCR) i s taken to be equal to 1 f o r a l l R. 
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The value of X^(R) i s calculated i n two steps: f i r s t l y , a 
character equation appropriate to the tensor under 
consideration i s obtained (see, Ehagavajitam 1966, tables 
V I I (a, b, c) pp. 88-90); secondly, t h i s character equation 
i s evaluated f o r each R of the point group under consideration. 
The character equation covers properties such as the nature 
of the tensor (polar or a x i a l ) and i t s i n t r i n s i c symmetry. 
Thus Bhagavantam1s method i s also called the character method. 
I t has been extensively used to calculate the number of 
independent non-zero components of various physical tensors 
i n a recent book by Wooster (1973). I t has also been 
successfully used by Sumengen (1971) and Sumengen and Saunders 
(1972b) who have ealculated--the-number-of—independent 
non-zero components of the low f i e l d galvanomagnetic and 
thermomagnetic tensors f o r the A7 structure materials. 
To calculate the number of independent non-zero 
components of tensors, a group t h e o r e t i c a l method 
al t e r n a t i v e to that of Bhagavantam•s has been described by 
Jahn (1937, 1949). This method avoid the character 
calculations. 
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I t consists of fin d i n g f i r s t the e x p l i c i t form of the 
tensor representation under conBideration f o r the f u l l 
group of a l l symmetry operations and then obtaining the 
form for the in d i v i d u a l point groups by reducing t h i s 
representation. At ^ resent, we w i l l not give a f u l l 
description of t h i s method because i t i s , i n general, 
based on the representation theory which we have not 
included i n t h i s vork. 
Before giving a generalization of Bhagavantam1s method, 
l e t us describe the contents of tables (3.1) and (3.2) 
which w i l l be frequently referred to i n the examples. 
Notes to table (3.1 ) 
( i ) I n general, the use of matrices to represent symmetry 
operations i s a common nraetice i n group theory. The set of 
synmetry elements of the crystallographic point groups can 
be represented by matrices. Here as an example the matrix 
form of the 12 symmetry operations of the point group "3m are 
l i s t e d . 
( i i ) The character of a symmetry element i s defined as the 
trace of i t s matrix, that i s , the sum of the diagonal elements 
of the matrix. 
( i i i ) The matrices are referred to a r i g h t handed orthogonal 
set: x^ C'2i» v//°di» ^ c 3 * Anticlockwise rotations are tak<--a 
as p o s i t i v e . The passive convention i s adopted, that i s , 
matrix operptors move the coordinate axes and leave the 
points (or bodies) f i x e d . 
^ 2 1 • V / ^ l 
TABLE ( 3 . 1 ) : Matrix representation of the symmetry 
elements (see section 2.2 f o r t h e i r description) of 
point group D7fl 03m): 
E 
I 73 L J 3 
4 1 
/ ] — • J 3 r J3 
JS i J3 i 21 22 23 
1 \ 1 1 
/ - I 0 0 
\ 0 0 - 1 
A >5 1 J3 
J5 I J3 1 
2 
1 
1 o\ 1 1 
71 1 0 0 * 3 dl d2 
1 1 / 0 0 
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TABLE (3.2): Character tnble f o r point group Im ( D ^ d ) • 
D 3 d E 
°3 2C, J 3C2 
rf21 
°22 
° 2 3 
I 
S 6 
2S. 6 
6 S i 
°d1 
ad2 
ad3 
A 1 g 
1 1 1 1 
A 2 g 1 1 
- 1 1 
1 
1 
h 2 0 2 l D 
A1u 1 1 -1 - 1 
A2u 1 1 -1 -1 -1 1 
Eu 2 -1 0 -2 1 - --o-
Notes to table (3.2) 
( i ) The symbol i n the upper left-hand corner of the table 
i d e n t i f i e s the p a r t i c u l a r point group (here point group 
D^g). The special symbols used are those f i r s t suggested 
by Mulliken (1933). A or B denote always one dimensional 
representations, E two dimensional, F three dimensional. 
The two dimensional symbol E should not be confused with 
the i d e n t i t y operation E. 
( i i ) The symbol A denotes the i r r e d u c i b l e representation 
which i s symmetric under the main symmetry operations 
about the p r i n c i p a l axis; here or C^ . Subscripts on 
the basic symbols are i d e n t i f i e d as follows: 
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1 • Symmetric under (T d i ( i • 1,2,3) operations 
2 • antisymmetric under 0^ operations 
g (gerade) = symmetric under an I(inversion) 
operation 
u (ungerade) • antisymmetric under an I(inversion) 
operation. 
Polar tensors transforms l i k e A^g and a x i a l tensors l i k e 
A1u' 
( i i i ) The symmetry elements of 3m are grouped i n 6 classes. 
This grouping i s based on the fact that a l l the symmetry 
operations i n the class have the same character (or trace) 
> and are related by s i m i l a r i t y transformations. By a class 
r we mean all -the -symmetry operations of "appoint" group which 
obey the r e l a t i o n 
R"1 C± R » CA (3.38) 
where i s a chosen symmetry operation and R runs over a l l 
the symmetry operations of the p a r t i c u l a r point group. 
( i v ) Here we s h a l l not attempt to explain how to 
construct the character tables f o r the crystallographic 
point groups. This rather specialized technique, which i s 
beyond the scope of t h i s work, involves a number of 
theorems on the representation theory. Fortunately, 
a l l the character tables we are l i k e l y to require are 
already exist i n the l i t e r a t u r e . They can be found i n most 
of the books on applied group theory (see, f o r example, 
Tinkham 1964 pp. 323-30; H a l l 1969 pp. 343-54; Bradley and 
Craeknell 1972 pp. 57-60). 
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We now give a generalized form of equation (3.37) as 
Here g and have the same meanings as i n equation (3-37), 
X 1(Rj) i s the character of the i i r r e d u c i b l e representation 
t h 
corresponding to the j class, X(Rj) i s the trace of the 
R j t h symmetry element i n the j * h class, and r i s the rank 
of the tensor under consideration. I f we know the nature 
of the tensor ( i . e . polar or a x i a l ) , the value of Xj_(Rj ) 
can be d i r e c t l y obtained from the character table: a polar 
tensor transforms l i k e a t o t a l l y symmetric one dimensional 
ir r e d u c i b l e representation (Aj i n table 3.2) and an a x i a l tensor transforms l i k e a one dimensional, antisymmetric 
under an improper r o t a t i o n , i r r e d u c i b l e representation 
( A j u i n table 3*2). X(Rj ) i s obtained from the matrix 
representation table (table 3.1) and i s the trace of the j 
matrix. Let us explain t h i s method by examples. I n a l l 
these examples, the number of independent non-zero 
components of certain tensors are going to be calculated 
for the point group 7m of major i n t e r e s t here. 
Example one. Consider the thermoelectric power tensor 
(o) 
a i j i a second rank polar tensor. Let us calculate the 
number of independent non-zero components of t h i s tensor. 
Because of i t s polar nature i t transforms l i k e A 1 g. Thus 
x i ( R j > — * X A ( R j ) " 1 f o r a 1 1 3 ^ 1 1 1 1 1 8 f r o m 1 t 0 6» 
i . e . , the number of classes i n point group "5m). 
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Prom table (3.2) 
g - 12; 
h 1 « 1, h 2 • 2, • 3 t 
h 4 « 1, h 5 . 2, h 6 » 3. (3.40) 
From table (3o1), the traces of the matrix operations 
are 
X(R^ o 3, X(R 2) » 0, X(R 3) - -1, 
X(R 4) — 3 , X(R 5) » 0, X(R 6) - 1 (3.41) 
where « E, R 2 « or R^ • C'21 or C 2 2 or C' 2 3 > 
I 
R 4 = I , R 5 - _8j or Sg, R 6 - (T d 1 or (X d 2 or G i y 
i 
Substitution of a l l the above values into equation (3*39) 
y i e l d s 
n i " Jz { h1 X i ( V 2 + h 2 X i ( R 2 ) C X ( R 2 ) ] 2 + 
+ h 3 X i ( R 3 ) [ X ( R 3 ) ] 2 + h 4 X ± ( R 4 ) [ X ( R 4 ) ] 2 + 
+ h 5 X A ( R 5 ) [ X ( R 5 ) ] 2 + h 5 X A ( R 4 ) [ X ( R 6 ) ] 2 } -
« 1 { (1) (1) ( 3 ) 2 • (2) (1) ( 0 ) 2 • (3) (1) (-1) 2 • 
• ( D ( D (-3) 2 • (2) (1) ( 0 ) 2 • (3) (1) ( D 2 } - 2 
(3.42). 
where the symbol i should be replaced by . Thus the 
number of independent non-zero components of the 
thermoelectric power tensor for 3m symmetry i s two - a very 
well known r e s u l t . 
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Example two. Consider the low f i e l d Nernst tensor a 4 .,v t 
an a x i a l t h i r d rank tensor. I t transforms l i k e A 1 u. 
Thus the values of X ^ R j ) are obtained from table (3.2) as 
X^R.,) « X^Rg) - X i ( R 3 ) - 1, 
X ± ( R 4 ) - X i(R^) - X ± ( R 6 ) « -1 (3.43) 
where i should be replaced by A 1 u. 
The re s t of the parameters take the same values as i n 
example one with the exception of r , the rank of the tensor, 
which i s 3. 
Substitution of the values into equation (3.39) y i e l d s 
" i = 12 ( V i t V Cx<Ri)]3 + hgX^Rg) [ X ( R 2 ) ] 3 + 
+ h3X ±(R 3) [ X ( R 3 ) ] 3 • h 4 X ± ( R 4 ) [ X ( R 4 ) ] 3 + 
+ f X< R5>] 3 + h6 Xi<V l><V]3 } <i^ Aiu> 
' 75 { ( D ( l ) ( 3 ) 3 - H ( 2 ) ( l ) ( 0 ) 3 + ( 3 ) ( 1 ) ( - 1 ) 3 + ( 1 ) ( - 1 ) ( - 3 ) 3 + 
• ( 2 ) ( - D ( 0 ) 3 + ( 3 ) ( - 1 ) ( 1 ) 3 } - 4. (3.44) 
Thus the number of independent components of ^ 
for *5m symmetry i s 4. Sumengen and Saunders (1972b) 
have obtained the same number by using Bhagavantam's method, 
For physical reasons some tensors possess i n t r i n s i c 
symmetry (see, section 3.2.2). However t h i s property, i s not 
included i n equation (3.39). P a r t l y following Lyubarskii 
(1960) p. 168 and Bhagavantam (1966) p. 97, a formula to 
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include the i n t r i n s i c symmetry of tensors i s given by 
n i - i - f wv|-5p 5 P <*> X<R*> x(rf5> [• 
(3.45) 
Here Np i s the order of the permutation P, my(n,..., p) 
are the cycle lengths of the permutations, X(R™) i s the 
trace of a new matrix which i s obtained by taking the m 
power of the j matrix. The minus sign i s taken when the 
relevant permutation changes the sign of the tensor under 
consideration. Now l e t us explain how to use equation 
(3.45) with an example. 
Example three. Consider the low f i e l d H a ll effect tensor 
P i j k » a * h i r d r n n k a x i a l tensor. I t i s antisymmetric 
with respect to i t s indices i and that i s , i j k ^ -
-,1ik«|. Thus the permutation group consists of the two 
permutations (Hp=2) 
1 s t ( D (2) (3) m-1, n-1, p-1 
2 n d (12) (3) m-2, n-1 . (3.46) 
I n the f i r s t permutation there are 3 cycles ( 1 ) , ( 2 ) , (3) 
and each cycle length i s 1 (m-1, n-1, p-1). 
In the second permutation there are two cycles (12) and (3), 
the length of the f i r s t cycle i s two (m-2) and the second 
i s one (n-1); i n the f i r s t cycle, interchange of the 
indices 1,2 changes the sign of the tensor; thus for t h i s 
case the minus sign i n equation (3.45) should be used. 
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If these values of H^, n, n and p are used, equation (3.45) 
becomes 
" i - g f h j x i ( V { 2 x ( V * v x ( v 
(3.47) 
Now i n t h i s equation, with the exception of X(Rj )» the 
values of the parameters can be found exactly the same 
way as those of examples one and two. 
Let us calculate the value of X(R^ ) by giving an example. 
Consider the matrix operation C ^ j l - t h e - value of-X(R.) i s -1 
(see, table 3.1 and equation 3.41) and that of X(R^ ) i s 3. 
Here we have obtained the number 3 by taking the square of 
the matrix . 
The r e s u l t , namely the number of independent non-zero 
components of , i s 
n i " T2 {< 1>< 1> I [ ( 3 ) 3 - ( 3 ) (3)] + (2)(1) \ [ ( 0 ) 3 - ( 2 ) ( 0 ) ] 
• ( 3 ) 0 ) 1 [ ( - 1 ) 3 - ( 3 ) ( - 1 ) ] • ( 1 ) ( - 1 ) i [ ( - 3 ) 3 - ( 3 ) ( - 3 ) ] 
+ ( 2 ) ( - 1 ) l [ ( 0 ) 3 - ( 2 ) ( 0 ) ] + ( 3 ) ( - D i [ ( D 3 - ( 3 ) ( 1 ) ] } -
» 2. (3.48) 
Thus there are two independent low f i e l d H a l l c o e f f i c i e n s t s 
for the A7 structure materials, a well-known r e s u l t . 
We conclude t h i s section by pointing out that the method 
which we hnve described here i s simple, systematic pnd more 
general then that of Bhag^vantam. 
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2) Forms of tensors - the projection operator 
Up to t h i s stage we have calculated the number of 
independent •non-'sero components of tensors only. In 
other words we do not know which are the zero (or non-zero) 
components and what are the relationships between the 
non-zero tensor components. To find the forms of these 
tensors, in addition to the above calculations, one of the 
c l a s s i c a l methods need to be used. Apparently group 
theory has been used only by Fumi (1952b) to tackle 
t h i s second stage. Although there i s complete agreement 
between h i s r e s u l t s arid ours, h i s method seems complicated. 
E s p e c i a l l y i n h i s paper a c r u c i a l step., the- construction 
of bases, does not seem clear (at l e a s t i t seems so to 
the present author). However, h i s paper has always been 
a helpful source during the progress of t h i s p a r t i c u l a r 
subject. 
Here we suggest a novel approach to find the precise 
forms of tensors. An operator (which w i l l be c a l l e d the 
projection operator, because i t has a s i m i l a r structure to 
that of the projection operator which i s used i n quantum 
mechanics to project out basis functions (see, for example, 
Tinkham 1964 pp. 40-42, Falicov 1966 pp. 57-53)), 
appropriate to each crystallographie point group i s 
constructed. This i s done by using the character table 
and the matrix form of the symmetry operations of the point 
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group under consideration. 
This projection operator can be written 
Here g and ^ ( R j ) are the same symbols as i n equation 
(3.39), the index j runs over a l l the symmetry operations 
of the point group. Classes are not involved. l e t us 
construct the projection operator for the point group "5m. 
To achieve t h i s end, the following ingredients are needed. 
(a) the character table (table 3.2), 
(b) the nature of the tensor (polar or a x i a l ) , 
(e) the twelve symmetry operations of the point 
group "5m (see, table 3.1). 
For ( b ) , l e t us reconsider example one, the thermoelectric 
(o) 
power tensor 4 ^ ., a second rank polar tensor which 
i 
transforms l i k e A 1 g. Thus, from table (3.2), ( R j ) = 1 
for a l l Rj(j=1,2,3, ... , 12) and g - 12. 
We now write the projection operator (equation 3.49) for 
3m symmetry as 
i 
Pop " T T { E + C 3 + C 3 + C 2 1 + C 2 2 + C 2 3 * 
• I + S 6 + S g + <Jd1+ 0Td2 + CT d 3| (3.50) , 
where i—»A 1 g. 
Already i n section (3.4.2) we have mentioned that Cartesian 
coordinate products transform l i k e the components of a 
tensor (equation 3*36). 
I f the tensor components are denoted by the coordinate 
products that are t h e i r indices, the unslmplified form of 
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the thermoelectric) power tensor can he written as 
xz XX 
o) 
yx yy yz 13 
zx ay zz 
(3.51) 
Now we apply the projection opemtor, that i s , equation 
3.50, to a l l the pomponents of t h i s tensor (equation 
3.51). The operator i s applied to each tensor component 
component. To find t h i s , we need to know how the Cartesian 
coordinates x, y, z transform under the symmetry operations 
of the point group. For t h i s purpose, transformed form of 
the x, y, z coordinates under the point group "3m symmetry 
operations are l i s t e d i n table (3*3). 
separately. l e t us see the effect of ^ : on the xx 
TABLE 0-3): Transformation of x,y,z i n point group D^Om). 
{+^b*2^ * + y o r projection of 8g on the xy plane, 
+ z / C ^ 0 l t 1 + V a 3 > / t 1 1 1 l >• 
Point group 
symmetry 
operation X 
Transformed form 
y 
of 
z 
E X y z 
C 3 - M r 2 X 2 y z 
°3 2 2 y 2 2 y z 
°21 X -y -z 
c' 2 2 2 2 2 2 -z 
c' 2 3 2 2 2 2 y -z 
I -X -y -z 
2 2 -z 
s i 2 2" -z 
d1 -X y z 
d2 2 2 y z 
d3 2 2 z 
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By using table (3.3), the e f f e c t of p j p on the xx component 
becomes 
+ ( ^ - ^ r ) 2 + C-*K-x)+(|*+ :fy> 2 +<k- 5fy> 2 } -
s i m i l a r l y 
p i 
op (yy) - l u V ) 
p i 
op (••) 
- z 2 
pi-op (xy)~ • Ptp(xz)-Pj p(yx) - P J p ( y z ) - p J p ( z x T - p J p ( z y ) ^ 0. 
(3.52) 
Here attention should be paid to the order of the 
multiplication of the x,y,z coordinates. For example, 
2 2 4 4 4 4 
but #= i x 2 - ^ x y ( o r - % x ) + J y 2 . (3.53) 4 2 2 * 
A tensor component which i s operated on w i l l be c a l l e d the 
ori g i n a l tensor component and the projected out component or 
a l i n e a r combination of components w i l l be c a l l e d the 
resultant component. 
We interpret the operations i n equation (3*52) as follows: 
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( i ) I f the projection operator operating on an o r i g i n a l 
component projects out zero, we say that t h i s o r i g i n a l 
component vanishes. Thus the application of the projection 
operator on a tensor component has the property of yielding 
zero unless the tensor component being operated on i s a 
non-zero component i t s e l f . 
( i i ) I f the r e s u l t i s not zero, we say that the o r i g i n a l 
component does not vanish. The l i n e a r relationships 
between the projected out components are taken to be the 
same relationships between the corresponding o r i g i n a l 
components. For example i n equation (3.52), the projection 
1 9 9 
-operator-has-been-pro je c t e d - o u t ^ ( x +y--)- from-both-the-(xx) 
and (yy) o r i g i n a l components. Therefore we take xx«yy. 
Thus we then identify the two independent non-zero components 
of the thermoelectric power tensor as xx(=yy) and zz. Hence 
the f i n a l form of the tensor (equation 3.51) becomes 
t r i v i a l . 
This projection operator approach may be mathematically 
formulated and generalized as follows: 
Let U.|(x,y,z), U 2(x,y,z) ,...., TJ n(x,y,z) represent the 
o r i g i n a l tensor components where n i s the rank of the 
tensor and l e t f ^ x . y . z ) , f 2 ( x , y , z ) , ... represent the 
resultant components. 
I f P j p U k(x,y,z)-0, we say that the o r i g i n a l k component 
(k » 1,2,3,..., n) i s zero. 
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pop u^( x»y» z) a ^ ( x . y . z ) 
o r i f Pop u k ^ x » y , z ) = *2(xtY**) 
Pop u^( x»y» z) - -5f 2(x,y,z) 
7!e take U k(x,y,z)=U^(x,y,z) 
where k,k* - 1,2,3. ..n and 
k * * 
We take 
U k(x ty,z)=-5Ujf(x,y,z) 
(3.54) 
I n the related f i e l d we could not find a theorem to 
account for t h i s case - probably there i s not one. 
The i n t r i n s i c symmetry ( i f any) of tensors, however, 
i s not contained i n equation (3.50). We have found i t 
convenient to impose thi s extra condition on the non-zero 
components of the tensor obtained by the projection operator 
approach. To explain t h i s and take the opportunity to give 
another example of using the projection operator, l e t us 
reconsider example three - the low f i e l d H a l l e f f e c t tensor. 
I t transforms l i k e A^u (i-»A 1 u). The projection operator 
for t h i s tensor i s 
pop = ^ { ^ S ^ a i ^ M ^ M - 1 - 8 ^ - % r ad2" 0 i 3 } • 
(3.55) 
Again the components of P^j^. are denoted by the coordinate 
products that are the i r i n d i c e s . For example the two 
components P ^ i j and (^3 are denoted by X^  and xyz 
respectively. The projection operator (equation 3.55) 
operating on the o r i g i n a l tensor components y i e l d s 
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pi 
op (x3) . 1 • x (x 3-xy 2-yxy-y 2x) (a) 
pi op ( x y 2 ) - 1 3 2 2 7 (-x +xy +yxy+y x) (b) 
p i op (xyz) - i (xyz-yxz) (c) 
p i op (xyz) s I (xzy-yzx) (d) 
pi op (yxy) = 1 3 2 2 J- (-xJ+xy +yxy+y x) 4 (e) 
pi 
op 
(yxz) - 5 (yxz-xyz) ( f ) 
p i op ( y 2 x ) a 1 3 2 2 7 (-xJ+xy +yxy+y x) 4 (g) 
pi op (yzx) » 1 (yzx-xzy) (h) 
p i -op -(-zxy) a "g (zxy-zyx) " - ( i ) 
p i rop (zyx) - 1 (zxy-zyx) 
P Qp projects out zero from the r e s t of tensor components, 
2 2 2 2 3 2 2 2 2 i . e . xyx xzx x y x z xz yx y yzy y z yz zx z x 
2 2 ^ zy z y zxz zyz z . (3.56) 
Prom (c) and ( f ) xyz = -yxz 
w (d) " (h) xzy = -yzx i (3.57) 
" ( i ) " ( 3 ) zxy = -zyx 
0 0 2 1 from ( a ) , ( b ) , (e) and (g) x » -xy = -yxy= -y x' 
Thus we have i d e n t i f i e d four independent components. I n 
fact these can be considered the independent components of 
(1) 
^ i j k ( l o w f i e l d Hemst tensor) which has no i n t r i n s i c 
symmetry. As we have already mentioned i n example three. 
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(1) 
p i s antisymmetric with respect to i t s indices i and 
1 jk.. 
j , i . e . ijk.j = - j i k 1 . Application of t h i s condition to 
the equalities i n equation (3.57) y i e l d s 
xyz = -yxz 
xzy = -zxy = zyx = -yzx 
yzx 
zxy = -xzy = -zyx = yzx 
3 2 2 x » -xy = -yxy = -y x = 0. (3.58) 
( D 
Hence the nrecise form of P< H1_ follows - there a r e -tu>e> 
1 ( D ( D independent components: XY*~~Q\2'S a n d y z x""^31 * 
To make sure that t h i s projection operator method holds 
generally, we have found the precise forms of "some-other-
tensors of different rank and kind; i n every case a 
complete agreement between these forms and those 
obtained by c l a s s i c a l methods have been reached. 
3.5 SPACE-TIME SYMMETRY RESTRICTIONS ON THE FORM 0? 
TRANSPORT TENSORS. 
The purpose of this section i s to estab l i s h the 
form of transport tensors for each of the 32 
crystallographic point groups. Here we assume that the 
time (or time-reversal) symmetry r e s t r i c t i o n s are 
given; as we have already mentioned i n section (3.2.2), 
the time-reversal symmetry r e s t r i c t i o n s are embodied i n 
the Onsager rec i p r o c i t y r e l a t i o n s : 
Pi3^> " pji<-3> 
(-3.-5-9) 
« i ; J(B) = T a j l(-3). (3.60) 
Therefore, we s h a l l be concerned with the space (or 
s p a t i a l ) symmetry r e s t r i c t i o n s only. 
3.5.1 Constant and f i e l d dependent tensors. 
I f the components are functions of the applied 
f i e l d s , the tensor i s called a f i e l d dependent tensor. 
According to t h i s d e f i n i t i o n a l l the tensors which 
have been described i n the previous sections of t h i s 
chapter should accurately be c l a s s i f i e d as constant 
tensors. However, the magnetoresistivity tensor °^ jj(^ ) 
which i s a function of the magnetic f i e l d i s a f i e l d 
dependent tensor, although the low f i e l d expansion 
coefficients of P^j(^) are constant tensors. 
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3.5.2 The transformation law for f i e l d de-pendent tensora. 
Here we follow closely the formalism given by 
Grabner and Swanson (1962) and write the transformation 
law for f i e l d dependent tensors as: a l l the components of 
a f i e l d dependent tensor must be invariant under the 
symmetry operations of a point group of a c r y s t a l applied 
to both the components of the tensor and t h e i r arguments. 
This may be regarded as an extension of Neumann's 
principle to the f i e l d dependent tensors. The phenomeno-
l o g i c a l c o e f f i c i e n t s (or transport tensors): P^-jC^)* 
ttj^(B), w i j ( B ) t ^ i - ) ^ ) n n < 3 t ^ e i r inverses are magnetic 
field__d.ep.endent-_seeond rank, polar-tensors. The. f i e l d 
dependent transformation law for j("S) i s 
Pi.j< | R | R1qV R l R 2 q V R | R3q Bn U Rim R. jnW B1' B2' B3 ) 
(3.61) 
where |R| i s the determinant of the 3x3 matrix representing 
a symmetry operation of the c r y s t a l point group. The 
same transformation equation ap-plies to the other transport 
tensors and t h e i r inverses. Since the ma/*netie induction 
i s an a x i a l vector, i t s components transform as 
B ± - |R| RM J B J . (3.62) 
j 
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3.5.3 C r y s t a l symmetry r e s t r i c t i o n s on the form of the 
transport tensors - the magnetoresistivity tensor 
P 1 3 ( B ) . 
Since a centre of inversion leaves (3.62) invariant, 
i t may be added to the existing space symmetry. Therefore, 
we need consider only those 11 point groups involving 
proper rotations alone: the symmetry r e s t r i c t i o n s reduce 
to those imposed, by the enantiomorphous groups, which 
are obtained from the space ^roup by renlecement of every 
translation by the identity and every improper rotation by 
i t s proper counterpart. The symmetry elements of the 
eriantio.morphous point groups are l i s t e d i n Table__(3_.4.)_. 
As a reference frame a right handed orthogonal a x i a l set 
i s chosen, adjusted to each of the 32 point groups by 
taking the z-axis along the rotation axis or rotation-
i 
inversion axis of highest order (an exception i s the pair 
of cubic point groups 23 and -7 for which the z-axis i s 
m 
taken along a. twofold a x i s ) . Jn t h i s choice of an 
(x,y,z) orthogonal a x i a l set we follow Nye (1960) page 
282 (he writes x 1, x 2 , x^) except that we take the f i r s t 
setting of the monoclinic point groups 2, m, 2/m given 
i n the International Tables for X-ray Hrystenography 
(1952). The symmetry elements * which are represented as 
3x3 unitary matrices referred to these a x i a l sets are 
subscripted x,y,z (with the usual exception of the 
trigonal and hexagonal point groups in which z//C^ or Cg, 
x//C'2-j» y completes the orthogonal ri g h t handed set -
for Laue group 6/mmm the y axis i s p a r a l l e l to fl'^-j) i n 
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the convention adopted by Bradley and Cracknell (1972); 
m = x,y,z; J = 1,2,3,4; p = aib,c,d,e,f. For 
rotations we use the passive convention, that i s bodies 
(here crystals) are fixed, the axes are rotated -
anticlockwise and clockwise rotations are represented by + 
and - superscripts respectively. I t i s not always 
necessary to use a l l the symmetry elements of the 
enantiomorphous group to secure maximum simplification of 
the transport tensors: a set of generating elements 
suffices. Previously, Birss (1966) has l i s t e d the generating 
elements for constant tensors. Here i n table (3.4) we 
l i s t the generating elements required to find the effect 
of spatial symmetry on the magnetic f i e l d dependent 
transport tensors; to find these generating elements, the 
following rules have been used i n sequence: 
( i ) The identity element E i s neglected because i t brings 
no simplification. 
( i i ) Those symmetry elements thet leave the magnetic 
induction or one of i t s components invariant are chosen; 
the only exception to this rule, i s that we add the 
element (which, when applied, yields interrelations 
between tensor components) to the generating elements 
of the cubic point groups. 
( i i i ) Any two perpendicular two-fold axes require a t h i r d 
perpendicular to both of them. Therefore, when there are 
three mutually perpendicular two-fold symmetry elements 
successive application of any two of them w i l l give the 
result of the t h i r d : we are able to neglect any one. 
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(iv) For n-fold rotations where n > r ( r i s the rank of 
the tensor under consideration r-2 for transport tensors), 
application of one symmetry element for which n > r i s 
enough (Hermann 1934). ?or example, the point group Og 
contains four rotations (nameljr C^ , d|) about the z-axis 
for which n>2 which are consistent with ( i i ) . Therefore, 
we need choose one only; our choice i s (see Table 3.4). 
As these rules suggest, i t i s possible to make several 
different choices for a complete set of the generating 
elements provided that the number of them stays the same. 
Multiplication of two or more generating elements i n a 
_s.e_t_do_es_no-t_yield_a. raember_of—that_particular—set-. 
By successive multiplication of the generating elements i n 
a particulnr set, by themselves or with each other, i t is 
possible to obtain a l l the elements of the associated 
enantiomorphous point .group. 
The spatial syrnnetry restricted forms of P^ -jC^ ) have 
been constructed by systematic substitution into equation 
(3.61) and (3.62) of the generating elements ( i n their 
matrix representation) taken i n turn followed by application 
of the Onsager relation (3-59). The components of P^jCB), 
obtained when the magnetic f i e l d i s directed along the x,y 
and z axes (we write 1,2,3 for x,y,s respectively) i n turn, 
are l i s t e d for a l l 32 crystallo'rraphic point groups i n 
Table (3.5). Each tensor component i s separated into "even" 
and wodd w parts i n the magnetic induction B. The 
theoretical and practical consequences of this separation w i l l 
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be discussed i n the next chapter. Now l e t us find the 
form taken by fijj(^) i n the point group 3m. 
Prom table (3.4): 
the enantiomorphous point group i s 32 (or D^), 
the generating elements are and C^-j* 
JTote that the rest of the symmetry elements of the 
enantiomorphous point group 32 (D^) may be obtained by 
multiplication as 
C 3 C 3 C 3 E C 3 C 2 1 ' '22 
° + 3 C 3 C 3 C 3 C 21 C23. (3.63) 
The matrix forms of and C21 are given i n table (3.1). 
Substitution of into equation (3.62) yields 
.1 £ o 
2 2 
Ji -1 • 2 2 
Similarly C21 yields 
B, W 
/4B1 + 2*2 ' 
(3.64) 
(3.65) 
F i r s t , l e t us find the effect of 0^ on the form of 
P1;j(0,0,Bj) [ o r in short ^13(^3)] • 
Prom equation (3.64) B^—•Bj under operation. 
Using this and the matrix form'of i n equation (3.61), 
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the following nine equalities for P^-jC^) & r e obtained. 
p11< B3 ) a R11 R11 *1< B3 ) + R11 R12M B3 ) + R12 R11%1< B3 ) + 
Similarly 
4 %Z ( B3> (b) 
Bj 3(B 3) - P 3 3(B 3) (o) 
(a) 
W-^u^i"^ + ;%i<»3>- (e) 
P 1 3(B 3)-1 q 3(B 3) + £S, 3(B 3) ( f ) 
p3i< B3> - + %WH> (g) 
P 2 3(B 3) - - f i ^ ( B j ) - 1 % 3 ( B J ) (h) 
(1) 
Prom equption ( f ) and (h) P^CB^)-Pg^CB^aO 
From equation (g) and ( i ) P^(B^)* P-j 2( B 3)=0 
?rom equations (a), (b), (d), and (e) 
P^CBj) = - P 2 1(B 3) (3.66) 
P 1 1(B 3) = P 22 ( V- ( 3 ' 6 7 ) 
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The effect of 0^ on ^j(B.|) and ^(Bg) brings no 
simplification. 
i 
'low l e t us find the effect of C21 on the form of Pi-jCl^) 
?rom equation (3.65) B^—B^ under the operation . 
Again using (B^—»B^) and the matrix form of C 2 1 i n 
equation (3.61), the following nine equalities are 
obtained. 
P11<B1> - P11<B1> 
P 3 3(B 1) - P 3 3 ( B l ) j 
No simplification. (3.68) 
P 1 2( B 1) P 1 2( B L) = 0 
P21(B,) - -% 1<B 1) .-. = 0 
P^CB,) . -P 1 3(B 1) /. - 0 
• - w ••• *31<V = 0 
P23(B1> " P23 ( B1> 
P32<V a %2<V 
both contain "even" /•> g q\ and "odd" terms. V J 3 / 
Now we consider the effect of C^ -j on ^ ( J ^ ) * 
Prom equation (3.65) (B 2 —»-B 2); using this and the matrix 
form of C21 i n equation (3.61), another nine equalities 
can be obtained as 
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p11< -B2) - p^CBg) 
p 2 2( -B2) - P 2 2(B 2) 
P33< -B2) - P33(B3) 
^2< '-B2) = -P 1 2(B 2) 
P21< :-B2) = -P 2 1(B 2) 
.-B2) = - q 3 ( B 2 ) 
P31< :-B2) - -P31(B2) 
P23< :-B2) = P 2 3(B 2) 
P32( :-B2) = P32(B2) 
a l l •teven" i n B^  
a l l "odd" i n B, 
(3.70) 
(3.71) 
both are "even" i n B2- (3.72) 
Finally, l e t us find the effect of C 2 1 on ^jCB^). 
From equation (3.65) B^ -^ -B^ ; using this and the matrix 
form of C21 i n equation (3.61) yields 
P L 1(-B 3) = S L ( B 3 ) 
P22(-B3) « P 2 2(B 3) 
P33(-B3) - P 3 3(B 3) 
a l l "even" in B 3" (3.73) 
P 1 2(-3 3) =-P 1 ?(B 3) 
both "odd" in B, (3.74) 
From equations (3.66) and (3.74) 
P 1 2(B 3) » - P 2 1 ( B 3 ) . (3.75) 
- BO -
Now the form of ^j(B^) can be written from equations 
(3.68) and (3.69); the form of Pjj(B 2) from equations 
(3.70), (3.71) and (3.72); and that of P i ;j(B 3) from 
equations (3.67), (3.73) and (3.75). 
The f i n a l forms of ^(B.,), ^(B2) and fj^fB^) can be 
obtained by application of the Onsager relation (equation 
3.59) to equations (3.67) to (3.75) and are given i n table 
(3-5). The dot notation used i s that of Nye (1960) who has 
given a large number of those physical properties which can 
be represented by constant tensors. We l i s t — i n addition 
to the form of 8^(5) — i n t e r r e l a t i o n s between the tensor 
components which occur i n the tetragonal and cubic 
point groups. These relations come out i n the application 
of the generating elements; i n the cubic point groups 
application of the symmetry element alone yields the 
relations. 
Por the point groups (422. 4mm, 72m, 4/mmm) there i s 
an alternative setting of the x and y axes, i.e. x//C 2 a//[llGj] 
and y//C21)// [TlO] ; ^(B) takes the same form for both the 
original and this new orthogonal set. 
In general, i t i s always possible for any crystal to 
define orthogonal axial sets other than the conventional 
crystallographic axes. To obtain the reconstructed form 
of j ( B ) , i t is necessary only to find the symmetry 
elements of the new axes themselves and then look for the 
enantiomorphous point fjroup with the same symmetry i n 
- C i -
table (3.5). The new form that Pij(B) takes i s then that 
of this lower symmetry point <*roup. A practical use of this 
general result i s that, when the components of Pi-j(B) 
are to be measured i n a sample obtainable i n a specific 
direction other than one of the conventional crystallographic 
axes, the appropriate form of Pj^B) and i t s non-zero 
components can readily be found—a useful guide to the 
experimentalist. The procedure i s best c l a r i f i e d by 
examples. 
( i ) Por the cubic point groups 23 and-j-3, another 
right handed orthogonal axial s e t — w i t h the z(3)-axis taken 
i n the C ^ / / [111] direction and an arbitrary choice of x 
and y axes—can also be chosen, the form of P^ -j(B) i s 
then the same as that for the enantiomorphous group 3; 
in table (3.5) we have given the form of °ij(5) referred to 
this second axial set. 
( i i ) Por the other cubic groups 432, 3 3m and ~ 3 g» 
a second axial set that can be chosen as x Z / C g ^ / / [iTo] , 
yZZ[l12"], z Z Z C ^ Z / I m ] ; the appropriate form of t>Lfl) 
(now identical to that for the point group 32; inspection of 
the symmetry elements given i n table (3.4) for the point 
group 432 shows that the elements of 32 are contained i n 
them) is also given i n table (3.5). This form of Pi;j(B) 
i s of interest to us because the TTmkehr effect can i n 
principle be observed i n a suitable sample having this 
configuration; this point w i l l be discussed i n chapter 5. 
- R? -
I n sener=>.l to measure n component <^  ^ ( tBg,B^> i n 
the nomenclature of Table (3.5) one would cut a rectangular 
parallelepiped sample, pass a current alonrc the long 
direction j and measure the voltage developed i n the i 
direction; the magnetic f i e l d can be applied along any 
direction 1, 2 or 3 or i f the orientation dependence i s 
required the magnetic f i e l d can be taken stepwise around 
n 
a plane (see Akgoz and Saunders 1974 for a s p e c i f i c example). 
The magneto thermal conductivity tensor K i ;j(B) takes the same 
form as ^ - j ( ^ ) and to obtain the components a si m i l a r 
experimental configuration can be used. 
3 • 5^4~i C r y s t a l symmetry-restrictions'on the forms of~the~ 
transport tensors - the magnetothermoelectric power 
tensor g j j ( B ) . 
Although °^j(B) and ^-j(B) are second rank magnetic 
f i e l d dependent tensors, they d i f f e r i n that the Onsager 
relations r e l a t e a component of P^j(B) to another component 
of the same tensor (equation 3.59); for ^ ( B ) , the 
Onsager r e l a t i o n s r e l a t e a component of °^-j(B) to a component 
of ^ ^ ( B ) (see equation 3.60) and do not impose any 
r e s t r i c t i o n s on the form of a ^ ( B ) . Thus, with the 
exception of the r e s t r i c t i o n s imposed by the Onsager 
r e l a t i o n (equation 3-59), the forms taken by <\.j(B) can be 
obtained by using the same procedure as the one described 
for P-L-JCB) i n the previous section. The r e l a t i o n (equation 
3.60) can only be used to find the form of ^ - j ( B ) when the 
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form of ^ijC 5*) known and vice versa. 
In table (3.6), we give the forms taken by a i ; j ( B ) 
for each 32 crystallographic point groups. Here the f u l l 
forms of "even" and "odd" parts of a i j ( ^ ) are given, 
whereas i n table (3.5) half of the "even" and "odd" parts, 
are given only. This i s because the "even" and "odd" parts 
of Pij(^) a r e symmetric and antisymmetric i n the indices 
i and j respectively; but this i s not so for a, J(B) . 
3.5.5 The Umkehr Effect. 
One clear and direct result can be obtained from 
tables (3.5) and (3.6) - a phenomenological explanation 
of the so-called tlmkehr effect which is usually thought 
to be an anomalous effect. T5xperjmentall3r the existence of 
this effect i n C^j(^) has been well established: for 
certain crystallographic directions in bismuth a different 
magnetothermoelectric voltage has been measured by 
reversing the sense of the applied magnetic f i e l d (see, 
w 
for example, Gruneisen and Gielessen 1936; Smith et al 
it 
1964; Gitsu et al 1970; Michenaud et a l 1970; Sumengen and 
Saunders 1972a). Inspection of tables (3.5) and (3.6) 
shows that the Umkehr effect i s to be expected in any 
component of or ^-jCS) which contains both "even" 
and "odd" terms. Due to the Onsager relations (equation 
3.59) t the diagonal components of P^ -jC^ ) and EjjCS) must 
be "even" functions of 13; thus only the off-diagonal 
- «H -
components can contain both "even" and "odd" terms. But for 
a i ; j ^ a n d n i j ^ t l l e r e l s n o s u c n r e s t r i c t i o n : "even" 
and "odd" terms can exist i n the diagonal components as 
well. In fact the observation of an Umkehr effect i n a 
diagonal component a i i ( B ^ ) seems to be the origin of 
the concept of the Umkehr effect as an anomalous 
phenomenon. We conclude that the TJmkehr effect can appear 
i n any component of the mafjnetic f i e l d dependent transport 
tensors which contains both "even" and "odd" terms and 
i t i s a natural result of the anisotropy of crystals. 
TABLE(3..4 ): GENERATING SYMMETRY ELEMENTS FOR THE MAGNETIC FIELD 
DEPENDENT TRANSPORT TENSORS 
Point groups 
(International 
symbol) 
Enantiomorphous 
point group 
Symmetry elements 
of the enantio-
morphous point 
group 
Generating 
elements 
1,1 KCj) E no element 
2,m,2/m 2(C2) E C 2 . C2z 
222 ,mm2 ,um&n 222(D2) E C2z C2x C2y C2z C2x 
4,4,4/m *«v E °5.C2« Ct,C2, 
422,4mm,42m, 
j tQDSD 
422(D4) E °5.C2.C2x 
C2y C2a C2b 
C4z C2z C2x 
3,3 3(C 3) EC± 
32, 3m, 3m 
6,6,6/m 
32(D3) 
6(C 6) 
EC±C 2 i 
E ^ 2 
C! C21 
C3 C2 
622,6mm, 6m2, 622(Dfi) E4°3*2 C3 C2 C21 
6/mmm 
2 — 23,£ 3 m 23(T) 
C 2 i C 2 i 
E C2z C2x C31 
432,43m,;; 3 \ m m 432(0) E ZlA 
^m^p 
C2z C2x 
C+ C+ C4mC31 
TABLE(3.5): SPACE-TIME SYMMETRY RESTRICTED FORMS OF THE 
MAGNETORESISTIVITY TENSOR P±J ( f ) IN THE 32 
CRYSTALLOGRAPHIC POINT GROUPS. 
KEY TO NOTATION 
zero component 
e non-sero component 
e e equal components. 
A l l even parts and odd parts 
are symmetric and 
antisymmetric about their 
leading diagonals 
respectively. 
(1,1) 
EVEN ODD 
1 
fo • \ 
»u<V - e • + , • • 
[ e / \ • 
e e 9 e o 
P i J ( B 2 ) - • • + • • 
\ e / { I 
e e e e 
P i j ( B 3 ) - e • + » • 
\ e •/ 
(2,m,2/m) (222, mm2( mmm) 
EVEN 
! P i j ( B 2 ) . 
ODD 
e 
EVEN 
P i J ( B l ) S 
PiJ ( B2 ) B 
ODD 
• 4 
. I + 
• i 
• • 
o e 
P l J ( B 3 ) - P l j ( B 3 ) . 
(4,4,4/m) (422,4mm,42m, 4/mmm) 
EVEN 
P i j ( B 2 ) 
© e 
ODD 
7 
When B L • B2 » B3, the following 
interrelations between tensor 
components hold: 
EVEN 
PH(V - P22(V 
P22(V B P l l ( V 
P 3 3(B 1) - p 3 3(B 2) 
Pl2 (V * "Pl2 ( B2 ) 
ODD 
t>13l\) » P23<V 
P23(B1> " "Pl3 ( B2 ) 
P i j ( B l ) a 
EVEN ODD 
P i J ( B 2 ) . 
P1J(B3)« 
When B T - B2_ = B.j, the_following 
interrelations between tensor 
components hold: 
EVEN 
P l l ( B l > " P22 ( B2 ) 
P22(V " P l l ( B 2 ) 
P33 ( B1 } - P33(V 
OD; 
P23 ( Bl ) ° "Pl3 ( B2 ) 
" i J ( B l ) s 
P i J ( B 2 ) o 
(3,3) 
EVEN 
(32,3m, 3m) 
ODD 
»U<B2> 
EVEN ODD 
• e 
e e 
P i J ( B 3 ) = 
(6,6,6/m) ( 622, 6mm, 6m2,6/mmm) 
EVEN 
P i J ( B 2 ) 
e 
e 
(B_) - ^Ni 
'ty 3 
P,,<B„) 
P i j ( B 3 ) 
(23, | 3) (432,73m, £ 3 h m m 
EVEN ODD 
/. 
P i J ( B 2 ) . 
P i j(B 3)' 
When B1=B2=B3, the following 
interrelations between tensor 
components hold: 
EVEN 
P 1 1(B 1) 
P 2 2(B 1) 
P 33 (V ODD 
P 2 3(B 1) 
P 2 2(B 2) - p 3 3(B 3) 
P 3 3(B 2) - p n ( B 3 ) 
P U(B 2) - p 2 2(B 3) 
-P 1 3(B 2) - P 1 2(B 3) 
Referred to the orthogonal axial set: 
a / / C 3 1 / / [ l l l ] , x and y arbitrary, 
the form of P ij(B) i s 
EVEN ODD 
• • • 
pij(Bl>° e e 
• 
s e e 
+ e 
• • 
P i j ( V - e e 
•/ 
+ e 
P i j ( B 3 ) -
\ •/ 
+ 
0 
• • 
• 
/ 
P i j ( v -
P l j ( B 2 ) . 
P1J(B3)« 
EVEN ODD 
When B^Bj-Bj, the following 
interrelations between tensor 
components hold: 
EVEN-
P l l(B 1) 
P 2 2(B 1) 
ODD 
P 2 3(B 1) 
P 2 2(B 2) - p 3 3(B 3) 
P U(B 2) - p n ( B 3 ) 
-P 1 3(B 2) - P 1 2(B 3) 
Referred to the orthogonal axial set: 
x//C2b//[ 110] ,y//[ 112] ,z//C^//[ 111], 
EVEN 
the form of p. t(?) is 
ODD 
P i J ( B l ) B 
P l j ( B 3 ) -
• « 
• e 
e • 
+ 
• 
m 9 
• • 
+ • 
• t 
e 
+ • 
\ 
TABLE (3-6 ) : SPATIAL SYMMETRY RESTRICTED FORMS OF THE 
MAGNETOTHERMOELECTRIC POWER TENSOR a ^ C ? ) IN THE 
32 CRYSTALLOGRAPHIC POINT GROUPS. 
KEY TO NOTATION 
zero component 
e non-zero component 
0—-o equal components 
components numerically 
equal, but opposite in sign. 
(1,1) 
EVEN ODD 
e e • e • .\ 
a i j ( B l ) e • • • + e • • • e I • • • 
e • e ' • 
«lj ( B2 }- e e • + e • « , • e • • o 
' e o *) • • e 
a l j(B 3)» e e e + © © © u • • I • • • 
(2,m,2/m) (222,mm2,mom) 
EVEN ODD 
\ • 0 • • • 0 • 0 • + • • 0 
\ - • 0 i • # •/ 
e o • • • o\ 
« t j<B 2>- • 0 • + • • 0 
• 0 • / • 0 • 0 0 • 
a i J ( B 3 ) 0 • 0 * + 0 0 a 
\ * • 0j 0/ 
EVEN ODD 
\ / \ 
/ 0 I • • a 
a (B,)« 0 1 + • O i j 1 \ • J 1 0 
0 • 0 ' 
«iJ ( B2 }- o • + • • • 
i • 0 o • • 
0 • • 0 . ' 
" i / V " 0 • + 0 • • 
0 
1 • I 
(4,4,4/m) (422, 4mm, 42m, 4/mmm) 
EVEN 
© 0 
ODD 
a i J ( B 2 ) s 
« 1 J<B 3)-
e • 
X ;1 JX 
• • \ 
When B 1»B 2»B 3, the following 
i n t e r r e l a t i o n s between tensor 
components hold,: 
EVEN 
a l l ( B l > a a 2 2 ( B 2 ) 
a 2 2 ( V s « n ( B 2 ) 
a 3 3 ( B l > a o 3 3 ( B 2 ) 
B 1 2 ( V m - a 2 1 ( B 2 
021 ( B1> a " a12 ( B2 
ODD 
B 2 3 < B 1 } • " a13 ( B2 
a32 ( Bl> - a 3 1 ( B 2 
«13 (V a « 2 3 ( B 2 ) 
a 3 1 ( B x ) a 3 2 ( B 2 ) 
" i j ( B l > -
EVEN ODD 
.\ ' 
+ 
• • 
m • 
When B 1»B 2"B 3, the following 
i n t e r r e l a t i o n s between tensor 
components hold: 
EVEN 
a l l ( V * a22 ( B2 ) 
a 2 2 ( B l ) " a l l ( B 2 ) 
0 3 3 ( V - « 3 3(B 2) 
ODD 
a 2 3 ( V " " a l 3 ( B 2 ) 
a 3 2 ( B l ) o - a 3 1 ( B 2 ) 
(3,3) 
EVEN ODD 
I • • 1 1. . 
«ij(Bl>- • • • + • • • 1 • • • •/ 
© 9 0 - 9 •\ 
« i J ( B 2 ) B 0 • • + 0 0 0 
• • • 
I 
0 
a i j ( B 3 ) -
fx • + X :] 
•/ • • 
\ 
« t j ( B 2 ) . 
• i J ( B 3 > ' 
(32,3m,3m) 
EVEN ODD 
/• • A r 0 
0 0 + 9 
\- • • ] 0 
0 . \ (• * 
0 0 + 0 
0 0 0 
N 1 + 
0 
i i 
• • 
\ 
A 
0 
0 
(6,6,6/m) 
EVEN ODD 
/ \ / \ o 0 f. • * \ 
0 0 + 
' 0 0 
(• • • J 
f. . • } 
« i j ( V - o o + 0 
\. . 0J ! • • • j 
« l j(B 3)- 'x : + x :] 
\. . 0 \. . 0/ 
(622,6mm^ 6m2,6/nmsn) 
EVEN ODD 
f . . •) 1. . ,\ 
• i j ( B l > - 0 
• • • J : . • 
! • . 0 ' 
«tj(B2)o 0 
• * 
• 
0 
+ • • • 
• 1 
• 1 + 
0 / 
(23,| 3> in (432,43m,4- 3 h m m 
EVEN ODD 
e \ • /. • .] 
"ij'v- e • + • • 0 
e o • 
• .} 
a i j ( B 2 ) = 0 • + • • • • 
0 0 
0 • + 0 • • 
\ ' • • • 
When B1»B2»B3, the following 
i n t e r r e l a t i o n s between tensor 
components hold: 
EVEN 
B l l ( B l } " °22 ( B2> " a 3 3 ( B 3 ) 
( ^ ( B ^ - a 3 3 ( B 2 ) - o n ( B 3 ) 
a 3 3 ( B 1 ) - « U(B 2) = « 2 2(B 3) 
ODD 
a 2 3 ( B l > ° " 3 1 ( B 2 ) " a 1 2 ( B 3 ) 
W " a l 3 ( B 2 ) " « 2 1(B 3) 
Referred to the orthogonal a x i a l set: 
z / / C 3 - / / [ l l l ] , x and y arbitrary, 
the form of "^(B*) i s 
EVEN ODD 
e e e • 0 0^ 
a e • + • 0 0 , • • u 0 0 • • • 0 0 • 1 
• a • + 0 0 0 
1 • e • t 0 0 0 
«ij(B3)o X • • + X ft • 
I • • 0 
EVEN ODD 
a i J ( B 2 > S 
N 
a • 
: y. 
When B1»=B2='B3, the following 
relations between inter-tensor 
components hold: 
EVEN 
" l ^ V = tt22(B2) " a 3 3 ( B 3 ) 
a 2 2 ( V " a l l ( B 2 > " °11 ( B3 ) 
ODD 
°23^B1^ * "°13^B2* " °12^B3^ 
Referred to the orthogonal a x i a l set: 
x//C 2 b//[110],y//[112], z//C 3 1//[111], 
the form of " ^ ( B ) i s 
a i j ( B 2 ) B 
a.jCB,)-
EVEN 
• • 
0 0 
0 0 
• ft 
0 0 
ODD 
0 0 
0 0 
0 0\ 
CHAPTER POUR 
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A FORMULATION OP TRANSPORT TENSORS IN ANISOTROPIC MEDIA: 
GAIVANOMAGNETIC AND THERMOMAGNETIC EFFECTS. 
4.1 INTRODUCTION 
The space-time symmetry restricted forms of the 
magnetic f i e l d dependent transport tensors tabulated i n 
chapter three have revealed that a unique nomenclature 
for transport tensors i n anisotropic media i s needed. 
In this chapter a formulation of transport tensors based 
on the separation of the tensor components into "even" 
and "odd" functions of the applied magnetic f i e l d i s 
given. Nomenclature for the galvanomagnetic and 
thermomagnetic effects i n general and Hall effect i n 
particular are c r i t i c a l l y reviewed. I t i s shown that 
the Hall effect be represented by the "odd" part of P±fl 
and the magnetoresistance by the "even" part. I t i s urged 
that this definition i s general, simple and practical. 
Furthermore i t i s also shown that i n the low f i e l d case 
the description of the magnetoresistance and Hall effect 
i s in accord with the "odd" and "even1* terminology. 
The definition of the electrical conductivity or 
i t s inverse electrical r e s i s t i v i t y based on expressing 
Joule heating i n terms of 0^ or i s discussed. 
Moreover, this discussion i s extended to the case when a 
magnetic f i e l d i s applied to the medium. 
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4.2 TRANSPORT TENSORS. 
CASE (1) : NO MAGNETIC ITTDUCTION. i.e. 5 - 0. 
In this case, the phenomenological linear equations 
i n the presence of electric and thermal currents are 
E i ' ftj Jd + a i 3 vi T C*-1) 
«i " l i J3 " Ki3 Y (4'2) 
(o) 
Here i s the electrical r e s i s t i v i t y tensor, i s 
the thermal conductivity tensor, O^j i s 'fcne thermoelectric 
power tensor which represents the Seebech effect, 
i s the Peltier tensor which represents the Peltier effect, 
J i s the electric current density, v*T i s the 
temperature gradient, ? i s the heat current density 
and E* i s the electric f i e l d intensity*. Experimental 
measurements are usually made with the electric current 
density and temperature gradient as controlled variables. 
When there are no temperature gradients, equation (4.1) 
reduces to Ohm's law 
\ - Pi3 Jy (4.3) 
and equation (4*2) i n the absence of electric current gives 
Fourier's law 
q i a - K i d V - ( 4 - 4 ) 
S t r i c t l y E* i s an electromotive force. For electrons i t 
i s given by EA » -jgp (t-|«|v>) where £ i s the chemical 
potential, ? i s the electrostatic potential and |e| i s 
the magnitude of the electron charge. 
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In the absence of a magnetic induction, the Onsager 
reciprocity relations for transport tensors are 
ft J * Pji • 
K i j " K j i 
and ^ - T a j ± 
where T i s absolute temperature 
(4.5) 
(4.6) 
The same reciprocal relations hold for the tensors which 
are inverse to those given i n equations (4.5) and (4.6). 
From relations (4.3), (4.4) and (4.5) the electrical 
r e s i s t i v i t y tensor and i t s inverse the electrical 
conductivity tensor CT^  the thermal conductivity 
tensor and i t s inverse the thermal resisti-vi-ty 
tensor ^ are symmetric second rank constant tensors; 
thus their geometrical representation ( i . e . , quadric 
representation) i s possible. The Onsager relation (4.6) 
between " " ^ j and 0 ^ i s sometimes called the f i r s t 
Kelvin relation. Note that and o t ^ possess no 
i n t r i n s i c symmetry; they are second rank constant tensors. 
The vector and tensor quantities which appear i n equations 
(4.1) and (4.2) are polar. The spatial symmetry restricted 
forms of these second rank constant polar tensors are 
well known, see for example, Nye (1960) and Bhagavantam (1966) „ 
- 3ft _ 
At this stage we would l i k e to open a discussion 
on the definition of the electrical r e s i s t i v i t y or i t s 
inverse el e c t r i c a l conductivity i n anisotropic media. 
Although equation (4.3), Ohm's law, provides the usual 
definition of the electrical r e s i s t i v i t y or i t s inverse 
electrical conductivity tensor, recently Wannier (1972) 
has defined conductivity as the number with which E 2 
i s to be multiplied to get the power dissipation per unit 
volume, i.e., 
Q » B <TE2. (4.7) 
In addition, we find i n some books that the quantity 
of heat evolved per unit time and volume ( i . e . , power 
dissipation per unit volume) i n a homogeneous conductor 
has been expressed i n terms of the electrical r e s i s t i v i t y 
tensor or i t s inverse the electrical conductivity tensor, 
see for example, Landau and L i f s h i t z (1960) p.93, 
Bye (1960) p.205, Mason (1966) p.217. Here we shall 
comment on these definitions and t r y to find the conditions 
for which Joule heating can correctly be expressed i n 
terms of P^  o r < 7 i j i n oncotropic media. 
The rate of Joule heating of a conductor i s expressed 
by the scalar product of the current density vector J* 
and the electric f i e l d intensity vector E 
Q » j * . E* (4.8) 
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When 7 and "2 are parallel to each other, which i s 
true i n isotropic and homogeneous cubic crystals, 
equation (4*8) becomes 
Q = B a E 2 o p j 2 . (4.9) 
The d i f f i c u l t y i n expressing Q i n terms of p and J 
or C and E arises when the vectors J and E do not 
coincide. In general, this i s the case i n anisotropic 
media. Without loss of generality, l e t us consider a 
monoclinic crystal with point group 2(C 2). 
I f the 2-fold axis coincides with z-direction (C 2 z)the 
form taken by the e l e c t r i c a l - r e s i s t i v i t y tensor-Pj-j i s 
3* 
(4.10) 
%2 
0 0 
j ^ takes the same form. 
Now i f we cut a sample from this crystal i n a rectangular 
parallelepiped geometry, application of an electric f i e l d 
to this sample may be described by the following three 
states: 
State 1. transient state. , Immediately after application 
of a potential difference across the sample ends, the state 
of the sample i s : 
4- z<3 3 , 
( i l l u s t r a t i o n 4.1) 
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This state lasts a very short time, the y-directed 
applied electric f i e l d and the boundaries of the sample 
force the current to flow straight down (y-direction) 
the sample. 
This situation gives rise to a transverse voltage 
difference along x-directlon and hence the steady state 2 
is reached. 
State 2. steady state. 
( i l l u s t r a t i o n 4.2) 
In this case E1, E 2 and J(»J2) are the measurable 
quantities, they are related by B 1 « P12 J 8 0 1 ( 1 B 2 a ^22^ ' 
The quantity of heat evolved per unit time and volume 
can be expressed as 
Qj. = J.E =» ( j j M - E j i + E23) « JE 2 » 
p J 2 - <T E E + CT E 2. r22 12 1 2 22 2 (4.11) 
Here i and j are the unit vectors along x and y directions 
respectively, the subscript E has been inserted on Q to 
denote that the electric f i e l d intensity vector i s not 
along the sample (y-direction) and may be resolved 
into components along x and y directions. I t i s 
interesting to note that O"^ , an off diagonal component 
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of ^i-jtcontributes to Joule heating. 
In addition, i f this sample i s ele c t r i c a l l y shorted 
out across the x-direction, a current w i l l then flow i n 
this direction. We describe this state as follows: 
State 3. transverse shorting (steady state). 
z J 
( i l l u s t r a t i o n 4.3) 
For this jsdfeate.J , J 2 and E(.-E2) are the measurable 
quantities (although when an ammeter Inserted i n the 
loop a current say 1^  w i l l be registered, to find the 
current density may prove practically very d i f f i c u l t ; 
to our knowledge these type of measurements have not 
been reported^. They are related by Eg- J 1 + P22 J2* 
Joule heating can be expressed as 
Qj = ?.f = ( J ^ + J 2 J ) . (e3) - J2E -
= 0- 2 2E 2- P12 V 2 + P22 J 2 2 ( 4 # 1 2 ) 
where the subscript J on Q shows that the current density i s 
not along the sample (y-direction) and may be resolved into 
components along x and y directions. Notice that i n 
equation (4.12) f^ 2 an off-diagonal component of , 
contributes to Joule heating; this i s contrary to state 2 
i n which there i s no contribution from the off diagonal 
components of • 
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Prom the preceding discussion we deduce the following 
results: 
( i ) I t seems that the Joule heating (QE) obtained from 
state 2 i s not equal to the Joule heating (Qj) obtained 
from state 3; but this needs to be shown experimentally. 
( i i ) In state 2, using the results of equation (4.11), 
Joule heating i n a crystal with no symmetry ( i . e . t r i c l i n i c ) 
can be written as 
Qj. * 3f.fi - E 1 = p j 2 (4.13) 
where p i s the electrical r e s i s t i v i t y along the long 
2 
direction of the sample. Note that Qg i s not equal to GTE. 
( i i i ) In state 3» using the result of equation (4.12), 
Joule heating, i n general, can be written as 
Qj - J.E. . J ± p 1 ; J J j = a E2. (4.14) 
where CT i s the electrical conductivity along the sample's 
long direction. Here again note that Qj i s not equal 
to p j 2 . 
( i v ) Prom the results ( i ) , ( i i ) and ( l i i ) , i t appears that 
an expression for Joule heating i n terms of P^  or O^j 
depends on the shape of the sample and experimental set up. 
Our conclusion i s that i n anisotropic media the quantity 
of heat evolved per unit time and volume cannot be expressed 
uniquely i n terms of electrical r e s i s t i v i t y tensor 
or i t s inverse electrical conductivity tensor ^ i j ; 
therefore we suggest that Joule heating should not be taken 
as a basis for the definition of the electrical r e s i s t i v i t y 
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tensor p^j or i t s inverse electrical conductivity tensor 0^  
Later we shall extend this discussion to case (2), i.e., 
when an external magnetic induction B i s applied to the 
crystal. 
4.3. TRANSPORT TENSORS 
CASE (2) : A UNIFORM g IS PRESENT, i.e. 5 -(B 1, B 2,B 3). 
In this case, the phenomenological linear transport 
equations (equations 4.1 and 4.2) become 
E i • PiJ ( 2 ) J j + 0 t i j ( S ) V ( 4 ' 1 5 ) 
^ . 1 ^ ( 3 ) ^ - * j * • (4.16) 
Here Pi;J(5), °ij(2), and K ± ; J(B) are the 
magnetoresistivity, the magnetothermoelectric power, the 
magnetopeltier and the magnetothermal conductivity tensors 
respectively. These magnetic f i e l d dependent transport 
tensors actually are functions of the components of B referred 
to the same cartesian axial set as that which the subscripts 
i and j refer to and should therefore more correctly be written 
i n the form Pij(B^,B2,B.j) etc. In the presence of a magnetic 
induction B* the Ons*ger reciprocity relations, equations (4*5) 
and (4*6), w i l l have to be replaced by 
P i ; )(5) - p ^ - l ) 
k i ; j ( 5 ) - V-!) (4.17) 
and 1^.(5) = T a n ( - ? ) . (4.18) 
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Equation (4.18) i s now the form taken by the Kelvin relation 
(cf. equation 4.6). 
Over the years various nnmes have been assigned to 
the magnetic f i e l d dependent transport tensors. Harraan 
et a l (1965) have used the term "galvano-thermomagnetic" 
to describe these tensors. A similar term "thermogalvano-
magnetic'* has been used by Kleiner (1966). Classifications 
of transport effects based on the isothermal and 
adiabatic experimental conditions have been given by 
Callen (1948), Pieschi et a l . (1954), Blatt (1968) and 
others and usually apply for cubic crystals or better 
the so-called isotropic case only. Furthermore the 
effects have frequently been described by considering the 
low-field expansion coefficients alone, i.e., a Taylor 
series expansion up to second order terms i n magnetic f i e l d 
components. Here we follow the usual way and divide the 
magnetic f i e l d dependent transport tensors into two main 
groups: galvanomagnetic effects and thermomagnetic effects. 
The components of the magnetoresistivity tensor P^j(^) 
represent the galvanomagnetic effects. The rest of the 
the thermomagnetic effects. The low f i e l d expansion 
coefficients can be treated as a special case of these 
effects. In the following we shall give a description 
of these effects i n anisotropic media. 
transport tensors 03.3(B), «4<(B) 13 and K, J (S) represent 
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4.3.1 Gralvanomagnetlc effects: 
We consider the d.c. galvariomagnetic effects In 
isothermal conditions. In general, measurement of a l l 
the components of the magnetoresistivity tensor f ^ j ( ^ ) 
as a function of magnetic f i e l d strength and temperature 
provide sufficient experimental data to describe the 
galvanomagnetic effects of a particular crystal under 
consideration. 
We write ^ - j ( ^ ) a s a s u m of "even" and "odd" functions 
of the applied magnetic induction S: 
odd — e v e n odd Pi-jtf) - P±j(B) + Pi;J(3) (4.19) 
where even even odd_ odd _ 
Pi3(5) » Pi3(S); Pia(8) - - Pi-jC-B)- (4.20) 
The same tensor f^j$) can also be written as the sum of symmetric 
(s) and antisymmetric (a) parts with respect to the indices 
i and j as 
P i j ( S ) ' P i J ^ } + P i 3 ^ } ( 4 ' 2 1 ) 
where 
(sL (sL (aL (aL 
Now, by using the above relations together with the Onsager 
reciprocity relation (4.17), we shall simply show that the 
symmetric part of Q.jCft i s 8X1 "even" function of B 
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and the antisymmetric part i s an "odd" function of B*. 
even odd Let us f i r s t express Pjj(B) and i n * e r m s o f 
_ even odd_ 
_ even odd 
P 1 J ( " * = P i j ( _ 1 5 ) + P i j ( - ? ) ( 4- 23) 
By using equations (4.17) and (4.20), equation (4.23) becomes 
- even odd_ 
P i J ( - * B P I j < * - P i j ( 5 ) ' (4.24) 
Addition and subtraction, respectively, of equation (4.24) 
"from" equation (4.19) leads to 
P i j < ^ ' £ l Pid ( S ) + P 1 3 ( " ? ) ] < 4' 2 5> 
P°*(B) - \ [p1; )(S) - P i ; J ( - B ) ] • (4.26) 
Similarly 
(s) (a) 
P i ; j ( - B ) = P i ; ] ( - B ) + P 1 3 ( - B ) . (4.27) 
Application of the Onsager's relation (equation 4.17) and 
equations (4.22) to the righ t hand side of equation (4.27) 
yields 
( a ) -
P 1 ; J ( -B) - Pi;j(B) - P 1 ; )(B). (4 . 2 8 ) 
Again addition and subtraction respectively of equation (4.28) 
from equation (4.21) yields 
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s 
13 4 * <Vi ( J 6 ) (4.29) 
(4.30) 
From equations (4.25) and (4.29) 
even ( s K 
P ± j ( « ) - P 1 3 (5 ) 
(4.31) 
and from equations (4.26) and (4.30) 
odd^ ( a K 
P i 3 ( 5 ) o P i 3 ( ? ) • (4.32) 
Thus the symmetrical part of fj^(S) i s an even function of B 
and the antisymmetrical part i s an odd function of 2 . 
However, i n general, the symmetric and antisymmetric parts 
of a f i e l d dependent second rank tensor need not be even 
and odd functions of B respectively. Indeed this i s the 
case for the magnetothermoelectric power tensor °^ -j(^ ) • 
Later, i n the description of a i j ( ^ ) we shall explicitly show j 
i n anisotropic media, that equalities (4.31) and (4.32) for 
0 ^ ( 3 ) do not necessarily hold. 
Following the above introductory remarks, we w i l l define 
the raagnetoresistance as the part of ^ j ( ^ ) which i s "even" 
function of B and Hall effect as the part of P i j (^) which 
i s "odd" function of 5 ( f i r s t d e f i n i t i o n ) . This definition was 
probably f i r s t suggested by Casimir (1945). Unfortunately, 
throughout this vast subject there have been few followers of 
this d e f i n i t i o n . Logan and Marcus (1952) and Grabner (1960), 
i n their Hall effect measurements of germanium crystals, 
- -
have adopted i t and so hps Jan (1957), i n his review 
a r t i c l e . l a t e r , Harman and Honig (1967) in their multiband 
formulation of the galvanothermomagnetic effects have found 
i t convenient to s p l i t each transport tensor entry into 
"even" and"odd" contributions. 
On the other hand, several workers i n the study of the 
galvanomagnetic effects (see, for example, Herring 1955 , 
landau and L i f s h i t z 1960 p. 97, Shtrikman and Thomas, 1965, 
Bhagavantam 1966 p. 198, l i f s h i t z et a l . 1973 p. 168) have 
defined the magnetoresistance as the symmetric part of f ^ j ( ^ ) 
and Hall effect as the antisymmetric part of ^ijC^» 
this we shall refer to as the second~"d¥flnTtlbn. Beer (1963) 
p. 71, Hurd (1974) and some of the followers of the second 
definition have described the magnetoresistance and Hall 
effect by using both the f i r s t and second definitions. In 
fact, because of the equalities (4*31) and (4.32) the two 
definitions turn out to be the same. However, for the following 
two reasons we prefer to use the f i r s t one: 
1) Application of the symmetric and antisymmetric 
terminology tothe other transport tensors for which equalities 
(4*31) and (4.32) do not hold can make the description of 
these tensors complicated. 
2) Experimentally a component of PjjC^) which i s 
the sum of even and odd functions of B* can be measured by 
using the same sample and merely reversing the sign of B*. 
On the other hand measurement of the symmetric and 
antisymmetric parts of the same component of P,-.("$) (without 
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making use of the property of fj^(J) "being even and odd functions 
of ^) may require two samples. As an example, consider 
the tensor component B1) i n point group 3m. To 
obtain the symmetric and antisymmetric parts of P23^BP 
the following equations may be used: 
P ^ I B ^ - \ [ P 2 3 ( B 1 > + P32 ( B1 )] ( 4 ' 3 3 ) 
P23 (V " I [P23 C BP - P 3 2 < V ] (*-34) 
Thus, to measure P23^Bi) a n d ^ 2 ^ B 1 ^ * w o d i f f e r e n * l y 
oriented (z-cut and y-cut) samples are required. On the 
other hand, inspection of equations (4.25) and (4.26) shows 
that "even" and wodd w parts of ^ ( B ^ ) can be obtained from 
one sample (z-cut). 
Kao and Katz (1958) have adopted another definition 
for the Hall and magnetoresistance effects ( t h i r d d e f i n i t i o n ) . 
I f the measured f i e l d ( ^ , j e a s ) i s normal to 7, they c a l l 
the dependence \ e a a (?f?) a Hall effect; i f ^gag is parallel 
to 7, then «m e a a («ftB*) i s called the magnetoresistance. In 
even 
this definition the off-diagonal even components Pij(B) (i»fj) 
are automatically included in the Hall effect. These authors 
l i s t a number of special configurations for which the crystal 
symmetry may impose Meven" or "odd" parity on the Hall effect. 
even 
Since this d e f i n i t i o n considers fljC*) (i#3) to be 
part of the Hall effect, i t can be a source of various Hall 
effects (which we shall describe later i n this section). 
We thus believe that this definition i s not practical and 
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and can make the issue complicated and hence should be 
avoided. 
For completion, i t i s useful to define the magnetoresistance 
and Hall effects by considering the low f i e l d expansion 
coefficients. These coefficients are obtained from the 
Jones-Zener expansion of the magnetoresistivity tensor 
(which i s usually carried out up to second order i n magnetic 
f i e l d components): 
(4.35) 
This series expansion i s equivalent to a Taylor series with 
the coefficients given by (see Puchser et a l . 1970) 
1^ 2 * to (• 
•) 
(4.36) 
B=0 
where i,,1,kj ,k2» k^ » 1 ,2,3. 
Hartman (1969) has given 
B < 1 (4.37) 
as a low-field expansion condition such that the magnitude 
of each term i n equation (3.36) be less than one. Here ]2 
i s the mobility tensor and B* i s the antisymmetric second 
rank tensor form of the magnetic induction vector B. 
In equation (4.35) the coefficients are constant tensors: 
(second rank symmetric polar tensor) (o) Jo) i 
Pi *L " ~ ^ i k . j ( t h i r d rank axial tensor, antisymmetric 
with respect to i and j indices) 
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(2) (2) (?ourth rank symmetric 
^iJk^kg s ji(all permutations of and kp polar tensor). 
(4.38) 
In the low f i e l d case the Hall effect and the magnetoresistance 
can "be and often are represented by the components of the 
n ( D (2) tensors a n d vLJk^kg respectively. 
This definition i s i n accord with the " f i r s t d e f i n i t i o n " . 
To show t h i s , l e t us consider the "even" and "odd" parity 
of the electric f i e l d components Ei with respect to the 
magnetic f i e l d 
even odd 
•^1 " % + EjL a 
r J o ) (D (2) -, 
(4.39) 
Here 
So) 12) T^ even i 
and j;°dd 
r A0' A d ) 1 , 
Equations (4.40) and (4.41) can be taken as the defining 
equations of the low-field magnetoresistsnee and Hall effects 
respectively. Throughout the text, for brevity f>^^ or 
o (o) is used i n place of P^y 
SOL « 2 2 MAY W75 
SE '• H , 
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In the section (4.2) on transport tensors i n the pbsence 
of a magnetic induction ( i . e . case 1 ) , we have opened a 
discussion on the definition of the electrical r e s i s t i v i t y 
or i t s reciprocal electrical conductivity based on the 
expression of Joule heating i n terms of P, . or 0".. . 
There we arrived at a conclusion that i n anisotropic media 
Joule heating cannot be expressed uniquely i n terms of 
f ^ j or i t s reciprocal and hence i t should not be 
taken as a basis for the definition of 9^ or 0^ . Now 
we are going to extend this discussion to case (2), i.e., 
when an external magnetic induction B* is applied to the crystal. 
In_ addition. _to_ the_above Aefinitipns_oj£Jthe_ magnejboresistance _ 
and Hall effect ( f i r s t , second and th i r d definitions), some 
workers have given a description of these effects i n terms 
of Joule heating; see for example Landau and Li f s h i t z (1960) 
p. 97, Bhagavantam (1966) p. 198, Shtrikman and Thomas (1965), 
Pantulu and Sudarshan (1970) and L i f s h i t z et a l . (1973) p.168. 
According to this description, the Joule heat evolved i n a 
conductor i s determined only by the symmetric part of the 
magnetoresistivity tensor, i.e. 
v s) 
Q = }.£ - J ^ - J ± P i ; j (S) J j . (4.42) 
J a K 
The lossless, antisymmetric part P^-jOs) describes the Hall 
effect. Again this description needs to be c r i t i c a l l y examined. 
To this end, l e t us consider the snme crystal which was 
studied as an example i n case (1), i.e. a monoclinic crystal 
with point group 2(CL). For this symmetry the form taken 
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by p i ;j i s given in eouation (4.10) and the form of p ^ j ( ^ ) 
i s ^iven i n table (3.5). For the sake of simplicity we w i l l 
consult the i l l u s t r a t i v e figures ( i l l u s t r a t i o n 4.2) and 
i l l u s t r a t i o n 4.3) given for state 2 and state 3 of case ( 1 ) . 
Now consider state 2 (see i l l u s t r a t i o n 4.2 in case ( 1 ) ) . I f 
we apply a magnetic induction along (B=B^1), i n general, 
the longitudinal Eg and transverse E^  fields w i l l be effected. 
In addition an electric f i e l d E^ across the z-direction may 
be developed. In this case E^ .f E2,E3 and J(=Jg) are the 
measurable quantities and they are related by 
even even odd 
E1 = P 1 2 ( V J2? E 2 = P 2 2(B 1) J 2 ; E 3 = P 3 2(B 1) J 2 . (4.43) 
The quantity of heat evolved per unit time and volume can 
then be expressed as 
Qj, = J ' i = J j . (-E^l + E23 - E 3k) = 
even 0 
» J E2 » P22 ( B1 ) J [even even odd , 
a i 2(B 1)E 1 + <T 2 2(B 1)E 2 + 0 2 3 ( B 1 ) E 3 J E 2. (4,44) 
Here k i s the unit vector along the z-direction and Qj,, 1, 3 
and J(=J 2) have the same meanings as i n the equation (4.11) even 
P22(B,j) i s a f i e l d dependent tensor component and Qj 2(B.]), 
^ 2 2 ( B 1 ) , ^ 2 3(B^) are the magnetoconductivity tensor components. 
Notice that i n this set up longitudinal "even" components 
of p< contribute to 0- only. On the other hand different 
1 3 ^ E even 
components of GJJ(B) i.e. "even" diagonal ( J I I ( B ) , 
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even odd 
"even" off-diagonal 0^(3 ) ( i * j ) and "odd" ^ ^ ( B ) 
components contribute to Qg. I t i s obvious that when B* i s 
i n another direction a different form of equation (4.44) w i l l 
r esult. For the set-up described by equation (4.44), 
inspection of this equation shows that Joule heating i n 
general for a crystal with no symmetry ( i . e . point group 1(C^)) 
can be written as 
javen 2 . Qj, » J.E o P k k ( l ) J k = E ± (J 3 (3) • (4.45) 
Next consider state 3 (see i l l u s t r a t i o n 4.3 i n case (1)) . 
Since application of a magnetic induction B* along the x-direction 
( i . e . B = B^£) may develop a potential difference across 
the z-direction, we short-out the sample across both the x-
and z-directions. Por this set-up, J 1 f J 2 , J3 and E(»E2) are 
the measurable quantities and they are related by 
even even odd 
E(«B2) - P 2 1 ( B 1 ) J 1 + G>2(Bj)J2 + (|3(B 1)J 3- (4.46) 
As we have mentioned i n case (1), although a current i n the 
loop i n the x- or z-directions can easily be measured, to find 
the current density or J 3 may be d i f f i c u l t . Joule heating 
for this case can be expressed as 
Qj - J.E. - ( + J 2 J + J 3 k ) . (Ej) 
ever r2E « (T 2 2( 
even 
P 2 1 ( B 1 ) J 1 J 2 + P22l'^)J2d + P 2 3(B 1) J 2 J 3 , 
n v o J„ C «2(B,) E z 
even 2 jpdd 
(4.47) 
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even ^ 
Note that ^2^ B1^ o f i j ^ contributes to Qj only. 
But different components of Q .(B) are contributing to 
J odd Qj; the appearance of a Hall effect term (^(B.j) i n 
equation (4.47) deserves attention. Here i t i s worth 
mentioning a point which could well be related to state 3; 
i t i 3 the well known Corbino disc geometry i n which the Hall 
f i e l d i s t o t a l l y shorted and an enhancement i n the 
magnetoresistance has been experimentally observed (see 'Veiss 
1969 and references therein). By inspection, equation (4.47) 
can be generalized to a no symmetry crystal ( i . e . point group 
K ^ ) ) as 
_ _ even 0 
Q j - J.E - <rkk(Tg) & J j L $ 3 ( ! > J a . ( 4 . 4 B ) 
In case (2), from the preceeding discussion we can 
deduce the following results which are similar to those i n 
case (1): 
1) Qg seems not equal to Qj but this needs to be proved 
experimentally. 
2) Again, an expression for Joule heating depends 
strongly on the shape of the sample and the experimental set-up. 
Thus, we again arrive at a similar conclusion that i n 
anisotropic media the quantity of heat evolved per unit time 
and volume cannot be expressed uniquely i n terms of ^.j(B) 
or i t s inverse therefore i t should not be taken 
as a basis for the description of the magnetoresistance and 
Hall effect. 
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( t ) MAGNET0RB5ISTANCE 
The magnetoresistance effect i s the change i n the 
electrical r e s i s t i v i t y i n the presence of a magnetic 
induction 5 . Following a remark made by Pippard (1965) that 
the magnetoresistance could be proved positive, Wannier (1972) 
has proved a theorem under rather general assumptions that 
the magneto conductivity of a metal i s a monotonieally 
non-increasing function of the magnitude of B. 
We have already defined the magnetoresistance as the part 
of the magnetoresistivity tensor P^jj(B) which i s an "even" 
function of S, i.e. P^-j^S) • This can be divided into two 
parts: diagonal components and off-diagonal components. The 
even 
diagonal part can further be divided into two parts P««(BJ) 
even even 
and Pn(Bj c) ( i * k ) . I n the li t e r a t u r e P^(\) i s often called 
the longitudinal magnetoresistance and (^TB^) ( i * k ) the 
transverse raagnetoresistance. The off-diagonal components 
even-*,, even „ , 
of P 1 ;jTO, i.e. PijCB^) ( i * j ) , w i l l be just called even o f f -
diagonal components. Later, i n a separate section we shall 
show that the co-existence of "even" off-diagonal components 
with "odd" (Hall effect)components i s the main cause of the 
Umkehr effect i n P,..(B). I t i s obvious that the zero f i e l d 
r e s i s t i v i t y tensor components are contained i n P^-j(B) and 
they can always be obtained by putting %*Q. In addition to 
the measurements of the components of P^j^B) as a function 
of B, measurements of the tensor components as a function 
of magnetic f i e l d direction (angular dependence) are and 
have always been very valuable as a source of information 
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about the shape of the constant energy surfaces of conductors. 
Recently, polar data i n Bi and certain Bi-Sb alloys by 
Jacobson (1973), an As(25.5 at., jt) - 3b alloy by 
Akg5z and Saunders (1974) and Bi by Sumengen et al (1974) 
have been used to pompute the band model parameters of 
these materials. 
( i i ) HALL EFFECT 
We have already defined the Hall effect as the part 
of f£.j(3) which i s an "odd" function o f f , i^e. j ^ d d ( 2 ) . 
I n any configuration of the sample the Hall f i e l d vanishes when 
S equals zero. Hall effect measurements are usually made by 
employing samples i n a rectangular parallelepiped geometry. 
A uniform constant current i s maintained through the long 
direction of the sample. When an external magnetic f i e l d i s 
applied to the sample, i n general, a potential difference 
perpendicular to the current direction develops. Part of 
this voltage which changes sign on reversal of the sign of 
B* is called the Hall f i e l d . Notice that i n this configuration 
current direction i s always normal to the Hall f i e l d , but 
we have no condition for B*; i t can be applied to any direction 
although i n table (3*5) we have assumed that B i s along each of 
the orthogonal crystallographic directions taken i n turn. The 
components of the "odd" part of f^-jC^) (see table 3.5) are 
then calculated by using this measured f i e l d . 
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I f we recall eouatlon (4.41), the linear relationship 
between and E^dd allows us to find the low f i e l d 
Hall coefficients (which are the components of a t h i r d rank 
axial antisymmetric tensor)• Thus the low f i e l d Hall effect 
of a particular material i s represented by the components of 
r i j k ^ which are constants themselves. 
In general for the classical range of magnetic fields equation 
(4.41) does not hold. Again by using the "even" and "odd" 
parity of the measured electric f i e l d components with 
respect to the magnetic f i e l d , we can write 
E 4 - E f v e n + E ° d d -
even odd 
1 j & + <il& J y (4.49) 
As we have already stated, the "odd" part of (4.49) represents 
the Hall effect. In anisotropic media, at a constant 
magnetic f i e l d B = BQ , ^ j ^ ^ o ^ c a n t e c o n s i d e r e d a s 
the local gradient of the E ° d d versus B* curve. 
The defining equation can be written as 
. odd. v I 
odd _ / < \ / dp (B) \ <*> (-Is—) |«-* * (4-50) 
Basically this definition i s the tensor form of that given 
by Hurd (1972). 
In the l i t e r a t u r e , over the years some of the components 
of ^fj^?} n a v e t e e n named as i f a new Hall effect had 
been found. Next, and more important, several workers i n the 
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studies of the galvanomagnetic effects have considered the 
"off-diagonal even" components of the magnetoresistance 
as part of the Hall effect; as an example we can think 
of the t h i r d d e f i n i t i o n . This mixing of the "even" and 
main source of names for the Hall effect. A f u l l review of 
various Hall phenomena observed i n crystals up to 1963 has 
been given in the monograph by Beer (1963). Here we shall l i s t 
the names of the various Hall effects which have appeared 
up to now i n the li t e r a t u r e and comment on them. 
1) Conventional Hall effect. 
In this case, for a sample i n a parallelepiped geometry, 
a transverse f i e l d E* i s developed under the conditions such 
that E, B and J are mutually perpendicular, where J i s 
along the long direction of the sample. This is true for isotropic 
crystals; i t i s also true i n cubic crystals provided that 
E*, J* and B are along the orthogonal crystallographic axes 
and also i n some other point groups when E, J and B are 
i n certain special directions. The generalization of this 
definition to low symmetry crystals may open a way to 
complication. 
2) Quadratic Hell effect or Even Hall effect or Transverse 
even effect. 
The "off-diagonal even" components (which we have already 
mentioned in the description of the magnetoresistance) have 
frequently been considered as the part of the Hall effect, 
contrary to the f i r s t and second definitions. Measurements 
"odd" components of has been and s t i l l i s a 
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even 
involving any component of Pij(*) can i n principal 
cause the appearance of this effect. Different names have been 
assigned to these components by different workers i n the 
f i e l d such as : quadratic Hall effect by Kohler (1934) and 
Shoenberg (1935); even Hall effect by Baranskii et a l (1971), 
Douglas and Datars (1973); a rather reasonable name "transverse 
even f i e l d " or "transverse even effect" has been adopted by 
Kachinskii (1961), Zlauder and Kunzler (1961), Hurd (1972, 
1974), Chiang and Shevchenko (1974). For the same effect, 
the name "transverse ohmic f i e l d " has also been used (see for 
example, Connell and Marcus 1957). As i t has been pointed out 
by Mason et a l . (1953), this even voltage i s the largest source 
of distortion i n Hall effect devices. I t can only be removed 
by choosing the correct crystal configuration. 
3) Transverse Hall effect (TH-field) and Longitudinal Hall 
fl££ect (LH-field). 
Grabner (1960), i n his Hall effect measurements i n n-type 
germanium has adopted such conventions as transverse Hall 
f i e l d (TH-field) and longitudinal Hall f i e l d (LH-field). 
The measured Hall f i e l d (which i s an "odd" function of 3) 
perpendicular to B and J ( i . e . i n the direction of B A!) 
has been called the Transverse Hall effect. Note that i n this 
case B i s not necessarily normal to J. The measured Hall 
f i e l d perpendicular to J* and BAJ ( i . e . i n the direction of 
J A (3A J) or i n another word the measured f i e l d i n the plane 
of B and 1) has been called Longitudinal Hall effect. 
Actually, with the above conventions, Grabner's measurements 
- I l l -
odd 
can be represented by one of the components of p ^ 
depending on the particular orientation of his samples. 
I t i s important to notice that Grabner's Hall effect 
definition (as we have mentioned early) i s i n accord with 
the f i r s t d e f i n i t i o n . I n fact, he has measured some of the 
"odd" part of the magnetoresistivity tensor. 
4) Longitudinal magnetic f i e l d Hall phenomena. 
In a parallelepiped sample geometry, this name has been 
used for a transverse potential difference developed normal 
to ? when the magnetic induction B* i s set parallel to J. 
Garcla-Moliner (1959) has predicted that such a potential 
difference can develop even i n a cubic crystal when the current 
density 7 i s set up along a direction with no symmetry. 
Hattori (1968) has observed Na transverse voltage i n a 
longitudinal magnetic field** i n bismuth. I n fact, he has 
odd 
measured P 1 2 ( B 2 ) ; a component of the Hall effect i n th i s 
A7 structure material. 
5) Planar Hall effect. 
Apparently, Goldberg and Davis (1954) i n germanium 
crystals f i r s t observed an electric f i e l d perpendicular to 
current direction i n the current-magnetic f i e l d plane and for 
this f i e l d they have used the name "planar Hall f i e l d " ; since 
then i n the l i t e r a t u r e t h i s effect has been known as the planar 
Hall effect. For the same f i e l d the name "pseudo Hall effect" 
has also been used by Koch (1955)• Very recently Hurd 
(1974) has dropped the word "Hall" and defined the planar 
effect i n the following way: i n anisotropic media, with ? and 
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B established i n isothermal conditions, the planar effect is the 
appearance along a direction perpendicular to J, and coplanar 
with j " and "8, of an electric f i e l d which i s an "even" 
function of B*. From the above definitions i t i s clear that 
this effect i s the measurement of the "off-diagonal even" 
even 
components of PjjCf) ( i ^ J ) as a function of magnetic f i e l d 
direction when a constant B* i s rotated i n the plane determined 
by the i™ and ya directions. For example, i f J// A (x-direction 
and t// 2(y-direction), P 9 4 ( B 1 F B 9 T 0) |^ represents 
^ 1 ' | B = const. 
the planar effect. 
According to the f i r s t d e f i n i t i o n , this effect i s a part of the 
magnetoresistance, since i t i s an "even" function of B. 
From the above descriptions of the various Hall effects 
the following results can be deduced: 
( I ) I t appears that most of the Hall effect names have 
arisen by consideration of the "off-diagonal even" components 
as though they were part of the Hall effect. 
( I I ) She Quadratic Hall effect can be represented by the 
even _^  
"off-diagonal even" components PJJOS) (k*3) when B i s taken 
along the crystallographic directions. 
( I I I ) Polar measurements of the "off-diagonal even" components 
even 
f\-j(B) (1*1) as a function of magnetic f i e l d direction when 
a constant B* i s rotated i n the plane determined by the i * n and 
J directions can cover the planar Hall effect. 
(IV) The other Hall effects described above can either be 
odd 
represented by the individual components of P^^(%) or 
their dependence on the magnetic f i e l d direction when a 
constant B* i s rotated i n a specified crystallographic plana. 
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(V) Prom the resu l t s ( I ) , ( I I ) , ( I I I ) , (IV) and i n the 
l i g h t of the f i r s t d e f i n i t i o n we can conclude that the effects 
2 and 5 belong to the magnetoresistance; 1, 3» 4 belong to 
the H a l l e f f e c t . Therefore, i t i s best not to consider them 
as i n d i v i d u a l e f f e c t s . 
(VI) Once again, i n the study of the galvanomagnetic 
effects we suggest that workers follow the f i r s t d e f i n i t i o n — 
even odd. 
P J J U J ) — * magnetoresi stance, ^ j ( B ) — • H a l l e f f e c t — 
i t i s simple, most general and p r a c t i c a l . 
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4.3.2. THERMOMAQNftTIC EFFECTS 
Thermoelectric effects and thermal conductivity I n the 
presence of magnetic f i e l d are frequently called the 
thermomagnetic e f f e c t s . As we have already stated i n an 
e a r l i e r section the thermomagnetic effects are represented 
by the magnetic f i e l d dependent tensors 0 ^ ( 2 ) , 
and K 1 ; j ( 5 ) . n i j ( ? ) and a i j ^ 3 X 0 r e l a t e d *7 * n e Kelvin 
r e l a t i o n (see equation 4.18). Here, a somewhat detailed 
description of the magnetothermoelectric power tensor 
3 ^ ( 3 ) together with a b r i e f description of the other two 
tensors w i l l be given. 
The second rank magnetothermoelectric power tensor 
G^(^) can be expressed as a sum of "even" and "odd1* 
functions of the applied magnetic induction 2: 
even odd 
<XLj($) - a i 3(B) (4.51) 
even even^ odd_ odd., 
where 0 ^ ( 1 ) - a 1 ; J ( - B ) ; a i ; J ( 3 ) - - • (4.52) 
The same tensor can also be w r i t t e n as the sum of symmetric 
(s) and antisymmetric (a) parts' with respect to the indices 
i and j : 
* h e r e 0 ^ ( 1 ) - ; - - a£(*> . (4.54) 
By using the above equations (4.51) to (4.54) we w i l l 
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(B) even . 
e x p l i c i t l y show t h a t a i ; j ( B ) i s not equal to a i ; j ( B ) and 
(a) odd., 
a i ;j(B) i s not equal to a i ; j ( B ) . Let us f i r s t express 
even ' odd^, 
a
i ; ) ( B ) and a 1 ; J ( B ) i n terms of C^-j^B) • 
_ everi odd__ 
« i j ( B ) . • ( 4 < 5 1 ) 
_ even odd _ 
°i3 (- ? ) 88 a i j < " * + ^ j * - * ) - (*-55) 
By making use of equalities (4.52), equation (4.55) becomes 
_ even. odd ^ 
Addition and subtraction respectively, of equation (4.56) 
from equation (4.51) leads to 
even . r ^ -i 
a i j ( ? ) " T P i j ^ + a i i d ( J S ) J < 4 ' 5 7 ) 
Equation (4.53) can be also w r i t t e n as 
(s) ^ (a) _ 
Use of the relations (see equations 4.54) i n the r i g h t hand 
side of equation (4.59) yields 
(s) ^ (a) ^  
O j j f l ) - a i 3C^) -«i 3ff) • C4.60) 
Addition and subtraction respectively, of equation (4.60) 
from equation (4.53) yields 
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al](%) 4 [ o ^ j C D - c e ^ f f ) ] • ( 4 # 6 2 ) 
By comparing respectively equations (4.57) and (4.58) with 
equations (4.61) and (4.62) i t can, i n general, be shown 
that the following i n e q u a l i t i e s hold: 
even. (s) _ 
a ± 3 ( 2 ) =*= a 1 3 ( 5 ) , (4.63) 
odd 
These i n e q u a l i t i e s are crucial'equations i n that they put" 
an end to use of the symmetric and antisymmetric terminology 
i n description of transport tensors. For ^ i j ( ^ ) the 
r e s t r i c t i o n s imposed by the Onsager r e l a t i o n (see equations 
4.17) demand an equality sign instead of an inequality sign 
(see equations 4.31 and 4*32). This i s the reason why we 
even o d a * x 
needed to l i s t only the h a l f parts of "44(B) and P**'"' 
even,^ odd -» i n table (3.5). But f o r OtjjvB) andCX^B) the f u l l forms 
were given i n table (3.6). 
Experimentally, "eveif and nodd n parts can be measured by merely 
reversing the sense of the magnetic induction B* (see equations 
4*57 and 4.58). On the contrary, t h i s need not hold f o r the 
symmetric (s) and antisymmetric (a) parts. As an example 
consider the tensor component a 2 3 ^ B P f o r * n e P°* n* S?ouP 
3>D. To obtain the symmetric and antisymmetric parts of 
a 2 3 ^ B l ) t h e following equations may be used: 
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* 2 3 ( V " l ^ t t y + 0 t 3 2 ( B 1 > ] ( 4 ' 6 5 ) 
*23< B1> * l[a23<»1> -<*32<B1> (4.66) 
That i s , a 2 3 ^ B 1 ^ a n d °^32^B1^ n e e d to D e measured. ?or t h i s 
two d i f f e r e n t l y oriented (z - cut and y - cut) samples are 
required. On the other hand, inspection of equations (4.57) 
i 
and (4.58) shows that "even11 and "odd" parts of ^ ^ ( B ^ ) can b« 
obtained from one sample ( z - c u t ) . This i s a very important 
p r a c t i c a l reason f o r using the "even" and "odd*1 terminology 
i n describing f i e l d dependent transport tensors i n general 
i n p a r t i c u l a r . This further emphasises that the 
"even" and "odd" nomenclature f o r the description of transport 
tensors i s superior to the symmetric and antisymmetric 
terminology. 
We now define the magneto-Seebeck e f f e c t as the part of 
a i j ( B ) which i s an "even" function of B* and Nernst e f f e c t 
which i s an "odd" function of B. Apparently Steele and Babiskin 
(1955) i n the measurement of the thermomagnetic effects i n 
bismuth were the f i r s t to separate certain components of 
i n t o "even" and "odd" parts. Later, Harman and Honig (1967) 
i n t h e i r multiband formulation of the galvanothermomagnetic 
effects have found i t convenient to s p l i t each transport tensor 
i n t o "even" and "odd" parts. I n fact they use "Seebeck coeffic-
i e n t " f o r "even" components and "Nernst c o e f f i c i e n t " f o r "odd" 
components of O^jfS)• Apart from these two suggestions the 
above description ( ^j^f) » Magneto-Seebeck e f f e c t ; 
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OtjjCS) » Nernst e f f e c t ) has not, to our knowledge, 
been given before. Now the magneto-Seebeck e f f e c t and 
Nernst e f f e c t w i l l separately be described. 
( i ) MAGNETO-SEEBBCK EFFECT 
even 
Following closely the description of j ( B ) , the "even" 
part of O^^B), i . e . the magneto-Seebeck e f f e c t , can be 
divided i n t o two parts: diagonal components and off-diagonal 
components. The diagonal part can further be divided i n t o 
even 
two parts ^iiCBj^) l o n g i t u d i n a l magneto-Seebeck e f f e c t and 
even 
G^CB^) ( i ? k ) transverse magneto-Seebeck e f f e c t . The 
even 
o f f ^ diagonal even components -^j-j-CBfc) ( i - * j ) f o r which we 
have no special name w i l l be j u s t called "off-diagonal even" components of °^j(B) 
( i i ) NERNST EFFECT 
The "odd" part of the magnetothermoelectric power tensor, 
odd ^ 
i . e . &£.j(B) represents the Nernst e f f e c t . Due to the absence 
of a r e l a t i o n l i k e Onsager's r e c i p r o c i t y (see equation 4.17) 
i n the magnetothermoelectric power Oi. A%) , the diagonal odeu 1 3 
components of °ij(B) i n general can e x i s t . This, as i t w i l l 
be shown l a t e r , has been the o r i g i n of the so-called 
"Umkehreffect" which i s usually considered to be an anomalous 
e f f e c t . 
For completion, i t i s useful t o in t e r p r e t the d e f i n i t i o n of 
the magneto-Seebeck and Nernst effe c t s by considering the low-
f i e l d expansion c o e f f i c i e n t s . These co e f f i c i e n t s are usually 
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obtained from a power series expansion of O^jj(^) w i th 
respect to the magnetic f i e l d components: 
, % (o) (1) (2) 0 ^ ( 1 ) - 0 ^ + ^ \ **±1tfyW * •••• <4'67) 
The c o e f f i c i e n t s (which are constant tensors) of t h i s series 
are given by 
where 1, j , k 2, kg - i , 2, 3; 
<£°j (second rank polar tensor) 
Tl) 
a i j k 1 ( t h i r d rank a x i a l tensor) 
(2) 
1''1IL2 
respect to the indices k 1 and kg)• 
(4.68) 
I f « 0 
* * i j k k f l (*<>ur"fch rank polar tensor, i t i s symmetric only with 
The e f f e c t of s p a t i a l symmetry on these constant tensors and 
thus the number of independent components and t h e i r identification 
have been studied and l i s t e d by Bhavagantam (1966), Pinchuk (196^ 
and Smith et a l (1967). A detailed study of these low f i e l d 
tensors i n bismuth (A7 structure, point group ^m) has been 
given by Sumengen and Saunders (1972a). I n t h i s l o w - f i e l d case 
Nernst e f f e c t and the Magneto-Seebeek effeot can be represented 
0 ) (2) 
by the components of ^ j j ^ and OL^^ ^ respectively provided 
that the power series expansion (see equation 4.67) i s carried 
out to second order terms only. I n f a c t , Bhagavantam (1966) 
( t ) 
has used the name Nemst e f f e c t f o r OL. and the term 
(2) 1 3 K 1 
magneto thermoelectric power f o r OL^^ ^ • 
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H e r e
 peven r (0) (2) 
To show that t h i s description i s i n accord with the general 
d e f i n i t i o n , l e t us consider the "even" and "odd" p a r i t y 
of the thermoelectric f i e l d components E^ with respect 
to the magnetic f i e l d . 
E ± - E ° v e n + E j d d o 
r ( o ) (1) (2) , 
(4.69) 
f (0) (2) n 
and B j d d - [ ^  ^ ]V 3T . (4.71) 
Equations (4.70) and (4.71) can be talcetras the defining 
equations f o r the l o w - f i e l d magneto-Seebeek and Nemst 
effects respectively. Note that the l i n e a r r e l a t i o n s h i p 
between V ^T and E ° d d allows us to f i n d the low-
f i e l d Nemst co e f f i c i e n t s (which are the components of a 
t h i r d rank a x i a l antisymmetric tensor). Thus the low-
f i e l d Nernst e f f e c t of a p a r t i c u l a r material i s represented 
by the components of which are constant themselves. 
I n general, f o r an a r b i t r a r y value of magnetic f i e l d , 
equation (4.71) does not hold. Again by using the "even" 
and "odd" p a r i t y of the measured thermoelectric f i e l d 
components E^ with respect to the applied magnetic f i e l d , 
E i can be w r i t t e n as 
E t - E f e n + E j d d -
odd 
[ ^ i ? S ) + <*i;J ( 5 ) ] V " ( 4 * 7 2 ) 
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As we have noted before, the "odd" part of (4*72) represents 
the Nernst e f f e c t . We now follow closely the d e f i n i t i o n of a 
Ha l l c o e f f i c i e n t f o r an a r b i t r a r y magnetic f i e l d strength 
(see equation 4.50); i n anisotropic media f o r a constant 
magnetic f i e l d SaB^, <£ J *CB*0) can be considered as a l o c a l 
gradient of versus ? curve. The defining equation of 
t h i s Nernst c o e f f i c i e n t i s 
w - (*) «» 
I n the l i t e r a t u r e , considerable t h e o r e t i c a l work has 
been employed i n the expression of the components of 
i n terms of mobiliti~es~and c a r r i e r densities. Once again, the 
well known band structure of bismuth with i t s large magneto-
Seebeck and Nernst e f f e c t lead to t h i s material being the f i r s t 
to be studied. I n strong and low f i e l d l i m i t s , expressions f o r 
the components of ^ j ( ^ ) f o r d i f f u s i o n thermopower have 
been given by Harman et a l (1965). Korenblit (1969), f o r the 
same l i m i t s , has given expressions f o r the phonon drag case. 
Sumengen and Saunders (1972a), f o r the c l a s s i c a l range of 
magnetic f i e l d s , have given general and e x p l i c i t expressions 
f o r some of the components of <\ jC5) ?<>r d i f f u s i o n case; in fa*t 
f o r the f i r s t time, they have obtained a complete set of model 
parameters ( m o b i l i t i e s and c a r r i e r densities) by analysing 
experimental r e s u l t s of 0* 2 2($) f o r bismuth at l i q u i d nitrogen 
temperatures. 
I n the next chapter, the form of 0 ^ ( 5 ) f o r i n t r i n s i c and p-type 
(Sn-doped) bismuth w i l l be obtained f o r the d i f f u s i o n and phonon 
drag cases. Measurements of the components of O t ^ a r e , i n 
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general, more d i f f i c u l t than those of P-L-](3). ThiB I s because 
of the experimental d i f f i c u l t i e s involved i n a t t a i n i n g 
isothermal conditions i n the presence of a temperature 
gradient along the sample. Smith et a l (1967) have discussed 
the d i f f i c u l t i e s of measuring the thermomagnetic c o e f f i c i e n t s 
i n isothermal and adiabatic conditions. 
The rest of the magnetic f i e l d dependent transport tensors 
Ki;j(B*) and \^C&) can s i m i l a r l y be described. They can be 
expressed as the sum of "even** and "odd" parts i n B*: 
_ even odd. 
K 1 3 ( l ) = K I 3 ( B ) + K I 3 ( B ) (4.74) 
. even. odd 
and n i j ( B ) - * i ; j ( B ) + ^ ( B ) . (4.75) 
even e v e n * Here KJJ(B) and KJJCB) are called magnetothermal 
odd 
conductance and magnetopeltier e f f e c t respectively; K, ..(B) 
o d d _ 1 J 
represents the Righi-Leduc e f f e c t and n ^ ( S ) t h e Ettinghausen 
e f f e c t . 
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CHAPTER FIVE 
THE EFFECT OF CONSTANT ENERGY SURFACE MODELS AND SOME BASIC 
TRANSPORT THEORY ASSUMPTIONS ON THE FORM OF TRANSPORT TENSORS. 
5.1 Introduction 
Simplifications inherent i n band structure models 
and assumptions employed i n solution of the Boltzmann 
transport equation can r e s t r i c t the forms of ft, AC5) or 
obtained from transport theory are compared to the pheno-
menological forms .established i n . chapter three (see section 
3.5). As an example, the well-established band structure of 
bismuth i s considered throughout. I t i s shown that the 
forms taken by a j j ( ^ ) f o r the phonon-drag and c a r r i e r 
d i f f u s i o n cases d i f f e r ; the appropriate components that 
need to be measured to separate the two contributions are 
given. 
From band structure considerations, an explanation of 
the appearance of the Umkehr ef f e c t i n certain components 
symmetry r e s t r i c t i o n s i m p l i c i t to the band structure ( l e . the 
Fermi surface) model of bismuth, those a r i s i n g from the w e l l -
known constant energy surface near the band extrema of 
n-germanium are also considered. 
* . . ( ? ) . I n t h i s chapter the forms of 
13 
0^(5) and ©^(B) 
of f^(B) and 0^(1) i s given; here, i n addition to the 
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5.2 CONSTANT 3NSRSY SURPACE SYMMETRY RESTRICTIONS ON THE 
FORM OP THE MAGNETORESISTIVITY TENSOR. 
A second way of reaching the form of fl£j(B*) i s through 
the microscopic theory of electron transport. This i s 
usually achieved by solution of the linearized Boltzmann 
transport equation i n the relaxation time approximation. 
In principle when a l l the r e s t r i c t i o n s imposed by the band 
structure symmetry are included i n such a calculation, 
the form obtained f o r should be i d e n t i c a l to that 
found from the. phenomenological approach i n section (3.5)* 
However, to f a c i l i t a t e an an a l y t i c a l solution to the 
Boltzmann equation recourse i s often made f o r semiconductors 
or semimetals to representation of the constant energy 
surfaces i n the v i c i n i t y of the symmetry related band 
extrema by simple models such as spheres or e l l i p s o i d s . 
But transport theory based on the m u l t i v a l l e y e l l i p s o i d a l 
energy dependence of c r y s t a l momentum can y i e l d r e s u l t s of 
higher symmetry than the phenomenological theory — the 
symmetry of the constant energy surface model determines 
the form of 1^^(%). The simplest example i s the spherical 
Permi surface model of a metal with the relaxation time 
independent of v e l o c i t y ; here the "even" parts of l^jCB) 
are independent of the magnetic f i e l d and are simply the 
zero f i e l d r e s i s t i v i t y : the magnetoresistance vanishes (see 
however Allgalerl973 f o r a discussion of the special 
assumptions inherent i n t h i s simplest transport model). 
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The phenomenological form of f ^ j ( ^ ) appropriate to 
the A7 structure (point group 3m), i n s u f f i x notation, i s 
^(B^O.O) 
P
13(0,B2,0)« 
EVEN 
f^ 1(B 1) 0 0 \ 
P23 ( B1> W V / ODD 
0 
0 P23<-B1>_ 
-P 2 3(B 1) 0 
EVEN 
f>u(*2) 0 0 
0 % 2 ( B 2 ) P2 3(B 2) 
0 ft,3(B2) P3 3(B 2) y 
ODD 
^ 2 ( B 2 ) P 1 3(B 2)^ 
• |-P 1 2(B 2) 0 
y-P 1 3(B 2) 0 
0 
0 
- 126 -
EVEN 
P i 3(0,0,B 3) » 
P«,(B,) 11^3 0 
0 
ft, ,CB2) 0 
0 
P « ( B , ) 33v"3 
ODD 
ft,o(B,) 0 12* "3 
P«*(B,) 0 12^3 
(5.1) 
where the "even" and "odd" parts represent the magnetoresiatance 
.and H a l l effect-respectively. Aubrey (1971) has-derived 
e x p l i c i t l y each of the components of 0^(3") i n terms of 
c a r r i e r densities and m o b i l i t i e s f o r the t i l t e d 
e l l i p s o i d a l model of the group V semlmetals. Inspection 
of his equations c l e a r l y shows that the form taken by 
0 j j ( 5 ) and therefore ftjjfB*) i s the same as that obtained 
by the phenomenologlcal approach (equation 5.1). 
The way i n which the constant energy surface symmetry 
assumptions can r e s t r i c t the form of PJJCB") can be seen by 
consideration of Fermi surface models used f o r bismuth. I n 
the f i r s t quantitative work r e l a t i n g the galvanomagnetic 
effects of bismuth to the band structure, Abeles and 
Meiboom (1956) used a n o n - t i l t e d e l l i p s o i d a l model f o r the 
electron Fermi surface - a model which reduces the form 
of P i j ( ^ ) *° that of the higher symmetry enantiomorphous 
point group 622 (see table 3.4). The components 
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D23^i)» *^3^B2^ a n d *?2^B2^ w ^ l c n depend upon the t i l t 
angle of the e l l i p s o i d s must then vanish. Another example, 
which finds d i r e c t experimental v e r i f i c a t i o n , occurs when 
bismuth i s doped with s u f f i c i e n t acceptors to depress the 
Fermi l e v e l below the conduction band edge i n t o the L-point 
gap (a review of the effects of doping on semimetals i s 
n 
given by Saunders and Akgoz 1973) • At s u f f i c i e n t l y low 
temperatures the only c a r r i e r s present i n concentrations 
high enough to a f f e c t °ij(^) are holes i n the e l l i p s o i d of 
revolution centred at the T point. As a r e s u l t of t h i s 
symmetry r e s t r i c t i o n on the band structure, PjjCB) acquires 
the form corresponding to that f o r the point ^roup 422. 
Gritsu et a l (196S) have shown that i n tin-doped bismuth 
°33(B1) • °33^B2^ w n 3- c l* i s o n e o f "the i n t e r r e l a t i o n s 
between the tensor components predicted beneath the form 
of Pi-j(^) f o r the point ^roup 422 i n table (3.5). 
I n general the form of Pj_jC$) can be arrived at by 
consideration of the symmetry of the points i n the B r i l l o u i n 
zone where the band extrema l i e . 
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5.3 THE EFFECT OP CONSTANT ENERGY SURFACE MODELS ON THE 
FORM OP O^jCB) - THE DIFFUSION AND PHONON DRAG 
THERMOPOWERS. 
While the phenomenological forms of 0 ^ ( 5 ) given i n 
table (3*6) are s t r i c t l y t r u e , assumptions made i n 
application of transport theory i n the m u l t i v a l l e y constant 
energy surface model can r e s u l t i n a higher apparent 
symmetry than that of the point group and the form of 
0^(13) i s altered accordingly. The forms of ttjjOS) 
predicted from the theories of phonon drag and d i f f u s i o n 
thermopower can d i f f e r and t h e i r study should allow 
separation of the two contributions. From solution of 
the Boltzmann transport equation i n the relaxation time 
approximation, Sumengen and Saunders (1972a) have obtained 
a general equation f o r the d i f f u s i o n contribution to a j j ( ^ ) 
For a two-band model with electrons (e) and holes ( h ) . 
- ( f c f l ) K j . e C S ) P, • < ^ > h C 5 ) P h } (5.2) 
where P e and P n, the p a r t i a l Seebeck co e f f i c i e n t s of e l e c t -
rons and holes respectively are scalar quantities (see 
w ii -» 
Saunders and Oktu 1968). O^^gOS) and Ojjj represent 
the p a r t i a l electron and hole conductivities. Aubrey 
(1971) has given the prerequisite expressions f o r O^^(B) 
and therefore P^B) f o r the group V semimetals. Now 
equation (5.2) can be used to obtain the forms of a i j ( B ) 
when c a r r i e r d i f f u s i o n i s the dominant transport mechanism. 
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However, at low temperatures phonon drag can make a 
large contribution to the thermopower of semlmetals 
t h i s i s probably true f o r bismuth. Korenblit (1969), 
using anisotropic p a r t i a l Seebeck tensor a r i s i n g from 
phonon drag e f f e c t s , has obtained a general expression f o r 
We w r i t e , i n a s l i g h t l y d i f f e r e n t notation, h is 
expression as 
«hk<5> " ° m j f e ^ 4,e+ ? °m1,h<*> *Jk,h } 
(5.3) 
where i and r run over the number of electron and hole 
e l l i p s o i d s respectively, e(B) and 0 ^ fl(B) are the i t n 
*,yr — — — — - - -
electron and r hole va l l e y magnetoconductivities respectively 
8111(31 °^ k e a n d c ^ k h a x e * n e i * h e l e c ' f c r o n r * h no!e vall e y 
phonon drag thermoelectric power tensors respectively. "For 
bismuth equation (5.3) becomes 
a n k ( 5 ) = j S °m3,eCB) + ^,*<*> *1k,h J 
(5.4) 
where i n Korenblit's notation the hole phonon drpg thermo-
e l e c t r i c power tensor h i n the crystPllographic axis 
reference frame i s 
r 
0 0 
V.h - I 0 •Si 0 
0 13 
(5.5) 
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and that f o r electrons i s 
e *11 °23 (5.6a) 
11,111 ' 
'4^2 4% ^ 3 / < 5' 6 b> 
Here the upper sign refers to the second ( I I ) and the lower 
sign to the t h i r d ( I I I ) e l l i p s o i d . The e l l i p s o i d s are 
numbered i n an anticlockwise r o t a t i o n a l order about the 
d i r e c t i o n . Now by using equation (5.4) we obtain 
the form of the phonon drag magnetothermoelectric power 
tensor f o r bismuth when an a r b i t r a r y magnetic f i e l d 
B 1, B 2 or B-j i s applied p a r a l l e l to crystallographic axes 
x,y, or z taken i n t u r n . 
To achieve t h i s end, we 
( i ) express the components of P n m(^) i n terms of C^fS), 
( i i ) use Aubrey's (1971) expressions to f i n d the eomponentsof 
* I , I I , I I I ^ (^(B) qjjj e(B) and Q^JJCB) i n terms of the c a r r i e r 
m o b i l i t i e s and densities and 
I , I I , I I I 
( i i i ) obtain the electron a j j C f e an d hole afoth 
phonon drag thermoelectric power components from 
equations (5.6) and (5.5). 
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when the summation i m p l i c i t i n equation (5.4) has been 
carried out, the r e s u l t obtained w r i t t e n out i n f u l l 
s u f f i x notation i s 
E V E N ODD 
/ ^ ( B , ) 0 0 
a 2 2 ( V ^3<V , + 
\ 0 W a33(M 
0 0 \ 
0 ^ 2 ( B T ) ^ 3 ( B L ) 
0 ^ 2 ( B l ) ^ 3 ( B l y 
Al<B2 ) v 0 V B g ) % 3 ( B 2 ) | + | ^ ( B 2 ) 0 0 a 3 2 ( B 2 ) <^ 3(B 2) o « J 2 ( B 2 ) ^ 3 ( B 2 : 0 0 W 0 
0 \ / 0 <*2<B3> 
-<I2< B3> 0 
^ 3 ( B 3 / \ 0 0 
0 
0 
0 
(5.7) 
Thus the form of <\.j(B) obtained f o r the phonon drag 
thermoelectric power i s i d e n t i c a l to the phenomenological 
form given ( f o r the point group "5m) i n table (3.6). 
Now we consider a ^ ( B ^ ) i n p a r t i c u l a r ; from equations (5.4) 
and (5.7) 
odd even oaa (5.B) 
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„2 
c4 + c,B„ Here g v e ? B * C 1 * fa3J1 
+ ) 
(5.9) 
where 
V "Hl f lHl + 3 V11 €?1*8C»Sl + 3» l22>< cSl +3«;2) 
+ |^22-M|l) ( ^ - ^ l ) + |^23 ( a32- a5 3 ) • 
. , d 
c 2 - f C a ^ - a ^ ) <INi»i33--tf1)(tt32-eS3) • 
c 3 - i ( ^ 1 a T 1 * 3 V 1 1 a ; i ) ( 3 t i 1 1 n 3 3 + -fe> +|d #<<h 1**S 2> • 
c 4 = M ^ O v ^ + l ^ - O ^ ) , 
c5 - J ^ I ^ V ^ I ^ ! ? ^ 
Here M-1;j and are the electron and hole m o b i l i t y tensors 
respectively and 6 e a Mll(* 122l f c33 - l J23^ * N o t e t h a t f o r 
bismuth Vj-|»v22 and v 23=0. 
Now l e t us consider a^CB^) f o r the d i f f u s i o n thermoelectric 
power. By putting 
(5.10) 
A 2 2 = ^ 1 = Pe 
° 5 2 - ^ 3 ' 0 
• t l - ^ 3 - P h ( 5 ' n ) 
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equation (5.4) reduces to equation (5.3). By using either 
equation (5.3) or su b s t i t u t i n g (5.10) and (5.11) i n t o (5.9), 
i t can easily be seen that c ? becomes zero and therefore 
odd / 
a^CB^ i s zero ( i n agreement with the findings of 
w 
Sumengen and Saunders (1972a)). There i s a marked difference 
between the two contributions: i n the phonon drag case 
even odd 
while i n the d i f f u s i o n case 
even odd «I1(B1) = a^CB^, i . e . (B<j) = 0. (5.12) 
_Thus_ the two effects (phonon drag and diffusion)- can be 
separated i n p r i n c i p l e by measurements of O^^+B^) and 
^ ( - B ^ . 
Hansen and TIielsen (1974) have pointed out that the low 
( 1 ) 
f i e l d c o e f f i c i e n t should be a d i r e c t measure of the 
phonon drag thermopower due to electrons i n bismuth. 
I n the low f i e l d expansion of ^ ( B*) (see equation 4.67) 
0) 
the phenomenological theory predicts that i s an 
independent non-zero component (Sumengen and Saunders 1972b). 
This low f i e l d component i s given by c2 
- I ( " Z Z - ^ " ^ * l ^ ^ - T ^ X " * ! - (5.13) 
Use of the equalities (5.10) and (5.11) v e r i f i e s that 
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c£1^ = 0 f o r the d i f f u s i o n c o n t r i b u t i o n . 
1 1 1 
We s h a l l now show that a further r e l a t i o n s h i p , namely 
odd odd 
« 3 3(B 1) = - « 22 CV (5,14) 
exists f o r the d i f f u s i o n but not f o r the phonon drag 
contribution. "From equation (5.2) 
W - { W V *e + W V *h} 
+ " a 2 3 ( B 1 ) { g ^ B , ) P e + ( ^ ( B , ) P h } (5.15) 
where t ^ o C^ CB.,) (^(B^L-. ^  ( B ., ) G^CB,). _ 
Now using Aubrey's (1971) equations ( 9 i ) i t can be seen 
that ^ 3 C B 1 ) , 0 r22^ B 1^ A N D ^ 1 8 1 1 8 e v e n functions of B^. 
Therefore the f i r s t term on t^e IHS of equation (5.15) i s 
even with respect to B^. 
Thus even 
( 
odd 
even 
W ^ {<WV V<WB1> Ph} 
. f f ^ / even. „ even, _ i 
,_Mbl {o-32(e(Bl) v W V M 
(5.16) 
° 1 
where we have separated the magnetoconduetivity tensor 
components into "even" and "odd" parts. 
Again from equation (5.2) 
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(5.17) 
The second term on the IHS of equation (5.17) i s even w i t h 
respect to B^. 
Thus 
odd 
°33<V 
eve 
- a 
n 
tip- J W V pe + <%3,h<B1> p h } 
odd 
- O^^B,.) / even even » 
* ^ 1 { W V P e * ° 2 3 , h < B 1 ) P h } -
- - - -(-5.1-B) 
Again using Aubrey's (1971) equations ( 9 i ) i n conjunction 
with the "even" and "odd" terminology, i t can be seen that 
the following equalities hold: 
odd 
a23< B1> ' 
even W • 
odd 
odd 
even 
even 
W i > -
odd V V 
even 
CT32(B1> 
odd 
>dd 
even 
(5.19) 
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Substitution of equalities (5.19) i n t o equations (5.17) 
and (5.18) shows that 
odd odd 
(5.20) 
Thus the f i n a l form of a i j ( B ) f o r the d i f f u s i o n thermo-
e l e c t r i c power i s obtained when the equalities (5.12) and 
(5.20) are used i n equation (5.7). He can conclude that 
the phonon drag and d i f f u s i o n contributions can be separated 
odd 
by measuring the diagonal components of a i - j ( ^ - | ) * Recent 
measurements of ^ ( B - j ) and fl^3(B-|) (tfher and Goldsmid 
(1974)) have indicated that the phonon drag contribution at 
very high f i e l d s persists up to well above 77K. 
Another example of t h i s separation of the contributions 
to the thermopower can be seen i n bismuth acceptor doped so 
that the Fermi l e v e l l i e s i n the I-point gap (Saunders 
and Akgoz 1973) - the only carriers present at moderately 
low temperatures would be holes i n an e l l i p s o i d of revolution 
centred at T point of the B r i l l o u i n zone. The drag 
thermonower i s then given by 
where the drag thermopower tensor n turns out to be 
that given by equation (5.5). 
Thus 
v v - «n<Bi> I w v S i H i i • 
I n a similar way a l l the components of ^ J ( B ) can be obtained 
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with the r e s u l t : 
EVEN ODD 
(Magneto-Seebeck e f f e c t ) (TTernst e f f e c t ) 
0 0 
0 + a 11 0 
0 0 
0 0 0 
0 0 0 
0 0 0 
(5.22) 
The forms of <\j(B 2) and a 1 ; j ( B 3 ) are i d e n t i c a l t o ©^(B.,). 
Hence, as Korenblit (1969) has noted f o r a substance with 
a single v a l l e y , the drag therraopowers i s independent of 
magnetic f i e l d and the Nernst ef f e c t i s zero. The d i f f u s i o n 
contribution obtained fromjequation (5.2) w r i t t e n _ f o r the 
case of carriers i n a single valley as 
and i t s form i s 
15VEN ODD 
(Magneto-Seebeck e f f e c t ) (Tfernst e f f e c t ) 
p h 0 
0 1 
0 p h 0 + 
0 0 p h i 
(5.24) 
The form of ^ 3 ^ 2 ^ ^ j(B^) are i d e n t i c a l to 
a ^ B . j ) . Thus the d i f f u s i o n thermopower i s independent of 
both applied magnetic f i e l d and crystallographic directions. 
We can conclude from t h i s p a r t i c u l a r example that i f 
equations (5.2) and (5.4) do describe respectively the drag 
and d i f f u s i o n thermopowers c o r r e c t l y , that i s i f the use 
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of < * m j > n 8 1 1 4 P h i n eQ u a* l o n B (5.21) and (5.23) respectively 
i s s t r i c t l y correct — a proposal not yet put thoroughly 
to the test — then a comparison between measurements i n 
p-type Oflagle c a r r i e r ) bismuth of a ^ ( \ ) and a33(B J c) 
(k»l,2,3) should allow separation of the two thermopower 
.contributions. 
E x p l i c i t expressions f o r a l l components of a i ; j ( B ) , 
when B* i s directed along each of the crystallographic 
axes (x,y, and z) , have been found by following the 
procedure used to obtain the equations (5.9), (5.15) and 
(5.17). The f i n a l expressions are extensive and need not 
be given here. To analyse polar data, expressions f o r 
a i ; j ( B 1 F B 2 , 6 ) , O J ^ C B J , 0, B ^ ) and 0 ^ ( 0 , Bg, B ^ ) need to 
be derived; these are also very lengthy and are best 
employed i n computer calculations. 
5.4 The UMKEHR EPPECT IN 
Prom space-time symmetry, we have already shown i n 
chapter three (section 3.5 .5) that the ITmkehr e f f e c t can 
occur i n certain off-diagonal components of the 
magnetoresistivity tensor. I n t h i s section we sh a l l show 
that the same r e s u l t can be obtained from band structure 
considerations. Over the years the occurrence of the 
Umkehr ef f e c t i n PjjOB) n a s been a subject of some debate 
(see, Casimir and Gerritsen 1941; Jan 1957 f o r a review 
and reference*). 
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5.4.1. The A7 structure semimetals 
To show that the TTmkehr effect can occur i n P^jCB), 
l e t us consider the case of ^23^1^ * o r t J i e ^ structure 
(3m point group) semimetals. I n measurements of t h i s 
component, the odd and even parts can r e a d i l y he separpted 
by reversing the d i r e c t i o n of the magnetic f i e l d from along 
the +x d i r e c t i o n (+B^) to the -x d i r e c t i o n (-B^). Then with 
the current along the +z di r e c t i o n the p o t e n t i a l difference 
V developed i n the y-direction i s 
V^B^ = VmniB,) + V o d d ( B l ) 
•' V 2(-B 1)= Y * ™ * ^ ) - V o d d ( B j ) (5.25) 
the phenomenological approach (Table 3s) t e l l s us that 
^ ( B j ) and V 2(-B^) should not be equal because P 23( 3 1) i s 
not i d e n t i c a l to P23^~ B1^* ^ e Q u e s t l o n n o w i s whether or 
not the difference i s measurable. We can answer t h i s by 
ins e r t i n g krwvn band model parameters i n t o expressions f o r 
Pg^-B^ and thus calculating the expected magnitude of 
the ITmkehr e f f e c t i n bismuth. Following the methods of 
i t 
Aubrey (1971) and Saunders and Sumengen (1972), we wr i t e 
where 
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» ^ 2 2 a 1 + iOM-^ + H 22 ) a2 + 3 v11 a 3 » 
^ 3 ( 2 ^ = *J33C&1 + 2a 2) + 3 v 3 3a 3 > 
d - de 1 a23(±Bl)= 0*23+ ^  V a1 " [M23± O n , ^ -ipr)BlJ 
± 3 v 1 l V 3 3 B i a 3 
a2 
and 
a, » ne (1 + - j j j ^ B ^ ) " 1 
a 2 = ne [l + i ( 3 M 1 1 M 3 3 + - ^ - ) B 1 ] " 1 
a 3 - ne (1 + v ^ v ^ 2 ) " 1 
d e " *U^22*X ' ^ 3 > 
Using the band and mo b i l i t y parameters ( c a r r i e r density N • 
p = 3n - 4.4 x 10 2V" 3, electron m o b i l i t i e s i n m^"^" 1« 
1*^=68, H22 " 1*6» ^33 • 3 8 » ^ 3 " -4 .3 , hole m o b i l i t i e s : 
V|1 = 12, v 3 3 • 2.J) obtained f o r bismuth at 77K by 
n 
Saunders and Sumengen 1972, we calculate t h a t , at B<| equal 
to 0.5T, PU,(+B1) « 18.8 x 10~7Qm and P 2,(- B l) = -4.9 x 
7
 J 'even 7 * J odd 
10 'flm. Thus P2 3(B 1) - 6.9 x 10"'flm and P 2 3(B 1) -
11 .9 x 10" 7flm: the TImkehr e f f e c t i n P 2 3(B 1) i s 
substantial for bismuth at 77K. Inspection of equation 
(5.26) shows that the existence of even terms i n ^ ( B f ) 
depends on the presence of the t i l t of the electron Fermi 
surface e l l i p s o i d s : i f there were no t i l t , there would be no 
Umkehr e f f e c t i n ° 2 3(B^). 
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5.4.2 n-type Germanium 
The co-existence of even and odd terms i n 0)^(3) t 
which gives r i s e to the Umkehr e f f e c t , i s by no means 
r e s t r i c t e d t o the A7 structure semimetals. I t can, f o r 
example, occur i n cubic c r y s t a l s . This can be i l l u s t r a t e d 
by considering n-type germanium (point group J 3 £ ) , 
Consider the a x i a l set comprising 
x//C 2 b//[lT0] , y// [112] , a/ZC^/Vpn] (see Table 3.5), 
which can be taken as the e l l i p s o i d a l axis system: The 
constant energy surfaces near each minima can be w e l l -
approximated by a set of four e l l i p s o i d s of revolution 
centred at the L points. 
The next task i s to f i n d the form of Pij(B) i n t h i s 
a x i a l set by solution of the linearized Boltzmann 
transport equation f o r t h i s band structure model. Fuohser 
et a l (1970) have solved the problem i n the relaxation 
time approximation f o r an a r b i t r a r i l y oriented electron 
e l l i p s o i d a l constant energy surface and have obtained 
<i3(3) = * < t t i g 2 a 3 r * f E * - ^ f - ^ r 8 * " 1 ™ - ( 5 ' 2 7 ) 
Here OL ( i » 1,2,3) are inverse e f f e c t i v e mass tensor 
h 2 - -
components, E i s the energy ( • -gj k.S.k) and f Q i s the 
equilibrium d i s t r i b u t i o n function. A minus sign has been 
included i n f r o n t of t h i s equation, the necessity of which 
has been confirmed by private communication with 
J.M. Sybert. I n the a x i a l set under consideration we have 
fo r n-type germanium 
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axis 1 (x - axis //[%To] //C^ / n ,//©y/m* 
axis 2 (y - axis //[n?]//n 2 2(-n 1 1)//o 2(-a 1)//m*(-m*) 
axis 3 (z - axis / / [ i l l ] //C31+//n33//a3//m*. 
Thus i n the absence of i n t e r v a l l e y scattering 
IV . 3 IV 
tfo 
5.28) 
Where the e l l i p s o i d s of revolution are numbered i n an 
anticlockwise order around the [001] axes. To f i n d 
the t o t a l G^ -jCS), the contributions from c a r r i e r s i n each 
e l l i p s o i d are obtained by application of the following 
transformations to the mo b i l i t y tensors and then summing 
over a l l valleys 
„ I I I R I I I R I I I , , I -IV p I V p IV, I /,- QQ\ 
»*J " R i p R j q W 1j = R i p R j q ^ P q ( 5 ' 2 9 ) 
where R1 i s a u n i t matrix, 
0 *3 
0 _1 272 land R 1 1' 1 7-
¥ + / W ^ 
Here the upper sign i s f o r the second ( I I ) e l l i p s o i d and 
the lower sign f o r the fourth (IV) e l l i p s o i d . The form 
obtained of GjjCS)» 6 1 1 1 4 t > l U 9 o f i t s i n v e r s e p i j ^ » i s 
i d e n t i c a l to that i n equation (5.1). Therefore, the o f f -
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diagonal component ^23^1^ contains both'even* and "odd* 
terms: i n p r i n c i p l e , an Umkehr ef f e c t i s to be expected i n 
an n-type germanium sample with current along [W] and 
magnetic f i e l d directed along [ l t " 0 ] — when the sense 
of B1 i s reversed, a d i f f e r e n t voltage should be obtained 
i n the [11.2] d i r e c t i o n . This prediction agrees with that of the 
phenomenological form given in table (3.5). 
To conclude, the Umkehr ef f e c t i s to be expected i n 
any off-diagonal component of the magnetoresistivity tensor 
which contains both "even" and "odd" terms: i t i s d i r e c t l y 
related to the anisotropy of the constant energy surface 
of the c r y s t a l under consideration. 
5.5 THE UMKEHR EFPBCT IN j ( 5 ) . 
Prom s p a t i a l symmetry arguments, we have already shown 
i n section (3.5.5) that the Umkehr e f f e c t can occur i n 
any component of ai-j(B*) which contains both "even" and "odd" 
terms. We have also pointed out that t h i s e f f e c t i s w e l l -
established experimentally i n bismuth. Here we s h a l l 
explain b r i e f l y the appearance of the Umkehr eff e c t i n 
a i ;j(5) by considering the Fermi surface of bismuth. 
By inspection of the expanded form of equation (5.2) 
M 
Sumengen and Saunders (1972a) determined f o r the group V 
semimetals which components of a i j ( 5 ) contain both "even" 
and "odd" parts and therefore should e x h i b i t the Umkehr 
e f f e c t . This uresent work does not agree with those 
- 144 -
predictions. We have shown that when the band structure 
of bismuth i s included amalytic?»lly certain "even1* and 
"odd" parts vanish. Inspection of the form (equation 5.7) 
shows which components of «^j(B) should show the e f f e c t . 
Note that f o r those experimental configurations with B 
directed along one of the erystallographic axes, x,y or z, 
the Umkehr ef f e c t can occur only when 5 i s along the 
x-axis, that i s i n a l l the non-zero components of aij(^)» 
Uher and Goldsmid have recently observed the Umkehr 
ef f e c t i n oc^^(B1) which confirms the previous observation 
of the e f f e c t by Steele and Babiskin (1955). 
odd 
Since a ^ ( B ^ ) i s zero f o r the d i f f u s i o n c o n t r i b u t i o n , an 
exception to t h i s i s that an Umkehr ef f e c t i s to be expected 
i n the phonon drag contribution but not i n the d i f f u s i o n 
contribution to O ^ B f ) . 
Again we conclude that the appearance of the Umkehr 
effect i n certain components of * s d i r e c t l y related 
to the anisotropy of the constant energy surface of the 
cr y s t a l under consideration. 
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CHAPTER SIX 
MAGNETORESISTIVITY TENSOR OF ARSENIC (25.5 a t . # ) - ANTIMONY 
ALLOY SINGLE CRYSTALS 
6.1 INTRODUCTION 
I n t h i s chapter we discuss the experimental work carried 
out on the magnetoresistivity tensor of As(25.5 at.#)-Sb 
al l o y single crystals which set the work i n progress. The 
experimental res u l t s are "interpreted'"to give" the band model 
parameters of t h i s material f o r the f i r s t time. 
The contents of t h i s chapter (except section 6.4) have 
n 
already been published (see Akgoe and Saunders 1971, 
Akgoz et si 1972, Akgoz and Saunders 1974)* 
- 146 -
6.2 GROWTH AND DISLOCATION ETCH PITS OP ARSENIC 
(25.5 at *) - ANTIMONY SINGLE CRYSTALS. 
6.2.1 Crystal growth 
A continuous series of s o l i d solutions with the A7 
structure i s formed between arsenic and antimony; the 
l a t t i c e constant a, the rhombohedral angle a and the u n i t 
c e l l volume increase almost l i n e a r l y with composition 
(Quensel et a l . 1937, Trzebiatowski and Bryjak 1938). For 
s o l i d solution systems i n general the solidus and liq u i d u s 
are separated on the phase diagram: the l i q u i d and s o l i d 
phases-in-equilibrium at a-gi-ven temperature do-not-have 
the same composition and severe problems arise on single 
c r y s t a l growth — a v a r i e t y of c r y s t a l l i n e imperfections can 
r e s u l t , including, on a gross scale, concentration gradients 
along the boule or dendritic or c e l l - l i k e structure 
containing excess concentration of one component due to 
co n s t i t u t i o n a l supercooling. Ooldsmid (1970) i n h i s review 
of the bismuth-antimony alloys has emphasised how d i f f i c u l t 
i t i s to grow homogeneous crystals of those a l l o y s . I n the 
arsenic-antimony system there i s a feature of the phase 
diagram ( f i g u r e 6.1) which can be used to avoid these 
problems: a minimum melting point at which the solidus and 
liquidus touch and so the l i q u i d and s o l i d phases i n 
equilibrium have the same composition (25.5 at.^As). 
Several studies have been made of the temperature-composition 
dependence of the liquidus and solidus on the arsenic-
antimony phase diagram by thermal, microscopic, X-ray and 
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chemical analysis techniques (Parravano and de Cesaris 1912, 
Mansuri 1928, Shih and P e r e t t i 1956, Skinner 1965). The 
position of the minimum melting point on the llquidus was 
found to be 25.5 at.# and 612°C by Mansuri (1928) and 
between 22 and 29 at.#As and 6126C by Shih and P e r e t t i (1956). 
The more recent and extensive work of Skinner (1965) confirms 
that the minimum melting temperature i s 612°C; we follow 
Skinner and take the corresponding composition as 25.5 at.# As. 
Single crystals of arsenic (25.5 at.#, 17.4 wt.#) -
antimony alloys were grown from 99.99993* p u r i t y elements by a 
modified Bridgman technique. Evacuated ( l O ' ^ t o r r ) , 16mm 
i n t e r n a l diameter, quartz growth tubes with t h i c k walls 
(1.6 mm), on account of the substantial vapour pressure of 
arsenic, were employed. Use of a single pointed end on the 
growth tube proved as satisfactory as employment of a 
constricted tube f o r single seed selection. A 20 mm length of 
3 mm quartz rod was fused to the end of the growth tube as 
a spacer, because d i r e c t contact with the steel support roadused 
i n the furnace destroyed the temperature gradient at the t i p , 
i n which ease several l o n g i t u d i n a l crystals grew. To reduce 
oxidation, the arsenic was bought i n sublimed form i n 
evacuated tubes containing a suitable quantity f o r one run. 
The arsenic was weighed and transferred immediately to the 
growth tube (containing the antimony) and put under vacuum 
at once. Heating to 350°C under vacuum f o r 3h d i s t i l l e d 
o f f any v o l a t i l e oxide present; the growth tube was then 
sealed o f f . Figure (6.2) shows the growth furnace ( f o r more 
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d e t a i l s , see Jeavons and Saunders 1968 and Jeavons 1969)'. A 
series of experiments showed that the best crystals were 
obtained by maintaining the temperature gradient at 
10°C/cm near the freezing interface and using a c r y s t a l growth 
rate of 2 mm h~"^. 
Arsenic and antimony single crystals tend to grow with 
the z-axis nearly normal to the growth d i r e c t i o n ; but the z-axis 
of the a l l o y crystals i s directed randomly between 50° and 75° 
with respect to the growth axis. As a r u l e , A7 structure 
crystals cleave r e a d i l y to expose (111) faces; the arsenic-
antimony alloys are no exception. The crystals show a perfect 
cleavage on the (111) face. Unlike arsenic, the a l l o y does 
not oxidise markedly on prolonged exposure to the a i r , and 
cleaved surfaces r e t a i n t h e i r shiny appearance. Debye-Scherrer 
powder photographs of t h i s 25.5 at.# a l l o y show t h a t the 
p r i m i t i v e rhombohedral l a t t i c e parameter a i s equal to 4.418 i 
0.001 X and o i s equal to 56° 12* * 3' . 
6.2.2 Dislocation etch p i t studies 
Cleaved (111) faces of the crystals have been etched and 
examined microscopically. Several p o t e n t i a l etching reagents 
were examined; an etch composed of three parts hydrofluoric 
acid (40#) , f i v e parts concentrated n i t r i c acid, three parts 
g l a c i a l acetic acid and a few drops of bromine, aged f o r one 
month i n an enclosed container, was the most successful. 
After immersion of the c r y s t a l f o r one to two seconds, followed 
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by washing i n d i s t i l l e d water, t h i s etch produced p i t s on 
the ( 1 1 1 ) cleavage plane which were much b e t t e r defined than JB 
u s u a l i n metal a l l o y s . The p i t s are t r i a n g u l a r with 
s l i g h t l y rounded corners and have pyramidal bottoms, ( f i g u r e s 
6 . 3 and 6 . 4 ) . The p i t s i d e s are p a r a l l e l to the < 1 0 1 > 
d i r e c t i o n s and, i n consequence, to one of the s l i p l i n e 
systems ( f i g u r e 6 . 3 ) . Akgoz and Saunders (1971), by u s i n g 
s e v e r a l techniques, have e s t a b l i s h e d that the above etc h 
does r e v e a l the s i t e s of emergence of d i s l o c a t i o n s on the ( 1 1 1 ) 
cleavage face of the a l l o y . Most of the c r y s t a l s have etch 
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p i t counts of between 1 0 and 10^ per square cm; the best 
c r y s t a l s have counts as low as 10^ per square cm. 
Specimens were indented u s i n g a V i c k e r s microhardness 
t e s t e r and then etched. No new etch p i t s were e v i d e n t . Ifc can 
be concluded t h a t a t room temperature arsenic-antimony a l l o y s 
are b r i t t l e and that the d i s l o c a t i o n m o b i l i t y i s e s s e n t i a l l y 
zero. 
To r e l a t e the e t c h p i t s t r u c t u r e with p o s s i b l e 
d i s l o c a t i o n s , i t i s necessary to consider the p e r m i s s i b l e 
Burgers v e c t o r s and d i s l o c a t i o n r e a c t i o n s f o r the A7 c r y s t a l 
s t r u c t u r e . A standard ( 1 1 1 ) p r o j e c t i o n , i n c l u d i n g those 
d i r e c t i o n s p a r t i c u l a r l y r e l e v a n t to d i s l o c a t i o n s t u d i e s , i s 
shown i n f i g u r e ( 6 . 5 ) . Parameters a s s o c i a t e d with d i s l o c a t i o n s 
most l i k e l y to occur are c o l l e c t e d i n t a b l e ( 6.1). The s e l f -
energy of a d i s l o c a t i o n l i n e i s p r o p o r t i o n a l to the square of 
Burgers v e c t o r (b) which i s presented i n tafie ( 6 . 1 ) both f o r the 
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A7 structure i n general and f o r the arsenic-antimony a l l o y 
having a rhombohedral angle a equal to 56° \2 i n p a r t i c u l a r . 
The sense of the angle th a t the Burgers vector makes with the 
[ m ] d i r e c t i o n can be found from the atereographic 
projection i n fig u r e (6.5) and the magnitude of t h i s angle 
from table (6.1). The frank s t a b i l i t y r u l e can now be used 
to determine which dislocations are most l i k e l y to be stable; 
dislocations of large S can lower t h e i r energies by 
spontaneous dissociation: a dislocation b^ w i l l dissociate 
2 2 2 
i n t o two dislocations bg and b^, i f b^ ^ ( ^ 2 + ^3 )» that i s 
i f bg.b^ > 0. Therefore, the lowest energy d i s l o c a t i o n should 
have a Burgers vector equal to the smallest Bravais l a t t i c e 
vector; other small values of b can also lead to stable 
dislocations. These c r i t e r i a evidence that dislocations w i t h 
Burgers vectors <l.01>, <100> or^lTO 8 1 1 6 stable i n the A7 
structure. 
Several d i s t i n c t types of pyramidal etch p i t s have been 
observed i n the arsenic-antimony a l l o y ( f i g u r e 6.4). 
Symmetrical p i t s occur together with asymmetrical p i t s i n 
which the projected apex i s deflected, either towards a base 
or a corner of the etch p i t t r i a n g l e . These p i t types can now 
be related to the permissible stable dislocations. The 
symmetrical (S) p i t s are probably formed by dis s o l u t i o n along 
di s l o c a t i o n l i n e s p a r a l l e l to the t r i g o n a l axis: these may well 
be edge dislocations with one of the <1.oT> as Burgers vector. 
A disl o c a t i o n p a r a l l e l to a <IJO> d i r e c t i o n makes an angle 
of 18° with the [111] d i r e c t i o n ( f i g u r e 6.5). Dissolution 
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along this dislocation l i n e would produce p i t s with the 
projected apex deflected towards one of the corners of the 
etch p i t t r i a n g l e (an example can be seen inside the c i r c l e 
l a b e l l e d C i n f i g u r e 6 . 4 ) * Detailed measurements of the etch 
p i t dimensions have been made to assess the angle to which the 
apex deflection corresponds. Etch p i t depths (about 2 to 4 Jim) 
have been measured by focusing the microscope at the surface 
and then at the apex, and f i n d i n g the lens traverse distance. 
This cannot be done with great accuracy. The angle i s 
estimated as 2 0 ° + 5 ° , i n reasonable agreement with the 
postulate that t h i s p a r t i c u l a r p i t type arises from 
dislocations l y i n g p a r a l l e l to < 1 1 0 > d i r e c t i o n s . For such 
a d i r e c t i o n an edge dislocation with Burgers vector 0-°T> 
would be stable. 
The commonest type of asymmetrical etch p i t has a 
projected apex deflected towards a base of the t r i a n g l e 
(labelled (Ba) i n fi g u r e 6 . 4 ) . P i t dimension measurements 
show that the associated dislocation makes an angle of 3 0 ° + 
5 ° with the d i r e c t i o n . This angle and the sense of the 
apex d e f l e c t i o n , suggest that t h i s type of p i t arises from 
dissolution along dislocations p a r a l l e l to < 1 0 0 > directions 
which would make an angle of 3 3 ° w i t h the [ 1 1 1 ] d i r e c t i o n 
(table 6 . 1 ) . 
The general r e s u l t s obtained also hold f o r other A7 
structure materials. 
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6.2.3 Orientation of the c r y s t a l s . 
To orient the A7 structure crystals i n general and the 
As-Sb a l l o y i n p a r t i c u l a r , the +y and -y directions need to 
be determined subsequent to and consistent with an 
a r b i t r a r y choice of a +z d i r e c t i o n along the t r i g o n a l axis. 
To achieve t h i s end, we have used the following two techniques: 
( i ) Laue back-reflection photographs. 
The process involved i n alig n i n g a c r y s t a l of an g\aM\iu» 
material rests upon the fac t that t h l B structure i s closely 
related to a simple cubic structure from which i t can be 
obtained by applying two independent, small d i s t o r t i o n 
(-Falicov and Golin-1965, Windmi-l-ler—1966);—the normals-to the 
{ l ° ° f f c r planes exhibit pseudo-fourfold symmetry and the 
normals to the | ^ 1 1 } f c r P l a n e s pseudo-threefold symmetry. 
Referred to the p r i m i t i v e rhombohedral u n i t c e l l , these 
pseudo-axes are the normals to the {Oil } p r n and |l°0}prh planes 
respectively. Hence the quadrant i n the mirror plane formed 
by the +y and -z axes (and the -y and +z axes) contains a 
pseudo-fourfold axis and that formed by the +y and +z axes 
(and the -y and -z axes) contains a pseudo-threefold. When a 
back r e f l e c t i o n photograph i s taken with the X-ray beam 
incident along a b i s e c t r i x axis onto a c r y s t a l with i t s 
cleavage plane h o r i z o n t a l , a pattern with mirror symmetry i s 
obtained; the photograph also shows a spot corresponding to the 
pseudo-threefold r e f l e c t i o n . An example f o r bismuth i s to be 
found i n the publication of Brown et a l (1968) ( f i g u r e 3) and 
another i s given here f o r the As-Sb a l l o y ( f i g u r e 6.6). I f t&* -
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+z d i r e c t i o n i s chosen to be the outward normal to a cleavage 
surface, then the +y d i r e c t i o n i s determined since the 
pseudo-threefold r e f l e c t i o n must be i n the +y+z (or the -y-z) 
quadrant. laue photographs taken of the arsenic-antimony 
a l l o y with the x-ray beam along the pseudo-threefold (ffeme 6 .*> 
and along the pseudo-fourfold ( f i g u r e 6.8) are given here to 
show the pseudo-symmetry. The angles between the pseudo-axes 
and the +y axis are l i s t e d i n table (6.2). 
( i i ) Orientation of the triangular etch p i t s on ( 1 1 1 ) plane. 
Using technique ( i ) , we have determined the ori e n t a t i o n 
of the tri a n g u l a r etch p i t s with respect to the +x and +y 
axis on the ( 1 1 1 ) plane: a vector drawn from the p i t centre 
normal to a p i t side points along the +y axis, when the out-
ward normal from the cleaved surface i s taken as Hw +s dtarectim 
(an example i s shown i n figure 6.3)* Once t h i s i s known the 
crystals can be orientated by a simple v i s u a l inspection 
a f t e r cleaving and etching; f i r s t the +z axis i s defined, the 
+y axis i s then found from the etch p i t s , and f i n a l l y a +x 
axis completes a r i g h t handed orthogonal s e t . 
6.2.4 Conversely oriented etch p i t s i n the A7 structure 
semimetals. 
Apparent discrepancies i n the o r i e n t a t i o n of 1to triangular 
etch p i t s have been mentioned by Brown et a l (1968) and Akgos 
and Saunders (1971). Using the etching reagents quoted i n the 
l i t e r a t u r e , we have examined the o r i e n t a t i o n of etch p i t s on 
single crystals of B i p As, Sb, As(25.5 at.£)-Sb and an 
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S"b-(2 at.£)Ge a l l o y . Crystals were f i r s t aligned by using 
Laue back-reflection photographs (technique ( i ) ) and etched 
using the reagents l i s t e d i n table (6.3), and the p i t s — on 
that cleavage face with the previously defind +z axis 
emerging from i t — were examined. For a p a r t i c u l a r etchant 
on a given material, the p i t s consistently had a d e f i n i t e 
o r i e n t a t i o n . I n a l l cases the sides of the etch p i t s were 
p a r a l l e l to the binary directions and p i t s on the -z cleavage 
face (-z axis emerging from the face) were inverted with 
respect to those on the +zface, as required by the inversion 
axis of the 3m point group. However, table (6.3) shows that 
with d i f f e r e n t etchants on a given material, two d i s t i n c t and 
opposite orientations of t r i a n g u l a r p i t s can be found; i n some 
cases the p i t s were such that the +y axis pointed outwards from 
the p i t centre normal to a base of the t r i a n g l e (type A), and 
i n others the +y axis pointed outwards through an apex of the 
t r i a n g l e (type B). I t should be noticed that even when a 
p a r t i c u l a r etch i s used on d i f f e r e n t materials, the p i t s 
produced on each do not necessarily have the same ori e n t a t i o n ; 
f o r instance the bromine etch of Shetty and Taylor (1968) 
produces p i t s on arsenic with the opposite o r i e n t a t i o n to those 
i t produces on antimony and the arsenic-antimony a l l o y . 
These findings account f o r the apparent discrepancies 
i n the orie n t a t i o n of etch p i t s found by d i f f e r e n t workers 
n 
and previously suggested (Brown et a l 1968, Akgoz and Saunders 
1971) to be due to incorrect d e f i n i t i o n s or i d e n t i f i c a t i o n of 
axes. I n p a r t i c u l a r i t explains the difference i n the 
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ori e n t a t i o n of the p i t s obtained by Shetty and Taylor (1968) 
and Calvert and Taylor (1972), from those found by Pace et a l 
(1970) on arsenic and antimony and by Akgoz and Saunders (1971) 
on the As-Sb a l l o y . Also accounted f o r are the differences 
i n o r i e n t a t i o n between the p i t orientations on Bi (Lovell 
and Wernick 1959t Brown et a l 1968). Since the etch p i t 
or i e n t a t i o n depends on the reagents used, extreme care must be 
taken i f etch p i t s are to be employed f o r assignment of the 
sense of the y-direction i n the A7 structure c r y s t a l s . Hscsgcnal 
type p i t s have been reported on arsenic (Jeavons and Saunders 
1968) and on bismuth (Frawley and Childs 1970); these might 
represent an intermediate form between the two t r i a n g u l a r 
extremes. The further question of whether a l l the reagents 
used give etch p i t s that mark the points of emergence of a l l 
dislocation types on the cleaved surfaces has not yet been 
resolved. 
6.3 G AL VAITOMAGiTSTI0 EPPECTS OP ARS5ITIC (25.5 a t . * ) -
ANTIMOnr ALLOY SINGLE CRYSTALS. 
The nature of the band structure of the arsenic-antimony 
alloys has been the subject of some controversy. On the basis 
of measurements of e l e c t r i c a l r e s i s t i v i t y as a function of 
temperature, Saunders et a l . (1965) f i r s t reported that these 
alloys show metallic (rather than semiconducting) behaviour 
throughout the whole composition range. But Ohyama (1965, 
1966) presented e l e c t r i c a l r e s i s t i v i t y r e s u l t s which show the 
negative temperature c o e f f i c i e n t t y p i c a l of semiconductors; he 
stated that alloys i n the composition range 9 to 40 at.# As are 
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narrow gap semiconductors above about 240K. This composition 
range closely p a r a l l e l s that (5 to 40 at.#Sb: Jain 1959) over 
which the bismuth antimony alloys are semiconducting, yet 
the band overlap of bismuth i s only 0.0385eV (Smith et a l . 
1964) while those of antimony and arsenic are 0.20eV 
(Windmiller 1966) and 0.37eV (Priestley et a l . 1967) 
respectively. Thus the band overlap change required to 
produce a semiconductor by a l l o y i n g antimony with arsenic 
i s much greater than that f o r bismuth with antimony. 
To resolve the problem, Salto and Maezawa (1970) have 
measured the e l e c t r i c a l r e s i s t i v i t y and the magnetic suscept-
i b i l i t y of alloys containing up to 21 at.# As. A l l samples 
show a positive temperature c o e f f i c i e n t of e l e c t r i c a l 
r e s i s t i v i t y . The magnetic s u s c e p t i b i l i t y p a r a l l e l ( X± ) 
and perpendicular (X,,) to the t r i g o n a l axis of the alloys 
as a function of temperature i s very si m i l a r to that of 
antimony i t s e l f . This evidence f o r retention of 
semimetallic behaviour as antimony i s alloyed with arsenic 
finds further confirmation i n that the extremal cross-
sectional areas of the Fermi surface, measured by the de 
Haas-van Alphen e f f e c t , do not change with increasing arsenic 
concentration up to 3 at.#: the band overlap does not 
a l t e r appreciably over t h i s composition range. 
Although we consider that Saito and Maezawa (1970) have 
now provided substantial confirmation of the o r i g i n a l f i n d i n g 
(Saunders et a l 1965) that the arsenic-antimony alloys are 
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semlmetallic, one aim at the onset of t h i s work was to t e s t 
that f i n d i n g f u r t h e r , using t h i s p a r t i c u l a r As-Sb a l l o y 
single c r y s t a l s . 
Reported here are systematic measurements, made at 
selected temperatures between 1.5 and 300K, of the low f i e l d 
isothermal magnetoresistivity tensor components and the 
angular dependence of certain components of the f i e l d 
dependent tensor on As(25*5 at.#)-Sb a l l o y single c r y s t a l s . 
Results are interpreted using a two-carrier, m u l t l v a l l e y band 
model to obtain the c a r r i e r densities and m o b i l i t i e s and t h e i r 
temperature dependences and the t i l t angle of the Fermi surface 
pockets. These a l l o y model parameters are then compared and 
contrasted with those of the parent elements. 
6.3.1 Experimental procedure and r e s u l t s . 
Two d i s t i n c t approaches have been made to measurement of 
the magnetoresistivity tensor ^ j ( ^ ) * These are f i r s t to 
obtain the low f i e l d tensor components and second to measure 
the angular dependence of certain of the magnetic f i e l d 
dependent tensor components f o r a constant magnetic f i e l d . 
The low f i e l d technique has been used previously i n 
several studies of the group V semimetals; p a r t i c u l a r l y r e l e v -
ant here i s the work on antimony (Oktu and Saunders 1967) and 
arsenic (Jeavons and Saunders 1969)• 
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He have already w r i t t e n the low f i e l d expansion of 
0y(5) up to second order i n B* (see chapter 4, equations 
(4.35) and (4.36)). For 3m point group symmetry, there are 
o ( 1 ) 
2 indepent components of ft^, 2 of G j ^ (usually denoted as 
Rj j k ) and 8 of ^ j f c K (usually denoted i n shortened 
notation as A ^ ) . 
Using equations (4.35) and (4.21), f^jCS) i n the low 
f i e l d expansion can be w r i t t e n as 
O D D E V E N 
(or antisymmetric ) . Lor symmetric^)) 
"123*3 '*2*h\ h V * *3<& 
R 2 3 I B 2 - R 23I B 1 0 / \43to ^ 
(6.1a) 
where 
<?1<S> "4l • A 1 1 B ? '• *lA * A 1 3 B 3 • "nVs 
P ^ t i ) - ^ * A 1 2 ^ • A 1 L B | • A N B | - Z A , ^ 
(|3Ci) - A 4 1B? - A 4 1B| • U^V, 
($ 2(B") - Z A J ^ B J + ( A 1 1 - A 1 2 ) B 1 B 2 . (6.1b) 
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Equations (6.1b) have been given by Juretschke (1953) but are 
repeated here with corrected signs for A 1 4 and in 
agreement with Okada (1955a). The form of these equations 
enables one to obtain readily, using 
B i " piJ ( 5 ) JJ» ( 6 ' 2 ) 
the experimental configurations required for measurement of a 
particular tensor component. 
To measure these twelve low f i e l d tensor components, sets 
of three single crystal, parallelopiped (about 2.0 x 0.2 x 0.2 
cm) specimens, oriented along the x, y and z.axes, hove been used 
Crystals were aligned using the symmetry shown on Laue back-
reflection photographs (and the sense of the y-axis checked 
by etch pit orientation) as described in section (6.2.3). 
Samples were spark-cut from these oriented crystals. The four-
probe configuration usual for galvanomagnetic effect 
measurements was employed. Yoltage probes were copper wire 
(37 gauge) soldered to the sample with a solder consisting of a 
eutectic mixture of Bi and Cd (melting point - 140°C) which 
does not become superconducting above 0.8K. The sample 
current was about 0.5 Ampere. For temperature measurements 
copper-constantan (above 77K) and Au/Pe - Cromel (for low 
temperatures) thermocouples were attached to each end of the 
sample. We have notioed that thermocouples not e l e c t r i c a l l y 
insulated from the sample can give r i s e to stray voltages; 
thus the thermocouples were el e c t r i c a l l y insulated from the 
sample by using very thin mica plates. Magnetic fields up to 
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about 8 kG (0.8T) were provided by a water-cooled 
electromagnet. Measurements of low f i e l d tensor components 
between 77K and room temperature were made by experimental 
techniques similar to those described by Jeavons and Saunders 
(1969), Jeavons (1969) and Sumengen (1971). A standard 
liquid helium cryostat was employed for lower temperature 
measurements. 
Sets of low field magnetoresistivity tensor components 
measured at selected temperatures between 1.5? and 300K 
(room temperature (•300K), nitrogen (77K), pumped nitrogen 
(-50K), helium (4.2K) and pumped helium (-1.5K)) are given in 
tables (6.4a, 6.4b) together with the magnetoconductivity 
tensor components obtained from 
The appropriate relationships are given in the correct sign 
convention i n Appendix I as equations (AI.4). The anisotropics 
of r e s i s t i v i t y and the Hall coefficients are quite marked: 
* ? 1 ^ 3 ~ 1 # 6 ' R123^231 " 5* I n t h e a l l o y f?i i s l a r e e r t n a n 
behaviour which resembles that of antimony ( - 1*3) 
rather than that of arsenic (^1/^3 • 0.8). On the other hand 
the anisotropy ratio of the Hall coefficients (R^23^231^ 
i s more l i k e that of arsenic ( - 6) than that of antimony 
( -1.1). Negative signs of R.,23 and &231 a r e * o u n d f o r 8 1 1 1 
three materials. The magnetoresistivity components k^ for 
the alloy are much smaller than those of the parent elements: 
this i s a consequence of lower carrier mobilities in the alloy. 
The signs of and A ^ are both positive i n agreement with 
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those i n arsenic and antimony for the same choice of sign and 
a x i a l conventions: t h i s finding implies that the t i l t angles 
of -die electron and hole e l l i p s o i d s have the same sense as i n 
the parent elements, as the computations confirm. 
The temperature dependences of the zero f i e l d r e s i s t i v i t y 
components (f 1 and are compared i n Figure (6.9) with those 
of similar compositions measured by Saunders et a } . (1965) and 
by Saito and Maezawa (1970); the r e s i s t i v i t y of the present 
samples i s much lower than those i n the e a r l i e r work. The 
positive temperature co e f f i c i e n t s of ^ and over the 
whole temperature range show that the arsenic (25.5 at.#) -
antimony a l l o y has meta l l i c behaviour between 1.5 and 300K 
i n direct contradiction to the findings of Ohyama (1966). 
The low f i e l d magnetoconductivity components show very 
weak temperature dependences at low temperatures. Above about 
60K, the OJj obey approximately the OJ^ ,T and the 
S i ; j , T ~ 1 , 2 (figure 6.10). 
The magnetoconductivity tensor components Qjj(B) have 
themselves been d i r e c t l y related (Aubrey 1971) to the band 
model parameters and to obtain these parameters measurements 
have also been made of oertain ^08). To ensure that 
s u f f i c i e n t data points are available to enable extraction of a 
complete set of model parameters, measurements have been made 
of the angular dependence of ce r t a i n ^ j ( ^ ) i n a constant 
magnetic f i e l d taken r i g h t round the xy and xa planes of 10° 
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i n t e r v a l s . Results obtained at 4.2K, 77K and 30QF" for 
^ 1 ( B v B 2 V 0 ) , ft11(B1,0,B3) and (^(BjtQB^) are shown i n 
Figures (6.11a), (6.11b) and (6.12) respectively. The r e s u l t s 
were obtained on the same x-cut specimens as those used for the 
low f i e l d components so that a d i r e c t comparison between the 
model parameters could be made under i d e n t i c a l physical 
conditions. The specimens used for galvanomagnetic measurements 
have been examined by electron microprobe analysis: the 
composition along each specimen length has been found to be 
the same within the experimental error (<+ 0.5# composition 
change) of the probe. 
6.3*2 Computation 
In the absence of any theoretical band structure c a l c u l a t -
ions for the arsenic-antimony a l l o y s , Interpretation of the 
galvanomagnetic ef f e c t s must r e s t on c e r t a i n assumptions 
concerning the nature of the Fermi surface. I t i s now 
established (see Dresselhaus 1971 for a review) that the 
electron Fermi surfaces of arsenic and antimony each consist 
of three, approximately e l l i p s o i d a l pookets centred on the I 
points i n the B r i l l o u i n zone. The s i x hole pockets i n 
antimony are located near the T point, each has mirror symmetry 
but i s rather more warped than the electron pockets. The 
single hole surface of arsenic may be thought of as s i x 
warped pockets near the T point joined by s i x thin necks 
( L i n and Falicov 1966)• Analysis of the galvanomagnetic 
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eff e c t s i n antimony (6ktu and Saunders 1967, Bresler and 
Red'ko 1972) and arsenic (.Teevons and Saunders 1969) has 
been based on the assumption that the electron and hole 
pockets are e l l i p s o i d s . As the general form, including 
sign and anisotropy, of the measured low f i e l d components 
of the magnetoresistivity tensor of the all o y (tables (6.4a) 
and 6.4b) resembles those of the parent elements, i t i s 
reasonable to assume that the c a r r i e r s i n the a l l o y are also 
contained i n two sets of t i l t e d e l l i p s o i d s . 
With the assumption that the electron (N) and hole (P) 
densities are equal (N » P ) , there are nine band model 
parameters for t h i s model of the Fermi surface. The 
equations which r e l a t e the band model parameters to the low 
f i e l d magnetoconductivity tensor components was f i r s t derived 
i n principle from the Boltzmann transport equation by Abeles 
and Meiboom (1956) and by Drabble and Wolfe (1956). The 
appropriate forms for the two band, t i l t e d e l l i p s o i d a l model 
are given in S . I . unites i n Appendix I , equation ( A I . 1 ) , 
(AI.2) and ( A I . 3 ) . A least-mean-squares f i t procedure (Jeavons 
and Saunders 1969, Saunders and Sumengen 1972) has been used 
to provide the best f i t of model parameters to the measured 
low f i e l d magnetoresistivity tensor components by a programme 
which include equations (AI.1 - AI.4) i n Appendix I . A copy 
of the computer programme i s given i n Appendix I I I . The 
solution obtained for the computed model parameters are given 
i n table (6.5a). The model parameters at different temperat-
ures show a s a t i s f y i n g self-consistency which a t t e s t s to the 
- 16a -
choice of a reasonable model. 
A further t e s t i s to use the polar dpta for the 
shown i n Figures (6.11) and (6.12) to obtain the model 
parameters and then compare them with those found from the 
low f i e l d components. Using the two band t i l t e d e l l i p s o i d a l 
Fermi surface model, Aubrey (1971) has obtained e x p l i c i t 
expressions for the magnetoconductivity tensor Oj^(^)» 
v a l i d over the c l a s s i c a l range of magnetic f i e l d s . These 
equations have been extended here to analyse the data taken 
when the magnetic f i e l d i s i n the xy, yz, and xz planes; 
the resultant equations are given i n Appendix I I . To transform 
the measured magnetoresistivity tensor components to the 
magnetoconductivity tensor components the following r e l a t i o n s 
have been used: 
,B2,0) G^(B.| ,B 2,O)-0^ 2(B 1 ,B2,0) a, 3(B 1 fB 2,0) 
|q3("A.o)| 
0,2<B1 .O.B3) <^ 3(B 1 fO,B 5)-0^ 2(B 1 ,0,B 5)0 2 3(B 1,0,B 3) 
•0,B3) <^3(B1 ,O fB 3)-<^ 1(B 1 t 0 t B 3 ) C 2 3 ( B 1 ,OtB3) 
(6.4) 
where | CJ.-jCB^  ,B 2,0)| and | 00,B^)| are the determinants of 
the magnetoconductivity tensor when B^ * 0 and Bg « 0 
respec t i v e l y . Using these transformations and the expressions 
for Q[-J(B) given i n Appendix I I , a minimization procedure (aim-
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i l a r to that adopted for solution of the low f i e l d components) 
has been used to obtain best f i t solutions for the model 
parameters from the data i n Figures (6.11) and (6.12) for 
R, 1 (B 1 ,B 2,0), P 1 1(B 1,0,B 3) and (B., ,0,B3) taken a l l together 
at a given temperature. The solutions obtained at 4.2K 
77K and 300K are given i n table (6.5b). There i s good agreement 
between the model parameters obtained by both methods. This 
confirms that the expressions for O j j ( ^ ) derived by Aubrey 
(1971) for the general case of group V semimetals apply 
d i r e c t l y to t h i s arsenic-antimony a l l o y . The polar plots 
have been measured—and therefore the complete set of model 
parameters obtained — on one sample alone, a great advantage 
especial l y for a l l o y s . 
6.3.3 Discussion of the model -parameters 
The r e s u l t s i n table (6.5) present, for the f i r s t t t e f o r 
an arsenic-antimony a l l o y , d e t a i l s of the c a r r i e r d e n s i t i e s , 
mobilities and the t i l t angle of the Fermi surface pockets. 
Physical insight into these data can be gained by a 
comparison of the model parameters of the all o y with those 
of the parent elements (table 6.6). As i n the elements, 
the holes occupy pockets of large t i l t angle and the electrons 
those of smaller t i l t and the t i l t angles have a negative sense. 
The t i l t angles of the electron e l l i p s o i d s are much the seme 
i n a l l three materials (table 6.6). I n the parent elements the 
electron e l l i p s o i d s are highly elongated, and the components of 
the electron mobility tensor r e f l e c t t h i s . In a l l three 
materials i s at l e a s t an order of magnitude smaller than 
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either u 1 or . The hole pocket t i l t of the a l l o y l i e s 
between those of arsenic and antimony, and i s closer to that 
i n the l a t t e r . 
The a l l o y Fermi surface probably bears a marked s i m i l a r i t y 
to that of antimony. A useful parameter for comparison between 
the a l l o y and the elements i s the r e l a t i v e proportion of the 
B r i l l o u i n zone f i l l e d by c a r r i e r s . This i s equivalent to the 
ra t i o of the Fermi surface volume Vpg to that V B Z of the 
B r i l l o u i n zone. This r a t i o i s equal to N/2Ny where TT i s the 
c a r r i e r density per band and N y i s the number of unit c e l l s 
i n unit volume. Values of N/2NV, and thus of Vpg^BZ' 
calculated at room temperature are 1.27 x 10"^, 1.78 x 10"^ 
and 4*65 x 10"^ for antimony, the al l o y and arsenic XBspec&taaly 
The s i z e of the Fermi surface i n r e l a t i o n to the B r i l l o u i n 
zone volume of the alloy i s much closer to that of antimony 
than a r s e n i c . 
The temperature dependence of the electron and hole 
mobility components i s shown i n figure (6.13)* At low 
temperatures the mobilities are e s s e n t i a l l y independent of 
temperature above about 60K vary at T~ 0**. The temperature 
dependence of the mobility i s quite different from that i n the 
—1 7 
elements (T for arsenic, Jeavons and Saunders 1969; 
T"1*^ for antimony, Oktu and Saunders 1967). The mobility i n 
th i s s o l i d solution seems to be dominated by the disordered 
atomic array of l a t t i c e s i t e s occupied at random by the two 
different atom types which sc a t t e r s more e f f i c i e n t l y than the 
l a t t i c e vibrations or c a r r i e r - c a r r i e r interactions. 
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The c a r r i e r density i s almost independent of temperature 
(table 6.5)* And although t h i s a l l o y l i e s i n the middle of 
the composition range over which the arsenic-antimony 
alloys were said by Ohyama (1966) to be semiconductors, the 
c a r r i e r density i s greater than that of antimony i t s e l f 
(table 6.6). This finding and the positive temperature coeff-
i c i e n t of e l e c t r i c a l r e s i s t i v i t y (figure 6.9) demonstrate 
that t h i s a l l o y i s semimetallic. 
6.4 ELECTRON AND HOLE TILT ANGLES IN THE A7 STRUCTURE 
SEBUMETALS. 
I t i s now known that the electron pockets of As,-Sb and 
Bi are centred at the "L" points of the B r i l l o u i n zone and are 
t i l t e d with respect to the trigonal plane. The hole pockets 
of As and Sb are located at the so-called "H" points i n the 
mirror planes and are also t i l t e d with respect to the 
trigonal plane. Brown et a l (1968) have unambigously 
described the sign of the electron Fermi surface t i l t angle 
i n B i . Here we follow t h e i r description and generalize i t so 
that i t includes the Fermi surface t i l t angles of As and Sb 
and the As-Sb a l l o y . To achieve t h i s end: 
( i ) We r e f e r to the cry stenographic right-handed 
orthogonal a x i a l set (see, section 2.2 and figures 2.1 to 
2.9 ); 
( i i ) we assume that a l l the Fermi surface pockets are 
e l l i p s o i d a l ; 
( i i i ) we take ^//^//^//^/A,//+ x (+binary) direction 
and the other two axes of the e l l i p s o i d s i n the mirror plane. 
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So far a l l the reported theoretical and experimental work 
does agree that the cross sections of the e l l i p s o i d s i n the 
mirror planes are highly anisotropic, the lonp axes of the 
e l l i p s e s (heavy mass direction) are usually denoted by 
"^J.e (° r m 2 h^ * V e s n a 1 1 U 8 e * b } l i 8 common observed feature 
to describe the t i l t of the Fermi e l l i p s o i d s i n As, Sb,.3i 
and the As-Sb a l l o y . 
Tie now define the t i l t angle as the smaller angle 
between the +k y and nig e (° r m2 d i r e c * i o n s » o f course, the 
hole e l l i p s o i d of Bi i s not t i l t e d and so i t i s excluded from 
t h i s d e f i n i t i o n . A l l the t i l t angles w i l l be measured from 
the +ky dir e c t i o n . A positive t i l t angle i s then defined 
when e (° r h^ i B ° P e n e d towards TL direction and 
negative when m.2 e (or n*2 n ) i s moved towards TZ direction 
i n the B r i l l o u i n zone. According to t h i s d e f i n i t i o n , the 
electron t i l t angle of Bi i s po s i t i v e , and the electron and 
hole t i l t angles of Sb, As and the a l l o y are negative. 
Armed with a firm description of the t i l t angles, we 
s h a l l now show how to introduce them into the galvanomagnetic 
equations. The key equation (see, Herring and Vogt 1956) i s 
Q- «* - e l .5 (6.5) 
where |& i s the mobility tensor,? i s the relaxation time tenser, 
m i s the ef f e c t i v e mass tensor and tf- i s the inverse 
e f f e c t i v e mass tensor (% = (fn*)~V A l l the tensors i n 
equation (6.5) are second rank polar. Equation (6.5) i s 
- 169 -
defined only when a l l the tensors r e f e r to the same point 
i n the B r i l l o u i n zone. The symmetry of t h i s point r e s t r i c t s 
the form of these tensors. Since equation (6.5) r e l a t e s the 
mobilities to the e f f e c t i v e masses v i a the relaxation time, i t 
may be called the bridge equation, i . e , , r e s u l t s obtained 
from the galvanomagnetic measurements can be related to the 
fundamental parameters v i a equation (6.5)« 
Let us see how the t i l t angle enters into the mobility 
equations expressed i n the crystallographic orthogonal s e t . 
For t h i s we use the passive convention and employ clockwise 
and anticlockwise rotations. Rotation of an e l l i p s o i d axes 
about the binary (+x) direction (which i s p a r a l l e l to the 
1 axis of the e l l i p s o i d ) i s represented by 
/ l 0 0 \ 
R - I 0 cose ±sin9 (6.6) 
\ 0 +sin9 cos© / 
where the upper sign i s for clockwise rotations and the lower 
sign for anticlockwise rotations, 9 i s the t i l t angle and i t s 
range i s 0 ° < 9 < 9 0 ° . I t i s convenient to i n s e r t the sign 
of the t i l t angle into the transformation matrix R (equation 
6.6) so that 9 takes positive values only. 
Example 1: the p r i n c i p a l electron e l l i p s o i d of bismuth. The 
t i l t angle i s p o s i t i v e . We need to employ a clockwise rotation, 
that i s the upper sign i n equation (6.6) i s used. The mobility 
tensor components transform as 
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* J " R i P R3 q ^Pq (6.7) 
where R^ p and R ^ are obtained from equation (6.6) and 
Hpq«Hp6pq- Thus 
»H1 "^1 
*22 H 9 cos 9 + sin^e 
^23 B 2 (* l2"* l3 ) B i n 2 9 ' 
(6.8) 
The tLlt angle l a given by (Hartmann 1969) 
2H 
tan 29 .23. 
(^ 22 " 33 J 
(6.9) 
where ^ 2 3<0 and (»i22 - ^ 3 3 ^ °» 
Bxmanle 2; the p r i n c i p a l electron e l l i p s o i d s of As,SbeM the alloy. 
The t i l t angles are negative, that i s , the lower sign i n 
equation (6.6) i s used. The mobility tensor components 
transform as 
'11 1 
|i 22 " 2^ 0 0 0 0 + ^ 3 8 i n 
l33 U 9 s i n 9 • YUcos 
(6.10) 
- 171 -
The t i l t angle can be obtained by 
tf>n20 
2 H 1 1 
(U 3 3-H 2 2) 
(6.11) 
where ^ 2 3 > 0 a n d ^ 3 3 - ^ 2 2 ^ > 0 , 
Example 3: the p r i n c i p a l hole e l l i p s o i d s of As£b and the alloy. 
The t i l t angles |re negative. The hole f a b i l i t y tensor 
components transform as 
v11 
v 2 2 
v33 
v23 
= v 2cos 29 • v^sin^e 
= v 2 s i n 2 e + v^cos 2e 
- j ( v 3 - v 2 ) sin28 . (6.12) 
The t i l t angle can be obtained by 
2 v, 
tan28 
( v 3 3 - v „ ) 22-
(6.13) 
The d i f f i c u l t y a r i s e s when 45°<|©|< 90°, th»»t i s , for the 
hole t i l t angle of arsenics |0|» 50°• For t h i s case 
v 2 3 > 0 » * t t* ^ v33 " v 2 2 ^ < 0 therefore equation (6.13) y i e l d s 
the complimentary t i l t angle with a negative sign. This 
d i f f i c u l t y may be removed by rewriting equations (6.13) as 
tan2<P 
2 v 21 
< v 3 3 - V9J>> 
and 9 -«P (6.14) 
22' 
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Thus when 45°< |9|< 90° equation (6.14) i s used instead of 
equation (6.9) or (6.11) or (6.13). 
Let us examine the elements of equation (6.5) i n more 
d e t a i l . 
IT i s symmetric ( e s s e n t i a l l y t h i s i s due to the Onsager 
recip r o c i t y r e l a t i o n s , i n fa c t we have shown that p a r t i a l I I 
or V i s also symmetric i n the A7 structure semimetals) so i t 
can be geometrically represented by an e l l i p s o i d (or rather 
a quadric) and i s diagonal when i t i s referred to i t s 
p r i n c i p a l axes. 
ft (or i t s inverse o) i s symmetric by d e f i n i t i o n . I t i s 
obtained from the expansion of the c a r r i e r energy E(k) about 
k i n the v i c i n i t y of a minimum or maximum as 
2m (6.15) 
or i n suffix notation 
E(k) - a i ; J k r (i,3 - 1,2,3). (6.16) 
Thus the p r i n c i p a l axes of tf* and a coincides (see, section 
3.3.3). 
t i s the relaxation time tensor which can be considered 
i n the following three separate situations 
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case 1; t i s a s c a l a r , *or t h i s case, the p r i n c i p a l axes 
of If, , a and u coincide. 
case 2; a) i s symmetric and diagonal i n the same orthogonal 
set as or TI . Again the p r i n c i p a l axes of rff and IT 
coincide. This i s the case considered by Herring andIfegt 0356) 
n n 
Oktu and Saunders (1967), Jeavons and Saunders (1969) and 
Hartman (1969). 
b) x i s symmetric, but not diagonal i n the same 
orthogonal set as m or u. This can only happen when 
<X22 a a33» * , e * f o r 8 1 1 e l l i p s o i d of revolution which i s not 
necessarily correct so we exclude t h i s p a r t i c u l a r case. 
case 3; *% i s not symmetric. That i s the only r e s t r i c t i o n to 
the form of *\ i s from the symmetry of the point L. Equation 
(6.5), for t h i s case, becomes 
•Hi 0 0 \ o o \ o o 
0 ^22 *23 - e ° T22 *23 . 0 «22 0 
\ 
^23 »*33/ \° x32 Xll \° 0 a33 V 
(6.17) 
where ^ 3 9 e x23 a 3 3 a e T32 a22* 
Thus T23 „ Jfc .JjS (6.18) 
~ (fin X32 *33 
A similar condition to that i n equation (6.18) appropriate to 
the band structure of IM^Te, was f i r s t given by Korenblit 
II 
(1961) and l a t e r supported by Hubner (1967), Puscher et a l 
(1970) and Ashworth et a l (1971). 
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Case 3 automatically implies that t i l t angles of the mobility 
and the mass e l l i p s o i d s can be d i f f e r e n t . I n orther words, 
the t i l t angle calculated from the galvanomagnetic data does 
not necessarily equal to that obtained from the measured 
effe c t i v e mass tensor components. As an example, consider 
the t i l t angle of the hole pockets i n Sb. 5ktu and Saunders 
(1967) and Kechin (1968) from the low f i e l d galvanomagnetic 
data obtain -24°, while Windmiller (1966) and Ishizawa (1968) 
from the dHvA effect measure -37° ( a -13° di f f e r e n c e ) . 
Furthermore, Falicov and l i n (1966), from the pseudopotential 
approach, calculate -49°• This discrepancy has usually been 
attributed to the deviations from the e l l i p s o i d a l shape jand 
to the nature of the different experimental techniques, but 
i t may not be a l l that: we propose(by considering case 3) 
that the t i l t angle obtained from the galvanomagnetic e f f e c t s 
corresponds to the mobility e l l i p s o i d and that of measuredfrom 
the dHvA eff e c t corresponds to the mass e l l i p s o i d . We have 
used the hole e f f e c t i v e mass tensor components of Datars and 
Vanderkooy (1964) together with the hole mobility tensor 
components (at 77K) of Oktu and Saunders (1967) expressed 
(by a 13° clockwise rotation) i n the p r i n c i p a l mass e l l i p s o i d 
axes and calculated the nonsymmetric relaxation time tensor 
components. They are l i s t e d i n the following table. Those 
given by Oktu and Saunders (1967), by considering case 2 ( a ) , 
are also included. 
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*11 t 2 2 x33 T23 x32 
Oktu and Saunders (1 967) 9.1 8.9 6.1 
This work 9.1 14.1.2 5.8 1 .23 22.6 
X;S In units of K) sec. 
Furthermore we have collected, i n table (6.7), the smallest 
and largest reported electron and hole t i l t angles of As, 
Sb and B i . The va r i a t i o n of the reported t i l t angles over 
wide range may be taken as an evidence t h a t ? is nonsymmetric 
i . e . the pr i n c i p a l axes of the mobility (or rather 
conductivity) and mass e l l i p s o i d s do not coincide. 
TABLE (6.1): Possible dislocations i n the A7 c r y s t a l 
structure i n general and i n the 25.5 at.# arsenic-antimony 
alloy i n p a r t i c u l a r . 
Burgers No. of Angle between vector equivalent |2 (J) and 
(b) Burgers IM 011] 
vectors. 
o <10l> 6 4 a S i n * J j - - 0.88a* 90 
<100> 6 a 2 33° 
<1T1> 6 a2(U4sin2-§-)«l.88a2 52° 
<110> 6 4 a 2 c o s 2 | -3.11 a 2 18° 
<111> 2 3a 2(H4cos 2-|) -6.34a 2 0° 
CABLE (6.2): Angles between pseudo-axes and +y axis i n 
the A7 structure semimetals. 
Material Pseudo-threefold: angle between 0*2^^ and 
the normal to l 0 1 0 ) ^ 
Pseudo-fourfold: 
angle between p2Tj_^ 
and the normal to * ^ 
h°1>prh 
As 
Sb 
Bi 
Ab(25.5 at.#)-Sb 
17.167° 
18.317° 
18.366° 
17.984° 
31.717c 
33.496c 
33.578c 
32.933c 
TABLE (6-3): Details of etching and orientation of the pits obtained 
M a t e r i a l E T C H I N G R E A G E N T 
Or i e n t a t i o n 
of 
Composition Ref P i t s 
10% Iodine i n methanol Type B 
Ars e n i c CH3C00H, HP, HN03, HC1, 
(24 : 1 : 2 i 1 : 
B r 2 
1) (T): 
Type B 
CH3COOH, HF, HN03 
(1 « 2 i 1) (2) 
Type A 
CH3C00H, HF, HN03, B r 2 
(3 : 3 t 5 i 1) (3): 
Type A 
Antimony CH3C00H, HF, HN03, HC1, 
(24 : 1 : 2 : 1 : 
B r 2 
1) (4) 
Type A 
CHjCOOH, HF, HN03, B r 2 
(28 : 4 t 5 : 3) (5? 
Type A 
Bismuth 
1% iodine i n methanol (6) Type B 
33% HN03 i n water m Type A 
Ars e n i c 
(25.5at.%) 
-Antimony 
CH3C00H, HF, HN03 
(3 : 3 : 5) and a 
drops of bromine 
few {«) Type A 
Allo y CH3C00H, HF, HN03, HC1, 
X24 : 1 i 2 t 1 i 
B r 2 
1) 
U ) Type A 
Antimony-
(2atjk) 
Germanium 
All o y 
CH3C00H, HF, HN03, B r 2 
(3 t 3 i 5 i 1) 
Type A 
(t)Shetty and Taylor (1968). (5) Kosevich (1961). 
(2) Jeavons and Sawders(1968). (6) Loved and Wernick (1959). 
(3) Wernick etal (1958). (7) Brown et al (1968). 
(4) AkgSz et al (1972). (8) Akgdz and Saunders(1971). 
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Table (6-5a) 
Computed model parameters (from the low fi e l d data) for As(25.5at.Z) - Sb. 
Temp. Carrier Electrons Holes 
(K) Density 
(N=P) ^1 ^2 ^3 v l V2 V3 
300 6.4 7.4 1.1 5.7 -7° 5.9 0.5 12.5 -34° 
77 6.2 10.1 1.6 9.6 -7° 11.0 0.8 22.0 -34° 
50 6.15 14.2 1.9 12.9 -6.5° 13.7 0.8 24.5 -35° 
4.2 6.1 15.5 2.1 14.1 -6.8° 15.4 1.0 26.3 -34° 
1.5 6.1 15.6 2.1 14.2 -6.8° 15.5 1.1 26.4 -33° 
Units: 25 • N, 10 m -3 v i, 10 - 2mV ] v v degrees. 
Table (6-5b) 
Model parameters computed from the angular dependence of p^dl^.B^sO), 
p l l ^ B r 0 , B 3 * a n d P 2 1 * B r 0 , B 3 * a t B " l B l " 0 , 7 T e s l a « 
Temp 
(K) 
Carrier 
Density 
(N-P) 
Electrons Holes 
^1 ^2 ^3 v l v2 V3 
300 6.50 7.0 1.0 5.6 -7.4° 5.8 0.6 12.6 -34° 
77 6.25 11.0 1.4 10.2 -7.5° 10.9 0.8 22.0 -33° 
4.2 6.0 15.3 2.0 14.5 -7° 15.0 0.9 26.5 -32° 
Units are the same as in tablet 6*5a). 
to 
to 
o 
4J 
c 
U 01 ft) iH 
a 
U 4J 0) c u 0) 
§ it CO a> o. 43 u 
01 
•a 
C 01 0) 
B 
01 
a o to 
01 
to 
o 
4J 
s 
O 
43 
CO 
I u 
« 01 r-l 
to c 
o M 4J 
o 0) r-l 
u 
01 
4J r-l 
r-l ta 
43 
0) 4J r-l 
r - l 00 
£ 3 
43 
m 
i 
o st CM I 
O St 
cn 
i 
CO 
CM 
> 
o O o 
m SO vO 21
4.
 
a CM CM 
CO o 00 
• 
00 
• 
1-4 
• 
o 
o O o 
• 
r -
00 23
6.
 • r-l r-l 
i o o> t o 
I 
o m o 
co 
CM 
co m 
o 
o 
vO CM 
00 
CO 
vO 
ON 
K rS 0) 4-1 •H 'rl M CO 
<o B 
04 
n 
ss 
o o 1-1 • VO St 16
2.
 
• 
o 
CM CO CM 
• ON r-l 
• 
CO 
• 
vO 
CO 01 01 
u 60 01 
•a 
CD 
I CO 
rH 
CM 
'o 
CO 
I _ 
m 
CM 
25 
cs 
ON VO 
ON <"N r-l r» \^  vO 
ON 
co r-i 
U w 01 
•o co 
§ <u 
n) T ) 
co a 
•o at 
g M 
to C 
C td 
? .3 
CO 44 
•o : 0 
to < 43 jt/l 
43 
CO 
I 
• 
4J 
at m 
• 
m 
CM 
CO 
< 
TABLE (6.7); Range of the reported electron and hole t i l t 
angles i n As, Sb, Bi and the As-Sb a l l o y . The smallest 
and largest ( i n magnitude) reported values are l i s t e d only. 
Material electron t i l t angle hole t i l t angle 
(theoretical -8°(a) -46°(a) 
As \ 
(experimental -4°(b) to -8°(c) -50°(c) to -53°(d) 
{theoretical -7°(e) -49°(e) 
(experimental -2.?(f) to -8°(g) -24°(h) to -37°(f) 
(theoretical +3".^(L) to +10°(j) 
(experimental +4.3 (k) to +8°(/) 
As (25.5 at.#)-Sb 
experimental -7°(m) -34°(m) 
(a) l i n and Palicov (1966) (h) 8ktu and Saunders(1967). 
(b) Datars and Vanderkooy (1966). ( i ) Ferreira (1968). 
(c) Jeavons and Saunders (1969). ( j ) Solin (1968). 
(d) Priestley et a l (1967). (k) Smith et a l (1964). 
(e) Palicov and Lin (1966). (£) Gregers-Hansen (1971). 
( f ) Windmiller (1966). (m) This work and Akgoz 
(g) Kechin (1968). and Saunders (1974). 
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RGURE(6 .$ : Crystal growth furnace. 
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FIGURE (6.3) The pyramidal etch pits and a slip line. The etch pit 
orientation is shown with respect to an orthogonal 
(•x^y,**) axial set {«z is directed normally 
out from the plane of the photograph). 
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FIGURE (6.A): A variety of etch pits. Symmetrical (S), 
asymmetrical with projected apex deflected (Ba) 
towards a base (C) towards a corner 
and (D) completely asymmetric. 
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FICrURE ( 6 , 5 ) : Standard (111) p r o j e c t i o n for 
d i r e c t i o n s i n an a r s e n i c (25.5 a t . $ ) -
antimony a l l o y , showing those 
d i r e c t i o n s of p a r t i c u l a r i n t e r e s t i n 
d i s l o c a t i o n s t u d i e s . The o r i e n t a t i o n 
of a "type A" etch p i t i s als o shown. 
FIGURE (6.6): Back r e f l e c t i o n 
photograph of As(25.5 at,$)-Sb 
a l l o y taken with the X-ray 
"beam i n a b i s e c t r i x d i r e c t i o n 
and the cleavage plane horizon-
t a l . The pseudo-threefold spot 
(ringed) l i e s i n the lower 
h a l f of the photograph so that 
for a +z a x i s chosen v e r t i c a l l y 
upwards the +y a x i s l i e s i n 
the d i r e c t i o n of the i n c i d e n t 
X-ray beam. 
FIGURE (6.7): Back reflection photograph of As(25.5 at.7o)-Sb 
alloy taken with the X- ray beam incident 
along a pseudo- threefold axis 
FIGURE16.8): Back reflection photograph of As(25.5at.7o) - S b 
alloy taken with the X- ray beam incident 
along a pseudo-fourfold axis. 
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FltTTRB ( 6 . 9 ) ; The temperature dependence of the e l e c t r i c a l 
r e s i s t i v i t y of praenic-antimony a l l o y s . 
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PIT IT' (6.10): The ten-ner^ture dependence of the 
ma^netoconductivity tensor components 
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FIGURES (6.11a) and (6.11b)t 
Magnetoresistance voltage increment AV^  ( i n microvolts) 
which i s related to (a) Rj^B,. ,B2,0) and (b) p..i (B,j ,0,B^) 
by 
where V Q i s the voltage without an applied magnetic f i e l d 
and J.j i s the current density and have values of: 
V Q = 10190.3 x 10"7V, J., = 21.7 x 10 4 Am"2 at 4.2K 
V Q = 10785.6 x 10~7Y, = 21.4 x 104" Am"2 at 77K 
V Q » 17364.5 x 10"7V, J 1 » 20.4 x 10 4 Am"2 at 300K 
d.j (= 0.8 x 10"^m) i s the distance between the p o t e n t i a l 
probes. |B J « 0.7 Tesla and i s taken round 
(a) the xy and 
(b) the xz planes at 10° i n t e r v a l s . 
FIGURE (6.12); 
The H a l l voltage Vg ( i n microvolts) which i s r e l a t e d t o 
the tensor component (B.j ,0,B<j) by 
V 2 
E2 P 2 1 ( B r O , B 3 ) J 1 . 
The current density takes the same values as i n Fig.(6.11) 
|If | a 0.7 Tesla and i s taken round the xz plane at 10° 
i n t e r v a l s . The distance d 2 (» 20 .3 x 10"4m) i s that between 
the H a l l p o t e n t i a l probes. 
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FIGURE (6.13): The temperature dependence of the electron and hde 
mobility tensor components of As(25-5 at .%)-Sb alloy. For clarity, 
and ^ have been divided by 2 and 3 respectively. 
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APPENDIX I 
The model parameters are related to the low field conductivity 
tensor components by the following equations: 
zero field conductivity components: 
ffU " * e ^ 1 + Ce^2 + 8 . V + ( v l + Ch v2 + Sh v 3 ) 
A°33 * N e (Se" ^ 2 + C e V + P e ( Sh 2 v2 + S ^ V « A l A ) 
low field Hall conductivity components: 
a 1 M - -Ne M l(C e 2u 2 + S e 2u 3) + Pe v ^ v , + Sh\) 
a 2 n - (^e){-n 2u 3-n 1(S e 2ji 2 + c / ^ ) } + (£e){v2v3 + v ^ S ^ + Ch 
(AI.2) 
Low field magnetoconductivity tensor components can be written 
as the sum of electron and hole parts: 
( 8 i J } t o t a l " ( S i j E l e c t r o n + ^ i j ^ o l e 
The electron contribution terms are: 
S u - (- ^ e ) f S e 2 j x 2 ( ^ - u 3 ) 2 + C^VLJ-^A 3 C e W ^ / } 
5 1 2 - (- |Ne){3S eV 2( M l 24 1i 3 2)+ 3C e 2u 3(n 1 24 1i 2 2)+ ^ V ^ - ^ ) 2 
+ 2 ^ 3 * 
5 1 3 - (- f a X ^ + C e 2u 2 + S e 2u 3) ( C e \ n 2 + S ^ n ^ ) 
S 3 1 - (- $e) (S e 2n 2 + C e 2u 3) {u 2u 3 + u t (S e 2u 2 + C ^ ) ] 
(X-i v > 
S 4 4 = ( ^ e) ( S e 2 n 2 + C e 2 n 3 ) fH!(C e 2H 2 + S ^ ) } 
S33 = (-He) C e 2 S e 2 ^ ( n 2 - H 3 ) 2 
S14 = ¥ e C.W»2'»3> ( ^ 1 + Ce\ + S e V 
S41 * Ce Se ( | i2' J i3 ) ^2^3 " ^ l ^ e ^ + Ce\^ {Al'3) 
The hole contribution parts can be obtained by replacing u^, N, 
Ce, Sg by v^, P, C^ , respectively. and are positive quantities 
which are expressed in the principal ellipsoidal axis system. C = cos 9 , 
= Cos Q^, Sg = sin s n = s i n 9V where 9^  and are the t i l t angles 
of the electron and hole pockets respectively. N (° P) is the total 
electron (or hole) carrier density and e = (e[ is the electronic charge. 
The following relations between the measured low f i e l d r e s i s t i v i t y 
tensor components and the low f i e l d conductivity tensor components are 
obtained by solving equation(5.3), Apart from notational differences, they 
are the same as those given by Okada (1955b). 
c 2 
o _ 1 _ ll3_ g123 
a u (<r u) ( a n ) 
<t rr2 
o 1 . 31 J231 
A_ 
P 3 3 " -° 31 " " ,0 .2 " o , o .2 o-, 33 v 33 ' l l v 33 
_ a 123 S 44 , g 123 P 231 
R123 " " , o , 2 A 44 " " o o * , o v2 o (a ) a q 3 3 ( a R ) O33 
RW°2*M\%j A33 s" V 1 ^ 
A11 s " V ^ > 2 A K =" 
a - ^2 °231 a . S4l . {AT L\ 
( a ^ ( 0 ^ 0 3 3 ^ , 0 3 3 
(xv) 
APPENDIX II 
On the basis of Aubrey's expressions (7) and ( 8 ) , the following 
magnetoconductivity tensor components a^CB^Bg,0) have been derived 
B • (B 1 (B 2,0) 
a l l ( B l ' B 2 ' 0 ) = (^11 + d e B l 2 ) U l + 1 ( ^ l l + 3 ^ l 2 2 + 4 d e B l 2 ) ( U 2 + V 
+ ( v n + d h B l 2 ) W l + J ( v n + 3 v 2 2 + 4 d h B 1 2 ) ( W 2 + W3) 
ff22(Bl'B2'0) ' ^22 + d e B 2 2 ) U l + \ {*Xl*»ll**fl™l + V 
+ ( v22 + d h B 2 2 ) W l + \ ( 3 v l l + v 2 2 + 4 d h B 2 2 ) ( W 2 + W 3 ) 
ff33(BrB2,0) - M 3 3 ( U 1 + U 2 + V + V 3 3 ( W 1 + W 2 + W 3 ) 
a 1 2 ( B l f B 2 0 ) - ( H U H 2 3 B 2 + + { g e - * H ^ C - / ? B ^ H d . B ^ j U j 
+ {-8 e _ ^ l l ^ 0 ^ B l + B 2 ) + d e B l B 2 ? U 3 
+ ( - v U v 2 3 B 2 + d h B l B 2 ) W l + i V ^ l l v 2 3 ( y 5 B r B 2 ) + d h B l B 2 ^ 2 
+ { - " I f ^ l l v 2 3 ( " / 3 B r B 2 ) + d h B l B 2 3 W 3 
•3 1 3 d e 
o r 1 3 < B l ' B 2 ' 0 ) S W s V l + f T ^23 " k e B l + 4 (' i11^33 + Z 7 > V U 2 
+ f- ^  H 2 3 + k e B 1 + ^ ( ^ ^ 3 3 + ^ ) B 2 } U 3 -^lfc^W, 
- c- r v23- V r i ( vn v33 +177 ) B 23 W2 
+ f " f v23" V f £ < V 1 1 V 3 3 + ^ > V W 3 
r 2 3 ( B l ' B 2 ' 0 ) " (^23 " J^V11! + {" 4^23" i ( 3 ^ 3 3 + J ^ V ^ 2 
+ ( v 2 3 + ^ B 1 ) W 1 + C" * V 2 3 + i ( 3 v l l v 3 3 + ^ 1 ) B l " k h B2^ W 2 
+ £- * v 2 3 + i ( 3 v 1 ] L V 3 3 + £ ) B 1 + k h B 2 ) W3 11 
( A I I . l ) 
where d, - ^ ( n 2 2 n 3 3 - ^ ) d f a - v u ( v 2 2 v 3 3 - v ^ 2 ) 
8 e = ^ ( ^ H ^ 2 2 ) 8 h = T ( v l l " V 2 2 ) 
ke = -4^11^33- ^ > K -4 ( v l l v33-
fAII.2) 
= BCos0,B2 • BSin0 where B - |B| and 0 i s the rotation angle 
taken round the xy plane (the sense of rotation i s taken from +x 
direction towards +y direction) 
U l ' n e ( 1 + ^ 1 B 1 2 + ^ 3 3 B 2 2 ) _ 1 
u 2 - ne { i + J o n ^ * ^ > B x 2 + ± < n n u 3 3 + ^ ) 
d 3d 
U 3 o n e { l + 5 ( ^ 3 3 + + 4 ( ^ 3 3 + 
d 
l A H .3) 
( x v i i ) 
where n i s the number of carriers per e l l i p s o i d . 
^1» ^2* ^3 a r e obtained f r o m equations (All.3) by replacing U.^  
hy T^, by and d g by d^. The remaining tensor 
components (B 1 ,B 2,0), 0 ^ (B^ ,B2 ,0) , and ff^^i » B 2 » ° ) can be 
obtained from the Onsager r e l a t i o n Qjj ( 5 ) • 0Cj i ( -"5). The 
magnetoconductivity tensor components C^j(B 1,0 , 8 ^ ) i n the 
xz plane, and (J.j(0,B 2,B.j) i n the yz plane can be obtained 
i n a similar way. 
The transformation eouations from the e l l i p s o i d a l axis 
system to the cry^t-llographie system f o r the m o b i l i t i e s are: 
= ^ *11 " V1 
2 2 2 2 
^22 = > A 2 C 0 S ^ + ^ 3 s i n %. v 2 2 = V 2 C 0 S ©y + v 3 s i n % 2 2 2 2 = HgSin 6^ + M-^ cos 6^ = v 2 s i n Gy + V-jCOS 8 V 
^23 = ^ 2 - ^ 3 ) s i n 26^ v 2 3 = i ( v 2 - v 3 ) s i n 2 e v 
(AII.4) 
where and fire the diagonal components of the m o b i l i t y 
tensors i n the e l l i p s o i d a l axis aytem, and are the 
eDectron and hole n o b i l i t y tensor components expressed i n 
the crystallographic a x i a l system. The t i l t angles 0^ 
(electron t i l t ) and 6y (hole tnt> are give* by 
tan 29„ = J. y_\ v t a r r t ^ " , ) 
* ^ 2 2 ^33 ; K 22 " v33' 
(ATT.5> 
o 0 
Here t i l t angles take negative values, i . e . -90 <6^(ore v )<0 
( tor a genera l description of the t i l t angles i n the A7 
structure semimetala, see section 6.4). 
( x v i i i ) 
APPENDIX I I I 
: ****M0BILITY CALCULATIONS FRCM LOW FIELD DATA *** 
DIMENSION X!9),SMAX!9),SMIN!9),STEPI9),EL!12),HOLI12), 
1S( 12),CO!12),Z(12),WE!12),W!121,Q(12),SUM!21,H!9), 
2PI9),TIL!2),U(l),ET!l),HT!l) 
INTEGER I,J,K,L,M,N 
REAL QtSMALL 
1 FORMAT C9E8.1) 
2 FORMAT(20X,1 INITIAL SOLUTIONS FITTED :«,//, 
120X,•MEASURED COEFFICIENTS••/,216(E12.4,IX)*/)) 
4 FORMAT!20X,«RATIOES=»/!2!6Fl2.3/))) 
5 FORMATI20X,*SUM :•,2F15.5/////) 
6 FORMAT!20Xt'MEASURED COEFFICIENTS COIK)«•,/•2!61E12.4,IX),/)) 
9 FORMAT! 20X, * ELECT ILT IN DEG.»° ,F8.2,/,20X,"HOLE TILT IN DEG.»* 
1,F8.2/) 
10 FORMAT!20X,* CALCULATED COEFFICIENTS Z(K)= ',/»2(6(E12.4,IX),/) ) 
59 FORMAT!20X,'SOLUTIONS',/,3E12.3»4X,F8.3,3E12.3»4X,F8.3»E12.3»/) 
80 F0RMAT!20X,*STEPS=*,/,9E12.3,/) 
100 FORMAT!/4X,•ELECTR CONTR*,5X,•HOLE CONTR*,5X,•TOTAL COEFF') 
101 FORMAT 112F5.1) 
102 FORMAT 18E10.1) 
103 F0RMAT!/1X,3E15.4) 
104 FORMAT(/40X,'CHECK: S! 10)" »,_E12.4/ ) 
105 FORMAT!20X, ' MOBILITIES IN THE PR INC COORD AXES SYSTEM ARE: 
15X,•MU1PRIME*,5X,(MU2PRIME",5X,*MU3PRIME(,5X, 
2>MU4PRIME*•5X,"NUlPRIME*ff5X,*NU2PRIME(,5X,*NU3PRIME«, 
35X,•NU4PRIME°/1X,8E13.3/) 
106 F0RMATI20X,*SUM :*,2F15.5/) 
107 FORMAT!S1',10X,•MOBILITIES IN THE ELLIPSOIDAL AXES SYSTEM ARE:* 
l//8X,gMUl«,10X,*MU2*v10X, *MU3*,5X,•SIN!ET) %5X, *NU1' ,10X, »NU2«, 210X,*NU3<,5X,> SIN!HT)«,4X,•N*P«/1X,3E13.3,F7.2.3E13.3«F7.2,E13.3/) 
108 FORMAT!•IN2X,•»*****»*• MINIMIZATION STARTS ****•****•//) 
50 READ (5,1,EN0=99) !X!I),I-1,9) 
READ!5,1)(STEP(I),1=1,9) 
READ (5,101) !W!K),K*1,12) 
READ (5,1) !SMAX«I),1-1,9) 
READ (5,1) !SMIN!I),I»1,9) 
READ (5,102) (C0(K),K=1,12) 
SMALL-0.0001 
HK=0.0 
DO 7 1=1,9 
7 H!I)-1 
SUM(1)=0.0 
SUM!2)«0.0 
DO 16 L=l,10 
DO 19 M=l,100 
DO 13 1=1,9 
SUM(2)=0.0 
X(I)=X(I)+HK*STEP(I) 
IF!X!I).GT.SMAX!I)) GO TO 15 
IF!X!I).LT.SMIN!I)) GO TO 15 
CALL ELMA (X,Z,S,EL,HOL,U) 
DO 18 K-1,12 
Q!K)-CO!K)/Z(K) 
SUM!2)=SUM!2)*IM(K)*(Q!K)-1.0))**2 
18 CONTINUE 
IF (HK.EQ.1.0) GO TO 77 
(xix) 
WRITE ( 6 , 1 0 8 ) 
W RITE ( 6 , 5 9 ) ( X ( K ) , K = 1 , 9 ) 
WRITE ( 6 , 8 0 ) ( S T E P ( K ) , K = i , 9 ) 
W R I T E ( 6 , 1 0 ) (Z(K),K»1,12) 
WRITE ( 6 , 2 ) ( C O ( K ) , K » l , 1 2 ) 
WRITE ( 6 , 4 ) < Q ( K ) , K = 1 , 1 2 I 
W R I T E ( 6 , 5 ) ( S U M ( K ) , K = 1 , 2 ) 
7 7 CONTINUE 
I F ( H K . E O . 0 . 0 ) SUM(li=SUM(2) 
HK=1.0 
I F ( S U M ( l ) - S U M ( 2 l ) 1 5 , 1 4 , 1 4 
1 5 I F ( H ( I ) - 3 7 ) 2 1 , 2 1 , 2 2 
21 x( I ) S X U ) - S T E P ( I ) 
S T E P ( I ) = - S T E P ( I ) 
H ( I ) = H ( I ) + 1 
GO'TO 13 
2 2 X ( I ) = X ( I ) - S T E P ( I ) 
S T E P ( I ) = - 0 . 9 1 * S T E P ( I ) 
H ( I ) = l 
GO TO 13 
14 I F (SUM!2!-SMALL) 1 6 , 1 6 , 2 0 
2 0 S U M ( 1 ) = S U M ( 2 ) 
13 CONTINUE 
1 9 CONTINUE 
WRITE 1 6 , 5 9 ) ( X ( K ) , K = 1 , 9 ) 
W R I T E ( 6 , 8 0 ) ( S T E P ( K ) , K = 1 , 9 ) 
W R I T E ( 6 , 1 0 ) (ZCK),K»i,12) 
WRITE ( 6 , 6 ) ( C O ( K ) , K = 1 , 1 2 ) 
WRITE ( 6 , 4 1 ( Q ( K ) , K = 1 , 1 2 ) 
WRITE ( 6 , 5 ) ( S U M ( I > , I = 1 , 2 > 
16 CONTINUE 
E T ( 1 ) = ( 1 8 0 . 0 / 3 . 1 4 1 6 ) * A T A N ( X ( 4 ) / ( S Q R T ( 1 . 0 - X ( 4 ) * * 2 ) ) I 
H T ( 1 ) « ( 1 8 0 . 0 / 3 . 1 4 1 6 ) * A T A N ( X ( 8 ) / ( S Q R T ( 1 . 0 - X ( 8 ) * * 2 ) ) ) 
WRITE ( 6 , 1 0 7 ) ( X ( I ) , I = 1 , 9 ) 
WRITE ( 6 , 9 ) ET,HT 
WRITE ( 6 , 1 0 ) ( Z ( K ) , K = 1 , 1 2 ) 
W R I T E ( 6 , 6 ) ( C O ( K ) ,K=1, 1 2 ) 
WRITE ( 6 , 4 ) ( Q ( K ) , K = 1 , 1 2 ) 
W R I T E ( 6 , 1 0 6 ) ( S U M ( I ) , I = 1 , 2 ) 
WRITE ( 6 , 1 0 0 ) 
W R I T E ! 6 , 1 0 3 ) ( E L ( I ) , H C L ( I ) , S ( I ) , 1 = 1 , 1 2 ) 
W R I T E ( 6 , 1 0 4 ) U 
P ( I ) *X ( I ) 
S E S Q = X ( 4 ) * * 2 
C E S Q = 1 . 0 - X ( 4 ) * * 2 
P ( 2 ) = X ( 2 ) * C E S Q + X ( 3 ) * S E S Q 
P ( 3 ) = X ( 2 ) * S F S Q + X ( 3 ) * C E S Q 
P ( 4 ) « X ( 4 | * S Q K T ( C E S Q ) * ( X ( 2 ) - X ( 3 ) ) 
T I L I 1 ) = ( 9 0 . 0 / 3 . 1 4 1 6 ) • A T A N ( 2 . 0 * P ( 4 ) / ( P ( 2 ) - P ( 3 ) ) ) 
P ( 5 ) = X ( 5 ) 
S H S Q = X ( 8 ) * * 2 
C H S 0 = 1 . 0 - X ( 8 ) * * 2 
P ( 6 ) = X ( 6 ) * C H S Q + X < 7 ) * S H S Q 
P ( 7 ) = X ( 6 ) * S H S Q * X ( 7 ) * C H S Q 
P ( 8 ) = X ( 8 ) * S 0 K T ( C H S Q ) * I X ( 6 ) - X ( 7 > ) 
T I L ( 2 » = ( 9 0 . 0 / 3 . 1 4 1 6 ) * A T A N ( 2 . 0 * P ( 8 ) / I P ( 6 ) - P ( 7 ) ) ) 
W R I T E ( 6 , 1 0 5 ) ( P ( I ) , I = 1 , 8 ) 
WRITE ( 6 , 9 ) T I L 
GO TO 50 
9 9 STOP 
END 
(xx) 
SUBROUTINE ELMA < A ,Z , S ,EL ,HOL ,U) 
DIMENSION A(9) ,EL112)»H0H12),2I12»,S(12)»UII) 
Q=1.6 
SES0=A(4»**2 
CESQ=l.O-SESQ 
SHSQ=A(8)**2 
CHSQ=l.O-SHSQ 
X1=CESQ*A(2)+SESQ*A(3) 
Y1=CHSQ*A(6)*SHSO*A<7) 
X2=SESQ*A(2> 
X3=CESQ*A(3) 
X=X2+X3 
Y2=SHSQ*A(6I 
Y3»CHSQ*A(7) 
Y=Y2*Y3 
A23=A(2)*A(3) 
A67=A(6)*A(7) 
X4=CES0*SESQ*(A(2)-A(3)1**2 
Y4=CHSQ*SHSQ*IA(6)-A(7))**2 
X5 = A(M*SQRT(CESQ)*(A<2I-A(3)) 
Y5=A(8)*SQRT(CHSQ)*(A(6»-A(7)) 
G=A(9)*Q 
EL(i)»0.5*G*«A(li+Xl) 
HOLl1)=0,5*G*«A(51+Y1» 
SM) = EL(l)+HOL(l) 
EL(2)=G*X 
H0L(2I»G*Y 
S(2)=EL(2)+HOL<2) 
EL(3)=-1.0*G*(All)*X1) 
HOL(3)*G*CA<5)*Yl) 
S(3)=EL(3)+HOL(3) 
ELI4)»-0.5*G*tA23+A(1)*X) 
H0L(4)»0.5*G*(A67+At5)*Y) 
Sf4)=EL<4)+H0L(4) 
EL(5)=0.125*G*(X2*(A(l)-A(3))**2+X3*IA(l)-A(2))**2 
L+3.0*A(1)*X4) 
HOL(5)=0.125*G*(Y2*iAi5»-A(7n**2*Y3*IAI5)-Al6M**2 
1+3.0*A(5)*Y4 ) 
S(5>=EL(5)+HOL(5) 
EI.(6)=0.125*G*(3.0*X2*(A( 1)**2+A( 3)**2)*3.0*X3 
1*(A(1)**2+A(2)**21+A(1)*X4+2.0*A(1)*A23) 
HOL(6I=0,L25*C*C3,0*Y2*(A(51**2*A|71**2)*3.0*Y3 
1*(A(5)**2*A(6)**2)+A(5)*Y4*2.0*A(5)*A671 
S(6)=EL(6)+HCL(6) 
EL(7)=0.5*G*((A(l)+Xl)*A(1)*X1) 
H0L(7)=0.5*G*((A(5)+Y1)*A(5)*Y1) 
S<7)»ELC7I*HCL«7) 
EL(8)=0.5*G*IX*IA23*A(I)*X)) 
HOL(8)=0.5*G*(Y*<A67+A(5)*Y> > 
S(8)=EL(8)+HOL(8) 
EL(9)=-0.5*G*(X*A(1)*X1) 
HOL(9)=-0.5*G*(Y*A(5)*Yi) 
S(9)=EL(9)+H0L(9) 
EL(10)=G*(A(1)*X4) 
H0L(10)»G*A(5)*Y4 
S(10)=EL(10)+HOL(10) 
EL( in=0.25*G*(A(l)*X5*(-A(l) + Xl)) 
HOLf11I*0.25*G*(A<5)*Y5*(-A(5)+Y1)) 
S< l i l ' E L f 11I4HOK11] 
( x x i ) 
FL( 1 2 ) = 0 . 2 5 * G * U 5 * ( A 2 3 - A ( L ) *X ) I 
HOL <12 > » 0 . 2 5 * 6 * ( V 5 * C A67-A(51*Y »I 
S(L2)*EL(12)+H0M121 
U ( 1 ) * 0 . 5 * ( - S ( 6 ) * 3 . 0 * S ( 5 ) - 2 . 0 * S ( 9 ) I 
Z ( l l = l . O / S ( l ) 
Z ( 2 ) « 1 . 0 / S ( 2 ) 
Z < 3 > » S ( 3 ) / ( S U l * * 2 ) 
HA)=S(4)/(S(1)*S(2)) 
Z ( 5 ) = S ( 5 ) / I S ( 1 ) * * 2 ) 
Z(6)=S<6)/S< l ) * * 2 - S ( 4 ) * * 2 / t S l l ! * * 2 * S ( 2 n zm«sm/s(i)**2-s(3)**2/c sc n*s« n*scin 
Z ( 8 ) » S ( 8 ) / S ( 2 ) * * 2 - S ( 4 ) * * 2 / ( S ( l ) * S f 2 1 * * 2 ) 
Z ( 9 ) = S < 9 ) / ( S ( l ) * S f 2 > ) - 0 . 5 * S ( 3 ) * S < 4 ) / < S U ) * * 2 * S ( 2 ) I 
Z U O ) = S< i O ) / S < 2 ) * * 2 
Z<11>=S(11)/S(1>**2 
Z( 12) = S( 1 2 ) / ( S ( 1 ) * S C 2 ) ) 
RETURN 
END 
( x x i i ) 
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