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Abstract
Self-similarity of Burgers’ equation with stochastic advection is
studied. In self-similar variables a stationary solution is constructed
which establishes the existence of a stochastically self-similar solution
for the stochastic Burgers’ equation. The analysis assumes that the
stochastic coefficient of advection is transformed to a white noise in
the self-similar variables. Furthermore, by a diffusion approximation,
the long time convergence to the self-similar solution is proved in the
sense of distribution.
Keywords Self similarity; stochastic Burgers equation; diffusion approxi-
mation
1 Introduction
The deterministic Burgers’ partial differential equation for a field w(t, x) is
wt = νwxx − wwx (1)
and was proposed by Burgers [6] to help understand the statistical theory
of turbulent fluid motion. Here w(t, x) is analogous to the velocity field and
ν represents the dissipative viscosity. To better model the randomness in-
herent in the presumed chaos of turbulence, the following stochastic Burgers’
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equation has been suggested [7, 8, 19, 21, 23, 37, 38] and studied recently by
many people [3, 4, 11, 12, 20, 34, 35, 32]:
wt = νwxx − wwx + h(t, x, w, wx) (2)
where h(t, x, w, wx) represents stochastic effects defined on a complete prob-
ability space (Ω,F ,P). On bounded domains the existence and unique-
ness of global solution was studied by Da Prato et al. [34] when the noise
term h(t, x, w, wx) is white in time, and by Holden et al. [20] using a white
noise calculus. On an unbounded domain the existence of a solution was stud-
ied through a Cole–Hopf transformation by Bertini et al. [3] with h(t, x, w, wx)
an additive space-time white noise.
We consider a family of solutions with special spatial-temporal form,
namely the family of self-similar solutions, of the stochastic Burgers’ equa-
tion (2) on the unbounded real line with the particular stochastic advection
h(t, x, w, wx) = (wζ)x for some special space-time noise ζ(t, x) to be defined
later. Here for the stochastic system, the self-similarity is in the sense of
distribution which is defined later. The existence of self-similar solutions
and the asymptotic emergence of self-similar solutions comprises the self-
similarity of the stochastic Burgers’ equation. Importantly for applications,
the form of the stochastic advection, (wζ)x, is appropriate for globally con-
served quantities w. Such stochastic advection is potentially of great interest
in applications as it potentially illuminates some of the stochastic nature of
chaotic turbulence in fluid flows. A thorough understanding of turbulence
remains an outstanding challenge and researchers are increasingly invoking
stochastic terms to model its effects in important environmental applica-
tions [22, 16, 43, e.g.]. We need to know how stochastic advection affects
long term dynamics.
Self-similarity is an important property of systems of physical interest, of
which Burgers’ equation is a special case. Many researchers have studied the
existence of self-similar solutions of deterministic systems [5, 15, 28, 36, 44,
e.g.], and described the asymptotic behavior of self-similar solutions [2, 15,
30, 44, e.g.]. But very little is known about self-similarity in stochastic
spatio-temporal systems. We prove the existence and emergence of self-
similar solutions, in the sense of distribution, for the stochastic Burgers’
equation (2). The stochastic advection h = (wζ)x for the stochastic Burgers’
equation (2) transforms to a multiplicative white noise in the following self-
similar variables. As in earlier research [2, 36, 41, e.g.] we introduce log-time
and stretched space,
τ = log t , ξ =
x√
t
, for t ≥ 1 ,
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and then define the stochastic field
u(τ, ξ, ω) =
√
tw(t, x, ω), ω ∈ Ω .
Straightforward algebra derives that the spde (2) transforms in the similarity
variables to
du =
[
νuξξ +
1
2
ξuξ +
1
2
u− uuξ
]
dτ + (u dW )ξ . (3)
We call a solution w(t, x, ω) to the stochastic Burgers’ equation (2) a stochas-
tically self-similar solution if the distribution of
√
tw(t, x, ω) just depends on
the self-similar variable ξ = x/
√
t . By this definition, any stationary solu-
tion u¯(ξ, ω) to equation (3) is a stochastically self-similar solution of stochas-
tic Burgers’ equation (2). In order to construct a self-similar solution of the
stochastic Burgers’ equation (2) we assume that W (τ, ξ, ω) is an L2(R) val-
ued Wiener process defined on (Ω,F ,P) with covariance operator Q which
is detailed later.
To construct a stationary solution of the transformed spde (3), we con-
sider the system in a weighted space L2(K) which is defined in the next
section 2. First, by using energy estimates and the compact embedding re-
sults of the weighted space, we show the tightness of solutions with initial
value in the space L2(K). Then the classical Bogolyubov–Krylov method [1]
implies the existence of a stationary solution of the spde (3). Due to the
multiplicative noise, the method showing the attraction of the stationary so-
lution in the case of additive noise [41] fails here due to the appearance of
the unbounded term W˙ . Instead we apply a diffusion approximation to this
stationary solution. For this we introduce the following random equation
uǫτ = Luǫ − uǫuǫξ − 12(uǫq)ξξ + 12(uǫq′)ξ + 1√ǫ(uǫη¯ǫ)ξ (4)
which is a Burgers’ type equation with a singular random perturbation. Here
η¯ǫ is a stationary process solving (14), and q and q′ are introduced in Assump-
tion 2. Then attraction of the stationary solutions is derived by the method
used for the case of additive noise, and by the approximation of (4) to (3),
the attraction is passed to the stationary solution of (3). Here the most
difficult part is to show the effectiveness of the approximation. We follow a
martingale method to show the tightness of the family of stationary solutions
of the approximating model. Then passing to the limit derives the attraction
of stationary solutions of the stochastic advection Burgers’ equation (3).
However, for simplicity and intuition of the discussion in our approach
we consider the following Burgers’ type equation
uǫτ = Luǫ − uǫuǫξ +
1√
ǫ
(uǫη¯ǫ)ξ . (5)
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The limit of the above equation is shown to be the following spde
uτ = Lu− uuξ + 12(uq)ξξ − 12(uq′)ξ + (u ˙¯W )ξ (6)
for some new Wiener process W¯ distributed as W . By the assumptions on q,
all results for equation (5) hold for equation (4) by exactly same discussion.
Then we have approximation of (4) to (3).
To show the approximation of the stationary solutions, in our approach
we consider the statistical solution of the equations (3) and (4).
2 Preliminary
We consider the stochastic pde (3) in the self-similarity variables. For brevity
we introduce the linear operator
Lu = νuξξ + 12ξuξ + 12u .
Denoting the weight function by K(ξ) = exp{ξ2/4ν}, introduce the following
weighted functional space for exponent p > 0
Lp(K) =
{
u ∈ Lp(R) : ‖u‖pLp(K) =
∫
R
|u(ξ)|pK(ξ) dξ <∞
}
,
and for positive integer exponent k
Hk(K) =
{
u ∈ L2(K) : ‖u‖2Hk(K) =
∑
0≤α≤k
‖Dαu‖2L2(K) <∞
}
.
For p = 2 , denote by 〈·, ·〉 the inner product in space L2(K) . Then the linear
operator L is self-adjoint and generates an analytic semigroup S(τ) on the
space L2(K) with the domain D(L) = H2(K) [24]. Further, the eigenvalues
of the operator L are
λk = −k
2
, k = 0, 1, 2, . . . ,
with the corresponding eigenfunctions
e0(ξ) =
1√
4πν
exp{−ξ2/4ν} , ek(ξ) = ck∂kξ e0(ξ), k = 1, 2, . . . ,
which forms a standard orthonormal basis of L2(K) when we choose ck as
the constants such that ‖ek‖L2(K) = 1 .
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In the following we denote by Ec = span{e1(ξ)} and
Es = E
⊥
c =
{
u ∈ L2(K) :
∫
R
u(ξ) dξ = 0
}
.
We also denote by Πs the linear projection from L
2(K) to Es.
The following are some important basic properties on these weighted
spaces [24].
Lemma 1. 1. The embedding H1(K) ⊂ L2(K) is compact.
2. There exists C > 0 such that for any u ∈ H1(K)∫
R
|u(ξ)|2|ξ|2K(ξ) dξ ≤ C
∫
R
|∇u(ξ)|2K(ξ) dξ .
3. For any u ∈ H1(K),
1
2
∫
R
|u(ξ)|2K(ξ) dξ ≤
∫
R
|∇u(ξ)|2K(ξ) dξ .
4. For any u ∈ Es ,
〈Lu, u〉 ≤ −1
2
‖u‖2H1(K) .
5. If u ∈ H1(K), then K1/2u ∈ L∞(R).
6. For any q > 2 and ǫ > 0 there exists constants Cǫ,q > 0 and R > 0 ,
such that for any u ∈ H1(K) ∩ Lq
loc
(R)
‖u‖2L2(K) ≤ ǫ‖uξ‖2L2(K) + Cǫ,q‖u‖2Lq(B(0,R)).
Remark 1. By item 3 in the above lemma, in the space H1(K) we define the
norm ‖∇u‖L2(K) which is equivalent to ‖u‖H1(K).
Further, by the spectral properties of the linear operator L, we define
(−L + 1/2)γ for any γ ∈ R [42]. Then define the Sobolev space Hγ(K),
for any γ ∈ R , as D((−L + 1/2)γ/2), the domain of (−L + 1/2)γ/2. By the
embedding theorem [42], Hγ1(K) is compactly embedding into Hγ2(K) for
γ1 > γ2 .
We make the following assumptions on the stochastic force.
Assumption 2. 1. The stochastic force t
√
tη = t
√
t(wζ)x is written, in
the self-similar variables, as (uW )ξ. HereW is an L
2(K)-valued Wiener
process with covariance operator Q such that
Qϕ(ξ) =
∫
R
q(ξ, ζ)ϕ(ζ)K(ζ) dζ for any ϕ ∈ L2(K),
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with q(ξ, ζ) = q(ζ, ξ) positive, and∫
R
∫
R
q(ξ, ζ)Kξ(ξ)Kζ(ζ) dξ dζ <∞ .
The covariance Q shares the same eigenbasis as that of the operator L.
2. Wξ(τ, ξ) is an L
2(K)-valued Wiener process with covariance operator Q′
such that
Q′ϕ(ξ) =
∫
R
q′(ξ, ζ)ϕ(ζ) dζ
with q′(ξ, ζ) = q′(ζ, ξ) positive, and∫
R
∫
R
q′(ξ, ζ)K(ξ)K(ζ) dξ dζ <∞ .
Furthermore,
TrQ <∞ and TrQ′ <∞ , (7)
and q(ξ) := q(ξ, ξ) ∈ H2(K),
‖q‖L∞(R×R) and ‖q′‖L∞(R×R) are small. (8)
From the above assumptions, q′(ξ, ζ) = ∂ξ∂ζq(ξ, ζ) and the Wiener pro-
cess W has the series representation [33]
W (τ, ξ) =
∞∑
k=0
√
qkek(ξ)βk(τ), (9)
where {βk}k are independent standard Brownian motions.
Remark 2. An example of such stochastic force is
ζ(x, t, ω) =
√
tσ
(
x√
t
)
d
dt
β(t, ω)
where d
dt
β(t, ω) is some random process such that d
dτ
β(eτ , ω) is white in log-
time τ . The special assumptions on ζ(x, t, ω) does not exclude the existence
of self-similar solutions for other cases.
Recall that a random process {u(τ)}τ≥0 is said to be stationary if its joint
probability distribution does not change when shifted in time τ [1]. For the
spde (3), to construct a stationary solution it is convenient to consider the
transition semigroup associated to equation (3). We define {Pτ}τ≥0 on the
space consisting of bounded continuous functions ψ : L2(K) ∩ L∞(R) → R
by [33]
(Pτψ)(u
0) = Eψ(u(τ ; u0)), (10)
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where u(τ ; u0) is the solution of equation (3) with initial value u0 ∈ L2(K)∩
L∞(R). Denote by M the space consisting all probability measures on the
space L2(K)∩L∞(R) and endowM with the topology of weak convergence.
Define the dual semigroup {P ∗τ }τ≥0 acting on M as∫
L2(K)∩L∞(R)
ψ(u)(P ∗τ µ)(du) =
∫
L2(K)∩L∞(R)
(Pτψ)(u)µ(du)
for any µ ∈ M and bounded continuous function ψ : L2(K) ∩ L∞(R) →
R . If L(u0), the distribution of initial values u0, equals µ, then P ∗τ µ is the
distribution of the solution u(τ ; u0) [33, Proposition 11.1]. Sometimes M is
too large, so we need the smaller space
M2 =
{
µ ∈M :
∫
L2(K)∩L∞(R)
‖u‖2L2(K)µ(du) <∞
}
.
A probability space µ ∈ M is said to be a stationary measure for the
stochastic Burgers’ equation (3) if
P ∗τ µ = µ , for all t > 0 .
The following property of stationary measure is useful [33, Proposition 11.5].
Lemma 3. If µ ∈M is a stationary measure for (3) and the initial value u0
is F0 measurable with L(u0) = µ , then the solution process u¯(τ ; u0) is a
stationary solution to the stochastic Burgers’ equation (3).
3 Existence of self-similar solutions
By definition, a stationary solution to the spde (3) is a stochastically self-
similar solution to the stochastic Burgers’ equation (2). Next we construct
a stationary solution to the spde (3) from any initial value u0 ∈ L2(K) ∩
L∞(R).
For any τ > 0 , in the mild sense, the transformed stochastic Burgers’
spde (3) is written as
u(τ) = S(τ)u0+
∫ τ
0
S(τ − s)u(s)uξ(s) ds+
∫ τ
0
S(τ − s)(u(s)dW (s))ξ . (11)
Then by the standard method for the existence of mild solutions to spdes [33]
we obtain the following theorem whose proof is given in Appendix A.
Theorem 4. Assume Assumption 2 holds. For any T > 0 and initial value
u0 ∈ L2(K) ∩ L∞(R), there is a unique mild solution u(τ, ξ) to spde (2) in
L2(Ω, C(0, T ;L2(K))∩L2(0, T ;H1(K))). Moreover this mild solution is also
the unique weak solution.
7
We construct a stationary solution by the Bogolyubov–Krylov method.
For this we need some estimates in the spaces L∞(R) and L2(K).
3.1 L∞(R) estimates
We follow the approach for a scalar convection-diffusion equation [44] which
was also applied to characterise solutions to a stochastic Burgers’ equation
with additive noise [41].
We introduce
sgn(u)+ =
{
1, u > 0 ,
0, u ≤ 0 ; and sgn(u)
− =
{
1, u < 0 ,
0, u ≥ 0 .
Then for u ∈ L2(R) with uξ(t) ∈ L2(R), the integral∫
R
uξξφ(u) dξ = −
∫
R
u2ξφ
′(u) dξ ≤ 0 (≥ 0)
for any nondecreasing (nonincreasing) φ ∈ C1(R). By a density discussion
the integral
∫
R
uξξsgn(u)
+ dξ ≤ 0 (≥ 0). Moreover, the integrals ∫
R
uuξsgn(u)
± dξ =
0 and
∫
R
(ξuξ + u)sgn(u)
± dξ = 0 . Denote by u± = sgn(u)±u . Let m =
‖u0‖L∞(R). Then multiplying sgn(u −m)+ and sgn(uǫ −m)+ on both sides
of (3) and integrating on R× [0, τ ] with τ > 0 , the integral∫
R
(u(τ, ξ)−m)+ dξ ≤ 0 .
Therefore, u(τ, ξ) ≤ m for any τ > 0 . Similarly u(τ, ξ) ≥ −m for τ > 0 .
Then ‖u(τ)‖L∞(R) ≤ m for all τ > 0 .
3.2 Estimates in the space H1(K)
We first give a uniform estimate in the space L2(K).
Let u(τ, ξ) = uc(τ, ξ) + us(τ, ξ) with uc ∈ Ec and us ∈ Es . Then
duc = 0 ,
dus = [Lus − Πs(uuξ)] dτ +Πs(udW )ξ .
So
uc(τ, ξ) = uc(0, ξ) = 〈u0, e0〉e0(ξ) =
∫
R
u0(ξ) dξe0(ξ)
which is totally determined by the mass of tha initial value, namely M :=∫
R
u0(ξ) dξ .
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Notice that ‖ · ‖L2(K) is continuous on space L2(K) . Now applying Itoˆ’s
formula [9] to ‖us(τ)‖2L2(K), we obtain
1
2
d
dτ
‖us(τ)‖2L2(K) ≤ −12‖us‖2H1(K) − 〈uuξ, u〉
+ 1
2
[
‖uξ‖2LQ
2
+ ‖u‖2LQ′
2
]
+ 〈(uW˙ )ξ, u〉 .
Here ‖ · ‖LQ
2
and ‖ · ‖LQ′
2
are the norms defined on the Hilbert–Schmidt spaces
L2(Q1/2L2(K), L2(K)) and L2(Q′1/2L2(K), L2(K)) respectively [33].
Noticing that, by Assumption 2, ‖q‖L∞(R×R) and ‖q′‖L∞(R×R) are small
enough (8), there exists some positive constant c such that
1
2
d
dτ
‖us(τ)‖2L2(K) ≤ −c‖us‖2H1(K) + c‖uc‖2H1(K) − 〈uuξ, u〉+ 〈(uW˙ )ξ, u〉 .
Integrating by parts yields
〈uuξ, u〉 = −13
∫
R
u3Kξ dξ .
By property 6 in Lemma 1, for any ε, ε′ > 0 and q > 2 , there exist positive
constants Cε, Cε′,q and R such that∣∣∣∣
∫
R
(u)3Kξ dξ
∣∣∣∣ = 12
∣∣∣∣
∫
R
uξK1/2(u)2K1/2 dξ
∣∣∣∣
≤ 1
2
[∫
R
(u)2ξ2K dξ
]1/2 [∫
R
(u)4K dξ
]1/2
≤ C‖uξ‖L2(K)‖u‖L2(K)‖u‖L∞(R)
≤ 3εC‖uξ‖2L2(K) + 3Cε
[
ε′‖uξ‖2L2(K) + Cε′,q‖u‖2Lq(B(0,R))
]
‖u‖2L∞(R)
≤ 3 [εC + ε′Cε‖u‖2L∞(R)] ‖uξ‖2L2(K) + 3CεCε′,q,R‖u‖4L∞(R)
with some positive constant Cε′,q,R. Then
|〈uuξ, u〉| ≤
[
εC + ε′Cε‖u‖2L∞(R)
] ‖uξ‖2L2(K) + CεCε′,q,R‖u‖4L∞(R) . (12)
Then for any ε and ε′ > 0 , there are positive constants that we still denote
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by Cε and Cε′,q,R for some positive q and R such that
1
2
d
dτ
‖us(τ)‖2L2(K)
≤ −c‖us‖2H1(K) + c‖uc‖H1(K) +
[
εC + ε′Cε‖u‖2L∞(R)
] ‖uξ‖2L2(K)
+ CεCε′,q,R‖u‖4L∞(R) + 〈(uW˙ )ξ, u〉
≤ [−c + εC + ε′Cε‖u‖L∞(R)] ‖us‖2H1(K)
+
[
c+ εC + ε′Cε‖u‖L∞(R)
] ‖uc‖2H1(K)
+ CεCε′,q,R‖u‖4L∞(R) + 〈(uW˙ )ξ, u〉 . (13)
Now choose ε and ε′ > 0 small enough, and since uc = Me0(ξ) and
‖uc‖H1(K) ≤ CM for some C > 0 , then by the Gronwall lemma
E‖u(τ)‖2L2(K)∩L∞(R) ≤ R1 , for all τ ≥ 0 ,
with some positive random variable R1.
To show the existence of an invariant measure we further need the esti-
mates of u in space H1(K) . From (13) we have for some constant C1 , C2 > 0
such that
E
∫ τ
0
‖u(s)‖H1(K) ds ≤ C1τ + C2 .
By the Chebyshev inequality
1
T
∫ T
0
P(‖u(τ)‖H1(K) > K) dτ
≤ 1
K2T
∫ T
0
E‖u(τ)‖2H1(K) dτ
≤ 1
K2T
(C1T + C2)→ 0 , K →∞ .
Then by the Krylov–Bogoliubov method [1] Pτ has at least one stationary
measure denoted by µ . Let u¯(τ, ξ) be the solution with initial value distribut-
ing as µ, then u¯(τ, ξ) is a stationary solution to the transformed spde (3)
with distribution µ (Lemma 3), and by the construction of the stationary
solution, we have u¯ ∈ H1(K). Moreover,∫
R
u¯ dξ =
∫
R
u0 dξ and ‖u¯‖L∞(R) ≤ m.
Theorem 5. Assume Assumption 2 holds. For any initial u0 ∈ L2(K) ∩
L∞(R), there is a stationary solution, denoted by u¯, such that u¯ ∈ H1(K).
Further, there is a sequence τn, with τn →∞ as n→∞ , such that
u(τn) converges in distribution to u¯ in L
2(K)
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as n→∞ . Here u(τ) is the solution to the spde (3) with initial value u0.
Next we show that the above convergence holds for any sequence τn with
τn → ∞ as n → ∞ ; that is, u(τ) converges in distribution to u¯ as τ →
∞ . It is impractical to follow the approach used for the stochastic Burgers’
equation with additive noise [41]. As Section 1 states, we consider in the next
section a Burgers’ equation with random fast fluctuating advection which is
an approximation to the spde (3).
4 Burgers’ equation with random fast fluctu-
ations: self-similar solution and stability
We consider the following randomly fluctuating advection in a Burgers’ type
equation (5). The random force η¯ǫ(τ, ξ) = η¯(τ/ǫ, ξ) in which η¯(τ, ξ) is the
stationary Ornstein–Uhlenbeck process solving
dη = −η dτ + dW (τ, ξ). (14)
Then
Eη¯ǫ(τ, ξ)η¯ǫ(s, ζ) = 1
2
q(ξ, ζ) exp
(
−|τ − s|
ǫ
)
, (15)
and for 0 < τ ≤ s
E[η¯ǫ(τ, ξ) | Fs] = η¯ǫ(τ, ξ) exp
(
−τ − s
ǫ
)
. (16)
Moreover, η¯ǫ(τ) ∈ H1(K) for any τ > 0 . By the assumption on Wξ(τ, ξ),
the process η¯ǫξ(τ, ξ) = η¯ξ(τ/ǫ, ξ) which solves
dηξ = −ηξ dt+ dWξ(τ, ξ) (17)
and also η¯ǫξ(τ) ∈ H1(K) for any τ > 0 with
Eη¯ǫξ(τ, ξ)η¯
ǫ
ξ(s, ζ) =
1
2
q′(ξ, ζ) exp
(
−|τ − s|
ǫ
)
. (18)
For initial value we assume uǫ0 ∈ L2(Ω, L2(K) ∩ L∞(R)) and∫
R
uǫ0 dξ =M , ‖uǫ0‖L∞(R) = m (19)
for some deterministic positive constants m and M .
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We study the dynamics of the random differential equation (rde) (5) for
fixed ǫ > 0 . First, for any τ > 0 , in the mild sense the rde (5) is written as
uǫ(τ) = S(τ)uǫ0+
∫ τ
0
S(τ −s)uǫ(s)uǫξ(s) ds+
1√
ǫ
∫ τ
0
S(τ −s)(uǫ(s)η¯ǫ(s))ξ ds .
(20)
Then by same discussion for equation (3) this theorem follows.
Theorem 6. Assume Assumption 2 holds. For any T > 0 and initial uǫ0 ∈
L2(Ω, L2(K)∩L∞(R)) satisfying (19), the rde (5) has a unique mild solution
uǫ ∈ L2 (Ω, L2 (0, T ;H1(K)) ∩ C (0, T ;L2(K))) .
We next construct a stationary solution for the rde (5), which is attrac-
tive for any ǫ > 0 . We follow the discussion in section 3.
First, by the same discussion as in section 3.1,
‖uǫ(τ)‖L∞(R) ≤ m for all τ > 0 ,
withm = ‖uǫ0‖L∞(R) . Next we give a uniform estimate in τ in the spaceH1(K)
from the estimate in space L2(K) for uǫ with any fixed ǫ > 0 . We follow the
same discussion as in section 3.2.
Let uǫ(τ, ξ) = uǫc(τ, ξ) + u
ǫ
s(τ, ξ) with uc ∈ Ec and us ∈ Es . Then
duǫc = 0 , (21)
duǫs =
[Luǫs −Πs(uǫuǫξ)] dτ + 1√ǫ(uǫη¯ǫ)ξ . (22)
So
uǫc(τ, ξ) = u
ǫ
c(0, ξ) = 〈uǫ0, e0〉e0(ξ) =
∫
R
uǫ0(ξ) dξe0(ξ)
which is totally determined by the mass of the initial valueM :=
∫
R
uǫ0(ξ) dξ .
Now by multiplying uǫ in the space L2(K) on both sides of the rde (5),
1
2
d
dτ
‖uǫs‖2L2(K) ≤ −12‖uǫs‖2H1(K) − 〈uǫuǫξ, uǫ〉+ 1√ǫ〈(uǫη¯ǫ)ξ, uǫ〉 .
Integrating by parts,
〈uǫuǫξ, uǫ〉 = −13
∫
R
(uǫ)3Kξ dξ .
Then by the same discussion as for (12) we have that for any ε, ε′ > 0 and
q > 2 , there exist positive constants Cε, R and Cε′,q,R such that
|〈uǫuǫξ, uǫ〉| ≤
[
εC + ε′Cε‖uǫ‖2L∞(R)
] ‖uǫξ‖2L2(K) + CεCε′,q,R‖uǫ‖4L∞(R) .
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Moreover, for any ε > 0 there is some positive constant Cε such that
|〈(uǫη¯ǫ)ξ, uǫ〉| =
∣∣〈uǫη¯ǫ, uǫξ〉∣∣ ≤ Cε‖η¯ǫ‖2L2(K)‖uǫ‖2L∞(R) + ε‖uǫξ‖2L2(K) .
Then for any ε and ε′ > 0 , there are positive constants that we still denote
by Cε and Cε′,q,R for some positive q and R such that
1
2
d
dτ
‖uǫs(τ)‖2L2(K)
≤ −1
2
‖uǫs‖2H1(K) +
[
εC + ε′Cε‖uǫ‖2L∞(R)
] ‖uǫξ‖2L2(K)
+ CεCε′,q,R‖uǫ‖4L∞(R)
+ 1√
ǫ
[
Cε‖η¯ǫ‖2L2(K)‖uǫ‖2L∞(R) + ε‖uǫξ‖2L2(K)
]
≤
[
−1
2
+ εC + ε′Cε‖uǫ‖L∞(R) + ε√ǫ
]
‖uǫs‖2H1(K)
+
[
εC + ε′Cε‖uǫ‖L∞(R) + ε√ǫ
]
‖uǫc‖2H1(K)
+ CεCε′,q,R‖uǫ‖4L∞(R) + 1√ǫCε‖η¯ǫ‖2L2(K)‖uǫ‖2L∞(R) .
Now choose ε and ε′ > 0 small enough and since uǫc = Me0(ξ), ‖uǫ‖L∞ ≤ m
and ‖uǫc‖H1(K) ≤ CM for some C > 0 , then by the Gronwall lemma and the
properties of η¯ǫ,
E‖uǫ(τ, ω)‖L2(K)∩L∞(R) ≤ Rǫ1 for all τ ≥ 0 ,
with some positive constant Rǫ1.
Similarly to the discussion in subsection 3.2,
E
∫ τ
0
‖uǫ(s)‖H1(K) ds ≤ Rǫ2 τ +Rǫ3
for some constants Rǫ2 and R
ǫ
3 . Then we show the existence of a station-
ary measure. Notice that uǫ is not a Markov process, we consider the pro-
cess (uǫ, η¯ǫ) which is a Markov process on the space (L2(K)∩L∞(R))×H1(K).
For this we introduce the space M consisting all probability measures on the
space (L2(K)∩L∞(R))×H1(K) and endow the space M with the topology
of weak convergence. Denote by {Pǫτ}τ≥0 the continuous Markov semigroup
associating with (uǫ, η¯ǫ) on M and the dual semigroup as
P∗ǫτ y(A) = P{(uǫ(τ, ·), η¯ǫ(τ)) ∈ A} ,
for any Borel set A ⊂ (L2(K) ∩ L∞(R)) × H1(K) and y ∈ M with form
y = µ ∗ ν¯ . Here, uǫ(τ, ·) is the solution to equations (5) with initial value
distributing as µ, and ν¯ is the distribution of η¯ǫ.
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Now by the compact embedding H1(K) ⊂ L2(K) and the classical Bo-
golyubov–Krylov method [1], a stationary measure exists, denoted by y¯ǫ =
µ¯ǫ ∗ ν¯ .
Next we show the emergence of the stationary measure y¯ǫ by showing
it is attractive. We follow the discussion for deterministic systems [44, 25]
which was also applied to the case of additive noise in a stochastic Burgers’
equation [41]. The following lemma is a key step.
Lemma 7. For any u1,0, u2,0 ∈ L2(K) ∩ L∞(R) with∫
R
u1,0(ξ) dξ =
∫
R
u2,0(ξ) dξ .
Let uǫ1(τ, ξ) and u
ǫ
2(τ, ξ) be the solutions to rde (5) with initial value u1,0
and u2,0 respectively. Then the function
φǫ(τ) =
∫
R
|uǫ1(τ, ξ)− uǫ2(τ, ξ)| dξ
is strictly decreasing almost surely.
Proof. Let U ǫ(τ, ξ) = uǫ1(τ, ξ)− uǫ2(τ, ξ), then it satisfies the following linear
equation
U ǫτ = U
ǫ
ξξ − 12 [(uǫ1 + uǫ2 − ξ − 1√ǫ η¯ǫ)U ǫ]ξ . (23)
Notice that for any solution uǫ of the spde (5), let vǫ = uǫξ , then
vǫτ = Lvǫ + 12vǫ − (vǫ)2 − uǫvǫξ + 1√ǫ(uǫη¯ǫ)ξξ .
By the same discussion as in section 3.1, and the construction of η¯ǫ,
(uǫ1(τ, ξ) + u
ǫ
2(τ, ξ)− ξ − 1√ǫ η¯ǫ(τ, ξ))ξ
is bounded by a random constant for any τ > 0 . Then for almost all fixed
ω ∈ Ω , the equation (23) is a linear equation with bounded coefficient,
then the result follows by the discussion for the corresponding deterministic
system [44, 25].
Now we study the attracting property of any stationary measure. Further,
we introduce the following subspace of M; define
M2 =
{
y ∈M :
∫
(L2(K)∩L∞(R))×H1(K)
(‖u‖2L2(K) + ‖η‖2H1(K))y(d(u, η)) <∞
}
.
We next show that for any y ∈M2, with form y = µ∗ ν¯ , there is a stationary
measure y¯ǫ = µ¯ǫ ∗ ν¯ ∈M2 such that P∗ǫτ y converges weakly to y¯ǫ as τ →∞ .
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Associated with the solution to the rde (5) we choose µ ∈ M2 which has
the form
µ = δM ∗ µs , (24)
where δM is some Dirac measure on Ec and µs is supported on Es. Then
consider the limit of P∗ǫτ y as τ → ∞ with y = µ ∗ ν . First by the approach
of the Bogolyubov–Krylov method, we have a probability measure µ¯ǫ, and
subsequence τn with τn →∞ , n→∞, such that
P∗ǫτny→ y¯ǫ := µ¯ǫ ∗ ν¯ , n→∞ . (25)
Suppose µ¯′ǫ is another probability measure such that for some τ ′n → ∞ ,
n→∞ ,
P∗ǫτ ′ny→ y¯′ǫ := µ¯′ǫ ∗ ν¯ , n→∞ . (26)
Denote by u¯ǫ(τ, ξ) and u¯′ǫ(τ, ξ) the two solutions of rde (5) with initial
value u¯1(ξ) and u¯2(ξ), distributed as µ¯ǫ and µ¯′ǫ respectively. Then∫
R
u¯1(ξ) dξ =
∫
R
u¯2(ξ) dξ .
By Lemma 7, the function∫
R
|u¯ǫ(τ, ξ)− u¯′ǫ(τ, ξ)| dξ
is almost surely strictly decreasing in τ which contradicts the stationarity of
u¯ǫ and u¯′ǫ. Hence we deduce the following theorem.
Theorem 8. Assume Assumption 2 holds. For any initial uǫ0 ∈ L2(Ω, L2(K)∩
L∞(R)) satisfying (19), the solution uǫ(τ, ξ) to the rde (5), converges in dis-
tribution, as τ → ∞ , to u¯ǫ in the space L2(K) which is the unique solution
to rde (5) with ∫
R
u¯ǫ(τ, ξ) dξ =
∫
R
uǫ0(ξ) dξ .
Remark 3. By the construction of u¯ǫ,
‖u¯ǫ(τ)‖L∞(R) ≤ m, E‖u¯ǫ(τ)‖2H1(K) ≤ C for all τ ≥ 0 , (27)
for some constant C > 0.
We want to pass the above convergence property to the stochastic Burg-
ers’ equation (3); that is, we want to pass to the limit ǫ → 0 in uǫ in the
space C([0,∞), L2(K)). We give some estimates uniform in ǫ in the next
section.
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5 Some a priori estimates on finite time in-
tervals
This section shows the tightness of {uǫ}0<ǫ≤1 in the space C(0, T ;L2(K))
for any T > 0 . We assume uǫ0 ∈ L2(Ω, L2(K) ∩ L∞(R)) and converges in
distribution to u0 ∈ L2(Ω, L2(K) ∩ L∞(R)) .
From equation (22), by the chain rule,
1
2
d
dt
‖uǫs(τ)‖2L2(K) ≤ −12‖uǫ(τ)‖2H1(K) +
〈
uǫ(τ)uǫξ(τ), u
ǫ(τ)
〉
(28)
+
〈
1√
ǫ
η¯ǫ(τ)uǫξ(τ) +
1√
ǫ
η¯ǫξ(τ)u
ǫ(τ), uǫ(τ)
〉
.
Define the two integrals
Iǫ1(τ) =
1√
ǫ
∫ τ
0
〈uǫξ(s)η¯ǫ(s), uǫ(s)〉 ds ,
Iǫ2(τ) =
1√
ǫ
∫ τ
0
〈uǫ(s)η¯ǫξ(s), uǫ(s)〉 ds .
Now by the factorization method, for some 0 < α < 1 ,
1√
ǫ
∫ τ
0
〈uǫξ(s)η¯ǫ(s), uǫ(s)〉 ds =
sin πα
α
∫ τ
0
(τ − s)α−1Y ǫ(s) ds
where
Y ǫ(s) =
1√
ǫ
∫ s
0
(s− r)−α〈uǫξ(r)η¯ǫ(r), uǫ(r)〉 dr
=
1
2
√
ǫ
∫ s
0
(s− r)α〈(uǫ(r))2ξ, η¯ǫ(r)〉 dr
= − 1
2
√
ǫ
∫ s
0
(s− r)−α
∫
R
(uǫ(r))2η¯ǫ(r)Kξ dξ dr
− 1
2
√
ǫ
∫ s
0
(s− r)−α
∫
R
(uǫ(r))2η¯ǫξ(r)K dξ dr
= Y ǫ1 (s) + Y
ǫ
2 (s).
Then for any T > 0 , there is some positive constant CT such that
sup
0≤τ≤T
|Iǫ1(τ)|2 ≤ CT
∫ T
0
|Y ǫ1 (s)|2 ds+ CT
∫ T
0
|Y ǫ2 (s)|2 ds .
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We first consider Y ǫ1 . By the L
∞(R) estimates on uǫ, and the construction
of η¯ǫ,
E|Y ǫ1 (s)|2
=
1
ǫ
∣∣∣∣E
∫ s
0
∫ s
ρ
[
(s− r)−α(s− ρ)−α
∫
R
(uǫ(r, ξ))2η¯ǫ(r, ξ)Kξ dξ
×
∫
R
(uǫ(ρ, ζ))2η¯ǫ(ρ, ζ)Kζ dζ
]
dr dρ
∣∣∣∣
≤ m
4
ǫ
∣∣∣∣
∫ s
0
∫ s
ρ
(s− r)−α(s− ρ)−α
∫
R
∫
R
Eη¯ǫ(r, ξ)η¯ǫ(ρ, ζ)KξKζ dξ dζ dr dρ
∣∣∣∣
≤ C1,T ,
and similarly
E|Y ǫ2 (s)|2
=
1
ǫ
∣∣∣∣E
∫ s
0
∫ s
ρ
[
(s− r)−α(s− ρ)−α
∫
R
(uǫ(r, ξ))2η¯ǫξ(r, ξ)K dξ
×
∫
R
(uǫ(ρ, ζ))2η¯ǫζ(ρ, ζ)K dζ
]
dr dρ
∣∣∣∣
≤ C1,T ,
for some positive constant C1,T . Then
E sup
0≤τ≤T
|Iǫ1(τ)| ≤ CTC1,T .
By the same discussion for Iǫ2, a similar expectation holds:
E sup
0≤τ≤T
|Iǫ2(τ)| ≤ CTC2,T ,
for some positive constant C2,T . Then by the same discussion for (12) and
the Gronwall lemma,
E sup
0≤τ≤T
‖uǫ(τ)‖2L2(K) + E
∫ T
0
‖uǫ(s)‖2H1(K) ds ≤ CT (29)
for some positive constant CT . Notice that in the mild sense
uǫ(τ) = S(τ)uǫ0 +
∫ τ
0
S(τ − σ)uǫ(σ)uǫξ(σ) dσ
+
1√
ǫ
∫ τ
0
S(τ − σ)(uǫ(σ)η¯ǫ(σ))ξ dσ .
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Then for any T > τ > δ > 0 ,
‖uǫ(τ)− uǫ(δ)‖L2(K) (30)
≤ ‖(S(τ)− S(δ))u0‖L2(K) +
∥∥∥∥
∫ τ
δ
S(τ − σ)uǫ(σ)uǫξ(σ) dσ
∥∥∥∥
L2(K)
+
1√
ǫ
∥∥∥∥
∫ τ
δ
S(τ − σ)(uǫ(σ)η¯ǫ(σ))ξ dσ
∥∥∥∥
L2(K)
+
∥∥∥∥
∫ δ
0
[S(τ − σ)− S(δ − σ)]uǫ(σ)uǫξ(σ) dσ
∥∥∥∥
L2(K)
+
1√
ǫ
∥∥∥∥
∫ δ
0
[S(τ − σ)− S(δ − σ)](uǫ(σ)η¯ǫ(σ))ξ dσ
∥∥∥∥
L2(K)
.
By the L∞(R) estimate of uǫ, and by estimate (29), the expectation
E
∥∥∥∥
∫ τ
δ
S(τ − σ)uǫ(σ)uǫξ(σ)dσ
∥∥∥∥
L2(K)
≤ E
∫ τ
δ
‖S(τ − σ)uǫ(σ)uǫξ(σ)‖L2(K)dσ
≤ E
∫ τ
δ
‖uǫ(σ)uǫξ(σ)‖L2(K)dσ
≤ mE
∫ τ
δ
‖uǫξ(σ)‖L2(K) dσ ≤ mCT
√
τ − δ .
Expanding by {ek}k and by (15),
1
ǫ
E
∥∥∥∥
∫ τ
δ
S(τ − σ)(uǫ(σ)η¯ǫ(σ))ξ dσ
∥∥∥∥
2
L2(K)
≤ 1
ǫ
E
∑
k
∫ τ
δ
∫ τ
δ
[
e−λk(τ−σ)
∫
R
uǫ(σ, ξ)η¯ǫ(σ, ξ)(ekK)ξ dξ
× e−λk(τ−λ)
∫
R
uǫ(λ, ζ)η¯ǫ(λ, ζ)(ekK)ζ dζ
]
dσ dλ
≤ m
2
ǫ
∑
k
∫ τ
δ
∫ τ
δ
[
e−λk(τ−σ)e−λk(τ−λ)
∫
R
∫
R
Eη¯ǫ(σ, ξ)η¯ǫ(λ, ζ)
× (ekK)ξ(ekK)ζ dξ dζ
]
dσ dλ
≤ CT (τ − δ),
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for some positive constant CT . By the strong continuity of the semigroup S(τ)
and a similar discussion, from (30) the expectation
E‖uǫ(τ)− uǫ(δ)‖L2(K) ≤ CT
√
τ − δ . (31)
Now we need the following lemma [29]. Suppose X1 and X2 are two
Banach spaces. Let T > 0 , 1 ≤ p ≤ ∞ , and B be a compact operator
from X1 to X2; that is, B maps bounded sets of X1 to relatively compact
subsets of X2.
Lemma 9 ([29]). Let H be a bounded subset of L1(0, T ;X1) such that G =
BH is a subset of Lp(0, T ;X2) bounded in Lr(0, T ;X2) with r > 1 . If
lim
σ→0
‖u(·+ σ)− u(·)‖Lp(0,T ;X2) = 0 uniformly for u ∈ G ,
then G is relatively compact in Lp(0, T ;X2) (and in C(0, T ;X2) if p = +∞).
Let X1 = H1(K), X2 = L2(K) and B be the embedding from X1 to X2 ,
by Lemma 9, from estimates (29) and (31) we obtain the following main
theorem of this section.
Theorem 10. Assume Assumption 2 holds. For any T > 0 , and uǫ0 ∈
L2(Ω, L2(K) ∩ L∞(R)) satisfying (19), the distribution of {uǫ}0<ǫ≤1 is tight
in the space C(0, T ;L2(K)).
6 Diffusion approximation
This section determines the limit of uǫ, the solutions of the rde (5), as
ǫ → 0 . We first show the tightness of uǫ in the space C([0,∞), L2(K)) by
Theorem 10. Then we determine the limit of uǫ in the space C([0,∞), L2(K))
by a martingale approach.
6.1 Tightness in space C([0,∞), L2(K))
We need the following result on the tightness of a family processes [13, The-
orem 3.9.1].
Lemma 11. Let X be a Polish space and let {Xǫ}0<ǫ≤1 be a family of pro-
cesses with sample paths in the space C([0,∞),X ). Suppose that for any
δ > 0 and T > 0 there exists a compact set Γδ,T ⊂ X such that for all
0 < ǫ ≤ 1
P{Xǫ(t) ∈ Γδ,T for 0 ≤ t ≤ T} ≥ 1− δ . (32)
Then {Xǫ} is tight in the space C([0,∞),X ) if and only if {F (Xǫ)}0<ǫ≤1 is
tight in the space C([0,∞),R) for any F ∈ Cb(X ), where Cb(X ) is the space
consisting of all continuous and bounded functions on X .
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Remark 4. We do not need to verify the tightness of {F (Xǫ)}0<ǫ≤1 for all
F ∈ Cb(X ). One just needs to verify the tightness for all F in a dense
subset of Cb(X ) in the topology of uniform convergence on compact sets [13,
Theorem 3.9.1].
By Theorem 10, the pre-condition (32) in Lemma 11 holds. Next we show
the tightness of {F (uǫ)}0<ǫ≤1 in the space C([0,∞)) for any F ∈ Cb(L2(K)).
We follow a martingale approach. Continue to let X be a Polish space and
{Xǫ}0<ǫ≤1 be a family of processes valued in the space C([0,∞),X ) adapted
to the filtration F ǫτ . Let Lǫ be the Banach space of real valued F ǫτ -progressive
processes with norm ‖Y ‖Lǫ = supτ≥0E|Y (τ)|. Let
Mǫ =
{
(Y, Z) ∈ Lǫ × Lǫ : Y (τ)−
∫ τ
0
Z(s) ds is F ǫτ -martingale
}
. (33)
Then the following lemma applies [13, Theorem 3.9.4].
Lemma 12. For any bounded continuous function F on X with bounded
support, and for any δ > 0 and T > 0, there is (Y ǫ, Zǫ) ∈Mǫ such that
lim sup
ǫ→0
E
[
sup
τ∈[0,T ]
|Y ǫ(τ)− F (Xǫ(τ))|
]
< δ (34)
and
sup
ǫ
E
[‖Zǫ‖Lp(0,T )] <∞ for some p ∈ (1,∞]. (35)
Then {F (Xǫ)}0<ǫ≤1 is tight in C([0,∞),R).
By Remark 4 we just need to show the tightness of the following family
of real valued processes [26]:
{f(〈uǫ, ϕ〉)}0<ǫ≤1
for any ϕ ∈ D(R) and twice differentiable compactly supported functions f .
From the rde (5)
f(〈uǫ(τ), ϕ〉)− f(〈uǫ0, ϕ〉) (36)
=
∫ τ
0
f ′(〈uǫ(s), ϕ〉)〈uǫ(s),Lϕ〉 ds−
∫ τ
0
f ′(〈uǫ(s), ϕ〉)〈uǫ(s)uǫξ(s), ϕ〉 ds
+
1√
ǫ
∫ τ
0
f ′(〈uǫ(s), ϕ〉)〈(uǫ(s)η¯ǫ(s))ξ, ϕ〉 ds .
One can see that the singular term in the above equation is difficult to treat.
To treat this term we follow a perturbation approach developed by Kush-
ner [26]. Let F ǫτ be the σ-algebra generated by {η¯ǫ(s) : 0 ≤ s ≤ τ}. Then
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introduce the process
F ǫ1 (τ) =
1√
ǫ
E
[∫ ∞
τ
f ′(〈uǫ(τ), ϕ〉)〈(uǫ(τ)η¯ǫ(s))ξ, ϕ〉ds
∣∣∣F ǫτ
]
. (37)
For the process F ǫ1(τ) the following lemma holds.
Lemma 13. Assume Assumption 2 holds. Then
F ǫ1(τ) =
√
ǫf ′(〈uǫ(τ), ϕ〉)〈(uǫ(τ)η¯ǫ(τ))ξ, ϕ〉 . (38)
Furthermore,
E|F ǫ1(τ)| ≤ C
√
ǫ
for some positive constant C, and for any T > 0
E sup
0≤τ≤T
|F ǫ1(τ)| → 0 as ǫ→ 0 .
Proof. The equality (38) is implied by (16) and the property of conditional
expectation. Then by the L∞ bound on uǫ and the estimates on η¯ǫ,
E|F ǫ1 (τ)| ≤
√
ǫ‖f ′‖L∞(R)‖uǫ(τ)‖L∞(R)E‖η¯ǫ(τ)‖L2(K)
∥∥ϕξ + 12ξϕ∥∥L2(K)
≤ C√ǫ
for some positive constant C. Further, by the maximal estimate on stochastic
integral [33, Lemma 7.2], for any T > 0
E sup
0≤τ≤T
‖η¯ǫ(τ)‖2L2(K) ≤ CT
for some positive constant CT . Then by (38)
E sup
0≤τ≤T
|F ǫ1(τ)| → 0 as ǫ→ 0 .
The proof is complete.
To apply Lemma 12, we first construct (Y ǫ, Zǫ) ∈ Lǫ. For this we intro-
duce the operator Aǫ defined by
Aǫf(τ) = P− lim
δ→0
1
δ
[Ef(τ + δ)− f(τ) | F ǫτ ] (39)
for any F ǫτ measurable function f with supτ E|f(τ)| <∞ . Then Ethier and
Kurtz’s proposition [13, Proposition 2.7.6] yields that
f(τ)−
∫ τ
0
Aǫf(s) ds
is a martingale with respect to F ǫτ . Now define (Y ǫ, Zǫ) as
Y ǫ(τ) = f(〈uǫ(τ), ϕ〉) + F ǫ1(τ), Zǫ(τ) = AǫY ǫ(τ).
Then we establish the following lemma.
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Lemma 14.
Zǫ(τ) = f ′(〈uǫ(τ), ϕ〉)〈uǫ(τ),Lϕ〉 − f ′(〈uǫ(τ), ϕ〉)〈1
2
(uǫ(τ))2ξ, ϕ〉
+ f ′′(〈uǫ(τ), ϕ〉)〈uǫ(τ)η¯ǫ(τ), ϕξ + 12ξϕ〉2
− f ′(〈uǫ(τ), ϕ〉)〈(uǫ(τ)η¯ǫ(τ))ξ, (ϕξ + 12ξϕ)η¯ǫ(τ)〉
+
√
ǫf ′′(〈uǫ(τ), ϕ〉)[〈uǫ(τ),Lϕ〉 − 〈1
2
(uǫ(τ))2ξ , ϕ〉]〈(uǫηǫ)ξ, ϕ〉
− √ǫf ′(〈uǫ(τ), ϕ〉) [〈uǫ(τ),L((ϕξ + 12ξϕ)η¯ǫ(τ))〉
− 〈1
2
(uǫ(τ))2ξ, (ϕξ +
1
2
ξϕ)η¯ǫ(τ)〉] .
Proof. By (36),
Aǫf(〈uǫ(τ), ϕ) = f ′(〈uǫ(τ), ϕ〉)〈uǫ(τ),Lϕ〉
− f ′(〈uǫ(τ), ϕ〉)〈uǫ(τ)uǫξ(τ), ϕ〉
+ 1√
ǫ
f ′(〈uǫ(τ), ϕ〉)〈(uǫ(τ)η¯ǫ(τ))ξ, ϕ〉 .
Now consider AǫF ǫ1 . By (38) and the construction of η¯
ǫ ,
E[F ǫ1(τ + δ) | F ǫτ ]
= −√ǫE{[f ′(〈uǫ(τ + δ), ϕ〉)− f ′(〈uǫ(τ), ϕ〉)]
× 〈uǫ(τ + δ)η¯ǫ(τ + δ), ϕξ + 12ξϕ〉 | F ǫτ
}
−√ǫf ′(〈uǫ(τ), ϕ〉)E[〈(uǫ(τ + δ)− uǫ(τ))η¯ǫ(τ + δ), ϕξ + 12ξϕ〉 | F ǫτ ]
−√ǫf ′(〈uǫ(τ), ϕ〉)〈uǫ(τ)η¯ǫ(τ)e−δ/ǫ, ϕξ + 12ξϕ〉 .
Then
AǫF ǫ1 (τ) = f
′′(〈uǫ(τ), ϕ〉)〈uǫ(τ)η¯ǫ(τ), ϕξ + 12ξϕ〉2
+
√
ǫf ′′(〈uǫ(τ), ϕ〉)[〈uǫ(τ),Lϕ〉 − 〈1
2
(uǫ(τ))2ξ , ϕ〉]〈(uǫ(τ)ηǫ(τ))ξ, ϕ〉
− 1√
ǫ
f ′(〈uǫ(τ), ϕ〉)〈(uǫ(τ)η¯ǫ(τ))ξ, ϕ〉
− f ′(〈uǫ, ϕ〉)〈(uǫ(τ)η¯ǫ(τ))ξ, (ϕξ + 12ξϕ)η¯ǫ(τ)〉
− √ǫf ′(〈uǫ(τ), ϕ〉) [〈uǫ(τ),L((ϕξ + 12ξϕ)η¯ǫ(τ))〉
− 〈1
2
(uǫ(τ))2ξ, (ϕξ +
1
2
ξϕ)η¯ǫ(τ)〉] .
This completes the proof.
Now by the above construction of (Y ǫ, Zǫ),
Y ǫ(τ)− f(〈uǫ(τ), ϕ〉) = −F ǫ1 (τ).
Then by Lemma 13,
lim
ǫ→0
E sup
0≤τ≤T
|F ǫ1(τ)| = 0 .
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Furthermore, by the L∞(R) estimates on uǫ(τ),
sup
ǫ
E‖Zǫ(τ)‖L2(0,T ) <∞ . (40)
By Lemma 12, we thus deduce the following theorem.
Theorem 15. Assume Assumption 2 holds, and uǫ0 ∈ L2(Ω, L2(K)∩L∞(R))
satisfies (19), the family of distributions of processes {uǫ}0<ǫ≤1 is tight in the
space C([0,∞), L2(K)).
Remark 5. By (27), all discussions in this section and section 5 hold for u¯ǫ.
So the above tightness result also holds for {u¯ǫ}0<ǫ≤1 .
6.2 Pass to the limit ǫ→ 0
We show the convergence of uǫ as ǫ → 0 and determine the limit. For this
we introduce a limit martingale problem and show any accumulation point
of {uǫ} is a solution to this martingale problem. By the convergence result
of Walsh [40, Theorem 6.15], we just need to consider finite dimensional
distributions of {〈uǫ, ϕ1〉, . . . , 〈uǫ, ϕn〉} for any ϕ1, . . . , ϕn ∈ D(R); that is,
we just pass to the limit ǫ→ 0 in the following equality
E
{[
Y ǫ(τ)− Y ǫ(s)−
∫ τ
s
Zǫ(r) dr
]
h(〈uǫ(r1), ϕ1〉, . . . , 〈uǫ(rn), ϕn〉)
}
= 0
(41)
for any bounded continuous function h and 0 < r1 < · · · < rn < T
with any T > 0 . Denote by u one limit point in the sense of distribu-
tion of uǫ as ǫ → 0 in the space C([0,∞), L2(K)). Notice that we can
not have the limit limǫ→0 f(〈uǫ(τ), ϕ〉) = f(〈u(τ), ϕ〉) just with the con-
vergence of uǫ to u in distribution. However, by the Skorohod theorem we
construct new probability space and new variables without changing distribu-
tions in C([0,∞), L2(K)) (for simplicity we do not introduce new notation)
such that uǫ almost surely converges to u in the space C([0,∞);L2(K)).
Then by the estimates in Lemma 13 and the construction of Y ǫ, the limit of
Y ǫ(τ)− Y ǫ(s) is f(〈u(τ), ϕ〉)− f(〈u(s), ϕ〉).
Now we treat the integral term. First denote by Zǫk(·), k = 1, 2, 3, 4 , the
first four terms of Zǫ(·) and by Zǫ5(·) the last two terms in Zǫ(·). Then, in
distribution as ǫ→ 0 ,∫ τ
s
Zǫ1(r) dr→
∫ τ
s
f ′(〈u(r), ϕ〉)〈u(r),Lϕ〉 dr ,
and by the estimates on uǫ in section 5 and estimates on η¯ǫ in section 2,
E
∫ τ
s
|Zǫ5(r)|dr→ 0 .
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Notice that (uǫ)2 is bounded in L2(0, T ;L2(K)) for any T > 0 and by the
tightness of uǫ in the space C(0, T ;L2(K)), uǫ converges almost everywhere
to u on [0, T ] × R, then by the L∞(R) bound on uǫ and u, we have in
distribution for any T > 0
〈(uǫ)2, ϕ〉 → 〈u2, ϕ〉 as ǫ→ 0 . (42)
So in distribution as ǫ→ 0∫ τ
s
Zǫ2(r)dr→
∫ τ
s
f ′(〈u(r), ϕ〉)〈u(r)uξ(r), ϕ〉dr.
Next we treat terms Zǫ3 and Z
ǫ
4. For any u ∈ L2(K) define the bilinear
operator Σ(u) such that
〈Σ(u)ϕ, ϕ〉 =
∫
R
∫
R
u(ξ)u(ζ)q(ξ, ζ)(ϕ(ξ)K(ξ))ξ(ϕ(ζ)K(ζ))ζ dξ dζ (43)
for any ϕ ∈ D(R), and define the linear operator
〈A(u), ϕ〉 = 1
2
∫
R
u(ξ)q(ξ, ξ)(ϕ(ξ)K(ξ))ξξ dξ (44)
+ 1
2
∫
R
u(ξ)q′(ξ, ξ)(ϕ(ξ)K(ξ))ξ dξ .
For this operator Σ the following lemma holds.
Lemma 16. For any u ∈ H1(K), let B(τ, ξ) = (u(ξ)W (τ, ξ))ξ , then B is
an L2(K) valued Wiener process with the covariation operator Σ(u).
Proof. The proof is direct. By (9),
Wξ =
∞∑
k=1
√
qke
′
k(ξ)βk(τ).
Then by the representation of q(ξ, ζ),
EB(τ, ξ)B(τ, ζ)
= E
(
u(ξ)
∑
k
√
qkek(ξ)βk(τ)
)
ξ
(
u(ζ)
∑
l
√
qlel(ζ)βl(τ)
)
ξ
= uξ(ξ)u(ζ)qζ(ξ, ζ) + uξ(ξ)uζ(ζ)q(ξ, ζ) + u(ξ)uζ(ζ)qξ(ξ, ζ)
+ u(ξ)u(ζ)qξ,ζ(ξ, ζ).
By the definition of Σ(u) this proves the lemma.
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To pass to the limit ǫ→ 0 in Zǫ3 and Zǫ4 we apply again the perturbation
method [26]. Let
F ǫ3 (τ) = f
′′(〈uǫ(τ), ϕ〉)
∫ ∞
τ
E
[
〈uǫ(τ)η¯ǫ(s), ϕξ + 12ξϕ〉2
− 〈Σ(uǫ(τ))ϕ, ϕ〉 ∣∣F ǫτ] ds
and
F ǫ4(τ) = f
′(〈uǫ(τ), ϕ〉)
∫ ∞
τ
E
[
〈(uǫ(τ)η¯ǫ(s))ξ, (ϕξ + 12ξϕ)η¯ǫ(s)〉
− 〈A(uǫ(τ)), ϕ〉 ∣∣F ǫτ]ds .
By the construction of η¯ǫ and η¯ǫξ ,
E [η¯ǫ(s, ξ)η¯ǫ(s, ζ) | F ǫτ ] = e−2(s−τ)/ǫη¯ǫ(τ, ξ)η¯ǫ(τ, ζ) + 12q(ξ, ζ)(1− e−2(s−τ )/ǫ),
(45)
E
[
η¯ǫ(s, ξ)η¯ǫξ(s, ξ) | F ǫτ
]
= e−2(s−τ )/ǫη¯ǫ(τ, ξ)η¯ǫξ(τ, ξ) +
1
2
q′(ξ, ξ)(1− e−2(s−τ)/ǫ).
(46)
Then
F ǫ3 (τ) =
ǫ
2
f ′′(〈uǫ(τ), ϕ〉)[〈uǫ(τ)η¯ǫ(τ), ϕξ + 12ξϕ〉2 − 12〈Σ(uǫ(τ))ϕ, ϕ〉] (47)
and
F ǫ4(τ) =
ǫ
2
f ′(〈uǫ(τ), ϕ〉)[〈(uǫ(τ)η¯ǫ(τ))ξ, (ϕξ + 12ξϕ)η¯ǫ(τ)〉 − 12〈A(uǫ(τ)), ϕ〉] .
(48)
Then by the estimates on uǫ(τ), η¯ǫ(τ) and η¯ǫξ(τ), direct computation yields
this lemma.
Lemma 17. As ǫ→ 0 ,
sup
τ≥0
EF ǫ3 (τ) = O(ǫ), and sup
τ≥0
EF ǫ4 (τ) = O(ǫ).
Now following the same discussion as in Lemma 14 and (45)–(46), we
have the following lemma.
Lemma 18.
AǫF ǫ3 (τ) = f
′′(〈uǫ(τ), ϕ)[〈1
2
Σ(uǫ(τ))ϕ, ϕ〉
− 〈uǫ(τ)η¯ǫ(τ), ϕξ + 12ξϕ〉] +Rǫ3(τ)
and
AǫF ǫ4 (τ) = f
′(〈uǫ(τ), ϕ〉)[〈Auǫ(τ), ϕ〉
− 〈(uǫ(τ)η¯ǫ(τ))ξ, (ϕξ + 12ξϕ)η¯ǫ(τ)] +Rǫ4(τ)
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with
sup
τ≥0
E|Rǫ3(τ)| = O(ǫ) and sup
τ≥0
E|Rǫ4(τ)| = O(ǫ)
as ǫ→ 0 .
Proof. This is similar to the discussion in the proof of Lemma 14. First we
have for any δ > 0
E[F ǫ3(τ + δ) | F ǫτ ]
= ǫ
2
E
[(
f ′′(〈uǫ(τ + δ), ϕ〉)− f ′′(〈uǫ(τ), ϕ〉))
× (〈uǫ(τ + δ)η¯ǫ(τ + δ), ϕξ + 12ξϕ〉2
− 〈Σ(uǫ(τ + δ))ϕ, ϕ〉) | F ǫτ]
+ ǫ
2
f ′′(〈uǫ(τ), ϕ〉)E
[
〈(uǫ(τ + δ)− uǫ(τ))η¯ǫ(τ + δ), ϕξ + 12ξϕ〉2
− 〈(Σ(uǫ(τ + δ))− Σ(uǫ(τ)))ϕ, ϕ〉 | F ǫτ
]
+ ǫ
2
f ′′(〈uǫ(τ), ϕ〉)E
[
〈uǫ(τ)η¯ǫ(τ + δ), ϕξ + 12ξϕ〉2 − 〈Σ(uǫ(τ))ϕ, ϕ〉 | F ǫτ
]
and
E[F ǫ4 (τ + δ) | F ǫτ ]
= ǫ
2
E
[(
f ′(〈uǫ(τ + δ), ϕ〉)− f ′(〈uǫ(τ), ϕ〉))
× (〈(uǫ(τ + δ)η¯ǫ(τ + δ))ξ, (ϕξ + 12ξϕ)η¯ǫ(τ + δ)〉
−〈A(uǫ(τ + δ)), ϕ〉) | F ǫτ]
+ ǫ
2
f ′(〈uǫ(τ), ϕ〉)E
[〈
[(uǫ(τ + δ)− uǫ(τ))η¯ǫ(τ + δ)]ξ,
(ϕξ +
1
2
ξϕξ)η¯
ǫ(τ + δ)
〉− 〈A(uǫ(τ + δ))− A(uǫ(τ)), ϕ〉 | F ǫτ]
+ ǫ
2
f ′(〈uǫ(τ), ϕ〉)E
[
〈(uǫ(τ)η¯ǫ(τ + δ))ξ, (ϕξ + 12ξϕ)η¯ǫ(τ + δ)〉
−〈A(uǫ(τ)), ϕ〉 | F ǫτ
]
.
Then by the definition of Aǫ and (45)–(46), direct computation yields the
result. The proof is complete.
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Now we have the following F ǫτ martingale
Mǫ(τ) = f(〈uǫ(τ), ϕ〉)− f(〈uǫ0, ϕ〉)− F ǫ1 (τ)− F ǫ3(τ)− F ǫ4 (τ)
−
∫ τ
0
f ′(〈uǫ(r), ϕ〉)
[
〈uǫ(r),Lϕ〉+ 〈1
2
(uǫ(r))2, ϕξ +
1
2
ξϕ
〉
+ 〈A(uǫ(r)), ϕ〉
]
dr
− 1
2
∫ τ
0
f ′′(〈uǫ(r), ϕ〉)〈Σ(uǫ(r))ϕ, ϕ〉dr +Rǫ(τ)
where
Rǫ(τ) =
∫ τ
0
[Zǫ5(s) +R
ǫ
3(s) +R
ǫ
4(s)] ds
with E|Rǫ(τ)| = O(ǫ) as ǫ → 0 . Now passing to the limit ǫ → 0 , the
distribution of the limit u solves the martingale problem
M(τ) = f(〈u(τ), ϕ〉)− f(〈u0, ϕ〉)−
∫ τ
0
f ′(〈u(r), ϕ〉) (49)
×
[
〈u(r),Lϕ〉+ 〈1
2
(u(r))2, ϕξ +
1
2
ξϕ
〉
+ 〈A(u(r)), ϕ〉
]
dr
− 1
2
∫ τ
0
f ′′(〈u(r), ϕ〉)〈Σ(u(r))ϕ, ϕ〉dr
which, by Lemma 16, is equivalent [31] to the martingale solution to the
spde (6) for some new Wiener process W¯ with the same distribution as that
of W . By the general theory of spdes [33], the martingale solution to the
spde (6) is unique in the space L2(0, T ;H1(K)) ∩ C(0, T ;L2(K)) for any
T > 0 . Then we deduce the following theorem.
Theorem 19. Assume Assumption 2 holds and that the initial data uǫ0 ∈
L2(Ω, L2(K) ∩ L∞(R)) satisfies (19). Moreover, uǫ0 converges in distribu-
tion to u0. The solution of rde (5), u
ǫ, converges in distribution in the
space C([0,∞), L2(K)) to u which solves the spde (6) with initial data u0.
Notice that the spde (6) is different from the stochastic Burgers’ equa-
tion (3). Now we consider random Burgers’ type equation (4). By the as-
sumption that q(ξ) ∈ H2(K) and (8), the extra terms 1
2
(uǫq)ξξ and
1
2
(uǫq′)ξ
do not change the estimates in sections 3–6. Then we derive this theorem.
Theorem 20. Assume Assumption 2 holds and uǫ0 ∈ L2(Ω, L2(K)∩L∞(R))
converges in distribution to u0 ∈ L2(Ω, L2(K) ∩ L∞(R)) as ǫ → 0 . More-
over, assume (19) holds. The solution of rde (4) converges, as ǫ → 0 , in
distribution in the space C([0,∞), L2(K)) to the solution of spde (3) with
initial data u0.
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By the above theorem and Remark 5 we have the following result on the
convergence of stationary statistical solutions. Denote by P¯ǫ = D(¯ˆuǫ, ¯ˆηǫ), a
stationary statistical solution to the system (4) coupled with η¯ǫ . Let P¯ǫ =
D(¯ˆuǫ) . Then we have the following corollary.
Corollary 21. For ǫ→ 0 , there is a sequence ǫn → 0 as n→∞ , such that
P¯
ǫn → P¯ weakly as n→∞ ,
where P¯ is a probability space on C([0,∞);L2(K)) , which is a stationary
statistical solution to stochastic Burgers equation (3)
We have shown that for any y = µ ∗ ν¯ ∈ M2 , there is a stationary
measure y¯ǫ = µ¯ǫ ∗ ν¯ such that Pǫτy weakly converges to y¯ǫ as τ → ∞ .
Denote by u¯ǫ the solution to (4) with initial data distributes as µ¯ǫ . Then
the probability measure P¯ǫ = D(u¯ǫ, ηǫ) is a stationary statistical solution
to the system (4) coupled with (14). We are concerned with the marginal
distribution P¯ǫ = D(u¯ǫ) .
For any statistical solution Pǫ to (4) coupled with (14), denote by Pǫ
the marginal distribution, then Pǫτ converges weakly to P¯
ǫ as τ → ∞. Let
Pǫ = D(uˆǫ, ηˆǫ) with (uˆǫ, ηˆǫ) solving (4) coupled with (14) with new Wiener
process Wˆ distributing the same as W . Then Pǫτ = D(uˆǫ(· + τ)) . By the
continuous dependence on initial data of the solution, as
D(uˆǫ(τ))→ D(u¯ǫ(0)) weakly as τ →∞ ,
we have
D(uˆǫ(·+ τ))→ D(u¯ǫ) weakly as τ →∞ .
That is Pǫτ → P¯ǫ weakly as τ → ∞ . Furthermore by the convergence result
Corollary 21, there is ǫn → 0 as n → ∞ , P¯ǫn converges weakly to some
probability measure P¯ which is a stationary statistical solution of spde (3)
in the space C([0,∞), L2(K)).
Now consider any solution u ∈ C([0,∞);L2(K)) to the spde (3). Then
P = D(u) is a statistical solution to the spde (3) and, by Theorem 20, there
is a statistical solution Pǫ to the system (4) coupled with ηǫ, such that the
marginal distribution Pǫ converges to P weakly as ǫ → 0 . Moreover Pǫτ
converges weakly to Pτ as ǫ→ 0 . One can choose uǫ0 = u0 in Theorem 20.
Then for any δ > 0 , there is T > 0 such that for τ > T and for sufficiently
large n
dP(Pτ , P¯) ≤ dP(Pτ ,Pǫnτ ) + dP(Pǫnτ , P¯ǫn) + dP(P¯ǫn, P¯) ≤ δ .
That is dP(Pτ , P¯) → 0 as τ → ∞ . Assume P = D(uˆ) and P¯ = D(u¯) , then
u¯ is a stationary process and
D(uˆ(τ))→ D(u¯(0)) weakly as τ →∞ .
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Then we conclude with the following main theorem.
Theorem 22. Assume Assumption 2 holds. For any solution of the stochas-
tic Burgers’ equation (2) with w(1, x) ∈ L2(K) ∩ L∞(R), there is a unique
self-similar solution w¯(t, x) such that
√
tw(t, x)−
√
tw¯(t, x)→ 0 as t→∞ in distribution in L2(R).
A Existence result for stochastic Burgers’ type
equation
We prove Theorem 4, Noticing that the nonlinearity is non-Lipschitz, for any
R > 0 we introduce the following smooth cut-off function χR : [0,∞) → R
defined by
χR(x) =
{
1 , 0 ≤ x ≤ R ,
0 , x ≥ 2R .
Consider the following system
duR = [LuR − χR(‖uR‖H1(K))uRuRξ ] dτ + (uRdW )ξ , uR(0) = u0 . (50)
Denote by BR(u
R) := BR(u
R, uR) := χR(‖uR‖H1(K))uRuRξ , then BR : H1(K)→
L2(K) is Lipschtiz in the following sense
‖BR(u)− BR(v)‖L2(K) ≤ LR‖u− v‖H1(K)
for u, v ∈ H1(K). Now for each u0 ∈ L2(K) define the nonlinear operator
T (uR)(τ) = S(τ)u0+
∫ τ
0
S(τ−s)BR(uR(s)) ds+
∫ τ
0
S(τ−s)(uR(s)dW (s))ξ .
Then T maps L2(Ω, C(0, T ;L2(K))∩L2(0, T ;H1(K))) to itself. For any uR ∈
L2(Ω, C(0, T ;L2(K))∩L2(0, T ;H1(K))), by the properties of the semigroup
S(τ),
‖(T uR)(τ)‖L2(K)
≤ ‖u0‖L2(K) +
∫ τ
0
‖uRuRξ ‖L2(K) ds+
∥∥∥∥
∫ τ
0
S(τ − s)(uRdW )ξ
∥∥∥∥
L2(K)
≤ ‖u0‖L2(K) +
∫ τ
0
‖uR‖L∞(R)‖uRξ ‖L2(K) ds
+ 2
∥∥∥∥
∫ τ
0
S(τ − s)(uRdW )ξ
∥∥∥∥
2
L2(K)
+ 2
≤ ‖u0‖L2(K) +
∫ τ
0
‖uR‖2H1(K) ds+ 2
∥∥∥∥
∫ τ
0
S(τ − s)(uRdW )ξ
∥∥∥∥
2
L2(K)
+ 2
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For the third term, by Assumption 2 and the properties of the stochastic
integral [33, Lemma 7.2], for some constant C > 0
E max
0≤τ≤T
∥∥∥∥
∫ τ
0
S(τ − s)(uRdW )ξ
∥∥∥∥
2
L2(K)
≤ 2E max
0≤τ≤T
∥∥∥∥
∫ τ
0
S(τ − s)uRξ dW
∥∥∥∥
2
L2(K)
+ 2E max
0≤τ≤T
∥∥∥∥
∫ τ
0
S(τ − s)uRdWξ
∥∥∥∥
2
L2(K)
≤ C
∫ T
0
‖uR(s)‖2H1(K) ds+ C
∫ T
0
‖uR(s)‖2L2(K) ds .
Then for some constant C > 0
E‖T uR‖2C(0,T ;L2(K)) ≤ ‖u0‖2L2(K) + C
∫ T
0
‖uR(s)‖2H1(K) ds .
On the other hand
‖(T uR)(τ)‖H1(K)
≤ ‖S(τ)u0‖H1(K) +
∥∥∥∥
∫ τ
0
S(τ − s)χR(‖uR‖H1(K))uRuRξ ds
∥∥∥∥
H1(K)
+
∥∥∥∥
∫ τ
0
S(τ − s)(uRdW )ξ
∥∥∥∥
H1(K)
.
By the properties of the semigroup S(τ), for T > 0∫ T
0
‖S(τ)u0‖2H1(K) dτ ≤
1
2
‖u0‖2L2(K) ,
and for some constant CR > 0∫ T
0
∥∥∥∥
∫ τ
0
S(τ − s)χR(‖uR‖H1(K))uRuRξ ds
∥∥∥∥
2
H1(K)
dτ
≤ CR
∫ T
0
‖uR(τ)‖2H1(K) dτ .
For the stochastic term, first we have∥∥∥∥
∫ τ
0
S(τ − s)(udW )ξ
∥∥∥∥
H1(K)
≤
∥∥∥∥
∫ τ
0
S(τ − s)uξdW
∥∥∥∥
H1(K)
+
∥∥∥∥
∫ τ
0
S(τ − s)u(dW )ξ
∥∥∥∥
H1(K)
.
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By the properties of S(τ), and direct calculation by the expanding uRξ andW
in terms of the orthonormal basis, for some constant C > 0
E
∫ T
0
∥∥∥∥
∫ τ
0
S(τ − s)uRξ dW (s)
∥∥∥∥
2
H1(K)
dτ ≤ C
∫ T
0
‖uR‖2H1(K) dτ .
Similarly
E
∫ T
0
∥∥∥∥
∫ τ
0
S(τ − s)uRdWξ(s)
∥∥∥∥
2
H1(K)
dτ ≤ C
∫ T
0
‖uR‖2H1(K) dτ .
Then for some constants C > 0 and CR > 0 , such that
E
∫ T
0
‖(T uR)(τ)‖2H1(K) dτ ≤ C‖u0‖2L2(K) + CR
∫ T
0
‖uR(τ)‖2H1(K) dτ .
That is, T maps L2(Ω, C(0, T ;L2(K)) ∩ L2(0, T ;H1(K))) to itself. Then by
the classical method for the wellposedness of spdes [33] a unique solution uR
exists for the cut-off system (50) in L2(Ω, C(0, T ;L2(K))∩L2(0, T ;H1(K))).
Now define an increasing sequence of stopping times {τn}:
τR := inf{τ > 0 : ‖uR(τ)‖H1(K) ≥ R}
when it exits, and τR = ∞ otherwise. Let τ∞ = limR→∞ τR , a.s., and set
uτR(τ) = uR(τ ∧ τR). Then uτR is a local solution of equation (3) for 0 ≤
τ ≤ τR . To show the limit R→∞ of uτR we need an estimate on ‖u‖H1(K).
Notice the functional ‖ · ‖2H1(K) is continuous and differentiable on H1(K).
Applying Itoˆ’s formula [9] to ‖us(τ)‖2H1(K) yields
1
2
d
dt
‖us‖2H1(K)
= 〈Lus,−Lus〉 − 〈uuξ,Lu〉+ 〈(uW˙ )ξ,Lu〉+ 1
2
[
‖L1/2uξ‖2LQ
2
+ ‖L1/2u‖2LQ′
2
]
.
By the Cauchy inequality, for some small ε > 0 , there is Cε > 0 such that
〈uuξ,Lu〉 ≤ ε‖u‖2H2(K) + Cε‖u‖2H1(K) .
Then, by the assumption (8) on q and q′,
1
2
d
dt
E‖us‖2H1(K)
≤ −cεE‖us‖2H2(K) + cεE‖uc‖2H2(K) + C ′εE‖us‖2H1(K) + C ′εE‖uc‖2H1(K)
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for some constants cε > 0 and Cε > 0 . Then by Gronwall lemma,
E‖u(τ)‖2H1(K) ≤ K(τ)
for some function K : (0,∞)→ [0,+∞).
Now we show u(τ) := limR→∞ uR is the global solution to (3). By the
above estimates, for τ ∈ [0, T ∧ τR]
E‖uτR(τ)‖H1(K) ≤ K(τ) .
Also
E‖uτR(T )‖2H1(K) = E‖uR(T ∧ τR)‖2H1(K)
≥ E
{
1{τR≤T}‖uR(T ∧ τR)‖2H1(K)
}
≥ P{τR ≤ T}R2 .
Then
P{τR ≤ T} ≤ K(T )
R2
which, by the Borel–Cantelli Lemma, implies
P {τ∞ > T} = 1 .
Then we have the global well-posedness of the equation (3). By the property
of S(τ), this mild solution is also a weak solution [33],
B Statistical solution
We introduce the statistical solution of the random Burgers equation (5)
coupled with ηǫ. The statistical solution was introduced to study universal
properties of turbulent flows [17, 18, 39, e.g.],
The system of random equations (4) coupled with (14) is said to have
a statistical solution in the space C([0,∞);L2(K)) if there is a probability
measure Pǫ supported on C([0,∞);L2(K)×H1(K)), and processes (uˆǫ, ηˆǫ) ∈
C([0,∞);L2(K)), Wˆ defined on a new probability space, such that
1. D(uˆǫ, ηˆǫ) = Pǫ ;
2. Wˆ is Wiener processes distributed the same as W ;
3. D(uˆǫ(0)) = D(uǫ0) , D(ηˆǫ) = D(ηǫ) and uˆǫ(0) are independent from Wˆ ;
32
4. the process uˆǫ is a weak solution of (4) with ηǫ replaced by ηˆǫ. Here ηˆǫ
is a stationary process solving (14) with W replaced by Wˆ .
A stationary statistical solution is a statistical solution, a Borel measure
P¯ǫ , which is invariant under the following translation on C([0,∞);L2(K)×
H1(K))
(u(·), η(·)) 7→ (u(·+ τ), η(·+ τ)) , τ ≥ 0
for (u, η) ∈ C([0,∞);L2(K) × H1(K)) . For a statistical solution of the
system of the random equation (4) coupled with (14), we denote by Pǫτ =
D(uˆǫ(· + τ), ηˆǫ(· + τ)) , which is also a statistical solution of the random
equation (4) coupled with (14). For a stationary statistical solution P¯ǫ,
P¯ǫτ = P¯
ǫ , τ ≥ 0.
The following result establishes a relation between the stationary measure
and stationary statistical solution.
Lemma 23. If the random equation (4) coupled with (14) has a stationary
measure supported on L2(K) ×H1(K), then there is a stationary statistical
solution in C([0,∞);L2(K)×H1(K)) .
Proof. The proof is direct by the following observation [10]: Let P¯ǫ =
D(¯ˆuǫ, ¯ˆηǫ) be a stationary statistical solution to the random equation (4) cou-
pled with (14), then
y¯ǫ = D(¯ˆuǫ(0), ¯ˆηǫ(0))
is a stationary measure for the Markov process defined by the random equa-
tion (4) coupled with (14); Conversely, assume y¯ǫ is a stationary measure
of the random equation (4) coupled with (14), let (u¯ǫ, η¯ǫ) be a solution of
the random equation (4) coupled with (14) with D(u¯ǫ(0), η¯ǫ(0)) = y¯ǫ , then
P¯ǫ = D(u¯ǫ, η¯ǫ) is a stationary statistical solution of the random equation (4)
coupled with (14).
For the stochastic Burgers type equation (3), a statistical solution in the
space C([0,∞;L2(K)) is a probability measure P supported on C([0,∞;L2(K))
and there are processes (uˆ) ∈ C([0,∞;L2(K)) and Wˆ defined on a new prob-
ability space such that
i D(uˆ) = P ;
ii Wˆ is Wiener processes distribute same as W ;
iii D(uˆ(0)) = D(u0) and uˆ(0) are independent from Wˆ ;
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iv the process uˆ is a weak solution of stochastic Burgers type equation (3)
with W replaced by Wˆ .
Notice that the above definition of statistical solution is a solution to a mar-
tingale problem [31, Chapter V].
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