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Cusp excursion in hyperbolic manifolds
and singularity of harmonic measure
Anja Randecker∗, Giulio Tiozzo†
April 29, 2019
We generalize the notion of cusp excursion of geodesic rays by introducing for
any k ≥ 1 the kth excursion in the cusps of a hyperbolic N–manifold of finite vol-
ume. We show that on one hand, this excursion is at most linear for geodesics that
are generic with respect to the hitting measure of a random walk. On the other hand,
for k ≥ N − 1, the kth excursion is superlinear for geodesics that are generic with
respect to the Lebesgue measure. We use this to show that the hitting measure and
the Lebesgue measure on the boundary of hyperbolic space HN for any N ≥ 2 are
mutually singular.
1 Introduction
In the Poincaré disk, it is well-known that a Brownian motion starting at the center converges
almost surely to the boundary of the disk, and the resulting hitting measure on ∂D coincides with
Lebesgue measure. Other choices of base point lead also to measures in the Lebesgue measure class.
A discrete version of the Brownian motion is provided by a random walk. Let X = HN and let
Γ be a discrete group of isometries of X. Then for any measure µ on Γ, we can define a random
walk
wn := g1 . . . gn
where (gi) are i.i.d. elements of Γ, with distribution µ. If Γ is non-elementary, then the random
walk converges almost surely to the boundary ofX, and one has the hitting measure on ∂X ∼= SN−1
defined as
ν(A) := P
(
lim
n→∞wnx ∈ A
)
which is also the unique µ–harmonic measure on ∂X. This elicits the
Question. Is the hitting measure ν absolutely continuous with respect to Lebesgue measure?
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This question has a long history (see [KP11]), starting with Furstenberg ([Fur63], [Fur71]),
who proved that for any lattice Γ in a semisimple Lie group, there exists a random walk on Γ
which produces an absolutely continuous measure on the boundary. This is the starting point for
Furstenberg’s rigidity theory. This approach was generalized by Lyons–Sullivan [LS84]. Moreover,
Connell–Muchnik [CM07] showed that a random walk with absolutely continuous hitting measure
exists on any hyperbolic group which acts cocompactly on a manifold.
All measures constructed with these methods have infinite support and finite first moment in
the hyperbolic metric. The situation changes if one considers measures with stronger moment
conditions, for instance with finite support. Indeed, if Γ = SL(2,Z) < Isom(H2), then Guivarc’h–
LeJan [GJ93] proved that a measure with finite support produces a singular measure on the
boundary. This fact was proven by different techniques also in [BHM11] and [DKN09]. The salient
feature of all these examples is that the action of Γ on the hyperbolic plane is not cocompact and
the quotient manifold has a cusp.
In [GMT15], singularity of the harmonic measure for non-uniform lattices in Isom(H2) is proven
using the notion of excursion in the cusp. This approach is also applied to Teichmüller space
in [GMT17]. The main idea is that generic geodesics with respect to the harmonic measure wander
less deeply into the cusp than generic geodesics with respect to the Lebesgue measure. To make
this idea precise, the word length ratio is there defined as the ratio between word length and time
along generic geodesics.
If N ≥ 3, though, the parabolic subgroup that stabilizes the cusp has rank greater than 1,
hence the word length ratio is almost surely finite for both the harmonic and Lebesgue measure.
In this paper, we introduce a related notion of excursion to apply the described method to higher-
dimensional hyperbolic manifolds with cusps.
Let Γ < Isom(HN ) be a discrete group of isometries of hyperbolic N–space such that the
quotient manifold M = HN/Γ has finite volume and is not compact. We consider a Γ–invariant,
disjoint collection of horoballs H in HN which projects to the cusps of M . In order to quantify
how deeply geodesics wander into the cusp, let us define our notion of excursion. Given a geodesic
ray γ and a horoball H, that intersects γ in γ(t1) and γ(t2), we define the excursion of γ in H as
E(γ,H) = d∂H(γ(t1), γ(t2)), where d∂H is the distance along the boundary of the horoball (see
Figure 1.1).
We are interested in the sum of all the excursions along the geodesic up to a given time. Thus,
for any time t > 0, let us denote as Ht the set of horoballs which intersect the geodesic segment
[γ(0), γ(t)]. Then for any k ≥ 1, we define the kth excursion as
E(k)(γ, t) :=
∑
H∈Ht
E(γ,H)k
and the average kth excursion as the limit
ρ(k)(γ) := lim
t→∞
E(k)(γ, t)
t
.
In our first theorem, we determine the average kth excursion for generic geodesics. The choice
of a base point x ∈ HN induces a bijection between ∂HN and the set of geodesic rays starting
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Figure 1.1: The excursion E(γ,H) of the geodesic segment γ in the horoball H is the length of
the thickly drawn arc of the horoball.
at x. Thus, a measure on ∂HN can be seen as a measure on the set of geodesic rays and we can
speak of generic geodesics with respect to a measure on ∂HN .
It turns out that average kth excursions for geodesics which are generic for the hitting measure
are different from average kth excursions for geodesics which are generic for the Lebesgue measure.
Theorem 1 (Cusp excursion)
Let N ≥ 2 and x ∈ HN be a base point. Let Γ be a discrete subgroup of Isom(HN ) such that HN/Γ
is a non-compact hyperbolic manifold of finite volume.
(i) Let k ≥ 2 and let µ be a generating measure on Γ with finite kth moment in some word
metric. Let ν be the hitting measure for the random walk driven by µ. Then for ν–almost
every ξ ∈ ∂HN and γ the geodesic ray from x to ξ, the average kth excursion ρ(k)(γ) exists
and is finite.
(ii) Let λ be the Lebesgue measure on ∂HN = SN−1. Then for λ–almost every ξ ∈ ∂HN and γ
the geodesic ray from x to ξ, the average (N − 1)th excursion ρ(N−1)(γ) is infinite.
The first part of this theorem will be established in Section 3 and the second part in Section 4.
With this theorem, we can directly deduce that the two measures on the boundary of HN are
mutually singular.
Theorem 2 (Hitting measure and Lebesgue measure are singular)
Let N ≥ 3 and Γ be a discrete subgroup of Isom(HN ) such that HN/Γ is a non-compact hyperbolic
manifold of finite volume. Let µ be a generating measure on Γ with finite (N − 1)th moment in
some word metric. Then the hitting measure and the Lebesgue measure on ∂HN are mutually
singular.
Proof. By Theorem 1, the set of boundary points of HN such that the average (N−1)th excursion
is finite has zero Lebesgue measure and full hitting measure.
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This theorem generalizes the case N = 2 from [GMT15]. Our ρ(1) plays the role of the word
length ratio; however, in the higher dimensional case, the word length ratio has finite first moment
with respect to the Liouville measure and cannot be used to establish the singularity of measures.
For this reason, we introduce the kth excursion ρ(k) for k > 1. Let us also note that for k > 1 the
excursion E(k) is not quasi isometric to a metric and it does not satisfy the triangle inequality.
Statistical properties of the excursion in the cusp have been studied since Sullivan [Sul82]; let
us note, however, that our definition is different. In fact, while Sullivan considers the largest
distance from the thick part, we take an average over all horoballs traversed by the geodesic. The
averaging procedure makes this statistical quantity more robust and easier to compare with the
random walk excursion.
Another approach to the singularity of measures is based on the Green metric and the funda-
mental inequality, as in [BHM11] for N = 2. One of the issues in generalizing this proof is that
the group Γ is not necessarily hyperbolic for N ≥ 3, in contrast to the case N = 2, so one cannot
apply the classical Ancona inequalities. However, under the stronger assumption that µ has finite
superexponential moment, such a strategy has been recently carried out in [GGPY17], [GT19].
2 Random walks and hyperbolic geometry
In this section, we provide some background material on hyperbolic geometry and on random
walks. In particular, we prove some of the ingredients for the proofs in Section 3.
2.1 Excursion in horoballs
We first study the excursion of a geodesic segment in a single given horoball. To define the
excursion of a geodesic ray or bi-infinite geodesic in all horoballs in Section 3, we will take into
account the excursions in all horoballs that intersect the geodesic.
Definition 2.1 (Excursion in a single horoball)
Let H be a horoball in HN and γ be a geodesic segment whose start and end points are not
contained in H. If γ and H are not disjoint, then there exists an entry time t1 and an exit
time t2 with t1 ≤ t2 such that γ ∩ H = γ([t1, t2]). Then we define the excursion of γ in H
as E(γ,H) = d∂H(γ(t1), γ(t2)) where d∂H is the path metric on ∂H induced by the hyperbolic
metric. If γ and H are disjoint, we set the excursion E(γ,H) to be 0.
We will now use the geometry of HN to prove some lemmas that are used in Section 3. In
particular, we compute bounds on the excursion in the horoball by considering the intersection
with a hyperbolic plane. Note that the intersection of a horoball with a plane is a Euclidean circle
which does not necessarily contain the boundary point of the horoball.
In our proofs it is crucial that the hyperbolic N–space is hyperbolic, that is, that there exists a
δ > 0 such that for every triangle with sides a, b, c, the side c is contained in the δ–neighborhood
of a ∪ b. This δ is now fixed for the remainder of this article.
Our first lemma gives an explicit computation for the excursion in one horoball in the caseN = 2.
We also get bounds on the excursion when considering another geodesic that does or does not
intersect the horoball.
4
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Figure 2.1: In the case N = 2, the excursion can be calculated as in Lemma 2.2.
Lemma 2.2. Consider the hyperbolic plane H2 = {x+ iy, y > 0}. Let γ := {x = 0} be a geodesic
and let H be a horoball with boundary point to the left of γ and which intersects γ in iy1 and iy2
with 1 ≤ |y1| < |y2| (compare to Figure 2.1).
Then if ℓ is the hyperbolic distance between iy1 and iy2, the excursion E(γ,H) of γ in H can
be calculated as
E(γ,H) = 2 sinh
(
ℓ
2
)
. (1)
Moreover, consider the geodesic γ′ := {x = δ}. Then we have
ℓ ≤ 2 log
(
1 +
√
2δ
y1
)
(2)
if and only if H does not intersect γ′.
Proof. Let H be a horoball as in Figure 2.1 where iy1 and iy2 are the entry and the exit point of
the geodesic γ := {x = 0}. Furthermore, let t be half the angle between iy1 and iy2, let R be the
Euclidean radius of the horoball H, and let S > 0 be such that (−(R − S), 0) is the boundary
point of the horoball. Then we can parameterize the arc of the horoball as{
x = (S −R) +R cos θ
y = R+R sin θ
for −t ≤ θ ≤ t. By definition, the excursion is the hyperbolic length of the arc of the horoball.
We can calculate this length directly with the change of variable of u = tan(θ/2) and sin θ = 2u1+u
and dθ = 2
1+u2
du:
E(γ,H) =
∫ t
−t
ds
y
=
∫ t
−t
dθ
1 + sin θ
= 2 tan t.
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Now, the hyperbolic distance between the entry and exit point is
ℓ =
∫ y2
y1
dy
y
= log
(
y2
y1
)
= log
(
1 + sin t
1− sin t
)
hence
sin t =
eℓ − 1
eℓ + 1
and cos t =
2eℓ/2
eℓ + 1
,
so
E(γ,H) = 2 tan t = e
ℓ/2 − e−ℓ/2 = 2 sinh
(
ℓ
2
)
.
Now let γ′ := {x = δ} be another geodesic. We show that for S = δ, we have ℓ = 2 log
(
1 +
√
2δ
y1
)
.
In the situation S = δ, the horoball is tangent to γ′ and from
y1 = R(1− sin t), δ = R(1− cos t)
it follows
y1
δ
=
1− sin t
1− cos t =
2(
eℓ/2 − 1)2
which, by inverting the formula, yields the claimed equality. We obtain the equivalence to the
inequality (2) then from the fact that for fixed y1, the hyperbolic distance ℓ is smaller for S < δ
than in the case of tangency.
The following lemma is a generalization of Lemma 2.2 to higher dimensions. Note that the two
geodesics γ and γ′ define a totally geodesic copy of H2 inside the hyperbolic N–space HN . We
identify this copy of H2 with the upper half-plane, and denote its coordinates as z = x+ iy, with
y > 0. However, the boundary point of the horoball H does not have to be contained in this plane
and hence the intersection of H with H2 is not necessarily a horoball but can be a disk. By using
a suitable rotation of the horoball, we can show that the kth power of the excursion of γ in H is
still bounded as written below.
Lemma 2.3. Consider the hyperbolic plane H2 inside the hyperbolic N–space HN with coordi-
nates x, y. Let H be a horoball which intersects γ := {x = 0} in iy1 and iy2 with 1 ≤ y1 < y2 but
does not intersect γ′ := {x = δ}.
Then for any k ∈ R, k > 1 there exists a constant c > 0 which depends only on δ and k such
that the excursion satisfies
E(γ,H)k ≤ c
∫ y2
y1
dy
y
k+1
2
.
Proof. First note that the horoball H does not necessarily have its boundary point in the same
plane as the geodesics γ and γ′. However, one can rotate the horoball H around γ to get another
horoball H ′ which still intersects γ in p1 := iy1 and p2 := iy2 and moreover its boundary point
lies in the boundary of the plane H2 (and to the left of γ). Note that the excursions of γ in H
and in H ′ are the same. As the boundary point of H ′ has larger or equal distance to γ′ than the
boundary point of H, the horoball H ′ does not intersect γ′.
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Let ℓ be again the hyperbolic distance d(p1, p2) = log
(
y2
y1
)
. We now give an upper bound for
E(γ,H)k and a lower bound for
∫ y2
y1
dy
y
k+1
2
, both in terms of ℓ. In both cases, we use the Taylor
expansion for the terms in ℓ. On one hand, we have from Lemma 2.2
E(γ,H) = 2 sinh
(
ℓ
2
)
= ℓ+O(ℓ3)
for ℓ→ 0. For the other bound, we start with the calculation∫ y2
y1
dy
y
k+1
2
=
2
k − 1
(
y
− k−1
2
1 − y
− k−1
2
2
)
=
2
k − 1y
− k−1
2
1
(
1− e− ℓ(k−1)2
)
.
Moreover, since the horoball H ′ does not intersect γ′, we can use Lemma 2.2 and log(1 + x) ≤ x
to deduce
ℓ ≤ 2 log
(
1 +
√
2δ
y1
)
≤ 2
√
2δ√
y1
. (3)
This implies
y1 ≤ 8δ
ℓ2
.
With this bound on y1 and the Taylor expansion 1− e−x = x+O(x2), we have then∫ y2
y1
dy
y
k+1
2
≥ 2
k − 1
ℓk−1
(8δ)
k−1
2
(
1− e− ℓ(k−1)2
)
=
ℓk
(8δ)
k−1
2
+O(ℓk+1)
for ℓ→ 0.
Using both of the bounds we obtained, we get
E(γ,H)k∫ y2
y1
y−
k+1
2 dy
≤ (8δ)k−12 ℓ
k +O(ℓk+2)
ℓk +O(ℓk+1)
which is bounded as ℓ→ 0. Note that ℓ is bounded above by equation (3), as y1 ≥ 1. The bound
given above is independent of y1 and y2 which proves the existence of the constant c > 0 as in the
claim.
Now we consider the case of two parallel geodesics γ and γ′ in HN , that both intersect a horoball.
Note that this horoball again need not have its boundary point in the plane containing γ and γ′.
Lemma 2.4. Consider the hyperbolic plane H2 inside the hyperbolic N–space HN with coordi-
nates x, y. Let H be a horoball which intersects γ := {x = 0} in p1 = iy1 and p2 = iy2 with
1+ δ ≤ y1 < y2 and intersects γ′ := {x = δ} in p′1 = δ+ iy′1 and p′2 = δ+ iy′2 with 1 + δ ≤ y′1 < y′2
(compare Figure 2.2).
Furthermore, let d = d(i, p1) be the distance between the point i and the entry point of γ in H.
Then there exists a constant c > 0 which depends only on δ such that
|E(γ,H) − E(γ′,H)| ≤ ce−d/2. (4)
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Figure 2.2: Two situations in Lemma 2.4: first with the center of CH to the left of γ and γ′, then
with the center of CH between γ and γ′.
Proof. Let ℓ = d(p1, p2) be the distance along the geodesic γ, and d = d(i, p1) the distance between
the base point and the entry point of γ in H. Moreover, for i = 1, 2 let us denote by αi the arc
of the horoball between pi and p′i.
Note that the boundary point of H does not have to be contained in the same plane as γ and γ′.
Therefore, the intersection CH of H with this plane might be a horoball or might be a Euclidean
circle inside the hyperbolic plane.
We will distinguish three cases depending on the position of the Euclidean center of CH . We
first consider the case where the center of CH is on the left of γ and γ′. Second, we consider the
case where the center is on the right of γ and γ′. The third case is when the center is between γ
and γ′.
So, assume first that the center of the circle CH is on the left of γ and γ′. Then E(γ′,H) <
E(γ,H) and the hyperbolic length of α1 is bounded above by
ℓ(α1) ≤ δ
y1
+
∫ y′1
y1
dy
y
. (5)
Now, if one keeps p1 fixed and lets H vary, the largest possible value of y′1 is reached when H is
tangent to γ′ and the boundary point of H is most far away from γ′ which is when the boundary
point of H lies in the same plane as γ and γ′. Hence, we can find a bound on the value of y′1 by
using Lemma 2.2. In particular, if γ′ is tangent to H, then by definition of ℓ and Lemma 2.2
log
(
y2
y1
)
= ℓ = 2 log
(
1 +
√
2δ
y1
)
and
y′1 = y
′
2 =
y1 + y2
2
,
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so we have ∫ y′1
y1
dy
y
= log
(
y′1
y1
)
= log
(
1 + y2y1
2
)
= log
1 +
(
1 +
√
2δ
y1
)2
2

hence, using y1 = ed and log(1 + x) ≤ x, we have
log
(
y′1
y1
)
= log
(
1 + δe−d +
√
2δe
− d/2
)
≤
(
δ +
√
2δ
)
e
− d/2.
Plugging this into equation (5), we get
ℓ(α1) ≤ δe−d +
(
δ +
√
2δ
)
e
− d/2 ≤
(
2δ +
√
2δ
)
e
− d/2.
Finally, let us note that, as y1 < y′2 and |y1 − y′1| = |y2 − y′2|,
ℓ(α2) ≤ δ
y′2
+
∫ y′2
y2
dy
y
≤ δ
y1
+
∫ y′1
y1
dy
y
hence we can apply the same bound as before and obtain
ℓ(α1) + ℓ(α2) ≤ 2
(
2δ +
√
2δ
)
e
− d/2.
Now, let β be the shortest path from p′1 to p
′
2 along the boundary of H. By definition, the length
of β is E(γ′,H). On the other hand, by definition, the excursion E(γ,H) is the length of the
shortest path from p1 to p2 along the boundary of H. Note that also the union of α1, β, and α2
is a path from p1 to p2 along the boundary of H. Therefore, we have
E(γ,H) ≤ E(γ′,H) + ℓ(α1) + ℓ(α2) ≤ E(γ′,H) + 2
(
2δ +
√
2δ
)
e
− d/2,
which shows the desired bound for the case when the Euclidean center of the circle CH is on the
left of γ and γ′.
Consider now the case when the center of CH is on the right of γ and γ′. From the previous
case, we get by symmetry arguments that we have
|E(γ′,H)− E(γ,H)| ≤ 2
(
2δ +
√
2δ
)
e− d
′/2
where d′ := d(i, p′1). Furthermore, we have
d′ = d− log
(
y′1
y1
)
≥ d−
(
δ +
√
2δ
)
e
− d/2 ≥ d−
(
δ +
√
2δ
)
which implies
2
(
2δ +
√
2δ
)
e− d
′/2 ≤ 2
(
2δ +
√
2δ
)
eδ+
√
2δ · e− d/2.
Choosing c := 2
(
2δ +
√
2δ
)
eδ+
√
2δ shows the desired bound for the second case.
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In the third case, the center of the circle CH is between γ and γ′. Let γ′′ be a geodesic in the
plane defined by γ and γ′, that contains this center and is parallel to γ and γ′ (see Figure 2.2).
Let p′′1 and p
′′
2 be the intersection points of H with γ
′′ and y′′1 and y
′′
2 analogously to before. Then
we have y′′1 ≥ 1 as y1 ≥ 1 + δ, y2 ≥ 1 + δ, and the radius of the Euclidean circle CH is at least δ2 .
Note that in the previous two cases, we have not used y1 ≥ 1+ δ and y′1 ≥ 1+ δ but only y1 ≥ 1
and y′1 ≥ 1. Therefore, we can apply the cases from before to compare E(γ,H) with E(γ′′,H)
and E(γ′,H) with E(γ′′,H). This gives us
|E(γ,H) − E(γ′,H)| ≤ |E(γ,H) − E(γ′′,H)| + |E(γ′,H)− E(γ′′,H)| ≤ ce− d/2 + ce− d′/2.
As before, we can express d′ by d and obtain a uniform constant which depends only on δ.
We now use Lemma 2.3 to prove a statement about the sum of the kth powers of the excursions of
a geodesic ray in a collection of horoballs. This will be an ingredient in the proof of Proposition 3.6.
Lemma 2.5. Consider the hyperbolic plane H2 inside the hyperbolic N–space HN with coordi-
nates x, y. Let (Hi)i≥1 be a collection of disjoint horoballs which intersect γ := {x = 0, y ≥ 1} in
two points and do not intersect γ′ := {x = δ}.
Then for every k > 1, there exists a universal constant c > 0, which depends only on δ and k,
such that ∞∑
i=1
E(γ,Hi)
k ≤ c.
Proof. We can choose the order of the horoballs such that for every i ≥ 1 we have that Hi
intersects γ := {x = 0} in p(i)1 = iy(i)1 and p(i)2 = iy(i)2 and we have 1 ≤ y(1)1 < y(1)2 ≤ y(2)1 < . . ..
Then by Lemma 2.3 and because the horoballs are disjoint, we have
∞∑
i=1
E(γ,Hi)
k ≤ c
∞∑
i=1
∫ y(i)2
y
(i)
1
dy
y
k+1
2
≤ c
∫ ∞
1
dy
y
k+1
2
=
2c
k − 1 < +∞.
We finish this section with two lemmas that will be helpful in the proof of Proposition 3.6.
Lemma 2.6. Let 0 < c < 2 be a constant, and let (di) be a sequence such that d0 ≥ 0, and
di+1 ≥ di + ce−di/2 for all i ∈ N.
Then for each i ∈ N we have
di ≥ 2 log
(
1 +
ic
2
)
.
Proof. Consider the function f(x) := x+ ce− x/2. Since f ′(x) = 1 − c2 · e− x/2 and c < 2, we have
that f(x) is increasing for x ≥ 0.
Let us now prove the claim by induction. For this, suppose that di ≥ 2 log
(
1 + ic2
)
for an i ∈ N.
Then
di+1 ≥ f(di) ≥ f
(
2 log
(
1 +
ic
2
))
= 2 log
(
1 +
ic
2
)
+
c
1 + ic2
≥ 2 log
(
1 +
(i+ 1)c
2
)
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where the last inequality follows from
2 log
(
1 +
(i+ 1)c
2
)
− 2 log
(
1 +
ic
2
)
= 2 log
(
1 + (i+1)c2
1 + ic2
)
= 2 log
(
1 +
c
2
1 + ic2
)
≤ c
1 + ic2
.
Lemma 2.7. Let k ≥ 1, k ∈ R and x, y ≥ 0. Then we have
(x+ y)k ≤ xk + 2k−1k y
(
xk−1 + yk−1
)
.
Proof. Note that
(x+ y)k−1 ≤ (2 ·max{x, y})k−1 = 2k−1 ·max{xk−1, yk−1} ≤ 2k−1(xk−1 + yk−1).
As the function tk−1 is non-decreasing on R≥0, we can calculate
(x+ y)k = xk +
∫ x+y
x
k tk−1 dt ≤ xk + y · k(x+ y)k−1 ≤ xk + 2k−1k y(xk−1 + yk−1).
2.2 Background on random walks
Let Γ < Isom(HN ) be a countable group of isometries of hyperbolic N–space. We now recall some
basic definitions in order to define a random walk in this setting.
Let µ be a measure on Γ which is generating, that is, Γ is generated by the support of µ as a
semi-group. The step space is the measure space (ΓN, µN), which is the space of increments for
the random walk. Its elements are denoted by (gn). Let us consider the map π : ΓN → ΓN defined
by π((gn)) = (wn) with
wn := g1 . . . gn
which associates to each sequence of increments the corresponding positions of the random walk
on Γ. The space of sample paths is Ω = (ΓN,P), where P = π⋆(µN) is the pushforward of the
product measure to Ω. Elements of Ω are denoted by ω = (wn).
Picking a base point x ∈ HN defines a sequence (wnx) in HN for every (wn) ∈ Ω with
wnx = g1 . . . gnx.
We call this process a random walk on HN driven by µ.
We recall now some properties of random walks which are used in the following section. Recall
that a group of isometries of HN is non-elementary if it contains at least two loxodromic elements
with disjoint fixed sets on the boundary of HN .
Proposition 2.8 (Convergence to the boundary [Fur63])
If the group Γ is non-elementary, then for almost every sample path ω = (wn) ∈ Ω and every x ∈
H
N , there exists the limit
ξ+(ω) := lim
n→∞wnx ∈ ∂H
N .
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Since the random walk converges almost surely, we can define its hitting measure as the proba-
bility measure ν on ∂HN such that
ν(A) := P(ξ+(ω) ∈ A)
for any Borel set A ⊆ ∂HN .
The random walk is said to have finite kth moment in a metric d on HN if
∫
d(x, gx)k dµ(g) <
+∞ for some x ∈ HN . As an immediate application of Kingman’s ergodic theorem [Kin68], one
gets:
Proposition 2.9 (Linear drift)
If the random walk has finite first moment in a metric d on HN , then there exists L ≥ 0 such that
for almost every sample path ω ∈ Ω,
lim
n→∞
d(x,wnx)
n
= L.
Moreover, if Γ is non-elementary and d is the hyperbolic metric, then L > 0 ([Fur63], [MT18]).
Furthermore, in hyperbolic spaces, random walks track hyperbolic geodesics quite closely: in
particular, they track them up to sublinear error in the number of steps.
Proposition 2.10 (Sublinear tracking [Kai94])
If the random walk has finite first moment in the hyperbolic metric d, then for almost every sample
path ω and γ : [0,∞)→ HN the geodesic ray connecting x and ξ+(ω), we have
lim
n→∞
d(wnx, γ(Ln))
n
= 0.
In the next section, we consider also the two-sided random walk. That is, the map π : ΓN → ΓN
can be extended to a map π : ΓZ → ΓZ by
wn :=

g1 . . . gn if n ≥ 1
1 if n = 0
g−10 g
−1
−1 . . . g
−1
n+1 if n ≤ −1
and the distribution of the two-sided random walk is given by the measure P := π⋆(µZ) on the
space Ω = ΓZ. Let us denote by σ : ΓZ → ΓZ the shift on the space of increments, that is we have
(σ(gn))n := gn+1. This map preserves the measure µZ.
If the group Γ is non-elementary, then both the forward and backward random walks converge
almost surely to the boundary of HN , defining
ξ+(ω) := lim
n→∞wnx, ξ
−(ω) := lim
n→−∞wnx.
We also define the bi-infinite geodesic γω connecting ξ−(ω) and ξ+(ω). If σ is the shift on the
space of increments, we have by definition
γσnω = [w
−1
n ξ
−(ω), w−1n ξ
+(ω)] = w−1n γω.
We denote by pj(ω) the closest point projection of wjx onto γω. Then for any n ∈ Z, we have
pj(σ
nω) = proj(gn+1 . . . gn+jx,w
−1
n γω) = w
−1
n proj(wn+jx, γω) = w
−1
n pn+j(ω).
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wnx
pn
wn+mx
pn+mpH
H
Figure 3.1: Setting for the definition of excursion (Definition 3.1).
3 Excursion for random walks
We are now ready to define the excursion of a bi-infinite sample path in the thin part.
First fix an N ≥ 2 and let Γ be a discrete subgroup of Isom(HN ) such that M := HN/Γ is a
non-compact hyperbolic manifold of finite volume. Note that such a group Γ is always finitely
generated and non-elementary. Moreover, the quotient manifold M is the union of a compact
part and finitely many cusps. For each cusp of M , we choose a neighborhood in M whose lifts
are horoballs in HN . This gives us a Γ–invariant collection H of horoballs. We can choose the
neighborhoods sufficiently small such that the horoballs are pairwise disjoint and even such that
they have pairwise distance at least some R > 4δ. We refer to the complement of the cusps as
the thick part of M and to the complement of H as the thick part of HN .
Now let µ be a generating probability measure on Γ and pick x ∈ HN to be a base point
which is contained in the thick part. As in Subsection 2.2, we have the set Ω := ΓZ of bi-infinite
sample paths with the measure P, the bi-infinite geodesic γω := [ξ−(ω), ξ+(ω)] and the closest
point projection pn(ω) of wnx to γω. Furthermore, if γ is a geodesic, and H ∈ H a horoball which
intersects γ, we denote as pH the midpoint of the intersection of γ and H (see Figure 3.1).
To define the kth excursion of the bi-infinite sample path ω in the horoballs up to step n,
we consider all excursions of γω in all horoballs H ∈ H whose projection to γ lies for at least
half of its length inside the segment [p0, pn]. For every n ≥ 0, let us denote by Hn,ω the set of
horoballs H ∈ H such that the midpoint pH of the intersection lies between p0(ω) and pn(ω).
Definition 3.1 (Excursion of bi-infinite sample path)
Let k ≥ 1 be a real number. For each n ≥ 0, we define the kth excursion of the bi-infinite sample
path ω ∈ Ω up to step n as
X(k)n (ω) :=
∑
H∈Hn,ω
E(γω,H)
k.
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3.1 Step average and time average of excursion
The following proposition shows that the step average of the kth excursion is well-defined for
almost all bi-infinite sample paths.
Proposition 3.2 (Step average of excursion exists and is finite)
Let k ≥ 1, and suppose that µ has finite kth moment in some word metric on Γ. Then for almost
every ω ∈ Ω the limit
lim
n→∞
X
(k)
n (ω)
n
exists and is finite.
To prove the proposition, we will use Kingman’s subadditive ergodic theorem [Kin68] and
Lemma 3.4, whose proof uses the thick distance.
To define the thick distance, let x, y be two points in the thick part of HN and [x, y] the geodesic
segment between them. Furthermore, let H1, . . . ,Hn ∈ H be the horoballs, that intersect [x, y].
Let pi and qi be the entry and exit points in the horoball Hi and order them such that [x, y] goes
through x, p1, q1, . . . , pn, qn, y in this order. Then the thick distance dthick of x and y is defined as
dthick(x, y) = d(x, p1) + d∂H1(p1, q1) + d(q1, p2) + . . .+ d∂Hn(pn, qn) + d(qn, y)
where d∂Hi is the path metric on ∂Hi induced by the hyperbolic metric d.
The thick distance is comparable to the word metric in the following sense (see [GMT15, Lemma
2.1] for a proof).
Lemma 3.3. For any finite generating set S of Γ and any point x in the thick part of HN , there
exists a constant C > 0 such that for every g ∈ Γ, we have
1
C
‖g‖S − C ≤ dthick(x, gx) ≤ C ‖g‖S + C
where ‖.‖S denotes the word metric on Γ with respect to S.
With this lemma, we can now prove the key ingredient for the proof of Proposition 3.2.
Lemma 3.4. Let k ≥ 1. If µ has finite kth moment in some word metric on Γ, then X(k)n belongs
to L1(P) for any n ≥ 0.
Proof. Let Hn,ω = {H1, . . . ,Hr}, that is, H1, . . . ,Hr are the horoballs which intersect [p0, pn]
and such that pHi ∈ [p0, pn] (see Figure 3.2). We can find constructively a constant C, which
depends only on δ and which can be chosen with C ≥ δ, such that the following are true for any
i = 1, . . . , r:
(i) If Hi does not intersect the geodesic segment γ˜ := [x,wnx], then E(γ,Hi) ≤ C. This is
because the geodesic segment between the entry and the exit point of γ lies within distance
2δ of γ˜ and hence of the thick part. Thus, the excursion is bounded.
(ii) If Hi intersects γ˜ and both the entry and exit points of γ in Hi belong to [p0, pn], then
E(γ,Hi) ≤ E(γ˜,Hi) + C as proven in Lemma 2.4.
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p0 pn
x
wnx
Figure 3.2: The three cases in the proof of Lemma 3.4. From left to right, the three horoballs
correspond to cases (ii), (i), and (iii).
(iii) The third case is that Hi intersects γ˜, but only one of its endpoints (i.e. the entry or the
exit point) belongs to [p0, pn], then
E(γ,Hi) ≤ 2E(γ˜,Hi) + C.
This bound follows since the midpoint pH of the projection belongs to [p0, pn] and we can
still use an argument similar to (ii).
Now, let us denote as a the exit point of H1, and as b the entry point of Hr, and as a′ the
closest point projection of a to γ˜ in the thick part, and b′ the closest point projection of b to γ˜ in
the thick part. Recall that there exists a minimal distance R > 0 between any two horoballs of
our collection, hence
(r − 1)R ≤ dthick(a, b) ≤ dthick(a′, b′) + 2max{C, 2δ} ≤ dthick(x,wnx) + 2max{C, 2δ}
thus,
r ≤ dthick(x,wnx)
R
+C1 (6)
with C1 =
2max{C,2δ}+R
R . Now, we can estimate X
(k)
n : by using (i), (ii), and (iii) we have
X(k)n =
r∑
i=1
E(γ,Hi)
k ≤
r∑
i=1
(2E(γ˜,Hi) + C)
k ≤
(
2
r∑
i=1
E(γ˜,Hi) + Cr
)k
≤
and using that
∑r
i=1E(γ˜,Hi) ≤ dthick(x,wnx) and equation (6)
≤
((
2 +
C
R
)
dthick(x,wnx) +CC1
)k
≤
and using dthick(x,wnx) ≤ C2‖wn‖+ C2 (see Lemma 3.3),
≤ (C3‖wn‖+ C4)k
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where C3 =
(
2 + CR
)
C2 and C4 = C2
(
2 + CR
)
+ CC1, hence (since (x+ y)k ≤ 2k(xk + yk))
≤ 2kCk3 ‖wn‖k + 2kCk4
hence using ‖wn‖k ≤ (
∑n
i=1 ‖gi‖)k ≤ nk
∑n
i=1 ‖gi‖k and the condition on finite kth moment, we
obtain ∫
X(k)n dP ≤ 2kCk3
∫
‖wn‖k dP+ 2kCk4 ≤ 2kCk3nk+1
∫
‖g‖k dµ+ 2kCk4 <∞
as required.
Proof of Proposition 3.2. Let us first note that for all m,n ∈ N
X(k)m (σ
nω) =
∑
pH∈[w−1n pn,w−1n pn+m]
E(w−1n γ,H)
k
=
∑
wnpH∈[pn,pn+m]
E(γ,wnH)
k
=
∑
pH∈[pn,pn+m]
E(γ,H)k.
Thus, since every pH ∈ [p0, pn+m] belongs to [p0, pn] or to [pn, pn+m], we obtain
X
(k)
n+m(ω) ≤ X(k)n (ω) +X(k)m (σnω),
that is we have subadditivity for X(k)n . By Lemma 3.4, X
(k)
n is in L1(P), hence the claim follows
by Kingman’s subadditive ergodic theorem.
Let us now define a new version of the excursion, where the average is taken over continuous
times instead of discrete steps. Given an oriented bi-infinite geodesic γ, let us parameterize it so
that γ(0) is the closest point projection of the base point x to γ.
Define for any time t ≥ 0,
E(k)(γ, t) :=
∑
pH∈[γ(0),γ(t)]
E(γ,H)k .
We will now see that the time average of E(k)(γ, t) is almost surely well-defined. For any real k ≥ 1
and any bi-infinite, oriented geodesic γ, we define the average kth excursion as
ρ(k)(γ) := lim
t→+∞
E(k)(γ, t)
t
when it exists. Note that if the limit exists, its value does not depend on the choice of γ(0).
Proposition 3.5 (Time average of excursion exists and is finite)
Let k ≥ 1, and suppose that µ has finite kth moment in some word metric on Γ. Then for almost
every ω ∈ Ω the limit
ρ(k)(γω) = lim
t→+∞
E(k)(γω, t)
t
exists and is finite.
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Proof. By Proposition 3.2, for almost every ω ∈ Ω the limit limn→∞ X
(k)
n (ω)
n exists. Choose such
an ω ∈ Ω and let γ = γω be the bi-infinite geodesic, parameterized so that γ(0) = p0 is the
projection of the base point. Given t ≥ 0, there exists a largest n = nt such that pn ∈ [p0, γ(t)].
Then by definition γ(t) ∈ [pn, pn+1]. This implies
X(k)n (ω) ≤ E(k)(γω, t) ≤ X(k)n+1(ω)
so the limit
lim
t→+∞
E(k)(γω, t)
nt
= lim
n→∞
X
(k)
n (ω)
n
exists. Moreover, by construction we have d(p0, pn) ≤ d(p0, γ(t)) = t ≤ d(p0, pn+1) and by the
triangle inequality, it follows that |d(p0, pn) − d(x,wnx)| ≤ d(x, p0) + d(wnx, pn) (see Figure 3.2
for illustration). Now, by sublinear tracking (Proposition 2.10)
lim
n→∞
d(wnx, pn)
n
= lim
n→∞
d(wnx, γ)
n
= 0.
By Proposition 2.9 and the remark thereafter, there exists an L > 0 such that
lim
n→∞
d(p0, pn)
n
= L
almost surely. Hence we have almost surely that the limit
lim
t→+∞
nt
t
= lim
t→+∞
nt
d(p0, γ(t))
=
1
L
exists and is positive, thus the limit
ρ(k)(γ) = lim
t→+∞
E(k)(γ, t)
t
= lim
t→+∞
E(k)(γ, t)
nt
nt
t
=
1
L
· lim
n→∞
X
(k)
n (ω)
n
also exists.
3.2 Comparison of excursion for one-sided and two-sided random walks
We now want to show that the excursion for two-sided random walks is the same as for one-sided
random walks. The following proposition establishes this by showing that the excursion does not
depend on the backward endpoint. Its proof is based on the fact that two bi-infinite geodesics
with the same forward endpoint are exponentially close to each other.
Recall that a bi-infinite geodesic is recurrent if its forward endpoint is not the boundary point
of a horoball in the collection.
Proposition 3.6 (Average excursion is independent of forward endpoint)
Let k > 1. Suppose that γ and γ′ are recurrent bi-infinite geodesics with the same forward endpoint,
and such that lim sup
t→∞
Ek−1/2(γ,t)
t is finite. Then:
(i) If ρ(k)(γ) exists and is finite, then we have ρ(k)(γ) = ρ(k)(γ′).
(ii) If ρ(k)(γ) is infinite, then also ρ(k)(γ′) is infinite.
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Figure 3.3: Setting of Proposition 3.6.
Proof. In the course of this proof, we will denote as c1, c2, . . . constants which depend only on N ,
k, and δ.
Consider two recurrent bi-infinite geodesics γ and γ′ which have the same forward endpoint.
There exists a point p on γ such that d(p, γ′) ≤ δ. Since the horoballs in the collection are disjoint
with a definite distance R > 4δ, we can choose p such that it has distance at least 2δ to all of the
horoballs. Let p′ be the closest point projection of p to γ′. Since the value of ρ(k)(γ) does not
depend on the choice of the reference point γ(0) along the geodesic, we can assume that γ(0) = p
and γ′(0) = p′.
Note that p′ has distance at least δ to all of the horoballs. Then there exists a sequence of times
tn →∞ such that for every n ∈ N, both γ(tn) and γ′(tn) lie in the thick part of HN .
We now establish an upper bound on
∣∣E(γ′,H)k − E(γ,H)k∣∣ for all the horoballsH, that appear
in E(k)(γ, tn) or E(k)(γ′, tn). For this, we consider separately the horoballs H with E(γ′,H) ≤
E(γ,H) and the horoballs with E(γ,H) ≤ E(γ′,H).
Let us consider first the case of all the horoballs H with E(γ′,H) ≤ E(γ,H). Note that E(γ,H)
is the distance between the entry point q1 and the exit point q2 along the boundary of H (see
Figure 3.3 for notation); however, the shortest path between q1 and q2 along the boundary of H
need not also lie in the geodesic plane Π which contains γ and γ′. As in the proof of Lemma 2.3,
we can rotate H around γ to obtain another horoball H˜ which intersects γ also in q1 and q2, and
whose boundary point is contained in the plane Π and is separated from γ′ by γ. The shortest
path between q1 and q2 along the boundary of H˜ lies in Π, and
E(γ,H) = E(γ, H˜).
Now, there are two subcases:
(i) the rotated horoball H˜ intersects γ′;
(ii) the rotated horoball H˜ does not intersect γ′.
We concentrate first on the horoballs in the first subcase: Let H1, . . . ,Hs be the horoballs which
appear in E(k)(γ, tn) (i.e. they intersect [p, γ(tn)] and the midpoint of the projection also lies in
[p, γ(tn)]) with E(γ′,Hi) ≤ E(γ,Hi) and such that the rotated horoballs H˜i intersect both γ
and γ′, numbered in increasing order of distance from p.
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Consider now the horoball Hi and denote di := d(p,Hi) (where we mean the distance along γ
to the entry point of the horoball). As di ≥ δ for all i ∈ N, we have by Lemma 2.4
0 ≤ E(γ,Hi)− E(γ′,Hi) ≤ c1e−di/2.
Then we have by Lemma 2.7 with x = E(γ′,Hi) and y = E(γ,Hi)− E(γ′,Hi)
0 ≤ E(γ,Hi)k − E(γ′,Hi)k ≤ skc1e−di/2E(γ′,Hi)k−1 + skck1e−kdi/2
where sk depends only on k. Finally, let us note that since the Hi are disjoint, we have
di+1 ≥ di + ℓi
where ℓi is the hyperbolic distance between the entry and the exit point of γ in Hi. Then, applying
Lemma 2.2 to H˜i with y1 = e−di we obtain
ℓi ≥ 2 log
(
1 +
√
2δe−di/2
)
≥ c2e−di/2
where c2 = min
{
inf
0<x≤1
2 log(1+
√
2δx)
x , 1
}
> 0 only depends on δ, and so
di+1 ≥ di + c2e−di/2.
Applying Lemma 2.6 gives
di ≥ 2 log
(
1 +
ic2
2
)
,
hence
e−di/2 ≤ 1
1 + ic22
≤ 2
ic2
.
Together with our earlier considerations, we have
E(γ,Hi)
k − E(γ′,Hi)k ≤ 2skc1
c2
E(γ′,Hi)k−1
i
+ sk
(
2c1
c2
)k 1
ik
.
Now, by Hölder’s inequality with p = 2k−12k−2 and q = 2k − 1, we obtain
s∑
i=1
E(γ′,Hi)k−1 · 1
i
≤
(
s∑
i=1
E(γ′,Hi)k−
1
2
) 2k−2
2k−1
(
s∑
i=1
1
i2k−1
) 1
2k−1
and the sum in the second parenthesis is universally bounded in terms of k since 2k − 1 > 1.
Define c3 =
2skc1
c2
(∑∞
i=1
1
i2k−1
) 1
2k−1 and c4 = sk
(
2c1
c2
)k∑∞
i=1
1
ik
. Then we have
s∑
i=1
(
E(γ,Hi)
k − E(γ′,Hi)k
)
≤ c3
(
s∑
i=1
E(γ′,Hi)k−
1
2
) 2k−2
2k−1
+ c4.
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Let us now consider the second subcase, that is when the rotated horoball H˜ does not intersect γ′.
If we denote as Hsmall the set of horoballs H for which the rotated horoball H˜ intersects γ and
not γ′, then by Lemma 2.5 we have∑
H∈Hsmall
E(γ,H)k =
∑
H∈Hsmall
E(γ, H˜)k ≤ c5
for some constant c5 > 0 that only depends on δ and k. Summarizing these considerations, we
have
∑
H∈H
E(γ′,H)≤E(γ,H)
(
E(γ,H)k − E(γ′,H)k
)
≤ c3
(
s∑
i=1
E(γ′,H)k−
1
2
) 2k−2
2k−1
+ c4 + c5
≤ c3
(
s∑
i=1
E(γ,H)k−
1
2
) 2k−2
2k−1
+ c4 + c5.
Now, in the case E(γ,H) ≤ E(γ′,H), switching the roles of γ and γ′ yields
∑
H∈H
E(γ,H)≤E(γ′,H)
(
E(γ′,H)k − E(γ,H)k
)
≤ c3
(∑
E(γ,H)k−
1
2
) 2k−2
2k−1
+ c4 + c5.
Hence, by putting together both cases, we obtain∣∣∣E(k)(γ, tn)− E(k)(γ′, tn)∣∣∣ ≤ 2c3 (E(k−1/2)(γ, t)) 2k−22k−1 + 2(c4 + c5).
Now, recall that lim supt→∞
E(k−1/2)(γ,t)
t exists by assumption. This implies that
lim
t→∞
(E(k−1/2)(γ, t)) 2k−22k−1
t
= lim sup
t→∞
(E(k−1/2)(γ,t)
t
) 2k−2
2k−1
t
1
2k−1
= 0
hence
ρ(k)(γ′) = lim
n→∞
E(k)(γ′, tn)
tn
= lim
n→∞
E(k)(γ, tn)
tn
= ρ(k)(γ)
which shows both of the claimed statements.
Corollary 3.7 (Average excursion exists and is finite)
Let k ≥ 32 , and suppose that µ has finite kth moment in some word metric on Γ. Let ν be the
hitting measure. Then for ν–almost every ξ ∈ ∂HN and γ the geodesic ray from x to ξ, the average
kth excursion
ρ(k)(γ) = lim
t→∞
E(k)(γ, t)
t
exists and is finite.
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Proof. By definition of the hitting measure and because it is not atomic, for ν–almost every ξ ∈
∂HN , there exists an ω ∈ Ω such that γω is recurrent and its forward endpoint is ξ. By
Proposition 3.5 for P–almost every such ω, we have that ρ(k)(γω) and ρ(k−
1/2)(γω) exist.
Now let γ′ be the bi-infinite geodesic through the base point x and with forward endpoint ξ.
Then we have by Proposition 3.6 that ρ(k)(γ) = ρ(k)(γ′) = ρ(k)(γω) which exists.
This corollary completes the proof of the first part of Theorem 1.
4 Excursion for the Lebesgue measure
Recall that Γ is a discrete subgroup of Isom(HN ) such that M = HN/Γ is a hyperbolic manifold
of finite volume with cusps. Let T 1M be its unit tangent bundle and for every v ∈ T 1M , let
pv be its projection to M . Furthermore, let us denote by λ˜ the normalized Liouville measure on
T 1M , where every fibre has measure 1. The normalized Liouville measure is invariant under the
geodesic flow by construction. Recall that we have chosen a Γ–invariant collection H of disjoint
horoballs in HN , and let Mthick := (HN \ H)/Γ be the thick part of the manifold as before.
Define for any k ≥ 1 the function fk : T 1M → R as
fk(v) := e
k·d(pv,Mthick),
where d(pv ,Mthick) is the distance between the projection of the vector v ∈ T 1M and the thick
part.
Let φt : T 1M → T 1M be the geodesic flow which is ergodic. Then by the ergodic theorem, for
any measurable non-negative f : T 1M → R and almost every starting vector v,
lim
t→∞
1
t
∫ t
0
f(φsv) ds =
∫
T 1M
f dλ˜. (7)
Lemma 4.1. The integral ∫
T 1M
fk dλ˜
is finite for 1 ≤ k < N − 1, and infinite for k ≥ N − 1.
Proof. We have ∫
T 1M
fk dλ˜ =
∫
T 1Mthick
1 dλ˜+
∫
T 1(M\Mthick)
fk dλ˜.
Note that the first integral on the right hand side is finite, hence we are only interested in the
second integral.
Every cusp in the manifoldM has a neighborhood which can be lifted to hyperbolic N–space HN
to form a subset S∆ := {(x1, x2, . . . , xN ) : (x2, . . . , xN ) ∈ ∆, x1 > 1} ⊆ HN , where∆ is a compact
set in RN−1. The set S∆ can be chosen such that the projection of the interior of S∆ to M is
injective and a local isometry. The hyperbolic volume form is
dV =
dx1 dx2 . . . dxN
(x1)N
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Figure 4.1: The setting of Lemma 4.2.
and with d(pv,Mthick) = log(x1) for every pv /∈Mthick with first coordinate x1, we have∫
T 1(M\Mthick)
fk dλ˜ =
∫
S∆
(x1)
k dV =
∫
S∆
(x1)
k dx1 dx2 . . . dxN
(x1)N
=
∫
∆
dx2 . . . dxN
∫ +∞
1
dx1
(x1)N−k
so the integral diverges if k ≥ N − 1 and converges for k < N − 1.
Lemma 4.2. Let γ be a geodesic ray in HN with starting direction v and H ∈ H be a horoball,
that intersects γ with entry point γ(t1) and exit point γ(t2). For every k ≥ 1, there exists a
constant c > 0 which depends only on k such that
1
c
∫ t2
t1
fk(φtv) dt ≤ E(γ,H)k ≤ c
∫ t2
t1
fk(φtv) dt.
Proof. As in the previous lemma, we can choose coordinates (x1, x2, . . . , xN ) such that the metric
outside of the thick part is given by
ds2 =
dx21 + dx
2
2 + · · ·+ dx2N
x21
.
and such that γ lies in the (x1, x2)–plane.
Let x1(t) be the first coordinate and x2(t) be the second coordinate of γ(t). Now for t1 ≤ t ≤ t2,
the distance from γ(t) to the thick part is
∫ x1(t)
1
ds
s = log x1(t). Then∫ t2
t1
fk(φtv) dt =
∫ t2
t1
(x1(t))
k dt.
Now, we can parameterize the geodesic γ(t) by x1(t) = R sin θ(t) and x2(t) = R cos θ(t) for some
R > 1 (see Figure 4.1). As γ has unit speed in the hyperbolic metric, we have
1 = ‖φtv‖ =
√
x′1(t)2 + x
′
2(t)
2
x1(t)
=
θ′(t)
sin θ(t)
,
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hence dt = dθsin θ . Then ∫ t2
t1
(x1(t))
k dt =
∫ θ2
θ1
Rk(sin θ)k
dθ
sin θ
=
and by using the substitution u = sin θ and R sin θ1 = x1(t1) = 1 = x2(t2) = R sin θ2
= 2
∫ 1
1/R
Rkuk−1
du√
1− u2 = ckR
k +O(1)
where ck = 2
∫ 1
0
uk−1 du√
1−u2 . The excursion, on the other hand, is
E(γ,H) = d∂H(γ(t1), γ(t2)) = 2R cos θ1 = 2R
√
1−R−2.
Comparing the last two equations shows that we can choose a constant c > 0 as desired.
With the previous two lemmas, we can now show that the (N − 1)th excursion E(N−1)(γ, t)
grows superlinearly in t for rays γ, that are generic with respect to Lebesgue measure.
Proposition 4.3 (Average excursion is infinite)
Let x ∈ HN be a base point. For λ–almost every ξ ∈ ∂HN and γ the corresponding geodesic ray
from x to ξ, the average (N − 1)th excursion
ρ(N−1)(γ) = lim
t→+∞
E(N−1)(γ, t)
t
is infinite.
Proof. Since the geodesic flow on T 1M is ergodic, almost every geodesic ray spends a linear
amount of time in any ǫ–neighborhood of the boundary of the thick part. Thus, for almost every
geodesic ray γ, there exists a constant c1 > 0 and an infinite sequence (tn) of times where γ
enters a horoball and such that tnn → c1, thus tntn+1 → 1. Note that in particular γ(tn) lies on the
boundary of the thick part.
Now, by summing up over all horoballs which γ enters up to time tn and applying Lemma 4.2,
we have
c · E(N−1)(γ, tn) ≥
∫ tn
0
fk(φsv) ds − tn.
By the ergodic theorem, for almost every starting vector v, one has
lim
t→∞
1
t
∫ t
0
fk(φsv) ds =
∫
T 1M
fk dλ˜.
We have shown in Lemma 4.1 that the right hand side is infinite for k ≥ N−1. Now, for every t ≥ 0
there exist tn and tn+1 with tn ≤ t ≤ tn+1. This implies
E(N−1)(γ, t)
t
≥ E
(N−1)(γ, tn)
tn+1
=
E(N−1)(γ, tn)
tn
· tn
tn+1
≥
∫ tn
0 fN−1(φsv) ds − tn
c · tn ·
tn
tn+1
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Then we obtain
ρ(N−1)(γ) = lim
t→∞
E(N−1)(γ, t)
t
≥ lim
n→∞
∫ tn
0 fN−1(φsv) ds− tn
c · tn ·
tn
tn+1
=
∫
T 1M fN−1 dλ˜− 1
c
= +∞.
With a similar argument as above using the upper bound from Lemma 4.2 and that
∫
T 1M fk dλ˜
is finite for k < N − 1 from Lemma 4.1, we obtain for almost every starting vector v of a geodesic
ray γ that
lim sup
t→∞
E(k)(γ, t)
t
is finite for every k < N − 1.
Combining the two arguments, we obtain a subset of T 1HN of full measure such that for the
corresponding geodesic rays γ the lim supt→∞
E(N−3/2)(γ,t)
t is finite and ρ
(N−1)(γ) is infinite. This
implies that for λ–almost every ξ ∈ ∂HN , there exists a geodesic γ′ with forward boundary point
ξ and a starting vector v ∈ T 1HN from this full measure set. Let now γ be the geodesic ray
from the base point x to the forward boundary point of γ′. Then by Proposition 3.6, the average
(N − 1)th excursion ρ(N−1)(γ) is also infinite. This shows that for λ–almost every ξ ∈ ∂HN , the
average (N − 1)th excursion of the geodesic from x to ξ is infinite.
This proposition completes the proof of the second part of Theorem 1. Note that the previous
proof also shows that N − 1 is the smallest k for which the kth average excursion is infinite as
lim supt→∞
E(k)(γ,t)
t is finite almost surely for every k < N − 1.
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