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Introduction ge´ne´rale
Position du proble`me
Au cours des dix dernie`res anne´es, un inte´reˆt croissant est porte´ aux engins volants
sans pilote humain a` bord que l’on appelle drone (UAVs : Unmanned Aerial Vehicles).
Leur utilisation est envisageable pour un grand nombre de missions de´licates ou couˆteuses
telles que l’exploration d’un environnement inconnu, la surveillance ou l’intervention sur
des zones potentiellement dangereuses. Plus pre´cise´ment, un inte´reˆt particulier est destine´
aux engins de petites tailles ”mini-drones” pour leur forte demande d’utilisation en milieu
urbain. De plus, en raison de leur petite envergure, la majorite´ des laboratoires se sont e´quipe´s
de ces engins pour expe´rimenter les algorithmes d’estimation et de controˆle de´veloppe´s en
simulation.
Cependant, leur domaine de vol est rapidement perturbe´ par la pre´sence des turbulences
atmosphe´riques. Celles-ci produisent un effet de´stabilisant pour la trajectoire et l’orientation
de l’ae´ronef. Les travaux de cette the`se ont pour objectif l’ame´lioration de la se´curite´ et les
performances du vol d’un mini drone he´licopte`re. Plusieurs e´tudes pre´ce´dentes ont prouve´
qu’il est possible d’ame´liorer la stabilite´ des drones e´voluant dans un milieu perturbe´. Ces
approches consistent a` rejeter comple`tement la perturbation sans prendre en compte son ni-
veau de dangerosite´ sur l’engin ou d’utiliser si possible les efforts produits par la perturbation
([69], [20], [10],[56], [20], [66], ...). En revanche, d’autres e´tudes, comme par exemple [49],
[34], et [35], montrent qu’il existe un grand potentiel pour les drones a` utiliser l’e´volution de
la perturbation atmosphe´rique dans le de´placement du ve´hicule. En effet, dans des condi-
tions approprie´es avec une connaissance de l’e´volution de la perturbation atmosphe´rique, un
drone peut conside´rablement ame´liorer ses performances de vol et sa se´curite´ en cherchant
a` e´voluer dans des zones ou` les pertes d’e´nergie sont minimales. Ceci consiste a` tole´rer un
de´placement partiel de l’ae´ronef dans la direction de la perturbation atmosphe´rique sans
chercher a` lutter pour la contrer et afin d’e´viter la saturation des actionneurs. D’autre part,
la robustesse de ces lois de commandes est fortement lie´e a` celle des algorithmes d’estima-
tion. Or, la plupart des lois synthe´tise´es s’appuient sur des approches stochastiques ou` la
distribution de vecteurs bruits de mesure et d’incertitudes sur l’e´tat est suppose´e gaussienne.
Cette hypothe`se est ge´ne´ralement difficile a` ve´rifier, ce qui affecte la cre´dibilite´ associe´e a`
l’estime´e obtenue.
A cet effet, l’approche d’estimation d’e´tat et des perturbations atmosphe´riques utilise´e
dans ce travail est base´e sur une me´thode ensembliste a` erreurs borne´es. Celle-ci permet
d’avoir une caracte´risation d’un domaine de vol par estimation de l’e´tat et des perturbations
atmosphe´riques en garantissant que l’e´tat re´el du syste`me appartient, a priori, a` l’ensemble
solution obtenu en conside´rant des bruits borne´s sans aucune hypothe`se sur leur distribution.
Donc, l’objectif principal de la the`se est la proposition d’une strate´gie de guidage pilotage
base´e sur une estimation robuste vis-a`-vis des bruits de mesures et d’incertitude d’e´tat. Cette
strate´gie doit ame´liorer les performances de vol du mini-drone et sa se´curite´.
Contributions
Les contributions de ce me´moire ont porte´ sur les points suivants :
• Mode´lisation des he´licopte`res : le mode`le d’he´licopte`re propose´ dans cette the`se se
distingue par la repre´sentation d’une dynamique qui inte`gre la perturbation dans le
mode`le en cherchant a` de´crire son effet sur chaque e´le´ment constituant la machine.
• De´tection et estimation d’e´tat et des perturbations atmosphe´riques : l’estimation et
la de´tection de l’effet de la perturbation en vue d’assurer la stabilite´ nume´rique des
algorithmes d’estimation.
• Guidage pilotage robuste vis-a`-vis des perturbations atmosphe´riques : la particularite´
de la strate´gie de guidage pilotage conc¸ue est d’eˆtre axe´e sur l’ame´lioration des per-
formances de vol de l’engin et sa se´curite´. Cette strate´gie peut eˆtre aussi e´tendue pour
d’autres proble´matiques comme par exemple l’e´vitement d’obstacles.
Organisation du document
Ce document est organise´ en deux parties :
– La premie`re, constitue´e des chapitres 1 a` 4, est de´die´e au principe de fonctionnement
des he´licopte`res, a` la mode´lisation et l’estimation d’e´tat des mini-drones he´licopte`res.
Le Chapitre 1 est une introduction ge´ne´rale pre´sentant le principe de fonctionne-
ment des drones he´licopte`res. Nous commenc¸ons par montrer les diffe´rents e´le´ments
constituant le ve´hicule. Ensuite, nous nous inte´resserons en particulier a` l’ae´rodynamique
des rotors, e´le´ment le plus influent sur la dynamique de l’engin, en cherchant a` de´terminer
la re´sultante ae´rodynamique. L’orientation de cette force peut eˆtre modifie´e par l’in-
terme´diaire des angles du battement vertical. L’objectif est l’e´tude de ce phe´nome`ne
afin de le prendre en compte dans la dynamique d’e´volution de l’engin.
Nous pre´senterons dans le Chapitre 2 une mode´lisation du comportement du
mini-drone he´licopte`re en pre´sence des perturbations atmosphe´riques. Tout d’abord,
les re´fe´rentiels utilise´s sont pre´cise´s afin d’appliquer le the´ore`me fondamental de la
me´canique. Ensuite nous de´crivons la dynamique du ve´hicule en utilisant le forma-
lisme de Newton. Aussi, nous de´taillons l’inte´gration de l’effet de la perturbation sur
la dynamique du mini-drone. Une bre`ve e´tude bibliographique sur les mode`les des
perturbations atmosphe´riques est enfin pre´sente´e.
Le Chapitre 3 porte sur diffe´rentes approches d’estimation d’e´tat. Afin de justifier
notre choix sur la me´thode d’estimation utilise´e, nous pre´sentons par la suite une e´tude
comparative de ces approches.
Dans le Chapitre 4, nous nous inte´resserons tout d’abord a` la de´tection ensembliste
des perturbations atmosphe´riques agissant sur le mini drone. Une expe´rimentation
dans le ge´ne´rateur de rafale B20 est de´crite et des re´sultats expe´rimentaux sont montre´s.
On notera que la proce´dure de de´tection ne permet pas l’estimation de l’effet de la per-
turbation tandis qu’elle est indispensable pour la synthe`se des lois de guidage pilotage.
Dans ce chapitre, nous estimons la vitesse de la perturbation ainsi que l’e´tat et les
parame`tres du mode`le.
– La deuxie`me partie, regroupant les chapitres 5 et 6, traite de la proble´matique du
guidage pilotage robuste vis-a`-vis de la pre´sence des perturbations atmosphe´riques.
Le Chapitre 5 pre´sente tout d’abord les terminologies de la boucle de navigation
guidage pilotage. Outre la recherche bibliographique expose´e sur le the`me du guidage
pilotage pour des ae´ronefs soumis a` des perturbations atmosphe´riques, nous de´crivons
la solution propose´e qui permet au drone d’ame´liorer ses performances de vol et sa
se´curite´.
Le Chapitre 6 est consacre´ a` la pre´sentation de la loi de guidage par navigation
proportionnelle. Nous sugge´rons une modification de cette loi afin de tenir compte de
la perturbation atmosphe´rique. Dans la suite de ce chapitre, les consignes de guidage
sont transforme´es en consignes pour les actionneurs via le module pilotage qui est aussi
expose´ analytiquement. Ce chapitre se termine par la de´monstration d’une re´alisation,
en simulation, d’une mission par points de passages afin de montrer les performances
de la strate´gie de controˆle de´veloppe´e.
Une conclusion, quelques perspectives et des annexes, contenant en particulier les ex-
pressions des parame`tres de ponde´rations des estimateurs ellipso¨ıdaux et le calcul d’une
orientation de´sire´e, ache`vent ce me´moire.

Premie`re partie
Mode´lisation et Estimation d’e´tat
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Contenu de la Partie I
Cette premie`re Partie est compose´e de quatre chapitres. Elle est consacre´e a` la mode´lisation
de drones he´licopte`res et a` l’estimation d’e´tat. Nous pre´sentons, tout d’abord, d’une fac¸on
ge´ne´rale le principe de fonctionnement des he´licopte`res. Les diffe´rents e´le´ments constituant
l’engin ainsi que les manoeuvres permettant la commande du mini drone he´licopte`re sont
de´crites. Un inte´reˆt plus particulier est consacre´ a` l’ae´rodynamique des rotors dont le roˆle
est le plus influent sur la dynamique de l’engin. Dans la suite, la dynamique des rotors sera
inte´gre´e dans la description du comportement de mini drone e´voluant en milieu perturbe´.
Nous dressons ensuite un e´tat de l’art sur les me´thodes d’estimation. Nous les avons
regroupe´ en deux classes en fonction de la mode´lisation des bruits de mesures et d’incer-
titude sur l’e´tat. Concernant la premie`re classe, elle regroupe les me´thodes d’estimation
stochastique. Celles-ci conside`rent des bruits de´finis par des structures suppose´es connues
et repre´sente´es par les lois de la statistique. Par contre, la deuxie`me classe rassemble les
me´thodes ensemblistes a` erreurs borne´es. Ces me´thodes conside`rent des bruits posse´dant des
structures inconnues mais a` variation borne´es. Pour e´valuer les performances de ces deux
classes, nous dressons une e´tude comparative pour justifier le choix porte´ sur l’approche
d’estimation utilise´e.
Enfin, on s’inte´resse, dans un premier temps, a` la me´thode d’estimation choisie pour la
de´tection des perturbations atmosphe´riques et son e´valuation en simulation et aussi sur des
donne´es re´elles obtenues par des expe´rimentations dans le ge´ne´rateur de rafale B20. Dans un
second temps, nous inte´ressons a` l’observation ensembliste des perturbations atmosphe´riques
et a` l’estimation de l’e´tat du mini-drone.
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Chapitre 1
Principe de fonctionnement
des he´licopte`res
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CHAPITRE 1. 1.1. E´LE´MENTS CONSTITUTIFS D’UN MINI DRONE HE´LICOPTE`RE
Un he´licopte`re est un ae´ronef a` voilure tournante. Il vole graˆce a` des pales de dimen-
sions diffe´rentes, place´es respectivement sur le sommet et en bout de queue de l’appareil.
Les pales les plus longues, jouant le meˆme roˆle que les ailes des ae´ronefs a` voilure fixe,
sont fixe´es sur un rotor et sont entraˆıne´es en rotation par un moteur. Elles ge´ne`rent une
force ae´rodynamique, appele´e portance, qui soule`ve l’appareil et le maintient en l’air. Pour
compenser les effets gyroscopiques induits par la rotation des pales, le petit rotor stabilise
l’he´licopte`re en l’orientant suivant la direction de´sire´e.
Le pilote, automatique ou humain, se sert de plusieurs commandes pour faire varier
la pousse´e et l’orientation du ve´hicule, en modifiant les angles des pales, afin d’acce´le´rer,
ralentir, descendre ou changer de direction.
Dans la suite, nous pre´sentons, tout d’abord, les e´le´ments principaux constituant l’he´licopte`re.
Les diffe´rentes commandes de l’engin sont ensuite expose´es ainsi que l’ae´rodynamique des
rotors permettant la de´finition de la re´sultante ae´rodynamique de pousse´e.
1.1 E´le´ments constitutifs d’un mini drone he´licopte`re
Un he´licopte`re standard est constitue´ de quatre composantes principales : le moteur, le
rotor principal, le rotor de queue et le fuselage. Chacune de ces composantes sera de´crite par
la suite.
1.1.1 Moteur
Le moteur fournit le couple ne´cessaire pour proce´der a` la rotation du rotor principal et
du rotor de queue. La figure 1.1 montre trois types de moteurs : thermique, e´lectrique ou a`
Figure 1.1 – Diffe´rents types de moteur
turbine.
Le choix de ces moteurs s’effectue en fonction du type de mission a` re´aliser. Pour des
missions discre`tes, on utilise des moteurs e´lectriques. Ils se distinguent par leur faible niveau
de bruit ou par l’absence de fume´e contrairement, par exemple, aux moteurs thermiques. En
de´pit de la pre´sence des vibrations posant des proble`mes au syste`me embarque´, les moteurs
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thermiques sont pre´fe´rables pour des missions qui ne demandent pas de discre´tion ou pour
des missions de longue dure´e comme l’inspection des feux dans les foreˆts ou le controˆle du
trafic routier.
1.1.2 Rotor principal
Le rotor principal est l’e´le´ment le plus influent sur la dynamique du vol de l’he´licopte`re.
Ce rotor fournit la pousse´e ne´cessaire permettant au ve´hicule de se de´placer. Il est constitue´
Figure 1.2 – Rotor principal
d’au moins deux pales, d’un maˆt, d’un moyeu et d’un plateau cyclique. La figure 1.2 montre
un rotor principal a` deux pales e´quipe´ d’une barre de Bell stabilisante. Celle-ci est toujours
perpendiculaire a` l’axe des pales afin de compenser la pre´cession gyroscopique produite par
les pales en rotation.
Figure 1.3 – L’he´licopte`re Kaman K-MAX @ Kaman Aerospace
Il existe diffe´rentes configurations de rotor principal telles que, par exemple, l’he´licopte`re
Kaman K-MAX a` double rotor engrene´ (Fig.1.3), le drone he´licopte`re a` rotors contrarotatifs
Koax X240 (Fig.1.4), ou aussi d’autres concepts qui sont largement utilise´s dans la recherche
et ou` le nombre de rotors varie d’un mode`le a` un autre : birotor, trirotor, quadrirotor, etc...
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Figure 1.4 – L’he´licopte`re Koax X240 @ Swiss UAV
1.1.3 Rotor de queue
Le rotor de queue assure la commande du lacet en controˆlant la quantite´ de pousse´e
produite par les pales. Pour la grande majorite´ des he´licopte`res, cette force ne participe pas
a` la sustentation du ve´hicule. Le rotor de queue joue e´galement le roˆle de stabilisation afin
Figure 1.5 – Rotor de queue
de compenser l’effet gyroscopique produit par le rotor principal en ge´ne´rant une force de
pousse´e dans la direction oppose´e a` cet effet. Le rotor de queue est constitue´ d’au moins
deux pales souvent nomme´es pe´dales (Fig.1.5).
Il existe d’autres configurations d’he´licopte`res qui ne sont pas e´quipe´s d’un rotor de queue
comme par exemple l’he´licopte`re Djinn (Fig.1.6), ou` le rotor de queue est remplace´ par une
gouverne de direction qui subit l’air e´jecte´ par l’e´chappement de la turbine. La figure 1.4
montre une autre cate´gorie d’he´licopte`res dont les fonctionnalite´s du rotor de queue sont
re´alise´es par celles des rotors contrarotatifs.
1.1.4 Fuselage
Le fuselage est l’enceinte de l’he´licopte`re. Ses caracte´ristiques ae´rodynamiques sont e´tudie´es
afin de re´duire sa traˆıne´e ae´rodynamique. A` une vitesse e´leve´e, le fuselage permet aussi la
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Figure 1.6 – He´licopte`re Djinn SO-1221 @ SNCASO
stabilisation de l’he´licopte`re.
1.2 Diffe´rentes manoeuvres de commande
Le pilotage d’un he´licopte`re est re´alise´ principalement en agissant sur les angles de pales
des rotors principal et de queue et de la commande de puissance fournie par le moteur. Pour
un he´licopte`re standard, le pilotage s’effectue donc par l’utilisation de quatre commandes
agissant sur : le moteur, le plateau cyclique, le pas collectif et les pales de rotor de queue.
1.2.1 Commande du plateau cyclique
Les commandes de plateau cyclique du disque rotor permettent la variation de l’attitude
de l’engin. En inclinant le plateau cyclique vers l’avant, le disque rotor bascule le ve´hicule
vers l’avant en penchant le nez de l’he´licopte`re. Cela conduit a` l’avancement de la machine.
Une inclinaison du plateau cyclique vers l’arrie`re conduira alors l’he´licopte`re a` un mouvement
de recul (Fig.1.7) et enfin, une inclinaison autour de l’axe de roulis doit eˆtre effectue´e afin
de re´aliser les mouvements late´raux (voir Fig.1.8).
Figure 1.7 – Commande du plateau cyclique longitudinale
1.2.2 Commande du pas collectif
Le pas collectif contribue a` la commande de l’altitude de l’he´licopte`re. L’ordre de com-
mande est re´alise´ par une modification identique des angles d’incidence des pales sans changer
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Figure 1.8 – Commande du plateau cyclique late´rale
l’orientation de la portance (Fig.1.9). Cette variation est produite par un mouvement de va et
vient du plateau cyclique suivant l’arbre de rotor principal sans modifier son inclinaison. Sur
Figure 1.9 – Commande du pas collectif
certaines configurations, le pas collectif est fixe et la re´sultante ae´rodynamique de pousse´e
est alors modifie´e par la commande du re´gime de moteur.
1.2.3 Commande du moteur
La commande des moteurs thermiques est re´alise´e par la modification de l’angle de ro-
tation d’un servomoteur relie´ au carburateur (voir Fig.1.10). Pour des he´licopte`res munis de
moteurs a` turbine, le controˆle de la puissance du moteur est e´galement re´alise´ par la com-
mande de la position du servomoteur. Pour les he´licopte`res a` moteur e´lectrique, la commande
Figure 1.10 – Commande d’un moteur thermique
du moteur est ge´ne´ralement la tension aux bornes du moteur.
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Dans tous les cas, il existe une relation e´troite entre la commande du pas collectif et la
commande du moteur, car pour une valeur importante de la commande du pas collectif, il
est ne´cessaire d’avoir une grande quantite´ d’e´nergie produite par le moteur.
1.2.4 Commande du rotor de queue
Les pales de rotor de queue permettent le controˆle de la direction de l’he´licopte`re en
modifiant l’angle d’incidence des pales en produisant une force de pousse´e late´rale (Fig.1.11).
Figure 1.11 – Commande de rotor de queue
Nous avons vu que la commande de l’he´licopte`re se re´alise en quasi totalite´ par l’in-
terme´diaire des pales des rotors principal et de queue. Suivant les valeurs d’incidence as-
socie´es, elles ge´ne`rent des forces ae´rodynamiques permettant le changement de la position
et de l’orientation de l’engin.
1.3 Ae´rodynamique des rotors
Cette section pre´sente la mode´lisation de la re´sultante de la force ae´rodynamique d’un
rotor en mouvement. Cette force est de´termine´e en s’appuyant sur la the´orie des anneaux
e´le´mentaires. Le principe de la me´thode consiste a` mode´liser la re´sultante ae´rodynamique
de pousse´e ge´ne´re´e par un petit e´le´ment de pale de surface c.dr et, ensuite, a` e´tendre
cette expression pour la pale entie`re en l’inte´grant (Fig.1.12). On s’inte´resse, en premier,
a` la mode´lisation de la re´sultante ae´rodynamique de la pousse´e du rotor principal. On
de´terminera, par la suite, l’expression de la force de pousse´e du rotor de queue. Enfin, on
explicitera les expressions de la dynamique du battement vertical permettant finalement de
ree´crire la re´sultante ae´rodynamique du rotor principal.
1.3.1 Re´sultante ae´rodynamique de pousse´e du rotor principal
La figure 1.13 montre les re´partitions des forces ae´rodynamiques sur un profil d’une pale
lorsque la force e´le´mentaire re´sultante est dFn. Celle-ci est re´partie en une force de traˆıne´e
dD et une force de portance dL.
Sur un profil d’angle d’incidence θi s’exerce une force e´le´mentaire de portance dLmode´lise´e
par l’e´quation
dL =
1
2
ρClc(V (r))
2.dr (1.1)
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Figure 1.12 – Parame`tres d’un e´le´ment d’une pale
ou` ρ est la masse volumique de l’air, c repre´sente la largeur de la pale, V (r) est la vitesse de
l’e´le´ment de la pale et Cl est le coefficient de traˆıne´e de´fini par
Cl = apαl (1.2)
ou` αl est l’angle d’attaque local tel que
αl = θi − φi (1.3)
et ap est la pente ae´rodynamique de portance.
Figure 1.13 – Forces e´le´mentaires agissant sur une pale
φi repre´sente l’angle induit local :
φi = arctan(
UP
UT
) (1.4)
UT est la composante tangentielle de la vitesse de la pale. Elle est perpendiculaire a` l’e´le´ment
de la pale, paralle`le au mouvement de rotation de la pale, et est de´finie par
UT = Ωmrr (1.5)
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La vitesse UP , perpendiculaire a` la vitesse UT , est la composante normale de la vitesse d’un
e´le´ment d’une pale :
UP = Vi0 − wr (1.6)
ou` Vi0 est la vitesse induite. Son expression normalise´e est calcule´e en Annexe A.33. Le
parame`tre wr repre´sente la projection de la vitesse du mini drone dans le plan forme´ par le
disque rotor. Elle est exprime´e dans le repe`re engin :
wr = u sin a1 − v sin b1 + w cos a1 cos b1 (1.7)
ou` a1 et b1 de´finissent les angles du battement vertical qui seront explicite´s dans la sous
section 1.2.3. Ces angles sont suppose´s faibles, on a donc :
wr = ua1 − vb1 + w (1.8)
En ge´ne´ral, on a UT >> UP , la vitesse V (r) peut alors s’e´crire
V (r) =
√
U2P + U
2
T ≈ UT (1.9)
L’e´quation (1.4) devient alors
φi ≈ UP
UT
(1.10)
Par ailleurs, le profil de la pale subit une force e´le´mentaire de traˆıne´e dD exprime´e par
dD =
1
2
ρCxpc(V (r))
2.dr (1.11)
ou` Cxp est le coefficient de traˆıne´e du profil.
Ainsi, l’expression de la re´sultante ae´rodynamique e´le´mentaire de pousse´e est explicite´e
de la fac¸on suivante :
dFn = dL cosφi + dD sinφi (1.12)
Or, l’angle induit est suppose´ faible et la traˆıne´e e´le´mentaire est tre`s ne´gligeable par rapport
a` la portance e´le´mentaire, alors la re´sultante ae´rodynamique d’un anneau e´le´mentaire, d’un
rotor compose´ de n pales, peut eˆtre rede´finit comme e´tant
dFn ≈ ndL (1.13)
=
1
2
ρncap(θi − φi)(V (r))2.dr (1.14)
Afin d’obtenir l’expression de la re´sultante ae´rodynamique de pousse´e, l’e´quation (1.14)
est inte´gre´e sur l’intervalle [0, Rmr], en effectuant les changements de variables suivants :
xr =
r
Rmr
, θr = θixr et φr = φixr, il vient
Fn =
1
2
ρnapcRmr(ΩmrRmr)
2
∫ 1
0
(θr − φr)xr.dxr (1.15)
Pour faire apparaˆıtre la commande du pas collectif dans l’expression de la re´sultante
ae´rodynamique, les auteurs [75] et [74] ont mode´lise´ la variation de l’angle d’incidence θ sous
la forme de la somme de la commande du pas collectif δcol et du ’linear twist’ θtw :
θ = δcol + xrθtw (1.16)
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ou` celle-ci peut eˆtre re´crite sous forme normalise´e :
θr = xr(δcol + xrθtw) (1.17)
Or φr =
Vi0+wr
ΩmrRmr
, l’e´quation (1.15) devient alors
Fn =
1
2
ρnapcRmr(ΩmrRmr)
2
∫ 1
0
(δcolx
2
r + θtwx
3
r −
Vi0 + wr
ΩmrRmr
xr).dxr (1.18)
Apre`s le calcul, la re´sultante ae´rodynamique de pousse´e du rotor principal est
Fn = Kcolδcol + δ
0
col (1.19)
ou` Kcol repre´sente le coefficient de pousse´e tel que
Kcol =
1
6
ρnapcRmr(ΩmrRmr)
2 (1.20)
et δ0col de´signe la valeur de la commande du pas collectif en vol stationnaire. Elle est de´finie
comme
δ0col = Kcol(
3
4
θtw − 3
2
Vi0 + wr
ΩmrRmr
) (1.21)
1.3.2 Re´sultante ae´rodynamique de la pousse´e du rotor de queue
Le rotor de queue est souvent soumis a` un e´coulement d’air tre`s difficile a` mode´liser.
Celui-ci est de´forme´ par le fuselage, le maˆt rotor ou par les pales du rotor principal en le
rendant fortement non-uniforme. Par souci de simplification, nous supposons que le rotor de
queue est soumis a` un e´coulement d’air uniforme et que ces pales sont assez rigides. Ceci
permet de ne pas prendre en compte la pre´sence du battement des pales de rotor de queue.
En revanche, pour mode´liser la re´sultante ae´rodynamique du rotor de queue, le meˆme type
de mode´lisation est employe´ que celui du rotor principal. Ainsi, la re´sultante ae´rodynamique
du rotor de queue peut eˆtre exprime´e par l’e´quation
Ft = Kpedδped + δ
0
ped (1.22)
ou` Kped repre´sente le coefficient de pousse´e du rotor de queue de´fini par
Kped =
1
6
ρntrap,trctrRtr(ΩtrRtr)
2 (1.23)
et la commande de direction δ0ped est une constante de´termine´e en vol stationnaire
δ0ped = Kped(
3
4
θtw − 3
2
Vi0,tr + wr,tr
ΩtrRtr
) (1.24)
L’expression de la vitesse wr,tr est de´finie par la combinaison line´aire de la vitesse late´rale
de l’he´licopte`re et de la vitesse angulaire du lacet [78] :
wr,tr = v − ytrr (1.25)
et Vi0,tr, suppose´e nulle dans le cadre de cette e´tude, est la vitesse induite du rotor de queue.
Nous avons pre´sente´ la mode´lisation des re´sultantes ae´rodynamiques des pousse´es du
rotor principal et de queue. Cependant, l’orientation de la pousse´e du rotor principal est
modifie´e par la pre´sence du battement vertical due a` l’e´lasticite´ des pales. Par la suite,
l’e´volution de la dynamique de ce phe´nome`ne sera e´tudie´e et prise en compte dans l’e´volution
de la dynamique du ve´hicule.
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1.3.3 Dynamique du battement vertical des pales
Les pales d’un rotor, en mouvement de rotation, se de´forment par flexion et prennent
ainsi une forme ge´ome´trique d’un coˆne. Le mouvement ascendant et descendant des pales
constitue un battement vertical. L’angle de celui-ci, souvent note´ β, est l’angle local entre le
plan d’entraˆınement normal a` l’axe du rotor principal et le disque rotor. Il peut s’exprimer
sous la forme de se´rie de Fourier de l’angle d’azimut du battement Ψ (Fig.1.14) :
β(Ψ) = a0 + a1 cos(Ψ) + b1 sin(Ψ) (1.26)
ou` a0 est l’angle de conicite´, a1 et b1 de´signent les angles du battement vertical du rotor
principal.
Figure 1.14 – Vue de dessus d’un rotor principal
Dans la suite, les hypothe`ses, ci-dessous, sont prises en compte afin d’obtenir la dyna-
mique d’e´volution des angles de battement vertical [32] :
• l’angle du battement vertical β est suppose´ faible,
• l’angle d’attaque du battement est faible,
• l’acce´le´ration angulaire est ne´gligeable par rapport au produit de la vitesse angulaire
et de la vitesse de rotation.
Sous ces hypothe`ses, la dynamique du battement vertical est mode´lise´e par ([75], [32]) :{
τf a˙1 + a1 = −τfq + 8γΩ2mr
kβ
Iβ
b1 +Klon(δlon +Kcc1)
τf b˙1 + b1 = −τfp+ 8γΩ2mr
kβ
Iβ
a1 +Klat(δlat +Kdd1)
(1.27)
ou` Iβ est le moment d’inertie d’une pale donne´ par
Iβ =
∫ Rmr
0
mp(r)r
2dr (1.28)
ou` mp(r) est la distribution de la masse de la pale suivant la variation de la longueur de la pale
r. Le terme γ de´signe le nombre de Look e´quivalent au rapport des forces ae´rodynamiques
sur les forces inertielles agissant sur le rotor principal :
γ =
ρcapR
4
mr
Iβ
(1.29)
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kβ est le coefficient d’e´lasticite´ des pales, le parame`tre τ est une constante de temps de´finie
par :
τf =
16
γΩmr
≈ 40ms (1.30)
Klon et Klat repre´sentent respectivement les gains de commandes de pas cyclique longitudinal
δlon et de pas cyclique late´ral δlat.
Les variables d’e´tat c1 et d1 de´finissent les angles de la barre de Bell stabilisante. Pour
compenser la pre´cession gyroscopique, la barre de Bell est toujours positionne´e perpendiculai-
rement a` l’axe forme´ par les pales du rotor principal. En plus de son roˆle d’auto-stabilisateur,
la barre de Bell est utilise´e pour un effet augmentateur des commandes de tangage et de
roulis issues du plateau cyclique. En effet, lorsqu’un ordre de tangage ou/et de roulis est
envoye´, le plateau cyclique s’incline en premier en produisant une variation de l’incidence
des palettes de la barre de Bell. Celles-ci finissent par s’incliner en modifiant l’incidence
des pales du rotor principal. Ici, nous mode´lisons la dynamique de la barre de Bell par une
combinaison line´aire de la variation de ces angles, de la vitesse angulaire de roulis et celle
du lacet, et de leurs commandes associe´es [32] :{
τsc˙1 + c1 = −τsq + Clonδlon
τsd˙1 + d1 = −τsp+Dlatδlat (1.31)
ou` Clon et Dlat sont les gains de commandes et τs est le temps de re´ponse associe´ a` la barre
de Bell stabilisante.
Ainsi, la dynamique du battement vertical du rotor principal et celle de la barre de Bell
stabilisante peuvent eˆtre ree´crites sous forme matricielle par l’e´quation
ω˙r = Aωr + BΩ + Cδ (1.32)
ou` le vecteur ωr est constitue´ des variables d’e´tat que nous cherchons a` restituer dans le
chapitre 4 lie´ a` l’estimation d’e´tat :
ωr = (a1, b1, c1, d1)
t (1.33)
La matrice A est de´finie telle que
A =

− 1
τf
1
τf
8
γΩ2
kβ
Iβ
Kc
τf
0
1
τf
8
γΩ2
kβ
Iβ
− 1
τf
0 Kd
τf
0 0 − 1
τs
0
0 0 0 − 1
τs
 (1.34)
et les matrices B et C sont respectivement donne´es par
B =

0 −1 0
−1 0 0
0 −1 0
−1 0 0
 ; C =

0 Klon
τf
0 0
0 0 Klat
τf
0
0 Clon
τs
0 0
0 0 Dlon
τs
0
 (1.35)
Le vecteur de commande δ est
δ = (δcol, δlon, δlat, δped)
t (1.36)
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Enfin, la re´sultante ae´rodynamique de pousse´e, modifie´e par la pre´sence du battement ver-
tical, est exprime´e par
Fmr = ||Fn||
− sin a1 cos b1cos a1 sin b1
− cos a1 cos b1
 (1.37)
1.4 Conclusion
Ce chapitre a pre´sente´ une introduction ge´ne´rale sur le principe de fonctionnement des
he´licopte`res. Les diffe´rents e´le´ments constituants l’engin ainsi que les manoeuvres permettant
la commande de l’he´licopte`re sont de´crits. Un inte´reˆt plus particulier est consacre´ par la suite
a` l’ae´rodynamique des rotors dont le roˆle est le plus influent sur la dynamique de l’engin.
Dans la suite de cette partie, nous inte´grerons la dynamique des rotors dans la description
du comportement du mini-drone he´licopte`re.
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Chapitre 2
Mode`le de mini drone avec la
perturbation atmosphe´rique
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CHAPITRE 2. 2.1. DESCRIPTION DU MINI DRONE
Ce chapitre est consacre´ a` la description et a` la mode´lisation du mini-drone he´licopte`re
de notre e´tude. Le ve´hicule est conside´re´ comme un corps rigide a` six degre´ de liberte´. Pour
de´crire sa dynamique, on utilisera la formulation de Newton qui est choisie pour sa facilite´
d’interpre´tation.
Dans un premier temps, on pre´sente les re´fe´rentiels utilise´s en me´canique du vol ainsi
que les matrices de passage du repe`re engin au repe`re inertiel. Par la suite, les bases de la
me´canique du vol et les e´quations de la cine´matique conduisant aux expressions des forces
et moments re´sultants et a` la de´termination de la dynamique de l’he´licopte`re sont expose´es.
2.1 Description du mini drone
Le mini-drone, repre´sente´ sur la figure 2.1, est l’he´licopte`re Benzin Acrobatic de Vario.
Il a e´te´ instrumente´ par l’ONERA afin de re´aliser des expe´rimentations en vol autonome.
La masse de ce ve´hicule est de 6.5kg pour la configuration commerciale. Il est e´quipe´ d’un
Figure 2.1 – Mini-drone he´licopte`re de´veloppe´ par l’ONERA
moteur Zenoah de 23 cm3 entraˆınant un rotor principal d’envergure 1.80 m. L’he´licopte`re
miniature est e´quipe´ d’un GPS µblox (5Hz) et d’une centrale inertielle Xsens (100HZ) pour
la navigation.
2.2 Dynamique du mini-drone he´licopte`re
2.2.1 Repe`res et orientations
Conside´rons le mini drone sous la forme d’un corps rigide de masse m et de centre de
gravite´ G. Le mouvement du ve´hicule est de´crit par rapport a` deux repe`res (Fig.2.2) :
• Le repe`re inertiel RI : lie´ a` la terre, Galile´en, ayant un point de re´fe´rence O et de´fini
par la base canonique (e1, e2, e3) ou` e3 pointe vers le centre de la terre.
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Figure 2.2 – De´finition des repe`res
• Le repe`re engin RB : lie´ au centre de gravite´ du ve´hicule et de´finit par la base canonique
(eb1, e
b
2, e
b
3) ou` e
b
1, de´termine l’axe de roulis, pointe vers l’avant de l’engin, e
b
2, de´finit l’axe
de tangage, est oriente´ a` droite de celui-ci et enfin eb3, de´finit l’axe de lacet, est dirige´
vers le bas.
Le passage du repe`re RB au repe`re RI , de´fini par les angles d’Euler, est re´alise´ par les
rotations suivantes :
• Rotation autour de l’axe de roulis :
Rx,φ =
1 0 00 cosφ sinφ
0 − sinφ cosφ
 (2.1)
• Rotation autour de l’axe de tangage :
Ry,θ =
cos θ 0 − sin θ0 1 0
sin θ 0 cos θ
 (2.2)
• Rotation autour de l’axe de lacet :
Rz,ψ =
 cosψ sinψ 0− sinψ cosψ 0
0 0 1
 (2.3)
ou` φ, θ et ψ de´signent respectivement les angles de roulis, tangage et lacet.
En conse´quence, la matrice de passage du repe`re RB au repe`re RI est obtenue par la
multiplication des trois matrices :
R = Rz,ψRy,θRx,φ =
cθcφ sψsθcφ − cψsφ cψsθcφ + sψsφcθsφ sψsθsφ + cψcφ cψsθsφ − sψcφ
−sθ sψcθ cψcθ
 (2.4)
ou` cα = cosα et sα = sinα.
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Cette matrice appartient au groupe des matrices d’ordre 3 tel que
SO(3) = {R ∈ <3×3/RtR = I3∗3 et det(R) = 1} (2.5)
et sa transpose´e repre´sente la matrice de passage du re´fe´rentiel RI au re´fe´rentiel RB. Pour un
changement de coordonne´es, e´tant donne´ un vecteur ν (ν ∈ <3), le passage d’un re´fe´rentiel
a` un autre est donne´ par les relations suivantes :
ν|RI = R ν|RB (2.6)
ν|RB = Rt ν|RI (2.7)
L’e´volution de cette matrice de rotation est donne´e par la relation suivante [63] :
R˙ = RΩ× (2.8)
ou` Ω× est la matrice anti-syme´trique associe´e a` la vitesse instantane´e de rotation Ω du
ve´hicule autour de ses axes engin
Ω× =
 0 −r qr 0 −p
−q p 0
 (2.9)
avec
Ω = (p q r)t (2.10)
ou` p, q et r repre´sentent respectivement les vitesses angulaires de roulis, tangage et lacet.
2.2.2 Cine´matique
En appliquant le principe fondamental de la dynamique dans le re´fe´rentiel inertiel RI ,
l’e´volution de la dynamique d’un corps rigide peut s’e´crire
m
dv
dt
∣∣∣∣
RI
=
∑
Fext
∣∣∣
RI
(2.11)
dJΩRB/RI
dt
∣∣∣∣
RI
=
∑
Mext
∣∣∣
RI
(2.12)
ou` m, suppose´e constante, est la masse du solide. J , de´signe la matrice d’inertie, est exprime´e
au centre de gravite´ G dans le repe`re RB. Le ve´hicule est suppose´ parfaitement syme´trique
alors :
J =
J1 0 00 J2 0
0 0 J3
 (2.13)
Les expressions
∑ ~Fext∣∣∣
RI
et
∑ ~Mext∣∣∣
RI
repre´sentent respectivement la somme des forces et
moments exte´rieurs agissant sur le solide (voir Fig.2.3).
De´veloppons l’expression (2.12),
dJΩRB/RI
dt
∣∣∣∣
RI
=
dRJΩ
dt
= R˙JΩ +RJΩ˙ = RΩ×JΩ +RJΩ˙ (2.14)
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et ∑
Mext
∣∣∣
RI
= R
∑
Mext
∣∣∣
RB
(2.15)
La multiplication parRt et la combinaison des e´quations (2.14) et (2.15) nous permet d’avoir
Ω×JΩ + JΩ˙ =
∑
Mext
∣∣∣
RB
(2.16)
ou encore
JΩ˙ = −Ω×JΩ +
∑
Mext
∣∣∣
RB
(2.17)
2.3 Repre´sentation d’e´tat
La dynamique d’e´volution du mini drone he´licopte`re s’e´crit sous la forme d’un syste`me
non line´aire {
X˙ = f (X,U)
Y = h(X)
(2.18)
ou` X et Y sont respectivement le vecteur d’e´tat et de sortie (X ∈ <n, Y ∈ <p). U est le
vecteur de commande (U ∈ <q). Les fonctions f et h sont des fonctions non-line´aire de l’e´tat
et repre´sentent respectivement l’e´volution et l’observation du syste`me.
2.3.1 Choix du vecteur d’e´tat
Le vecteur d’e´tat X est compose´ de l’e´volution des e´tats de la dynamique de translation
et de la dynamique de rotation.
La dynamique de translation est de´finie par l’e´volution de la position et de la vitesse du
ve´hicule.
La position, note´e ζ ∈ <3, est de´finie dans le re´fe´rentiel RI :
ζ = (x y z)t (2.19)
ou` x, y, et z sont respectivement les coordonne´es du ve´hicule.
La vitesse du ve´hicule v, par rapport au repe`re RI , s’exprime dans le repe`re inertiel par
v = (vx vy vz)
t (2.20)
ou` vx est la vitesse longitudinale du ve´hicule, vy de´signe la vitesse late´rale, et vz la vitesse
selon la verticale.
Le vecteur vitesse est donne´ par la relation cine´matique suivante
~v =
d ~OG
dt
∣∣∣∣∣
RI
(2.21)
soit
v = ζ˙ (2.22)
La dynamique de rotation est de´finie par l’attitude du ve´hicule et sa vitesse angulaire as-
socie´e.
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Figure 2.3 – Forces et moments agissant sur l’he´licopte`re
L’attitude est de´finie par les angles d’Euler Θ (Θ ∈ <3),
Θ = (φ θ ψ)t (2.23)
et la vitesse angulaire Ω est
Ω = (p q r)t (2.24)
Le vecteur d’e´tat est comple´te´ par l’e´quation (1.32)
ω˙r = Aωr + BΩ + Cδ (2.25)
conduisant au vecteur d’e´tat complet X (X ∈ <16) :
X = (ζ v Θ Ω ωr)
t (2.26)
2.3.2 Dynamique de l’engin
L’application du principe fondamental de la dynamique, des relations de la cine´matique
et du the´ore`me des moments conduit aux e´quations du mouvement du mini-drone
ζ˙ = v
mv˙ = F + Fvent
R˙ = RΩ×
JΩ˙ = −Ω ∧ JΩ +M+Mvent
ω˙r = Aωr + BΩ + Cδ
(2.27)
ou` F correspond a` la re´sultante des forces exte´rieures, hors perturbation atmosphe´rique,
agissant sur l’engin et M est le moment re´sultant de ces forces par rapport au centre de
gravite´. La force re´sultante Fvent et le moment re´sultant Mvent repre´sentent l’effet de la
perturbation atmosphe´rique.
Nous avons choisi de se´parer l’effet des perturbations, Fvent et Mvent, des forces et
moments re´sultants, F et M, afin d’utiliser ce formalisme de mode´lisation dans la par-
tie consacre´e a` la de´tection des perturbations atmosphe´riques ou` une comparaison, entre
le mode`le perturbe´ (2.27) et le mode`le non perturbe´ (2.27), est mise en oeuvre pour cette
de´tection. Les forces et moments sont explicite´s ci-dessous.
41
2.3. REPRE´SENTATION D’E´TAT CHAPITRE 2.
2.3.3 Force re´sultante F
La force re´sultante en pre´sence de la perturbation est la somme des diffe´rentes forces
applique´es au syste`me, c’est a` dire :
• le poids du ve´hicule,
P =
 00
mg
 (2.28)
• la re´sultante ae´rodynamique de pousse´e Fmr : l’expression de cette force, exprime´e dans
RB, est de´crite par l’e´quation (1.37). Compte tenu d’une faible variation des angles
de battement vertical (cα ≈ 1 et sα ≈ α), la re´sultante ae´rodynamique Fmr peut eˆtre
ree´crite
Fmr ≈ ||Fn||
−a1b1
−1
 (2.29)
ou` a1 et b1 sont les angles du battement vertical, et Fn de´signe la force de pousse´e
verticale exprime´e par l’e´quation (1.19).
• la force late´rale du rotor de queue Ftr
Ftr =
 0Ft
0
 (2.30)
ou` la force Ft est exprime´e dans RB par l’e´quation (1.22).
• la force ae´rodynamique de fuselage Ff : cette force est due a` l’e´coulement de l’air autour
du fuselage. Elle est exprime´e dans le repe`re engin RB. Son expression est approxime´e
par la forme suivante [31] :
Ff = −1
2
ρ
 cxfSxfV∞uacyfSyfV∞va
czfS
z
fV∞(wa + Vi0)
 (2.31)
ou` cxf , c
y
f et c
z
f sont les coefficients ae´rodynamiques de fuselage. S
x
f , S
y
f , et S
z
f sont
les surfaces effectives de fuselage suivant les axes du repe`re RB, et (ua, va, wa)
t est la
vitesse relative (i.e. la diffe´rence entre la vitesse du ve´hicule), exprime´e dans le repe`re
engin RB, et la vitesse du vent (ua = u− ur ; va = v − vr ; wa = w − wr).
V∞ repre´sente la norme de la vitesse
V∞ = (u2a + v
2
a + (wa + win)
2)1/2 (2.32)
et la vitesse induite Vi0 est de´finie par son expression normalise´e (A.33).
La re´sultante des forces F est, en utilisant les e´quations (2.28)-(2.31) :
F = mge3 +R(Fmr + Ftr + Ff ) (2.33)
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2.3.4 Moment re´sultant M
Le moment re´sultant, ge´ne´re´ par les diffe´rentes forces, peut eˆtre exprime´ par :
M = Mmr +Mtr + ∆k (2.34)
ou` Mmr et Mtr repre´sentent respectivement les moments produits par les forces de pousse´e
du rotor principal et du rotor de queue. Leurs expressions sont donne´es par
Mmr = bmr ∧ Fmr (2.35)
Mtr = btr ∧ Ftr (2.36)
ou` bmr et btr de´signent respectivement les bras de levier du rotor principal et du rotor de
queue.
Figure 2.4 – Moments agissant sur le rotor principal
Le moment associe´ au fuselage est suppose´ ne´gligeable en conside´rant que le centre de
pression de fuselage co¨ıncide avec le centre de gravite´ de l’he´licopte`re.
Dans [57], les auteurs conside`rent, en plus, un couple de rappel ∆k duˆ a` la re´sistance de
l’air a` l’e´volution des pales :
∆k = kβ
b1a1
0
 (2.37)
ou` kβ est le coefficient d’e´lasticite´ des pales.
Les expressions des forces et moments re´sultants hors perturbations atmosphe´riques
ont e´te´ explicite´es. Dans la section suivante, nous mode´lisons l’effet de la perturbation en
de´crivant, tout d’abord, les mode`les mathe´matiques d’e´volution de la vitesse de la perturba-
tion et, ensuite, les forces et moments produits (Fvent et Mvent).
2.4 Mode`le du mini drone perturbe´
La description analytique de l’effet de la perturbation repose sur la mode´lisation de son
impact sur chaque e´le´ment constituant l’he´licopte`re en de´terminant les forces et moments
ge´ne´re´s en fonction de l’e´volution de sa vitesse. A cet effet, nous pre´sentons d’abord une bre`ve
e´tude bibliographique sur les diffe´rents mode`les de perturbations utilise´s dans la litte´rature.
Nous de´taillons par la suite les expressions des forces et moments agissant sur le mini drone.
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2.4.1 Mode`les de turbulences atmosphe´riques
Nous de´crivons ici des mode`les mathe´matiques des perturbations atmosphe´riques. Les
mode`les de vent sont repre´sente´s par des fonctions de´terministes, tandis que les turbulences
atmosphe´riques sont mode´lise´es par la moyenne de la fonction d’un processus stochastique.
Perturbation mode´lise´e par une fonction de´terministe
L’e´volution des e´coulements turbulents est soumis aux lois fondamentales de la me´canique
des fluides. Leur mode´lisation est principalement traduite par les e´quations aux de´rive´s
Figure 2.5 – Repre´sentation de la rafale discre`te
partielles de Navier-Stokes [90]. Plusieurs profils de vent sont donne´s dans la litte´rature, cela
de´pend du proble`me e´tudie´.
Figure 2.6 – Repre´sentation d’un champ de vent
Une perturbation de type rafale de vent, montre´e sur la figure 2.5, peut eˆtre approxime´e
par l’e´quation :
vr =
Vm
2
(1− cos(pix
Lu
)) (2.38)
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ou` vm est la vitesse moyenne du vent (m/s) et le parame`tre Lu est la longueur de la rafale.
L’utilisation de la rafale est destine´e pour simuler une perturbation atmosphe´rique brutale
qui se traduit par une hausse soudaine de sa vitesse.
Le champ de vent, autre mode`le d’e´coulement (Fig.2.6), permet la mode´lisation des
conditions atmosphe´riques d’un environnement de surface uniforme, aucun objet se trouvant
dans cet environnement pour ne pas de´former le champ de vent. Ce mode`le est utilise´, par
exemple, pour repre´senter un courant d’air ou un profil de vent. Les e´quations de champs
de vent peuvent eˆtre obtenus par re´solution des e´quations de Navier-Stokes. Il est de´crit par
les relations 
ur = Vm cos θw
vr = Vm sin θw
wr = 0
(2.39)
ou` θw est l’angle forme´ par le champs de vent et l’horizontale (voir Fig.2.6). Il faut remarquer
que le mode`le de rafale est un cas particulier du mode`le du champ de vent en conside´rant
La figure 2.7 montre une e´volution d’un gradient de vent de´crit par :
vr =
{
vr9.15
z0.2545−0.4097
1.347
, si 0 < z < 300 m
2.86585vr9.15 , si 300 m ≤ z
(2.40)
ou` vr9.15 de´note la vitesse du ve´hicule a` une altitude de 9.15 m.
Figure 2.7 – Repre´sentation d’un gradient de vent
Ce mode`le d’e´volution de´pend de l’altitude de l’ae´ronef car en re´alite´ la vitesse et la
direction du vent ne sont pas constantes par rapport au sol. La variation de ces valeurs
ge´ne`re le vent de cisaillement (windshear).
L’influence du vent de cisaillement est plus particulie`rement e´tudie´e lors des phases de
de´collage et d’atterrissage, car ce phe´nome`ne atmosphe´rique de´stabilise fortement le mou-
vement des ve´hicules. La simplicite´ du mode`le (2.40) provient du fait que le sol est suppose´
plat et vide de tout objet produisant une de´formation complexe de l’e´volution du vent. De
ce fait, sa direction est constante et son intensite´ varie faiblement.
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Figure 2.8 – Repre´sentation d’un vent de cisaillement @ wikipe´dia
Il existe d’autres profils de vent de cisaillement connu sous le nom d’un ”Microburst”.
Son e´volution est tre`s dangereuse surtout lors des phases de de´collage et d’atterrissage. En
effet, un e´norme e´coulement d’air se de´place rapidement vers le bas en ge´ne´rant une force
ae´rodynamique ascendante. De plus, l’engin peut eˆtre confronte´ a` une forte et soudaine
augmentation d’un vent frontal. Ce phe´nome`ne atmosphe´rique est tre`s complexe a` mode´liser
mais ne´anmoins il existe quelques mode`les simplifie´s tel le mode`le propose´ par Miele et al.
[58], voir figure 2.8, que l’on reprend ici
wx =

−kw, si x ≤ aw
−kw + 2kw x−awbw−aw , si aw ≤ x ≤ bw
kw, si bw ≤ x
(2.41)
wy = 0 (2.42)
wz =

0, si x ≤ aw
−kw(h/h∗) x−awcw−aw , si aw ≤ x ≤ cw
−kw(h/h∗) bw−xbw−cw , si cw ≤ x ≤ bw
0, si bw ≤ x
(2.43)
ou` aw et bw sont respectivement les positions pour lesquelles l’ae´ronef entre et sort de la
turbulence atmosphe´rique, le parame`tre cw est la demi-somme, i.e.
cw =
aw + bw
2
h∗ est une constante fixe´e et kw de´signe l’intensite´ du vent de cisaillement.
Perturbation mode´lise´e par un processus stochastique
La vitesse de la turbulence atmosphe´rique est souvent repre´sente´e sous la forme d’un
processus ale´atoire. Ce dernier est caracte´rise´ par sa Densite´ Spectrale de Probabilite´ (DSP).
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Rappelons que la DSP d’un processus, de´finie par la relation de Plancherel, est la puissance
moyenne de´crite par
Φ(w) = lim
i→0
T→∞
1
T∆w
∫ T
0
x2(t, w,∆w)dt (2.44)
ou` T est la pe´riode en seconde. x(t, w,∆w) repre´sente la composante de x(t) situe´e dans la
bande de fre´quence w ± ∆w
2
.
Figure 2.9 – DSP de Von Karman et de Dryden
Pour la repre´sentation des turbulences atmosphe´riques, deux principales DSP sont uti-
lise´es : la fonction spectrale de Von Karman et celle de Dryden. Le spectre de Von Karman
est de´fini par le syste`me d’e´quations,
ΦxV K(ω) = 2σ
2
uLu
1
(1+(1.339Luω)2)
5
6
ΦyV K(ω) = σ
2
vLv
1+ 8
3
(1.339Lvω))2
(1+(1.339Lvω)2)
11
6
ΦzV K(ω) = σ
2
wLw
1+ 8
3
(1.339Lwω))2
(1+(1.339Lwω)2)
11
6
(2.45)
tandis que le spectre de Dryden est donne´ par
ΦxDry(ω) = 2σ
2
uLu
1
1+(Luω)2
ΦyDry(ω) = σ
2
vLv
1+3(Lvω)2
(1+(Lvω)2)2
ΦzDry(ω) = σ
2
wLw
1+3(Lwω)2
(1+(Lwω)2)2
(2.46)
On peut noter qu’il existe une similitude entre les deux spectres (voir Fig.2.9). Cependant,
le mode`le de Dryden est le plus utilise´ pour sa simplicite´ d’imple´mentation.
Nous avons pre´sente´ un e´tat de l’art des mode`les d’e´volution des perturbations at-
mosphe´riques. Ces mode`les sont utilise´s en fonction des ae´ronefs e´tudie´s et de leurs en-
vironnements d’e´volution. Dans la suite, nous utiliserons deux mode`les de perturbation :
celui de la rafale (2.38), et celui de champ de vent (2.39). Nous abordons maintenant la
mode´lisation de l’effet de la perturbation en fonction de l’e´volution de sa vitesse.
2.4.2 Bilan des forces et moments perturbants
Les turbulences atmosphe´riques produisent sur les diffe´rents e´le´ments de l’he´licopte`re des
forces Fvent et des moments Mvent atmosphe´riques perturbants. Rappelons que toutes ces
forces sont exprime´es dans le repe`re engin RB.
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Fuselage
Ces perturbations agissent sur le fuselage ge´ne´rent une force F rf :
F rf = −
1
2
ρ
crxSxfV r∞urcrySyfV r∞vr
crzS
z
fV
r
∞wr
 (2.47)
ou` crx, c
r
y, et c
r
z sont les coefficients ae´rodynamiques. La vitesse V
r
∞ est la norme de la vitesse
du vent :
V r∞ =
√
u2r + v
2
r + w
2
r (2.48)
Rotor principal
La pre´sence d’une turbulence atmosphe´rique produit une force F rmr sur le rotor principal.
La mode´lisation de cette force est obtenue en supposant que les pales du rotor principal,
en mouvement de rotation, forment un disque de surface uniforme . Cette surface e´tant
perpendiculaire a` l’axe eb3, d’ou` l’expression de la force perturbante Fmr ([75])
F rmr =
 00
4ρpiR2mrcrpV
r
∞wr
 (2.49)
Le moment du rotor principal M rmr est alors obtenu :
M rmr = bmr ∧ F rmr (2.50)
ou` bmr est le bras de levier du rotor principal.
L’effet de la perturbation sur le rotor principal cre´e un phe´nome`ne ae´rodynamique connu :
l’effet de die`dre [75], qui phe´nome`ne produit un moment M rd de´stabilisant le mouvement de
roulis :
M rd =
 14kβ ρSmrcrmrRmrγ˙V r∞
√
(0.75Rmr)2 + b2mr
0
0
 (2.51)
ou` Smr est la surface du disque rotor forme´ par le rotor principal, c
r
mr est le coefficient
ae´rodynamique, et γ repre´sente l’angle d’azimut des pales du rotor principal.
Rotor de queue
La perturbation produit e´galement une force late´rale F rtr sur le rotor de queue :
F rtr =
 04ρpiR2trctrV r∞vr
0
 (2.52)
et un moment M rtr :
M rtr = btr ∧ F rtr (2.53)
Ainsi, vient le bilan des forces et moments applique´s :
Fvent = R(F rf + F rtr + F rmr) (2.54)
Mvent = M rmr +M rtr +M rd (2.55)
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2.5 Conclusion
Ce chapitre a pre´sente´ la mode´lisation de la dynamique du vol du mini drone he´licopte`re
e´voluant dans un environnement perturbe´. Apre`s une bre`ve description du ve´hicule d’e´tude,
on a e´tabli le mode`le sous forme d’e´quations d’e´tat. Dans les deux chapitres qui suivent, ce
mode`le est utilise´ pour la de´tection et la restitution des perturbations atmosphe´riques. Il
sera e´galement utilise´ dans la partie II consacre´e au guidage pilotage de mini drone.
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Chapitre 3
Estimation d’e´tat
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CHAPITRE 3. 3.1. INTRODUCTION
3.1 Introduction
L’e´laboration des lois de commande par retour d’e´tat ne´cessite en ge´ne´ral la connais-
sance de la dynamique de l’ae´ronef et celle de toutes les mesures ne´cessaires de l’e´tat. Ce-
pendant, le mode`le est souvent une approximation de la dynamique re´elle et l’e´tat n’est
pas comple`tement accessible a` la mesure en raison de la limitation du nombre de capteurs
embarque´s ou de leurs couˆts conside´rables. De plus, les mesures disponibles sont souvent
bruite´es et sont obtenues parfois avec un retard ne´cessitant un traitement supple´mentaire
pour restituer l’ensemble des grandeurs de l’e´tat.
Pour ces raisons, les me´thodes d’estimation et d’observation ont connu un inte´reˆt im-
portant depuis des de´cennies. De nombreuses approches sont alors de´veloppe´es pour des
syste`mes line´aires et non-line´aires. Pour les de´crire, nous avons choisi de les classer selon les
diffe´rents mode`les de repre´sentation d’incertitudes sur l’e´tat et des bruits de mesures.
Conside´rons la dynamique discre´tise´e de´crite par son vecteur d’e´tat Xk, Xk ∈ <n. Ce
vecteur est exprime´ par la combinaison line´aire de la fonction d’e´tat ϕ(Xk, Uk) et du vecteur
d’incertitude sur l’e´tat wk :
Xk+1 = ϕ(Xk, Uk) + wk
De meˆme, le vecteur de mesures Zk, Zk ∈ <p, est repre´sente´ par la fonction de sortie g(Xk, Uk)
associe´e au vecteur de bruits de mesures vk :
Zk = g(Xk, Uk) + vk
Le calcul de l’estime´e de l’e´tat Xk est obtenu par diffe´rentes approches. On peut les
regrouper en trois classes distinctes en fonction des structures de wk et vk :
– l’approche de´terministe : les erreurs sur l’e´tat et les bruits de mesures ne sont pas
prises en compte (wik = 0, v
i
k = 0). Parmi ces approches, on trouve les observateurs :
de Luenberger [50], adaptatifs [48], et a` grand gain [30], etc.
– l’approche stochastique : les erreurs sont prises en compte et leurs structures sont
suppose´es eˆtre connues et repre´sente´es par les lois de la statistique telle que la me´thode
de maximum de vraisemblance, initie´e par Fisher [29], ou le filtre de Kalman et ses
varie´te´s.
– l’approche ensembliste : la repre´sentation des erreurs wk et vk est sous forme d’en-
sembles. Leurs structures sont conside´re´es inconnues mais a` variations borne´es [60].
En ce qui concerne la qualite´ de l’estimation de Xk, elle est fortement lie´e aux hypothe`ses
introduites par ces approches sur les erreurs wk et vk.
Dans la suite de ce travail, nous n’e´tudierons pas les approches de´terministes ou` les vec-
teurs wk et vk sont ne´glige´s. Il est ne´cessaire d’en tenir compte car, d’une part, la description
d’un tel mode`le pre´sente tre`s souvent des incertitudes, et d’autre part, les donne´es re´elles
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sont toujours entache´es par les bruits qui produisent des erreurs et ge´ne`rent des instabilite´s
nume´riques. Nous commenc¸ons donc par la description des approches stochastiques. Nous
dressons par la suite un e´tat de l’art sur les approches ensemblistes a` erreurs borne´es.
3.2 Approches stochastiques
L’estimation d’e´tat stochastique est une approche probabiliste permettant d’obtenir une
solution ponctuelle dont la valeur de´pend directement des hypothe`ses introduites sur les
erreurs d’e´tat et les bruits de mesures. Dans ce cas, les erreurs wk et vk sont en ge´ne´ral
conside´re´s comme des bruits blancs gaussiens qui suivent deux lois normales de moyennes
et de variances donne´es. A chaque nouvelle mesure, le calcul d’une nouvelle estime´e Xˆk+1
est re´alise´ re´cursivement en deux phases : pre´diction et correction. La premie`re phase utilise
l’e´tat estime´ de l’instant pre´ce´dent pour produire une estime´e de l’e´tat courant. Dans la
deuxie`me phase, les observations de l’instant courant sont utilise´es pour corriger l’e´tat pre´dit
dans le but d’obtenir une meilleure estimation de l’e´tat. Pour ce faire, l’approche consiste a`
rechercher a` chaque instant une estime´e de l’e´tat Xk en minimisant la variance de l’erreur
d’estimation de´finie par Pk = E[X˜kX˜
t
k].
Les premiers algorithmes d’estimation d’e´tat stochastique, comme le filtre de Kalman,
ont e´te´ de´veloppe´s pour l’e´tude des syste`mes line´aires. Des extensions aux syste`mes non
line´aires ont e´te´ par la suite propose´es selon deux approches : la premie`re consiste a` utiliser
les algorithmes line´aires en effectuant une line´arisation autour d’un point de fonctionnement
ou autour d’une trajectoire de re´fe´rence pre´de´finie, comme par exemple le filtre du Kalman
e´tendu FKE. Dans ce contexte, le calcul du gain d’estimation est obtenu a` partir du mode`le
line´arise´ tangent. Ces filtres ont e´te´ applique´s avec succe`s sur diffe´rents types de syste`mes
non line´aires mais leur stabilite´ nume´rique de´pend de la non-line´arite´ du mode`le e´tudie´. De
plus, les preuves de stabilite´ et de convergence e´tablies dans le cas des syste`mes line´aires ne
peuvent pas eˆtre ge´ne´ralement e´tendues en non-line´aire.
En revanche, la deuxie`me approche utilise directement les syste`mes non line´aires pour
e´laborer des estimateurs non line´aires. On peut trouver par exemple les filtres adaptatifs
non line´aires [6] ou aussi d’autres estimateurs stochastiques non line´aires comme le filtrage
particulaire [16]. Le lecteur peut se re´fe´rer aux travaux de the`se de Dahia [21] pour de plus
amples informations.
Comme nous l’avons vu, les approches stochastiques permettent d’avoir une estimation
de l’e´tat qui de´pend fortement des hypothe`ses fixe´es sur les erreurs wk et vk. Cependant, ces
hypothe`ses, conside´rant des distributions gaussiennes des bruits, ne sont pas toujours ve´rifie´es
et conduisent alors a` de fausses interpre´tations sur l’estimation obtenue. Pour reme´dier a` ce
proble`me, l’approche ensembliste a` erreurs borne´es peut eˆtre une alternative a` l’approche
stochastique.
3.3 Approches ensemblistes a` erreurs borne´es
Dans le cadre de l’approche a` erreurs borne´es, les hypothe`ses sur les bruits de mesures
et de dynamique sont diffe´rentes. En effet, on suppose wk et vk sont borne´es par des valeurs
connues, i.e |wik| ≤ γiwk , γiwk ∈ <+ et |vik| ≤ γivk , γivk ∈ <+. De ce fait, la mesure (ou la
pre´diction) n’est plus unique mais est seulement suppose´e appartenir a` un ensemble d’inter-
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valles. L’estime´e de l’e´tat Xk n’est plus une valeur moyenne associe´e a` une fonction de densite´
a` posteriori mais a` un ensemble de valeurs dont il s’agit de caracte´riser les frontie`res par
des formes ge´ome´triques souvent tre`s complexes a` repre´senter. Pour cela, plusieurs formes
ge´ome´triques sont explore´es pour encadrer celles-ci par des ensembles plus simples a` mettre
en oeuvre. Les repre´sentations ge´ome´triques les plus utilise´es par les approches ensemblistes
sont :
Les polytopes : le polytope est un polye`dre borne´ et convexe ayant des faces planes qui
se rencontrent le long d’areˆtes droites. Par exemple, les formes a` deux et trois dimensions
repre´sentent respectivement la forme d’un polygone et d’un polye`dre. Dans [79], les auteurs
ont propose´ un algorithme base´ sur des formes polytopiques qui permet le calcul de l’ensemble
recherche´ d’une fac¸on exacte pour les syste`mes a` parame`tres d’e´tat line´aire.
Les paralle´lotopes : un paralle´lotope, forme ge´ome´trique a` n dimensions, est un po-
lytope a` 2n hyperfaces se regroupant en n couples d’hyperfaces paralle`les. Par exemple, un
paralle´logramme est un paralle´lotope a` deux dimensions. Les travaux de Vicino et al. [95]
de´crivent une proce´dure permettant la caracte´risation des paralle´lotopes dans le cadre de
l’identification des parame`tres. Cette technique n’est utilise´e que pour des proble`mes de
petite dimension ou` le temps de calcul est raisonnable.
Les zonotopes : le zonotope est un polye`dre convexe repre´sente´ comme une somme
de Minkowski de segments. L’objectif dans ce cas est ramene´ sous forme d’une re´solution
d’un proble`me d’optimisation convexe afin de minimiser le zonotope contenant l’ensemble
recherche´. Une e´tude applique´e aux syste`mes non line´aires discrets est propose´e dans [4].
Dans le domaine de de´tection des de´fauts, cette approche a e´te´ aussi e´tudie´e sur un syste`me
non line´aire relevant du ge´nie des proce´de´s [36].
Les ellipso¨ıdes : l’ellipso¨ıde se distingue des autres formes ge´ome´triques par sa simpli-
cite´ de repre´sentation. Pour de´finir un ellipso¨ıde, il suffit d’avoir les coordonne´es d’un point
permettant de de´finir son centre, et d’une matrice syme´trique de´finie positive de´terminant
sa taille et son orientation. Cette technique est largement utilise´e dans le domaine line´aire
([88], [28], [13], [59], [24], [55] par exemple) et en non-line´aire [82]. Nous avons re´cemment
pre´sente´ dans [2] l’estimation ensembliste ellipso¨ıdale des perturbations atmosphe´riques agis-
sant sur un he´licopte`re miniature. L’e´tude consistait a` de´terminer si ces perturbations sont
susceptibles d’affecter la se´curite´ du vol de l’engin, en cherchant a` caracte´riser les limites de
variation de leur estime´e sous forme de bornes.
Les intervalles : un intervalle est un ensemble ferme´ connexe borne´ par deux valeurs
de <. L’analyse par intervalles a e´te´ initie´e par [61] pour l’e´tude des erreurs nume´riques
des calculateurs. L’approche a e´te´, par la suite, utilise´e et de´veloppe´e dans le domaine de
l’estimation des syste`mes non-line´aires et de l’identification des parame`tres. Le principe de
l’estimation par analyse par intervalles consiste a` caracte´riser, de fac¸on approximative mais
garantie, l’ensemble solution en utilisant une propagation d’intervalles [42] ou en utilisant
une union de pave´s en calculant deux listes d’intervalles vectoriels de l’espace d’e´tat. Cette
ope´ration est re´alise´e par l’interme´diaire des algorithmes d’inversion ensembliste comme les
logiciels SIVIA (Set Inversion Via Interval Analysis) [37] et PROJECT [7]. En robotique
terrestre, des travaux, base´s sur l’analyse par intervalles, ont e´te´ propose´s pour la localisation
de robots mobiles et de ve´hicules dans [43] et [17]. De re´centes applications peuvent eˆtre
trouve´es dans le domaine ae´ronautique et ae´rospatial. Dans [27], les auteurs ont de´veloppe´
une e´tude sur le couplage d’une loi de guidage base´e sur une estimation par intervalles de
l’e´tat d’un missile ayant pour mission l’interception d’une cible mobile. L’analyse des vols
d’avions en pre´sence des perturbations atmosphe´riques a e´te´ re´alise´e dans [44]. Dans [77],
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l’e´tude de l’estimation d’e´tat ensembliste par intervalles a e´te´ mene´e pour un mouvement
longitudinal d’un mode`le non-line´aire type avion. La qualite´ de l’analyse par intervalles est
de fournir des re´sultats garantis sous re´serve de validite´ des hypothe`ses sur les bornes et sur le
mode`le utilise´. Ne´anmoins, elle repre´sente une limitation qui re´side dans l’inexistence d’une
formule analytique permettant d’avoir, pour n’importe quel syste`me, la fonction d’inclusion
permettant la re´alisation de l’inversion ensembliste. De plus, l’inversion d’un mode`le, tel que
celui utilise´ dans le cadre de ce travail, est une taˆche difficile et tre`s couˆteuse en temps de
calcul. Pour ces raisons, nous nous sommes inte´resse´s aux approches ensemblistes ellipso¨ıdales
qui se distinguent par leur simplicite´ de repre´sentation et un temps de calcul moins couˆteux.
3.4 Me´thodes ensemblistes ellipso¨ıdales
L’approche ellipso¨ıdale a e´te´ initialement introduite par Schweppe et Witsenhausen ([88],
et [98]). Les auteurs ont propose´ des solutions aux proble`mes d’estimation ensembliste pour
des syste`mes line´aires avec des hypothe`ses spe´cifiques sur les bornes. De nombreux auteurs
ont depuis contribue´ au domaine. Pour l’e´tude des syste`mes line´aires, on peut citer par
exemple la re´fe´rence [19] dont l’e´tude porte sur la controˆlabilite´ des syste`mes pour lesquels
il de´finit des domaines d’atteignabilite´. Kurzhanskii [45] et Kurzhanskii & Valyi [46] ont
propose´ des solutions aux proble´matiques lie´es a` l’estimation d’e´tat ellipso¨ıdale, a` la the´orie
de viabilite´ et a` la synthe`se des lois de commandes pour des syste`mes incertains. Des contri-
butions inte´ressantes ont e´te´ aussi pre´sente´es dans Fogel & Huang [28]. Elles concernent la
minimisation de la taille de l’ensemble solution et la simplicite´ de mise en oeuvre des algo-
rithmes ellipso¨ıdaux. Les travaux d’E. Walter et al. ont e´galement contribue´ a` fournir des
conditions de convergence et des solutions algorithmiques pour la de´termination d’ensembles
ellipso¨ıdaux, que ce soit pour l’estimation parame´trique [60] ou l’identification d’e´tat [23].
D’autres e´tudes, comme par exemple dans [33], [52], ou encore plus re´cemment dans [91],
ont permis l’ame´lioration des algorithmes ellipso¨ıdaux, pour lesquels la formulation est fac-
torise´e en s’appuyant sur les de´compositions de Cholesky et de LDL 1. Ces modifications ont
conduit a` assurer la stabilite´ nume´rique.
Comme nous l’avons vu, la litte´rature propose une large varie´te´ d’algorithmes ellipso¨ıdaux
conc¸us, d’une part, pour l’e´tude de l’identification des parame`tres, et d’autre part, pour l’esti-
mation de l’e´tat. Dans la suite de ce manuscrit, nous pre´sentons en particulier les algorithmes
OBE (Outer Bounding Ellipsoid). Puis, nous e´tudions les approches d’estimation d’e´tat par
les algorithmes EPC (Ellipsoid algorithm with Parallel Cuts).
3.4.1 Identification parame´trique ensembliste
Les approches OBE sont des algorithmes re´cursifs d’identification parame´trique dans un
contexte ensembliste a` erreurs borne´es. Pour de´crire cette technique, nous conside´rons un
syste`me mono-entre´e mono-sortie line´aire en les parame`tres dont la sortie Zk est
Zk = g(Xk, Uk) + vk (3.1)
1. La factorisation LDL consiste a` de´terminer une matrice triangulaire infe´rieure L et une matrice dia-
gonale D telle que la matrice A = LDLt.
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ou` g(Xk, Uk) = CkXk, Ck est la matrice de sortie, et vk est suppose´ borne´ circonscrit dans
la bande Bk sans aucune hypothe`se sur sa distribution
Bk = {−γk ≤ vk ≤ γk} (3.2)
γk de´finit les bornes de la bande Bk.
Compte tenu de l’e´quation (3.1), l’e´quation (3.2) peut eˆtre ree´crite comme suit :
Bk = {Xk ∈ <n : (Zk − CkXk)2 ≤ γ2k} (3.3)
Figure 3.1 – Repre´sentation ge´ome´trique de ξk ⊃ ξk−1 ∩Bk
On cherche a` caracte´riser re´cursivement l’ellipso¨ıde ξk de centre Xˆk et de matrice ca-
racte´ristique Pk contenant tous les vecteurs d’e´tat admissibles. ξk(Xˆk, Pk) peut eˆtre repre´sente´
sous la forme normalise´e :
ξk(Xˆk, Pk) = {Xk ∈ Rn : (Xk − Xˆk)tP−1k (Xk − Xˆk) ≤ 1} (3.4)
ou s’exprimant sous une forme ge´ne´rale
ξk(Xˆk, σ
2
kPk) = {Xk ∈ <n/(Xk − Xˆk)tP−1k (Xk − Xˆk) ≤ σ2k} (3.5)
σk est un coefficient positif.
Apre`s l’e´tape d’initialisation de l’ellipso¨ıde caracte´ristique, qui doit contenir toutes les
valeurs des parame`tres initiaux, et a` chaque instant k, l’ellipso¨ıde ξk est calcule´ re´cursivement
en fonction de l’ellipso¨ıde pre´ce´dente et de la nouvelle observation disponible. Ceci est obtenu
en de´terminant l’intersection entre la bande Bk et l’ellipso¨ıde ξk−1(Xˆk−1, Pk−1). L’ellipso¨ıde
ξk va alors englober cette intersection (Fig.3.1) :
ξk(Xˆk, σ
2
kPk) ⊃ ξk−1(Xˆk−1, σ2k−1Pk−1) ∩Bk (3.6)
En conside´rant une ponde´ration entre l’information pre´ce´dente et la nouvelle observation,
la relation pre´ce´dente peut eˆtre ree´crite :
ξk(Xˆk, σ
2
kPk) = {αk(Xk−1−Xˆk−1)tP−1k−1(Xk−1−Xˆk−1)+βk(Zk−CtkXk)2 ≤ αkσ2k+βkγ2k} (3.7)
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Algorithm 1 Forme standard de l’algorithme OBE
1: P−1k = αkP
−1
k−1 + βkCkC
t
k
2: Xˆk = Pk(αkP
−1
k−1Xˆk−1 + βkCkZk)
3: σ2k = αkσ
2
k−1 + βkγ
2
k + Xˆ
t
kP
−1
k Xˆk − αkXˆk−1P−1k−1Xˆk−1 − βkZ2k
ou` αk ≥ 0 et βk ≥ 0 sont les coefficients de ponde´ration.
En de´veloppant l’e´quation (3.7) et en l’identifiant avec l’e´quation (3.5), la forme standard
de l’algorithme OBE est obtenue par l’Algorithme 1. Compte tenu du lemme d’inversion
matricielle, la forme ge´ne´rale de l’algorithme OBE est calcule´e a` partir des e´quations ex-
prime´es par l’Algorithme 2.
Algorithm 2 Forme ge´ne´rale de l’algorithme OBE
1: νk = Zk − CtkXˆk−1
2: gk = C
t
kPk−1Ck
3: Pk =
1
αk
(Pk−1 − βkPk−1CkC
t
kPk−1
αk+βkgk
)
4: Xˆk = Xˆk−1 + βkPkCkνk)
5: σ2k = αkσ
2
k−1 + βkγ
2
k − αkβkν
2
k
αk+βkgk
Les algorithmes 1 et 2 permettent la construction du nouvel ellipso¨ıde ξk(Xˆk, σ
2
kPk). Sa
position, sa taille et son orientation de´pendent des coefficients de ponde´ration αk et βk.
Pour les de´terminer, plusieurs algorithmes sont propose´s. Ils se scindent en deux cate´gories :
me´thodes minimisant un crite`re de´pendant de la ge´ome´trie de l’ensemble et me´thodes assu-
rant la convergence de σ2k.
La premie`re cate´gorie d’algorithmes utilisent deux crite`res qui de´pendent de la ge´ome´trie
de l’ellipso¨ıde ([28], [23]). Le premier, base´ sur le calcul du de´terminant de la matrice ca-
racte´ristique σ2kPk, est de´fini par :
µdk = det(σ
2
kPk) (3.8)
Le deuxie`me crite`re est de´termine´ par le calcul de la trace de la matrice caracte´ristique σ2kPk :
µtrk = trace(σ
2
kPk) (3.9)
En utilisant ces crite`res, plusieurs algorithmes sont propose´s dans la litte´rature. On peut
citer par exemple les algorithmes de Fogel et Huang [28], Durieu et al. [23], Sedda [83],
Nayeri et al. [64], etc..
Bien que les formules de calcul de ces algorithmes diffe`rent, les travaux de Tran Dinh [91]
de´montrent qu’ils sont en fait dans leur principe identiques. Ils cherchent tous a` construire
l’ellipso¨ıde ξk(Xˆk, Pk) en de´terminant l’intersection entre l’ellipso¨ıde ξk−1(Xˆk−1, σ2k−1Pk−1)
et l’ensemble d’observation Bk. La seule diffe´rence re´side dans le choix de l’utilisation de
l’e´quation d’ellipso¨ıde, sous forme ge´ne´rale ou normalise´e, et aussi dans le calcul des coeffi-
cients de ponde´rations αk et βk. L’annexe B contient le calcul de ces parame`tres a` partir de
l’algorithme de Fogel et Huang [28].
La deuxie`me cate´gorie d’algorithmes de´termine les coefficients αk et βk afin d’assurer la
convergence de σ2k (voir [22], [89], [64] par exemple). La description algorithmique de cette
me´thode peut eˆtre trouve´e dans [91].
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Une e´tude bibliographique sur les diffe´rents algorithmes d’identification parame´triques a
e´te´ expose´e. Ces algorithmes permettent l’identification des parame`tres d’un mode`le a` partir
d’un vecteur de mesures en utilisant des hypothe`ses re´alistes sur le vecteur de bruits de
mesures. En de´pit des ame´liorations apporte´es a` ces approches, elles pre´sentent ne´anmoins
un risque d’instabilite´ nume´rique. Celle-ci est ge´ne´re´e lors du calcul des termes quadra-
tiques XˆkPkXˆk et CkPkCk qui peuvent eˆtre ne´gatifs en exploitant directement les formules
donne´es par les algorithmes OBE de base. Pour pallier ces proble`mes, de nouvelles formu-
lations ont e´te´ de´veloppe´es. Ces formulations reposent sur une de´composition de la matrice
caracte´ristique Pk ([33],[91]).
Nous nous inte´ressons maintenant a` l’estimation d’e´tat ellipso¨ıdale que nous utiliserons
par la suite pour l’estimation de l’e´tat de l’he´licopte`re ainsi que pour la de´tection et la
restitution des perturbations atmosphe´riques.
3.4.2 Estimation d’e´tat ellipso¨ıdale
L’estimation ensembliste a` erreurs borne´es, base´e sur la caracte´risation ellipso¨ıdale, a e´te´
largement e´tudie´e ces dernie`res de´cennies. La plupart des algorithmes propose´s pour l’iden-
tification d’e´tat sont base´s sur l’EPC (Ellipsoid algorithm with Parallel Cuts). Cependant,
dans [73], il est de´montre´ l’e´quivalence mathe´matique entre les approches EPC et OBE.
Le de´veloppement de ces algorithmes est effectue´ pour l’e´tude des syste`mes line´aires mais
une extension aux syste`mes non-line´aires est possible par une line´arisation autour d’une tra-
jectoire de re´fe´rence. Comme dans le filtrage de Kalman, deux e´tapes, correspondant aux
phases de pre´diction et de correction, sont alterne´es : la premie`re porte sur le calcul d’une
somme d’ellipso¨ıdes et la seconde sur la construction d’un ellipso¨ıde contenant l’intersec-
tion d’une famille d’ellipso¨ıdes. Pour de´terminer l’intersection de ces ellipso¨ıdes, plusieurs
approches ont e´te´ propose´es. La premie`re consiste a` de´finir une famille parame´tre´e d’el-
lipso¨ıdes contenant cette intersection et a` rechercher les valeurs des parame`tres assurant une
taille minimale. Cette recherche peut s’ave´rer couˆteuse en temps de calcul. La deuxie`me ap-
proche, sous optimale, consiste a` simplifier le calcul de l’ellipso¨ıde recherche´ en remplac¸ant
l’ellipso¨ıde d’erreur de mesures ξv par un ou plusieurs hyperplans tangents a` cet ellipso¨ıde.
Dans ce cas, la me´thode calcule des distances normalise´es entre le centre de l’ellipso¨ıde
ξk/k−1(Xˆk/k−1, Pk/k−1) et ces hyperplans. Les valeurs de ces distances doivent appartenir a`
un intervalle donne´ pour que l’intersection entre les ellipso¨ıdes ξk/k−1(Xˆk/k−1, Pk/k−1) et ξv
ne soit pas l’ensemble vide. Par la suite, apre`s une formulation ge´ne´rale du proble`me de
l’estimation ellipso¨ıdale, nous proposons dans un premier temps une e´tude sur les diffe´rents
algorithmes ellipso¨ıdaux. Une e´tude comparative entre ces derniers sera expose´e afin de jus-
tifier le choix porte´ sur la me´thode d’estimation adopte´e.
Formulation ge´ne´rale
On conside`re le syste`me non line´aire discre´tise´ dont l’e´volution est de´crite par l’e´quation
d’e´tat {
Xk+1 = ϕ(Xk, Uk) + wk
Zk = h(Xk, Uk) + vk
(3.10)
ou` Xk ∈ <n est le vecteur d’e´tat a` estimer, Zk ∈ <p est le vecteur de sortie mesure´ et Uk ∈ <m
de´signe l’entre´e du syste`me. Les vecteurs wk ∈ <n et vk ∈ <p de´signent respectivement les
bruits d’incertitude sur l’e´tat et les bruits de mesures. La fonction ϕ(Xk, Uk) repre´sente la
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dynamique du mode`le dont la jacobienne est
Fk =
∂ϕ(X,U)
∂X
∣∣∣∣
(Xk,Uk)=(X
traj
k ,U
traj
k )
(3.11)
et
Bk =
∂ϕ(X, u)
∂u
∣∣∣∣
(Xk,Uk)=(X
traj
k ,U
traj
k )
(3.12)
La fonction h(Xk, Uk) est la fonction de sortie du syste`me, Ck est
Ck =
∂h(X,U)
∂X
∣∣∣∣
(Xk,Uk)=(X
traj
k ,U
traj
k )
(3.13)
Le mode`le, exprime´ par l’e´quation (3.10), peut eˆtre alors approxime´ par son line´arise´
tangent : {
Xk+1 = FkXk +BkUk + wk
Zk = CkXk + vk
(3.14)
Dans la suite, il est seulement requis que les e´volutions de bruits wk et vk sont respec-
tivement circonscrites dans les ellipso¨ıdes ξw et ξv sans aucune hypothe`se probabiliste sur
leurs distributions :
ξw = {wk ∈ ξ(0,Wk)} = {wk ∈ <n/wtkW−1k wk ≤ 1} (3.15)
ξv = {vk ∈ ξ(0, Vk)} = {vk ∈ <p/vtkV −1k vk ≤ 1} (3.16)
ou`Wk et Vk sont des matrices de´finies positives permettant de choisir un domaine de variation
ade´quat.
Compte tenu des e´quations (3.15) et (3.16), l’approche ellipso¨ıdale cherche a` englober
l’ensemble solution dans un ellipso¨ıde dont la repre´sentation est donne´e sous la forme nor-
malise´e :
ξk(Xˆk, Pk) = {Xk ∈ Rn : (Xk − Xˆk)tP−1k (Xk − Xˆk) ≤ 1} (3.17)
ou` Pk ∈ Rn∗n est la matrice caracte´ristique, syme´trique de´finie positive, de´finissant la forme
et la direction de l’ellipso¨ıde, et Xˆk est le centre de l’ellipso¨ıde ξk.
Dans les de´veloppements qui suivent, nous construisons le plus petit ellipso¨ıde ξk(Xk, Pk).
Celui-ci est caracte´rise´ re´cursivement et contient tous les vecteurs d’e´tat compatibles avec
les parame`tres initiaux (X0, P0, w0, v0), les mesures, la dynamique du mini drone, et les
hypothe`ses sur les vecteurs de bruits :
X0 ∈ ξ0(X0, P0) (3.18)
w0 ∈ ξ(0,W0) (3.19)
v0 ∈ ξ(0, V0) (3.20)
Apre`s l’initialisation de l’ellipso¨ıde caracte´ristique, nous employons deux me´thodes pour
la construction de l’ellipso¨ıde. La premie`re est base´e sur la de´termination de l’intersection
d’une Famille Parame´tre´e d’Ellipso¨ıdes (FPE) et la deuxie`me consiste a` introduire une
approximation de l’ensemble d’observation par des hyperplans tangents.
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Algorithmes base´s sur la de´finition d’une FPE :
Les algorithmes base´s sur une Famille Parame´tre´e d’Ellipso¨ıdes ont e´te´ principalement
mise en oeuvre par Schweppe [88] et Schlaepfer&Schweppe [87]. L’ellipso¨ıde est construit a`
partir de l’intersection de l’ellipso¨ıde pre´dit et l’ensemble d’observation. La me´thode a e´te´
par la suite de´veloppe´e en proposant un algorithme plus ge´ne´ral permettant de mieux cerner
l’ellipso¨ıde recherche´ en effectuant la somme ou l’intersection de N ellipso¨ıdes (N ≥ 2) [24].
Pre´diction : L’ellipso¨ıde de pre´diction ξk/k−1(Xˆk/k−1, Pk/k−1) est de´fini par son centre
Xˆk/k−1,
Xˆk/k−1 = ϕ(Xˆk−1, uk−1) (3.21)
et par sa matrice caracte´ristique Pk/k−1
Pk/k−1 = (p−1k + 1)Fk−1Pk−1F
t
k−1 + (pk + 1)Wk−1 (3.22)
ou` pk > 0 est un parame`tre que l’on cherchera a` de´terminer afin de minimiser la taille de
ξk/k−1(Xˆk/k−1, Pk/k−1).
Correction : La phase de correction consiste a` construire l’ellipso¨ıde ξk(Xˆk, Pk) de taille
minimale tel que le vecteur de mesures Zk appartient a` l’ensemble ellipso¨ıdale de´fini par
Ok = {(Zk − CkXk)tV −1k (Zk − CkXk) ≤ 1} (3.23)
L’ensemble recherche´ est le re´sultat de l’intersection de l’ellipso¨ıde pre´dite
ξk/k−1(Xˆk/k−1, Pk/k−1) = {Xk ∈ Rn : (Xk − Xˆk/k−1)tP−1k/k−1(Xk − Xˆk/k−1) ≤ 1} (3.24)
et de la nouvelle information disponible appartenant a` l’ellipso¨ıde d’erreurs Ok (Fig.3.2). Cet
ensemble satisfait l’ine´galite´ suivante
ξk(Xˆk, Pk) = {Xk ∈ Rn : (Xk − Xˆk/k−1)tP−1k/k−1(Xk − Xˆk/k−1) + qkvtkV −1k vk ≤ 1 + qk} (3.25)
Figure 3.2 – Repre´sentation ge´ome´trique de ξk(Xˆk, Pk) ⊃ ξk/k−1(Xˆk/k−1, Pk/k−1) ∩Ok
Apre`s une identification de l’e´quation (3.25) a` la repre´sentation normalise´e de l’ellipso¨ıde
de´crite par la relation (3.17), l’e´quation (3.25) peut eˆtre ree´crite
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ξk(Xˆk, Pk) = {Xk ∈ Rn : (Xk − Xˆk)t(Pk/k−1 + q−1k Vk)−1(Xk − Xˆk) ≤ β(qk)} (3.26)
ou` le centre Xˆk est donne´ par ([88]),
Xˆk = Xˆk/k−1 + Lkek (3.27)
et la matrice caracte´ristique Pk est de´finie sous la forme
Pk = βk(qk)(I − Lk)Pk/k−1 (3.28)
ou encore
Pk = βk(qk)
(
(I − LkCk)Pk/k−1(I − LkCk)t + q−1k LkVkLtk
)
(3.29)
ou` la matrice Lk est
Lk = Pk/k−1Ctk(CkPk/k−1C
t
k + q
−1
k Vk)
−1 (3.30)
et ek repre´sente l’innovation
ek = Zk − CkXˆk/k−1 (3.31)
Le parame`tre scalaire βk(qk) est
βk(qk) = 1 + qk − etk
(
q−1k Vk + CkPk/k−1C
t
k
)
ek (3.32)
avec qk ≥ 0 un parame`tre a` de´terminer tel que la taille de l’ellipso¨ıde ξk(Xˆk, Pk) soit minimale.
Comme pour les algorithmes OBE, deux crite`res vont eˆtre conside´re´s par la suite pour
la de´termination de pk et qk : le crite`re de de´terminant et de trace.
Re´duction de la taille de ξk/k−1(Xˆk/k−1, Pk/k−1) :
Algorithme 1 :
Cet algorithme permet la minimisation du volume de ξk/k−1(Xˆk/k−1, Pk/k−1) en cherchant
a` de´terminer la valeur optimale de pk telle que la fonction du crite`re µdk soit minimale :
µdk = det
(
Pk/k−1
)
(3.33)
=
(
(1 + p−1k )Fk−1Pk−1F
t
k−1 + (1 + pk)Wk−1
)
(3.34)
La de´rivation de la fonction µdk est par la suite calcule´e en utilisant la formule
d
dpk
det(Apk) = det(Apk)trace
(
A−1pk
dApk
dpk
)
(3.35)
Admettons que le de´terminant qu’on cherche a` minimiser n’est pas nul, la valeur optimale
de pk est alors obtenue par la re´solution de l’e´quation
trace
(
A−1pk
dApk
dpk
)
= 0 (3.36)
ou`
Apk = (1 + p
−1
k )Qk−1 + (1 + pk)Wk−1 (3.37)
= (1 + p−1k )(Qk−1 + p
−1
k Wk−1) (3.38)
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avec Qk−1 = Fk−1Pk−1F tk−1.
Compte tenu des proprie´te´s lie´es a` la trace d’une matrice 2, et apre`s le de´veloppement de
la relation (3.36), le parame`tre optimal pk permettant la minimisation du volume de Pk/k−1
doit satisfaire l’e´galite´ :
n∑
i=1
1
λ
(p)
i + pk
=
n
pk(pk + 1)
(3.39)
λ
(p)
i , i = 1, ..., n, sont les racines solutions de l’e´quation
det(Wk−1 − λ(p)Qk−1) = 0 (3.40)
L’e´quation (3.39) a e´te´ initialement de´crite dans la re´fe´rence [18] ou` l’unicite´ de sa solution
est prouve´e pour pk > 0. En de´pit de ceci, la solution de cette e´quation revient a` re´soudre
un polynoˆme d’ordre n qui est tre`s difficile a` obtenir et assez couˆteux en temps de calcul.
Algorithme 2 :
Cet algorithme permet la minimisation de la trace de la matrice caracte´ristique de
ξk/k−1(Xˆk/k−1, Pk/k−1). Dans ce cas, on cherche a` de´terminer la valeur optimale de pk telle
que la fonction du crite`re, exprime´e par l’e´quation (3.42), soit minimale.
µtrk = trace
(
Pk/k−1
)
(3.41)
= trace
(
(1 + p−1k )Qk−1 + (1 + pk)Wk−1
)
(3.42)
En de´rivant l’e´quation (3.42) par rapport a` pk, on obtient
d
dpk
µtrk = −p−2k trace
(
Qk−1
)
+ trace
(
Wk−1
)
(3.43)
d’ou`, pour que d
dpk
µtrk = 0, la valeur de pk doit eˆtre e´gal a`
pk =
√√√√√ trace
(
Qk−1
)
trace
(
Wk−1
) (3.44)
Re´duction de la taille de ξk(Xˆk, Pk)
La taille de l’ellipso¨ıde ξk(Xˆk, Pk) est minimise´e en cherchant a` calculer la valeur optimale
de qk [54]. Les diffe´rentes e´tapes de calcul ont e´te´ obtenues de la meˆme manie`re que le calcul
de la valeur optimale de pk.
Algorithme A :
La valeur optimale de qk, obtenue pour le crite`re du de´terminant, doit satisfaire l’e´galite´
n∑
i=1
1
λ
(q)
i + qk
= n
β′(qk)
β(qk)
(3.45)
ou` β′(qk) est la de´rive´e de β(qk) par rapport a` qk et les λ
(q)
i sont les valeurs propres de la
matrice Mk telle que
Mk = Pk/k−1CtkV
−1
k Ck
2. trace(A+ B) = trace(A) + trace(B) et trace(A−1) =
∑n
i=1 λ
−1
i (A) avec λi(A) de´signe la i
eme valeur
propre de la matrice A telle que λi(α1A+ α2I) = α1λi(A) + α2
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L’e´quation (3.45) admet une solution, pour une valeur optimale de qk = 0, lorsque
n
(
1− etkV −1ek
)
− trace
(
Mk
)
< 0 (3.46)
Algorithme B :
La trace de Pk est minimale pour la valeur optimale de qk = 0 compte tenu que(
1− etkV −1ek
)
trace
(
Pk/k−1
)
− trace
(
MkPk/k−1
)
< 0 (3.47)
Nous avons repre´sente´ le principe des algorithmes base´s sur la recherche d’une famille
d’ellipso¨ıdes parame´tre´e. Nous de´crivons maintenant les diffe´rentes e´tapes des algorithmes
qui introduisent une approximation sur l’ellipso¨ıde de bruit de mesures.
Algorithmes remplac¸ant Ok par des hyperplans tangents :
Cette famille d’algorithmes est e´galement base´e sur deux phases de pre´diction et de cor-
rection. L’e´tape de pre´diction est identique a` celle des algorithmes FPE. La seule diffe´rence
entre ces deux cate´gories re´side dans l’e´tape de correction lors du calcul de ξk(Xˆk, Pk). Pour
calculer cet ellipso¨ıde, la me´thode remplace l’ellipso¨ıde Ok par un demi-espace borne´ par un
ou deux hyperplans paralle`les tangents a` cet ellipso¨ıde (voir Fig.3.3 et Fig.3.7) [55]. Avant la
Figure 3.3 – Repre´sentation ge´ome´trique de l’intersection avec un hyperplan
description de la proce´dure de correction, nous de´taillons un autre algorithme de pre´diction
permettant la minimisation du volume de l’ellipso¨ıde ξk/k−1(Xˆk/k−1, Pk/k−1) car comme nous
l’avons pre´cise´ dans l’Algorithme 1, la re´solution de l’e´quation (3.39) est difficile a` obtenir
pour un syste`me d’ordre e´leve´ tel notre mode`le d’e´tude. Nous allons de´crire pour cet effet
une me´thode permettant de pallier ce proble`me.
Pre´diction : Algorithme 3 :
Cet algorithme permet la re´duction du volume de l’ellipso¨ıde ξk/k−1(Xˆk/k−1, Pk/k−1). La
construction de la matrice est obtenue en l’initialisant, tout d’abord, par l’e´quation suivante :
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Figure 3.4 – Repre´sentation ge´ome´trique de l’intersection avec deux hyperplans
P 0k/k−1 = Fk−1Pk−1F
t
k−1 (3.48)
La matrice caracte´ristique Pk/k−1 est ensuite modifie´e re´cursivement en inte´grant les
variations de bruit d’e´tat composante par composante :
P i+1k/k−1 = (1 + pki)P
i
k/k−1 + (1 + p
−1
ki
)b2i cic
t
i, i = 0, ..., l − 1 (3.49)
ou` b2i et ci repre´sentent respectivement les valeurs propres et les vecteurs propres de la matrice
de bruit sur l’e´tat Wk (Wk =
∑
i b
2
i cic
t
i).
La valeur pki est un parame`tre strictement positif permettant la minimisation de l’el-
lipso¨ıde P i+1k/k−1. Il est de´finit par la racine positive de l’e´quation (3.50)[55] :
np2ki + (n− 1)aipki − a1 = 0 (3.50)
ou` ai = trace(b
2
i (P
i
k/k−1)
−1cicti).
Apre`s l modifications conse´cutives, la matrice caracte´ristique Pk/k−1 est finalement de´crite
par l’e´quation
Pk/k−1 = P lk/k−1 (3.51)
Correction : Algorithme C :
La construction de l’ensemble ellipso¨ıdale ξk(Xˆk, Pk) est obtenue par l’intersection de
l’ellipso¨ıde de pre´diction ξk/k−1(Xˆk/k−1, Pk/k−1) et des hyperplans tangents a` l’ensemble el-
lipso¨ıdal Ok. Un algorithme utilisant deux hyperplans tangents a` Ok est de´crit dans la
re´fe´rence [55].
Quand une nouvelle mesure est disponible, la construction de l’ellipso¨ıde ξk(Xˆk, Pk) est
obtenue par le calcul de son centre Xˆk :
Xˆk = Xˆk/k−1 + τk
Pk/k−1hk√
htkPk/k−1hk
(3.52)
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et par sa matrice caracte´ristique Pk
Pk = βk(Pk/k−1 − σk
Pk/k−1hkhtkPk/k−1
htkPk/k−1hk
) (3.53)
ou`
τk =
1 + nα
1 + n
; σk =
2τk
(1 + α)
(3.54)
βk =
n2(1− α2)
n2 − 1 ; hk = A
t
kV
−1
k ek (3.55)
α repre´sente la distance normalise´e entre le centre de l’ellipso¨ıde ξ(Xˆk/k−1, Pk/k−1) et l’hy-
perplan :
α =
etkV
−1
k ek −
√
etkV
−1
k ek√
htkPk/k−1hk
(3.56)
La mise a` jour doit eˆtre effectue´e quand la distance normalise´e appartient a` l’intervalle Iα
de´fini par
Iα =]
−1
n
, 1[ (3.57)
Si α n’appartient pas a` cet intervalle, on peut conclure que les mesures sont aberrantes ou
les hypothe`ses sur les bornes de bruits sont fausses.
3.5 E´tude comparative
Il s’agit ici de comparer les diffe´rents algorithmes d’estimation. La premie`re e´tude consiste
a` comparer l’estimation stochastique et l’estimation ensembliste a` erreurs borne´es en se
basant sur le crite`re de l’Erreur Quadratique Moyenne (EQM) de´finit par :
e1i =
1
ns
s=ns∑
s=1
1
nt
k=nt∑
k=10
(X
(s)
ik − Xˆ(s)ik )2 (3.58)
ou` X
(s)
ik et Xˆ
(s)
ik repre´sentent respectivement les i
ieme composantes du vecteur d’e´tat a` estimer
et celle du centre de l’ellipso¨ıde, ns est le nombre de simulation et nt de´signe le nombre
d’e´chantillons.
Ensuite, nous montrons une e´tude permettant d’e´valuer la taille de l’ellipso¨ıde par les
crite`res de de´terminant et de trace.
3.5.1 Mode`le d’e´tude pour la comparaison
On conside`re ici le mode`le de mini drone ou` les perturbations atmosphe´riques ne sont
pas prises en compte : 
ζ˙ = v
mv˙ = F
R˙ = RΩ×
JΩ˙ = −Ω ∧ JΩ +M
(3.59)
Cette dynamique est tout d’abord discre´tise´e au premier ordre.
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Figure 3.5 – Repre´sentation d’un ellipso¨ıde et sa projection sur les axes
La matrice de rotation ne peut pas eˆtre utilise´e pour l’estimation d’e´tat parce qu’elle
appartient au groupe SO(3), et une fois on associe a` cette matrice un vecteur de bruit vk, R
n’appartient plus a` ce groupe. Pour ces raisons, nous utilisons par la suite les angles d’Euler.
En utilisant l’e´quation (3.10), on a
(ζk+1, vk+1,Θk+1,Ωk+1)
t = ϕ(Xk, 0) (3.60)
En supposant que tout l’e´tat du syste`me Xk est disponible a` la mesure, Ck = In∗n, le
vecteur de mesures est alors
Zk = CkXk + vk (3.61)
Nous conside´rons ici des distributions de bruits non-gaussiennes de wk et vk. Elles sont
simule´es a` partir d’un processus markovien ge´ne´re´ par l’e´quation de Langevin [97] :
η˙l = − 1
τl
d
dηl
Vq(ηl) +
√
2Dl
τl
bl(t) (3.62)
ou` bl(t) est un bruit blanc gaussien de moyenne nulle et la fonction Vq(ηl) est de´crite par
Vq(ηl) =
Dl
τl(ql − 1) ln
(
1 +
τl
Dl
(ql − 1)η
2
l
2
)
(3.63)
ou` Dl et τl sont les parame`tres lie´s respectivement a` l’intensite´ du bruit et au temps de la
corre´lation.
Dans ce qui suit, la comparaison entre les diffe´rents estimateurs s’effectuera en e´valuant
leur sensibilite´ aux bruits. Pour ce faire, nous varions l’intensite´ du bruit Dl en supposant
que les parame`tres τl et ql sont constants. En outre, nous conside´rons un seuil pour l’erreur
d’estimation emax1i et nous de´terminons la valeur D
max
l pour laquelle e1i ≤ emax1i .
3.5.2 Comparaison entre l’estimation stochastique et l’estimation
ellipso¨ıdale
Le but de cette comparaison est l’e´tude de la sensibilite´ des estimateurs aux bruits d’e´tats
et de mesures. Pour ce faire, nous avons cherche´ a` estimer l’e´tat du syste`me (3.59) par un filtre
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de Kalman e´tendu et par une approche ellipso¨ıdale, en utilisant respectivement l’Algorithme
2 et l’Algorithme B pour les phases de pre´diction et de correction.
Sensibilite´ au bruit de mesures
Dans ce cas d’e´valuation, les estimateurs ont e´te´ re´gle´s au de´but de la simulation. En
conservant le meˆme re´glage pour toutes les simulations, nous avons proce´de´ a` l’augmentation
de l’intensite´ du bruit de mesures a` chaque nouvelle simulation.
Les re´sultats ont e´te´ obtenus en supposant une incertitude fixe sur l’e´tat de 3%. La figure
3.6 montre une forte sensibilite´ du Filtre du Kalman au bruit non gaussien.
Pour l’estimation ellipso¨ıdale, les re´sultats de simulations montrent que l’approche est peu
sensible a` la distribution du bruit. On peut constater aussi que l’erreur quadratique moyenne
est faible au de´but de la simulation car les hypothe`ses sur les bornes ont e´te´ respecte´es. En
augmentant l’intensite´ du bruit, ce dernier n’est plus circonscrit dans l’ensemble de´finissant
les bornes de bruit. On peut remarquer ainsi que l’erreur quadratique moyenne est nettement
supe´rieure a` celle de l’estimation ellipso¨ıdale.
Figure 3.6 – Sensibilite´ au bruit de mesures vk
Sensibilite´ a` l’incertitude sur l’e´tat
On conside`re dans ce cas d’e´valuation une erreur de pre´cision sur les mesures fournies
par le mini drone de l’ordre de ±5% et ±3% pour la position et la vitesse, ±3% et ±2%
pour les angles d’Euler et la vitesse angulaire, et enfin ±6% pour les angles du battement
vertical et de la barre de Bell.
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Figure 3.7 – Sensibilite´ au bruit d’e´tat wk
3.5.3 Comparaison entre les diffe´rents algorithmes d’estimation
ellipso¨ıdale
Nous avons pre´sente´ dans ce chapitre diffe´rents algorithmes pour construire l’ensemble
ellipso¨ıdale ξk(Xˆk, Pk). Deux approches ont e´te´ expose´es : une approche de calcul d’une fa-
mille parame´tre´e d’ellipso¨ıdes et une autre approche qui utilise des hyperplans. Deux crite`res
sont utilise´s pour minimiser la taille de l’ensemble recherche´. Nous dressons maintenant une
comparaison entre ces deux approches en mettant en jeu l’impact de l’utilisation des crite`res
de de´terminant et de trace. La figure 3.8 montre les re´sultats de simulation d’une com-
paraison entre deux algorithmes ellipso¨ıdaux. Le trace´ de l’Algorithme 3-C re´sulte de la
combinaison de l’Algorithme 3 et l’Algorithme C. Rappelons que cet algorithme cherche a`
minimiser le volume de l’ellipso¨ıde Pk/k−1 dans la phase de pre´diction et dans la phase de cor-
rection, l’ensemble d’observation Ok est remplace´ par des hyperplans tangents. L’Algorithme
2-B consiste a` de´terminer l’intersection d’une famille parame´tre´e d’ellipso¨ıdes en utilisant le
crite`re de la trace.
Les re´sultats de simulations montrent que l’Algorithme 2-B pre´sente des meilleures per-
formances que l’Algorithme 3-C en e´valuant leurs erreurs d’estimation (Fig.3.9). De plus
la minimisation de la taille d’un ellipso¨ıde par le volume peut engendrer des ellipso¨ıdes tre`s
longs et aplatis. Prenons par exemple deux ellipso¨ıdes ξ1 et ξ2 qui sont de´finis respectivement
par leurs longueurs de demi-axes (l1, l2) et (l3, l4) comme indique´ sur la figure 3.9. Rappelons
que leurs volumes respectives sont de pil1l2 et pil3l4.
En supposant, par exemple, l1 = 2cm, l2 = 3cm, l3 = 0.1cm, et l4 = 60cm, les volumes
de ξ1 et ξ2 sont e´gaux mais leurs tailles sont diffe´rentes. Donc, l’optimisation de la taille d’un
ellipso¨ıde, obtenu a` partir du calcul du crite`re de de´terminant, ne permet pas de diffe´rencier la
taille de deux ellipso¨ıdes. En revanche, l’utilisation du crite`re de trace permet de diffe´rencier
entre ces deux ellipso¨ıdes meˆme dans le cas ou` leurs volumes sont e´gaux (trace(ξ1) = l1 +l2 =
5 cm ; trace(ξ2) = l3 + l4 = 60.1 cm ; trace(ξ1) 6= trace(ξ2)).
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Figure 3.8 – Comparaison entre l’Algorithme 3-C et l’Algorithme 2-B
Figure 3.9 – Ellipso¨ıde et crite`re de minimisation
3.6 Conclusion
Nous avons pre´sente´ les diffe´rentes approches d’estimation. Nous nous sommes plus par-
ticulie`rement inte´resse´s aux approches ensemblistes a` erreurs borne´es ou` l’ensemble est ca-
racte´rise´ pour des ellipso¨ıdes. Une e´tude comparative est expose´e afin de justifier le choix
porte´ sur l’approche d’estimation utilise´e. Dans une premie`re e´tape, nous avons compare´ les
performances des approches stochastiques aux approches ensemblistes a` erreurs borne´es. Cela
nous a permis d’e´valuer leurs sensibilite´s aux bruits dont la distribution est non-gaussienne.
Nous avons pu remarquer que les approches stochastiques sont plus sensibles aux structures
non-gaussiennes que les approches ensemblistes a` erreurs borne´es. Dans une seconde e´tape,
nous avons expose´ et utilise´ deux me´thodes permettant la construction de ξ(Xˆk, Pk) : la
premie`re prend en compte une approximation de l’ensemble Ok par des hyperplans tangents
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et la deuxie`me consiste a` rechercher l’intersection d’une famille d’ellipso¨ıdes parame´tre´e.
Nous avons utilise´ e´galement deux crite`res diffe´rents pour la minimisation de ξ(Xˆk, Pk).
Pour choisir l’approche ellipso¨ıdale optimale, nous avons dresse´ une autre comparaison entre
ces deux familles d’approches en utilisant les crite`res de de´terminant et de trace. Le chapitre
suivant fait l’objet de l’application de l’approche ellipso¨ıdale a` la dynamique de vol du mini-
drone he´licopte`re. Nous commencerons tout d’abord par la de´tection de ces perturbations
en cherchant a` e´valuer leurs effets sur l’e´volution du ve´hicule. Nous proce´derons ensuite a`
la restitution des perturbations atmosphe´riques en vue de les prendre en compte dans la
synthe`se des lois de guidage pilotage.
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Chapitre 4
De´tection et estimation
des perturbations atmosphe´riques
agissant sur le mini drone
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CHAPITRE 4.
4.1. DE´TECTION DES PERTURBATIONS ATMOSPHE´RIQUES AGISSANT SUR LE
MINI-DRONE
Les travaux de´veloppe´s dans ce chapitre ont pour but la de´tection et l’estimation des
perturbations atmosphe´riques agissant sur le mini-done he´licopte`re. Dans un premier temps,
on cherchera a` de´tecter l’effet de la perturbation atmosphe´rique sur la dynamique d’e´volution
de l’engin. La me´thode employe´e s’apparente aux me´thodes de diagnostics de de´fauts en iden-
tifiant la dynamique du mini-drone en pre´sence des perturbations atmosphe´riques a` la dyna-
mique de l’engin e´voluant en milieu non perturbe´. On s’inte´ressera ensuite a` la proble´matique
de la restitution ensembliste des perturbations atmosphe´riques agissant sur le mini-drone
he´licopte`re.
4.1 De´tection des perturbations atmosphe´riques agis-
sant sur le mini-drone
L’identification du comportement d’un drone en milieu perturbe´ est une taˆche difficile.
D’une part, la mode´lisation de la dynamique de l’engin et des effets atmosphe´riques sont
complexes a` de´crire. D’autre part, en raison de leur faible charge utile, les mini-drones ne
peuvent pas s’e´quiper de capteurs permettant la mesure des perturbations atmosphe´riques.
De plus, dans le cas ou` c’est possible, ces capteurs, comme les ane´mome`tres ou les lidars,
sont souvent perturbe´s par le flux d’air produit par les rotors ou les he´lices. Pour ces raisons,
on s’attache d’abord a` formuler une me´thode de de´tection des perturbations atmosphe´riques
sans chercher a` les restituer. L’ide´e est inspire´e des me´thodes de diagnostics de de´fauts dans
le sens ou` la pre´sence d’une perturbation atmosphe´rique est assimile´e a` une pre´sence d’un
de´faut. Bien e´videmment, dans ce cas, le mini-drone est suppose´ en bon e´tat de fonctionne-
ment : aucun de´faut actionneur/capteur. La me´thode repose sur un test de cohe´rence entre
le comportement attendu, en nominal, et le comportement observe´. Pour ce faire, nous uti-
lisons des estimateurs d’e´tat pre´dicteurs/correcteurs en cherchant a` ve´rifier la compatibilite´
des deux comportements. Cette technique a e´te´ re´cemment introduite pour des mode`les in-
certains a` temps discret (voir par exemple [53], [8]). Une extension pour des mode`les non
line´aires a` temps continu a e´te´ e´galement propose´e dans [96] et [93]. Nous proposons dans
ce chapitre une me´thode de de´tection en utilisant les approches ensemblistes ellipso¨ıdales.
4.1.1 Test de cohe´rence pour la de´tection des perturbations at-
mosphe´riques
La formulation du test de cohe´rence pour la de´tection des perturbations atmosphe´riques
repose sur la comparaison entre l’e´tat pre´dit en milieu non perturbe´ Xk+1/k et le comporte-
ment du ve´hicule observe´ obtenu par la proce´dure de l’estimation ellipso¨ıdale telle que l’e´tat
re´el Xk+1 ∈ ξ(Xˆk+1, Pk+1).
La dynamique d’un ae´ronef, en pre´sence des perturbations atmosphe´riques, est{
Xk+1 = ϕ(Xk, Uk, Vw) + wk
Zk = CkXk + vk
(4.1)
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ou` Vw de´signe la vitesse de la perturbation. En absence de perturbations atmosphe´riques,
cette dynamique s’e´crit
Xk+1 = ϕ(Xk, Uk, 0) + wk (4.2)
Appliquons maintenant l’approche ellipso¨ıdale en conside´rant l’e´tat pre´dit comme e´tant
l’e´volution de l’engin en environnement non perturbe´ tel que
Xk+1/k = ϕ(Xk, Uk, 0)|Xk=Xˆk−1 (4.3)
Tant que l’e´tat pre´dit appartient a` l’ensemble ellipso¨ıdal ξ(Xˆk+1, Pk+1)}, nous pouvons
conclure que l’effet de la perturbation atmosphe´rique sur la dynamique de l’engin est ac-
ceptable par le ve´hicule selon ses propres caracte´ristiques (poids, sensibilite´ de l’ae´ronef aux
perturbations atmosphe´riques...).
Xk+1/k ∈ ξ(Xˆk+1, Pk+1) (4.4)
Le test de cohe´rence peut eˆtre formule´ de la manie`re suivante :
Tc = {Ek ∩ ξ(Xrk , Pk+1)} (4.5)
ou` Xr est le vecteur de re´sidus, entre l’e´tat pre´dit et l’e´tat observe´, et est donne´ par
Xr = Xk+1/k − Xˆk+1
L’ensemble Ek est donne´ par la relation
Ek = {∀Xrk ∈ <n,
i=n⋂
i=1
X irk = 0} (4.6)
Finalement, la de´tection des perturbations atmosphe´riques se re´sume a`
• Si Tck = {∅} : perturbation atmosphe´rique de´tecte´e.
• Si Tck = {O} : perturbation atmosphe´rique non de´tecte´e.
4.1.2 Application au mini-drone he´licopte`re
L’approche pre´sente´e est illustre´e en simulation. Apre`s l’initialisation des diffe´rents pa-
rame`tres, la premie`re e´tape d’estimation consiste en la pre´diction de l’e´tat Xk+1/k telle que
Xk+1/k = ϕ(Xk, Uk, 0)|Xk=Xˆk−1 (4.7)
ou` la fonction ϕ(Xk, Uk, 0) est obtenue par la dynamique non-perturbe´e du mini-drone
ζ˙ = v
mv˙ = F
R˙ = RΩ×
JΩ˙ = −Ω ∧ JΩ +M
ω˙r = Aωr + BΩ + Cδ
(4.8)
avec
(ζk+1, vk+1,Θk+1,Ωk+1)
t = ϕ(Xk, Uk) (4.9)
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(a) Position x (b) Vitesse vx
Figure 4.1 – E´volution de l’e´tat pre´dit et estime´
Le vecteur Xˆk+1 est le re´sultat de l’estimateur ellipso¨ıdal dont le vecteur de mesures Zk
est simule´ a` partir de la dynamique perturbe´e du mini drone, il est fourni par les e´quations
d’e´tat {
Xk+1 = ϕ(Xk, Uk, Vwk) + wk
Zk = CkXk + vk
(4.10)
ou` ϕ(Xk, Uk, Vwk) est la dynamique en pre´sence des perturbations atmosphe´riques. Dans le
cas du mini-drone, on a 
ζ˙ = v
mv˙ = F + Fvent
R˙ = RΩ×
JΩ˙ = −Ω ∧ JΩ +M+Mvent
(4.11)
On pourra noter que dans ce cas de simulation, la meˆme valeur de la commande Uk est
utilise´e pour les syste`mes (4.8) et (4.10).
Dans le cadre de cet exemple, le mini-drone est suppose´ soumis a` une perturbation
atmosphe´rique de type rafale dont l’e´volution de la vitesse est mode´lise´e suivant les trois
axes :
• Composante de la rafale suivant l’axe x :{
wx =
um
2
(1− cos (pix/Lu)) si xsg < x < xeg
wx = 0 sinon
(4.12)
• Composante de la rafale suivant l’axe y :{
wy =
vm
2
(1− cos (pix/Lu)) si xsg < x < xeg
wy = 0 sinon
(4.13)
• Composante de la rafale suivant l’axe z :{
wz =
wm
2
(1− cos (pix/Lu)) si xsg < x < xeg
wz = 0 sinon
(4.14)
• Norme de la vitesse du vent :
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(a) Position y (b) Velocity vy
Figure 4.2 – E´volution de l’e´tat pre´dit et estime´
(a) Position z (b) Velocity vz
Figure 4.3 – E´volution de l’e´tat pre´dit et estime´
Vw =
√
u2w + v
2
w + w
2
w (4.15)
ou` xsg et xeg repre´sentent respectivement les distantes pour lesquelles le mini drone localise
et sort de la rafale. Lu de´signe la moitie´ de la longueur de la rafale. Les valeurs um, vm, et
wm sont les amplitudes de la rafale.
Pour toutes les figures, le trace´ en trait pointille´ (−−) repre´sente la valeur pre´dite hors
perturbation atmosphe´rique ((.)p), le trace´ en trait discontinu (−.) correspond a` l’e´volution
du centre de l’ellipso¨ıde ((ˆ.)), et le trace´ en trait continu (−) montre les bornes de variations
des ellipso¨ıdes estime´s ((ˆ.)∓). Ces bornes sont obtenues par le calcul approximatif
Xˆk∓ = Xˆk ∓
√
eig(Pk) (4.16)
ou` eig(Pk) de´signe les valeurs propres de la matrice caracte´ristique Pk.
78
CHAPITRE 4.
4.1. DE´TECTION DES PERTURBATIONS ATMOSPHE´RIQUES AGISSANT SUR LE
MINI-DRONE
(a) Euler angle φ (b) Angular velocity p
Figure 4.4 – E´volution de l’e´tat pre´dit et estime´
(a) Euler angle θ (b) Angular velocity q
Figure 4.5 – E´volution de l’e´tat pre´dit et estime´
L’e´volution de la position et les composantes de la vitesse sont expose´es sur les figures
4.1-4.3. Les angles d’Euler et les composantes de la vitesse angulaire sont repre´sente´s sur les
figures 6.11-6.13. D’apre`s les re´sultats de simulations obtenus, le test de cohe´rence mis en
oeuvre a permis la de´tection des perturbations atmosphe´riques sans chercher a` les estimer
ou a` les mesurer. On peut ainsi observer qu’avant la ge´ne´ration de la rafale (t ≤ 3.8sec),
l’e´tat pre´dit et le centre de l’ensemble estime´ convergent.
Quand une rafale de vent est ge´ne´re´e, il n’y a plus de cohe´rence entre le comportement
pre´vu et le comportement observe´. L’incohe´rence est alors de´tecte´e quand X ik/k−1 /∈ Xˆ ik± .
Dans ce cas, une proce´dure de se´curite´ peut eˆtre envisage´e en effectuant un atterrissage
automatique ou un retour a` la base.
Nous avons de´crit une me´thode de de´tection des perturbations atmosphe´riques affectant
la dynamique du mini-drone he´licopte`re. L’approche est illustre´e en simulation mettant en
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(a) Euler angle ψ (b) Angular velocity r
Figure 4.6 – E´volution de l’e´tat pre´dit et estime´
(a) Longitudinal blade flapping a1 (b) Lateral blade flapping b1
Figure 4.7 – E´volution de l’e´tat pre´dit et estime´
e´vidence les bonnes performances pour la de´tection des perturbations atmosphe´riques. Dans
la suite de ce chapitre, nous e´valuons cette approche sur des donne´es re´elles, a` l’aide d’une
plate forme expe´rimentale dans le ge´ne´rateur de rafale B20 situe´ a` Lille.
4.1.3 De´veloppement d’une plate forme expe´rimentale
L’identification des perturbations atmosphe´riques au sein du ge´ne´rateur de rafale ne´cessite
un investissement important pour la re´alisation des expe´riences. De plus, la pre´sence des per-
turbations atmosphe´riques affecte la dynamique du ve´hicule pouvant endommager le mate´riel
qui est tre`s couˆteux. Pour ces raisons, un banc expe´rimental a` faible couˆt a e´te´ conc¸u dans
le ge´ne´rateur de rafale B20 de l’ONERA (Figs. 4.9-4.10). L’expe´rimentation effectue´e avait
pour objectif l’e´valuation de la proce´dure de de´tection sur des donne´es re´elles. Elle e´tait aussi
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(a) Angle longitudinal de la barre de Bell c1 (b) Angle late´ral de la barre de Bell stabilisante d1
Figure 4.8 – E´volution de l’e´tat pre´dit et estime´
Figure 4.9 – Ge´ne´rateur de rafale au B20
utilise´e pour tester le syste`me de suivi optique permettant d’avoir la position de l’engin car
les signaux satellites sont inaccessibles au GPS a` l’inte´rieur du baˆtiment du ge´ne´rateur de
rafale. La Figure 4.11 illustre les diffe´rents e´le´ments constituant le banc expe´rimental :
• Pont roulant (1) : la variation de la vitesse du pont roulant est comprise dans l’intervalle
[0m/sec, 5m/sec]
• Ge´ne´rateur de rafale (2) : le ge´ne´rateur de rafale produit une perturbation atmosphe´rique
horizontale vw (vw ∈ [0m/sec, 5m/sec])
• L’he´licopte`re suspendu (3) : dans le cadre de ces essais, nous ne pouvons pas utiliser
le mini drone he´licopte`re. E´tant donne´ que la largeur du ge´ne´rateur de rafale est de
six me`tres et que l’envergure du mini drone est de deux me`tres. Donc, la distance de
se´curite´ est de deux me`tres de part et d ’autre du ve´hicule et elle est par conse´quent
faible. Nous avons alors de´monte´ les pales en se servant uniquement de la carlingue de
l’he´licopte`re. La carlingue du mini drone est suspendue par trois caˆbles et attache´e au
pont roulant. Sa masse mc est de 4.055kg et sa matrice d’inertie Ic est identifie´e par
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Figure 4.10 – Carlingue suspendue dans le ge´ne´rateur de rafale
Figure 4.11 – E´le´ments principaux du banc expe´rimental
la me´thode d’oscillation [14]. Elle est donne´e par :
Ic =
0.01 0 00 0.41 0
0 0 0.40
 (4.17)
• Syste`me optique de trajectographie (4) : le syste`me est base´ sur deux ensembles
de dix came´ras espace´es tout au long du hall du ge´ne´rateur de rafale et des mires
re´fle´chissantes colle´es sur tous les cote´s de la carlingue. Ce syste`me, consiste a` estimer
la position de ces mires et permet d’avoir la position et l’orientation du baˆti suspendu.
• Capteurs de forces (5) : 3 balances ENTRAN-ELPM T2 (+/− 125N).
• Mesures de la vitesse angulaire Ω : la vitesse angulaire est mesure´e par deux gyrome`tres
MLX90609-N2 (+/− 75˚ /s) pour la vitesse angulaire de roulis p et de tangage r et un
gyrome`tre MLX90609-E2 (+/− 150˚ /s) pour la vitesse angulaire de lacet r.
• Mesures des acce´le´rations : pour mesurer les acce´le´rations de la carlingue, nous avons
utilise´ deux acce´le´rome`tres de type ADXL 311 (+/ − 2g) et deux acce´le´rome`tres de
type ADXL 203 (+/− 1.5g).
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Figure 4.12 – Forces et moments agissant sur le syste`me
Mode`le d’identification
Le mode`le utilise´ pour l’identification est le mode`le non perturbe´, en d’autres termes :
ζ˙ = v
mcv˙ = F
R˙ = RΩ×
IcΩ˙ = −Ω ∧ IΩ +M
(4.18)
rappelons que F et M de´signent la force et le moment re´sultants en l’absence de perturba-
tions atmosphe´riques.
Les forces agissant sur la carlingue sont le poids mcg, la force re´sultante des caˆbles Fc, la
force ae´rodynamique du fuselage Ffus et la force ae´rodynamique de la gouverne de direction
Fr. Les expressions de ces forces sont de´crites ci-apre`s :
1. Force re´sultante des caˆbles Fc : elle est obtenue apre`s calcul par :
Fc =
− cos θ1 cosψ1cos θ1 sinψ1
− sin θ1
Fc1 +
− cos θ2 cosψ2− cos θ2 sinψ2
− sin θ2
Fc2 +
 cos θ30
− sin θ3
Fc3 (4.19)
ou` θ1, θ2, θ3 sont les angles forme´s par les caˆbles et le plan horizontal (θ1 = 70 deg,
θ2 = 71 deg, θ3 = 85 deg) ; ψ1, ψ2, et ψ3 de´signent les angles forme´s par la projec-
tion a` l’horizontale des caˆbles et l’axe de roulis (ψ1 = 51.88deg ; ψ2 = 53.93deg ; et
ψ3 = 0deg) ; et Fc1 , Fc2 , et Fc3 sont les tensions mesure´es des caˆbles en absence de
perturbations atmosphe´riques.
2. Force ae´rodynamique de la gouverne de direction : la gouverne de direction produit
une force ae´rodynamique late´rale exprime´e par
Fr = −1
2
ρ
 cxrδrSrViuacyr(1− δr)SrViva
0
 (4.20)
et un moment ayant pour expression
Mr = btr ∧ Fr (4.21)
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(a) Position x (b) Vitesse vx
Figure 4.13 – E´volution de l’e´tat pre´dit et estime´
(a) Position y (b) Velocity vy
Figure 4.14 – E´volution de l’e´tat pre´dit et estime´
ou` δr est la commande normalise´e de direction (−1 ≤ δr ≤ 1) ; cxr et cyr repre´sentent les
coefficients ae´rodynamiques de la gouverne de direction ; et Sr est la surface effective
de la gouverne de direction.
3. Force ae´rodynamique de fuselage Ffus : la force ae´rodynamique est de´finie dans RB et
le moment produit par cette force est suppose´ ne´gligeable. Son expression peut eˆtre
de´crite par l’e´quation
Ffus = −1
2
ρ
cxfSrViuacyfSyViva
czfS
z
fViwa
 (4.22)
ou` la vitesse Vi est
Vi = (u
2
a + v
2
a + w
2
a)
1/2
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(a) Position z (b) Velocity vz
Figure 4.15 – E´volution de l’e´tat pre´dit et estime´
Finalement, on en de´duit la force et le moment re´sultants F et M :
F = mge3 +R.(Fc + Ffus + Fr) (4.23)
M = Mr (4.24)
Vecteur de mesures
Le vecteur des mesures Zc est
Zc = (ζc, vc,Θc,Ωc)
t (4.25)
ζc = (xc, yc, zc)
t est la position mesure´e de la carlingue, vc = (vxc , vyc , vzc)
t repre´sente sa
vitesse, et Θc = (φc, θc, ψc)
t et Ωc = (pc, qc, rc)
t sont respectivement les angles d’Euler et la
vitesse angulaire mesure´s. La position de la carlingue est simplement obtenue par une double
inte´gration des donne´es fournies par les acce´le´rome`tres en effectuant un recalage par rapport
aux mesures fournies par le syste`me optique.
Re´sultats expe´rimentaux
L’algorithme d’estimation est imple´mente´ sur des donne´es re´elles fournies par les capteurs
de mesures du bac expe´rimental. Les re´sultats expe´rimentaux de la proce´dure de de´tection
d’une rafale de vent sont produits. Dans cette section, la courbe en trait pointille´ (−−)
pre´sente les valeurs pre´dites sans rafale de vent, tandis que le trace´ en trait discontinu (−.)
de´signe l’e´volution des mesures, et le trace´ en trait continu (−) montre le centre de l’ellipso¨ıde
et ses bornes.
L’e´volution des composantes de la position et de la vitesse est pre´sente´e sur les figures
4.13-4.15. Les figures 4.16-4.18 exhibent l’e´volution de la dynamique de rotation.
A travers ces re´sultats, on peut observer que l’impact de la rafale sur la dynamique de
translation est tre`s faible car les forces ae´rodynamiques ge´ne´re´es par le ge´ne´rateur de rafale
sont plus faibles que la force re´sultante F . Cependant, l’influence de la rafale est rapidement
de´tecte´e dans la dynamique de rotation, et plus pre´cise´ment sur l’angle et la vitesse angulaire
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(a) Euler angle φ (b) Angular velocity p
Figure 4.16 – E´volution de l’e´tat pre´dit et estime´
(a) Euler angle θ (b) Angular velocity q
Figure 4.17 – E´volution de l’e´tat pre´dit et estime´
du lacet car le ge´ne´rateur de rafale provoque un moment de lacet produit par la gouverne
de direction.
Nous avons valide´ en simulation et en expe´rimentation une me´thode de de´tection ensem-
bliste a` erreurs borne´es. L’approche connaˆıt toutefois des limitations. En effet, en pre´sence
des donne´es aberrantes, le test de cohe´rence est fausse´. En outre, elle ne permet pas d’avoir
une estimation de la perturbation atmosphe´rique. Or, lors de l’e´laboration des lois de guidage
pilotage, il est indispensable de connaˆıtre une telle e´volution afin d’avoir des lois robustes
vis-a`-vis de la pre´sence des perturbations. Dans la suite de ce chapitre, la restitution des
perturbations sera alors de´termine´e.
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(a) Euler angle ψ (b) Angular velocity r
Figure 4.18 – E´volution de l’e´tat pre´dit et estime´
4.2 Restitution des perturbations atmosphe´riques agis-
sant sur le mini drone
Nous e´tudions dans cette section l’estimation de l’e´tat du mini-drone et la restitution des
parame`tres du mode`le et de la perturbation atmosphe´rique. Comme nous l’avons e´voque´,
la de´termination de l’e´volution de la perturbation et les parame`tres du syste`me sont indis-
pensables pour l’e´laboration des lois de guidage pilotage robustes. Alors, nous cherchons a`
reconstituer la perturbation et la dynamique du battement vertical. En effet, les mesures
donne´es par les capteurs, comme les ane´mome`tres ou les syste`mes de lidars, peuvent eˆtre
facilement perturbe´s par l’air ge´ne´re´ par les pales du rotor principal. De plus, les parame`tres
du mode`le tels les angles du battement vertical ne sont pas accessibles. Pour se faire, l’esti-
(a) Position x (b) Vitesse vx
Figure 4.19 – E´volution de l’e´tat re´el et son estime´
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mateur ensembliste ellipso¨ıdale est utilise´ en augmentant l’ordre de l’e´tat. L’e´tat a` estimer
X est ainsi rede´fini et est constitue´ de la position ζ, de la vitesse v, des angles d’Euler Θ, de
la vitesse angulaire Ω, des angles du rotor principal ωr et de la vitesse de la perturbation Vr.
X = (ζ v Θ Ω ωr Vr)
t (4.26)
et on ne dispose que des mesures qui sont de´finies par l’e´quation
Z = (ζ v Θ Ω)t (4.27)
Pour la simulation des mesures, nous avons utilise´ le mode`le de rafale de vent de´crit par les
e´quations (4.12)-(4.14). En revanche, nous avons conside´re´ une dynamique d’e´volution du
premier ordre dans le mode`le de pre´diction :
V˙r = ArVr (4.28)
Ar est une matrice diagonale de´finie comme suit :
Ar = diag(−1/τ1,−1/τ2,−1/τ3) (4.29)
avec τ1, τ2, et τ3 des constantes de temps.
(a) Position y (b) Velocity vy
Figure 4.20 – E´volution de l’e´tat re´el et son estime´
De meˆme, nous avons utilise´ une dynamique d’e´volution du premier ordre pour la dyna-
mique du battement vertical :
ω˙r = Brωr (4.30)
Br est une matrice diagonale
Br = diag(−1/τ4,−1/τ5,−1/τ6,−1/τ7) (4.31)
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4.2. RESTITUTION DES PERTURBATIONS ATMOSPHE´RIQUES AGISSANT SUR
LE MINI DRONE
4.2.1 Re´sultats de simulation
La proce´dure d’estimation, pre´sente´e pre´ce´demment, est illustre´e en simulation afin d’e´valuer
sa robustesse. Les hyperparame`tres ont e´te´ re´gle´s au mieux par des tests pre´alables. Les
conditions initiales prises lors de la simulation sont :
X0 = (1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.3, 0.2, 0.1, 0.1)
t (4.32)
P0 = (10, 10, 10, 5, 5, 5, 10, 10, 10, 3, 3, 3, 10, 10, 10, 10)
t (4.33)
Q0 = 10
−4diag(5, 5, 5, 0.1, 0.1, 0.5, 0.5, .5, 0.5, 0.1, 0.1, .1, 0.1, .1, 0.1, 0.1) (4.34)
R0 = diag(.2, .2, .2, .01, .01, .01, .001, 0.001, .001, .01, .01, .01) (4.35)
Les parame`tres de bruit ηl sont choisis tels que :
(a) Position z (b) Vitesse vz
Figure 4.21 – E´volution de l’e´tat re´el et son estime´
Dl = 2; ql = 1.5; τl = 0.4
Les parame`tres des mode`les de pre´diction pour la dynamique de la vitesse de la perturbation
et de la dynamique du battement vertical sont fixe´s a`
Ar = diag(−1/30,−1/30,−1/30) (4.36)
Br = diag(−1/25,−1/25,−1/25,−1/25) (4.37)
Les figures 4.19-4.21 montrent l’e´volution de la dynamique de translation et son estime´e. La
dynamique de rotation est donne´e par les figures 4.22-4.24. L’e´volution des composantes de
la vitesse de la rafale de vent est pre´sente´e sur les figures 4.27 et 4.28. Les figures 4.25 et
4.26 exhibent l’estimation de la dynamique du battement vertical du rotor principal et la
dynamique de la barre de Bell stabilisante.
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(a) Angle d’Euler φ (b) Vitesse angulaire p
Figure 4.22 – E´volution de l’e´tat re´el et son estime´
(a) Angle d’Euler θ (b) Vitesse angulaire q
Figure 4.23 – E´volution de l’e´tat re´el et son estime´
4.3 Conclusion
Ce chapitre a porte´ sur la de´tection et l’estimation des perturbations atmosphe´riques
et l’estimation de l’e´tat du mini-drone he´licopte`re. La proce´dure de de´tection est de´crite a`
partir d’un test de cohe´rence entre l’e´tat pre´dit et l’e´tat estime´. Nous avons e´value´ l’approche
en simulation et en expe´rimentation par un banc d’essai de´veloppe´ dans le ge´ne´rateur de
rafale B20. Enfin, nous avons pre´sente´ l’estimation ensembliste de la perturbation et des
parame`tres du syste`me. Ces valeurs sont ne´cessaires pour l’e´laboration d’une loi de guidage
pilotage robuste vis-a`-vis de la perturbation atmosphe´rique.
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(a) Angle d’Euler ψ (b) Vitesse angulaire r
Figure 4.24 – E´volution de l’e´tat re´el et son estime´
(a) Angle du battement vertical longitudinal a1 (b) Angle du battement vertical late´ral b1
Figure 4.25 – E´volution de l’e´tat re´el et son estime´
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(a) Angle de la barre de Bell stabilisante longitudinal
c1
(b) Angle de la barre de Bell stabilisante late´ral d1
Figure 4.26 – E´volution de l’e´tat re´el et son estime´
(a) Vitesse de la perturbation ur (b) Vitesse de la perturbation vr
Figure 4.27 – E´volution de l’e´tat re´el et son estime´
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Figure 4.28 – E´volution de l’e´tat re´el et l’estime´ de wr
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Deuxie`me partie
Guidage pilotage des mini-drones
soumis a` des perturbations
atmosphe´riques
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Contenu de la Partie II
L’estimation des perturbations atmosphe´riques a fait l’objet de la partie I. Nous exploi-
tons, dans cette partie II, l’information fournie afin de concevoir une strate´gie de guidage
pilotage permettant de tenir compte de ces perturbations dans l’e´volution du mini-drone.
En effet, en estimant ou en mesurant l’e´volution de la perturbation atmosphe´rique, un drone
peut conside´rablement ame´liorer ses performances de vol et sa se´curite´ en e´voluant dans des
zones ou` les pertes d’e´nergie sont minimales.
Par souci de clarte´, nous rappelons les diffe´rentes terminologies utilise´es dans cette partie.
Un e´tat de l’art sur les strate´gies de guidage pilotage est e´tabli. Il en re´sulte que plusieurs
travaux de recherche ont e´te´ mene´s pour ame´liorer la stabilite´ des drones. On peut les
regrouper en deux familles. La premie`re famille consiste a` rejeter comple`tement la perturba-
tion atmosphe´rique sans prendre en compte sa dangerosite´ sur le ve´hicule ou la possibilite´
d’utiliser ces perturbations dans le de´placement. En revanche, la deuxie`me famille cherche a`
minimiser les pertes d’e´nergie produites par la perturbation. Ceci peut eˆtre re´alise´ par plu-
sieurs strate´gies de guidage pilotage. Elles consistent ge´ne´ralement a` suivre la direction de
la perturbation (champ de vent, courant d’air en milieu urbain, etc. ) pour utiliser l’e´nergie
produite par celle-ci et pour annuler sa composante transversale. Or, quand la direction de
la vitesse de la perturbation n’est pas celle de la destination, le ve´hicule peut allonger son
parcours et risque de s’e´loigner de ses objectifs. Nous avons alors conc¸u une strate´gie de gui-
dage pilotage qui permet de tenir compte de ces contraintes. Nous de´crivons sa synoptique de
fonctionnement. Ensuite, nous exposons la loi de guidage par navigation proportionnelle, la
strate´gie de guidage PND (Proportional Navigation with Disturbance). La loi PND favorise
un de´placement partiel du ve´hicule dans la direction de la perturbation. Elle de´termine une
consigne en acce´le´ration (direction et amplitude) qui sera ne´cessaire pour la stabilisation de
la dynamique de translation et de rotation.
Enfin, pour souligner l’apport de cette loi de guidage PND, une illustration a` travers des
simulations est fournie.
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Chapitre 5
Pre´sentation ge´ne´rale
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CHAPITRE 5. 5.1. BOUCLE DE NAVIGATION GUIDAGE PILOTAGE (NGP)
Ce chapitre de´crit une strate´gie de guidage permettant la prise en compte de la per-
turbation dans l’e´volution du ve´hicule. On rappelle d’abord les diffe´rentes terminologies
utilise´es, avant de dresser un e´tat de l’art sur les diffe´rentes strate´gies des commandes de
drones e´voluant, plus particulie`rement, en environnement perturbe´. Nous de´crivons enfin la
strate´gie de commande adopte´e qui permet d’ame´liorer les performances de vol du drone.
5.1 Boucle de Navigation Guidage Pilotage (NGP)
La boucle NGP est compose´e de trois modules :
• Navigation : elle est constitue´e des techniques qui permettent :
– de connaˆıtre la position, les vitesses (line´aire et angulaire), l’attitude d’un mobile
par rapport a` un repe`re de re´fe´rence,
– de calculer ou de mesurer le chemin a` suivre pour rallier un point de coordonne´es
connues,
– de calculer toute autre information en lien avec le de´placement de ce mobile, distance
restante, temps estime´ d’arrive´e, ...
Les me´thodes employe´es pour la navigation varient en fonction de la nature des mesures
conside´re´es, et donc des capteurs utilise´s, et du niveau de connaissance requis par la
loi de guidage. Les deux fonctions sont e´troitement lie´es.
• Guidage : la notion de loi de guidage correspond a` l’expression mathe´matique permet-
tant d’e´laborer les ordres a` faire exe´cuter par le ve´hicule pour qu’il re´alise sa mission.
Ceci peut consister, par exemple, en une se´rie de valeurs de consigne en acce´le´ration et
en attitude pour suivre une trajectoire donne´e. Pour eˆtre efficace, le guidage doit per-
mettre de suivre au mieux la trajectoire conduisant a` son objectif. Il est donc ne´cessaire
d’associer a` ce suivi un crite`re de qualite´ et de comple´ter sa de´finition en pre´cisant les
informations dont le ve´hicule dispose afin de remplir sa mission.
• Pilotage : dans la plupart des cas, la consigne de guidage se traduit en terme d’acce´le´-
rations ou d’angles d’attitude a` re´aliser par le ve´hicule. L’acce´le´ration peut eˆtre re´alise´e
par des moyens propulsifs ou par une modification de la re´sultante des forces ae´ro-
dynamiques s’exerc¸ant sur l’ae´ronef par braquage de gouvernes ou par l’interme´diaire
d’un rotor ou d’une he´lice. Cette fonction est assure´e par le pilotage.
5.2 Conception de la boucle NGP
L’enchaˆınement des taˆches de ces diffe´rents modules peut eˆtre sche´matise´ de la fac¸on
suivante :
• Le syste`me de navigation fournit au ve´hicule des informations relatives a` son propre
e´tat (position, vitesse, orientation) qui permet de de´terminer sa localisation par rapport
a` un re´fe´rentiel connu. Il est comple´te´ par le filtre de guidage qui permet de connaˆıtre
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l’environnement dans lequel le ve´hicule e´volue et d’en distinguer les zones d’inte´reˆt et
les zones e´ventuelles a` e´viter.
• Le syste`me de guidage exploite ces informations afin de de´terminer une direction de
re´fe´rence et, par la suite, de de´finir les modifications a` apporter a` la trajectoire, l’atti-
tude et la vitesse actuelle pour permettre le ralliement des zones ou des points d’inte´reˆt.
• Le syste`me de pilotage, en dernier lieu, fournit la traduction des spe´cifications e´manant
du guidage en terme d’efforts a` re´aliser par l’interme´diaire des diffe´rents actionneurs
e´quipant le ve´hicule.
Pour qu’un ve´hicule soit autonome, il faut qu’il dispose d’algorithmes permettant d’e´la-
borer directement les actions de navigation, guidage et pilotage sans intervention du pilote
humain.
Les entre´es ne´cessaires sont fournies par l’ensemble des capteurs embarque´s. Il s’agit
donc de de´terminer parmi les mesures disponibles celles que l’on cherche a` exploiter, a` com-
biner ou qui permettent de reconstituer des informations comple´mentaires. Celles-ci seront
ensuite exploite´es par le guidage. Les proble`mes inhe´rents au guidage peuvent eˆtre princi-
palement rattache´s en amont soit a` la me´connaissance de l’environnement soit au manque
d’information concernant l’objectif. Ils sont e´galement lie´s en aval aux contraintes et limita-
tions du ve´hicule, saturation des commandes, retards, dynamique limite´e, ..., qui seront plus
spe´cifiquement aborde´s lors de la synthe`se de la loi de pilotage.
Nous avons vu que le module de guidage est principalement important en terme de
strate´gie de de´placement du ve´hicule et que le module de pilotage a pour roˆle l’application
des consignes obtenues par le module de guidage. On s’inte´resse alors par la suite au module
de guidage. Nous dressons tout d’abord un e´tat de l’art sur la commande des ae´ronefs
autonomes.
5.3 E´tat de l’art
Les mini-drones se comportent comme tous les robots terrestres ou sous marins qui
peuvent eˆtre controˆle´s avec succe`s par plusieurs lois de commande. Cependant, la pre´sence
d’une perturbation peut de´stabiliser ces ve´hicules en affectant les consignes transmis aux
actionneurs. Cette perturbation a e´galement un effet de´stabilisant sur le guidage, en de´viant
le ve´hicule de sa trajectoire pre´de´finie. La gestion de ce type de perturbation peut donc
s’effectuer au niveau du pilotage mais aussi au niveau du guidage.
Pour cela, on peut employer deux me´thodes. La premie`re consiste a` rejeter la perturbation
une fois son estimation ou sa mesure disponible (me´thodes de commande actives) ou, sans
chercher a` l’estimer ou la mesurer, les me´thodes passives, comme les lois de commande
robuste, visent a` garantir la stabilite´ de la boucle ferme´e par rapport a` la pre´sence d’une
perturbation ou un de´faut sans avoir une information sur son e´volution.
Depuis peu, de nombreux travaux de recherche ont e´te´ mene´s pour ame´liorer la stabilite´
du vol des mini drones dans un environnement perturbe´. Parmi eux, la conception d’une loi
de commande par Backstepping en estimant les forces ae´rodynamiques inconnues est de´crite
dans [69] pour le mini-drone a` voilure tournante ‘HoverEye’. Dans [20], la meˆme technique
est aussi de´veloppe´e et couple´e avec un observateur a` grand gain pour la reconstitution des
perturbations exte´rieures pour un mini drone he´licopte`re. Les travaux de the`se de Martini
[56] pre´sentent diffe´rentes lois de commandes robustes pour un mini-drone he´licopte`re sou-
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mis a` des rafales de vent. Ces lois comprenaient une commande non line´aire utilisant une
line´arisation par retour d’e´tat, une commande par rejet actif de la perturbation base´e sur
un observateur d’e´tat e´tendu et une commande line´arisante robuste. Dans [10], une loi de
commande a` mode glissant est applique´e sur un mode`le d’he´licopte`re a` quatre rotors en uti-
lisant un estimateur adaptatif pour l’estimation de l’effet de la perturbation externe. Deux
approches pour la synthe`se de lois de commande, pour un drone a` voilure tournante e´voluant
dans un milieu perturbe´, sont e´tudie´es dans la the`se de Bertrand [9] : la commande pre´dictive
et la synthe`se des lois de commandes non line´aires via une analyse par fonctions de Lyapunov
dans le cas ou` la vitesse du ve´hicule n’est pas mesure´e.
Cependant, la litte´rature sur le guidage de drones e´voluant dans un environnement per-
turbe´ ne propose qu’un nombre tre`s limite´ de travaux traitant de cette proble´matique. Citons
a` titre d’exemple les e´tudes propose´es dans [66] sur le guidage d’un drone a` voilure fixe soumis
a` des perturbations atmosphe´riques ou encore, dans [20], une loi de guidage robuste pour un
mini-drone a` voilure tournante type he´licopte`re. Dans [66], les auteurs se sont appuye´s tout
d’abord sur une repre´sentation ge´ome´trique des diffe´rents parame`tres de guidage (ligne de
vue, angle de correction, etc.). Ils ont ensuite couple´ une loi de guidage, connue sous le nom
anglophone de helmsman guidance, et un filtre de Kalman. Celui-ci est destine´ a` l’estimation
de la vitesse du vent et de l’angle du lacet produit par la perturbation atmosphe´rique.
L’ensemble de ces e´tudes a fait apparaˆıtre le fait qu’il est possible d’augmenter les ca-
pacite´s de vol des ve´hicules en pre´sence des perturbations atmosphe´riques. Toutefois, elles
ne permettent pas l’ame´lioration de la se´curite´ du vol de l’engin en cherchant a` optimiser
le chemin du mini drone en fonction de l’e´volution de la perturbation atmosphe´rique. En
effet, plusieurs travaux, comme par exemple dans [49], ont montre´ que les performances de
vol des ae´ronefs peuvent eˆtre conside´rablement ame´liore´es en utilisant l’e´nergie produite par
le vent. Ceci consiste a` minimiser les pertes d’e´nergie en cherchant les zones ou` les forces de
traˆıne´es de la perturbation sont minimales et par conse´quent, la sollicitation des actionneurs
sera moins importante.
D’autres travaux ont e´te´ publie´s dans cette meˆme the´matique. Certains auteurs ont
aborde´ la proble´matique en optimisant un crite`re base´ sur le calcul de l’e´nergie totale afin de
minimiser les pertes d’e´nergie ([34], [35]). Une me´thode de calcul d’une trajectoire optimale
est de´crite dans [99]. Un couplage entre une loi de commande optimale et la simulation de
donne´es d’un champ de vent sont employe´es dans ces travaux. Dans [100], les auteurs ont
pre´sente´ une me´thode nume´rique, appele´e me´thode de collocation, qui permet la minimi-
sation de la consommation de carburant. Une me´thode de calcul du chemin le plus rapide
en pre´sence des perturbations atmosphe´riques est expose´e dans [85]. Les de´veloppements
sont conc¸us a` partir d’un algorithme de recherche heuristique appele´ A? pour des trajets
de longue distance dont la pre´diction du champ de vent est obtenue a` l’aide d’une carte de
Me´te´o France. Les auteurs ont introduit dans cet algorithme une fonction de couˆt favorisant
le de´placement du ve´hicule dans la direction du vent. D’autres e´tudes, plus simples a` mettre
en oeuvre et moins couˆteuses en temps de calcul, peuvent eˆtre trouve´es dans la litte´rature.
Ces approches utilisent des lois de guidage en inte´grant l’e´volution de la perturbation tel que
sugge´re´ dans [86]. Les auteurs ont de´veloppe´ une strate´gie de guidage, pour un drone a` voilure
fixe en vol late´ral, en inte´grant les informations requises sur les perturbations exte´rieures par
l’interme´diaire des e´carts d’angles entre l’orientation de l’ae´ronef et celle d’une came´ra em-
barque´e qui est maintenue oriente´e vers le point de´sire´. Les re´sultats de simulation, expose´s
dans ces travaux, ont montre´ les bonnes performances de la strate´gie adopte´e. Ne´anmoins,
elle est conc¸ue pour un drone e´voluant dans un espace a` deux dimensions. D’autre part, la
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technique adopte´e pour la reconstitution de l’effet de la perturbation exte´rieure repose, en
partie, sur les algorithmes de traitements d’images ou` la de´termination de la position de
la cible a` suivre est une taˆche de´licate a` re´aliser. En effet, une fois que la cible n’est plus
dans le champ de vision de la came´ra ou si la couleur de la cible est la meˆme que celle de
l’environnement ou` l’ae´ronef se trouve, la de´termination et la de´tection de la cible peuvent
eˆtre impossibles.
Pour ces raisons, nous pre´sentons une strate´gie de guidage base´e sur le couplage d’une
loi de guidage, plus ge´ne´rique et simple a` mettre en oeuvre, et d’un estimateur ensembliste
a` erreurs borne´es.
5.4 Description de la strate´gie de´veloppe´e
Un mini-drone, e´voluant dans des conditions atmosphe´riques re´elles, est souvent confronte´
a` d’e´ventuelles perturbations : rafale, vent, champ de vent, courant d’air entre les baˆtiments
en milieu urbain, etc.
Figure 5.1 – Comparaison de deux missions d’un drone soumis a` un champ de vent
Comme on l’a mentionne´ pre´ce´demment, le controˆle d’un drone, soumis a` des perturba-
tions atmosphe´riques, peut eˆtre effectue´ par deux approches. Pour comparer celles-ci, nous
pre´sentons ici un exemple illustratif via une re´alisation d’une mission par points de passages
(Fig.5.1).
Le mini-drone se trouve a` la position START. Son but est de joindre une destination
fixe´e au point GOAL. Le ve´hicule est soumis a` un champ de vent pre´sente´ sur la figure par
des vecteurs pre´cisant la direction du vent.
Notons que la courbe en trait pointille´ (−−) pre´sente la trajectoire obtenue par les
approches dites classiques qui consistent a` controˆler le ve´hicule en le dirigeant vers le point
de´sire´, pour obtenir le chemin le plus court. Dans ce cas, la perturbation est comple`tement
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rejete´e pour maintenir le drone sur sa direction de´sire´e, tel que montre´ sur la figure 5.1,
en de´pit de la pre´sence d’un champ de vent transversal. Celui-ci est tre`s dangereux pour
le de´placement du ve´hicule. De plus, la loi de pilotage sollicitera d’avantage les actionneurs
qui peuvent saturer. La courbe en trait continu (−) montre la trajectoire du mini drone ou`
Figure 5.2 – Pre´sentation graphique d’un parcours du drone soumis a` des perturbations
atmosphe´riques
la perturbation est prise en compte dans le de´placement. La strate´gie de guidage pilotage
consiste a` chercher, d’une part, les zones atmosphe´riques moins dangereuses en e´vitant le
vent transversal, et d’autre part, a` utiliser les forces produites par le vent pour augmenter
l’autonomie du ve´hicule et e´viter la saturation des actionneurs. Pour ce faire, nous mettons
en place une strate´gie qui permet le de´placement du ve´hicule dans une direction qui re´sulte
d’un compromis entre la mesure ou l’estimation de champ de vent et la direction du prochain
point de passage.
La figure 5.2 montre un autre exemple de la re´alisation d’une mission par points de
passage de coordonne´es ζwi . Nous supposons que le drone se dirige, suivant sa ligne de vue
uk, vers le prochain point de passage. A l’instant k, le ve´hicule est soumis a` un champ de
vent note´ par Vrk .
La strate´gie de commande de´veloppe´e consiste a` trouver une direction, fixe´e par la ligne
de vue virtuelle uvk , qui est un compromis entre la direction de la perturbation, information
mesure´e ou estime´e, et la direction du prochain point de passage. Le chapitre 7 de´crit la loi
de guidage qui permet le calcul de la ligne de vue uvk , ainsi que la loi de pilotage.
5.5 Conclusion
Ce chapitre a dresse´ un e´tat de l’art sur les strate´gies de guidage pilotage pour des
drones e´voluant en milieu perturbe´. Nous avons de´crit le principe du fonctionnement de la
strate´gie de guidage de´veloppe´e. Il s’ave`re qu’il est plus judicieux de trouver un compromis
entre la direction de la perturbation et celle du prochain point de passage que de rejeter
comple`tement la perturbation.
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Le chapitre suivant expose les diffe´rentes e´tapes algorithmiques qui permettent la re´alisation
de cette strate´gie.
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Chapitre 6
Guidage pilotage pour un drone
e´voluant dans un milieu perturbe´
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CHAPITRE 6. 6.1. MODULES CONSTITUANT LA BOUCLE NGP
Le chapitre pre´ce´dent de´crit le principe du fonctionnement de la strate´gie de guidage
pilotage vis-a`-vis des perturbations atmosphe´riques. Ce chapitre porte sur la conception de
la strate´gie de commande en boucle ferme´e.
Nous commenc¸ons par la description de la loi de guidage classique par navigation pro-
portionnelle. Nous proposons une modification de cette loi pour qu’elle inte`gre l’e´volution de
la perturbation atmosphe´rique dans le de´placement du ve´hicule. Compte tenu des consignes
de guidage obtenues, une loi de pilotage est enfin de´termine´e. La re´alisation d’une mission,
illustre´e en simulation, est expose´e afin d’e´valuer les performances de la strate´gie de com-
mande de´veloppe´e.
6.1 Modules constituant la boucle NGP
Le sche´ma de fonctionnement de la strate´gie de commande en boucle ferme´e est celui de
la figure 6.1. Cette boucle est compose´e des modules suivants :
Figure 6.1 – Boucle ferme´e de la strate´gie de controˆle
• l’estimateur ensembliste a` erreurs borne´es : estimation de l’e´tat du syste`me et des
perturbations atmosphe´riques ou` les bruits sont suppose´s a` variations borne´es sans
aucune hypothe`se sur leurs distributions.
• la loi de guidage PND : cette loi permet l’inte´gration de l’e´volution de la perturbation
dans le de´placement du ve´hicule.
• la loi de pilotage : traduit les consignes de guidage en ordres transmis aux actionneurs
afin de re´aliser le de´placement ne´cessaire pour rallier le point ou la trajectoire de´sire´e.
Le premier module est de´ja` de´veloppe´ dans la partie I. On s’inte´resse ici a` la de´termination
des lois de guidage pilotage.
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6.2 Strate´gie de guidage avec la perturbation
Les lois de guidage pour missiles fournissent une se´rie d’outils tre`s importants qui peuvent
eˆtre adapte´s aux drones et leur permettre d’approcher une cible, de rallier des points de
passage ou de suivre une trajectoire pre´de´finie.
Rappelons que les lois de guidage les plus couramment utilise´es pour rallier une cible sont
la loi de poursuite et la loi de navigation proportionnelle. La loi de poursuite permet d’aligner
la vitesse du poursuivant sur la ligne qui le relie a` sa cible. La trajectoire obtenue correspond
a` la ”courbe du chien” et se termine par une approche par l’arrie`re de la cible. La navigation
proportionnelle, sans doute la plus utilise´e, se scinde en navigation proportionnelle pure
(PPN) et navigation proportionnelle vraie (TPN) ([51] et [101]). Le principe de correction
de la trajectoire est effectue´ de fac¸on a` ce que l’engin forme avec la cible une figure de
collision, c’est a` dire un triangle homothe´tique.
D’autre part, des me´thodes de guidage de drones spe´cifiques ont e´te´ e´tudie´es et applique´es
sur diffe´rents engins. Dans [84], les auteurs ont de´veloppe´ une loi de guidage par la me´thode
de Lyapunov pour un suivi de trajectoire repre´sente´ par un syste`me affine par morceaux. Des
lois de guidage, base´es sur une repre´sentation ge´ome´trique, ont e´te´ e´galement de´veloppe´es
dans [15]. Les auteurs exposent des lois base´es aussi sur l’analyse de la fonction de Lyapunov
pour des diffe´rents mode`les dans un espace a` deux et trois dimensions.
Dans ce travail on s’inte´resse a` la conception d’une loi de guidage permettant de tenir
compte de l’e´volution de la perturbation dans le de´placement du mini drone. La loi de guidage
par navigation proportionnelle (NP) est tout d’abord expose´e. Nous explicitons ensuite la
loi de guidage PND (Proportional Navigation with Disturbance).
6.2.1 Guidage par navigation proportionnelle pure
La loi de navigation proportionnelle est largement utilise´e dans le cadre de guidage des
missiles pour l’interception. Ces lois de guidage se caracte´risent par leur facilite´ d’imple´mentation
et leurs performances sur divers ve´hicules.
Figure 6.2 – Repre´sentation ge´ome´trique du guidage par ligne de vue
Pour e´crire les e´quations de la loi de guidage, de´finissons tout d’abord les variables
(Fig.6.2).
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Soit u le vecteur unitaire de la ligne de vue
u =
e
D
(6.1)
ou` D est la distance entre le ve´hicule et le prochain point de passage (D =
√
ete), e est le
vecteur de la ligne de vue, et ζwi et ζ sont respectivement les positions du point de passage
et celle du mini-drone :
e = ζwi − ζ (6.2)
La loi NP, de´crite par le diagramme de la figure 6.3, consiste a` annuler la vitesse de rotation
Figure 6.3 – Module de guidage NP
perpendiculaire a` la ligne de vue (u˙ ∧ u). Le calcul de l’acce´le´ration correspondante qui
permet a` l’engin d’atteindre le point de´sire´ est :
anp = Np
1
D
v ∧ v1 (6.3)
ou` Np est le gain de navigation et la vitesse v1 est de´finie comme e´tant
v1 = v ∧ u (6.4)
Dans les diffe´rentes e´tapes de la loi PN, l’influence des perturbations atmosphe´riques n’est
pas prise en compte dans le crite`re de variation. Cela est principalement duˆ a` son niveau
d’importance par rapport a` d’autres facteurs comme, par exemple, les manoeuvres d’une
cible. Dans ce contexte, la loi PN n’est pas utilise´e a` des fins d’interception, mais destine´e a`
la navigation par points de passage tel sugge´re´ dans [49]. Ainsi, la vitesse de la cible n’est plus
utilise´e dans le calcul, par contre dans le cas des mini-drones, les conditions atmosphe´riques
jouent un roˆle majeur pour contrer le de´placement du ve´hicule vers la destination pre´de´finie.
C’est pourquoi nous pre´sentons une transformation de la loi PN afin de prendre en compte
ces perturbations.
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Figure 6.4 – Algorithme de la loi PND
6.2.2 Loi de guidage inte´grant l’e´volution de la perturbation at-
mosphe´rique
Cette section a pour objet l’inte´gration de l’influence de la perturbation atmosphe´rique
dans la loi de guidage PN. Nous introduisons cet effet dans une de´finition e´tendue de la
ligne de vue et donc dans la consigne d’acce´le´ration fournie par la loi PN. La strate´gie de
guidage PND favorise le de´placement du ve´hicule dans une direction qui est un compromis
entre la direction de´sire´e et l’e´volution de la perturbation estime´e selon le diagramme de la
figure 6.4. Le choix de de´cision algorithmique permet la minimisation des pertes d’e´nergie
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et l’augmentation de la se´curite´ de vol du mini drone en e´vitant les zones atmosphe´riques a`
risque telle une perturbation transversale.
Figure 6.5 – E´volution des parame`tres de ponde´ration entre deux points de passages
Pour ce faire, on de´finit une ligne de vue virtuelle uv appartenant au plan forme´ par la
ligne de vue u et l’estimation de la vitesse de perturbation Vr. L’expression du vecteur ligne
de vue de la loi PND s’exprime alors sous forme :
uv =
1
Dr
(α1e + α2Vr) (6.5)
ou` α1 est un parame`tre
α1 = αpnd
D
Di/i+1
+
1
1 + D
Di/i+1
(6.6)
α2 est une matrice de´finie par
α2 =
D
Di/i+1
K1 (6.7)
et Dr est de´fini par
Dr =
√
etrer (6.8)
avec αpnd une constante ; Di/i+1 la distance entre deux points de passage successifs. La
matrice K1 est choisie de fac¸on a` favoriser un de´placement suivant l’horizontal. En effet, le
de´placement du ve´hicule selon la verticale pourrait augmenter la consommation du carbu-
rant :
K1 =
k11 0 00 k12 0
0 0 k13
 (6.9)
ou` k11 = k12 = 1 et 0 < k13 ≤ 1.
Pour les coefficients α1 et α2, on favorise la ponde´ration sur la perturbation quand le
ve´hicule est assez loin du prochain point de passage. Quand le ve´hicule se rapproche de ce
dernier, la ponde´ration n’est plus prise en compte (Fig.6.5). La strate´gie de guidage devient
alors un guidage par navigation proportionnelle (α1 = 1 et α2 = 0).
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La figure 6.6 montre un sce´nario pour illustrer la strate´gie propose´e : a` l’instant t = 0sec,
le mini-drone he´licopte`re est localise´ au point de de´part. La mission du ve´hicule consiste
a` atteindre le point cible ζwgoal . Le mini-drone se dirige vers le prochain point de passage
ζwi . A l’instant t = tk, le ve´hicule subit une perturbation atmosphe´rique d’amplitude et
de direction estime´es ou mesure´es. La loi PND permet le changement de l’orientation du
ve´hicule dans le plan forme´ par la ligne de vue (α1ek) et la direction du vecteur vent (α2Vˆr).
A l’instant t = tk+1, une nouvelle estimation de la perturbation est disponible, la ponde´ration
est re´alise´e de fac¸on identique a` celle effectue´e a` l’instant tk. A` l’instant t = tk+2, le ve´hicule
subit une perturbation de faible intensite´ (||Vˆr|| < ||Vseuil||). Dans ce cas, la ponde´ration sur
la perturbation est annule´e (α2 = 0).
Figure 6.6 – Sce´nario de la loi PND
Nous avons de´termine´ une loi de guidage qui permet d’inte´grer l’e´volution de la per-
turbation dans le de´placement du ve´hicule. Cette loi calcule une consigne en acce´le´ration.
La traduction en terme d’ordres aux actionneurs va eˆtre traite´e et re´alise´e par le module
pilotage.
6.3 Pilotage du mini-drone he´licopte`re
Nous de´terminons ici une loi de pilotage pour comple´ter la boucle de navigation guidage
pilotage. La dynamique d’un mini-drone est en ge´ne´ral complexe, fortement non-line´aire et ne
posse`de aucune une structure particulie`re. Notre choix s’est porte´ plus particulie`rement sur
la commande hie´rarchique. Cette loi permet la commande d’un syste`me en le de´composant
en deux sous-syste`mes. Cette de´composition est lie´e a` une se´paration des e´chelles de temps
qui est formalise´e et analyse´e en s’appuyant sur la the´orie des perturbations singulie`res. Son
formalisme ainsi que des re´sultats de stabilite´ de ces syste`mes sont pre´sente´s dans Khalil
[40] et Kokotovic et al. [47]. Le premier sous syste`me comprend la dynamique de translation,
correspondant a` la dynamique lente, et le deuxie`me comprend la dynamique de rotation
correspondant a` la dynamique rapide. Ensuite, nous explicitons les expressions analytiques
des lois de commande. Une re´alisation d’une mission, illustre´e en simulation, est montre´e.
Enfin, l’analyse des performances ainsi que les limitations de la strate´gie adopte´e seront
expose´es.
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6.3.1 Mode`le de mini drone pour la synthe`se des lois de pilotage
Pour effectuer cette de´composition en deux sous syste`mes, la dynamique du mini drone est
ree´crite en utilisant une se´paration des e´chelles des temps entre la dynamique de translation
et la dynamique de rotation. Une adaptation du mode`le est alors ne´cessaire pour appliquer
cette se´paration. En effet, il existe entre les deux dynamiques un terme de couplage dont on
cherche a` exprimer la relation en utilisant le meˆme formalisme que celui employe´ dans [57].
Soit Fp la somme, exprime´e dans RI , de la force du rotor principal Fmr et de la force du
rotor de queue Ftr
Fp = R(Fmr + Ftr) (6.10)
Compte tenu des e´quations (2.29) et (2.30), la force Fp s’exprime sous la forme
Fp = −||Fn||Re3 − a1||Fn||Re1 + (b1||Fn||+ Ft)Re2 (6.11)
Fn est la force de pousse´e verticale du rotor principal, et Ft est la force produite par le rotor
de queue. Cette force peut eˆtre ree´crite sous la forme
Fp = −uRe3 +RLK−1Γ (6.12)
ou` u est la commande de la dynamique de translation. Elle est de´finie suivant la direction
eb3 et est exprime´e comme e´tant
u = −||Fn||eb3 (6.13)
Le terme RLK−1Γ de´signe une force orthogonale a` la direction eb3. Il correspond a` une
faible force, appele´e couramment ”Small Body Force”, introduisant une instabilite´ dans le
syste`me. Son expression est de´finie par
RLK−1Γ = −a1uRe1 + (b1u+ Ft)Re2 (6.14)
avec Γ la commande de la dynamique de rotation :
Γ =brp ∧ Fmr + brq ∧ Ftr (6.15)
=K
−||Fn||a1||Fn||b1
Ft
 (6.16)
ou` bmr et btr sont respectivement les bras de levier du rotor principal et du rotor de queue.
En supposant que le centre de masse se situe sur l’axe du rotor principal, le bras de levier
de celui-ci est
bmr = (0, 0, b
z
mr)
t (6.17)
En revanche, en supposant que le rotor de queue se trouve sur l’axe de roulis, on peut
exprimer le bras de levier du rotor de queue sous forme
btr = (b
x
tr, 0, 0)
t (6.18)
Sous ces hypothe`ses, les matrices L et K sont constantes et de´finies respectivement par
L =
1 0 00 1 1
0 0 0
 (6.19)
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K =
 0 −bzmr 0bzmr 0 0
0 0 bxtr
 (6.20)
En introduisant l’expression (6.12) dans la dynamique de´finie par les e´quations (2.27), on
obtient 
ζ˙ = v
mv˙ = −uRe3 +mge3 + Fext +RLK−1Γ
R˙ = RΩ×
IΩ˙ = −Ω ∧ IΩ + Γ +Mext
(6.21)
ou` la force re´sultante (Fext) et le moment re´sultant (Mext) sont de´finis respectivement comme
suit
Fext = RFf + Fvent (6.22)
Mext = ∆k +Mvent (6.23)
En se re´fe´rant a` la the´orie des perturbations singulie`res, la dynamique du mini drone peut
eˆtre de´compose´e en dynamique lente et en dynamique rapide correspondant respectivement
aux dynamiques de translation et de rotation :
ζ˙ = v
mv˙ = −uRe3 +mge3 + Fext +RLK−1Γ
R˙ = RΩ×
IΩ˙ = −Ω ∧ IΩ + Γ +Mext
(6.24)
Pour synthe´tiser les lois de commande, il est ne´cessaire d’introduire des hypothe`ses permet-
tant de ne pas prendre en compte les diffe´rents couplages entre les deux dynamiques :
• Hypothe`se 1 On suppose que la convergence de la dynamique de rotation (respective-
ment de translation) est beaucoup plus rapide (respectivement plus lente) que celle de
la dynamique de translation (respectivement de rotation), et que l’on a ainsi R = Rd
(respectivement R˙d = 0, et donc Ωd = 0).
• Hypothe`se 2 Le terme RLK−1Γ est, a` cette e´tape de l’e´tude, suppose´ ne´glige´.
Compte tenu des Hypothe`ses 1 et 2, le syste`me conside´re´ pour la synthe`se de la commande
en position se re´duit a` la dynamique de translation :{
ζ˙ = v
mv˙ = −uRde3 +mge3 + Fext (6.25)
Pour la synthe`se de la loi de commande en attitude, une matrice de de´viation est introduite :
R˜ = (Rd)tR (6.26)
D’apre`s l’Hypothe`se 1, on a R˙d = 0 et par conse´quent, la de´rive´e de la matrice de
de´viation est exprime´e comme suit :
˙˜R = (Rd)tR˙ = (Rd)tRΩ× (6.27)
et compte tenu de l’e´quation (6.26), on a alors
˙˜R = R˜Ω× (6.28)
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D’ou`, le mode`le qui pourra eˆtre utilise´ pour cette commande :{
˙˜R = R˜Ω×
IΩ˙ = −Ω ∧ IΩ + Γ +Mext
(6.29)
Enfin, en faisant apparaˆıtre deux termes d’erreurs d’estimation de la force et moment
exte´rieurs F˜ et M˜,
F˜ = Fext − Fˆext (6.30)
M˜ =Mext − Mˆext (6.31)
on peut alors ree´crire les mode`les (6.25) et (6.29) sous forme :{
ζ˙ = v
mv˙ = −uRde3 +mge3 + Fˆext + {F˜ext} (6.32){
˙˜R = R˜Ω×
IΩ˙ = −Ω ∧ IΩ + Γ + Mˆext + {M˜ext}
(6.33)
6.3.2 Commande en cascade
La de´composition en deux dynamiques implique un controˆleur qui a une structure en
cascade. Deux lois de commandes par l’approche Backstepping sont synthe´tise´es pour la
commande en position, dans le cas d’un suivi de trajectoire, et pour la commande en attitude
(voir Fig.6.7). Nous allons nous limiter a` la formulation de la technique en rappelant ses
principales e´tapes. Pour de plus amples de´tails de la me´thode ainsi que les preuves de la
stabilite´ globale de la dynamique, le lecteur peut se re´fe´rer aux re´fe´rences [70] et [9].
Figure 6.7 – Strate´gie de controˆle en cascade
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Controˆle de la dynamique de translation
En prenant la dynamique (6.32), nous conside´rons alors le cas d’un suivi de trajectoire
par points de passages. Rappelons que la loi de guidage PND fournie l’acce´le´ration ne´cessaire
pour rallier un point de´sire´. En inte´grant deux fois cette acce´le´ration, on obtient la trajectoire
de re´fe´rence ζd
ζd =
∫ ∫
apnd (6.34)
Introduisons maintenant les de´finitions des e´carts en position et en vitesse
1 = ζ − ζd (6.35)
2 = v − vd (6.36)
ou` vd est la vitesse de´sire´e du mini-drone telle que
vd =
∫
apnd (6.37)
Soit δ1 la premie`re fonction de stockage associe´e a` la proce´dure du Backstepping
δ1 =
m
k1
2 + 1 (6.38)
ou` k1 est un gain strictement positif. Sous les hypothe`ses F˜ext = 0 et R = Rd, le syste`me
(6.32) peut s’e´crire a` nouveau{
˙1 = −k1m 1 + k1m δ1
δ˙1 = −k1m 1 + k1m δ1 − uk1Rde3 + mk1 ge3 − mk1 v˙d + 1k1 Fˆext
(6.39)
ou` v˙d est l’acce´le´ration de´sire´e de l’he´licopte`re (v˙d = apnd).
En choisissant la fonction de Lyapunov candidate,
L1 =
1
2
t11 +
1
2
δt1δ1 (6.40)
la dynamique de translation (6.32) est exponentiellement stabilisable par le vecteur de com-
mande en position
Fu = −uRde3 = −mge3 − Fˆext +mv˙d − 2k
2
1
m
δ1 (6.41)
La loi de commande en position permet la de´termination de la force de pousse´e afin de rallier
les points de passage ou la trajectoire de´sire´e. Cette force est caracte´rise´e par sa norme et
une direction de son vecteur. Cette direction permet aussi la connaissance de l’orientation
de´sire´e du ve´hicule qui est ne´cessaire pour la commande en attitude. Pour la de´terminer,
une me´thode de calcul, compte tenu de la connaissance du vecteur commande en position
Fu et d’une re´fe´rence en lacet ψ
d, est propose´e dans les travaux de Bertrand [9]. L’annexe C
fournit le de´tail de calcul de l’angle du lacet en fonction de la ligne de vue.
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Controˆle de la dynamique de rotation :
Le controˆleur en attitude permet d’orienter le ve´hicule vers la direction de´sire´e. Pour
ce faire, le couple d’entre´e Γ fixe les consignes ne´cessaires en orientation qui doivent eˆtre
transmis aux actionnaires afin de re´aliser la direction de´sire´e. Pour de´terminer son expression,
nous adaptons e´galement une loi de´veloppe´e pour un drone a` voilure tournante [70] pour
l’appliquer au mini-drone he´licopte`re .
Compte tenu de la dynamique (6.33) et en supposant que l’erreur d’estimation M˜ext est
nulle, la dynamique de rotation devient{
˙˜R = R˜Ω˜×
I ˙˜Ω = −(Ω˜ + Ω¯d) ∧ I(Ω˜ + Ω¯d) + Γ + IΩ˜ ∧ Ω¯d − IR˜tΩ˙d + Mˆext
(6.42)
ou` Ω˜ = Ω− Ω¯d, et Ω¯d = R˜tΩd Soit la fonction de Lyapunov candidate
L2 =
1
2
tr(I3∗3 − R˜) + 1
2
δt2Iδ2 (6.43)
ou` δ2 de´signe la fonction de stockage associe´e
δ2 = Ω˜− Ω˜d (6.44)
Le vecteur couple de commande Γ stabilise exponentiellement la dynamique de rotation
(6.33)
Γ = (Ω˜ + Ω¯d)×I(Ω˜ + Ω¯d)− IΩ˜×Ω¯d + IR˜tΩ˙d + I ˙˜Ωd − Mˆext − Ω˜d − k2δ2 (6.45)
ou` k2 est un parame`tre strictement positif.
6.4 Re´sultats de simulation
A travers un exemple de simulation, nous proposons d’e´valuer les performances de l’ap-
proche de´crite et d’analyser le comportement du mini-drone re´alisant une mission pre´de´finie.
Le mini-drone, initialement a` la position ζ0 = (2, 3, 1)
t, doit accomplir une mission qui
ne´cessite le passage par les points de´finis par la matrice
Mwp =
40 80 10 13530 50 80 100
15 10 20 20
 (6.46)
La destination finale du ve´hicule est localise´e a` la position ζf = (190, 90, 0)
t.
L’e´volution re´elle de la vitesse de rafale est simule´e par le mode`le mathe´matique suivant
(Fig.6.8) :
– Composante de la rafale suivant l’axe x :{
ur =
um
2
(1− cos (pix/Lux)) pour xsg < x < xeg
ur = 0 sinon
(6.47)
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Figure 6.8 – E´volution du champ de vent le long de la trajectoire
Figure 6.9 – Comparaison des trajectoires
– Composante de la rafale suivant l’axe y :{
vr =
vm
2
(1− cos (pix/Luy)) pour xsg < x < xeg
vr = 0 sinon
(6.48)
– Composante de la rafale suivant l’axe z :{
wr =
wm
2
(1− cos (pix/Luz)) pour xsg < x < xeg
wr = 0 sinon
(6.49)
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Figure 6.10 – Domaine de vol se´curise´ pour un he´licopte`re miniature en milieu perturbe´
(a) Angle d’Euler φ (b) Vitesse angulaire p
Figure 6.11 – Evolution de l’e´tat re´el et son estime´
ou` xsg et xeg repre´sentent respectivement la distance de localisation de la rafale et la distance
ou` l’he´licopte`re quitte la rafale de vent. Les vitesses um, vm, et wm sont les composantes de
la densite´ de la rafale de vent, et Lux,y,z est la demi-longueur de la rafale.
La figure 6.9 montre les trajectoires 3D obtenues par la loi de navigation proportionnelle
pure et la loi PND propose´e. La courbe en trait discontinu (−.) correspond a` l’e´volution de
la trajectoire de´sire´e obtenue par la loi PN. La trajectoire de´sire´e avec la loi d’orientation
PND est repre´sente´e par la courbe en trait continu (−). L’e´volution re´elle de la trajectoire
et son estime´e sont ensuite pre´sente´es par la figure 6.10.
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(a) Angle d’Euler θ (b) Vitesse angulaire q
Figure 6.12 – Evolution de l’e´tat re´el et son estime´
Pour chaque graphique, le trace´ de la courbe en trait discontinu (−.) repre´sente le vecteur
d’e´tat de´sire´, le trace´ de la courbe en trait pointille´ (−−) correspond a` l’e´volution du centre
de l’ellipso¨ıde, et le trace´ de la courbe en trait continu (−) montre les valeurs limites de
l’ellipso¨ıde estime´.
(a) Angle d’Euler ψ (b) Vitesse angulaire r
Figure 6.13 – E´volution de l’e´tat re´el et son estime´
La dynamique de rotation est repre´sente´e par les figures 6.11-6.13. Le vecteur des pa-
rame`tres non mesure´s ωr est repre´sente´ par les figures 6.14 et 6.15. Les figures 6.16 et 6.17
montrent la restitution de l’e´volution des composantes du vent.
On remarque que l’e´volution des variables re´elles et leurs estime´es co¨ıncident apre`s
quelques secondes. Les objectifs sont alors atteints, puisque le comportement du syste`me
se trouve toujours dans les limites requises.
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(a) Battement vertical longitudinal a1 (b) Battement vertical late´ral b1
Figure 6.14 – E´volution de l’e´tat re´el et son estime´
(a) Angle longitudinal de la barre de Bell c1 (b) Angle late´ral de la barre Bell d1
Figure 6.15 – E´volution de l’e´tat re´el et son estime´
6.5 Discussions
Le couplage entre la loi de guidage PND et l’estimateur a` erreurs borne´es a montre´
qu’il est possible d’ame´liorer les performances du vol et la se´curite´ en e´vitant les directions
transversales de la perturbation et, aussi, en s’alignant sur la direction de celle-ci pour
diminuer la traˆıne´e. Cependant, il est ne´cessaire d’e´valuer les performances de cette strate´gie
en fonction du profil de la perturbation : direction, intensite´, etc.
Nous admettons, tout d’abord, que le temps de calcul de l’algorithme d’estimation est
assez rapide pour fournir une estimation de l’e´tat actuel a` chaque instant. Nous supposons
maintenant que le mini-drone est soumis a` une apparition brusque d’une rafale late´rale de
module pre´sente´ sur la figure 6.18 et d’e´quations
ur = 0 (6.50)
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(a) Vitesse du vent vxwind (b) Vitesse du vent vywind
Figure 6.16 – E´volution de l’e´tat re´el et son estime´
Figure 6.17 – E´volution de l’e´tat re´el vzwind et son estime´
{
vr = vm pour k = 21
vr = 0 sinon
(6.51)
ou` vm = 2m/s. La figure 6.19 montre l’e´volution du drone en pre´sence d’une rafale. Pour
k = 21, le ve´hicule, confronte´ au pic de rafale, change de direction, et pour k = 22 le drone
s’oriente vers la cible car la perturbation a` cet instant est nulle. On peut observer que, meˆme
en pre´sence d’un pic de rafale, la strate´gie de guidage est robuste car la trajectoire obtenue
est proche de celle de´termine´e par la loi PN et de´finie par la ligne de vue u21. Ceci est duˆ
a` la correction de la direction du ve´hicule a` l’e´chantillon k = 22. La strate´gie de guidage
n’entraˆıne pas l’e´loignement du ve´hicule de sa cible. Nous analysons maintenant la robustesse
de la strate´gie de guidage en fonction de la direction de la perturbation. De´finissons, tout
d’abord, l’angle θs, pre´sente´ sur la figure 6.20, tel que
cos(θs) =
uv
||uv||
α1u
||α1u|| =
uv.u
||uv||.||u|| (6.52)
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Figure 6.18 – E´volution du module de la rafale
Figure 6.19 – Comportement du mini-drone en pre´sence d’une rafale
ou encore
θs = arctan
uv.u
||uv||.||u|| (6.53)
L’angle θs doit appartenir a` l’intervalle [−pi2 ; pi2 ]pi pour que la strate´gie de guidage ne
fournisse pas une direction oppose´e a` celle du prochain point de passage. Dans le cas contraire,
tel que montre´ par la figure 6.21, la ponde´ration avec la perturbation n’est plus prise en
compte et la loi PN est alors utilise´e.
Les analyses que nous venons d’effectuer montrent qu’il est possible d’ame´liorer les per-
formances de vol et la se´curite´ de l’engin. Cependant, le couplage de la loi de guidage PND et
l’algorithme d’estimation pourrait pre´senter des limitations. En effet, en pre´sence des infor-
mations errone´es fournies par l’algorithme d’estimation, la ponde´ration avec la perturbation
peut e´loigner l’engin de son prochain point de´sire´. De plus, en pre´sence d’une perturbation
sinuso¨ıdale de pe´riode faible, le ve´hicule se de´stabilise´ car celui-ci suivra une trajectoire
sinuso¨ıdale (Fig.6.22).
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Figure 6.20 – Pre´sentation ge´ome´trique de l’angle θs
Figure 6.21 – Pre´sentation ge´ome´trique de l’angle θs dans le cas ou` θs /∈ [−pi2 ; pi2 ]pi
Figure 6.22 – E´volution du mini drone confronte´ a` une perturbation sinuso¨ıdale de faible
pe´riode
6.6 Conclusion
Nous avons pre´sente´ une approche visant a` ame´liorer la se´curite´ du vol d’un he´licopte`re
miniature soumis a` des perturbations atmosphe´riques. Cette approche repose sur le couplage
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d’un estimateur ensembliste et une loi de guidage inte´grant les perturbations atmosphe´riques
dans le de´placement du ve´hicule. Un exemple de simulation d’une mission illustre le com-
portement du drone. Ces re´sultats montrent que les performances de vol de l’he´licopte`re en
environnement perturbe´ sont ame´liore´es en utilisant l’approche propose´e.
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CONCLUSION GENERALE
ET PERSPECTIVES
L’objectif principal du travail de recherche pre´sente´ dans ce me´moire e´tait d’ame´liorer
la se´curite´ et les performances du vol des mini drones soumis a` des perturbations at-
mosphe´riques. Pour ce faire, un couplage d’un estimateur ensembliste a` erreurs borne´es
et d’une strate´gie de guidage pilotage a e´te´ mis en oeuvre.
L’emploi d’estimateurs ensemblistes a permis l’ame´lioration de la robustesse de l’obser-
vation de l’e´tat vis a` vis des bruits d’incertitude sur l’e´tat et de bruits de mesures. Ces
valeurs sont suppose´es inconnues mais a` variations borne´es. Ces approches ont tout d’abord
e´te´ utilise´es pour la de´tection de perturbations atmosphe´riques. Elles ont ensuite e´te´ utilise´es
pour l’estimation de l’e´tat propre du ve´hicule et des perturbations. Des expe´rimentations
dans le ge´ne´rateur de rafale B20 a` Lille ont e´te´ ainsi pre´sente´es afin de valider ces approches
et d’e´valuer leurs performances.
La strate´gie de guidage de´veloppe´e favorise le de´placement du ve´hicule dans une direction
qui tient compte de l’e´volution de la perturbation et du prochain point de passage. La loi
de guidage de´veloppe´e est base´e sur la loi de guidage par navigation proportionnelle que
nous avons adapte´e pour introduire les perturbations dans le de´placement du ve´hicule. Nous
avons e´tudie´ le comportement du drone soumis a` diffe´rentes perturbations atmosphe´riques.
Ces re´sultats mettent en e´vidence l’ame´lioration apporte´e a` la se´curite´ du vol des drones
en tenant compte des zones atmosphe´riques dangereuses, ou` apparaissent les perturbations
atmosphe´riques transversales, dans l’e´volution de la trajectoire. De plus, en tole´rant le
de´placement dans la direction de la perturbation, le ve´hicule profitera des efforts cre´e´s par
celle-ci, ce qui permet d’e´conomiser de l’e´nergie.
En guise de perspectives, les axes possibles pouvant apporter plus de comple´ments et
d’extensions sont multiples :
• Dynamique du mini drone he´licopte`re : il serait important de recaler le mode`le de
drone en identifiant expe´rimentalement ces parame`tres. Pour ce faire, il est ne´cessaire
d’utiliser une me´thode d’optimisation non-line´aire. Une solution inte´ressante consiste
a` remplacer le mode`le complexe par un mode`le de substitution plus facile a` optimiser.
On pourra s’appuyer sur de tels me´tamode`les comme, par exemple, la me´thode de
krigeage ([76], [94]).
• De´tection et estimation d’e´tat et des perturbations atmosphe´riques : nous avons for-
malise´ une proce´dure de de´tection de ces perturbations que nous avons applique´e a`
la dynamique du drone. Dans ce cas, il serait inte´ressant de coupler cette approche
par une loi de guidage pilotage, e´valuer sa robustesse vis-a`-vis de l’absence d’informa-
tions lie´es a` l’estimation des perturbations. Nous pourrons, par exemple, proce´der a`
un atterrissage automatique quand le test de cohe´rence Tck n’est plus l’ensemble vide.
• Loi de guidage pilotage : la loi PND est e´labore´e afin qu’elle prenne en compte l’e´volution
de la perturbation. Cette loi permet le changement de direction du ve´hicule en fonc-
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tion de la direction de la perturbation. Elle pourrait eˆtre e´tendue a` des proble´matiques
d’e´vitement d’obstacles en se basant sur la vision. Donc, il serait inte´ressant d’e´laborer
une loi de guidage re´fe´rence´e vision pour l’e´vitement d’obstacles ou, aussi, pour le suivi
de cibles.
Des expe´rimentations sur l’he´licopte`re drone pourront eˆtre mises en oeuvre afin de
valider les re´sultats de simulation obtenus. Finalement, les proble´matiques d’estima-
tion d’e´tat, de´crites ici, peuvent eˆtre e´tendues et applique´es dans d’autres secteurs
d’activite´s.
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Annexe A
Vitesse induite et the´ore`me des
quantite´s de mouvement
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A.1 The´ore`mes
Le rotor principal est l’e´le´ment le plus influent sur la dynamique de l’he´licopte`re. Pour
analyser le vol d’un he´licopte`re, il est ne´cessaire de comprendre l’ae´rodynamique des rotors.
Pour ce faire, des hypothe`ses sont prises en compte afin d’appliquer le the´ore`me des quantite´s
de mouvement :
– le disque rotor est constitue´ d’une infinite´ de pales d’e´paisseur nulle avec une diffe´rence
de pression entre ses deux faces,
– l’air est un fluide parfait et est suppose´ passer a` travers le rotor sans frottement,
– la rotation de l’e´coulement est ne´glige´,
– les pressions a` l’infini sont uniformes.
A.1.1 The´ore`me des quantite´s de mouvement
The´ore`me du disque sustentateur
En appliquant le the´ore`me de la quantite´ de mouvement, la force de traction peut s’e´crire
sous la forme suivante :
Fn = −Q(V2 − V0) (A.1)
ou` Q est le de´bit d’air du rotor
Q = ρS1|V1|
et V0, vitesse a` l’infini en amont, prend la valeur de V1 a` la traverse´e du disque et devient
e´gale a` V2 a` l’infini aval (voir Fig.A.1).
Figure A.1 – Force
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La puissance ne´cessaire pour re´aliser cette pousse´e est
P = FnV1 (A.2)
Par de´finition, la vitesse induite Vi0 est de´finie par
Vi0 = (V1 − V0) (A.3)
Ce qui donne
P = −Fn(V0 + Vi0) (A.4)
En appliquant le principe de la conservation de l’e´nergie totale, la puissance P peut eˆtre
exprime´e sous la forme :
P =
1
2
Q(V 22 − V 20 ) =
1
2
Q(V2 − V0)(V2 + V0) (A.5)
Compte tenu de l’e´quation (A.2), l’e´quation (A.5) peut eˆtre re´crite
P =
1
2
Q(V2 − V0)(V2 + V0) = Q(V2 − V0)V1 (A.6)
ou` la vitesse a` la traverse´e du disque V1 est la vitesse moyenne de la vitesse a` l’infini amont
et la vitesse a` l’infini aval
V1 =
V0 + V2
2
(A.7)
ou e´galement, a` partir de la meˆme relation, la vitesse a` l’infini aval V2 est de´finie comme
e´tant la vitesse a` l’infini amont augmente´e du double de la vitesse induite Vi0 :
V2 = V0 + 2Vi0 (A.8)
The´orie de Froude
La me´thode de Froude utilise les e´quations de conservation des quantite´s de mouvement
pour connaˆıtre les performances d’une pale conside´re´e comme un disque uniforme´ment charge´
ayant un nombre infini des pales.
L’expression de la conservation du de´bit massique est donne´e par
ρS0V0 = ρS1V1 = ρS2V2 (A.9)
En supposant que le fluide, en e´coulement permanent, est incompressible et que la force
de pesanteur du disque rotor est ne´gligeable, la loi de Bernouilli est applique´e entre l’infini
amont et la face supe´rieure du disque,
P0 +
1
2
ρV 20 = P1 +
1
2
ρV 21 (A.10)
et entre la face infe´rieure du disque rotor et l’infini aval :
P ′0 +
1
2
ρV ′21 = P2 +
1
2
ρV 22 (A.11)
Or les pressions a` l’infini aval et amont sont suppose´es e´gales,
P2 = P0
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Figure A.2 – Force
alors les e´quations (A.10) et (A.11) s’e´crivent
P1 = P0 +
1
2
ρ(V 20 − V 21 ) (A.12)
P ′1 = P0 +
1
2
ρ(V 22 − V ′21 ) (A.13)
D’autre part, la force de traction Fn est due a` la diffe´rence de pression entre les deux surfaces
du disque rotor, donc elle peut eˆtre exprime´e sous la forme suivante
Fn = S1(P
′
1 − P1) (A.14)
En utilisant les e´quations (A.12) et (A.13), l’expression pre´ce´dente devient
Fn =
1
2
ρS1(V
2
2 − V ′21 − V 20 + V 21 ) (A.15)
et sachant que V1 = V
′
1 , celle-ci devient
Fn =
1
2
ρS1(V
2
2 − V 20 ) (A.16)
En utilisant l’e´quation (A.8), la relation de la force de traction est
Fn = 2ρS1(V0 + Vi0)Vi0 (A.17)
L’expression de la force de la pousse´e (A.17) est fondamentale pour la mode´lisation
ae´rodynamique des rotors. En effet, elle est utilise´e dans les diffe´rents modes de vol afin
d’e´valuer la puissance ne´cessaire a` fournir au rotor.
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Figure A.3 – Illustration du flux d’air en mouvement vertical : (a) stationnaire ; (b) monte´e ;
(c) descente
A.1.2 Mouvement vertical
Ce paragraphe e´tudie l’ae´rodynamique de l’he´licopte`re en vol vertical. La figure A.3
montre les diffe´rents cas d’e´volution des flux d’air autour du rotor principal. La figure A.3(a)
repre´sente le cas du vol de l’he´licopte`re en vol stationnaire et les figures A.3(b) et A.3(c)
repre´sentent, respectivement, le vol vertical ou` le flux d’air est ascendant ou descendant.
L’objectif ici est de de´terminer l’expression de la force de pousse´e du rotor principal.
Dans le cas du vol stationnaire et compte tenu de l’e´quation (A.17), la force de pousse´e
prend la forme suivante
Fn = 2ρS1V
2
i0 (A.18)
Ceci permet de de´duire l’expression de la vitesse induite Vi0
Vi0 =
√
Fn
2ρS1
(A.19)
ou d’e´crire celle-ci sous une forme normalise´e
λi0 =
Vi0
ΩmrRmr
=
√
CT
2
(A.20)
ou` CT est le coefficient ae´rodynamique de la force de pousse´e. Il est de´finit par la relation
Fn = ρS1CT (ΩmrRmr)
2 (A.21)
En utilisant la nouvelle de´finition de la force de pousse´e (e´q.(A.21)) et l’e´quation (A.17), la
relation suivante, pour un mouvement de monte´e verticale, est
λi =
CT
2(µi + λi)
(A.22)
ou encore
λ2i0 = λi(λi + µc) (A.23)
ou` µc =
V0
ΩmrRmr
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L’e´quation (A.23) est un polynoˆme du second ordre admettant une racine positive
λi = −µc
2
+
√
µ2c
2
+ λ2i0 (A.24)
De meˆme pour le cas d’une descente verticale, les e´quations (A.21) et (A.17) sont utilise´es
afin d’obtenir les deux relations suivantes
λi =
CT
2(µi − λi) (A.25)
ou encore
λ2i0 = λi(λi − µd) (A.26)
ou` µd =
V2
ΩR
L’e´quation (A.26) est un polynoˆme du second ordre qui admet une racine positive, d’ou`
l’expression de la vitesse induite normalise´e
λi =
µd
2
−
√
µ2d
2
− λ2i0 (A.27)
A.1.3 Mouvement en translation
Figure A.4 – Illustration du flux d’air pour un vol en translation
La figure A.4 montre le tube d’e´coulement du flux avec une vitesse Vt a` un angle d’inci-
dence αi par apport au disque rotor.
Compte tenu de l’e´quation (A.17) et soit Vt telle que sa norme est de´finie par,
Vt = (Vx)
2 + (Vy + Vi0)
2 (A.28)
avec Vx = Vt cosαi et Vy = Vt sinαi, la force de traction dans le cas d’un mouvement en
translation est donne´e par
Fn = 2ρSVtVi0 (A.29)
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ou` la forme normalise´e de la vitesse induite est, apre`s calcul,
λi =
CT
2
√
µ2 + (λi − µz)2
(A.30)
avec µ = Vt cosαi
ΩmrRmr
et µz =
Vt sinαi
ΩmrRmr
.
Nous allons chercher l’expression de la vitesse induite en re´solvant le polynoˆme obtenu
par l’e´quation (A.30).
De´finissons, tout d’abord, la fonction g0(λi) telle que
g0(λi) = λi − CT
2Λ1/2
(A.31)
ou`
Λ = µ2 + (λ0 − µz)2 (A.32)
En appliquant l’algorithme de Newton qui permet la re´solution des e´quations de la forme
f(x) = 0, on obtient l’expression de la vitesse induite normalise´e
λik+1 = λik + fkhk(λik) (A.33)
ou`
hk(λik) = −
(
g0
dg0/dλi
)
λi=λik
(A.34)
et en de´veloppant l’e´quation (A.34), on a
hk(λik) = −
(2λ0kΛ
1/2 − CT )Λ
2Λ3/2 + aσ
4
Λ− CT (µz − λik)
(A.35)
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Annexe B
Calcul des parame`tres de
ponde´rations αk et βk par l’algorithme
de Fogel et Huang
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Nous de´terminons ici les coefficients de ponde´ration αk et βk par l’algorithme de Fo-
gel&Huang [28]. Les auteurs ont utilise´ la repre´sentation normalise´e de l’ellipso¨ıde (3.4)
et l’Algorithme 2. Compte tenu d’une ponde´ration entre la nouvelle observation et la
pre´ce´dente information, l’ellipso¨ıde ξk est calcule´ en s’appuyant sur l’e´quation (3.6) :
ξk = {(Xk−1 − Xˆk−1)tP−1k−1(Xk−1 − Xˆk−1) +
λk
γ2k
(Zk − CtkXk)2 ≤ 1 + λk} (B.1)
ou` λk est le coefficient de ponde´ration.
En identifiant l’e´quation (B.1) a` l’e´quation (3.7), les coefficients de ponde´ration peuvent
eˆtre de´duits :
αk =
1
σ2k
(B.2)
βk =
λk
γ2k
(B.3)
L’expression de la matrice caracte´ristique Pk est identifie´e aussi, elle devient
Pk :=
1
σ2k
Pk (B.4)
Calculons maintenant le coefficient λk. Son expression peut eˆtre obtenue par le crite`re de
de´terminant ou de trace.
B.1 Expression de λk pour le crite`re de de´terminant :
En remplac¸ant Pk par son expression qui se trouve dans l’Algorithm 2, l’e´quation (3.8)
devient
µdk = det
(σ2k
αk
(
1
σ2k−1
Pk−1 − βkPk−1CkC
t
kPk−1
αk + βkgk
)
)
(B.5)
ou encore, en utilisant le lemme d’inversion matricielle et les e´quations (B.2)-(B.4),
µdk = f(λk)µdk−1 (B.6)
ou`
f(λk) =
(
1 + λk − λkγ
−2
k ν
2
k
1+λkγ
−2
k gk
)n
1 + λkγ
−2
k gk
(B.7)
Le de´terminant µdk est minimal pour les valeurs de λk qui minimisent la fonction f(λk). En
e´crivant df(λk)
dλk
= 0, on trouve les valeurs de λk qui sont les racines du polynoˆme exprime´
dans l’Algorithme 3.
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Algorithm 3 Calcul de λk avec le crite`re du de´terminant
1: La valeur de λk est la solution du polynoˆme :
η1λ
2
k + η2λk + η3 = 0
2: Avec : η1 = (n− 1)σ4k−1g2k
η2 = ((2n− 1)γ2k − σ2k−1gk + ν2k)σ2k−1gk
η3 = (n(γ
2
k − ν2k)− σ2k−1gk)γ2k
3: La valeur optimale de λk est la racine positive du polynoˆme afin de garantir λk ≥ 0.
Apre`s calcul, λk est donne´e par :
λk =
{
0 si η3 ≥ 0
λ∗k sinon
ou` λ∗k =
−η2+
√
η22−4η1η2
2η1
B.2 Expression de λk pour le crite`re de trace :
On proce`de ici de la meˆme fac¸on que dans le calcul pre´ce´dant mais on utilise cette fois-ci
l’expression de la trace exprime´e dans l’e´quation (3.9).
µtrk = trace
(σ2k
αk
(
1
σ2k−1
Pk−1 − βkPk−1CkC
t
kPk−1
αk + βkgk
)
)
(B.8)
La fonction µtrk est minimale si les valeurs de λk sont les racines du polynoˆme exprime´ dans
l’Algorithme 4
Algorithm 4 Calcul de λk avec le crite`re de trace
1: La valeur de λk est la solution du polynoˆme :
λ3k + κ1λ
2
k + κ2λk + κ3 = 0
2: Avec : κ1 =
3γ2k
σ2k−1gk
κ2 =
1
Nk
(γ2kgk(µtrk−1(γ
2
k − ν2k)− σ4k−1nk) + 2γ2k(γ2kgkµtrk−1 − σ2k−1nk(γ2k − ν2k)))
κ3 =
γ4k(γ
2
k−ν2k)µtrk−1−σ4k−1nk
σ2k−1Nk
ou` nk = C
t
kP
2
k−1Ck ; Nk = σ
4
k−1g
2
k(gkµtrk−1 − σ2k−1nk)
3: La valeur optimale de λk est donne´e par :
λk =
{
0 si κ3 ≥ 0
λ∗k sinon
ou` λ∗k est la racine positive du polynoˆme.
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Calcul de l’orientation de´sire´e Rd
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C.1. CALCUL DE L’ORIENTATION DE´SIRE´E RD ANNEXE C.
C.1 Calcul de l’orientation de´sire´e Rd
Cette annexe pre´sente une me´thode permettant le calcul de l’orientation de´sire´e a` partir
de la connaissance du vecteur de commande en position Fu (6.41) et d’une re´fe´rence en lacet
ψd [9].
Choix de la re´fe´rence du lacet ψd
La re´fe´rence en lacet est de´finie par l’angle de la ligne de vue
ψd = arctan(
xbwi
ybwi
) (C.1)
ou` xbwi et y
b
wi
sont les coordonne´es des points de passages exprime´s dans le repe`re engin.
Calcul de Rd
Le vecteur de commande en pousse´e et l’attitude de lacet de´sire´e sont connus, on peut
alors calculer les e´volutions de´sire´es des angles de roulis et de tangage.
En utilisant l’e´quation (6.41), on peut e´crire
Rde3 = Ft‖Ft‖ (C.2)
Rde3 peut s’e´crire sous une autre forme en utilisant la de´finition de la matrice d’orienta-
tion R
Rde3 =
cθdcφd sψdsθdcφd − cψdsφd cψdsθdcφd + sψdsφdcθdsφd sψdsθdsφd + cψdcφd cψdsθdsφd − sψdcφd
−sθd sψdcθd cψdcθd
 e3 (C.3)
Soit
Rde3 = (rd1, rd2, rd3)t (C.4)
Ainsi, l’e´quation (C.2) devient
(rd1, r
d
2, r
d
3)
t =
Ft
‖Ft‖ (C.5)
Par conse´quent, les e´volutions de´sire´es des angles de roulis et de tangage sont
– ∀ψd = ∓pi2 and rd3 6= 0 :
θd = sin(ψd) arctan(
rd2
rd3
) (C.6)
φd = sin(ψd) arctan(cos θd
rd1
rd3
) (C.7)
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– ∀ψd 6= ∓pi2 and rd3 6= 0
θd = arctan(
rd1
rd3
cosψd +
rd2
rd3
sinψd) (C.8)
φd = arctan(sin θd tanψd − r
d
2
rd3
cos θd
cosψd
) (C.9)
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RESUME´
L’objectif principal du travail de recherche pre´sente´ dans ce me´moire est l’ame´lioration
de la se´curite´ et les performances du vol des mini drones soumis a` des perturbations at-
mosphe´riques. Pour ce faire, un couplage entre un estimateur ensembliste a` erreurs borne´es
et une strate´gie de guidage pilotage est mise en oeuvre.
L’estimateur ensembliste a e´te´ utilise´ pour restituer l’e´tat du drone en pre´sence des per-
turbations et de bruits de mesure suppose´s borne´s. L’utilisation de ces techniques avait pour
objet tout d’abord de de´tecter l’occurrence d’une perturbation atmosphe´rique par estimation
de l’e´tat du drone puis d’estimer l’amplitude et la direction du vent agissant sur le ve´hicule.
Des expe´rimentations dans le ge´ne´rateur de rafale B20 de Lille ont e´te´ ainsi pre´sente´es afin
de valider ces approches et d’e´valuer leurs performances.
La strate´gie de guidage pilotage de´veloppe´e favorise le de´placement du ve´hicule dans une
direction qui tient compte de l’e´volution de la perturbation atmosphe´rique et du prochain
point de passage de´signe´ au ve´hicule. Cette loi de guidage est base´e sur la loi de guidage
par navigation proportionnelle et a e´te´ adapte´e pour tenir compte des perturbations dans le
de´placement du ve´hicule.
Les re´sultats obtenus montrent qu’il est possible d’ame´liorer la se´curite´ du vol des mini
drones en pre´sence de perturbations atmosphe´riques en modifiant en ligne la trajectoire.
Mots clefs :
Drone a` voilure tournante, mode´lisation d’he´licopte`res, estimation, estimation ensembliste a`
erreurs borne´es, estimation ellipso¨ıdale, estimation des perturbations atmosphe´riques, gui-
dage, pilotage.
ABSTRACT
The principal objective of this thesis is to enhance the safety of flight for small UAVs in
presence of atmospheric perturbation. The approach suggested here consists in coupling a
bounded-error estimation method with a new guidance strategy.
The bounded error estimation has been used to estimate the states of the dynamical
systems corrupted by perturbations and measurement noises, assumed to remain bounded.
The method has been first used to detect the occurence of a wind gust and afterwards to
characterize the amplitude and direction of the wind gust acting on the vehicle. Experiments
in the B20 gust generator are also presented to validate these approaches and evaluate their
performance.
The developed guidance strategy provides the vehicle with a direction that takes into
account the atmospheric and the text waypoint position. The guidance law is designed by
using proportionnal navigation guidance that has been adapted to take the perturbations
into account.
The results presented in this thesis show that it is possible to improve the flight safety
in a perturbed environmment using the combination of the two methods.
Keywords :
Autononomous helicopter, helicopter modeling, state estimation, bounded error state esti-
mation, wind estimation, atmospheric estimation, UAV guidance, UAV control.
