Powerlifting is a strength sport that is quite popular in the world. Powerlifters have their power levels varied at different ages and body weights, and their power levels are closely related to their performance. Therefore, studying the impact of age and weight on the performance of powerlifters is an important work. The traditional method relies mainly on artificial experience to judge the performance, and often does not get the desired results. In recent years, machine learning has developed rapidly, and applying machine learning in sports is a very interesting topic. This study is based on a new machine learning algorithm to construct a prediction model for the best performance of powerlifters. We propose a doublelayer extreme learning machine based on affine transformation and two-layer extreme learning machine theory (AF-DELM). Then use a dynamic weight-gravitational search algorithm to improve the AF-DELM networks. The results show that the algorithm can better predict the performance and provide an effective predictive aid for the powerlifting competition.
I. INTRODUCTION
In modern society, sports are getting more and more public attention. Sports training is the main method to promote physical health, increase immunity, ensure human growth and development, enhance physical fitness, etc. [1] - [3] . For people of different ages, genders, occupations and different health conditions, appropriate exercise can be carried out depending to individual circumstances. According to estimates by the World Health Organization, the number of people worldwide who die from lack of exercise exceeds 2 million per year [4] . Lack of exercise can reduce the body's immunity, and if people in the adolescence do not do enough physical exercise, this may have negative effects on the development of their brain and intelligence.
In physical exercise, powerlifting is a long-established sport, and it is very common among people. Powerlifting is to
The associate editor coordinating the review of this manuscript and approving it for publication was Kemal Polat . lift the barbell over your head with both hands, and the weight of the raised barbell is the basis for victory. In sport competitions, the main factors affecting powerlifters are age, body weight and mental state. Solberg et al. [5] used data from several world-class powerlifting competitions from 1998-2017 to quantify the best performance of powerlifters at their peak ages. Based on this result, we can get the performance trend of powerlifters. The study helps professionals make assessments and strategies before competitions. Greene et al. [6] studied the effects of low-carbohydrate diets on the performance of weightlifters. They conducted experiments on 14 professional weightlifters, including 5 female weightlifters. The experiment was conducted on a conventional diet and a free diet; the overall parameters were measured in the third and sixth months. Ultimately, the experimental results demonstrate that a low-carbohydrate diet does not affect the performance of the weightlifters. Anton et al. [7] analyzed the performance of athletes with age based on the results of the best powerlifters. They concluded that powerlifters' results decreased as they aged, and female powerlifters' ability declined more quickly. Latella et al. [8] studied the factors affecting powerlifting performance and analyzed the results of 1368 powerlifters, and finally got the relationship between age, body weight and the best results of each competition. The results of the study provide important information on the factors that influence the performance of powerlifters, and coaches should consider these factors in their training plans. Jame et al. [9] investigated the effects of different training ages on the results of weightlifters, and this outcome helps the coach to propose an appropriate training strategy. Glenn et al. [10] demonstrated that citrulline malate can increase the performance of female powerlifters. The results also show that citrulline malate can be used to improve powerlifting results during the competition. Lucero et al. [11] studied the effects of front barbell squats and back barbell squats on the training of powerlifters. The findings show that the performance of powerlifters using the back barbell squats is better.
For the prediction of powerlifting results, the traditional analysis methods have the disadvantages of slow prediction speed and low accuracy, thus performance of powerlifters cannot be analyzed in real time and on the spot. Therefore, we need to explore a new analytical tool to meet the actual requirements. In recent years, the emergence of machine learning has promoted the development of various fields. In sports, applying the machine learning as an analytical tool is a very interesting topic worth doing research. Huang et al. [12] proposed the extreme learning machine (ELM) algorithm in 2006, which is a new method of machine learning. The advantage of this algorithm is that the network training speed is very fast and its analysis is highly accurate. So since it was put forward, the algorithm has attracted the attention of many researchers. Cao et al. [13] integrated the voting algorithm in the structure of the ELM and proposed the voting extreme learning machine. They experimented various benchmark datasets and found that the algorithm is superior to traditional ELM and other popular classification algorithms. Zong et al. [14] offered a weighted ELM algorithm based on the basic ELM. In addition to retaining the advantages of the original ELM, the algorithm can be directly applied to multi-classification tasks and can process data with unbalanced class distribution. An evolutionary costsensitive ELM proposed by Zhang et al. [15] solves the cost matrix defined in cost-sensitive learning tasks and achieves good results in cost-sensitive data sets, which is about 5-10% better than the original ELM. Luo et al. [16] suggested an improved stacked extreme learning machine algorithm based on the stacked extreme learning machine (S-ELM) [17] . They replaced the principal component analysis in the S-ELM structure with the correntropy-optimized temporal principal component analysis. The effectiveness of the method is verified by experiments with multiple benchmark data sets.
Based on the characteristics of powerlifting, this paper takes a look at the age, body weight and best performance of female powerlifters and explores the relationship between them. According to these studies, combine with the machine learning method, we establish a powerlifting results prediction model, and use MATLAB software to simulate and verify the accuracy of the method.
II. METHODS

A. EXTREME LEARNING MACHINE
Single hidden layer feed-forward artificial neural network expressed by equation (1) .
here, g(x) is the activation function;
∈ R n is the input weight; L is number of hidden layer nodes; β j ∈ R is the output weight; and b j ∈ R is the bias.
The f (x) can be expressed in another way as in equation (2).
here,
here, H is the output matrix; T is the expected output matrix; N is number of samples; and β is the output weight matrix; g(V) is an N × L matrix. According to [12] , we can calculate the β of ELM.
B. A NEW DOUBLE-LAYER EXTREME LEARNING MACHINE
Based on the original ELM theory, many scholars have improved the ELM network structure to achieve better application results. Among them, the double -layer ELM is a branch of ELM theory development, and many experimental results show that their methods [20] - [22] can attain better classification or prediction accuracy than the original ELM. Based on these research works, we propose a new double-layer ELM algorithm. Since the algorithm involves a new activation function, we call this algorithm a new activation function -double-layer extreme learning machine (AF-DELM). The schematic diagram of the algorithm is shown in Figure 1 . The training process of the algorithm is as below:
We introduce a new activation function according to the reference [23] , and then the activation function is defined as equation (6):
here, for the Sigmoid, Tanh, and Hyperbolic Tangent type functions t = 0, s is expressed as equation (7).
It is noted that equation (7) can only be used for hidden node network inputs that obey the zero-mean Gaussian distribution. For the Sigmoid function s e = 1.67, σ is calculated as in equation (8).
According to equations (3) and (6), we can calculate the output matrix H 1 of the first hidden layer.
According the H 1 , we can calculate the output matrix H 2 of the second hidden layer.
Calculate the output weight β according to equation (5), (11) or (12), here H = H 2 .
If N > L, then:
If N < L, then:
Finally, the actual output of the entire network is shown by equation (13) .
Based on the above analysis, the AF-DELM algorithm training process is as below:
Compared with other double-layer ELM algorithms, the difference is that each layer of AF-DELM selects random input weight and bias, which makes the training network fast and retains the advantages of the original ELM algorithm. In addition, the AF-DELM network introduces a new activation function; each layer has an activation function with different parameters. Such an activation function can improve the generalization performance of the random network, making the model more stable and obtain higher analysis accuracy.
C. GRAVITATIONAL AF-DELM
Gravitational search algorithm (GSA) [24] is a swarm intelligent optimization algorithm based on Newton's second law.
The advantages of GSA are efficient and easy to implement. Compared with particle swarm optimization algorithm [25] , GSA has stronger search ability.
In the GSA algorithm, for the q-dimensional optimization problem, the position of the i-th mass is defined as
S. S is the size of the swarm. The position of each mass represents a feasible solution to the optimization problem. The i-th mass at time t is calculated according to equation (14) .
In the equation (14), fit i (t) is the fitness value of the i-th mass at time t, best(t) is the best fitness value of the swarm, worst (t) is the worst fitness value of the swarm.
The gravitational between the i-th and j-th mass is obtained according to equation (15) .
In the equation (15),
is the distance between masses, d = 1, 2, · · · , q. The composition of forces at the i-th mass is expressed as equation (16) .
In the equation (16), rand j is a random number between [0, 1].
According to Newton's second law, the acceleration coefficient a d i of the mass i in the d-th dimension is expressed as equation (17).
Its position and its velocity at time t are calculated as equation (18, 19) .
where rand i is a uniform random variable at [0, 1], v d i is the current velocity, x d i is the current position. In the equation (18), rand i is a random number, this can lead to imbalances in the search area. In order to solve this problem, based on the swarm intelligence algorithm, this study introduces the concept of dynamic weights, using this parameter instead of original random value [26] . The dynamic weight w i (t) at time t as expressed by equation (20) .
where t max is the maximum number of iterations, w i−max and w i−min are two fixed constants at [0, 1] and w i−max > w i−min . Finally, the velocity of the GSA is shown in equation (21). Our improved algorithm is called dynamic weight GSA (DW-GSA) algorithm
The weights and bias of the two hidden layers of the AF-DELM algorithm are randomly generated. This random parameter does not guarantee that the network output is optimal. Therefore, this paper uses the DW-GSA algorithm to search for the weights and bias of AF-DELM, and find the optimal value. Based on the above analysis, this algorithm can be called is DG-AF-DELM. The implementation process of the algorithm is shown in Figure 2 .
III. RESULTS AND DISCUSSION: EXPERIMENTS WITH THE BENCHMARK DATA SETS
In this section, we use benchmark data sets to test the performance of the proposed algorithms. In order to evaluate the performance of the two algorithms, we combine the particle swarm optimization (PSO) [25] with the AF-DELM network (PSO-AF-DELM), and compare the proposed algorithms with the PSO-AF-DELM, the affine transformation extreme learning machine (AT-ELM) [23] and the two hidden layer extreme learning machine (T-ELM) [20] algorithms. In the experiments, we select the swarm size of DG-AF-DELM and PSO-AF-DELM are S = 50, the maximum number of iterations t max = 50, and the number of hidden layer nodes for all algorithms is 30. We repeated the experiment 10 times and averaged the results as the final result. All experiments run on Win 10 system, CPU Core i5-2.7GHz, 8GB RAM, MATLAB 2018b. For regression analysis models, coefficient of determination (R2) and root-mean-square error of prediction (RMSEP) are usually used as model performance evaluation [27] . The definitions of these two indicators are as follows:
where, n test is the number of samples; y i is the actual value;ȳ is the mean value of the actual values; andŷ i is the predictive value. The closer the R2 value is to 1 and the smaller the value of RMSEP, the better the model performance. 
A. BENCHMARK DATA SETS
The benchmark data sets are downloaded from the LIB_SVM website [28] . The data sets include bodyfat, pyrim, and triazines. Table 1 shows the characteristics of these data sets. Table 2 and table 3 show the average of the prediction results of each algorithm. From these results, it can be seen that the prediction accuracy of the AF-DELM algorithm is generally better than that of T-ELM and AT-ELM. In the experimental results of the Bodyfat and Triazines data sets, the RMSEP and R2 values of AF-DELM were better than the T-ELM and AT-ELM. In the Pyrim data set, AT-ELM's RMSEP has the lowest value, but its R2 value is lower than the AF-DELM algorithm. After optimizing the AF-DELM by optimization algorithms, its performance is significantly improved. The prediction accuracy of DG-AF-DELM and PSO-AF-DELM are better than the other three algorithms. Compared with the PSO-AF-DELM algorithm, DG-AF-DELM showed better prediction accuracy. For the time consuming problem, the training time of all algorithms are faster, and the training can be completed within 10 seconds. Since the optimization process requires time to train, the training time of DG-AF-DELM and PSO-AF-DELM algorithms are longer than the other three methods, and the training time of the two algorithms is basically equal. Table 4 compares the convergence rates of the DG-AF-DELM and PSO-AF-DELM algorithms. When the termination condition is added, DG-AF-DELM only needs fewer iterations and training time to complete the search. Specifically, in the experiments of the Bodyfat data set, the average iteration of DG-AF-DELM is 3, the training time is 0.44s; the average iteration of PSO-AF-DELM is 9.3, and the training time is 1.39s. For the Pyrim and Triazines data sets, the average iteration of DG-AF-DELM is less than 10 and the average iteration of PSO-AF-DELM is greater than 30. This result proves that the convergence rate of the DG-AF-DELM algorithm is much faster than that of DG-AF-DELM algorithm. Figure 3 shows the stability of the DG-AF-DELM and PSO-AF-DELM algorithms. We can see that the curves of DG-AF-DELM are smoother and the convergence rates are faster. It only needs the number of iterations in the range of 10-15 to enter a stable state. Relatively speaking, the curves of the PSO-AF-DELM algorithm are rougher. The results show that the stability of DG-AF-DELM algorithm is better than that of PSO-AF-DELM algorithm. 
B. PERFORMANCE EVALUATION
C. STABILITY AND CONVERGENCE RATE
IV. APPLICATION OF THE PROPOSED ALGORITHMS A. DATA COLLECTION AND ANALYSIS
This study collected the results of several world championships from 1972 to 2017 [18] , [19] , such as the World Open Powerlifting Championships, and the World Masters Powerlifting Championships. The data includes the best results (squat, bench, and deadlift), weight class, age, and body weight of 1,280 female powerlifters. We randomly selected 1000 data for the training set and 280 data for the test set.
According to the data from female powerlifters, we draw the relationship between age, body weight and best deadlift, and Figure 4 shows this relationship. We can see that the best results of female powerlifters are concentrated around 20-30 years old. When the age is less than 15 years, the results are not satisfactory; from the age of 15 and beyond, the performance has increased rapidly. This is because the female developmental age is around 12 years old. At this point, their strength is still weak; this is the initial stage of developing strength and improving sports performance. The 15-year-old women already have better strength, and their performance has soared. The 16-17 years old female powerlifters are basically mature in physical development, and their strength and performance can reach a peak. After the age of 20, they have the greatest strength and experience, and they can achieve the best results at this phase. When they reach the age of 30, their level of strength declines and their performance tends to decline as well. In general, female powerlifters are in the early stages of power development around the age of 12, and the age of 14 is the sensitive stage of power potential development. Therefore, appropriate training methods are needed at each stage to develop the performance of female powerlifters. For body weight, as the female powerlifters' weight gain lever increases, the best results also increase. We can rely on the method of increasing weight to improve the performance of female powerlifters. Below we establish a relationship model between age, weight and best deadlift.
B. FEMALE POWERLIFTER'S PERFORMANCE PREDICTION MODEL
Based on the AF-DELM and DG-AF-DELM algorithms, we establish the best performance prediction models. The input to these models includes 5 features: best squat, best bench, ages, weight class, and body weight, the output is the best deadlift. Figure 5 shows the effect of the number of hidden layer nodes on the performance of each algorithm. As can be seen from Figure 5 , DG-AF-DELM algorithm has better performance than other algorithms. When the number of hidden layer nodes is in the range of 3-15, that is the number of nodes is small, the performance of the AF- DELM and T-ELM models is better than that of the AT-ELM, which is the benefit of multiple layers. As the number of nodes increases, the performance of each algorithm also improves. When the number of nodes reaches 30, the DG-AF-DELM, AF-DELM and AT-ELM models perform their best and are better than the T-ELM model, which is the advantage of the new activation function and gravitational search algorithm, and the DG-AF-DELM also performs better than the PSO-AF-DELM. When the number of nodes is greater than 30, the performance of each model begins to decline. In general, the best performer is the DG-AF-DELM model, the seconds are the PSO-AF-DELM, AF-DELM and AT-ELM models, and the last is the T-ELM model. Figure 6 shows the training time for different models. We can see that the AF-DELM model's training time is basically the same as the AT-ELM model. Compared with the T-ELM model, the AF-DELM model is more than twice as fast. Although the AF-DELM network is a double hidden layer structure, its network structure is much simpler than T-ELM, which explains why AF-DELM's training time is faster than T-ELM. The training time of DG-AF-DELM and PSO-AF-DELM algorithms is longer than other algorithms; the time is mainly consumed in the optimization process, and the training time of these two algorithms is basically equal. Overall, the RMSEP and R2 curves of the five models indicate that the DG-AF-DELM model is generally better than the PSO-AF-DELM, AF-DELM, AT-ELM and T-ELM models. The best RMSEP and R2 values for the DG-AF-DELM model were 14.30 and 0.71, respectively. AF-DELM has the benefits of multi-layer network, less training time, and it uses a new activation function and DW-GSA algorithm to make the model performance better. Figure 7 shows the results from random selection of 100 female powerlifters. It can be seen that the DG-AF-DELM model can predict the performance of female powerlifters. In most cases, the best deadlift is very close to the predicted output value. This shows that the DG-AF-DELM model can be used as a tool to analyze the best performance of powerlifters as a reference data before the competition. 
V. CONCLUSION
Female powerlifters' performance is varied at different ages and body weights, and there is a significant relationship between them. Therefore, how to establish this relationship model in mathematics is a very interesting problem. In this study, we proposed the DG-AF-DELM and AF-DELM algorithms and used them to construct prediction model for the best performance of powerlifters. The results show that our method can effectively predict the performance of female powerlifters. This method provides an effective prediction auxiliary tool for powerlifting competitions.
