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Resumen 
 
El principal objetivo de un sistema de visión 
artificial, empleado como soporte de sensorización 
de un entorno robotizado, es el reconocimiento de 
objetos de modo que se pueda interactuar con ellos 
apropiadamente. Aunque este hecho en el ser 
humano parece  producirse casi espontáneo e 
instantáneo, es un proceso con mucha complejidad.  
 
Así, problemas muy comunes como la existencia de 
objetos que dificultan la visión que se tiene de otros 
vecinos, ocluyendo parte de éstos, dificulta y 
complica el proceso de reconocimiento. Esto hace 
que la información que se capta de una escena y que 
describe los objetos sea a menudo incompleta. El 
hecho es que cuando se percibe cualquier escena 
real, no se perciben regiones y contornos distintos 
disociados.  
 
En este artículo, se pretende discernir unos objetos 
de otros, disociando dónde comienza y dónde 
termina cada uno.  En definitiva, se busca detectar 
las zonas de solapamiento y oclusión de dos o más 
objetos que interactúan. Esto es muy útil para por un 
lado, discernir unos objetos de otros cuando 
características como textura, color, forma y 
geometría, no son suficientes para separar un objeto 
de otro, a través de una segmentación. Y por otro 
lado, para ayudar a identificar zonas de posible 
oclusión sin una base previa de conocimiento de los 
objetos que se quiere reconocer.    
 
Palabras Clave: Oclusiones, solapamientos, luz 
estructurada, patrón láser. 
 
 
 
1 INTRODUCCION 
 
Cuando se capturan imágenes de una escena real del 
mundo, en la que interaccionan distintos objetos y 
además cuyas condiciones de luz, puntos de vista, 
posiciones y orientación de los objetos varían con el 
tiempo se hace muy costoso identificar los objetos 
presentes en la imagen.  
En muchos casos, el principal problema que impide 
esta identificación de los objetos presentes en la 
imagen viene determinado por la presencia de lo que 
se conocen como oclusiones, datos espureos o ruido 
[1].  
 
Los sistemas de reconocimiento y clasificación de 
objetos se basan generalmente en el reconocimiento a 
partir de la extracción de características y 
propiedades de la parte visible de estos [11][12]. Esto 
hace que ante objetos parcialmente ocluidos, muchos 
sistemas de reconocimiento mediante visión por 
computador no funcionen correctamente. Esto es 
debido a que tipos distintos de objetos sean muy 
semejantes en la parte visible que es capaz de 
percibirse por los sistemas de sensorización (Figura 
1). 
 
 
 
Figura 1: Percepciones distintas de lo que puede ser 
un objeto ocluido 
 
De ahí, que aquí se presente una aproximación para 
abordar el problema de mejora del reconocimiento de 
objetos en escenas dónde dos o más objetos pueden 
aparecer ocluidos, por ejemplo debido al 
solapamiento con o sin contacto físico de uno sobre 
el otro. Esta aproximación se basa en el estudio 
previo de las posibles zonas que se pueden considerar 
zonas candidatas de oclusión. Y de este modo tener 
conocimiento de dónde puede haber parte oculta del 
objeto a reconocer. 
En este artículo se estructura del siguiente modo. En 
el apartado 2, se comentan los tipos de oclusiones y  
cuales de ellas se van a considerar en el trabajo. 
Además, también se hace una pequeña exposición de 
sistemas de reconocimiento de ocluidos existentes en 
la literatura. En el apartado 3, se presenta las técnicas 
de procesamiento empleadas para la detección de 
discontinuidades, principal paso previo para la 
elección de regiones candidatas que determinan  
zonas de oclusión. Y, finalmente en el apartado 4, se  
analiza la técnica empleada desde un punto de vista 
de los resultados obtenidos. 
 
2 EL ESTADO DEL ARTE Y LAS 
MOTIVACIONES  
 
2.1 TIPOS DE OCLUSIONES 
 
Hay distintas maneras de clasificar el tipo de 
oclusión producida [2]. Así en primer lugar, una 
posible clasificación de las oclusiones podría 
realizarse en función del tipo de causa o factor que la 
provoca. 
En función de la causa que la produce, se pueden 
distinguir los siguientes tipos: 
 
• Oclusiones en las que un objeto tapa una 
porción del área de otro objeto que se quiere 
reconocer y que no es del todo visible 
(overlapping) [2][10] [12]. 
• Oclusiones por opacidad, en la que un 
objeto por su propia geometría oculta parte 
de si mismo. [1][2] 
• Oclusiones por sombras, en las que el tipo 
de iluminación produce sombras en la 
imagen en el propio objeto a reconocer o en 
el resto de objetos con los que interacciona y 
que también están presentes en la imagen. 
Así, un objeto puede ser ocluido 
parcialmente por su propia sombra o por la 
sombra de otro objeto en función del tipo de 
iluminación existente en la escena.[1][11] 
 
En este artículo se trabajan las oclusiones por 
solapamiento (overlapping), con o sin contacto. Se 
considera solapamiento con contacto, cuando la 
superficie de un objeto A está en contacto con otro B 
y este contacto produce que parte de la superficie de 
uno de los dos objetos, por ejemplo A, quede 
parcialmente oculta por la superficie de B. Y por otro 
lado, se considera solapamiento sin contacto, cuando 
la disposición espacial de los objetos, a distintos 
niveles de profundidad hace que unos objetos 
impidan percibir correctamente a otros. Del mismo 
modo, en este caso, un objeto B impide ver toda la 
superficie de A, porque A está en un segundo plano, 
aunque no esté en contacto físico con B. 
 
2.2 METODOS DE RECONOCIMIENTO 
DE OBJETOS OCLUIDOS 
 
Casi todos los sistemas de reconocimiento de objetos 
parcialmente ocluidos que obtienen buenos 
resultados de acierto en la identificación, están 
basados en métodos estadísticos o estocásticos [1][3] 
o conllevan un gran porcentaje de información 
probabilística y de distribución [10][12].  
 
Gran parte de las técnicas empleadas en estos 
sistemas de reconocimiento, están destinadas al 
reconocimiento de objetos planos u objetos 
tridimensionales [3][10][11][12], pero cuyo registro 
en imágenes y el procesamiento que se hace de éstas 
no permite determinar la tridimensional del objeto a 
reconocer. De hecho no importa que tipo de oclusión 
se de,  a que sea debida esa oclusión o una manera de 
corregirla o evitarla. Únicamente se analiza y estudia 
la información bidimensional de la parte visible del 
objeto que se quiere reconocer. Así, se parte de una 
base de conocimiento, de imágenes (RGB, escala de 
grises, SAR, etc.) o características estructurales 
previamente extraídas (ej. forma, patrones, etc.) de 
un modelo de tipo de objeto. A continuación se 
extraen primitivas estructurales (ej. segmentos de 
línea, puntos característicos, etc.) a partir de las 
imágenes de los objetos de una escena y se comparan 
mediante algún proceso de matching con la base de 
conocimiento que se dispone (características del 
modelo).  
 
Con las aproximaciones que aquí se proponen, se 
quiere aportar una visión distinta en el proceso de 
reconocimiento. No se busca tanto el reconocimiento 
del objeto ocluido, mediante la extracción de 
características y un proceso de matching, sino lo que 
se busca es ayudar a superar las dificultades que estos 
sistemas encuentran muchas veces para reconocer 
objetos que se encuentran ocluidos. Para ello, el 
principal objetivo de este trabajo consiste en 
delimitar en primera instancia que zonas en la 
imagen son candidatas de estar reflejando una 
oclusión entre objetos. Y en caso de que esta 
oclusión sea sin solapamiento, y por tanto corregible 
sin alterar la configuración y posición de los objetos, 
tratar de buscar reducir las zonas no perceptibles de 
los objetos, es decir las zonas de oclusión con 
estrategias que mejoren el punto de observación.  
 
Este artículo, sólo se centra en la primera parte del 
trabajo, consistente en determinar las zonas 
candidatas de oclusión. En trabajos futuros, se 
presentará el modo de mejorar el punto de vista para 
reducir la oclusión, y por tanto mejorar la 
identificación de sistemas de reconocimiento como 
los tratados en la extensa literatura al respecto. 
 
3 DETECTANDO 
DISCONTINUIDADES 
 
La aproximación aquí propuesta para la detección de 
zonas de oclusión está basada en el empleo de 
patrones de luz estructurada sobre la superficie de 
objetos en una escena. Estos patrones de luz 
determinarán al incidir sobre distintas superficies, 
ciertas discontinuidades en la proyección de los 
haces. Y estas discontinuidades delimitarán, por otro 
lado, regiones candidatas de oclusión. Para tratar de 
abarcar toda el área dónde se ubican los objetos de la 
escena. Se ha decidido proyectar un haz de planos de 
luz formados por círculos concéntricos. De este 
modo se abarca más área y se reduce la necesidad de 
mover el sistema cámara-láser para  escanear toda la 
superficie deseada. Para ello se han empleado una 
cámara CCD y un láser LASIRIS SNF de 660nm de 
20mW de potencia y con un ángulo de apertura de 
15º y separación de 0.77º entre líneas. 
 
Cuando más de un plano de luz incide sobre 
superficies distintas de objetos o sobre superficies de 
un mismo objeto en distintos niveles de profundidad 
se produce un efecto de discontinuidad en las 
proyecciones. Es decir, se forman distintos planos de 
haz de luz, ya que estarán desplazados espacialmente. 
De modo que una franja de luz se vuelve discontinua 
cuando se proyecta formando planos espaciales 
distintos. 
 
 
 
Figura 2: Deformación patrón láser al incidir sobre 
superficie de objetos 
 
Se han escogido patrones circulares en vez de 
patrones lineales, porque en estos últimos es más 
difícil detectar las discontinuidades en piezas 
geométricas poliédricas que son en las que se han 
basado los experimentos (Figura 2). 
 
Aunque este tipo de detección parece verse 
influenciada por muchas restricciones y carencias, 
empleada junto con un sistema de segmentación de 
color [6] permite determinar con mayor exactitud 
esas zonas candidatas de oclusión que en un proceso 
de segmentación no quedan del todo bien definidas. 
Este es el caso, cuando disponemos de objetos con 
solapamiento con contacto y solapamiento sin 
contacto.  
 
3.1 DETECCION DE CONTORNOS 
 
Una vez se ha producido la proyección de los haces 
sobre la superficie de los objetos. El primer paso, 
consiste en extraer el contorno del patrón. Para ello, 
en primer lugar, se ha optado por realizar un proceso 
de suavizado Gaussiano 3x3 que reduzca el ruido 
producido por los haces del láser al incidir en 
superficies excesivamente reflectantes. A 
continuación, se binariza la imagen con un umbral 
adecuado de acuerdo a la longitud de onda del láser 
con el que se trabaja 660nm, en este caso U=70, para 
extraer únicamente la información de contorno 
procedente del patrón láser. Posteriormente, se 
esqueletizan levemente estos contornos, simplemente 
para reducir el grosor de cada haz (Figura 3). Una 
esqueletización en exceso puede producir perdida de 
información y aparición de falsas discontinuidades. Y 
acontinuación, se detecta la proyección de los haces 
circulares en la imagen mediante convolución de la 
imagen binaria con máscaras de 8-conectividad [9]. 
Así, se buscan los píxels que definen cada contorno y 
que corresponden a los puntos 2D que forman cada 
una de las proyecciones de un haz.  
 
Figura 3: Preprocesado proyección de los haces. 
 
3.2 AJUSTE POLIGONAL 
 
Una vez se han detectado los contornos, como un 
conjunto de puntos es necesario aproximar cada uno 
de esos contornos por algún tipo de primitiva 
geométrica que defina el contorno, y le procure una 
serie de propiedades.  Propiedades que más adelante 
se emplearan para diferenciar unos contornos de 
otros. Se ha escogido como método de aproximación 
para determinar la representación de cada contorno 
circular, una aproximación poligonal.  
 
La ventaja de emplear una aproximación poligonal 
radica en por un lado la obtención de una 
representación sencilla, de cada contorno que permita 
un proceso de comparación entre contornos rápido y 
eficiente. Y por otro, reduce el número de puntos de 
interés detectados en la etapa de extracción de 
contornos. De este modo, se consigue que la 
proyección del haz, sólo venga representada por un 
conjunto mínimo de puntos de interés definiendo una 
forma más estable para representarlo, que el conjunto 
de puntos que forman un contorno (Figura 4). 
 
El método empleado de aproximación se basa en el 
algoritmo de Douglas-Peucker [5][7]. Dónde, cada 
contorno se aproxima por una poli-línea, Ps. Si se 
define un contorno como { }ns pppC ,...,, 21=  que 
viene determinado por una secuencia de n puntos.  Se 
puede definir una poli-línea Ps, como la unión de 
segmentos l de grado uno. 
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El ajuste se basa en la representación de un conjunto 
de puntos por segmentos de borde dónde la 
proximidad de cada punto al segmento de borde tiene 
que ser inferior a un factor de tolerancia ε que se 
toma como umbral de referencia. La proximidad se 
mide como un vector normal de distancia a cada 
segmento de borde candidato. El algoritmo comienza 
aproximando todos los puntos de un mismo contorno { }ns pppC ,...,, 21= mediante una poli-línea que une 
el primer y último punto del contorno { }ns pplP 11 == . Se va midiendo, la distancia de 
cada punto intermedio ip a la poli-línea, y el punto 
más alejado con un factor de tolerancia superior a ε, 
es añadido al proceso de simplificación e interviene 
para formar una nueva polylinea { }nis pppP 1= que  
posteriormente quedará dividida en dos segmentos { }ippl 11 =  y { }ni ppl =2   que compondrán { } { }nis pppllP 121 , == .  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4: Ajuste poligonal de contornos. 
Así, se repite este proceso iterativamente, para cada 
contorno hasta que todos los puntos de la poli-línea 
están dentro del rango marcado por el factor de 
tolerancia. Si la distancia de un punto intermedio es 
menor que el valor de tolerancia, no es tomado en 
cuenta para la simplificación de la poli-línea. 
 
3.3 LIMITACIÓN DE REGIONES 
CANDIDATAS 
 
El proceso de ajuste poligonal ha permitido 
aproximar los contornos del haz del láser de un modo 
más estable que un conjunto de puntos de contorno. 
Dónde cada contorno está compuesto ahora por un 
número inferior de puntos mayor que dos, que es el 
número mínimo de puntos necesarios para definir un 
segmento.  
 
Figura 5: Distribución de los puntos críticos 
 
Sin embargo, a pesar del preprocesamiento previo 
durante el proceso de detección de contornos, se han 
aproximado contornos por polígonos de pequeña 
longitud, y formados por un número de puntos  
pequeño. Este conjunto de contornos aun puede 
deberse a ruidos, datos espureos o puntos de contorno 
que aportan poca información, en la detección de 
discontinuidades de contorno. Por lo tanto, conviene 
filtrar los contornos aproximados para trabajar sólo 
con aquellos que tienen cierta longitud y  están 
determinados por un número de puntos superior a 
tres { }3...21 ≥= npppP ns . Una vez depurados, es 
necesario renumerar los contornos candidatos, 
despreciando los que no son de utilidad porque no 
aportan información de discontinuidad importante o 
pueden llevar a confusión (Figura 5). 
 
Una vez, las aproximaciones poligonales ya han sido 
filtradas, obtenemos únicamente los puntos de los 
extremos, que van a ser los puntos críticos que 
determinarán las zonas de discontinuidad, { }31 ≥= nppP ns . Estas zonas de discontinuidad no 
son más que las regiones de rotura de las 
proyecciones de los haces de luz, al incidir sobre la 
superficie de los objetos. El conjunto de estos puntos 
delimitará una dirección de búsqueda de posibles 
oclusiones.  
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Posteriormente, se realiza un método de ajuste de los 
puntos críticos mediante líneas rectas. Estas líneas 
rectas definirán las regiones candidatas y la dirección 
adecuada para la búsqueda de posibles oclusiones 
(Figura 8). 
 
Para poder determinar cuantas líneas son necesarias 
para ajustar el conjunto de puntos críticos y 
determinar, que conjuntos de puntos críticos 
pertenecen a una u otra línea de aproximación, se 
lleva a cabo un proceso de clusterización del 
conjunto de puntos críticos. Este proceso de 
clusterización permitirá agrupar los puntos críticos  
en función de dos parámetros: momentos inerciales 
[8] y distancia [4]. Así cada contorno aproximado por 
una polilínea sP tiene dos puntos críticos, cada uno 
de ellos deberá pertenecer a clusters distintos. Y a 
cada uno de esos puntos críticos se le asocia los 
momentos espaciales y centrales de la poli-línea a la 
que pertenecen. 
 
Los momentos espaciales de un contorno, 
determinado por una poli-línea, dependen del área y 
la posición que este ocupa en la imagen. 
 
 ∫∫= dxdyyxfyxm qpqp ),(,  (3) 
 
A partir de los momentos espaciales, se pueden 
derivar los momentos centrales que son invariantes a 
la traslación de haces idénticos en la imagen, y no 
depende de la posición que las proyecciones de estos 
ocupan en la imagen.  
 
 ∫∫ −−= dxdyyxfyyxx qcpcqp ),()()(,µ  (4) 
 
Estos, se pueden calcular como una derivación de los 
momentos espaciales:  
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Y a su vez, a partir de los momentos centrales y con 
ayuda de las componentes del tensor inercial, se 
puede determinar la rotación de cada contorno, sobre 
su centro de gravedad, como: 
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1,12arctan
2
1
µµ
µθ −=  (6) 
 
Para evitar la ambigüedad que se puede dar en la 
orientación en función del valor del ángulo, se han 
empleado los criterios mostrados en la tabla 1. 
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Tabla 1: Criterios de eliminación de ambigüedad en 
la orientación. 
 
El parámetro de momentos inerciales se emplea para 
discernir entre puntos críticos que pertenecen a poli-
líneas, y por tanto a contornos que tienen una misma 
orientación. De este modo, se puede suponer lo cual 
parece lógico que proyecciones de haces sobre una 
misma superficie de un objeto A tiene unos 
momentos inerciales similares. Sin embargo, los 
momentos inerciales, calculados para las 
proyecciones de los haces sobre la superficie de otro 
objeto B, que se encuentre solapado ocluyendo parte 
de A, difieren entre sí (Figura 5). Esto se debe a que 
cuando se produce una discontinuidad en los haces 
está discontinuidad provoca un cambio de 
orientación de los haces, y por tanto un valor de los 
momentos inerciales de los contornos que los definen 
en la imagen. También, se ha empleado un parámetro 
de distancia para evitar agrupar como puntos de 
misma regiones candidatas, aquellos que pueden 
coincidir en momento, pero por falta de proximidad 
es posible que no pertenezcan a la misma región 
candidata. Así, se agrupan únicamente puntos críticos 
próximos entre sí, y cuyas poli-líneas a las que 
pertenecen tienen momentos similares. 
 
Por otro lado, se calculan las distancias de cada punto 
crítico, al resto de puntos críticos, tratando minimizar 
la distancia Minkowski L2, también conocida como 
Euclídea: 
 
r
ji
r
jiL ppd r
/1
,
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= ∑  (7) 
 
Y se obtienen n conjuntos de puntos del siguiente 
tipo: { } nisssp ni <<= 0/...21  donde { }nsss ...21 son 
los puntos más próximos a ip ordenados en orden de 
proximidad.  Y a continuación para cada conjunto de 
puntos se obtiene la diferencia de momentos. 
 
 sjpiijd θθθ −=  (8) 
 
A partir de las distancias y la diferencia de momentos 
calculados para cada conjunto { }ni sssp ...21= , se 
realiza el proceso de clusterizando, almacenando 
juntos los puntos críticos de acuerdo al esquema de la 
figura 7, para evitar almacenar dos puntos críticos 
como pertenecientes a dos cluster o agrupaciones 
distintas. 
 
Figura 6: Esquema de proceso de clusterizado.  
 
De esta manera, dados dos puntos ip y js , estos se 
podrán almacenar conjuntamente formando parte de 
un cluster, únicamente si cumplen que cijd ϕθ < , 
siendo cϕ  la tolerancia angular permitida para 
considerar como similar o distinta orientación. En 
caso, de que si cumplan el criterio de similaridad de 
orientación habrá que comprobar si estos puntos se 
encuentran ya almacenados formando parte de un 
cluster o no es así. Por lo tanto, siguiendo un 
esquema similar al mostrado en la figura 6, se busca 
si ip y/o js  pertenece o no a un cluster. En caso, de 
haber sido ya almacenados como parte de un cluster 
no se almacenan, y en caso de que alguno de ellos no 
forme parte de un cluster aun, pero el otro si, 
entonces se almacena el punto no almacenado en el 
mismo cluster en el cual se encuentre el otro. 
 
Para finalizar, una vez agrupados los puntos críticos 
mediante el proceso de clusterización. Se pueden 
definir las regiones candidatas como aquellas que 
contienen cada uno de los conjuntos de puntos 
calculados. Para determinar la dirección de búsqueda 
de esas regiones candidatas y su delimitación basta 
realizar un ajuste lineal por mínimos cuadrados que 
calcule los segmentos de recta que minimizan la 
distancia de Minkowski L1-L2 de cada uno de los 
conjuntos de puntos críticos al segmento de recta 
(Figura 8).  
 
 
4 RESULTADOS Y 
CONCLUSIONES 
 
Analizando la distribución espacial de los clusters de 
los puntos críticos mostrados en la figura 5, se 
observa  que conjugando parámetros como distancia 
y momentos inerciales, se pueden agrupar puntos que 
a priori podrían considerarse muy distintos entre sí 
(Figura 7b), es decir pertenecientes a objetos 
distintos. En concreto, en la figura 7a se observa 
cómo quedan agrupados los puntos críticos 
mostrando los clusters obtenidos en contraste con la 
posición que ocupan en la imagen. Y en la figura 7b, 
se observa como se han agrupados los puntos críticos 
tomando no sólo la referencia de la posición sino 
también de los momentos. 
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Figura 7: a) Representación 2D de los clusters. b) 
Representación 3D de los clusters. 
 
Finalmente, en la figura 8 se observa el resultado de 
la clusterización de los puntos críticos y su posterior 
ajuste por segmentos de recta para delimitar regiones 
y direcciones de solapamiento u oclusión.  
 
Figura 8: Limitaciones posibles regiones de 
solapamiento. 
El método aquí presentado permite combinarse con  
otros métodos de segmentación de regiones. De 
modo, que a partir de la información proporcionada 
por las direcciones de discontinuidad sea posible 
mejorar la segmentación y posterior detección de las 
zonas de oclusión en piezas y objetos polihédricos 
parcialmente ocultos. Y en caso de que estas zonas 
sean debidas a un solapamiento sin contacto, pueda 
intentar corregirse el punto de vista de la cámara para 
aumentar la parte visible del objeto a reconocer, y 
por lo tanto mejorar el matching en el proceso de 
reconocimiento. 
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