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Abstract
This thesis presents a thorough investigation of the center-of-mass dispersion
properties of excitons in semiconductor quantum wells and quantum wires. The
~k ~p coupling of heavy and light holes as well as the Coulomb coupling are taken
fully into account.
High-quality numerical calculations of the exciton center-of-mass dispersion
are achieved by optimizing the center-of-mass transformation, making use of an
Ansatz for the dependence of the groundstate exciton upon the center-of-mass
momentum ~Q. Indeed, the envelope in the subband expansion of the ground-
state exciton is to a good approximation independent of Q. This technique
made possible for the rst time multiband calculations in quantum wires that
take the Coulomb coupling fully into account.
Various physically interesting eects are found and investigated, like, e.g.,
the non-monotonous increase of the exciton groundstate binding energy with Q
or the fact that the exciton groundstate energy follows the exciton continuum
edge rather closely.
The center-of-mass optimization leads also to an analytical expression for an
estimate of the exciton groundstate center-of-mass mass.
Keywords:
exciton mass, quantum wells and wires, semiconductor heterostructures,
numerical methods
Zusammenfassung
Diese Arbeit stellt eine grundliche Analyse der Schwerpunktsbewegung von Ex-
zitonen in Halbleiter-Quantengraben und -Quantendrahten dar. Dabei wurde
die ~k  ~p -Kopplung der schweren und leichten Locher im Valenzband sowie das
Coulomb-Potential voll berucksichtigt.
Die Optimierung der Schwerpunktstransformation auf der Basis eines Ansat-
zes fur die Abhangigkeit des Grundzustands des Exzitons vom Schwerpunkts-
impuls ~Q ermoglichte numerische Ergebnisse hoher Qualitat. Es zeigt sich
namlich, da in einer Subbandentwicklung die Enveloppe des Grundzustands des
Exzitons in guter Naherung unabhangig vom Schwerpunktsimpuls ist. So konn-
ten erstmalig Multiband-Exziton-Berechnungen in Quantendrahten mit voller
Berucksichtigung der Coulomb-Wechselwirkung durchgefuhrt werden.
Die in dieser Arbeit dargestellten Untersuchungen zeigen interessante phy-
sikalische Eekte auf, wie beispielsweise eine nichtmonotone Zunahme der Bin-
dungsenergie des exzitonischen Grundzustands mit wachsendem Q und einen
zur entsprechenden Kontinuumskante weitestgehend parallelen Verlauf der Di-
spersion des exzitonischen Grundzustands.
Die Optimierung der Schwerpunktstransformation fuhrt auerdem zu einem
analytischen Ausdruck fur eine mittlere Masse, die relevant fur den exzitonischen
Grundzustand ist.
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More than 30 years have passed since Esaki and Tsu back in 1969 rst proposed
to alternatingly grow dierent material layers on a substrate and create this
way a solid with completely new properties [1]. Today, such material systems,
called heterostructures, are of great importance both in technology and research.
Fabrication techniques, like molecular beam epitaxy (MBE) or metal organic
chemical vapour deposition (MOCVD), evolved that allow an astonishing degree
of growth control; nowadays, heterostructures can be tailored to the desired
properties.
A main property of semiconductor heterostructures is the connement of the
free carriers in one, for quantum wells (QW), two, for quantum wires (QWR), or
all three, for quantum dots, spatial directions. This spatial connement leads,
among others, to an enhancement of excitonic eects, due to the decreased av-
erage distance of the constituent electron and hole. Excitonic eects become,
hence, more pronounced in lower dimensions: excitons survive even at room
temperature and dominate the optical properties near the fundamental band
edge at low temperatures. For example, the absence of an energy shift with in-
creasing excitation density has been attributed to direct involvement of excitons
in QWR lasing [2, 3, 4]. Further, early expectations that QWR devices would
prot from the diverging one-dimensional density of states had to be revised due
to excitonic interactions reducing the spectral density considerably [5, 6, 7, 8].
In addition, remarkable eects have been predicted such as an exciton crystal
in nite-length QWR [9]. As a consequence, the physics of excitonic eects
became of prominent theoretical and practical importance in low-dimensional
heterostructures.
The internal structure of the groundstate exciton, i.e., the relative motion of
electron and hole, determines the binding energy, the polarization dependence of
its absorption, and inuences the interaction with external electric and magnetic
elds. On the other hand, details of the excitonic optical spectra related to
the center-of-mass (COM) motion like, e.g., inhomogeneous broadening and
Stokes shift between photoluminescence (PL) and absorption, are frequently
used for structure characterization. These features are inuenced by exciton
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localization and diusion in the presence of interface or alloy disorder [10, 11].
Spatially resolved spectroscopy techniques like micro PL and near-eld scanning
optical microscopy allow direct observation of exciton COM quantization in
local potential minima [12]. In addition, optical spectra and their temporal
evolution are determined by the exciton formation processes [13, 14, 15, 16] and
the subsequent energy and spin [17, 18, 19] relaxation dynamics.
In semiconductor QW, the broken translational symmetry in the growth
direction leads to new features like the splitting of heavy and light hole bands at
the  -point and the formation of heavy and light excitons. Due to the large hole-
to-electron mass ratio, the inuence of the valence-band dispersion features on
the COM motion is greater than on the relative motion. The exciton dispersions
are, thus, strongly non-parabolic. Direct consequences of the exciton dispersion
anharmonicity in QW like slow indirect excitonic transitions due to camel-back
shaped dispersions [20] have been experimentally observed [21].
All these phenomena are intimately related to the exciton COM properties
whereby dierent energy and COM momentum regions of the exciton disper-
sion are probed in dierent processes. A detailed analysis of the exciton COM
properties in low-dimensional heterostructures is, therefore, highly desirable.
Not surprisingly, a steady stream of papers calculating QW excitons at van-
ishing COM momentum, Q = 0, with improving accuracy and insight was seen
over the last fteen years [22, 23, 24, 25, 26, 27, 28, 29]. The numerical eort for
such calculations remains reasonable due to the high symmetry of this point. In
contrast, much less has been done regarding QW excitons at nite momentum
[30, 31, 32, 33] and even less for QWR excitons. For QWR, all published work
on optical spectra prior to our own (i) used drastically simplied models for the
underlying single-particle bands, or (ii) considered highly idealized geometries,
[34] or (iii) treated the Coulomb interaction only approximately. The rst group
[35, 36, 37, 38] typically ignored the multiband character of the valence-band
maximum. The last group either ignored the Coulomb interaction completely,
[39, 40] added it as a rigid shift of all states at a nal stage [41, 42], approx-
imated it by a one-dimensional form, [34] or, in the best case, used a Hartree
approximation [6, 43]. In the latter, each constituent of the exciton reacts to
the charge distribution of the other one, but correlations between both particles
are neglected. For QWR, again, work has been focused on properties of the
exciton at rest, Q = 0.
The fact that there are so few publications on multiband exciton dispersions
(i.e., with the coupling of light- and heavy-hole valence band explicitly taken
into account) in QW and, before our own [44], none even for multiband ex-
citon at Q = 0 in realistic QWR structures is related to the very demanding
calculations necessary. On the one hand, methods for improving the numeri-
cal accuracy and reducing the eort of such calculations are desired. On the
other hand, easy-to-use approaches that give the main features of the exciton
dispersion with at least moderate accuracy like, e.g., an average mass, would be
particularly useful. Furthermore, a deeper understanding of the processes and
mechanisms determining the exciton dispersion features in heterostructures is
necessary. With this work we aim to address the above issues. We introduce an
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optimized COM transformation, that enables us to calculate exciton dispersions
with unprecedented accuracy even for rather large COM momenta. We investi-
gate thoroughly the exciton dispersion properties in QW. We present multiband
exciton results for a realistic V-groove QWR structure. We, further, manage
to extract an analytical expression for an average COM mass for the exciton
groundstate.
The main body of the work is structured as follows: After sketching some
relevant bulk semiconductor basics in Chap. 2, the theoretical model for the
description of the exciton in QW and QWR used in this work is developed in
Chap. 3. The optimization of the COM transformation, which proved essen-
tial for the high-quality of our numerical results, is addressed in Chap. 4. In
Chap. 5 results for the exciton dispersions in GaAs/Al0:3Ga0:7As QW are pre-
sented. These are obtained with two dierent numerical methods: (i) a well
established method in momentum space, that gives results of highest accuracy,
and (ii) a discretization method in real space used for the rst time for multi-
band exciton calculation in QW and QWR. The latter is of less accuracy, but has
its own merits. The features of the exciton dispersions in QW are discussed in
detail. In the following Chap. 6 an analytical expression for the average ground-
state exciton mass is introduced and its applicability is demonstrated. Further,
an eective reduced exciton mass is proposed, which proved useful in the un-
derstanding of experimental magnetoexciton data in Zn0:87Cd0:13Se/ZnSe and
ZnSe/Zn0:85Mg0:15Se QW. In Chap. 7, results of multiband exciton calculations
for a realistic V-groove QWR obtained with the real space method of Chap. 5
are presented. A short summary of our main achievements and a brief outlook
is given in Chap. 8. Some details related to various topics discussed in the main




As a result of the periodicity of crystal solids, all elementary excitations, like,
e.g., free carriers and free excitons in semiconductors, are characterized by a
crystal momentum ~k; the excitation's dispersion E(~k) is its energy variation
with the crystal momentum.
Time inversion symmetry is valid in crystal solids in the absence of magnetic
elds. A direct consequence is the inversion symmetry of the band dispersions,
E(~k ") = E( ~k #) [45]; it is of no relevance whether an elementary excitation of
crystal momentum ~k propagates to the \left" or to the \right".
However, most solids crystallize in structures that have more symmetries
than the simple translational one. These additional symmetries determine fur-
ther bandstructure properties.
2.1 Zinc-blende bulk semiconductors
Almost all semiconductors of practical interest crystallize in the diamond, zinc-
blende (sphalerite), wurtzite, chalcopyrite, or rocksalt structure. Some of the
technologically most important III-V compounds, in particular GaAs, AlAs, and
its mixed crystal AlxGa1 xAs, which will be of main concern to us, crystallize in
the zinc-blende structure at normal pressure. Also many of the important II-VI
compounds like the materials (Zn,Cd)(S,Se,Te) or MgSe show up at least in a
zinc-blende modication. This lattice, similar to the one of the diamond struc-
ture, consists of two interpenetrating, face-centered (f.c.c.) lattices, displaced
relative to each other by one fourth of the cube's main diagonals (see Fig. 2.1).
One of these lattices is occupied by the cation atoms and the other by the an-
ion atoms of the compound. The nearest neighbors are arranged tetrahedrally
around each lattice site. This structure shows all the symmetry elements of a
tetrahedron (point group Td). The diamond structure exhibits cubic symmetry.
Additionally to the Td symmetry elements it shows also inversion symmetry




8 ). The inversion symmetry of the lattice leads
to doubly degenerate bands [46]. In contrast, the zinc-blende structure lacks of
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Figure 2.1: Primitive cell of a zinc-blende lattice (GaAs), a0 is the lattice con-
stant (a0=0.565nm for GaAs).
inversion symmetry due to the two f.c.c. lattices being occupied by dissimilar
atoms.
The reciprocal lattice of the f.c.c. Bravais lattice underlying the zinc-blende
structure is a body-centered cubic lattice. The rst Brillouin zone (BZ) of
the reciprocal lattice is a truncated octahedron, see Fig. 2.2(a). Several high
symmetry points and lines of the rst Brillouin zone, e.g. the  , X and L points,
are displayed. The  X lines will be of special interest to us, since we will
concentrate on QW and QWR grown along the [001] directions.
The GaAs band structure near the band gap is shown in Fig. 2.2(b). The
bands at the vicinity of the band gap in III-V compounds originate from s- and
p-like atomic orbitals that hybridize (sp3-hybridization) in the crystal yielding
bonding and anti-bonding bands. At the high-symmetry points of the BZ these
bands are characterized according to the symmetry group of these points. How-
ever, due to the spin-orbit interaction, the double group of the respective space
point group Td has to be considered. The spin-orbit interaction is of relativis-
tic origin and scales with the atomic number, being considerable for the rather
heavy Ga and As atoms.
All materials relevant to this work are direct band gap semiconductors, i.e.,
the valence and conduction band extrema occur at the center of the Brillouin
zone, i.e., the   point. At this point, the bands originating from the sp3-
hybridization transform according to the  6 (2-fold),  7 (2-fold) and  8(4-fold)
irreducible representations of the double group of Td. The  6 bands have s
character, while  7 and  8, split by the spin-orbit interaction, have p character.
Usually only the bonding  7 and  8 bands are considered as valence bands,
since the bonding  6 is strongly bound, while the antibonding  6 is considered
as the conduction band, the other antibonding bands lying too high in energy.
The lower lying  7 valence band is the so-called (spin-orbit) split-o valence
band, while the higher lying  8 valence band splits in a heavy- and a light-hole
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(a) (b)
Figure 2.2: (a) First Brillouin zone of the face-centered cubic lattice [47]. (b)
Band structure of bulk GaAs calculated with the empirical pseudopotential
method (after [48] ). Note the band structure in the vicinity of the  point
at the band gap (near E  0 ), which dominates the electrical and optical
properties.
valence band outside the   point (notice in Fig. 2.2(b) the visible splitting of
the higher valence band along the  L direction).
From the point of view of the electronic structure, ternary or quaternary solid
solutions between III-V or II-VI binary compounds are, strictly speaking, not
crystalline: the potential felt by the electrons has no exact translational symme-
try due to the random distribution of the atoms at the sites of the zinc-blende
lattice. However, in the virtual crystal approximation the alloy is thought of as
an ideal crystal of an eective material that gives the same periodic potential
felt on the average by the electrons in the alloy. The material parameters are
usually interpolated between the respective values for the binary crystals.
2.2 The ~k  ~p method
Band structures over the whole rst Brillouin zone, like the one shown in
Fig. 2.2b, are computed in large-scale numerical calculations using, e.g., the
empirical or the ab-initio pseudopotential technique [48]. However, in semicon-
ductors and, in general, materials where the free carrier concentration is much
lower than the number of lattice sites, the mobile electrons and holes cluster
near the extrema of the valence and conduction band, respectively. Hence, for
most common physical situations such materials can be eciently modeled if
one knows the carrier dispersion within a comparatively narrow region around
the band-structure extrema. Furthermore, external perturbations, like electric
and magnetic elds or the complex potentials in heterostructures, can not be
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calculated eciently or even at all with the pseudopotential technique. The
same is true for carrier-phonon and carrier-carrier interactions, as well as com-
pound particles, like excitons, trions, biexcitons, etc., since the pseudopotential
technique is essentially a one-particle method. Thus, these materials have to be
modeled in a simple context (although some progress has been achieved recently
in the calculation of excitonic eects in large gap materials exhibiting strong
excitonic eects [49, 50, 51]).
The ~k  ~p method is such a simple context for this purpose ([46], [52], [47],
[53], [54])1. It is based on perturbation theory in the vicinity of band extrema
and is described briey below. In the mean-eld approximation each valence
electron experiences the same average potential Vcrys(~r), the so called crystal
potential, which usually has the same symmetries as the lattice. According to
Blochs theorem, the eigenfunctions of the valence electrons can be chosen to be
also eigenstates of the respective translational operator, i.e.,
 n~k(~r) = e
i~k~r jn~ki; (2.1)
with ~k lying in the rst Brillouin zone and n the band index. jn~ki has the
crystal periodicity and is the material-specic part of the Bloch function. Using
the above expression and neglecting the spin-orbit interaction, the Schrodinger











jn~ki = En(~k)jn~ki; (2.2)
where m0 is the free electron mass. The Bloch functions e
i~k~r jn~ki are two-
component spinors characterized by the spin quantum number . In order to





~  ~rVcrys ; (2.3)
where ~ = (x; y ; z) are the Pauli spin matrices.
In the vicinity of a band extremum (although this is not a precondition)
like, e.g., the   point (k = 0), the ~k-dependent terms in Eq. (2.2) are viewed
as a perturbation, hm0
~k  ~p being the perturbative term that couples dierent
bands. For instance, for a non-degenerate band like the  6 conduction band
(neglecting for a moment the spin-orbit coupling) one gets up to second order
in perturbation theory in the vicinity of the   point
Ec(~k) ' Ec(0) + h
m0








hn0 j~k  ~p j c0i2
Ec(0)  En(0) ; (2.4)
1Similar in spirit is the method of invariants, where the dispersion of the bands near high
symmetry points of the Brillouin zone is parameterized using group theory [46]. However,
the ~k  ~p method gives more insight to the relative importance and origin of the various
contributions to the band structure.
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and




hc 0 j~k  ~p jn 0i
Ec(0)  En(0) : (2.5)












hn 0 j~k  ~p j c 0i2
Ec(0)  En(0) : (2.6)
Usually, the positions of the band extrema coincide with high-symmetry
points of the Brillouin zone and symmetry considerations can be applied to
simplify the results of the perturbation theory. For example, for the  8 valence
band in the vicinity of the   point the k-linear terms vanish in centro-symmetric
crystals. In zinc-blende crystals, the deviation from the inversion symmetry
is usually small and these k-linear terms are often neglected. In non centro-
symmetric crystals, spin-orbit interaction results generally in a complete lifting
of degeneracy except at high-symmetry points of the Brillouin zone [46].
The momentum matrix elements and the energy gaps between the bands
occurring in the ~k  ~p method are usually tted to experiment.
2.3 The Luttinger Hamiltonian
In the ~k ~p method for degenerate or quasi-degenerate bands, such as the valence
bands at the   point for cubic and zinc-blende materials, perturbation theory
for degenerate states is appropriate. The bandstructure in the vicinity of such
points is, thus, described through a matrix Hamiltonian acting on the space of
the (quasi-) degenerate band edge states.
In many cubic and zinc-blende materials, like, e.g., GaAs, ZnSe, CdTe, the
splitting of the valence band at the center of the Brillouin zone due to the spin-
orbit coupling and the band gap are large enough to consider the  8 valence
band as well separated. The ~k  ~p Hamiltonian describing the bandstructure of
















where the Einstein summation convention has been used with i; j = x; y; z. In
the above expression, I is the 44 unity matrix, Ji are the matrix representation
of the total angular momentum ~J = ~L+ ~S for J = 32 [46], fJi; Jjg = JiJj+JjJi,
and 1; 2; 3 are the so-called Luttinger parameters. The Luttinger Hamilto-
nian is also appropriate for the top valence band in zinc-blende materials when
the small k-linear terms originating from the inversion asymmetry of the lattice
are neglected.
As was mentioned before, the valence band at the   point neglecting the
spin-orbit coupling has p character, i.e., the band edge states transform like the
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functions X;Y; Z. Due to the spin-orbit coupling the valence band splits into
the  8 and  7 bands that transform according to J =
3
2 and J =
1
2 , respectively.
In the J = 32 basis with the coordinate system along the h100i directions, the
spin quantization axis being the z -axis and the phase convention originally used
by Luttinger,
j 32 ;+ 32 > = 1p2 (X + iY ) "
j 32 ;+ 12 > = ip6

(X + iY ) #  2Z "

j 32 ;  12 > = 1p6

(X   iY ) " +2Z #

j 32 ;  32 > = ip2 (X   iY ) #
; (2.8)
the Luttinger Hamiltonian Eq. (2.7) takes the form





P +Q L M 0
Ly P  Q 0 M
My 0 P  Q  L




P = 1k2 Q = 2(k2   3k2z)






and k = kx  iky,  = 12 (2  3).
The dispersion of the top valence bands obtained by diagonalizing the Lut-








4 + 3(23   22)(k2xk2y + c:p:)
1=2
; (2.11)
where the upper sign is valid for the heavy hole and c:p: stands for cyclic per-
mutation of the wavevector components.The Luttinger Hamiltonian predicts
correctly the splitting of the  8 valence band outside the   point in a heavy and
a light hole band. The surfaces of constant energy of the heavy and light hole
band are not ellipsoids (see Fig. 2.3); the valence bands are \warped".














2 = 3 =  =
1
5 (22 + 33): (2.13)
The spherical approximation gives spherical energy surfaces. However, the
spherical approximation is quite crude for QW, where only two of the principal
axes remain equivalent.
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Figure 2.3: Constant energy lines of the  8 valence bands for kz = 0, from [47].
Crystal directions are noted like (100) instead of [100].
In cubic semiconductor systems with an external perturbation applied along
one of the principal axes, as are QW grown on (001) surfaces, the axial approx-
imation is extensively used. This approximation leads to the vanishing of the
warping in the (001) plane. The warping of the valence bands in the xy-plane
is due to the second term under the square root in Eq. (2.11) or equivalently
to the term in M, Eq. (2.10), proportional to  . The axial approximation




2 (2 + 3) (kx   iky)2 : (2.14)
An approximation to the Luttinger Hamiltonian often used in the literature
is the diagonal approximation. This consists in neglecting all o-diagonal terms
in the Luttinger Hamiltonian, i.e., L = M = 0; it gives correct results along
the [001] direction, where the Luttinger Hamiltonian becomes diagonal. This
approximation is characterized by a mass reversal eect: the heavy hole eective
mass is larger than the light-hole mass in the z-direction but smaller in the
perpendicular plane
mdiagh;k = (1  2) 1 ; mdiagh;z = (1  22) 1 ; (2.15)
the upper sign holding for the heavy hole.
In more accurate ~k  ~p descriptions of the bandstructure near the   point a
larger number (up to 14, i.e., all the bands shown in Fig. 2.2(b) of band edge
states is treated as quasi-degenerate, so that their coupling is taken exactly into
account [56].
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2.4 The envelope function approximation
Another big advantage of the ~k  ~p method, besides the ecient description of
the band dispersions near extremal points, is the simplicity and versatility of
the method in tackling a large class of external perturbations. External elds
that are smooth enough are expected to aect the wavefunction of the charged
particle only on scales much larger than the lattice constant. The wavefunction
of the particle can then be expressed by products of the band edge states times
slowly varying functions, the so called envelopes. The slowly varying external
perturbation is acting predominantly only on the envelopes. External elds are
considered smooth in this context, if they change little over distances of the order
of the lattice constant and over time intervals of the order of E=h, where E is
the typical band separation energy at the considered extremum. This is the well
established envelope function approximation (EFA), known in the single-band
case also as eective mass approximation. The resulting equations are simple
since the explicit form of the band edge states in a lattice cell is not addressed.
To this class of perturbations belong the electric, magnetic and electromag-
netic elds usually relevant in semiconductor devices as well as strain and in-
teractions involving long-wavelength lattice phonons [52]. The eect of strain
on the  8 valence bands in terms of deformation potentials is to add new terms













3dfJi; Jjgij ; i; j = x; y; z: (2.16)
In the expressions above, i;j ; i; j = x; y; z are the components of the strain
tensor and a; b; d deformation potentials of symmetry  1; 3; 4, respectively.
Strain is usually present in heterostructures due to non-matching lattice
constants of the constituent materials, like, e.g., in the II-VI QW discussed in
Chap. 6, where the dierent lattice constants give rise, in a rst approximation,







zz   xx + yy
2

diag f 1;+1; 1;+1g : (2.17)
It is clear from the form of Eq. (2.17) that uniaxial strain along [001] leads to
strain induced splitting of the heavy- and light-hole bands at the  point.
2.5 Bulk Wannier excitons
Wannier excitons can be adequately described in the EFA. Such excitons extend
over many elementary cells of the crystal (exciton Bohr-radius aB  15nm, large
compared to the lattice constant a0 = 0:565nm in GaAs) and have a binding
energy much smaller than the band gap (exciton binding energy 4meV, small
compared to the band gap of 1519meV for GaAs). The large extension of
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Figure 2.4: Exciton dispersion for the ground and rst excited exciton states of
bulk GaAs for momentum k along [111], from [57].
the excitons in semiconductor crystals is related to the predominately covalent
nature of the binding of the atoms that results rather small band gaps and,
hence, in an ecient screening of the Coulomb interaction.
Excitons of the Wannier type can carry momentum and have thus a disper-
sion. This momentum corresponds to the usual COM momentum known from
classical mechanics. In the ideal case of a semiconductor with simple parabolic
bands, the exciton dispersion is easily calculated using the well-known COM
transformation, which reveals the complete separation of relative and COM
motion. In real semiconductors, however, which are characterized by degener-
ate valence-band maxima, the complete decoupling of relative and translational
motion of the electron-hole pair is not possible. This fact was rst emphasized
by Dresselhaus [58].
The degeneracy of the valence bands leads to new features in the exciton
dispersion. Depending on the ratio of the average hole mass to the electron mass
(the heavier particle dominates the COM motion) and on the mass dierence of
heavy- and light-holes, the exciton dispersion can be highly anharmonic and may
even exhibit very dierent masses for dierent exciton states, leading to avoided
crossings and mass-reversal eects [59, 57]. These eects are particularly strong
for the direct-band-gap zinc-blende materials, where the electron and light-hole
masses are much smaller than the heavy-hole mass. An example of such a highly
anharmonic bulk exciton dispersion is shown in Fig. 2.4 for bulk GaAs.
As we will see in the progress of this work, the same physics determine the
exciton dispersions in QW and QWR, where the anharmonicity of the exciton




Excitons in Quantum Wells
and Quantum Wires
The fabrication of low-dimensional semiconductor heterostructures has opened
a whole range of exciting new perspectives in the development of novel devices
and the investigation of quantum-mechanical eects. All electronic and optical
properties of semiconductor devices depend upon the bandstructure, which can
be tailored to a high degree in heterostructures since quantum size eects ap-
pear when carriers are subject to potentials on length scales comparable to the
interatomic spacings.
The electronic bandstructure is modied using basically three closely related
concepts: alloying of two or more semiconductors, use of heterostructures to
benet from quantum mechanical connement eects, and use of built-in strain
via lattice-mismatched epitaxy.
The spatial connement has a large inuence on the single-particle level.
Due to the break down of the bulk translational symmetry along one (QW) or
two (QWR) dimensions the bulk bands split in separate so called subbands,
each of them showing individual dispersion features that depend strongly on
the geometry and material composition of the heterostructure. The reduction
of the translational symmetry lifts the degeneracy of the heavy- and light-hole
bulk valence band at the center of the Brillouin zone; the resulting subband
states are of pure heavy- or light-hole character at the  point in QW, whereas
in QWR there is heavy-light-hole mixing in the whole BZ. The lifting of the
valence band degeneracy in heterostructures leads to the formation of heavy
and light excitons.
The optical properties of low-dimensional semiconductor heterostructures, as
quantum wells and quantum wires, are dominated by excitons, at least at low
temperature. The connement of the carriers along one or two spatial directions
into regions comparable or smaller than the bulk exciton size enhances the
eect of the electron-hole Coulomb interaction. This results in larger binding
energies and oscillator strengths. As a consequence, excitons are observed in
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these structures even at room temperature.
In many heterostructure systems of interest like, e.g., GaAs/AlAs, InGaAs/-
InP and ZnCdSe/ZnSeS, the exciton can be described in the envelope function
approximation (Wannier exciton) due to its small bulk binding energy (e.g.,
4meV for GaAs) or equivalently due to its large size ( 15nm for GaAs), much
larger than the lattice constant (0:565nm for GaAs). The EFA is a well-suited
tool to study excitons in these geometries.
3.1 The envelope function approximation in
heterostructures
With epitaxial techniques like metal organic chemical vapour deposition
(MOCVD) or molecular beam epitaxy (MBE) one can achieve nowadays within
a monolayer ( 0:3nm) nearly abrupt interfaces between two dierent materi-
als depending on material parameters and growth conditions. Thus, especially
for the AlxGa1 xAs system, quantum wells as well as more complicated pla-
nar structures like superlattices can be fabricated today with interfaces of high
quality. These structures are often well described with models assuming ideal
abrupt interfaces.
In contrast, the fabrication of semiconductor heterostructures of lower di-
mensionality like QWR and quantum dots (QD) is still a relatively new tech-
nology and has not yet reached the degree of control possible today in 2D struc-
tures. However, even in QWR systems abrupt interfaces are often assumed in
theoretical investigation since the complexity of these systems usually does not
allow much further renement. Heterostructures with abrupt interfaces or ma-
terial composition variations on a scale much larger than the lattice constant
are frequently investigated theoretically in the EFA.
While material composition variations on large scales can be easily integrated
in the EFA as a slowly varying eective crystal potential, this is not obvious for
abrupt interfaces, where the material composition changes on an atomic scale.
Indeed, although the EFA is valid in the materials on either sides of the interface,
the solutions on both sides have to be connected over the interface through some
boundary conditions. A long discussion [60, 61, 62, 63, 64, ?, 65, 66, 67, 68, 69]
on whether the EFA is justied in the presence of abrupt interfaces and which are
the right boundary conditions has aroused in the literature. Dierent boundary
conditions have been proposed based on various arguments like the hermiticity of
the EFA Hamilton operator [69] (or equivalently the continuity of the probability
ux) or based on more microscopic derivations of the EFA approximation [61,
62, 64, 66, 63]. However, the choice of the boundary conditions was found to
have only minor eects on the single-particle dispersions, and these in turn are
not expected to aect signicantly the numerical solution of the exciton, which
averages over a large area in ~k-space. Meanwhile, a certain consensus seems to
have been reached on using the simple symmetrized form of the kinetic operator
(see below, Eq. (3.5)); they guarantee the continuity of the probability ux at the
16
interfaces. In the literature only this symmetrized form of the kinetic operator
was applied to the exciton problem in heterostructures.
In some EFA models so called "spurious solutions" [70] and \wing bands"
[68] occur. These represent unphysical solutions (solutions far away from the
center of the Brillouin zone, in the vicinity of which the EFA holds, usually
outside the rst BZ) that may dominate over the physical ones, e.g., during
numerical integration of the resulting partial dierential equations. These un-
physical solutions are, in principle, due to the restriction to a nite number of
basis functions in the expansion of the wavefunction in Bloch band edge states
that inhibits the reproduction of the bandstructure periodicity [63, 65]. They
are not to include in the required solution and are a problem only in conjunction
with some numerical methods like integration of partial dierential equations.
In contrast, other methods like solution of integral equations using quadrature
methods [71] have no problems in dealing with these since only long wavelength
components are taken into account.
\Spurious solutions" and \wing bands" occur usually in models, where the
conduction and the valence band (at least the light-hole valence band) are con-
sidered together as quasi-degenerate in the ~k  ~p expansion. This is not the
case if the valence band is described in the Luttinger approximation and the
conduction band in a single-band approximation. Even in other, more compli-
cated models these unphysical solutions should not be a problem when solving
the exciton with the methods applied in this work: a discretization method in
~k-space(mesh around the  point) or one in real space(a nite mesh size permits
only certain discrete wavevectors within the rst BZ). Thus, spurious solutions
will be of no concern in the present work.
3.2 Excitons in quantum wells
The ability to fabricate low-dimensional semiconductor heterostructures, where
electrons and holes can be strongly conned within small space regions, has
given exciton research an important technological aspect. The motivation for
exciton studies is based on interest in material characterization, pure physics,
and optical information processing.
3.2.1 Theoretical model
In the envelope function approximation, the Wannier exciton is described by
the Hamilton operator
H = He(~re) +Hh(~rh) + VCoul(~re   ~rh): (3.1)
Therein, the single-particle operators He(~re); Hh(~rh) describe the material-
dependent bandstructure in the vicinity of the  point of the respective particles
and




j ~re   ~rh j I (3.2)
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stands for the attractive Coulomb potential. Since we will be considering only
quantum wells grown in the [100] direction, the coordinate system is chosen,
as usual, with the z-axis along the [100] direction; ~re = (xe; ye; ze) ; ~rh =
(xh; yh; zh) denote the space coordinates of electron and hole, respectively.
We have neglected in the Coulomb potential, Eq. (3.2), any eects of the
spatial dependence of the dielectric function  when going from the well to
the barrier material (image charge eect). As known [25, 72], this dependence
when taken into account enhances the exciton binding energy in AlxGa1 xAs
QW since the dielectric constant in the barrier is smaller than in the well.
However, this eect is not expected to contribute signicantly to the exciton
dispersion, since the dielectric mismatch is a purely electrostatic eect, which
depends marginally on the amount of the wavefunction in the barriers. The
enhancement of the exciton binding energy due to the image charge eect varies
from about 1meV for wide wells to 2.5meV for narrow wells for GaAs/AlAs QW
[28] and should be substantially smaller for the AlGaAs-systems considered here.
The eect is larger for II-VI QW due to the smaller dielectric constants.
We have also neglected in Eq. (3.2) the exchange part of the Coulomb inter-
action. This leads in QW to a ne splitting of the exciton states at zero COM
(<1meV for AlxGa1 xAs compared to 0:02meV for bulk GaAs) and a further
smaller splitting (<0:1meV for AlxGa1 xAs) for nite COM momentum Q [30].
These splittings are related to the further reduction of the symmetry due to the
coupling of the spins of the two particles over the exchange part of the Coulomb
interaction. The exchange splitting is expected to be larger for II-VI systems
because of the smaller dielectric constant and smaller Bohr radius.
For the materials considered, the bulk conduction band is to a good approx-
imation parabolic [52]; anharmonicities in the conduction band arise mainly
through the interaction with the light and split-o valence bands, which is small
due to the relatively large band gap. The small anharmonicity of the bulk con-
duction band leads to a small nonparabolicity of the conduction subbands in
AlxGa1 xAs QW [73, 25, 60]. We ignore it, and describe the electron, hence-












The oset Vc(ze) accounts for the spatial dependence of the conduction band
edge; me(ze) stands for the eective electron mass.
As already mentioned in Sect. 2.3, for many zinc-blende semiconductors the
splitting of the valence band at the center of the Brillouin zone due to the
spin-orbit coupling is large enough (341meV for bulk GaAs) to not include
it explicitly in the description of the  8 valence band. This is a reasonable
approximation for states near the valence band edge. The coupling to the other
bands need then be taken only implicitly into account, via appropriate choice
of the ~k  ~p parameters. In addition, the valence band warping can be safely
neglected for small Q values since the exciton wavefunction averages over all
in-plane momentum directions. The bandstructure of the  8 valence band is in
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this case adequately described by the Luttinger Hamiltonian, Eq. (2.9, 2.10),
Hh = HLutt(zh) + Vv(zh) I ; (3.4)
where Vv(zh) accounts for the spatial dependence of the  8 valence band edge.
The Luttinger parameters 1(zh); 2(zh); 3(zh), the electron mass me(ze), as
well as the osets Vv(zh); Vc(ze) are piecewise constant functions of ze; zh. We
will use for all further QW calculations the axial approximation, because it sim-
plies considerably numerical calculations of exciton in momentum space. We
remind that, in contrast to the axial approximation, the spherical approximation
does not even give the right energies for the subbands at the  point.
In the single-particle Hamilton operators for the electron and hole,
Eq. (3.3,3.4), we have neglected all terms that originate from the small in-
version asymmetry of the zinc-blende bulk materials [46, 71]. We also neglect
asymmetry terms that have their origin at the additional microscopic collapse
of the inversion asymmetry at the interfaces for zinc-blende materials [74, 75].
Such terms would lead to a small coupling of the heavy- and light-hole bands
at the  point as well as the occurrence of the band extrema slightly o the
 point. However, in symmetric Type I QW the inversion symmetry, although
locally broken at every interface, is preserved for the whole structure due to the
presence of a second interface mirror-symmetrical to the rst one.
To ensure that the kinetic operators remain Hermitian in the presence of
interfaces, we use the symmetric substitutions
 @i ! (@i  +  @i)=2;  @2ij ! (@i  @j + @j  @i)=2; i; j = x; y; z (3.5)
where  stands for some material parameter. These substitutions ensure the
continuity of the probability current.
The quantization axis of the electron spin and of the hole angular momentum
J is taken along the growth direction; the valence band edge states have been
dened in Sect. (2.8). With the above approximations the electron spin is of no
relevance and will be kept xed at se = +1=2.
The Hamilton operator (3.1) acts with these approximations on a four-
component envelope function in the product basis of the conduction and valence
band edge states
j 32 mJiv j 12 + 12 ic 	, where the hole spin projection attains val-




2 ;  12 ;  32 .
The in-plane COMmomentum operator ~Q =  ih(~rek+~rhk) is a constant of
motion because the interaction term (3.2) depends only on the relative distance
of the two particles [76]. Consequently, the wavefunction factorizes into
	







mJ (ze; zh; ~) j 32 mJ iv j 12 12 ic ; (3.6)
where ~ = ~rek   ~rhk is the in-plane particle distance, ~R the COM space co-
ordinate canonically conjugate to ~Q, and a stands for the remaining quantum
numbers.
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The COM space coordinate ~R in (3.6) is not unambiguously dened because
of the anharmonic dispersions of the constituent particles [58]. The COM trans-
formation must be linear in order to preserve the commutation relations and
has in general the form




~R =  ~rek + (1  ) ~rhk ~k =  ih

(1  ) ~rek    ~rhk
 (3.7)
where the bold face type indicates that  is in general a spinor [77]. In the





in order that relative and COM motion completely decouple. For bulk excitons,
 has been considered in the literature as a scalar [57], a tensor in real space [57]
or even a spinor [77]. We will return later on to the problem of an appropriate
choice for  and the COM coordinate ~R.
Inserting Eq. (3.6, 3.7) into the eigenvalue problem of Eq. (3.1- 3.4) gives
a system of four coupled partial dierential equations in a four dimensional
conguration space (ze; zh; ~).
Specular reection with respect to the xy plane, xy, is also a symmetry
element for symmetric QW. The exciton can be characterized consequently by
the parity P = 1. Taking into account the electron spin degeneracy, each
exciton state is at least fourfold degenerate in symmetric QW. It can be shown
in a similar way as has been done for the hole subband states in Ref. [78] that the
operator RT , with the rotation by  about the z axis, R, and time-reversal,
T , transforms between the degenerate states of dierent parity and opposite
electron spin. If one combines this operator with the Pauli-matrix ey, which















mJ (ze; zh; ~ ) j 32  mJiv j 12 + 12 ic :
Comparing (3.6) with (3.9), we nd
	
~Q; Pa
mJ (ze; zh; ~ ) = 	
~Q;Pa 
 mJ (ze; zh; ~ ) : (3.10)
That is, the state of opposite parity degenerate with some state of denite
parity is obtained by inverting the order of the spin components of the exciton
envelope, complex conjugating, and changing the sign of the in-plane relative
coordinate. Thus, changing the multiband exciton parity with xed electron
spin in symmetric QW corresponds to ipping the hole spin in the single-band
exciton case. In the axial approximation and for Q = 0, the dierent angular
momentum components decouple [79], and changing the sign of ~ in Eq. (3.10)
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just changes the sign of two spin components leaving the other two unchanged;
this holds no longer at Q 6= 0.
We have so far introduced the theoretical model for the description of exci-
tons in QW used in this work. The theoretical description of excitons in QWR
goes, in principle, along the same lines with minor modications introduced in
the next section.
3.3 Excitons in V-groove quantum wires
Today, there exists a number of technologically important QWR systems like
V-groove [80], T-shaped [81, 2], etched mesa structures [82, 83], or wires grown
along natural step-bunched surface steps [84, 85] or etched steps [86]. We will
study, as an example, so called V-groove QWR, which are particular promising
for device applications. They result from self-assembled growth under MOCVD
or MBE on a substrate into which V-shaped grooves were etched. Alternating
deposition of GaAs and AlGaAs [87, 80] or InGaAs and InP [88, 89] leads to
stacks of V-shaped wells and barriers, like the one shown in Fig. 3.1. Due to
dierent growth rates and lateral transport, crescent-shaped thicker well regions
develop at the bottom, which act as QWR. The well regions on the side walls
will be referred to as side quantum well (S-QW), henceforth. The stack of
V-groove QWR is found to be connected by a central region of increased Ga
concentration, which will be referred to as vertical quantum well (V-QW).
The particular sample we are going to investigate has been grown by
MOCVD on grooved (001)-GaAs substrates with the wires oriented along the
[110] direction [91]. The periodic corrugations were made by holographic pho-
tolithography and wet chemical etching. A cross-sectional view of the QWR
heterostructure obtained in transmission electron microscopy (TEM) is shown
in Fig. 3.2. As is clearly seen in this cross-section micrograph, the conning
potentials show no strict symmetry. Only an approximate specular reection
symmetry with respect to the xz-plane exists. The stronger narrowing of the
S-QW on the right rather than on the left side of the gure is partly an artefact
of the concrete observation technique used [91]; this will, however, have only
marginal inuence on the calculated physical quantities.
3.3.1 Theoretical model
For the description of the Wannier exciton in a QWR, we use practically the
same theoretical model as the one described in Sect. 3.2.1 for QW. We choose
the coordinate system xk[110]; yk[110]; zk[001], i.e., the wire axis lies along the
x-axis, the stronger connement is along the z-axis and the weaker connement
is along the y-axis. Since we have two connement directions (y; z) for the
QWR, the Hamilton operator describing a Wannier exciton in this system is
again of the form Eq. (3.1) with the same Coulomb interaction Eq. (3.2) and, in
principle, the same single-particle operators (3.3), (3.4) except for the now two-
dimensional conning potentials Vc(~e); Vv(~h) (with~e;h = (xe;h; ye;h)). and a
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Figure 3.1: Transmission electron micrograph of the cross-section of a vertical
quantum wire structure [90]. The darker the shading is, the higher is the Ga
concentration. Note the vertical region of increased Ga concentration (VQW)








Figure 3.2: Cross-sectional view of a particular V-groove QWR sample obtained
in transmission electron microscopy (TEM) [92, 91].
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transformation of the Luttinger Hamiltonian to account for the new rotated real
space coordinate system.1 The quantization axis of the electron spin and the
hole angular momentum remain along the z-axis, but in order to achieve formal
simplicity, i.e., to get rid of phase factors arising in the Luttinger Hamiltonian
because of the coordinate transformation, we rotate the spin basis around the
quantization axis by an angle of 4 .
2 In addition, we do not invoke the axial
approximation in the description of the valence band structure, since, in contrast
to the QW case, it leads to no benet during the numerical solution of the
exciton problem. That is, we keep in the Luttinger Hamiltonian, Eq. (2.9), the
full M term.
Due to the irregular shape of the V-groove QWR, there are no symmetries
in real space left. Still, the electron spin remains decoupled due to the neglect
of the exchange part of the Coulomb interaction and of any spin-orbit terms in
the conduction band description. The QWR exciton states are, therefore, at
least twofold degenerate. In the following, we will pin the electron spin at the
value of se = +1=2.
Again, we introduce a COM transformation similar to Eq. (3.7)
 = xe   xh X = xe + (1  )xh
k =  ih ((1  )@xe   @xh) Q =  ih (@xe + @xh) : (3.11)
Again, the COM momentum Q is a constant of motion because the interaction
term (3.2) depends only on the relative distance of the two particles and the
wavefunction factorizes into





	Q; amJ (~e; ~h; ) j 32 mJiv j 12 12 ic ; (3.12)
where a stands for the remaining quantum numbers. The numerical determi-
nation of the exciton eigenstates in such a QWR involves the solution of four
coupled partial dierential equations in a ve dimensional conguration space
(~e; ~h; ze   zh).
1Writing the kinetic operator as H =
P
i;j
@i hij @j ; where the bold face indicates that h
is in general a spinor, then in a rotated coordinate system x0i =
P
j
gij xj , the Hamiltonian


















































The COM transformation is well known from classical mechanics (rigid solid,
planetary Kepler model) and quantum mechanics (hydrogen atom). It is used
to simplify the equations of motion by separating \internal" and \external"
degrees of freedom and is related to translational invariance along (some) space
coordinates.
In the ideal case of a semiconductor with parabolic bands the exciton disper-
sion is easily found using the COM transformation. However, real semiconduc-
tors are characterized by degenerate valence band maxima and non-parabolic
dispersions. Dresselhaus [58] was the rst to point out the absence of a well-
dened COM transformation due to this degeneracy.
Altarelli and Lipari [57] calculated the exciton COM dispersion for direct-
and indirect-gap bulk semiconductors. They demonstrated that the ambiguity
in the choice of the COM transformation can be used to achieve formal simplic-
ity or optimal numerical convergence. However, they did not manage to nd an
algorithm that would give the COM transformation for an optimal numerical
convergence other than the trivial trial and error method.
Previous to our work [32], there have been just two publications where
numerical multiband exciton dispersion in quantum wells were calculated: in
Ref. [30]  = 1 (in the parabolic case: me =1) was taken in order to keep the
form factors (see below, Eq. (5.7)) Q-independent, and in Ref. [31] no partic-
ular choice or handling of  is mentioned. In analytic expressions, usually the
symmetric (in the parabolic case: me = mh) value  = 1=2 is taken [71]. In the
following sections, we describe two more deterministic and systematic methods
for the COM optimization introduced in our recent papers, Ref. [32, 33].
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4.1 Exciton dispersion and center-of-mass
transformation
The eect of the choice of  becomes clear when one evaluates Eq. (3.7) for
two dierent values ; 0 =  +  giving ~R0 = ~R +  ~; ~k0 = ~k    ~Q.
Clearly,  moves articially part of the plane wave of the COM motion into
the relative part of the exciton in real space, see Eq. (3.6), or, equivalently,
it shifts the relative part of the wavefunction in ~k-space. A good choice of ,
in the sense of better numerical convergence, as in the parabolic case (3.8),
keeps the relative part of the exciton in real space as smooth as possible or,
equivalently, pins the relative part of the wavefunction in ~k-space to the origin.
The relevance of the choice of  for the numerical convergence is illustrated in
Fig. 4.1. In the appropriate COM coordinate system the ground state exciton in
the case of simple parabolic bands is described using an angular decomposition
with one component (` = 0), whereas in any other COM coordinate system the
wavefunction appears shifted to the new origin and takes an innite number of
angular momentum components to be described exactly.1
= + + +...
Figure 4.1: Illustration of the angular decomposition of a shifted 2D 1s-exciton
wavefunction in momentum space along the shift direction (see footnote 1). An
innite number of angular momentum components are needed to describe the
shift.
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where B is the Bernoulli function and F the hypergeometric function [93]. The x-axis is taken
along ~.
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As already mentioned in Sect. 3.2.1, the optimal COM transformation in the
case of simple parabolic bands is the one with the scalar value of  = me=(me+
mh). For this value of  the relative and COM motion completely separate;
hence, the numerical exciton dispersion is calculated to the same accuracy at
all values of Q.
In real semiconductors, complete decoupling of relative and COM part of
the exciton motion is not possible. Still, common sense implies, that, however
strong the nonparabolicity of the underlying single-particle dispersions is, some
\optimal" COM transformation exists corresponding to some \average" mass
of the constituent particles.
4.2 Separation ansatz
We introduced in Ref. [32] a rst quasi-analytical method for determining the
optimal choice of the scalar . It is motivated by the fact that in the parabolic
case the correct COM transformation decouples the relative motion and COM
motion completely. One can try to nd the choice of  that decouples \as much
as possible". To quantify this, we apply in Eq. (3.1) the general -dependent
COM-transformation (3.7) and integrate out the COM space coordinate ~R. The
resulting equation is the eigenproblem of the reduced Hamilton operator H(Q)
acting in the relative space f~; ze; zhg, which depends parametrically on Q. We
then separate the Q-dependent terms from the rest
H(Q) = H(0) +H(1)()Q+H(2)()Q2; (4.1)
and view these as a perturbation acting on the Q = 0 relative exciton wavefunc-
tion. The explicit form of the operators in Eq. (4.1) is















and ~Q = QQ̂.




= h g j H(2)() j g i+
X
a6=g
j ha j H(1)() j gi j2
EXg (0) EXa (0)
: (4.4)
Of course, the exciton mass does not depend on the choice of the coordinate
system, that is, on . Minimizing the rst order contribution in Eq. (4.4) and
thereby minimizing the absolute value of the strictly negative contribution of the
higher states to the ground state dispersion (the avoided crossings with higher
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states lead to a atter dispersion according to Ritz's variational principle) leads
to the analytical result
 =
h g j H(2)h j g i
hg j H(2)e +H(2)h j gi
: (4.5)
Again, the matrices H
(2)
e;h are simply the material-dependent coecients of the
quadratic terms for ~ke = ~kh = ~Q in Eq. (3.3) and (3.4), respectively [32].
In the procedure described above we neglected the second order contribu-
tion of the perturbation term H(1) and kept only the rst order contribution
of the perturbation term H(2) to the ground state dispersion, that is, we opti-
mized  while keeping the ground state of the reduced Hamilton operator H(Q)
unchanged. Transforming back into full space, this is equivalent to the Ansatz
	
~Q;g(~re; ~rh) = e
 i ~Q~R	0;g(~re; ~rh) ; (4.6)
which is simply the usual separation Ansatz.
The explicit form of Eq. (4.4) with the contributions from the higher states
dropped and  from Eq. (4.5) suggests to dene COM-related, eective masses




hg j H(2)e;hj gi satisfying MXg = me +mh: (4.7)
Eq. (4.5,4.6,4.7) give the correct results in the limit of parabolic bands.
Numerical results show that the masses obtained from (4.7) tend to be too
small. Nevertheless, the obtained values for  in [32], [94] were quite reasonable
because of the much heavier hole mass. If one actually calculates the contribu-
tions of the higher exciton states to MXg in (4.4) (which are dropped in (4.7)),
one nds that the only important correction comes from the coupling to the
LH1C1   1s-like state. Taking in Eq. (4.4) this single correction term into ac-
count gives practically the exact curvature of the exciton groundstate dispersion
at Q = 0.
4.3 Shifted exciton-envelope Ansatz
The above procedure is not the best for determining the optimal value of  for
the problems relevant to this work. We tried therein, in principle, to eliminate as
far as possible the part of the kinetic operator that couples relative and COM
motion, the term H(1)Q in Eq. (4.1). However, for the semiconductors with
degenerate valence bands and relatively small exciton binding energies this is
not appropriate, as this coupling remains substantial for all values of .
It may, therefore, be more advantageous to work in a subband representation,
where this coupling has already been taken into account at least on the single-
particle level. We expand, thus, the exciton wavefunction in the product basis
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of the electron jne~kei and hole subband states jnh~khi combined in such a way









(~k) jnh ~k (1 ) ~Qi jne ~k+ ~Qi : (4.8)
We remark, that the general COM transformation, Eq. (3.7), gives
ke = k + Q ; kh = k   (1  )Q : (4.9)
Note also, that the plane waves of the single-particle states combine to give the
right plane wave for the total COM momentum, since ~ke~e   ~kh~h = ~k~+ ~Q~R.
























hne ~k+ ~Qjhnh ~k (1 ) ~QjVCoul(j~k ~k0j) jn0h ~k0 (1 ) ~Qijn0e ~k0+ ~Qi ;
where







is the 2D Fourier transform of the Coulomb potential.
The Q-dependence enters the wavefunction Eq. (4.8): (i) through the need
to appropriately combine the subband states to get the right Q ( ~Q = ~ke   ~kh)
and (ii) through the need for the envelope to adjust for the anharmonicities in
the dispersions. In the perturbation approach described above, we tried to nd
a COM transformation that keeps the whole wavefunction as much as possible
unchanged for small Q values. However, once the single-particle problem is
solved, the Q-dependence due to the combination of the subband states in Eq.
(4.8) is explicitly known. Therefore, a better Ansatz for the wavefunction would
be to try to nd a COM transformation that keeps the envelopes as much







~k) jnh ~k (1 ) ~Qi jne ~k+ ~Qi: (4.13)
The expectation value of Eq. (4.10) with Eq. (4.13) can then be minimized with
respect to . In order to keep the notation simple we switch temporarily to the
independent subband approximation, which consists in keeping in Eq. (4.13)
only one subband combination, and drop all subband indices and respective
sums. The groundstate energy then reads













Making a Taylor expansion of the kinetic terms for Q ! 0 and neglecting any
~Q dependence of the potential energy, we arrive at
















The rst derivatives, being odd functions of k (since the single-particle disper-
sions themselves are even functions), do not contribute. Minimizing this ex-
pression with respect to  in the spirit of Ritz's variational principle, we easily
obtain the optimized value
0 =
Z
d~k j'0; g(~k) j2 (Q̂  ~r)2Eh(~k)Z
d~k j'0; g(~k) j2 (Q̂  ~r)2(Ee(~k) + Eh(~k))
: (4.16)










d~k j'0; gnenh(~k) j2 (Q̂  ~r)2(Ene(~k) + Enh(~k))
: (4.17)
It accounts also for the dependence of 0 on the direction Q̂ of the COM-
momentum in the case of warped valence bands.
In the derivation of Eq. (4.17), we neglected any Q-dependence of the
(Coulomb) potential energy of the ground state. This is expected to be a good
approximation since the Coulomb energy depends solely on the charge distri-
bution, which should not be aected signicantly by the COM motion of the
exciton. Indeed, it has been estimated in Ref. [24] that the error introduced by
neglecting in Eq. (4.11) the ~k-dependence of the hole envelopes is about 5%.
Our assumption is less restrictive and should lead to even smaller deviations.
4.4 Discussion
Based on two dierent Ansatze for the explicit dependence of the exciton ground
state wavefunction on the COM momentum ~Q, we developed two procedures for
optimizing the COM transformation for the numerical calculation of the exciton
ground state dispersion. The rst one, see Eq. (4.5), requires only the know-
ledge of the exciton ground state wavefunction at vanishing COM momentum,
but gives less satisfactory results for the systems of interest due to the strong
coupling of the degenerate valence bands relative to the Coulomb coupling.
The second one, Eq. (4.17), requires in addition to the exciton ground state
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Q = 0.0 nm
−1
Q = 0.5 nm
−1
Figure 4.2: Logarithmic contour plots of the squared HH1C1   1s exciton en-
velope in ~k-space for a 5nm GaAs/Al0:3Ga0:7As QW at Qx = 0:5nm
 1 plotted
in a coordinate system with the not optimized value  = 1=2. Diamonds mark,
from left to right, the origin of the shifted coordinate system [at (1=2  )Qx]
for  = 0; 0; 1=2; 1, with 0 evaluated from Eq. (4.17). The Q = 0 envelope
is plotted for comparison (dashed).
wavefunction at vanishing COMmomentum the calculation of the single-particle
dispersions (an easy task nowadays), but gives more accurate results.
The quality of Eq. (4.17) is illustrated in Fig. 4.2 where we plot the enve-
lope of the HH1C1   1s exciton in the single subband approximation using the
symmetric value of  = 1=2 for Q = 0 and a quite large value of Q. This value
of  is indeed not optimal, as the large shift of the envelope demonstrates. In
contrast, the COM transformation for the value of  calculated after Eq. (4.17)
would practically leave the envelope pinned at the origin.
The importance of a suitable choice of the COM transformation for the
numerical convergence is illustrated in Fig. 4.3 for the dispersion of theHH1C1 
1s exciton of a 5nm QW. This has been calculated in ~k-space for various values
of  with the same basis (HH1C1; LH1C1; ` = 0;1;2), see Sect. 5.1. The
further the used  lies from the optimal value 0 (0 = 0:23 in this case), the
worse the results are. At large Q the  = 0 (in the parabolic case mh = 1)
curve gives slightly better results than 0 since the HH1 subband dispersion
gets more at after the avoided crossing with the LH1 subband, but it gives
considerably worse results at small Q.
Although Eq. (4.17) was derived in the limes Q ! 0, it remains still useful
even at quite large values of Q. Indeed, Fig. 4.4a demonstrates how small the
deviations from the optimal values determined variationally at each Q value
remain over the displayed large range of COM momenta.
Eq. (4.17) was derived by an optimization of the kinetic energy of the ground






















Figure 4.3: Numerical dispersion of the groundstate exciton of a 5nm wide QW
calculated with the same basis set but for various values of . The exciton
continuum edge (dotted), Eq. (4.18), is given for comparison.
(a)


































Figure 4.4: Deviation of the analytical value 0, Eq. (4.17), for the optimal
choice of the COM transformation from the ones derived (a) variationally at
each COM momentum Q for three dierent GaAs/Al0:3Ga0:7As QW and (b)
from the exciton continuum edge (lines) for the same QW. For comparison, in
the right panel also the variationally determined values from the left one are
displayed. For the ground state, 0    1 holds.
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this requires the knowledge of the wavefunction at Q = 0.
One can also try to optimize the COM transformation based on some simpler
exciton wavefunction, like, e.g., the one of the free electron-hole pair, i.e., a delta
function in ~k-space. Minimizing the kinetic energy of the free electron-hole pair
for a given subband combination nenh and a given ~Q gives the electron-hole-pair
continuum edge Enenh( ~Q)
Enenh( ~Q) = min
n
Ene(~k) + Enh(~k   ~Q)
o
: (4.18)
This coincides with the maximal energy of excited bound exciton states for a
given subband combination in the single-band approximation and will be called
in the following exciton continuum edge. For each value of ~Q the minimum
occurs at some value ~knenhmin (
~Q). In order to pin the exciton wavefunction at the
origin, one has to choose the value nenh(
~Q) = knenhmin (
~Q)=Q (recall Eq. (4.9))
for the COM transformation. This can be evaluated with the sole knowledge
of the subband dispersions. However, as shown in Fig. 4.4(b), this procedure
does not give nearly as good results as Eq. (4.17). The real exciton ground
state wavefunction having a nite extension averages over the subband disper-
sion features while the free electron-hole pair responds to all the details of the
subband dispersions.
The optimization of the COM transformation of Sect. 4.3 will be of key
importance for the numerically very demanding calculation of the QWR exciton





The multiband exciton (i.e., with the coupling of heavy- and light-hole bands
taken fully into account) has been theoretically and numerically thoroughly in-
vestigated at vanishing COM momentum [22, 23, 24, 25, 26, 28, 27, 29]. The
numerical eort for such calculations remains reasonable due to the high symme-
try of this point. In contrast, only a few publications on multiband calculations
of exciton dispersions in QW exist [30, 31, 32, 33], since these are very demand-
ing.
We solved the eigenvalue problem (3.1) in two ways, which will be discussed
in turn:
(i) in momentum space, expanding Eq. (3.6) in the product space of the
electron and hole subband states, and
(ii) in real space, using a nite-dierences scheme.
The rst method gives very accurate results and is used to reveal the main
features of the exciton dispersion. The second method is only suitable for the
dispersion of a few low-energy states, but promised to be feasible for more
general structures. A successful application to V-groove QWR is presented
below in Chap. 7. The method (ii) is validated by comparing in this chapter
its results for QW with the ones from the rst method.
5.1 Solution in momentum space
The method we use here is in principle the extension for nite COM momentum
Q of the one for Q = 0 introduced in [23] and described extensively in [26].
At a rst step, we calculate the single-particle subband states and their dis-
persions. In the axial approximation the subband dispersions show no warping,
33
and for symmetric QW the equations read
He jne ~ke; 12 i = Ene(ke) jne ~ke; 12 i
Hh jnh ~kh; phi = Enh(kh) jnh ~kh; phi ;
(5.1)
with the Hamilton operators of Eq. (2.9,2.10,3.3,3.4) and the single-particle
states




ne(ze) j 12  12 ic ; (5.2)





ei (mJ  mJ ) h mJnh; ph; kh(zh) j 32 mJiv :
ne;h denote the subband indices, ~ke;h = (ke;h; e;h) is the respective in-plane
wavevectors in polar coordinates, 
mj
nk (z) are the envelopes of the respective
band edge states, and ph the hole parity under specular reection with respect
to the z = 0 (center of the symmetric structure) plane xy [78]. We take
advantage of the freedom in introducing an arbitrary phase factor to make the
phase dependence vanish for the main spin component mJ of each subband (see
footnote 4). 1
Since we assume the conduction band to be parabolic, the conduction sub-
bands and their dispersion are analytically known [95, 52]. The valence sub-
bands are calculated using a transfer-matrix method as in [96, 97]. The latter
is an extension for the multi-band case of the usual one-band transfer-matrix
method often employed, e.g., in solving the Kronig-Penney model. In brief, the
single-particle wavefunction is constructed as a superposition of the bulk band
states at a trial energy at some point in the structure and propagated to the left
and right with the additional condition for bound states of vanishing at inn-
ity. This leads to a determinantal equation for the calculation of the subband
dispersions. The formalism is presented in short in Appendix B. An important
aspect of this method is that the subband eigenfunctions, in particular the en-
velopes, are nally known analytically as a superposition of exponentials and
trigonometric functions. The usual symmetric boundary conditions have been
used. The numerical dispersions and eigenfunctions were checked against the
analytic results of Ref. [78].
At a second step, the exciton wavefunction for a given COM momentum ~Q
is expanded into2
	







~k) jne ~ke ; + 12 ic jnh ~kh; phiv ; (5.3)
1The phase factors e
imJe;h

arise naturally from the jJe;hmJe;h i-basis, when the reference
system is rotated through an angle  around J k z [79].
2Eq. (5.3,5.6,5.7) are simply the subband expansion equations Eq. (4.8, 4.11) of Sect. 4.3
for the particular single-particle model examined in this section.
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with subband states of the two particles combined in such a way that the re-
sulting exciton state has the required parity P and total momentum ~Q
~ke = ~k +  ~Q; ~kh = ~k   (1  ) ~Q ; P = ph  ( 1)ne+1 : (5.4)
The last equality reects the fact, that for symmetric QW the conduction sub-
band envelopes are even (odd) for odd (even) subband index. Fixing exciton
parity P and electron spin eliminates any degeneracy at ~Q 6= 0.
With the expansion (5.3) and the relations (5.4), the exciton Schrodinger
equation takes the form





















(~k0) = 0 ;
(5.5)



















is the in-plane 2D Fourier transform of the 3D Coulomb potential modied due

























Note that a dependence on Q enters the form factors via the hole momentum,
Eq. (5.4). The parity selection rule of Eq. (5.4) for symmetric QW is obtained
when changing the sign of both electron and hole z coordinates in the above
equation. As mentioned before, the transfer matrix method that we used to
calculate the subband states yields the wavefunctions, i.e., the envelopes in an-
alytical form as linear combinations of exponential and trigonometric functions.
The form factors are in this case known analytically in terms of the parameters
(coecients and wavelengths) of the envelopes.
The integrable singularity of the Coulomb potential (5.6) at ~k = ~k0 is taken













This gives a very smooth \corrected" potential (5.15) of small absolute magni-
tude. Our singularity correction term C(~k; ~k0) is essentially the 2D-Coulomb
potential having added to it a simple term, in order to make the correction
term integrable. In contrast to the straightforward extension for Q 6= 0 of the
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singularity correction used in [26], it is independent of Q, and independent of



















where K(x) is the complete elliptic Integral of the rst kind. The integral over





dk0 C(k; k0) = 2 ln 2  1 : (5.10)
To take benet of the axial approximation3, the exciton envelope and the






After integrating out the angles, the equations to be solved read 
T 0;Qne (k) + T
0;Q
nh




































'Q;nenh`0(k) = 0 ; (5.12)
where in the axial approximation





d Ene;h(ke;h) cos( ) : (5.13)
For Q = 0, the terms (5.13) are simply the moments of the single-particle
dispersions, vanishing in the axial approximation for  > 0.
The term C(k) is the integral of the added singularity correction over the








(2 ln 2  1) 
Z 1
kmax
dk0C(k; k0) : (5.14)
The latter integral can easily be done numerically, since the singularity lies
outside the integration interval.
3In the axial approximation the exciton wavefunction is independent of the direction of ~Q,
thus, we index the quantities in the equations following only by Q.
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~V is essentially what remains from the Coulomb interaction after the singu-


























































For Q = 0, the integrand of Eq. (5.15) becomes, as expected, diagonal in the
angular momentum `, yielding the selection rule
`+ mJ = `
0 + m0J : (5.17)
That is, for each combination nenh`
5 there are at a maximum four others to cou-
ple with. The double integral Z(k; k0; ) is a smooth function of its arguments,
except at k = k0;  = 0 , i.e., at~k = ~k0, where the rst derivatives become dis-
continuous. It has been calculated once for a dense mesh of its arguments and
then interpolated, taking care to treat the singularity correctly.6
All the integrals have been calculated using Simpsons rule. The double
integral Z(k; k0; ) was calculated on a 151x151x25 mesh (dk = 0:01nm 1, d =
=25) for all the required subband combinations.
Before discretizing Eq. (5.12), we multiplied them by
p
dk k and used the
substitution 'Q;nenh`(k) 
p
dk k 'Q;nenh`(k). This leads after the discretization
to a symmetric matrix, whose eigenproblem can be solved eciently (reduced
memory and CPU usage). The reverse substitution is not a problem, since the
mesh did not involve the k = 0 point (grid points at ki = (i   1=2)dk; i =
4Setting the phase of the main component of each subband to zero, Eq. (5.2), increases con-
siderably the numerical accuracy for small Q values. This is related to the interference of the
two phase factors, the one of the angular decomposition and the one of the spin components,
in Eq. (5.15). At large Q values, the spin-dependent phase factors are becoming less important
as the most important hole wavevectors are near ~kh '  ~Q and hence h ' 0. In addition, with
this choice the value of ` corresponds to the angular momentum L of the exciton's relative
wavefunction in the independent subband approximation (otherwise ` = L+ mJe   mJh [26]).
5The conduction subband index is also of relevance. It determines (over the parity selection
rules Eq. (5.4)) whether the coupling is to the \spin up" or \spin down" subband state, whose
main components are at opposite spin.
6A major numerical diculty at this point is to avoid arbitrary sign changes of the numer-
ically calculated subband states, which lead to articial discontinuities in the double integral
to be interpolated. Even after tracing the sign of the coecient of the main bulk component
of the envelopes, still some sign corrections had to be made by hand. In addition, this integral
often changes sign in a continuous manner at avoided crossings, which complicates things even
further.
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1; ::; N). Such a mesh was also used for the relative angle   0 in Eq. (5.15) to
avoid the singularity at ~k = ~k0.
Of great importance for the numerical accuracy has been the use of the
optimized COM transformation Eq. (4.17). Numerical evidence of this fact,
that has been obtained with the method presented in this section, was discussed
when commenting on Fig. 4.3 in Sect. 4.4. After solving Eq. (5.12) at Q = 0,
the obtained exciton ground state wavefunction has been used to calculate the
optimal value of  = 0. For this, a 2D 1s-exciton groundstate function













aB the Bohr radius, is tted to the HH1C1 envelope. For the wider QW, where
the LH1C1 component becomes important, also a 2D 3d-exciton function is
tted to the LH1C1 envelope. These ts are used, instead of the numerical
envelope, to evaluate the optimized COM transformation (4.17), because it
allows to take advantage of the analytically known derivatives of the t function.
This optimized COM transformation has been subsequently used for calculating
the exciton at Q 6= 0.
5.1.1 Results for GaAs/Al0:3Ga0:7As quantum wells
We calculated exciton dispersions for GaAs/Al0:3Ga0:7As h001i QW of widths
between 2nm and 20nm. The material parameters 1; 2; 3 were obtained by
linear interpolation from the GaAs (1 = 6:85; 2 = 2:1; 3 = 2:9) and AlAs
(1 = 3:45; 2 = 0:68; 3 = 1:29) values; the conduction band mass was taken
me = 0:0665m0 for both materials, the oset ratio was Vv=Vc = 0:68=0:32, and
the band gap in meV was Eg(x) = 1519+1040x+470x
2, x being the Al content.
The dielectric constant  = 12 was used [98].
5.1.1.1 Valence subband dispersion features
Before examining more closely the results obtained for the exciton, let us rst
point to some QW-specic single-particle features that will be of relevance in
the discussion of the exciton results. In Fig. 5.1, the calculated valence subband
dispersions for some QW of characteristic width values are displayed. Some
well-known features (see, e.g., [52]) are immediately seen: (i) the wider the
QW, the more subbands exist, (ii) the connement energy (dierence in energy
of subband and band edge of the well material at the  point) of a particular
subband decreases with the well width, (iii) the dierent masses of light- and
heavy-hole, the light-hole having the larger in-plane mass (see Eq. (2.9,2.10)),
lead to dierent curvatures of the dispersions and to avoided crossings, (iv) the
connement of the light-hole subbands is smaller than that of the respective
heavy-hole subbands, due to the light-hole having a smaller mass in the growth
direction than the heavy-hole, (v) the subband dispersions at the avoided cross-
ing are extremely nonparabolic; this is especially true for wider QW, where the
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subband separation is smaller and the avoided crossings are more pronounced.
The position of the avoided crossing between two specic subbands shifts to
smaller k with increasing QW width.
Some subbands show a negative dispersion at the  point, like, most notice-
able, the rst light-hole (LH) subband. This is due to the prevalent coupling
to the lower subband over the coupling to the higher one. In the absence of
strain, the highest subband has always a positive mass; this mass is larger than
the heavy-hole in-plane mass in the diagonal approximation, Sect. 2.3.
We plot in Fig. 5.2 the light-hole admixture ratio, that is for the hole subband








for the two lowest subbands versus the in-plane wavevector k. The subband
states at the  point have a clear light- or heavy-hole character, and are usually
denoted by HHn and LHn, n an incremental index, for heavy- and light-hole
subbands, respectively. However, away from the  point the subbands attain a
mixed heavy- and light-hole character. At large enough k all subbands acquire
a light-hole character. Comparison of the panels (a) and (b) of Fig. 5.2 shows,
not surprisingly, the aforementioned shift of the position of the HH1   LH1
crossing towards small k with larger well width.
Another interesting feature is the fact, that, although the heavy-light-hole
admixture Plh changes drastically over the BZ, the charge distribution itself is
not much aected by the in-plane momentum. This is clearly demonstrated
in Fig. 5.3, where we plot in (c) the hole probability distribution along the
growth direction for the HH1 subband states at k = 0 and k = 1nm
 1 and in
panels (a) and (b) the respective envelope components. Notice the somewhat
stronger connement for the large k value; this is not due to the variation of the
conning potential (the energy dierence of the lowest barrier and well band
edges at same in-plane momentum) which in this case actually decreases with
k, but rather to the coupling of in-plane motion and the motion in the conning
direction. Because of this coupling, higher in-plane kinetic energy means also
higher kinetic energy in growth direction and, hence, larger connement.
5.1.1.2 Exciton dispersion
We introduce the following nomenclature: the exciton in the subband expan-




(~k), Eq. (5.3). These envelopes have in the axial approximation at Q = 0
a denite angular momentum `. According to this, they will be denoted
1s; 2s; 2p; 3d and so on. At nite Q each exciton state will be named ac-
cording to the main subband component of the corresponding state at Q = 0.
That is, speaking of the HH1C1  1s exciton only states that at Q = 0 its main
subband component is the HH1C1 one with an 1s (node-free axial-symmetric)
envelope. Similar to the single-particle hole subband states, that can change
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Figure 5.1: Dispersions of the HH subbands (thick) and LH subbands (thick
dashed) in the axial approximation for GaAs/Al0:3Ga0:7As QW of width (from
top left to bottom right) 20nm, 15nm, 5nm, and 2nm. The bulk band edges
(thin dotted) for the well and barrier materials are also displayed. Note the
shift of the HH1-LH1 avoided crossing towards the center of the Brillouin zone
for increasing QW width L.
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Figure 5.2: Bulk light-hole admixture ratio Plhversus the hole wavevector ~k for
the HH1 and LH1 subbands in (a) the 5nm and (b) the 15nm QW of Fig. 5.1.
Beyond the avoided crossing, the HH1 subband acquires a prominent bulk lh
character. The HH1   LH1 crossing occurs for much smaller k in the wider
well. A second avoided crossing due to the HH2 subband is seen for the wider
QW at large k.
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Figure 5.3: Envelopes of the HH1 subband at (a) k = 0 and (b) k = 1nm
 1,
respectively, for the 5nm QW of Fig. 5.1. The line style indicates the spin
component: +3=2 (dashed), +1=2 (dot-dashed),  1=2 (dot-dot-dashed), and
 3=2 (dot-dashed-dashed). (c) charge distribution for the subband states of (a)
(line) and (b) (dashed), respectively.
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Figure 5.4: On the right: Envelopes of the subband components of the ground-
state exciton calculated in k-space for a 15nm wide QW at Q = 0. On the left:
HH1C1 envelope (), tted 2D 1s-exciton wavefunction (line), and square root





their heavy- or light-hole character away from the  -point, the envelope of the
main subband component or even the main subband component itself can change
with increasing Q. To denote the main subband component of a state at some
Q, we will speak of the \character" of the state at this Q. As an example,
the HH1C1   2p+ exciton that has a HH1C1   2p+ character at Q = 0 might
have an LH1C1   1s character at some Q 6= 0 (and, indeed, it does in the case
described in Sect. 5.2.2).
In Fig. 5.4, we display the envelopes of the components of the groundstate
exciton in the subband expansion (5.3) for a 15nm wide QW at Q = 0. The
coupling of the higher subbands is rather small, less than 3% for the LH1C1 com-
ponent and even less for the others. The selection rules for parity, Eq. (5.4), and
spin (the interaction being diagonal in the spin components) for the Coulomb
coupling of the subbands at the  -point in symmetric QW are obeyed. For
example, the admixture of the LH1C1 state vanishes at the  -point, since the
Coulomb potential is spin-diagonal and the HH1 and LH1 subband states are
pure heavy- and light-hole states, respectively. TheHH1C1 envelope is very well
approximated by a 2D 1s-exciton groundstate function. Deviations are mainly
located at the vicinity of the HH1  LH1 avoided crossing of the hole subband
dispersions that for this QW lies at kac ' 0:13nm 1. The total in-plane prob-
ability distribution follows the form of Eq. (5.18) even better than the HH1C1
envelope alone; the coupling to the higher subbands allows the exciton to relax
further. This, again, supports the notion that the subband mixing has little
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Figure 5.5: Exciton dispersions, ground state (thick) and some excited bound
and continuum states (thin), calculated in k-space for a 15nm wide QW. The
light (dark) gray shaded area mark the HH1C1 (LH1C1) exciton continuum.
A parabola for the average groundstate exciton mass MXg after Eq. (6.1,6.2) is
plotted (dashed). An arrow marks the position of 1=aB (aB the Bohr radius).
inuence on the charge distribution.
The calculations in momentum space presented in the following take into ac-
count only the two lowest hole subbands (nhne = HH1C1; LH1C1). Inclusion
of higher subbands does not enlarge the binding energy of the groundstate ex-
citon considerably. For the angular decomposition of the envelope components
only the s; p; d+ (` = 0;1; 2) components for the HH1C1 and the s; p; d 
(` = 0;1; 2) components for the LH1C1 were considered. Due to the op-
timized choice of the COM coordinate system, Eq. (4.17), these few angular
momentum components are enough to describe excellently the dispersion of the
HH1C1   1s and LH1C1   1s excitons over the whole range of COM momen-
tum values considered, Q  0:5nm 1; the p components account mainly for the
deformation of the envelope and the d components account for the Coulomb
coupling to higher states.
In Fig. 5.5, we show the dispersion calculated in k-space of the rst bound
exciton states as well as some of the continuum states in a 15nm wide QW. The
energy zero is the onset of the HH1C1 continuum at Q=0. The Bohr radius
aB is the one obtained from the same t of a 2D 1s-exciton to the envelope of
the HH1C1 component at Q = 0 needed to calculate the optimized 0. The
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Figure 5.6: Enhancement of the exciton binding energy Eb(Q) with increasing
COM momentum Q for GaAs/Al0:3Ga0:7As QW of various widths. The arrows
mark the position of the respective HH1-LH1 avoided crossing from the right
to the left for growing QW width.
ground state is the HH1C1   1s. The next state is the HH1C1   2p+ which at
the region of the avoided crossing has LH1C1   1s character. The LH1C1   1s
exciton is at Q = 0 the fourth excited state and shows a substantial mixing with
the HH1C1   3d+ exciton. The HH1C1   2p+ exciton has at Q = 0 a slightly
lower energy than the HH1C1   2p  (3rd state at Q=0) because it couples to
the LH1C1   1s outside of the  -point.
The enhancement of the groundstate binding energy for Q 6= 0 is particularly
large when the exciton is built from hole subband states around the avoided
crossings (1  0)Q = ka:c:. This is demonstrated in Fig. 5.6 for QW of various
widths. Peaks are seen at the respective location of the HH1-LH1 avoided
crossing, marked with arrows. The enhancement of the groundstate binding
energy with Q is less than 15% and is generally larger for wider QW.
Indirectly, the enhancement of the groundstate binding energy for Q 6= 0 is
also seen in Fig. 5.7 in the change of the groundstate exciton probability distri-
bution with Q. Indeed, for Q = 0:5nm 1 larger momentum values are involved
in the probability distribution, indicating a smaller eective Bohr radius. The
numerical ts give a reduction of the Bohr radius of about 30%.
The observed enhancement of the exciton binding energy is another indicator
of the very good quality of our numerical results even at such large values of
Q. Indeed, since numerical errors usually result in a steeper dispersion (Ritz's
variational principle) and since the binding energy is taken as the dierence to
the exciton continuum edge, which is known with excellent accuracy, a binding
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the optimized COM coordinate system, for the groundstate exciton at Q = 0
(thick line) and Q = 0:5nm 1(thick dashed) for the 15nm wide QW of Fig. 5.5.
Fits with a 2D   1s exciton function, Eq. (5.18), are displayed for comparison.
energy decreasing rather than increasing with Q can be expected.
5.1.1.3 The LH1C1   1s exciton dispersion
It is a well-known feature [52], that the LH1-subband shows near the Brillouin
zone center a negative dispersion, due to the coupling with higher subbands or
continuum states. This may result in a dispersion for the lh-exciton with the
minimum being o the center of the Brillouin zone (see Fig. 5.1). We expect
such a camel-back structure in the exciton dispersion to lead to the light-hole
exciton relaxing into states, where it does not couple to the electromagnetic
eld, delaying signicantly the exciton recombination and, hence, increasing its
lifetime. However, the fast light to heavy exciton relaxation will make this eect
dicult to observe.
In Fig. 5.8, we show the exciton dispersion of a 5nm QW. The exciton dis-
persions, like the hole subbands dispersions, are less anharmonic in the much
narrower QW than for the QW of Fig. 5.5 because of the larger energy sepa-
ration of the two subbands. The avoided crossing takes place at rather large k
(0:31nm 1).
In order to visualize the LH1C1 1s exciton being resonant with the HH1C1
continuum, we use a shading indicating the percentage of the contribution of
the LH1C1 subband states to the norm of the numerical eigenvectors. The very
light shading of the bound exciton states conrms the small admixture of the
LH1C1 states in the groundstate, being darker in the vicinity of the avoided
crossing. Small-scale intensity variations are numerical artefacts due to the
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Figure 5.8: Exciton dispersion for the 5nm GaAs/Al0:3Ga0:7As QW. The
HH1C1 (thick) and LH1C1 (dashed) exciton continuum edges are also shown.
The background shading indicates how strong is the mixture of the LH1C1
exciton states to the numerically calculated eigenstates (black corresponds to
100%). For comparison, also a LH1C1 (dot-dashed) exciton continuum edge
shifted to the energy of the LH1C1   1s state at Q = 0 has been drawn.
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nite k-space mesh. In the exciton continuum only the shading is shown. The
LH1C1   1s resonance is clearly seen starting at approximately 14meV, lying
above the dash-dotted shifted LH1C1 exciton continuum edge line for larger
Q. The resonance is sharper at the beginning and becomes more diuse at the
avoided crossing. It lies slightly above the respective exciton continuum edge.
The LH1C1   1s resonance does not seem to show the negative dispersion of
the LH1-subband.
For wider QW the separation of the HH1- and LH1-subbands at the  point
becomes smaller and the LH1C1   1s exciton comes closer to the HH1C1 con-
tinuum edge eventually falling below it for the 13nm wide well. The camel-back
shaped LH1C1 1s dispersion can be clearly seen for the 20nm wide QW, where
the LH1C1   1s is well separated from the HH1C1 states, Fig. 5.9(b).
5.1.1.4 Groundstate dispersion and continuum edge
As was reported in earlier work [30, 31], the exciton COM dispersions are highly
non-parabolic, much like the hole subband dispersions. This is not surprising,
since the dispersion of the conduction subband is parabolic and the hole mass
is much larger than the electron mass. Furthermore, it has been claimed in
Ref. [31] that the exciton dispersion follows, in a good approximation, the hole
subband dispersion. Although this is certainly true in the present case due
to the parabolic electron dispersion and the small electron to hole mass ratio,
the exciton groundstate dispersion should be related to a two-particle quantity.
In fact, the dispersion of the groundstate exciton follows even more closely,
in the studied cases within 1meV, the electron-hole-pair continuum edge or
exciton continuum edge Enenh( ~Q), Eq. (4.18), with ne; nh the indices of the
lowest conduction and valence subbands, respectively.
In Figs. 5.9(a,b) the exciton groundstate dispersion and the appropriately
shifted exciton continuum edge are directly compared for a narrow and a wide
QW. Also shown is the respective hole dispersion. The latter lies always above
the shifted exciton continuum edge, since Eq. (4.18) implies Enenh( ~Q)  Ene(0)+
Enh( ~Q).
The exciton groundstate dispersion is found to lie below the shifted exciton
continuum edge, i.e., the groundstate exciton binding energy becomes larger
away from Q = 0. This can be understood based on the fact that for Q 6= 0 the
groundstate exciton (5.3,5.4) is built from hole subband states around (1 0)Q.
Due to the atter subband dispersion around this point, i.e., the hole mass
becoming heavier, the wavefunction can better adjust to the potential. The
LH1C1   1s exciton in the 20nm wide QW, Fig. 5.9b, is well separated from
the spectrum of the HH1C1 exciton. We observe that at small Q the shifted
exciton continuum edge lies above the LH1C1  1s dispersion. Indeed, the LH1
subband shows a negative mass at the  -point which becomes positive near the
avoided crossing. Hence, the respective exciton has to pay with extra kinetic
energy in order to achieve a small COM momentum and its binding energy is




























Figure 5.9: (a), (b): Comparison of the dispersion of HH1C1 1s and LH1C1 
1s (20nm QW only) excitons (thick) with the appropriately shifted respective
exciton continuum edge (dashed) and the underlying hole-subband dispersion
(dot-dashed) for two GaAs/Al0:3Ga0:7As QW. (c): Comparison of our results
(black) with those of Ref. [31] (gray) for the 5nm QW (shifted to match at
Q = 0). The exactHH1-subband dispersion for the parameters of [31] is plotted,
too (diamonds).
5.1.1.5 Optical spectra
Having at hand the wavefunctions of the exciton states at vanishing COM mo-
mentum and the ones of the subband states, one can calculate the excitonic
and non-interacting electron-hole absorption spectra as described briey in Ap-
pendix D.
In Fig. 5.10 we plot the polarization-dependent exciton absorption spectrum
for the 5nm QW. For the in-plane polarization the 3 : 1 ratio of the relative
transition strengths for heavy and light holes almost survives. This is related
to the relatively weak mixing of heavy- and light-hole bulk states in the exci-
ton states for this QW; indeed, the HH1   LH1 avoided crossing occurs at a
distance greater than the inverse Bohr radius, Fig. 5.2(a), while the exciton is
mainly constructed of the subband states in this region. The small admixture of
light-hole bulk band-edge states to the groundstate exciton in this QW is more
clearly seen in the left panel of Fig. 5.12. Another factor is the smearing out of
the LH1C1   1s exciton due to its resonance with the HH1C1 continuum, that
leads to the asymmetric form of the respective lines [23, 99]. This resonance,
however, is not very likely to result in a Fano resonance feature in the absorption
spectrum, as the LH1C1   1s exciton couples mainly to HH1C1   nd excitons,
which are not optically active. A Fano resonance has been experimentally ob-
served in GaAs/AlAs QW for the HH3C1  1s exciton line [100], which couples
mainly to the optically active states of the HH1C1 continuum [101].
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Figure 5.10: Calculated absorption spectrum for the 5nm wide
GaAs/Al0:3Ga0:7As QW with polarization ê k z (thick) and ê? z (thick
dashed). Shown (thin and thin dashed) are also the respective polarization-
dependent spectra for the non-interacting electron-hole system. We used the
values h=m0 p
w
cv = 1:05eVnm and h=m0 p
b
cv = 1eVnm for the interband dipole
matrix element of the well and barrier material, respectively, and a Lorentzian
inhomogeneous broadening of half width  = 1meV. The dimensionless
absorption coecient a is given in absolute values.
A Sommerfeld enhancement factor slightly greater than unity, i.e., substan-
tially less than the expected factor of 2 for the ideal 2D case, can be seen at
the onset of the HH1C1 absorption continuum for the in-plane polarization,
revealing that the system is still far from being strictly two-dimensional. For
polarization parallel to the growth direction, the Sommerfeld factor at the on-
set of the LH1C1 absorption continuum is even less than unity; However, this
feature is related to the negative dispersion of the LH1 subband, which yields
a peak in the density of states rather than to the 2D step-like one [76]. It re-
sembles the ndings in QWR, where the inverse-square-root singularity at the
band edge in the density of states is suppressed in the absorption spectra.
5.2 Solution in real space
For eectively two-dimensional structures with translational symmetry like the
considered symmetric QW in axial approximation and, maybe, for some highly
idealized quantum wire structures, the real-space method we present in this sec-
tion can not compete with the one in k-space. But for realistic one-dimensional
structures, like V-groove and T-shaped quantum wires, this may be the only
feasible approach for calculating the exciton groundstate dispersion. This is due
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to the high number of conning dimensions for the exciton (in quantum wires
four, two for each particle): an expansion in a problem-adapted basis like the
product basis of the one-particle eigenstates, for which one expects reasonable
convergence, leads to four-dimensional integrals for the Coulomb interaction,
while an expansion in a basis where the Coulomb potential is not a problem will
probably show a very slow convergence with basis size.
The calculations we report in this section on QW are mainly to be viewed
as tests of the applicability of our real-space approach and of its generalization
to nite-elements discretization. They are primarily compared with results ob-
tained with the more established k-space methods. We will therefore discuss
the results of the real-space calculations focusing on the convergence properties
of the method and on the analysis of features of the wavefunctions more easily
visualized in real space such as, e.g., the electron-hole correlation in the growth
direction.
5.2.1 Discretization of the Coulomb potential
In order to attain a simple discretization for the interaction of some Hamilton
operator, Glutsch, Chemla, and Bechstedt [102] proposed to discretize on the
same mesh another operator whose groundstate is analytically known with the
same interaction but with another kinetic operator, e.g., with another mass
mref . We will call the latter in the following the reference system; to associated
parameters a superscript ref will be assigned. For illustration, consider a simple
one-dimensional system with known groundstate g of energy Erefg discretized on





(g(xi+1)  2g(xi) + g(xi 1)) + V (xi) g(xi) = Erefg g(xi) (5.20)
yields the groundstate-adapted discretization





g(xi+1)  2g(xi) + g(xi 1)
g(xi)
; g(xi) 6= 0 : (5.21)
The requirement for the wavefunction g not to vanish on the mesh is easily
met by groundstate functions, that are nodeless. This procedure is very sim-
ple, easy to implement, cheap to calculate, and gives for the reference system
always the correct groundstate energy, regardless how inappropriate the mesh
is. In addition, no special handling for potentials with integrable singularities
is needed.
Using this discretization for a reference state similar enough to the one
sought, one may expect good convergence with mesh size. In order to check
how the dependence of the potential discretization on the reference state inu-
ences the results, we performed calculations of the ideal 2D- and 3D-excitons us-
ing discretization of the Coulomb potential based on reference excitonic ground
states with various Bohr radii. Fig. 5.11 shows the lowest numerical eigenvalues
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Figure 5.11: The lowest eigenvalues calculated in real space of the ideal 3D
exciton (left) and 2D exciton (right) of Bohr radius aB0 plotted versus grid
density. Discretization of the Coulomb potential as described in the text with
reference Bohr radius arefB : aB0(thick), 2 aB0(dashed), aB0=2 (long dashed). For
the 2D case, also results are shown with the potential integrated analytically
in every mesh cell, Eq. (5.22), (thin) and for the ground state with the \naive
discretization" (dot-dashed). The former curves are hardly to distinguish from
the ones for arefB = 2 aB0.
as a function of grid point density. One can see that the correct estimation of
the \unknown" ground state is not so critical: a reference Bohr radius aB within
a factor of two from the actual one, aB0, still gives good results for the ground
state for reasonable mesh densities. Apparently, especially for the 2D case, it is
better to choose aB rather larger than smaller in order to get good results also
for the excited states.
We also show for the 2D case the results obtained with the potential inte-












; (x; y) 6= (0; 0):
(5.22)
This procedure gives also a very good convergence with the mesh size. The 2D
result obtained for the ground state with the potential integrated analytically
only at the origin, and taking everywhere else its value at each center (\naive"
discretization) is included in Fig. 5.11. Since both discretizations are the same
at the origin, the dierence does not originate from the divergence at this point.
The superiority of the discretizations (5.21) and (5.22) is obvious. We therefore
expect (5.21) to yield good results even with not very dense meshes.
For the 3D case, a similar expression to Eq. (5.22) for the Coulomb potential
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integrated analytically on a rectangular box can be derived. However, we could
not use this result to obtain an alternative discretization for the real-space QW
calculations because the natural mesh (x; y; ze; zh) is not Cartesian in the
relative coordinate ze   zh.
5.2.2 Results for GaAs/Al0:3Ga0:7As quantum wells
For the real-space calculations at nite Q, we used the optimized 0 obtained
in the respective k-space calculations. We could have used equally well some
other procedure to nd the eective Bohr radius aB , e.g., a variational one, or
we could also have tted a 2D-1s exciton function to the in-plane probability
distribution of the previously calculated exciton groundstate at Q = 0.
The Coulomb potential was discretized as described in Sect. 5.2.1. The
3D 1s-exciton in the four dimensional space (~; ze; zh) with m
ref
e =0:0665m0,
mrefh =0:24m0 was used as reference groundstate. The value for the reference
hole mass was taken from Fig. 6.1, discussed below, as an average value for the
range of QW widths considered. This gives a reasonable reference Bohr radius of
arefB = 12:2nm; it is about the correct value for the in-plane motion or somewhat
larger. In the connement direction the size of the reference wavefunction is
larger than the actual one (the exciton is quenched in this direction), too. As
discussed in Sect. 5.2.1, a reference Bohr radius as large as or somewhat larger
than the actual one gives good convergence. We did test calculations with arefB
doubled and with arefB halved and found a qualitatively similar behavior as in
Fig. 5.11. The integration region was 120nm wide in the ~ directions and 30nm
(60nm) wide in the z directions for the 5nm (20nm) QW; this corresponds to a
grid points density of about 6=aB in the in-plane directions.
The resulting matrix is a sparse, complex hermetian of dimension up to
 1:4  107 for grids ne enough to yield well converged results for the exciton
dispersion. We used for this task the freely available iterative sparse matrix
eigenproblem solver ARPACK [103, 104]. Some details concerning the numerical
implementation are discussed in Appendix E.4.
The panel in the middle of Fig. 5.12 shows dispersions of the lowest exciton
states (diamonds) from the real-space calculation for a 5nm wide QW. The
exciton dispersions calculated in momentum space are plotted as full curves for
comparison. The groundstate binding energy is not yet fully converged: all
real-space results were shifted approximately 1meV to lower energies to match
the groundstate energies at Q = 0 for both methods. Numerical tests show
that the density of grid points in the growth direction (ca. 0.6 points/nm) is
more critical than in the in-plane direction (ca. 0.6 points/nm); the exciton
continuum edge lies also 0.5meV too high and the stronger connement due
to the Coulomb interaction lets us expect for the exciton a larger deviation.
Nevertheless, the groundstate relative dispersion, EXg (Q)  EXg (0), is converged
and reproduces the k-space results very well. We remark, that in the case of
parabolic one-particle dispersions this is an exact property of numerical exciton
dispersions. The dispersions of the excited states calculated are not reproduced
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Figure 5.12: Middle panel: Exciton dispersion for a 5nm wide QW; notation,
symbols and shading are the same as in Fig. 5.5. Side panels with logarithmic
contour plots of the exciton probability distribution for each spin-component




2 ;  12 ;  32 ) are shown for characteristic exciton
states at Q = 0 (left) and Qx = 0:5nm
 1 (right). The displayed area is in each
direction 2L wide for the zezh plots and about 10 aB wide for the xy plots,
respectively.
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that well. This is mainly due to their larger spatial extension and smaller energy
separation from each other compared to the ground state.
The panels on the left and on the right in Fig. 5.12 show logarithmic con-
tour plots of the exciton probability distribution for some characteristic states.
The probability distribution is either integrated over ze; zh and displayed in
the ~ plane or integrated over ~ and displayed in the zezh plane for each spin
component separately. The numerically obtained wavefunctions are a linear
combination of the two degenerate solutions with opposite parity (3.10). They
are disentangled according to parity P , and only P =  1 states are displayed.
The lower left panel displaying the groundstate exciton at Q = 0 illustrates
its HH1C1   1s character: the main spin component is mJ = +3=2 and has no
nodes. The bulk of the exciton is conned in the QW but there is substantial
penetration into the barrier, being stronger for the lighter electron (we remark,
however, that the plots are logarithmic). At Q = 0:5nm 1 the groundstate
exciton has still a HH1C1  1s character, as is seen in the k-space calculations,
Fig. 5.4. This does not contradict the strong mixture of heavy and light hole
bulk states seen in the lower right panel. Indeed, the exciton is built from hole
subband states near (1   0)Q. This point lies past the HH1   LH1 avoided
crossing. Hence, the HH1 subband states near this point are a strong mixture
of heavy and light hole bulk band edge states. The stronger penetration into
the barrier of the light hole component is again related to its smaller mass.
An interesting feature is the larger connement of the mJ = +
3
2 component
at Q = 0:5nm 1 compared to Q = 0. This is a consequence of the enhanced
exciton binding energy. Altogether, the plots demonstrate that the total charge
distribution in not altered much with increasing COM momentum; the some-
what stronger connement of the heavy hole is at least partly canceled by the
larger penetration into the barrier of the light hole. Although here not clearly
resolved, the in-plane plots at Q = 0:5nm 1 show the slight deformation of
the originally radially symmetric wavefunction that was seen in Fig. 4.2. Again
these deformations partly cancel each other in the sum over the spin compo-
nents, and the in-plane charge distribution remains mainly symmetric. This is
more clearly seen for the rst excited state at Q = 0:5nm 1 which has aHH1C1-
2py character (upper right panel in Fig. 5.12). The latter is the HH1C1   2p+
exciton, which is, again, slightly lower in energy than the HH1C1 2p  exciton
at Q = 0. At large Q the character of the HH1C1 envelope changes from 2p
to 2py;x respectively.
One does not expect strong electron-hole correlation in the growth direction
for the 5nm QW, which is considerably narrower than the exciton Bohr radius;
the conning potentials are in average much stronger than the Coulomb poten-
tial and the wavefunction cannot relax in this direction. Indeed, in Fig. 5.13a
the probability density integrated over ~ does not show much correlation: the
contour lines are not elongated in the ze = zh direction. However, some corre-
lation exists as the plot of the cut at  = 0 in Fig. 5.13b demonstrates. This
weak correlation is not included in our k-space calculations where only one con-
duction band was used. Its envelope does not depend on k and consequently







Figure 5.13: Groundstate exciton probability density in the zezh-plane for the
main spin-component (mJ = +
3
2 ) at Q = 0 for a 5nm wide QW, (a) integrated
over the in-plane relative coordinate ~ (same as lower left corner of Fig. 5.12)
and (b) at ~ = 0. The background lines mark the position of the QW interfaces.
In Fig. 5.14, results are displayed for a 20nm wide QW. Two set of points
are shown for two dierent mesh sizes. The energies of the groundstate exciton
are almost converged for the more dense mesh; the deviation from the results
of the k-space calculations is only 0.2meV at Q = 0.
The small, but noticeable mJ = +1=2 component of the groundstate exci-
ton HH1C1   1s exciton in the lower left panel corresponds to the substantial
admixing of the LH1C1 d  exciton seen already for the 15nm QW in Fig. 5.4.
The admixing is larger for wider QW due to the smaller energy separation of
the respective subbands. At Q = 0:5nm 1, the groundstate exciton has mainly
bulk light-hole character (mJ =  1=2). This again does not contradict the
HH1C1   1s character since the HH1 subband has beyond the avoided cross-
ing with the LH1 subband approximately 60% light-hole character. The rst
excited state at Q = 0:5nm 1, which is the LH1C1   1s exciton, has also
LH1C1   1s character even though an additional node is seen in the zezh prob-
ability distribution of the main spin component (mJ = +1=2); the envelopes
of the single-particle subband states at large enough in-plane momentum show
more nodes than at the  -point due to the coupling of in-plane and growth
directions in the Luttinger Hamiltonian. This is one of the reasons why the
expansion Eqs. (5.3,5.4) gives very good results with just two subbands, while
an expansion in the subband states at the  -point [31] needs more subbands for
the same accuracy.
The probability distribution plots illustrate the almost vanishing penetra-
tion into the barriers for the wide QW, in contrast to the narrower QW of
Fig. 5.12. All panels show also a clear orientation of the contour lines towards
the ze = zh diagonal. This fact demonstrates the presence of considerable
electron-hole correlation in the growth direction for QW wider than one Bohr
radius. Still, the stronger correlation has little impact on the energies. Recall
that in perturbation theory the rst order correction to the wavefunction gives
only a second order correction to the energy. This justies the usual factoring
out of the dependence on the growth direction for the much lighter electron
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Figure 5.14: Logarithmic contour plots of the exciton probability distribution





2 ;  12 ;  32 ) for the HH1C1   1s and the LH1C1   1s excitons at
some characteristic Q-values for a 20nm QW. The displayed region extends in
each direction twice the QW width. The triangles (diamonds) show results
of the real-space calculations for a dense (less dense) mesh. The notation for
the background panel is the same as in Fig. 5.5. We do not show the HH2C1
continuum that lies partly in the displayed region.
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 (~; ze; zh)  (ze)(~; zh).
This, in contrast, is not the case for the much heavier hole. It is a well known
fact, that the Coulomb coupling of the hole subbands is considerable. Indeed,
for the 20nm wide QW neglect of the Coulomb coupling of the HH1C1 and
LH1C1 excitons leads to an error in the HH1C1 groundstate binding energy
larger than 10%. That is, the correlation of in-plane and connement directions
for the hole is substantial.
To check the relevance of the optimized COM transformation also for real-
space calculations, we performed for the 20nm QW a single calculation at Q =
0:5nm 1 with  = 1. Indeed, the so calculated groundstate energy lies very far




Although it is well known that the single-particle and exciton dispersions in bulk
semiconductors as well as heterostructures are, apart from a few exceptions,
nonparabolic, the concept of a mass assigned to them is widespread. This is,
of course, due to the great simplicity of models involving parabolic dispersions.
Such models allow to focus on the physics one is interested in without having
to deal with all the features of the underlying dispersions, and they are, thus,
of great practical importance.
When the involved dispersions are not parabolic and a well-dened mass
does not exist, some \relevant" mass has to be dened, which reproduces on
average that part of the dispersions that is of concern. Hence, dierent relevant
mass values can be assigned to the same dispersion depending on the momen-
tum range or other features involved in the physical process. It is, therefore,
important to keep always in mind the context of each particular mass value.
However, one does not usually want to calculate rst the exciton dispersion,
which is, at least in heterostructures, numerically a very challenging problem,
in order to make the averages necessary for simple masses. Hence, methods are
necessary that yield good estimates for the desired relevant masses based on
much simpler ingredients. In the following two sections, we introduce such an
estimate for the exciton relative mass as well as one for the COM mass, and
check their validity for various QW systems. They are also compared to other
approaches often applied in the analysis of experiments and the characteriza-
tion of heterostructures. Our estimate for the exciton relative mass has been
successfully applied in the study of magnetoexcitons, see Sect. 6.4.
The expression Eq. (4.7) obtained from perturbation theory for the exciton
mass as the derivative of the exciton groundstate dispersions at Q = 0 intro-
duced in Sect. 4.2, although conceptually interesting, will not be investigated
further; it does not give very satisfactory results and, more importantly, it can
not be calculated without a multiband wavefunction for the exciton groundstate
at Q = 0 (because of the operator H
(2)
h in Eq. (4.7)). Indeed, if one does not
use a multiband exciton groundstate wavefunction, one simply gets the masses
of the diagonal approximation.
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6.1 Analytical formula for the groundstate
center-of-mass mass
In Sect. 4.3 a method has been proposed for optimizing the COM transforma-
tion. Therein, the analytical variation that led to the optimized , Eq. (4.17),
gives the groundstate energy up to terms quadratic in Q. The corresponding













d~k j'0; gnenh(~k) j2(Q̂  ~r)2Ee;h(~k): (6.2)
With these masses, the expression for 0 (4.17) has the same form as in the
parabolic case (3.8). Eq. (6.2) give the right results for the free-particle case.
Eq. (6.2) is physically appealing: it leads to a weighted average of the sub-
band dispersion curvatures. This is perfectly reasonable, since the COM energy
is a dierence eect: it is the in(de-)crease in energy of the exciton when at-
taining some nite COM momentum Q.
This simple result can be of considerable practical importance. The semi-
analytical expressions (6.1,6.2) are relatively simple to calculate. They require
only the approximate knowledge of the envelope of the Q = 0 exciton [22, 23, 24,
25, 26, 28, 27, 29] and of the dispersion of the involved subbands. The numerical
calculation of subband dispersions is nowadays an easy task (provided the ~k  ~p
parameters are known). Moreover, especially for narrowQW, the envelope of the
HH1C1 component of the groundstate exciton is to a very good approximation
similar in shape to the groundstate of the 2D exciton, Eq. (5.18) (see Fig. 5.4,
5.7). The LH1C1 component is quite small e.g. 5% for the 20nm QW and can
be safely neglected in this context. Therefore, only a good estimate for the
eective Bohr radius aB is needed to evaluate (6.2) and (6.1).
6.2 Exciton groundstate mass in
GaAs/Al0:3Ga0:7As quantum wells
The expression for the kinetic mass of the groundstate exciton, Eq. (6.1,6.2),
was introduced in the process of determining the optimal choice of the COM
coordinate system of Sect. 4.3. Two assumptions were essential: (i) the Coulomb
potential, i.e., the form factors, are a function of the in-plane momentum transfer
only and (ii) the shifted exciton-envelope Ansatz (4.13) is valid. The numerical
results of the previous sections support these assumptions.
Together with the exciton dispersions in Fig. 5.5, we displayed for the
groundstate exciton a parabola with the exciton mass MXg of Sect. 5.1.1.2.
This mass is obviously not the one determined by the curvature of the exciton
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Figure 6.1: Exciton average kinetic mass in various approximations and Bohr ra-
dius aB versus well width L for GaAs/Al0:3Ga0:7As QW. The gure is discussed
in detail in the text.
groundstate dispersions at Q = 0. It is rather an average of the curvature of
the groundstate dispersion in a region with size given by 1=aB. Indeed, this
is implied by Eq. (6.1,6.2) and the observation made in Sect. 5.1.1.4 that the
groundstate dispersion follows closely the respective exciton continuum edge.
This exciton COM momentum region is the one important for exciton lo-
calization due to, e.g., well width uctuations, interface roughness, or alloy
uctuations in QW [10]. Indeed, the exciton averages over smaller scale uc-
tuations due to its nite size and feels an eective disorder potential that is
spatially correlated over the Bohr radius aB .
The dependence of various expressions for the groundstate exciton mass on
the QW width L is displayed in Fig. 6.1. The conduction band mass was taken
material-independent mb; we = 0:0665, the shown L-dependence comes solely
from the valence band. Displayed are the masses obtained by: (i) describing









2), where Pw;b denote the probability that the hole is in the well
and barrier material, respectively, (long dashed), (ii) taking as hole mass the
subband curvature at the  -point (dashed), that is known analytically (see
Appendix A), (iii) using our semi-analytical expression for the mass (6.1,6.2)
with a 2D 1s exciton function tted to the envelope of the HH1C1 component
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(diamonds), and (iv) the average of the curvature of the numerical exciton
dispersion weighted with the same function as (iii) (circles, the line is a guide
to the eye).
The top curve displays the values for the Bohr radius that we used for the
calculation of (iii) and (iv). Arrows at either sides of the lower part of Fig. 6.1
mark the mass in the diagonal approximation, Eq. (2.15), in the well and barrier
bulk materials.
Fig. 6.1 demonstrates the failure of the diagonal Luttinger approximation
(i) to describe even the HH1 subband curvatures at the  -point due to the
degeneracy of heavy- and light-hole bands in the unstrained bulk. However, even
the correct single-particle subband curvatures at the  -point (ii) fail to describe
accurately the curvature of the groundstate exciton dispersion at Q = 0. This
is mainly due to the nite extension of the exciton in k-space that implies an
averaging of the subband dispersions over a region of approximately 1=aB near
the  -point and partly to the Coulomb coupling to higher subbands. Both
eects tend to make the groundstate exciton heavier. The mass derived from
the curvature of the groundstate exciton at Q = 0 (not shown) lies between
curves (ii) and (iii).
The numerically obtained \best" mass values (iv) show a behavior quanti-
tatively and qualitatively dierent from that of curves (i) and (ii). For very
narrow QW, the subbands become atter at the  -point because of the larger
penetration into the barriers where the exciton becomes again heavier, as in
models (i), (ii). But, for large L the region of the HH1-LH1 avoided cross-
ing comes to a distance of approximately 1=aB to the  -point and the exciton,
averaging over the atter subband dispersion, becomes heavier.
The quality of our semi-analytical result for the average exciton mass (iii)
has to be judged according to its deviation from the numerical average (iv).
The non-monotonous behavior is clearly seen for the mass (iii) obtained using
only the HH1 subband dispersion and the tted Bohr radius. The mass values
(iii) are somewhat smaller (<10%) than the ones of curve (iv). This is due
to the enhancement of the binding energy for Q 6= 0 that yields larger average
masses (iv) than one would expect based on the one-particle subband dispersions
and the Q = 0 groundstate exciton. Our semi-analytical average groundstate
exciton mass, (iii), reaches a minimum approximately at the QW width where
the maximum binding energy is reached.
The small dierences between curves (iii) and (iv) demonstrate the quality
of our expression, Eq. (6.2, 6.1), for the average exciton groundstate mass. For
this reasonable and easy to use mass expression, only a good estimate for the
in-plane Bohr radius and the dispersion of the involved single-particle subbands
is needed.
In the paper by Triques and Brum [31], average exciton eective masses were
calculated that are relevant to the formation process of excitons in two dierent
scenarios. These masses are dened by parabolic ts within a relevant energy
range of: (a) 5meV, approximately half the exciton binding energy, in the case
that the particles rst relax and then form an exciton of kinetic energy lower
than the binding energy and (b) 36meV, in the case that the exciton is formed
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very fast and relaxes initially via optical phonon emission, reaching energies be-
low 36meV, the energy of the GaAs-LO phonon. These energy ranges translate
to Q values in general much larger than 1=aB. Therefore, these average masses
should be larger than those of the present work. However, the values published
in Ref. [31] for the 5meV mass (0:2m0 MXg  0:3m0 for L  10nm) are smaller
than ours for narrow QW. Our average masses of scenario (a) never fall below
0.3m0 and show a smooth minimum for a QW of width somewhere between
2nm and 5nm. This dierence can be traced back mainly to the ineciency for
narrow QW of their method involving an expansion in the subband states at
the  -point, as already remarked by the authors themselves. Indeed, for narrow
QW the few states at the  -point can not provide the needed exibility to sim-
ulate states far away from the  -point, see the discussion in Sect. 5.2.2. This
is substantiated by the lower left panel in Fig. 5.12 showing the groundstate
exciton at Q = 0:5nm 1 for the 5nm QW. The zezh-plots show a substantial
mJ = +
1
2 spin component. In an expansion of the zh dependence in the hole
subband states at the  -point, this component would need a LH2 subband to
be described eciently. However, for the 5nm QW only the HH1; LH1; HH2
subbands exist below the top of the barrier.
In Fig. 5.9(c), we compare the results of Ref. [31] with ours for the 5nm
QW. For this narrow QW, their exciton and HH1 subband dispersions are much
steeper than ours. The discrepancy is not due to the dierent parameters as
a comparison with the subband dispersion calculated exactly with the transfer
matrix method for the parameters of Ref. [31] demonstrates (diamonds).
6.3 Exciton relative mass
There is also a large class of exciton problems, where the focus lies on the
interplay of an external perturbation with the relative motion of the exciton.
For such systems a mass is needed for the relative part of the exciton motion,
which we will call the exciton relative or reduced mass and denote with .
A reasonable denition for such a mass parameter is obtained when requiring
that the kinetic energy of the exciton at rest (COM momentum Q = 0) in the
absence of the external perturbation is reproduced exactly. Using the subband
expansion of the exciton wavefunction at vanishing COM momentum, Eq. (4.8),










with the following expressions for the hole and electron eective masses related















'0; anenh(~k)2 k2 : (6.4)
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The masses (6.4) are weighted averages of the subband dispersions them-
selves, and not of the second derivative of the subband dispersions as is the
case in Eq. (6.2). Again, only the portion of the subband dispersions in the
momentum range of 1=aB around the  point is relevant. These expressions are
easy to calculate, provided the single-particle subband dispersions and a good
estimate for the eective Bohr radius aB are known. The expressions above can
be evaluated for each exciton state a separately.
We display in Fig. 6.2 the mass values for the hole in the exciton after
Eq. (6.4) for various exciton states and QW widths. Some general trends are
seen; for the same QW the mass decreases (at least for the excitons of the lowest
subband) within an `-series with higher energy, which is due to the wavefunc-
tions becoming more extended in real space and, hence, more concentrated near
k ' 0 in k-space. This weights higher the steeper low-energy part of the subband
dispersion. The more nonparabolic the underlying subband dispersions are, the
more pronounced is the dependence of the relative mass on the \main quantum
number". For this very reason, the dependence on the QW width shows a sim-
ilar behavior as the COM-related mass in Fig. 6.1 which is, as described in the
previous section, related to the variation of the exciton connement and, hence,
of the Bohr radius aB with L.
A second general trend is seen in Fig. 6.2 and more clearly in Fig. 6.6 below
for a ZnSe/Zn0:85Mg0:15Se QW: the relative masses tend to group together for
a whole `-series. This feature is related to the `-dependence of the Coulomb
coupling between excitons from dierent subbands, Eq. (5.17), which leads to
dierent admixture ratios. This eect is the more pronounced the stronger the
Coulomb interaction, i.e., for narrow wells with stronger exciton connement
and for material systems with low dielectric constants.
Although the variation of the relative hole mass for a given QW seen in
Fig. 6.2 is relatively large ( 10%), the mass values from other simpler approxi-
mations, like, e.g., the diagonal approximation, Eq. (2.15), lie almost a factor of
2 (see Fig. 6.1) away. In addition, for many relevant systems the electron mass
dominates the relative exciton motion; for such systems one can safely neglect
this mass dependence on the exciton state.
6.4 Magnetoexcitons in Zn0:87Cd0:13Se/ZnSe and
ZnSe/Zn0:85Mg0:15Se quantum wells
Magneto-optics is a powerful tool for studying exciton binding energies and band
parameters in 2D-structures. Rich spectral features due to the eld dependent
shift and splitting of the exciton absorption lines in a Landau manner are seen
in experiments. Fits to the experimental data yield high accuracy results for
the model parameters (see [105] and references therein).
In Fig. 6.3 peak positions of polarized exciton absorption spectra as a func-
tion of the applied magnetic eld B in Faraday conguration (applied eld
parallel to the growth direction) are shown for a 5nm Zn0:87Cd0:13Se/ZnSe and
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Figure 6.2: Hole mass for the HH1C1 exciton relative motion after Eq. (6.4) for
the lowest lying `= 0 states versus well width L for GaAs/Al0:3Ga0:7As QW.
For two well widths also the values for some ` 6= 0 states are displayed. The
lines are calculated on a twice as dense k-mesh than the diamonds.
a 4:5nm ZnSe/Zn0:85Mg0:15Se QW. Both material systems are under strain due
to lattice mismatch; in the ZnCdSe QW the well material (Zn0:87Cd0:13Se) is
under compressive strain, while the well material (ZnSe) of the ZnMgSe QW is
under tensile strain. The opposite strain situation in the two systems results
in a dierent alignment of the heavy- and light-hole exciton series. Indeed, the
compressive strain in the ZnCdSe QW leads to a large separation of the HH1
and LH1 subbands (see Fig. 6.5); as a consequence, the LH1C1   1s exciton
lies in the continuum of the HH1C1 exciton and HH1C1 magneto-excitons up
to the 6s state are observable. In contrast, the tensile strain leads to a LH1
subband lying energetically lower than the HH1 subband (see Fig. 6.4), the
respective exciton series are intermingled.
The magnetic-eld dependence of the observed spectral lines can, as a rst
step, be tted quite well in a simple two-band model. The Hamilton operator
used for the calculation of the B-dependence of the s-like excitons is








+ V nenhCoul () (6.5)
with the eective Coulomb potential








 j~re   ~rhj ; (6.6)
and ne;h(ze;h) the envelopes of the respective subband states calculated in the
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single-band approximation. Enenhg = Eg + Ene(0) + Enh(0) is the energy gap
between the respective conduction and valence subbands, and 1= = 1=me +
1=mh is the relative exciton mass, which is taken dierent for the heavy- and
light-hole exciton series. The material parameters entering Eq. (6.5) indirectly
through the solution of the single-particle problem and Eq. (6.6), as well as 
and Enenhg are used as t parameters.
As seen in Fig. 6.3, very satisfactory ts can be found in both cases. How-
ever, the tted values for the relative exciton mass (hh=m0 = 0:114 for the
ZnCdSe QW and hh=m0 = 0:135; lh=m0 = 0:125 for the ZnMgSe QW) de-
viate remarkably from the ones obtained in the diagonal approximation from
the ZnSe material parameters 1 = 2:45; 2 = 0:61; 3 = 1:11;me = 0:147
(hh=m0 = 0:101; lh=m0 = 0:116). The parameters for the other materials
are not known. This is more clearly seen for the eective hole masses given in
Tab. 6.1; there is a factor of approximately 2 or 3 between the tted values and
the ones expected in the diagonal approximation! This seems inappropriately
large, especially when one considers the signicant ( 40meV) strain induced
splitting of the heavy- and light-hole valence bands at the  point that relaxes
their strong coupling.
In Sect. 6.2 (see Fig. 6.1), the diagonal approximation was found to describe
insuciently the single-particle subband dispersions, the discrepancy being even
larger for the COM exciton dispersions. In order to check whether the observed
large deviation between the exciton relative mass in the diagonal approximation
and the tted values is reasonable, we performed [106, 19] full calculations of
the exciton in the considered structures and calculated the expected relative
masses after Eq. (6.3, 6.4). For the description of the valence band in the
strained well materials, we used the strain operator (2.17), the corresponding
deformation potential denoted as b. The parameters for the strain terms and
the band osets were those from the t procedure of the experimental data; (a)
for the 5nm ZnCdSe QW: 2b =  39:5meV, Vv = 24:85meV, Ve = 104:1meV,
(b) for the 4:5nm ZnMgSe QW: 2b = 39:2meV, Vv = 65:2meV, Ve = 152:1meV.
The dielectric constant was taken  = 8:8 for all materials.
The calculated subband dispersions for the ZnMgSe QW are plotted in
Fig. 6.4. The deviation from the dispersions in the diagonal approximation
is obvious. The large strain-induced splitting of the bulk valence bands has
been reduced by the connement. This is related to the stronger connement
of the light hole due to its smaller mass and the fact that the light-hole valence
band is the energetically lowest one; the dierence in the connement energies
is subtracted from the strain-induced splitting. The HH1 subband is quite close
to the LH1 one, leading to a rather strong level repulsion and, hence, to a quite
at HH1 dispersion. The situation is reversed for the compressively strained
ZnCdSe QW, for which we show the subband dispersions in Fig. 6.5. For this
system, the heavy hole band edge is the energetically lowest one and, although
the connement of the light hole is less than that of the heavy hole due to the
very at conning potential, the separation of the HH1 and LH1 subbands re-
mains substantial. The HH1 dispersion is, therefore, not as at as the ones in
the ZnMgSe QW.
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Figure 6.3: Dependence of (polarized) exciton absorption lines on the magnetic
eld in (a) a 5nm wide Zn0:87Cd0:13Se/ZnSe and (b) in a ZnSe/Zn0:85Mg0:15Se
4:5nm multiple QW, from [106, 19]. The lines are numerical ts based on the
solution of a one-dimensional Schrodinger for s-like excitons at Q = 0 (lines)
and on a variational Ansatz for the groundstate excitons (dashed) [105]. Dotted
lines are just guides to the eye.
Figure 6.4: Subband dispersions (lines) for a ZnSe/Zn0:85Mg0:15Se 4:5nm wide
QW grown along the [001] direction. The well material (ZnSe) is under strong
tensile strain leading to the LH1 subband being the energetically lowest one.
The bulk band edges (dotted) as well as the subband dispersions in the diag-
onal approximation (dashed) are also displayed. In the inset, the envelopes of
the HH1C1 (line) and LH1C1 (dashed) components for the HH1C1   1s and
LH1C1   1s exciton are shown.
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Figure 6.5: Subband dispersions for a 5nm wide Zn0:87Cd0:13Se/ZnSe QW. The
well material is under compressive strain that pushes the LH1 subband almost
into the continuum. Displayed are the HH (line) and LH subbands (dashed),
as well as the bulk band edges (dotted).
The very at subband dispersions determine also the large relative exciton
mass. In Fig. 6.6, we display the eective hole mass for the relative motion
after Eq. (6.4) for the lowest bound exciton states in the ZnMgSe QW. In
contrast to the AlxGa1 xAs QW, Fig. 6.2, almost constant mass values for each
`-series (including the ` = 0-series!) are found. This is related to the stronger
Coulomb interaction in these materials due to the small dielectric constant;
the `-dependent coupling of the heavy- to the light-hole exciton, Eq. (5.15), is
respectively enhanced. In Tab. 6.1, we collect the theoretical and numerical hole
relative mass values relevant for the lowest heavy- and light-hole excitons for
both QW. Our theoretical results after Eq. (6.4) are in qualitative agreement
with the numerical values. The deviations are due to the simplications in
the two-band model and, presumably, the fact that the used parameters were
optimized for the t of the experimental results to the one of the simple model
rather than to the ones of our model.
diag. ZnMgSe, t ZnMgSe, th. ZnCdSe, t ZnCdSe, th.
mhh=m0 0.33 0.84 1.4 0.51 0.58
mlh=m0 0.54 1.65 2.3 - -
Table 6.1: Eective hole mass values for the two QW of Fig. 6.3 obtained
from tting of the experimental data as well as theoretical values obtained
from Eq. (6.4) and numerically calculated multiband exciton wavefunctions.
The mass values in the diagonal approximation, Eq. (2.15), for the material

























Figure 6.6: Eective hole mass for the relative motion, Eq. (6.4), for the lowest
bound exciton states in the ZnSe/Zn0:85Mg0:15Se of Fig. 6.4. Rather well dened
mass values are found for each `-series. The excitons are named as dened in
Sect. 5.1 with l standing for LH1C1 and h for HH1C1. The respective binding
energies have been plotted on the horizontal axis. The COM related hole masses
are 1:6m0 for the HH1C1   1s exciton and 2:35m0 for the LH1C1   1s exciton.
Notice the strong splitting in energy of the p and p+ states, which is due to
the Coulomb coupling that is enhanced because of the small dielectric constant





We calculate single-particle and exciton dispersions for the particular V-groove
QWR described in Sect. 3.3. The experimental wire cross-section was shown
in Fig. 3.2, the central thickness of the wire region being approximately 6.3nm.
The V-QW is modeled by a simple vertical slab with Al concentration x =
0:21, the slab placed approximately in the middle of the structure. A more
detailed modeling, e.g., in order to take into account also the narrowing of the
V-QW from the bottom to the top seen in Fig. 3.1, is easily possible within our
approach, but seemed to be not necessary. The geometry of our QWR is seen
as gray-scale background shading in the Figs. 7.2, 7.4, and 7.11 below. The
material parameters that were used are summarized in Table 7.1.
Alx Ga1 xAs QWR barrier V-QW
Al content x 0 0.33 0.21
gap Eg [eV] 1.519 1.931 1.781
Luttinger 1 6.790 5.8 6.16
parameters 2 1.924 1.695 1.778
(Ref. [42]) 3 2.681 2.257 2.411
electron massme/m0 0.0665 0.0941 0.0840
dielectric const.  12 12 12
oset ratio Vc=Vb 0.68/0.32 0.68/0.32 0.68/0.32
Table 7.1: Material parameters used for the V-groove quantum wire calculations.
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7.1 Numerical solution
Numerical approaches to the exciton in QWR can be classied according to the
chosen basis: The exciton wave function can be discretized in k-space, in real
space, or it can be expanded into a superposition of simpler functions. The latter
can be tight-binding orbitals, \arbitrary" orbitals with, e.g., Gaussian shape
[34], or they can be derived from single-particle calculations for the connement
envelope functions. The simplest cases of the last approach are variational
wavefunctions, which have been applied to QWR excitons by many groups in
the last decade.
We presented in Sect. 5.1 for QW excitons full multiband calculations in-
cluding ~k ~p coupling in real space and compared them to calculations in ~k-space
involving a subband expansion. The real space approach to QW excitons was
intended, besides for its own merits (wavefunctions, electron-hole correlation),
as a rst step towards the QWR results presented in this chapter. The nite
momentum destroys already in the QW case the in-plane rotational invariance.
With a resulting matrix dimension  1:4  107 for grids ne enough to yield well
converged results for the exciton dispersion, that method was clearly inferior to
a subband expansion in k-space.
The advantages of a ~k-space based subband expansion, which proved so
much more ecient in the QW case, are lost in the QWR case for several
reasons: First of all, most technologically important QWR systems have only
weak connement in at least one direction. This implies that many subband
pairs will contribute. Of similar importance are the Coulomb integrals, which
have to be calculated and stored for each basis state pair and each z-distance.
Coulomb integrals can be obtained more or less analytically only for model
systems with rectangular or circular cross section and simple single-particle
states. Using such basis states for general, more complicated shapes, however,
will lead to poor convergence with basis size. Finally, and may be even more
important, the Hamilton matrix in a subband expansion is no longer sparse. The
diculties involved in a QWR calculation are high-lighted by the fact that many
papers have been written on valence-band structure eects on the single-particle
level [36, 39, 40, 42, 107, 108], which is conceptionally and numerically much
easier than the calculations of the two-particle wavefunction for the exciton.
They focus mainly on free-carrier inter-subband absorption and polarization
properties, which are considered to be a good test for the 1D-character of the
involved states.
Similar to exciton calculations in QW, the choice of the COM coordi-
nate Rx = xe + (1   )xh is numerically very important for calculations at
larger momentum along the wire (x-axis). The signicance of the optimiza-




The same real-space program used for the calculation of the exciton dispersions
was used to obtain the single-particle dispersions for the conduction and valence
band. Due to the lower dimensionality, much denser meshes can be used in this
case; we present here results obtained with a 251  251 mesh on an area of
50nm  80nm in the connement plane. The numerical subband dispersions for
electrons and holes are displayed in Fig. 7.1. A large number of subbands can
be seen for both the conduction and valence band; this is due to the S-QW and
the weak connement along the y direction. As was already mentioned in the
last section, this high number of subbands makes an expansion of the exciton
wavefunction in products of electron and hole subband states, which was so
successful in QW, numerically inecient.
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Figure 7.1: V-groove GaAs/AlxGa1 xAs quantum wire: (a) Electron subband
dispersions (mCB1  0:07m0) (b) Hole subband dispersions. The band edges of
the wire (thin dashed), of the V-QW (thick dashed) and of the barrier material
(thick dot-dashed) are also displayed. The shadings visualize the continuum of
the wire material (gray) and of the V-QW material (dark gray).
The electron, described by an eective mass that varies with aluminum con-
centration, see Tab. 7.1, is the simplest ingredient of our QWR exciton model.
The subband dispersions, seen in Fig. 7.1(a), are rather parabolic and show
no avoided crossings except when approaching the QWR continuum. Fig. 7.2
presents a selection of electron single-particle states for a momentum ke =
0.25nm 1 which is representative for electrons in the nite-momentum excitons
discussed below. Besides `typical QWR states', Fig. 7.2(a,b), also states are seen
which are better described as states of the S-QW, Fig. 7.2(c), or the V-QW,
Fig. 7.2(d). Altogether, a smooth transition from QWR states to well states is
found, which should make electron trapping into the wire region ecient. Due
to the heavier electron mass in AlGaAs barriers, eective connement weak-
ens with increasing electron momentum along the wire, ke;x, and the electron
envelopes reach deeper into the barriers.








Figure 7.2: V-groove GaAs/AlxGa1 xAs quantum wire: Some of the lowest
electron-subband states at k = 0.25nm 1. Each panel shows an area of 50nm 
80nm. The shading marks the aluminum concentration x = 0.33, 0.21 and 0 in
barrier (dark gray), vertical quantum well (light gray), and horizontal quantum
well and crescent-shaped wire region (white), respectively.















Figure 7.3: Quadratic t including a linear term to the dispersion of the lowest










Figure 7.4: Probability distribution of the mJ -components for the spin-split
lowest hole-subband pair at k = 0.25nm 1. E(b)   E(a) = 2:5meV. Panels
cover an area of 25nm  40nm.
ing states exhibit some non-trivial features. The hole subband dispersions are,
again, highly anharmonic due to the dierent masses of heavy and light holes.
The LH1 subband starts at the  point around 34meV and an avoided crossing
feature can be seen with all the lower HH subbands, which show no nodes in
the direction of strongest connement.
The hole subbands are spin-split at nite momentum due to the lack of
inversion symmetry [45, 46]. The splitting is more pronounced for the lowest
hole subband. It starts linearly for small k and leads to the subband minimum
being slightly o the  point, at about 0:03nm 1, as clearly visible in Fig. 7.3.
The spin-splitting results from the terms of the Luttinger Hamiltonian,
Eq. (2.9, 2.10), which are linear in the momentum along the wire axis;
HLutt = h
(0) + kh;x h
(1) + k2h;x h
(2) : (7.1)


















They give a non-zero contribution only, if inversion symmetry is violated, e.g.,
by the conning potential Vconf(y; z). (The spin-splitting is not related to the
slight deviation from mirror symmetry y $  y.)
The probability distribution of the spin componentsmJ (along the horizontal
z-axis) at nite momentum is shown for the lowest two states in Fig. 7.4. The
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dierence in energy goes along with a change of the distribution in real space.
The components of the state with lower energy penetrate further into the S-QW
region; those components with positive mJ are in the groundstate displaced to
the left, those with negative mJ are displaced to the right. Note further a
vertical displacement of the maxima between corresponding components.
The slight left-right asymmetry of the wire causes a minor additional shift
of all components to the right. Not surprisingly, the light-hole components
mJ = 1=2 penetrate further into the V-QW than mJ = 3=2 components.
Only exactly at ~k = 0, eigenstates with strong spin-polarization (close to 3=2)
can be found; for nite Q, the spin-polarization is small. We will nd these
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Figure 7.5: Dispersion of the lowest exciton states in a V-groove QWR (dia-
monds). For the lowest groundstate branch, results are shown for the denser
mesh as open circles. The exciton continuum edges for the HH1C1 pairs (gray,
dashed) and the LH1C1 pairs (dark-gray, dash-dotted) are included. Inset: The
spin-split groundstate dispersion with parabolic ts on enlarged scale. Note the
small linear contribution and the small minimum shifts.
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Figure 7.6: Comparison of groundstate exciton dispersion on the coarser
(diamonds) and the ner mesh (circles) with the vertically displaced exciton
continuum edges calculated on the same grids, (dot-dashed and dotted, respec-
tively). The fully converged continuum edge (dashed) is vertically displaced for
comparison as well as for estimation of the numerical accuracy. Small crosses
mark the extrapolation for the exciton dispersion, see text.
7.3 Exciton dispersion in V-groove quantum
wires
We present here exciton dispersion results for the 4-component wavefunctions
on a coarser grid of NsNyeNyhNzeNzhNx = 417217227  107 and
a ner grid of 423223227  3  107 sites for a ve-dimensional volume
of 57nm, 37nm, and 120nm in y, z, and x direction, respectively. With these
grids, a good accuracy can be obtained if the COM transformation (3.11) is
optimized and the groundstate-adapted discretization of the Coulomb potential,
Sect. 5.2.1, is used. Due to the huge matrix size, we are limited to very few
lowest eigenstates; for the denser grid to the lowest state. In Fig. 7.5, we show
the exciton dispersions obtained for our V-groove QWR.
A spin-splitting analogous to that discussed for the hole subbands is clearly
seen. It is weak within the lowest doublet (inset of Fig. 7.5), but large for
the next higher doublet. For the lowest doublet, the linear contribution to the
dispersion can reliably be obtained from a polynomial t to the data, with the
minimum at Q = 0:007nm 1.
An enlightening discussion of why the lowest doublet is split and why the
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split is much stronger in T-shaped QWR than in V-groove QWR is given by
Goldoni et al. in Ref. [39]. They note that the HH1 state of one of the two QW
constituting a T-shaped QWR has a strong LH component from the point of
view of the second QW and vice versa. Hence, the respective HH1 subbands
couple strongly, leading to a strong avoided-crossing and a large spin splitting.
The argument is formulated for single-particle states there, but applies to exci-
tons as well. We shall point out that, as the present calculation does include the
vertical quantum well, one should not be surprised to see in our QWR a feature
which has been identied as characteristic for T-shaped wires. However, for
this particular QWR, the connement in the GaAs region is too strong for the
V-QW to play a signicant role for the groundstate exciton. Note that in the
exciton equation, terms linear in Q occur beyond those of Eq. (7.1,7.2) with kh;x




and He when the expressions (4.9) are inserted.
One can trace back the dominant non-parabolicity of the groundstate dis-
persion in Fig. 7.5 to an avoided crossing near Q  0:28nm 1 with the higher
exciton band that starts at Q=0 as an LH1C1 exciton. This is not surprising
based on similar experience with excitons in bulk [57] and QW [30, 31, 33] as
well as with single-particle hole subbands discussed before.
In the QW case, a comparison of the non-parabolic exciton dispersion with
the electron-hole-pair edge, or exciton continuum edge, Enenh(Q) in Eq. (4.18),
proved rather useful. Similar to the QW case, the exciton groundstate dis-
persion for our QWR is found to follow quite closely the exciton continuum
edge, Fig. 7.6, from which it inherits its strong non-parabolicity. Both atten
at higher COM momentum.
The exciton dispersions are reasonably well converged, as the small dier-
ences between the results obtained for the two dierent meshes prove. However,
the absolute energies are far from convergence. This is primarily due to the
discretization error in the kinetic energy of the electron and, to a lesser extent,
the hole. Rigid vertical shifts of up to about 5 meV are included in Fig. 7.5
and Fig. 7.6, such that the groundstate excitons, and in Fig. 7.6 the shifted
continuum edge, coincide at Q = 0. We stress that the exciton binding energies
(dierence to the continuum edge) calculated with the two meshes dier only
by 0.1meV (16.3meV vs. 16.2meV). As an aside, we remark that for a compa-
rable QW of 6.3nm width with similar material parameters a binding energy of
10.5meV is found. This fact is evidence of a substantial wire connement.
For an estimation of the Q-dependent numerical uncertainties and to show
the increase of binding energy with increasing momentum, we display in Fig. 7.6
the groundstate exciton dispersion on both grids with the vertically displaced
continuum edges derived from single-particle subbands calculated on the same
grids. We already stated that the exciton dispersion follows quite closely the
exciton continuum edge. The exciton dispersion lies consistently below the ap-
propriately shifted continuum edge. This shows an increase in binding energy
with Q, which is almost the same for both grids and is related to the mass
increase along the dispersion. The exciton dispersion relative to the continuum
edge seems to be better converged than the continuum edges. Since the latter
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can be obtained with high accuracy as a combination of single-particle proper-
ties, we are able to guess where a fully converged exciton dispersion would be
(crosses in Fig. 7.6). This shows the achieved high numerical accuracy for the
dispersions.
We want to emphasize that, as found before in QW, the easily obtainable
exciton continuum edge yields a surprisingly reliable guide for the numerically
expensive groundstate exciton dispersion. Furthermore, the sign and magnitude
of the remaining small deviation can be guessed based on the physical argument
of an increasing groundstate exciton binding energy for hole dispersions which
become atter at larger momentum (hole mass and reduced mass increase). The
higher excitons follow their respective continuum edges much less closely than
the groundstate (not shown). In particular, the exciton spin splitting within the
lowest doublet is at large Q smaller than anticipated based on the dierence of













Figure 7.7: Groundstate exciton for Q = 0:09nm 1 (left) and Q = 0:28nm 1
(right). Hole densities for the dierent mJ -components, as well as the electron
density are shown on 37nm  57nm areas.
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Figure 7.8: Contribution of bulk light-hole states (mJ = 1=2) to the exciton
groundstate versus COM momentum Q.
7.4 Exciton wavefunctions
Fig. 7.7 shows the multi-component character of the groundstate exciton wave-
function near the origin as well as at a COM momentum close to the avoided-
crossing region. A strong admixture of the light-hole states (mJ = 1=2) is
seen for the larger Q. The light-hole contribution increases further for even
larger COM momenta, as shown in Fig. 7.8. Note that this is only in part due
to mixing of LH1C1- HH1C1 exciton; similarly to the hole subbands in QW,
the lowest hole subband (HH1) itself acquires a strong contribution of `bulk
light-hole states', i.e., mJ = 1=2 - components; see Fig. 7.4.
For a more detailed analysis of the internal structure of the exciton with
increasing momentum, we display in Fig. 7.9 the exciton extension along all ve
coordinates. For each one of these, the squared wavefunction was summed over
the remaining four directions and, in the right panels, over angular momentum
components. Then the root-mean-square deviation was calculated. The strong
connement of electron and hole along the growth direction, z, is clearly seen;
connement is weaker in the S-QW-direction y. The largest extension is that of
the relative motion along the wire (x-direction). With increasing COM momen-
tum, the hole in the exciton can relax in the weakly conned direction. However,
the exciton contracts at the same time along the wire axis. The latter change
is stronger, suggesting a slight enhancement of the exciton binding energy with
Q, in agreement with the discussion of Fig. 7.5, 7.6 and similar to the results
in comparable QW. The density proles in the yz-plane can be tted well by
Gaussian functions, see Fig. 7.10(a). For density proles along the wire, see the
discussion of Fig. 7.11, below. On the coarser mesh, higher exciton states can be
obtained as well. Their hole densities and relative wavefunction along the wire
are shown in Fig. 7.11. For their description, we use a notation like HH2C1-s
for QWR excitons which states, e.g., that this particular exciton branch is at
Q=0 derived from the second QWR hole subband which has primarily heavy-
hole (mJ = 3=2) character and from the lowest electron subband; along the
wire axis, the dominant component(s) have no nodes and therefore resemble an
s-state.
The two states of Fig. 7.11(b) which lie above the groundstate doublet
(Fig. 7.11(a) with clear HH1C1-s character) have one node in the S-QW di-
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Figure 7.9: Spatial extension (root mean-square) of the exciton groundstate
along each dimension versus COM momentum Q.
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2x2/2), a1 = 0.16nm
−1
a0/(exp(−a1x) + exp(a1x)),  a1 = 0.2nm
−1
Figure 7.10: Quality of various t functions for the description of the exciton
groundstate probability distribution along (a) the connement space coordinates
and (b) the relative coordinate in the growth direction. The latter can be tted
almost perfectly by a hyperbolic secant (line).
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Figure 7.11: Right: Hole densities in yz-plane. Left: Density of the relative
wavefunction components (dashed: heavy hole mJ = 3=2, solid: light hole
mJ = 1=2) along the wire for the lowest three doublets at Q = 0. From top
to bottom: HH1C1-s, HH2C1-s, HH1C1-p. Lines are hyperbolic-secant ts in
panels (a) and (b), and a spline t in (c) to the numerical data (diamonds).
rection. They can be interpreted as originating from a heavy-hole state with
one node, and are, thus, HH2C1-s states. The next doublet, Fig. 7.11(c), has
one node along the wire, resembling a p-state. As it has no nodes in the yz-
plane for both electron and hole coordinate, it is a HH1C1-p doublet. Note its
much larger extension in wire direction compared to the s-states, which goes
along with an increased size in the S-QW-direction, at least in comparison to
the s-state of the same subband pair, Fig. 7.11(a).
The relative motion in wire direction is determined by the Coulomb in-
teraction, modied by form factors. In analogy to two-dimensional results, a
wavefunction shape between an exponential and a Gaussian is expected and is
seen in Fig. 7.11(a,b), indeed. The large-distance behavior is approximately
exponential; at small distances, the relative wavefunction does not show a cusp,
because the eective Coulomb interaction is weakened at small distances. For
the groundstate, a hyperbolic-secant shape ts the squared wavefunction almost
perfectly, see Fig. 7.10(b).
This brings us to the question, how closely the exciton groundstate wave-
function can be approximated by a factorization Ansatz of the form
 gs  'rel(xe   xh)'e(ye; ze)'h(yh; zh)0 ; (7.3)
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with suitably chosen functions 'e, 'h, for the single-particle electron- and hole-
wavefunctions in the conned directions and 'rel, for the relative motion along
the wire and with a spatially constant four-component vector 0. Having the
numerical exciton wavefunction at hand, this can be easily answered. At a not
too large momentum of Q = 0:09nm 1 (see left panel of Fig. 7.7) an overlap of
94% between the factorized Ansatz Eq. (7.3) and the numerically exact result
can be obtained if only the mJ = 3=2 components are included, i.e., 0 =
(1=
p
2; 0; 0; 1=p2). This is rather high, especially in view of the fact that in
Ritz's variational principle, eigenvalue errors are proportional to the square of
the wavefunction deviation. The inclusion of mJ = 1=2 components, which is
needed for larger Q, increases the overlap only to 95%.
7.5 Polarization anisotropy
From the calculated exciton groundstate wavefunction, the polarization
anisotropy of the exciton line can be calculated. Some results on the polariza-
tion dependence of luminescence and absorption of V-groove wires are known
from experiments [109, 41] and from single-particle calculations [39, 42]. For the
anisotropy at the onset of the continuum of a QWR, which should be comparable
to our case, Refs. [41, 42] give an average value of 10%, whereas Refs. [109, 39]
state 10-20% for a V-groove QWR of dierent geometry. For the relative absorp-
tion strength, as given by the squared momentum matrix element averaged over






jh0j p̂j j	Xgsij2 ; i = x; y; z ; (7.4)






= 0:01 : (7.5)
This conrms what one would expect based on the single-particle results, e.g.,
combining the upper left corners of Fig. 7.2 and Fig. 7.4. Absorption with light
polarized along z involves the mJ = 1=2 components, which are according to
Fig. 7.8 weak, whereas light polarized in the xy - plane is absorbed by the mJ =
3=2 components. The dominantly heavy-hole states of the lowest exciton
doublet are more polarizable along x than along y. The absorption anisotropy
is in good agreement with the experimental results. The fact, that the single-
particle results of Ref. [39, 42] are so close to Eq. (7.5), is probably due to the
high overlap of the exciton wavefunction with the factorized form Eq. (7.3),
which in turn reects the strong carrier connement in V-groove QWR.
7.6 Exciton center-of-mass mass
As discussed in Chapt. 6, the concept of a kinetic COM mass for a non-parabolic
dispersion depends on the momentum range that is considered. In Table 7.2
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some values of a kinetic COM mass for the groundstate exciton in the considered
QWR and in QW with 5 and 10 nm well width are included. The QW widths
correspond roughly to the wire's z-width, which ranges in the central region from
about 8nm to 3nm; it takes into account that the lower Al concentration in the
V-QW weakens the connement compared to GaAs/Al0:33Ga0:67As QW. The
Luttinger parameters of Table 7.1 yield in the spherical approximation for the
bulk heavy-hole mass mh=m0 = (1 42=5 63=5) 1 = 0:49, thus me+mh =
0:56m0. As the QW and QWR dispersions are strongly non-parabolic, average
values derived from parabolic ts to the dispersion in a Q-range of about the
inverse Bohr radius (Q < 0:1nm 1) are reported.
Included in Table 7.2 are the results of the simple approximate expression
for the exciton mass Eq. (6.2). These are obtained from the single-particle
subband dispersions e;h(k) and the squared Fourier transform 	Q=0(k) of the
exciton wavefunction at vanishing COMmomentum Q. Within the factorization
approximation, Eq. (7.3), only the Fourier transform ~'rel(kx) is important, and
the mass formula reads











A decrease of the exciton mass going from GaAs bulk to GaAs/AlGaAs QW
and QWR can be understood as result of the heavy- and light-hole separation
due to connement. For our QWR, we nd a mass of 0.33 m0. The agreement
of the simple expression (7.6) with the result of the full numerical calculation
is for the QWR case not as good as for QW. We attribute this to a stronger
momentum dependence of the exciton's internal structure, probably reecting
the smaller subband separations and the linear terms in the dispersions.
MX=m0 QWR 5nm QW 10nm QW
Q < 0:1 nm 1 0.27 (0.33) 0.31 0.32
Eq. (7.6) 0.28 0.29 0.31
Table 7.2: Kinetic COM mass for the groundstate HH1C1   1s exciton derived
from ts of dispersion in the range Q < 0:1nm 1 and from expression (7.6). In




A thorough study of the exciton center-of-mass properties in quantum wells and
quantum wires has been presented in this work. The ~k  ~p coupling of heavy-
and light-hole valence bands as well as the Coulomb potential have been taken
fully into account. Our main achievements have been:
 We attacked the very old problem of optimizing the COM transformation
for numerical calculations of excitons originating from degenerate bands
[58, 57]. An optimization methodology other than the simple trial and
error method has been introduced, based on Ansatze for the dependence
of the exciton groundstate on the COM momentum Q, Chap. 4.
 We introduced an explicit Ansatz for the COM dependence of the exciton
groundstate, Eq. (4.13), which proved to be very ecient. In particular,
we found the envelope of the exciton groundstate in the subband expansion
to be independent of the COM momentum to a good approximation.
 The COM optimization has lead to an analytical expression for an esti-
mate of the exciton groundstate COM mass, Eq. (6.1,6.2). This estimate
promises to be of great practical importance as it is based on simple in-
gredients : an estimate for the exciton groundstate at vanishing COM mo-
mentum and the knowledge of the subband dispersions. It proved to give
quite good results for the average mass of the groundstate exciton in a
momentum range of an inverse Bohr radius around Q = 0, which is the
relevant momentum range for exciton localization problems.
The above innovations allowed us to calculate exciton dispersions even at quite
large Q with unprecedented accuracy! We further:
 investigated the applicability of real-space discretization methods for ex-
citon dispersion calculations, comparing the results of a simple nite-
dierences discretization scheme with state of the art calculations in mo-
mentum space in QW. Due to the high dimensionality of the conguration
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space, real-space discretization methods are suitable only for the calcula-
tion of a few lowest states. However, the method can be, and, indeed, it
was successfully applied also for a realistic QWR model.
 We were, to the best of our knowledge, the rst to calculate multi-band
exciton states with full Coulomb coupling in QWR at all.
Our investigations revealed some interesting eects:
 The groundstate exciton dispersion follows rather closely the respective
exciton continuum edge, Eq. (4.18).
 A non-monotonous increase of the exciton groundstate binding energy
with increasing Q is observed; The binding energy is particularly large in
the vicinity of avoided crossings of the subband dispersions.
 A small electron-hole correlation along the growth direction for the
GaAs/Al0:3Ga0:7As quantum wells was found; It contributes insigni-
cantly to the exciton groundstate binding energy.
 A rather small spin-splitting of the exciton groundstate in V-groove QWR
was found.
 The exciton groundstate in the investigated V-groove QWR can be quite
well described with a factorization Ansatz.
We could also reproduce some recent experimental ndings:
 The polarization anisotropy of absorption data in V-groove QWR.
 The enhanced exciton reduced mass in Zn0:87Cd0:13Se/ZnSe and ZnSe/-
Zn0:85Mg0:15Se QW observed in magneto-exciton experiments, Sect. 6.4.
As an outlook, we would like to list some physical properties that can be ob-
tained from calculations of the groundstate exciton or the lowest exciton doublet
for given COM momentum:
 We already mentioned the possible application of QWR in lasers. For their
modeling, optical transition matrix elements and the density of states are
needed.
 Exciton localization involves COM wavefunctions, which in turn can be
obtained by a COM Schrodinger equation that needs the groundstate dis-
persion or at least the exciton mass as input [10]. The same is true for
relaxation processes and diusion.
 Results on the quantum conned Stark eect in QWR [6, 110] and exper-
iments in magnetic elds [111, 112] could be obtained by inclusion of the
appropriate terms in the Hamiltonian.
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The exciton dispersion also enters the polariton dispersion [30], where, however,
a much smaller momentum range (of the order of the photon momentum) is
relevant. For such an application the mass from Eq. (4.7) obtained with the
separation Ansatz, see Sect. 4.6, could be of use, since the solution of the exciton
problem for Q = 0 is a much easier task than at Q > 0.
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Appendix A
Hole Subband Mass in
Symmetric Quantum Wells
from Perturbation Theory
The envelopes of the QW subband states at k = 0 are, given their connement
energy, analytically known, since heavy- and light-hole valence band decouple
at the  point. Thus, perturbation theory for small in-plane momentum k can
be used in order to calculate analytically the second derivative of the subband
dispersions at the  point. Such a work has previously been done by Foreman
[62], who, however, used other boundary conditions than ours. We performed,
therefore, similar analytical calculations using the symmetrized form of the Lut-
tinger Hamiltonian, Eq. (2.9, 2.10), which we present here. The hole mass de-
rived along this lines has been compared to the QW exciton mass from our
semi-analytical formula, Eq. (6.2), in Sect. 6.2.
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which brings the Luttinger Hamiltonian into block-diagonal form





P +Q R 0 0
Ry P  Q 0 0
0 0 P  Q R





R = j M j  i j L j (A.4)
and ~k = (k; ) in polar coordinates. In the axial approximation, Eq. (2.14),
(  = 0;  = 2) this transformation is material-independent and can be also
used for heterostructures.
All k-dependent terms are then viewed as perturbation to the Luttinger
Hamiltonian for k = 0. Working much along the lines of [62], we derive the
following expression for the in-plane hole mass:
m 1k = Iw1 + Iw2 + Ib1 + Ib2
Iw1 = (
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1 +   tan(k1L=2)1 ;
and


















The indices b; w denote barrier and well material, respectively. k0; and 0 denote
wavevector and decay length of the subband envelope at the  point in the well
and barrier material, respectively, and E0 is the energy of the subband at the
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same point. In the expressions above, the upper sign is valid for light-hole
subbands and the lower for heavy-hole ones. Pb; Pw denote the probability for



















The usual single-band transfer-matrix method can be extended to degenerate
bands and has been successfully applied to planar heterostructures, like super-
lattices [97]. The transfer-matrix formalism used in this work for the calculation
of subband states in QW is presented here in short for the sake of a complete
description of our numerical approach. As mentioned in Sect. 5.1, of particular
advantage for our work has been the fact, that the single-particle wavefunc-
tions calculated with the transfer-matrix method are obtained in an analytical
form in terms of few numerically determined parameters. This has simplied
considerably the calculation of the Coulomb form factors, Eq. (5.7).
In general, the transfer-matrix method is suitable for the solution of systems
of linear dierential equations with piecewise constant coecients. The eigen-
value problem describing the single-particle dispersion in QW and superlattices
belongs to this category; the Hamiltonian Eq. (3.4, 2.9,2.10) is ( kz !  i@z) of
the form
H(~k; z) =  @zA(~k; z)@z   i
2

@zB(~k; z) +B(~k; z)@z

+ C(~k; z) ; (B.1)
with the coecient matrices A;B, and C determined by material constants.
The system of second order dierential equations can be reduced to one of
rst order for the sought eigenfunction  (z) and its rst order derivative
@z(~k; z) = (~k; z)(~k; z) ; (B.2)








where E denotes the eigenvalue and I the identity matrix. For constant coe-
cients, the solution is a combination of exponentials
(z) = exp((z   z0))(z0) = P  exp((z   z0))  P 1(z0) ; (B.4)
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where P is the unitary transformation that brings  in its diagonal form .
Since the solution in each material separately is known, one has just to
match the wavefunctions from either side of an interface. The symmetrized
form of the Hamilton operator (B.1) implies, after integrating over the inter-
face and requiring that no singular contributions to the energy exist, that the
quantity  A(~k; z)@z (z)   i2B(~k; z) (z) has to be continuous, additionally to







It is now easy to construct the matrix that \transfers" the solution, written in
the diagonal representation of the respective layers, from the rst layer to the
last one




Jn Pn endn P 1n J 1n

J1 P1 ; (B.6)
where N is the number of material layers in the structure, and d denotes the
thickness of each layer.
Bound states vanish at innity; they can involve only exponentially decaying
terms in the outer layers. Dening projection operators U1 and UN that remove
the exponentially growing terms at the outer layers (diagonal matrices with
value 1 for the elements of the respective diagonal matrix  that correspond to
the exponentially decaying terms, and 0 otherwise), the solution must satisfy
(I  UN)T U1  = 0. Non-trivial solutions exists, where the determinant
det
 









vanishes. This condition is easy to implement numerically, since all the matrices
involved are known analytically as functions of the material parameters. It is,
however, somewhat dicult to follow the subband dispersions with k, since
they come quite close at avoided crossings. We use the following procedure:
We densely scan the determinant at the  point using a mesh of trial energy E
values starting somewhat above the band edge of the well material and ending
somewhat below the band edge of the barrier material. Then, starting from the
minima found, we use the golden rule method to locate the roots. For increasing
k, we bracket the minima by the values half between the previous and next root
at the previous value of k and then use the golden rule to nd the new minima.
For wide QW, where the spacing between the subbands becomes quite small, a
dense mesh of k values has to be taken. However, the method does not require
too much computer resources, and more simple strategies that are easier to
implement like, e.g., scanning densely the determinant for each value of k and
subsequent use of the golden rule method, should be suciently ecient as well.
For symmetric QW, the subband states at each value of k are twofold degen-
erate. The obtained degenerate wavefunctions are linear combination of even
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and odd states with respect to the specular reection xy, see Sect. 5.1, and are
subsequently disentangled. The numerical results have been checked against the





In Chapt. 6, we derived an analytical expression for an eective exciton mass
related to the COM motion of the exciton groundstate, Eq. (6.1,6.2). The
ingredients for this expression are simply the involved single-particle dispersions
and the exciton wavefunction for vanishing COM momentum or, at least, some
good estimate for the Bohr radius aB . We want here to demonstrate, that there
are simple single-band models for the description of the exciton groundstate in
QW which give quite satisfactory results for the extension of the groundstate
exciton, i.e., the Bohr radius aB entering the mass formula.
We display in Fig. C.1(a),(b) results for the numerical exciton groundstate
binding energy and the respective Bohr radius obtained from full calculations
and compare with results obtained from a simple variational method. The
variational results were obtained using a 2D 1s exciton Ansatz in a single-band
model with the numerically calculated multi-band single-particle dispersions.
The potential used was an eective 2D Coulomb potential [?]











that reproduces correctly the limits of large (V Coul(!1) / 1= )and vanish-
ing (V Coul(! 0) / ln()) relative particle distance in QW. The t parameter
b was taken as b = 0:4 by tting the exciton groundstate binding energies to
the ones obtained from full single-band calculations in Ref. [?]. This eective
potential has a simple Fourier transform






and can thus be easily handled also in momentum space.
The eective QW width Leff entering Eq. (C.1) was obtained by minimizing
the sum of the connement energies of the two particles with cos (z=Leff )
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wavefunctions. It shows, Fig. C.1(c), the maximum exciton connement at
approximately the same QW width as the full calculations.
For widths between 2nm and 15nm, very good results for the groundstate
binding energy (deviations <5%) are obtained; the Bohr radii are consistently
1.-1.5nm smaller than the actual ones. The deviation is, not surprisingly, larger
for the wavefunctions than for the energies. Still, the error in the Bohr radius is
only of the order of 10%; hence, they can be used, together with the analytical
















































Figure C.1: (a) Exciton groundstate binding energy and (b) Bohr radius aB
versus QW width L obtained from a simple variational single-band calculation
compared to the results of the elaborate full multi-band calculation of Sect. 5.1.






The formalism for the calculation of oscillator strengths and absorption coe-
cients in QW in terms of single-particle and exciton wavefunctions is well known
[?, 52]. We will present it here briey, with a special focus on the selection rules
in symmetric QW. We will consider both the absorption due to the interaction-
free electron-hole system and due to the exciton, since we discuss in Sect. 5.1.1.5
also results for the Sommerfeld enhancement factor.
D.1 Absorption due to the interaction-free
electron-hole system
The absorption of not too intense linearly polarized light from a system of Ne
electrons is described for allowed transitions and in the dipole approximation











where ! is the frequency, ê the polarization vector, and ~A the corresponding vec-
tor potential (in the Coulomb gauge) of the electromagnetic eld, and ~pi is the
momentum of the respective particle. Dening for a single QW the absorption
coecient in QW aQW (!) as absorbed energy per time and unit area divided
by the energy ux [52], leads to a dimensionless quantity, in contrast to the
3D case. First order perturbation theory and Fermi's rule yields the following























with j0i the many-body ground state and  the index of refraction. The single-
particle states in the above expression are normalized with respect to the area
A.
In symmetric QW, parity with respect to the specular reection xy is a
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Since vectors in the xy-plane (parallel to z) are of even (odd) parity with respect
to xy, the selection rule p = 1 holds; the upper sign holds for in-plane
polarization. The momentum operator matrix elements within our basis, (four
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Note the vanishing contribution of the heavy-hole bulk edge states to absorption
for polarization pz along the growth direction.




in analogy to atomic
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 (h! Enh (k0)+Ene (k0)) f ênenh (k0) ;(D.6)
where ê = ez ẑ + ~e?, a = e2=hc  1=137 the ne-structure constant, and









1Changing the parity of both electron and hole just changes the sign of the momentum
operator matrix element
hne  pe ~k j ê~p jnh  ph ~ki = hnepe ~k j (RT ) 1 ê~p (RT ) jnhph ~ki
=  hnepe ~k j ê~p jnhph ~ki:
This gives the factor 2 in Eq. (D.6).
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D.2 Excitonic absorption in quantum wells
Working along the same lines as in the previous section, the absorption coe-








h!   EX 0
 h0 j êX
i
~pi j  0i
2; (D.7)
where j0i denotes an exciton state at vanishing COM momentum Q of energy
EX 0 with  standing for the remaining quantum numbers. The summation
is replaced by an integration in the exciton continuum. Using the subband
expansion Eq. (5.3,5.4), with the subband states now normalized with respect











~k)hneje~k j ê~p jnhph~ki : (D.8)
In the axial approximation, the angular momentum ` is a good quantum
number at Q = 0. Due to the phase factors of the single-particle states in the
axial approximation, Eq. (5.2), the dipole matrix element becomes after the














0;` mJ+ mJ DmJnejenhph(ê; k)
!
:
That is, for excitonic absorption the selection rule j`j  Je + Jh is valid, with
` the angular momentum of the relative motion of the exciton, and Je; Jh the
total angular momenta of the conduction and valence band, respectively. This
is the analogue to the ` = 0 selection rule for the absorption of free electrons.
Only for the angular momentum values j`j  Je+Jh, there is a spin component
with a nite probability for the electron and hole occupying the same space
coordinates.
The polarization selection rules are exactly the same as for the non-
interaction electron-hole system; this is because the Coulomb interaction has
a higher (spherical) symmetry than the heterostructure potential.
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Appendix E
Numerical Solution of the
Exciton in Real Space
E.1 Finite-dierences discretization
The discretization of the symmetrized operators, Eq. (3.5), has to be done care-
fully, in order to keep the discretized operator Hermitian. We used the following
dierentiation patterns:





































































It can be easily veried that the resulting matrices are Hermitian.
E.2 Coulomb discretization
The discretization of the Coulomb potential is described in Sect. 5.2.1. For both




energy E3D1s = Ryd. The reduced mass  and Bohr radius aB are derived from
the electron and hole reference masses given in Sect. 5.2.1. Since we want to
use the same discretization mesh for the reference system and for the real one.
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Therefore, we write the Laplace operator as





























where fijklg are the grid-points indices in the 4D conguration space
fx; y; ze; zhg, rfijklg the respective particle distance, d
 the volume element of
the mesh, and T
fi0j0k0l0g
fijklg the discretized Laplace operator. A similar procedure
is used for the QWR.
E.3 Ecient implementation of the matrix-
vector product
Denoting with hij ; i; j = xe;h; ye;h; ze;h the ze;h-dependent coecients matrices
of the corresponding kikj products in the ~k  ~p -matrices of the one-particle
Hamiltonians and setting ~Qe =  ~Q; ~Qh = (  1) ~Q , the QW exciton Hamilton
operator takes the form
H =  hzhzh@2zh   hzeze@2ze
 (hxhxh + hxexe)@2x   (hyhyh + hyeye)@2y   (hxhyh + hxeye)@x@y
 hxhzh@x@zh   hxeze@x@ze   hyhzh@y@zh   hyeze@y@ze
 i (Qeyhxeye +Qhyhxhyh + 2Qexhxexe + 2Qhyhxhxh) @x













(ze   zh)2 + 2x + 2y

I :
We take advantage of the highly structured form of (E.3) and dene 15 matri-
ces T 0e;h (Nze;zh ; 4; 4), T

ze;zh (Nze;zh + 1; 4; 4), T

x;y ((Nze + 1) (Nzh + 1) ; 4; 4),
Txy ((Nze + 1) (Nzh + 1) ; 4; 4), T(ze;zh)(x;y) (Nze;zh + 1; 4; 4) (in parenthesis
are the dimensions). These contain all the coecients needed: T 0e;h for the
space-diagonal matrix elements that depend only on the ze;h coordinates,
Tze;zh;x;y for the forward (backward) elements along the respective coordi-
nate, and Txy ; T(ze;zh)(x;y) for the non-diagonal elements of the respective
mixed derivatives. With these matrices and the potential matrix, one can eas-
ily and eciently construct the matrix-vector product, using, e.g., the array
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features of FORTRAN90, which a good compiler can optimize automatically.
All these matrices together need only a bit more than a quarter of the memory
required for one eigenvector! We used a similar procedure for the QWR.
E.4 Matrix diagonalization
Discretization in real space of the excitonic equation of motion results in a
sparse, complex Hermetian matrix of dimension up to  1:4  107 for grids
ne enough to yield well converged results for the exciton dispersion. This
matrix, which we will call the Hamilton matrix in the following, can be re-
duced to a real symmetric matrix only at vanishing COM momentum Q = 0.
The sparsity pattern of the matrix consists of 44 non-vanishing o-diagonals
(46 for the QWR calculations discussed in Chap. 7) additionally to the non-
vanishing diagonal. The bandwidth of the Hamilton matrix, which for the
QWR is at least 2(4NzeNyeNzhNyhNxe xh)=max(Nze ; Nye ; Nzh ; Nyh ; Nxe xh)
(Ni the number of grid points along the i-coordinate, the factor 4 is the num-
ber of spin components), is too large for band matrix diagonalization routines
to be ecient. In addition, all eigenvalues of the Hamilton matrix are twofold
degenerate for symmetric QW and all ~Q as well as for QWR and Q = 0.
The dimension of the matrix is so large that only two general classes of
diagonalization routines for sparse matrices are suitable: (i) out-of-core routines,
where part of the matrix and eigenvectors is stored on the le system, and (ii)
iterative routines that do not require to hold in memory the non-zero elements
of the matrix, but require instead some user supplied routines.
We used the freely available software packet ARPACK, which is capable of
solving large-scale Hermitian, non-Hermitian, standard or generalized eigenvalue
problems. The software bases on the implicitly restarted Arnoldi method, an
algorithmic variant of the Arnoldi process, that can be viewed as a synthesis
of the Arnoldi/Lanczos process with the implicitly shifted QR algorithm. The
software is well documented and is one of the most ecient ones for very large
sparse matrices [103, ?, 104]. A parallel version exists, called PARPACK, based
on MPI or BLACS communication. We did not use PARPACK, due to the
high dimensionality of the conguration space that would lead to too heavy
communication between the single processing units.
Since we are interested in a few eigenvalues and eigenvectors at the edge of
the spectrum, no shift-invert spectral transformations are necessary and only
the matrix-vector multiplication routine has to be implemented. Due to the
highly structured nature of our Hamilton matrix, the multiplication routine can
be very eciently implemented with additional memory consumption much less
than that for one eigenvector. Hence, the total memory usage was given by the
number of vectors used as iteration space. For a maximum of 10 desired lowest
eigenvalues and respective eigenfunction an iteration subspace of 30 vectors has
been used, in order to keep the CPU-usage reasonable. We used the maximum
memory available on a CRAYJ90 at the Konrad-Zuse-Zentrum in Berlin, which
was 1 Cray Gigaword.
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Another advantage of this method is that multiple eigenvalues oer no par-
ticular diculties, it is, however, necessary that the iteration space is suciently
large and the requested convergence tolerance is suciently tight to capture all
multiple instances. This point was, however, not a problem to us, since we were
primarily interested in the dispersions, while both degenerate eigenfunctions
could be obtained from the numerical one using symmetry considerations.
A further advantage of the ARPACK package is that the algorithm is com-
pletely based on BLAS and LAPACK routines, which are available and highly
optimized for almost all platforms. For the vectorized version of our program,
only the matrix-vector multiplication routine had to be explicitly vectorized,
while for the optimization of the ARPACK software we just linked against the
vectorized versions of the BLAS and LAPACK libraries. We achieved peak per-
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