Some new tent spaces and duality theorems for fractional Carleson measures and Qα(Rn)  by Dafni, Galia & Xiao, Jie
Journal of Functional Analysis 208 (2004) 377–422
Some new tent spaces and duality theorems for
fractional Carleson measures and QaðRnÞ$
Galia Dafnia, and Jie Xiaob
aDepartment of Mathematics & Statistics, Concordia University, 1455 de Maisonneuve Blvd. West,
Montre´al, Que´bec, Canada H3G 1M8
bDepartment of Mathematics & Statistics, Memorial University of Newfoundland, St. John’s, NL,
Canada A1C 5S7
Received 3 December 2002; accepted 7 March 2003
Communicated by D. Sarason
Abstract
Several duality questions for fractional Carleson measures and the spaces QaðRnÞ are
resolved using a new type of tent spaces. These tent spaces are deﬁned in terms of Choquet
integrals with respect to Hausdorff capacity. A predual for QaðRnÞ is then deﬁned as a space of
distributions containing the Hardy space H1; and an atomic decomposition is proved.
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1. Introduction
Function spaces have been a central topic in modern analysis, and new function
spaces are now of increasing use in areas such as harmonic analysis and partial
differential equations. In addition to the classical Lp spaces, one has, among others,
the differentiability scales of Sobolev, Besov, and Lipschitz spaces, as well as BMO
and VMO. On the other hand, there are the function spaces arising in complex
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analysis, such as the Bloch and Dirichlet spaces, and the Hardy spaces with their
real-variable counterparts HpðRnÞ: Many of these are included in the framework of
the Triebel–Lizorkin spaces.
Duality results provide links between different function spaces. The famous result
of Fefferman [Fe] identiﬁed BMO with the dual of the real Hardy space H1; while
Lipschitz spaces are dual to Hp for po1: Due to the connection between BMO and
Carleson measures, the BMO-H1 duality can be viewed in the wider context of the
theory of tent spaces initiated by Coifman, Meyer, and Stein [CMS].
The aim of this paper is to introduce variants of these tent spaces and use them to
resolve questions of duality for fractional Carleson measures and for the spaces
QaðRnÞ: This new scale of real-variable spaces, which also has its origins in complex
analysis, is an interesting intermediary between BMO and Sobolev spaces. Using the
notion of Hausdorff capacity, we will deﬁne a predual for QaðRnÞ; which we call the
‘‘Hardy–Hausdorff’’ space HH1aðRnÞ; as a space of distributions in the homo-
geneous Sobolev space ’L2n=2ðRnÞ that contains the real Hardy space H1ðRnÞ:
Before introducing the space QaðRnÞ; we begin by recalling the deﬁnitions of
BMOðRnÞ and L2aðRnÞ:
First, we say that a locally integrable function on Rn has bounded mean oscillation
(cf. [JN]) if
jj f jj :¼ sup
cubes I
1
jI j
Z
I
j f ðxÞ  f ðIÞj dxoN;
where the supremum is taken over all cubes I in Rn with sides parallel to the
coordinate axes, and f ðIÞ denotes the mean of f over the cube I ; namely
f ðIÞ ¼ 1jI j
Z
I
f ðxÞ dx:
Modulo constants, jj  jj deﬁnes a norm and the Banach space of such functions is
denoted by BMOðRnÞ:
Via the John–Nirenberg inequality, one can show an equivalent L2 condition:
fABMOðRnÞ 3 sup
cubes I
ðFf ðIÞÞ1=2oN;
where
Ff ðIÞ :¼ 1jI j
Z
I
j f ðxÞ  f ðIÞj2 dx ¼ 1
2jI j2
Z
I
Z
I
j f ðxÞ  f ð yÞj2 dx dy:
Secondly, we recall the following characterization of the fractional Sobolev space
L2a; 0oao1:
fAL2aðRnÞ 3 fAL2ðRnÞ and Eað f ÞoN;
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where Eað f Þ is the ‘‘a-energy’’ of f ; deﬁned by
Eað f Þ :¼
Z
Rn
Z
Rn
j f ðxÞ  f ð yÞj2
jx  yjnþ2a dx dy
 !1=2
: ð1:1Þ
The condition Eað f ÞoN alone gives us the homogeneous Sobolev (or Besov) space
’L2aðRnÞ; and its dual is denoted by ’L2aðRnÞ: Note that for any afﬁne map fðxÞ ¼
ax þ b; aAR; bARn; of Rn onto itself,
Eað f 3fÞ ¼ jajan=2Eað f Þ for all fA ’L2aðRnÞ: ð1:2Þ
Thus ’L2aðRnÞ is homogeneous of degree a n=2: On the other hand, BMOðRnÞ is
homogeneous of degree 0, since for f as above,
jj f 3fjj ¼ jj f jj for all fABMOðRnÞ:
Now for aAðN;NÞ; a function fAL2locðRnÞ and any cube I in Rn; deﬁne
Of ;aðIÞ :¼ 1jI j12a=n
Z
I
Z
I
j f ðxÞ  f ð yÞj2
jx  yjnþ2a dx dy: ð1:3Þ
We say that f belongs to QaðRnÞ if
jj f jjQaðRnÞ :¼ sup
cubes I
ðOf ;aðIÞÞ1=2oN: ð1:4Þ
As is the case for BMOðRnÞ; this deﬁnes a norm modulo constants. Moreover, the
norm is afﬁne invariant: for any afﬁne map fðxÞ ¼ ax þ b of Rn; one has
jj f 3fjjQaðRnÞ ¼ jj f jjQaðRnÞ; for all fAQaðRnÞ; ð1:5Þ
and hence QaðRnÞ has the same homogeneity as BMOðRnÞ:
The space QaðRnÞ was introduced in [EJPX] by Esse´n, Janson, Peng and Xiao,
who extended an idea from [EX,Ja]. It was motivated by the theory of holomorphic
Qp spaces in the disk, introduced by Aulaskari, Xiao, and Zhao [AXZ]:
QpðDÞ ¼ FAHðDÞ : sup
wAD
Z Z
D
jF 0ðzÞj2jGðz; wÞjp dmðzÞoN
 
;
whereHðDÞ are the holomorphic functions on the disk, G is the Green’s function for
D; integration is with respect to Lebesgue area measure dm; and 0op ¼ 1 2ao1:
The boundary values for Qp functions on the unit circle T satisfy the one-
dimensional version of (1.4):
sup
arcs ICT
1
jI jp
Z
I
Z
I
j f ðeisÞ  f ðeitÞj2
jeis  eitj2p ds dtoN:
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(For more on holomorphic Q spaces, see [X]. For a duality result involving Q spaces
on the boundary of the upper half-plane, see [WuXi].)
The paper [EJPX] showed that
* QaðRnÞ is always a subclass of BMOðRnÞ;
* QaðRnÞ ¼ BMOðRnÞ if ao0;
* QaðRnÞD! BMOðRnÞ if aX0;
* QaðRnÞ ¼ C if n ¼ 1 and a41=2; or if nX2 and aX1;
* ’L2n=2ðRnÞCQaðRnÞ if nX2 and 0oao1; or if n ¼ 1 and 0oap1=2:
(More information regarding the dyadic structure of QaðRnÞ; as well as its atomic
decomposition, will be found in [DX].)
We now give an outline of this paper, beginning with Section 2, which introduces
some of the notation used here.
In Section 3 we generalize a theorem of [EJPX], showing the connection between
QaðRnÞ and fractional Carleson measures on Rnþ1þ : These Borel measures are deﬁned
by requiring that
mðSðIÞÞpCjI jp
for all cubes I in Rn; where SðIÞ is the Carleson box, j  j denotes Lebesgue measure
in Rn; and p40: Note that they are distinct from the generalized Carleson measures
determined by open sets, studied in [AlM1,AlM2,AmB,BJo,Jo].
Continuing our study of fractional Carleson measures in Section 4, following ideas
in [Ad1,CMS], we identify them with the dual of a new tent space involving the
nontangential maximal function and Choquet integrals with respect to d-
dimensional Hausdorff capacity.
In Section 5, motivated by Coifman et al. [CMS] and Kalita [K], we develop these
ideas further and give an analogue of the ‘‘square-function’’ tent spaces in this
context, as well as a duality result for these spaces. This argument does not involve a
square function, and, in the n-dimensional case, goes back to an argument found in
[FeS]. In this section we also give an atomic decomposition for functions in the tent
space.
In Section 6 we deﬁne a certain space of distributions in ’L2n=2ðRnÞ; which we call
the ‘‘Hardy–Hausdorff space’’ HH1aðRnÞ: Using the Caldero´n reproducing formula
and the technique of Wilson [Wi], we characterize this space in terms of an atomic
decomposition. In this case the atoms are distributions. (See [HPW] for an analogous
case.) Moreover, we give an example of such an atom, showing that the real Hardy
space H1ðRnÞ is a proper subspace of HH1aðRnÞ:
In Section 7 we use the results presented in Sections 3, 5 and 6 to identify QaðRnÞ
with the dual of HH1aðRnÞ:
While the relationship between the spaces QaðRnÞ and HH1aðRnÞ and the spaces
BMOðRnÞ and H1ðRnÞ is well understood, the question of relationships with other
function spaces remains open. For example, the spaces QaðRnÞ contain certain
homogeneous Besov spaces (see [EJPX]), while BMO and H1 can be identiﬁed with
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the homogeneous Triebel–Lizorkin spaces ’F0N;2 and
’F01;2; respectively (see [Tr] or
[FJW]), so one would like to place the preduals HH1aðRnÞ in relation to these
families of spaces. We thank the referee for suggesting to us this direction of
investigation, and also for pointing out the reference to Strichartz [Str1], where
BMO-Sobolev spaces are studied by means of quantities similar to (1.3) and(1.4).
Note, however, that in that case, as well as in the case of the homogeneous Hardy–
Sobolev spaces H1s ; deﬁned using Riesz potentials (see [Str2] or [O]), the homogeneity
depends on s; whereas the degrees of homogeneity of the spaces QaðRnÞ and
HH1aðRnÞ are independent of a:
2. Notation
In this paper the symbols C; Z and N stand for the sets of all complex numbers,
integers and natural numbers, respectively. For nAN; let Rn be the n-dimensional
Euclidean space, with Euclidean norm denoted by jxj; and Lebesgue measure by dx:
By Rnþ1þ we denote the n þ 1-dimensional upper half-space fðx; tÞ : xARn; t40g;
with Lebesgue measure denoted by dx dt:
A cube will always mean a cube in Rn with sides parallel to the coordinate axes.
The sidelength of a cube I will be denoted by cðIÞ; its volume (Lebesgue measure) by
jI j; and its diameter by diamðIÞ: The dilated cube dI ; d40; is the cube with the same
center as I and sidelength dcðIÞ; while I þ x denotes the cube I translated by xARn:
Similarly, a ball in Rn with center x and radius r will be denoted by B ¼ Bðx; rÞ; and
its volume, dilates and translates by jBj; dB and B þ x; respectively.
The characteristic function of a set E will be denoted by 1E : For OCRn; the space
CN0 ðOÞ consists of smooth functions with compact support in O: The Schwartz class
of rapidly decreasing smooth functions on Rn will be denoted by SðRnÞ; and its
dual, the space of tempered distributions, by S0ðRnÞ: For a function fASðRnÞ
(or distribution fAS0ðRnÞ), bf will denote the Fourier transform of f :
We use the notation UEV to denote the comparability of the quantities U and V ;
i.e., the existence of two positive constants C1 and C2 satisfying C1VpUpC2V : For
convenience, we will always use the letter C to denote a positive constant, which may
change from one equation to the next. The constants usually depend on the
dimension n; and may also depend on a and other ﬁxed parameters.
3. QaðRnÞ and fractional Carleson measures
It is well known that Carleson measures can be used to characterize BMO: Due to
the relation between QaðRnÞ and BMOðRnÞ; it is natural to consider variants of these
measures corresponding to QaðRnÞ: In Section 4 of [EJPX], it is shown, using the
Poisson integral, that the appropriate measures in this context are the so-called
p-Carleson measures (also called generalized Carleson measures), where
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p ¼ ðn  2aÞ=no1: In this section we will give another version of this result using a
compactly supported, nondegenerate auxiliary function.
First, let us recall the deﬁnition of the p-Carleson measures from [EJPX],
to be called fractional Carleson measures in this paper, to distinguish them
from the generalized Carleson measures studied in [AlM1,AlM2,AmB,BJo,Jo]
which have a more restrictive deﬁnition using all open sets (not just cubes or
balls).
Deﬁnition 3.0. For p40; we say that a Borel measure m on Rnþ1þ is a p-Carleson
measure provided that
jjjmjjjp ¼ sup
jmjðSðIÞÞ
ðcðIÞÞpn oN;
where the supremum is taken over all Carleson boxes
SðIÞ ¼ fðx; tÞ : xAI ; tAð0; cðIÞÞg
based on cubes ICRn:
Note that the 1-Carleson measures are what are usually called Carleson measures.
Moreover, as is the case for p ¼ 1; p-Carleson measures have an equivalent
characterization in terms of tents over balls. More precisely, if
TðEÞ ¼ fð y; tÞARnþ1þ : Bð y; tÞCEg
denotes the tent based on the set ECRn; then a Borel measure m on Rnþ1þ is a
p-Carleson measure if and only if jmjðTðBÞÞpCjBjp holds for all balls B in Rn:
We now introduce our auxiliary function. As usual, for f :Rn-C we deﬁne the
dilated function ft by ftðxÞ ¼ tnfðt1xÞ; t40: The following is Lemma 1.1 in
[FJW].
Lemma 3.1. Fix NAN: Then there exists a function f :Rn-R such that
(1) supp fCfxARn : jxjp1g;
(2) f is radial;
(3) fACNðRnÞ;
(4)
R
Rn
xgfðxÞ dx ¼ 0 if jgjpN; gANn; xg ¼ xg11 xg22?xgnn ; jgj ¼ g1 þ g2 þ?þ gn;
(5)
RN
0 ðbfðtxÞÞ2 dtt ¼ 1 if xARn\f0g:
It is known that with f as in Lemma 3.1, fABMOðRnÞ if and only if
jð f  ftÞðxÞj2 dx dt=t is a 1-Carleson measure (see [S2], IV.4.3, Theorem 3, where
even weaker assumptions on f are used). In order to give a QaðRnÞ-version
of this result, we will need another lemma, which is the analogue of Lemma 3.1
in [EJPX].
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Lemma 3.2. Fix aAð0; 1Þ; fAL2locðRnÞ and fASðRnÞ with
R
Rn
fðxÞ dx ¼ 0; and let
dmf ;f;aðx; tÞ ¼ jð f  ftÞð yÞj2t12a dt dy: Then there is a constant C; independent of
the choice of f ; such that for any cubes I and J in Rn; with center x0 and with
cðJÞX3cðIÞ;
(i) mf ;f;aðSðIÞÞpC
Z
J
Z
J
j f ðxÞ  f ð yÞj2
jx  yjnþ2a dx dy
þ CðcðIÞÞn2ða1Þ
Z
Rn\2J=3
j f ðxÞ  f ðJÞj
jx  x0jnþ1
dx
 !2
: ð3:1Þ
(ii) If in addition suppfCfxARn : jxjp1g then
mf ;f;aðSðIÞÞpC
Z
J
Z
J
j f ðxÞ  f ð yÞj2
jx  yjnþ2a dx dy: ð3:2Þ
Proof. (i) The proof is essentially identical to the proof of Lemma 3.1 of [EJPX] for
the case of the Poisson integral. In our case we replace tjrðPt  f Þj by jft  f j and
use the fact that
R
f ¼ 0 and the estimates
jftð yÞjpCtn; jyjpt; and jftð yÞjpCtjyjn1; jyj4t;
which follow from fASðRnÞ (cf. [S2, p. 28]).
(ii) From
R
f ¼ 0; we have
ð f  ftÞðxÞ ¼
Z
jyjot
ð f ðx  yÞ  f ðxÞÞftð yÞ dy:
Applying Minkowski’s inequality followed by Cauchy–Schwarz and Fubini’s
theorem, we get
mf ;f;aðSðIÞÞ ¼
Z cðIÞ
0
jj f  ftjj2L2ðIÞt12a dt
p
Z cðIÞ
0
Z
jyjot
jj f ð  yÞ  f ðÞjjL2ðIÞjftð yÞjdy
 !2
t12a dt
p
Z cðIÞ
0
Z
jyjot
jj f ð  yÞ  f ðÞjj2L2ðIÞ dy
 ! Z
jyjot
jftð yÞj2 dy
 !
t12a dt
¼ jjfjj2L2
Z cðIÞ
0
Z
jyjot
jj f ð  yÞ  f ðÞjj2L2ðIÞ dy
 !
tn12a dt
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¼ jjfjj2L2
Z
jyjocðIÞ
Z
I
j f ðu  yÞ  f ðuÞj2 du
 	 Z N
jyj
tn12a dt
 !
dy
pC
Z
jyjocðIÞ
Z
I
j f ðu  yÞ  f ðuÞj2
jyjnþ2a du dy
pC
Z
J
Z
J
j f ðxÞ  f ð yÞj2
jx  yjnþ2a dx dy;
where the constant C depends only on f; n and a: The proof is complete. &
Theorem 3.3. Let f be a function as in Lemma 3.1, and aAð0; 1Þ: If fAQaðRnÞ then
dmf ;f;aðx; tÞ ¼ jð f  ftÞðxÞj2t12a dt dx is a ð1 2a=nÞ-Carleson measure.
Proof. The theorem follows from (3.2) by letting J ¼ 3I and noting that f satisﬁes
the hypotheses of Lemma 3.2(ii). &
The converse to this theorem will be proved in Section 7, after we have established
some duality results for the appropriate tent spaces.
4. Fractional Carleson measures vs. Hausdorff capacity
In this section we will give some basic and important properties of fractional
Carleson measures, and establish a duality relationship for these measures with a
tent space deﬁned using integration with respect to Hausdorff capacity.
We ﬁrst review the concept of Hausdorff capacity (sometimes called Hausdorff
content), as deﬁned by Adams (see, for example, [Ad1].)
Deﬁnition 4.0. If dAð0; n and ECRn; then the d-dimensional Hausdorff capacity of
E is deﬁned by
LðNÞd ðEÞ :¼ inf
X
j
rdj :EC
[N
j¼1
Bðxj; rjÞ
( )
; ð4:1Þ
where the inﬁmum is taken over all coverings of E by countable families of open
(closed) balls with radii rj:
Remark. (1) The well-known notion of d-dimensional Hausdorff measure of a set
ECRn is given by
LdðEÞ :¼ lim
e-0
LðeÞd ðEÞ;
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where LðeÞd ðEÞ; e40; is deﬁned by (4.1) with the additional requirement that the
radii of the covering balls satisfy rjpe: The advantage of using LðNÞd is that it is more
often ﬁnite, in particular on bounded sets, while having the same null sets as Ld :
Moreover, it is monotone, countably subadditive, vanishes on the empty set
and satisﬁes an ‘‘outer regularity’’ condition LðNÞd ðEÞ ¼ inffLðNÞd ðGÞ : G an open
set containing Eg ( for details see [Ad1, Section 1]).
(2) While LðNÞd is not a capacity in the sense of Choquet, we can replace it by its
dyadic counterpart
eLðNÞd ðEÞ :¼ inf X
j
cðIjÞd : EC
[N
j¼1
Ij
( )
; ð4:2Þ
where now the inﬁmum ranges only over covers of E by dyadic cubes. This capacity is
monotone, vanishes on the empty set, and satisﬁes the strong subadditivity condition
eLðNÞd ðE1,E2Þ þ eLðNÞd ðE1-E2ÞpeLðNÞd ðE1Þ þ eLðNÞd ðE2Þ;
as well as the continuity conditions
eLðNÞd \
i
Ki
 !
¼ lim
i-N
eLðNÞd ðKiÞ; fKig a decreasing sequence of compact sets
and
eLðNÞd [
i
Ei
 !
¼ lim
i-N
eLðNÞd ðEiÞ; fEig an increasing sequence of sets;
which make it a Choquet capacity (see again [Ad1, Section 1]). Moreover, it is
comparable to LðNÞd in the sense that there are positive, ﬁnite constants C1ðn; dÞ and
C2ðn; dÞ; depending only on n and d; such that
C1ðn; dÞLðNÞd ðEÞpeLðNÞd ðEÞpC2ðn; dÞLðNÞd ðEÞ for all ECRn: ð4:3Þ
An important tool in what follows is the Choquet integral with respect to the
Hausdorff capacities LðNÞd and eLðNÞd deﬁned above. Again we follow the deﬁnitions
in [Ad1,Ad2]. For a function f :Rn-½0;N; deﬁneZ
Rn
f dLðNÞd :¼
Z N
0
LðNÞd ðfxARn : f ðxÞ4lgÞ dl:
By the monotonicity of LðNÞd ; the integrand on the right is nonincreasing, hence
Lebesgue measurable, on ½0;NÞ: This functional is not sublinear, but one can use the
equivalent integral w.r.t. eLðNÞd ; which is sublinear. Moreover, the integral with w.r.t.
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eLðNÞd satisﬁes Fatou’s lemmaZ
Rn
lim inf fn deLðNÞd plim inf Z
Rn
fn deLðNÞd : ð4:4Þ
(This can be shown from the properties of eLðNÞd described in Remark 2 above.)
Note that this integral goes back to the distribution function formulation of the
Lebesgue integral when we replace the capacity by n-dimensional Lebesgue measure.
The following lemma is an extension to Rn of the unit circle case in [AhJ], and will
be used in many of the proofs below.
Lemma 4.1. Let dAð0; n and fIjg be a sequence of dyadic cubes in Rn such thatP
j jIjjd=noN: Then there exists a sequence of dyadic cubes fJkg with mutually
disjoint interiors,
S
k Jk ¼
S
j Ij ; andX
k
jJkjd=np
X
j
jIj jd=n: ð4:5Þ
Moreover, if a set OC
S
j Ij; then the tent
TðOÞ ¼ fð y; tÞARnþ1þ :Bð y; tÞCOgC
[
k
TðJkÞ;
where Jk is the cube with the same center as Jk but 5
ﬃﬃﬃ
n
p
times the sidelength.
Proof. Consider the collection J of all dyadic cubes J in Rn which are unions of the
Ij; namely J ¼
SfIj : IjCJg: Note that J need not be one of the Ij: SinceP
j jIjjd=noN; dpn; we have
P
j jIjjoN; consequently, the unions of the Ij cannot
form arbitrarily large dyadic cubes, so each Ij must be included in some maximal
dyadic cube JAJ: Enumerate these maximal cubes as a sequence fJkgNk¼1: ThenS
j Ij ¼
S
k Jk and the interiors of any two Jk are disjoint. In order to prove (4.5), we
observe that jJkjp
P
IjCJk jIjj: Because 0odpn; we have
jJkjd=np
X
IjCJk
jIj jd=n;
and since each Ij is contained in a unique Jk;X
k
jJkjd=np
X
k
X
IjCJk
jIj jd=n ¼
X
j
jIjjd=n;
as desired.
Now suppose OC
S
j Ij; ð y; tÞATðOÞ: Then yAJk for some k: Consider the parent
dyadic cube Jk
0; namely the unique dyadic cube containing Jk whose sidelength is
double that of Jk: Since Jk is maximal in J; we must have that Jk
0 is not a union of
the Ij’s, i.e. Jk
0 contains a point xARn\ð,IjÞCRn\O: Denoting the boundary of O by
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@O; we have that
todistð y; @OÞpdiamðJk 0Þ ¼ 2
ﬃﬃﬃ
n
p
cðJkÞ:
If Jk is the cube with the same center as Jk but 5
ﬃﬃﬃ
n
p
times the sidelength, then
distð y; @JkÞXð5
ﬃﬃﬃ
n
p  1ÞcðJkÞ=2X2
ﬃﬃﬃ
n
p
cðJkÞ4t;
so ð y; tÞ is in the tent TðJkÞ: &
For xARn; let GðxÞ ¼ fð y; tÞARnþ1þ : jy  xjotg be the cone at x: Deﬁne the
nontangential maximal function Nð f Þ of a measurable function f on Rnþ1þ by
Nð f ÞðxÞ :¼ sup
ð y;tÞAGðxÞ
j f ð y; tÞj:
We are now in a position to characterize the fractional Carleson measures.
Theorem 4.2. Let dAð0; n and m be a Borel measure on Rnþ1þ : Then m is a d=n-
Carleson measure if and only if the inequalityZ
Rnþ1þ
j f ð y; tÞjdjmjpA
Z
Rn
Nð f Þ dLðNÞd ð4:6Þ
holds for all Borel measurable functions f on Rnþ1þ : If this is the case then in (4.6) the
constant AEjjjmjjjd=n:
Proof. Assume that m is a d=n-Carleson measure, and that f is Borel measurable.
For l40; let Ol ¼ fxARn : Nð f ÞðxÞ4lg: If the integral on the right-hand side of
(4.6) is ﬁnite, we may assume that LðNÞd ðOlÞoN: Let fIjg be any dyadic cube
covering of Ol with
P
j jIjjd=noN: Then Lemma 4.1 tells us that there is a se-
quence fJkg of dyadic cubes with mutually disjoint interiors,
S
j Ij ¼
S
k Jk;P
k jJkjd=np
P
j jIjjd=n and TðOlÞC
S
k TðJkÞ; where Jk ¼ 5
ﬃﬃﬃ
n
p
Jk: If ð y; tÞARnþ1þ
satisﬁes j f ð y; tÞj4l; then Nð f ÞðxÞ4l for all xABð y; tÞ; so ð y; tÞATðOlÞ: Thus
fð y; tÞARnþ1þ : j f ð y; tÞj4lgCTðOlÞC
S
k TðJkÞ and
jmjðfð y; tÞARnþ1þ : j f ð y; tÞj4lgÞp jmj
[
k
TðJkÞ
 !
p
X
k
jmjðTðJkÞÞ
pCjjjmjjjd=n
X
k
cðJkÞd
pCjjjmjjjd=n
X
j
cðIjÞd :
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Taking an inﬁmum over all such dyadic cube coverings, and using (4.3), we get
jmjðfð y; tÞARnþ1þ : j f ð y; tÞj4lgÞpCjjjmjjjd=nLðNÞd ðOlÞ:
By integration in l we get (4.6) with AEjjjmjjjd=n:
Conversely, suppose that (4.6) is valid for all Borel measurable functions f on
Rnþ1þ : For a cube ICR
n; let fð y; tÞ ¼ 1TðIÞ: Since ð y; tÞATðIÞ-GðxÞ if and only if
xABð y; tÞCI ; we have that NðfÞ ¼ 1I : Applying (4.6) to this f; we ﬁnd
jmjðTðIÞÞpA
Z N
0
LðNÞd ðfNðfÞ4lgÞ dl ¼ A
Z 1
0
LðNÞd ðIÞ dlpCAðcðIÞÞd ;
which makes m a d=n-Carleson measure with jjjmjjjd=npCA: &
By applying Theorem 4.2 to j f jp; we see that if m is a d=n-Carleson measure thenZ
Rnþ1þ
j f ð y; tÞjp djmjpC
Z
Rn
ðNð f ÞÞp dLðNÞd ð4:7Þ
holds for any p40: Moreover, we have
Corollary 4.3. Let dAð0; n; p4d=n and m be a Borel measure on Rnþ1þ : Then m is a
d=n-Carleson measure if and only ifZ
Rnþ1þ
j f ð y; tÞjp djmjpC
Z
Rn
j f0jp dLðNÞd ð4:8Þ
holds for all functions f on Rnþ1þ which can be written as f ð y; tÞ ¼ f0  Ptð yÞ for some
locally integrable function f0 on R
n; where Ptð yÞ is the Poisson kernel.
Proof. We begin by recalling the Hardy–Littlewood maximal function of f0; deﬁned by
Mð f0ÞðxÞ ¼ sup
xAB
1
jBj
Z
B
j f0ð yÞj dy;
where the supremum is taken over all balls B containing xARn: It is proved by Orobitg
and Verdera [OV] that the following inequality:Z
Rn
ðMð f0ÞÞp dLðNÞd pC
Z
Rn
j f0jp dLðNÞd ð4:9Þ
is valid for p4d=n:
On the other hand, the Hardy–Littlewood maximal function controls the
nontangential maximal function:
Nð f ÞðxÞ ¼ sup
ð y;tÞAGðxÞ
j f ð y; tÞj ¼ sup
ð y;tÞAGðxÞ
j f0  Ptð yÞjpCMð f0ÞðxÞ ð4:10Þ
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for all xARn (see, for example, Section II.2.1 in [S2].) So (4.8) follows from (4.7),
(4.9) and (4.10).
Conversely, if f0 ¼ 1B; the characteristic function of an open ball B; then for ðx; tÞ
in TðBÞ we have
f ðx; tÞ ¼
Z
B
Ptðx  yÞ dyX
Z
Bðx;tÞ
tnP1ðt1ðx  yÞÞ dy ¼
Z
Bð0;1Þ
P1ð yÞ dy ¼ c40;
and hence (4.8) implies
cpjmjðTðBÞÞpLðNÞd ðBÞpCjBjd=n;
as desired. In fact, the above proof can be repeated for f ¼ f0  Ft; were F is positive
and has a radial, nonincreasing, bounded and integrable majorant (see Section II.2.4
in [S2] for the analogous result in the case d ¼ n). &
The space of 1-Carleson measures on Rnþ1þ can be identiﬁed with the dual of the
space of continuous functions on Rnþ1þ whose nontangential maximal functions are
in L1ðRnÞ and which have nontangential limits almost-everywhere on Rn (see
Proposition 1 in [CMS] or remark II.2.5.2 in [S2]). It is thus natural to ask whether
the space of p-Carleson measures, pAð0; 1Þ; can be identiﬁed with the dual of some
space of continuous functions on Rnþ1þ : For this purpose, and motivated by Theorem
4.2 and Adams’ result (Proposition 1 in [Ad1], stating that the dual of L1ðLðNÞd Þ is the
Morrey space L1;d), letNðLðNÞd Þ be the space of all Borel measurable functions f on
Rnþ1þ obeying
jj f jj
NðLðNÞ
d
Þ :¼
Z
Rn
Nð f Þ dLðNÞd oN:
Note that jj  jj
NðLðNÞ
d
Þ gives on quasi-norm on this space, which can be replaced by an
equivalent norm if we switch to integration with respect to eLðNÞd : Completeness
under this norm (or quasi-norm) follows from the following observation: a point
ðx; tÞARnþ1þ belongs to Gð yÞ for every yABðx; tÞ; hence
j f ðx; tÞjp inf
yABðx;tÞ
Nð f Þð yÞ:
Multiplying by 1Bðx;tÞ and integrating in y with respect to Hausdorff capacity, one
obtains a constant C40 such that
j f ðx; tÞjpCtd
Z
Rn
Nð f Þ dLðNÞd : ð4:11Þ
This shows that a Cauchy sequence f fng in jj  jjNðLðNÞ
d
Þ will converge pointwise
to a Borel measurable function f on Rnþ1þ : The fact that Nð f  fnÞplim infm-N
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Nð fm  fnÞ and Fatou’s Lemma for integration w.r.t. eLðNÞd (see (4.4) above) now give
that fn-f in NðLðNÞd Þ:
Theorem 4.4. Let dAð0; n: Then there exists a duality between the space of d=n-
Carleson measures and NðLðNÞd Þ in the following sense:
(i) Every d=n-Carleson measure m defines a bounded linear functional on NðLðNÞd Þ
via the pairing
/m; fS ¼
Z
Rnþ1þ
f ð y; tÞ dm: ð4:12Þ
(ii) Let N0ðLðNÞd Þ be the closure in NðLðNÞd Þ of the continuous functions with
compact support in Rnþ1þ : Then every bounded linear functional on N0ðLðNÞd Þ is given,
via the pairing (4.12), by a Borel measure m on Rnþ1þ which satisfies the stronger d=n-
Carleson condition
sup
jmjðSðIÞÞ
ðcðIÞÞd
oN; ð4:13Þ
where the supremum is taken over all cubes ICRn; and SðIÞ denotes the closed
Carleson box in Rnþ1þ :
As is the case for d ¼ n (see [S2, Section II.5.6]), the subspace N0ðLðNÞd Þ can be
shown to consist of those elements of NðLðNÞd Þ which are continuous in Rnþ1þ and
have nontangential limits quasi-everywhere on Rn; i.e. except on a set of Hausdorff
capacity 0.
Proof. (i) From Theorem 4.2 we see that every d=n-Carleson measure m induces a
bounded linear functional on NðLðNÞd Þ via (4.12), with norm bounded by jjjmjjjd=n:
For part (ii), take any bounded linear functional L onN0ðLðNÞd Þ; and restrict it to
C0ðRnþ1þ Þ: Then the Riesz representation theorem gives a Borel measure m on Rnþ1þ
for which
Lð f Þ ¼
Z
Rnþ1þ
f ð y; tÞ dm 8fAC0ðRnþ1þ Þ: ð4:14Þ
By the Radon–Nikodym theorem, we can write dm ¼ hdjmj; where h is a Borel
measurable function with jhj ¼ 1 on Rnþ1þ : Given any ball BCRn; take a sequence of
functions fnAC0ðRnþ1þ Þ with j fnjp1; fn- %h1TðBÞ and fn ¼ 0 outside Tðð1þ 1=nÞBÞ:
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Then
jmjðTðBÞÞ ¼
Z
Rnþ1þ
%h1
TðBÞhdjmj ¼ lim
Z
Rnþ1þ
fn dm

 ¼ limjLð fnÞj
p lim supjjLjj
Z
Rnþ1þ
Nð fnÞ dLðNÞd
p jjLjjlim supLðNÞd ðð1þ 1=nÞBÞ
¼CjjLjj jBjd=n:
Hence m satisﬁes the strong d=n-Carleson condition (4.13) with jjjmjjjd=npCjjLjj: By
part (i) we can now take limits on the right-hand side of (4.14) with respect to
convergence inNðLðNÞd Þ; thus extending this representation of L to all ofN0ðLðNÞd Þ:
The proof is complete. &
5. New tent spaces
In view of Theorems 3.3 and 4.2, we introduce a function space on Rnþ1þ which is
the analogue, for the fractional Carleson measures, of the Coifman–Meyer–Stein
tent space TN:
Deﬁnition 5.0. For dAð0; n; let TNd be the class of all Lebesgue measurable
functions f on Rnþ1þ with
jj f jjTN
d
¼ sup
BCRn
1
jBjd=n
Z
TðBÞ
j f ð y; tÞj2 dy dt
t1þnd
 !1=2
oN; ð5:1Þ
where B runs over all balls in Rn:
Note that we are using a slight variant of the notation in [CMS], so that their TN
is our TNn : Pursuing this analogy, we would like to identify T
N
d with a dual space. In
order to do this, we ﬁrst introduce the notion of a T1d -atom:
Deﬁnition 5.1. A function a on Rnþ1þ is said to be a T
1
d -atom provided there exists a
ball BCRn such that a is supported in the tent TðBÞ and satisﬁesZ
TðBÞ
jað y; tÞj2 dy dt
t1nþd
p 1
jBjd=n
:
It is easy to see that if dAð0; nÞ then a T1n -atom (a T1 atom in [CMS]) is also a T1d -
atom, but not vice versa (a counter-example is aðx; tÞ ¼ CrðBÞn1TðBÞ; were rðBÞ is
the radius of the ball B and C is an appropriate constant).
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We want to deﬁne a function space whose elements will have an atomic
decomposition in terms of T1d -atoms. One might attempt, in light of Theorem 4.4 and
by analogy with the Coifman–Meyer–Stein tent space T1; to deﬁne the space T1d by
requiring that a certain ‘‘fractional’’ square function be in L1ðLðNÞd Þ: However, due
to the failure of Fubini’s theorem when integrating with respect to Hausdorff
capacity, one cannot reproduce an argument such as that found in the proof of
[CMS], Theorem 1 (see also [S2], IV.4.4, or [To]). For example, while it is still true
for Hausdorff capacity that whenever ð y; tÞATðIÞ; I a cube, say, then
LðNÞd ðfxAI : ð y; tÞAGðxÞgÞ ¼ LðNÞd ðBð y; tÞÞ ¼ Ctd ;
an analogue of [CMS], Lemma 2, involving Hausdorff capacity would implyZ
TðIÞ
Fð y; tÞtd dy dtpC
Z
xAI
Z
GðxÞ
Fð y; tÞ dy dt dLðNÞd ðxÞ;
which is false when don: In fact, taking F ¼ td11TðIÞ makes the left-hand sideN
while the right-hand side is bounded by CjI j:
Thus we turn to another deﬁnition.
Deﬁnition 5.2. The space T1d consists of all measurable functions f on R
nþ1
þ for which
jj f jjT1
d
:¼ inf
o
Z
Rnþ1þ
j f ðx; tÞj2oðx; tÞ1 dx dt
t1nþd
 !1=2
oN;
where the inﬁmum is taken over all nonnegative Borel measurable functions o on
Rnþ1þ with Z
Rn
No dLðNÞd p1; ð5:2Þ
and with the restriction that o is allowed to vanish only where f vanishes.
If o satisﬁes (5.2) then opCtd by (4.11), so jj f jjT1
d
¼ 0 implies f ¼ 0 a.e.
The following lemma shows jj  jjT1
d
satisﬁes the triangle inequality with a constant,
and is therefore a quasi-norm. Moreover, as the lemma implies, T1d is complete under
this quasi-norm.
Lemma 5.3. Let dAð0; n: If Pj jjgj jjT1
d
oN; then g ¼Pj gjAT1d with
jjgjjT1
d
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C11 ðn; dÞC2ðn; dÞ
q X
j
jjgjjjT1
d
;
where C1ðn; dÞ; C2ðn; dÞ are the constants in (4.3).
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Proof. Without loss of generality, we assume lj ¼ jjgjjjT1
d
40 for all j: If fj ¼
jjgj jj1T1
d
gj ; then jj fjjjT1
d
p1 and g ¼Pj lj fj: For any e40; take ojX0 such thatZ
Rn
NojdL
ðNÞ
d p1
and Z
Rnþ1þ
jgjðx; tÞj2ojðx; tÞ1 dx dt
t1nþd
pð1þ eÞjjgjjj2T1
d
:
The Cauchy–Schwarz inequality gives
jgj2p
X
j
ljoj
 ! X
j
lj j fjj2o1j
 !
: ð5:3Þ
Now let
o ¼ C1ðn; dÞ C2ðn; dÞ
X
j
lj
 !1 X
j
ljoj;
where C1ðn; dÞ; C2ðn; dÞ are the constants in (4.3). Note that the vanishing of o
implies the vanishing of all oj; which can only happen whenever all the gj vanish,
i.e. when g is zero. Then by (4.3), the subadditivity of the nontangential maximal
function, and the sublinearity of the integral with respect to eLðNÞd ; one hasZ
Rn
No dLðNÞd pC11 ðn; dÞ
Z
Rn
No deLðNÞd
p C2ðn; dÞ
X
j
lj
 !1
C2ðn; dÞ
X
j
lj
Z
Rn
Noj dL
ðNÞ
d p1:
On the other hand, by (5.3) and Fatou’s lemma,Z
Rnþ1þ
jgðx; tÞj2oðx; tÞ1 dx dt
t1nþd
pC11 ðn; dÞC2ðn; dÞ
X
j
lj
X
j
lj
Z
Rnþ1þ
j fjðx; tÞj2ojðx; tÞ1 dx dt
t1nþd
 !
pC11 ðn; dÞC2ðn; dÞð1þ eÞ
X
j
lj
 !2
:
Taking square-roots and the inﬁmum on the left, we are done. &
ARTICLE IN PRESS
G. Dafni, J. Xiao / Journal of Functional Analysis 208 (2004) 377–422 393
With these matters out of the way, we come to the key result of this section.
Theorem 5.4. Let dAð0; n: Then
(i) fAT1d if and only if there is a sequence of T
1
d -atoms aj and an l
1-sequence fljg
such that f ¼Pj ljaj: Moreover,
jj f jjT1
d
Einf
X
j
jlj j : f ¼
X
j
ljaj
( )
;
where the infimum is taken over all possible atomic decompositions of fAT1d : The right-
hand side thus defines a norm on T1d which makes it into a Banach space.
(ii) The inequality Z
Rnþ1þ
j f ð y; tÞgð y; tÞj dy dt
t
pCjj f jjT1
d
jjgjjTN
d
ð5:4Þ
holds for all fAT1d and gAT
N
d :
(iii) The Banach space dual of T1d can be identified with T
N
d under the following
pairing
/f ; gS ¼
Z
Rnþ1
f ð y; tÞgð y; tÞ dy dt
t
: ð5:5Þ
Proof. (i) First suppose a is a T1d -atom. Then there is a ball B ¼ BðxB; rÞCRn such
that supp aCTðBÞ and Z
TðBÞ
jað y; tÞj2 dy dt
t1nþd
p 1
jBjd=n
:
Fix e40 and let
oðx; tÞ ¼ krd min 1; rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jx  xBj2 þ t2
q
0B@
1CA
dþe8><>:
9>=>;;
where
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jx  xBj2 þ t2
q
is the distance between ðx; tÞ and ðxB; 0Þ in Rnþ1þ ; and the
constant k will be chosen below. Note that in Rnþ1þ ; this function is identically equal
to krd on the upper half-ball of radius r; and decays radially outside the ball. Since
for xARn; the distance in Rnþ1þ from the cone GðxÞ to ðxB; 0Þ is jx  xBj=
ﬃﬃﬃ
2
p
; the
nontangential maximal function of o is bounded by
NoðxÞpkrd min 1; r
ﬃﬃﬃ
2
p
jx  xBj
 !dþe8<:
9=;;
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and so
k1
Z
Rn
No dLðNÞd p
Z rd
0
LðNÞd ðBðxB;
ﬃﬃﬃ
2
p
ðre=lÞ1=ðdþeÞÞÞ dlpCr dedþe
Z rd
0
l
d
dþe dlpC:
Choose k ¼ C1 to make o satisfy (5.2). On the other hand, since o1 ¼ Crd on
TðBÞ; and by the normalization of a;Z
TðBÞ
jaðx; tÞj2oðx; tÞ1 dx dt
t1nþd
¼ Crd
Z
TðBÞ
jaðx; tÞj2 dx dt
t1nþd
pC:
Thus aAT1d with jjajjT1
d
pC: Now taking a sum Pj ljaj; where jjfljgjj1 ¼P
j jljjoN and the aj are T1d -atoms, we have, by Lemma 5.3, that the sum
converges in the quasi-norm to fAT1d ; with jj f jjT1
d
pC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C1ðn; dÞ1C2ðn; dÞ
q P
j jljj:
On the other hand, suppose fAT1d : Choose a Borel measurable function oX0 on
Rnþ1þ satisfying (5.2), and such thatZ
Rnþ1þ
j f ðx; tÞj2oðx; tÞ1 dx dt
t1nþd
p2jj f jjT1
d
:
For each kAZ; let Ek ¼ fxARn : NoðxÞ42kg: From Lemma 4.1 and its proof it
follows that there exists a sequence of dyadic cubes fIj;kg with disjoint interiors such
that X
j
cðIj;kÞdp2eLðNÞd ðEkÞ
and
TðEkÞC
[
j
SðIj;kÞ:
Here we have replaced the tent TðIj;kÞ over the dilated cube Ij;k ¼ 5
ﬃﬃﬃ
n
p
Ij;k by a
somewhat ‘‘elongated’’ Carleson box or ‘‘building’’:
SðIj;kÞ ¼ fð y; tÞARnþ1þ : yAIj;k; to2 diamðIj;kÞg:
The advantage is that the SðIj;kÞ have disjoint interiors for different values of j:
Consequently, if we deﬁne
Tj;k ¼ SðIj;kÞ
[
m4k
[
l
-
SðIl;mÞ;
these will have disjoint interiors for different values of j or k:
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Now
[K
k¼K
[
j
Tj;k ¼
[
j
SðIj;KÞ
[
m4K
[
l
SðIl;mÞ*TðEKÞ
[
m4K
[
l
S
--
ðIl;mÞ:
We know
S
k TðEkÞ ¼ fðx; tÞARnþ1þ : wðx; tÞ40g since ðx; tÞeTðEkÞ implies that
oðx; tÞp2k: Note also that each ‘‘Carleson building’’ SðIl;mÞ in Rnþ1þ is contained in
an n þ 1-dimensional cube of sidelength 2 diamðIl;mÞ: Using the subadditivity of the
d-Hausdorff capacity in Rnþ1þ ; we write
LðNÞd
[
m4k
[
l
SðIl;mÞ
 !
pC
X
m4k
X
l
cðIl;mÞdpC
X
m4k
LðNÞd ðEmÞ-0
as k-N by the ﬁniteness of
R
Rn
No dLðNÞd : Thus
[
k
[
j
Tj;k*
[
k
TðEkÞ
\
k
[
m4k
[
l
S
-
ðIl;mÞ ¼ fðx; tÞARnþ1þ : wðx; tÞ40g\TN;
where TN is a set of zero d-Hausdorff capacity, hence zero n þ 1-dimensional
Lebesgue measure. Since o is allowed to vanish only where f vanishes, we get that
f ¼P f 1Tj;k a.e. on Rnþ1þ (or more precisely, quasi-everywhere with respect to d-
Hausdorff capacity).
Letting
aj;k ¼ f 1Tj;k cðIj;kÞd
Z
Tj;k
j f ðx; tÞj2 dx dt
t1nþd
 !1=2
and
lj;k ¼ cðIj;kÞd
Z
Tj;k
j f ðx; tÞj2 dx dt
t1nþd
 !1=2
;
we have f ¼Pj;k lj;kaj;k a.e. The computations in the proof of Lemma 4.1 show
SðIj;kÞCTðBj;kÞ; where Bj;k is the ball with the same center as Ij;k and radius
cðIj;kÞ=2: Thus aj;k is supported in TðBj;kÞ and is normalized according to Deﬁnition
5.1 (note jBj;kjpjIj;kj), so each aj;k is a T1d -atom. It remains to show that flj;kg is l1-
summable. Using the fact that op2kþ1 on Tj;kCð
S
l S
ðIl;kþ1ÞÞcCðTðEkþ1ÞÞc; and an
application of the Cauchy–Schwarz inequality, we get the following:
X
j;k
jlj;kjp
X
j;k
2ðkþ1Þ=2cðIj;kÞd=2
Z
Tj;k
j f ðx; tÞj2oðx; tÞ1 dx dt
t1nþd
 !1=2
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p
X
k;j
2kþ1cðIj;kÞd
 !1=2 X
j;k
Z
Tj;k
j f ðx; tÞj2oðx; tÞ1 dx dt
t1nþd
 !1=2
pCjj f jjT1
d
X
k
2k
X
j
cðIj;kÞd
 !1=2
pCjj f jjT1
d
X
k
2kLðNÞd ðEkÞ
 !1=2
pCjj f jjT1
d
Z
Rn
No dLðNÞd
 	1=2
pCjj f jjT1
d
;
with C depending only on d and n: Thus, again by Lemma 5.3, we get convergence of
the sum
P
j;k lj;kaj;k to f in the quasi-norm.
Finally, T1d becomes a Banach space by combining the completeness in the quasi-
norm (Lemma 5.3) with the equivalence
jj f jjT1
d
Ejjj f jjjT1
d
¼ inf
X
j
jljj : f ¼
X
j
ljaj
( )
;
where the inﬁmum is taken over all possible atomic decomposition of fAT1d ; and the
fact that jjj  jjjT1
d
is a norm.
(ii) Assume that o is a nonnegative Borel measurable function on Rnþ1þ satisfying
(5.2). Let gATNd : Then dmg;dðx; tÞ ¼ jgðx; tÞj2t1nþd dx dt is a d=n-Carleson measure
and it follows from inequality (4.6) (with AEjjjmg;d jjjd=nEjjgjj2TN
d
) thatZ
Rnþ1þ
oðx; tÞjgðx; tÞj2t1nþd dx dtpCjjgjj2TN
d
Z
Rn
No dLðNÞd pCjjgjj2TN
d
:
Thus if fAT1d ; an application of the Cauchy–Schwarz inequality givesZ
Rnþ1þ
j fgj dy dt
t
p
Z
Rnþ1þ
j f ðx; tÞj2oðx; tÞ1 dy dt
t1nþd
 !1=2 Z
Rnþ1þ
jgðx; tÞj2oðx; tÞ dy dt
t1þnd
 !1=2
pC
Z
Rnþ1þ
j f ðx; tÞj2oðx; tÞ1 dy dt
t1nþd
 !1=2
jjgjjTN
d
:
Taking the inﬁmum on the right over all admissible o gives (5.4).
(iii) By part (ii), every gATNd induces a bounded linear functional on T
1
d via the
pairing in (5.5). Thus it sufﬁces to prove the converse. Let L be a bounded linear
functional on T1d : Fix a ball B ¼ BðxB; rÞCRn: If f is supported in TðBÞ with
fAL2ðTðBÞ; t1 dx dtÞ; thenZ
TðBÞ
j f ðx; tÞj2 dx dt
t1nþd
prnd
Z
TðBÞ
j f ðx; tÞj2 dx dt
t
;
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so f is a multiple of a T1d -atom with jj f jj2T1
d
pCrnjj f jjL2ðTðBÞ;t1 dx dtÞ: Hence L induces
a bounded linear functional on L2ðTðBÞ; t1 dx dtÞ; and acts via the inner-product
with some function gBAL2ðTðBÞ; t1 dx dtÞ: Taking Bj ¼ Bð0; jÞ; jAN; we have gBj ¼
gBjþ1 on TðBjÞ; so we get a single function g on Rnþ1þ that is locally in L2ðt1 dx dtÞ;
and such that
Lð f Þ ¼
Z
Rnþ1þ
f ðx; tÞgðx; tÞ dx dt
t
whenever fAT1d with support in some ﬁnite tent TðBÞ: By the atomic decomposition
in part (i), the subspace of such f is dense in T1d : Thus if we can show gAT
N
d with
jjgjjTN
d
pCjjLjj; then by taking limits and using (5.4), we will get the representation of
L via the pairing in (5.5) for all f in T1d :
To see this, again ﬁx a ball BCRn; and set, for every e40;
feðx; tÞ ¼ tdngðx; tÞ1T eðBÞðx; tÞ;
where T eðBÞ is the truncated tent TðBÞ-fðx; tÞ : t4eg: Since gAL2ðTðBÞÞ; we have
that Z
TðBÞ
j feðx; tÞj2 dx dt
t1nþd
¼
Z
T eðBÞ
jgðx; tÞj2 dx dt
t1þnd
oN;
so fe is a multiple of a T
1
d -atom with jj fejj2T1
d
pCrd
R
T eðBÞ jgðx; tÞj2 dx dtt1þnd ; the constant
independent of e: But by the representation above, we also haveZ
T eðBÞ
jgðx; tÞj2 dx dt
t1þnd
¼ Lð feÞp jjLjjjj fejjT1
d
pCjjLjj rd
Z
T eðBÞ
jgðx; tÞj2 dx dt
t1þnd
 !1=2
;
which gives
rd
Z
T eðBÞ
jgðx; tÞj2 dx dt
t1þnd
 !1=2
pCjjLjj:
Since this is true for all e40 with a constant independent of e; we get the
same inequality for the integral over TðBÞ; and since that is independent
of the choice of B; we have shown gATNd and jjgjjTN
d
pCjjLjj: The proof is now
complete. &
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6. The space HH1aðRnÞ
Motivated by the T1d spaces discussed above, we deﬁne a new space whose dual
will be identiﬁed with QaðRnÞ: This space is initially deﬁned in terms of a ﬁxed
function f which satisﬁes the ﬁve conditions of Lemma 3.1. We then give an atomic
decomposition for this space, which provides a deﬁnition (and a norm) independent
of f:
Fix f satisfying the conditions of Lemma 3.1, and write ft ¼ tnfðx=tÞ; t40: For
a function f on Rn; we would like to deﬁne the ‘‘extension’’ rfð f Þ by
rfð f Þð y; tÞ ¼ f  ftð yÞ; ð y; tÞARnþ1þ :
Conversely, given a function F on Rnþ1þ ; we want to consider the ‘‘balayage’’
operator pf; deﬁned by
pfðFÞðxÞ ¼
Z
Rnþ1þ
Fð y; tÞftðx  yÞ
dy dt
t
:
However, the deﬁnition and convergence of these operators depend on the function
spaces involved. In particular, if fASðRnÞ; we have that rfð f Þ is well deﬁned and,
by the nondegeneracy condition on f (condition (5) of Lemma 3.1) we have that
pfðrfÞð f Þ ¼ f ; which is the Caldero´n reproducing formula:
f ðxÞ ¼
Z N
0
f  ft  ftðxÞ
dt
t
¼ lim
e-0;N-N
Z N
e
f  ft  ftðxÞ
dt
t
ð6:1Þ
for every xARn: However, in order to have convergence in the topology of SðRnÞ;
we have to require f to have vanishing moments (cf. [FJW, Appendix]). By duality,
we get that the Caldero´n reproducing formula holds for fAS0ðRnÞ in the sense of
distributions modulo polynomials.
If we further restrict our space of distributions, we can exclude polynomials. For
example, we can consider distributions f such that, for any cASðRnÞ; the smooth
function f  ct is bounded by tn (with a constant depending on f and c:) Such is the
case when f belongs to the homogeneous Sobolev space ’L2n=2ðRnÞ; since then
j f  ctðxÞj ¼ j/f ;cxtSjpjj f jj ’L2n=2 jjc
x
t jj ’L2
n=2
¼ tnjj f jj ’L2n=2 jjcjj ’L2n=2 :
Note that this condition also implies that f is a bounded distribution in the sense of
[S2, Section III.1]. Moreover, it includes all functions in the Hardy space H1ðRnÞ:
With these preliminaries dealt with, we are ready to deﬁne our candidate for the
predual space.
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Deﬁnition 6.0. For f as above and 0oaominf1; n=2g; we deﬁne the Hardy–
Hausdorff space HH1aðRnÞ to be the class of all distributions fA ’L2n=2ðRnÞ with
jj f jjHH1aðRnÞ :¼ jjrfð f ÞjjT1n2aoN:
Remark. (1) The fact that jj  jjHH1aðRnÞ is a quasi-norm follows from the linearity of
rf and the corresponding property of jj  jjT1
n2a
: To see that HH1aðRnÞ is complete
under this quasi-norm, suppose f fjg is a Cauchy sequence. Then by the Caldero´n
reproducing formula
fj ¼
Z N
0
rfð fjÞ  ft
dt
t
in S0ðRnÞ
and we have, for every cASðRnÞ (note f is radial)
j/fj  fk;cSj ¼
Z
Rnþ1þ
rfð fj  fkÞð yÞðft  cÞð yÞ
dy dt
t


pCjjrfð fj  fkÞjjT1
n2a
jjft  cjjTN
n2a
by Theorem 5.4. From [EJPX, Theorem 2.7], we have that ’L2n=2ðRnÞCQaðRnÞ; which
together with Theorem 3.3 implies jjft  cjjTN
n2a
pCjjcjjQaðRnÞpCjjcjj ’L2n=2 and there-
fore the fj form a Cauchy sequence in ’L
2
n=2ðRnÞ: By completeness, f ¼ lim fn exists
in ’L2n=2ðRnÞ: Passing to a subsequence, we write
f ¼ f1 þ
X
jX2
ð fjþ1  fjÞ in S0ðRnÞ;
where the subsequence is chosen so that
P jj fjþ1  fjjjHH1aðRnÞoN: Then Lemma 5.3
gives
jjrfð f ÞjjT1
n2a
pC jjrfð f1ÞjjT1
n2a
þ
X
jjrfð fjþ1  fjÞjjT1
n2a
# $
oN;
so fAHH1aðRnÞ and similarly fj-f in HH1aðRnÞ:
(2) Observe that if a is allowed to be 0 then HH1aðRnÞ goes back to H1ðRnÞ; the
real Hardy space in the sense of Fefferman–Stein (which is a predual of BMOðRnÞ).
From the arguments in the proof of Theorem 3 in [FeS, p. 147], we discover that
fAH1ðRnÞ if and only if
jjj f jjjH1ðRnÞ :¼ info
Z
Rnþ1þ
tjrf ðx; tÞj2oðx; tÞ1 dx dt
 !1=2
oN; ð6:2Þ
where f ðx; tÞ is the Poisson integral of f and the inﬁmum is taken over all positive
measurable functions o on Rnþ1þ with jjNojjL1ðRnÞp1: As a matter of fact, if
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fAH1ðRnÞ then taking
oðx; tÞ ¼ j f ðx; tÞjjj f jjH1ðRnÞ
;
where jj f jjH1ðRnÞ is the (original) H1-norm deﬁned in [FeS, p. 144], we have a
dimensional constant C such that jjNojjL1ðRnÞpC: Meanwhile, by the estimate in
[FeS, p. 148, line 5], we obtainZ
Rnþ1þ
tjrf ðx; tÞj2oðx; tÞ1 dx dtpCjj f jj2H1ðRnÞ;
implying jjj f jjjH1ðRnÞpCjj f jjH1ðRnÞ: Conversely, if (6.2) holds, then for any positive
measurable function o on Rnþ1þ with jjNojjL1ðRnÞp1; we can apply the Cauchy–
Schwarz inequality and Fubini’s theorem to get
Z
Rn
Z
GðxÞ
jrf ð y; tÞj2 dy dt
tn1
 !1=2
dx
p
Z
Rn
Z
GðxÞ
jrf ð y; tÞj2oð y; tÞ1 dy dt
tn1
 !1=2
ðNoðxÞÞ1=2 dx
pC
Z
Rnþ1þ
tjrf ð y; tÞj2oð y; tÞ1 dy dt
 !1=2
jjNojj1=2
L1ðRnÞ;
giving jj f jjH1ðRnÞpCjjj f jjjH1ðRnÞ; thanks to the area integral characterization of
H1ðRnÞ [FeS, Chapter IV]. Moreover, the latter inequality can be duplicated for
the square function Sfð f ÞðxÞ ¼ ð
R
GðxÞ jrfð f Þj2dy dttnþ1 Þ1=2 in order to show that
jj f jjH1ðRnÞpCjjrfð f ÞjjT1n : The reverse inequality will follow from the atomic
decomposition below.
We now deﬁne the relevant atoms, which in this case are not functions but
distributions.
Deﬁnition 6.1. Let 0oaominf1; n=2g: A tempered distribution a is called an HH1a-
atom if a is supported in a cube I and satisﬁes the following two conditions:
(i) a ‘‘local Sobolev-a’’ condition:
j/a;cSjpdiamðIÞn=2þa
Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2a dx dy
 !1=2
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for all cAS;
(ii) a cancellation condition:
/a;cS ¼ 0
for any cAS which coincides in a neighborhood of I with a polynomial of degree
pn=2þ 1:
In order to understand this deﬁnition, we need a type of fractional Poincare´
inequality which is also of independent interest.
Lemma 6.2. Let cACNðRnÞ; and I be a cube. Denote by cðIÞ the average of c over I :
If 0paobo1; then
jjc cðIÞjjL2ðIÞp nn=4 diamðIÞa
Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2a dx dy
 !1=2
p nn=4 diamðIÞb
Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2b
dx dy
 !1=2
pC diamðIÞjjrcjjL2ðIÞ;
with C depending only on the dimension and b: If in addition
R
I
@c
@xk
dx ¼ 0 for all
k ¼ 1;y; n; then the quantities above are also bounded by
C diamðIÞjjrc ðrcÞðIÞjjL2ðIÞ
pCnn=4diamðIÞ1þa
Z
I
Z
I
jrcðxÞ  rcð yÞj2
jx  yjnþ2a dx dy
 !1=2
:
Here ðrcÞðIÞ denotes the vector whose coordinates are the means ð @c@xkÞðIÞ; k ¼
1;y; n:
Remark. (1) Using the lemma, one can see that if aAL2ðRnÞ; supported in I ;
jjajjL2ðRnÞpjI j1=2; and a has vanishing moments up to order ½n=2þ 1 (the greatest
integer in n=2þ 1), then
j/a;cSj ¼ j/a;c cðIÞSjp jjajjL2 jjc cðIÞjjL2ðIÞ
p jI j1=2nn=4 diamðIÞa
Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2a dx dy
 !1=2
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for all cAS; so a is nn=2 times an HH1a-atom. This means that, up to a dimensional
constant, the H1;2;½n=2þ1-atoms used by Taibleson and Weiss [TaW] to decompose
the Hardy space H1ðRnÞ are also HH1a-atoms.
(2) The quantity ðR
I
R
I
jcðxÞcð yÞj2
jxyjnþ2a dx dyÞ
1=2 is bounded by the ‘‘a-energy’’
Z
Rn
Z
Rn
jcðxÞ  cð yÞj2
jx  yjnþ2a dx dy
 !1=2
which is in turn equivalent to the homogeneous Sobolev norm
jjcjj ’L2a ¼
Z
Rn
jbcðxÞj2jxj2a dx 	1=2
(see the proof of Proposition 4 in [S1, Chapter V, Section 3.5], or [Ho¨, Volume I,
Section 7.9]). The same argument shows that for any integer m; if DJ ¼ @j1x1?@jnxn
denotes a derivative of order jJj ¼ j1 þ?þ jn ¼ m; then
Z
I
Z
I
jDJcðxÞ  DJcð yÞj2
jx  yjnþ2a dx dy
 !1=2
pCjjcjj ’L2mþa :
By the deﬁnition of an HH1a-atom a and a repeated application of Lemma 6.2, we
can write
/a;cS ¼/a;c ZI ;cS
pC diamðIÞn=2þmþb
X
jJj¼m
Z
I
Z
I
jDJcðxÞ  DJcð yÞj2
jx  yjnþ2b
dx dy
 !1=2
;
where m is an integerpn=2þ 1; 0pbo1; ZI ;cAS is equal to a polynomial of order
m in a neighborhood of I ; and the derivatives of c ZI ;c up to order m have
vanishing integrals on I : This means that an HH1a-atom a belongs to the dual
homogeneous Sobolev spaces ’L2sðRnÞ; apspn=2þ 1; with norm
jjajj ’L2s :¼
Z
Rn
jbaðxÞj2jxj2s dxpCs diamðIÞn=2þs: ð6:3Þ
(3) A deﬁnition of a similar nature can be found in [HPW] for the Triebel–Lizorkin
spaces.
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Proof of Lemma 6.2. For the ﬁrst inequality, write
jjc cðIÞjj2L2ðIÞp
1
jI j
Z
I
Z
I
jcðxÞ  cð yÞj2 dx dy
p nn=2 diamðIÞ2a
Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2a dx dy:
The second one is obvious since apb implies
diamðIÞ2a
jx  yj2a p
diamðIÞ2b
jx  yj2b
for all x; yAI :
Now we prove the third inequality. For x; yAI ; write
jcðxÞ  cð yÞjp
Xn
k¼1
jcðx1;y; xk; ykþ1;y; ynÞ  cðx1;y; xk1; yk;y; ynÞj
¼
Xn
k¼1
Z xk
yk
@c
@Zk
ðx1;y; xk1; t; ykþ1;y; ynÞ dt
 
p 2
Xn
k¼1
MkðwI@c=@ZkÞðx1;y; xk1; yk;y; ynÞjxk  ykj;
where Mkð f Þ denotes the one-dimensional Hardy–Littlewood maximal function of
f in the kth coordinate, i.e.
Mkð f ÞðZÞ ¼ sup
r40
1
2r
Z
jtZk jor
j f ðZ1;y; Zk1; t; Zkþ1;y; ZnÞj dt:
By Minkowski’s inequality for L2ðI  IÞ;
Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2b
dx dy
 !1=2
p
Xn
k¼1
Z
I
Z
I
MkðwI@c=@ZkÞ2ðx1;y; xk1; yk;y; ynÞ
jx  yjnþ2b2
dx dy
 !1=2
p2
Xn
k¼1
Z
I
MkðwI@c=@ZkÞ2ðvÞ
Z
jujpdiamðIÞ
juj2n2b du dv
 !1=2
;
where for each k we have made the change of variables:
v ¼ ðx1;y; xk1; yk;y; ynÞ; dv ¼ dx1y dxk1 dykydyn
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and
u ¼ ð y1  x1;y; yk1  xk1; xk  yk;y; xn  ynÞ;
du ¼ dy1ydyk1 dxkydxn:
Using the fact that bo1; and the one-dimensional L2-boundedness of the maximal
function (by integrating ﬁrst in the kth coordinate, for each k), we get a constant C;
depending only on n and b; such that
diamðIÞb
Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2b
dx dy
 !1=2
pC diamðIÞjjrcjjL2ðIÞ;
as required.
Finally, if
R
I
@c
@Zk
dZ ¼ 0 for all k ¼ 1;y; n; then we can apply the ﬁrst inequality to
each of the partial derivatives @c@Zk
to obtain
diamðIÞ2 jjrcjj2L2ðIÞ ¼ diamðIÞ2jjrc ðrcÞðIÞjj2L2ðIÞ
¼ diamðIÞ2
Xn
k¼1
@c
@Zk
 @c
@Zk
 	
ðIÞ
  2
L2ðIÞ
p nn=2 diamðIÞ2þ2a
Xn
k¼1
Z
I
Z
I
j@c=@ZkðxÞ  @c=@Zkð yÞj2
jx  yjnþ2a dx dy
¼ nn=2 diamðIÞ2þ2a
Z
I
Z
I
jrcðxÞ  rcð yÞj2
jx  yjnþ2a dx dy;
and taking square roots we get the desired bounds. &
We can now state the atomic decomposition for HH1a:
Theorem 6.3. Let 0oaominf1; n=2g: A tempered distribution f on Rn belongs to
HH1a if and only if there are HH
1
a-atoms fajg and an l1-summable sequence fljg such
that f ¼Pj ljaj in the sense of distributions. Moreover,
jj f jjHH1aðRnÞEinf
X
j
jljj : f ¼
X
j
lj aj
( )
:
Proof. Regarding the sufﬁciency, by the completeness of HH1aðRnÞ in the quasi-
norm (see Remark 1 following Deﬁnition 6.0), we only need to prove that if a is an
HH1a-atom, then a is in HH
1
aðRnÞ with quasi-norm bounded by a constant. To see
this, ﬁrst note that by (6.3), aA ’L2n=2ðRnÞ with norm bounded by a constant. Now
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ﬁx eAð0; 2Þ and let
oðx; tÞ ¼ kcðIÞðn2aÞmin 1; cðIÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jx  xI j2 þ t2
q
0B@
1CA
n2aþe8><>:
9>=>;;
where I is the cube where a is supported, xI denotes the center of I ; and k is a
normalization constant to be chosen later. As in the proof of Theorem 5.4, part (i),
we have that
NoðxÞpkcðIÞðn2aÞmin 1;
ﬃﬃﬃ
2
p
cðIÞ
jx  xI j
 !n2aþe8<:
9=;;
and so Z
Rn
No dLðNÞn2apCkp1
by an appropriate choice of k:
Now let BI be the ball BðxI ; diamðIÞÞ in Rn; and let EI be the cylinder BI 
ð0; diamðIÞÞ in Rnþ1þ : Write EcI ¼ Rnþ1þ \EI ; and let Sa denote the support of a  ftðxÞ
in Rnþ1þ : ThenZ
Rnþ1þ
ja  ftðxÞj2oðx; tÞ1
dx dt
t12a
¼
Z
EI
þ
Z
Ec
I
-Sa
 !
ja  ftðxÞj2oðx; tÞ1
dx dt
t12a
:
Since the cylinder EI is contained in some half-ball in R
nþ1
þ centered at ðxI ; 0Þ; we
have that o1pCncðIÞn2a on EI : Moreover, since a is a distribution with compact
support and f is a Schwartz function, the convolution a  ft has Fourier transformbabft in L2ðRnÞ; and we can use Plancherel to writeZ
EI
ja  ftðxÞj2oðx; tÞ1
dx dt
t12a
pCcðIÞn2a
Z N
0
Z
Rn
ja  ftðxÞj2 dx
dt
t12a
¼CcðIÞn2a
Z N
0
Z
Rn
jbaðxÞj2jbftðxÞj2 dx dtt12a
¼CcðIÞn2a
Z
Rn
jbaðxÞj2 Z N
0
jbfðtjxjÞj2 dt
t12a
dx
¼CcðIÞn2a
Z
Rn
jbaðxÞj2jxj2a dx Z N
0
jbfðtÞj2 dt
t12a
pCfcðIÞn2ajjajj2’L2aðRnÞpC:
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Note that we have used the fact that bf is radial, as well as estimate (6.3) on the
a homogeneous Sobolev norm of a:
Before we proceed with the second integral, on EcI-Sa; we need the following
bounds:
jða  ftÞðxÞjp
0 if xeBI and tpjx  xI j=2;
C diamðIÞtðnþ1Þ otherwise;
(
where the constant C is independent of t and x: To see this, write fxt ð yÞ ¼ ftðx  yÞ
and note fxt ð yÞ ¼ 0 for jx  yjXt; so if xeBI and tpjx  xI j=2 then
jx  yjXjx  xI j  jy  xI jXjx  xI j  diamðIÞ=24jx  xI j=2Xt
when yAI ; therefore fxt vanishes on I and /a;f
x
tS ¼ 0:
Otherwise, write (again using estimate (6.3))
ja  ftðxÞj ¼ j/a;fxtSjpjjajj ’L2n=21ðRnÞjjf
x
t jj ’L2
n=2þ1ðRnÞ
pC diamðIÞ
Z
Rn
jðbfxt ÞðxÞj2jxjnþ2 dx 	1=2
¼C diamðIÞ
Z
Rn
jbfðtxÞj2jxjnþ2 dx 	1=2
¼C diamðIÞtðnþ1Þ:
This means that for ðx; tÞAEcI-Sa; either xeBI and t4jx  xI j=2; or xABI and
t4diamðIÞ: In either case tE
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jx  xI j2 þ t2
q
XdiamðIÞ; so o1EcðIÞetn2aþe:
Denoting the radial distance
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jx  xI j2 þ t2
q
by rðx; tÞ; we have
Z
Ec
I
-Sa
ja  ftðxÞj2oðx; tÞ1
dx dt
t12a
pCcðIÞ2e
Z
Ec
I
-Sa
ten3 dx dt
pCcðIÞ2e
Z
rðx;tÞXdiamðIÞ
rðx; tÞen3 dx dtpC:
Conversely, assume that fAHH1aðRnÞ: Then by the Caldero´n reproducing
formula we have the following representation:
f ¼
Z N
0
f  ft  ft
dt
t
¼ lim
e-0;N-N
Z N
e
f  ft  ft
dt
t
;
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in the sense of distributions. Noting that the support of f is contained in the unit
ball, we can write
f e;NðxÞ ¼
Z N
e
f  ft  ftðxÞ
dt
t
¼
Z
Se;N
Fð y; tÞftðx  yÞ
dy dt
t
;
where Fð y; tÞ ¼ f  ftð yÞ and Se;N is the strip fðx; tÞARnþ1þ : eptpNg: As in the
proof of Theorem 5.4, part (i), choose a measurable function oX0 on Rnþ1þ such thatR
Rn
No dLðNÞn2ap1 andZ
Rnþ1þ
jFðx; tÞj2oðx; tÞ1 dx dt
t12a
p2jjF jjT1
n2a
;
and construct the corresponding structures Tj;k over the set Ek ¼ fNo42kg: Recall
that the Tj;k have mutually disjoint interiors and F ¼
P
F1Tj;k a.e. on R
nþ1
þ :
Following the idea of Wilson [Wi], we set
g
e;N
j;k ðxÞ ¼
Z
Se;N-Tj;k
Fð y; tÞftðx  yÞ
dy dt
t
:
Note that these are smooth functions in x with support in fx : GðxÞ-Tj;ka|gCIj;k
(since Tj;kCTðIj;kÞ) and the same number of vanishing moments as f: We want to
show that ge;Nj;k converge, as e-0; N-N; to distributions gj;k with f ¼
P
j;k gj;k
in S0ðRnÞ:
Recall that op2kþ1 on Tj;k: Thus for any function cASðRnÞ; we can use Fubini’s
theorem, the Cauchy–Schwarz inequality, the fact that f is radial with support in the
unit ball, and Lemma 3.2(ii) to get the following estimate:
j/ge;Nj;k ;cSj
¼
Z
Rn
Z
Se;N-Tj;k
Fð y; tÞftðx  yÞ
dy dt
t
 !
cðxÞ dx


p
Z
Se;N-Tj;k
jFð y; tÞj
Z
Rn
ftðx  yÞcðxÞ dx
  dy dtt
p
Z
Se;N-Tj;k
jFð y; tÞj2oð y; tÞ1 dy dt
t12a
 !1=2
2ðkþ1Þ=2
Z
Tj;k
jc  ftð yÞj2
dy dt
t1þ2a
 !1=2
pC2kþ12
Z
Se;N-Tj;k
jFð y; tÞj2oð y; tÞ1 dy dt
t12a
 !1=2

Z
3I
j;k
Z
3I
j;k
jcðxÞ  cð yÞj2
jx  yjnþ2a dx dy
 !1=2
ð6:4Þ
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Similarly we get that for e1oe2; N14N2;
j/ge1;N1j;k  ge2;N2j;k ;cSjpCk
Z
ðSe1 ;N1 \Se2 ;N2 Þ-Tj;k
jFð y; tÞj2oð y; tÞ1 dy dt
t12a
 !1=2
jjcjj ’L2aðRnÞ;
which shows that as e1; e2-0 and N1; N2-N; jjge1;N1j;k  ge2;N2j;k jj ’L2aðRnÞ-0: Thus g
e;N
j;k
converge in the sense of distributions to a limit gj;kA ’L2aðRnÞ; supported in Ij;k; and
satisfying
jjgj;kjjL2að3Ij;kÞpC2
ðkþ1Þ=2
Z
Tj;k
jFð y; tÞj2oð y; tÞ1 dy dt
t12a
 !1=2
;
where the left-hand side denotes the smallest constant C for which
j/gj;k;cSjpC
Z
3I
j;k
Z
3I
j;k
jcðxÞ  cð yÞj2
jx  yjnþ2a dx dy
 !1=2
holds for all cASðRnÞ: Moreover, gj;k satisﬁes the cancellation condition in
Deﬁnition 6.1(ii), provided we choose N in Lemma 3.1 to be the greatest integer
in n=2þ 1:
Put
aj;k ¼ gj;kjjgj;kjj1L2að3Ij;kÞcð3I

j;kÞan=2
and
lj;k ¼ jjgj;kjjL2að3Ij;kÞcð3I

j;kÞn=2a:
Then aj;k are HH
1
a-atoms. From the Cauchy–Schwarz inequality it follows that
X
j;k
jlj;kjp
X
j;k
cð3Ij;kÞn2a2kþ1
 !1=2 X
j;k
Z
Tj;k
jFð y; tÞj2oð y; tÞ1 dy dt
t12a
 !1=2
pC
Z
Rn
No dLðNÞn2a
 	1=2 Z
Rnþ1þ
jFð y; tÞj2oð y; tÞ1 dy dt
t12a
 !1=2
pCjj f jjHH1aðRnÞ:
Thus by the implication already proved,
P
gj;k ¼
P
lj;kaj;k converges in HH1aðRnÞ
to a distribution g: It remains to show that g ¼ f :
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Starting with estimate (6.4), we have, for a ﬁxed cASðRnÞ and every 0oeoN;
j/ge;Nj;k ;cSj
pC2kþ12
Z
Tj;k
jFð y; tÞj2oð y; tÞ1 dy dt
t12a
 !1=2 Z
3I
j;k
Z
3I
j;k
jcðxÞ  cð yÞj2
jx  yjnþ2a dx dy
 !1=2
pCcð3Ij;kÞn=2a2
kþ1
2
Z
Tj;k
jFð y; tÞj2oð y; tÞ1 dy dt
t12a
 !1=2
jjcjjQaðRnÞ;
which is summable, as above. Thus
lim
e-0;N-N
X
j;k
/ge;Nj;k ;cS ¼
X
j;k
lim
e-0;N-N
/ge;Nj;k ;cS ¼
X
j;k
/gj;k;cS;
which shows lime-0;N-N
P
j;k g
e;N
j;k ¼
P
j;k gj;k ¼ g in S0ðRnÞ: On the other hand,
also using estimate (6.4), we have by the dominated convergence theorem thatX
j;k
Z
Rnþ1þ
1Se;N-Tj;kð y; tÞFð y; tÞft  cð yÞ
dy dt
t
¼
Z
Se;N
Fð y; tÞft  cð yÞ
dy dt
t
¼/f e;N ;cS;
which means
P
j;k g
e;N
j;k ¼ f e;N-f inS0ðRnÞ: Thus g ¼ f in the sense of distributions,
and the atomic decomposition is proved. &
For the proof of the duality theorem in the next section, we shall need the
following lemma.
Lemma 6.4. (i) If a is an HH1a-atom, then there exists a nonnegative function o on
Rnþ1þ with
R
Rn
No dLðNÞn2ap1 and
sdða;oÞ ¼ sup
jyjpd
Z
Rnþ1þ
ja  ftðx  yÞ  a  ftðxÞj2oðx; tÞ1
dx dt
t12a
 !1=2
-0
as d-0:
(ii) HH1aðRnÞ-CN0 ðRnÞ is dense in HH1aðRnÞ:
Proof. For part (i), we ﬁx an eAð0; 2Þ and use the same o deﬁned in the proof of
Theorem 6.3. For yABð0; dÞ and any xARn; we have a  ftðx  yÞ  a  ftðxÞ ¼
/a;fxyt  fxtS and
jðbfxyt  bfxt ÞðxÞj ¼ j1 e2piyxj jbftðxÞjpC minf2; djxjgjbftðxÞj: ð6:5Þ
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Following the proof of Theorem 6.3, we let BI be the ball BðxI ; 2 diamðIÞÞ in Rn
(note that we have doubled the radius), and let EI be the cylinder BI  ð0; 2 diamðIÞÞ
in Rnþ1þ : Recalling that f is radial, we have, from (6.5), that
sup
jyjpd
Z
EI
ja  ftðx  yÞ  a  ftðxÞj2oðx; tÞ1
dx dt
t12a
pCcðIÞn2a sup
jyjpd
Z N
0
Z
Rn
ja  ðfyt  ftÞðxÞj2 dx
dt
t12a
¼ CcðIÞn2a sup
jyjpd
Z N
0
Z
Rn
jbaðxÞj2jðbfyt  bftÞðxÞj2 dx dtt12a
pCcðIÞn2a
Z
Rn
jbaðxÞj2 minf2; djxjg2 Z N
0
jbfðtjxjÞj2 dt
t12a
dx
¼ CcðIÞn2a
Z
Rn
jbaðxÞj2 minf2; djxjg2jxj2a dx Z N
0
jbfðtÞj2 dt
t12a
-0
as d-0; by the dominated convergence theorem.
Continuing as in the proof of Theorem 6.3 and using (6.5), we have that for
yABð0; dÞ with dodiamðIÞ;
ja  ftðx  yÞ  a  ftðxÞjp
0 if xeBI and tpjx  xI j=4;
C diamðIÞdtðnþ3=2Þ otherwise:
(
Letting Sa;d denote the union of the supports in R
nþ1
þ of a  fyt ðxÞ for all yABð0; dÞ;
we again have that for ðx; tÞAEcI-Sa;d; tE
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jx  xI j2 þ t2
q
XdiamðIÞ; so o1EcðIÞe
tn2aþe andZ
Ec
I
-Sa;d
ja  ftðx  yÞ  a  ftðxÞj2oðx; tÞ1
dx dt
t12a
pCcðIÞ2ed
Z
Ec
I
-Sa;d
ten4 dx dt
pCcðIÞ1d:
Thus sdða;oÞ-0 as d-0:
To prove part (ii), we start with an HH1a-atom a: Take ZAC
NðRnÞ with support in
Bð0; 1Þ and R Z ¼ 1: Then Zj ¼ jZð jxÞ form an approximate identity and a  Zj-a in
S0ðRnÞ as j-N: Since a has compact support, we have a  ZjACN0 ðRnÞ: Further-
more, by changing the order of the convolution and using Minkowski’s inequality, we
obtain that for any nonnegative function o on Rnþ1þ with
R
Rn
NoðxÞ dLNn2aðxÞp1;Z
Rnþ1þ
ja  Zj  ftðxÞ  a  ftðxÞj2oðx; tÞ1
dx dt
t12a
 !1=2
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p
Z
Rn
jZjð yÞj
Z
Rnþ1þ
ja  ftðx  yÞ  a  ftðxÞj2oðx; tÞ1
dx dt
t12a
 !1=2
dy
ps1
j
ða;oÞ:
By part (i), for every e40 we can choose an o as above so that s1
j
ða;oÞoe for j
sufﬁciently large. Taking the inﬁmum over all such o gives
jja  Zj  ajjHH1aðRnÞoe
for sufﬁciently large j; i.e. a  Zj-a in HH1aðRnÞ: The desired density now follows
from the fact that we can approximate every fAHH1aðRnÞ by ﬁnite sums of
atoms. &
We close this section by showing that H1ðRnÞ is a proper subspace of HH1aðRnÞ
when 0oaominf1; n=2g: From Remark 1 following Lemma 6.2, and the atomic
decomposition, we know that H1ðRnÞ is a subset of HH1aðRnÞ: To see that it is a
proper subset, we will construct an element which is in HH1aðRnÞ\H1ðRnÞ:
Example 6.5. We start with a function ZAL2ðRnÞ; supported in Bð0; 1Þ and having
vanishing moments up to order N; the greatest integer in n=2þ 1: Normalize it so
that jjZjjL1 ¼ 1:
For each natural number j; let rj ¼ j1=ðn2aÞ and consider a sequence of cubes Ij
with cðIjÞ ¼ 2rj: Centering the ﬁrst one at the origin in Rn; we have the cube ½1; 1n:
Around it we may place the next 3n  1 cubes in a mutually disjoint fashion, inside
the cube ½1 2r2; 1þ 2r2n: Continuing in this way, after the mth step we have
ð2m þ 1Þn mutually disjoint cubes inside the cube ½Rm; Rmn; where Rm ¼ 1þ
2
Pm
k¼1 rð2k1Þnþ1: Thus we can place the whole sequence Ij of mutually disjoint cubes
inside the cube I ¼ ½R; Rn; where
R ¼ 1þ 2
XN
k¼1
rð2k1Þnþ1p1þ 2
XN
k¼1
ðð2k  1ÞnÞ1=ðn2aÞpC
XN
k¼1
k
n
n2aoN:
(A different arrangement, which works for any sequence with ﬁnite total volume,
may be achieved by replacing the cubes by comparably sized dyadic cubes—see
[Sch].)
Denote the center of Ij by xj; and set
ejðxÞ ¼
Zrj ðx  xjÞ
j log ð j þ 1Þ:
Then ej is supported in Bðxj; rjÞCIj; ej has vanishing moments up to order N; and
jjej jjL1 ¼ ð j logð j þ 1ÞÞ1: Since the Ij are mutually disjoint,
P
ej is not in L
1ðRnÞ:
We want to show that
P
ej is an element of HH
1
aðRnÞ: Indeed, since it is supported
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in I ; we will show the sum converges, in the sense of distributions, to a multiple of an
HH1a-atom.
For any positive integers lom and test function cASðRnÞ; one has
Xm
j¼l
ej;c
* +
¼
Xm
j¼l
/ej;c cIjS
¼
Xm
j¼l
1
jIj j
Z
Ij
Z
Ij
ejðxÞðcðxÞ  cð yÞÞ dy dx
¼
Z
I
Z
I
Xm
j¼l
fjðx; yÞðcðxÞ  cð yÞÞjx  yjðnþ2aÞ=2 dy dx;
where
fjðx; yÞ ¼ jIj j1ejðxÞjx  yjðnþ2aÞ=21Ij ð yÞ:
The Cauchy–Schwarz inequality, applied in L2ðI  IÞ; implies
Xm
j¼l
ej ;c
* +
p
Z
I
Z
I
X
j
fjðx; yÞ


2
dy dx
0@ 1A1=2 Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2a dy dx
 !1=2
:
Since the support of fj is contained in Ij  Ij and is disjoint from that of fk for kaj;
we have Z
I
Z
I
fjðx; yÞfkðx; yÞ dy dx ¼ 0; jak:
Hence
Z
I
Z
I
Xm
j¼l
fjðx; yÞ


2
dy dx ¼
Xm
j¼l
Z
I
Z
I
j fjðx; yÞj2 dy dx
¼
Xm
j¼l
Z
Ij
Z
Ij
jIjj2jejðxÞj2jx  yjnþ2a dy dx
p
Xm
j¼l
diamðIjÞnþ2ajIjj1
Z
Ij
jejðxÞj2 dx
pC
Xm
j¼l
r2aj j
2 logð j þ 1Þ2rnj jjZjj2L2
¼CjjZjj2L2
Xm
j¼l
1
j log2ð j þ 1Þ-0 as l; m-N:
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As before
Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2a dy dxpcðIÞ
n2ajjcjj2QaðRnÞpCcðIÞn2ajjcjj2’L2n=2ðRnÞ;
so
P
ej converges in ’L
2
n=2ðRnÞ to a distribution supported in I with
X
ej;c
D E pCZ Z
I
Z
I
jcðxÞ  cð yÞj2
jx  yjnþ2a dy dx
 !1=2
for all test functions c; and with vanishing moments up to order N: Thus we have
shown that
P
ej is a multiple of an HH
1
a-atom.
7. Duality of QaðRnÞ and HH1aðRnÞ
A major component of the proof of duality will rely on part (i) of the following
theorem, which provides a converse to Theorem 3.3.
Theorem 7.0. Consider the operator pf formally defined, as above, by
pfðFÞ ¼
Z N
0
Fð; tÞ  ft
dt
t
: ð7:1Þ
(i) The operator pf is a bounded and surjective operator from TNn2a to QaðRnÞ: More
precisely, if FATNn2a; then the right-hand side of (7.1) converges weakly in BMOðRnÞ
to a function f with fAQaðRnÞ and jj f jjQaðRnÞpjjF jjTNn2a ; and any fAQaðR
nÞ can be
thus represented.
(ii) The operator pf; initially defined on FAT1n2a with compact support in R
nþ1
þ ;
extends to a bounded and surjective operator from T1n2a to HH
1
aðRnÞ:
Proof. For the convergence in part (i), note that jFðx; tÞj2t1 dt dx is a Carleson
measure sinceZ
SðIÞ
jFðx; tÞj2t1 dt dxpcðIÞ2a
Z
SðIÞ
jFðx; tÞj2t12a dt dxpjjF jj2TN
n2a
cðIÞn:
This means that F belongs to the Coifman–Meyer–Stein tent space TN2 (see [CMS]),
and therefore f ¼ pfðFÞ belongs to BMOðRnÞ; the convergence being in the sense of
distributions modulo constants (see [CMS, Theorem 6]).
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In order to prove fAQaðRnÞ; it sufﬁces to show that supI Df ;aðIÞoN; where
Df ;aðIÞ :¼ ðcðIÞÞ2an
Z
jyjocðIÞ
Z
I
j f ðx þ yÞ  f ðxÞj2 dx dyjyjnþ2a
(see [EJPX, Lemma 2.2]). Denote the function x-f ðx þ yÞ by fy and note that while
(7.1) is valid in S0ðRnÞ modulo constants (i.e. when acting on test functions of
integral 0), we have that:
fy  f ¼
Z N
0
ððFð; tÞ  ftÞy  ðFð; tÞ  ftÞÞ
dt
t
in S0ðRnÞ (cf. [FJW, p. 20]).
Fix a cube I and yABð0; cðIÞÞ: Let gACN0 ðIÞ: Write
j/fy  f ; gSj ¼
Z N
0
/ðFð; tÞ  ftÞy  Fð; tÞ  ft; gS
dt
t
 
p
Z jyj
0
Z
Rn
jFðx; tÞj jft  ðgy  gÞðxÞj
dx dt
t
þ
Z cðIÞ
jyj
Z
Rn
jðFð; tÞ  ftÞðx þ yÞ  ðFð; tÞ  ftÞðxÞj jgðxÞj
dx dt
t
þ
Z N
cðIÞ
Z
Rn
jFðx; tÞj jft  ðgy  gÞðxÞj
dx dt
t
:¼A1ðg; yÞ þ A2ðg; yÞ þ A3ðg; yÞ:
Since jyjocðIÞ; gy  g is supported in the dilated cube 3I and if also tpjyj we have
that ft  ðgy  gÞ is supported in the larger cube J ¼ 5I : Thus
A1ðg; yÞ ¼
Z jyj
0
Z
J
jFðx; tÞj jft  ðgy  gÞðxÞj
dx dt
t
p
Z jyj
0
Z
J
jFðx; tÞj2 dx
 	1=2
jjft  ðgy  gÞjjL2
dt
t
p 2jjfjjL1ðRnÞjjgjjL2ðIÞ
Z jyj
0
Z
J
jFðx; tÞj2 dx
 	1=2
dt
t
:
In order to estimate A2ðg; yÞ; we observe that, if jyjpt; then the conditions on f
give us:
jðFð; tÞ  ftÞðx þ yÞ  ðFð; tÞ  ftÞðxÞjp
Z
Rn
jftð y þ zÞ  ftðzÞjjðFðx  z; tÞj dz
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¼
Z
Rn
jfðt1y þ zÞ  fðzÞjjðFðx  tz; tÞj dz
p t1jyj
Z
Rn
sup
jujp1
jrfðu þ zÞjjðFðx  tz; tÞj dz
¼ t1jyj sup
jxjp1
jrfðxÞj
Z
jzjp2
jðFðx  tz; tÞj dz
¼Cft1jyj
Z
jzjp2
jðFðx  tz; tÞj dz:
Here Cf ¼ supjrfjoN: Recalling that g is supported in I ; we have, after an
application of Fubini’s theorem,
A2ðg; yÞpCfjyj
Z cðIÞ
jyj
Z
jzjp2
Z
I
jðFðx  tz; tÞj jgðxÞj dx dz dt
t2
pCfjjgjjL2 jyj
Z cðIÞ
jyj
Z
jzjp2
Z
I
jðFðx  tz; tÞj2 dxÞ
 	1=2
dz
dt
t2
¼CCfjjgjjL2 jyj
Z cðIÞ
jyj
Z
I
jðFðx  tzt; tÞj2 dxÞ
 	1=2
dt
t2
;
where jztjp2; C ¼ VolðBð0; 2ÞÞ; and the integral mean value theorem has been used.
Finally, to deal with A3ðg; yÞ; we set Gyðx; tÞ ¼ ft  ðgy  gÞðxÞ1fðx;tÞ : tXjyjg:
Provided we show GyAT1n2a; we can use inequality (5.4) to get
A3ðg; yÞ ¼
Z
Rnþ1þ
jFðx; tÞGyðx; tÞj dx dt
t
pCjjF jjTN
n2a
jjGyjjT1
n2a
:
To see that GyAT1n2a and estimate its norm, we follow the proof of Lemma 6.4(i).
In particular, we use the same o as in the proof of Theorem 6.3, this time with
0o2aoeo2; and note again that when tXcðIÞ and ðx; tÞASy :¼ suppðGyÞ we have
that o1EcðIÞetn2aþe; so
Z
Rnþ1þ
jGyðx; tÞj2oðx; tÞ1 dx dt
t12a
¼
Z N
cðIÞ
Z
Sy
jft  ðgy  gÞðxÞj2oðx; tÞ1 dx
dt
t12a
pCcðIÞe
Z N
cðIÞ
Z
Rn
jg  ðfyt  ftÞðxÞj2 dx tn2aþe
dt
t12a
pCcðIÞejjgjj2L1
Z N
cðIÞ
jjfyt  ftjj2L2 tnþe1 dt
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pCcðIÞnejjgjj2L2
Z N
cðIÞ
Z
Rn
jðbfyt  bftÞðxÞj2 dx tnþe1 dt
¼CcðIÞnejjgjj2L2
Z N
cðIÞ
Z
Rn
j1 e2piyxj2jbfðtjxjÞj2 dx tnþe dt
t
¼CcðIÞnejjgjj2L2
Z
Rn
j1 e2piyxj2
jxjnþe dx
Z N
0
jbfðtÞj2tnþe dt
t
pCfcðIÞnejjgjj2L2 jyje
(see [S1, p. 140]). Thus jjGyjjT1
n2a
pjjgjjL2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
CfcðIÞnejyje
p
:
Combining the estimates for A1ðg; yÞ; A2ðg; yÞ and A3ðg; yÞ; and taking the
supremum over all gACN0 ðIÞ; jjgjjL2p1; we get
jj fy  f jjL2ðIÞ ¼ sup
jjgjj
L2
p1
j/fy  f ; gSj
pC
Z jyj
0
Z
J
jFðx; tÞj2 dx
 	1=2
dt
t
(
þ jyj
Z cðIÞ
jyj
Z
I
jðFðxtzt; tÞj2 dxÞ
 	1=2
dt
t2
þ jjF jjTN
n2a
cðIÞðneÞ=2jyje=2
)
:
This, together with Hardy’s inequality (see [S1, p. 272]), implies
Z
jyjocðIÞ
Z
I
j f ðx þ yÞ  f ðxÞj2 dx dyjyjnþ2a
pC
Z cðIÞ
0
Z s
0
Z
J
jFðx; tÞj2 dx
 	1=2
dt
t
 !2
ds
s1þ2a
þ C
Z cðIÞ
0
Z cðIÞ
s
Z
I
jFðx  tzt; tÞj2 dx
 	1=2
dt
t2
 !2
ds
s1ð22aÞ
þ CjjF jj2TN
n2a
cðIÞne
Z cðIÞ
0
ds
s1þ2ae
pC
a2
Z cðIÞ
0
Z
J
jFðx; tÞj2 t12a dx dt
þ Cð1 aÞ2
Z cðIÞ
0
Z
I
jFðx  tzt; tÞj2t12a dx dt
þ CjjF jj2TN
n2a
cðIÞnecðIÞe2a
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pC
Z cðIÞ
0
Z
J
jFðx; tÞj2t12a dx dt þ CjjF jjNTn2acðIÞ
n2a
pC
Z
SðJÞ
jFðx; tÞj2t12a dx dt þ CjjF jj2TN
n2a
cðIÞn2a
pCjjF jj2TN
n2a
cðIÞn2a:
since for each tpcðIÞ; jztjp2 implies I  tztCJ ¼ 5I : Thus we have produced a
constant C ¼ Cn;f;a so that
sup
I
Df ;aðIÞpCn;f;ajjF jj2TN
n2a
oN;
which means fAQaðRnÞ with jj f jjQaðRnÞpCjjF jjTNn2a : The surjectivity (modulo
constants) follows from Theorem 3.3 (namely that rf is bounded from QaðRnÞ to
TNn2a) and the Caldero´n reproducing formula (pfrf is the identity, modulo
constants.)
For part (ii), we will ﬁrst show that for a T1n2a-atom a; the integral in (7.1)
converges in ’L2n=2ðRnÞ to a distribution which is a multiple of an HH1a-atom.
Suppose aðx; tÞ is supported in TðBÞ for some ball B: Since we do not have to worry
about convergence at inﬁnity, write, for e40;
pefðaÞ ¼
Z N
e
að; tÞ  ft
dt
t
and let T eðBÞ be the truncated tent TðBÞ-fðx; tÞ : t4eg: Then for any cASðRnÞ;
one uses the Cauchy–Schwarz inequality and Lemma 3.2(ii) to get
j/pefðaÞ;cSj ¼
Z
T eðBÞ
aðx; tÞc  ftðxÞ
dx dt
t


p
Z
T eðBÞ
jaðx; tÞj2 dx dt
t12a
 !1=2 Z
TðBÞ
jc  ftðxÞj2
dx dt
t1þ2a
 !1=2
pCjBjð2anÞ=ð2nÞ
Z
eB
Z
eB jcðxÞ  cð yÞj
2
jx  yjnþ2a dx dy
 !1=2
;
where eB is some ﬁxed dilate of the ball B: Since the right-hand side is dominated by
jjcjjQaðRnÞpjjcjj ’L2n=2ðRnÞ; the same argument also gives, for 0oe1oe2;
j/pe1f ðaÞ  pe2f ðaÞ;cSjp
Z
T e1 ðBÞ\T e2 ðBÞ
jaðx; tÞj2 dx dt
t12a
 !1=2
jjcjj ’L2
n=2
ðRnÞ;
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which implies that pfðaÞ ¼ lime-0 pefðaÞ exists in ’L2n=2ðRnÞ: Moreover, this
distribution is supported in eB (since suppðfÞCBð0; 1ÞÞ and satisﬁes condition (i)
of Deﬁnition 6.1, up to a constant. The moment conditions (Deﬁnition 6.1(ii)) follow
from the moment conditions on f:Now for a function F ¼P ljaj in T1n2a and a test
function cASðRnÞ; we have that
Z
Rnþ1þ
ðFð; tÞ  ftÞðxÞcðxÞ
dx dt
t
¼
Z
Rnþ1þ
Fðx; tÞðft  cÞðxÞ
dx dt
t
¼
X
j
lj
Z
Rnþ1þ
ajðx; tÞðft  cÞðxÞ
dx dt
t
by the duality Theorem 5.4, since rfðcÞðx; tÞ ¼ ðft  cÞðxÞ is a function in TNn2a:
Thus
/pfðFÞ;cS ¼
X
ljpfðajÞ;c
D E
:
This shows pfðFÞ ¼
P
ljpfðajÞ in S0ðRnÞ; with
jjpfðFÞjjHH1aðRnÞpC inf
X
jljjEjjF jjT1
n2a
;
the inﬁmum being taken over all possible atomic decompositions of F in T1n2a: &
We are now ready to state and prove the ultimate result of this paper.
Theorem 7.1. The dual of HH1aðRnÞ is QaðRnÞ in the following sense: if gAQaðRnÞ
then the linear functional
Lð f Þ ¼
Z
Rn
f ðxÞgðxÞ dx;
defined initially for fAHH1aðRnÞ-CN0 ðRnÞ; has a bounded extension to all elements
of HH1aðRnÞ with jjLjjpCjjgjjQaðRnÞ: Conversely, if L is a bounded linear functional on
HH1aðRnÞ then there is a function gAQaðRnÞ so that jjgjjQaðRnÞpCjjLjj and L can be
written in the above form for every fAHH1aðRnÞ-CN0 ðRnÞ:
Proof. First, for fAHH1aðRnÞ-CN0 ðRnÞ and gAQaðRnÞ; we use the Caldero´n
reproducing formula for g (in the sense of distributions, modulo constants, and
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noting that
R
f ¼ 0), as well (5.4) with d ¼ n  2a; and Theorem 3.3 to obtain
jLð f Þj ¼ j/f ; gSj ¼
Z
Rnþ1þ
rfð f Þð y; tÞrfðgÞð y; tÞ
dy dt
t

pCjj f jjHH1aðRnÞjjgjjQaðRnÞ;
which implies that every gAQaðRnÞ induces a bounded linear functional on
HH1aðRnÞ-CN0 ðRnÞ with jjLjjpCjjgjjQaðRnÞ: Since HH1aðRnÞ-CN0 ðRnÞ is dense in
HH1aðRnÞ (see Lemma 6.4(ii)), L can be extended to a bounded linear functional on
HH1aðRnÞ with jjLjjpCjjgjjQaðRnÞ:
Conversely, assume that L is a bounded linear functional on HH1aðRnÞ: Via the
map f-rfð f Þ; which is injective (again by the Caldero´n reproducing formula), we
can identify HH1aðRnÞ with the subspace M ¼ rfðHH1aðRnÞÞ of the tent space
T1n2aðRnþ1þ Þ: Note that the quasi-norms jj f jjHH1a and jjrfð f ÞjjT1n2a are the same, and
in turn are equivalent to the norm deﬁned on T1n2a by the atomic decomposition,
which makes it into a Banach space. Thus L becomes a bounded linear functional on
M and we can apply the Hahn–Banach theorem to obtain an extension eL which is a
bounded linear functional on T1n2a: By Theorem 5.4(iii), there exists a function
Gð; ÞATNn2a satisfying jjGjjTN
n2a
pCjjeLjj and
eLðFÞ ¼ Z
Rnþ1þ
Fðx; tÞGðx; tÞ dx dt
t
for all FAT1n2a: Therefore for every fAHH
1
aðRnÞ-CN0 ðRnÞ;
Lð f Þ ¼ eLðrfð f ÞÞ ¼ Z
Rnþ1þ
ð f  ftÞð yÞGð y; tÞ
dy dt
t
¼
Z
Rnþ1þ
f ðxÞðGð; tÞ  ftÞðxÞ
dx dt
t
¼
Z
Rn
f ðxÞgðxÞ dx;
where gðxÞ ¼ pfðGÞ: By Theorem 7.0, part (i), this function g belongs to QaðRnÞ with
jjgjjQaðRnÞpCjjGjjTNn2apCjjLjj:
We are done. &
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