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a b s t r a c t
This paper suggests a new approach to the choice of an initial guess in the variational
iteration method, by solving an ordinary differential equation. By rewriting the
approximate solution un of the variational iteration method as un = v0 + v1 + · · · +
vn, we transform the problems of solving partial differential equations into problems
of solving ordinary differential equations which satisfy the boundary conditions. The
solutions obtained show that the modification is effective and easy.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In various fields of applied science, many physical problems can be modeled as initial–boundary value problems
(IBVP). These linear and nonlinear models, as well as their analytic solutions, are of great importance for practical issues.
In recent years some promising methods have been proposed for approximating analytical solutions, such as the Exp-
function method [1,2], the homotopy perturbation method (HPM) [3–7], and the variational iteration method (VIM) [8–12].
The variational iteration method (VIM) was first presented by He [8,9] and has been successfully applied to linear,
nonlinear, ordinary, partial, deterministic and stochastic differential equations. The approach of the VIM is to construct
correction functions by using general Lagrange multipliers identified optimally via the variational theory, and the initial
approximations can be freely chosen with unknown constants. This method has some advantages over other previous
methods. It does not require the presence of small parameters in the differential equation, and the solution is given in an
infinite series which usually converges to an accurate solution. For error estimates and the convergence of the variational
iteration method, we refer the reader to [13].
The aim of this work is to illuminate how to choose the initial value of the VIM by obtaining the exact solutions to wave
equations. The equations are of the following forms [14,15]:
ut + cux = 0, (first order in 1 dim.), (1.1)
ut + c(ux + uy) = 0, (first order in 2 dim.), (1.2)
utt = c2uxx, (second order in 1 dim.), (1.3)
utt = c2(uxx + uyy), (second order in 2 dim.), (1.4)
with initial conditions corresponding to each equation, where u = u(x, t) (in one dimension) or = u(x, y, t) (in two
dimensions) is the displacement of a string of length l and c is a positive constant, representing the wave speed.
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The remainder of this paper is structured as follows. Section 2 describes briefly the modified VIM for wave equations.
Section 3 contains two examples given to demonstrate the validity and applicability of this method. Finally, Section 4
concludes the paper.
2. The basic idea of the modified VIM
We rewrite the wave differential equations as follows:
Lu+ Nu = 0, (2.1)
with initial and boundary conditions where Lu = ∂u
∂t or
∂2u
∂t2
and Nu = c

∂u
∂x + ∂u∂y

or c2

∂2u
∂x2
+ ∂2u
∂y2

. According to the
variational iteration method [8,9], the correct function for Eq. (2.1) in the t-direction is
uk+1(t) = uk(t)+
∫ t
0
λ(Luk(τ )+ Nu˜k(τ ))dτ , (2.2)
where λ is a general Lagrange multiplier [8,9], k denotes the kth-order approximation, and u˜k is considered as a restricted
variation [8,9], i.e. δu˜k = 0. The successive approximations uk+1 (k ≥ 0) of the solution uwill be readily obtained upon using
the Lagrange multiplier determined and any selective function u0. Consequently, the solution is given by u = limk→∞ uk.
The main advantage of the variational iteration method is that the initial solution can be constructed with some unknown
functions. Therefore we choose v0(x, t) as
v0(x, t) = u0(x, t) =
n−
j=1
fj(x)cj(t), (2.3)
where the fj(x) are the initial conditions corresponding to Eqs. (1.1)–(1.4). Given the initial conditions of the equation, we
will obtain the value of cj(t) at t = 0. For example, let the initial conditions be that
u(x, 0) = f1(x), ut(x, 0) = f2(x), (2.4)
where f1(x) and f2(x) are different functions; then we can choose v0(x, t) = u0(x, t) = f1(x)c1(t)+ f2(x)c2(t). Considering
that v0(x, t) satisfies the initial conditions, we arrive at the following:
c1(0) = 1, c2(0) = 0, (2.5)
c ′1(0) = 0, c ′2(0) = 1. (2.6)
Remark. If f1(x) = f2(x), then we let v0(x, t) = u0(x, t) = f1(x)c(t). If there exists only the initial condition u(x, 0) = f (x),
then we let v0(x, t) = u0(x, t) = f1(x)c1(t)+ f2(x)c2(t), where f2(x) satisfies ∂ f1(x)∂x = Cf2(x)with C being a constant.
Wemust note that whenwe choose a different initial approximation v0, the calculations of the VIM depend on the initial
approximation v0(x, y), which satisfies the initial conditions. Upon selecting a proper v0(x, y), wewill easily obtain the exact
solution to the equation. But if we cannot choose a ‘‘good’’ v0(x, y), then the calculation becomes too complicated for the
VIM. In order to obtain a proper v0(x, y), we consider the following modified variational iteration method (MVIM).
Assuming that un =∑nk=0 vk, we have
v1(t) =
∫ t
0
λ(Lv0 + Nv0)dτ , (2.7)
vk+1(t) = vk(t)+
∫ t
0
λ(Lvk + Nvk)dτ , k ≥ 1. (2.8)
Apparently, the solution to the equation satisfies the formula u = ∑∞k=0 vk. If vn ≡ 0(n ≥ 1), then the solution will be
written as u =∑nk=0 vk. Without loss of generality, in this paper we assume that v1 ≡ 0. Thus, it is true that∫ t
0
λ[Lv0 + Nv0]dτ = 0. (2.9)
With the above equation, it can be seen that the system of ordinary differential equations only depends on t . Evaluating this
system, all the ck(t) can be derived, namely, the exact solution u(x, t) can be derived.
3. Results and analysis
In order to assess the advantages and accuracy of the proposed method, we consider the following examples.
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Example 1. The second form of the wave equation is the first-order wave equation in two dimensions (1.2) defined as
ut + c(ux + uy) = 0, c > 0 (3.1)
with the initial and boundary conditions
u(0, y, t) = sin

π

y− 2ct
l

,
u(x, 0, t) = sin

π

x− 2ct
l

,
u(x, y, 0) = sin

π

x+ y
l

.
(3.2)
Assuming that v0(x, y, t) = sin

π
 x+y
l

c1(t)+ cos

π
 x+y
l

c2(t)with v1(x, y, t) ≡ 0, then c1(0) = 1 and c2(0) = 0. By
means of λ = −1, we have
v1(x, y, t) = −
∫ t
0

sin

π

x+ y
l

c ′1(τ )+ cos

π

x+ y
l

c ′2(τ )
+ 2cπ
l
cos

π

x+ y
l

c1(τ )− 2cπl sin

π

x+ y
l

c2(τ )

dτ
= − sin

π

x+ y
l

[c1(t)− 1] − cos

π

x+ y
l

c2(t)
− 2cπ
l
cos

π

x+ y
l
∫ t
0
c1(τ )dτ + 2cπl sin

π

x+ y
l
∫ t
0
c2(τ )dτ ≡ 0.
That is,
sin

π

x+ y
l
[
c ′1(t)−
2cπ
l
c2(t)
]
+ cos

π

x+ y
l
[
c ′2(t)+
2cπ
l
c1(t)
]
≡ 0.
Thus
c ′1(t)−
2cπ
l
c2(t) = 0, c ′2(t)+
2cπ
l
c1(t) = 0. (3.3)
On evaluating the system of the above differential equations, we obtain the following solutions:
c1(t) = ae 2cπ til + be− 2cπ til , c2(t) = ce 2cπ til + de− 2cπ til . (3.4)
Therefore, the initial approximation v0(x, y, t)will be written as
v0(x, y, t) = sin

π

x+ y
l

ae
2cπ ti
l + be− 2cπ til

+ cos

π

x+ y
l

ce
2cπ ti
l + de− 2cπ til

. (3.5)
Substituting the boundary conditions into (3.5), we have a = b = 12 and c = −d = i2 . That is,
v0(x, y, t) = 12 sin

π

x+ y
l

e
2cπ ti
l + e− 2cπ til

+ i
2
cos

π

x+ y
l

e
2cπ ti
l − e− 2cπ til

= sin

π

x+ y
l

cos

2cπ t
l

− cos

π

x+ y
l

sin

2cπ t
l

= sin

π

x+ y− 2ct
l

, (3.6)
which is the exact solution that satisfies the wave form Eq. (3.1) with the initial and boundary conditions (3.2).
Example 2. The third form of the wave equation is the second-order wave equation in one dimension (1.3) defined as
utt = c2uxx, c > 0 (3.7)
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with the initial and boundary conditions
u(0, t) = 0, ux(0, t) = πl cos

cπ t
l

, (3.8)
u(x, 0) = sin
πx
l

, ut(x, 0) = 0. (3.9)
With the stationary conditions in the t-direction, we can get a general Lagrangemultiplier λ = τ−t . Assume that v0(x, t) =
sin

πx
l

c1(t)+ cos

πx
l

c2(t) and v1(x, t) ≡ 0. Applying the initial conditions, we get c1(0) = 1, c2(0) = 0, c ′1(0) = 0 and
c ′2(0) = 0. Thus we have
v1(x, t) =
∫ t
0
(τ − t)

sin
πx
l

c ′′1 (τ )+ cos
πx
l

c ′′2 (τ )+
c2π2
l2
sin
πx
l

c1(τ )+ c
2π2
l2
cos
πx
l

c2(τ )

dτ
= sin
πx
l

[−c1(t)+ 1] − cos
πx
l

c2(t)+ c
2π2
l2
sin
πx
l
 ∫ t
0
(τ − t)c1(τ )dτ
+ c
2π2
l2
cos
πx
l
 ∫ t
0
(τ − t)c2(τ )dτ ≡ 0.
Evaluating the derivative for t in the above equation, there exist
c ′′1 (t)+
c2π2
l2
c1(t) = 0, c ′′2 (t)+
c2π2
l2
c2(t) = 0 (3.10)
and there exist solutions to Eq. (3.12) in the following forms:
c1(t) = ae cπ til + be− cπ til , c2(t) = ce cπ til + de− cπ til . (3.11)
Namely, the initial approximation v0(x, t) = sin

πx
l
 
ae
cπ ti
l + be− cπ til

+ cos πxl  ce cπ til + de− cπ til  exists. According to
the boundary conditions, we have a = b = 1 and c = d = 0. Thus the exact solution is
u(x, t) = sin
πx
l

cos

cπ t
l

. (3.12)
The above analysis shows that our method is valid for wave equations. In fact, the method can be extended to finding
exact solutions to wave-like and heat-like equations with variable coefficient and other equations.
4. Conclusion
In this paper, we applied the modified VIM in finding the exact solution for the wave equation. By rewriting the
approximate solution un as un = ∑nk=0 vk, we have successfully transformed the problems of solving partial differential
equations into problems of solving ordinary differential equations, which satisfy the boundary conditions. The validity of
this method has been tested on two nonlinear physical models.
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