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de motores de búsqueda web
Por Dulce Aguilar-Lopez, Ivan Lopez-Arevalo y Victor Sosa-Sosa
Resumen: Con el aumento del 
número de webs, el tiempo que 
un usuario invierte en la revisión 
de los resultados ofrecidos por 
los motores de búsqueda se in-
crementa de manera considera-
ble. La naturaleza del contenido 
de estas páginas es semántica-
mente heterogénea y orientada 
al humano que sabe interpretar-
la correctamente. Es importante 
que el resultado de la búsqueda 
realmente corresponda a la infor-
mación deseada. Una propuesta 
para lograrlo es comparar el 
contenido de la página web con 
el vocabulario formal del tema 
(ontología) y con el vocabulario 
informal (términos comunes del 
tema pero ajenos a la ontología). 
Se describe un tipo de búsqueda 
web que aprovecha las ontolo-
gías para reducir el espacio de 
búsqueda de ciertos temas. Con 
esta propuesta se mejora la rele-
vancia de los resultados de los buscadores utilizando ontologías 
de dominio, el tesauro WordNet y una medida de similitud jerár-
quica. El aumento en la relevancia de los resultados se traduce en la disminución en el tiempo de revisión de los mismos.
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Abstract: With the increasing number of web sites, the time spent by users reviewing the results also increases. In addi-
tion, the nature of web content is semantically heterogeneous and oriented to people who will be able to understand it. 
Frequently the results from search engines do not correspond to the expected topic. One approach to improve the results is 
to match the content of the web pages with a formal vocabulary on the topic (ontology) and with the informal vocabulary 
(common terms of the topic but not in the ontology). This paper describes a web search method that takes advantage of on-
tologies to reduce the search area of certain topics. With this approach the relevance of search engine results is enhanced 
by filtering the content through the integration of domain ontologies, the WordNet thesaurus, and a hierarchical similarity 
measure. Thus, the improvement on the relevance of results reduces the time required to review such results.
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1. Introducción
La mayoría de los buscadores utilizan mecanismos 
que revisan sólo el contenido formal de las páginas web 
para saber si contienen o no las palabras clave que se 
les indican. Las técnicas que emplean están basadas en 
el número de veces que los usuarios acceden a esas pá-
ginas, el número de enlaces que tienen o la posición 
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tos y recursos web. Sánchez-Ruenes16 implementó una 
aplicación para construir ontologías a partir de un do-
minio usando las palabras clave que obtenía de la Web 
para dicho dominio. Posteriormente los conceptos de 
la ontología se usaban para realizar nuevas búsquedas 
y así seleccionar las páginas web que pertenecían al 
dominio.
3. Propuesta ontológica
La propuesta que presentamos utiliza ontologías de 
dominio, el tesauro WordNet, cinco motores de búsque-
da y una medida de similitud jerárquica con cosenos 
para obtener de la Web los resultados que realmente 
sean de utilidad para el usuario al realizar sus búsque-
das dentro de un dominio dado.
El enfoque sigue la arquitectura mostrada en la 
figura 1, que se compone de los módulos descritos a 
continuación:
Entrada de datos
Como punto de partida se requiere la palabra clave 
a buscar, así como el dominio en el que debe realizarse 
la búsqueda, predefinido en una colección de ontolo-
gías de dominios específicos (libres y en lenguaje owl-
ontology web language y rdf-resource description fra-
mework).
Búsqueda 
Se realiza la búsqueda de la palabra clave desea-
da usando los buscadores indicados: Excite, Google, 
HotBot, Metacrawler y MSN.
Filtrado
Se construye una lista única con las páginas resul-
tantes de cada buscador considerado, eliminando los 
duplicados y/o no disponibles en el momento de la bús-
queda.
“La propuesta presentada está basada en 
ontologías de dominio, un tesauro y una 
medida de similitud jerárquica”
Procesamiento
Por cada página html recogida se lleva a cabo el 
siguiente proceso:
– Se le extraen sus descriptores en un archivo xml. 
A fin de tener un contenido más limpio se elimina la 
publicidad que contenga la página así como el conteni-
do flash, imágenes, sonido y enlaces ajenos.
– Se extrae una lista de los términos importantes a 
partir de los descriptores siguiendo el “modelo espacio 
que ocupan. En general, los motores de búsqueda tra-
dicionales no prestan atención al contenido semántico. 
Esta es la causa de que a veces devuelvan resultados 
poco relevantes para el tema que se está buscando, ade-
más de que el análisis de los mismos supone una gran 
pérdida de tiempo. Una propuesta para abordar este 
problema es convertir la información en conocimiento 
por medio de ontologías. 
La definición comúnmente aceptada de ontología 
es la propuesta por Gruber1: una especificación ex-
plícita de una conceptualización. Más concretamente, 
una ontología es un vocabulario común para personas 
y aplicaciones en un área determinada, independiente-
mente del comportamiento y dominio de la aplicación 
que las use2.
El objetivo de este trabajo es obtener un método de 
búsqueda de páginas web utilizando ontologías de do-
minio, por medio del cual los resultados realmente co-
rresponderán al dominio elegido. Se toma como premi-
sa que las ontologías utilizadas están bien construidas 
y están escritas en inglés. La propuesta además incluye 
al tesauro WordNet3, los buscadores Excite4, Google5, 
HotBot6, Metacrawler7, MSN8 y una medida de simili-
tud jerárquica9, tal como hemos mostrado en trabajos 
anteriores10, 11.
2. Trabajo previo
Entre los sistemas más recientes para realizar una 
búsqueda semántica mediante ontologías se encuentra 
la propuesta por Bocio et al.12, quienes utilizaron onto-
logías de dominio y algunos parámetros que el usuario 
debía indicar (nombre del buscador, máximo número 
de páginas resultantes, lenguaje, etc.). Gao et al.13 usa-
ron como estructura semántica una ontología y el al-
goritmo de “cruce de vectores de pesos” para analizar 
la información inicial y almacenar en un conjunto de 
conceptos los resultados preliminares. Dicha propuesta 
construía un vector de pesos acorde con la influencia 
del conjunto de conceptos dentro de la ontología. Por 
su parte, Ramachandran et al.14 elaboraron una he-
rramienta que utiliza la ontología del proyecto Linked 
Environments for Atmospheric Discovery (LEAD)15, y 
contiene conceptos de ciencias atmosféricas además de 
definiciones y relaciones entre fenómenos atmosféri-
cos, datos y servicios. El uso de esta ontología extiende 
las capacidades de búsqueda a un catálogo de metada-
“Como punto de partida se requiere 
la palabra clave a buscar, así como el 
dominio en el que debe realizarse la 
búsqueda”
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vectorial”17. Se eliminan las palabras poco relevantes 
o stop-words (artículos, preposiciones, adverbios, con-
junciones y pronombres personales) –extraídas de las 
listas utilizadas por WVTool18 y Bow19–.
– Se calcula la similitud entre cada página y la on-
tología utilizando la “medida de similitud generalizada 
de cosenos”9. Esta medida es útil para conocer el grado 
de similitud entre dos colecciones agrupadas en forma 
de árbol. En esta medida se consideran dos colecciones: 
A (la ontología) y B (la página web). Estas colecciones 
se representan mediante vectores según la ecuación 1:
  (1)
donde ai = W(li) * Count(li) para i = 1... n y bj = W(lj) * 
Count(lj) para j = 1... n; 
l representa las hojas de las colecciones, 
n es el número de nodos de la colección, 
W(li) es el peso del nodo li (en este caso W(li) = 1 para 
i = 1... n) y
CountA(li) es el número de veces que el nodo li aparece 
en la colección A. 
Para dos términos (li y lj) tomados de las coleccio-
nes antes mencionadas, el producto punto entre ellos 
está dado por la ecuación 2:
  (2)
El término depth de un nodo es el número de arcos 
que hay en la ruta de la raíz al nodo y LCA es el menor 
antecesor común (lowest common ancestor), es decir, 
el nodo con mayor depth que es antecesor tanto de li 
como de lj. Para obtener esta medida de similitud de 
cosenos es necesario obtener primero el producto punto 
de las colecciones utilizando la ecuación 3:
  (3)
A continuación se muestra la fórmula para obtener 
la medida de similitud de cosenos entre 2 colecciones. 
Los detalles de esta ecuación se plantearon anterior-
mente9:
  (4)
Una vez calculada la similitud entre la ontología 
y cada página web, se realiza el proceso de desambi-
guación de sentidos20 utilizando la lista de términos de 
cada página. Para esto se aplica el “método de vectores 
de contexto de segundo orden”21. Un vector de contexto 
indica todas las co-ocurrencias que tiene una palabra 
encontrada en un texto. Para obtener dichos vectores se 
utilizan las glosas o sentidos de WordNet. Una glosa es 
una definición y/o sentencia de ejemplo de una palabra. 
Por ejemplo, para la palabra lamp, WordNet devuelve 
las siguientes glosas:
(noun) lamp (an artificial source of visible illumination)
(noun) lamp (a piece of furniture holding one or more 
electric light bulbs)
Figura 1. Arquitectura de búsqueda web semántica
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biguación de la página B y pCommVoc es el porcentaje 
del vocabulario común “informal”. Chignell22 propuso 
una asignación de pesos para la precisión de la web que 
podría utilizarse posteriormente ya que quita subjetivi-
dad en la identificación de las páginas web relevantes.
Ordenamiento de páginas
Como paso final en el proceso de búsqueda, la lista 
de páginas resultante se ordena de manera descendente 
de acuerdo con la calificación (score) que se le asignó 
en el paso anterior.
Los vectores de contexto se obtienen usando los 
sentidos para cada palabra de cada página web. El pri-
mer conjunto de sentidos se denomina de “primer or-
den”. El conjunto de sentidos que se obtiene a partir 
de las palabras relevantes que este conjunto contiene 
se llama de “segundo orden”. Este proceso se realiza 
para la ontología usada en la búsqueda y cada página 
obtenida. Los conjuntos de sentidos se comparan con el 
fin de obtener las coincidencias entre ellos. 
El proceso de desambiguación tiene por objetivo 
conocer las semejanzas entre el tema del que trata una 
página y el de la ontología. Para ello se utilizan los 10 
sentidos con mayor número de repeticiones obtenidos 
a partir de las palabras que involucran. A cada uno de 
los sentidos se le asigna una calificación comenzando 
con 1,0 para el sentido con más repeticiones, y para los 
siguientes sentidos se irá disminuyendo proporcional-
mente la calificación hasta llegar a 0,01. Así, la medida 
de desambiguación de una página web está dada por la 
ecuación 5:
  (5)
donde n es el número de sentidos obtenidos para dicha 
página (máximo 10 sentidos) y disamGlossi es la califi-
cación asignada a la glosa o sentido i.
Como siguiente paso se construye un vocabulario 
de términos comunes a partir de los términos de cada 
página web obtenida en una búsqueda dada, eliminan-
do los que ya se encuentren dentro de la ontología. El 
porcentaje del vocabulario que corresponda a cada pá-
gina se asigna con la ecuación 6:
  (6)
donde totalTermsPage es el número de términos que 
contiene la página y que no están en la ontología y  Vo-
cabularySize es el tamaño del vocabulario de términos 
comunes.
A cada página se le asigna una calificación toman-
do en cuenta su similitud con la ontología, la califica-
ción en la desambiguación de sentidos y su porcentaje 
del vocabulario común. Por el momento este cálculo es 
heurístico teniendo en cuenta la importancia de cada 
parte, para ello se utiliza la ecuación 7. Este cálculo 
podría mejorarse con una regresión lineal simple.
  (7)
donde sim(A,B) es la similitud entre la ontología A y la 
página web B, dis(B) es la calificación para la desam-
for i = 1 to totalEngines
 <links> = <links> + GETLINKSXENGINE(keyword)
 <taxomomy> = GETTAXONOMY(domain)
for i = 1 to size(<links>)
 <termsxLink> = GETTERMSXLINK(linki)
 <sensesOnt> = GETSENSESWITHWORDNET(<taxonomy>)
for i = 1 to size(<links>)
 similarityPage(i) = GETSIMILARITY(<taxonomy>, <termsxLink>)
 <sensesxPage> = GETSENSESWITHWORDNET(linki)
 disPage(i) = GETCOMMONSENSES(<sensesOnt>, <sensesxPage>)
 <ListVocabulary> = ADDCOMMONvOCABULARY(termsxLink)
 <LisVocabulary> = ELIMINATE(<taxonomy>)
for i= 1 to size(<links>)
 percent(i) = CALCULATEPERCENTOFVOCABULARY(linki)
 CALCULATESCORE(i, similarityPage(i), disPage(i), percent(i))
ORDERBYSCORE(<links>)
Return(<links>)
Figura 2. Algoritmo de búsqueda web semántica
4. Resultados preliminares
La figura 2 presenta el algoritmo propuesto para la 
búsqueda semántica. Para probar el método han sido 
recogidas 80 ontologías de dominio de 20 temas de 
repositorios como Protégé23, Dumontier Lab24 y Sche-
maWeb25 y se ha desarrollado un prototipo. Aunque el 
estudio sigue en proceso, se han realizado ya algunas 
pruebas (un análisis global y una búsqueda específica) 
y se han obtenido resultados alentadores que se mues-
tran en la siguiente sección. Ambos experimentos fue-
ron realizados en los motores de búsqueda Excite, Go-
ogle, HotBot, Metacrawler y MSN.
Las pruebas se llevaron a cabo en un ordenador con 
procesador AMD 64 Dual Core, 2,3 GHz y 2 GB de 
RAM. El prototipo ha sido implementado con Java ser-
ver pages (JSP) y JavaBeans, y es accesible en:
http://lsd.tamps.cinvestav.mx:8080/sws/
4.1. Desempeño general
Se han diseñado 30 casos de prueba, utilizando 
diferentes dominios y palabras clave, y realizando 31 
consultas por cada caso para garantizar una distribu-
ción normal de los resultados (generalización del expe-
rimento), según el “Teorema del límite central”26. En la 
tabla 1 se muestran los dominios y palabras clave utili-
zados en cada conjunto de pruebas y el correspondiente 
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tiempo de ejecución promedio. Las primeras 7 pruebas 
son de usuarios no expertos en el tema y el resto fueron 
realizadas por expertos. El tiempo promedio de espera 
fue de 294 seg (4,9 min). 
Los buscadores y el enfoque propuesto han sido 
comparados considerando estos cuatro aspectos:
– Capacidad de búsqueda. Se refiere a los benefi-
cios que un buscador ofrece para recuperar informa-
ción, así como los operadores de búsqueda que utiliza. 
Son considerados únicamente los operadores boolea-
nos (and, not, or) y la búsqueda por frase literal. Un 
buscador que acepta todo lo anterior tendrá un 100% de 
capacidad de búsqueda.
– Cobertura. Cantidad de recursos que un busca-
dor indexa para una búsqueda específica. 
– Tiempo de respuesta. Tiempo transcurrido para 
presentar los resultados al usuario.
– Recall. Porcentaje de recursos recuperados que 
realmente corresponden al dominio elegido para la bús-
queda (exhaustividad, utilidad).
Dominio Palabra clave
Tiempo de 
ejecución 
promedio 
(seg)
Animals classification Chihuahua dog 296 
Animals classification Rodent 195 
Environment Vegetation species 307 
Types of plants Salvia 384 
Types of plants Types of rose 152 
Illnesses Prostate cancer 384 
Wines Dessert wine 283 
Animals classification Giraffe characteristics 720 
Wines Breast structure 232 
Wines White wine 167 
Catholic bible Religious belief 472 
Computer 
components
Entertainment 
software 336 
Famous cars Corvette 232 
Famous cars Jaguar 148 
Famous cars Mercedes Benz 293 
Famous cars Passengers cars 314 
Food Dessert 183 
Illnesses Appendectomy 131 
Illnesses Bone fracture 266 
Illnesses Sunburn 309 
Movies Drama movies 235 
Movies Horror movies 318 
Music styles Jazz 434 
Music vocabulary Saxophone 232 
Music vocabulary Soprano clarinet 540 
Pizza Vegetarian pizza 166 
Plants White rock rose 158 
Types of food Seafood 188 
Types of publicity Computer magazine 283 
Wines White wine 384 
Tabla 1. Tiempos de ejecución por dominio y palabra clave
Buscador
Capacidad 
de 
búsqueda
%
Cober-
tura
Tiempo de 
respuesta
(seg)
Recall
%
Excite 100 Bajo 2,453 72,17
HotBot 100 Medio 1,842 77,67
Google 100 Alto 1,769 75,50
Metacrawler 100 Bajo 3,455 66,00
MSN 100 Medio 3,861 62,50
Enfoque 
propuesto 100 Bajo 294,196 97,28
Tabla 2. Comparativa de los buscadores seleccionados y el enfoque 
propuesto para los conjuntos de prueba del experimento global
“Los buscadores seleccionados y 
el enfoque propuesto se comparan 
considerando cuatro aspectos: capacidad 
de búsqueda, cobertura, tiempo de 
respuesta y recall”
Sólo se consideraron los primeros 20 resultados por 
cada buscador. En la tabla 2 se muestra el promedio del 
resultado. Es importante señalar que el tiempo prome-
dio dedicado por un usuario a elegir las páginas rele-
vantes en un buscador tradicional ronda los 312 segun-
dos (5,2 min)27, 28, tiempo mayor al promedio obtenido 
en este experimento.
4.2. Búsqueda específica
Búsqueda puntual utilizando la palabra clave white 
wine. Las páginas web resultantes obtenidas por cada 
buscador se muestran en la tabla 3. En la tabla 4 se 
observa la lista final de páginas ordenadas por califi-
cación descendente. En ella no se espera obtener una 
página con una calificación de 1,0 ya que esto signifi-
caría que está construida totalmente a partir de la onto-
logía y contiene todos sus términos. La tabla 5 muestra 
los tiempos de ejecución y la 6 una comparativa entre 
los buscadores y el enfoque propuesto para este expe-
rimento. 
Un usuario que utiliza un buscador tradicional debe 
invertir un tiempo en el análisis de las páginas resul-
tantes, que comúnmente excede los 5 minutos. Utili-
zando el prototipo desarrollado sólo tendrá que visitar 
las páginas propuestas ya que los resultados obtenidos 
por los buscadores se han filtrado y ordenado por cali-
ficación, encabezando la lista los más precisos. Como 
puede verse en la tabla 6, nuestro método obtiene el 
mejor recall (exhaustividad).
A pesar de que nuestro prototipo puede tardar más 
tiempo en responder que un buscador tradicional, los 
resultados obtenidos tendrán mayor calidad ya que son 
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eliminados los enlaces rotos y las páginas que no co-
rresponden al dominio. Esto evita la tediosa tarea de 
visitarlos sin tener éxito, lo cual se refleja en el tiempo 
ahorrado en la revisión de los resultados.
5. Conclusiones
El procedimiento presentado en este artículo está 
basado en ontologías de dominio, un tesauro y una me-
dida de similitud jerárquica a fin de obtener una herra-
mienta útil para la búsqueda semántica de páginas web. 
Ha sido implementado un prototipo con el que se han 
llevado a cabo algunas pruebas con resultados acepta-
bles. Las páginas web irrelevantes y/o no disponibles 
se eliminan de los resultados parciales ofrecidos por los 
buscadores seleccionados, lo que evita visitarlas sin éxi-
to. Es importante destacar que el tiempo de análisis de 
los resultados se reduce debido a la calidad lograda.
Por el momento las restricciones del prototipo son: 
1) sólo pueden ejecutarse búsquedas relacionadas con 
la colección de ontologías, a diferencia de un buscador 
tradicional que permite cualquier búsqueda en cual-
quier dominio; 2) el tiempo de ejecución para filtrar 
URL Buscador
www.vinography.com/archives/white wine/ MSN
en.wikipedia.org/wiki/White wine#Red or white wine HotBot
mustlovewine.com/group.php?group id=1 Metacrawler
www.thewinedoctor.com/advisory/tasteclassicgrapeswhite.shtml Google
en.wikipedia.org/wiki/White wine MSN, Excite, Metacrawler
www.thefreedictionary.com/white+wine MSN
www.wine.com/wineshop/product list.asp?N=7155+125 Excite, HotBot
www.chiff.com/wine/white.htm Google, MSN, Excite, Metacrawler
interviews.slashdot.org/article.pl?sid=04/05/17/0057241 Google
www.french-wine-online.com/ MSN
wine.about.com/od/howwineismade/r/Whitelightsangr.htm MSN
wine.about.com/od/whitewines/A Guide to White Wines.htm Google, HotBot, MSN, Excite
en.wikipedia.org/wiki/Wine Google, MSN, Excite, Metacrawler
www.wine.com/ Metacrawler
www.whitewinegame.com/ Google, MSN, Excite, HotBot
www.recipezaar.com/library/getentry.zsp?id=184 Google, Excite
www.wine.com/wineshop/product list.asp?n=7155+125 Google, Metacrawler, HotBot
www.murrayscheese.com/ Excite
www.finorestaurant.com/wine-list/white-wine MSN
Tabla 3. Resultados preliminares por buscador para la palabra clave “white wine” y el dominio “wines”
Calificación URL
0,353 www.vinography.com/archives/white wine/
0,317 en.wikipedia.org/wiki/White wine
0,317 en.wikipedia.org/wiki/Wine
0,293 en.wikipedia.org/wiki/White wine#Red or white wine
0,226 interviews.slashdot.org/article.pl?sid=04/05/17/0057241
0,214 mustlovewine.com/group.php?group id=1
0,213 www.thewinedoctor.com/advisory/tasteclassicgrapeswhite.shtml
0,182 www.wine.com/wineshop/product list.asp?n=7155+125
0,172 www.chiff.com/wine/white.htm
0,138 www.french-wine-online.com/
0,133 wine.about.com/od/howwineismade/r/Whitelightsangr.htm
0,109 www.thefreedictionary.com/white+wine
0,058 wine.about.com/od/whitewines/A Guide to White Wines.htm
Tabla 4. Webs resultantes ordenadas por calificación para la palabra 
clave “white wine” y el dominio “wines”
Mejor 282 seg
Peor 462 seg
Media 385 seg
Mediana 384 seg
Desviación 39 seg
Tabla 5. Estadísticas de los tiempos de ejecución de las 31 pruebas 
con “white wine” y el dominio “wines”
Buscador
Capacidad 
de 
búsqueda
%
Cober-
tura
Tiempo de 
respuesta
(seg)
Recall
%
Excite 100 Baja 1,637 80
HotBot 100 Media 1,302 90
Google 100 Alta 1,899 80
Metacrawler 100 Baja 3,122 70
MSN 100 Media 2,671 85
Enfoque 
propuesto 100 Baja 385,253 100
Tabla 6. Comparativa para la palabra clave “white wine” y el 
dominio “wines” que incluye los buscadores seleccionados y el 
enfoque propuesto
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los resultados relevantes es alto debido a los cálculos 
realizados por los algoritmos.
Los esfuerzos actuales se dirigen a mejorar el cál-
culo de la calificación final de cada página web usando 
una regresión lineal simple. Así mismo, el prototipo 
será adaptado para su ejecución en un cluster de 32 
núcleos y 12 TB de almacenamiento para mejorar el 
tiempo de ejecución.
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