E nergy storage systems (ESSs) play critical roles in the successful operation of energy grids by better matching the energy supply with demand and providing services that help grids function. The use of ESSs requires that they are economically viable for the owner of the system. Batteries have drawn much attention for grid-scale storage due to their scalability and ability to perform a variety of functions. Grid-connected batteries provide a wide range of potential revenue depending on the application. Eyer and Corey 1 summarize the opportunities for batteries to participate in applications such as arbitrage, congestion relief, renewable integration and grid ancillary services. By participating in these applications, batteries help to maintain and improve the performance of the grid and also potentially provide a source of revenue to the owner. For an economically feasible implementation, accurate estimates of revenues are required across battery technologies and applications of the battery to assess the financial potential of the device. From the perspective of modelling revenues, constructing accurate estimates of revenues requires models that take into account the rules of operation, realistic market prices for services and the energy and power constraints of the storage device.
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Previous estimates of revenue vary greatly, based on the particular market, storage technology and the assumptions of the operation of the storage technology [2] [3] [4] [5] . For example, a summary by Fitzgerald et al. estimates revenues for load shifting that equate to the operation of a 1 MWh battery from near US$0 to US$274 per day 6 . Such large variations can be attributed to uncertainties in the operating conditions. Additionally, the literature often overlooks the interaction of the storage technology with the application itself, assuming a similar performance of a technology across different applications. This problem is seen in the evaluation of battery technologies, in which typical battery testing uses a constant current mode with the electrochemical voltage change tracked as a function of time.
A more precise understanding of potential revenues and ESS valuation is obtained by making modelling choices as close to realworld applications as possible and by testing batteries on schedules that mimic these applications. This includes following the rules of particular markets as closely as possible, choosing schedules for the operation of the storage device using forecasts rather than known energy prices. Testing batteries using varying dispatches and rates of power dictated by the application will probably lead to values of coulombic efficiency, voltaic efficiency and total energy efficiency that are different from the values obtained from traditional testing methods, such as the constant current mode.
Sandia National Laboratories separates the revenue-generating grid applications into five categories, with one category devoted to utility customers 1 . By choosing applications that are included in the remaining four categories (electric supply, ancillary services, grid system applications and renewable integration), we are able to gain a broad understanding of the revenue generation and storage performance across the whole system. The applications we examine here are: time shift in the day-ahead market (DAM) (Fig. 1a) , congestion relief ( Fig. 1c) , flexible ramping ( Fig. 1d ) and frequency regulation (Fig. 1e ). The energy-shifting timescales of all these applications are relatively short, with the longest discharge or charge for all the applications spanning a maximum of three hours. Using data from the California market, we evaluated five different battery chemistries. Our calculations use market prices where available from the California Independent System Operator (CAISO) market and are computed over a period of two years of virtual operation of the device. Each revenue calculation produces a duty cycle (power profile, as defined by Sandia National Laboratories 7 ) for the batteries, which is used to test the performance of the batteries.
We evaluated revenues with a model of the storage device and show that both revenue and the best application of any ESS are highly dependent on the cell-level battery efficiency of the ESS. We established a technique to measure the efficiency of the batteries that perform these application-based duty cycles and show that battery efficiency, in turn, depends on how the battery is utilized to generate the revenues. As the revenue of each application is dependent on the efficiency of the battery, this results in non-obvious optimal battery/ application pairings for revenue generation. This study integrates both the economic evaluation of storage with parameters generated 
Battery model
Grid-connected batteries in the form of ESSs are often complicated and contain power electronics and maintenance systems. The interaction of these systems with different battery chemistries themselves is complicated. For example, the performance of lithium ion batteries is often more temperature dependent than that of lead-acid (PbA) batteries 8 , and so the chemistries may require different thermal management systems. This complication is further enhanced by the interaction of the power electronics with application duty cycles. Inverters, for example, are designed for a certain power output and operate less efficiently at other powers 9 . Therefore, an inverter would probably perform at a lower efficiency during the frequencyregulation application (which has many power fluctuations) than the time-shift application. Rather than guessing at the efficiencies of the power electronics and maintenance systems, we excluded their effects from this article. The present study focuses on the performances of the fundamental building blocks (cell-level batteries) of these storage systems for a variety of applications and future work will take the effects of additional variables, such as power electronics, into account.
The storage device is modelled by a discretized equation that governs the state of energy (Fig. 2) . The state of energy S t E at time t follows the process:
where − S t 1 E is the state of energy at the end of the previous time step, and the maximum available energy (S E ) is measured in megawatt hours. The time step t is either 15 minutes (in the real-time market; RTM) or one hour (in the DAM) depending on the application. P t C and P t D are the average charge and discharge rates (the rate of power (measured in megawatts) that the grid either gives to or receives from the ESS), respectively, during timestep t. Note that the power throughout a single time step could vary considerably, as it does in the frequency-regulation application. To relate these values to S t E , the power must be converted into an energy (MWh) by multiplying by the time step t.
The parameters γ SD , γ PE and γ B are the self-discharge, power electronics and battery energy efficiencies, respectively. As our tested systems have no power electronics and low self-discharge rates, it is reasonable for us to assume that both γ SD and γ PE are equal to 1. Here γ ≤ 1 B , which indicates that to supply the grid at an average rate equal to P t D , the battery must discharge at an average rate of γ
, which is always greater than or equal to P t D . For all applications, physical constraints on the battery are imposed, so the internal state of charge (SOC) remains within a preset range . Note that the CAISO penalizes the resource if energy is promised and not delivered. The 20-80% SOC range is the largest range we could use to ensure that all of the batteries safely completed the entire duty cycles. The amount of charge and discharge in any time period is constrained by the maximum power rating, which determines the maximum and minimum charge and discharge rates (max P C , min
). The economic model was made for a 1 MWh ESS (the power rating can vary) and scales linearly for any sized ESS.
The energy-to-power (E/P) ratio describes the ratio of the available energy of the ESS to the maximum charging power 10 . The higher the E/P ratio, the more complicated or richer the duty cycle. This is because when a profitable cycle is expected, the optimal use of the ESS involves utilizing the maximum amount of discharge or charge possible, bounded by both the power rating and the state of energy. For a higher E/P ratio, the set of possible charge/discharge cycles for each application rises. Thus, the optimization procedures are now to choose from a larger set, hence most often we obtain more charges/ discharges and therefore a more complex set of duty cycles. In this article, we develop duty cycles for ESSs with effective E/P ratios of 1 and 3. We then present the results of the performances of several battery chemistries that perform these duty cycles. Batteries have a limited amount of energy, and so for our cell-level testing, adjustments to the E/P ratios were realized in adjustments in the power used by the battery. The parameters discussed above are intrinsic to the ESS that are common across all the applications. The application-specific optimizations are explained briefly below and in more detail in Methods.
Revenue and duty cycles
The application duty cycles were primarily designed to maximize the potential revenue of an ESS in one of the products that the CAISO offers. Our approach followed and extended the Electric Power Research Institute methods and tools for the evaluation of electricity storage laid out in the 2013 handbook written by Sandia National Laboratories 11 as well as being tailored towards the California market. The handbook outlines potential grid applications and energy storage technologies that could take advantage of these. The methods involve identifying opportunities, understanding the requirements of the grid, distinguishing between monetizable and incidental benefits, and finally creating energy-storage business cases. The prices used were those for the LA JOLLA 006 node, which is the appropriate node for a study out of the University of California, San Diego. For each application, we chose a representative set of cycles that occur often.
The time-shift application in the DAM works by charging the ESS when the forecasted price of energy is low, and then discharging the ESS when the forecasted price of energy is high [2] [3] [4] 6, 12 . The congestion-relief application is similar to that of the energy time shift. However, the batteries that perform this function serve to free up bottlenecks in electricity transmission and so more charge/discharge events occur 7 . The flexible ramping application accounts for the power fluctuations required to adjust to energy delivery over periods of the order of five minutes 6 . Lastly, the frequency-regulation application is designed to synchronize the supply and demand on the electricity grid 2, 12, 13 . It is important for the storage system that performs this task to be able to respond quickly to pulsedpower, regulation-up and regulation-down signals. It is important to note that the regulation application assumes that the ESS is operated in the non-REM (Regulation Energy Management for a NonGenerating Resource) mode. This means that the owner of the ESS maintains control over the SOC of the device.
To calculate the revenues and duty cycles for the time-shift application in the DAM, we obtained the price in the form of the locational marginal price, load and forecast load data from the CAISO website for hourly prices over the period from January 2012 until the end of 2014. We used these data to generate forecasts for each hour of each day for the last year of this period using a model for each hour of the day that incorporated past prices (one year) and load data. Forecasts were made at 10:00 the day prior to scheduling the storage device (this is the rule for participating in the California DAM) using only past data. The forecast data were used in conjunction with a linear programming optimization to construct a schedule for each day that maximized the expected revenues based on the forecasted prices, where use of the storage device was constrained by the efficiency and energy of the device as per the described model ( Fig. 2) for the battery. This optimization produced actual daily revenues based on the actual prices realized, as well as a duty cycle for the operation of the battery. The locational marginal price consists of the marginal cost of energy, marginal cost of congestion (MCC) and marginal cost of loss components. For the congestion-relief application, we undertook the same steps as for the time-shift application, but schedules were optimized to minimize the congestion at the node as defined by the MCC. This has the effect of charging when congestion is low and discharging when congestion is high.
For the regulation and ramping markets, revenue is gained through offering the service (in the form of capacity payments), as well as energy payments when called upon to provide the service. By the CAISO rules, capacity payments are payments made for providing the opportunity for CAISO to add or remove energy, which are paid for regardless of whether or not energy is provided. Our optimization algorithm used simulated data and capacity payment data. Forecasts were made 75 minutes prior to scheduling the storage device (this is the rule for participating in the California RTM) using only past data. For regulation markets, a single week of statelevel demand data was available at the time of the study. Capacity payment data were available for the regulation market, and we constructed forecasts for prices as in the time-shift application. For the ramping market, at the time of the study, no market was in place, so we built a model based on the description by CAISO and used a fixed capacity price of US$5 MW -1 . This is the lower end number that the CAISO used in their explanations for how it might work in their Draft Technical Appendix published in June 2015 14 . In these two applications, the ESS owner cannot determine the SOC because it is unknown if the service will be called upon. We ensure that the SOC stays within its limits by tracking the bounds on it (which are known) and periodically charging and/or discharging in the RTM to return the battery to a known SOC.
For the time-shift and congestion applications, the duty cycles produced fluctuated hourly for two years, and for the regulation and ramping applications they fluctuated every 15 minutes for two years. These duty cycles were condensed into schedules for battery testing by choosing a one-week duty cycle representative of the two years of cycling.
Important battery parameters and their relationships
There is a large amount of research on the advantages and drawbacks of a variety of potential electrochemical storage technologies for their use on the grid 10, 11, 13, [15] [16] [17] . Five different battery chemistries were used for testing in this article. Lithium ion batteries that contained LiFePO 4 (lithium iron phosphate; LFP) and LiNi 1/3 Mn 1/3 Co 1/3 O 2 (lithium nickel manganese cobalt oxide; NMC) cathodes paired with a graphite anode, as well as nickel cadmium (NiCd) and PbA batteries were purchased from reputable vendors (described in Methods). Finally, ' Alv' refers to aqueous-based sodium ion batteries received from Natron Energy (formerly Alveo Energy 18 ). The batteries from Natron Energy were engineering prototypes with significant room for improvement.
Battery manufacturers often only supply a single energy rating for a singular rated current. Although this is a common testing method that is arguably sufficient for common battery applications, to maximize the revenue obtainable on the grid, the relationship between the power output and energy capability needs to be carefully considered (differences in time-limited constant current and constant power cycling are shown in Supplementary  Fig. 1 ). We present a protocol utilizing Ragone plots 19 that allows us to select the optimum charging and discharging power to be used to maximize the revenue obtainable by the storage device. This method enables us to vary the E/P and SOC ratios utilized, and to partially account for the different energy efficiencies of each battery chemistry to maximize the battery's utility. By using this method, we more accurately depict how a battery would be used on the grid and can obtain more accurate efficiency and revenue estimates.
Predicting the efficiency and available energy at an operational power is difficult ( Supplementary Fig. 2 shows the result of a significant over-estimation of γ B ). To ensure the safe operation and successful completion of each duty cycle by each of the chemistries, the cells were cycled in a limited SOC window, which, as previously mentioned, we chose as 20-80% of the maximum capacity of each battery charged at max P C . This window was based primarily on the performance of the PbA and NiCd batteries, whose efficiencies were more difficult to predict. The larger cell-to-cell efficiency variation of the PbA and NiCd batteries when compared to the lithium ion batteries is seen in the larger standard error bars shown in Fig. 3d . This means that in the economic model described above, max S E actually refers to the energy of the battery that corresponds to the middle 60% of its entire energy capacity range at a given power, max P C . As there are penalties imposed for being unable to deliver the promised energy on the grid, ESSs on the grid operate in a similar manner.
Applications on the CAISO grid involve dispatches of controlled amounts of power for predetermined periods of time 20 . The effect of charging and discharging at the same constant power for onehour periods is shown in Fig. 3a for each chemistry. As the voltage is lower during charge than discharge and:
where P is the power, I the current and V the voltage, for equal power the current during discharge is higher than that during charge. This means the battery will run out of capacity if subjected to many of these steps. To maximize the revenue of the battery while operating in a safe SOC range, we set: To select the optimal value of max P C to be used by the battery in each application, we utilized our Ragone diagrams of each chemistry. These diagrams also allowed us to estimate the value of γ B for each chemistry in each application. An individual Ragone diagram of a PbA battery is shown in Fig. 3b . The battery was cycled at rates that correspond to E/P ratios of 20, 10, 5, 2 and 1 (from left to right) according to the rated energy of the battery. To obtain the correct max P C and max S E to use for the applications, the SOC range needed to be considered. We used the gradient of the splined Ragone diagram to solve equation (4) to find the optimum energy and power values:
C lim max lim min T
Here, E T refers to the total available energy of the battery should the entire SOC be used, SOC lim max is the upper SOC limit (as a proportion of the available E T ,which was set to 0.8 here), SOC lim min corresponds to the lower SOC limit and was set to 0.2. The operational energy, max S E , and maximum power, max P C , used for E/P = 1, are shown in Fig. 3b . Equation (5) gives max S E :
Once max S E and max P C are found, γ B is estimated by interpolating the voltaic efficiency of the battery at max P C . Fig. 3c and Fig. 3d show how the available energy and efficiency of each of the chemistries vary with power. The batteries were cycled at rates corresponding to E/P ratios of 20, 10, 5, 2 and 1 (from left to right) according to the rated energy of the battery. As well as providing us with a method to accurately replicate how a battery would be used on the grid, these Ragone diagrams give us an indication of characteristics of the chemistries that might be important for different applications. For example, although NiCd had generally poor efficiency (Fig. 3d) , it maintained good rate performance (Fig. 3c) when compared with PbA.
Relationships between duty cycles and battery chemistries
Once the parameters for each application and chemistry were calculated, the batteries were tested on the duty cycles. The time-shift and congestion applications involve periods of deep charge/discharge 2, 3, 10, 21 , whereas the ramping and frequency-regulation cycles are power-based applications and move smaller amounts of energy with each charge and discharge 2, 13, 22 . Supplementary Figs. 8-17 show the power profiles and the corresponding SOC of the battery chemistries. The duty cycles include an additional 'top-off ' step ( Supplementary Fig. 2 ), which allows us to extract from the efficiency its coulombic and voltaic components. The efficiency of each battery is calculated for each day of each duty cycle. Interesting interday variations occur due to the nature of the studied applications ( Supplementary Figs. 4 ,5,6 and 7 and Supplementary Note 1). In Fig. 4 , we show the average week-long efficiencies of each of the battery chemistries that undergo the different applications at E/P = 1.
It is known that the efficiency of a battery varies greatly with its chemistry 10, 15, 20, 23, 24 . For all the duty cycles, the lithium ion chemistries (NMC and LFP) had the highest efficiencies of the commercial batteries tested, whereas the NiCd chemistry had the lowest efficiency. The efficiency of the sodium-ion batteries (Alv) were impressive, yet inconsistent. These batteries were under development at the time, which probably led to the large interbattery variance. The results for E/P = 3, shown in Supplementary Fig. 3 , follow a similar trend.
Evaluating the performances of the chemistries undergoing the duty cycles yields two key insights. First, the duty cycles have substantially different effects on the efficiencies of the batteries. For all the commercial batteries, the efficiency during the time-shift application was always the lowest and was always highest for the frequency-regulation application. Second, the magnitude of the influence of the duty cycles on the efficiencies varies with each chemistry. In moving from the time-shift to frequency-regulation duty cycles, the energy efficiency, γ B , of the NiCd chemistry changes from 83.8 to 90.3%, a difference of 6.5%. For the PbA chemistry, γ B changes only from 88.1 to 90.0%, a difference of 1.9%. This mismatch in efficiency between chemistries and duty cycles becomes important in evaluating the use of a particular chemistry in different grid-scale applications, as is shown when combined with the revenue results.
Influence of battery efficiency on revenue
The results in Fig. 5 show how revenues improve as the energy efficiency, γ B , improves. For applications that require deep discharge (time shift and congestion) improvements arise, as for each opportunity to generate revenue, a larger amount of energy can be discharged to, or taken from, the grid. The linear increases in revenue follow as increases in efficiency simply increase the payment for each cycle. For regulation and ramping, the majority of revenue arises from capacity payments. The increasing slopes of the effect of efficiency on revenues arise as the greater available energy allows the storage to offer proportionally greater energy over time.
To establish a more real-world evaluation of the value of different chemistries in different applications, Table 1 reports the average efficiencies and revenues at those efficiencies where the efficiencies are found from the batteries that perform the appropriate duty cycles at E/P = 1. Examining revenues based on experimental efficiencies allows a greater insight into the relationships between the chemistry choices and the applications of the batteries. First, revenue calculations at full efficiencies are misleading, not only in the size of the revenue, but also they indicate that the best application of the battery is for applications like time shift or ramping. The results show that at 100% efficiency there is a statistically significantly higher revenue for time shift than for regulation. However, for high-efficiency chemistries, such as those based on the lithium ion (LFP and NMC), more revenue is generated in regulation than in time shift because of the differences in efficiencies across the applications. The second implication that arises is that there can be a strong variation of efficiencies across applications that shift the relative value of any application to each technology. For all the chemistries, efficiency is higher for the duty cycles that require lower fluctuations in the SOC, like regulation. However, the relative gains in efficiency (across duty cycles) differ across chemistries, being small for PbA and larger for the other chemistries. This has the result that for most of the chemistries, regulation improves revenue relative to time shift, which is not true for PbA. Finally, for a low revenue application, such as congestion relief, differences in efficiencies are far less important because the revenue is relatively flat over the efficiency of the battery, so lower-efficiency chemistries are relatively more valuable in these applications over the high-efficiency chemistries.
Conclusion
There is substantial variation in the potential revenue generation reported in the literature. By making modelling choices that replicate real-world applications as closely as possible and, when it is available, by using large amounts of data to construct our models, we have provided a reliable understanding of the potential revenues obtainable by an ESS on the California grid. We also developed a technique for accurately measuring the performance of cell-level battery chemistries undergoing duty cycles representative of these applications. This technique demonstrates the importance of understanding the efficiencies and rate performances of batteries subject to use. More importantly, contrary to the current literature, we show that to accurately gauge the potential revenue of an energy storage technology on the grid, it is insufficient to assume constant efficiencies across different applications. As an example, for the LFP battery, if one were to assume that the efficiency of the time-shift application (93.1%) was consistent across all of the battery applications, this would result in a substantial error in the calculations of revenue. For congestion, ramping and frequency-regulation applications, the percentage error in calculated revenue would be 6, 11 and 15% respectively. The combined results of our economic modelling and cell-level testing demonstrate that different grid-scale applications affect the energy efficiencies of different battery chemistries in different ways. These effects alter the relative value of each battery chemistry in each application, which potentially result in a change in the optimal chemistry-application pairings. To gain further insight into the different effects that application duty cycles have on ESSs, a larger variety of battery chemistries and energy storage technologies (including larger scale and more complete storage systems) will be tested. Longer-term testing will be completed to observe the effects of different application duty cycles on the lifetime performance of the different energy storage technologies. Finally, additional duty cycles will be created by exploring other applications as well as stacking multiple applications together.
Combining the effects of efficiency, lifetime performance and cost analyses of storage technologies with respect to each grid-scale application will provide a more nuanced understanding of the relative benefits of different technologies to be used to for grid-scale storage. This study illustrates the importance of considering the relationships between applications, chemistries and efficiencies to obtain the potential revenues of ESS on the grid and could result in a paradigm shift in the way that energy storage technologies are evaluated for grid-scale use.
Methods
Revenue and duty-cycle development. The CAISO provides public market results data via the Open Access Same-Time Information System web portal 25 . The primary node of interest is LAJOLLA_6_N001 at which energy imports/ ). We made forecasts of the price and load from January 2013 to December 2014. The forecasting model considered past prices and load data. Forecasts for each day were made and locked in at 10:00 the prior day as per the CAISO rules. Using these forecasted prices and loads and the physical limits and characteristics of the battery (Fig. 2) , a linear optimization program constructed the schedules for each day. These schedules were applied to the actual load and pricing data to give accurate revenue results. The algorithm also produced a 2 yr long duty cycle for the application. From the 2 yr long duty cycle, a representative week-long duty cycle was created. For the congestion application, the methods were almost identical to that of the time-shift application; however, this application was optimized to minimize the expected congestion component. This means that the battery charges when the MCC is low, and discharges when the MCC is high.
Ramping revenue. At the time of the study there was no market in place for the ramping application. To model the demand and energy prices we constructed a model based on the description by the CAISO 14 . The flexible ramping requirement is made up of two components, the part due to the net demand forecast change and that due to uncertainty over this net demand forecast. The CAISO attempts to find a percentile of the forecast distribution of energy supplied, constructed as a mean plus forecast error variation around the mean. These numbers are constructed by using the running of the market clearing algorithm at the time energy is committed (which has a forecast of demand change) and the value determined right before delivery. For our models, we use an approximation to determine, for any 15 min interval, whether or not the ramping up or ramping down markets will be operational. The reason we do not need the overall quantity of demand in these markets is that the storage devices we consider are very small relative to the overall markets, and hence we assume that the quantity demanded will be far in excess of the capacity of the storage device.
To do this in the absence of the results from the real-time algorithm that clears the market prices, we approximated the process using the 5 min load data available from the CAISO. These data are for all of California. We used these data to construct forecasts of the 5 min load using rolling forecasts. These forecasts were then used with the load data to construct whether or not demand for flexible ramping up or down is likely for any 5 min interval. However, bidding in the RTM is done on a 15 min basis. We aggregated to 15 min periods by assuming that if the market is operational for any 5 min period in the 15 min, then it is operational. For our revenue calculations, this means that if we have an energy bid in the RTM for a particular 15 min period and we have the capacity to offer ramping (typically, this means that if we are buying energy at full power, we allow the CAISO to reduce power and hence allow ramping down and then obtain less power than we contracted for, the opposite to that when we have a bid that is selling energy to the grid), then we can offer it so long as the market is operational. If not, we cannot make a bid in this market. We used a fixed capacity price of US$5 MW -1 . In the CAISO rules, there is no guarantee of the actual uptake of energy once a bid is confirmed. This means that the battery owner loses control of the SOC and must recharge it in the RTM. Due to the CAISO rules, this requires waiting 75 min after each use of the battery in the regulation market. The linear optimization program takes this stipulation and the forecasted prices of the RTM into consideration when producing the optimal schedule for operating in the regulation market.
Frequency-regulation revenue. For the frequency-regulation application, the capacity payment and mileage payment data were available from January 2012 to December 2014. Demand and pricing forecasts were constructed in a similar method to that of the time-shift and congestion cycles. The demand data for the frequency-regulation application were simulated. The CAISO only provides a single week of state level demand data in the form of an Automatic Generation Control (AGC) signal. The AGC signal provides the system-wide capacity procured every 4 s, giving 151,200 intervals. The data include values for the regulation down capacity, regulation up capacity and the AGC signal for procurement. The first two of these are positive, and the AGC signal follows the CAISO convention of being positive for energy supplied by generation (regulation up) and negative for energy removed by generation (regulation down). We aggregated these data to the payment period and constructed probabilities of up or down regulation demand based on the aggregate data (this is relevant because payments are also on the aggregate).
There are instances for which the AGC signal capacity is higher than the system-wide capacity indicated. For these, we set the AGC signal equal to capacity (this is ' AGC trimmed' in the data). For any 4 s interval (observation) we computed the proportional take-up of capacity in any period while preserving the sign that indicates regulation up or down. As discussed in the previous section on ramping, the application of the battery in this market (non-REM regulation) results in no guarantee of uptake of the offer for regulation services. We followed a similar strategy to that on ramping to ensure the battery did not exceed its SOC limits. Downtime waiting for charge/discharge in the RTM reduces the value of the battery in this application.
To model week-to-week variation through the 2 yr, we followed an approach in Donadee and Wang that models the demand using an AGC signal at the hourly level relevant for cost calculations 26 . In this model, demand for regulation up and regulation down is modelled as a function of the previous hour demand and a function of the AGC signal plus four variables that capture intraday seasonality using a Fourier approximation. We ran the regression for the week of data from the CAISO to estimate the coefficients of the model separately for regulation up and regulation down and estimated the residuals from these regressions. The 2 yr long demand sequence was then generated from these regressions (again separately for regulation up and down) using a nonparametric bootstrap.
Cell-level testing. Tests were carried out on the batteries using an Arbin Laboratory Battery Testing cycler. Each duty cycle was carried out on a separate battery. The lithium ion (LFP and NMC) and NiCd batteries were purchased from Tenergy [27] [28] [29] . The PbA battery was purchased from EnerSys 30 . The Alv battery was provided by Natron Energy (formerly Alveo Energy 18 ) and was under development at the time. Due to the availability of the batteries from Tenergy, the LFP and NiCd batteries were tested using two different form factors. These batteries differed only in the capacity of the battery. Using the Ragone method to calculate the correct max S E and max P C for each application ensured that the different sizes of the batteries had no impact on the efficiency calculations.
Ragone. Prior to each Ragone test, each battery underwent three break-in cycles, cycling at constant power at rates equivalent to E/P = 2 according to the manufacturers' advertised cell capacity between the manufacturer's specified voltage limits. A power cycle at a rate equivalent to E/P = 20 was then performed before carrying out the Ragone test. The Ragone test was executed by power cycling the battery at rates equivalent to E/P ratios of 20, 10, 5, 2, 1. The Ragone data shown in Fig. 3c,d is averaged over ten results for each battery chemistry.
As described in Fig. 3 , the estimations of max S E and max P C were made from the Ragone plot for each battery and each application for E/P ratios of 1 and 3. Subsequently, an estimation of γ B was interpolated from the voltaic efficiency versus power plot. Originally, we had used the energy efficiency at each power (Fig. 3b) , but this often resulted in an underestimation of the efficiency, and so we switched to using the voltaic efficiency. For the time-shift, congestion and frequency-regulation applications, the SOC limit (20-80%) was selected to ensure that all the battery chemistries could safely, and repeatedly, complete the week-long duty cycles. This limit was primarily based on the performance of the PbA and NiCd batteries, whose voltaic efficiencies were difficult to estimate. Supplementary  Fig. 2a shows the result of a significantly incorrect estimation of γ B for a NiCd battery. Due to the overestimation of the efficiency, the battery rapidly approaches and surpasses its voltage limits, which causes failure. Although extending the SOC limits allows a larger portion of the battery to be used, it ultimately leaves less room for error.
Time-shift and congestion testing. Prior to each duty cycle, the batteries were power cycled at the selected operational power for each duty cycle (max P C and max P D ). The maximum charge capacity of this cycle was used to calculate the SOC for the rest of the duty cycle. The power profiles of each duty cycle and the corresponding SOC of the different battery chemistries are shown in Supplementary Figs. 8a-17a (time shift) and 8b-17b. (congestion) . At the end of each day, a top-off step was performed (Supplementary Fig. 1b) . The batteries were discharged at power max P D to their advertised lower voltage limit, and then recharged at power max P C to the correct SOC to begin each day. For the time-shift and congestion applications, the economic results set this to 20% of the entire SOC range. In the literature, batteries are often charged and discharged to SOC limits based on capacity 7 . This artificially sets the coulombic efficiency to 100%. By adding this top-off step we are able to separate the energetic efficiency into its coulombic and voltaic components. This separation helps us to better understand the effects of the duty cycles on the chemistries (Supplementary Figs. 6 and 7) .
