This article presents a novel method for prediction of stationary functional time series, for trajectories sharing a similar pattern with phase variability. Existing prediction methodologies for functional time series only consider amplitude variability. To overcome this limitation, we develop a prediction method that incorporates phase variability. One major advantage of our proposed method is the ability to preserve pattern by treating functional trajectories as shape objects defined in a quotient space with respect to time warping and jointly modeling and estimating amplitude and phase variability. Moreover, the method does not involve unnatural transformations and can be easily implemented using existing software. The asymptotic properties of the least squares estimator are studied. The effectiveness of the proposed method is illustrated in simulation study and real data analysis on annual ocean surface temperatures. It is shown that prediction by the proposed SP (shape-preserving) method captures the common pattern better than the existing prediction method, while providing competitive prediction accuracy.
Introduction
When continuous-time records are separated into natural consecutive time intervals, such as days, weeks, or years, for which a reasonably similar behavior is expected, the resulting functions may be described as a time series. For this kind of functional time series, each observed trajectory is a random function. Researchers have proposed a variety of prediction methods for stationary functional time series. Besse, Cardot, and Stephenson (2000) proposed a non-parametric kernel predictor. Antoniadis and Sapatinas (2003) studied first-order functional autoregression curve prediction based on a linear wavelet method. Kargin and Onaski (2008) introduced the predictive factor method. Aue, Dubart Norinho and Hörmann (2015) proposed to use multivariate techniques.
Functional data, sometimes exhibit two types of variabilities, say, amplitude variability, which corresponds to the sizes of features of curves, and phase variability, which pertains to variation of locations of curve features. For example, Figure 1 presents the smoothed curve of annual ocean surface temperatures of seven consecutive years from 1957 to 1963 in the Niño 1+2 region, which is between the International Date Line and 120 • W. Each curve has a peak and a valley, corresponding to hot season and cold season. The time of hot and cold season in different years can be varied. Consequently, it is important to consider the phase variability in this case. However, existing research works only consider amplitude variability of functional times series, but not phase variability. An immediate result is that, the predicted curve may not show the common pattern of the population. When trajectories share a common pattern and meanwhile present phase variation, a typical technique researchers usually adopt is functional registration, which seeks to classify the total variability into two categories, amplitude variability and phase variability (see e.g. Srivastava and Klassen (2016) ). To the best of our knowledge, methods for prediction in functional data have not incorporated curve registration. To overcome this serious limitation, we develop a novel method for stationary functional time series, whose trajectories share a common pattern. Our goal is not only to give competitive prediction in terms of mean squared error, but also to preserve the underlying pattern for the predicted curve. The prediction method in this article involves the prediction of amplitude functions and warping functions. The major challenge is the prediction of warping functions, since they do not lie in a linear space, and thus ordinary linear models are not applicable. Warping functions must be monotonically increasing, and they are restricted to start and end at two fixed values. There are several ways to model warping functions. Generally speaking, all these methods seek to apply linear model to nonlinear objects.
It is noted that warping functions share similar properties with probability distribution functions. There are some papers on modeling probability density functions. A typical idea of these research works is to use some transformations ensuring that the transformed objects are still in a linear space. Brumback (2004) proposed a self-modeling method for monotone functions involving the transformation proposed by Jupp (1978) , which is a bijective map from the space of monotone increasing vectors to Euclidean space. Gervini (2015) used the Jupp transformation to study warped functional regression. In their works, the authors apply Jupp transformation to transform increasing vectors to unconstrained vectors. Peterson and Müller (2016) proposed to use the log quantile density transformation and log hazard transformation to map a density function into a linear Hilbert space. Guégan and Iacopini (2018+) proposed a nonparametric prediction method for probability density functions using centered-log transformation. Another way is to study the manifold structure of warping fuc-ntions. There are some works on linear modeling for manifolds. Cheng and Wu (2012) used local linear regression models to study the scale-to-manifold regression problem, where the covariate lies on an unknown manifold. Dai and Müller (2018) studied spherical PCA. They proposed to apply fPCA to the tangent vectors at the Fréchet mean of the sphere, and then use inverse exponential map to transform tangent vectors back into manifold objects. The square root of slope functions (SRSF) of warping functions are of unit norm, and thus lie on an infinite dimensional sphere, making it reasonable to apply spherical PCA on SRSFs.
However, all these methods have some limitations. One common characteristic of the first method is that the transformations all involve the "logarithm", sometimes necessitating a further re-scaling step. However, the major limitation of the "log" function is that it will make the image around zero significantly small, which is nearly impossible to be predicted. Besides, density functions lie in a nonlinear space, and it is always unnatural to use linear models directly. Regarding the second method, since SRSFs of warping functions only form the positive orthant of a sphere, without constraints, it is impossible to find a linear model with homogeneous coefficients for prediction. Some researchers may consider to apply functional linear mixed effect model (see Guo (2002) ), where each trajectory is considered to be a linear combination of shifted template functions. This method, however, cannot guarantee the resulting functions pertaining to the same pattern. All of these problems motivate us to find a new methodology to predict the stochastic process composed of warping functions.
We develop a novel method that can jointly predict the amplitude and warping functions. The major advantage of our method is that it does not require any unnatural transformations and it retains the predicted warping functions strictly in their original non-linear space. We first implement functional registration to obtain amplitude and warping functions. To predict warping functions, we propose a state-space model, in which the states are driven by a Markov chain. Spherical K-means clustering is applied to reduce the dimension of warping functions. In the model, we use finite prototypes to represent the nonlinear manifold of warping functions, where we assume each warping function can be expressed as the sum of its corresponding prototype and a random error. For the prediction of amplitude function, we propose a switching coefficient operator FAR model, in which the states of warping functions influence the coefficient operators. The predicted warping functions and amplitude functions are combined to obtain the final prediction.
In this article, several other issues will be addressed:
1. Since the real states in the state-space model are unknown in practice, the transition probability matrix of the hidden Markov chain has to be estimated through the estimated states instead of the real states. What can be said about the large-sample behavior of the estimator?
2. For the prediction of amplitude functions, is the fFPE criterion proposed by Aue et al. (2015) still available?
3. How can we quantitatively justify that the proposed method can preserve the common pattern well?
We give the solutions in the remainder of the paper. We study the asymptotic properties of the least squares estimator of the stochastic matrix in the state-space model with misclassification under consideration, and show that the fFPE criterion can be still applied for this method under some mild conditions. We find the quantity with which the estimator is consistent and the asymptotic distribution of the estimator. Based on the definition of shape space proposed by Srivastava and Klassen (2016) , we define the functional shape space as a quotient space with respect to time warping, and we propose to use amplitude distance to measure similarity in pattern/shape between two functions f 1 and f 2 :
where the superscript m means "minimized", γ is a warping function and · FR denotes the norm induced by Fisher-Rao metric. The l 2 prediction error is also provided for comparison of prediction accuracy.
The rest of the paper is organized as follows. In Section 2, we illustrate the modeling procedure for the stochastic process of warping functions and amplitude functions. In Section 3, we illustrate the joint prediction algorithm and a method of order selection for the state-space model. In Section 4, the shape space framework and the reasoning for using amplitude distance to measure shape similarity can be found. In Section 5, we derive the asymptotic properties of the least squares estimator of the stochastic matrix in the state-space model. In Section 6, we show the results of a simulation study comparing the prediction performance of the new method and an amplitude-only prediction method. In Section 7, we report the results of real data analysis on annual ocean surface temperatures. More simulation results and the technical proof can be found in the appendix.
2 Stochastic Process of Phase and Amplitude Variability
Amplitude and phase variability framework
In what follows, let (f n (t) : n ∈ N) be an arbitrary stationary functional time series defined on a common probability space (Ω, A, P ), where the time parameter n is discrete and the parameter t is continuous. We assume the following decomposition
The observations f n are elements of the Hilbert space H = L 2 [0, 1] equipped with the inner product x, y = 1 0 x(t)y(t)dt, and the norm of each Y n satisfies Y n = Y n , Y n < ∞. Define the mean curve and covariance function pointwise through
The warping functions γ n : H → H have the following property: γ n (0) = 0, γ n (1) = 1, γ n is invertible, and both γ n and γ −1 n are smooth. Let Γ denote the set of all such functions. The square root of slope function (SRSF) of γ n is defined as s n (t) = S(γ n (t)) = γ n (t), and a SRSF s n (t) can be transformed back into a warping function γ n (t) by applying S −1 (·) to it
where S(·) is a bijective map, andγ n (t) is the first-order derivative of γ n (t). It can be shown that S(γ n (t)) = 1.
Remark: In practice, we only observe f n , thus we need to apply functional registration algorithm to obtain Y n and γ n . In the following, we assume both (Y n : n ∈ N) and (γ n : n ∈ N) are already obtained. There are a few available functional registration methods (e.g. Ramsay and Silverman (2015), Srivastava and Klassen (2016) and Chakraborty and Panaretos (2017)) but we implemented the method of Srivastava and Klassen (2016) because the method avoids over-registration problem.
State-space model for warping functions
Since (γ n : n ∈ N) are not in a linear space, linear methods are not appropriate. Therefore we need to consider the manifold structure of warping functions. To do so, we study the SRSFs of (γ n : n ∈ N), whose manifold structure is the positive orthant of a sphere. We propose a state-space model with the following assumptions.
• The process is driven by a Markov chain, and each state c n of the Markov chain is associated with a fixed prototype warping function.
• The hidden Markov chain is an irreducible and ergodic process with a finite number of states;
• u n 's are random error functions with E[u n ] = 0, and given c n , u n is independent of c m and u m , m = n, and are such that the resulting functions (γ n : n ∈ N) are still warping functions.
Assume the Markov chain has g states, then each state c n can be represented by a state-indicating vector ω n . ω n is a g-dimensional vector, satisfying ω n,cn = 1 and ω n,i = 0, for i = c n . The state-space model is specified as follows:
here, (b j : j = 1, . . . , g) are the prototype warping functions. These prototypes can be viewed as a series of basis functions of Γ. P is the g × g stochastic transition probability matrix of the Markov chain.
Estimation of the state-space model
Since the hidden state and transition probability matrix are unknown in practice, we need to first estimate b j 's, ω n 's, and then P . We apply spherical K-means clustering to SRSFs of warping functions, and use the clusters centroids as the estimators of the SRSF of b j 's. The estimators of b j 's can be obtained by applying S −1 (·) to the cluster centroids,
wherep j is the centroid of the jth cluster of SRSFs. The classified categories of (s n : n ∈ N) are considered as the estimated state of (γ n : n ∈ N). More details are discussed below.
The standard spherical K-means clustering aims to minimize
(1 − cos(s n , p cn )) = (1 − s n , p cn ) over all assignments c of objects n to cluster c n ∈ {1, . . . , g} and over all SRSF representations of prototype warping functions p 1 , . . . , p g , and the selection of g will be discussed below. A typical projection and minimization procedure is repeated to obtain the estimators of the unknown c n 's and p j 's.ω n is a g-dimensional vector where only theĉ n 's element is 1 and the rest elements are zeros. We then estimate P by the least squares method, where ω n is replaced withω n , say,
The number of hidden states is unknown in practice, and we propose a cross-validation method in Section 3.4 to select g. We assume the selected g is correct, and will not distinguish between the selected g and the real number of states. Note that, using the R package skmeans, spherical K-means clustering algorithm can be implemented by the R function skmeans (see Hornik et al. (2012) ). The estimation procedure is summarized as follows:
Algorithm 1 Estimation of the state-space model
Step 1 Obtain the SRSFs of warping functions, s n = S(γ n ).
Step 2 Fix the number of states g, apply spherical K-means clustering to (s n : n ∈ N), then obtain the cluster centroids (p j : j = 1, . . . , g) and classified categories (ĉ n : n ∈ N). (ĉ n : n ∈ N) are the estimator of the unknown hidden states of the Markov chain.
Step 3 Apply S −1 (·) to (p j : j = 1, . . . , g) to obtain the estimated prototype warping functions, say,b j = S −1 (p j ), j = 1, . . . , g.
FAR process for amplitude functions
Recall that the amplitude functions (Y n : n ∈ N) are defined in H. The notation Y ∈ L p H = L p H (Ω, A, P ) indicates that, for some p > 0, E[ Y p ] < ∞. By spectral decomposition, we have the following expression of the covariance operator C of any Y ∈ L 2 H , 
The coefficients ( Y n − µ, ν m : m ∈ N + ) in this expansion are called the fPC scores of Y n .
Without loss of generality, we assume the mean of the functions Y n is zero. The higher-order FAR(p) model is defined by the stochastic recursion,
There are two basic assumptions: (1) ( n : n ∈ N) is an i.i.d. sequence in L 2 H with E[ n ] = 0, and (2) the operators Φ j are such that the above equation possesses a unique stationary and causal solution.
Here, we adopt the procedure in Aue et al. (2015) . They fit a vector autoregressive model (VAR(p)) to the emperical fPC score vectors (Y e n : n ∈ N), where the superscript "e" means emperical. The algorithm can be summarized as follows:
The selected of p, d is the minimizer of the fFPE (final functional prediction error) criterion function
z n z n , where (z n : n ∈ N ) are the prediction residuals.
Joint Prediction Methodology
After separating phase and amplitude components, it is natural to consider how to predict the two components jointly, since these two sequences are not necessarily independent of each other. Here, we Algorithm 2 Prediction of functional time series
Step 1 Fix d. For n = 1, . . . , N , use the data Y 1 , . . . , Y N to compute the vectors Y e n = (y e n,1 , . . . , y e n,d ) ,
containing the first d empirical fPC scores y e n,l = Y n ,ν l .
forŶ e N +h with an appropriate multivariate algorithm.
Step 3 Use the functional object
propose the shape preserving (SP) method which is novel prediction algorithm method that jointly predicts the amplitude and phase functions of future curves. Since warping functions and amplitude functions are defined in two different spaces, we need to find a common space for these two kinds of functions for the joint prediction.
Prediction of warping function
We convert the stochastic process of warping functions into a Markov chain by applying spherical K-means clustering to their corresponding SRSFs, as has been discussed in section 2.2. In order to incorporate the correlation between phase and amplitude variability, we also assume the same kind of state-space model for the sequence of amplitude functions, and apply K-means clustering to estimate the hidden states of amplitude functions. Similarly, the classified categories are treated as the estimation of hidden states. Figure 2 shows the framework. where ω indicates the true state andω indicates the estimated state, and superscripts (a) and (f ) refer to amplitude and phase variability, respectively. These two sequences could be correlated due to the dependence of phase and amplitude variability. We combine the two categorical sequences to obtain a new sequence,ω n = (ω We propose to use least squares method to estimate the transition matrix P of this combined estimated Markov chain, where P is a gl × gl matrix, g is the number of states of phase variability and l is the number of states of amplitude variabilty. When the sample size is small, we might need some ad-hoc adjustments to ensure the estimated matrix satisfies the constraints of a stochastic matrix. We can do the adjustment by solving the optimization problem
where P M is the set of all probability transition matrices, and · F is Frobenius norm, andP LS is the original least squares estimator of P . The predicted state iŝ
n+1 is the predicted state-indicating vector of the next warping function, which is obtained fromω n+1 , then the predicted warping function iŝ
whereb j 's are the estimated prototype warping functions.
Prediction of amplitude function
Without loss of generality, we assume the amplitude functions have mean zero. We propose an FAR model with switching coefficient operators for the prediction of amplitude functions. The coefficient operator is determined by the state of the previous warping function. Suppose c (f ) n is the hidden state of γ n , then the proposed model has the representation
where ( n : n ∈ N) are centered, independent and indentically distributed innovations in L 2 H , and Φ
: H → H are bounded linear operators such that the above equation has a unique stationary and causal solution.
Estimation and Prediction
The estimation procedure is inspired by Aue et al. (2015) but with the appropriate modification that is more directly suitable for our purpose. We propose to separate the total sum of squares of the error terms with respect to the hidden states of warping functions and then minimize the g sub-SSEs to obtain the g sets of estimated coefficient operators. More details are discussed below.
We obtain the estimation of {Φ
. . , g, by minimizing the objective function
By simple decomposition, we have
where N k is the number of Y n+1 of which the previous function f n 's warping function is of state k. Then we can minimize the following quantity to obtain the estimation of {Φ
We apply the multivariate technique to estimate (Φ (k) h : h = 1, . . . , p) for each k, that is, the functions (Y n : n ∈ N) are projected onto a finite dimensional sub-eigenspace through fPCA, and the unknown operators are estimated in that finite dimensional sub-space. AssumeΦ
Remark: The final expression is binary. In practice, we can also try the weighted predictor,
The weighted predictor have smaller variance but larger bias. The probabilities of states (P (ĉ N = k), k = 1, . . . , g) need to be estimated under some principle, for example,
. When the warping functions can be well classified, we can adopt the binary predictor, otherwise, we can try the weighted predictor.
Parameter selection
It can be shown that we can still use the fFPE criterion in Aue et al. (2015) to select the order and dimension of the sub-eigenspace for prediction. Since the eigenfunctions are orthogonal and the fPC scores are uncorrelated, the mean square prediction error can be decomposed as
where · denotes l 2 norm. The decomposition reveals the trade-off between bias and variance. As for the first summand, assuming (Y n : n ∈ N) follows a d-variate VAR(p) process with switching coefficient matrix, that is,
where Z n is the error term. It can be shown that (see, e.g., Lütkepohl 2006 
where c (f ) N is the hidden state of γ N , and N k is the number of γ n of the kth state, and a n ∼ b n means a n /b n → 1. Replacing tr
thus the selection of p, d can be performed with the modified fFPE criterion given by,
Remark: This is a generalization of the fFPE criterion proposed by Aue et al. (2015) . It is hard to find an unbiased estimator for Σ d Z because of misclassification, but when the misclassification probability is small, the bias tends to be negligible. In most cases, we do not know the real hidden states, so we cannot distinguish the real states and the estimated states.
Algorithm
The prediction algorithm proceeds in four steps. First of all, implement functional registration algorithm to separate amplitude and phase variability. Assume the number of hidden states of phase variability resp. amplitude variability, say, g resp. l are already known a priori or estimated by the data, obtain the state-indicating vector of the estimated hidden state of warping function (ω The one step ahead prediction for the state-indicating vector of warping function iŝ
The corresponding predicted warping function iŝ
Next, fix the dimension d and order p, and fit a FAR(p) model with switching coefficient operators to predict the next amplitude function, say,
The last step is to apply the predicted warping function to the predicted amplitude function, and the final predictor iŝ
We summarize the algorithm as follows:
Algorithm 3 Two-stage prediction algorithm (one-step ahead)
Step 1 Apply functional registration algorithm to obtain the amplitude and warping functions Y n 's and γ n 's.
Step 2 Apply spherical K-means clustering algorithm and K-means clustering algorithm to the SRSFs of warping functions and the amplitude functions, respectively. Construct a multivariate Markov chain from these two sequences (amplitude and phase) to predict the next warping function γ N +1 .
Step 3 Predict the next amplitude function based on an FAR model with switching coefficient operators. We haveŶ
Step 4 WarpŶ N +1 byγ N +1 to obtain the final prediction,f N +1 =Ŷ N +1 •γ N +1 .
Data-driven selection of the number of states
To the best of our knowledge, there is no widely accepted procedure for order selection of hidden Markov models. The selection of states number is a trade-off between bias and variance. A large number of states will reduce bias, but will increase variance since we have more parameters to be estimated. Considering that our purpose is prediction, we propose an approach based on prediction error. The prediction performance is evaluated by two metrics, say, l 2 distance and amplitude distance. Assume that we had a large test data-set D test which is an independent copy of the dataset used for model fitting. We can, for example, use the first 80% curves in D test to fit a model with g states, and predict the rest 20% curves with the fitted model, and then calculate the average l 2 distance and amplitude distance between the predicted curves and the curves to be predicted. We can refer to these two average errors for order selection.
In practice, we may not have a large sample size, and we cannot reserve a large fraction of data for test procedure. In this case, we may apply the idea of Monte-Carlo cross-validation (see Shao, J. (1993) ). We choose a fraction of α% consecutive curves for training and the rest curves are used for testing. This procedure is repeated multiple times where the partitions are randomly chosen on each run. We choose a group of candidate state numbers. The two average errors are computed for models with different candidates, and we choose the state numbers with the most decent errors.
Shape Similarity
One of the main questions considered in this article is: what is a good measurement of shape similarity? In order to compare shape of different trajectories, we need to formally define the functional shape space E. We also need a distance to evaluate pattern similarity. We propose a novel principle that, if a function can be warped into another, then the two functions are considered to be of the same shape.
Here, we shall follow the convention that shape is independent of scale and location (Srivastava and Klassen (2016)), so we first re-scale functions, so that they are of unit norm, and start at the same value. Then we study the shape difference of the thus obtained set. This resulting space L is termed pre-shape space. In the functional shape space, we will unify the shape representations, that is, obtain the unification of all points in pre-shape space representing the same shape. The functional shape space is a quotient space of L with respect to warpings.
Functional shape space
We define an equivalence relation on E as follows: let f 1 , f 2 be two elements in the pre-shape space, f 1 ∼ f 2 if there exists a warping function γ such that f 1 = f 2 • γ. Then for any element f in the pre-shape space, the set of all warped functions of the function f are considered as an element of the functional shape space E, that is,
where Γ is the space of all warping functions. Based on our definition, the distance d([f 1 ], [f 2 ]) between two shape objects should be invariant to warpings. Before we give the distance for measuring shape similarity, we first briefly introduce the Fisher-Rao metric.
Fisher-Rao metric
Fisher-Rao metric is fundamental to the registration algorithm of Srivastava and Klassen (2016) . Let H be the functional space we consider, for any f ∈ H 0 = {f ∈ H :ḟ > 0}, and ν 1 , ν 2 ∈ T f (H), where T f (H) is the tangent space of H at f , the Fisher-Rao metric is defined as the inner product
One advantage of the Fisher-Rao metric over Euclidean metric is that it avoids the over-registration problem (Srivastava and Klassen (2016)). One important property of Fisher-Rao metric is invariance of simultaneous warping: for any γ ∈ Γ,
An immediate consequence of this property is that the registration between two functions is unique, which is important for defining a distance in the shape space.
Under the SRSF representation, the Fisher-Rao Riemannian metric on H 0 becomes the standard L 2 metric (see [21] , pp. 105). We can take this property and write the geodesic distance under the Fisher-Rao metric explicitly as
The Fisher-Rao metric is defined only on a subset H 0 ⊂ H, but under SRSF representation, we can generalize it to H endowed with l 2 metric. We call the L 2 metric on SRSF representation space the extended Fisher-Rao metric.
Amplitude distance
We shall use the amplitude distance, which has been shown to be a proper distance on the functional shape space, to measure the similarity of pattern/shape,
which makes E = L/Γ a metric space. If two functions are of the same shape, then the amplitude distance is zero. The geodesic distance under the Fisher-Rao metric is invariant to simultaneous warpings. Therefore, the effect of phase variability will not influence the amplitude distance between two functions, say, inf
and thus the amplitude distance between two shape objects is unique. This is the main reason why we use amplitude distance to measure shape similarity.
Remark: In this paper, we use both the amplitude distance and the Euclidean distance to evaluate the prediction. Neither of the distance can evaluate the prediction well individually, as we consider both amplitude and phase variability.
Theoretical Results
We use the least squares method to estimate the unknown transition probabilities, and we aim to find the asymptotic properties of the estimator. It is known that the least squares estimator of the stochastic matrix of a Markov chain is consistent and asymptotically normal (see van der Plas (1983)). However, since the real hidden state of warping and amplitude functions need to be estimated, the least squares estimator of the transition matrix P is not necessarily consistent with P .
In order to establish the asymptotic property of the least squares estimatorP , we make the following assumptions.
Assumptions A1. The Markov chain (ω n : n ∈ N) is stationary and ergodic, and has finite states;
A2. The estimated prototypes are obtained from an independent copy of observations, and thus the estimated stateω
A3. The number of states g is known;
A4. The misclassification probabilities are the same for all f n ;
A5. The g 2 × g 2 matrix A = {a ij } where a ij = 2E{ ∂ω0 P ∂θi , ∂ω0 P ∂θj } is positive definite.
Remarks: Note that Assumption (A2) is compatible with the assumption on the state-space model's error u n . Based on the model assumption, the estimated stateω n is only related to the real state ω n and the random error u n , so the second assumption is a natural consequence of the assumption on u n . Assumption 2 means, given the corresponding real state, the estimated state will be independent of all other states. This is a reasonable assumption, since as the sample size grows large enough, the estimated prototype functions will tend to be uncorrelated with any individual function, and we can assume that the estimated state is only related to the corresponding actual state.
The Bayesian theorem implies the following propositions. .
Remarks: Proposition 1 implies the transition probability of the estimated Markov chain. We show that the least squares estimator for the estimated Markov chain is consistent with
n+1 |ω (f ) n ,ω (a) n )} and asymptotically normal.
The least squares estimator is defined as the minimizer of the following quantity
whereω n =ω (f ) n ⊗ω (a) n .
By Proposition 1, we have E[ω n+1 |ω n ] =ω n P .
(5-1)
Then we have the following theorem for the least squares estimator, which is a generalization of the result of van der Plas (1983). In the paper. the author considers aggregated Markov chains, but it is not necessary to assume the process is a Markov chain. It is enough to have condition (5-1). First we state the following lemma from van der Plas (1983). Lemma 1. Let (X n : n ∈ N) be a stationary and ergodic process with values in a Euclidean space E. Let Θ be a compact subspace of some Euclidean space. Let F be a real valued measurable function on E × θ such that F (x, θ) is a continuous function of θ for all x ∈ E. Define φ(x) = sup θ∈Θ |F (x, θ)| for all x and assume that E(φ(X 0 )) < ∞, then
a.s. uniformly for all θ ∈ Θ.
Then we can derive our first result from the above lemma. Remark: From Theorem 1, we know that the estimatorP does not converge to the real transition matrix P , but to another stochastic matrix P .
Before dicussing the asymptotic normality ofθ N , we introduce the following notations:
Define
where F i (n, θ) = ω n −ω n−1 P,ω n−1 ∂P ∂θ i , θ = vec( P ), and define F n = ω n − 1 2ω n−1 P ,ω n−1 P .
We have the relationship
Further we need the following lemma concerning the mixing property of {F n }, which is an extension of the result in Athreya and Pantula (1986).
Lemma 2. Suppose that (ω n : n ∈ N) are the state-indicating vectors of the estimated Markov chain with transition probability matrix P on a state space (S, S). Assume there exists a probability distribution π on (S, S) such that P y (ω n ∈ ·) − π(·) → 0, as n → ∞. Then {F n } is strong mixing for any initial distribution of F 0 , and the mixing coefficients satisfy ∞ m=1 α(m) < ∞.
We now show that √ N (θ N − θ), whereθ N = vec(P N ), converges to a normal distribution, as N → ∞, from the following theorem of Ibraginov (1962) , which establishes the asymptotic normality for univariate strong mixing process.
Theorem 2. Let (X n : n ∈ N) be a centered strictly stationary, strong mixing sequence. Suppose there exists B < ∞ such that |X n | < B a.s. and ∞ m=1 α(m) < ∞. Then
and if σ > 0, as N → ∞,
Then, for the sequence of least squares estimator {P N : N = 1, 2, . . .}, we have the following theorem.
Theorem 3. Under Assumptions (A1)-(A5) hold, and (ω n : n ∈ N) are the state-indicating vectors of the estimated Markov chain with stochastic matrix P , we have
where Ω = A −1 ΣA −1 , and
Remarks: From the theorem, we know the estimation of the transition probability matrix is consistent and asymptotically normal. Therefore, it is safe to use the SP method for prediction, as the estimation will behave stably with large sample size.
Simulations
Finite sample simulations were implemented to illustrate the effectiveness of the SP method. The method was tested on an FAR(1) process with phase variability. In each simulation run, 200 (or 500) functions were generated, and the first 90% of simulated trajectories were used to do one-step ahead prediction for the remaining 10% of trajectories. Each simulation run was repeated 10 times. The warping functions and amplitude functions were simulated separately. We implemented two simulation settings. In the first set-up, we first simulated a Markov chain and a series of prototype warping functions followed by the actual warping functions. In the second set-up, the current warping function was generated to be a weighted average of the previous warping function and an error warping function. The prediction performance was compared through two different metrics, namely the l 2 distance and amplitude distance. In the situation where the variation in the phase accounts for most of the variation in the functional time series, these numerical experiments demonstrated the superiority of the proposed SP method.
First simulation setup

Simulation of warping function
Based on the properties of B-splines (de Boor 1978), we generated the warping functions by the following procedure. We first generated four prototype warping functions. The B-spline scores of the four prototypes were generated as follows:
1. Four 6-dimensional vectors with positive elements, (ξ i1 , . . . , ξ i6 ), i = 1, 2, 3, 4, were specified to determine the first-order derivative of the prototype warping functions;
2. The vectors obtained in the first step were transformed as follows:
Then concatenate zeros to the vectors (φ i2 , . . . , φ i7 ) for i = 1, 2, 3, 4 to finalize the score vectors of prototype warping functions.
The four score vectors for the prototypes φ i = (φ i1 , . . . , φ i7 ) were constrained to satisfy φ i1 = 0, φ i7 = 1 and φ i1 < φ i2 < . . . < φ i7 . The warping function prototypes were represented by the B-spline functions (the B-spline functions were generated by R function in package fda)
The error warping functions, denoted γ e n , were generated through the same procedure. The state of warping functions are simulated under a Markov process. The probability transition matrix has the representation
Each state is associated with a prototype. The final warping functions were obtained by
where 0 < τ < 1 is a positive value determining the proportion of signal, c (f ) n is the simulated state of the nth warping function.
Simulation of amplitude function
Amplitude functions were generated with the same seven B-splines, where the scores of the third and the fifth basis splines were significantly larger than those of the other basis splines. Thus all curves have the same two-peak pattern. The two pronounced scores jointly follow a VAR(1) process with switching coefficient matrix, and the amplitude functions were obtained by the basis expansion a n (t) =
The VAR(1) process has 4 coefficient matrices, which are determined by the state of warping function,
where e n ∼ N (0, Σ), Σ = diag(0.02, 0.02), and the largest eigenvalues λ 1 of Φ (c (f ) n ) are all 0.8. The other scores independently follow N (1, 0.1). The functional time series trajectories were obtained by applying the warping functions to the amplitude functions, f n (t) = a n (γ n (t)), Figure 3 and Figure 4 show the simulated warping functions and the simulated functional time series for different τ 's. The number of state of the amplitude function was set to be 2, and the warping functions have 4 hidden states, which was determined by Monte-Carlo cross-validation. From the simulation, we can see the prediction accuracy of the SP method is competitive, and the shape of the predicted curve by the SP method is more similar to that of the corresponding true curve. Table 1 -3 show the average l 2 prediction error (l 2 ) and amplitude difference (FR) for p = 0.3, 0.6, 0.9, N = 200, 500 and τ = 0.2, 0.3, 0.4 with λ 1 = 0.8 (variance of error is shown in the parentheses). The shape-preserving prediction method will always capture the shape better than the amplitude-only prediction method. The shape-preserving method can even give more accurate prediction when the warping functions can be predicted well. Throughout the simulation section, "SP" represents the shape-preserving prediction method, and "AO" represents the amplitude-only prediction method (see e.g. Aue et al. (2015) ). More simulation results for cases where λ 1 = 0.6, 0.4 can be found in the appendix. Table 3 : Fisher-Rao dissimilarity distance and l 2 distance for τ = 0.2
Second simulation setup
In the second setup, the simulation of the amplitude functions is similar to the procedure in the first setup. The difference is that we used an ordinary VAR model, instead of a switching coefficient VAR model. The major difference is the simulation of warping functions, which is discussed below.
In this simulation setup, we used the same procedure to simulate a sequence of error warping functions, and the simulated warping function are given by the following recursion equation
where β takes value in (0.3, 0.5, 0.7). Smaller value of β indicates higher phase variability. Figure 5 shows the simulated functional time series for different β's. By cross-validation result, the selected order of amplitude and warping functions are 2 and 4 respectlvely. Table 4-6 show the average l 2 prediction error and amplitude distance between the predicted curves and the corresponding real curves for different value of λ 1 , and similarly, λ 1 is defined as the first eigenvalue of the coefficient matrix in the VAR model. Table 4 : Fisher-Rao dissimilarity distance and l 2 distance for λ 1 = 0.4 Table 5 : Fisher-Rao dissimilarity distance and l 2 distance for λ 1 = 0.6
In general, the SP method cannot outperform the amplitude-only method with respect to l 2 mean squared error, as the amplitude-only method is designed to minimize the l 2 prediction error. What is attractive is that, the prediction accuracy of the SP method shows to be competitive, and the Table 7 : Mean squared error (amplitude distance) τ = 0.2 advantage of shape-preserving of the SP method is very pronounced, especially when the data shows strong phase variability.
Robustness of the number of states
To show the prediction by the our SP method is robust with the number of states, we apply Monte Carlo cross-validation on 1000 simulated curves with different states number. In each case, the l 2 prediction error and amplitude distance between the predicted functions and the corresponding actual functions are obtained. The number of states of warping functions is 3,4 or 5, and that of amplitude functions is 1, 2 or 3. Table 7 ,8 show the two kinds of errors under the first simulation setup (p = 0.9, τ = 0.2, 0.4), and Table 9 ,10 show the results of the second simulation setup (β = 0.3, 0.7). Each simulation run is repeated 10 times, and in each run, 80% curves are randomly selected to predict the rest 20% curves. It is noted that the prediction by the SP method is robust with the states number.
As the correct number of states in the first simulation setup is known to be 4, so there is significant improvement if we choose 4 prototypes for the warping functions.
Analysis of the Ocean Surface Temperature
As oceans cover more than 70% of the earth's surface, the temperature of the ocean surface plays an important role in the interaction between air and water, thus further influencing atmosphere. As the atmosphere greenhouse gas levels increase, the oceans absorb more heat and ocean surface Xie et al. (2016) ). Therefore, it is important to develop statistical methods that give accurate predictions of curves of ocean surface temperature. Our proposed method is inspired by this problem of high significance.
The ocean surface temperature (SST) data for the Niño 1+2 region is provided on the Climate Prediction Center website (http://www.cpc.ncep.noaa.gov/data/indices/ersst3b.nino.mth.81-10.ascii). In our study, we used annual SST curves from 1950-2015 (64 years); each annual curve consists of monthly SST readings. We using 11 B-splines to transform the monthly records into smooth functions for each year. Two curves with obviously different pattern are removed. Thus, the dataset contains a total of 64 annual SST functions. In our preliminary analyses, we produced plots of yearly curves that clearly display natural phase variability (see Figure 1 ). These suggest the importance of using a statistical procedure that has the ability to separate amplitude and phase variability before prediction.
As a first step, the phase and amplitude components were separated. As the sample size is not large enough, we did not consider the interaction between phase and amplitude. We chose 2 prototype warping functions to represent phase variability.
The smoothed curves, registered curves, warping functions, and prototype warping functions are shown in Figure 6 . We applied the prediction method in Aue at el. (2015) to do one-step ahead prediction for the amplitude functions. The unknown coefficients were re-estimated for each prediction, that is, f k , . . . , f k+49 were used to fit a certain model for every k, where k = 1, . . . , 14. Then, the out-of-sample prediction for the value f k+50 was made. Finally, the final predictions were evaluated by mean squared prediction error and amplitude distance. The average l 2 prediction error and amplitude distance were computed as Shape-preserving method: d l2 = 0.894, d The SP method preserves the shape of temperature trajectories better than the amplitude-only method, and the prediction accuracy is competitive. 
Conclusions
In this paper, we developed the SP method which is a new prediction method for stationary functional time series with a common pattern. It is the first method that incorporates functional registration into prediction, and thus the first method to consider phase variability in prediction. The prediction algorithm is a step-wise procedure, amplitude and phase components are predicted jointly, and the two predicted components are combined to form the final prediction.
The SP method has two main advantages. First, if the curves possess similar patterns, and significant phase variability, a large number of principal components is needed to capture the pattern, which will increase model complexity. Comparatively, the new methodology separates amplitude and phase components first, thus the model can capture the shape better. Second, the method is "natural" in the following sense. i). S(·) is a bijective transformation, thus we do not need further adjustments to transform a SRSF back to a warping function, which avoids further bias; ii). The method does not directly apply linear models to non-linear objects, making the prediction natural and avoiding extremely small values resulting from the "logarithm". The simulation study and real data analysis of annual ocean surface temperature data show the SP method is superior to the amplitude-only method in capturing the common pattern of trajectories, and meanwhile will produce predictions with competitive prediction accuracy.
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Appendix: Proofs
Proof of Proposition 1. By Bayesian theorem,
and by assumption 2-3,
.
Consequently, we have the result.
Proof of Theorem 1. The first part holds since P is in a compact set and L N is a continuous function. We now show the second part.
Since (ω n : n ∈ N) is an ergodic process, thus (ω n : n ∈ N) is also ergodic. Hence by Lemma 1 we have, Proof of Lemma 2. Define F n m = σ(ω m , . . . , ω n ),F n m = σ(F m , . . . , F n ), and assumeÊ ∈F n 0 and F ∈F ∞ n+m , then we have
By similar argument, we have,
Therefore we have,
Since P m−1 (ω n ∈ ·) converge to π(·) exponentially fast, so we have α(m) < ∞.
Before presenting the proof of theorem 3, we first introduce the following lemma (Ibraginov (1962) ).
Lemma 3. Suppose the stationary process {F n } is a strong mixing sequence. If the random variable ξ is measurable with respect to σ(F −∞ , . . . , F n ), and the random variable η is measurable with respect to σ(F n+k , . . . , F ∞ ), and if |ξ| < C 1 , |η| < C 2 , then cov(ξ, η) ≤ 4C 1 C 2 α(k).
Proof of Theorem 3. Rewrite F i (n, θ) as
and by Lemma 1, we have
It can be shown F i (n, θ) is a centered stochastic process:
E{F i (n, θ)} = E ω n −ω n−1 P , ∂ω n−1 P ∂θ i = E E ω n −ω n−1 P , ∂ω n−1 P ∂θ i ω n−1 = E E ω n −ω n−1 P ω n−1 , ∂ω n−1 P ∂θ i = 0.
Therefore, by Lemma 2 (F i (n, θ) : n ∈ N) is a centered, strictly mixing, bounded and stationary sequence. Then by Theorem 2, we have
where σ ii = E(F 2 i (0, θ)) + 2 ∞ k=1 E(F i (0, θ)F i (k, θ)). Ibraginov (1962) shows the asymptotic normally of Using the Taylor expansion around the true coefficient θ, we find
where P * N is a stochastic g 2 × 1 vector satisfying P * N − P ≤ P N − P .
Since (ω n : n ∈ N) is an ergodic process, (ω n : n ∈ N) is also an ergodic process. Then by Lemma 1, ∂ 2 L N (P ) ∂θ∂θ converge uniformly.
We can show that
where the second term is equal to zero, as E[ω 1 −ω 0 P |ω 0 ] = 0, thus we have
The first summand converges to zero because of Lemma 1, and the second summand converges to zero because of Theorem 1 and L N being a continuous function. Therefore
Then the theorem follows immediately.
Appendix: More simulation results Table 16 : Fisher-Rao dissimilarity distance and l 2 distance for τ = 0.2
