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a b s t r a c t
Multirate time stepping is a numerical technique for efficiently solving large-scale
ordinary differential equations (ODEs) with widely different time scales localized over
the components. This technique enables one to use large time steps for slowly varying
components, and small steps for rapidly varying ones. Multirate methods found in the
literature are normally of low order, one or two. Focusing on stiff ODEs, in this paper we
discuss the construction of a multirate method based on the fourth-order RODAS method.
Special attention is paid to the treatment of the refinement interfaces with regard to the
choice of the interpolant and the occurrence of order reduction. For stiff, linear systems
containing a stiff source term, we propose modifications for the treatment of the source
term which overcome order reduction originating from such terms and which we can
implement in our multirate method.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Manypractical applications give rise to systems of ordinary differential equations (ODEs)with different time scaleswhich
are localized over the components. To solve such systems,multirate time stepping strategies are considered. These strategies
integrate the slow components with large time steps and the fast components with small time steps.
Various multirate methods were developed for solving stiff systems with different time scales. A multirate method
based on a two-stage second-order Rosenbrock method together with a self-adjusting multirate time stepping strategy was
introduced in [12]. In [2] a scheme based on a third-order Rosenbrock method was considered. However, due to stability
constraints, instead of the third-order method the embedded second-order method was used for time stepping. A multirate
method for circuit simulation problems based on the backward Euler method was described in [14]. All these schemes are
of order two at most. In this paper we aim to develop a multirate method of higher order.
We address the main difficulties which arise in the construction of higher-order multirate methods. Special attention is
paid to the treatment of the temporal refinement interface. During the refinement step the intermediate time values of the
components which are not refinedmight be needed. Usually these values are not directly available and have to be calculated
by interpolation or a dense output formula. Use of low-order interpolation can influence the order of the method, therefore
a better interpolation has to be considered.
We construct a multirate method which is based on the fourth-order Rosenbrock method RODAS of [5]. In the numerical
experiments the constructedmethod is compared with themultirate version of the second-order Rosenbrockmethod ROS2
from [12]. From experiments it is seen that the multirate RODAS shows good results and is more robust than the multirate
ROS2.
The contents of this paper are as follows. In Section 2 we discuss the main issues of the high-order multirate Rosenbrock
method construction. Our multirate RODASmethod is defined in Section 3. Order reduction issues and themodifications for
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Fig. 1. Multirate time stepping for a time interval [tn−1, tn].
the Rosenbrockmethodswhichhelp in avoiding order reduction are presented in Section 4. In Section 5 several test problems
are solved using a self-adjusting multirate strategy based on the RODAS method. The numerical results are compared with
the ones obtained with a lower-order Rosenbrock method. Finally, Section 6 contains the conclusions.
2. Considerations on construction of high-order multirate Rosenbrock methods
We consider a system of ODEs
w′(t) = F(t, w(t)), w(0) = w0, (2.1)
with given initial value w0 ∈ Rm and given function F : R × Rm → Rm. The approximations to the exact ODE solution at
the global time levels tn will be denoted by wn. The multirate methods in this paper are based on the approach described
in [12]. For a given global time step τ = tn − tn−1, we first compute a tentative approximation at the time level tn for all
components. For those components for which an error estimator indicates that smaller steps are needed, the computation is
redone with halved step size 12τ . During the refinement stage, values at the intermediate time levels of components which
are not refined might be needed. These values can be obtained by extrapolation, interpolation or by the use of dense output
built in the time integration method. The refinement is recursively continued until an error estimator is below a prescribed
tolerance for all components. A schematic example, with components horizontally and time vertically, is presented in Fig. 1.
Proper interface treatment during the refinement step is very important for multirate schemes. Use of interpolation and
dense output of order lower than the order of the main time integration method can lead to order reduction. For example,
in [7] itwas shown that the second-order trapezoidal rulewith linear interpolation can lead to first-order consistency for stiff
problems. Another important point in connection with stiff problems, is that interpolation procedures which make explicit
use of function evaluations are inappropriate. In this case, the interpolant resulting from a stiff problem can dramatically
amplify the error of the numerical method. Such interpolants are usually called ‘‘unstable’’ [3].
Let us consider an s-stage Rosenbrock method [5]
wn = wn−1 +
s∑
i=1
biki, (2.2)
ki = τF
(
tn−1 + αiτ ,wn−1 +
i−1∑
j=1
αijkj
)
+ τ ∂F
∂w
(tn−1, wn−1)
i∑
j=1
γijkj + γiτ 2 ∂F
∂t
(tn−1, wn−1), i = 1, . . . , s, (2.3)
where αij, γij, bi are real parameters defining the method, τ denotes the step size, and
αi =
i−1∑
j=1
αij, γi =
i∑
j=1
γij, γii = γ . (2.4)
A dense output or a continuous extension for this method can be defined as
wI(tn−1 + θτ) = wn−1 +
s∑
i=1
θbi(θ)ki, 0 ≤ θ ≤ 1. (2.5)
In this paper we mainly consider numerical time integration methods for which there exist interpolants which do not
amplify the error of the numerical method within one step for the linear test equation
w′(t) = λw(t), w(0) = 1, (2.6)
with λ ∈ C−, where C− denotes the left-half-complex plane {z ∈ C : Re (z) ≤ 0}. Following the definition presented in [3],
we will say that the interpolant (2.5) is stable with respect to a Rosenbrock method (2.2)– (2.3) if
max
0≤θ≤1
|wI(θτ )| ≤ max{1, |w(τ)|} (2.7)
for every z = λτ ∈ C−.
In case of an A-stable Rosenbrock method, the condition of stability reduces to
max
0≤θ≤1
|wI(θτ )| ≤ 1, (2.8)
for every z = λτ ∈ C−.
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An interpolant with this property was considered together with a second-order Rosenbrock method in [11]. This
combination resulted in a multirate method which showed good asymptotic stability properties. We believe that an
interpolant with property (2.8) will not blow up the error of the associated method, however, the stability analysis of the
final multirate scheme is still missing.
For the dense output formula (2.5) used for the Rosenbrock method (2.2)–(2.3), it is possible to derive order conditions,
see [5]:
Order 1∑
bi(θ) = 1, (2.9)
Order 2∑
bi(θ)βi = 12θ − γ , (2.10)
Order 3∑
bi(θ)α2i =
1
3
θ2, (2.11)∑
bi(θ)βijβj = 16θ
2 − γ θ + γ 2, (2.12)
Order 4∑
bi(θ)α3i =
1
4
θ3, (2.13)∑
bi(θ)αiαikβk = 18θ
3 − 1
3
γ θ2, (2.14)∑
bi(θ)βikα2k =
1
12
θ3 − 1
3
γ θ2, (2.15)∑
bi(θ)βikβklβl = 124θ
3 − 1
2
γ θ2 + 3
2
γ 2θ − γ 3, (2.16)
where
βij = αij + γij, βi =
i−1∑
j=1
βij.
Sometimes, for a given Rosenbrock method, it is impossible to define a continuous interpolant (for any 0 ≤ θ ≤ 1). Instead,
the discrete version of the interpolation can be considered, in which the stability and order conditions are satisfied just
for few values of the parameter θ . In the case of our multirate time stepping strategy, at each refinement step we have to
interpolate time points at the stages. Specifically, for the refinement step where we take two smaller time steps of size 12τ
instead of one of size τ , we need a stable interpolant for θ = 12 (l+ αi) for l = 0, 1 and i = 1, . . . , s.
3. The multirate RODAS method
In this section we present a multirate method based on the fourth-order stiffly accurate, A-stable Rosenbrock method
RODAS [5]. RODAS has six stages and a third-order embedded method which can be used for error estimation. It also has a
built-in dense output of order three.
The embedded method is given by
wn = wn−1 +
6∑
i=1
b¯iki, (3.1)
with b¯i = α5i. The built-in dense output of the RODAS method is defined by
wI(tn−1 + θτ) = wn−1 +
6∑
i=1
3∑
j=0
bijθ j+1ki. (3.2)
The coefficients bij were chosen to satisfy the third-order conditions (2.9)–(2.12), the first fourth-order condition (2.13) and
the condition b6(θ) = γ θ , see [5].
In order to test the stability of the dense output in the sense of definition (2.8), we apply the RODAS method together
with its dense output to the scalar test equation w′ = λw, w(0) = 1. We use the maximum modulus principle and check
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Fig. 2. Plot of the max0≤θ≤1 |wI (θτ )| for a range of purely imaginary z-values.
how the value of |wI(θτ )| changes for different purely imaginary values of z = τλ. In Fig. 2 the plot of the max |wI(θτ )|
for a range of z-values is presented. We can see that the maximum of the modulus of the solution is always smaller than
1.04, which is a slightly larger threshold than in definition (2.8). This also holds for larger values of z. Therefore, the RODAS
built-in dense output will not amplify dramatically the error of the main numerical method. Moreover, the RODAS formula
itself will provide damping due to its L-stability.
The dense output of RODAS, which is used for interpolation in our multirate scheme, is of order three. Therefore, due
to possible order reduction (see [7]), the multirate method based on RODAS is of order three. However, in most practical
examples we will observe order four due to cancellation and damping; see for example [8, p. 162].
3.1. Asymptotic stability for 2× 2 test equations
Usually, linear stability analysis of an integration method is based on the scalar Dahlquist test equation w′(t) = λw(t),
λ ∈ C. For multirate methods the scalar problem cannot be used. Instead we can consider a similar test problem, a linear
2× 2 system
w′(t) = Aw(t), w =
(
u
v
)
, A =
(
a11 a12
a21 a22
)
.
We denote
Z = τA, zij = τaij. (3.3)
We will assume that the first component u of the system is fast and the second component v is slow. Thus, to perform the
time integration from tn−1 to tn = tn−1+ τ wewill complete two time steps of size 12τ for the first component and one time
step of size τ for the second component.
We assume that
a11 < 0 and a22 < 0 (3.4)
and we denote
κ = a22
a11
, β = a12a21
a11a22
. (3.5)
Both eigenvalues of the matrix A have a negative real part if and only if det(A) > 0. This condition can also be written as
β < 1.
We can regard κ as a measure for the stiffness of the system, and β gives the amount of coupling between the fast and slow
parts of the equation. Let us denote by S the amplificationmatrix of the obtainedmultiratemethod. For this two-dimensional
test equation we will consider asymptotic stability whereby it is required that the eigenvalues of the amplification matrix S
are less than one inmodulus. Similar stability considerations for 2×2 systems are found in [11] for lower-order Rosenbrock
methods.
The elements of the 2× 2 amplification matrix S will depend on the four parameters zij = τaij, 1 ≤ i, j ≤ 2. However, as
it was shown in [11], the eigenvalues of S depend only on the determinant and trace of Z and can be written as functions of
three parameters: κ , β and z11. Instead of z11 ≤ 0 and β < 1 we will use the quantities
ξ = z11
1− z11 , η =
β
2− β , (3.6)
which are bounded between−1 and 0, and−1 and 1, respectively.
The domains of asymptotic stability are shown in Fig. 3. We present these domains in the (ξ , η)-plane for three values of
κ = 10j, j = 0, 1, 2. It is seen that the multirate RODAS will be stable if η ≥ 0, whereas for η < 0 the domain of instability
increases when κ gets large. The stability domains for large values of κ  100 do not cover the whole region η < 0. They
are similar to the domain obtained for κ = 100. Compared to the stability domains obtained for ROS2 (used with embedded
quadratic interpolation in [11]), the stability domains for RODAS are smaller. However the difference is not significant. We
can also see that there exist regions for which ROS2 is asymptotically unstable and RODAS is stable.
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Fig. 3. Asymptotic stability domains (gray areas) for κ = 1, 10, 100.
4. Stiff source terms: The linear constant-coefficient case
Use of Rosenbrock methods for problems with stiff source terms can lead to order reduction. For Rosenbrock methods,
order reduction was studied for linear problems in [9,10]. A technique which avoids order reduction by modifying the
usual boundary values of the intermediate stages was more recently presented in [1]. The refinement stage within the
multirate time stepping may require values at the intermediate time level of components that are not refined. These values
are obtained by interpolation and can introduce stiff source terms in the subproblems even if the original problem has no
source term. Therefore, having proper local order, is of true importance for multirate schemes. In this section we aim at
improving the local order of the Rosenbrock method by modifying the treatment of the source term. Using ideas from [6],
we will study the order reduction for linear constant-coefficient problems.
Let us consider the linear scalar test equation
w′(t) = λw(t)+ g(t), w(0) = w0, (4.1)
where λ ∈ C, Re λ ≤ 0, may be large in absolute value and also the source termmay be large. However we assume that the
derivatives ofw are of moderate size.
The restriction to scalar problems is convenient for the notation. The results carry over to linear systemsw′ = Aw+ g(t)
if A is diagonalizable and well conditioned. On the other hand, the fact that only linear constant-coefficient problems are
studied is a genuine restriction.
In this section, for simplicity of the expressions, it will be assumed that a time step from tn to tn+1 = tn + τ is taken. In
the analysis we will derive recursions for the global errors en = w(tn)− wn. These recursions will be of the form
en+1 = Sen + dn, (4.2)
where S is the amplification factor and dn is the local error. In the case of linear test problems (4.1) we will have S = R(z),
where R is the stability function of the Rosenbrock method and z = τλ. Our aim is to derive error recursions with local
errors dn, which are independent from stiffness, so that for these recursions the derived order holds in both the non-stiff
and the stiff case.
4.1. Standard source term treatment
4.1.1. Error recursion
Consider an s-stage Rosenbrock method (2.2)–(2.3) with coefficients αij, γij, bj. This leads to approximationswn ≈ w(tn)
computed from
kn,i = z
(
wn +
∑
j
βijkn,j
)
+ τg(tn + αiτ)+ γiτ 2g ′(tn), i = 1, . . . , s,
wn+1 = wn +
∑
j
bjkn,j.
(4.3)
Along with (4.3), we also consider the scheme with inserted exact solution values w∗n = w(tn), k∗n,i = τw′(tn + αiτ) +
γiτ
2w′′(tn). This leads to
k∗n,i = z
(
w∗n +
∑
j
βijk∗n,j + ρn,i
)
+ τg(tn + αiτ)+ γiτ 2g ′(tn), i = 1, . . . , s,
w∗n+1 = w∗n +
∑
j
bjk∗n,j + rn,
(4.4)
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with residuals ρn,i and rn. For the final error recursion this choice for the exact solution values k∗n,i for the interior stages is
not relevant. With the above choice it is the derivation of the error recursion that becomes simple.
For the analysis it is convenient to use a vector notation. Let kn = [kn,i] ∈ Rs and denote likewise
B = [βij] ∈ Rs×s, α = [αi] ∈ Rs, β = [βi] ∈ Rs, b = [bi] ∈ Rs, γ = [γi] ∈ Rs, e = [1] ∈ Rs.
Furthermore, if ϕ : R→ R, we define
ϕ(tn + ατ) = [ϕ(tn + αiτ)] ∈ Rs.
This will be used for the source term g , the solution u and its derivatives.
With this notation the Rosenbrock method (4.3) can be compactly written as
kn = z(ewn + B kn)+ τg(tn + ατ)+ γτ 2g ′(tn),
wn+1 = wn + bTkn.
(4.5)
For the scheme with exact solution values inserted we get
k∗n = z(ew∗n + B k∗n + ρn)+ τg(tn + ατ)+ γτ 2g ′(tn),
w∗n+1 = w∗n + bTk∗n + rn,
(4.6)
with residuals ρn = [ρn,i] ∈ Rs and rn ∈ R.
Expressions for these residuals are easily found by a Taylor expansion. Since we have k∗n = τw′(tn + ατ)+ γτ 2w′′(tn),
λw(tn + ατ)+ g(tn + ατ) = w′(tn + ατ) and λw′(tn)+ g ′(tn) = w′′(tn), it follows that
ρn =
1
z
(
τ(w′(tn + ατ)− g(tn + ατ))+ γτ 2(w′′(tn)− g ′(tn))
)− (ew(tn)+ B(τw′(tn + ατ)+ γτ 2w′′(tn)))
=
(
1
2
α2 − B2e
)
τ 2w′′(tn)+
∑
k≥3
1
k! (α
k − kBαk−1)τ kw(k)(tn), (4.7)
and
rn = w(tn+1)− w(tn)− bT(τw′(tn + ατ)+ γτ 2w′′(tn))
= −bTγτ 2w′′(tn)+
∑
k≥1
1
k! (1− kb
Tαk−1)τ kw(k)(tn), (4.8)
where αk = [αki ] and α0 = e.
With en = w∗n − wn and n = k∗n − kn, we obtain
n = z(een + B n + ρn),
en+1 = en + bTn + rn.
Hence
n = z(I − zB)−1een + z(I − zB)−1ρn,
which finally gives recursion (4.2) with amplification factor S = R(z),
R(z) = 1+ zbT(I − zB)−1e, (4.9)
and local error
dn = zbT(I − zB)−1ρn + rn. (4.10)
Inserting the series expansions for ρn and rn, we can also write the local error as
dn = zbT(I − zB)−1γτw′(tn)− bT(I − zB)−1γτ 2w′′(tn)+
∑
k≥1
1
k!Hk(z)τ
kw(k)(tn) (4.11)
with rational functions Hk given by
Hk(z) = 1− kbTαk−1 + zbT(I − zB)−1(αk − kBαk−1). (4.12)
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4.1.2. Stability assumptions and local error bounds for the stiff case
We assume that the Rosenbrock method is A-stable, thus
S = {z ∈ C : |R(z)| ≤ 1} ⊃ C−.
This implies
|Hk(z)| ≤ Ck for all z ∈ C−, k ≥ 1, (4.13)
with Ck > 0.
Assume that the coefficients of the Rosenbrock methods satisfy
bTαk−1 = 1
k
for 1 ≤ k ≤ p0, k 6= 2, (4.14)
and
bTβ = 1
2
− γ , if p0 ≥ 2, k = 2. (4.15)
If the method has classical order p, then we have p0 ≥ p. It will also be assumed that
Bαk−1 = 1
k
αk, for 3 ≤ k ≤ p1 (4.16)
for a certain p1 and
B2e = 1
2
α2, if p1 ≥ 2. (4.17)
This corresponds to the so-called simplifying order condition. A method that satisfies (4.14)–(4.17) is said to have stage
order q = min(p0, p1).
It is directly seen that these order conditions giveO(τ q+1) bounds for the residuals (4.7), (4.8) and also imply Hk = 0 for
k ≤ q. By the stability assumptions, it then follows that also |dn| = O(τ q+1). For example, for the RODAS method we have
q = 1.
4.2. Modified source term treatment
Instead of using the source terms g(tn + αiτ) + γ τg ′(tn) in the Rosenbrock method (4.3), we replace these by gn,i with
gn = [gn,i] chosen as
gn =
∑
k≥0
ωkτ
kg(k)(tn). (4.18)
Here ω0 = e and the other ωk are free parameter vectors. In the vector notation, the scheme then becomes
kn = τ
(
λewn + λB kn +
∑
k≥0
ωkτ
kg(k)(tn)
)
,
wn+1 = wn + bTkn.
(4.19)
As before, we also consider a perturbed scheme with exact solution values inserted,
k∗n = τ
(
λew∗n + λB k∗n +
∑
k≥0
ωkτ
kg(k)(tn)+ λρn
)
,
w∗n+1 = w∗n + bTk∗n + rn.
(4.20)
We take againw∗n = w(tn). For k∗n it is now convenient to choose
k∗n =
∑
k≥0
ωkτ
k+1w(k+1)(tn).
This gives residuals
ρn =
∑
k≥1
(ωk − Bωk−1)τ kw(k)(tn), (4.21)
rn =
∑
k≥1
(
1
k! − b
Tωk−1
)
τ kw(k)(tn). (4.22)
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The requirement ρn, rn = O(τ q+1) thus leads to the conditions
ωk = Bke, bTBk−1e = 1k! (k = 1, . . . , q). (4.23)
Note that if a method is of order p for non-stiff problems, then the condition
bTBk−1e = 1
k!
holds for all k = 1, . . . , p. Therefore, in order to have a method of order p for stiff problems, both conditions (4.23) should
be fulfilled and we still have to require
ωk = Bke, (k = 1, . . . , p). (4.24)
The source term g(tn + cτ) can also be replaced by a more general series expansion
gn =
∑
k≥0
Qkτ kg(k)(tn + µkτ), (4.25)
where Qk and µk are free parameter matrices and vectors respectively. In this case condition (4.24) becomes
k∑
l=0
1
(k− l)!Qlµ
k−l
l = Bke (k = 1, . . . , q). (4.26)
While (4.24) requires the first p derivatives g(k)(tn), k = 1, . . . , p, the use of the source term in themore general form (4.25)
may allow less derivatives.
Example 1. In order to recover one order for stiff problems, that is, to increase the stage order by one unit, one can use the
source term modification of type (4.18)
gn =
2∑
k=0
Bkeτ kg(k)(tn),
which uses the first two derivatives of the source function g(t). One can also use the modification of type (4.25)
gn = eg(tn)+ Bτg ′(tn + βτ) (4.27)
which only requires the value of the first derivative g ′(t).
To recover two orders, again, one can choose between
gn =
3∑
k=0
Bkeτ kg(k)(tn) (4.28)
and
gn = eg(tn)+ Beτg ′(tn)+ B2τ 2g ′′(tn + βτ). (4.29)
Formula (4.28) cannot be modified such that only the functions g(t) and g ′(t) are used. The attempt to replace (4.28) with
gn = g(tn + ξ1τ)+ Pτg ′(tn + ξ2τ)
leads to an unsolvable system.
4.3. Effect on the convergence for non-stiff problems
For non-stiff problems (4.1), where λ is of moderate size, using our modified source term (4.18), we obtain the following
expansion for the local error
dn =
∑
k≥1
(
1
k! − b
Tωk−1
)
τ kw(k)(tn)+
∑
k≥2
k−1∑
j=1
λk−jbTBk−j−1(ωj − Bωj−1)τ kw(j)(tn). (4.30)
We require that this remainsO(τ p+1), that is, wewant themodification (4.18) of the source term to be such that the classical
order of consistency p is recovered. We are thus left with the order conditions
bTωk−1 = 1k! , b
TBk−j−1(ωj − Bωj−1) = 0, (1 ≤ j < k ≤ p). (4.31)
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Since ω0 = e and bTBk−1e = 1k! for l ≤ p, it follows that these order conditions are covered by
bTBk−j−1ωj = 1k! (1 ≤ j < k ≤ p). (4.32)
The standard form of the source term can be expanded as
g(tn + ατ)+ γτg ′(tn) = eg(tn)+ βτg ′(tn)+
∑
k≥2
1
k!α
kτ kg(k)(tn), (4.33)
which gives
ω0 = e, ω1 = β, ωk = 1k!α
k, k ≥ 2. (4.34)
We know that the use of the source term in the standard form leads to consistency of order p. Thus the coefficients (4.34)
satisfy condition (4.32).
If we consider
ωk = Bke, (k = 1, . . . , p) (4.35)
then
bTBk−j−1ωj = bTBk−j−1Bje = bTBk−1e = 1k! . (4.36)
This shows that the choice (4.35) helps us to recover the order of consistency p for stiff problems and that it also does not
affect the order of consistency for non-stiff problems. If, however, (4.32) holds just for kwith 1 ≤ j < k < p, then the order
of consistency for non-stiff problems can be lost. For example, for third-order Rosenbrock methods, we lose one order if we
use (4.27) for non-stiff problems and we preserve the order in the case of (4.29).
5. Numerical experiments
In this sectionwepresent numerical results for four test problems. In the first test problemwe consider the order behavior
of the RODASmethod. Results for the standard and themodified source term treatment are presented. Alongwith the single-
rate time integration with time steps of size τ we perform the dual-rate time integration, where after each time step of
size 2τ the solution is refined at a fixed spatial region by taking two smaller time steps of size τ . In the other three test
problems we compare the efficiency of the multirate RODAS method with those of the single-rate RODAS and the multirate
ROS2 methods [12]. For the both multirate ROS2 and multirate RODAS we use the modified source term treatment (4.18)
with coefficients (4.24). The self-adjusting multirate time stepping strategy presented in [12] is used for these problems.
Given a global time step τ , we compute a first, tentative approximation at the new time level for all components. For those
components for which the error estimator indicates that smaller steps are needed, the computation is redone with 12τ . The
refinement is continued recursively with local time steps 2−lτ , until the error estimator is below a prescribed tolerance for
all components.
5.1. A linear parabolic example
As a test model we consider the parabolic equation (also used in [7])
ut + aux = duxx − cu+ g(x, t), (5.1a)
for 0 < t < T = 0.4,−1 < x < 1, with initial and boundary conditions
u(x, 0) = 0, u(−1, t) = 0, u(1, t) = 0. (5.1b)
The constants and source term are taken as
a = 10, d = 1, c = 102, g(x, t) = 103 cos
(
1
2
pix
)100
sin(pi t). (5.1c)
The solution at the end time t = 0.4 is illustrated in Fig. 4.
Semi-discretizationwith second-order differences on a uniform spatial gridwithmpoints andmeshwidth h = 2/(m+1),
leads to an ODE system of the form (2.1). We use for this test m = 400, and the temporal refinements are taken for the
components corresponding to spatial grid points xj ∈ [−0.2, 0.2]. (Spatial grid refinements are not considered here; we use
the semi-discrete system just as an ODE example.) We solve the problem with the RODAS method described in Section 3.
Tables 1 and 2 show the maximum errors at t = T with respect to a time-accurate ODE solution computed with very
small time steps. The results are given for the single-rate case with uniform time steps τ = T/N and for the multirate case,
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Fig. 4. Solution for the parabolic test problem (5.1) at intermediate times t = 0.1, 0.2, 0.3 and the final time t = T = 0.4 (thick line).
Table 1
Errors and orders for problem (5.1), the single-rate case
N Single-rate without correction Single-rate with correction
Error Order Error Order
10 3.08× 10−5 3.01× 10−5
20 3.48× 10−6 3.14 1.35× 10−6 4.47
40 3.60× 10−7 3.27 6.06× 10−8 4.48
80 3.45× 10−8 3.38 2.92× 10−9 4.37
160 3.07× 10−9 3.49 1.55× 10−10 4.23
Table 2
Errors and orders for problem (5.1), the multirate case
N Multirate without correction Multirate with correction
Error Order Error Order
10 7.95× 10−4 8.86× 10−4
20 3.05× 10−5 4.70 3.17× 10−5 4.80
40 1.96× 10−6 3.95 8.25× 10−7 5.26
80 3.46× 10−7 2.50 2.36× 10−8 5.12
160 7.14× 10−8 2.27 1.13× 10−9 4.38
where each time step 2τ is followed by two locally refined steps τ on part of the spatial domain. For both cases the standard
and the modified source term treatment described in Section 4 are considered.
The refinement region−0.2 ≤ xj ≤ 0.2 was only chosen for test purposes; it is clear from Fig. 4 that it is not a very good
choice. Tables 1 and 2 show that for this example we get order reduction for both single-rate and multirate cases when we
use the standard formulation of the Rosenbrock method. With the modification from Section 4 we recover the fourth order
of the RODAS method. One can also see that the errors for the multirate case are somewhat larger than the corresponding
errors for the single-rate case. This can be explained by the fact that the solution is active outside the refinement interval
and integrationwith one time step of size 2τ is less accurate than the integrationwith two time steps of size τ for this spatial
region.
5.2. The inverter chain problem
As a second test example we consider the inverter chain problem from [2,4,13]. The model form inverters consists of the
equations{
w′1(t) = Uop − w1(t)− Υ g (uin(t), w1(t)) ,
w′j(t) = Uop − wj(t)− Υ g
(
wj−1(t), wj(t)
)
, j = 2, . . . ,m, (5.2a)
where
g(u, v) = (max(u− Uthres, 0))2 − (max(u− v − Uthres, 0))2 . (5.2b)
The coefficient Υ serves as the stiffness parameter. We solve the problem for a chain of m = 500 inverters with Υ = 100,
Uthres = 1 and Uop = 5, over the time interval [0, T ], T = 130. The initial condition is
wj(0) = 6.247× 10−3 for j even, wj(0) = 5 for j odd. (5.2c)
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Fig. 5. Solution componentswj(t), j = 2, 126, 250, 374, 498, for problem (5.2).
Fig. 6. CPU-error diagram for problem (5.2).
Table 3
Absolute maximal errors, work amount and CPU time with different tolerances for the inverter chain problem, RODAS
Single-rate Multirate
Tol Error Work CPU Error Work CPU
5× 10−4 1.37× 10−1 49554000 17.39 6.60× 10−2 2686848 1.81
1× 10−4 8.55× 10−3 69705000 24.46 5.43× 10−3 5120184 3.31
5× 10−5 5.46× 10−3 85935000 30.25 4.72× 10−3 6742536 4.40
1× 10−5 1.83× 10−3 125031000 43.92 1.68× 10−3 12570852 9.88
The input signal is given by
uin(t) =

t − 5 for 5 ≤ t ≤ 10,
5 for 10 ≤ t ≤ 15,
5
2
(17− t) for 15 ≤ t ≤ 17,
0 otherwise.
(5.2d)
An illustration for some even components of the solution is given in Fig. 5.
In Table 3 the maximal errors over all components and all times tn (measured with respect to an accurate reference
solution computed for tol = 10−6) are presented for several tolerances with the single-rate scheme (without local temporal
refinements) and the multirate strategy. As a measure of the amount of work we consider the total number of components
at which solutions are computed over the complete integration interval [0, T ], multiplied by the number of stages of the
method. In addition, the CPU times (in seconds) are given. In Fig. 6 the CPU-error diagram is presented, where the values
for the ROS2 method are taken from [12]. It shows that the multirate RODAS method is more efficient than the multirate
version of ROS2.
5.3. An ODE system obtained from semi-discretization: A reaction–diffusion problem with traveling wave solution
For our third test problem we consider the semi-discrete system obtained from the reaction–diffusion equation
ut = uxx + γ u2(1− u), (5.3)
for 0 < x < L, 0 < t ≤ T . The initial and boundary conditions are given by
ux(0, t) = ux(L, t) = 0, u(x, 0) =
(
1+ eλ(x−1))−1 , (5.4)
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Fig. 7. Traveling wave solution for problem (5.3) at various times.
Fig. 8. CPU-error diagram for problem (5.3).
Table 4
Absolute maximal errors, work amount and CPU time with different tolerances for the traveling wave problem, RODAS
Tol Single-rate Multirate
Error Work CPU Error Work CPU
1× 10−3 2.56× 10−3 1213212 0.78 2.67× 10−3 317648 0.19
5× 10−4 1.41× 10−3 1417416 0.91 1.16× 10−3 330156 0.26
1× 10−4 1.76× 10−4 2396394 1.54 1.11× 10−4 482694 0.41
5× 10−5 4.09× 10−5 3417414 2.21 5.11× 10−5 571782 0.48
1× 10−5 2.28× 10−6 6582576 4.27 2.65× 10−6 1030740 0.94
whereλ = 12
√
2γ /. If the spatial domain hadbeen thewhole real line, then the initial profilewould have given the traveling
wave solution u(x, t) = u(x − αt, 0) with velocity α = 12
√
2γ . In our problem, with homogeneous Neumann boundary
conditions, the solution will still be very close to this traveling wave, provided the end time is sufficiently small so that the
wave front does not come close to the boundaries. The parameters are taken as γ = 1/ = 100 and L = 5, T = 3. In space
we used a uniform grid of m = 1000 points and standard second-order differences, leading to an ODE system in R1000. An
illustration of the semi-discrete solution at various times is given in Fig. 7 with (spatial) components horizontally.
In Table 4 the errors (in the maximum norm with respect to the reference ODE solution at time T ), the amount of work
and CPU time (in seconds) are presented for different tolerances. From these results it is seen that a substantial improvement
in the amount ofwork is obtained for this problem. For the single-rate scheme, the amount ofwork is almost six times larger.
In terms of CPU time we get a speed-up factor four approximately. Moreover, the error behavior of the multirate scheme
is very good. We have roughly a proportionality of the errors and tolerances, and the errors of the multirate scheme are
approximately the same as for the single-rate scheme.
In Fig. 8 the CPU-error diagram is presented, where the values for the ROS2 method are taken from [12]. It shows that
the multirate RODAS method is more efficient than the multirate version of ROS2. We can also see that for higher tolerance
levels the single-rate RODAS is more efficient than the multirate ROS2.
5.4. Transmission line problem
TheM-dimensional transmission line circuit (obtained from A. Verhoeven, private communication) can be described by
the system
v′k(t) =
1
c
(ik+1(t)− ik(t)) ,
i′k(t) =
1
l
(vk(t)− vk−1(t)− rik(t)) ,
(5.5a)
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Fig. 9. Solution components vk , k = 1, 10, 20, 30, 40, for problem (5.5).
Table 5
Errors, work amount and CPU time for problem (5.5), ROS2
Tol Single-rate Multirate
Error Work CPU Error Work CPU
1× 10−4 5.49× 10−4 38800 0.05 4.27× 10−4 20984 0.04
5× 10−5 3.08× 10−4 55600 0.07 2.66× 10−4 28816 0.05
1× 10−5 6.88× 10−5 122400 0.14 6.62× 10−5 66669 0.09
5× 10−6 3.42× 10−5 174000 0.23 3.67× 10−5 96052 0.16
1× 10−6 6.92× 10−6 384800 0.44 5.60× 10−6 206648 0.31
Table 6
Errors, work amount and CPU time for problem (5.5), RODAS
Tol Single-rate Multirate
Error Work CPU Error Work CPU
1× 10−4 1.24× 10−4 66000 0.07 1.32× 10−4 38832 0.06
5× 10−5 5.26× 10−5 82800 0.09 3.94× 10−5 49608 0.07
1× 10−5 5.30× 10−6 139200 0.15 5.40× 10−6 84684 0.12
5× 10−6 2.12× 10−6 174000 0.23 3.06× 10−6 103409 0.16
1× 10−6 4.47× 10−7 288000 0.32 5.45× 10−7 164544 0.25
for k = 1, . . . ,M , where iM+1(t) = 0, v0(t) = vin(t)+ 103i1(t),
vin(t) =
{
1 if t > 10−11
1011t if t ≤ 10−11
and
vk(0) = 0, ik(0) = 0, k = 1, . . . ,M. (5.5b)
We solve the problem forM = 100 with r = 0.35, c = 4× 10−13 and l = 10−9. An illustration of the solution for some of
the components is given in Fig. 9.
For the numerical test, themultiratemethod based on the second-order ROS2 described in [12] and themultiratemethod
based on the fourth-order RODAS are used. In Tables 5 and 6, the errors at output time T = 10−9, measured in themaximum
norm over time and components with respect to an accurate reference solution (computed for tol = 10−7), together with
the amount of work and CPU time (in seconds), are presented for different values of tolerance for the single-rate and the
multirate strategies. For this test we do not obtain much improvement when using the multirate strategy. For the single-
rate scheme, the amount of work is almost two times larger. The improvement in CPU time is smaller due to the extra work
required for the automatic partitioning.
In general, the execution time of a program based on our multirate strategy is not greater than that of a program
based on the single-rate strategy. In the case of multirating not leading to an improvement in work, the multirate strategy
automatically takes the same time steps as in the single-rate strategy.
In Fig. 10 the CPU-error diagram is presented. It shows that the multirate RODAS method is more efficient than the
multirate version of ROS2.
In Fig. 11 the component–time grids are shown onwhich the solution was calculated using themultirate RODASmethod
with tolerance value tol = 2 × 10−3. In principle these two grids can be different. However, in the experiments they are
practically the same.
6. Conclusions
In this paper we discussed the main aspects of the construction of higher-order multirate methods.
As seen from the numerical tests, improper treatment of stiff source terms and the use of lower-order interpolants can
lead to an order reduction where we obtain a lower order of consistency than that for non-stiff problems.
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Fig. 10. CPU-error diagram for problem (5.5).
Fig. 11. Component–time grid (vk left and ik right) for problem (5.5).
We presented a strategy for avoiding the order reduction for problems with a stiff source term. This strategy helps us to
recover the order of consistency for stiff problems and does not affect the order of consistency for non-stiff problems.
Amultiratemethod based on the fourth-order RosenbrockmethodRODAS and its third-order dense outputwas designed.
The multirate RODAS method showed good results in the numerical experiments and is clearly more efficient than the
considered second-order multirate method.
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