In this paper we develop a fully decentralized algorithm for policy evaluation with off-policy learning, linear function approximation, and O(n) complexity in both computation and memory requirements. The proposed algorithm is of the variance reduced kind and achieves linear convergence. We consider the case where a collection of agents have distinct and fixed size datasets gathered following different behavior policies (none of which is required to explore the full state space) and they all collaborate to evaluate a common target policy. The network approach allows all agents to converge to the optimal solution even in situations where neither agent can converge on its own without cooperation. We provide simulations to illustrate the effectiveness of the method.
Introduction
Traditionally the reinforcement learning community has had a long standing interest in gradient algorithms, both for policy evaluation and control purposes ( [1] , [2] , [3] and [4] to name a few). In the policy evaluation setup the goal is to find the value function of a specific policy; while in the control case the goal is to find an optimal policy for a specific task usually modeled as a Markov Decision Process (MDP). There are applications where policy evaluation is the ultimate goal in itself [5] . Policy evaluation algorithms are also important to study because they are often key parts of larger algorithms where the ultimate goal is to find an optimal policy (one such example is the class of actor-critic algorithms, see [6] for a survey).
Recent years have seen a plethora of new gradient algorithms for policy evaluation like for example GTD [7] , TDC [8] , GTD2 [8] , GTD-MP/GTD2-MP [9] , GTD(λ) and True Online GTD(λ) [10] . All these algorithms have guaranteed stability (for small enough step-size) while combining off-policy learning, linear function approximation, temporal-difference learning and O(n) complexity; and are applicable to scenarios with streaming data. They are also applicable to cases with a finite amount of data, however in this situation they have the drawback that they converge at a sub-linear rate because a decaying step-size is necessary to guarantee convergence to the minimizer. Leveraging recent developments in variance reduced algorithms (particularly SVRG [11] and SAGA [12] ) the work [13] presented SVRG for Policy Evaluation and SAGA for Policy Evaluation. These algorithms can be seen as combinations of GTD2 with SVRG and SAGA, respectively, and they have the advantage over GTD2 (and the other gradient algorithms previously mentioned) that they have guaranteed linear convergence for the fixed data set case. Another interesting line of work is [14] and [15] ; in these works the authors extend the TDC and GTD2 algorithms to the fully decentralized multi-agent case. These algorithms allow individual agents to converge to the optimal solutions through collaboration even in situations where convergence is unfeasible without such collaboration.
The main contribution of this paper is to tackle the problem of Policy Evaluation in a situation where big data is dispersed over a number of nodes and a fully distributed solution is preferable. To this end we present Diffusion AVRG (amortized variance-reduced gradient algorithm) for Policy Evaluation, a fully decentralized multi-agent algorithm for policy evaluation that combines off-policy learning, eligibility traces, temporal-difference updating, linear function approximation and O(n) complexity in both computation and memory requirements while guaranteeing a linear convergence rate to the global minimizer. In our distributed model a fusion center is not required and communication is only allowed between immediate neighbors. To the best of our knowledge, this is the first algorithm that combines all these features. Diffusion AVRG for Policy Evaluation leverages recent advances in deterministic optimization, namely the recently proposed Diffusion AVRG algorithm [16] , which is based on the Exact Diffusion [17, 18] and AVRG [19] algorithms. The closest papers to the work we present here are [13] , [14] and [15] . Our work is connected to that of [13] in that we both utilize variance reduction schemes; however our algorithm has a number of advantages over [13] . In the first place we allow for the possibility of using eligibility traces and off-policy learning simultaneously (a case not covered by [13] ). In the second place, our algorithm is fully distributed which allows for more convenient implementations in cases where big data is distributed and it also allows for faster convergence (due to the parallel processing). The main feature that allows us to design a fully decentralized algorithm is that we base our work on the AVRG algorithm as opposed to SAGA or SVRG (both of which are not amenable to decentralized implementations). Our work is also related to [14] and [15] since we tackle the multi-agent case and we use the same distributed model. Under this model each agent follows its own behavior policy and has access only to its own rewards and feature vector (which represents the state), which are independent of each other; collaboration is done only on a local basis (i.e., agents only share information with their immediate neighbors) and the agents have the goal of estimating the value function of a common target policy. This framework has several applications like for instance in what is known as collective robot learning (see for example [20] , [21] and [22] ). The algorithm we present is superior to the ones presented in [14] and [15] for the finite sample case because it converges with a linear rate to the minimizer, while the prior algorithms converge in a sub-linear fashion due to the necessity of a decaying step-size to guarantee convergence. Some other recent works in multi-agent (reinforcement learning) include [23] , [24] and [25] , although the algorithms presented in these works are not comparable to our own because their models are different. For instance [23] deals with the control case (as opposed to the policy evaluation case) and assumes that the state and actions are global variables known to all agents; this model greatly reduces the use of the algorithm for practical applications. Reference [24] introduces an algorithm for policy evaluation (solely for the on-policy case) based on TD(0) and gossip algorithms; in this case the state is again assumed to be a global variable shared by all agents. Reference [25] also deals with the control case in a scenario where states and actions are global variables (however in this case every agent only has access to local data). Another work on multi-agent RL is [26] , this work uses the same model that we do, however they deal with the control problem instead of the policy evaluation case.
Notation and paper outline
Matrices are denoted by upper case letters, while lower case is used for scalars and vectors. Bold font and calligraphic font are used to denote random variables and sets, respectively. We denote the spectral radius of matrix A by ρ(A). E g is the expected value with respect to distribution g. · D refers to the weighted matrix norm, where D is a diagonal positive definite matrix. We use as an entry-wise inequality. And N denotes the set of natural numbers.
The outline of the paper is as follows. We start by introducing the framework under consideration. In Section 3 we derive diffusion AVRG for policy evaluation and provide a theorem that guarantees linear convergence rate. We show simulation results in Section 4. And we provide concluding remarks in Section 5.
Problem Setting

Markov Decision Processes and the Value Function
We consider the problem of policy evaluation within the traditional reinforcement learning framework. As usual, we model this setting as a finite Markov Decision Process (MDP), with an MDP defined by the tuple (S,A,P,r,γ), where S is a set of states of size S ∆ = |S|, A is a set of actions of size A ∆ = |A|, P(s |s, a) specifies the probability of transitioning to state s ∈ S from state s ∈ S having taken action a ∈ L, r : S × L × S → R is the reward function (where r(s, a, s ) = E r(s, a, s ) is the expected reward when the agent transitions to state s ∈ S from state s ∈ S having taken action a ∈ L) and γ ∈ [0, 1) is the discount factor.
In this section we consider the single agent case for clarity and motivation. The agent wants to learn the value function, v π (s), for a target policy of interest π(a|s) while following a potentially different behavior policy, φ(a|s). We recall that the notation π(a|s) specifies the probability of selecting action a at state s. We also recall that the value function for a target policy π, starting from some initial state s ∈ S at time i, is defined as follows:
where s t and a t are the state and action at time t, respectively. Note that since we are dealing with a constant target policy π, the transition probabilities between states, which are given by p π s,s = E π P(s |s, a), are fixed and hence the MDP reduces to a Markov Rewards Process (MRP). In this case, the state evolution of the agent can be modeled as a Markov Chain with transition matrix P π whose entries are given by (P π ) ij = p π i,j . Assumption 1: We assume that the Markov Chain induced by the behavior policy φ(a|s) is aperiodic and irreducible. Due to the Perron-Frobenius Theorem, this condition guarantees that the Markov Chain under φ(a|s) will have a steady state distribution in which every state has a strictly positive probability of visitation [27] .
Using the matrix P π and defining v
T we can rewrite (1) in matrix form as:
Note that the inverse (I − γP π ) −1 always exists; this is because γ < 1 and the matrix P π is right stochastic with spectral radius equal to one. We further note that the value function vector v π can equivalently be defined in terms of the h−stage truncated cost-to-go as:
Definition of cost function
We are interested in applications where the state space is too large (or even infinite) and hence some form of function approximation is necessary to reduce the dimensionality of the parameters to be learned. As we anticipated in the introduction, in this work we use linear approximations. More formally, for every state s ∈ S, we approximate v π (s) ≈ x T s θ where x s ∈ R M is a feature vector corresponding to state s and θ ∈ R M is a parameter vector, such that M S.
T ∈ R S×M , we can write a vector approximation for v π as v π ≈ Xθ . We assume that X is a full rank matrix; this is not a restrictive assumption since the feature matrix is a design choice. It is important to note though that v π need not be in the rangespace of X. If v π is in the rangespace of X, an equality of the form v π = Xθ holds exactly and the value of θ is unique and given by θ = (X T X)
For the more general case where v π is not in the rangespace of X, then θ has to be defined through some cost function. One sensible choice for θ would be:
where D is some positive definite weighting matrix to be defined later. Note that (X T DX) −1 always exists and is positive definite because X T DX is positive definite (due to the fact that X is full rank). Although (4) is a reasonable cost to define θ , it is not useful to derive a learning algorithm since v π is not known beforehand and cannot be sampled. As a result, for the purposes of deriving a learning algorithm, another cost (whose gradient can be sampled) needs to be used as a surrogate for (4) . One popular choice for the surrogate cost is the Mean Square Projected Bellman Error (MSPBE) (see, e.g., [8] , [9] , [14] and [15] ); this cost has the inconvenience that its minimizer θ o is different from (4) and some bias given by (θ − θ o ) is incurred. In order to control the magnitude of the bias, we shall use instead an H−truncated λ-weighted Mean Square Projected Bellman Error (Hλ-MSPBE). To introduce the cost, we start by writing the H−truncated λ-weighted Bellman equation, which we define as a convex combination of the equations in (3) with different h's ranging from 1 to H (we choose H to be a finite amount instead of H → ∞ as is often done [28] , [10] because in this paper we deal with finite data in the context of non-episodic MDP's) as follows:
where 0 ≤ λ ≤ 1 and we introduced:
is a right stochastic matrix because it is defined as a convex combination of powers of P π (which are right stochastic matrices).
Replacing v π in (5) by its linear approximation we get Xθ ≈ Γ 2 (λ, H)r π + ρ 1 (λ, H)Γ 1 (λ, H)Xθ, and now projecting the right hand side onto the range space of X, we arrive at the truncated λ-weighted Projected Bellman Equation:
where Π ∈ R S×S is the weighted projection matrix onto the space spanned by X, i.e., Π = X(X T DX)
We can now use (9) to define our surrogate cost function:
where the first term on the right hand side is the H-truncated λ-weighted Mean Square Projected Bellman Error (Hλ-MSPBE), η > 0 is a regularization parameter, U > 0 is a symmetric positivedefinite weighting matrix, and θ prior reflects prior knowledge about θ. Two sensible choices for U are U = I and U = X T DX. The regularization term can be particularly useful when the policy evaluation algorithm is used as part of a policy iteration loop (since subsequent policies are expected to have similar value functions and the value of θ learned in one iteration can be used as θ prior in the next iteration) like for example [26] . One main advantage of using this cost instead of the MSPBE is that the size of the bias θ − θ o (H, λ) can be controlled through λ and H. To see this, we first rewrite S(θ) in the following equivalent form:
we now define:
The minimizer of (11) is given by
where the inverse (A T C −1 A + ηU ) −1 exists and hence θ o (H, λ) is always well defined. This is because ηU is positive-definite and A can be verified to be invertible (the argument is simple and makes use of remarks 1 and 2). Also note that when λ = 1, H → ∞ and η = 0 θ o (H, λ) reduces to (4) and hence the bias is removed.
At this point, all that is left to fully define the surrogate cost function S(θ) is to choose the positive definite matrix D. The algorithm that we derive in this paper is of the stochastic gradient type. With this in mind, we shall choose D such that the quantities A, b and C turn out to be expectations that can be sampled from data realizations. Thus, we start by setting D to be a diagonal matrix with positive entries; we collect these entries into the vector d φ and write
. We shall select d φ to correspond to the steady state distribution of the Markov chain induced by the behavior policy, φ(a|s). This choice for D not only is convenient in terms of algorithm derivation, it is also physically meaningful; since with this choice for D, states that are visited more often are weighted more heavily while states which are rarely visited receive lower weights. As a consequence of Assumption 1 and the Perron-Frobenius Theorem [27] , the vector d φ is guaranteed to exist and all its entries will be strictly positive and add up to one. Moreover, this vector satisfies d φ T P φ = d φ T where P φ is the transition probability matrix defined in a manner similar to P π . Using this choice for D, it can be verified that A, b and C can be written as expectations (the calculations are shown in the appendix) as follows:
where, with a little abuse of notation, we define x t = x st and r t = r π (s t ), where s t is the state visited at time t.
Optimization problem
Since the signal distributions are not known beforehand and we are working with a finite amount of data, say, of size N , we need to rely on empirical approximations to estimate the expectations in {A, b, C}. We thus let A, b, C and U denote instantaneous estimates for A, b, C and U from data and replace them in (11) to define the following empirical optimization problem:
Note that whether an empirical estimate for U is required depends on the choice for U . For instance, if U = I then obviously no estimate is needed. However, if U = X T DX = E d φ x t x T t = C then an empirical estimate is needed (for this particular choice, U = C).
Estimates based on temporal differences
To fully characterize the empirical optimization problem, expressions for the empirical estimates still need to be provided. For the general off-policy case the following expressions provide unbiased estimates of the desired quantities:
where we defined:
Note that ξ t,t+h is the importance sample weight corresponding to the trajectory that started at some state s t and took h steps before arriving at some other state s t+h . Expressions (15) were obtained by estimating temporal differences as a whole as opposed to individual terms in order to minimize variance. For the sake of brevity we relegate the derivations to the appendix. Note that even if we have N transitions, we can only use N − H training samples because every estimate of x n and b n looks H steps into the future.
Diffusion AVRG for Policy Evaluation
At this point the optimization problem has been fully defined. In this section we proceed to derive Diffusion AVRG (amortized variance-reduced gradient algorithm) for Policy Evaluation, an algorithm that is well-suited for the fully decentralized multi-agent case. The purpose of this algorithm is to deal with situations where data is dispersed among a number of nodes and the goal is to solve the policy evaluation problem in a fully decentralized manner. The algorithm combines two important tools for inference from data: diffusion strategies [29, 27] and amortized variance-reduced techniques [19] . The derivation of the distributed AVRG for policy evaluation procedure is as follows. We consider a strongly-connected network with K agents, each of which has N data points gathered following its own behavior policy φ k (with steady state distribution matrix D φ k ). Note that we are using the letter k to index the nodes. We consider a situation in which nodes can only communicate with their neighbors. The goal, which is common to all nodes, is to minimize the aggregate cost:
The purpose of the nonnegative coefficients τ k is to scale the costs of the different agents; this is useful since the costs of agents whose behavior policy is closer to the target policy might be assigned higher weights than those whose behavior policies deviate a lot from the target policy (and hence are subject to a higher variance). Moreover,
, where d φ k is the steady state distribution of agent k's behavior policy. Note that (17) is a simple extension of (10) to make it suitable for a multi-agent implementation. Therefore, the empirical problem for the multi-agent case is given by
where
A k,n , b k,n and C k,n constitute the k-th agent's estimate of A, b and C using its n-th sample and expressions (15) .
To solve problem (18) we shall rely on the recently introduced Diffusion Amortized Variance-Reduced Gradient (AVRG) approach from [16] (this is a fully distributed reduced-variance stochastic gradient algorithm that relies on random reshuffling). With this in mind we first note that Diffusion AVRG is designed to solve problems of the following form:
where Q k,n (θ) is the loss function of the k-th agent evaluated for the n-th data sample and vector θ. As a consequence, Diffusion AVRG cannot be used to solve (18) directly because it does not have the form of (20) . To circumvent this issue, we follow the approach proposed in [14] (see also [9] and [13] ), which is to formulate (18) as an equivalent saddle-point problem with a form similar to (20) .
To this end, we first note that every quadratic function can be expressed in terms of its conjugate function as
C (see [30] ). Therefore, expression (18) can be rewritten as:
where we defined q k ∆ = τ k /J and arranged the data in J mini-batches (where J j is the j-th minibatch). Note that problem (21) has a similar form to (20) in the sense that it is an empirical average of loss functions. However, they are different in the sense that problem (20) is a minimization problem while (21) is a saddle point problem. Hence, to be able to apply Diffusion AVRG to (21) we modify the original formulation to make it suitable for our saddle-point problem. The modification we make is to change the gradient vector in the original formulation for another vector (which we refer to as β) in which the gradient with respect to the minimization variable is stacked with the negative gradient with respect to the maximization variable. We refer to this algorithm as Diffusion AVRG for Policy Evaluation (see Algorithm 1) . In this listing, the coefficientsl lk = [(L + I)/2] lk , where I is the identity matrix and L is any matrix that is symmetric and doubly stochastic with non-negative entries (for instance this matrix can be generated using the Metropolis rule, for a longer discussion rule -see [16, 27] ). 
Generate a random permutation function of the mini-batches σ
Generate the local stochastic gradients:
T with exact diffusion:
(Combine)
End
In the above listing, we introduced σ e k , J j and β k,j (θ, ω), where σ e k indicates a random permutation of the J mini-batches of the k-th agent which is generated at the beginning of epoch e; J j is the j-th mini-batch and β k,l (θ, ω) is defined as follows:
Note that the choice of the mini-batch size provides a communication-computation trade-off. As the number of mini-batches diminishes so do the communication requirements per epoch, however less updates are performed per epoch which might result in the need of more epochs to achieve a desired tolerance. Obviously the optimal amount of mini-batches J to minimize the overall time of the optimization process depends on the particular hardware availability of each implementation. Remark 3. The saddle-point of (21) is given by
Proof. θ (21) to zero and solving for θ and ω. Theorem 1. For η > 0 and small enough step-sizes µ ω and µ θ , the iterates θ e k,0 and ω e k,0 generated by Diffusion-AVRG for Policy Evaluation converge linearly to (23) . Proof. The argument is demanding and lengthy and involves several steps. See Appendix D for the details.
Simulations
As an example we simulate a possible application of Diffusion-AVRG for Policy Evaluation. We consider a swarm of 100 Autonomous Underwater Vehicles (AUV's) running a digital control system where adaptation is desirable to cope with time varying environments (for instance, changing currents). As a solution to this problem we assume that the swarm is running a distributed policy gradient loop within which a distributed policy evaluation algorithm is necessary. We use a linearized and discretized version of the AUV model presented in [31] :
where T = 0.1s, N r = −0.23Kgms
y, z and a t are the sampling period, linear drag coefficient, moment of inertia, added mass, heading, angular speed and input torque respectively. Note that in this problem the state space is continuous and hence a parameterization of the value function is not only convenient but necessary. The reward is defined as follows r(y, τ ) = −(y d − y) 2 − 0.01a 2 ; where y d is the desired heading and can be assumed to be 0 without loss of generality. This is a Linear Quadratic Regulator (LQR) problem, as it is well known the optimal control law is linear with respect to the state variables and the value function is a quadratic function of the state variables. In this example we define the feature vector at time t as o and 180 o and the angular speed is initialized at zero. After initialization each AUV runs the control for 6 seconds (i.e., N=60), that's one second after the heading error reaches the steady state, and stores the data samples. The network topology was generated randomly (a figure of the network is shown in the appendix) and the connection weights were determined using the Metropolis rule.
Three algorithms were implemented to solve this problem: Diffusion AVRG for Policy Evaluation, Diffusion GTD2 [14] and ALG2 [15] (the latter two with decaying step-sizes). Both decaying stepsizes evolved according to 5.10
respectively. As predicted, Diffusion AVRG for Policy Evaluation shows great improvement in terms of convergence speed over the other two algorithms due to the fact that it converges linearly to the empirical minimizer.
Concluding remarks and future work
We have presented Diffusion AVRG for Policy Evaluation which has the following qualities: linear convergence, compatible with the use of linear function approximation, off-policy learning and linear complexity in both memory and per-time-step computation. The distributed nature of the algorithm is an asset since some applications such as the control of swarms of robots demand distributed solutions. Furthermore, even in situations where centralized strategies are a feasible solution, Diffusion AVRG for Policy Evaluation presents a number of advantages. In the first place, under our distributed scheme, there is no need to transfer all the data to a single location for the learning process. Secondly, in a fully distributed scenario all the nodes can work in parallel each with a subset of the total data (as opposed to a unique node processing the aggregate of all the data) therefore accelerating the learning process. There are various scenarios where these advantages can be exploited, for example in situations where data is sampled through simulation (as is done in robotics applications) or self play (as in [32] and [33] ).
A Derivation of expressions (13)
B Derivation of expressions (15) We start by rewriting Aθ − b as a convex combination of temporal differences:
where in (a) we used the fact that
h n=0 (this can be verified by simply expanding both sides). We continue, by using importance sampling so that the expectations are taken with respect to the behavior policy φ(a|s) instead of the target policy π(a|s). And afterwards we rearrange terms. We thus write:
where in (a) we used again the fact that
. Using (27) , it becomes clear that other possible expressions for An, bn and Cn are:
C Illustration of the network graph used in the simulation 
D Proof of convergence
We start by making a simplification in terms of notation for the sake of clarity. Since it is clear that at this point we are dealing with the empirical problem (21) we will drop the hat and refer to A k,l , b k,l and C k,l as A k,l , b k,l and C k,l respectively. We now rewrite the equations of Algorithm 2 as a unique network recursion as follows: 
where we defined υ = µω/µ θ , µ θ = µ,ā lk = (a lk + 1)/2 and: 
where the notation A k,σ e k (i) refers to the k-th agent's estimate of A using all the samples from the σ e k (i)-th mini-batch (if no mini-batches are being used, A k,σ e k (i) is just a sample estimate, otherwise it's the empirical average using the samples corresponding to the σ e k (i)-th mini-batch). There are two reasons why we are getting different update equations in (29) . In the first place, during the very first iteration (i.e., e = 0 and i = 0) there's no variance reduction or correction step, which accounts for (29a). In the rest of the iterations within the first epoch (i.e., (29b)) there is a correction step, however there is still no variance reduction. Update equation (29c) reflects the fact that during the first iterate of the second epoch the old gradients in the correction step don't have variance reduction (yet the new ones do). Equation (29d) is for the rest of the recursions where both the correction step and variance reduction are present. Note that (29) describes a second order recursion. From here we take steps to rewrite the update equations as a first order recursion driven by gradient noise.
We start by stating the useful following decomposition. Since A is symmetric and doubly stochastic it can be diagonalized as follows:
where Λ = diag{λ1, λ2, · · · , λK }, Λ1 = diag{λ2, · · · , λK }, λ k is the k − th eigenvalue of the matrix L ordered such that λ k ≥ λ k+1 , H is an orthogonal matrix with the eigenvectors of A (where the k-th eigenvector is denoted as h k ) as column vectors, (and hence H1 = [h2, h3, · · · , hK ]) and 1K and 0K are column vectors of size K with ones and zeros respectively. Note that since A is doubly stochastic, λ1 = 1, and since it is also symmetric all eigenvalues are real. We now make the following definitions:
Note that we define the square root of a diagonal matrix as the matrix that results from taking the positive square root of the individual elements. Remark 4. Since L has only one eigenvalue equal to one, V has rank K − 1 and the vector 1K is a base for its nullspace. Remark 5. Combining remark 4 and (33) it follows that 1K ⊗ I2M is a base for the nullspace of V. Remark 6. Since H is orthogonal we have that: Note that the first line in (35a) accounts only for a finite number of updates. Therefore, to analyze the convergence properties of the algorithm we only need to focus on the second line of (35a). In other words, for the purpose of proving convergence we will only consider updates for e > 0. Lemma 3. Defining the following error quantities and gradient noise
(37) we can derive the following error recursion which is valid for all e > 0: Note that the driving matrix in (40) has a structure that makes it difficult to calculate its eigenstructure. We circumvent this issue by doing a coordinate transformation as the following lemma indicates.
Lemma 4. Through a coordinate transformation, recursion (40) can be transformed to obtain the following recursion:
where H l , Hr, Hu, H d ∈ R 2KM ×4KM −4M are some constant matrices and D1 is a diagonal matrix with D1 
Proof. See Appendix F.
Lemma 5. If η > 0 there exists a µo such that if µ ≤ µo is satisfied then the following inequality holds: where c , a1, a2, a3, a4, a5, a6, a7 and a8 are positive constants.
Proof. See Appendix G.
Note that (43) is still not sufficient to prove convergence since we have no bounds for the evolution of the norms of differences (for instance x where f1 and f2 are positive scalars and we also defined:
Proof. See Appendix J. Finally definitions (42a), (37), (38), (30j) and (30a) combined with Theorem 2 imply that the iterates θ e k,0 and ω e k,0 generated by Diffusion-AVRG for Policy Evaluation converge linearly to the saddle point of problem (21) for every agent k; which completes the proof.
E Proof of Lemma 1.
We initialize ζ 0 0 in (35) to the same value used in (29) and Y 0 0 = 0, hence for i = 0 and e = 0 the claim is trivially true. Replacing the initial conditions in (29) and (35) for e = 0 and i = 1 we get in both cases the same update, which is: 
where in (a) we used the definition of V and in (b) we used (35b). For ζ 1 1 we have
Finally, for e ≥ 1 we get 
Note that (47), (48) and (49) coincide with (29) . This completes the proof.
F Proof of Lemma 4
Following Appendix C from [16] , we make the following eigen-decomposition:
where the matrices D, H and H −1 have the following form:
where H l , Hr, Hu, H d ∈ R 2KM ×4KM −4M are some constant matrices and D1 is a diagonal matrix with D1 2 2 = λ2(L) < 1. Combining (40) and decomposition (50) we can write:
Defining:
And following the same arguments detailed in Appendix C from [16] we can finally writex e i = 0 and:
where we defined I ∆ = 1K ⊗ I2M which completes the proof.
G Proof of Lemma 5
We start by stating some useful lemmas. Lemma 7. For η > 0 and small enough µ we have that:
is the minimum eigenvalue of some matrix A.
Proof. See Appendix H.
Lemma 8. The following bounds hold:
Proof. See Appendix I. Now we expand the top recursion of (41) and take the squared norm on both sides of the equation to get:
where t ∈ (0, 1). In (a) we used Jensen's inequality and in (b) we used Schwarz inequality. Due to Lemma 7 for small enough µ we can choose t = I2M − µGK −1 < 1 and, hence, we can write:
Using Taylor polynomials with the Lagrangian error term we can write:
where c ∈ (0, µK −1 a1) and hence c ∈ (1 + µK
. Therefore, we can finally write:
(c) 
where in (c) we used the fact that by definition I 2 = K and QG 2 = max k q 2 k G k 2 and in (d) we used (56). Note that the inequality obtained constitutes the top inequality of (43). We now repeat the procedure for the bottom recursion of (43):
where in (a) we chose t = D1 = λ2(L) and used (57). Noting that the inequality obtained constitutes the bottom inequality of (43) completes the proof.
H Proof of Lemma 7
We now proceed to calculate I2M − µGK −1 2 :
where αmin(A) is the minimum eigenvalue of A. Note that from the definition of G we know that if η > 0 then G T + G is a positive definite matrix, hence for small enough µ the matrix (G
is positive definite. Therefore we can conclude that 1 − µK −1 a1 < 1 for small enough µ.
I Proof of Lemma 8
Now we proceed to bound the gradient noise related terms.
where in (a) we used Jensen's inequality. Next we analyze the individual terms T (ζ
2 :
where in (b) we used the fact that ζ e k,0 = ζ
we used Jensen's inequality and in (e) we used Schwarz inequality. Combining (68) and (69) we get:
where in (a) we used Hölder's inequality. Now we need an equation relating ζ 
where in (a) we used (53), in (b) we used remark 6, in (c) we used the fact that the maximum eigenvalue of I T I is K. Combining (70) and (71) we finally get:
which is (56). We now proceed to bound the other noise term.
. . . 
where in (a) we used (69), in (b) we used Hölder's inequality and in (c) we used (71). Note that the bound obtained is (57).
J Proof Lemma 6
We start by introducing the definitions 
We iterate equation (43) 
Note that using Gershgorin's theorem [27] the above assumption can be satisfied by satisfying the following constraints on the step-size µ:
We now also impose the following conditions on µ:
Notice that since constants a1 through a8 and c are all strictly positive, there's always a step-size µ small enough such that the above conditions are satisfied. These conditions imply the following entry-wise matrix inequalities
a4 µa8
1 Hu We can proceed to get a similar inequality for z e j . For this we start by using the top equation of (41): 
Taking squared norm on both sides we get: 
where in (a) we used the fact that I T QGI = G, I 2 = K and QG 2 = max k q 2 k G k 2 and in (b) we used (56). We now proceed in a similar fashion to get an inequality for x 
Replacing (103) into (98) and (100) 
which completes the proof.
K Proof Theorem 2
We start by multiplying both sides of (106) by 1 1 µ as follows where is positive constant which we will define later and b1, b2 and b3 are: 
Note that if we constrain the step-size µ to be small enough so that 1 − 
The objective now is to prove that max(b1, b2, b3) < 1 and hence the algorithm converges linearly to the minimizer. We now proceed to obtain expressions for b1 and b2. For this, we expand the terms in (111). For this we expand 1 Hu we can write the following expressions for b1, b2 and b3:
From (114a) and (114c) it is clear that for small enough step-size µ, b1 < 1 and b3 < 1 since the O(µ) term is negative. Also since limµ→0 b2 = λ2(L), then it is clear that there is a step-size µ small enough such that b2 < 1. Like we said before since max(b1, b2, b3) < 1 this implies that 
