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Die Vernetzung von Fahrzeugen untereinander ist ein wichtiger Aspekt im Hinblick auf
die Erho¨hung der Verkehrssicherheit und -effizienz. Dafu¨r tauschen Fahrzeuge mit ihren
Nachbarn Positions- und Zustandsinformationen aus, um eine Wissensbasis zur Berech-
nung von Kollisionswahrscheinlichkeiten aufzubauen. Um kritische Situationen erkennen
zu ko¨nnen, ist es notwendig, Informationen zuverla¨ssig empfangen zu ko¨nnen. Allerdings
werden zur Umsetzung derartiger Systeme typischerweise WLAN-basierte Ad-hoc-Netze
verwendet, welche vor allem bei einer hohen Anzahl an Teilnehmern keine zuverla¨ssige
U¨bertragung von Nachrichten gewa¨hrleisten.
Ziel dieser Arbeit ist es, einen Beaconing-Algorithmus zu entwickeln, welcher es er-
mo¨glicht bei jeder Fahrzeugdichte die geforderte Wissensbasis zur Erkennung von sicher-
heitskritischen Situationen aufzubauen.
Aufbauend auf der Spezifizierung der Situationen zur Kollisionserkennung und Kollisi-
onsvermeidung und den damit definierten Metriken zur Beurteilung von Beaconing Algo-
rithmen, wird zuna¨chst die Gu¨te von Beaconing-Ansa¨tzen mit unterschiedlichen statischen
Beacon-Wiederholratn untersucht. Es wird gezeigt, dass dieser Ansatz die Anforderun-
gen nach einem gleichbleibenden Informationsdurchsatz bei hohen Fahrzeugdichten nicht
erfu¨llen kann. Um trotz der unzuverla¨ssigen Nachrichtenu¨bertragung den geforderten In-
formationsdurchsatz in Abha¨ngigkeit der individuellen Situation eines jeden Fahrzeugs zu
gewa¨hrleisten, wird in dieser Arbeit ein serviceorientierter Beaconing-Ansatz eingefu¨hrt.
Hierbei wird jeweils eine Variante fu¨r die entsprechende spezifizierte Situation definiert.
Es wird gezeigt, dass der serviceorientierte Ansatz unter Nutzung von einem Kommuni-
kationskanal bei niedrigen und mittleren Fahrzeugdichten eine Verbesserung des Informati-
onsdurchsatzes erzielen kann. Bei hohen Fahrzeugdichten sinkt der Mehrwert allerdings auf-
grund des hohen Nachrichtenaufkommens. Auf diesen Erkenntnissen wird eine Mehrkanal-
Variante des Beaconing-Ansatzes vorgeschlagen. Hierbei sollen zur Serviceerbringung ge-
sonderte Kana¨le genutzt werden, um die Kommunikationslast besser verteilen zu ko¨nnen.
Nach einer ausgiebigen Evaluierung der Mehrkanalnutzung in Fahrzeuge-Ad-hoc-Netzen
und unter Beru¨cksichtigung der dabei existierenden Einschra¨nkungen kann gezeigt wer-
den, dass die Mehrkanal-Variante des serviceorientierten Beaconing-Ansatzes signifikante
Verbesserungen fu¨r den Informationsdurchsatz sowohl in der Kollisionserkennungs- als auch




The interconnection of vehicles is an important topic concerning the enhancement of
traffic safety and traffic efficiency. Therefore, vehicles exchange position and state infor-
mation with each other to establish an awareness level for the calculation of collision
probabilities with their neighbors. To recognize critical safety situations it is essential to
receive information reliably. However, these systems are typically based on wireless ad-hoc
networks that cannot guarantee reliable packet transmission. This is especially the case in
situations where a high number of communication nodes exist.
The aim of this work at hand is the definition of a beaconing algorithm that enables the
establishment of a desired awareness level for critical safety situations especially in high
density traffic scenarios.
First, representative scenarios for collision detection and collision avoidance were spe-
cified and metrics for the evaluation of the beaconing algorithms were defined. Based on
these metrics the performance of beaconing algorithms with different static periodical up-
date rates was evaluated. It is presented that these kinds of beaconing algorithms cannot
provide sufficient results with respect to the required constant information throughput in
high density traffic situations. To provide a high awareness level for each vehicle in its
individual situation in spite of an unreliable communication channel a service-oriented be-
aconing approach is defined in this work. It is based on a request/response communication
scheme to compensate particular packet loss. Hereby, a broadcast and a unicast occurrence
of the algorithm are defined accordingly to the corresponding representative scenarios.
It is presented that the service-oriented beaconing approach provides a significant bene-
fit with respect to the information throughput for low and middle traffic density situations.
However, in high density situations the benefit of this approach is decreasing due to the
increased communication overhead. This is a result of using one single communication
channel. To achieve a high awareness level also in high density traffic situations, a signi-
ficant modification was defined. Therefore, the usage of multiple communication channels
was introduced to distribute the communication load over several channels. It is specified
to send all service responses on a dedicated service channel to reduce the load on the con-
trol channel where the service requests are transmitted. After an extensive evaluation of
the multi-channel utilization in vehicle ad-hoc networks using IEEE 802.11p it is shown
that the multi-channel version of the service-oriented beaconing approach can achieve si-
gnificant benefits concerning the information throughput for the collision detection and
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Fahrzeug-Ad-hoc-Netze sind konzipiert, um die Verkehrssicherheit und Verkehrseffizienz zu
verbessern. Im Gegensatz zu passiven und reaktiven Sicherheitssystemen z.B. zum Airbag
oder zum Antiblockiersystem besitzen Fahrzeug-Ad-hoc-Netze einen proaktiven Charakter.
Hierbei wird der telematische Horizont des Fahrers durch den Austausch von Zustands-
nachrichten zwischen den Fahrzeugen u¨ber drahtlose Netzwerke erweitert. Durch diese
Informationen kann der Fahrer fru¨hzeitig auf potenzielle Gefahrensituationen hingewie-
sen werden und diese vermeiden [2]. Die in dieser Arbeit betrachteten Fahrzeug-Ad-hoc-
Netze sind in der Literatur u.a. auch unter den Begriffen Car2Car, Car2X, Vehicle2Vehicle
(V2V), Vehicle2Infrastructure (V2I), Dedicated Short Range Communication (DSRC) und
Vehicular-ad-hoc-networks (VANETS) zu finden. Grundsa¨tzlich wird im Bereich der sicher-
heitsrelevanten Anwendungen zwischen lokalen Gefahrenwarnungen und kooperativen Si-
cherheitsanwendungen unterschieden. Im ersten Fall wird anhand von Sensoren eine gefa¨hr-
liche Situation vom jeweiligen Fahrzeug detektiert und die aggregierte Information an die
Nachbarfahrzeuge u¨bertragen. Im zweiten Fall werden anhand sogenannter Applikations-
Beacons (im Folgenden Beacons genannt) von jedem Fahrzeug zyklisch Statusinformatio-
nen, z.B. u¨ber die aktuelle Position, die Beschleunigung und die Geschwindigkeit, versendet.
Anhand dieser Informationen kann jeder Empfa¨nger im na¨chsten Schritt die Wahrschein-
lichkeit einer Kollision mit dem entsprechenden Nachbarfahrzeug berechnen. Aufgrund der
hohen Mobilita¨t und der Dynamik der Fahrzeuge ist es fu¨r die genaue Berechnung der Kol-
lisionswahrscheinlichkeit erforderlich, dass Beacons mit einer hohen Aktualita¨t empfangen
werden, um einen geforderten Durchsatz an Informationen in der jeweiligen Situation zu
ermo¨glichen. Dies fu¨hrt dazu, dass vor allem mit steigender Anzahl von Fahrzeugen ei-
ne hohe Last auf dem Kommunikationsmedium erzeugt wird. Dies resultiert wiederum
in Paketverlusten auf dem Kommunikationskanal, welche u.a. durch Signalinterferenzen
verursacht werden.
Die Lo¨sung der widerspru¨chlichen Anforderungen hinsichtlich der Erho¨hung des In-
formationsdurchsatzes und der Minimierung der Netzwerklast nimmt einen besonderen
Stellenwert bei der Entwicklung der kooperativen Sicherheitsanwendungen und den damit
verbundenen Beaconing-Verfahren ein und bildet gleichzeitig die wissenschaftliche Pro-
blemstellung der hier vorliegenden Arbeit. Bislang bekannte Ansa¨tze folgen grundsa¨tzlich
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dem push-Prinzip, bei dem jedes Fahrzeug eigensta¨ndig u¨ber den Sendezeitpunkt eines
Beacons entscheidet. Weiterhin wird fu¨r den Austausch von Beacons stets ein einziger
Kommunikationskanal zur Nachrichtenu¨bertragung genutzt.
Der in dieser Dissertation erarbeitete neuartige Beaconing-Ansatz basiert auf einem
Paradigmenwechsel. Es wird ein serviceorientiertes pull-Prinzip eingefu¨hrt, welches die
gleichzeitige Nutzung mehrerer paralleler Kana¨le ermo¨glicht. Die Grundidee des service-
orientierten Beaconing-Ansatzes erlaubt es, die Beacon-Wiederholrate situationsadaptiv
auf Anfrage von Nachbarfahrzeugen anzupassen und zu steuern. Somit ko¨nnen erwartete
Beacon-Nachrichten, die z.B. durch Interferenzen auf dem Kommunikationskanal nicht zu-
gestellt werden konnten, einfach von den einzelnen Fahrzeugen identifiziert werden und ein
nochmaliges Senden dieser Nachricht kann angefordert werden. Um dieses Prinzip auf das
Beaconing abzubilden, wird ein Request/Response-Protokoll mit den dazugeho¨rigen Rol-
len eines Service Users und eines Service Providers definiert. Erga¨nzend wird die Service-
Request-Nachricht spezifiziert, welche anhand der belegten Attribute die Art der Serviceer-
bringung steuert. Es werden zwei Varianten des serviceorientierten Ansatzes, der Beacon
Forwarding Service (BFS) und der Beacon Rate Control Service (BRCS), vorgestellt. Diese
ko¨nnen in unterschiedlichen Situationen verwendet werden. BFS ist ein Broadcast-Service,
welcher die Wissensbasis von Nachbarfahrzeugen nutzt, um erwartete aber nicht erhaltene
Beacons anzufragen. Hierbei wird von einem beliebigen Nachbarn eine Weiterleitung der
Information vorgenommen, falls dieser eine Service-Anfrage erha¨lt und selbst die gu¨ltige
Information besitzt. Dieser Service dient in erster Linie zur Nachverfolgung der Bewegun-
gen einzelner Nachbarn, um auf dieser Wissensbasis entsprechende Kollisionswahrschein-
lichkeiten zu berechnen. BRCS ist als Unicast- bzw. Multicast-Service definiert. Hierbei
kann ein Fahrzeug einen oder mehrere Nachbarn direkt adressieren und fu¨r eine bestimmte
Dauer eine gewu¨nschte Beacon-Wiederholrate anfordern. Dieser Service wird verwendet,
wenn bereits eine erho¨hte Kollisionswahrscheinlichkeit berechnet wurde und somit ho¨chst
aktuelle Bewegungsinformationen der potenziellen Kollisionspartner beno¨tigt werden. In
diesem Zusammenhang ko¨nnte dem Fahrer eine entsprechende Aktion, z.B. Vollbremsung
oder Ausweichmano¨ver, vorgeschlagen werden, um auf die sicherheitskritische Situation
reagieren zu ko¨nnen.
In dieser Arbeit wurden als Evaluierungsgrundlage zwei sicherheitskritische Situatio-
nen ausgewa¨hlt, die unterschiedliche Anforderungen an den Informationsdurchsatz auf-
weisen. Hierbei handelt es sich im Speziellen um die Situation der Kollisionserkennung
und der Kollisionsvermeidung. Zur Evaluierung wurden des Weiteren zwei Metriken auf-
gestellt, die es erlauben, die Gu¨te der Beaconing-Ansa¨tze in den jeweiligen Situationen zu
beurteilen. Anhand zahlreicher Simulationen wurden zuna¨chst unterschiedliche zyklische
Beacon-Wiederholraten, die dem push-Prinzip folgen, betrachtet. Die dabei erzielten Er-
gebnisse wurden mit der erarbeiteten serviceorientierten pull-basierten Lo¨sung verglichen.
Es konnte gezeigt werden, dass unter der Nutzung eines einzelnen Kommunikationskanals
der serviceorientierte Ansatz gerade bei niedrigen bis mittleren Fahrzeugdichten signifikan-
te Vorteile bietet. Bei der Betrachtung ho¨herer Fahrzeugdichten weist das erzielte Ergebnis
allerdings Verbesserungspotenzial auf. Dies ist darauf zuru¨ckzufu¨hren, dass der Kommu-
nikationsaufwand, der durch das Request/Response-Prinzip verursachte wird, zu viel Last
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sowohl einer Request- als auch einer Response-Nachricht verringert.
Zur Lo¨sung dieses Problems wurde der serviceorientierte Ansatz auf mehrere paral-
lele Kana¨le portiert und analysiert. Die gleichzeitige Nutzung von mehreren parallelen
Kana¨len fu¨r das Beaconing stellt den zweiten Paradigmenwechsel dar. Zur Evaluierung
wurde zuna¨chst anhand eines eigens umgesetzten Mehrkanalmodells in der Simulations-
umgebung JiST/SWANS grundsa¨tzlich die gegenseitige Beeinflussung der benachbarten
Kana¨le bei gleichzeitiger Nutzung evaluiert. Eine derartige Betrachtung auf der Basis von
Simulationsmodellen existiert in der Literatur noch nicht, und stellt gleichzeitig einen wei-
teren wichtigen wissenschaftlichen Beitrag dieser Arbeit dar.
Die Ergebnisse zeigen, dass zwei direkt benachbarte Kana¨le aufgrund des Kanalu¨ber-
sprechens (auch Adjacent Channel Interference) nicht mit gleicher Sendeleistung betrieben
werden ko¨nnen. Bei nicht direkt benachbarten Kana¨len ist dieser Effekt allerdings weniger
gravierend. Unter Beachtung dieser Rahmenbedingung wurden weitere Simulationen fu¨r
den serviceorientierten Beaconing-Ansatz auf mehreren Kana¨len durchgefu¨hrt. Es konnte
gezeigt werden, dass in Abha¨ngigkeit der gewu¨nschten Kommunikationsreichweite sowohl
direkt benachbarte Kana¨le (fu¨r kurze Distanzen) als auch nicht direkt benachbarte Kana¨le
(fu¨r la¨ngere Distanzen) genutzt werden ko¨nnen. In diesem Zusammenhang konnten signi-
fikante Verbesserungen des Informationsdurchsatzes auch fu¨r hohe Fahrzeugdichten erzielt
werden.
Ein weiterer Fokus der Arbeit liegt auf dem des Aspekts der Selektivita¨t bei der Service-
Nutzung. Hierbei wurde betrachtet, wie sich der Informationsdurchsatz entwickelt, wenn
es mo¨glich ist, aus einer Menge von Fahrzeugen, die sich in einem Betrachtungsradius
befinden, nur die relevanten Nachbarn zu selektieren. Dieser Aspekt ist aus Sicht der
Kontext- und Situationsabha¨ngigkeit bedeutend, da im Mittel in realen Szenarien nicht
mit allen Nachbarfahrzeugen eine Kollisionsgefahr besteht. Dies ist darauf zuru¨ckzufu¨hren,
dass Fahrzeuge, die sich z.B. voneinander entfernen oder plo¨tzlich abbiegen, keine Gefahr
darstellen. Fu¨r die Einscha¨tzung bzw. Beurteilung von Kollisionspartnern ist allerdings
eine hohe Anzahl von Informationen u¨ber das Umfeld und die einzelnen Fahrzeuge not-
wendig. Mu¨ssten diese Informationen alle u¨ber das Netzwerk u¨bertragen werden, so ha¨tte
das eine enorme Last auf dem Kommunikationsmedium zur Folge. Aus diesem Grund
wird das grundsa¨tzliche Potenzial von Fahrstreckenvorhersagen und der dafu¨r notwendige
Kontext betrachtet. Um die Netzwerkressourcen zu schonen, wird dafu¨r der senderseitige
Ansatz zur Vorhersage von Fahrzeugbewegungen angenommen und die daraus resultie-
rende Erho¨hung der Beacon-Nachrichtengro¨ße betrachtet. Unter der Annahme, dass dieser
Ansatz eine Erho¨hung der Selektivita¨t ermo¨glicht, werden abschließend die jeweiligen Vari-
anten des Beacon Forwarding Services in Abha¨ngigkeit unterschiedlicher Selektivita¨tsgrade
auf Basis von weiteren Simulationen analysiert. Es konnte gezeigt werden, dass durch den
Ausschluss von irrelevanten Fahrzeugen eine weitere Verbesserung des Informationsdurch-
satzes ermo¨glicht wird. Durch den serviceorientierten Ansatz wurden Ergebnisse erreicht,
die die Ergebnisse aller in dieser Arbeit betrachteten statischen Beaconing-Ansa¨tze bei
Weitem u¨bertreffen.
Der in dieser Arbeit vorgestellte serviceorientierte Mehrkanal-Beaconing-Ansatz bildet
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eine ganzheitliche Lo¨sung zur Erfu¨llung der situationsabha¨ngigen Anforderungen von ko-
operativen Sicherheitsanwendungen im Hinblick auf den gewu¨nschten Informationsdurch-
satz. Sowohl durch das hohe Maß an Flexibilita¨t bezu¨glich der Kanalwahl als auch durch
die Charakteristik der Serviceerbringung bietet dieser Ansatz eine robuste und skalierbare
Lo¨sung fu¨r die betrachteten Situationen der Kollisionserkennung und Kollisionsvermei-
dung.
Die vorliegende Arbeit ist wie folgt strukturiert: Die Grundlagen der Fahrzeug-Ad-
hoc-Netze und die im System beteiligten Komponenten werden in Kapitel 2 dargestellt.
Dabei wird der Fokus vor allem auf die Anforderungen der sicherheitskritischen Applika-
tionen und die Einschra¨nkungen der zugrunde liegenden Netzwerktechnologie detailliert
beschrieben. Im Ergebnis wird die wissenschaftliche Fragestellung der vorliegenden Arbeit
im Bezug auf die Erho¨hung des Informationsdurchsatzes bei hohen Fahrzeugdichten for-
muliert und entsprechende Kriterien zur Beurteilung der Gu¨te von Beaconing-Algorithmen
definiert. Kapitel 3 liefert einen U¨berblick u¨ber bisher existierende Beaconing-Ansa¨tze und
diskutiert deren Vor- und Nachteile. Kapitel 4 nimmt zuna¨chst eine Klassifizierung der zu
betrachtenden relevanten Situationen vor, welche in die Phasen der Kollisionserkennung
und -vermeidung augefteilt werden. Fu¨r die einzelnen Situationen werden jeweils konkrete
Metriken definiert, anhand derer der geforderten Informationsdurchsatz der Applikation im
Verlauf der Arbeit gemessen werden kann. Der serviceorientierte Beaconing-Ansatz wird
eingefu¨hrt, anhand der aufgestellten Metriken evaluiert und mit unterschiedlichen stati-
schen Beaconing-Varianten verglichen. Nach der Diskussion der Ergebnisse werden in Ka-
pitel 5 die Grundlagen der Mehrkanal-Nutzung in IEEE 802.11p vorgestellt und die daraus
resultierenden Einschra¨nkungen im Hinblick auf die Anforderungen der Fahrzeug-Ad-hoc-
Netze in detaillierten Simulationen dargelegt. Unter Beru¨cksichtigung der Ergebnisse wird
in Kapitel 6 der erweiterte serviceorientierte Beaconing-Ansatz unter Nutzung von mehre-
ren Kana¨len spezifiziert und die dadurch erzielten Verbesserungen werden im Hinblick auf
den Informationsdurchsatz pra¨sentiert. Abschließend wird in Kapitel 7 die Untersuchung
des vorgeschlagenen Beaconing-Ansatzes unter dem Aspekt einer ho¨heren Selektivita¨t bei
der Auswahl von potenziellen Kollisionspartnern evaluiert. Die Simulationsumgebung, die
fu¨r alle in dieser Arbeit vorgenommenen Evaluierungen eingesetzte wurde, wird in Kapi-
tel 8 beschrieben. Des Weiteren wird das im Zuge der Arbeit umgesetzte und integrierte
Mehrkanal-Modell erla¨utert. Kapitel 9 fasst den wissenschaftlichen Beitrag der Arbeit und
die erzielten Ergebnisse zusammen und gibt einen Ausblick auf weitere Optimierungsfelder





Die Vernetzung von Fahrzeugen untereinander und mit ihrer Umwelt ist ein wichtiger
Themenbereich in der Wirtschaft und Wissenschaft, welcher seine Historie in dem Feld der
Telematik und der Mobilen-Ad-hoc-Netze (MANETS) hat [1][29]. Ziel dabei ist es, dem
Fahrzeug und seinem Fahrer jegliche Art von Informationen bereitzustellen, welche in sei-
nen individuellen Situationen von Nutzen sein ko¨nnen und ihn in einem stets komplexer
werdenden Verkehrsumfeld unterstu¨tzen. Es existiert eine Vielfalt an Anwendungsmo¨glich-
keiten [4] [26] [9] [24] [21]. Dabei kann das vernetzte Fahrzeug seinen Insassen sowohl
Komfortanwendungen wie z.B. Internetzugang, Point-of-Interest-Suche und Vehrkehrsin-
formationen bieten, als auch Informationen u¨ber ein existierendes Stauende, das aktuelle
Wetter und vereiste Fahrbahnabschnitte bereitstellen. Im Allgemeinen kann aber zwischen
den zwei Anwendungsklassen der fahraufgaben- und nicht fahraufgabenbezogenen Anwen-
dungen unterschieden werden [5]. Erstere sollen es ermo¨glichen, ein Fahrzeug zielgerich-
tet und unfallfrei bei Einhaltung der gu¨ltigen Verkehrsregeln zu bewegen [5], was unter
dem Begriff der Fahrerassistenzsysteme zusammengefasst werden kann [3]. Letztere dienen
grundsa¨tzlich dazu, die korrekte Betriebsfa¨higkeit und die Steigerung der Wirtschaftlichkeit
bzw. Leistungsfa¨higkeit des Fahrzeugs zu gewa¨hrleisten [5]. Hierzu ko¨nnen z.B. Komfort-
anwendungen und werkstattbezogene Diagnose- und Programmiersysteme geza¨hlt werden.
Zum Austausch der Informationen zwischen den beteiligten Fahrzeugen und Infra-
strukturkomponenten werden unterschiedliche Auspra¨gungen von drahtlosen Kommuni-
kationsnetzen verwendet. Es sind sowohl zellulare Netze (GPRS, UMTS, LTE) als auch
WLAN-basierte Netze (802.11a/b/g/n, 802.11p) denkbar, und kommen bereits zum Teil
serienma¨ssig zum Einsatz [13] [14] [15] [16]. Bei der Wahl der geeigneten Kommunikations-
technologie ist vor allem auf die Anforderung der jeweiligen Anwendungsklassen bzw. sogar
einzelner individueller Anwendungen zu achten. Grundsa¨tzlich ist davon auszugehen, dass
bislang keine Netzwerktechnologie existiert, welche die Anforderungen aller Anwendungen
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stets optimal bedienen kann [36]. Aus diesem Grund kann von einem hybriden System
ausgegangen werden, welches unterschiedliche drahtlose Kommunikationstechnologien be-
reitstellt [7] [9] [21].
Die hier vorliegende Arbeit konzentriert sich auf die Klasse der kooperativen Assistenz-
systeme zur Erho¨hung der Verkehrssicherheit. Hierbei tauschen kooperative Sicherheitsan-
wendungen typischerweise periodisch Positions- und Zustandsinformationen aus (im Fol-
genden Beacons genannt), um ein ganzheitliches Wissen u¨ber Fahrzeuge in unmittelbarer
Na¨he aufzubauen. Auf dieser Wissensgrundlage kann jedes Fahrzeug potenzielle Kollisions-
situationen erkennen, um so rechtzeitig auf eine Gefahrensituation reagieren zu ko¨nnen.
Wegen der hohen Dynamik der Fahrzeuge und der nur eingeschra¨nkt deterministischen
Bewegungsmuster ist es notwendig, Beacons mit hoher Aktualita¨t und somit kurzen U¨ber-
tragungszeiten zu empfangen. Aus diesem Grund werden zur Erfu¨llung dieser Anforde-
rungen in erster Linie WLAN-basierte Netze als Kommunikationstechnologie eingesetzt
[23] [9]. In dem Umfeld der Fahrzeug-Ad-hoc-Netze wird der dafu¨r speziell entwickelte
IEEE 802.11p Standard [67] verwendet. Obwohl dieser Standard u.a. kurze Latenzzeiten
und einen schnellen Verbindungsaufbau gewa¨hrleistet, liegt es in der Natur von WLAN-
basierten Kommunikationsnetzen der IEEE 802.11 Familie [65], dass die Zuverla¨ssigkeit
einer Nachrichtenu¨bertragung nicht garantiert ist [25]. Dies wiederum stellt ein Problem
fu¨r die korrekte und zuverla¨ssige Funktionalita¨t der kooperativen Sicherheitsanwendungen
dar. Die Erarbeitung eines Lo¨sungsvorschlags fu¨r dieses Problem ist die wissenschaftliche
Herausforderung der vorliegenden Dissertation.
Dieses Kapitel bietet einen U¨berblick u¨ber den grundsa¨tzlichen Aufbau von Fahrzeug-
Ad-hoc-Systemen und die damit mo¨glichen umsetzbaren Anwendungen. Des Weiteren
werden die Anforderungen der kooperativen Sicherheitsanwendungen diskutiert und die
Grundlagen des eingesetzten IEEE 802.11p Standards vorgestellt. Nach der Betrachtung
der Anwendungs- und Netzwerkschicht, wird abschließend die in der vorliegende Arbeit
betrachtete wissenschaftliche Problemstellung formuliert. Diese soll anhand des aufgestell-
ten serviceorientierten Mehrkanal-Beaconing-Ansatzes gelo¨st werden. Die Beurteilung der
Gu¨te des vorgestellten Ansatzes wird im Laufe der Arbeit anhand der definierten Kriterien
und Metriken vorgenommen (siehe auch Kapitel 4).
2.1.1 Aktivita¨ten im Bereich der Fahrzeug-Ad-hoc-Netze
Die Erforschung und Erprobung der Fahrzeug-Ad-hoc-Netze wurde in der Vergangenheit
auf internationaler Ebene in einer Vielzahl von Projekten und Aktivita¨ten betrachtet [8].
Hierbei wurden die einzelnen Aspekte unter dem Blickwinkel der Evaluierung der Systeme
auf der Basis von Prototypen betrachtet, und es wurde mit ihrer Standardisierung begon-
nen. Im Folgenden soll ein Auszug der wichtigsten Projekte und Standardisierungsinstanzen
vorgestellt werden:
• NoW: Das Network on Wheels Forschungsprojekt (NoW) [10] ist ein nationaler Zu-
sammenschluss von Automobilherstellern, Zulieferern und Universita¨ten in Deutsch-
land. Es hat sich zum Ziel gesetzt, in erster Linie die technischen Fragen bezu¨glich der
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Kommunikationsprotokolle und Sicherheitsaspekte im Rahmen der Fahrzeugnetze zu
betrachten und Lo¨sungsansa¨tze zu erarbeiten. Das im Zeitraum von 2004 bis 2008
durchgefu¨hrte Projekt hat neben wichtigen Erkenntnissen im Bereich der Nachrich-
tenverbreitungsstrategien in WLAN-basierten Fahreugnetzen auch die prototypische
Umsetzbarkeit derartiger Systeme nachgewiesen. Ein Hauptergebnis ist die erarbeite-
te offene Kommunikationsplattform, welche neben der Umsetzung sicherheitsrelevan-
ter Anwendungen auch Infotainment-Funktionen ermo¨glicht [11]. Das Projekt bildet
somit eine Grundlage fu¨r Standardisierungsdiskussionen innerhalb der IEEE [17] und
des Car2Car Communication Consortium [21] und bildet die Grundlage fu¨r mo¨gliche
zuku¨nftige Markteinfu¨hrungsstrategien.
• VSCP: Das Vehicle Safety Communication Project [24] ist ein in den USA formiertes
Konsortium, welches u.a. aus vielen namhaften internationalen Automobilherstellern
besteht. Das im Jahre 2002 gestartete Projekt hat sich prima¨r zum Ziel gesetzt, die
Potenziale der Fahrzeug-Ad-hoc-Netze zu analysieren und die vielversprechendsten
Anwendungen vor allem im Bereich der Verkehrssicherheit zu spezifizieren und zu
priorisieren. Eine detaillierte Analyse der Anforderungen der jeweiligen Anwendungen
im Hinblick auf das Kommunikationsnetz wurde vorgenommen und repra¨sentative
Szenarien fu¨r Fahrzeug-Ad-hoc-Netze wurden definiert.
• C2C-CC: Das Car2Car Communication Consortium (C2C-CC) [21] ist ein Non-
Profit-Industriekonsortium, welches aus einer Inititive aller relevanten Automobil-
hersteller Europas im Jahre 2002 gegru¨ndet wurde. Es hat sich zum Ziel gesetzt, die
laufenden Projekte und Aktivita¨ten zur Erho¨hung der Verkehrssicherheit und Ver-
kehrseffizienz auf Basis von Fahrzeug-Fahrzeug-Kommunikation zu unterstu¨tzen und
durch die Fahrzeug-Infrastruktur-Ansa¨tze zu erweitern. Ein Hauptaugenmerk liegt
auf der engen Zusammenarbeit mit den Standardisierungsgremien, wobei hier die
ETSI TC-ITS [19] besonders hervorzuheben ist.
• simTD: Das nationale Projekt Sichere-Intelligente-Mobilita¨t - Testfeld Deutschland
(simTD) [9] fu¨hrt einen der gro¨ßten Feldtests im Bereich der Fahrzeug-Ad-hoc-Netze
durch. Mit einer Vielzahl vom Industriepartnern und Forschungseinrichtungen soll
im Zeitraum von 2008 bis 2013 eine seriennahe Entwicklung sowohl von Kommuni-
kationskomponenten als auch Applikationen umgesetzt werden. Des Weiteren soll im
Rahmen einer Evaluierungsphase die Machbarkeit und der generierte Nutzen derar-
tiger Systeme evaluiert werden.
• COMeSafety2: Als europa¨isches Vorhaben ist das COMeSafety2 Projekt [20] (Nach-
folger von COMeSafety) ein wichtiges Gremium zur Harmonisierung und Unter-
stu¨tzung der in Europa laufenden Aktivita¨ten im Rahmen der intelligenten Transport-
Systeme (ITS). Daru¨ber hinaus soll im Rahmen des Vorhabens auch der Abgleich und
die Harmonisierung zwischen den in den USA und Europa erarbeiteten Konzepten
stattfinden.
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• IEEE: Die Ergebnisse des Institute of Electrical and Electronics Engineers (IEEE)
[17] za¨hlen zu den bisher wichtigsten Aktivita¨ten fu¨r die globale Entwicklung WLAN-
basierter Fahrzeugnetze. Eines der Kernergebnisse ist der erarbeitete IEEE 802.11p
Standard, welcher es auf MAC- und PHY-Schicht ermo¨glicht, globale Kompatibi-
lita¨t herzustellen. Eine weitere Standardisierungsaktivita¨t ist die Arbeit an der IEEE
1609 Protokollfamilie [71] [72], welche u.a. die Ebenen oberhalb der MAC-Schicht
betrachtet.
• ETSI: Vor allem die aktuellen Aktivita¨ten im Rahmen des European Telecommu-
nications Standards Institute (ETSI) [18] bilden einen wichtigen Meilenstein fu¨r die
europa¨ische Variante der Fahrzeug-Ad-hoc-Netze. Diese Plattform bietet die Mo¨glich-
keit, durch erfolgreiche Standardisierungsarbeiten den Markteintritt und die Serien-
fertigung der Systeme in Europa zu beginnen.
Trotz der bereits umfangreich durchgefu¨hrten Spezifikations- und Evaluierungsta¨tigkeiten
bleiben in Bezug auf spezielle Punkte immer noch offene Fragen. Eine dieser Fragestellun-
gen soll in der vorliegenden Arbeit betrachtet werden.
2.1.2 Systemvoraussetzungen
Fu¨r die korrekte Arbeitsweise und Umsetzung von Fahrzeug-Ad-hoc-Netzen ist eine Rei-
he von technischen Voraussetzungen notwendig. Im Folgenden sollen diese kurz erla¨utert
werden (siehe [23], [59], [12]):
• Konnektivita¨t: Fa¨higkeit eines Fahrzeugs, u¨ber einen drahtlosen Kommunikations-
kanal Informationen bereitzustellen und zu empfangen. In der Regel wird dies unter
Verwendung des WLAN Standards IEEE 802.11p ermo¨glicht, schließt aber weitere
Kommunikationstechnologien nicht aus.
• Zugang zur Sensorik: Mo¨glichkeit, auf die Informationen der im Fahrzeug verbauten
Sensorik zugreifen und dekodieren zu ko¨nnen. Diese Daten ko¨nnen dann entweder
aggregiert oder im Rohformat in Abha¨ngigkeit der Anforderung entsprechender An-
wendungen u¨ber das drahtlose Netz verbreitet werden. Beispielhaft werden in [23]
die folgenden Signale genannt: Geschwindigkeit, Fahrtrichtung, Warnblinker, ABS,
ESP, Regensensordaten, Bremskraftdaten. Die Informationen innerhalb einer Nach-
richt sind nicht auf die aufgefu¨hrten Signale begrenzt und ko¨nnen je nach Bedarf und
Verfu¨gbarkeit erweitert werden.
• Uhrensynchronisation: Existenz einer einheitlichen globalen Zeit in jedem Fahrzeug,
um die zeitliche Relevanz von empfangenen Nachrichten u¨berpru¨fen und beurteilen
zu ko¨nnen. Typischerweise wird hierfu¨r die GPS-Zeit verwendet.
• Positionierungssystem: Zugriff auf eine gu¨ltige und korrekte Position zu jedem be-




















IEEE 802.11p IEEE 802.11a/b/g Andere drahtlose Netzwerke
Abbildung 2.1: Car2X Systemlandschaft des Car2Car Communication Consortiums nach
[23]
.
u¨berpru¨fen und beurteilen zu ko¨nnen. Hierbei ist die Definition der korrekten Positi-
on nicht allgemeingu¨ltig spezifiziert. Diese kann jedoch unter Angabe der gescha¨tzten
Abweichung zur realen Position bereitgestellt werden.
2.1.3 Komponenten
Zum besseren Versta¨ndnis der hier vorliegenden Arbeit soll zuna¨chst das Gesamtsystem
der Fahrzeug-Ad-hoc-Netze betrachtet und vorgestellt werden. Abbildung 2.1 zeigt den
im Car2Car Communication Consortium [21] erarbeiteten Vorschlag einer Referenzarchi-
tektur, die aus fu¨nf Kernkomponenten besteht und sich in drei Doma¨nen gliedert. Die
einzelnen Komponenten und ihre Funktionen werden im Folgenden kurz charakterisiert:
• AU: Die Applikation Unit (AU) bietet die Mo¨glichkeit, einzelne Anwendungen aus-
zufu¨hren. Darunter ko¨nnen sowohl sicherheitsrelevante als auch andere Anwendungen
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verstanden werden. Eine AU ist stets Teil eines Fahrzeugs und u¨ber die In-Vehicle
Domain mit der On-board Unit (OBU) verbunden. Bei der Auswahl der Hardware
ist hierbei keine Einschra¨nkung gegeben. Diese kann sowohl eine permanent verbau-
te Head-Unit eines Fahrzeugs sein, aber auch ein mobiles Endgera¨t darstellen, wel-
ches dynamisch ins Fahrzeug eingebunden wird. Innerhalb einer In-Vehicle Doma¨ne
ko¨nnen mehrere AUs existieren, um unterschiedliche Anwendungen und Funktionen
abbilden zu ko¨nnen.
• OBU: Die On-board Unit (OBU) stellt die Kommunikationseinheit innerhalb ei-
nes Fahrzeugs dar. Diese ist mindestens mit einem 802.11p-Kommunikationsmodul
bestu¨ckt und dafu¨r zusta¨ndig, eingehende Nachrichten aus der Ad-hoc- bzw. In-
frastruktur-Doma¨ne an die angeschlossenen AUs weiterzuleiten. Jede OBU ist mit
einem minimalen Set an Funktionen ausgestattet, die z.B. die Herstellung von Ad-
hoc-Verbindungen, die Bereitstellung geographischer Routing Protokolle und Secu-
ritymechanismen ermo¨glichen. Eine OBU kann neben der IEEE 802.11p Kommu-
nikationsschnittstelle auch weitere Kommunikationstechnologien bereitstellen. Dazu
za¨hlen neben den WLAN-basierten Systemen (z.B. IEEE 802.11a/b/g) [68] [69] auch
zellulare Kommunkationsnetze (z.B. UMTS und LTE) [73]. Neben der Mo¨glichkeit
der Nachrichtenu¨bertragung stellt die OBU daru¨ber hinaus einen Zugang zur Fahr-
zeugsensorik und dem Positionierungssystem her.
• RSU: Die Road-Side Unit (RSU) ist grundsa¨tzlich an eine statische geographische
Position gebunden und typischerweise entlang von Fahrbahnen aufgestellt. A¨hnlich
wie die OBU besitzt die RSU mindestens ein IEEE 802.11p Kommunikationsmodul
und bietet optional die Mo¨glichkeit, empfangene Nachrichten aus der Ad-hoc-Doma¨ne
in die Infrastruktur-Doma¨ne weiterzuleiten. Dafu¨r ist allerdings eine Verbindung mit
dem Internet notwendig. RSUs bieten neben der reinen Weiterleitung von Nachrichten
innerhalb der Ad-hoc-Doma¨ne auch die Mo¨glichkeit, Basisdienste abzubilden, um z.B.
Informationen u¨ber aktuelle Ampelphasen oder Straßenbauarbeiten zu verbreiten.
• HS/GW: Hotspots (HS) und Gateways (GW) bieten Zuga¨nge in die Backend-Systeme
der Infrastruktur-Doma¨ne. Hierbei kann ein HS direkt mit einer OBU kommunizie-
ren, um Informationen u¨ber das Internet zur Verfu¨gung zu stellen. Das Gateway
bietet z.B. die Mo¨glichkeit, RSUs untereinander zu verbinden oder diesen einen In-
ternetzugang zu ermo¨glichen.
Wie Abbildung 2.1 schematisch darstellt, wird die Kommunikation zwischen OBUs und
RSUs u¨ber das IEEE 802.11p Protokoll und somit auch u¨ber ein WLAN-Ad-hoc-Netzwerk
abgebildet. Die direkte Kommunikation zwischen OBUs wird auch als Vehicle2Vehicle
(V2V) bezeichnet, wobei die Kommunikation zwischen OBUs und RSUs als Vehicle2In-



















































Abbildung 2.2: Anwendungslandschaft Car2X. Quelle:[5]
2.2 Anwendungssicht
Mit Hilfe von Fahrzeug-Ad-hoc-Netzen la¨sst sich eine Vielzahl an Applikationen umsetzen,
welche dem Fahrer in unterschiedlichen Situationen einen entsprechenden Nutzen bringen
sollen. Abbildung 2.2 zeigt einen Auszug einer mo¨glichen Anwendungslandschaft, welche
grundsa¨tzlich zwischen V2V- und V2I-Anwendungen unterscheidet. Zusa¨tzlich dazu wird
noch der Aspekt der Penetrationsrate der Systeme beru¨cksichtigt. In Abha¨ngigkeit dieser
Faktoren werden die einzelnen Anwendungen gema¨ß ihrer Anforderungen eingeordnet. Je
ho¨her die geforderte Penetrationsrate der Fahrzeuge ist, desto ho¨her ist auch der koope-
rative Charakter der Anwendung. Beispielsweise fordert die Co-operive Collision Warning
Anwendung eine ganzheitliche Systempenetration von Fahrzeugen bei relativ niedriger Aus-
stattung der Infrastruktur. Die Speed Limit Info Anwendung hingegen geht von dem genau
umgekehrten Szenario aus. Genaue Beschreibungen der Anwendungen ko¨nnen u.a. in [23],
[24], [74] und [9] nachgelesen werden.
Eine erweiterte Klassifizierung der Anwendungen wurde in [23] von dem Car2Car Com-
munication Consortium vorgenommen:
• V2V Cooperative Awareness: Diese Anwendungsklasse tauscht Nachrichten zwischen
den Fahrzeugen ohne eine persistente Kommunikationsverbindung aus. Es werden
vom Sender typische Fahrzeug- bzw. Sensordaten in einer Nachricht mittels Braodcast-
bzw. Geocast-Verbreitungsalgorithmen [56], [57], [58], [10], [81] versendet und vom
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Empfa¨nger auf ihre Relevanz hin u¨berpru¨ft. Typischerweise ko¨nnen hier z.B. Anwen-
dungen wie Co-operative (Forward) Collision Warning, Emergency Electronic Break-
light, Lane Change Assistance und Cooperative Adaptive Cruise Control genannt
werden.
• V2V Unicast Exchange: Im Gegensatz zu den V2V Co-operative Awareness Anwen-
dungen wird in dieser Klasse eine dedizierte logische Verbindung zwischen Fahrzeugen
aufgebaut. Hierbei kann ein Sender aufgrund von situationsabha¨ngigen Daten einen
Verbindungsaufbau zu einem seiner Nachbarn initiieren. Wa¨hrend der bestehenden
Verbindung ko¨nnen Unicast-Nachrichten zwischen den ausgewa¨hlten Partnern aus-
getauscht werden. Typische Anwendungen sind Pre-Crash Sensing/Warning, Platoo-
ning und Instant Messaging.
• V2V Decentralized Environmental Notification: Diese Anwendungsklasse beinhaltet
die Verbreitung von Ereignissen innerhalb des Netzwerks. Ereignisse ko¨nnen anhand
von einzelnen Fahrzeugen und deren Sensordaten detektiert und innerhalb eines geo-
graphischen Gebiets verbreitet werden. Es wird wiederum das Geocast-Verfahren
angewendet um Information innerhalb eines definierten geographischen Gebietes zu
verbreiten. Sowohl Fahrzeuge als auch RSUs ko¨nnen als Weiterleitungsknoten dienen
und mittels Store-and-Forward-Strategien [10] [56] Informationen zwischenspeichern
und z.B. an Fahrzeuge weiterleiten, die erstmalig in das zuvor definierte Gebiet ein-
fahren.
• V2I (one-way): Diese Anwendungsklasse verbreitet Informationen von einer RSU zu
den jeweiligen Fahrzeugen mittels Broadcast- und Geocast-Algorithmen. Es wird kei-
ne persistente Verbindung zwischen den Teilnehmern aufgebaut, so dass sich bei-
spielsweise Anwendungen wie Green Light Optimal Speed Advisory und V2I Traffic
Optimization realisieren lassen.
• Local RSU Connection: Diese Klasse bietet die Mo¨glichkeit, eine bidirektionale Ver-
bindung zwischen Fahrzeugen und RSUs herzustellen. Hierbei ko¨nnen vor allem nicht
sicherheitsrelevante Anwendungen wie z.B. Car2Home, Remote Diagnostics, Drive-
through Payment und Tolling umgesetzte werden.
Erga¨nzend zur Klassifizierung des C2C-CC definiert das VSCP in [24] genauere Anforde-







Kommuni- Modus Wieder- Latenz- Radius
kationsart holrate zeit
Cooperative (Forward) uni- periodisch 10 Hz 100 ms 150 m
Collision Warning direktional
Emergancy Elecronic uni- event-basiert 10 Hz 100 ms 300 m
Breaklight direktional
Lane Change uni- periodisch 10 Hz 100 ms 150 m
Assistance direktional
Cooperative Adaptive uni- periodisch 10 Hz 100 ms 150 m
Cruise Control direktional
Pre-Crash bi- periodisch 50 Hz 20 ms 150 m
Sensing/Warning direktional
Platooning uni-/bi- periodisch 50 Hz 20 ms 100 m
direktional
Post-Crash uni- event-basiert 1 Hz 500 ms 300 m
Warning direktional
Road Condition uni- event-basiert 1 Hz 1000 ms 200 m
direktional
Intersection Signal uni- periodisch 10 Hz 100 ms 250 m
Violation Warning direktional
Tabelle 2.1: Applikationsanforderungen an die Nachrichtenu¨bertragung nach [24]
Tabelle 2.1 stellt die einzelnen Anforderungen der fu¨r die vorliegende Arbeit relevanten
Sicherheitsanwendung dar. Anforderungen weiterer Anwendungen ko¨nnen in [24] nachge-
lesen werden. Auffa¨llig bei der Klassifizierung der VSCP sind die hohen Wiederholraten
bei dem periodischen Beacon-Versand der kooperativen Sicherheitsanwendungen, welche
eine Frequenz von bis zu 50 Hz erreichen ko¨nnen. Daru¨ber hinaus wird eine Kommunika-
tionsreichweite von bis zu 300 m definiert. Im Hinblick auf die Aktualita¨t der Nachrichten
werden Latenzzeiten von bis zu 20 ms spezifiziert.
Eine besonders relevante Klassifizierung von Anwendungen ist von der ETSI in [74] vor-
genommen worden. Die ETSI spezifiziert dafu¨r ein sog. Basic Set of Applications (BSA),
wobei die Kategorie Road Safety einen hohen Stellenwert besitzt. Tabelle 2.2 zeigt eine
weitere Unterteilung der Road Safety-Klasse in die zwei Subklassen Driving Assistence -
Co-operative Awareness (CA) und Driving Assistence - Road Hazard Warning (RHW).
Diesen zwei unterschiedlichen Subklassen sind eigene Nachrichtentypen zugeordnet, wobei
die ETSI grundsa¨tzlich im sicherheitsrelevanten Umfeld zwischen den Co-operative Awa-
reness Messages (CAMs) [76] und den Decentralized Environmental Notifications (DENs)
[75] unterscheidet.
• CAMs - werden in erster Linie dazu genutzt, die Positionsdaten und Zustandsin-
formationen eines Fahrzeugs periodisch an seine Nachbarn zu verteilen, damit jeder
Empfa¨nger u¨ber die Existenz und den Zustand seiner Nachbarn informiert ist. Es
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Anwendungs- Subklasse Anwendung
klasse
Active Road Driving assistence- Emergency vehicle warning
Safety Co-operative Awareness Slow vehicle indication
Intersection collision warning
Motorcycle approaching indication
Active Road Driving assistence- Emergency electronic brake lights
Safety Hazard Warning Wrong way driving warning
Stationary vehicle - accident





Decentralized floating car data
(Hazardous location, Precipitations,
Road adhesion, Visibility, Wind)
Tabelle 2.2: Klassifizierung von Anwendungen nach ETSI [74]
wird gefordert, dass jedes Fahrzeug, welches in einem ITS-Netzwerk teilnimmt, fa¨hig
ist CAMs zu versenden. Es existiert eine gemeinsame Variante des CAM-Formats fu¨r
alle Anwendungen einer bestimmten Klasse. Tabelle 2.3 zeigt eine Zuordnung einiger
relevanter Anwendungen, die CAMs verschicken. Aufgrund ihres Charakters werden
CAMs im Folgenden als Beacons verstanden.
• DENs - werden prima¨r von den Road Hazard Warning Anwendungen genutzt. Im
Gegensatz zu dem periodischen Charakter der CAMs ist die DEN-Nachricht event-
getriggert. Hierbei werden nicht wie bei der CAM Rohdaten versendet, sondern ag-
gregierte Situationsinformationen, welche von einem Fahrzeug anhand der Auswer-
tung seiner Sensordaten detektiert worden sind. Eine DEN soll unter den Fahrzeugen
verbreitet werden, solange ihre Lebensdauer nicht abgelaufen bzw. die detektierte Si-
tuation nicht revidiert worden ist.
Die Zuordnung von speziellen Nachrichtentypen zu entsprechenden Anwendungen ist ein
wichtiger Aspekt fu¨r die weiteren Betrachtungen der vorliegenden Arbeit. Hierbei ist vor al-
lem die Aussage interessant, dass CAMs von jedem Fahrzeug mit einer bestimmten Wieder-
holrate versendet werden mu¨ssen. Tabelle 2.3 zeigt die geforderten CAM-Wiederholraten
fu¨r die einzelnen Active Road Safety-Anwendungen. Es ist zu erkennen, dass fu¨r unter-
schiedliche Anwendungen auch unterschiedliche Wiederholfrequenzen (zwischen 2 Hz und
10 Hz) angenommen werden. Daraus wird ersichtlich, dass die CAM-Wiederholrate situa-
tionsabha¨ngig gesteuert werden muss.
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Use case min Frequency (Hz) min Latency (ms)
Emergency vehicle warning 10 100
Slow vehicle indication 2 100
Intersection collision warning 10 100
Motorcycle approaching indication 2 100
Collision Risk Warning 10 100
Tabelle 2.3: Definition der CAM-Wiederholrate nach ETSI [74]
Kooperative Sicherheitsanwendungen
Kooperative Anwendungen zur Kollisionserkennung und Kollisionsvermeidung besitzen
einen hohen Stellenwert unter den betrachteten Applikationen in Fahrzeug-Ad-hoc-Netzen
[28]. Nach der Beurteilung des VSCP in [24] sind hier vor allem die Anwendungen Pre-Crash
Sensing und Co-operative Forward Collision Warning mit ho¨chster Priorita¨t zu betrachten.
Beide Anwendungen sollen anhand von ausgetauschten Positions- und Zustandsinforma-
tionen sicherheitskritische Kollisionssituationen erkennen und somit den Fahrer fru¨hzei-
tig u¨ber eine potenzielle Gefahr informieren. Dazu tauschen die Fahrzeuge Applikations-
Beacons aus, um das Wissen u¨ber die Bewegung ihrer Nachbarfahrzeuge aufzubauen. Auf
dieser Informationsbasis kann jeder Empfa¨nger anhand von Pra¨diktionen eine wahrscheinli-
che Fahrtstrecke (Extrapolation) fu¨r jeden seiner Nachbarn berechnen [27]. In gleicher Form
wird diese Extrapolation der Fahrstrecke auch fu¨r das eigene Fahrzeug vorgenommen. Ab-
bildung 2.3 stellt die Kollisionsdetektion schematisch dar. Aufgrund der eingeschra¨nkt de-
terministischen Bewegungen von Fahrzeugen kann mit steigendem Vorhersagehorizont auch
der Scha¨tzfehler der pra¨dizierten Fahrtstrecke steigen. Somit wird ein Korridor definiert,
in dem sich die jeweiligen Fahrzeuge mit hoher Wahrscheinlichkeit in einem bestimmten
Zeitraum bewegen. Legt man diese Berechnungen u¨bereinander, so wird eine Kollisions-
zone definiert, in der es zu potenziellen sicherheitskritischen Situationen kommen kann,
wenn die jeweiligen Fahrzeuge sich zum gleichen Zeitpunkt in dieser Zone befinden. Die
Abweichungen ko¨nnen auf die Faktoren des Positionsfehlers, des Ausrichtungsfehlers und
der Verfa¨lschung der Position bei der Nachrichtenu¨bertragung (bedingt durch die Latenz-
zeit) zuru¨ckgefu¨hrt werden [27]. Letzteres kann vor allem auftreten, wenn sich wa¨hrend der
U¨bertragung die Geschwindigkeit des Fahrzeugs a¨ndert.
Um eine mo¨glichst genaue Scha¨tzung der Fahrtstrecken durchfu¨hren zu ko¨nnen, wer-
den mo¨glichst aktuelle Informationen von den potenziellen Kollisionspartnern beno¨tigt.
Um diese sicherzustellen, ko¨nnen z.B. erho¨hte Beacon-Wiederholraten vorgesehen werden.
Die genaue Wiederholrate ist allerdings in den einzelnen Projekten unterschiedlich defi-
niert. Wie Tabelle 2.3 zeigt, schwankt die Wiederholrate nach ETSI zwischen 2 Hz und 10
Hz, wa¨hrend laut VSCP die Wiederholraten zwischen 10 Hz und 50 Hz variieren. Neben
der Senderate werden auch in Abha¨ngigkeit der einzelnen Projekte unterschiedliche Kom-
munikationsdistanzen definiert. Im Speziellen wird bei VSCP eine Distanz zwischen ≈50
m und ≈150 m definiert, wobei in [24], [64], [78] und [59] eine Distanz von bis zu 300 m
fu¨r kooperative Sicherheitsanwendungen definiert wird. Berechnungen in [27] ergeben fu¨r








Fahrzeug A Fahrzeug B
Abbildung 2.3: Schema der kooperativen Kollisionserkennung
die Kollisionserkennung an Kreuzungen mit rechtwinkliger Straßentopologie ebenfalls eine
Reichweite von ≈ 300 m.
2.3 Netzwerksicht
Der Einsatz drahtloser Kommunikationsnetze stellt eine Herausforderung im Hinblick auf
einen zuverla¨ssigen Informationsaustausch dar [83] [38] [39]. Kooperative Anwendungen in
Fahrzeug-Ad-hoc-Netzen basieren auf einem altruistischen Prinzip [5]. Darunter wird ver-
standen, dass ein Fahrzeug, welches Daten erhebt und aggregiert, selber keinen Mehrwert
davon zieht. Erst ein anderes Fahrzeug, welches diese Daten empfa¨ngt und auswertet, kann
davon einen Nutzen haben. Aufgrund des kooperativen Charakters muss demnach jede In-
formation innerhalb des Netzwerks verbreitet werden. Die zuverla¨ssige U¨bertragung von
geforderten Informationen ist ein wichtiger Aspekt des Gesamtsystems zur Gewa¨hrleistung
der korrekten Funktionalita¨t der sicherheitskritischen Anwendungen.
Anders als bei drahtgebundenen Netzen ist der Erfolg einer Nachrichtenu¨bertragung
nicht gewa¨hrleistet [54] [38], da das Kommunikationsnetz unterschiedlichen Sto¨reinflu¨ssen
unterliegt. Diese ko¨nnen insbesondere in Paketverlusten resultieren, welche beispielsweise
durch das Fehlen eines koordinierenden Master-Knotens und dem sich daraus ergeben-
den gleichzeitigen Medienzugriff der Netzwerkteilnehmer verursacht werden. Ein weiterer
Grund fu¨r den Verlust von Nachrichten sind die sogenannten Hidden-Node-Situationen
[52] [53]. Hidden-Nodes (siehe Abbildung 2.4) entstehen, wenn ein Empfa¨ngerknoten (hier
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Knoten A Knoten C
Knoten B
Abbildung 2.4: Hidden-Node Szenario
B) sich zwischen zwei Sendern (hier A und C) befindet, die sich gegenseitig nicht ho¨ren
ko¨nnen. So kann es vorkommen, dass diese gleichzeitig auf das Kommunikationsmedium
zugreifen und die Signale sich bei dem Empfa¨nger u¨berlagern.
Es ist grundsa¨tzlich davon auszugehen, dass ein Sender einer Nachricht nicht in der Lage
ist, zu erkennen, ob ein Empfa¨nger diese erfolgreich zugestellt bekommen wird. Deshalb
ist es bei der Entwicklung von Beaconing-Algorithmen stets wichtig, die Mo¨glichkeiten
und die Einschra¨nkungen der verwendeten Kommunikationstechnologie zu kennen und zu
beachten. Im Folgenden sollen einige der Kernaspekte diskutiert werden, die fu¨r die Arbeit
relevant sind.
2.3.1 IEEE 802.11p
Durch die sta¨ndigen Positionswechsel der Knoten innerhalb eines Fahrzeug-Ad-hoc-Netzes
wird die Topologie des Netzes einer kontinuierlichen Vera¨nderung unterzogen. Bedenkt
man weiterhin die hohen Relativgeschwindigkeiten, so ist es notwendig, zwischen den Netz-
werkteilnehmern einen schnellen Verbindungsaufbau und eine robuste Kommunikation zu
gewa¨hrleisten. Dies soll durch den Einsatz des IEEE 802.11p Protokolls ermo¨glicht werden
[6]. IEEE 802.11p [67] geho¨rt zur IEEE 802.11 Protokollfamilie [65] und stellt eine Er-
weiterung des IEEE 802.11a Standards [68] dar. Hier wurden zur Erfu¨llung der speziellen
Anforderungen der Fahrzeug-Netze A¨nderungen auf der PHY- und der MAC- Schicht des
OSI-Referenzmodells vorgenommen. Diese werden in den folgenden Absa¨tzen, soweit sie
fu¨r die vorliegende Arbeit von Bedeutung sind, kurz vorgestellt.
PHY-Schicht
Der Physical Layer (PHY-Schicht) bildet die unterste Schicht im OSI-Referenzmodell [66]
und ist dafu¨r verantwortlich, die Protokolle auf dem U¨bertragungsmedium zu definieren.
Dies fu¨hrt grundsa¨tzlich zur Spezifikation der digitalen 0 und 1 [59]. Ableitend von IEEE
802.11, spezifiziert IEEE 802.11p das OFDM Protokoll auf dem 5 GHz-Frequenzbereich.
Genauer gesagt, handelt es sich dabei um die Frequenz von 5.850 GHz bis 5.925 GHz. Das
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Modulation Bits (OFDM Kodier- Daten-Bits Datenrate SNIR
Symbol) ungsrate (10MHz) [dB]
BPSK 48 1/2 24 3 5
BPSK 48 3/4 36 4,5 6
QPSK 96 1/2 48 6 8
QPSK 96 3/4 72 9 11
16-QAM 192 1/2 96 12 15
16-QAM 192 3/4 144 18 20
64-QAM 288 1/2 192 24 25
64-QAM 288 3/4 216 27 N/A
Tabelle 2.4: IEEE 802.11p OFDM-Datenraten
Frequenzband ist speziell fu¨r sicherheitsrelevante Anwendungen sowohl in den USA als
auch in Europa lizenziert [60] [61] und ermo¨glicht fu¨r die Teilnehmer eine gewisse Exklusi-
vita¨t der Nutzung. Dadurch sollen in erster Linie Sto¨rungen durch Fremdkommunikation
reduziert werden. Im Gegensatz zu den in den USA reservierten 75 MHz stehen in Euro-
pa aktuell 30 MHz zur Verfu¨gung, welche optional durch weitere 20 MHz erga¨nzt werden
ko¨nnen. Grundsa¨tzlich stehen 10 MHz und 20 MHz breite Kana¨le zur Verfu¨gung (siehe Ab-
bildung 2.6), wobei in der Praxis typischerweise 10 MHz-Kana¨le aufgrund ihrer verbesser-
ten Robustheit bevorzugt werden [63] [62]. Dies fu¨hrt zu einer Reduzierung der maximalen
Datenrate auf 27 MBit/s. Die einzelnen Datenraten ha¨ngen hierbei sowohl von dem einge-
setzten Modulationsverfahren als auch von den verwendeten Verfahren zur Fehlerkorrektur
ab. Tabelle 2.4 gibt einen U¨berblick u¨ber die mo¨glichen Kombinationen von Modulations-
und Fehlerkorrekturverfahren und weist die daraus resultierenden Datenraten aus. Nach
Evaluierungen in [37] soll eine Datenrate von 6 MBit/s fu¨r Fahrzeug-Ad-hoc-Netze am
besten geeignet zu sein.
MAC-Schicht
Der Media Access Control Layer (MAC-Schicht) liegt direkt u¨ber der PHY-Schicht im
OSI-Referenzmodell [66] und hat u.a. die Aufgabe, den konkurrierenden Zugriff auf das
Kommunikationsmedium zu regeln. Als Medienzugriffsverfahren wird das CSMA/CA ver-
wendet, welches im folgenden Abschnitt im Detail beschrieben wird. Fu¨r die einzelnen
Nachrichtenpakete ko¨nnen bei IEEE 802.11p Priorita¨tsklassen definiert werden, welche der
Spezifikation des IEEE 802.11e Standards [70] folgen. Hierbei kann zusa¨tzlich zum verteil-
ten Medienzugriff des CSMA/CA auch innerhalb einer Station um den Kanalzugriff kon-
kurriert werden. Dieses Verfahren ist auch unter dem Begriff Enhanced Distributed Channel
Access (EDCA) bekannt. Nachrichten mit ho¨herer Priorita¨t besitzen dabei ku¨rzere Warte-
zeiten und ko¨nnen im Schnitt fru¨her auf den Kanal zugreifen [79] [80]. Dies ermo¨glicht es,
eine reine FIFO-Warteschlange zu umgehen und Nachrichten zu bevorzugen, auch wenn
diese nicht in der zeitlich logischen Abfolge als erste zum Versand an die MAC-Schicht
u¨bergeben wurden. Erga¨nzend zum EDCA kann auch von den daru¨ber liegenden Schich-
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Abbildung 2.5: CSMA/CA-Prinzip in IEEE 802.11
ten die Sendeleistung, die Datenrate und der zu verwendende Kommunikationskanal fu¨r
jede Nachricht einzeln festgelegt werden. Dies hilft der Applikation, z.B. auf die aktuelle
Netzwerksituation zu reagieren. Bei hohen Interferenzen auf dem Kanal ko¨nnte man z.B.
eine ho¨here Sendeleistung und eine geringere Datenrate wa¨hlen, um den Erfolg der Nach-
richtenu¨bertragung zu erho¨hen. Als Entscheidungsgrundlage liefert die MAC-Schicht die
aktuellen Informationen u¨ber den jeweiligen Kanalzustand an ihre u¨bergeordneten Schich-
ten.
2.3.2 CSMA/CA
CSMA/CA steht fu¨r Carrier Sensing Multiple Access/Collision Avoidance und soll den
gleichzeitigen Zugriff auf ein gemeinsames Medium koordinieren [77]. CSMA/CA konzen-
triert sich auf die Vermeidung von Paketkollisionen und bedient sich dabei des Listen-
before-Talk-Prinzips (erst ho¨ren, dann sprechen). Der CSMA/CA-Mechanismus spezifi-
ziert zwei unterschiedliche Modi, die Distributed Coordination Function (DCF) fu¨r den
verteilten und die Point Coordination Function (PCF) fu¨r den koordinierten Medienzu-
griff. Speziell der Ablauf der DCF ist fu¨r Fahrzeug-Ad-hoc-Netze relevant, da diese ohne
einen Master bzw. Koordinator bei der Zugriffssteuerung auskommen sollen. Im Folgenden
soll der DCF-Ablauf im Detail betrachtet werden.
Distributed Coordination Function
Zur verteilten Koordination des Zugriffs auf das Kommunikationsmedium wird grundsa¨tz-
lich das Prinzip der Variation von Zugriffszeiten angewendet. Dabei soll jeder Knoten eine
zufa¨llige Wartezeit wa¨hlen, bevor er auf das Kommunikationsmedium zugreift. Durch die
Wahl unterschiedlicher Wartezeiten soll der gleichzeitige Medienzugriff verhindert und ein
hinreichendes Maß an Fairness fu¨r die konkurrierenden Knoten geschaffen werden. Der
Algorithmus basiert auf den folgenden grundlegenden Bestandteilen, die schematisch in
Abbildung 2.5 dargestellt sind:
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• DCF Interframe Space (DIFS): Zeitdauer von fester La¨nge, welche von allen Knoten
abgewartet werden muss, bevor gesendet werden darf.
• Contention Window (CW): Dynamische Zeitdauer aus Zeitscheiben in einem defi-
nierten Intervall.
• Backoff: Zufa¨lliger Wert, der aus dem aktuell geltendem CW-Intervall ausgewa¨hlt
wird.
Die individuelle Medienzugriffszeit fu¨r einen Knoten besteht aus der festen Dauer eines
DIFS und in der Regel aus der dynamischen Dauer des gewa¨hlten Backoffs. Will ein Knoten
eine Nachricht versenden, so muss dieser zuerst u¨berpru¨fen, ob das Kommunikationsmedi-
um frei ist. Ist dies der Fall, so wird der Kanal fu¨r die Dauer eines DIFS u¨berwacht. Ist nach
dem Ablauf dieser Wartezeit das Medium immer noch frei, so kann mit der U¨bertragung
begonnen werden. Im Falle, dass das Medium beim Sendewunsch belegt ist, wird der Kanal
so lange abgeho¨rt, bis die U¨bertragung abgeschlossen ist. Danach wird eine Wartezeit pro
Knoten definiert, die sich aus dem DIFS und einem Backoff errechnet. Falls nach dieser
Zeitdauer das Medium noch frei ist, kann der Sendevorgang beginnen. Wird allerdings
das Medium durch einen konkurrierenden Knoten zwischenzeitlich belegt, so wird der zu
dem Zeitpunkt verbleibende Backoff gespeichert. Nach Beendigung der U¨bertragung wird
kein neuer Backoff generiert, sondern die verbleibende Zeit runtergeza¨hlt. Durch diesen
Algorithmus soll gewa¨hrleistet werden, dass zum einen der gleichzeitige Medienzugriff ver-
hindert wird und zum anderen die Knoten, die la¨nger warten, auch schneller auf den Kanal
zugreifen ko¨nnen.
Die Wahl der jeweiligen CW-Dauer kann sowohl die Latenz einer Nachrichtenu¨bertra-
gung als auch die Kollisionswahrscheinlichkeit beeinflussen. Wird z.B. ein kurzes Contenti-
on Window gewa¨hlt, so kann bei einer geringen Kanallast die U¨bertragungslatenz verku¨rzt
werden, da im Mittel die Wartezeiten bis zum Medienzugriff reduziert werden. Mit glei-
chem Contention Window ko¨nnen aber bei vielen Netzwerkknoten die Paketkollisionen
auf dem Kommunikationskanal erho¨ht werden, da die Wahrscheinlichkeit, den gleichen
Backoff-Wert zu wa¨hlen, im Mittel ho¨her ist als bei gro¨ßeren CW-Intervallen [45]. Un-
ter der Annahme, dass in Fahrzeug-Ad-hoc-Netzen eine hohe Anzahl an Knoten existiert,
bietet das CSMA/CA somit keine optimale Lo¨sung.
2.3.3 Mehrkanalnutzung
Der IEEE 802.11p Standard spezifiziert insgesamt sieben Kommunikationskana¨le, die aus
einem Control Channel (CCH) und sechs Service Channels (SCHs) bestehen, die zu unter-
schiedlichen Zwecken genutzt werden. Wa¨hrend der CCH eine besondere Funktion besitzt
und nur fu¨r hoch relevante und sicherheitskritische Informationen benutzt werden kann,
sind die SCHs bezu¨glich der Nachrichteninhalte freier definiert. Zur Nutzung der jeweili-
gen Kana¨le existieren zwei grundsa¨tzliche Konzepte, Single und der Dual Radios. Ersteres
bedeutet, dass pro Fahrzeug genau eine Funkeinheit vorhanden ist und somit zu jedem Zeit-
punkt nur ein Kommunikationskanal genutzt werden kann. Das zweite Konzept ermo¨glicht
2.3 Netzwerksicht 21
Abbildung 2.6: Spezifikation der Kana¨le in IEEE 802.11p
es daru¨ber hinaus durch die Existenz von einer weiteren Funkeinheit zwei Kana¨le gleich-
zeitig zu nutzen.
Weil immer mehr Kommunikationskana¨le als Funkeinheiten zur Verfu¨gung stehen und
ein Fahrzeug die Kana¨le dynamisch in Abha¨ngigkeit der von den darauf verbreiteten Infor-
mationen nutzen soll, ist ein Synchronisationsmechanismus (Channel-Switching-Konzept)
notwendig. Dieser soll gewa¨hrleisten, dass jedes Fahrzeug u¨ber die auf den einzelnen Kana¨len
zur Verfu¨gung stehenden Informationen Kenntnis hat und ein Umschalten der Funkhard-
ware auf den bevorzugten Kanal ermo¨glicht wird. Eine kurze U¨bersicht u¨ber die beiden
Konzepte wird in den folgenden Abschnitten gegeben.
Single Radios
Ein grundlegendes Channel-Switching-Konzept wurde im IEEE 1609 Standard spezifiziert
[72]. Im Grunde wird hierbei ein neuer Nachrichtentyp zwecks Bekanntmachung von In-
formationen definiert, welcher auch unter der Bezeichnung Service Announcement bekannt
ist [9]. Ein Service Announcement tra¨gt vor allem die Informationen u¨ber die auf den
jeweiligen SCHs zur Verfu¨gung stehenden Inhalte und wird ausschließlich auf dem CCH
u¨bertragen. Somit kann allen Fahrzeugen mitgeteilt werden, dass Nachrichten eines be-
stimmten Typs fu¨r einen bestimmten Zeitraum auf einem der SCHs zur Verfu¨gung stehen.
Ein Empfa¨ngerknoten, der sich fu¨r diesen Nachrichtentyp interessiert, ko¨nnte sein Radio im
na¨chsten Schritt auf den entsprechenden Service-Kanal umschalten, um die Informationen
zu empfangen.
IEEE 1609 definiert dafu¨r ein festes Schema zum Wechseln zwischen CCH und SCHs.
Hierbei ist jede Sekunde in Synchronisationsintervalle (Sync-Intervalle) von 100 ms Dauer
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Abbildung 2.7: Schematische Darstellung der gegenseitigen Beeinflussung von Kommuni-
kationskana¨len in IEEE 802.11p
unterteilt. Jedes Sync-Intervall besteht wiederum aus zwei Perioden mit jeweils 50 ms. Es
wird zwischen der CCH-Periode und der SCH-Periode unterschieden. Es ist vorgeschrie-
ben, dass jedes Fahrzeug in der CCH-Periode auf dem CCH lauscht. Dadurch sollen sowohl
Informationen von hoher Priorita¨t als auch Service Announcements zwischen allen Fahr-
zeugen ausgetauscht werden ko¨nnen. Innerhalb der darauf folgenden SCH-Periode kann
jedes Fahrzeug wa¨hlen, auf welchen SCH es ho¨ren mo¨chte. Beide Perioden wechseln sich
jeweils alle 50ms ab. Zur zeitlichen Synchronisation wird die GPS-Zeit genutzt. Der vor-
gestellte Ansatz ermo¨glicht es, den Nachrichtendurchsatz durch die parallele Nutzung von
Service-Kana¨len zu erho¨hen. Hierbei kann der maximale Datendurchsatz wie folgt errechnet
werden:
(ANZSCHs ∗ 50[ms] + ANZCCH ∗ 50[ms]) ∗ 10
1000[ms]
∗DataRate[MBit/sec] (2.1)
Nimmt man eine Anzahl von 6 Service-Kana¨len an, so steigt der theoretische Datendurch-
satz um den Faktor 3,5 im Vergleich zu einem einzelnen durchga¨ngig genutzten Kommuni-
kationskanal. Trotz der Erho¨hung des Durchsatzes bringt der von IEEE 1609 spezifizierte
Ansatz das folgende Problem mit sich: Grundsa¨tzlich wird durch die spezifizierte CCH-
Periode von 50 ms die zur Verfu¨gung stehende Kommunikationsbandbreite fu¨r hochpriore
Nachrichten auf dem CCH halbiert. Dieses fu¨hrt daru¨ber hinaus durch das erzwungene
Wechseln zwischen CCH und SCH zu zeitlichen Verzo¨gerungen auf dem sicherheitsre-
levanten Control-Kanal. Somit ko¨nnen Situationen entstehen, in denen Nachrichten auf
dem CCH versendet werden sollen, man jedoch erst auf die na¨chste CCH-Periode warten
muss - kann bis zu 50 ms dauern - auch wenn keine Informationen auf den SCHs verbrei-
tet werden. Betrachtet man das Szenario mit hoher Fahrzeugdichte, wo viele hochpriore
Nachrichten gleichzeitig pro Konten versendet werden, ko¨nnten die Sendewarteschlangen
des CCH anwachsen und nicht innerhalb einer CCH-Periode abgebaut werden. Bei der
na¨chsten CCH-Periode kann es dann zu einem Burst-Szenario kommen, bei dem alle Fahr-
zeuge die angestauten Nachrichten loswerden wollen. Dieses erho¨ht die Wahrscheinlichkeit
des gleichzeitigen Medienzugriffs und somit die Mo¨glichkeit der Paketverluste im Netzwerk.
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Dual Radios
Das IEEE 1609 Konzept zielt in erster Linie auf einen Single-Radio-Aufbau ab. Um die Vor-
teile der mehrfachen Kana¨le zur Erho¨hung der Bandbreite zu nutzen, kann ein Dual-Radio-
Aufbau verwendet werden. Bei diesem stehen pro Fahrzeug zwei Radios zur Verfu¨gung, die
unterschiedliche Kana¨le gleichzeitig nutzen ko¨nnen. Beim Einsatz von zwei Radios kann





Nimmt man 6 Service-Kana¨le und einen Control-Kanal an, so steht theoretisch die vol-
le siebenfache Kanalbandbreite zur Verfu¨gung. Ein etablierter Ansatz zur Nutzung der
zur Verfu¨gung stehenden Kana¨le ist die Zuordnung eines Radios auf den Control-Kanal
(Control Radio) und eines der Radios auf die Service-Kana¨le (Service Radio). In diesem
Zusammenhang bleibt das Control Radio immer auf dem CCH geschaltet, wobei das Service
Radio je nach Belieben zwischen den SCHs umschalten kann [92] [93]. Unter dieser Voraus-
setzung ist die in IEEE 1609 getroffene Aufteilung in CCH- und SCH-Perioden mit den da-
mit verbundenen festen Kanalumschaltzeitpunkten nicht mehr relevant. Das Konzept zur
Bekanntmachung von zur Verfu¨gung stehenden Informationen auf den unterschiedlichen
SCHs durch die Nutzung von Service Announcements kann aber sinnvollerweise u¨bernom-
men werden. Da der CCH durchga¨ngig genutzt werden kann, lo¨st das Dual-Radio-Konzept
die bei dem Single-Radio auftretende Problematik des Anstauens von Nachrichten in den
CCH-Warteschlangen. Es kommt somit zu keinen zeitlichen Verzo¨gerungen und keinen
konzentrierten Burst-Situationen.
Bei der gleichzeitigen Nutzung der zur Verfu¨gung stehenden Kana¨le kann allerdings
nicht davon ausgegangen werden, dass diese vo¨llig voneinander unabha¨ngig sind. Wie
Abbildung 2.7 zeigt, wird bei einem Sendevorgang in einem bestimmten Kanal die Lei-
stungsenergie auch in den Nachbarkanal u¨bertragen. Dieser Effekt wird Nebensprechen
oder Adjacent Channel Interference (ACI) genannt und in Kapitel 5 ausgiebig diskutiert.
Dabei werden die Einschra¨nkungen bei der Mehrkanalnutzung aufgezeigt. An dieser Stel-
le sei darauf hingewiesen, dass dieser Effekt nicht nur fu¨r Dual-Radios, sondern auch fu¨r
Single-Radios gilt. Im zweiten Fall tritt dieser Effekt auf, wenn wa¨hrend der SCH-Periode
zwei benachbarte Service-Kana¨le genutzt werden.
2.3.4 Signalausbreitung in drahtlosen Kommunikationsnetzen
Die Fa¨higkeit, eine Nachricht u¨ber ein drahtloses Netzwerk empfangen und dekodieren
zu ko¨nnen, ist definiert u¨ber den Signal-Rauschabstand, welcher auch als Signal-to-Noise-
Interference-Ratio (SNIR) bekannt ist. Dabei beschreibt SNIR das Verha¨ltnis zwischen
der Signalsta¨rke eines Empfangssignals (hier in dB), auch Received Signal Strength (RSS)
genannt, und dem an der gleichen Position vorherrschenden Rauschen und den Sto¨rsignalen
innerhalb des Kanals. Im Falle, dass das Empfangssignal um den Wert von SNIR ho¨her
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Abbildung 2.8: Signalda¨mpfung auf kurzer
Distanz (25 Meter)
Abbildung 2.9: Signalda¨mpfung auf langer
Distanz (300 Meter)
ist als das aktuelle Rauschen, kann das Nachrichtenpaket von der Empfa¨ngerhardware
decodiert werden. Die RSS ha¨ngt hierbei von zwei Kernaspekten ab. Zum einen von der
Sendeleistung TXpower eines Pakets und zum anderen von der Da¨mpfung der Sendeenergie
im Raum. Letztere kann unter Beru¨cksichtigung der Pathloss- und der Fading-Faktoren
(siehe folgende Absa¨tze) berechnet werden. Somit ergeben sich fu¨r RSS und SNIR die in
den Gleichungen 2.3 und 2.4 dargestellten einfachen Zusammenha¨nge.
RSS = TXPower − Pathloss− Fading (2.3)
SNIR = RSS −Noise (2.4)
Eine solche Betrachtung der Signalausbreitung ist allerdings nur unter optimalen Bedin-
gungen gu¨ltig, in denen keine Abschattung oder Einflu¨sse der Mehrwegeausbreitung auf
das Signal wirken. Zum besseren Versta¨ndnis sollen die einzelnen Aspekte der Signalaus-
breitung kurz vorgestellt werden.
Die Da¨mpfung eines Signals beschreibt den Verlust der Leistungsdichte einer elektroma-
gnetischen Welle im freien Raum. Im einfachsten Fall wird davon ausgegangen, dass keine
weiteren Sto¨reinflu¨sse wie Luftfeuchtigkeit, Gase oder Reflexionen die Ausbreitung des Si-
gnals beeinflussen, was in der Betrachtung der Freiraumda¨mpfung resultiert. Dabei wird
angenommen, dass ein isotroper Strahler [31] [32] existiert, der durch eine gleichma¨ßige
und verlustfreie Wellenausbreitung in alle Richtungen charakterisiert ist. Es wird eine Ku-
gel um den Sender beschrieben, auf der jeder Empfa¨nger in gleichem Abstand zum Sender
die gleiche Energie absorbiert. Der Verlust der Sendeleistung ha¨ngt hierbei proportional
zu dem Quadrat der Entfernung d [m] zwischen Sender und Empfa¨nger und dem Qua-
drat der verwendeten Frequenz f [Hz] ab. Zur Berechnung der Freiraumda¨mpfung ATTf









U¨blicherweise wird die Signalda¨mpfung in dB ausgedru¨ckt und resultiert nach Umformung
der Gleichung 2.5 in der folgenden Darstellung:
ATT [dB] = 20 log 10(d) + 20 log 10(f) + 32.44 (2.6)
Die Evaluierung von drahtlosen Netzen auf Basis der Freiraumda¨mpfung kann zur Verfa¨l-
schung der Ergebnissen fu¨hren. Dies ist der Fall, da in der Realita¨t eine Vielzahl von
Sto¨rfaktoren existiert, die die Ausbreitung und den Empfang eines Signals beeinflussen
kann [31]. Die Hauptfaktoren dabei sind:
• Abschattung: Der Abschattungseffekt entsteht in Situationen, in denen zwischen Sen-
der und Empfa¨nger keine direkte Sichtverbindung existiert. Dies ist der Fall, wenn
z.B. Geba¨ude, andere Fahrzeuge oder sonstige Objekte sich dauerhaft oder tempora¨r
zwischen den kommunizierenden Knoten befinden. Man spricht bei diesen Situatio-
nen auch von Non-Line-Of-Sight-Szenarien (NLOS). Der Einfluss auf die Empfangs-
signalsta¨rke ist hierbei zum einen von der Beschaffenheit des Objektes und zum
anderen von der verwendeten Wellenla¨nge abha¨ngig. Grundsa¨tzlich wird das Signal
bei hohen Wellenla¨ngen sta¨rker geda¨mpft.
• Reflektion: Reflektionen entstehen, wenn ein Signal auf ein Objekt trifft und dabei
die Ausbreitungsrichtung a¨ndert. Vorteil dabei ist, dass Signale dabei z.B. um Ecken
herum empfangen werden ko¨nnen. Die Signalsta¨rke wird allerdings bei jeder Reflexion
reduziert.
• Streuung: Abha¨ngig von der Gro¨ße der Objekte und der Wellenla¨nge werden Signa-
le in mehrere kleine bzw. schwa¨chere Signale gespalten, welche in unterschiedliche
Richtungen verlaufen. Die Streuung ist abha¨ngig von der Gro¨ße eines Objekts und
der Wellenla¨nge des Signals. Ist das Objekt kleiner als die Wellenla¨nge, kann dieser
Effekt zum Tragen kommen [30].
• Beugung: Der Beugungseffekt tritt auf, wenn eine Signalwelle z.B. von der Spitze
eines Berges umgelenkt wird und somit wieder ins Tal hinabstrahlt.
Die aufgeza¨hlten Faktoren fu¨hren vor allem dazu, dass ein ausgesendetes Signal sich nicht
geradlinig ausbreitet und stets gestreut wird, sodass es zu einer Mehrwegeausbreitung
kommt. Ein versendetes Signal kann dabei mehrfach zu unterschiedlichen Zeitpunkten bei
einem Empfa¨nger ankommen.
Die konkreten Einflu¨sse auf die Signalausbreitung sind abha¨ngig von der jeweiligen
Umgebung, in der sich der Sender und der Empfa¨nger befinden. Grundsa¨tzlich ko¨nnen
diese Effekte in zwei Klassen aufgeteilt werden, das Large-Scale Fading und das Small-
Scale Fading [31]. Das Large-Scale Fading (auch Pathloss genannt) betrachtet hierbei die
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Abbildung 2.10: Problemstellung der Dissertation
Schwankungen der Signalsta¨rke in Abha¨ngigkeit von der Distanz zwischen zwei Knoten
und beru¨cksichtigt eventuelle Abschattungseffekte. Das Small-Scale Fading konzentriert
sich entsprechend auf kurze Distanzen und beru¨cksichtigt konstruktive und destruktive
Interferenzen. Unter konstruktiven Interferenzen versteht man, dass die Signalsta¨rke durch
sich u¨berlagernde Signale zunimmt, wa¨hrend destruktive Interferenzen zur Reduktion der
Signalsta¨rke bzw. Auslo¨schung des Signals fu¨hren [33] [31].
Ist die Umgebung bekannt, so kann theoretisch die exakte bei einem Empfa¨nger ankom-
mende Signalsta¨rke berechnet werden [31]. Allerdings wird dieser Ansatz aufgrund seiner
Komplexita¨t nur selten fu¨r bestimmte Spezialfa¨lle eingesetzt [34].
Um eine Anna¨herung an die Signalausbreitung zu ermo¨glichen, existieren unterschiedli-
che Modelle, die keine exakte Kenntnis der Umgebung erfordern, sondern auf generalisierten
statistischen Werten in typischen Situationen basieren [31]. Die detaillierte Diskussion der
einzelnen Modelle ist nicht Bestandteil der hier vorliegenden Arbeit, kann u.a. aber in [31]
im Detail nachgelesen werden. Es sei angemerkt, dass fu¨r alle weiteren simulativen Evalu-
ierungen in dieser Arbeit das deterministische Two-Ray-Ground Pathloss-Modell und das
probabilistische Rayleight Fading-Modell verwendet wurden. Dies sind typische umgesetz-
te Modelle [35] in den bekannten Simulationsumgebungen fu¨r Fahrzeug-Ad-hoc-Netze wie
NS2 [96], GloMoSim [97] und JiST/SWANS [102].
2.4 Problemstellung
Im Folgenden soll die in dieser Arbeit betrachtete wissenschaftliche Problemstellung be-
schrieben werden. Wie bereits diskutiert, sollen kooperative Sicherheitsanwedungen dazu
beitragen, kritische Situationen im Straßenverkehr zuverla¨ssig zu erkennen und zu vermei-
den. Dazu ist es notwendig, dass jedes Fahrzeug in jeder Situation aktuelle Informationen
u¨ber alle seine relevanten Nachbarn besitzt. Dies soll sowohl in Situationen mit einer ge-
ringen als auch einer hohen Fahrzeugdichte gelten. Typischerweise werden zum Aufbau des
kooperativen Wissens spezielle Positions- und Zustandsnachrichten (Beacons) zwischen
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den Fahrzeugen ausgetauscht. Da allerdings mit zunehmender Fahrzeugdichte die Anzahl
der zu u¨bertragenden Beacons im Kommunikationskanal steigt, erho¨ht sich aufgrund der
begrenzten Netzwerkressourcen die Wahrscheinlichkeit von Paketverlusten bei der U¨ber-
tragung.
Es mu¨ssen somit Maßnahmen getroffen werden, um Paketverluste zu kompensieren,
damit relevante Informationen mit hoher Wahrscheinlichkeit u¨bertragen werden ko¨nnen.
Hierbei ist nicht zwangsla¨ufig gefordert, die Wahrscheinlichkeit eines einzelnen zu u¨ber-
tragenden Beacons zu gewa¨hrleisten, sondern vielmehr einen hohen Informationsdurchsatz
trotz der bestehenden unzuverla¨ssigen Kommunikation sicherzustellen. Die Anforderungen
im Hinblick auf den in der jeweiligen Situation geforderten Informationsdurchsatz werden
in Kapitel 4 definiert und Metriken zur Beurteilung der Erreichung der Anforderungen
aufgestellt.
Abbildung 2.10 zeigt schematisch die Gegenu¨berstellung des Abfall des Informations-
durchsatzes im Netzwerk (rote Linie) und des gewu¨nschten zu erzielenden Ergebnisse aus
Sicht der Anwendung (gru¨ne Linie). Um das gewu¨nschte Ergebnis erzielen zu ko¨nnen, wird
im Rahmen der Arbeit der serviceorientierte Mehrkanal-Beaconing-Ansatz vorgestellt und
evaluiert.
2.5 Kriterien fu¨r den Beaconing-Algorithmus
Im folgenden Absatz werden Kriterien definiert, die grundsa¨tzlich zur Beurteilung eines
Beaconing-Ansatzes sinnvoll erscheinen und aus den Anforderungen der kooperativen Si-
cherheitsanwendungen abgeleitet sind. Anhand dieser Kriterien soll eine qualitative Be-
urteilung auf der Basis von Simulationsergebnissen vorgenommen werden und der ganz-
heitliche Lo¨sungsansatz bewertet werden. Die qualitative Beurteilung wird mit Hilfe der
folgenden drei Kategorien vorgenommen:
• + : zufriedenstellend
• o : ausreichend
• - : ungenu¨gend
Der qualitative Bewertungsansatz wurde aufgrund des Mangels von belastbaren definier-
ten quantitativen Anforderungen bzgl. der einzelnen im folgenden aufgestellten Kriterien
ausgewa¨hlt und soll eine Einscha¨tzung der Eignung einzelner Aspekte ermo¨glichen.
Nutzenorientierung
Der Beaconing-Algorithmus soll durch die U¨bertragung von Nachrichten den einzelnen
Fahrzeugen einen Nutzen bringen. Dadurch soll verhindert werden, dass der eingeschra¨nkte
Kommunikationskanal unno¨tig durch irrelevante Nachrichten belastet wird. Der generierte
Nutzen kann auf zwei unterschiedliche Weisen betrachtet werden:
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• Zum einen unter Betrachtung des entstehenden individuellen Nutzens fu¨r ein Fahr-
zeug, welches als einzelnes an einer Information interessiert ist.
• Zum anderen durch die Betrachtung des globalen Nutzens mit Hinblick auf die Re-
levanz einer Nachricht fu¨r alle sich in der Umgebung des Senders befindenden Fahr-
zeuge.
In der Beurteilung der Beaconing-Ansa¨tze soll zwischen den beiden Kriterien differenziert
werden.
Informationsdurchsatz
Im Hinblick auf die fachliche Anforderung einer Anwendung ist die abstrahierte Betrach-
tung des Informationsdurchsatzes sinnvoll. Der Begriff des Informationsdurchsatzes kann
hierbei als Aufbau von Wissen verstanden werden, welches durch unterschiedliche An-
forderungen in der jeweiligen Situation definiert ist. Beispielsweise ko¨nnen darunter die
Anforderungen im Hinblick auf das durchschnittliche Beacon-Nachrichtenalter oder die
prozentuale Menge an bekannten Fahrzeugen in einem definierten Umkreis verstanden
werden. Die Definition des im Einzelnen geforderten Informationsdurchsatzes und die da-
zugeho¨rigen Metriken werden in Kapitel 4 fu¨r die zwei speziell betrachteten Situationen
der Kollisionserkennung und Kollisionsvermeidung eingefu¨hrt. Das Kriterium der Optimie-
rung des Informationsdurchsatzes bildet das wichtigste Kriterium fu¨r die hier bearbeitete
Fragestellung.
Skalierbarkeit
Das erarbeitete Protokoll soll vor allem in jeglichen in der Praxis vorkommenden Situatio-
nen einsetzbar sein. Dies soll sowohl fu¨r wenig als auch fu¨r viel befahrene Straßen gelten.
Eine Charakteristik ist dabei die in der jeweiligen Situation vorherrschende Verkehrsdichte,
welche wiederum einen starken Einfluss auf die Kanallast und somit auch auf den Paket-
verlust hat. Es soll sichergestellt werden, dass der Algorithmus bei einer wachsenden Fahr-
zeuganzahl trotzdem die gewu¨nschten Ergebnisse liefert. Es wird eine lineare Abha¨ngigkeit
zwischen der Fahrzeugdichte und dem erzielten Informationsdurchsatz in einer definier-
ten Entfernung angestrebt. Ein weiterer Aspekt der Skalierbarkeit ist die Nutzung des
Beaconing-Ansatzes unter Betrachtung von unterschiedlichen Kommunikationsdistanzen.
Somit soll es mo¨glich sein, den geforderten Informationsdurchsatz u¨ber eine fu¨r die Anwen-
dung relevante Distanz zu gewa¨hrleisten, um fru¨hzeitig auf sicherheitskritische Situationen
reagieren zu ko¨nnen.
Kompatibilita¨t
Der Beaconing-Algorithmus soll zwar einen hohen Informationsdurchsatz in den sicher-
heitsrelevanten Situationen gewa¨hrleisten, soll aber keine Exklusivita¨t des Kommunikati-
onskanals beno¨tigen. Obwohl Beacon-Nachrichten mit ho¨herer Priorita¨t behandelt werden,
2.6 Zusammenfassung 29
soll stets fu¨r andere sicherheitsrelevante Anwendungen, z.B. fu¨r lokale Gefahrenwarnungen,
die Mo¨glichkeit bestehen, ihre Informationen zu verbreiten. Zur Beurteilung dieses Krite-
riums ko¨nnen die unterschiedlichen Ansa¨tze im Hinblick auf die generierte Last auf dem
Kanal miteinander verglichen werden. Es sei angemerkt, dass das Kriterium der Kom-
patibilita¨t aus der Gesamtsicht aller Anwendungen zwar relevant ist, jedoch kein K.O.
Kriterium fu¨r den Beaconing-Algorithmus darstellt. Hintergrund dafu¨r ist die Priorisie-
rung der unterschiedlichen Anwendungsklassen und die daraus resultierende Erkenntnis,
dass sicherheitsrelevante und vor allem kooperative Kollisionserkennungsanwendungen die
ho¨chste Priorita¨t besitzen [24]. Somit kann ein Beaconing-Algorithmus auch als geeig-
net angesehen werden, wenn er in bestimmten Situationen eine Exklusivita¨t des Kanals
beno¨tigt.
2.6 Zusammenfassung
Dieses Kapitel hat eine U¨bersicht u¨ber Fahrzeug-Ad-hoc-Netze gegeben. Nach der Vor-
stellung der beteiligten Komponenten innerhalb des Systems wurden sowohl die Anwen-
dungssicht als auch die Netzwerksicht im Detail betrachtet. Im Ergebnis wurde die im Hin-
blick auf die kooperativen Sicherheitsanwendungen geforderte Zuverla¨ssigkeit der Informa-
tionsu¨bertragung im Gegensatz zu den eingesetzten unzuverla¨ssigen drahtlosen Kommuni-
kationsnetze als Hauptproblem identifiziert. Speziell im Hinblick auf die mit hoher Priorita¨t
betrachteten Anwendungen zur kooperativen Kollisionserkennung und die dadurch einge-
setzten Beaconing-Strategien stellt dies ein Problem dar, das nicht vernachla¨ssigt werden
darf. Des Weiteren wurden zur Beurteilung der eingesetzten Beaconing-Strategien Kriteri-
en aufgestellt, welche sich an den Anforderungen der Anwendungen in Fahrzeug-Ad-hoc-
Netzen orientieren.
Um die definierten Anforderungen umsetzen zu ko¨nnen, wird in der vorliegenden Ar-
beit eine Kombination von zwei Paradigmenwechseln auf dem Gebiet des Beaconings vor-
geschlagen. Es werden die einzelnen Lo¨sungsansa¨tze der
• Serviceorientiertierung und
• der Mehrkanalnutzung
vorgestellt und im Detail anhand von Simulationen unter Betrachtung der definierten Krite-
rien evaluiert. Die Kombination der Lo¨sungsansa¨tze stellt eine nutzenorientierte Beaconing-
Strategie dar. Es wird ein hybrides push/pull-Verfahren eingesetzt, welches es erlaubt, so-
wohl periodisch Beacons mit einer niedrigen Wiederholrate als auch zusa¨tzliche Beacons in
Abha¨ngigkeit von der Situation zu versenden. Letzteres soll als pull-Prinzip den serviceori-
entierten Ansatz abbilden und es ermo¨glichen, individuelle Situationen einzelner Fahrzeuge
zu betrachten. Durch die Nutzung mehrerer paralleler Kommunikationskana¨le soll gewa¨hr-
leistet werden, dass durch die Lastverteilung auf die Kana¨le Paketverluste reduziert werden
ko¨nnen. Dadurch soll ermo¨glicht werden, den globalen Nutzen innerhalb des Netzwerks zu
erho¨hen und den geforderten Informationsdurchsatz im Hinblick auf die Robustheit und
Skalierbarkeit des Beaconing-Ansatzes zu gewa¨hrleisten.




Die Optimierung von Beaconing-Strategien ist ein wichtiges Feld auf dem Gebiet der
Fahrzeug-Ad-hoc-Netze. Ausgangssituation sind hierbei die definierten Anforderungen der
einzelnen sicherheitsrelevanten Anwendungen. Wie bereits beschrieben, existieren unter-
schiedliche Auffassungen von der Beacon-Wiederholrate, welche sich im Intervall von 1Hz
und 10Hz bewegen und teilweise in besonders kritischen Situationen bis zu 50Hz anstei-
gen sollen. Betrachtet man Szenarien, in denen sich lediglich wenige Fahrzeuge innerhalb
eines Ad-hoc-Netzes befinden, so scheinen die Anforderungen vom Netzwerk erfu¨llt wer-
den zu ko¨nnen. Steigt allerdings die Anzahl der Kommunikationspartner, wird auch die
Last auf dem Kommunikationskanal entsprechend erho¨ht. Dies hat zur Folge, dass durch
eine ho¨here Interferenzwahrscheinlichkeit von Paketen auch die Zuverla¨ssigkeit der U¨ber-
tragung abnimmt. In [46] wird davon ausgegangen, dass die zuverla¨ssige U¨bertragung von
Informationen das Hauptkriterium fu¨r die Service-Qualita¨t in Fahrzeug-Ad-hoc-Netzen
darstellt. Evaluierungen in [38] und [40] haben gezeigt, dass die Zuverla¨ssigkeit einer Nach-
richtenu¨bertragung von dem Kommunikationsradius und der generierten Last auf dem
Kanal abha¨ngt. Im Speziellen sinkt die Distanz, in der eine zuverla¨ssige Kommunikation
mo¨glich ist, mit dem Anstieg der zu u¨bertragenden Nachrichtenanzahl. Aus diesem Grund
ist es essentiell, die Netzwerkressourcen optimal zu nutzen, um den Inforamtionsdurch-
satz fu¨r sicherheitsrelevante Anwendungen zu steigern. Im Folgenden sollen existierende
Beaconing-Ansa¨tze vorgestellt und diskutiert werden, die auf unterschiedliche Arten an
die Lo¨sung dieser Fragestellung herantreten.
3.1 Anpassung der Beacon-Wiederholrate
Khorakhun et al. stellen in [44] die Idee vor, die Wiederholrate von Beacons auf der Ba-
sis der vorherrschenden Kanallast zu regeln. Ziel soll sein, die global generierte Kanallast
gegen eine vorgegebene maximale Auslastung des Kommunikationskanals zu konvergieren.
Auf dieser Grundlage wird eine optimale durchschnittliche Beacon-Wiederholrate berech-
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net und diese als Stellgro¨ße an alle Knoten im Netzwerk u¨bertragen. Jedes Fahrzeug kann
somit seine Beacon-Wiederholrate an die vorgegebene Durchschnittsrate anpassen. Obwohl
die Optimierung der Kanallast innerhalb des Netzwerks eine wichtige Rolle spielt, wird in
diesem Ansatz die Anforderung der Anwendungen in Hinblick auf die zu u¨bertragenden In-
formationen ga¨nzlich außer Acht gelassen. Basierend auf diesem Ansatz ist es nicht mo¨glich,
kontextabha¨ngig zu entscheiden, ob es in bestimmten Situationen sinnvoll bzw. notwendig
wa¨re, die Beacon-Wiederholrate einzelner Fahrzeuge anzuheben.
Einen anderen Ansatz zur adaptiven Beacon-Wiederholrate verfolgt die vorla¨ufige Spe-
zifikation der ETSI [76]. Die Wiederholrate der einzelnen Sendeknoten soll auf der Basis
mehrerer Regeln gesteuert werden, die von den aktuellen Sensordaten eines Fahrzeugs
abha¨ngig sind. Folgende Regeln werden fu¨r die Bestimmung des Sendezeitpunkts eines
Beacons definiert:
• Senden, wenn der Zeitpunkt zu dem letzten versendeten Beacon ≥ 1s ist.
• Nicht senden, wenn die Zeitdifferenz zwischen zwei Beacons ≥ 0.1s ist.
• Senden, wenn der absolute Unterschied zwischen der aktuellen Fahrtrichtung (bezo-
gen auf Norden) und der Fahrtrichtung des letzten versendeten Beacons ≥ 4◦ ist.
• Senden, wenn der Unterschied zwischen der aktuellen Fahrzeugposition und der Po-
sition des zuletzt versendeten Beacons ≥ 5m ist.
• Senden, wenn der Unterschied zwischen der aktuellen Geschwindigkeit und der Ge-
schwindigkeitsinformation aus dem zuletzt versendeten Beacon ≥ 1m
s
ist.
Der U¨berpru¨fungszyklus der einzelnen Regeln wird in einem Intervall von 100 ms durch-
gefu¨hrt. Nach Regel 1 und 2 sind somit die a¨ußeren Intervallgrenzen der Wiederholraten
durch 1Hz und 10Hz definiert. Die Beaconing-Strategie der ETSI definiert eine Sende-
ratenanpassung in Abha¨ngigkeit der Informationen, die fu¨r eine sicherheitsrelevante An-
wendungen von Interesse sein ko¨nnten und erho¨ht die Beacon-Wiederholrate nur, falls
gewisse Grenzwerte u¨berschritten werden. Betrachtet man das Prinzip der empfa¨ngerseiti-
gen Extrapolation von Fahrstrecken, so ko¨nnen z.B. durch die Mitteilung der gea¨nderten
Fahrtrichtung bzw. Geschwindigkeit neue Kollisionswahrscheinlichkeiten berechnet werden.
Ein Schwachpunkt diese Ansatzes ist allerdings, dass nicht auf die Umgebungsinformatio-
nen eingegangen und somit beispielsweise nicht betrachtet wird, ob u¨berhaupt ein Nachbar
existiert, der an einer Beaconinformation interessiert ist.
3.2 Anpassung der Beacon-Sendeleistung
Die Anpassung von Sendeleistungen fu¨r einzelne Nachrichtentypen kann sinnvoll sein, wenn
die Last auf dem Kommunikationskanal global reduziert werden soll. Die Idee hierbei ist,
eine optimale Sendeleistung zu finden, die es ermo¨glicht, nur mit diesen Fahrzeugen zu
kommunizieren, welche sich in einem definierten Radius um den Sender befinden. So kann
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die Gro¨ße einer Kommunikationszelle angepasst und die Sto¨rsignale ko¨nnen in anderen
Zellen reduziert werden.
Li et al. pra¨sentieren in [47] und [48] ein analytisches Modell zur Anpassung der Sen-
deleistung, um die One-hop-Distanz in CSMA-basierten Netzen zu optimieren. Auf dieser
Basis soll dann u¨ber alle Knoten im Netzwerk eine Anpassung der Sendeleistung vorge-
nommen werden. Allerdings fordert dieser Ansatz die Existenz von ausschließlich statischen
Knoten und deckt somit nicht die Mobilita¨tsanforderungen von Fahrzeug-Ad-hoc-Netzen
ab.
Torrent-Moreno et al. pra¨sentieren in [49] das FPAV-Protokoll (Fair Power Adjust-
ment for Vehicular Environments), welches die Sendeleistung fu¨r jeden einzelnen Knoten
innerhalb eines Fahrzeug-Ad-hoc-Netzwerks definiert. Mit diesem Protokoll soll sowohl die
minimale als auch die maximale Kommunikationsreichweite fu¨r jedes Fahrzeug individuell
optimiert werden. Auch in diesem Ansatz kann die Last auf dem Kommunikationskanal
unter einen definierten Schwellwert gesenkt werden.
Bei den Ansa¨tzen zur dynamischen Anpassung der Sendeleistungen im Hinblick auf
die generierte Last auf dem Kommunikationskanal steht allerdings die Anforderung der
sicherheitsrelevanten Anwendungen in einzelnen kritischen Situationen nicht im Vorder-
grund. Somit kann nicht sichergestellt werden, dass alle notwendigen Informationen zu
jedem Zeitpunkt bei den entsprechenden Fahrzeugen existent sind.
3.3 Multihop Beaconing
Das Weiterleiten von Beacons u¨ber mehrere Hops ist eine Mo¨glichkeit, Informationen in
einem bestimmten geographischen Umfeld zu verbreiten. Weiterhin kann der Ansatz der
Weiterleitung von Beacons auch Abschattungsszenarien abdecken. Wollen beispielswei-
se Fahrzeuge miteinander Nachrichten austauschen, deren Kommunikationsweg z.B. von
Geba¨uden oder anderen Fahrzeugen verdeckt ist, ko¨nnen die erforderlichen Informatio-
nen u¨ber einen dritten Knoten u¨bertragen werden. Dieses ist bei Beaconing-Ansa¨tzen, die
sich ausschließlich auf das einmalige Senden einer Nachricht konzentrieren, nicht bzw. nur
eingeschra¨nkt mo¨glich.
Osafune et al. pra¨sentieren eine grundlegende Idee zur Weiterleitung von Nachrich-
ten u¨ber mehrere Instanzen in [50] und [51]. Das MHVB-Protokoll (Multi-Hop Vehicular
Broadcast) ist in erster Linie ein Ansatz dafu¨r, Nachrichten mit mo¨glichst minimaler Kanal-
last in weiten geographischen Gebieten zu verbreiten. Hierbei werden auf Basis von Positi-
onsinformationen und der daraus berechneten Entfernung zwischen Sender und Empfa¨nger
Priorita¨ten fu¨r Knoten bestimmt, die als Weiterleitungsinstanzen in Frage kommen. Um
mo¨glichst weite Distanzen zu u¨berwinden, sollen Knoten mit der ho¨chsten Entfernung vom
Sender bevorzugt werden. Wird die Weiterleitung vollzogen, unterdru¨cken alle anderen
Knoten, welche das Paket ebenfalls ha¨tten weiterleiten ko¨nnen, ihren Sendevorgang.
Basierend auf der Idee von MHVB wurde von Mittag et al. in [82] eine Evaluierung ei-
nes Multi-hop Beaconing-Ansatzes durchgefu¨hrt. Dabei wurden auf der Basis von Metriken
zum durchschnittlichen Nachrichtenalter und des generierten Wissens u¨ber die Nachbar-
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fahrzeuge pro Knoten die Ergebnisse mit einem One-hop Beaconing-Ansatz verglichen.
Diesem Ansatz lag die Idee zugrunde, dass weiterzuleitende Nachrichten mit reduzierter
Sendeleistung versendet werden. Die Studie zeigt, dass eine Weiterleitung von allen sich
im Netzwerk befindenden Beacons im Vergleich zur One-hop Variante keine Verbesserung
zeigt. Allerdings wurde im Rahmen dieser Arbeit der Aspekt der Situationsabha¨ngigkeit
und der damit verbundenen selektiven und nutzenorientierten Weiterleitung von Beacons
nicht betrachtet.
3.4 Kontextadaptives Beaconing
Die kontextadaptive Anpassung der Senderate bietet eine weitere Mo¨glichkeit der Regulie-
rung der Last auf dem Kommunikationskanal bei gleichzeitiger Betrachtung des Nutzens
einer Nachricht. Hierbei soll jeder Knoten vor dem Senden den Nutzen seiner Information
fu¨r die existierenden Nachbarn kalkulieren und auf dieser Basis entscheiden, ob gesendet
werden soll oder nicht.
Nutzenorientierte Algorithmen zur Nachrichtenverbreitung in Fahrzeug-Ad-Hoc-Netzen
wurden u.a. in [41], [42], [84], [85] und [86] vorgestellt und diskutiert. Eichler et al. stellen
z.B. in [43] ein altruistisches Kommunikationsschema vor, welches eine Entscheidungs-
grundlage fu¨r den Sendevorgang der pro Knoten zur Verfu¨gung stehenden Nachrichten an-
hand von berechneten Priorita¨ten ermo¨glicht. Jeder Sender nimmt dabei eine Scha¨tzung des
potenziell zu generierenden Nutzens auf Basis eines Kontextmodells vor. Hierbei ko¨nnen
mehrere Kontextebenen fu¨r die Priorisierung verwendet werden. Grundlegend wird zwi-
schen dem Kontext aus empfangenen Nachrichten, den eigenen Fahrzeuginformationen und
den Umfeldinformationen unterschieden. Die Gewichtung der jeweiligen Kontextparameter
ergibt im letzten Schritt einen normalisierten Wert, welcher wiederum als Grundlage fu¨r
den Medienzugriff verwendet werden kann. Im Speziellen soll auf dieser Basis das Con-
tention Window (CW) des CSMA-Verfahrens dynamisch angepasst werden ko¨nnen. Da
Nachrichten mit niedrigem Nutzen einen ho¨heren CW-Wert erhalten, kann somit der Me-
dienzugriff fu¨r Nachrichten mit einem ho¨heren Nutzen priorisiert und der globale Nutzen
im Netzwerk erho¨ht werden.
Schmidt et al. stellen in [87] ein weiteres situationsabha¨ngiges Beaconing-Schema vor.
A¨hnlich zu [43] werden als Entscheidungsgrundlage unterschiedliche Kontextattribute ge-
nutzt. Die vorgeschlagene Strategie soll in erster Linie in sicherheitskritischen Situationen
angewendet werden und nutzt sowohl eigene Fahrdynamikdaten als auch Umfeldinforma-
tionen, welche z.B. auch die aktuelle Verkehrsdichte beru¨cksichtigen. Im Gegensatz zu [43]
wird hier nicht die dynamische Priorisierung von Nachrichten betrachtet.
Um die Beacon-Wiederholrate im Netzwerk zu reduzieren, schlagen Rezaei et al. in
[94] einen kontextadaptiven Algorithmus zur Anpassung der Beacon-Sendezeitpunkte ba-
sierend auf Fahrstreckenvorhersagen vor. Sowohl Sender als auch Empfa¨nger berechnen
diese anhand von exakt gleichen Algorithmen auf der Basis der jeweiligen Informationen
eines Beacons. Da die Algorithmen jeweils die gleichen Ergebnisse liefern, weiß ein Sender
immer, von welchen Fahrstreckenvorhersagen seine Empfa¨nger ausgehen. Detektiert der
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Sender nun eine Abweichung seiner realen von der berechneten Fahrstrecke, so kann da-
von ausgegangen werden, dass die Empfa¨nger ungu¨ltige Informationen besitzen. In diesem
Fall wird ein neues Beacon versendet, welches die korrigierten Informationen beinhaltet.
Obwohl dieser Ansatz zu einer reduzierten Last auf dem Kanal fu¨hren kann, ist er fu¨r
den Aufbau von kooperativem Wissen nicht geeignet. Speziell in Situationen, in denen z.B.
aufgrund von Interferenzen eine Nachricht von einem Nachbarknoten nicht empfangen wer-
den kann, wu¨rde ein Empfa¨nger stets mit ungu¨ltigen Informationen arbeiten. Vor allem in
Szenarien mit hoher Fahrzeugdichte kann dies zu stark verfa¨lschten Ergebnissen fu¨hren.
3.5 Bidirektionale Ansa¨tze
Die bidirektionale Kommunikation in Fahrzeug-Ad-hoc-Netzen bietet eine Mo¨glichkeit der
Umsetzung von zuverla¨ssiger Nachrichtenu¨bertragung. In diesem Zusammenhang wurde ei-
ne zuverla¨ssige Weiterleitung von Nachrichten u¨ber mehrere Hops von Korkmaz et al. in [88]
vorgestellt. Der Hauptgedanke hierbei ist, dass eine Exklusivita¨t des Zugriffs auf den U¨ber-
tragungskanal ermo¨glicht wird. Dieser Ansatz orientiert sich an dem RTS/CTS Verfahren
von CSMA/CA und fu¨hrt die Begriffe Ready-to-Broadcast (RTB) und Clear-to-Broadcast
(CTB) ein. Jeder Knoten, der eine Nachricht im Netzwerk u¨ber la¨ngere Distanzen ver-
breiten will, sendet an seine Nachbarn ein RTB-Paket, welches immer die geographische
Position des Senders beinhaltet. Jeder Empfa¨nger kann dann auf dieser Basis seine Entfer-
nung zum Sender kalkulieren. Als Reaktion auf ein RTB-Paket sendet jedes Fahrzeug ein
Sto¨rsignal, welches auch als Black-burst in [89] und [90] bezeichnet wird. Die La¨nge des
Bursts wird anhand der Entfernung zum Sender berechnet. Je gro¨ßer die Entfernung desto
la¨nger die Dauer des Sto¨rsignals auf dem Kanal. Der Knoten mit der ho¨chsten Entfernung
soll nach Beendigung der U¨bertragung seines Sto¨rsignals den Kommunikationskanal im
freien Zustand vorfinden. Ist dies der Fall, antwortet dieser mit dem CTB-Paket, welches
wiederum seine ID entha¨lt. Auf dieser Grundlage weiß der Sender des RTB-Paketes, wel-
cher Knoten die Weiterleitung u¨bernehmen soll und sendet an diesen die zu u¨bertragenden
Daten. Im letzten Schritt wird die Weiterleitung mit einer ACK-Nachricht quittiert. Der
Algorithmus geht jedoch aufgrund der erho¨hten Anzahl an Nachrichten pro U¨bertragungs-
vorgang und der von jedem Knoten zu versendenden Sto¨rsignale nicht optimal mit der
zur Verfu¨gung stehenden Kommunikationsbandbreite um. Dieser scheint somit lediglich
fu¨r ausgewa¨hlte Szenarien geeignet zu sein, in denen das RTB/CTB Verfahren selten ein-
gesetzt werden muss. Gerade in Hinblick auf den generierten Overhead in Szenarien mit
hoher Fahrzeugdichte kann dies schnell zu einer U¨berlastung des Kommunikationskanals
fu¨hren.
Ein weiterer Ansatz zum zuverla¨ssigen Broadcast von Nachrichten wird von Seungjin
et al. in [91] vorgestellt. Es wird ein One-hop-Algorithmus eingefu¨hrt, welcher mit negati-
ven Quittierungen (NACKs) arbeitet. Es wird vorgeschlagen, dass jeder Knoten, der eine
Paketkollision entdeckt, diesen Zustand durch das Senden eines NACKs mitteilt. Erha¨lt
der Sender des urspru¨nglichen Datenpakets eine negative Quittierung, so kann er davon
ausgehen, dass ein nochmaliges Senden des Datenpakets notwendig ist. Dieser Vorgang
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wird solange ausgefu¨hrt, bis keiner der Nachbarknoten mehr ein NACK-Paket versendet
oder eine maximale Anzahl von Wiederholungen des Datenpakets erreicht wird. Es ist zu
erkennen, dass dieses Protokoll die Anforderungen der Fahrzeug-Ad-hoc-Netze im Hinblick
auf die Skalierung der Knotenanzahl nicht erfu¨llen kann. Die Last auf dem Kommunika-
tionskanal wu¨rde durch die erho¨hte Anzahl an Kollisionen und die daraus resultierenden
NACK-Nachrichten zunehmend steigen. Ein weiterer Schwachpunkt des Algorithmus ist
die Mobilita¨t der einzelnen Knoten. Hat sich z.B. der Sender des urspru¨nglichen Datenpa-
kets zwischenzeitlich aus der Kommunikationsreichweite des Empfa¨ngers bewegt, so kann
auch keine wiederholte U¨bertragung durchgefu¨hrt werden.
3.6 Zusammenfassung
Die dynamische Anpassung der Beacon-Wiederholrate in Abha¨ngigkeit der vorherrschen-
den Situation ist ein essentieller Schritt zur Optimierung des Informationsdurchsatzes in
Fahrzeug-Ad-hoc-Netzen. Somit stellen nutzenorientierte Algorithmen den ersten wichtige
Schritt zur Erarbeitung einer zufriedenstellenden Beaconing-Strategie dar. Allerdings ist
trotz der existierenden kontext- und situationsadaptiven Ansa¨tze stets die Unsicherheit ge-
geben, ob eine zu versendende Nachricht fu¨r einen Empfa¨nger wirklich von Nutzen ist. Dies
ist hauptsa¨chlich darauf zuru¨ckzufu¨hren, dass alle vorgestellten Ansa¨tze immer von einer
senderzentrierten Berechnung des Nutzens ausgehen und somit immer nur auf Scha¨tzungen
eines potenziellen Nutzens fu¨r Empfa¨nger basieren.
Neben der Nutzenorientierung ist die Gewa¨hrleistung einer hohen U¨bertragungswahr-
scheinlichkeit von Informationen ein Kernaspekt der kooperativen Sicherheitsanwendun-
gen. Allerdings kann eine zuverla¨ssige U¨bertragung von einzelnen Paketen auf den unteren
OSI-Schichten in drahtlosen Netzen nur schwer umgesetzt werden. Wenn u¨berhaupt, dann
ist dies nur mit viel Kommunikationsaufwand verbunden.
Aus diesem Grund wird in der hier vorliegenden Arbeit davon ausgegangen, dass der
Kommunikationskanal als grundsa¨tzlich unzuverla¨ssig einzustufen ist. Im Gegenzug wird
versucht, auf der Anwendungsebene ein Vorgehen zu definieren, das trotz dieser Annahme
die U¨bertragung aller notwendigen Informationen fu¨r die kooperativen Sicherheitsanwen-
dungen in kritischen Situationen gewa¨hrleisten kann. Der im folgenden Kapitel vorgestellte
serviceorientierte Beaconing-Ansatz soll daru¨ber hinaus dazu beitragen, die Scha¨tzungsun-
sicherheit des Nutzens einer zu versendenden Nachricht zu minimieren. Dies soll anhand
eines Request/Response-Verfahrens zur Steuerung der Beacon-Sendezeitpunkte von Nach-
barfahrzeugen auf Anfrage von Interessenten erfolgen.
Kapitel 4
Serviceorientierter Beaconing-Ansatz
Ein Beaconing Algorithmus soll es ermo¨glichen, den kooperativen Anwendungen in Fahr-
zeug-Ad-hoc-Netzen einen entsprechenden Informationsgehalt in sicherheitskritischen Si-
tuationen zur Verfu¨gung zu stellen. Insbesondere ist der Aspekt der Skalierbarkeit und
der Robustheit zu beru¨cksichtigen, um zuverla¨ssig kritische Situationen im Straßenverkehr
erkennen und vermeiden bzw. vermindern zu ko¨nnen. Wie bereits diskutiert, existieren fu¨r
unterschiedliche Anwendungen in Abha¨ngigkeit der Situation auch unterschiedliche Anfor-
derungen hinsichtlich des beno¨tigten Wissens u¨ber die Fahrzeuge in unmittelbarer Umge-
bung. Klassischerweise wird dieses Wissens u¨ber die periodisch versendeten Beacons aufge-
baut. Hierbei werden im Allgemeinen Wiederholraten zwischen 2 Hz und 10 Hz angenom-
men, wobei fu¨r sicherheitsrelevante kooperative Anwendungen die obere Intervallgrenze von
10 Hz und mehr definiert ist [21] [24]. Die Anwendung statischer Beacon-Wiederholraten
scheint allerdings mit Hinblick auf die begrenzt zur Verfu¨gung stehende Kommunikations-
bandbreite nicht sinnvoll zu sein. Dies beruht auf der Tatsache, dass einerseits durch die
erho¨hte Anzahl an Fahrzeugen und die damit verbundene Last auf dem Kommunikations-
kanal die Verluste von Nachrichten zunehmen und andererseits das statische Senden von
Beacons nicht notwendigerweise einen Nutzen fu¨r die benachbarten Fahrzeuge generiert.
Deshalb erscheint es sinnvoll, die Beacon-Wiederholrate dynamisch zu steuern, um den
Kommunikationskanal nur zu belasten, wenn es auch einen potenziellen Interessenten fu¨r
die Information gibt.
Eine Kernherausforderung, die sich daraus ergibt, ist die exakte Erkennung von Infor-
mationsbedarf auf jedem einzelnen Empfa¨ngerfahrzeug. Das genaue Erkennen von Infor-
mationsbedarf ist abha¨ngig von den folgenden zwei Aspekten:
• Situationserkennung
• Zuverla¨ssigkeit der U¨bertragung
Das korrekte Erkennen einer Situation ist ausschlaggebend fu¨r die Entscheidung, ob ein
Beacon gesendet werden soll oder nicht. Es sollte dabei unterschieden werden, ob ein Fahr-
zeug sich in einer sicherheitskritischen Situation befindet, in der das Versenden der eige-
nen Positions- und Zustandsinformationen fu¨r diesen einen Mehrwert bringt. Ist dies der
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Fall, so sollte es dem Beaconing-Ansatz mo¨glich sein, darauf mit einer erho¨hten Beacon-
Wiederholrate oder der Anpassung des Sendezeitpunkts eines Beacons zu reagieren. In Si-
tuationen, in denen es notwendig ist, innerhalb eines bestimmten Zeitintervalls periodisch
alle versendeten Beacons zu empfangen, muss auch die Zuverla¨ssigkeit einer Beacon-U¨ber-
tragung betrachtet werden. Konnte beispielsweise ein Beacon aufgrund von Interferenzen
einem Empfa¨nger nicht zugestellt werden, mu¨sste der Sendevorgang wiederholt werden. Die
U¨bertragungswahrscheinlichkeit eines Beacons soll in jedem beliebigen Netzwerkzustand
berechnet bzw. eingescha¨tzt werden ko¨nnen. Aufgrund der Betrachtung von individuellen
Situationen und der Wahrscheinlichkeit der Beaconu¨bertragung ko¨nnte der Nutzen durch
die verwendete Beaconing-Strategie erho¨ht werden.
Um diese Anforderung zu erfu¨llen, soll, wie zum Teil in den bislang existierenden
Ansa¨tzen vorgestellt, ein kontextadaptives Beaconing verwendet werden. Somit ko¨nnen
Berechnungen u¨ber den Nutzen einer zu versendenden Nachricht vorgenommen und die
Beacon-Wiederholrate gesteuert werden. Da allerdings diese Berechnungen immer nur auf
Annahmen eines Senders basieren, scheint dieser Ansatz komplex und unzuverla¨ssig, da
von jedem Fahrzeug zum einen die aktuelle Situation seiner Nachbarn und zum andern die
Wahrscheinlichkeit der Nachrichtenu¨bertragung berechnet werden muss.
Um einen mo¨glichst hohen Nutzen eines zu versendenden Beacons zu erzielen, wird in
dem folgenden Kapitel ein Paradigmenwechsel auf dem Gebiet des Beaconings in Fahrzeug-
Ad-hoc-Netzen eingefu¨hrt. Dieser besteht darin, dass im Gegensatz zu der senderbasierten
Steuerung des Beacon-Versands ein empfa¨ngerbasierter Ansatz zugrunde gelegt wird. Die-
ser beruht auf einem Request/Response-Protokoll und bildet ein serviceorientiertes Verhal-
ten ab. Der Ansatz erlaubt es, die Beacon-Wiederholrate bzw. -Weiterleitung situations-
adaptiv auf Anfrage von Nachbarfahrzeugen anzupassen. Hierbei wird eine Anfrage immer
dann gestellt, wenn bei einem Fahrzeug ein entsprechender Informationsbedarf besteht.
Der serviceorientierte Beaconing-Ansatz wird im Folgenden im Detail vorgestellt und in
zwei grundsa¨tzliche Auspra¨gungen unterteilt. Diese sollen die Anforderungen eines Fahr-
zeugs in zwei repra¨sentativen Situationen zur Kollisionserkennung und Kollisionsvermei-
dung erfu¨llen. Die Situationen werden im Vorfeld klassifiziert. Die Gu¨te der Ansa¨tze in den
jeweiligen Situationen wird anhand von zwei aufgestellten Metriken betrachtet. Nach einer
ausgiebigen Evaluierung des serviceorientierten Beaconing-Ansatzes, werden im Anschluss
der Mehrwert anhand der in Kapitel 2 definierten Kriterien bewertet und das Verbesse-
rungspotenzial aufgezeigt.
4.1 Situationsdefinition
Der Informationsbedarf eines Fahrzeugs ist abha¨ngig von seiner jeweiligen Situation. Zur
Bestimmung des jeweils beno¨tigten Informationsbedarfs werden zuna¨chst zwei Hauptkri-
terien betrachtet. Zum einen betrifft dies die Distanz zweier Fahrzeuge zueinander, zum
anderen die potenzielle Kollisionswahrscheinlichkeit. Aus diesen Kriterien ko¨nnen dann
repra¨sentative Situationen definiert werden, die spezielle Anforderungen an die Beaconing-
Strategie stellen.
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Distanz > 100m Distanz ≤ 100m
Kollisionswahrscheinlichkeit (niedrig) Kollisionserkennung Kollisionserkennung
Kollisionswahrscheinlichkeit (hoch) Kollisionserkennung Kollisionsvermeidung
Tabelle 4.1: Anforderung an Beacon-Senderate in Abha¨ngigkeit der jeweiligen Situation
Relevanter Betrachtungsradius
Der relevante Betrachtungsradius resultiert aus der Relativgeschwindigkeit zweier Fahrzeu-
ge und der pro Sekunde zuru¨ckzulegenden Strecke. Bei einer Relativgeschwindigkeit von
100 km
h
wird eine Distanz von ca. 28m in der Sekunde zuru¨ckgelegt, wenn zwei Fahrzeu-
ge auf gerade Strecke direkt aufeinander zufahren. Diese Geschwindigkeit entspricht z.B.
einem Stadt-Szenario, wo eine Geschwindigkeitsbegrenzung von 50 km
h
angenommen wer-
den kann. Geht man von einem solchen Szenario aus, so wu¨rde man bei der Betrachtung
einer Distanz von 100 m eine Zeitspanne zur potenziellen Kollision von 3,6 Sekunden erhal-
ten. Vergro¨ßert man die betrachtete Distanz auf 300 m, so ergibt dies eine Kollisionszeit
von ca. 11 Sekunden. Je gro¨ßer also die Distanz zwischen Fahrzeugen, desto gro¨ßer die
Wahrscheinlichkeit, dass die Kollisionspartner u¨ber die Zeit ihre Route a¨ndern und somit
keine sicherheitskritische Situation gegeben ist. Nach der in Kapitel 2 vorgenommenen Be-
trachtung, ist fu¨r kooperative Sicherheitsanwendungen ein relevanter Betrachtungsradius
zwischen 50 m und 300 m anzunehmen.
Kollisionswahrscheinlichkeit
Um die Anforderungen an den Informationsbedarf zu optimieren, ist im Weiteren die Be-
trachtung der potenziellen Kollisionspartner notwendig. Hierbei ist darauf zu achten, dass
nicht nur Fahrzeuge betrachtet werden, die eine entsprechende Entfernung untereinan-
der aufweisen, sondern auch eine prognostizierte Fahrstrecke beru¨cksichtigt wird. Hierbei
ko¨nnen z.B. Fahrzeuge, die sich voneinander wegbewegen, grundsa¨tzlich aus der Betrach-
tung ausgeschlossen werden.
Klassifizierung der Situationen
Aufgrund der Kriterien der Distanz und der Kollisionswahrscheinlichkeit wird eine Klassifi-
zierung der sicherheitskritischen Situationen in die Kollisionserkennung und die Kollisions-
vermeidung vorgenommen. Tabelle 4.1 zeigt, dass in Situationen, in denen eine Distanz
> 100 m zwischen zwei Fahrzeugen besteht, grundsa¨tzlich von der Kollisionserkennung
ausgegangen werden kann. Weiterhin wird dieser Phase auch eine Distanz von ≤ 100 m
zugeordnet, wenn keine kritische Kollisionswahrscheinlichkeit besteht. U¨berschreitet die-
se jedoch einen kritischen Wert innerhalb eines Radius ≤ 100 m, so ist diese Situation
der Kollisionsvermeidung zuzuordnen. Aufgrund dieser Klassifizierung wird im Folgenden
ein zweistufiges Beaconing-Verfahren vorgeschlagen, welches den Informationsbedarf einer
Anwendung entsprechend den Anforderungen der jeweiligen Situation beru¨cksichtigt.
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4.1.1 Kollisionserkennung
In der Phase der Kollisionserkennung wird davon ausgegangen, dass es fu¨r einen Knoten
von Interesse ist, die Fahrzeuge in seiner Umgebung zu beobachten. Auf dieser Basis kann
wegen des durchga¨ngigen Beobachtungszeitraums festgestellt werden, ob ein Nachbarfahr-
zeug eine potenzielle Kollisionsgefahr darstellt. In dieser Phase ist es relevant, die regula¨r
ausgesendeten Beacons der Nachbarfahrzeuge zu empfangen, um die Beobachtung naht-
los durchfu¨hren zu ko¨nnen. Hierbei ist der Empfang der ausgesendeten Standard-Beacons
ausreichend.
Metrik zur Kollisionserkennung
Um die Gu¨te eines Algorithmus in der Kollisioinserkennungsphase zu messen, wird fu¨r
die vorliegende Arbeit die Metrik der Awareness-Qualita¨t eingefu¨hrt [112]. Diese soll es
ermo¨glichen, eine Aussage daru¨ber treffen zu ko¨nnen, ob ein Beaconing-Ansatz die Anfor-
derung erfu¨llt, dass alle relevanten Nachbarn in einem definierten Radius einem Fahrzeug
bekannt sind. Die Kenntnis eines Nachbarn wird definiert u¨ber die Gu¨ltigkeit eines von
ihm empfangenen Beacons. Diese Gu¨ltigkeitsdauer (Validity-Time) ist Bestandteil eines
jeden Beacons und gibt den Zeitraum ab der Generierung des Beacons an, indem z.B: die
Positions- und Zustandsinformationen fu¨r weitere Berechnungen genutzt werden ko¨nnen.
Die Awareness-Qualita¨t definiert zu jedem Zeitpunkt t fu¨r jedes Fahrzeug i das Verha¨ltnis
zwischen seinen real existierenden Nachbarn V und den ihm tatsa¨chlich bekannten Nach-
barn N . Hierbei beschreibt i ein Fahrzeug aus der Menge aller Fahrzeug Vsim, die in einer
Simulation existieren. Zusa¨tzlich wird ein Betrachtungsradius d definiert, der ein bestimm-
tes Gebiet um i beschreibt, in dem es von Interesse ist, seine Nachbarn zu kennen. Bildet
man diesen Quotienten so ergibt sich pro Fahrzeug das prozentuale Wissen (Awareness)




Wie bereits erwa¨hnt, kann es sein, dass es nicht immer notwendig ist, alle Fahrzeuge inner-
halb seines Betrachtungsradius zu kennen. Dies kann z.B. dadurch bedingt sein, dass zwei
Knoten sich in entgegengesetzter Richtung voneinander wegbewegen oder auf unterschied-
lichen Straßen fahren, die sich laut Straßentopologie nicht miteinander kreuzen. Ist dies der
Fall, so besteht fu¨r die Fahrzeuge auch keine Kollisionsgefahr. Um dieses Szenario abzubil-
den, wird durch den Parameter α ein Prozentsatz an Fahrzeugen spezifiziert, die tatsa¨chlich
im Schnitt fu¨r eine Anwendung relevant sind. Beispielsweise bedeutet α = 100%, dass von
einem Beaconing-Algorithmus gefordert wird, jedes Nachbarfahrzeug innerhalb eines Be-
trachtungsradius zu kennen. Demnach bedeute α = 50%, dass im Schnitt nur jeder zweite
Nachbar bekannt sein muss. Wird der jeweilige Prozentsatz der zu kennenden Nachbar-
fahrzeuge pro Messschritt von einem Algorithmus erreicht, so gilt dieser als erfolgreich und
die Gleichung resultiert in dem Wert 1. Ist dies nicht der Fall, nimmt die Gleichung den
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Wert 0 ein. Somit ist eine scha¨rfere Aussage u¨ber einen Beaconing-Ansatz mo¨glich.
AwarenessQualityα,d,t(i) =
{
1 Awarenessd,t(i) ≥ α
0 else
Im letzten Schritt wird ein Durchschnitt u¨ber alle einzelnen Werte der Awareness-Qualita¨t





Es sei darauf hingewiesen, dass die Einfu¨hrung des Schwellenwertes α mit dem Gedanken
der Selektivita¨t verbunden ist, welcher in Kapitel 7 im Detail diskutiert wird.
4.1.2 Kollisionsvermeidung
In der Phase der Kollisionsvermeidung wird davon ausgegangen, dass ein Fahrzeug sich in
einer bereits kritischen Distanz befindet und eine hohe Kollisionswahrscheinlichkeit besteht.
An dieser Stelle ist es von Interesse, die Bewegung der einzelnen Fahrzeuge mit einer
ho¨heren Aktualita¨t zu beobachten um im kritischen Fall schnellstmo¨glich reagieren zu
ko¨nnen. Hierbei wird davon ausgegangen, dass zur Beobachtung der Positionsa¨nderungen
eine erho¨hte Beacon-Senderate der einzelnen Kollisionspartner notwendig ist.
Metrik zur Kollisionsvermeidung
Zur Bestimmung der Gu¨te eines Beaconing-Algorithmus in der Kollisionsvermeidungsphase
wird in der vorliegenden Arbeit das Sicherheitsrisiko (SafetyRisk) gemessen [107], wel-
ches aufgrund der Kollisionswahrscheinlichkeit mit einem Nachbarfahrzeug berechnet wird.
Wird ein entsprechender Schwellenwert fu¨r die Kollisionswahrscheinlichkeit Tcoll mit minde-
stens einem Nachbarn n ∈ N u¨berschritten, so werden diese Nachbarn als Kollisionspartner
c ∈ C bezeichnet. Ein wichtiges Kriterium hierbei ist die Aktualita¨t des Wissens InfoAge
u¨ber die Bewegung der jeweiligen Kollisionspartner c. Die InfoAge wird als Alter einer
Nachricht definiert, welche sich aus dem Versendezeitpunkt ttrans eines Beacons und dem
Messzeitpunkt tmess auf dem Empfa¨ngerfahrzeug berechnet. Diese Messung wird fu¨r je-
des einzelne Fahrzeug i aus der Menge aller Fahrzeuge der Simulation Vsim vorgenommen,
fu¨r die mindestens ein Kollisionspartner zum Messzeitpunkt existiert. Es ergibt sich die
folgende Gleichung:
InfoAgetmess,c(i) = tmess(i)− ttrans(c)
Existieren zu einem Messzeitpunkt mehrere Kollisionspartner fu¨r ein bestimmtes Fahrzeug,
so wird die durchschnittliche Aktualita¨t des Wissens InfoAge u¨ber alle c ∈ C gebildet und
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Die Gu¨te des Beaconing-Algorithmus erha¨lt man, indem man das durchschnittliche Infor-






Zur Beurteilung der einzelnen Beaconing-Strategien wird im Folgenden zuna¨chst die Gu¨te
unterschiedlicher statischer Senderatenkonfigurationen betrachtet. Hierbei werden die sta-
tischen Wiederholraten von 2 Hz, 3 Hz, 5 Hz und 10 Hz betrachtet. Dabei ist aufgrund
der physikalischen Eigenschaften der Signalausbreitung zu erwarten, dass die Ergebnisse
sich abha¨ngig vom Betrachtungsradius unterscheiden. Die unterschiedlichen Wiederholra-
ten werden unter Beru¨cksichtigung der Distanzen von 100 m, 200 m und 300 m evaluiert.
Ebenfalls wird die Skalierung der Ansa¨tze betrachtet, die sich in erster Linie auf die stei-
gende Fahrzeugdichte bezieht. Hierbei wird auf einer Fla¨che von 2 km auf 2 km die Fahr-
zeuganzahl in 50er Schritten von 100 bis 300 Fahrzeugen variiert. Im Folgenden wird die
Fahrzeuganzahl auf der genannten Fla¨che als Fahrzeugdichte bezeichnet. Fu¨r jedes Beacon
wird eine Gu¨ltigkeitsdauer von 500 ms angenommen. Die zugrunde liegende Simulations-
umgebung wird im Detail in Kapitel 8 beschrieben. Die Ergebnisse sollen als Richtwert zur
Evaluierung des serviceorientierten Beaconing-Ansatzes dienen.
Awareness-Qualita¨t
Abbildungen 4.1 bis 4.3 stellen die Awareness-Qualita¨t dar, die durch die unterschiedlichen
Beacon-Wiederholraten fu¨r die jeweiligen Betrachtungsradien erzielt werden kann. Zum
besseren Versta¨ndnis werden die Ergebnisse aus Sicht der Beacon-Wiederholrate und des
Betrachtungsradius gesondert analysiert:
• Die Messungen ergeben, dass die Awareness-Qualita¨t beispielsweise bei der Betrach-
tung der 2Hz-Wiederholfrequenz mit dem Anstieg der Fahrzeugdichte abnimmt. Dies
war grundsa¨tzlich zu erwarten und kann auf die steigende Signalu¨berlagerung und die
dadurch entstehenden Interferenzen zuru¨ckgefu¨hrt werden. Wie bereits in Kapitel 2
beschrieben, kann dies sowohl am gleichzeitigen Kanalzugriff als auch an den ent-
stehenden Hidden-Node-Situationen liegen. Da sich die Betrachtung der Awareness-
Qualita¨t in erster Linie auf die U¨bertragung einer Information bezieht und somit
nicht die einzelnen verlorenen Pakete analysiert werden, ko¨nnte ein redundantes Sen-
den von Inhalten den Verlust einzelner Pakete kompensieren. In diesem Zusammen-
hang sollten die Ergebnisse fu¨r ho¨here Beacon-Wiederholraten eine Verbesserung
der Awareness-Qualita¨t bringen. Vergleicht man die Resultate fu¨r den statischen
Beaconing-Ansatz mit der Wiederholrate von 3 Hz und 5 Hz, so sieht man eine ge-
ringfu¨gige Verbesserung im Vergleich zu einer 2Hz-Frequenz. Allerdings steigt die
Verbesserung nicht linear mit der Beacon-Wiederholrate an. Es ist eine Erho¨hung





















































Abbildung 4.2: Awareness Qualita¨t: Stati-
sches Beaconing (Radius=200m)
der Awareness-Qualita¨t im Bereich von ca. 5% bis 10% zu beobachten. Dieser Ef-
fekt ist darauf zuru¨ckzufu¨hren, dass die Last auf dem Kommunikationskanal durch
die erho¨hte Anzahl der versendeten Nachrichten zu einer erho¨hten Kollisionswahr-
scheinlichkeit der Pakete fu¨hrt. Abbildung 4.5 stellt die Anzahl der fu¨r die jeweilige
Wiederholrate versendeten Nachrichten dar. Es wird die durchschnittliche Anzahl an
Nachrichten pro Minute betrachtet, die von den Applikationen zum Senden an die
Netzwerkschicht u¨bergeben wurde. Der geschilderte Effekt der erho¨hten Netzwerk-
last und dem u¨berproportionale Nachrichtenverlust la¨sst sich insbesondere fu¨r die
Wiederholrate von 10 Hz beobachten. In diesem Szenario kann sogar trotz erho¨hter
Redundanz keine Verbesserung der Awareness-Qualita¨t beobachtet werden. Im Ge-
genteil, es la¨sst sich sogar eine Verschlechterung um > 15% feststellen. Diesen Effekt
kann man den Abbildungen 4.1 und 4.2 vor allem in Bezug auf die Fahrzeugdichte
von 300 Fahrzeugen entnehmen.
• Im Hinblick auf die unterschiedlichen Betrachtungsradien ist das Verha¨ltnis zwischen
den einzelnen Wiederholraten gleich. Die absoluten Werte der Messungen sinken mit
der Erho¨hung der Entfernung zwischen den Knoten. Hierbei werden im Vergleich
zum Radius von 100 m bei einem Radius von 300 m deutlich schlechtere Ergeb-
nisse erzielt. Im Betrachtungsradius von 100 m kann fu¨r die Wiederholraten von 2
Hz, 3 Hz und 5 Hz noch eine Awareness-Qualita¨t von ca. 90% bei den Fahrzeug-
dichten bis zu 150 Knoten erreicht werden. A¨hnliche Werte ergeben sich auch fu¨r
die 5Hz-Wiederholrate und den Radius von 200 m fu¨r eine Fahrzeugdichte von 100
Knoten. In allen anderen Szenarien ist allerdings eine deutliche Verschlechterung der
Awareness-Qualita¨t erkennbar, die bis zu einem Wert von 2% sinkt. Dieser wird bei
der Wiederholrate von 10 Hz, einem Radius von 300 m und einer Fahrzeugdichte von
300 Knoten gemessen. Lediglich bei dem Betrachtungsradius von 100 m kann es bei
einer Wiederholrate von 2 Hz, 3 Hz und 5 Hz durchga¨ngig u¨ber alle Fahrzeugdichten


























Abbildung 4.3: Awareness Qualita¨t: Statisches Beaconing (Radius=300m)
zu einer Awareness-Qualita¨t von ≥ 50% kommen.
Wie bereits in den vorherigen Kapiteln diskutiert, sind die hier erreichten Ergebnisse aus
Anwendungssicht nicht akzeptabel. Vor allem ist hier der Aspekt der Skalierbarkeit nicht
hinreichend erfu¨llt.
SafetyRisk
Zusa¨tzlich zur Betrachtung der Awareness-Qualita¨t wird jetzt die Gu¨te der einzelnen sta-
tischen Beacon-Wiederholraten im Hinblick auf die SafetyRisk analysiert. Der vorherigen
Betrachtung entsprechend werden auch in diesem Fall die Beacon-Wiederholraten von 2
Hz, 3 Hz, 5 Hz und 10 Hz herangezogen. Da die SafetyRisk auf Situationen bezogen wird,
in denen sich Fahrzeuge in unmittelbarer Na¨he zueinander befinden und eine hohe Kollisi-
onswahrscheinlichkeit besteht, wird die Analyse ausschließlich auf dem Betrachtungsradius
von 100 m angewendet. Um weiterhin nur Fahrzeuge mit erho¨hter Kollisionswahrschein-
lichkeit in Betracht zu ziehen, wird ein zusa¨tzliches Filterkriterium definiert. Dieses be-
sagt, dass nur die Fahrzeuge als potenzielle Kollisionspartner gewertet werden, die sich in
einem Betrachtungswinkel von ±45◦ in Fahrtrichtung des detektierenden Fahrzeugs befin-
den. Weiterhin werden aus dieser Untermenge nur die Fahrzeuge betrachtet, welche sich
nicht von dem detektierenden Fahrzeug wegbewegen. Diese Einschra¨nkung soll eine erste
Anna¨herung an ein realistisches potenzielles Kollisionsszenario darstellen. Es bietet eine
beispielhafte Betrachtung, welche durch die Modellierung von realen Situationen weiter
pra¨zisiert werden kann, sodass durch die Erho¨hung der Selektivita¨t die betrachtete Un-
termenge weiter reduziert werden kann. Eine solche pra¨zise Modellierung dieser Szenarien
steht allerdings nicht im Fokus der vorliegenden Arbeit.
Abbildung 4.4 zeigt das Ergebnis der Simulationen im Hinblick auf die erzielte Safety-
Risk. Wie bereits in der Betrachtung der Awareness-Qualita¨t gesehen, verschlechtert sich
der Messwert auch fu¨r die SafetyRisk mit steigender Fahrzeugdichte. Dies ist ebenfalls auf


































































Abbildung 4.5: Nachrichtenanzahl fu¨r stati-
sche Beacon-Wiederholraten
die Last auf dem Kommunikationskanal zuru¨ckzufu¨hren, wo die Wahrscheinlichkeit eines
Paketverlustes mit der Anzahl der Nachrichten auf dem Netzwerk zunimmt. Auch hier kann
gezeigt werden, dass der Einsatz von redundanten Nachrichten durch Erho¨hung der Beacon
Wiederholrate von 2 Hz auf 3 Hz bzw. 5 Hz ein Verbesserung der Messwerte liefert. Be-
trachtet man eine Wiederholrate von 2 Hz, so ergibt sich bei einer Fahrzeugdichte von 100
Fahrzeugen eine durchschnittliche SafetyRisk von 300 ms. Wa¨chst die Fahrzeugdichte auf
300 Fahrzeuge, so erho¨ht sich der Wert auf 450 ms. Erho¨ht man die Wiederholrate um 50%
auf 3 Hz, so kann eine Verbesserung um 100 ms u¨ber alle Fahrzeugdichten erreicht werden.
Bei der Erho¨hung um 150%, also auf 5 Hz ergibt sich allerdings nur noch maximal eine
Verbesserung von 150 ms im Falle einer Fahrzeugdichte von 100 Fahrzeugen zu beobachten.
Bei 300 Fahrzeugen kann kein signifikanter Unterschied zwischen 5 Hz und 3 Hz erkannt
werden. Bei einer weiteren Steigerung der Beaconrate auf 10 Hz ergibt sich entsprechend
den Ergebnissen fu¨r die Awareness-Qualita¨t wieder eine Verschlechterung der SafetyRisk.
Gerade bei gro¨ßeren Fahrzeugdichten von 250 und 300 Fahrzeugen werden sogar Werte er-
reicht, die den Ergebnissen der 2Hz-Wiederholrate gleichen oder sogar noch schlechter sind.
Vergleicht man die Anzahl gesendeter Beacons pro Sekunde (siehe Abbildung 4.5), so kann
in diesem speziellen Fall, trotz fu¨nffacher Anzahl an Nachrichten, kein Mehrwert geschaf-
fen werden. Im Gegenteil, der Kanal wird sogar fu¨r andere sicherheitsrelevante Nachrichten
versperrt und sto¨rt den Empfang der Nachbarfahrzeuge. Somit sind auch im Hinblick auf
die SafetyRisk bei der Anwendung einer statischen Beacon-Wiederholrate die Kriterien fu¨r
die Skalierbarkeit und die Kompatibilia¨t nicht hinreichend erfu¨llt.
4.3 Serviceorientiertes Beaconing
Betrachtet man die Ergebnisse der evaluierten statischen Beaconing-Ansa¨tze so ist erkenn-
bar, dass die Erho¨hung des individuell beno¨tigten Informationsbedarfs nicht durch die reine
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Erho¨hung der Nachrichtenmenge zu erzielen ist. Denn hierbei wird durch redundante Nach-
richten zusa¨tzliche Last auf dem Kommunikationskanal generiert, die nicht zwangsla¨ufig
von Nutzen fu¨r jedes Fahrzeug ist.
In den folgenden Absa¨tzen soll das serviceorientierte Beaconing-Prinzip im Detail erla¨u-
tert und gezeigt werden, dass auf dieser Basis ein nutzenorientierter Beaconing-Ansatz
umgesetzt werden kann.
4.3.1 Servicedefinition
Der serviceorientierte Ansatz beruht auf der Annahme, dass jeder Knoten selbst am be-
sten weiß, welche Informationen er beno¨tigt bzw. welche von den beno¨tigten und erwar-
teten Informationen er nicht empfangen konnte. Somit ko¨nnen z.B. durch Interferenzen
auf dem Kommunikationskanal verlorene Nachrichten leicht identifiziertt werden. Gleiches
gilt auch fu¨r Nachrichtenverluste, die durch Abschattungsaspekte z.B. Geba¨ude oder an-
dere Fahrzeuge verursacht werden. Um dieses Prinzip in Form von Beaconing abzubilden,
wird ein Request/Response-Protokoll definiert, welches einem jeden Knoten erlaubt, bei
seinen Nachbarn um Informationen nachzufragen. Dieses Prinzip stellt den Paradigmen-
wechsel zwischen den bisherigen existierenden push- und dem hier vorgestellten erga¨nzen-
den pull -Ansatz dar. In diesem Zusammenhang werden die beiden Rollen eines Service
Users und eines Service Providers definiert. Erga¨nzend wird die Service-Request-Nachricht
spezifiziert, welche anhand der belegten Attribute die Art der Serviceerbringung steuert.
Bezogen auf die oben vorgenommene Klassifizierung der Situationen (Kollisionserkennung
und Kollisionsvermeidung) werden entsprechend zwei Service-Auspra¨gungen vorgeschla-
gen.
Service Provider
Es wird definiert, dass jeder aktive Knoten innerhalb des Ad-hoc-Netzwerks die Rolle
eines Service Providers einnimmt. Die Aufgabe des Service Providers ist es in erster Linie
die Anfragen von Service Usern zu beantworten. Dafu¨r ist die folgende Funktionalita¨t
notwendig:
• Horchen auf versendete Service-Request-Nachrichten.
• Auswerten der Attribute aus der empfangenen Service-Request-Nachricht.
• U¨berpru¨fen, ob die angefragten Beacon-Informationen in ausreichender Aktualita¨t
verfu¨gbar sind.
• Erbringung des Services anhand der definierten Parameter einer Service-Request-
Nachricht.
Besitzt ein Service Provider die angefragte Information, so kann er diese dem Service User
zur Verfu¨gung stellen. Ist die Information allerdings nicht vorhanden oder deren Gu¨ltig-
keitsdauer bereits abgelaufen, wird der Service nicht erbracht. Im Fall der Nichterbringung
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eines Services findet keine weitere Kommunikation zwischen Service User und Service Pro-
vider statt. Trotz des serviceorientierten pull-Prinzips ist es jedoch nicht mo¨glich, auf eine
statische Basis-Beacon-Wiederholrate zu verzichten. Diese ergibt sich daraus, dass eine be-
stimmte Beacon-Information bei einem Service Provider nur angefragt werden kann, wenn
der Service User den Provider bereits kennt. Aus diesem Grund soll jeder Knoten eine Basis-
Beacon-Wiederholrate von 2 Hz zur Verfu¨gung stellen. Ein weiterer wichtiger Aspekt der
Basis-Beacon-Wiederholrate ist die Tatsache, dass Knoten, die neu in die Kommunikati-
onsreichweite eines Fahrzeugs eintreten, mo¨glichst zeitnah u¨ber deren Existenz informiert
werden mu¨ssen. Wa¨re dies nicht gegeben, so wu¨rden neue Knoten u.U. die existierenden
Fahrzeuge auf unbestimmte Zeit nicht erkennen und somit auch nicht auf potenzielle Kol-
lisionen reagieren ko¨nnen.
Service User
Jeder aktive Knoten im Ad-hoc-Netzwerk kann die Rolle eines Service Users einnehmen.
Ein Service User sendet Service-Request-Nachrichten an die entsprechenden Nachbarkno-
ten und wartet anschließend auf die Serviceerbringung. Dafu¨r sind die folgenden Funktio-
nalita¨ten zu erbringen:
• U¨berwachung des individuell bestehenden Informationsbedarfs.
• Unterscheidung zwischen relevanten Knoten und potenziellen Kollisionspartnern.
• U¨berwachung der von den relevanten Knoten zu empfangenden Beacons.
• Generierung und Senden von Service-Request-Nachrichten.
• Empfangen der angefragten Informationen.
Durch diesen Ansatz kann jedes Fahrzeug seine individuelle Situation selber beobachten
und einscha¨tzen. Kommt es hier zu Nachrichtenverlusten von erwarteten Informationen,
so wird dieses sofort erkannt und durch einen Service Request korrigiert. Im Falle, dass
genauere Informationen beno¨tigt werden, kann auch dies u¨ber einen Service Request abge-
bildet werden. Aus diesem Grund kann der Service User zwischen zwei Arten von Services
unterscheiden, dem Beacon Forwarding Service (BFS) und dem Beacon Rate Control Ser-
vice (BRCS), welche in den folgenden Absa¨tzen genauer beschrieben werden.
Service-Request-Nachrichtenformat
Das Paketformat der Service-Request-Nachricht ist in gleicher Form fu¨r beide definier-
ten Service-Auspra¨gungen spezifiziert. Wie bereits erwa¨hnt, ko¨nnte die Service-Request-
Nachricht auch als Erweiterung der bereits in IEEE 1609.4 definierten Service-Announce-
ment-Nachricht verstanden werden. Diese wird zur Publikation der auf den unterschied-
lichen Kommunikationskana¨len existierenden Informationen in einem Mehrkanalszenario
verwendet. Abbildung 4.6 veranschaulicht das Format der hier vorgeschlagenen Service-
Request-Nachricht mit den dazugeho¨rigen Attributen:
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Service-ID Position Timestamp ID-ListLength ID-1 Duration Interval… ID-n
Abbildung 4.6: Format der Service-Request-Nachricht
• Service ID: Identifikationsnummer des geforderten Services [BFS;BRCS].
• Position: Aktuelle Position des Service Users. Wird zur Filterung des Betrachtungs-
radius genutzt. Fahrzeuge, die sich außerhalb des Radius befinden, fungieren nicht
als Service Provider.
• Timestamp: Angabe u¨ber den Generierungszeitpunkt der Service-Request-Nachricht.
• ID-ListLength: Anzahl der adressierten bzw. angefragten Service Provider.
• ID: Identifikator des adressierten bzw. angefragten Service Providers.
• Duration: Dauer der Serviceerbringung in Millisekunden. Ist der Wert 0, so wird der
Service durch das einmalige Senden der angefragten Nachricht erbracht.
• Interval: Zeitintervall in Millisekunden, mit der die gewu¨nschte Information innerhalb
der Service-Dauer wiederholt werden soll. Ist der Wert 0, so wird der Service durch
das einmalige Senden der angefragten Nachricht erbracht.
Durch die Nutzung dieses Paktformats ko¨nnen die Services BFS und BRCS in gleicher
Weise angestoßen werden. Abha¨ngig von dem gewu¨nschten Service werden die Inhalte der
Attribute entsprechend interpretiert. Da der Service Provider immer seine Antwort in Form
eines regula¨ren Beacons erbringt, ist es nicht notwendig, ein gesondertes Beacon-Format
zur Serviceerbringung zu spezifizieren. Im Folgenden werden allerdings zur Vereinfachung
zwischen (Standard-)Beacons und Service-Beacons sprachlich unterschieden.
4.3.2 Beacon Forwarding Service
Der Beacon Forwarding Service (BFS) dient in erster Linie dazu, die entsprechende Aware-
ness-Qualita¨t aufzubauen. Hierbei ist das Ziel, alle von einem Fahrzeug erwarteten Beacon-
Nachrichten diesem auch zuzustellen. Dieser Service wird der Kollisionserkennungsphase
zugeordnet und dient der Nachverfolgung der sich im Umkreis eines Fahrzeugs befindenden
Nachbarn. Die so aufgebaute Awareness-Qualita¨t kann dann im na¨chsten Schritt zur Be-
rechnung der Kollisionswahrscheinlichkeit mit potenziellen Kollisionspartnern dienen. Wie
bereits erwa¨hnt, wird dieser Mechanismus in einem Betrachtungsradius zwischen 100 m
und 300 m eingesetzt. Die Hauptidee des Services ist, das globale Wissen der Nachbarfahr-
zeuge zu nutzen um verlorene Beacon-Nachrichten durch eine Weiterleitung zu empfangen.
Da Paketverluste in einem drahtlosen Netzwerk immer lokal betrachtet werden mu¨ssen,
ist davon auszugehen, dass eine Nachricht, die z.B. aufgrund von Interferenzen oder Ab-
schattung nicht zu einem bestimmten Empfa¨nger u¨bertragen werden konnte, trotzdem mit






Abbildung 4.7: Szenario fu¨r den Beacon Forwarding Service
einer gewissen Wahrscheinlichkeit von seinen Nachbarn empfangen wurde. Diese Tatsache
wird in dem Beacon Forwarding Service ausgenutzt. Der Ablauf des Beacon Forwarding
Service soll an einem Beispielszenario in Abbildung 4.7 dargestellt werden:
• Alle Fahrzeuge senden periodische Beacon-Broadcasts mit einer Wiederholrate von
2 Hz aus.
• Jeder Empfa¨nger (hier SU) speichert die empfangenen Beacons inklusive der Sender-
IDs und der Gu¨ltigkeitsdauer (ValidityTime) in einer sog. Nachbarschaftstabelle ab.
Unter Nutzung einer Beacon-Wiederholrate von 2 Hz wird eine ValidityTime von 500
ms angenommen.
• La¨uft die ValidityTime eines Beacons ab, so erwartet SU ein weiteres Beacon des ent-
sprechenden Senders. Wird dieses Update z.B. aufgrund von Hidden-Node-Situati-
onen nicht empfangen, so wird dies als Paketverlust gewertet. In Abbildung 4.7 wa¨re
dies der Fall, wenn S1 und S2 gleichzeitig auf den Kanal zugreifen, da sie sich gegen-
seitig nicht sehen ko¨nnen.
• SU sendet eine Service-Request-Nachricht mit den IDs S1 und S2 an alle seine Nach-
barn (hier an die Service Provider mit der ID SP1 und SP2).
• Da die Nachbarn SP1 und SP2 nicht von der Hidden Node Situation betroffen sind,
haben sie die Beacons von S1 und S2 empfangen und in der Nachbarschaftstabelle
ablegen ko¨nnen. SP1 und SP2 leiten im na¨chsten Schritt die angefragten Beacons an
SU weiter.
Der Beacon Forwarding Service stellt einen Broadcast Service dar, bei dem keine Not-
wendigkeit besteht, einen bestimmten Service Provider zu adressieren. Durch das Aus-
senden der Service-Request-Nachricht kann jeder Service Provider, der die spezifizierte
Nachricht vorha¨lt, diese weiterleiten. Der Service User muss hierfu¨r in der ID-Liste der
Service-Request-Nachrichten die relevanten IDs dieser Fahrzeuge auffu¨hren, die er aktuell
beno¨tigt. Es ist allerdings nicht ausgeschlossen, dass in diesem Fall der Service Provider
einen Request empfa¨ngt, wo dieser selber in der Liste der IDs vorkommt. In diesem Fall
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kann er ebenfalls sein bereits versendetes Beacon wiederholen. Um das Netzwerk nicht zu
strapazieren, werden standardma¨ssig die Felder Duration und Interval der Service-Request-
Nachricht beim Beacon Forwarding Service mit dem Wert 0 belegt. Dies schont die Netz-
werkressourcen besonders bei hohen Fahrzeugdichten, in denen viele potenzielle Service
Provider existieren.
Evaluierung
Zur Beurteilung der Beacon-Forwarding-Strategie wird im Folgenden die Gu¨te wieder un-
ter Beru¨cksichtigung der Radien von 100 m, 200 m und 300 m betrachtet. Es wird die
gleiche Simulationsumgebung verwendet, die bereits zur Evaluierung der unterschiedlichen
statischen Beaconing-Strategien genutzt wurde. Als Referenzwert dient jeweils die Perfor-
mance des statischen Beaconings mit einer Wiederholfrequenz von 2 Hz. Als Metrik wird
die Awareness-Qualita¨t und die verursachte Last auf dem Kommunikationskanal aufgrund
der versendeten Nachrichten aller Fahrzeuge pro Sekunde angewendet. Es sei angemerkt,
dass eine statische Wiederholrate von 5 Hz etwas bessere Ergebnisse liefert. Diese Kon-
figuration wird allerdings wegen der generierten Kanallast in der Gesamtbetrachtung als
nicht geeignet angesehen. Nichtsdestotrotz ko¨nnen die erzielten Ergebnisse der statischen
Wiederholraten von 3 Hz, 5 Hz und 10 Hz bei Bedarf jederzeit in den Abbildungen 4.1
- 4.3 nachgesehen werden.
Evaluierung des BFS fu¨r einen Betrachtungsradius von 100 m
Abbildung 4.8 zeigt die Evaluierungsergebnisse fu¨r den Beacon Forwarding Service mit
einem angenommenen Betrachtungsradius von 100 m. Wie bereits erwa¨hnt, nimmt die
erzielte Awareness-Qualita¨t fu¨r den statischen Beaconing-Ansatz mit der Erho¨hung der
Fahrzeugdichte um ca. 30% ab. Im Detail ergibt dies eine Awareness-Qualita¨t von 90% fu¨r
100 Fahrzeuge und 60% fu¨r 300 Fahrzeuge. Betrachtet man die Ergebnisse fu¨r den Beacon
Frorwarding Service, so kann eine deutliche Verbesserung um bis zu 20% erreicht werden.
Fu¨r eine Fahrzeugdichte von 100 Fahrzeugen wird eine Awareness-Qualita¨t von > 95%
erreicht. Dieser Wert konnte bisher mit keinem der im Vorfeld betrachteten statischen
Beacon-Wiederholraten erzielt werden. Des Weiteren kann der Graphik entnommen wer-
den, dass auch bei Fahrzeugdichten von bis zu 200 Fahrzeugen eine Awareness-Qualita¨t
von ≥ 90% aufgebaut werden kann. Gerade bei ho¨heren Fahrzeugdichten zwischen 200
und 300 Fahrzeugen kann eine deutliche Verbesserung erzielt werden. Bei 300 Fahrzeugen
wird hierbei immer noch eine Awareness Qualita¨t von ≈ 80% erzielt. Betrachtet man die
in Abbildung 4.9 dargestellte Kanallast, so ist wie erwartet zu erkennen, dass die Nach-
richtenanzahl, die von dem Beacon Forwarding Service generiert wird, immer u¨ber dem
statischen 2Hz-Beaconing-Ansatz liegt. Die Gesamtkanallast fu¨r den Beacon Forwarding
Service bildet sich hierbei aus der Summe der 2Hz-Basiswiederholrate, den Service-Requests
und den Service-Beacons. Diese ist allerdings immer noch unter der verursachten Kanallast
der 5Hz-Beaconing-Variante (siehe Abbildung 4.5). Insbesondere ist zu erkennen, dass die
Service-Request-Nachrichten und Service-Beacons nicht linear von der Anzahl der Fahrzeu-




























































Abbildung 4.9: Nachrichtenanzahl: CCH-
BFS (Radius=100m)
ge abha¨ngen. Dies kann dadurch erkla¨rt werden, dass mit zunehmender Fahrzeuganzahl
auch die Paketverluste auf dem Kommunikationskanal ansteigen. In diesem Fall werden
diese durch eine erho¨hte Anzahl von Service-Request-Nachrichten und die daraus resultie-
renden Beacon-Weiterleitungen ausgeglichen. Die Gesamtzahl der vom Beacon Forwarding
Service generierten Nachrichten liegt somit ≈ 60% u¨ber der Nachrichtenanzahl des stati-
schen 2Hz-Beaconing-Ansatzes. Dies entspricht ungefa¨hr der Anzahl an Nachrichten, die
von dem 3Hz-Beaconing-Ansatz verursacht werden, wobei dieser gerade bei einer Fahr-
zeugdichte von 300 Fahrzeugen ca. 15% schlechter ist als der serviceorientierte Ansatz.
Durch den Abfall der Awareness-Qualita¨t in Abha¨ngigkeit von der Fahrzeugdichte beim
Beacon Forwarding Service ist davon auszugehen, dass die hier generierte Last durch die
Service-Request-Nachrichten und die Service-Beacons zusa¨tzliche Paketverluste verusacht.
Somit kann nicht jeder Request und jede Weiterleitung dem Empfa¨nger zugestellt werden.
Ist dies nicht der Fall, wu¨rde das Ergebnis der Awareness-Qualita¨t gleich hoch u¨ber alle
Farzeugdichten liegen.
Evaluierung des BFS fu¨r einen Betrachtungsradius von 200 m
Abbildung 4.10 zeigt die Evaluierungsergebnisse fu¨r den Beacon Forwarding Service mit
einem angenommenen Betrachtungsradius von 200 m. Es ist zu erkennen, dass bei geringen
bis mittleren Fahrzeugdichten zwischen 100 und 250 Fahrzeugen der serviceorientierte An-
satz deutlich bessere Ergebnisse liefert als der statische 2Hz-Beaconing-Ansatz. Gerade bei
200 Fahrzeugen ist eine Verbesserung von > 30% zu sehen. In dem Bereich zwischen 100
und 200 Fahrzeugen kann sogar eine Awareness-Qualita¨t zwischen 85% und 95% erzielt
werden. Dies bedeutet somit lediglich eine Verschlechterung um < 10% im Vergleich zu
den Ergebnissen mit dem Betrachtungsradius von 100 m (siehe Abbildung 4.8). Im Ver-
gleich ist bei dem statischen 2Hz-Beaconing-Ansatz eine Verschlechterung um bis zu 25%
bei einem Betrachtungsradius von 100 m zu 200 m festzustellen. Betrachtet man allerdings




























































Abbildung 4.11: Nachrichtenanzahl: CCH-
BFS (Radius=200m)
die Ergebnisse fu¨r die Fahrzeugdichte von 300 Fahrzeugen, so wird ersichtlich, dass die
Awareness-Qualita¨t des Beacon Forwarding Ansatzes sogar unter die des statischen 2Hz-
Beaconing-Ansatzes fa¨llt. Die Erkla¨rung dafu¨r liegt in der verursachten Kanallast (siehe
Abbildung 4.11). Hier steigt die Gesamtnachrichtenanzahl auf dem Kommunikationskanal
fu¨r 300 Fahrzeuge auf ca. das Dreifache der Last an, die von dem 2Hz-Beaconing-Ansatz
verursacht wird. Grundsa¨tzlich ist zu erkennen, dass im Gegensatz zu dem Betrachtungs-
radius von 100 m (siehe Abbildung 4.9) die Anzahl der Service-Request-Nachrichten und
der Service-Beacons ab einer Fahrzeugdichte von 150 Fahrzeugen nicht mehr gleich ist. Die
Anzahl der Service-Beacons steigt sta¨rker an als die Anzahl der Requests. Dies ist damit zu
erkla¨ren, dass bei einem gro¨ßeren Betrachtungsradius auch die Anzahl an potenziellen Ser-
vice Providern steigt. Empfangen diese einen Service-Request so leitet jeder einzelne Service
Provider, der die angefragten Beacons besitzt, diese Informationen weiter. Wie zu erkennen
ist, funktioniert dieser Ansatz noch bis zu einer Anzahl von 200 Fahrzeugen, bei der die Ge-
samtnachrichtenanzahl noch niedrig genug ist und die Paketverluste auf dem Kanal nicht
so signifikant sind. Steigt die Kanallast wie im Beispiel mit 250 Fahrzeugen, kann trotz
ho¨herer Anzahl an Service-Requests und den damit verbundenen Beacon-Weiterleitungen
die Awareness-Qualita¨t nicht beibehalten werden. Hier ist davon auszugehen, dass sowohl
die Service-Requests als auch die Beacon-Weiterleitung aufgrund von Paketinterferenzen
nicht mehr gesamthaft empfangen werden ko¨nnen. Dieser Effekt kommt besonders bei der
Fahrzeugdichte von 300 Fahrzeugen zur Geltung. Hier ist die Anzahl der Service-Requests
und der Beacon-Weiterleitungen nahezu gleich. Die Anzahl der Weiterleitungen sollte al-
lerdings die der Service-Requests deutlich u¨bersteigen, da bei einer ho¨heren Fahrzeugdichte
mehr potenzielle Service Provider existieren. Man kann daraus ersehen, dass in dieser Si-
tuation die Kanallast so hoch ist, dass speziell die Service-Request-Nachrichten so ha¨ufig
verloren gehen, dass sie bei dem Service Provider nicht mehr ankommen und somit keine
Weiterleitung von Beacons vorgenommen werden kann.




























































Abbildung 4.13: Nachrichtenanzahl: CCH-
BFS (Radius=300m)
Evaluierung des BFS fu¨r einen Betrachtungsradius von 300 m
Abbildung 4.12 zeigt die Evaluierungsergebnisse fu¨r den Beacon Forwarding Service mit
einem angenommenen Betrachtungsradius von 300 m. Es wird gezeigt, dass bei einer Fahr-
zeugdichte zwischen 100 und 200 Fahrzeugen der Beacon Forwarding Service bis zu 35%
bessere Ergebnisse liefert als der statische Beaconing-Ansatz. Hier ist besonders auffa¨llig,
dass man mit dem statischen Ansatz bei 100 Fahrzeugen eine Awareness-Qualita¨t von ledig-
lich 70% erha¨lt. Im Gegensatz dazu wird durch den serviceorientierten Ansatz bei der Fahr-
zeugdichte von 100 und 150 Fahrzeugen eine Awareness-Qualita¨t von ≥ 90% gewa¨hrleistet.
Allerdings ist wieder zu erkennen, dass bei 250 und 300 Fahrzeugen der serviceorientierte
Ansatz sogar unter die Ergebnisse des 2Hz-Beaconing-Ansatzes fa¨llt. Bei der Betrachtung
von Abbildung 4.13 werden die im vorigen Absatz erkannten zusammenha¨nge zwischen
Kannallast und Awareness-Qualita¨t besta¨tigt. Bei einer Fahrzeugdichte von 200 Fahrzeu-
gen sieht man, dass trotz einer hohen Anzahl an Beacon-Weiterleitungen die Awareness-
Qualita¨t nicht bei 90% aufrechterhalten werden kann, weil die Beacon-Weiterleitungen
der Service Provider nicht vollsta¨ndig von den Service Usern empfangen werden konnten.
Im Falle einer erho¨hten Fahrzeugdichte kann man erkennen, dass die Anzahl der Beacon-
Weiterleitungen in Relation zu der Anzahl an Service-Requests abnimmt. Bei 300 Fahr-
zeugen fa¨llt die Menge an Beacon-Forwards sogar unter die der Service-Requests. Es ist
zu vermuten, dass wegen der erho¨hten Last auf dem Kommunikationskanal die Service-
Requests von den Service Providern nicht mehr empfangen werden ko¨nnen.
4.3.3 Beacon Rate Control Service
Der Beacon Rate Control Service (BRCS) soll dazu dienen, eine ho¨here Genauigkeitsinfor-
mation u¨ber die Bewegung ausgewa¨hlter Nachbarfahrzeuge zu erzielen. Eine solche Genau-
igkeit ist in erster Linie in Situationen von Interesse, in denen eine erho¨hte Kollisionswahr-
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scheinlichkeit zwischen zwei Fahrzeugen gegeben ist. Durch die genaueren Positions- und
Bewegungsinformationen soll es dem Fahrzeug, welches eine potenzielle Kollision erkannt
hat, ermo¨glicht werden, den Fahrer korrekt und fru¨hzeitig auf die Situation aufmerksam zu
machen. Aus diesem Grund wird der Beacon Rate Control Service in der Kollisionvermei-
dungsphase eingesetzt, die durch einen Betrachtungsradius von 100 m charakterisiert ist.
Die Kernidee dieses Services ist es, die Beacon-Wiederholraten ausgewa¨hlter Fahrzeuge so
zu steuern, dass eine mo¨glichst hohe Aktualita¨t der erwarteten Beacon-Nachrichten erzielt
wird. Im Gegensatz zum Beacon Forwarding Service, wo anhand des Broadcast-Charakters
jedes Fahrzeug als Service Provider dienen kann, wird hier jeder Kollisionspartner explizit
adressiert, welches dem Unicast-Prinzip entspricht. Fu¨r den Beacon Rate Control Service
wird der folgenden Ablauf spezifiziert:
• Alle Fahrzeuge senden periodische Beacon-Broadcasts mit einer Wiederholfrequenz
von 2 Hz aus.
• Jeder Empfa¨nger (also jeder Service User) speichert die empfangenen Beacons inklu-
sive der Sender-IDs und der ValidityTime in einer sogenannten Nachbarschaftstabelle
ab.
• SU berechnet zyklisch die Kollisionswahrscheinlichkeit mit seinen Nachbarfahrzeu-
gen. U¨bersteigt die Kollisionswahrscheinlichkeit mit einem Nachbarfahrzeug einen
gewissen Schwellenwert, so ist es notwendig, eine ho¨here Bewegungsgenauigkeit an-
zufragen.
• SU sendet dafu¨r eine Service-Request-Nachricht an den potenziellen Kollisionspart-
ner mit der entsprechen ID. Das adressierte Fahrzeug dient nun als Service Provider.
• SU kann in seiner Service-Request-Nachricht weiterhin die gewu¨nschte Beacon-Wie-
derholrate und die Dauer der Serviceerbringung definieren.
• Werden mehrere Kollisionspartner identifiziert, so wird eine Service-Request-Nach-
richt im Sinne eines Multicasts generiert, indem eine Liste von Service-Provider-IDs
u¨bergeben wird.
• Empfa¨ngt ein Fahrzeug die Service-Request-Nachricht, so wird zuna¨chst der Service-
Typ ausgewertet (in diesem Fall entspricht dieser dem Wert BRCS). Stimmt die
angefragte ID mit seiner Fahrzeug-ID u¨berein, so erbringt SP den gewu¨nschten Ser-
vice. Nach Ablauf der Service-Dauer wird wieder die Standard-Beaconrate von 2 Hz
eingestellt.
• Empfa¨ngt ein Fahrzeug eine Service-Request-Nachricht, die nicht an ihn adressiert
ist, wird diese ignoriert.
Im Gegensatz zum Beacon Forwarding Service ist es beim Beacon Rate Control Service
von Interesse, u¨ber einen bestimmten Zeitraum eine erho¨hte Anzahl an Beacons von einem
Service Provider zu erhalten. Aus diesem Grund werden auch die Felder Duration und
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Interval der Service-Request-Nachricht nicht mit dem Wert 0 vorbelegt. Eine sinnvolle
Konfiguration dieser Werte wird im folgenden Absatz evaluiert.
Evaluierung
Zur Beurteilung des Beacon Rate Control Service wird im Folgenden der Ansatz unter
Beru¨cksichtigung unterschiedlicher Service-Beacon-Wiederholraten von 4Hz und 10 Hz eva-
luiert. Weiterhin wird die Dauer der Serviceerbringung von 500 ms und 1000 ms betrach-
tet. In diesem Zusammenhang wird daru¨ber hinaus analysiert, in welchen Absta¨nden eine
Service-Request-Nachricht von einem Service User ausgesendet werden sollte. Wird diese zu
oft ausgesendet, besteht die Gefahr, dass der Kommunikationskanal mit unno¨tigen Paketen
belastet wird, ohne dass ein Mehrwert fu¨r die Applikation geschaffen wird. Wird jedoch
eine Service-Anfrage zu selten ausgesendet, so kann es sein, dass eine der Anfragen verloren
geht und der Zeitraum bis zum na¨chsten Service-Request abgewartet werden muss. Aus
diesem Grund werden zwei unterschiedliche Request-Intervalle von 500 ms und 1000 ms
untersucht. Die Simulationsumgebung entspricht dem in Kapitel 8 beschriebenen Aufbau,
der auch bereits zur Evaluierung der unterschiedlichen statischen Beacon-Strategien ver-
wendet wurde. Als Referenzwert dienen wieder die Ergebnisse der statischen 2Hz-Beacon-
Wiederholrate. Diese Wiederholrate wird als Referenz ausgewa¨hlt, da diese auch als Grund-
lage fu¨r den BFS dient. Wu¨rde man sie erho¨hen, so ha¨tte das wiederum negativen Einfluss
auf die Awareness-Qualita¨t. Zur Beurteilung der Ergebnisse wird entsprechend die Metrik
der SafetyRisk genutzt und analog zur Evaluierung des Beacon-Forwarding-Ansatzes die
verursachte Last auf dem Kommunikationskanal betrachtet.
Evaluierung des BRCS fu¨r eine Service-Beacon-Wiederholrate von 10 Hz
Zuna¨chst erfolgt die Evaluierung des Beacon Rate Control Services unter Betrachtung eines
Service-Intervalls von 10 Hz. Dies bedeutet, dass ein Service Provider nach dem Empfang ei-
ner an ihn adressierten Service-Request-Nachricht fu¨r die definierte Service-Dauer Beacons
im Abstand von 100 ms aussendet. Abbildung 4.14 zeigt die Ergebnisse fu¨r diese Parame-
trisierung unter Beru¨cksichtigung unterschiedlicher Werte fu¨r die Service-Dauer und das
Request-Intervall des Service Users. Zuna¨chst ist zu beobachten, dass die SafetyRisk fu¨r
eine statische Beacon-Wiederholrate von 2 Hz mit zunehmender Fahrzeugdichte von 300
ms auf ca. 450 ms steigt. Im Vergleich dazu bietet der Beacon Rate Control Service bei
Fahrzeugdichten von 100 und 150 Fahrzeugen eine Verbesserung von bis zu 150 ms. Fu¨r
die Fahrzeugdichte von 200 Fahrzeugen erzielt der serviceorientierte Ansatz einen a¨hnli-
chen Wert wie das statische Beaconing. Allerdings werden fu¨r die Anzahl von 250 und 300
Fahrzeugen mit einer SafetyRisk von bis zu 700 ms im Vergleich zum statischen Beaco-
ning deutlich schlechtere Ergebnisse erzielt. Vergleicht man die Konfiguration mit einem
Service-Request-Intervall und einer Service-Dauer von jeweils 500 ms, so erzielt diese Pa-
rametrisierung a¨hnliche Ergebnisse wie die Konfiguration, bei der beide Werte auf 1000 ms
gesetzt sind. Die im Schnitt schlechtesten Ergebnisse liefert allerdings die Konfiguration
mit einem Service-Request-Intervall von 500 ms und einer Service-Dauer von 1000 ms.

























STAT 2HzService-update-rate 500; Duration 500
Service-update-rate 1000; Duration 1000
Service-update-rate 500; Duration 1000


































U-rate 500; Duration 500; Requets
U-rate 500; Duration 500; Service-Beacons
U-rate 1000; Duration 1000; Requets
U-rate 1000; Duration 1000; Service-Beacons
U-rate 500; Duration 1000; Requets
U-rate 500; Duration 1000; Service-Beacons
Abbildung 4.15: Nachrichtenanzahl: CCH-
BRCS (Service-Beacon-Rate=10Hz)
Betrachtet man die jeweils mit den genannten Ansa¨tzen verursachte Nachrichtenmenge
aus Abbildung 4.15, so wird deutlich, dass die zuletzt beschriebene Konfiguration auch die
ho¨chste Last auf dem Kommunikationskanal generiert. Obwohl hier die gro¨ßte Anzahl an
Service-Beacons ausgesendet wird, scheinen diese nicht bei den Service Usern anzukom-
men. Grundsa¨tzlich kann folglich davon ausgegangen werden, dass eine Service-Beacon-
Wiederholrate von 10 Hz vor allem bei hohen Fahrzeugdichten nicht geeignet ist.
Evaluierung des BRCS fu¨r eine Service-Beacon-Wiederholrate von 4Hz
Abbildung 4.16 zeigt die Evaluierungsergebnisse fu¨r den Beacon Rate Control Service mit
der Service-Beacon-Wiederholrate von 4Hz. Hierbei sendet der adressierte Service Pro-
vider fu¨r die definierte Service-Dauer alle 250 ms ein Beacon Update. Betrachtet man
eine Fahrzeugdichte von 100 Fahrzeugen, so ist kein nennenswerter Unterschied zu der
Service-Beacon-Wiederholrate von 10 Hz festzustellen. Bei einer Fahrzeugdichte ab 150
Fahrzeugen ist allerdings eine deutliche Verbesserung zu erkennen. Dies wird vor allem
deutlich bei einer Fahrzeuganzahl von 250 und 300 Fahrzeugen. Vergleicht man die in Ab-
bildung 4.17 generierte Last auf dem Kommunikationskanal, so kann man feststellen, dass
diese einen signifikanten Unterschied zu der generierten Last der 10Hz-Service-Beacon-
Wiederholrate aufweist. Hierbei liegen sowohl die Anzahl der Service-Request-Nachrichten
als auch der Service-Beacons fu¨r alle Konfigurationen der Service-Dauer und des Request-
Intervalls unterhalb der Nachrichtenanzahl des statischen Beaconing-Ansatzes. Im Ver-
gleich erzielt wieder die Konfiguration mit dem Service-Request-Intervall und der Service-
Dauer von 1000 ms ab einer Fahrzeugdichte von 200 Fahrzeugen die besten Ergebnisse.
Diese Konfiguration erzielt u¨ber alle Fahrzeugdichten bessere Ergebnisse als der statische
2Hz-Beaconing-Ansatz. Betrachtet man allerdings die Ergebnisse aus Abbildung 4.4 fu¨r die
statische Beacon-Wiederholrate von 5 Hz, so liefert diese gerade fu¨r ho¨here Fahrzeugdichten



























Service-update-rate 500; Duration 500
Service-update-rate 1000; Duration 1000
Service-update-rate 500; Duration 1000


































U-rate 500; Duration 500; Requets
U-rate 500; Duration 500; Service-Beacons
U-rate 1000; Duration 1000; Requets
U-rate 1000; Duration 1000; Service-Beacons
U-rate 500; Duration 1000; Requets
U-rate 500; Duration 1000; Service-Beacons
Abbildung 4.17: Nachrichtenanzahl: CCH-
BRCS (Service-Beacon-Rate=4Hz)
Wiederholrate von 2 Hz zu erreichen.
4.4 Zusammenfassung
In diesem Kapitel wurden zwei Varianten des serviceorientierten Beaconing-Ansatzes vorge-
stellt, die in unterschiedlichen Situationen (der Kollisionserkennung und der Kollisionsver-
meidung) entsprechend den Anforderungen sicherheitsrelevanter Anwendungen zugeordnet
werden ko¨nnen. Beide Ansa¨tze basieren neben dem bisher angewendeten push-Prinzip,
auf einem Request/Response-Protokoll, welches das pull-Prinzip beim Beacon-Versand
ermo¨glicht. Der Beacon Forwarding Service (BFS) dient dazu, in der Kollisionserkennungs-
phase einen durchga¨ngigen Empfang von regula¨r ausgesendeten Beacons pro Fahrzeug in
einer definierten Umgebung zu gewa¨hrleisten. Der Beacon Rate Control Service (BRCS)
soll daru¨ber hinaus eine mo¨glichst hohe Aktualita¨t der Beacon-Informationen fu¨r spezi-
ell identifizierte Fahrzeuge erzielen. BFS stellt einen Broadcast Service dar, welcher die
Weiterleitung von beno¨tigten aber nicht erhaltenen Beacons auf allen sich innerhalb ei-
ner definierten Distanz befindenden Nachbarfahrzeugen anstoßen kann. Somit wird das
global vorhandene Wissen innerhalb einer Zelle genutzt. Der Vorteil dabei ist, dass keine
direkte Kommunikatiosnverbindung notwendig ist, obwohl ein Beacon eines bestimmten
Fahrzeugs angefragt wird. Somit ko¨nnen beispielsweise u¨ber einen la¨ngeren Zeitraum be-
stehende Interferenzsituationen zwischen zwei Fahrzeugen umgangen werden. Der BRCS
hingegen stellt einen Unicast/Multicast-Service dar, welcher es ermo¨glicht, eine bidirektio-
nale Kommunikation zwischen Fahrzeugen aufzubauen. Ein Empfa¨nger kann gezielt und
abha¨ngig von seiner Situation die Beacon-Wiederholrate seiner potenziellen Kollisionspart-
ner steuern, um so optimal auf diese reagieren zu ko¨nnen.
Die Ergebnisse der Evaluierung der unterschiedlichen serviceorientierten Beaconing-
Varianten zeigen, dass wegen des Charakters der empfa¨ngerseitigen Situationserkennung
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Nutzen Nutzen Informations- Skalierbar- Kompatibi
(lokal) (global) durchsatz keit -lita¨t
BFS-100 + - + + o
BFS-200 + - + o -
BFS-300 + - - - -
BRCS-4Hz + - o o o
BRCS-10Hz + - - - -
Tabelle 4.2: Beurteilung der Beaconing-Ansa¨tze auf Basis der definierten Anforderungen
grundsa¨tzlich der lokale Nutzen des Sendens eines Beacons gegeben ist. In Bezug auf den
Beacon Forwarding Service wurden die Kommunikaionsradien von 100 m, 200 m und 300
m betrachtet. Es zeigt sich, dass bei der geringeren Distanz von 100 m eine entsprechend
hohe Awareness-Qualita¨t (Informationsdurchsatz) erreicht wird, die auch in Bezug auf die
steigende Fahrzeugdichte (Skalierbarkeit) aufrecht erhalten wird. Aus Sicht der generierten
Kanallast (Kompatibilita¨t) erzielt der Service in dieser Variante zufriedenstellende Ergeb-
nisse. Es ist allerdings zu erkennen, dass mit steigendem Kommunikationsradius von 200
m und 300 m die Ergebnisse in Hinblick auf alle Kriterien schlechter ausfallen.
Der Beacon Rate Control Service wurde in Bezug auf zwei unterschiedliche Service-
Beacon-Wiederholraten von 4Hz und 10 Hz betrachtet. Es konnte gezeigt werden, dass
die BRCS-10Hz-Variante zu viel Last auf dem Kommunikationskanal generiert und somit
nur bei niedrigen Fahrzeugdichten zufriedenstellende Ergebnisse liefert. Die BRCS-4Hz-
Variante kann bei mittleren Fahrzeugdichten zu Verbesserungen fu¨hren, ist allerdings ab
einer Anzahl von 250 Fahrzeugen als nicht mehr zufriedenstellend einzustufen. Grund dafu¨r
ist die damit verbundene hohe Last auf dem Kommunikationskanal, die zu entsprechenden
Verlusten bei den versendeten Service-Request-Nachrichten und den Service-Beacons fu¨hrt.
Ziel der weiteren Forschung dieser Arbeit ist es, die Kanallast besser zu verteilen um
eine ho¨here Empfangswahrscheinlichkeit fu¨r alle Nachrichtentypen zu erhalten. Dazu wird
im Folgenden die Nutzung von mehreren parallelen Kommunikationskana¨len untersucht
und die Umsetzung des serviceorientieren Mehrkanal-Beaconings evaluiert. Neben der bes-
seren Lastverteilung soll die Mehrkanal-Variante auch dazu beitragen, den globalen Nut-
zen im Netzwerk zu optimieren. Hier sollen zum Austausch angeforderte Informationen
auf dedizierten Kana¨len verbreitet werden, welche in erster Linie von Fahrzeugen genutzt
werden, die am Inhalt der Nachrichten interessiert sind. Ein wichtiger Aspekt bei der Um-
setzung des Mehrkanal-Beaconings ist die Beru¨cksichtigung der gegenseitigen Sto¨reinflu¨sse
bei der parallelen Nutzung von benachbarten Kana¨len und die daraus resultierenden Ein-
schra¨nkungen im Hinblick auf die Empfangswahrscheinlichkeit von Nachrichten. Letzteres





Der IEEE 802.11p Standard spezifiziert mehrere Kommunikationskana¨le, die zum Nach-
richtenaustausch in einem Fahrzeug-Ad-hoc-Netzwerk genutzt werden ko¨nnen. Wie bereits
in Kapitel 2 beschrieben, handelt es sich in der Praxis um sieben 10 MHz breite Kana¨le, die
in 10 MHz Absta¨nden aneinander gereiht sind. Im Gegensatz zu z.B. IEEE 802.11b han-
delt es sich nicht um virtuelle Kana¨le, die per Spezifikation teilweise u¨berlappen ko¨nnen,
sondern um eigensta¨ndige Frequenzbereiche. Demnach ko¨nnte man annehmen, dass die
spezifizierten Kana¨le - wie in drahtgebundenen Netzen - als von einander isoliert betrach-
tet werden ko¨nnen. Somit ko¨nnte u¨ber alle Leitungen gleichzeitig kommuniziert werden,
ohne dass ein Signal auf einer Leitung die Kommunikation auf einer anderen Leitung be-
einflusst. Dieses Verhalten gilt allerdings nicht fu¨r drahtlose Netze, wo jeder Sendevorgang
in einem speziellen Kanal ein Rauschen bzw. Sto¨rsignal in den Nachbarkana¨len generiert.
Dieser Effekt wird aufgrund von Nebensprechen bzw. Adjacent Channel Interference (ACI)
verursacht. ACI ist in erster Linie durch die Tatsache bedingt, dass Signale auf der Luft-
schnittstelle nicht rechteckig sind, sondern einer bestimmten Spektralmaske entsprechen.
Diese wird nach unten hin breiter als die 10 MHz Kanalbreite und tritt somit in die be-
nachbarten Kanalfrequenzen ein. Dies generiert Rauschen auf dem angrenzenden Kanal
und beeinflusst die Kommunikation. ACI kann als signifikantes Problem in Fahrzeug-Ad-
hoc-Netzen eingestuft werden [98], da das generierte Rauschen ein weiterer Aspekt ist, der
zu Paketverlusten fu¨hren kann. Es ist demnach von hoher Bedeutung, die Einflu¨sse und
Einschra¨nkungen der gleichzeitigen Nutzung von parallelen Kommunikationskana¨len zu
verstehen, um entsprechende Anforderungen an Algorithmen zur korrekten Funktionalita¨t
von sicherheitsrelevanten Anwendungen definieren zu ko¨nnen. Es sei angemerkt, dass die
im Folgenden - auf Basis einer im Verlauf der Arbeit aufgebauten Simulationsumgebung
- vorgestellten Evaluierungsergebnisse in keiner der bislang betrachteten Arbeiten in einer
solchen Detailtiefe vorgefunden werden konnte.
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Frequency
(GHz)
5.860 5.870 5.880 5.890 5.900 5.910 5.920
Channel 172 174 176 178 180 182 184
Europe
CCH SCH2 SCH1
Abbildung 5.1: Veranschaulichung der IEEE 802.11p Kana¨le
5.1 Interferenzen bei der Mehrkanalnutzung
Bei der Evaluierung der Auswirkung der gleichzeitigen Nutzung von mehreren benach-
barten Kana¨len gelten grundsa¨tzlich die gleichen Prinzipien wie bei einzelnen Kommu-
nikationskana¨len (siehe Kapitel 2). In erster Linie wird stets die Mo¨glichkeit betrachtet,
ein versendetes Signal empfangen und dekodieren zu ko¨nnen. Wie bereits beschrieben,
ha¨ngt dies vom Verha¨ltnis der Empfangssignalsta¨rke (Received Signal Strength - RSS) zu
dem existierenden Rauschen (Noise) in einem Kanal ab. Dieses wird u.a. durch Sto¨run-
gen aus gleichzeitig durchgefu¨hrten Signalu¨bertragungen, also durch Interferenzen, verur-
sacht. Demzufolge wird das Verha¨ltnis zwischen RSS und Noise auch als Signal-to-Noise-
and-Interference-Ratio (SNIR) bezeichnet. Der tatsa¨chliche Schwellenwert von SNIR ist
abha¨ngig von der zugrunde liegenden Hardware und der verwendeten Datenrate, liegt aber
typischerweise bei 8dB (siehe Tabelle 2.4). In der weiteren Betrachtung kann davon ausge-
gangen werden, dass die Signalempfangssta¨rke in gleicher Form wie in Kapitel 2 durch die
Gleichung 2.3 zu berechnen ist. Allerdings muss zusa¨tzlich eine Berechnung des Rauschens
durchgefu¨hrt werden, welches von den benachbarten Kana¨len verursacht wird. Hierbei ist
es notwendig, die Signal-Spektralmasken zu betrachten. Im IEEE 802.11p Standard wur-
den vier Spektralmasken fu¨r das 5.9 GHz-Band definiert, welche in die Klassen A bis D
unterteilt wurden. Abbildung 5.2 zeigt beispielhaft die Spektralmaske der Klasse C des IE-
EE 802.11p Standards, welche fu¨r die Nutzung in Fahrzeug-Ad-hoc-Netzen typischerweise
verwendet werden. Es ist zu erkennen, dass in einem Intervall von ±4.5MHz in Bezug auf
die Mitte des Frequenzbandes die Signalsta¨rke um 0 dB von der urspru¨nglichen angelegten
Signalsta¨rke abweicht. Fu¨r ein Offset von ±5MHz wird das Signal um 26 dB geda¨mpft.
Weiterhin ist eine Da¨mpfung von 32dB fu¨r das Offset von ±5.5MHz und 40 dB fu¨r den
Offset von ±10 MHz spezifiziert. Im Weiteren wird die Spektralmasken-Da¨mpfung in Be-
zug auf ein bestimmtes Offset als SMDOffset bezeichnet. Abbildung 5.3 veranschaulicht
die U¨berlappung von Spektralmasken benachbarter Kana¨le, die mit unterschiedlicher Sen-
deleistung (20 dBm und 5 dBm) betrieben werden. In dieser Darstellung wird allerdings
davon ausgegangen, dass beide Sender auf exakt der gleichen Position stehen. Unter die-
ser Annahme kann das durch ACI verursachte Rauschen anhand der folgenden Gleichung
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Abbildung 5.2: IEEE 802.11p Spektrum Maske der Klasse C
MHz 4.5 5.0 5.5 10 15
Class A 0 -10 -20 -28 -40
Class B 0 -16 -20 -28 -40
Class C 0 -26 -32 -40 -50
Tabelle 5.1: IEEE 802.11p Spektrum Maske der Klasse C
bestimmt werden:
ACI = TXpower − SMDOffset (5.1)
Hierbei beschreibt TXpower die angelegte Sendeleistung in einem benachbarten Kanal.
In der Praxis kann jedoch davon ausgegangen werden, dass Sender und Empfa¨nger
immer ra¨umlich voneinander getrennt sind. Unter dieser Voraussetzung muss, wie in Kapi-
tel 2 durch Formel 2.3 beschrieben, die Signalda¨mpfung fu¨r die U¨bertragung eines Signals
in Abha¨ngigkeit von der Entfernung zwischen Sender und Empfa¨nger (RSS) betrachtet
werden. Demzufolge kann die verursachte ACI in einem Kanal nach der Gleichung (5.2)
berechnet werden.
ACI = RSS − SMDOffset (5.2)
Fu¨r die Betrachtung der parallelen Nutzung von Kommunikationskana¨len bedeutet dies,
dass das Empfangssignal innerhalb eines bestimmten Kanals, z.B. dem Control-Kanal
RSSCCH , an der Position des Empfa¨ngerknotens mindestens um den Wert SNIR ho¨her
sein muss als das vom benachbarten Kanal generierte Rauschen z.B. ACISCH2. Demnach
ha¨ngt das erfolgreiche Dekodieren einer Nachricht innerhalb eines Kanals von den folgenden
drei Aspekten ab:
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Europe
CCH SCH2 SCH1
Abbildung 5.3: Adjacent Channel Interference fu¨r benachbarte Kana¨le. Quelle [109]
1. Entfernung zwischen Sender (z.B. TXCCH) und Empfa¨nger (z.B. RXCCH) innerhalb
eines Kanals.
2. Entfernung vom Empfa¨nger (z.B. RXCCH) zum Sto¨rknoten auf einem benachbarten
Kanal (z.B. INTSCH2).
3. Angelegte Sendeleistung auf den Kana¨len (z.B. TXpowerCCH und TXpowerSCH2).
Abbildung 5.4 zeigt beispielhaft den Einfluss von ACI bei unterschiedlich konfigurierter
Sendeleistung der Kana¨le CCH und SCH2. Hierbei hat der Sender (TX) eine Sendeleistung
von 5 dBm auf dem SCH2 und der Sto¨rknoten (INT) 20 dBm auf dem CCH. Beide Kurven
stellen den jeweiligen Signalsta¨rkeverlauf (unter Annahme des Freespace-Pathloss-Modells)
auf dem SCH2 dar. Wie bereits diskutiert, muss ein gewisser SNIR-Schwellenwert zwischen
dem Nutz- und dem Sto¨rsignal gegeben sein, damit das Nutzsignal von dem Empfa¨nger
(RX) dekodiert werden kann. SNIR ist dabei sowohl von dem RX-INT- als auch von dem
TX-RX-Abstand abha¨ngig. Betra¨gt der RX-INT-Abstand z.B. 4 m, so kann der Abstand
zwischen TX und RX ≈ 30 m betragen. Wird der RX-TX-Abstand allerdings u¨berschritten,
so ist das von INT generierte Rauschen so hoch, dass es nicht mehr mo¨glich ist, das Nutz-
signal zu decodieren. Verringert man auf der anderen Seite den RX-INT-Abstand, so muss
gleichzeitig auch der Abstand zwischen TX-RX verkleinert werden, um den gewu¨nschten
SNIR Schwellenwert zu erreichen.
Um den gegenseitigen Einfluss der parallelen Nutzung von Kommunikationskana¨len ge-
nauer zu bewerten, werden drei Szenarien in Abbildung 5.5 definiert, die unterschiedliche
Rollen der benachbarten Fahrzeuge untersuchen. Alle Szenarien betrachten vier Fahrzeu-
ge, die jeweils mit einem Kommunikationssystem ausgeru¨stet sind. Jeweils zwei Fahrzeuge







CCH  20dBm 
0 1 2 3 4 







ACI level 4m 
ACI level 2m 
ACI level 1m 
25 75 125 
Notwendiges 

















Abbildung 5.4: Interferenz-Szenario fu¨r unterschiedliche Antennenabsta¨nde
kommunizieren auf einem Kanal. Wie in Abbildung 5.5 beispielhaft dargestellt ist, kom-
munizieren die Knoten Nr. 1 und Nr. 2 auf dem CCH und die Knoten Nr. 3 und Nr. 4
auf dem SCH. Wie bereits beschrieben, steigt das durch ACI verursachte Rauschen in ei-
nem Nebenkanal mit der Reduzierung der Entfernung zwischen zwei Knoten. In diesem
Zusammenhang betrachten wir insbesondere die Knoten Nr. 1 und Nr. 3, die unmittelbar
nebeneinander platziert sind. Es gilt zu untersuchen, welche Situationen in der gleichzei-
tigen Nutzung von benachbarten Kana¨len besonders kritisch sind. Es werden die folgende
Szenarien betrachtet:
1. TX-TX: Knoten Nr. 1 und Nr. 3 versuchen gleichzeitig Nachrichten zu u¨bertragen
2. RX-TX: Knoten Nr. 1 versucht Nachrichten zu empfangen, wa¨hrend Knoten Nr. 3
zeitgleich Nachrichten u¨bertra¨gt
3. RX-RX: Knoten Nr. 1 und Nr. 3 versuchen gleichzeitig Nachrichten zu empfangen


























Abbildung 5.5: Repra¨sentative Fahrzeugkonstellationen im Hinblick auf RX-TX-Szenarien
TX-TX-Szenario
Im TX-TX-Szenario versuchen zwei nahe aneinander liegende Knoten bzw. Antennen
gleichzeitig einen Sendevorgang durchzufu¨hren. Aufgrund der Tatsache, dass es sich bei
beiden Knoten um das Senden eines Signal handelt und somit nichts empfangen wer-
den muss, ist die Auswirkung von ACI hinsichtlich der Dekodierung einer Nachricht nicht
relevant. Speziell die Betrachtung des SNIR ist an dieser Stelle nicht notwendig. Nichtsde-
stotrotz ist es sinnvoll, den Einfluss unter einem weiteren Aspekt zu untersuchen. Hierbei
handelt es sich um den Channel-Busy-Wert, welcher der Detektion eines belegten Ka-
nals dient. Wie bereits in Kapitel 2 beschrieben, nutzt IEEE 802.11p das CSMA/CA-
Medienzugriffsverfahren, welches dem Listen-before-Talk-Prinzip folgt. Dieses schreibt vor,
dass zuna¨chst vor jedem Sendevorgang u¨berpru¨ft wird, ob das Medium frei ist. Dabei wird
gemessen, ob die existierende Sto¨renergie den festgelegten Schwellenwert der sogenannten
Energy Detection (ED) u¨berschreitet. Ist dies der Fall, wird der Kanal als belegt gewertet
und eine U¨bertragung kann nicht durchgefu¨hrt werden. In diesem Fall greift der Backoff-
Prozess, wobei der U¨bertragungsversuch auf die na¨chste berechnete Zeitscheibe zuru¨ckge-
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Abbildung 5.7: Interferenzlevel im Hinblick
auf den RSS-Schwellenwert
stellt wird. Abbildung 5.6 zeigt das Verha¨ltnis von Sendeleistung zu Entfernung und das
dadurch generierte Rauschen von zwei unmittelbar benachbarten Kana¨len. Die Berechnung
basiert auf der vorgestellten Freiraumda¨mpfung und der Spektralmaske der Klasse C. Zur
Bewertung der einzelnen Kurven wurde ein ED-Schwellenwert von -65 dBm gewa¨hlt, wel-
cher in der Praxis einen typischen Richtwert darstellt. Die Abbildung 5.6 zeigt, dass der
ED-Schwellenwert bei einer Antennenentfernung von 25 cm bei einer Sendeleistung von 10
dBm unterschritten wird. Dies bedeutet, dass die Sto¨rsignalenergie auf dem benachbarten
Kanal bei einer Sendeleistung von 10 dBm nach 25 cm so abgeschwa¨cht ist, dass der Kanal
nicht als belegt gewertet wird. Verdoppelt man allerdings die Sendeleistung auf 20 dBm,
so steigt die geforderte Antennenentfernung auf mindestens 70 cm. Bei einer Sendelei-
stung von 30 dBm ergibt sich eine Entfernung von 220 cm. Es sei darauf hingewiesen, dass
diese Antennenentfernung hier auch als RX-INT-Distanz verstanden werden kann. Unter-
schreitet man diese Antennenentfernung bei der entsprechenden Sendeleistung, kann es bei
gleichzeitigem Sendewunsch auf benachbarten Kana¨len dazu kommen, dass der Kanal als
belegt verstanden wird. Tritt dieser Fall ein, so wird dieser Konflikt mit dem Standard
Backoff-Verfahren des CSMA/CA gelo¨st und bedarf keiner weiteren Maßnahmen. Sobald
der Kanal wieder frei ist, kann das zuru¨ckgestellte Paket versendet werden. Somit kommt
es zu einer Verzo¨gerung beim Sendevorgang. Da die Paketgro¨ße in den Fahrzeug-Ad-hoc-
Netzen wenige 100 Byte groß ist, ist nur mit einer geringen Verzo¨gerung beim Medienzugriff
zu rechnen.
Aus diesem Grund kann davon ausgegangen werden, dass das hier beschriebene TX-
TX-Szenario keine kritische Situation fu¨r die Nutzung von benachbarten Kana¨len darstellt.
RX-TX-Szenario
Das RX-TX-Szenario ist ebenfalls durch zwei nah zusammenliegende Knoten (bzw. An-
tennen der jeweiligen Knoten) definiert. Hierbei wird u¨ber eine Antenne auf einem Kanal
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empfangen, wa¨hrend u¨ber die andere Antenne auf einem angrenzenden Kanal gesendet
wird. Um die Auswirkungen bewerten zu ko¨nnen, muss im Gegensatz zu dem TX-TX-
Szenario, wo der ED-Schwellenwert betrachtet worden ist, nun der RSS-Schwellenwert be-
trachtet werden. Dieser definiert die Signalsta¨rke, die ein eingehendes Signal mindestens
haben muss, um dekodiert werden zu ko¨nnen. Diese Grenze liegt in der Praxis bei ≈ -91
dBm, kann aber je nach Empfa¨nger und Konfiguration schwanken. Abbildung 5.7 zeigt die
Auswirkungen von ACI auf einen benachbarten Kanal. Es wird verdeutlicht, dass selbst
bei einer Sendeleistung von 5 dBm die Antennen um ca. 2,5 m auseinander liegen mu¨ssen,
damit das generierte Sto¨rsignal unter den RRS-Schwellenwert fa¨llt. Erho¨ht man die Sen-
deleistung auf 10 dBm, 20 dBm oder 30 dBm, so steigt die geforderte Distanz zwischen
den Antennen von 5m u¨ber 15m bis auf 40 m. Nimmt man einen Wert von 20 dBm als
Richtwert fu¨r die Sendeleistung auf einem Kanal an, so erscheint das TX-RX-Szenario als
kritisch, da direkt benachbarte Fahrzeuge eine geringe Distanz zueinander aufweisen. Ge-
rade in einem Dual-Radio-Ansatz ist es notwendig, diesen Fall genau zu betrachten, da
hier die beiden Antennen aufgrund der baulichen Aspekte ho¨chstens so breit sein ko¨nnen
wie das Fahrzeug selbst. Der Effekt der unterschiedlichen Antennenabsta¨nde wird nochmal
in Abbildung 5.4 verdeutlicht.
RX-RX-Szenario
Das RX-RX-Szenario stellt in erster Linie keine kritische Situation dar, da beide nah bei-
einander liegenden Antennen keine Signale aussenden. Nichtsdestotrotz kann das RX-RX-
Szenario als Sonderfall des TX-RX-Szenarios betrachtet werden, wenn die Sender jeweils
zu nah an dem Empfa¨nger im Nachbarkanal sind.
5.2 Evaluierung des RX-TX-Szenarios
Die Untersuchung von Fahrzeug-Ad-hoc-Netzen und den damit verbundenen Algorithmen
konzentrierte sich u¨berwiegend auf die Nutzung von einzelnen Kana¨len. Hierfu¨r gibt es
eine Vielzahl an Simulations- und Testergebnissen, die ein sehr gute Informationen u¨ber
die bestehenden Mo¨glichkeiten und Einschra¨nkungen bereitstellen. Im Gegensatz dazu ist
die Evaluierung von Mehrkanalsystemen und den darauf aufsetzenden Algorithmen noch
nicht im gleichen Maße vorangeschritten. Im Folgenden sollen kurz zwei relevante Analysen
vorgestellt werden.
Le et al. pra¨sentieren in [95] eine theoretische Analyse des ACI-Effekts bei der Nutzung
benachbarter Kana¨le in IEEE 802.11p. Die Analyse ist auf der Basis von Berechnungen
der Signalausbreitung in drahtlosen Netzwerken und des theoretisch generierten Rauschens
unter Beachtung der Definition der Spektralmasken durchgefu¨hrt worden. Hierbei wurden
sowohl direkt benachbarte Kana¨le als auch nicht direkt benachbarte Kana¨le unter der An-
nahme einer Kanalbandbreite von 10 MHz betrachtet. Das Ergebnis der Analyse sagt aus,
dass die direkt benachbarten Kana¨le mit unterschiedlicher Sendeleistung betrieben werden
mu¨ssen, um gegenseitige Sto¨reffekte zu minimieren. In diesem Zusammenhang wird eine
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Sendeleistungsdifferenz von 15 dB bei den direkt benachbarten Kana¨len (CCH und SCH2)
vorgeschlagen. Gleiche Differenz gilt entsprechend fu¨r die Kana¨le SCH2 und SCH1 (z.B.
CCH = 20 dBm; SCH2 = 5 dBm; SCH1 = 20 dBm). Aus den Berechnungen geht hervor,
dass unter Beachtung der Sendeleistungsunterschiede die Interferenzen vernachla¨ssigbar
sind, wenn die Entfernung des Sto¨rknotens ca. 2 m von dem empfangenden Knoten auf
dem benachbarten Kanal entspricht. Hierbei gilt, dass der Sto¨rknoten mit einer entspre-
chend reduzierten Signalsta¨rke um 15 dB sendet. Es wird darauf hingewiesen, dass aller-
dings bei der umgekehrten Betrachtung der Kanal mit der ho¨heren Sendeleistung auch
ein hohes Sto¨rpotenziel auf den benachbarten schwa¨cheren Kanal aufweist. Diesbezu¨glich
werden allerdings keine weiteren Ergebnisse pra¨sentiert. Eine weitere interessante Frage
nach dem Verhalten bei ho¨heren Fahrzeugdichten, wo es zu Signalu¨berlagerungen kommen
kann, wird in dieser Arbeit nicht beantwortet.
Ausfu¨hrliche Messergebnisse werden in [98] pra¨sentiert, wo der ACI-Effekt in Fahrzeug-
Ad-hoc-Netzen auf der Basis von prototypischen Implementierungen und realer Funkhard-
ware gemessen werden konnte. Der Testaufbau bestand aus drei Fahrzeugen, von denen
zwei Fahrzeuge (TX/RX) auf dem gleichen Kanal und ein weiteres Fahrzeug (INT) auf ei-
nem benachbarten Kanal konfiguriert waren. Das Hauptaugenmerk der Messungen lag auf
der Beobachtung der Paketfehlerrate (PER), die auftritt, wenn ein Empfangsvorgang des
RX-Knotens von einem gleichzeitigen Sendevorgang des INT-Knotens gesto¨rt wird. Hierzu
wurden die unterschiedlichen Absta¨nde der jeweiligen Knoten zueinander untersucht. Das
Ergebnis zeigt, dass die Kommunikation auf einem Kanal durch den ACI-Effekt gesto¨rt
wird, wenn der Quotient aus der TX-RX-Distanz und der RX-INT-Distanz einen Wert von
10 oder ho¨her annimmt. Wu¨rde die TX-RX-Distanz beispielhaft 100 m und die RX-INT-
Distanz 20 m betragen (Quotient = 5), so soll das generierte Rauschen nicht signifikant
sein. Unterschreitet die INT-RX-Distanz allerdings einen Wert von 10 m, so steigt die PER
auf ≥ 10% in 100% aller Messungen. Diese Ergebnisse beziehen sich auf die Konfiguration
zweier direkt benachbarter Kommunikationskana¨le bei jeweils gleicher Sendeleistung. Auf-
grund der Tatsache, dass die Spektralmaske in der Realita¨t - vor allem bei prototypischer
Hardware - von der Spezifikation abweichen kann, ist mit leichten Unterschieden zwischen
der theoretischen und praktischen Analyse zu rechnen. Der Vergleich der beiden Untersu-
chungen aus [98] und [95] zeigt allerdings, dass in beiden Studien die gleiche Tendenz bzgl.
des ACI-Effektes zu beobachten ist.
Fu¨r die Untersuchung der in dieser Arbeit zugrunde liegenden Fragestellung nach
dem ACI-Effekt bei hoher Fahrzeugdichte und deren Auswirkung auf den erarbeiteten
Mehrkanal-Beaconing-Ansatz sind allerdings die existierenden Ergebnisse nicht ausrei-
chend. Vor allem die flexible Positionierung der Funkantennen und die Auswirkung auf
einen Kanal mit abgeschwa¨chter Sendeleistung wurden bislang nicht hinreichend beantwor-
tet. Aus diesem Grund war es notwendig, eine Simulationsumgebung zu erstellen, welche die
Umsetzung jedes relevanten Szenarios ermo¨glicht. Die detaillierte Beschreibung der Simu-
lationsumgebung ist in Kapitel 8 aufgefu¨hrt. Es sei darauf hingewiesen, dass es notwendig
war, eine eigene Implementierung des Mehrkanalmodells vorzunehmen, da zum Zeitpunkt
der Erstellung der vorliegenden Arbeit keine alternativen Simulationsframeworks bekannt
waren, die ein entsprechendes Modell bereits implementiert hatten. Ziel der Verwendung
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einer Simulationsumgebung war es, eine detaillierte Untersuchung der Einschra¨nkungen auf
dem SCH2 im RX-TX-Szenario vorzunehmen und die Auswirkung unterschiedlich konfigu-
rierter Sendeleistungen detailliert zu betrachten. Weiterhin soll der Unterschied zwischen
Fahrzeugen mit einem Funkradio (single radios) und Fahrzeugen mit zwei Funkradios (dual
radios) untersucht werden.
5.2.1 Simulationsaufbau
Der Simulationsaufbau entspricht dem RX-TX-Szenario aus Abbildung 5.5. Dieser Aufbau
richtet sich nach der Konstellation von Fahrzeugen, welche in der prototypischen Betrach-
tung in [98] verwendet wurde. Wie bereits erwa¨hnt, werden drei Fahrzeuge betrachtet, von
denen zwei Fahrzeuge (TX und RX) auf dem CCH und eins (INT) auf dem SCH kom-
muniziert. Das Szenario sieht vor, dass TX kontinuierlich sendet und RX ausschließlich
empfa¨ngt. Um die entsprechenden Interferenzen von einem Nachbarkanal zu generieren,
sendet INT ebenfalls kontinuierlich. Dieser ist mit einem definierten Abstand von RX posi-
tioniert, welcher auf dem CCH empfa¨ngt. Ziel der Simulation soll sein, die Paketfehlerrate
auf RX in Abha¨ngigkeit der Entfernung zum TX zu messen. Anders ausgedru¨ckt, die Mes-
sungen sollen zeigen, wie weit ein Sender von einem Empfa¨nger (bezogen auf den gleichen
Kommunikationskanal) entfernt sein kann, um Pakete mit einer gewissen Wahrscheinlich-
keit empfangen zu ko¨nnen, obwohl vom Nachbarkanal durch gleichzeitiges Senden Rauschen
generiert wird. Der Versuch soll weiterhin die Performance auf dem Interferenzkanal unter
Vollauslastung betrachten. Um eine Vollauslastung des Kanals zu simulieren, sendet der
Interferenzknoten alle 2 ms eine Nachricht mit der Gro¨ße von 1500 Byte. Dies ergibt einen
Durchsatz von 6 MBit/s, was auch der Kanalkonfiguration entspricht. Der mobile Knoten
sendet parallel dazu Beacons mit einer Gro¨ße von 300 Byte. Die Performance der einzelnen
Konfigurationen wurde anhand der folgenden Evaluierungskriterien beurteilt:
• Minimale Kommunikationsreichweite von 300 m auf dem CCH entsprechend [24] [64]
[59].
• Maximale Paketfehlerrate von 10% pro Kanal entsprechend [98].
Zur Evaluierung der gegenseitigen Einflu¨sse bei gleichzeitiger Kanalnutzung wurden drei
Szenarien definiert, die in Abbildung 5.8 dargestellt sind.
• Szenario 1: Betrachtung der direkt benachbarten Kana¨le CCH und SCH2. Es wird
auf beiden Kana¨len die gleiche Sendeleistung angelegt und entsprechend variiert.
Ziel ist es, zu evaluieren, ob eine Konfiguration existiert, welche die zuvor definierten
Evaluierungskriterien erfu¨llt bzw. welche Einschra¨nkungen daraus resultieren.
• Szenario 2: Betrachtung von direkt benachbarten Kana¨len mit unterschiedlicher Sen-
deleistung. Es werden vor allem die daraus resultierenden Einschra¨nkungen sowohl
auf den CCH als auch auf den SCH2 separat betrachtet. Ziel ist es, eine Konfiguration
zu finden, die den CCH bis zu 300 m nicht signifikant beeintra¨chtigt. Es soll daru¨ber
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Abbildung 5.8: Relevante Szenarien zur Evaluierung der gleichzeitigen Kanalnutzung
hinaus betrachtet werden, welche Auswirkungen diese Konfiguration auf den SCH2
hat.
• Szenario 3: Betrachtung der nicht direkt benachbarten Kana¨le CCH und SCH1. Hier-
bei soll die Betrachtung analog zu Szenario 1 durchgefu¨hrt werden. Es soll untersucht
werden, ob diese Kana¨le angesichts der definierten Evaluierungskriterien mit gleicher
Sendeleistung betrieben werden ko¨nnen.
Ein wichtiger Parameter bei der Untersuchung ist die bereits diskutierte Entfernung zwi-
schen der Empfangsantenne des Knotens auf dem CCH und der interferierenden Antenne
des Knotens auf dem SCH. Dies ist wichtig, um sowohl Single-Radio-Szenarien als auch
Dual-Radio-Szenarien abbilden zu ko¨nnen. Bei der Evaluierung wurde deshalb eine Entfer-
nung zwischen den Antennen von 4 m, 2 m und 1 m betrachtet. Der a¨ußere Abstand von 4
m wurde gewa¨hlt, da dieser einer durchschnittlichen Fahrbahnbreite einer Straße entspricht
und stellt somit die ku¨rzeste Distanz zweier Antennen in einem Single-Radio-Aufbau dar.
Die Distanzen von 2 m und 1 m sollen Ergebnisse fu¨r einen Dual-Radio-Aufbau liefern, bei
dem zwei Antennen auf einem Fahrzeug montiert sind und somit enger zusammenstehen.
5.2.2 Ergebnisse
Im Folgenden werden die Ergebnisse der Simulationen jeweils pro definiertem Szenario
pra¨sentiert. In allen Graphiken ist auf der x-Achse die Kommunikationsreichweite in Form
der TX-RX-Distanz abgebildet. Auf der y-Achse ist die jeweilige Empfangswahrschein-
lichkeit der Pakete dargestellt, welche auf der Basis der Paketfehlerrate berechnet wird.
Hierbei wird das Verha¨ltnis aus der Summe der von TX versendeten Beacons und der
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Abbildung 5.11: Szenario 1: RX-INT-Distanz=1m
tatsa¨chlich von RX empfangenen Beacons gebildet. Das verwendet Signalausbreitungs-
modell entspricht dem TwoRay-Pathloss- und Rayleight-Fading-Modell, welche die Emp-
fangssta¨rke eines Signals statistisch variieren. Die Legende innerhalb der Abbildungen gibt
die jeweils fu¨r die Simulation angelegte Sendeleistung pro Kanal an.
Szenario 1
Abbildung 5.9 zeigt die Evaluierungsergebnisse fu¨r die Verwendung der gleichen Sende-
leistungen auf den beiden direkt benachbarten Kana¨len CCH und SCH2. Hierbei wird ein
RX-INT-Abstand von 4 m betrachtet. Es werden im Speziellen auf CCH und SCH2 jeweils
die Sendeleistungen von 20 dBm, 10 dBm und 5 dBm verglichen. Wie dieser Abbildung zu
entnehmen ist, verlaufen alle Graphen bis zu einer TX-RX-Distanz von 100 m identisch.
Erst ab einer TX-RX-Distanz von 150 m kann ein leichter Unterschied zwischen den verwen-
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deten Sendeleistungen erkannt werden. Vor allem wird deutlich, dass die Performance bei
der Nutzung einer TXpower von 5 dBm mit steigender TX-RX-Distanz im Vergleich zu den
ho¨heren Sendeleistungen sta¨rker abnimmt. Grundsa¨tzlich wird deutlich, dass diese Konfi-
guration die gewu¨nschte Paketfehlerrate von 10% lediglich bis zu einer TX-RX-Distanz von
ca. 100 m erreicht. Betrachtet man zusa¨tzlich die Ergebnisse fu¨r na¨her zusammenstehende
Antennen anhand einer RX-INT-Distanz von 2 m (siehe Abbildung 5.10) und 1 m (siehe
Abbildung 5.11), so verringert sich die Kommunikationsdistanz von ca. 50 m im ersten Fall
auf ca. 25 m im zweiten Fall. Unter Beachtung dieser Ergebnisse kann geschlußfolgert wer-
den, dass die Nutzung von direkt benachbarten Kana¨len mit gleicher Sendeleistung sowohl
fu¨r einen Single-Radio-Ansatz als auch fu¨r einen Dual-Radio-Ansatz nicht geeignet ist.
Szenario 2
Um eine ho¨here Kommunikationsreichweite auf dem CCH zu erhalten, wird in Szenario 2
die Nutzung von unterschiedlichen Sendeleistungen auf den direkt benachbarten Kana¨len
untersucht. Es werden unterschiedliche TXpower-Absta¨nde von 20 db, 15 dB und 10 dB
betrachtet. Hierbei wird stets auf dem CCH die jeweils ho¨here Sendeleistung angenommen
und auf dem SCH2 die entsprechend reduzierte Sendeleistung verwendet. Abbildungen 5.12
- 5.14 zeigen die Ergebnisgraphen aus Sicht des CCH. Bei einem RX-INT-Abstand von
4 m (siehe Abbildung 5.12) zeigt sich, dass fu¨r alle untersuchten TXpower-Unterschiede
u¨ber die komplette Kommunikationsdistanz von 300 m immer eine PER ≤ 10% erreicht
werden kann. Weiterhin erzielen die Sendeleistungsunterschiede von 15 dB und 20 dB
sogar durchga¨ngig ein PER von 0% (in dieser Graphik leider schwer sichtbar zu machen).
Reduziert man den Sendeleistungsunterschied auf 10 dB, so nimmt die PER ab einer TX-
RX-Distanz von 200 m zu. In diesem Fall ist das beim Empfa¨nger ankommende Signal
nicht mehr ausreichend hoch, um gegenu¨ber dem generierten Rauschen des Nachbarkanals
immer korrekt dekodiert zu werden. Dieser Effekt wird in Abbildung 5.13 deutlicher. Das
Rauschen auf dem CCH wird hier erho¨ht, weil die RX-INT-Distanz auf 2 m verringert wird.
Wie zu erkennen ist, erzielt ein Sendeleistungsunterschied von 10 dB nur noch eine TX-
RX-Distanz von 150 m. Wird allerdings eine Sendeleistungsdifferenz von 15 dB oder ho¨her
angenommen, so kann weiterhin u¨ber die volle Kommunikationsreichweite eine PER ≤ 15%
erreicht werden. Reduziert man die RX-INT-Distanz auf 1 m (siehe Abbildung 5.14), so
liefert nur noch eine TXpower-Differenz von 20 dB akzeptable Ergebnisse auf dem CCH.
Die Einfu¨hrung einer reduzierten Sendeleistung auf dem direkt benachbarten SCH2 ist
- wie die Ergebnisse zeigen - eine notwendige Maßnahme, um die Sto¨reinflu¨sse auf dem
CCH zu verringern. Im Umkehrschluß muss aber auch die Auswirkung des sta¨rkeren CCH
auf den schwa¨cheren SCH2 betrachtet werden. Abbildungen 5.15 - 5.17 zeigen, dass durch
das vom CCH verursachte erho¨hte Rauschen auf SCH2 die Kommunikationsreichweite si-
gnifikant reduziert wird. Diese wird auf lediglich 40 m fu¨r einen Sendeleistungsunterschied
von 10 dB und einer RX-INT-Distanz von 4 m beschra¨nkt (siehe Abbildung 5.15). Steigt
die Sendeleistungsdifferenz auf 15 dB oder 20 dB, so minimiert sich die Kommunikations-
reichweite auf ca. 20 m bzw. 10 m. Verkleinert man wiederum die RX-INT Distanz auf 2
m und 1 m so werden Reichweiten von ho¨chstens 20m erreicht.
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Abbildung 5.14: Szenario 2: RX-INT-Distanz=1m (CCH Sicht)
Szenario 3
Die Ergebnisse zum Szenario 3 werden in den Abbildungen 5.18 - 5.20 dargestellt. Hierbei
werden die zwei nicht direkt benachbarten Kana¨le CCH und SCH1 mit den gleichen Sen-
deleistungen betrachtet. Da wieder auf beiden Kana¨le die gleiche Leistung angelegt wird,
muss nicht wie in Szenario 2 zwischen der CCH- und SCH-Sicht unterschieden werden,
da die Einflu¨sse symmetrisch sind. Wegen der gro¨ßeren Entfernung der Kana¨le ist auch
das durch den SCH1 generierte Rauschen aufgrund der Eigenschaften der Spektralmaske
geringer. Dies fu¨hrt dazu, dass bei einem RX-INT-Abstand von 4 m und der Kommunikati-
onsreichweite von 300 m die PER jeweils fu¨r die Sendeleistungen von 20 dBm und 10 dBm
unter 10% liegt (siehe Abbildung 5.18). Auffa¨llig ist das vergleichbar schlechte Ergebnis fu¨r
die Sendeleistung von 5 dBm. Es ist zu erkennen, dass ab einer Kommunikationsreichweite
von 250 m die PER signifikant steigt. Der gleiche Effekt ist der Abbildung 5.19 zu ent-
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Abbildung 5.17: Szenario 2: RX-INT-Distanz=1m (SCH2 Sicht)
nehmen, wo ein RX-INT-Abstand von 2 m angenommen wird. Dieser Effekt kann dadurch
erkla¨rt werden, dass bei beiden betrachteten RX-INT-Distanzen das verursachte Rauschen
auf dem Nachbarkanal so gering ist, dass es kaum Einfluß auf den CCH hat. Die trotz-
dem steigende PER ist somit in ertser Linie auf die Da¨mpfung zuru¨ckzufu¨hren, die aus
dem regula¨ren Pfadverlust resultiert. Nach der Freespace-Formel ergibt sich na¨mlich eine
theoretische Kommunikationsreichweite von ca. 250 m - 270 m, falls eine Sendeleistung
von 5 dBm angenommen wird. Betrachtet man die Sendeleistungseinstellung von 20 dBm
und 10 dBm bei einem RX-INT-Abstand von 2 m, so erzielen beide Konfigurationen ein
akzeptables Ergebnis. Reduziert man allerdings den RX-INT-Abstand auf 1 m, so ist auch
bei diesem Szenario der ACI-Effekt deutlich zu bemerken. Hierbei werden also fu¨r keine
der angenommenen Sendeleistungen zufriedenstellende Ergebnisse erzielt.
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Abbildung 5.20: Szenario 3: RX-INT-Distanz=1m
Auswirkungen variabler Kanalauslastung
Wie man erkennen kann, ist bei der parallelen Nutzung von direkt benachbarten Kana¨len
eine Konfiguration mit unterschiedlichen Sendeleistungen notwendig. Grundsa¨tzlich zeigen
die Ergebnisse, dass fu¨r das Erzielen von einer PER von ≈ 10% bei einer Kommunikati-
onsreichweite von 300 m mindestens eine Differenz von 15 dB bei einem RX-INT Abstand
von 2 m angenommen werden muss. In dem vorliegenden Fall wu¨rde dies zu akzeptablen
Ergebnissen auf dem CCH fu¨hren. Die umgekehrte Betrachtung zeigt allerdings, dass der
SCH2 lediglich auf kurzen Distanzen genutzt werden kann. Im Folgenden soll die Sicht des
SCH2 noch unter dem Aspekt der Kanalauslastung auf dem CCH betrachtet werden. Da in
der Praxis eine volle Auslastung eines Kanals nicht kontinuierlich besteht, soll betrachtet
werden, wie sich die Abha¨ngigkeit zwischen Kanalauslastung auf dem CCH und der PER
auf dem SCH2 verha¨lt. Es ist wichtig zu erwa¨hnen, dass diese Betrachtung nur fu¨r den






















Abbildung 5.21: Szenario 2: RX-INT-























Abbildung 5.22: Szenario 2: RX-INT-























Abbildung 5.23: Szenario 2: RX-INT-Distanz=1m (variable Paketgro¨ße, SCH2 Sicht)
SCH2 vorgenommen wird, da dieser mit niedriger Priorita¨t belegt ist. Auf dem hochprio-
ren CCH hingegen darf in keinem Fall eine erfolgreiche U¨bertragung einer Nachricht durch
Interferenzen aus dem Nachbarkanal gesto¨rt werden. Abbildungen 5.21 - 5.23 zeigen die
Ergebnisse der PER auf dem SCH2 fu¨r unterschiedliche Paketgro¨ßen auf dem CCH. Es
wird eine Sendeleistung von 20 dBm auf dem CCH und 5 dBm auf dem SCH2 angenom-
men. Die Paketgro¨ße wird von 1500 Byte, 1250 Byte, 1000 Byte und 750 Byte variiert. Dies
entspricht bei einer Datenrate von 6 MBit/s einer Kanalauslastung zwischen 100% bis 50%.
Wie den Graphen zu entnehmen ist, sieht man bei reduzierter Kanalauslastung eine deut-
liche Reduzierung der PER auf dem SCH2. Ab einer Kommunikationsreichweite von 100
m sind die Ergebnisse sogar nahezu unabha¨ngig von der RX-INT-Distanz. Unter Beru¨ck-
sichtigung der unterschiedlichen Kanalauslastungen, kann eine PER von ≈ 55% bei einer































































keit fu¨r mindestens eine Nachricht auf
SCH2 (TX-RX-Distanz=300m)
RX-TX-Distanz von 150 m erzielt werden. Bei einer Distanz von 300 m kann durch die Hal-
bierung der Kanallast auf dem CCH eine Reduzierung der PER um ≈ 20% erzielt werden.
In diesem Zusammenhang ist allerdings eine Empfangswahrscheinlichkeit einer einzelnen
Nachricht von ≤ 50% immer noch zu niedrig, um den SCH2 in gleicher Art und Weise wie
den CCH zu nutzen. Betrachtet man allerdings die Mo¨glichkeit, eine Nachricht o¨fter zu
wiederholen und somit Redundanz einzufu¨hren, so steigt die Empfangswahrscheinlichkeit
einer Information mit der Anzahl der Wiederholungen.
In Abbildung 5.24 und 5.25 sind die Wahrscheinlichkeiten p fu¨r den Empfang von
mindestens einer Nachricht in Abha¨ngigkeit der Kanalauslastung fu¨r die Kommunikations-
reichweite von 150 m und 300 m aufgefu¨hrt. Die Wahrscheinlichkeit wird hierbei anhand
der Formel zur Gegenwahrscheinlichkeit berechnet:
p = 1− PERn (5.3)
Die Variable n definiert hierbei die Anzahl an Wiederholungen der gleichen Nachricht.
Wie man in den Abbildungen erkennen kann, ist bei einer mittleren CCH-Auslastung
von 50% bzw. 66% (entspricht einer Paketgro¨ße von 750 Byte und 1000 Byte) und einer
Kommunikationsreichweite von 150 m bei einer Wiederholung von 4 bis 8 Nachrichten eine
Empfangswahrscheinlichkeit von ≈ 90% zu erreichen. Fu¨r eine Entfernung von 300 m steigt
die Anzahl der Wiederholungen auf 7 bis 11 an. Bei ho¨heren CCH-Auslastungen von 82%
bzw. 100% (entspricht einer Paketgro¨ße von 1250 Byte und 1500 Byte) sind allerdings ≥ 20
Nachrichten notwendig.
5.3 Zusammenfassung
Die gleichzeitige Nutzung von parallelen Kommunikationskana¨len in Fahrzeug-Ad-hoc-
Netzen bietet die Mo¨glichkeit, die Kommunikationslast auf unterschiedliche Kana¨le auf-
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zuteilen. Allerdings ko¨nnen Kana¨le in drahtlosen Netzen nicht als isolierte Leitungen be-
trachtet werden, die sich gegenseitig nicht beeinflussen. Vielmehr generiert das Senden auf
einem Kanal Rauschen in einem benachbarten Kanal. Dieses Rauschen beeinflusst vor allem
die Empfangswahrscheinlichkeit von Fahrzeugen (RX), die sich in der Na¨he eines Sto¨rkno-
tens (INT) befinden. Das Ausmaß des Rauschens ist zum einen von dem Abstand der
jeweiligen Kana¨le und zum anderen von der Entfernung des Sto¨rknotens zum Empfa¨nger
(RX-INT-Abstand) abha¨ngig.
Die in diesem Kapitel durchgefu¨hrte Evaluierung ergibt, dass direkt benachbarte Kana¨le
nicht mit gleicher Sendeleistung betrieben werden ko¨nnen. Deshalb ist bezu¨glich der Sen-
deleistung eine Differenz von 15 dB no¨tig. Um den priorisierten CCH in einer Kommu-
nikationsdistanz von 300 m nahezu sto¨rfrei zu nutzen, muss der benachbarte SCH2 mit
einer 15 dB schwa¨cheren Sendeleistung betrieben werden. Die Betrachtung der Auswirkun-
gen des demnach sta¨rkeren CCH auf den SCH2 ergibt, dass der SCH2 nur eingeschra¨nkt
nutzbar ist, da die Zuverla¨ssigkeit der U¨bertragung einer einzelnen Nachricht durch das
erho¨hte Rauschen stark reduziert wird. Weitere Betrachtungen ergeben allerdings, dass
die Zuverla¨ssigkeit der U¨bertragung einer Information durch das redundante Senden der
gleichen Nachricht erho¨ht werden kann. Dies gilt unter der Annahme, dass der CCH nicht
durchga¨ngig voll ausgelastet ist, welches in der Realita¨t durchaus der Fall ist. Diese Beob-
achtungen gelten nicht fu¨r die Betrachtung von nicht direkt benachbarten Kana¨len z.B. des
CCH und des SCH1. Diese beiden Kana¨le ko¨nnen bei einem RX-INT-Abstand von ≈ 2m
mit gleicher Sendeleistung betrieben werden.
Im folgenden Kapitel soll der vorgestellte serviceorientierte Beaconing-Ansatz als Mehr-
kanal-Variante betrachtet werden. Hierbei sollen die in diesem Kapitel gewonnenen Er-
gebnisse und Rahmenbedingungen als Eingangsgro¨ßen fu¨r die Evaluierung dienen. Dieser
erweiterte Ansatz soll mit Hinblick auf die definierten Kriterien des Informationsdurch-
satzes, der Skalierbarkeit und der Nutzenorientierung betrachtet werden, um eine Aussage
daru¨ber treffen zu ko¨nnen, in welchen Situationen welche Beaconing-Variante am besten
geeignet ist.




Bei der Betrachtung des serviceorientierten Beaconing-Ansatzes als Einkanal-Variante (sie-
he Kapitel 4) wurde deutlich, dass trotz der signifikanten Verbesserung der Ergebnisse bei
niedrigen und mittleren Fahrzeugdichten fu¨r den Beacon Forwarding Service und den Be-
acon Rate Control Service keine nennenswerte Verbesserung fu¨r eine erho¨hte Anzahl von
Fahrzeugen erzielt werden konnte. Zum Teil wurden sogar in Szenarien mit vielen Kom-
munikationspartnern im Vergleich zu dem statischen 2Hz-Beaconing schlechtere Ergebnis-
se erzielt. Die Analyse ergab, dass in erster Linie diese Verschlechterung mit der auf dem
Kommunikationskanal generierten Last zusammenha¨ngt. Hierbei kann sogar von einem
”
Teufelskreis“ gesprochen werden, der zu dem folgenden Verhalten fu¨hrt:
• Aufgrund von Kanalinterferenzen ko¨nnen von mehreren Service Usern keine Nach-
richten erhalten werden.
• Die Service User erkennen den Informationsbedarf und senden Service-Request-Nach-
richten aus.
• Ein Vielzahl von Service Providern empfa¨ngt die Service-Requests und antwortet mit
den entsprechenden Service-Beacons.
• In den meisten Fa¨llen ist die Anzahl der Service-Beacons ho¨her als die der Service-
Request, was zu einer signifikanten Belastung des Kommunikationskanals fu¨hrt. Es
kommt wiederum zu Signalinterferenzen, und die Service-Beacons ko¨nnen zusa¨tzlich
zu den Standard-Beacons nicht mehr empfangen werden.
• Es entsteht ein noch gro¨ßerer Informationsbedarf, der noch mehr Service-Requests
bewirkt. Teilweise ist die Kanallast so hoch, dass nicht mal mehr die Service-Request-
Nachrichten zu den Service Providern durchkommen ko¨nnen.
• Durch den immer gro¨ßeren Informationsbedarf wird nur noch Overhead generiert,
und die einzelnen Nachrichten ko¨nnen nicht mehr transportiert werden.
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Service-ID Position Timestamp ID-ListLength ID-1 Duration Interval… ID-nRadioFreq
Abbildung 6.1: Spezifikation Service-Request-Nachricht fu¨r Mehrkanal-Beaconing-Variante
Dieses Aufschaukeln des Systems muss vermieden werden, um eine skalierbare Beaconing-
Lo¨sung zu gewa¨hrleisten. Aus diesem Grund soll das serviceorientierte Beaconing-Konzept
auf mehrere Kana¨le abgebildet werden. Ziel ist es, die durch die Service-Beacons verursachte
Kommunikationslast auf einen der Service-Kana¨le auszulagern. Wie bereits beschrieben,
haben gerade bei hohen Fahrzeugdichten diese Nachrichten den gro¨ßten Anteil an der
Kommunikationslast. Bei der Portierung des Ansatzes auf mehrere Kana¨le stellt sich unter
Beru¨cksichtigung der Ergebnisse aus Kapitel 5 die Hauptfrage, welche Service-Kana¨le fu¨r
welche Situationen am besten geeignet sind.
Im folgenden Kapitel soll das serviceorientierte Mehrkanal-Beaconing-Konzept im De-
tail beschrieben werden, anhand von zahlreichen Simulationen evaluiert und mit der in
Kapitel 4 dargestellten Einkanal-Variante verglichen werden.
6.1 Servicedefinition
Die Servicedefinition entspricht zum großen Teil dem in Kapitel 4 definierten Ablauf, in
dem vom Service User das pull-Prinzip zur Steuerung der Beacon-Sendezeitpunkte seiner
Service Provider genutzt wird. Um aber die Bandbreite mehrerer Kana¨le voll auszunutzen,
wird fu¨r die Mehrkanal-Variante ein Dual-Radio-Ansatz vorausgesetzt. Hierbei existieren,
wie bereist beschrieben, zwei Funkmodule pro Fahrzeug, wobei ein Funkmodul (im Fol-
genden Control Radio genannt) durchga¨ngig auf dem CCH betrieben wird und das zwei-
te Funkmodul (im folgenden Service Radio genannt) immer zwischen den jeweiligen zur
Verfu¨gung stehenden Service-Kana¨len hin und her schaltet. Da fu¨r die Nutzung des Ser-
vice Radios mindestens zwei Service-Kana¨le existieren, ist es notwendig, den Service User
und den Service Provider fu¨r das Senden und Empfangen von Service-Beacons zeitlich auf
den entsprechende Kanal zu synchronisieren. Aus diesem Grund wird eine Erweiterung des
Service-Request-Nachricht vorgenommen.
6.1.1 Service-Request-Nachrichtenformat
Abbildung 6.1 stellt das erweiterte Format der Service-Request-Nachricht dar. Dieses For-
mat gleicht bis auf das Attribut RadioFreq im Grunde dem in Kapital 4 beschriebenen
Nachrichtenformat. Dieses Attribut soll als Wert die Frequenz des Service-Kanals ent-
halten, auf dem ein Service erbracht wird. Somit kann ein Service User aktiv steuern,
auf welchem Kanal der Service Provider seine Service-Beacons versendet. Diese Konzept
bietet eine einfache und flexible Lo¨sung zur dynamischen Steuerung der Nutzung unter-
schiedlicher Service-Kana¨le. Ein Vorteil dabei ist, dass jede Serviceerbringung auf einem
unterschiedlichen Kanal stattfinden kann. Es werden keine festen Kana¨le pro Service und
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Service User definiert. Dies hat zur Folge, dass flexibel auf die jeweilige Situation, z.B.
aktuelle Kanallast oder geforderte Kommunikationsreichweite, reagiert werden kann.
6.1.2 Service User
Die Rolle und die damit verbundene Basisfunktionen des Service Users bleibt grundsa¨tzlich
in Bezug zu der in Kapitel 4 vorgenommenen Definition unvera¨ndert. Demnach sind einem
Service User zusammenfassend die folgenden Funktionen zugeordnet:
• Identifikation und Beobachtung von potenziellen Kollisionspartnern
• Auswahl des entsprechenden Services (BFS oder BRCS)
• Versenden einer entsprechenden Service-Anfrage
Durch die Nutzung weiterer Kommunikationskana¨le kommen allerdings erga¨nzende Funk-
tionen hinzu. Da Service-Beacons vorzugsweise auf einem der Service-Kana¨le verbreitet
werden sollen, ist es notwendig, dass der Service User einen entsprechenden Kommunikati-
onskanal fu¨r die Serviceerbringung spezifiziert. Dieser Kanal muss dann fu¨r die Dauer der
definierten Serviceerbringung vom Service User abgeho¨rt werden. Nach Ablauf der Service-
Dauer kann das Service Radio wieder auf einen beliebigen anderen Service-Kanal geschaltet
werden. Somit sind die folgende Schritte notwendig:
• Beobachtung und Identifizierung eines geeigneten Service-Kanals
• Spezifikation des Service-Kanals zur Serviceerbringung innerhalb der Service-Request-
Nachricht
• Umschalten des Service Radios fu¨r die Dauer der Serviceerbringung auf den spezifi-
zierten Service-Kanal
Um sicherzustellen, dass eine Service-Request-Nachricht auch von allen Fahrzeugen zu
jedem Zeitpunkt theoretisch empfangen werden kann, wird dieser Nachrichtentyp aus-
schließlich auf dem CCH versendet. Da jedes Fahrzeug mit dem Control Radio durchga¨ngig
auf dem CCH horcht, kann unter der Annahme, dass keine Signalinterferenzen existieren,
gewa¨hrleistet werden, dass alle Teilnehmer die Service-Anfrage erhalten ko¨nnen. Wu¨rde im
Gegenteil die Service-Request-Nachricht auf einem der Service-Kana¨le versendet werden,
wa¨re eine zeitliche Synchronisation der Teilnehmer auf den entsprechenden Service-Kanal
notwendig.
6.1.3 Service Provider
Auch die Definition der vom Service Provider zu erbringenden Funktionen entspricht im
Grunde der Spezifikation aus Kapitel 4. Hierbei sind zusammenfassend die folgenden Funk-
tionen zu erfu¨llen:
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• Horchen auf den Kanal und Auswertung von Service-Request-Nachrichten
• U¨berpru¨fung der Relevanz und der Mo¨glichkeit der Serviceerbringung
• Erbringung des Services gema¨ß der spezifizierten Anforderungen
Im Falle der Nutzung mehrerer Kana¨le ist es zusa¨tzlich notwendig, dass der Service Provider
entsprechend der Spezifikation des Service Users seinen Service auf dem jeweiligen Service-
Kanal erbringt. Dazu mu¨ssen folgende Zwischenschritte durchgefu¨hrt werden:
• Auswertung des RadioFreq-Attributs aus der Service-Request-Nachricht eines Service
Users
• Umschalten des Service Radios auf den spezifizierten Service-Kanal fu¨r die gewu¨nsch-
te Dauer der Serviceerbringung
• Umschalten des Service Radios nach Ablauf der Service-Dauer auf einen beliebigen
Kanal
Wie bereits diskutiert, wird davon ausgegangen, dass der Austausch von Beacons zur
Ermo¨glichung von Detektion und zur Vermeidung potenzieller Kollisionen eine hohe Prio-
rita¨t besitzt. Demnach ist das unmittelbare Umschalten des Service Providers zur Ser-
viceerbringung auf dem definierten Kanal erforderlich. Auch wenn dabei Informationen
verloren gehen, die auf einem anderen Service-Kanal bereitgestellt werden. Nichtsdesto-
trotz kann davon ausgegangen werden, dass in einzelnen Situationen fu¨r den Service Pro-
vider Informationen, z.B. u¨ber eine Vollbremsung in unmittelbarer Na¨he, wichtiger sind,
als eine Service-Anfrage zu beantworten. In diesem Fall kann eine dynamische Priorisie-
rung stattfinden, auf deren Basis entschieden wird, ob ein Umschalten des Service Radios
vorgenommen werden soll oder nicht. Auch eine globale Priorita¨tenliste ist denkbar, in
der feste Priorita¨ten fu¨r einen Nachrichtentyp oder eine bestimmte Applikation festgelegt
werden. Da aber die Beacon-Nachrichten mit ho¨chster Priorita¨t behandelt werden, liegt
die Definition dieser Priorita¨ten nicht im Fokus der vorliegenden Arbeit.
6.2 Mehrkanal Beacon Forwarding Service
Wie bereits in Kapitel 4 definiert, soll der Beacon Forwarding Service in erster Linie dazu
dienen, Beacons, die vom Service User erwartet wurden, aber aufgrund von Interferenzen
nicht u¨bermittelt werden konnten, bei den entsprechenden Service Providern anzufragen.
Dafu¨r nutzt BFS anhand eines Broadcasts der Service-Request-Nachricht alle sich im de-
finierten Radius befindenden Fahrzeuge, die eine Weiterleitung der angefragten Beacons
vornehmen ko¨nnen. Auf dieser Grundlage profitiert der Service User von der steigenden
Anzahl an Nachbarfahrzeugen. Werden allerdings bei hoher Fahrzeugdichte von jedem
potenziellen Service Provider u¨ber eine la¨ngere Dauer mit einer hohen Frequenz Beacons
weitergeleitet, so wird eine hohe Last auf dem Kommunikationskanal generiert. Aus diesem
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Grund wird BFS als Einmalservice definiert, der lediglich eine Weiterleitung der angefrag-
ten Beacons vornimmt. Somit wird, wie in Kapitel 4 definiert, die Service-Dauer und das
Service-Intervall auf den Wert 0 gesetzt. Bei der Nutzung von mehreren Kana¨len ist es
notwendig, die jeweiligen Kommunikationspartner zeitlich auf einen entsprechen Kommu-
nikationskanal zu synchronisieren. Der Ablauf der Mehrkanal-BFS-Variante wird demnach
wie folgt spezifiziert und am Beispiel des Szenarios aus Abbildung 4.7 dargestellt:
• Alle Fahrzeuge senden periodisch Beacon-Broadcasts mit einer Wiederholfrequenz
von 2 Hz aus.
• Jeder Empfa¨nger (hier SU) speichert die empfangenen Beacons inklusive der Sender-
IDs und der ValidityTime in einer sogenannten Nachbarschaftstabelle ab.
• La¨uft die ValidityTime eines Beacons ab, so erwartet SU ein weiteres Beacon der
entsprechenden Sender. Wird dieses Update nicht empfangen, so wird dies als Paket-
verlust gewertet. In unserem Beispiel wu¨rde dies dem Fall entsprechen, in dem S1 und
S2 gleichzeitig auf den Kanal zugreifen. Dadurch entsteht eine Hidden-Node-Situation
fu¨r SU.
• Zwischenzeitlich wa¨hlt SU auf Basis von definierten Kriterien einen Service-Kanal
aus, auf dem er den zu erbringenden Service erwartet (hier z.B. SCH2).
• SU sendet auf dem CCH eine Service-Request-Nachricht mit den IDs S1 und S2 an
alle seine Nachbarn (hier an die Service Provider mit der ID SP1 und SP2) und
spezifiziert den Service-Typ der Service-Request-Nachricht als BFS. Das RadioFreq
Attribut wird mit der Frequenz des SCH2 belegt.
• Nach dem Aussenden der Service-Anfrage schaltet SU sein Service Radio auf den
SCH2 um und wartet auf die entsprechenden Beacon-Weiterleitungen.
• Die Nachbarn SP1 und SP2, die nicht von der Hidden-Node-Situation betroffen waren
und somit die Beacons von S1 und S2 empfangen konnten, schalten ihr Service Radio
ebenfalls auf den SCH2 und leiten im na¨chsten Schritt die angefragten Beacons an
SU weiter.
• Ist die einmalige Weiterleitung erfolgt, so steht es in der Entscheidungsgewalt des
Service Providers, ob er das Service Radio weiterhin auf dem SCH2 belassen will,
oder z.B. aufgrund anderer Service-Anfragen oder Service-Bereitstellungen das Radio
auf einen anderen Kanal umschaltet.
• SU hingegen bela¨sst sein Service Radio fu¨r eine Mindestdauer auf dem spezifizier-
ten Service-Kanal. Dies ist notwendig, da man die Roundtrip-Zeiten im Netzwerk
beru¨cksichtigen muss, um alle potenziellen Beacon-Weiterleitungen zu empfangen.
• Nach Ablauf der Mindestdauer kann auch SU entscheiden, welcher Service-Kanal als
na¨chster genutzt werden soll.
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Aufgrund der kurzen Zeiten der Service-Erbringung wird der Service Provider nur mini-
mal in den Prozess eingebunden. Die durch den Einsatz von mehreren Kana¨len erzielten
Ergebnisse werden in den folgenden Absa¨tzen dargestellt.
Evaluierung
Zur Evaluierung der Beacon-Forwarding-Strategie auf mehreren Kana¨len wird im Folgen-
den wieder der Informationsdurchsatz unter Beru¨cksichtigung der Betrachtungsradien von
100 m, 200 m und 300 m analysiert. Die Gu¨te des Services wird zum einen auf dem
zum CCH direkt benachbarten Kanal SCH2 (BFS-SCH2) als auch auf dem zum CCH
nicht direkt benachbarten Kanal SCH1 (BFS-SCH1) evaluiert. Anhand der angepassten
Simulationsumgebung zur Mehrkanalnutzung konnte die gegenseitige Beeinflussung der
Nachbarkana¨le bei gleichzeitigem Sende- bzw. Empfangsvorgang abgebildet werden. Als
Referenzwerte dienen diesmal sowohl die Ergebnisse der statischen Beacon-Wiederholrate
mit einer Frequenz von 2 Hz als auch die erzielten Ergebnisse des serviceorientierten Be-
aconings als Einkanal-Version (BFS-CCH). Wie zuvor wird als Metrik entsprechend die
Awareness-Qualita¨t und die verursachte Kanallast pro Sekunde verwendet.
Evaluierung des BFS fu¨r einen Betrachtungsradius von 100 m
Abbildung 6.2 zeigt die Evaluierungsergebnisse fu¨r den Beacon Forwarding Service mit ei-
nem angenommenen Betrachtungsradius von 100 m. Wie bereits diskutiert, sinkt bei dem
statischen Beaconing-Ansatz und bei der BFS-CCH-Variante die Awareness-Qualita¨t mit
der steigenden Anzahl an Fahrzeugen. Hierbei ist beim statischen Beaconing ein Abfall der
Awareness-Qualita¨t von urspru¨nglich ca. 90% bei 100 Fahrzeugen auf ≤ 60% bei 300 Fahr-
zeugen festzustellen. Bei der BFS-CCH-Variante ist trotz einer Verbesserung auf ≥ 90%
bei 100 Fahrzeugen ein Performanceabfall auf ≤ 80% bei 300 Fahrzeugen zu beobachten.
Nichtsdestotrotz kann durch den serviceorientierten Ansatz gerade bei hohen Fahrzeugdich-
ten eine deutliche Optimierung erreicht werden. Betrachtet man die Mehrkanal-Varianten
BFS-SCH2 und BFS-SCH1, so ist zu erkennen, dass erstmalig auch fu¨r eine Fahrzeugdich-
te von 300 Fahrzeugen eine Awareness-Qualita¨t von ≈ 90% erzielt werden kann. In der
Awareness-Qualita¨t ist lediglich ein Unterschied von ≈ 5% zwischen einer Fahrzeugdichte
von 100 zu 300 Fahrzeugen zu verzeichnen, was ein u¨beraus zufriedenstellendes Ergebnis
bedeutet. Es kann weiterhin gezeigt werden, dass zwischen den beiden Ana¨tzen BFS-SCH1
und BFS-SCH2 so gut wie kein Unterschied in Bezug auf die erzielte Awareness-Qualita¨t
zu erkennen ist.
Abbildung 6.3 stellt die von den einzelnen Ansa¨tzen generierte Anzahl an Service-
Request-Nachrichten und die damit verbundene Anzahl an Beacon-Weiterleitungen dar.
Es wird gezeigt, dass sowohl fu¨r BFS-SCH2 als auch BFS-SCH1 ein niedriger Nachrich-
tenaufwand entsteht. Die Nachrichten steigen - a¨hnlich der BFS-CCH-Variante (siehe Ab-
bildung 4.9) - nur leicht bei steigender Fahrzeugdichte an. Des Weiteren ist hinsichtlich
der Nachrichtenanzahl der Ansa¨tze BFS-SCH2 und BFS-SCH1 kein nennenswerter Un-
terschied zu erkennen. In diesem speziellen Fall entspricht sogar die Anzahl der Service-





























































Abbildung 6.3: Nachrichtenanzahl: BFS
Mehrkanal-Variante (Radius=100m)
Requests der Anzahl der Beacon-Weiterleitungen. Aus diesen Ergebnissen wird deutlich,
dass die auf dem CCH generierte Kanallast, die bei BFS-CCH durch die zusa¨tzlichen
Beacon-Weiterleitungen verursacht wird, bereits zu hoch ist. Im Gegensatz dazu kann die
Verteilung der Last auf mehrere Kana¨le eine Verbesserung erzielen. Weiterhin ist bei ge-
ringem Kommunikationsaufwand keine nennenswerte Beeinflussung des SCH2 seitens des
CCH durch Nebensprechen (ACI) zu beobachten. Wie bereits gezeigt, nimmt der Effekt
von ACI auf dem SCH2 mit sinkender Kanallast auf dem CCH ab. Somit scheint die hier
auf dem CCH verursachte Kommunikationslast keinen negativen Einfluss auf den SCH2 zu
haben.
Evaluierung des BFS fu¨r einen Betrachtungsradius von 200 m
Die Abbildung 6.4 zeigt die Evaluierungsergebnisse fu¨r den Beacon Forwarding Service mit
einem angenommenen Betrachtungsradius von 200 m. Auf dieser Entfernung ist ein deut-
licher Abfall der Awareness-Qualita¨t beim statischen Beaconing-Ansatz von urspru¨nglich
≈ 80% bei 100 Fahrzeugen auf 25% bei 300 Fahrzeugen zu erkennen. Im Vergleich da-
zu liefert die BFS-CCH-Variante eine signifikante Verbesserung fu¨r die Fahrzeugdichte bis
zu 250 Fahrzeugen. Wie allerdings zu sehen ist, sind die vom BFS-CCH-Ansatz erzielten
Ergebnisse nicht durchga¨ngig konstant und fallen fu¨r 250 und 300 Fahrzeuge deutlich ab.
Vergleicht man hingegen die von der BFS-SCH2 Variante erzielten Werte, so kann wie-
derum eine signifikate Erho¨hung der Awareness-Qualita¨t auf ≈ 80% bei 300 Fahrzeugen
erzielt werden. Weiterhin kann eine nochmalige Verbesserung um 5% durch den Einsatz
von BFS-SCH1 erreicht werden.
Die in Abbildung 6.5 dargestellte Kanallast la¨sst erkennen, dass im Falle von BFS-
SCH2 etwas mehr Service-Requests bei hohen Fahrzeugdichten im Vergleich zu BFS-SCH1
versendet werden. Dies fu¨hrt dazu, dass bei einer erho¨hten Anzahl an potenziellen Service
Providern (im Vergleich zum Betrachtungsradius von 100 m) eine verha¨ltnisma¨ßig hohe An-





























































Abbildung 6.5: Nachrichtenanzahl: BFS
Mehrkanal-Variante (Radius=200m)
zahl an Beacon-Weiterleitungen bei der BFS-SCH2-Variante im Vergleich zur BFS-SCH1-
Variante generiert werden. Wie gezeigt, wird trotzdem im Falle BFS-SCH2 eine geringere
Awareness-Qualita¨t erreicht als bei BFS-SCH1. Es kann davon ausgegangen werden, dass
im Hinblick auf die erho¨hte Distanz die Wahrscheinlichkeit fu¨r einen Paketverlust auf SCH2
ho¨her ist als SCH1. Dieses kann wiederum auf eine Kombination des ACI-Effektes und auf
Signalinterferenzen innerhalb des SCH2 zuru¨ckgefu¨hrt werden. Ersteres wird durch die ge-
stiegene Kommunikationslast auf dem CCH verursacht; letzteres ist dagegen auf die hohe
Anzahl der Beacon-Weiterleitungen zuru¨ckzufu¨hren.
Evaluierung des BFS fu¨r einen Betrachtungsradius von 300 m
Die Evaluierungsergebnisse fu¨r den Betrachtungsradius von 300 m werden in Abbildung 6.6
dargestellt. Es ist zu erkennen, dass durch die BFS-CCH-Variante im Vergleich zum stati-
schen Beaconing-Ansatz bei den Fahrzeugdichten bis zu 200 Fahrzeugen eine Verbesserung
der Awareness-Qualita¨t zu erzielen ist. Allerdings fa¨llt die Performance von BFS-CCH ab
250 Fahrzeugen deutlich ab und sinkt sogar unter den Wert des statischen Beaconings.
Dieser Effekt ist durch den Einsatz der Mehrkanal-Varianten wieder aufzuheben. Hierbei
liefert die BFS-SCH2-Variante fu¨r 250 Fahrzeuge wieder eine signifikante Verbesserung,
fa¨llt aber bei 300 Fahrzeugen auf etwa den gleichen Wert wie das statische Beaconing. Es
ist zum ersten Mal ein signifikanter Unterschied zwischen den beiden Mehrkanal-Varianten
zu erkennen. Im Speziellen kann durch den Einsatz der BFS-SCH1-Variante eine deutliche
Verbesserung um ≈ 50% fu¨r 300 Fahrzeuge erreicht werden. Hierbei wird eine Awareness-
Qualita¨t von > 60% erzielt. Auch bei einer Fahrzeugdichte von 250 Fahrzeugen ergibt sich
eine Verbesserung von ≈ 30%. Im Falle des Betrachtungsradius von 300 m scheint die
BFS-SCH1 Variante besonders gut geeignet zu sein. Vor allem bei einer Fahrzeugdichte
von bis zu 250 Fahrzeugen ergibt sich durchga¨ngig eine Awareness-Qualita¨t von ≥ 90%,
die, verglichen mit BFS-CCH und dem statischen Beaconing-Ansatz, eine Verbesserung





























































Abbildung 6.7: Nachrichtenanzahl: BFS
Mehrkanal-Variante (Radius=300m)
der Awareness-Qualita¨t von 75% bedeutet.
Betrachtet man die in Abbildung 6.7 aufgefu¨hrte Nachrichtenmenge, so ist erkenn-
bar, dass deutliche Unterschiede sowohl in Bezug auf die Anzahl an Service-Requests als
auch auf die Anzahl der Beacon-Weiterleitungen zwischen den zwei Mehrkanal-Varianten
existieren. Aufgrund des signifikanten Anstiegs der Service-Request-Nachrichten ist beim
BFS-SCH2 auch eine hohe Anzahl an Beacon-Weiterleitungen zu erkennen. Diese liegt weit
u¨ber der Zahl der BFS-SCH1-Variante. Es ist außerdem zu beobachten, dass trotz der wei-
ter steigenden Anzahl an Service Requests bei einer Fahrzeugdichte von 300 Fahrzeugen
die Anzahl der Beacon-Weiterleitungen - relativ betrachtet - wieder abnimmt. Dies kann,
wie bereits bei der BFS-CCH-Variante diskutiert (siehe 4.11 und 4.13), auf die steigende
Signalinterferenz auf den CCH zuru¨ckgefu¨hrt werden.
Ein weiterer Effekt, der zu dem drastischen Abfall der Awareness-Qualita¨t fu¨r BFS-
SCH2 fu¨hrt, ist die steigende Entfernung der Service Provider und die relativ schwache
TXpower von 5 dBm auf dem SCH2. Wie erwa¨hnt, ist bei dieser Sendeleistung die Kommu-
nikationsdistanz auf ca. 270 m eingeschra¨nkt. Leiten Service Provider, die sich ungefa¨hr in
dieser Distanz zum Service User befinden, ein Beacon weiter, so kann dieses leicht aufgrund
des Kanalrauschens nicht mehr empfangen werden. Ein weiterer Effekt ist die erho¨hte An-
zahl der Hidden-Node-Situationen, die gerade bei kleinen Kommunikationsreichweiten zu-
nehmen. Obwohl der BFS-SCH2 im Vergleich zum BFS-CCH eine Verbesserung darstellt,
ist dieser nur eingeschra¨nkt fu¨r den Betrachtungsradius von 300 m einsetzbar. Wobei diese
Lu¨cke durch den BFS-SCH1 geschlossen werden kann.
6.3 Mehrkanal Beacon Rate Control Service
Der Beacon Rate Control Service ist zur Steuerung der Beacon-Wiederholrate ausgewa¨hl-
ter Nachbarfahrzeug vorgesehen. Er ist in Situationen von besonderem Interesse, in denen
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eine hohe Kollisionswahrscheinlichkeit besteht. Somit wird fu¨r BRCS auch ein unmittelba-
rer Betrachtungsradius von 100 m angenommen. Zur Adressierung der Fahrzeuge wird ein
Unicast- bzw. Multicast-Prinzip verwendet. Hierbei dienen ausschließlich die adressierten
potenziellen Kollisionspartner als Service Provider und nicht - wie bei der BFS-Variante
- alle sich in der Umgebung befindenden Fahrzeuge. Es ist wichtig, dass von den identifi-
zierten Kollisionspartnern Informationen mit hoher Aktualita¨t erhalten werden, damit auf
dieser Basis dem Fahrer Ausweichmano¨ver oder a¨hnliches vorschlagen werden kann. Somit
ist es notwendig, dass die Beacons der mo¨glichen Kollisionspartner wa¨hrend der Zeitdauer
der kritischen Situation mit einem entsprechenden Intervall versendet werden. Im Gegen-
satz zur BFS-Variante ist demnach die Service-Dauer und das Service-Intervall variabel und
kann vom Service User definiert werden. Analog zur BFS-Mehrkanal-Variante steht auch
bei der Nutzung von mehreren Kana¨len bei BRCS die Frage der zeitlichen Synchronisation
auf einen entsprechenden Kanal an vorderster Stelle. Der Ablauf der BRCS-Mehrkanal-
Variante wird demnach wie folgt definiert:
• Alle Fahrzeuge senden periodische Beacon Broadcasts mit einer Wiederholfrequenz
von 2 Hz aus.
• Jeder SU (also jeder Empfa¨nger) berechnet zyklisch die Kollisionswahrscheinlich-
keit in Bezug auf seine Nachbarfahrzeuge. U¨bersteigt die Kollisionswahrscheinlich-
keit einen gewissen Schwellenwert, so soll bei den identifizierten Kollisionspartnern
ein ho¨heres Service-Intervall angefragt werden.
• Auf Basis der vorhergehenden Beobachtungen der einzelnen zur Verfu¨gung stehenden
Kana¨le spezifiziert SU den entsprechenden Service-Kanal in der Service-Request-
Nachricht, auf dem der Service vom Service Provider erbracht werden soll.
• Dieser Service-Request von SU wird dann unter Angabe der Beacon-Wiederholrate,
der Service-Dauer und der ID des potenziellen Kollisionspartners (also Service Pro-
viders) versendet. Die Service-Request-Nachricht wird analog zur BFS-Mehrkanal-
Variante stets auf dem CCH verbreitet, da alle Fahrzeuge verpflichtet sind, diesen
Kanal durchga¨ngig abzuho¨ren.
• Werden mehrere mo¨gliche Kollisionspartner identifiziert, so wird eine Multicast Ser-
vice-Request-Nachricht generiert, in der eine Liste von Service-Provider-IDs u¨berge-
ben wird.
• Nach dem Versenden der Service-Request-Nachricht schaltet der Service User sein
Service Radio auf den vorher definierten Service-Kanal und wartet fu¨r die definierte
Service-Dauer auf die Erbringung des Services.
• Empfa¨ngt ein Fahrzeug die Service-Request-Nachricht, so wird nach der positiven
Auswertung des Service-Typs und der angefragten SP-IDs das Service Radio auf
den gewu¨nschten Kanal umgeschaltet und eigene Beacons werden mit der angefor-
derten Service-Wiederholrate versendet. Nach Ablauf der Service-Dauer wird wieder


























BRCS- CCH: U-rate 1000; Duration 1000
Service-update-rate 500; Duration 500
Service-update-rate 1000; Duration 1000
Service-update-rate 500; Duration 1000



























BRCS- CCH: U-rate 1000; Duration 1000
Service-update-rate 500; Duration 500
Service-update-rate 1000; Duration 1000
Service-update-rate 500; Duration 1000
Abbildung 6.9: SafetyRisk: BRCS-SCH1-
Variante (Service-Beacon-Rate=10Hz)
die Standard-Beacon-Rate von 2 Hz eingestellt. Außerdem kann SP des Weiteren
entscheiden, auf welchen Kanal er das Service Radio als Na¨chstes umschalten will.
• Auch SU kann nach Ablauf der Service-Dauer entscheiden, auf welchen Service-Kanal
als Na¨chstes umgeschaltet werden soll. Besteht allerdings nach Ablauf der Service-
Dauer weiterhin eine potenzielle Kollisionsgefahr mit den identifizierten Fahrzeugen,
so wird die Service-Anfrage von SU erneut gestellt.
Im Gegensatz zur BFS-Variante generiert BRCS eine u¨ber die Service-Dauer kontinuier-
liche Belastung auf dem Kommunikationskanal. Diese Belastung kann allerdings wieder
relativiert werden, da die Menge an Service Providern beschra¨nkt ist.
Evaluierung
Zur Beurteilung der Gu¨te des Beacon Rate Control Services wird analog zu Kapitel 4 eine
Service-Beacon-Wiederholrate von 4 Hz und 10 Hz betrachtet. Zusa¨tzlich wird die Dau-
er der Serviceerbringung und des Service-Request-Intervalls jeweils zwischen 500 ms und
1000 ms variiert. Wie auch fu¨r den Beacon Forwarding Service werden die beiden Service-
Kana¨le SCH2 und SCH1 genutzt. Entsprechend werden die Ergebnisse in den Abbildungen
anhand der Ergebnisgraphen BRCS-CCH, BRCS-SCH2 und BRCS-SCH1 dargestellt. Als
Referenzwert zur Beurteilung der Performance der jeweiligen Varianten dienen wiederum
das Ergebnis des 2Hz-Beaconing-Ansatzes wie auch die erzielten Ergebnisse der BRCS-
CCH-Variante. Wie bereits in Kapitel 4 wird als Metrik die SafetyRisk und die verursachte
Kanallast pro Sekunde verwendet.
Evaluierung des BRCS fu¨r eine Service-Beacon-Wiederholrate von 10 Hz
Zuna¨chst werden die Ergebnisse fu¨r die Service-Beacon-Wiederholrate von 10 Hz betrach-
tet. Abbildung 6.8 stellt die Evaluierungsergebnisse fu¨r die BRCS-SCH2-Variante dar.

































U-rate 500; Duration 500; Requets
U-rate 500; Duration 500; Service-Beacons
U-rate 1000; Duration 1000; Requets
U-rate 1000; Duration 1000; Service-Beacons
U-rate 500; Duration 1000; Requets




































U-rate 500; Duration 500; Requets
U-rate 500; Duration 500; Service-Beacons
U-rate 1000; Duration 1000; Requets
U-rate 1000; Duration 1000; Service-Beacons
U-rate 500; Duration 1000; Requets




Es zeigt sich, dass im Gegensatz zu der BRCS-CCH-Variante hier kontinuierlich besse-
re Ergebnisse als mit dem statischen Beaconing-Ansatz erzielt werden. Insbesondere fa¨llt
auf, dass bei der niedrigen Fahrzeugdichte von 100 Fahrzeugen eine Verbesserung der Sa-
fetyRisk auf 100 ms erzielt wird. Dies gilt im gleichen Maße fu¨r die Performance der
BRCS-SCH1-Variante (siehe Abbildung 6.9), welche den nicht direkt benachbarten Ka-
nal zum CCH nutzt. Vergleicht man die Ergebnisse bei hohen Fahrzeugdichten von 300
Fahrzeugen, so kann man feststellen, dass bei der BRCS-SCH2-Variante in Abha¨ngigkeit
der Parametrisierung eine SafetyRisk zwischen 300 und 350 ms erzielt wird. Analog zu
dem BRCS-CCH-Ansatz bietet die Konfiguration mit einem Service-Request-Intervall und
einer Service-Dauer von 1000 ms die besten Ergebnisse. Bei einer Konfiguration mit einem
Service-Request-Intervall von 500 ms und einer Service-Dauer von 1000 ms werden ver-
gleichsweise die schlechtesten Werte fu¨r die SafetyRisk erzielt. Im Gegensatz dazu ist bei
dem BRCS-SCH1 zwischen den einzelnen Parametrisierungen kein nennenswerter Unter-
schied festzustellen. Alle drei Konfigurationen erreichen eine SafetyRisk von ≈ 250 ms, die
etwas besser ist als bei der BRCS-SCH2-Variante.
Abbildungen 6.10 und 6.11 zeigen die entsprechende Anzahl von Nachrichten, die durch
die jeweiligen Service-Varianten generiert werden. Grundsa¨tzlich ist zwischen BRCS-SCH2
und BRCS-SCH1 kein signifikanter Unterschied zu erkennen. Es ist lediglich zu sehen, dass
bezu¨glich der Service-Beacons die BRSC-SCH1-Variante bei den entsprechenden Konfigu-
rationen stets etwas ho¨her liegt als die BRCS-SCH2-Variante. Im allgemeinen wird deut-
lich, dass bei beiden Varianten die Service Beacons ein hohe Kommunikationslast auf den
Service-Kana¨len generieren. Obwohl sich die Nachrichtenanzahl nicht merklich voneinan-
der unterscheidet, ist trotzdem eine bessere Performance bei der BRCS-SCH1-Variante zu
verzeichnen. Auch hier kann die schlechtere Performance auf dem SCH2 sowohl auf den
entstehenden ACI-Effekt wie auch auf die verringerte Sendeleistung zuru¨ckgefu¨hrt werden.


























BRCS- CCH: U-rate 1000; Duration 1000
Service-update-rate 500; Duration 500
Service-update-rate 1000; Duration 1000
Service-update-rate 500; Duration 1000



























BRCS- CCH: U-rate 1000; Duration 1000
Service-update-rate 500; Duration 500
Service-update-rate 1000; Duration 1000
Service-update-rate 500; Duration 1000
Abbildung 6.13: SafetyRisk: BRCS-SCH1-
Variante (Service-Beacon-Rate=4Hz)
Evaluierung des BRCS fu¨r eine Service-Beacon-Wiederholrate von 4 Hz
Die Abbildungen 6.12 und 6.13 stellen die Evaluierungsergebnisse fu¨r die beiden BRCS-
Mehrkanal-Varianten unter Nutzung einer Service-Beacon-Wiederholrate von 4 Hz dar. Es
zeigt sich, dass sowohl die Ergebnisse fu¨r BRCS-SCH2 (siehe 6.12) als auch fu¨r BRCS-
SCH1 (siehe Abbildung 6.13) eine deutliche Verbesserung in Relation zum statischen Bea-
coning liefern. Diese betra¨gt in etwa 100 ms bis 150 ms. Weiterhin erzielen die Mehrkanal-
Varianten speziell bei ho¨heren Fahrzeugdichten ab 200 Fahrzeugen eine signifikante Verbes-
serung der SafetyRisk gegenu¨ber der BRCS-CCH-Variante. Im Unterschied zu BRCS-SCH2
kann durch die Nutzung des SCH1 in der BRCS-SCH1 sogar eine SafetyRisk von 250 ms fu¨r
300 Fahrzeuge erzielt werden. Wie bereits bei der BRCS-CCH Variante in Abbildung 4.16
dargestellt, liefert auch hier die Konfiguration mit einem Service-Request-Intervall und ei-
ner Service-Dauer von 500 ms etwas schlechtere Ergebnisse als die Konfigurationen der
restlichen Parametrisierungen.
Betrachtet man die in Abbildung 6.14 und 6.15 dargestellte Nachrichtenanzahl der ent-
sprechenden Service-Varianten, so wird deutlich, dass im Vergleich mit der 10Hz-Service-
Beacon-Wiederholrate deutlich weniger Nachrichten auf den Kommunikationskana¨len ge-
neriert werden. Speziell die Anzahl der Service Beacons auf den Service-Kana¨len kann
hier signifikant reduziert werden, wobei die Anzahl der Service-Request-Nachrichten gleich
bleibt. In diesem Zusammenhang merkt man auch einen geringfu¨gigen Einfluss der redu-
zierten Sendeleistung auf dem SCH2 und dessen direkte Nachbarschaft zum CCH.

































U-rate 500; Duration 500; Requets
U-rate 500; Duration 500; Service-Beacons
U-rate 1000; Duration 1000; Requets
U-rate 1000; Duration 1000; Service-Beacons
U-rate 500; Duration 1000; Requets
U-rate 500; Duration 1000; Service-Beacons


































U-rate 500; Duration 500; Requets
U-rate 500; Duration 500; Service-Beacons
U-rate 1000; Duration 1000; Requets
U-rate 1000; Duration 1000; Service-Beacons
U-rate 500; Duration 1000; Requets
U-rate 500; Duration 1000; Service-Beacons
Abbildung 6.15: Nachrichtenanzahl: BRCS-
SCH1-Variante (Service-Beacon-Rate=4Hz)
6.4 Zusammenfassung
In diesem Kapitel wurde der serviceorientierte Mehrkanal-Beaconing-Ansatz vorgestellt,
welcher die in Kapitel 4 diskutierte Einkanal-Variante erweitert. Durch diese Erweiterung
ist es mo¨glich, die Erbringung des jeweiligen Services und somit das Versenden von Service-
Beacons auf dedizierte Kommunikationskana¨le auszulagern. Auf diese Kana¨le ko¨nnen dann
adressierte und an dem Service interessierte Fahrzeuge ihre Funkradios einstellen. Ist ein
Fahrzeug an den Inhalten nicht interessiert, so kann es auf einem anderen Kanal senden
und ho¨ren. Dadurch wird neben der Lastverteilung auch der globale Nutzen im Netzwerk
erho¨ht. Im Speziellen wurden der definierte Beacon Forwarding Service und der Beacon
Rate Conrol Service jeweils auf den Kana¨len SCH2 und SCH1 betrachtet. Hierbei bildet der
SCH2 einen direkt benachbarten Kanal zum CCH und muss aufgrund der Untersuchungen
in Kapitel 5 mit reduzierter Sendeleistung betrieben werden. Der SCH1 ist nicht direkt zum
CCH benachbart und kann mit gleicher Sendeleistung wie der CCH betrieben werden.
Alle untersuchten Mehrkanal-Varianten wiesen deutliche Verbesserungen im Hinblick
auf die Kriterien des Informationsdurchsatzes und der Skalierbarkeit im Vergleich zur
Einkanal-Variante auf. Die qualitative Beurteilung der Ansa¨tze in Tabelle 7.1 zeigt, dass
der BFS innerhalb eines Betrachtungsradius von 200 m sowohl fu¨r die BFS-SCH1- als auch
die BFS-SCH2-Varianten zufriedenstellende Ergebnisse liefert, obwohl bei BFS-SCH2 eine
etwas ho¨here Last auf dem Service-Kanal generiert wird. Die durch die Service-Request-
Nachrichten erzeugte Last auf dem CCH ist im Hinblick auf die Kompatibilita¨t noch als
zufriedenstellend einzustufen. Die Ergebnisse fu¨r den Betrachtungsradius von 300 m las-
sen allerdings einen deutlichen Unterschied zwischen BFS-SCH1 und BFS-SCH2 erkennen.
Wa¨hrend BFS-SCH1 noch akzeptable Werte im Hinblick auf den Informationsdurchsatz,
die Skalierbarkeit und die Kompatibilita¨t liefert, ist der BFS-SCH2 fu¨r diesen Batrach-
tungsradius nicht mehr geeignet.
Auch die Mehrkanal-Varianten des BRCS erzielen im Vergleich zur Einkanal-Variante
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Nutzen Nutzen Informations- Skalierbar- Kompatibi-
(lokal) (global) durchsatz keit lita¨t
BFS-SCH1-100 + + + + +
BFS-SCH2-100 + + + + +
BFS-SCH1-200 + + + + +
BFS-SCH2-200 + + + + +
BFS-SCH1-300 + + + o o
BFS-SCH2-300 + + o - -
BRCS-SCH1-4Hz + + + + +
BRCS-SCH2-4Hz + + + + +
BRCS-SCH1-10Hz + + + + -
BRCS-SCH2-10Hz + + + o -
Tabelle 6.1: Beurteilung der Mehrkanal-Beaconing-Ansa¨tze auf Basis der definierten An-
forderungen
deutlich bessere Ergebnisse. Es wurde verdeutlicht, dass die Ergebnisse fu¨r eine Service-
Beacon-Wiederholrate von 4 Hz a¨hnlich gute Ergebnisse fu¨r die Mehrkanal-Varianten lie-
fern wie eine 10Hz-Wiederholrate. Letztere kann sogar bei einer Fahrzeugdichte von bis zu
200 Fahrzeugen leichte Verbesserungen erzielen. Allerdings sollte diese aufgrund der hohen
generierten Nachrichtenanzahl an Service-Beacons nicht bei hohen Fahrzeugdichten ver-
wendet werden. Hier ist eher eine Service-Beacon-Wiederholrate von 4 Hz zu empfehlen.
Da auch bei dieser Konfiguration keine relevanten Unterschiede zwischen BRSC-SCH2 und
BRSC-SCH1 zu erkennen sind, ko¨nnen beide Varianten gleichermaßen angewendet werden.
Zusammenfassend konnte gezeigt werden, dass durch den situationsadaptiven Beaconing-
Ansatz unter Nutzung von mehreren Kommunikationskana¨len trotz einer relativ niedrigen
Standard-Beacon-Wiederholrate von 2 Hz, eine deutliche Verbesserung im Hinblick auf
die Erreichung der Anforderungen kooperativer Sicherheitsanwendungen ermo¨glicht wird.
Dies gilt sowohl in der Kollisionserkennungs- als auch in der Kollisionsvermeidungsphase.
Lediglich in Bezug auf den Betrachtungsradius von 300 m in der Kollisionserkennungs-
phase konnten keine durchga¨ngig zufriedenstellenden Ergebnisse erzielt werden. Dies ist
in erster Linie darauf zuru¨ckzufu¨hren, dass in den bisher betrachteten Simulationsszena-
rien die Kenntnis u¨ber alle sich in diesem Radius befindlichen Fahrzeuge gefordert war.
Somit war es nicht mo¨glich, einzelne Fahrzeuge aus der Betrachtung auszuschließen, die
grundsa¨tzlich keine Kollisionsgefahr darstellen, da sie sich z.B. von dem Betrachtungsfahr-
zeug wegbewegen. Um eine solche Selektivita¨t zu erreichen, ist ein Konzept zur zuverla¨ssi-
gen Berechnung der Kollisionswahrscheinlichkeit notwendig. Ist dieses gegeben, kann auch
eine korrekte Identifizierung der Fahrzeuge vorgenommen werden, die tatsa¨chlich als po-
tenzielle Kollisionspartner betrachtet werden. Dies fu¨hrt zu einer reduzierten Nachfrage im
Beacon Forwarding Service und die Interferenzen auf dem Kommunikationskanal sinken.
Die Evaluierung des Beacon Forwarding Services auf der Basis der Idee einer erho¨hten
Selektivita¨t wird in dem folgenden Kapitel vorgenommen.




Die Evaluierung des serviceorientierten Beaconing-Ansatzes hat gezeigt, dass eine deut-
liche Verbesserung im Hinblick auf den Informationsdurchsatz erzielt werden kann. Dies
wird ermo¨glicht indem das Aussenden von Beacons durch aktives Nachfragen in Abha¨ngig-
keit des Nutzens gesteuert wird. Somit kann jedes Fahrzeug, welches an den Positions-
bzw. Zustandsinformationen eines Nachbarfahrzeugs interessiert ist, anhand einer Service-
Request-Nachricht das erneute Senden oder das Weiterleiten von Beacons bei seinen Nach-
barn initiieren.
Die Ergebnisse zeigen allerdings, dass in Situationen, in denen eine hohe Anzahl an zu
beobachtenden Fahrzeugen existiert, auch die Menge an Service-Requests zunimmt und
Last auf dem Kommunikationskanal verursacht wird. Dieses wirkt sich wiederum negativ
auf die Zuverla¨ssigkeit einer Nachrichtenu¨bertragung aus und verringert den gewu¨nschten
Informationsdurchsatz. Dieses trifft vor allem zu, wenn der Betrachtungsradius des Be-
acon Forwarding Services steigt und gleichzeitig die Fahrzeugdichte zunimmt. In solchen
Situationen nimmt trotz der Lastverteilung auf die Kana¨le SCH2 und SCH1 die Awareness-
Qualita¨t ab.
Um das zu verhindern, wa¨re es sinnvoll zu wissen, mit welchen Fahrzeugen in unmittel-
barer Zukunft grundsa¨tzlich keine Kollisionsgefahr besteht, um diese aus der Menge der zu
beobachtenden Fahrzeuge zu eliminieren. Wa¨re die Umsetzung einer solchen Selektivita¨t
mo¨glich, so wa¨re es nicht mehr notwendig, durchga¨ngig alle Beacon-Informationen jedes
Nachbarn zu erhalten bzw. anzufragen. Typische Szenarien wa¨ren beispielsweise die Fa¨lle,
in denen ein beobachtetes Fahrzeug u¨ber eine Bru¨cke fa¨hrt, fru¨hzeitig abbiegt oder an ei-
ner Ampel stehen bleibt und somit die Fahrspur des Beobachters nicht kreuzen wu¨rde. Des
Weiteren ko¨nnte man die Selektivita¨t auf der Basis von Ausschlussverfahren erho¨hen, die
z.B. besagen, dass die Kollisionswahrscheinlichkeit zwischen zwei Fahrzeugen, die durch
weitere Fahrzeuge oder Ampeln getrennt sind, sinkt. Demnach wa¨ren diese Fahrzeuge in
der jeweils aktuellen Situation keine potenziellen Kollisionspartner und somit aus der Be-
obachtung ausgeschlossen.
Um eine derartige Selektion vornehmen zu ko¨nnen, ist die Menge an Informationen
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entscheidend. Grundsa¨tzlich wird davon ausgegangen, dass je ho¨her die Anzahl an Kon-
textinformationen ist, desto ho¨her ist die Zuverla¨ssigkeit der Auswahl von potenziellen
Kollisionspartnern. Geht man allerdings davon aus, dass alle diese Informationen u¨ber das
Netzwerk verbreitet werden, so belastet dies den Kanal signifikant.
Zur Lo¨sung des Problems wird in diesem Kapitel das Konzept der senderseitigen Fahr-
streckenprognose betrachtet, welches auszugsweise bereits in dem Beacon-Format von SAE
[99] vorgesehen ist. Dieser Ansatz beruht darauf, dass jedes Fahrzeug entgegen den bis-
her diskutierten Ansa¨tzen seine potenzielle Fahrstrecke selber scha¨tzt und als Teil seines
Beacons den Nachbarfahrzeugen mitteilt.
Es wird eine genaue Betrachtung der Vorteile und Mo¨glichkeiten dieses Ansatzes vor-
genommen und die resultierende Nachrichtengro¨ße betrachtet. Dazu werden zwei unter-
schiedliche Paketformate definiert, die es erlauben eine abstrakte Fahrstreckenvorhersage
umzusetzen.
Abschließend wird die Betrachtung unterschiedlicher Selektivita¨tsgrade untersucht und
die damit erzielte Awareness-Qualita¨t sowohl fu¨r den statischen als auch fu¨r den service-
orientierten Ansatz analysiert.
7.1 Positionsgenauigkeit
Die Genauigkeit der Vorhersage einer Fahrzeugposition zu einem definierten Zeitpunkt
ha¨ngt von mehreren Faktoren ab. Insbesondere ist das Alter einer Information entschei-
dend, auf deren Basis eine Fahrstrecke kalkuliert wird. Je a¨lter die Information, desto
ungenauer die Vorhersage, was durch die hohe Dynamik der Fahrzeuge im Starßenverkehr
bedingt ist. Dazu za¨hlt sowohl die Individualita¨t eines jeden Autofahrers, der abha¨ngig von
seiner Gewohnheit oder emotionalen Entscheidungen die entsprechende Fahrtroute wa¨hlt,
als auch die uneinheitliche Straßentopologie. Daher wird im Folgenden bei der Vorhersage
der Fahrzeugposition grundsa¨tzlich zwischen zwei Kernaspekten unterschieden:
• Fahrtroutenscha¨tzung
• Fahrtdistanzscha¨tzung
Die Fahrtroute beschreibt hierbei eine geographische Trajektorie, die einem realen Straßen-
verlauf entsprechen soll. Dies ist notwendig, um bei einer Scha¨tzung geographische Punkte
auszuschließen, die ein Fahrzeug nicht einnehmen kann, da es sich z.B. um keine befahrbare
Fla¨che handelt. Im na¨chsten Schritt soll auf dieser Fahrtroute die Position zum bestimm-
ten Zeitpunkt berechnet werden. Dabei sind unterschiedliche Aspekte zu beru¨cksichtigen,
die einen hohen Einfluss auf das Fahrverhalten haben ko¨nnen. Beispielsweise sind starkes
Abbremsen, ein Abbiegewunsch oder Stausituationen zu nennen, die die Vorhersage einer
Fahrzeugposition auf der Fahrtroute erschweren.
Eine erste Berechnung der Fahrtroute kann mit der Menge von Kontextattributen
durchgefu¨hrt werden, welche bereits in der standardisierten CAM-Nachricht enthalten sind










Abbildung 7.1: Fahrstreckenvorhersage basierend auf Standard-Beacon-Attributen
Beschleunigung a und die Gierrate y. Auf Basis dieser Attribute kann man eine zuru¨ckzu-




(a ∗ t)2 + v ∗ t (7.1)
Weiterhin kann man anhand des Lenkwinkels, der Richtung und der Gierrate eine
Kreisbahn berechnen (siehe [118]), auf der sich ein Fahrzeug bewegen kann.
Es ist allerdings zu beachten, dass diese Berechnung nur durchfu¨hrbar ist, wenn alle
Parameter u¨ber das betrachtete Zeitintervall t konstant sind. Somit ist nicht abgebildet,
dass Fahrzeuge wegen einer roten Ampel oder eines bremsenden Fahrzeugs ihre Geschwin-
digkeit oder ihre Richtung a¨ndern. Genau dieser Aspekt ist aber in der Realita¨t, vor allem
in innersta¨dtischen Szenarien, z.B. aufgrund von Straßengeometrien, Verkehrsdichten und
des individuellen Fahrerverhaltens zu erwarten. In diesem Fall wa¨re es notwendig, einen
Lo¨sungsraum aufzuspannen, welcher die maximale A¨nderung der Parameter u¨ber die Zeit
abbildet und somit jede wahrscheinliche Position des Fahrzeugs entha¨lt. Dies ist schema-
tisch in Abbildung 7.1 illustriert. Es ist zu erkennen, dass ein solcher Ansatz nicht zu einer
zufriedenstellenden Vorhersage der Fahrtstrecken fu¨hren kann, da der Vorhersagefehler zu
groß werden kann. Um diesen Fehler zu minimieren, mu¨ssen entweder die Vorhersagedauer
verku¨rzt oder weitere Informationen fu¨r die potenzielle A¨nderung der Parameter u¨ber die
Zeit betrachtet werden.
Anforderungen hinsichtlich der Genauigkeit einer Vorhersage der Positionsinformatio-
nen accσ ko¨nnen sich bei den Anwendungen unterscheiden. Es ist nicht Ziel dieser Ar-
beit, die Genauigkeit fu¨r Positionsvorhersagen fu¨r kooperative Sicherheitsanwendungen zu
definieren. Vielmehr soll ein Konzept zur Optimierung der Vorhersagequalita¨t von Fahr-
strecken analysiert werden, welches gleichzeitig nur einen minimalen Overhead bzgl. der
Nachrichtengro¨ße generiert. Dieses Konzept soll flexibel fu¨r die jeweiligen Anforderungen
der Anwendungen angepasst werden ko¨nnen. Der Schwellenwert σ bezeichnet die Abwei-
chung zwischen einer reellen Position posr und der vorhergesagten Position posv eines
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Fahrzeugs zu einem bestimmten Zeitpunkt t. Die Gleichung (7.3) stellt den Zusammen-
hang im Detail dar. Die Genauigkeit einer vorhergesagten Position accσ wird hierbei auf
einen Wert im Intervall von [0;1] normiert. Zur Berechnung von accσ wird zuna¨chst eine Di-
stanzfunktion dist(x, y) definiert. Unter Beru¨cksichtigung der Tatsache, dass es sich bei den
Variablen x und y um Punkte auf der Erdkugel handelt deren Abstand berechnet werden
soll, liegt es nahe, die Distanz anhand der Orthodorme durchzufu¨hren. Die Orthodorme
beschreibt dabei die ku¨rzeste Verbindung zweier Punkte auf einer Kugel und wird mit Hilfe
der spha¨rischen Trigonometrie berechnet. In unserem Fall gehen wir allerdings davon aus,
dass die Abweichung nur wenige Meter betra¨gt und somit die Kru¨mmung der Erdkugel





2 + ...+ (posvn + posrn)
2 (7.2)
Die Normierung von accσ wird vorgenommen, indem die Entfernung zwischen der reellen
Position und der berechneten Position im Verha¨ltnis zu der maximal zula¨ssigen Abweichung
σ gestellt wird und der Quotient von dem Wert 1 abgezogen wird. Dieses gilt allerdings
nur fu¨r dist(posv, posr) ≤ σ. U¨berschreitet die Abweichung den geforderten Schwellenwert





for dist(posv, posr) ≤ σ
0 else
(7.3)
Somit strebt accσ gegen 1, wenn die Abweichung zwischen posv und posr klein ist, und
gegen 0 wenn die Abweichung steigt bzw. ≥ σ ist.
Um die Genauigkeit der Vorhersage einer Fahrstrecke AoF zu berechnen, wird das arith-







Es ist offensichtlich, dass die Vorhersage der Fahrtstrecke bei gleichbleibendem σ von der
Genauigkeit der Scha¨tzung von posv abha¨ngt. Diese ist in erster Linie durch die folgenden
zwei Aspekte bedingt
1. Die Genauigkeit von accσ fa¨llt mit der Funktion des zeitlichen Abstands zwischen
dem Informationsalter und dem Vorhersagezeitpunkt ti fu¨r jedes sich bewegende
Fahrzeug. Offensichtlich ist die Genauigkeit ho¨her, je ku¨rzer das Intervall ist. Sie
kann als folgende Relation abgebildet werden:
accσ(ti) ≥ accσ(ti+1) ≥ ... ≥ accσ(ti+k) (7.5)
2. Die Genauigkeit einer Vorhersage accσ ha¨ngt des Weiteren von der Anzahl der zur
Verfu¨gung stehenden Informationen ab. Somit kann AoF fu¨r den gleichen Vorher-
sagezeitpunkt erho¨ht werden, indem man eine gro¨ßere Informationsbasis Ci zur Be-
rechnung heranzieht. Dabei beschreibt i die Anzahl der zur Verfu¨gung stehenden
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Abbildung 7.2: Definition relevanter Kontextklassen
Attribute. Es gilt die folgende Relation:
AoFσ,Ci(k) ≤ AoFσ,Ci+1(k) (7.6)
In der weiteren Betrachtung soll das senderseitige Konzept zur Vorhersage von Fahrt-
strecken betrachtet werden, welches mit einer hohen Anzahl von Kontextattributen arbei-
tet. Im Folgenden sollen zur Vorhersage relevante Attribute diskutiert werden.
7.2 Kontextmodell
Die Menge der relevanten Kontextattribute ist der Schlu¨sselfaktor zur Erho¨hung der Vor-
hersagegenauigkeit u¨ber ein Fahrtstrecke. Abbildung 7.2 stellt die vier Hauptkontextklas-
sen dar, welche zur Berechnung einer Positionsvorhersage in Betracht gezogen werden. Die
hier pra¨sentierten Kontextklassen erheben allerdings nicht den Anspruch auf Vollsta¨ndig-
keit und ko¨nnen mit dem Fortschritt in der Sensor- und Technologieentwicklung in Zu-
kunft erga¨nzt werden. In dieser Klassifizierung wird zwischen Sensorinformationen eines
Fahrzeugs, digitalen Karten, Umfeldinformationen und Fahrerstatistiken unterschieden, auf
deren Basis eine Bewegungs- und Fahrtroutenvorhersage abgebildet wird.
7.2.1 Digitale Karten
Zur Verbesserung der Scha¨tzung einer Straßengeometrie ist die Zuhilfenahme von digita-
len Karten ein vielversprechender Ansatz. Hierbei kann die existierende Straßengeometrie
einfach anhand der hinterlegten Informationen aus der Karte entnommen werden (siehe
Abbildung 7.3). Dieser Ansatz wird heute bereits in Navigationssystemen genutzt, um den
kurzzeitigen Verlust eines GPS-Signals, z.B. in Tunneln oder Ha¨userschluchten, auszuglei-
chen. Trotz allem sto¨ßt dieser Ansatz an seine Grenzen, wenn plo¨tzlich mehrere mo¨gliche
Fahrtstrecken existieren, wie dies z.B. an einer Kreuzung der Fall ist. An dieser Stelle sind
weitere Informationen notwendig, um die tatsa¨chliche bzw. sehr wahrscheinliche zuku¨nf-
tige Fahrtroute eines Fahrzeugs zu bestimmen. Ein Ansatzpunkt kann die Nutzung von
Navigationssysteminformationen sein (siehe Abbildung 7.4).


















Abbildung 7.4: Fahrtstreckenvorhersage mit
erweitertem Wissen
7.2.2 Fahrzeugumfeld
Die Vorhersage der genauen Fahrzeugposition auf einer Fahrtroute stellt einen weiteren
Kernaspekt der Positionsscha¨tzung dar. Wie bereits erwa¨hnt, kann die Bewegung eines
Fahrzeugs anhand der Formel (7.1) berechnet werden, wenn die Parameter wie z.B. Ge-
schwindigkeit und Beschleunigung konstant sind. In einer realen Fahrtsituation ko¨nnen
diese allerdings nicht als konstant angenommen werden und unterliegen sta¨ndigen Vera¨nde-
rungen. Aufgrund dessen ist es notwendig, zusa¨tzliche Informationen u¨ber das existierende
Umfeld eines Fahrzeugs zu betrachten. Hierbei kann das Wissen u¨ber die existierende An-
zahl von Nachbarn im definierten Radius oder deren Bewegungsparameter hinzugezogen
werden. Somit kann man ableiten, ob und wie viele Fahrzeuge sich vor einem selbst befinden
und mit welcher Geschwindigkeit sich diese fortbewegen. Ist ein Fahrzeug in unmittelbarer
Na¨he auf der eigenen Fahrbahn, welches z.B. zum Stehen gekommen ist um einzupar-
ken, ist es wahrscheinlich, dass man selber einen Bremsvorgang oder ein Ausweichmano¨ver
einleitet. Dies hat direkte Auswirkungen auf die Bewegungsvorhersage. Weiterhin ko¨nnen
Informationen u¨ber aktuelle Ampelphasen, z.B. u¨ber die damit verbundenen Rot- oder
Gru¨nzeiten, genutzt werden, um zu bestimmen, ob ein Fahrzeug potenziell an einer Ampel
stehen bleibt oder gar beschleunigt, um noch u¨ber die gru¨ne Ampel zu kommen. A¨hnliches
gilt fu¨r Informationen u¨ber Baustellen, Lichtsignalanlagen mit wechselnden Geschwindig-
keitsbegrenzungen oder Bahnu¨berga¨nge. Diese Information kann man den zyklisch versen-
deten Beacon-Nachrichten der jeweiligen Nachbar- und Infrastrukturknoten entnehmen.
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7.2.3 Fahrzeugdaten
Bei fahrzeugbezogenen Informationen kann grundsa¨tzlich zwischen statischen und dyna-
mischen Daten unterschieden werden.
Statische Daten beschreiben Attribute, die sich potenziell u¨ber einen la¨ngeren Zeit-
raum, z.B. eine Fahrt, nicht a¨ndern. In diesem Sinne werden Attribute wie Fahrzeugtyp,
Fahrzeugdimensionen, Motorleistung und Bremskraft als statisch betrachtet. Obwohl die
Werte dieser Attribute sich nicht oft a¨ndern, stellen sie einen relevanten Eingangswert fu¨r
die Berechnung von Kollisionswahrscheinlichkeiten dar. Beispielsweise ko¨nnen die La¨nge
und der Typ eines Fahrzeugs dafu¨r entscheidend sein, ob man mit dem Fahrzeug kollidiert
oder nicht. Wenn man speziell zwischen LKWs mit Anha¨nger und PKWs ohne Anha¨nger
unterscheidet, kann dies relevant sein. Somit muss man statische Daten eines Fahrzeugs
mindestens ein Mal empfangen haben, um diese Werte lokal abspeichern zu ko¨nnen.
Im Gegensatz zu statischen Informationen ko¨nnen dynamische Daten als sich ha¨ufig
a¨ndernde Informationen verstanden werden. Demnach ko¨nnen alle elektronischen Senso-
ren, die im Fahrzeug verbaut werden, als dynamische Datenbereitsteller angesehen wer-
den. Hierbei ist es unerheblich, ob diese Sensoren zyklisch, z.B. die Fahrzeuggeschwindig-
keit, oder ereignisorientiert, z.B. ABS-Informationen, bereitstellen. Neben der Standard-
Sensorik wie z.B. Blinker, Bremspedal und Motorzustand ko¨nnen auch erweiterte Sensoren
wie z.B. Radar und Video- oder Wa¨rmekameras ausgewertet werden. Vor allem ko¨nnen
Letztere bei der Vorhersage von Fahrtbewegungen vorteilhaft sein, indem beispielswei-
se Informationen u¨ber unvorhergesehene Ereignisse (Gegensta¨nde oder Personen auf der
Fahrbahn) liefern und somit auf das Bremsverhalten schließen lassen.
7.2.4 Statistiken
Ein weiterer Eingangsparameter zur Berechnung der Fahrstrecke ist die Auswertung von in-
dividuellen Fahrerprofilen, basierend auf erstellten Statistiken. Unter Beru¨cksichtigung des
individuellen Verhaltens eines Fahrers kann auf dessen Reaktion in bestimmten Situationen
geschlossen werden. Betrachtet man z.B. einen Fahrer mit einem sportlichen Fahrstil, ist
es eher wahrscheinlich, dass dieser, unter Beru¨cksichtigung der Verkehrsregeln, versuchen
wird, u¨ber eine gelbe Ampel zu kommen. Im Gegensatz dazu wu¨rde ein eher defensiver
Fahrer potenziell abbremsen und erst nach der Rotphase weiterfahren. Anhand der Profil-
informationen kann man eine individuelle Berechnung der Fahrtstrecken fu¨r jede einzelne
Person durchfu¨hren. Des Weiteren kann die Auswertung der Profile dazu beitragen, wahr-
scheinliche Fahrtrouten zu bestimmen, welche sich auch in Abha¨ngigkeit eines bestimmten
Wochentags und der Tageszeit a¨ndern. Beispielhaft sind hier die bevorzugten Fahrtrouten
zur Arbeit oder nach Hause zu nennen. Im Speziellen muss allerdings statistisches Wis-
sen u¨ber la¨ngere Zeitra¨ume aufgebaut werden. Wu¨rde man diese Menge an Daten an alle
seine Nachbarn kommunizieren, wu¨rde dies eine hohe Last auf dem Kommunikationskanal
verursachen.
























(b) Paketformat mit fariablen Zeitintervallen
Abbildung 7.5: Paketformate fu¨r die U¨bertragung von Fahrtstreckenvorhersagen
7.3 Senderseitige Extrapolation
Wie im vorhergehenden Abschnitt gezeigt, kann die Genauigkeit einer Positionsvorhersage
durch die Anzahl der zugrundegelegten Kontextinformationen verbessert werden. Wendet
man dieses Prinzip jedoch fu¨r den empfa¨ngerbasierten Ansatz zur Fahrtstreckenextrapolati-
on an, so impliziert dies, dass jeder Knoten die beschriebenen Kontextinformationen inner-
halb eines Beacons seinen Nachbarn zur Verfu¨gung stellen mu¨sste. Dies wu¨rde zwangsla¨ufig
zu einer erho¨hten Nachrichtengro¨ße fu¨hren und weitere Last auf dem Kommunikationskanal
generieren.
Um die Last zu reduzieren und trotzdem die erho¨hte Genauigkeit der Fahrtstrecken-
berechnung umsetzen zu ko¨nnen, kann ein senderseitiger Ansatz genutzt werden. Hierbei
wird die wahrscheinliche Fahrtroute von jedem Fahrzeug selbst berechnet und die entspre-
chende Scha¨tzung der Positionen zu bestimmten Zeitpunkten lediglich als Ergebnis der
Berechnung den Nachbarknoten mitgeteilt. Des Weiteren kann ein generisches Paketfor-
mat definiert werden, welches es erlaubt, unabha¨ngig von den zur Verfu¨gung stehenden
Kontextinformationen die Berechnungen zu dekodieren. In dem hier vorliegenden Fall wird
dafu¨r die Darstellung einer Extrapolation als Reihe von Wegpunkten gewa¨hlt, wo jeder
Wegpunkt eine Position und einen zugeho¨rigen Zeitstempel besitzt. Dieses Darstellungs-
format erlaubt es, die Rohdaten der Kontextinformationen ausschließlich auf dem Sender
auszuwerten und in bereits interpretierter und komprimierter Form zu u¨bertragen.
7.4 Paketformat
Die U¨bertragung aller vorhergesagten Positionen innerhalb einer Beacon-Nachricht bedarf
eines passenden Nachrichtenformats. Es ist darauf zu achten, dass das Format eine Vorher-
sage effizient abbilden kann, da die Reduktion der Nachrichtengro¨ße einen entscheidenden
Faktor in drahtlosen Netzen darstellt. Abha¨ngig von den Zeitintervallen zwischen den je-
weiligen vorhergesagten Positionen ko¨nnen zwei grundlegende Ansa¨tze fu¨r das Paketformat
gewa¨hlt werden, welche unterschiedliche Nachrichtengro¨ßen ergeben. Im Folgenden sollen
sowohl die Formate und die Gro¨ße der Nachrichten genauer betrachtet werden.
Abbildung 7.5(a) stellt ein erstes Paketformat dar, welches ein festes Zeitintervall
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zwischen den aufeinander folgenden Positionselementen benutzt. Hierbei beschreiben die
ersten beiden Felder des Datenformats die aktuelle Position posref und den Zeitpunkt
timestampref des Senders, an dem die Pra¨diktion generiert worden ist. Um den Empfa¨nger
u¨ber das gewa¨hlte Zeitintervall zu informieren, wird dieses als drittes Element interval im
Paket definiert. Die nachfolgenden Segmente beschreiben die vorhergesagten Positionen
posfi z.B. als Geo-Koordinaten. Bei dem gegebenen Paketformat kann der Empfa¨nger nun
berechnen, wann der Sender welche vorhergesagte Position erreicht, und kann aufgrund
dessen potenzielle Kollisionen berechnen.
Die Paketgro¨ße kann fu¨r dieses Paketformat wie folgt berechnet werden:
spacket1 = spos ∗ (n+ 1) + sts + si (7.7)
Die Paketgro¨ße s ist demnach abha¨ngig von der Anzahl n der vorhergesagten Positionen,
der Bit-Gro¨ße einer einzelnen Position spos, der Gro¨ße des Zeitstempels sts und der Gro¨ße
des Intervall-Feldes si.
Um die Paketgro¨ße weiterhin zu reduzieren, ist es mo¨glich, die Positionen als relative
Werte in Bezug auf die Position posref zu definieren, anstatt absolute Werte fu¨r Geo-
Koordinaten zu benutzen. Relative Positionsangaben (∆posfi) beno¨tigen zur Kodierung
weniger Bit als absolute Werte posfi, da sie typischerweise lediglich wenige Meter abbil-
den mu¨ssen. Nimmt man na¨mlich eine Relativgeschwindigkeit zweier Fahrzeuge von bis
zu 700 km
h
an, so bewegen sich die beiden Fahrzeuge in einer Sekunde weniger als 200
Meter. WGS64-Koordinaten hingegen mu¨ssen mehrere 1000 km abdecken und brauchen
demnach auch eine ho¨her Anzahl an Bits. Unter der Annahme der Nutzung von relativen
Positionsangaben ist die folgende Berechnung der Paketgro¨ße gegeben, wobei s∆pos < spos
gilt.
spacket1∆ = spos + sts + si + s∆pos ∗ n (7.8)
Nimmt man an, dass ein Fahrzeug u¨ber einen la¨ngeren Zeitraum mit konstanter Geschwin-
digkeit auf einer geraden Strecke fa¨hrt (z.B. unter Benutzung eines Tempomats auf gera-
den Autobahnabschnitten) und dann erst zu einem bestimmten Zeitpunkt seine Richtung
a¨ndert, so ist es sinnvoll, ein Nachrichtenformat zu definieren, welches es erlaubt, die-
se Gegebenheit abzubilden. Ein weiteres Szenario kann das Halten an einer roten Ampel
sein, wo sich die Position des Fahrzeug u¨ber mehrere Sekunden nicht vera¨ndert. Mit dem
vorgestellten Paketformat und den festen Zeitintervallen, wa¨re es aber notwendig, jede ein-
zelne Position zwischen dem Startpunkt und dem Punkt der Richtungsa¨nderung in der
Nachricht zu definieren. Dieser Ansatz wu¨rde aber keinen Mehrwert an Informationen lie-
fern, da man die Positionen des Fahrzeugs zwischen den genannten Punkten auch auf der
Empfa¨ngerseite aus der La¨nge der Strecke und der beno¨tigten Zeit korrekt berechnen ko¨nn-
te. Deshalb wird ein weiterer Ansatz eines mo¨glichen Paketformats in Abbildung 7.5(b)
dargestellt. Dieses Format nutzt im Gegensatz zum vorhergehenden Format keine festen
Zeitintervalle. Hier werden vielmehr fu¨r jede Position innerhalb der Positionskette einzelne
Zeitstempel verwendet. Dadurch wird erreicht, dass lediglich die relevanten Positionsin-
formationen u¨bertragen werden, welche einen tatsa¨chlichen Informationswert beinhalten.
Hierbei ist lediglich der Anfangs- und Endpunkt der Strecke von Interesse. Die Paketgro¨ße




























Beacon message size for packet format no. 1
size pos = 4 Byte
size pos Delta=1 Byte
Abbildung 7.6: Gro¨ße des generierten Over-




























Beacon message size for packet format no. 2
size pos = 4 Byte & ts = 4
size pos delta= 1 Byte & ts = 4
size pos = 1 Byte & ts = 1
Abbildung 7.7: Gro¨ße des generierten Over-
heads durch das Paketfomat 7.5(b)
s kann demnach wie folgt berechnet werden:
spacket2 = (n+ 1) ∗ (spos + sts) (7.9)
Gema¨ß des vorgestellten Ansatzes zur Positionsdefinition mit Hilfe von Relativangaben
ko¨nnen auch im zweiten Paketformat Bytes eingespart werden:
spacket2∆ = spos + sts + n ∗ (s∆pos + sts) (7.10)
Um die Paketgro¨ße weiter zu reduzieren, ko¨nnen zusa¨tzlich relative Zeitangaben in Bezug
auf den initialen Zeitstempel verwendet werden. Da es sich bei den Zeitintervallen wiederum
um wenige Sekunden handelt, ko¨nnen durch die Nutzung der relativen Angaben weitere
Bytes eingespart werden:
spacket2∆ = spos + sts + n ∗ (s∆pos + s∆ts) (7.11)
Die Abbildungen 7.6 und 7.7 zeigen die verursachte Paketgro¨ße der jeweiligen defi-
nierten Paketformate unter Beru¨cksichtigung der einzelnen Kodierungen von Positionen
und Zeitstempeln. Diese sind in den Abbildungen durch die Parameter sizepos und sizets
dargestellt. Bei der Berechnung werden grundsa¨tzlich zwei Gro¨ßen fu¨r die Parameter ange-
nommen. Zum einen jeweils 4 Byte, was der typische Kodierung von WGS64-Koordinaten
und Zeitstempeln entspricht. Zum anderen 1 Byte, was die komprimierten Parameter dar-
stellt. Letzteres beruht auf der Basis des in [100] vorgestellten Komprimierungsverfahrens.
Es sei darauf hingewiesen, dass lediglich die Gro¨ße der Vorhersage abgebildet wird,
die zu der eigentlichen Paketgro¨ße eines Standard-Beacons addiert werden muss. Es wird
davon ausgegangen, dass die Informationen u¨ber posref und timestampref nicht nochmal
in der Pra¨diktion u¨bertragen werden. Wie die Abbildungen 7.6 und 7.7 zeigen, ko¨nnen


























































Abbildung 7.9: Awareness-Qualita¨t: BFS-
Varianten (Radius=200m; α=100%)
wenigen Bytes bis zu 20 Punkte vorhergesagt werden. In Abha¨ngigkeit des Paketformates
kann daru¨ber hinaus ein beliebiger Vorhersagezeitraum kodiert werden. Im Falle das Pa-
ketformats 7.5(b) ko¨nnen somit mehrere Minuten oder Stunden abgebildet werden. Die
Entscheidung fu¨r die Nutzung der jeweiligen Formate kann vom Sender individuell getroffen
werden.
7.5 Evaluierung
Der diskutierte senderseitige Ansatz ermo¨glicht eine Verbesserung der Genauigkeit der
Berechnung von gescha¨tzten Positionen einer Fahrstrecke. Diese kann dadurch erreicht
werden, dass alle auf einem Fahrzeug zur Verfu¨gung stehenden Informationen fu¨r eine
Positionsscha¨tzung verwendet werden ko¨nnen. Durch die Tatsache, dass lediglich die in-
terpretierten Rohdaten in Form eines generischen Formats von Positionsketten u¨ber die
Luftschnittstelle an die Nachbarn kommuniziert werden, kann mit diesem Ansatz, im Ge-
gensatz zur U¨bertragung von einzelnen Rohdaten, auch eine Reduzierung der Last auf dem
Kommunikationskanal erreicht werden. Hierbei kann die Anzahl der verwendeten Kon-
textattribute beliebig steigen, ohne die Kanallast nennenswert zu beeinflussen. Unter der
Annahme, dass ein Selektivita¨tsansatz existiert, der es ermo¨glicht, Fahrzeuge aufgrund ih-
rer pra¨dizierten Fahrstrecken als Kollisionspartner auszuschließen, soll im folgenden Absatz
die dadurch erreichbare Awareness-Qualita¨t betrachtet werden.
Als Grundlage dienen die Messungen der Awareness-Qualita¨t in den Betrachtungsradien
von 200 m bis 300 m. Die benutzte Beacon-Paketgro¨ße wurde von urspru¨nglich 300 Byte
auf 330 Byte erho¨ht, um damit einen durchschnittlichen Overhead von ≈ 20 Wegpunkten
abbilden zu ko¨nnen. Zur beispielhaften Untersuchung der Vorteile, wurde der Wert von
α = 70% und α = 50% der Awareness-Qualita¨t-Metrik angenommen (siehe Definition
4.1.1). Dies bedeutet, dass jedes Fahrzeug im Schnitt 30% oder entsprechend 50% seiner




























Abbildung 7.10: Awareness-Qualita¨t: BFS-




































Abbildung 7.11: Nachrichtenanzahl: BFS-




























Abbildung 7.12: Awareness-Qualita¨t: BFS-




































Abbildung 7.13: Nachrichtenanzahl: BFS-




























Abbildung 7.14: Awareness-Qualita¨t: BFS-




































Abbildung 7.15: Nachrichtenanzahl: BFS-





























Abbildung 7.16: Awareness-Qualita¨t: BFS-




































Abbildung 7.17: Nachrichtenanzahl: BFS-
Varianten (Radius=200m; α = 50%)
Nachbarn nicht u¨ber den kompletten Betrachtungszeitraum kennen muss. Somit muss bei
nicht erhaltenen Beacons dieser Knoten auch nicht aktiv um eine Beacon-Weiterleitung
anfragt werden. Dies resultiert in einer Reduzierung der Kanallast. Es sei angemerkt, dass
genaue Werte in der Praxis im Detail evaluiert werden mu¨ssen. Das hier verfolgte Ziel ist
die Darstellung potenzieller Vorteile und das Aufzeigen von Optimierungsmo¨glichkeiten.
Abbildung 7.8 und 7.9 veranschaulichen die erzielte Awareness-Qualita¨t der einzelnen
serviceorientierten und statischen Beaconing-Varianten bei einem Wert von α = 100. Diese
sollen als Referenzwerte fu¨r die weitere Betrachtung dienen. Betrachtet man zuna¨chst die
Ergebnisse fu¨r einen Betrachtungsradius von 300 m und α = 70, so kann gezeigt werden,
dass unter Nutzung der BFS-SCH1-Variante eine Verbesserung der Awareness-Qualita¨t auf
≥ 85% bei allen Fahrzeugdichten erzielt wird (siehe Abbildung 7.10). Auch beim Einsatz
des BFS-SCH2 kann eine Steigerung von urspru¨nglich 10% (Abbildung 7.8) auf >30%
(Abbildung 7.10) bei 300 Fahrzeugen erzielt werden. Erho¨ht man den Selektivita¨tswert
auf α = 50, so ko¨nnen deutliche Verbesserungen im Hinblick auf die BFS-SCH2-Variante
erzielt werden (siehe Abbildung 7.12). Hier wird eine Awareness-Qualita¨t von > 60% bei
einer Fahrzeugdichte von 300 Fahrzeugen erreicht. Des Weiteren kann aber auch die BFS-
CCH-Variante bis zu einer Anzahl von 250 Fahrzeugen auf eine Awareness-Qualita¨t von
≈ 70% nennenswert gesteigert werden.
Bezu¨glich eines Betrachtungsradius von 200 m, ko¨nnen bei einer Selektivita¨t von α = 50
alle serviceorientierten Varianten durchga¨ngig bei allen Fahrzeugdichten gute Ergebnisse
liefern. Vor allem aber, kann eine deutliche Verbesserung der BFS-CCH-Variante festge-
stellt werden. Bei einer Selektivita¨t von α = 50 kann eine Awareness-Qualita¨t von ≈ 80%
bei 300 Fahrzeugen erzielt werden (siehe Abbildung 7.16). Die qualitative Beurteilung der
einzelnen serviceorientierten Beaconing-Varianten kann Tabelle 7.1 entnommen werden.
An dieser Stelle sei angemerkt, dass sich die Werte der Awareness-Qualita¨t mit stei-
gender Selektivita¨t auch fu¨r die statischen Beaconing-Ansa¨tze verbessern. Vor allem die
Ergebnisse fu¨r eine Fahrzeugdichte von 150 Fahrzeugen erzielen die Wiederholraten von
108 7. Selektivita¨t bei der Kollisionserkennung
Nutzen Nutzen Informations- Skalierbar- Kompatibi-
(lokal) (global) durchsatz keit lita¨t
BFS-SCH1-200 + + + + +
α = 100%
BFS-SCH2-200 + + + + +
α = 100%
BFS-CCH-200 + - o - -
α = 100%
BFS-SCH1-200 + + + + +
α = 70%
BFS-SCH2-200 + + + + +
α = 70%
BFS-CCH-200 + - o o -
α = 70%
BFS-SCH1-200 + + + + +
α = 50%
BFS-SCH2-200 + + + + +
α = 50%
BFS-CCH-200 + - + + o
α = 50%
BFS-SCH1-300 + + + o o
α = 100%
BFS-SCH2-300 + + o - o
α = 100%
BFS-CCH-300 + - - - -
α = 100%
BFS-SCH1-300 + + + + +
α = 70%
BFS-SCH2-300 + + o - +
α = 70%
BFS-CCH-300 + - o - -
α = 70%
BFS-SCH1-300 + + + + +
α = 50%
BFS-SCH2-300 + + + o +
α = 50%
BFS-CCH-300 + - o - -
α = 50%
Tabelle 7.1: Beurteilung der Mehrkanal-Beaconing-Ansa¨tze auf Basis der definierten An-
forderungen und variabler Selektivita¨tswerte
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5 Hz und 10 Hz stabilerer Ergebnisse. Allerdings ko¨nnen diese in keinem Szenario an die
Ergebnisse der serviceorientierten Varianten herankommen.
7.6 Zusammenfassung
In diesem Kapitel wurde der Aspekt der Selektivita¨t untersucht und als Grundlage fu¨r die
weitere Betrachtung des serviceorientierten Beaconing-Ansatzes verwendet. Unter Selekti-
vita¨t wird verstanden, dass Fahrzeuge, die keine potenziellen Kollisionspartner darstellen,
aus der Betrachtung eliminiert werden. Beispielsweise sind hier Situationen zu nennen, in
denen sich zwei Fahrzeuge voneinander entfernen oder potenziell ihre Fahrstrecke a¨ndern,
so dass eine geringe bis keine Kollisionswahrscheinlichkeit vorliegt. Aus der Sicht des ser-
viceorientierten Beaconing-Ansatzes und der aufzubauenden Awareness-Qualita¨t, ist diese
Betrachtung ein wichtiger Aspekt, da hierbei davon ausgegangen wird, dass nicht alle
Fahrzeuge, die sich in einem definierten Betrachtungsradius befinden, auch durchga¨ngig
beobachtet werden mu¨ssen. Ist dies der Fall, so ist es nicht notwendig, jedes verloren
gegangene Beacon der Nachbarfahrzeuge anzufragen, was dazu fu¨hrt, dass die Kanallast
deutlich reduziert und der Informationsdurchsatz gesteigert werden kann.
Um einzelne Fahrzeuge aus der Betrachtung auszuschließen, ist es notwendig, dass hin-
reichend viele Informationen u¨ber die Bewegung und die Fahrtstrecken vorliegen. Geht man
davon aus, dass alle Informationen immer ausgetauscht werden, wu¨rde das zu einer hohen
Belastung des Kommunikationskanals fu¨hren. Aus diesem Grund wurde der senderseitige
Ansatz zur Fahrstreckenvorhersage fu¨r die Berechnung von Kollisionswahrscheinlichkeiten
betrachtet. Kernidee hierbei ist die Nutzung aller vorhandenen Kontextinformationen, die
auf einem Fahrzeug zur Verfu¨gung stehen. Darauf basierend kann die eigene Fahrstrecke
von jedem Fahrzeug extrapoliert und ihren Nachbarn mitgeteilt werden. Dabei ist es nicht
notwendig, jedes einzelne Kontextattribut innerhalb eines Beacons zu versenden, sondern
nur eine abstrakte Beschreibung der Fahrtstrecke anhand von Wegpunkten zu verschicken.
Nach der Betrachtung von zwei mo¨glichen Formaten zur Darstellung von Wegstrecken,
konnte gezeigt werden, dass dieser Ansatz nur eine geringfu¨gige Erho¨hung der Beacon-
Gro¨ße verursacht.
Unter der Annahme, dass dieser Mechanismus die Selektivita¨t in der Auswahl der
relevanten Kollisionspartner ermo¨glicht, wurden die unterschiedlichen serviceorientierten
Beaconing-Ansa¨tze mit unterschiedlichen Selektivita¨tswerten betrachtet. Hierfu¨r wurden
beispielhaft Situationen mit der Anforderung von 70% und 50% der zu kennenden Nach-
barn mit den Betrachtungsradien von 200 m und 300 m analysiert.
Die Ergebnisse haben gezeigt, dass durch den Ausschluss von nicht relevanten Fahr-
zeugen vor allem eine deutliche Verbesserung in den Szenarien mit hohen Fahrzeugdichten
erzielt werden kann. Dies ist darauf zuru¨ckzufu¨hren, dass auf dem Kanal weniger Service-
Request-Nachrichten versendet werden und somit auch die Anzahl der Service-Beacons
reduziert wird. Durch die somit gesenkte Last auf dem Kommunikationskanal bleibt mehr
Bandbreite fu¨r die wirklich relevanten Service-Anfragen und Beacon-Weiterleitungen, was
zu einer Erho¨hung der Awareness-Qualita¨t fu¨hrt. Beispielsweise konnte gezeigt werden,
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dass bei einem Ausschluss von nur 30% der Nachbarn auch bei einer Fahrzeugdichte von
300 Fahrzeugen und einem Betrachtungsradius von 300 m eine durchga¨ngige Awareness-
Qualita¨t von ≥ 85% erzielt werden kann.
Dieses Ergebnis zeigt, dass der in der vorliegenden Arbeit vorgestellte serviceorientier-
te Beaconing-Ansatz und die damit verbundene Flexibilita¨t der Kanalwahl einen robusten
Mechanismus darstellt, der die Anforderungen der sicherheitsrelevanten Anwendungen spe-




Fahrzeug-Ad-hoc-Netze sind durch eine hohe Anzahl an Knoten charakterisiert. Diese be-
wegen sich mit einer hohen Dynamik und a¨ndern somit sta¨ndig ihre Position. Die Po-
sitionswechsel sind von einer Vielzahl an Attributen abha¨ngig. Betrachtet man die sich
a¨ndernde Konstellation der Fahrzeuge, so ist neben der Auswirkung auf die Berechnun-
gen in den sicherheitsrelevanten Anwendungen auch ein sta¨ndig wechselnder Zustand auf
dem Kommunikationskanal zu beobachten. Dieser ha¨ngt sowohl von der Signalausbrei-
tung in drahtlosen Netzwerken, abha¨ngig von der Kommunikationsdistanz, als auch von
der Signalinterferenz, abha¨ngig von der wechselnden Anzahl an Kommunikationspartnern
in einer bestimmten Kommunikationsreichweite, ab. Vor allem aus Netzwerksicht ist es
notwendig, den Zustand des Netzwerkes pro Fahrzeug zu betrachten, um entscheiden zu
ko¨nnen, ob eine Nachricht dekodiert werden kann oder nicht. Diese Dynamik stellt eine
erho¨hte Komplexita¨t fu¨r die Entwicklung und den Test von Algorithmen dar [55]. Zur
Evaluierung einzelner erarbeiteter Nachrichtenverbreitungsstrategien sind prinzipiell drei
Mo¨glichkeiten gegeben:
1. Berechnung auf Basis von aufgestellten analytischen Modellen
2. U¨berpru¨fung auf Basis von Implementierungen und Testaufbauten
3. U¨berpru¨fung auf Basis von Simulationsumgebungen
Die einzelnen aufgefu¨hrten Methoden bieten in Abha¨ngigkeit von den jeweiligen Kriterien
Vor- und Nachteile. Tabelle 8.1 stellt eine grobe U¨bersicht zur Beurteilung der einzelnen
Evaluierungsmethoden dar.
Grundsa¨tzlich bietet ein korrektes mathematisches Modell eine hohe Genauigkeit fu¨r
die Aussage u¨ber einen Verbreitungsalgorithmus. Es ist allerdings zu beachten, dass die
hochkomplexe Umgebung, die bei Fahrzeug-Ad-hoc-Netzen auf unterschiedlichsten Ebenen
gegeben ist, auch einen hohen Aufwand bedeutet, ein solches Modell aufzustellen. Auch die
Abbildung unterschiedlicher Konstellationen von Fahrzeugen und die wechselnde Anzahl
von Knoten erschwert die Aufstellung eines solchen Modells. Hierfu¨r ist ein ganzheitliches
Versta¨ndnis der bestehenden Abha¨ngigkeiten notwendig. Wird eines der Kriterien nicht
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Realita¨tsna¨he Wiederholbarkeit Skalierbarkeit Aufwand
Math. Modell (bedingt)hoch sehr hoch sehr niedrig sehr hoch
Testaufbau sehr hoch niedrig niedrig sehr hoch
Simulation hoch sehr hoch sehr hoch niedrig
Tabelle 8.1: Beurteilung unterschiedlicher Evaluierungsmo¨glichkeiten fu¨r Algorithmen in
Fahrzeug-Ad-hoc-Netzen
beru¨cksichtigt oder nicht korrekt formalisiert, kann dies zu einer Verfa¨lschung der Ergeb-
nisse fu¨hren.
Die zweite Methode zur Evaluierung von Algorithmen in Fahrzeug-Ad-hoc-Netzen ist
die prototypische Implementierung der Algorithmen, wie sie z.B. in Forschungsprojekten
wie simTD [9], Network-on-Wheels [10] und Drive2X [22] umgesetzt werden. Hierbei baut
man die Systeme in Erprobungsfahrzeuge ein und u¨berpru¨ft diese anhand von definierten
Szenarien auf ihre Umsetzbarkeit und ihren Mehrwert. Obwohl dieser Ansatz der Realita¨t
am na¨chsten kommt, ist die Umsetzung solcher Tests immer mit hohen Kosten und zeit-
lichem Aufwand verbunden. Insbesondere ist es aufgrund der Kosten sehr schwierig, die
Evaluierung der Systeme in Szenarien mit hoher Fahrzeugdichte zu testen. Somit kann ein
Algorithmus, welcher bei geringer Anzahl von Fahrzeugen gute Ergebnisse liefert, auch als
geeignet beurteilt werden, obwohl dieser u.U. bei ho¨heren Fahrzeugdichten nicht zufrieden-
stellende Ergebnisse liefert.
Die Evaluierung unter Zuhilfenahme von Simulationsumgebungen ist unter Beru¨ck-
sichtigung der Rahmenbedingungen von Fahrzeug-Ad-hoc-Netzen als besonders geeignet
einzustufen. Gerade mit Blick auf die Skalierbarkeit bzgl. der Fahrzeugdichte ko¨nnen kom-
plexe Situationen modelliert werden, ohne dass hohe Kosten entstehen. Im Weiteren ist der
Aspekt der Wiederholbarkeit von Szenarien im Hinblick auf den Vergleich von Algorithmen
in der Evaluierung von großem Vorteil. Wird die Durchfu¨hrung der Simulationen auf Basis
von bestehenden und erprobten Umgebungen durchgefu¨hrt, so ist davon auszugehen, dass
die Ergebnisse auch in der Realita¨t unter den gleichen Bedingungen zu erwarten sind.
Aufgrund der Vorteile von Simulationsumgebungen wurde diese Methode auch in der
hier vorliegenden Arbeit zur Evaluierung der aufgestellten Algorithmen verwendet. Dieses
Kapitel beschreibt die Grundlagen des eingesetzten JiST/SWANS-Frameworks und stellt
die fu¨r die Umsetzung des Mehrkanal-Beaconing-Ansatzes vorgenommenen Anpassungen
vor.
8.1 JiST Simulationsumgebung
Die JiST Simulationsumgebung (JAVA in Simulation Time) [102] ist eine diskrete, er-
eignisorientierte Umgebung, welche das Ziel hat, komplexe und aufwa¨ndige Simulationen
sowohl hinsichtlich der Laufzeit als auch des Speicherverbrauchs zu optimieren. JiST geho¨rt
zu der neuartigen Gruppe von Virtual-Machine-basierten Simulatoren und setzt auf einer
nicht-modifizierten JAVA Virtuellen Maschine auf. Die Spezialita¨t von JiST liegt darin,
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Java-basierte Programme automatisiert und fu¨r den Programmierer transparent in eine
diskrete ereignisorientierte Simulationsumgebung zu u¨berfu¨hren. Hierbei wird die Virtuel-
le Maschine als Simulationsumgebung genutzt.
Simulationszeit
In der Standard JAVA VM [101] ist die Zeit immer kontinuierlich fortschreitend und ist
vo¨llig unabha¨ngig von dem Fortschritt der Applikation, was auch in der Realita¨t der Fall ist.
Fu¨r den Ablauf von Simulationen hat diese Tatsache allerdings zwei signifikante Nachteile:
1. Simulationslaufzeit: Aufgrund der in einer Applikation definierten Zyklen, z.B. ei-
ner Beacon-Wiederholrate von 500 ms, ist zwischen den einzelnen Ereignissen des
Beacon-Versandes im Standardfall keine Aktion auszufu¨hren. Trotzdem muss man
in der Simulation das Fortschreiten der globalen Zeit abwarten, bis ein na¨chstes Be-
acon gesendet werden kann. Dies kann schnell zu unno¨tig langen Simulationszeiten
fu¨hren. Hier wa¨re es sinnvoll, in diesen Leerlaufzeiten, in denen keine Berechnungen
vorgenommen werden, die globale Zeit bis zum na¨chsten Ereignis zu u¨berspringen.
2. Wiederholbarkeit: Die Ausfu¨hrung einer Simulation ist immer abha¨ngig von a¨ußeren
Einflu¨ssen auf dem Simulationsrechner, wie z.B. Interrupts, Input/Output-Aktionen
und dem Einsatz von dem JAVA Garbage Collectors. Diese Ereignisse sind zur Lauf-
zeit immer unterschiedlich und fu¨hren somit in der Wiederholung von gleichen Simu-
lationsaufbauten zu unterschiedlichen Ergebnissen. In diesem Fall ist die Vergleich-
barkeit der Ergebnisse nicht hinreichend gegeben.
Zur Lo¨sung der beschriebenen Probleme stellt JiST eine ereignisorientierte Simulations-
umgebung dar. Hierbei werden alle Ereignisse aufgrund ihrer Zeitstempel in eine logische
Reihenfolge u¨berfu¨hrt. Auf dieser Grundlage kann immer bis zum na¨chsten Ereignis ge-
sprungen und die Simulationszeit entsprechend vorgestellt werden. Dies optimiert zum
einen die Simulationsdauer und garantiert zum anderen die Wiederholbarkeit der Simula-
tionsla¨ufe durch die immer gleiche logische Ordnung von Ereignissen.
JiST Archtiektur
Abbildung 8.1 gibt einen groben U¨berblick u¨ber die vier relevanten Komponenten und den
Ablauf der JIST Umgebung.
• Compiler: Standard JAVA Compiler um Bytecode fu¨r die Virtuelle Maschine zu er-
stellen.
• Byte-code Rewriter: JAVA-basierte JiST-Komponente, die dafu¨r zusta¨ndig ist, in
den erstellten Bytecode automatisiert entsprechende Anweisungen fu¨r den Simulati-
onskern einzufu¨gen. Hier werden z.B. Referenzen auf Objekte und Kommandos zur
eventbasierten Steuerung eingefu¨gt.
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Abbildung 8.1: U¨bersicht JiST Architektur nach [104]
• Simulationskern: Interpretiert die vom Rewriter eingefu¨gten Anweisungen und stellt
die logische Aufrufreihenfolge der Methoden innerhalb der Simulation dar. Steuert
den gesamten Simulationsablauf und verwaltet die Event-Warteschlangen, um eine
korrekte Reihenfolge des Programmablaufs herzustellen.
Aufgrund der Tatsache, dass alle Komponenten in der Programmiersprache JAVA geschrie-
ben sind, kann das Simulationsprogramm mit der Standard JAVA Semantik erstellt wer-
den. Dies erspart vor allem eine Einarbeitung in simulatorspezifische Sprachkonstrukte. Es
entfa¨llt weiterhin die Notwendigkeit, Annotationen zu verwenden, die spezielle Simulati-
onsanweisungen beinhalten. Dies wird automatisch von der Rewriter Komponente u¨ber-
nommen.
8.2 SWANS Netzwerksimulator
Der SWANS Netzwerksimulator (Scalable Wireless Ad hoc Network Simulator) ist speziell
entwickelt worden, um das Netzwerkverhalten von drahtlosen Ad-hoc-Netzen in komple-
xen Szenarien mit hoher Knotenanzahl und großen geographischen Simulationsgebieten zu
optimieren. SWANS ist eine Anwendung, die auf dem JiST Framework aufsetzt und eine
hohe Integrationstiefe aufweist. Die Softwarearchitektur besteht aus einzelnen unabha¨ngi-
gen Komponenten, die je nach Bedarf miteinander verknu¨pft werden ko¨nnen. Abbildung 8.2
zeigt die wichtigsten Komponenten, die im Folgenden kurz erla¨utert werden sollen:
• Radio: Die Radio-Komponente simuliert in erster Linie die Funkhardware und u¨ber-
nimmt die Aufgaben zum Empfang und Versand von Paketen. Eine wichtige Aufgabe
ist es, aufgrund des Noise-Modells das existierende Rauschen bzw. die Interferenzen
auf dem Kommunikationskanal zu bestimmen. Auf dieser Basis kann berechnet wer-
den, ob ein Paket mit einer gewissen Empfangsleistung unter Beru¨cksichtigung der
SNIR dekodiert werden kann oder verworfen werden muss. Kann dieses korrekt emp-
fangen werden, so wird es an die MAC-Schicht u¨bergeben.











Abbildung 8.2: U¨bersicht der SWANS Systemkomponenten
• MAC/LLC: Die MAC-Komponente bildet die entsprechenden Medienzugriffverfah-
ren ab, um sowohl fu¨r den Versand als auch fu¨r den Empfang von Nachrichten ein
korrektes Verhalten zu simulieren. Es ist wichtig anzumerken, dass auch eine IEEE
802.11p Implementierung existiert [103], die in der vorliegenden Arbeit verwendet
worden ist.
• Network & Routing: Die Network-Komponente bildet den Eintrittspunkt fu¨r al-
le eingehenden Nachrichten, die von der MAC-Komponente beim Empfang eines
Pakets u¨bergeben werden. Die Network-Komponente hat die Mo¨glichkeit, mehrere
Protokoll-Handler wie z.B. die Transport-Komponente zu initialisieren, um die ein-
gehenden Nachrichten weiterzuleiten. Ein spezieller Handler ist hierbei die Routing-
Komponente, welche die Mo¨glichkeit besitzt, vor der Weiterleitung einer Nachricht
zum na¨chstho¨heren Layer das Paket auf die Relevanz zu u¨berpru¨fen. Weiterhin
ko¨nnen Pakete, die u¨ber mehrere Hops u¨bertragen werden sollen, direkt wieder an
die MAC-Komponente zuru¨ckgesendet werden, damit sie die Informationen u¨ber das
Netzwerk weiterleiten ko¨nnen.
• Transport: Die Transport-Komponente bekommt eingegangene Nachrichten von der
Network-Komponente u¨bergeben und kann auch selber an diese Komponente Pakete
zum Versand u¨berreichen. Die Standardimplementierung entha¨lt die Protokolle UDP
und TCP und bietet Schnittstellen fu¨r die Protokoll-Handler an.
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• Application: Die Application-Komponente bildet die ho¨chste Ebene im Protokoll-
Stack und ist ein typischer Protokoll-Handler der Transport-Komponente. Im Nor-
malfall werden zur Kommunikation zwischen Transport und Applikation die SWANS-
Sockets und -Streams benutzt, die den Standard JAVA-Konstrukten entsprechen.
• Node: Die Node-Komponente stellt in unserem Fall ein spezielles Fahrzeug dar und ist
fu¨r die Konfiguration der einzelnen Komponenten zusta¨ndig. Somit muss das Node-
Objekt ein Netzwerk-, ein MAC- und ein Radio-Objekt erstellen und diese miteinan-
der verbinden. Weiterhin wird dem Netzwerk ein Beaconing-Objekt u¨bergeben und
das Radio-Objekt einem Field hinzugefu¨gt.
• Field: Das Field-Objekt dient in erster Linie der Verwaltung aller sich in ihm befin-
denden Radios. Weiterhin entha¨lt jedes Field ein Mobility-Objekt, welches im Simu-
lationsablauf u¨ber die Position der Radios entscheidet. An dieser Stelle ko¨nnen die
entsprechenden Radios einer Node hinzugefu¨gt und u¨ber den Aufruf des Mobility-
Objekts kontinuierlich bewegt werden. Im vereinfachten Sinne ist das Field auch fu¨r
die Signalausbreitung und den Transport von Nachrichten zwischen den einzelnen
Knoten zusta¨ndig. Dies wird allerdings in der gesonderten Spatial-Komponente um-
gesetzt. Hierbei werden zuna¨chst von einem sendenden Knoten aus alle Nachbarn
ermittelt und unter Beru¨cksichtigung der Distanz, des Pathloss und des Fadings wird
die Empfangssignalsta¨rke fu¨r jeden Nachbarn berechnet. Die zu verbreitende Nach-
richt wird dann unter Angabe der Signalsta¨rke an das entsprechende Radio-Objekt
des Empfa¨ngers u¨bergeben.
• Mobility: Die Mobility-Komponente ist fu¨r die Berechnung neuer Positionen einzelner
Radio-Objekte verantwortlich. Diese ko¨nnen auf Basis unterschiedlicher Bewegungs-
modelle z.B. nach zufa¨llig gewa¨hlten Punkten oder Strecken berechnet werden. Wei-
terhin kann auch ein eigenes Mobilita¨tsmodell integriert werden, welches anhand von
realen Straßentopologien die Bewegungen und Positionen der Fahrzeuge bestimmt.
In der hier vorliegenden Arbeit wurde bei der Implementierung auf die Komponenten Ap-
plication, Transport und Routing aus Gru¨nden der Vereinfachung verzichtet. Stattdessen
wurde eine Beaconing-Komponente erstellt, die fu¨r den logischen Ablauf der Anwendungs-
schicht zusta¨ndig ist und als Protokoll-Handler direkt an die Network-Komponente gekop-
pelt ist.
8.3 STRAW Mobilita¨tssimulator
Der STRAW Mobilita¨tssimulator (STreet RAndom Waypoint) ist ein speziell fu¨r das JiST-
Framework entwickeltes und in dieses integrierte Bewegungsmodell [105]. Es erweitert die
bestehenden Bewegungsmodelle, die bislang die Bewegung der Knoten auf einem freien und
offenen Feld ermo¨glicht haben, durch eine reale Straßentopologie von Sta¨dten der USA wie
z.B. Chicago oder Boston. Ein Beispiel der in der vorliegenden Arbeit verwendeten Topolo-
gie ist in Abbildung 8.3 dargestellt. Eine reale Straßentopologie ist ein essentieller Teil der
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Abbildung 8.3: Verwendete STRAW-Straßentopology
Verifikation von Fahrzeug-Ad-hoc-Netzen und den damit verbundenen Algorithmen. Zum
einen a¨ußert sich dies in Form von unterschiedlichen Strecken, die Fahrzeuge aufgrund der
Strassenfu¨hrung zuru¨cklegen mu¨ssen, um einen Punkt zu erreichen. Zum anderen ist auch
die damit verbundene Fahrdynamik wie z.B. das Abbremsen vor Kreuzungen und hinter
vorausfahrenden Fahrzeugen eine wichtige Anna¨herung an die Realita¨t. Zur individuel-
len und realistischeren Bewegung der Fahrzeuge bietet STRAW diverse Mo¨glichkeiten der
Parametrisierung, die auszugsweise in Tabelle 8.2 aufgefu¨hrt sind.
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Parameter Beschreibung
probability Wahrscheinlichkeit, mit der ein Fahrzeug an einer
Kreuzung seine Fahrtrichtung a¨ndert
speeds deviation Standardabweichung, die Fahrzeuge in Relation
zu der definierten Durchschnittsgeschwindigkeit haben du¨rfen
step time Ha¨ufigkeit der neuen Positionsberechnung
lane width Breite der Fahrbahn
car length Die durchschnittliche La¨nge eines Fahrzeugs
top right / bottom left Koordinaten eines Kartenausschnitts,
der in der Simulation verwendet werden soll
Tabelle 8.2: Auszug aus den Konfigurationsmo¨glichkeiten des STRAW-Bewegungsmodells
8.4 Alternative Simulationsumgebungen
Neben der JiST/SWANS-Simulationsumgebung existieren weitere Frameworks, die zur
Evaluierung von Fahrzeug-Ad-hoc-Netzen eingesetzt werden ko¨nnen. Die bekanntesten
hierfu¨r sind NS2/NS3 [96] und GloMoSim [97]. Vor allem das NS2/3 Framework ist ei-
ne etablierte Umgebung in der VANET-Community. Da aber zum Zeitpunkt der Er-
stellung dieser Arbeit keines der genannten Frameworks (auch nicht JiST/SWANS) ein
Mehrkanal- Signalmodell integriert hat, konnte die Entscheidung zur Auswahl des passen-
den Simulations-Frameworks frei getroffen werden. Nach der Evaluierung der Performance
und des Speicherbedarfs der unterschiedlichen Simulationsumgebungen in [104], wurde das
JiST/SWANS-Framework zur Bearbeitung des hier vorliegenden Problems als besonders
geeignet eingestuft.
8.5 Mehrkanalmodell Anpassung
Die Standardimplementierung des SWANS-Netzwerksimulators erlaubt zwar die Nutzung
des IEEE 802.11p Protokolls, ist allerdings auf die Nutzung eines einzelnen Kommunikati-
onskanals beschra¨nkt. Fu¨r die Evaluierung des Mehrkanal-Beaconing-Services ist aber die
Existenz eines Mehrkanal-Signalausbreitungsmodells unabdingbar, um die Einschra¨nkun-
gen bei der gleichzeitigen Nutzung von benachbarten Kana¨len abzubilden. Im folgenden
Kapitel sollen die im Rahmen der Arbeit vorgenommenen A¨nderungen an dem Kanalmo-
dell beschrieben werden. Zur korrekten Funktionsweise war es notwendig, die folgenden
Anpassungen vorzunehmen:
• Umsetzung der Multi-Radio Fa¨higkeit
• Umsetzung des ACI-Effekts
• Anpassung der TXpower
• Ermo¨glichen der Per-Packet-Frequenzzuordnung
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Es sei darauf hingewiesen, dass das im Rahmen dieser Arbeit umgesetzte Mehrkanalmodell
nicht den Anspruch erhebt, vollsta¨ndig zu sein. Es soll dazu dienen, die Effekte des gene-
rierten Rauschens durch einen Nachbarkanal zu untersuchen, um eine Tendenz bezu¨glich
der Rahmenbedingungen und Einschra¨nkungen bei der Mehrkanalnutzung zu erhalten. Es
ist bekannt, dass fu¨r eine korrekte Abbildung eines Kanalmodells die Betrachtung der
einzelnen Carrier notwendig ist. Diese Betrachtung ist aber insbesondere nur in bestimm-
ten Grenzsituationen sinnvoll, die aufgrund der Seltenheit des Auftretens keine signifikan-
ten Auswirkungen auf das grundsa¨tzliche Verhalten und die Empfangswahrscheinlichkeit
von Nachrichten haben. Aus diesem Grund wird auf die Umsetzung eines entsprechenden
Carrier-Modells verzichtet. Es sei darauf hingewiesen, dass dies ein typisches Vorgehen in
Simulationsumgebungen ist.
Umsetzung der Multi-Radio Fa¨higkeit
Im Gegensatz zu der aktuellen Umsetzung in SWANS, wo jedem Node-Objekt genau ein
Radio zugeordnet ist, muss bei der Nutzung von mehreren parallelen Kana¨len jede Node
zwei Radio-Objekte beinhalten. Diese Radios entsprechen den in Kapitel 2 beschriebenen
Control- und Service-Radios. Daher ist es im ersten Schritt notwendig, dass eine Node
zwischen zwei Radio-Instanzen unterscheiden kann, um diese den spezifizierten Frequen-
zen zuordnen zu ko¨nnen. Weiterhin muss, um die korrekte Funktionsweise zu simulieren,
jedem
”
physikalischen“ Radio auch ein eigenes Medienzugriffsprotokoll zugeordnet werden.
Das ist notwendig, um zu garantieren, dass ein Senden in einem dedizierten Kanal nicht
den Medienzugriff auf dem benachbarten Kanal einschra¨nkt. Dies wa¨re der Fall, wenn auf-
grund des CSMA/CA-Verfahrens beim gleichzeitigen Kanalzugriff ein Backoff-Verfahren
eingeleitet werden wu¨rde, obwohl die U¨bertragungen auf unterschiedlichen Funkfrequen-
zen stattfinden. Um die Unabha¨ngigkeit der einzelnen Kana¨le zu gewa¨hrleisten, wurde je-
dem Radio ein eigenes Interferenz-Modell (RadioNoiseAdditiv) und ein eigener MAC-Layer
(MAC 802.11p) zugeordnet. Diese konnten dann einem gemeinsamen Netzwerk-Objekt hin-
zugefu¨gt werden. Anhand dieser Anpassungen kann nun jedem Radio eine eindeutige Funk-
frequenz zugeordnen werden, auf der Nachrichten unabha¨ngig voneinander ausgetauscht
werden ko¨nnen.
Umsetzung des ACI-Effekts
Aufgrund der aktuellen Implementierung von SWANS ist es nicht mo¨glich, dass die Kon-
figuration unterschiedlicher Funkfrequenzen tatsa¨chlich auch zur Nutzung unabha¨ngiger
Kana¨len fu¨hrt. Vielmehr wu¨rden alle Pakete auf immer dem gleichen Kanal verbreitet wer-
den. Dies ist durch die Implementierung der Spatial/Field-Klassen bedingt, wo grundsa¨tz-
lich von einem reinen Einkanal-Modell ausgegangen wird. Um den ACI-Effekt trotzdem
abbilden zu ko¨nnen, war daher eine Anpassung notwendig. Hierbei soll differenziert wer-
den, ob ein Sendevorgang auf dem gleichen Kanal oder im Nachbarkanal ausgefu¨hrt wird.
Genauer ausgedru¨ckt, soll dabei grundsa¨tzlich beim Senden und Empfangen von Paketen
zwischen zwei Zusta¨nden unterschieden werden:
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1. der U¨bertragung von Nutzdaten
2. der U¨bertragung von Rauschen.
Die Unterscheidung zwischen der U¨bertragung von Nutzdaten und dem Generieren von
Rauschen wird aufgrund des Aspekts getroffen, auf welchen Funkfrequenzen zwei Radios,
die miteinander kommunizieren, konfiguriert sind. Sind beide auf der gleichen Funkfre-
quenz, so handelt es sich um die U¨bertragung von Nutzdaten, ansonsten um Rauschen.
Dieses Konstrukt wird nun innerhalb des Spatial-Objekts in Form des folgenden Ablaufs
definiert:
• Ein bestimmtes Fahrzeug sendet ein Paket auf dem Control-Radio.
• Innerhalb der Spatial-Klasse werden in einer Schleife u¨ber alle Empfa¨ngerknoten die
konfigurierten Frequenzen der beiden Empfa¨ngerradios u¨berpru¨ft.
• Im Falle, dass sowohl das Radio des Senders als auch das des Empfa¨ngers sich auf
der gleichen Funkfrequenz befinden, wird unter Beru¨cksichtigung der Entfernung und
der Pathloss- und Fading-Faktoren die Signalempfangssta¨rke fu¨r jedes Fahrzeug be-
rechnet. Das zu u¨bertragende Paket wird dann an den Empfa¨nger unter Angabe der
Signalsta¨rke u¨bergeben.
• Im Falle, dass die Frequenz des Senderadios sich von der Frequenz des Empfangsradios
unterscheidet, wird hier die Signalsta¨rke des generierten Rauschens berechnet. Diese
setzt sich, wie in Kapitel 2 beschrieben, zum einem aus der regula¨ren Signalsta¨rke
und zum anderen aus der in der spezifizierten Spektralmaske zu beru¨cksichtigenden
Da¨mpfung eines Signals zusammen. Der berechnete Wert wird dann nicht als Emp-
fangssignal, sondern ausschließlich als Rauschsignal an ein Radio u¨bergeben und zum
vorherrschenden Interferenzniveau addiert. Das Rauschsignal ha¨lt so lange an, wie
die U¨bertragung auf dem Nachbarkanal durchgefu¨hrt wird. Danach wird das Rausch-
signal wieder vom Interferenzniveau subtrahiert.
Aufgrund dieser Implementierung ist es mo¨glich, unter Beibehaltung des grundsa¨tzlichen
Kanal- und MAC-Modells in SWANS den ACI-Effekt umzusetzen.
Umsetzung der Per-Paket-Frequenzzuordnung
Der flexible serviceorientierte Mehrkanal-Beaconing-Ansatz geht davon aus, dass angefragte
Beacons situationsabha¨ngig auf unterschiedlichen Kommunikationskana¨len versendet wer-
den ko¨nnen. Hierzu soll eine Applikation die Mo¨glichkeit haben, die Entscheidung u¨ber
den gewu¨nschten Kanal selber zu treffen. Im vorliegenden Fall ist die Logik der Appli-
kation in der Beaconing-Komponente umgesetzt. Da die Wahl und die Zuordnung von
Nachrichten zu den Kana¨len bisher nicht in den Schnittstellen von SWANS vorgesehen
waren, mussten alle bisher existierenden Schnittstellen angepasst werden. Hierbei ist, wie
in Abbildung 8.4 gezeigt, eine Spezialisierung der entsprechenden Klassen mit dem Pra¨fix
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Abbildung 8.4: SWANS Dual-Radio Anpassung
”
MC“ (Multi Channel) eingefu¨hrt worden. Damit kann jedes einzelne Paket u¨ber einen in-
dividuellen Kanal und ein entsprechendes Radio versendet werden. Ist das Radio nicht auf
dem geforderten Kanal eingestellt, so kann es vor dem Sendevorgang auf diesen umgeschal-
tet werden. Diese Funktionalita¨t ist aber auch global konfigurierbar, da auch grundsa¨tzlich
die Mo¨glichkeit bestehen soll, anhand einer zentralen Komponente die Verwaltung von
Kana¨len und Radios unabha¨ngig von den einzelnen Nachrichten vornehmen zu ko¨nnen.
Anpassung der TXpower
Wie die Evaluierungsergebnisse in Kapitel 5 zeigen, ist die pro Kanal verwendete Sende-
leistung ein entscheidender Faktor bei der parallelen Nutzung von benachbarten Kommu-
nikationskana¨len. Aus diesem Grund ist es entscheidend, unterschiedliche Sendeleistungen
fu¨r einzelnen Kana¨le vorgeben zu ko¨nnen. Diese Sendeleistungseinstellung erfolgt zentral
u¨ber die Konfigurationsdatei. Es ist demnach nicht mo¨glich, die Sendeleistung pro Paket zu
definieren. Dies ist aufgrund der erzielten Erkenntnisse in Kapitel 4 auch nicht erwu¨nscht.
Aufgrund des ACI-Effektes soll eine bestimmte Konfiguration der TXpower vorgegeben sein,
um die Performance auf dem CCH nicht zu beeinflussen.
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Parameter Value
Simulation time [sec] 60
Seeds 5
Pathloss Model Two-Ray Ground
Fading Model Rayleigh
SNIR [dB] 8
Beacon Rate (default) [Hz] 2
Beacon delay jitter [ms] -50 . . . 50
Beacon size (default) [Byte] 300
Beacon validity [ms] 500
Spectrum Mask Class C
ACI Attenuation > ±15MHz [dB] -55
MAC-Layer Protocol IEEE P802.11p






Transmit Power CCH (dBm) 20
Transmit Power SCH2 (dBm) 5
Transmit Power SCH1 (dBm) 20
Node density 100, 150, 200, 250, 300
Awareness distance [m] 100, 200, 300
Tabelle 8.3: U¨berblick der Standard Simulationsparameter
8.6 Zusammenfassung
Die Untersuchung von Algorithmen in Fahrzeug-Ad-hoc-Netzen ist eine komplexe Heraus-
forderung. Dies ist dadurch bedingt, dass zahlreiche Aspekte des Gesamtsystems beru¨ck-
sichtigt werden mu¨ssen. Zwei Kernaspekte sind die Mobilita¨t der Fahrzeuge und die Signal-
ausbreitung in drahtlosen Netzen. Dabei spielt die Anzahl der zu betrachtenden Fahrzeuge
eine entscheidende Rolle. Zum einen vera¨ndert sich die Fahrdynamik bei unterschiedlichen
Fahrzeugdichten, und zum anderen beeinflusst die Anzahl der Kommunikationspartner die
Zuverla¨ssigkeit der Nachrichtenu¨bertragung. Aus diesem Grund ist es notwendig, Algorith-
men zur Nachrichtenverbreitung sowohl in Szenarien mit niedrigen als auch hohen Fahr-
zeugdichten zu betrachteten. In der hier vorliegenden Arbeit wurde fu¨r diese Betrachtung
der Einsatz von Simulationsumgebungen gewa¨hlt, da die Aufstellung eines analytischen
Modells aufgrund der Vielzahl von Parametern zu komplex und die Betrachtung innerhalb
realer Testaufbauten fu¨r die beno¨tigte Anzahl von Fahrzeugen zu kostenintensiv erschien.
Die Hauptaufgabe beim Aufbau der geeigneten Simulationsumgebung war die Umset-
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zung eines geeigneten Kanalmodells zur Ermo¨glichung der Nutzung mehrerer Kommuni-
kationskana¨le. Dieses war zum Zeitpunkt der Bearbeitung der Problemstellung in keinem
der bekannten Simulationsumgebungen abgebildet. Somit stellt die Umsetzung des Mehr-
kanalmodells und die detaillierte Evaluierung der gleichzeitigen Nutzung paralleler Kom-
munikationskana¨le einen der in dieser Arbeit geleisteten wissenschaftlichen Beitra¨ge dar.
Zur Umsetzung wurde das JiST/SWANS-Framework ausgewa¨hlt und anhand der in Ka-
pitel 5 diskutierten Aspekte erweitert. Die Korrektheit der Implementierung wurde mit
existierenden Testergebnissen und analytischen Betrachtungen verglichen, welches in Ka-
pitel 5 genauer beschrieben wurde. Neben der Evaluierung der Mehrkanalnutzung, konnte
auf dieser Basis daru¨ber hinaus der Nutzen bzw. der Mehrwert des vorgestellten service-





Die Vernetzung von Fahrzeugen mit ihrer Umwelt ist ein wichtiger Schritt in Richtung
Komfort, Sicherheit und Verkehrseffizienz im Automobilumfeld. Vernetzte Fahrzeuge tau-
schen dabei untereinander und mit Infrastrukturkomponenten Informationen aus, die sie
aufgrund der verbauten Sensoren generiert haben und ihre Nachbarn z.B. zur Vermeidung
von Unfa¨llen beno¨tigen ko¨nnten. Die Anwendungsbreite ist nahezu unbegrenzt, wobei jede
Anwendung ihre eigenen Anforderungen an das Kommunikations- und Informationssys-
tem stellt, welche durch den Einsatz von unterschiedlichen drahtlosen Technologien erfu¨llt
werden ko¨nnen. Im Fokus der vorliegenden Arbeit liegen kooperative sicherheitsrelevante
Anwendungen, die zur Vermeidung von Kollisionen eingesetzt werden. Ein Hauptkriterium
ist dabei die Bereitstellung von hoch aktuellen Positions- und Zustandsinformationen eines
jeden Fahrzeugs, welches sich innerhalb eines bestimmten Gebiets befindet. Des Weite-
ren sind aufgrund des sicherheitskritischen Charakters der betrachteten Situationen kurze
U¨bertragungszeiten gefordert, um auf Basis der erhaltenen Informationen rechtzeitig Kol-
lisionen erkennen und vermeiden zu ko¨nnen. Zur Sicherstellung des Informationsbedarfs
tauschen Fahrzeuge zyklisch sog. Beacon-Nachrichten aus, die unter Nutzung des speziel-
len IEEE 802.11p WLAN-Derivats in der unmittelbaren Umgebung verbreitet werden. Auf
Basis dieser Nachrichten kann jedes Fahrzeug durch die Scha¨tzung seiner eigenen und der
jeweiligen Fahrtstrecken seiner Nachbarn die Wahrscheinlichkeit einer Kollision berechnen.
Da allerdings die Bandbreite der zur Verfu¨gung stehenden drahtlosen Kommunikations-
netze begrenzt ist, kann es in Situationen mit hoher Fahrzeugdichte zu U¨berlastungssitua-
tionen auf dem Kommunikationskanal kommen. Dies kann dazu fu¨hren, dass aufgrund von
Signalinterferenzen und des existierenden Rauschens auf dem U¨bertragungsmedium einzel-
ne Nachrichten verloren gehen. Somit nimmt die Zuverla¨ssigkeit der Beacon-U¨bertragung
mit steigender Anzahl von Fahrzeugen ab, obwohl gerade in diesen Situationen die Wahr-
scheinlichkeit einer Kollision zunimmt. Die Lo¨sung dieses Grundproblems der zuverla¨ssigen
U¨bertragung von Positions- und Zustandsinformationen in unzuverla¨ssigen drahtlosen IE-
EE 802.11p Netzen stellt die wissenschaftliche Fragestellung der hier vorliegenden Arbeit
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dar.
Zum besseren Versta¨ndnis der Problematik wurden zuna¨chst die Anforderungen der
Anwendung in den jeweiligs aufeinander folgenden Phasen der Kollisionserkennung und
Kollisionsvermeidung betrachtet. Die Unterscheidung der beiden Phasen wurde aufgrund
der Entfernung zwischen zwei Fahrzeugen und der dabei berechneten Kollisionswahrschein-
lichkeit getroffen. Es wurde definiert, dass Situationen, in denen Fahrzeuge eine Distanz
zwischen 100 m und 300 m untereinander aufweisen, der Kollisionserkennungsphase zu-
geordnet werden ko¨nnen. Situationen, in denen Fahrzeuge diese Distanz unterschreiten
und fu¨r die eine erho¨hte Kollisionswahrscheinlichkeit besteht, werden der Kollisionsvermei-
dungsphase zugeordnet.
Da in der Kollisionserkennungsphase aufgrund der Distanz zwischen den Fahrzeugen
grundsa¨tzlich keine unmittelbare Kollisionsgefahr besteht, ist in erster Linie gefordert, die
relevanten Nachbarn in dem definierten Betrachtungsradius zu beobachten. Um diese Be-
obachtung durchzufu¨hren, soll jedes Fahrzeug durchga¨ngig die Bewegung seiner Nachbarn
kennen, um kritische Situationen fru¨hzeitig identifizieren zu ko¨nnen. Um diese Anforde-
rung umzusetzen, muss sichergestellt werden, dass ein Fahrzeug jedes zyklisch ausgesendete
Beacon von allen seinen relevanten Nachbarn zugestellt bekommt. Zu diesem Zweck wurde
die Metrik der Awareness-Qualita¨t aufgestellt. Dabei wird in definierten Absta¨nden das
Verha¨ltnis zwischen den bekannten Nachbarn und den tatsa¨chlich existierenden Nachbarn
fu¨r jedes Fahrzeug gemessen. Ersteres soll durch die empfangenen Beacon-Nachrichten
ermo¨glicht werden, wobei Letzeres direkt der Simulationsumgebung zu entnehmen ist.
In der Kollisionsvermeidungsphase wird davon ausgegangen, dass eine unmittelbare
Kollision mit einem oder mehreren Nachbarfahrzeugen sehr wahrscheinlich ist. Um den
Fahrer rechtzeitig zu warnen bzw. autonom auf die Situation reagieren zu ko¨nnen, ist es
notwendig, von den erkannten mo¨glichen Kollisionspartnern besonders aktuelle Informa-
tionen u¨ber einen definierten Zeitraum zu erhalten. Dafu¨r wurde die Metrik der SafetyRisk
aufgestellt, wobei u¨ber einen Simulationslauf die durchschnittliche Aktualita¨t der Informa-
tionen pro Fahrzeug in Bezug auf dessen Kollisionspartner gemessen wird.
Neben dem Aufbau des jeweils geforderten Informationsdurchsatzes im Hinblick auf
die Awareness-Qualita¨t und die SafetyRisk, wurden fu¨r den Beaconing-Ansatz zusa¨tzlich
die Anforderungen der Skalierbarkeit, der Nutzenorientierung und der Kompatibilita¨t de-
finiert. Die Skalierbarkeit soll gewa¨hrleisten, dass der Informationsdurchsatz sowohl bei
niedrigen als auch bei hohen Fahrzeugdichten erzielt wird. Die Nutzenorientierung fordert,
dass Nachrichten nur gesendet werden, wenn die Information fu¨r mindestens ein Fahrzeug
einen Mehrwert aufweist. Es wird zwischen dem lokalen Nutzen einer Nachrichtenu¨bertra-
gung fu¨r ein bestimmtes Fahrzeug und dem globalen Nutzen fu¨r alle Fahrzeuge, die eine
Information erhalten, unterschieden. Die Kompatibilita¨t gibt an, wie viel Netzwerkband-
breite ein Beaconing-Algorithmus in den jeweiligen Situationen einnimmt und ob noch
Bandbreite fu¨r andere Nachrichtentypen vorhanden ist. Die Bewertung der Anforderungen
wird qualitativ aufgrund der Evaluierungsergebnisse vorgenommen.
Unter Beru¨cksichtigung der definierten Anforderungen wurden zuna¨chst unterschied-
liche statische Beacon-Wiederholraten von 2 Hz, 3 Hz, 5 Hz und 10 Hz untersucht. Die
Evaluierung zeigt, dass gerade in der Kollisionserkennungsphase alle Varianten mit steigen-
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dem Betrachtungsradius und steigender Fahrzeugdichte keine zufriedenstellenden Ergeb-
nisse liefern. Zum einen kann dieses Resultat bei niedrigen Beacon-Wiederholraten dadurch
erkla¨rt werden, dass Nachrichten auf dem Netzwerk verloren gehen und die Wiederholung
der Informationen zu lange dauert, so dass die Bewegung eines Fahrzeugs nicht durchga¨ngig
beobachtet werden kann. Zum anderen wird durch die Erho¨hung der Beacon-Wiederholrate
die Last auf dem Kommunikationskanal zum Teil so hoch, dass fast keine Nachrichten mehr
erfolgreich u¨bermittelt werden ko¨nnen.
Zur Lo¨sung des Problems wurde in dieser Arbeit ein nutzenorientierter Beaconing-




Im Rahmen der Arbeit wurde neben der Lo¨sung der definierten wissenschaftlichen Pro-
blemstellung auch ein wichtiger wissenschaftlicher Beitrag geleistet, der in der detaillierten
Untersuchung der gleichzeitigen Kanalnutzung begru¨ndet ist. Nach aktuellem Wissens-
stand ist eine derartige Analyse auf Basis von Simualtionsumgebungen bislang nicht vor-
genommen worden. Der große Vorteil dabei ist, dass dadurch vor allem die Auswirkungen
der parallelen Kanalnutzung bei hohen Fahrzeugdichten untersucht werden ko¨nnen. Im
Folgenden soll das Prinzip der Lo¨sungsansa¨tze und die dadurch erzielten Ergebnisse kurz
zusammengefasst werden.
Serviceorientierung
Das serviceorientierte Beaconing-Prinzip beruht auf der Einfu¨hrung eines Request/Res-
ponse-Protokolls, welches es ermo¨glicht, erwartete Nachrichten, die nicht zugestellt werden
konnten, im Broadcast-Verfahren bei all seinen Nachbarn anzufordern. Als Reaktion auf
diese Anfrage kann jeder Nachbar, der das angeforderte Beacon empfangen konnte, dieses
weiterleiten. Dieses Prinzip des Beacon Forwarding Services wird in der Kollisionsvermei-
dungsphase eingesetzt. Des Weiteren wurde der Beacon Rate Control Service spezifiziert,
welcher es erlaubt, situationsadaptiv die Beacon-Wiederholrate von ausgewa¨hlten Fahr-
zeugen zu steuern. Somit kann eine Erho¨hung der Beacon-Wiederholrate in kritischen
Situationen der Kollisionsvermeidungsphase vorgenommen werden. Der serviceorientier-
te Beaconing-Ansatz setzt eine niedrige Basis-Beacon-Wiederholrate von 2 Hz voraus und
erho¨ht diese nur, wenn Bedarf an weiteren Informationen besteht. Somit erfu¨llen die darauf
basierten Ansa¨tze automatisch die Anforderung der Nutzenorientierung. Es wurde gezeigt,
dass im Hinblick auf den Informationsdurchsatz deutliche Verbesserungen bei niedrigen
und mittleren Fahrzeugdichten erzielt werden ko¨nnen. Der Informationsdurchsatz bei ho-
hen Fahrzeugdichten konnte allerdings nicht signifikant verbessert werden. Dies resultiert
daraus, dass in diesen Situationen das Netzwerk durch das Anfragen und Weiterleiten von
Beacons stark belastet wird und somit die Paketverluste zunehmen.
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Mehrkanalnutzung
Um diese Last zu verteilen, wurde die gleichzeitige Nutzung von mehreren IEEE 802.11p
Kommunikationskana¨len untersucht. Hierbei sollen Anfragen von Beacons auf dem Control-
Kanal versendet werden, wobei die Erbringung der Services auf einem der Service-Kana¨le
erfolgt. Dieses Prinzip erfu¨llt die Anforderung nach Kompatibilita¨t, da die einzelnen Kom-
munikationskana¨le entlastet werden. Der Ansatz steigert daru¨ber hinaus den globalen Nut-
zen im Netzwerk, da Fahrzeuge, die an der Weiterleitung eines Beacons interessiert sind,
auf einen gesonderten Kanal umschalten ko¨nnen und somit andere Fahrzeuge mit diesen
Nachrichten nicht gesto¨rt werden. Eine detaillierte Untersuchung der parallelen Kanalnut-
zung hat allerdings gezeigt, dass aufgrund des Nebensprechens eines Sendevorgangs nicht
alle Kana¨le mit gleicher Sendeleistung betrieben werden ko¨nnen. Somit ergibt sich fu¨r den
direkt zum Control-Kanal benachbarten Service-Kanal eine Reduzierung der Sendeleis-
tung um 15 dB. Diese abgeschwa¨chte Sendeleistung hat wiederum Einfluss auf den Infor-
mationsdurchsatz bei ho¨heren Kommunikationsdistanzen. Nichtsdestotrotz konnte gezeigt
werden, dass durch die Nutzung von parallelen Kana¨len eine deutliche Verbesserung des
Informationsdurchsatzes sowohl fu¨r die Kollisionserkennungs- als auch die Kollisionsvermei-
dungsphase erzielt werden kann. Gerade unter der Annahme, dass die Mo¨glichkeit besteht,
einzelne Fahrzeuge aus der Betrachtung ausschliessen zu ko¨nnen, da mit diesen keine kriti-
sche Kollisionssituation besteht, kann der serviceorientierte Mehrkanal Beaconing-Ansatz
sogar in der Kollisionserkennungsphase und bei einem Betrachtungsradius von 300 m einen
Informationsdurchsatz von ≈ 85% bei allen Fahrzeugdichten erzielen. Dies bedeutet eine
signifikante Erho¨hung von bis zu 400% im Vergleich zu den Ergebnisse aller statischen
Beaconing-Ansa¨tze.
Die Kombination der beiden Ansa¨tze ergibt ein ganzheitliches Konzept eines nutzenori-
entierten Beaconing-Ansatzes. Die Evaluierungen haben ergeben, dass dieser im Hinblick
auf alle definierten Anforderungen zufriedenstellende Ergebnisse liefert. Das Konzept ist so
flexibel, dass in Abha¨ngigkeit von der Situation unterschiedliche Beacon-Wiederholraten
und unterschiedliche Kommunikationskana¨le genutzt werden ko¨nnen, so dass stets ein ho-
her Informationsdurchsatz ermo¨glicht wird.
9.2 Ausblick
Das in dieser Arbeit entwickelte Konzept des serviceorientieren Mehrkanal-Beaconings bie-
tet - trotz ausfu¨hrlicher Untersuchungen und Evaluierungen - Anknu¨pfungspunkte fu¨r wei-
tere Analysen und Erweiterungen. Obwohl die Evaluierungen der einzelnen vorgeschlage-
nen Varianten signifikante Verbesserungen fu¨r den Informationsdurchsatz geboten haben,
versprechen die folgenden zwei Punkte weiteres Optimierungspotenzial:
1. Einfu¨hrung von Unterdru¨ckung im Beacon Forwarding Service: Wie aus den Analy-
sen hervorgeht, gehen vor allem bei einer hohen Anzahl von Fahrzeugen viele Nach-
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richtenpakete auf dem Netzwerk verloren. Diese werden dann anhand von Service-
Request-Nachrichten im Falle des Beacon Forwarding Services angefragt und durch
eine Beacon-Weiterleitung der Service Provider beantwortet. In Situationen, in denen
viele Service Provider existieren, kann auch die Anzahl der Beacon-Weiterleitungen
stark ansteigen. Dies ist nicht unbedingt immer von Vorteil. Obwohl viele redundante
Nachrichten zwecks der Erho¨hung des Informationsdurchsatz versendet werden, kann
es bei zu viel Redundanz dazu kommen, dass alle Nachrichten auf dem Kanal verloren
gehen. Um dies zu verhindern, wa¨re es sinnvoll, bei einer hohen Anzahl von Service
Providern eine Sendeunterdru¨ckung einzufu¨hren. Die Unterdru¨ckung wu¨rde bewir-
ken, dass Service Provider die Weiterleitung eins Beacons verwerfen, wenn dieses be-
reits von einem anderen Knoten als Service Response versendet wurde (siehe MHVB
Kapitel 3). Dazu mu¨ssten Timer eingefu¨hrt werden, die in Abha¨ngigkeit der Distanz
zwischen Service Provider und Service User eine sofortige Weiterleitung des Beacons
verhindern. Das Konzept mu¨sste allerdings - im Gegensatz zu MHVB - diejenigen
Service Provider mit der niedrigsten Verzo¨gerungsdauer versehen, die am na¨chsten
zu dem Service User sind. Durch die verku¨rzte Kommunikationsdistanz besteht auch
eine ho¨here Wahrscheinlichkeit der Nachrichtenu¨bertragung. Wichtig dabei ist, dass
nicht die komplette Redundanz bei der Beacon-Weiterleitung durch das Prinzip der
Sendeunterdru¨ckung entfernt wird. Diese spielt na¨milch vor allem bei dem SCH2 ei-
ne wichtige Rolle im Bezug auf den Informationsdurchsatz. Somit ist eine Reihe von
Experimenten und Simulationen notwendig, um das richtige Verha¨ltnis zwischen der
Sendeunterdru¨ckung und der Redundanz zu finden.
2. Adaptive Steuerung des Service-Request-Intervalls im Beacon Rate Control Service:
Der Bidirektionale Beacon Rate Control Service ermo¨glicht es einem Fahrzeug, das
eine sicherheitskritische Situation mit einem seiner Nachbarn erkannt hat, diesen
direkt zu adressieren und von ihm eine ho¨here Beacon-Wiederholrate fu¨r eine defi-
nierte Zeitdauer anzufragen. Neben dieser angefragten Wiederholrate und der Dauer
der Serviceerbringung ist dabei auch der Zeitpunkt der Service-Anfrage entschei-
dend. In den bisher betrachteten Szenarien wurden feste Anfrage-Intervalle von 500
ms und 1000 ms angenommen. Dies setzt wiederum voraus, dass im Mittel die
Service-Anfrage von den jeweiligen Service Providern grundsa¨tzlich empfangen wer-
den kann. Es konnte gezeigt werden, dass diese Parametrisierung eine deutliche Ver-
besserung des Informationsdurchsatzes im Vergleich zu den angenommenen statischen
Beacon-Wiederholraten erzielen kann. Allerdings kann davon ausgegangen werden,
dass einzelne Service-Anfragen bei erho¨hter Kanallast verloren gehen und dass der
Service nicht unmittelbar erbracht werden kann. Somit ist es notwendig, bis zum
na¨chsten regula¨ren Service-Request-Zeitpunkt zu warten, um einen potenziellen Ver-
lust der Service-Anfrage zu kompensieren. Ein mo¨glicher Verbesserungsansatz wa¨re
eine Service-Anfrage zu wiederholen, wenn nach einem bestimmten Timeout keine
Antwort von dem adressierten Service Provider erhalten wird. Dabei muss allerdings
bedacht werden, dass diese Anfragen nicht beliebig oft in Szenarien wiederholt wer-
den, in denen der potenzielle Kollisionspartner nicht mehr erreichbar ist, da er z.B.
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von anderen Gegensta¨nden abgeschattet wird. Hierbei sollte die erho¨hte Frequenz
der Service-Anfragen nicht unno¨tig den Kommunikationskanal belasten.
Ein weiterer interessanter Forschungsaspekt ist die Betrachtung des serviceorientierten
Beaconing-Ansatzes in Szenarien mit hohen Abschattungseffekten. Obwohl diese sogenann-
ten Non-Line-of-Sight Szenarien in der hier vorliegenden Arbeit nicht untersucht worden
sind, ist zu erwarten, dass gerade der Beacon Forwarding Service ein hohes Maß an Verbes-
serungspotenzial im Hinblick auf die Awareness-Qualita¨t bietet. Vor allem der Multi-Hop-
Charakter kann einen Nachrichtenaustausch um Hindernisse herum ermo¨glichen, ohne die
Sendeleistung der einzelnen Pakete zu erho¨hen. Somit wa¨re es auch mo¨glich, die Bewegung
eines Fahrzeuges zu verfolgen, auch wenn dieses gerade kurzzeitig - z.B. von einem LWK -
abgeschattet wird. Nimmt man daru¨ber hinaus an, dass Fahrzeuge, die als Abschattungs-
objekte fungieren, auch mit einem Kommunikationssystem ausgestattet sind, so ko¨nnen
diese direkt als Service Provider dienen und die Beacons des abgestatteten Fahrzeugs wei-
terleiten.
Abschließend wa¨re es von Interesse den vorgeschlagenen serviceorientieren Beaconing-
Ansatz nicht nur mit Hilfe von Simulationsumgebungen, sondern auch in realen Szenarien
anhand von prototypischen Implementierungen zu evaluieren. Dies wa¨re sicherlich ein span-
nender Aspekt fu¨r Forschungsprojekte wie simTD [9] oder dessen Nachfolger Drive-C2X
[22], um zu pru¨fen, ob der Ansatz in die Standardisierungsaktivita¨t der ETSI [19] einge-
bracht werden kann.
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