Asymptotically optimal bit allocation among a set of quantizers for a finite collection of sources was determined in 1963 by Huang and Schultheiss. Their solution, however, gives a real-valued bit allocation, whereas in practice, integer-valued bit allocations are needed. We compare the performance of the Huang-Schultheiss solution to that of an optimal integer-valued bit allocation. Specifically, we derive upper and lower bounds on the deviation of the mean squared error using optimal integer-valued bit allocation from the mean squared error using optimal real-valued bit allocation. One consequence shown is that optimal integer-valued bit allocations do not necessarily achieve the same performance as that predicted by Huang-Schultheiss, for asymptotically large transmission rates. We also prove that integer bit allocation vectors that minimize the Euclidean distance to the optimal real-valued bit allocation vector are optimal integer bit allocations.
Introduction
The quantizer bit allocation problem is to determine the individual rates of a finite collection of quantizers so as to minimize the sum of their distortions, subject to a constraint on the sum of their rates. Bit allocation arises in applications such as speech, image, and video coding.
Huang and Schultheiss [3] solved the bit allocation problem when the mean squared error of each quantizer decreases exponentially as its rate grows. Segall [4] generalized [3] by finding optimal real valued bit allocations when the mean squared error of each quantizer is a convex function of its rate.
All of the papers cited above have allowed arbitrary real-valued bit allocations. Real applications impose integer-value constraints on the bits used. In practice, sometimes the real-valued Huang-Schultheiss bit allocation is rounded to the nearest integer, in a manner that does not violate the overall bit budget. Alternatively, searches of integer-valued bit allocations near the Huang-Schultheiss solution are performed and the best such allocation that satisfies the bit budget is used. There are also many examples of algorithmic techniques for obtaining good integer-valued bit allocations (we do not cite them here due to limited space).
In this paper we provide some theoretical analysis of optimal integer bit allocations, by comparing the performance of the Huang-Schultheiss solution for a real-valued bit allocation to that of an optimal integer-valued bit allocation. Specifically, we derive upper and lower bounds on the deviation of the mean squared error using optimal integer-valued bit allocation from the mean squared error using optimal real-valued bit allocation.
Preliminaries
Let ½ be scalar sources with positive variances ¾ ½ ¾ . These sources are scalar quantized with resolutions ½ , measured in bits. Throughout this paper, we assume ¾. The goal in bit allocation is to determine the values of the quantizer resolutions, subject to a constraint on their sum, so as to minimize the (possibly weighted) sum of the resulting mean squared errors of the quantizers.
Let Ê denote the reals and denote the integers. Also, let
The vector will be called the bit allocation and the scalar the bit budget. Ê´ µ and Á´ µ are, respectively, the sets of all real and integer valued bit allocations with bit budgets . Bit allocations in Á´ µ are said to be integral. We use the notation Ü ÑÓ to mean that ´ Üµ and ¼ Ü ½. Assume the mean squared error of the th quantizer is
where Ê ½ ¿ ¡ ¿ ½¾ and denotes the probability density function of . It is known that (1) is satisfied for asymptotically optimal scalar quantization [2] . Assume, without loss of generality 1 , that for all . The total mean squared error (MSE) resulting from is
Note that is a function of . 1 Generalizing our results to different is straightforward.
For each integer For any bit allocation ¾ Ê´ µ, we have
where (3) follows from (1) and (2); (4) follows from Lemma 2.1; and (6) follows from the arithmetic-geometric mean inequality. For any scalar sources and for each integer
We call É Ó the set of optimal integer bit allocations. From (5), the quantity Ó is the MSE resulting from any ¾ É Ó .
Lattice Tools
We exploit certain facts from lattice theory to establish bit allocation results, specifically Theorems 5.1, and 6.1. In particular, the lattice ½ is useful for analyzing bit allocations for scalar sources since it consists of points with integer coordinates which sum to zero. Most of the following definitions and notation are adapted from [1] . 
Closest Integer Bit Allocation
For any scalar sources and for each integer
É is the set of closest integer bit allocations, with respect to Euclidean distance, to the optimal real-valued bit allocation. Note that each ¾ É is, in general, different from a bit allocation obtained by finding the closest integer to each component of ÓÖ , since such an approximation might result in either more or less than bits being used. From (5), the set contains the MSEs resulting from bit allocations in É .
The next corollary follows immediately from a lemma not given here due to limited space. It states that the nearest (in a Euclidean distance sense) a closest integer bit allocation vector can be to the optimal real-valued bit allocation vector must occur when the bit budget is at most the number of sources. 
Optimality
The following theorem establishes that closest integer bit allocation is actually optimal optimal integer bit allocation. That is, the theorem states that the set of closest integer bit allocation MSEs contains a single number, namely the optimal integer bit allocation MSE Ó . The quantity AE is well defined by Corollary 3.1 and Theorem 3.2.
The following theorem shows that either ÓÖ ¾ É Ó for all bit budgets congruent to some constant modulo , or else ÓÖ is never an element of É Ó , in which case the distortion penalty resulting from optimal integer bit allocation is bounded away from ½ for all bit budgets. 
where (15) follows from a lemma not given here due to limited space; (16) follows from (14) and the fact that ´Ùµ is monotone increasing for Ù ¼; and (17) follows from the arithmetic-geometric mean inequality. 
A lemma, not stated here due to limited space, and (18) imply that for each integer ½ and for every ¾ É Ó , the vector ÓÖ is a component-wise permutation of ½ .
