crushed and separated into the 425-841 µm grain-size fraction range, rinsed, and then etched through repeated applications of HCl and HF acids until only quartz remained. Sample quartz purity was ensured by ICP-OES elemental analysis at the University of Colorado-Boulder. A procedural blank was made for each sample set in order to replicate all processing steps and potential contamination sources to which each sample may have been exposed. Five samples were processed in 2004 with blanks BL7 and BL8 (both with a 10 Be/ 9 Be ratio of ~2.64×10 -14 ). The remaining sample sets were processed in 2010 with blanks B6 ( 10 Be/ 9 Be=2.89×10 -15 ), B8 ( 10 Be/ 9 Be=0.85×10 -15 ) and B9 ( 10 Be/ 9 Be=1.25×10 -15 ). The UW-Madison laboratory has improved the process blank values via lowering the isotope ratios by more than one order of magnitude (average 10 Be/ 9 Be=1.67×10 -15 ). Data for procedural blanks and their corresponding sample sets are shown in Table DR1 . A known quantity of 9 Be carrier was added to facilitate AMS analysis of the small 10 Be/ 9
Be ratios in each sample. Blanks BL7 and BL8 received a known concentration of a commercial 9 Be carrier (1000 µg 9 Be/ml) whereas B6 received known concentration of the Merck carrier (1000 µg 9 Be/ml). Carrier addition to associated samples was adjusted based on sample weight. The sample sets corresponding to blanks B8 and B9 each received 1.0 ml of the OSU Blue carrier (240±3 µg 9 Be/ml), regardless of sample mass. The 10 Be/ 9 Be ratio for this carrier is ~4×10 -16 . All laboratory-based chemical data are summarized in Table DR1 .
The pure sample quartz with carrier was then fully dissolved in concentrated HF over mild heat. Following several treatments of oxidization via HClO 4 , all samples were passed through anion and cation exchange columns to remove elemental impurities (e.g., Fe, Ti, Al). This was followed by a series of pH-sensitive selective chemical precipitations and pH-8 water rinsing for boron isobar removal, resulting finally in a pure beryllium hydroxide precipitate. The Be(OH) 2 was transferred to a quartz vial for high-temperature dry-down and oxidation to BeO, which was finally mixed with a powdered niobium binder and loaded into the AMS target vessel by compaction. The samples were sent to Purdue University's Rare Isotope Measurement Laboratory (PRIME-Lab) for AMS measurement of the 10 Be/ 9 Be ratios (Table DR1) .
Production Rate Calculation and Scaling
The online CRONUS-Earth calculator (http://hess.ess.washington.edu/math) has traditionally used only production rates derived from a globally distributed set of calibration data sites (Balco et al., 2008) . Regional production rates, however, have recently been developed. We utilize a production rate calibrated to the southern mid-latitudes of New Zealand (Putnam et al., 2010) , derived by matching the cosmogenic 10 Be concentrations in boulders from a debris flow deposit with radiocarbon-dated macrofossils of shrub-like vegetation from a soil horizon directly underneath the deposit. The reference 10 Be production rate=3.75±0.08 atoms g -1 yr -1 , with a scaling error of <2.5% (Putnam et al., 2010; Balco et al., 2009) . Justification for applying this reference production rate to southern Patagonia is based upon comparison between maximumand minimum-limiting 14 C ages and 10 Be boulder concentration measurements both from the Puerto Banderas moraine near Lago Argentino (Fig. DR1) (Ackert et al., 2008; Kaplan et al., 2011) . The original 14 C dates indicate moraine deposition after 12.9±0.9 ka and before ~12.3 ka (Strelin and Malignino, 2000) . More recent 14 C dating tightly constrains the moraine age to ~13 ka with retreat before ~12.7 ka . By using the New Zealand production rate from Putnam et al. (2010) , the 10 Be boulder samples from the moraine of Ackert et al. (2008) date to 13.2±0.3 ka, in agreement with the 14 C constraints . This agreement between the radiocarbon data and the cosmogenic radionuclide measurements for the Puerto Banderas moraine is maintained only by using the production rate established by Putnam et al. (2010) . The globally-averaged production rate calculator (Balco et al., 2008) results in a significantly younger age of 11.4±0.3 ka that contradicts the 14 C age constraints. Kaplan et al. (2011) obtained additional 10 Be dates from the Puerto Banderas Moraine and on an in-board 14 Cdated moraine that confirmed the applicability of this production rate to southern Patagonia.
Our cosmogenic
10 Be concentrations and all relevant sample data (Table DR1) were entered into the online CRONUS-Earth online surface exposure age calculator. The results from both calculators described above are shown for comparison in Table DR2 . Age results from all five scaling schemes (St: Lal (1991) and Stone (2000) (2000), time-dependent scheme) are also provided (Table DR3 ). Our interpretations reference the ages calculated with the Lm scaling scheme. The use of any one scaling scheme does not significantly affect the calculated ages or conclusions.
Exposure Age Results
Glacial retreat timing for each moraine was established by calculating the mean of each sample set, expressed with one standard error (S.E.) uncertainty (Figs. 1 and 2 in the main text). We use the straight mean because the geologic uncertainty (standard deviation of the boulder ages for each moraine) is equivalent to or greater than the analytical uncertainty of individual boulders (Bevington and Robinson, 2002) . Using a weighted mean does not change our results or conclusions. The La Sofia moraine has an exposure age of 19.7±1.1 ka (n=6; mean standard weighted deviates (MSWD)=4.5) whereas the adjacent San Jorge moraine 1.5 km upstream has an exposure age of 18.9±0.4 ka (n=9; MSWD=1.4). The Cerro Pintado moraine has an errorweighted mean age of 17.0±0.3 ka (n=6; MSWD=0.88). No outliers were excluded from the age calculations. Our Rio Guanaco Valley 10 Be retreat chronology is older than the minimumlimiting 14 C dates that show the San Jorge and Cerro Pintado moraines to be older than 13.7±0.1 ka and 4.8±0.2 ka, respectively (Wenzens, 1999) . The relevant field and laboratory data needed to re-calculate the surface exposure ages are provided in Table DR1 . Interpretations are discussed in the main text.
Paleo-ELA Calculation
Estimates for the paleo-equilibrium line altitude (ELA) values were approximated via inferred paleo-glacier extents and moraine landscape positions. The glacial extents were estimated by constraining the area of glacial presence to areas upstream of the respective terminal moraines, and then confining the estimated location of glacial margins inside the valley walls, with the upper accumulation zone filling the headwalls (Fig. 1) . The paleo-glacial surface elevations were interpolated at each point across the valley by matching identical glacier margin elevation values derived from a digital elevation model (DEM) dataset. A smoothed surface approximating the paleo-glacier surface was constructed using the ESRI © ArcMap program. Glacier surface elevations were plotted in hypsometric curves versus the cumulative area below each elevation value. The elevation corresponding to the accumulation area ratio of 0.65±0.05 (Porter, 1975) (elevation with 35% of glacial area below the ELA) was used as an approximation of the paleo-ELA. Paleo-ELAs were converted into past temperature conditions by using a lapse rate of 0.008 °C m -1 (Hulton et al., 1994; Takeuchi et al., 1996; Stuefer et al., 2007) . In order to tie the paleo-ELA estimates to modern conditions, we calculated the averaged present-day ELA value from a set of 12 existing cirque glaciers positioned on the crest of the pre-Cordilleran mountain range west of Rio Guanaco Valley (Fig. 1b) ; this present-day ELA value is estimated to be 1750±200 m (one standard deviation uncertainty), and was also computed via the AAR method. The paleo-ELA results corresponding to conditions during each respective moraine deposition are discussed in the main text.
Climate Model Simulations for 50°S
We use the climate output for 50°S, southern Patangonia from a fully-coupled atmosphere-ocean global circulation model (AOGCM) to calculate deglacial changes in ELA from the LGM (Fig. 3d) . The National Center for Atmospheric Research (NCAR) CCSM3 model simulation starts from an equilibrium LGM state that incorporates orbital variations, known greenhouse gas concentrations (Joos and Spahni, 2008) , and ice sheet size (Liu et al., 2009) . The AOGCM was run 22 to 14 ka with perturbation by a varying meltwater flux from the melting Northern Hemisphere ice sheets discharged into the North Atlantic Ocean 19-17 ka (Liu et al., 2009 ). This results in surface cooling in the North Atlantic with simultaneous warming in the southern mid to high-latitudes, consistent with a bipolar thermal seesaw teleconnection between the Northern and Southern Hemispheres related to reduced meridional overturning in the North Atlantic (Crowley, 1992; Stocker, 1998) . The modeled range of temperature change across southern South America from 19 to 17 ka is 1-3°C, a warming that is explained solely by the meltwater flux into the North Atlantic because atmospheric greenhouse gas forcings were not initiated until 17 ka (Liu et al., 2009) , in agreement with most recent greenhouse gas chronology (Lemieux-Dudon et al., 2010).
The transient AOGCM climate for Patagonia, 50°S, was converted to a relative change in ELA due to austral summer temperatures (December through February) by using the temperature lapse rate of 0.008 °C m -1 (Hulton et al., 1994; Takeuchi et al., 1996; Stuefer et al., 2007) , as well as ELA change due to precipitation (-0.0083 mm day -1 m -1 ) based on the Southern Patagonian Icefield modeling of Hulton et al. (1994) (Fig. 3d) . This modeled change in ELA is an estimate made relative to a zero value established from the 2 kyr average of relatively constant glacial-state conditions from 22-20 ka. We also compared our ELA changes with predicted ELA changes from a transient CCSM3 simulation run from 22 to 17 ka but with only changes in orbital parameters to test the effects of spring-summer insolation (Stott et al., 2007) . All samples underwent accelerator mass spectrometric analysis of the 10 Be/ 9 Be ratios at Purdue's Rare Isotope Measurement laboratory (PRIME-Lab) according to the following AMS beryllium standardizations, as noted: NIST_30600 (NIST SRM4325 with an assumed isotope ratio of 3.0 x 10 -11 ), KNSTD, and 07KNSTD. a Global production rate refers to the conventional global production rate calculator from Balco et al.(2008) ; b SH production rate refers to the reference production rate established for the southern mid-latitudes of New Zealand by Putnam et al.(2010) ; c erosion rate is assumed to equal 1.4 mm/k.y. (Douglass et al., 2006) . All ages were calculated with the online CRONUS-Earth surface exposure age calculator using the time-dependent Lal (1991 )/Stone (2000 scaling scheme results (Lm). Individual exposure age outputs from the CRONUS Earth online calculator are expressed with one standard-error uncertainty. Final inverse-variance weighted-average ages are also shown with one standard-error uncertainty.
c All input errors represent the internal uncertainty of each sample (one standarderror).
