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AN INEXACT PRIMAL-DUAL SMOOTHING FRAMEWORK FOR
LARGE-SCALE NON-BILINEAR SADDLE POINT PROBLEMS∗
LE THI KHANH HIEN† , RENBO ZHAO‡ , AND WILLIAM B. HASKELL§
Abstract. We develop an inexact primal-dual first-order smoothing framework to solve a class
of non-bilinear saddle point problems with primal strong convexity. Compared with existing meth-
ods, our framework yields a significant improvement over the primal oracle complexity, while it has
competitive dual oracle complexity. In addition, we consider the situation where the primal-dual
coupling term has a large number of component functions. To efficiently handle this situation, we
develop a randomized version of our smoothing framework, which allows the primal and dual sub-
problems in each iteration to be solved by randomized algorithms inexactly in expectation. The
convergence of this framework is analyzed both in expectation and with high probability. In terms of
the primal and dual oracle complexities, this framework significantly improves over its deterministic
counterpart. As an important application, we adapt both frameworks for solving convex optimiza-
tion problems with many functional constraints. To obtain an ε-optimal and ε-feasible solution, both
frameworks achieve the best-known oracle complexities (in terms of their dependence on ε).
Key words. Non-bilinear saddle point problems, Inexact primal-dual smoothing, Convex opti-
mization with functional constraints, Stochastic optimization, Large-scale optimization
1. Introduction. Let (E1, ‖·‖E1) and (E2, ‖·‖E2) be finite-dimensional real normed
spaces, with dual spaces (E∗1, ‖·‖E∗
1
) and (E∗2, ‖·‖E∗
2
), respectively. We consider the fol-
lowing convex-concave saddle point problem (SPP)
(1.1) minx∈X maxλ∈Λ
{
S(x, λ) , f(x) + g(x) + Φ(x, λ) − h(λ)},
where X ⊆ E1 and Λ ⊆ E2 are nonempty, convex and closed sets, X is bounded and
the functions f, g : E1 → R , R ∪ {+∞} and h : E2 → R are convex, closed and
proper (CCP) functions. Define dom g , {x ∈ E1 : g(x) < +∞} and domh similarly.
We assume that X ⊆ dom g and Λ ⊆ domh. (Otherwise, we can take X ∩ dom g and
Λ∩ domh to be the new constraint sets that satisfy the above assumptions on X and
Λ.) We also assume that both g and h admit tractable Bregman proximal projections
(BPP) on X and Λ, respectively. (See Section 2 for its precise definition.) In addition,
we assume that f is differentiable on an open set X ′ ⊇ X , and µ-strongly convex (s.c.)
and L-smooth on X (where L ≥ µ > 0), i.e.,
(1.2)
µ
2
‖x− x′‖2
E1
≤ f(x)− f(x′)− 〈∇f(x′), x− x′〉 ≤ L
2
‖x− x′‖2
E1
, ∀x, x′ ∈ X ,
where 〈·, ·〉 denotes the duality pairing between E∗1 (resp. E∗2) and E1 (resp. E2).
We next state our assumptions on the function Φ : E1 × E2 → [−∞,+∞]. First,
it is convex-concave, i.e., for any (x, λ) ∈ E1 ×E2, Φ(·, λ) is convex and differentiable
on E1 and Φ(x, ·) is concave and differentiable on E2. In addition, Φ satisfies the
(Lxx, Lλx, Lλλ)-smoothness condition (where Lxx, Lλx, Lλλ ≥ 0) on X × Λ, i.e., for
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any x, x′ ∈ X and λ, λ′ ∈ Λ,
‖∇xΦ(x, λ) −∇xΦ(x′, λ)‖E∗
1
≤ Lxx ‖x− x′‖E1 ,(1.3a)
‖∇xΦ(x, λ) −∇xΦ(x, λ′)‖E∗
1
≤ Lλx ‖λ− λ′‖E2 ,(1.3b)
‖∇λΦ(x, λ)−∇λΦ(x′, λ)‖E∗
2
≤ Lλx ‖x− x′‖E1 ,(1.3c)
‖∇λΦ(x, λ)−∇λΦ(x, λ′)‖E∗
2
≤ Lλλ ‖λ− λ′‖E2 ,(1.3d)
where x 7→ ∇xΦ(x, λ) and λ 7→ ∇λΦ(x, λ) denote the gradients of Φ(·, λ) and Φ(x, ·),
respectively. For later use, let us define the (primal) condition number
(1.4) κX , (L + Lxx)/µ.
In this work, we assume that the saddle function Φ(·, ·) in (1.1) has the following
finite-sum structure, i.e.,
(1.5) Φ(x, λ) , (1/n)
∑n
i=1Φi(x, λ),
where for each i ∈ [n] , {1, . . . , n} and any (x, y) ∈ E1×E2, Φi : E1×E2 → [−∞,+∞]
is convex-concave and satisfies the (Lixx, L
i
λx, L
i
λλ)-smoothness condition on X×Λ. As
a result, the smoothness parameters of Φ can be bounded as Lxx ≤ (1/n)
∑n
i=1 L
i
xx,
Lλx ≤ (1/n)
∑n
i=1 L
i
λx and Lλλ ≤ (1/n)
∑n
i=1 L
i
λλ. In addition, we are particularly
interested in the setting where the number of component functions (i.e., n) is large.
For well-posedness, we assume that for the SPP in (1.1), at least one saddle point
(x∗, λ∗) exists, i.e., there exists (x∗, λ∗) ∈ X × Λ such that
(1.6) S(x∗, λ) ≤ S(x∗, λ∗) ≤ S(x, λ∗), ∀ (x, λ) ∈ X × Λ.
1.1. Primal and Dual First-order Oracles. Since we are interested in devel-
oping primal-dual first-order methods to solve the SPP in (1.1), where the function
Φ(·, ·) has the finite-sum structure as in (1.5), we set up the primal and dual first-order
oracles as follows: Upon receiving (x, λ, i) ∈ X ×Λ× [n] (where [n] , {1, . . . , n}), the
primal oracle OP returns ∇xΦi(x, λ) and the dual oracle OD returns ∇λΦi(x, λ). In
addition, OP returns ∇f(x) upon receiving (x, 0). Accordingly, we define the primal
oracle complexity and dual oracle complexity to be the number of oracle calls to OP
and OD, respectively.
1.2. Applications. The SPP in (1.1), where Φ(·, ·) has the finite-sum structure
as in (1.5), has applications in numerous fields, including game theory, image process-
ing, machine learning and statistics. In Section 5, we will focus on one of the most
important ones, i.e., convex optimization problems with functional constraints (and
their stochastic extension). Apart from this, we also illustrate another important
application below. For more applications, we refer readers to [12, 9, 3, 11].
Maximum Margin Clustering [30]. Let D denote a set ofm objects, which consists
of two unknown disjoint subsets, denoted by D1 and D2, respectively (i.e., D1∩D2 = ∅
and D1 ∪D2 = D). Given n noisy samples {Si}ni=1 of D (where each Si consists of m
data points), we wish to find a label kernel matrixM ∈ Sm+ that can assign each object
in D to D1 or D2 (where Sm+ denotes the positive semi-definite cone of dimension m).
To do so, we first compute a kernel matrix Ki ∈ Sm+ from each Si (i ∈ [n]). Define
e , (1, 1, . . . , 1) ∈ Rm, we then solve the following SPP:
min
M∈M
max
λi∈Λ, ∀ i∈[n]
(1/n)
∑n
i=1 −
〈
λiλ
T
i ,Ki◦M + αI
〉
+ 2λTi e,
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Table 1
Comparison of primal and dual oracle complexities with existing methods.
Algorithms Primal Oracle Comp. Dual Oracle Comp.
PDHG-type [11] O(n/ε) O(n/ε)
Mirror-Prox [20] O(n/ε) O(n/ε)
Det. IPDS (Algo. 1) O˜(n
√
κX /ε) O˜(n/ε)
Rand. IPDS (Algo. 2)1 O˜((n+
√
nκX )/
√
ε) O˜(n/
√
ε+
√
n/ε)
1 Both primal and dual oracle complexities of Rand. IPDS correspond to obtaining ex-
pected duality gap (cf. Theorem 4.2).
where Λ , {λ ∈ Rm : 0 ≤ λi ≤ C < +∞, ∀ i ∈ [m]}, M , {M ∈ Sm+ : diag(M) =
e, |eTM | ≤ ℓ < +∞} and α > 0. In addition, ◦ denotes the Hadamard product and
〈·, ·〉 denotes the Frobenius inner product. We can easily see that (1.2) is a convex-
concave SPP with finite-sum structure. Moreover, both constraint sets M and Λn
are nonempty, closed and convex. In addition, to achieve high clustering accuracy,
the required number of samples n may potentially be large.
1.3. Related Works. We focus on reviewing the works on solving (convex-
concave) non-bilinear non-smooth SPPs, where the primal-dual coupling term Φ(·, ·)
is not bilinear. (Note that Φ(·, ·) is bilinear if Φ(x, y) = 〈Ax, y〉, where A : E1 → E∗2 is a
(bounded) linear operator.) In the past few years, bilinear SPPs have been extensively
studied, with many efficient algorithms proposed, e.g., Nesterov smoothing [22] and
primal-dual hybrid gradient (PDHG) [7]. For details, see [8, 32].
For non-bilinear non-smooth SPPs without composite structure, i.e., the saddle
function S(·, ·) cannot be decomposed into a smooth term Φ(·, ·) and non-smooth
functions g and h with tractable BPPs, the existing algorithms are mainly based on
primal-dual subgradient (e.g., [19, 23]). To reach an ε-duality gap (defined in (2.13)),
these works achieve the optimal oracle complexity O(1/ε2).
However, if the non-smooth SPPs do possess composite structure, e.g., the one
in (1.1), then the algorithms for smooth SPPs can be extended to this case and their
oracle complexities can be much better than O(1/ε2). For example, the Mirror-Prox
method [20] was extended in [12] to solve (1.1) with an oracle complexity of O(1/ε).
As another example, Nesterov smoothing was extended in [14] to solve a special case
of (1.1), where Lλλ = 0 (i.e., Φ(x, ·) is linear). Recently, the PDHG method, originally
developed for the bilinear SPPs, was extended in [11] to solve (1.1). In addition, the
stochastic (and accelerated) versions of the aforementioned methods have also been
developed in [13, 9, 32] to tackle the situation where only stochastic first-order oracles
are available. (See Section 4.5 for details.) However, most of these methods focus on
the case where µ = 0, so the favorable condition µ > 0 may not be exploited (to further
improve the oracle complexity). The only two works that have utilized this condition
are [12, 11], which are based on the Mirror-Prox and PDHG methods, respectively.
However, both works only consider the special case where Lλλ = 0. Therefore, in this
work, we aim to answer the following question:
Can we develop an algorithmic framework that works for both µ > 0 and Lλλ ≥ 0,
yet with improved oracle complexity over the existing methods?
1.4. Main Contributions. We make the following three main contributions.
First, we develop a novel (deterministic) inexact primal-dual smoothing (IPDS)
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framework (i.e., Algorithm 1) for solving the non-bilinear SPP in (1.1) with primal
strong convexity (i.e., µ > 0). To the best of our knowledge, this is the first inexact
smoothing framework developed for such a problem. To reach an ε-duality gap (de-
fined in (2.13)), the primal and dual oracle complexities are O˜(n
√
κX /ε) and O˜(n/ε),
respectively (where O˜(·) hides the log n and log(1/ε) factors). Compared with exist-
ing works (cf. Table 1), the primal oracle complexity of our framework is significantly
better, while the dual oracle complexity is competitive. In addition, in contrast to
the methods in [12, 11], which can only improve the primal oracle complexity O(n/ε)
(to e.g., O(n
√
κX /ε)) when Lλλ = 0, our framework applies to any value Lλλ ≥ 0.
Second, we develop a randomized version of our IPDS framework (i.e., Algo-
rithm 2), by allowing each sub-problem to be solved inexactly in expectation. This
framework is particularly useful in the regime where n is large in (1.5). Indeed,
to reach an ε-expected duality gap, the primal and dual oracle complexities are
O˜((n +
√
nκX )/
√
ε) and O˜(n/
√
ε +
√
n/ε), respectively, which significantly improve
over those of Algorithm 1. In addition, we show that Algorithm 2 also converges with
high probability. We believe that the techniques used in our stochastic analysis are of
independent interest, as they can be applied to other inexact frameworks (e.g., the
inexact augmented Lagrangian method (ALM) [29, 25, 31]).
Finally, we apply both of our aforementioned frameworks (i.e., Algorithms 1
and 2) to convex optimization problems with (potentially many) functional constraints
(more precisely, to their associated Lagrangian problems). To do so, we manage to
overcome two challenges: the unboundedness of the constraint set Λ and the depen-
dence of the smoothness parameter Lxx on the dual variable λ. (For details, see
Section 5.3.) To obtain an ε-optimal and ε-feasible solution (cf. (5.6)), both Algo-
rithms 1 and 2 achieve the state-of-the-art (primal) oracle complexities O˜(1/
√
ε).
(Note that the dual oracle complexity is O(1) in this case; see Section 5.1.) Com-
pared to other first-order methods with similar oracle complexities but specifically
designed for constrained convex optimization problems, our frameworks enjoy much
wider applicability.
2. Preliminaries. We first define the primal and dual functions and the duality
gap associated with the saddle function S(·, ·), their smoothed versions, and the in-
exact solutions of the optimization problems appearing in these definitions. We then
prove some smoothness properties of the formerly defined quantities.
2.1. Definitions. First, we define the primal function ψP : E1 → R and the
dual function ψD : E2 → R associated with S(·, ·) as
ψP(x) , supλ∈Λ S(x, λ) = f(x) + g(x) + ψ̂
P(x), ∀x ∈ E1,(2.1)
ψD(λ) , infx∈X S(x, λ) = ψ̂
D(λ) − h(λ), ∀λ ∈ E2,(2.2)
where
ψ̂P(x) , supλ∈Λ{ŜD(x, λ) , Φ(x, λ) − h(λ)}, ∀x ∈ E1,(2.3)
ψ̂D(λ) , infx∈X{ŜP(x, λ) , f(x) + g(x) + Φ(x, λ)}, ∀λ ∈ E2.(2.4)
Let ω : E2→R be a CCP function that is 1-s.c. and continuous on Λ and essentially
smooth, i.e., ω is continuously differentiable on int domω 6= ∅, and ‖∇w(λk)‖∗ → +∞
if λk → λ ∈ bd domω [4]. (Note that for any set K, intK and bdK denote the interior
and boundary of K, respectively.) In addition, for any α > 0 and υ ∈ E∗2, the following
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problem (which is defined by the triple (ω, h,Λ))
(2.5) minλ∈Λ h(λ) + 〈υ, λ〉+ α−1ω(λ)
has a (unique) easily computable solution in Λo , Λ ∩ int domω. (Note that (2.5) is
equivalent to BPP; see [2] for details and examples.) We call ω a distance generating
function (DGF) w.r.t. (h,Λ). Additionally, we say that h has a tractable BPP on Λ if
and only if such an ω exists. Since we also assume that g has a tractable BPP on X
(cf. Section 1), there exists a DGF ω : E1→R w.r.t. (g,X ). Similar to Λo, we define
X o , X ∩ int domω. The assumption that (2.5) can be solved easily is typical in
the first-order methods for composite optimization on normed spaces (see e.g., [28]).
Since we will employ such methods to solve the sub-problems in our framework (cf.
Sections 3.2 and 4.1), we also make this assumption throughout the whole work.
Based on ω, we define the dual-regularized saddle function
(2.6) Sρ(x, λ) , S(x, λ) − ρω (λ) ,
where ρ > 0 is the smoothing parameter. Accordingly, the primal function ψPρ : E1 →
R associated with Sρ(·, ·) is
ψPρ (x) , supλ∈Λ Sρ(x, λ) = f(x) + g(x) + ψ̂
P
ρ (x), ∀x ∈ E1,(2.7)
where
(2.8) ψ̂Pρ (x) , supλ∈Λ{ŜDρ (x, λ) , Φ(x, λ) − h(λ) − ρω(λ)}, ∀x ∈ E1.
Next, we introduce the optimal solutions of the optimization problems in (2.4)
and (2.8). Since f is µ-s.c. on X , the minimization problem in (2.2) has the unique
solution
(2.9) x∗(λ) , argminx∈X Ŝ
P(x, λ), ∀λ ∈ E2.
In addition, for any λ ∈ E2, we call x˜γ(λ) ∈ X an γ-inexact solution (where γ ≥ 0) if
(2.10) ŜP(x˜γ(λ), λ) − ψ̂D(λ) = ŜP(x˜γ(λ), λ) − ŜP(x∗(λ), λ) ≤ γ.
Similar to (2.4), since ŜDρ (x, ·) is ρ-strongly concave on Λ, the maximization problem
in (2.8) has the unique solution
λ∗ρ(x) , argmaxλ∈ΛŜ
D
ρ (x, λ), ∀x ∈ E1.(2.11)
Additionally, for any x ∈ E1, we call λ˜ρ,η(x) ∈ Λ an η-inexact solution (where η ≥ 0)
if
(2.12) ψ̂Pρ (λ) − ŜDρ (x, λ˜ρ,η(x)) = ŜDρ (x, λ∗ρ(x)) − ŜDρ (x, λ˜ρ,η(x)) ≤ η.
Finally, we define the duality gap ∆ : E1 × E2 → R associated with S(·, ·) as
(2.13) ∆(x, λ) , ψP(x) − ψD(λ), ∀ (x, λ) ∈ E1 × E2.
Clearly, (x∗, λ∗) ∈ X × Λ is a saddle point of (1.1) if and only if ∆(x∗, λ∗) = 0. As
a consequence, for any ε > 0, we call (x¯, λ¯) ∈ X × Λ an ε-saddle point of (1.1) if
∆(x¯, λ¯) ≤ ε. Additionally, we define the (ρ-)smoothed duality gap ∆ρ : E1 × E2 → R
as
(2.14) ∆ρ(x, λ) , ψ
P
ρ (x)− ψD(λ), ∀ (x, λ) ∈ E1 × E2.
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2.2. Smoothness Properties. We first show that the optimal solution x∗(·)
in (2.9) is Lipschitz on E2 and the function ψ̂
D in (2.4) is smooth on E2.
Proposition 2.1. The function ψ̂D is differentiable on E2 and for any λ ∈ E2,
∇ψ̂D(λ) = ∇λŜP(x∗(λ), λ) = ∇λΦ(x∗(λ), λ). In addition, x∗(·) is (2Lλx/µ)-Lipschitz
on E2 and ∇ψ̂D is LD-Lipschitz on E2, where
(2.15) LD , Lλλ + 2L
2
λx/µ.
Proof. Since for any (x, λ) ∈ E1 × E2, X is compact, ŜP(·, λ) is µ-s.c. on X , and
ŜP(x, ·) is differentiable on E2, we can invoke Danskin’s Theorem [5, Proposition B.25]
to conclude that ψD is differentiable on E2 and ∇ψD(λ) = ∇λŜP(x∗(λ), λ). To show
Lipschitz continuity of x∗(·), note that for any λ1, λ2 ∈ E2, since ŜP(·, λ1) is µ-s.c.,
(2.16) ‖x∗(λ2)− x∗(λ1)‖2 ≤ 2
µ
(
ŜP(x∗(λ2), λ1)− ŜP(x∗(λ1), λ1)
)
.
On the other hand,
ŜP(x∗(λ2), λ1)− ŜP(x∗(λ1), λ1)(2.17)
(a)
≤(ŜP(x∗(λ2), λ1)− ŜP(x∗(λ1), λ1))− (ŜP(x∗(λ2), λ2)− ŜP(x∗(λ1), λ2))
(b)
=
(
Φ(x∗(λ2), λ1)− Φ(x∗(λ1), λ1)
)− (Φ(x∗(λ2), λ2)− Φ(x∗(λ1), λ2))
=
∫ 1
0
〈∇λΦ(x∗(λ2), λ2 + t(λ1 − λ2))
−∇λΦ(x∗(λ1), λ2 + t(λ1 − λ2)), λ1 − λ2〉dt
(c)
≤‖∇λΦ(x∗(λ2), λ2 + t(λ1 − λ2))−∇λΦ(x∗(λ1), λ2 + t(λ1 − λ2))‖∗‖λ1 − λ2‖
(d)
≤Lλx‖x∗(λ2)− x∗(λ1)‖‖λ1 − λ2‖,
where in (a) we use the fact that ŜP(x∗(λ2), λ2)− ŜP(x∗(λ1), λ2) ≤ 0 since x∗(λ2) is
the minimizer of ŜP(·, λ2) on X , in (b) we use the definition of ŜP(·, ·) in (2.9), in (c)
we use the definition of the dual norm ‖ ·‖∗ and in (d) we use the Lipschitz continuity
of ∇λΦ(·, λ) in (1.3c). Therefore, by combining (2.16) and (2.17), we have
(2.18) ‖x∗(λ1)− x∗(λ2)‖ ≤ 2Lλx
µ
‖λ1 − λ2‖.
As a result,∥∥∇ψD(λ1)−∇ψD(λ2)∥∥∗ = ‖∇λΦ(x∗(λ1), λ1)−∇λΦ(x∗(λ2), λ2)‖∗
≤‖∇λΦ(x∗(λ1), λ1)−∇λΦ(x∗(λ2), λ1)‖∗
+ ‖∇λΦ(x∗(λ2), λ1)−∇λΦ(x∗(λ2), λ2)‖∗
≤Lλx‖x∗(λ1)− x∗(λ2)‖+ Lλλ‖λ1 − λ2‖
≤ (2L2λx/µ+ Lλλ) ‖λ1 − λ2‖,
where in the last inequality we use (2.18).
By a symmetric argument, we can also conclude that ψ̂Pρ is differentiable on E1
and ∇ψ̂Pρ is (Lxx + 2L2λx/ρ)-Lipschitz on E1. For this reason, we will call ψ̂Pρ the
(ρ-)smoothed primal function and consequently, ∆ρ the (ρ-)smoothed duality gap.
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Based on Proposition 2.1, we can establish the following results involving x˜γ(λ),
i.e., the γ-inexact solution of (2.2).
Proposition 2.2. For any γ ≥ 0 and λ, λ′ ∈ E2, we have
‖∇λŜP(x˜γ(λ), λ) −∇ψ̂D(λ)‖∗ ≤ Lλx
√
2γ/µ,(2.19)
0 ≤ ŜP(x˜γ(λ), λ) − ψ̂D(λ′) +
〈∇λŜP(x˜γ(λ), λ), λ′ − λ〉 ≤ LD‖λ− λ′‖2 + 2γ.(2.20)
Proof. First, for any λ ∈ E2, we note that ∇λŜP(x˜γ(λ), λ) = ∇λΦ(x˜γ(λ), λ) and
∇ψ̂D(λ) = ∇λΦ(x∗(λ), λ) (cf. Proposition 2.1). Therefore,
‖∇λΦ(x˜γ(λ), λ) −∇ψD(λ)‖2∗ = ‖∇λΦ(x˜γ(λ), λ) −∇λΦ(x∗(λ), λ)‖2∗(2.21)
(a)
≤ L2λx‖x˜γ(λ)− x∗(λ)‖2
(b)
≤ (2L2λx/µ)
(
ŜP(x˜γ(λ), λ) − ŜP(x∗(λ), λ)
)
(c)
≤ 2L2λxγ/µ,
where in (a) we use (1.3c), in (b) we use the µ-strong convexity of ŜP(·, λ) on X and
in (c) we use the definition of x˜γ(λ) in (2.10). This proves (2.19).
We next prove (2.20). First, for any λ, λ′ ∈ E2,
(2.22) ψ̂D(λ′)
(a)
≤ ŜP(x˜γ(λ), λ′)
(b)
≤ ŜP(x˜γ(λ), λ) + 〈∇λŜP(x˜γ(λ), λ), λ′ − λ〉,
where (a) follows from (2.4) and (b) follows from the concavity of ŜP(x˜γ(λ), ·) on E2.
This proves the left-hand side (LHS) of (2.20). To show the right-hand side (RHS),
we note that ψ̂D is concave and LD-smooth on E2 (cf. Proposition 2.1). Thus we can
invoke the descent lemma [5], such that for all λ, λ′ ∈ E2,
ψ̂D(λ′) ≥ ψ̂D(λ) + 〈∇ψ̂D(λ), λ′ − λ〉 − (LD/2)‖λ− λ′‖2(2.23)
≥ ŜP(x˜γ(λ), λ) − γ + 〈∇λŜP(x˜γ(λ), λ), λ′ − λ〉
+ 〈∇ψD(λ)−∇λŜP(x˜γ(λ), λ), λ′ − λ〉 − (LD/2)‖λ− λ′‖2
≥ ŜP(x˜γ(λ), λ) − γ + 〈∇λŜP(x˜γ(λ), λ), λ′ − λ〉
− ‖∇ψD(λ) −∇λŜP(x˜γ(λ), λ)‖∗ ‖λ− λ′‖ − (LD/2)‖λ− λ′‖2
(a)
≥ ŜP(x˜γ(λ), λ) − γ + 〈∇λŜP(x˜γ(λ), λ), λ′ − λ〉
− Lλx
√
2γ/µ‖λ− λ′‖ − (LD/2)‖λ− λ′‖2,
(b)
≥ ŜP(x˜γ(λ), λ) − 2γ + 〈∇λŜP(x˜γ(λ), λ), λ′ − λ〉 − LD‖λ− λ′‖2,
where (a) follows from (2.19) and (b) follows from the AM-GM inequality, i.e.,
(2.24) Lλx
√
2γ/µ‖λ− λ′‖ ≤ (L2λx/µ)‖λ− λ′‖2 + γ ≤ (LD/2)‖λ− λ′‖2 + γ.
We then rearrange (2.23) to obtain the RHS of (2.20).
3. Deterministic IPDS Framework. We develop the IPDS framework based
on the idea of smoothed duality gap reduction. First, we make an important assump-
tion, followed by a few remarks.
Assumption 3.1. The set Λ is bounded.
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Algorithm 1 Deterministic inexact primal-dual smoothing framework
Input: Initial smoothing parameter ρ0 > 0, nonnegative error sequences {ηk}k∈Z+
and {γk}k∈Z+ , interpolation sequence {τk}k∈Z+ ⊆ (0, 1) and deterministic first-
order algorithms N1 and N2.
Initialize: x0 ∈ X , λ0 ∈ Λ and k = 0.
Repeat (until some convergence criterion is met)
1. Use N1 to find λ˜ρk,ηk(x
k) ∈ Λ such that
(3.3) ψ̂Pρk(x
k)− ŜDρk(xk, λ˜ρk,ηk(xk)) ≤ ηk.
2. Set λˆk = τkλ
k + (1− τk)λ˜ρk ,ηk(xk).
3. Use N2 to find x˜γk(λˆ
k) ∈ X such that
(3.4) ŜP(x˜γk(λˆ
k), λˆk)− ψ̂D(λˆk) ≤ γk.
4. Set xk+1 = τkx
k + (1− τk)x˜γk(λˆk).
5. Set ρk+1 = τkρk.
6. Use N1 to find λ˜ρk+1,ηk(x
k+1) ∈ Λ such that
(3.5) ψ̂Pρk+1(x
k+1)− ŜDρk+1(xk+1, λ˜ρk+1,ηk(xk+1)) ≤ ηk.
7. Set λk+1 = τkλ
k + (1− τk)λ˜ρk+1,ηk(xk+1).
8. Set k = k + 1.
Output: (xout, λout) , (xk, λk).
To see the implication of this assumption, for any (x, λ) ∈ X ×Λ, we may bound
|∆(x, λ) −∆ρ(x, λ)| = |supλ∈ΛS(x, λ)− supλ∈ΛSρ(x, λ)|(3.1)
≤ supλ∈Λ|S(x, λ)− Sρ(x, λ)|
= ρ supλ∈Λ |ω(λ)|
< +∞,
where the last inequality follows from Assumption 3.1, the closedness of Λ and the
continuity of ω on Λ. For convenience, define
(3.2) Bω,Λ , supλ∈Λ |ω(λ)| .
Since ω is also 1-s.c. on Λ, we conclude that Bω,Λ < +∞ if and only if Λ is bounded.
Remark 3.2. We provide a few remarks about Assumption 3.1 (which is equivalent
to Bω,Λ < +∞). First, it is important in connecting the smoothed duality gap ∆ρ
to the duality gap ∆. Indeed, in our analysis, we will first analyze the convergence
rate of the smoothed duality gap, and then show that the same rate holds for the
(original) duality gap if Bω,Λ < +∞. Note that we do not need this assumption
to derive any convergence results regarding the smoothed duality gap. Finally, we
note that Assumption 3.1 also appears in many other algorithms for solving SPPs,
e.g., Mirror-Prox [20], HPE-type [14] and PDHG [32], although for different reasons.
Indeed, it is typical in the works where the duality gap is used as the convergence
criterion, and is not specific to our work.
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3.1. Framework Description. The framework is presented in Algorithm 1.
We now describe the main ideas behind this framework. From (3.1), we observe that
∆(x, λ) ≤ ∆ρ(x, λ)+ρBω,Λ. Therefore, if there exists a primal-dual pair (x, λ) ∈ X×Λ
such that the smoothed duality gap ∆ρ(x, λ) is small, then with a small smoothing
parameter ρ, the duality gap ∆(x, λ) will also be small. This leads us to develop a
framework that “sufficiently” reduces both the smoothed duality gap and smoothing
parameter in each iteration. Indeed, in step 5 of Algorithm 1, the smoothing param-
eter ρk is reduced by a factor of (1 − τk) ∈ (0, 1). The same factor is also used to
interpolate the primal and dual iterates (cf. steps 2, 4 and 7). As a key difference with
the smoothing frameworks for bilinear SPPs (e.g., [22, 21]), our framework does not
require the sub-problems (2.4) and (2.8) to be solved exactly. Instead, we only need
the inexact solutions satisfying certain accuracy criteria (involving parameters γk and
ηk; cf. (3.3), (3.4) and (3.5)). In principle, such solutions can be computed via any
first-order method. (For the implementation details, we refer readers to Section 3.2.)
From the description above, we see that the success of our framework hinges upon the
proper choices of τk, γk and ηk, which ensure the reduction of the smoothed duality
gap ∆ρk(x
k, λk) in each iteration, and simultaneously decrease ρk (cf. Section 3.3).
3.2. Solving sub-problems. In Algorithm 1, it is important for us to solve the
sub-problems in steps 1, 3 and 6 inexactly in an efficient manner. Since both of the
optimization problems in (2.4) and (2.8) have composite forms, it is natural for us to
employ the optimal first-order algorithm in [24] to solve them. More specifically, we
choose N1 and N2 to be the accelerated proximal gradient method (denoted as APG)
in [24, Equation (4.9)].
We now briefly review the convergence rate of this method. Let U be a nonempty,
convex and compact set (in E1 or E2). In addition, let φ1 and φ2 be CCP functions
such that φ1 is L
′-smooth on U , and φ2 is µ′-s.c. on U (where µ′ > 0) and admits an
easily computable Bregman projection on U (with DGF π; cf. Section 2.1). Consider
(3.6) minu∈U
{
Ψ(u) , φ1(u) + φ2(u)
}
,
whose (unique) solution is denoted by u∗ ∈ U . Define κ′ , L′/µ′. From [24, Theo-
rem 6], if we use APG to solve (3.6), then for any starting point u0 ∈ Uo , U∩int domπ,
Ψ(uN )−Ψ(u∗) ≤ (L′/4)(1 + 1/
√
2κ)−2(N−1)‖u0 − u∗‖2(3.7)
≤ (L′/4)(1 + 1/
√
2κ)−2(N−1)D2U , ∀N ∈ N,
where uN denotes the N -th iterate of APG (where N ∈ N) and
(3.8) DU , maxu,u′∈U‖u− u′‖ < +∞
denotes the diameter of the constraint set U . In other words, to obtain an ε-optimality
gap, the number of iterations of APG that we need is⌈√
κ′
2
log
(
L′D2U
4ε
)⌉
+ 1 = O
(√
κ′ log
(
L′
ε
))
.(3.9)
Note that (3.9) also holds for when φ1, instead of φ2, is µ-s.c. on U ; see [24, Section 5.1].
Therefore, based on (3.9), to find an η-inexact solution of (2.8) (cf. (2.12)), the
number of dual oracle calls (cf. Section 1.1) made by N1 is
(3.10) CN1 , n
{⌈√
Lλλ
2ρ
log
(
LλλD
2
Λ
4η
)⌉
+ 1
}
= O
(
n
√
Lλλ
ρ
log
(
Lλλ
η
))
,
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and to find a γ-inexact solution of (2.4) (cf. (2.10)), the number of primal oracle calls
made by N2 is
CN2 , (n+ 1)
{⌈√
L+ Lxx
2µ
log
(
(L+ Lxx)D
2
X
4γ
)⌉
+ 1
}
(3.11)
= O
(
n
√
κX log
(
(L + Lxx)/γ
))
.
Note that in (3.10) and (3.11), DΛ and DX denote the diameters of the sets Λ
and X , respectively (defined similarly to DU as in (3.8)), and are both finite (cf. As-
sumption 3.1). Therefore, we do not need to know the optimal solution or the op-
timal objective value of the problem in (2.8) (resp. (2.4)) in order to find λ˜ρ,η(x)
(resp. x˜γ(λ)).
3.3. Convergence Analysis. As the first step of our analysis, we prove that
in each iteration k, if the smoothing parameter ρk is chosen to be sufficiently large,
then the smoothed duality gap is reduced.
Lemma 3.3. In Algorithm 1, for any k ∈ Z+ , N ∪ {0}, if ρk+1 ≥ 4(1− τk)2LD,
then
(3.12) ∆ρk+1(x
k+1, λk+1) ≤ τk∆ρk (xk, λk) + 2γk + 2ηk.
Proof. Fix any k ∈ Z+. Since ŜDρk(xk, ·) is ρk-strongly concave on Λ,
ψ̂Pρk(x
k)− ŜDρk(xk, λ) = ŜDρk(xk, λ∗ρk(xk))− ŜDρk(xk, λ)(3.13)
≥ ρk
2
‖λ− λ∗ρk(xk)‖2, ∀λ ∈ Λ.
As a result, for all λ ∈ Λ, we have
∆ρk(x
k, λk)(3.14)
= ψPρk(x
k)− ψD(λk)
= f(xk) + g(xk) + ψ̂Pρk(x
k)− ψD(λk)
(a)
≥ f(xk) + g(xk) + ŜDρk(xk, λ) +
ρk
2
‖λ− λ∗ρk(xk)‖2 − ψD(λk)
= S(xk, λ)− ρkω(λ) + ρk
2
‖λ− λ∗ρk (xk)‖2 − (ψ̂D(λk)− h(λk))
= ŜP(xk, λ)− h(λ)− ρkω(λ) + ρk
2
‖λ− λ∗ρk (xk)‖2 − ψ̂D(λk) + h(λk),
where in (a) we use (3.13). Define zk(λ) , τkλ
k + (1 − τk)λ. We then multiply both
sides of (3.14) by τk > 0, and obtain
τk∆ρk(x
k, λk)(3.15)
(a)
≥τkŜP(xk, λ)− τkh(λ) − ρk+1ω(λ)
+
ρk+1
2
‖λ− λ∗ρk (xk)‖2 − τkψ̂D(λk) + τkh(λk)
=τkŜ
P(xk, λ) + (1− τk)ŜP(x˜γk(λˆk), λ)− τkh(λ) − ρk+1ω(λ)
+
ρk+1
2
‖λ− λ∗ρk (xk)‖2 − τkψ̂D(λk)− (1− τk)ŜP(x˜γk(λˆk), λ) + τkh(λk)
(b)
≥ ŜP(xk+1, λ)− τkh(λ)− ρk+1ω(λ) + ρk+1
2
‖λ− λ∗ρk(xk)‖2
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− τk
(
ŜP(x˜γk(λˆ
k), λˆk) + 〈∇λŜP(x˜γk(λˆk), λˆk), λk − λˆk〉
)
− (1 − τk)
(
ŜP(x˜γk (λˆ
k), λˆk) + 〈∇λŜP(x˜γk(λˆk), λˆk), λ− λˆk〉
)
+ τkh(λ
k)
(c)
=Sρk+1(x
k+1, λ) + (1− τk)h(λ)− ŜP(x˜γk(λˆk), λˆk)
+
ρk+1
2
‖λ− λ∗ρk (xk)‖2 − 〈∇λŜP(x˜γk(λˆk), λˆk), zk(λ)− λˆk〉+ τkh(λk)
(d)
≥Sρk+1(xk+1, λ) +
ρk+1
2
‖λ− λ∗ρk (xk)‖2
− (ψ̂D(zk(λ)) + LD‖λˆk − zk(λ)‖2 + 2γk)+ h(zk(λ)),
where in (a) we use τkρk = ρk+1, in (b) we use the convexity of Ŝ
P(·, λ), the LHS
of (2.20) and the concavity of ŜP(x˜γk(λˆ
k), ·), in (c) we use the definition of ŜP and
Sρk+1 (in (2.4) and (2.6), respectively) and in (d) we use the RHS of (2.20) and the
convexity of h. Note that if we take λ = λ˜ρk+1,ηk(x
k+1), then zk(λ) = λ
k+1 by step 7.
In addition, from steps 2 and 7, we have
(3.16) λˆk − λk+1 = (1 − τk)
(
λ˜ρk,ηk(x
k)− λ˜ρk+1,ηk(xk+1)
)
,
and from (3.3) and (3.13), we have
(3.17)
ρk
2
‖λ˜ρk,ηk(xk)− λ∗ρk(xk)‖2 ≤ ψ̂Pρk(xk)− ŜDρk(xk, λ˜ρk,ηk(xk)) ≤ ηk.
This observation leads us to bound ‖λ˜ρk+1,ηk(xk+1)− λ∗ρk(xk)‖2 as
‖λ˜ρk+1,ηk(xk+1)− λ∗ρk(xk)‖2(3.18)
(a)
≥ 1
2
‖λ˜ρk+1,ηk(xk+1)− λ˜ρk,ηk(xk)‖2 − ‖λ˜ρk,ηk(xk)− λ∗ρk(xk)‖2
(b)
≥ 1
2
‖λ˜ρk+1,ηk(xk+1)− λ˜ρk,ηk(xk)‖2 −
2ηk
ρk
(c)
=
‖λk+1 − λˆk‖2
2(1− τk)2 −
2ηk
ρk
,
where in (a) we use ‖a+ b‖2 ≤ 2(‖a‖2 + ‖b‖2), in (b) we use (3.17) and in (c) we
use (3.16). We then substitute λ = λ˜ρk+1,ηk(x
k+1) and (3.18) into (3.15), and obtain
τk∆ρk(x
k, λk) ≥Sρk+1(xk+1, λ˜ρk+1,ηk(xk+1)) +
ρk+1
2
(‖λk+1 − λˆk‖2
2(1− τk)2 −
2ηk
ρk
)
− (ψD(λk+1) + LD‖λˆk − λk+1‖2 + 2γk)
(a)
≥ψPρk+1(xk+1)− (1 + τk)ηk +
(
ρk+1
4(1− τk)2 − LD
)
‖λk+1 − λˆk‖2
− ψD(λk+1)− 2γk
(b)
≥∆ρk+1(xk+1, λk+1)− 2ηk − 2γk,
where in (a) we use (3.5) and in (b) we use τk ∈ (0, 1) and ρk+1 ≥ 4(1− τk)2LD. We
hence complete the proof.
In Lemma 3.3, we notice that if ∆ρk(x
k, λk) > 2(γk + ηk)/(1 − τk), then the
smoothed duality gap will be reduced, i.e., ∆ρk+1(x
k+1, λk+1) < ∆ρk(x
k, λk). Indeed,
from our choices of τk, γk and ηk in Theorem 3.5 (see below), the reduction holds as
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long as ∆ρk(x
k, λk) > ε/2. This corroborates our description in Section 3.1.
Before proving our main convergence results, let us state a result about linear
recursion, whose proof simply follows from induction.
Lemma 3.4. Let {αk}k∈Z+, {βk}k∈Z+ and {ak}k∈Z+ be real sequences. If for all
k ∈ Z+, αk ≥ 0 and
(3.19) ak+1 ≤ αkak + βk,
then for all K ∈ N,
(3.20) aK ≤
(∏K−1
k=0 αk
)
a0 +
∑K
k=1
(∏K−1
j=k αj
)
βk−1,
where we define the empty product
∏K−1
j=K αj , 1.
Based on Lemmas 3.3 and 3.4, our main results follow immediately.
Theorem 3.5. In Algorithm 1, if we choose ρ0 = 8LD and for any k ∈ Z+,
(3.21) τk =
k + 1
k + 3
, γk =
ε
4(k + 3)
and ηk =
ε
4(k + 3)
,
then for any starting point (x0, λ0) ∈ X × Λ and K ∈ N,
(3.22) ∆ρK (x
K , λK) ≤ B′∆(K, ε) ,
2∆ρ0(x
0, λ0)
(K + 1)(K + 2)
+
ε
2
.
Furthermore, if Assumption 3.1 holds, then
(3.23) ∆(xK , λK) ≤ B∆(K, ε) , 32LDBω,Λ + 2∆(x
0, λ0)
(K + 1)(K + 2)
+
ε
2
.
Proof. Based on the choice of ρ0 and {τk}k∈Z+ , for any K ∈ N, we have
(3.24)
∏K−1
k=0
τk =
2
(K + 1)(K + 2)
=⇒ ρK = ρ0
∏K−1
k=0
τk =
16LD
(K + 1)(K + 2)
.
Therefore, we can easily verify that the condition ρK ≥ 4(1− τK−1)2LD in Lemma 3.3
is satisfied. Consequently, by the recursion in (3.12) and Lemma 3.4, we have
∆ρK (x
K , λK) ≤∆ρ0(x0, λ0)
∏K−1
k=0
τk +
∑K
k=1
2(γk−1 + ηk−1)
∏K−1
j=k
τj(3.25)
=
2∆ρ0(x
0, λ0)
(K + 1)(K + 2)
+
∑K
k=1
ε
k + 2
· (k + 1)(k + 2)
(K + 1)(K + 2)
=
2∆ρ0(x
0, λ0)
(K + 1)(K + 2)
+
ε
2
K(K + 3)
(K + 1)(K + 2)
.
We then obtain (3.22) by noticing that K(K+3) ≤ (K+1)(K+2). Based on (3.22),
to derive (3.23), we simply use (3.1) and (3.24).
Remark 3.6. From (3.23), since LD only depends on Lλx and Lλλ (cf. (2.15)), we
note that the convergence of the duality gap in Algorithm 1 only requires the Lipschitz
continuity of ∇λΦ(·, λ) and ∇λΦ(x, ·) (cf. (1.3c) and (1.3d)), but not the Lipschitz
continuity of ∇f , ∇xΦ(·, λ) and ∇xΦ(x, ·) (cf. (1.2), (1.3a) and (1.3b)). However,
the latter smoothness conditions are needed in order to use the optimal first-order
algorithm, as introduced in Section 3.2, to solve the sub-problems in (3.4). By doing
so, in Algorithm 1, we can achieve the overall primal oracle complexity O˜(1/
√
ε). For
details, we refer readers to Section 3.4.
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Note that Theorem 3.5 indicates that in Algorithm 1, to achieve an ε-duality gap,
the number of iterations we need is
Kdet ,
⌈
2
√
16LDBω,Λ +∆(x0, λ0)√
ε
⌉
+ 1 = O
(√
LD
ε
)
.(3.26)
Furthermore, by the definition of LD in (2.15), we haveKdet = O(
√
Lλλ/ε+Lλx/
√
µε).
3.4. Oracle Complexity. Based on the results in Sections 3.2 and 3.3 (specifi-
cally, (3.10), (3.11) and (3.26)), we may analyze the primal and dual oracle complex-
ities needed in Algorithm 1 to achieve an ε-duality gap (i.e., ∆(xout, λout) ≤ ε).
Theorem 3.7. Let Assumption 3.1 hold. In Algorithm 1, for any starting point
(x0, λ0) ∈ X × Λ, let CPdet and CDdet denote the primal and dual oracle complexities
(cf. Section 1.1) to achieve an ε-duality gap, respectively. Then we have
CPdet = O
(
n
√
κXLD/ε log
(
(L + Lxx)LD/ε
))
,(3.27)
CDdet = O
(
n
(√
LλλLD/ε
)
log (LλλLD/ε)
)
.(3.28)
Proof. Since γk = ε/(4(k + 3)) = O(ε/k) (cf. (3.21)), based on (3.11), we have
CPdet =
∑Kdet
k=1
O
(
n
√
κX log
(
(L+ Lxx)k/ε
))
(3.29)
= O
(
n
√
κX
(
Kdet log
(
κX
)
+ log
(
Kdet!
)))
(a)
= O
(
n
√
κX
√
LD/ε
(
log
(
(L+ Lxx)/ε
)
+ log
(
LD/ε
)))
= O
(
n
√
κXLD/ε log
(
(L+ Lxx)LD/ε
))
,
where in (a) we use the fact that log(K!)=Θ(K logK) for any K ∈ N and (3.26).
Similarly, we can analyze the dual oracle complexity for solving (3.3). Since
ρk = O(LD/k
2) (cf. (3.24)) and ηk = O(ε/k) (cf. (3.21)), based on (3.10), we have
CDdet,1 =
∑Kdet
k=1
O
(
n
√
Lλλk2/LD log(Lλλk/ε)
)
(3.30)
= O
(
n
√
Lλλ/LD
(
log(Lλλ/ε)
∑Kdet
k=1
k +
∑Kdet
k=1
k log k
))
(a)
= O
(
n
√
Lλλ/LD(LD/ε)
(
log(Lλλ/ε) + log(LD/ε)
))
= O
(
n
√
LλλLD/ε log(LλλLD/ε)
)
,
where in (a) we use
∑K
k=1 k = Θ(K
2),
∑K
k=1 k log k = Θ(K
2 logK) and (3.26). We
can also repeat this analysis to conclude that the dual oracle complexity for solv-
ing (3.5), i.e., CDdet,2 has the same order as C
D
det,1. Since C
D
det = C
D
det,1 + C
D
det,2, we
complete the proof.
4. Randomized IPDS Framework. When the saddle function Φ(·, ·) has a
large number of components (i.e., n is large), we propose to find the inexact solutions
in steps 1, 3 and 6 of Algorithm 1 using randomized first-order methods. This is
because randomized first-order methods, especially those incorporating the variance-
reduction techniques (e.g., [26, 15]), enjoy superior oracle complexities compared to
their deterministic counterparts, for solving finite-sum convex composite problems.
Based on this idea, we develop our randomized IPDS framework, which is shown in
14 L. T. K. HIEN, R. ZHAO, W. B. HASKELL
Algorithm 2 Randomized primal-dual smoothed gap reduction framework
Input: Initial smoothing parameter ρ0 > 0, nonnegative error sequences {ηk}k∈Z+
and {γk}k∈Z+ , interpolation sequence {τk}k∈Z+ ⊆ (0, 1) and randomized first-order
algorithms M1 and M2.
Initialize: x0 ∈ X , λ0 ∈ Λ and k = 0.
Repeat (until some convergence criterion is met)
1. Use M1 to find λ˜ρk,ηk(x
k) ∈ Λ such that
(4.1) E
[
ψPρk(x
k)− Sρk(xk, λ˜ρk,ηk(xk))
∣∣Fk,0] ≤ ηk a.s.
2. Set λˆk = τkλ
k + (1− τk)λ˜ρk ,ηk(xk).
3. Use M2 to find x˜γk(λˆ
k) ∈ X such that
(4.2) E
[
S(x˜γk(λˆ
k), λˆk)− ψD(λˆk) ∣∣Fk,1] ≤ γk a.s.
4. Set xk+1 = τkx
k + (1− τk)x˜γk(λˆk).
5. Set ρk+1 = τkρk.
6. Use M1 to find λ˜ρk+1,ηk(x
k+1) ∈ Λ such that
(4.3) E
[
ψPρk+1(x
k+1)− Sρk+1(xk+1, λ˜ρk+1,ηk(xk+1))
∣∣Fk,2] ≤ ηk a.s.
7. Set λk+1 = τkλ
k + (1− τk)λ˜ρk+1,ηk(xk+1).
8. Set k = k + 1.
Output: (xk, λk).
Algorithm 2.
Note that at each iteration k, in steps 1, 3 and 6 of Algorithm 2, the inexact
solutions that we aim to find are functions of some stochastic iterates, i.e., xk, λˆk and
xk+1. Therefore, to analyze such inexact solutions, we need to properly condition
on the past information. To this end, let us denote the probability space for all the
stochastic processes in Algorithm 2 by (Ω,B,Pr) (where B denotes the Borel σ-field on
Ω) and define a filtration
⋃
k∈Z+
{Fk,i}2i=0, where F0,0 , {∅,Ω} and for any k ∈ Z+,
Fk,1 , σ
{Fk,0 ∪ σ{λ˜ρk,ηk(xk)}},(4.4)
Fk,2 , σ
{Fk,1 ∪ σ{x˜γk(λˆk)}},(4.5)
Fk+1,0 , σ
{Fk,2 ∪ σ{λ˜ρk+1,ηk(xk+1)}}.(4.6)
Here we overload the notation σ{·} to represent the σ-field generated by either a family
of (Borel-measurable) sets or a random variable. From this definition, we clearly have
(4.7) Fk,0 ⊆ Fk,1 ⊆ Fk,2 ⊆ Fk+1,0, ∀ k ∈ Z+.
In addition, we have x0, λ0 ∈ F0,0 and for any k ∈ Z+,
λ˜ρk,ηk(x
k), λˆk ∈ Fk,1, x˜γk(λˆk), xk+1 ∈ Fk,2, λ˜ρk+1,ηk(xk+1), λk+1 ∈ Fk+1,0,(4.8)
where for any function ξ and σ-field F , ξ ∈ F denotes that ξ is measurable w.r.t. F .
4.1. Solving sub-problems. Similar to the deterministic case (cf. Section 3.2),
we choose both M1 and M2 to be the optimal first-order randomized method in [15,
Algorithm 3]. We denote this method as RPD since it is based on the randomized
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primal-dual gradient. Consider the optimization problem in (3.6), where the smooth
function φ1 has a finite-sum structure, i.e.,
(4.9) φ1(u) = (1/m)
∑m
i=1ϕi(u)
and each ϕi is convex and L
′
i-smooth on U (so that L′ = (1/m)
∑n
i=1L
′
i). From
the convergence results in [15, Corollary 1], for any starting point u0 ∈ Uo, to have
E[Ψ(u˜N )−Ψ(u∗)] ≤ ε (where u˜N denotes the N -th iterate of RPD), it suffices to let
N = 2(m+
√
8mκ′) log
(
2(L′/
√
µ′ +
√
µ′)2(m+
√
8mκ′)D̟(u
∗, u0)/ε
)
(4.10)
≤ 2(m+
√
8mκ′) log
(
2(L′/
√
µ′ +
√
µ′)2(m+
√
8mκ′)R̟,U (u
0)/ε
)
= O
(
(m+
√
mκ′) log(L′κ′(m+
√
mκ′)R̟,U (u
0)/ε)
)
,
where ̟ denotes the DGF w.r.t. (φ2,U), D̟(u, u′) , ̟(u)−̟(u′)−〈∇̟(u′), u− u′〉
(for any u ∈ U and u′ ∈ Uo) denotes the Bregman distance induced by ̟ on U , and
(4.11) R̟,U(u
0) , supu∈UD̟(u, u
0) < +∞,
since ̟ is continuous on the compact set U . Therefore, similar to the (deterministic)
APG algorithm, we do not need to know u∗ or Ψ(u∗) to use RPD for solving (3.6).
In the context of Algorithm 2, it follows that we should fix x¯ ∈ X o and use it
as the starting point to solve (4.2) in each iteration k. Similarly, we can solve (4.1)
and (4.3) in each iteration k by using a fixed λ ∈ Λo as the starting point. By doing
so, both Rω,X (x¯) and Rω,Λ(λ) are finite constants that are independent of k.
Based on (4.10), for any x ∈ X , if we denote CM1 as the number of dual oracle
calls of M1 to find an η-inexact solution of (2.8) in expectation, i.e., λ˜ρ,η(x) such that
E[ψ̂Pρ (λ) − ŜDρ (x, λ˜ρ,η(x))] ≤ η, then
(4.12) CM1 = O
((
n+
√
nLλλ/ρ
)
log
(
Lλλ
(
n+
√
nLλλ/ρ
)
/(ρη)
))
,
where λ is any point in Λo. Similarly, for any λ ∈ Λ, if we denote CM2 as the number
of primal oracle calls of M2 to find a γ-inexact solution of (2.4), i.e., x˜γ(λ) such that
E[ŜP(x˜γ(λ), λ) − ψ̂D(λ)] ≤ γ, then
(4.13) CM2 = O
(
(n+
√
nκX ) log
(
(L + Lxx)(n+
√
nκX )/(µγ)
))
.
4.2. Convergence Analysis. We analyze the convergence rate of Algorithm 2
in expectation. For convergence results w.h.p., we refer readers to Section 4.4.
Lemma 4.1. In Algorithm 2, for any k ∈ Z+, if ρk+1 ≥ 4(1− τk)2LD, then
(4.14) E[∆ρk+1 (x
k+1, λk+1) | Fk,0] ≤ τk∆ρk(xk, λk) + 2γk + 2ηk a.s.
Proof. To prove this lemma, one only needs to properly incorporate the inexact
criteria in (4.1), (4.2) and (4.3) (which involve conditional expectations) into the proof
of Lemma 3.3. The key steps are: i) taking conditional expectation over the steps in
the proof of Lemma 3.3 by using the measurability results in (4.8) and ii) applying
the tower property of conditional expectation by using the nested relation in (4.7).
Specifically, at the k-th iteration, we first modify the proof of Proposition 2.1 and
show that
E[ŜP(x˜γ(λˆ
k), λˆk)− ψ̂D(λk+1) + 〈∇λŜP(x˜γ(λˆk), λˆk), λk+1 − λˆk〉 | Fk,1](4.15)
≤ LDE[‖λˆk − λk+1‖2 | Fk,1] + 2γk.
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(For notational brevity, we omit ‘a.s.’ here and for all the inequalities below.) Fur-
thermore, since Fk,0 ⊆ Fk,1, if we take E[·|Fk,0] over (4.15), then we have
E[ŜP(x˜γ(λˆ
k), λˆk)− ψ̂D(λk+1) + 〈∇λŜP(x˜γ(λˆk), λˆk), λk+1 − λˆk〉 | Fk,0](4.16)
≤ LDE[‖λˆk − λk+1‖2 | Fk,0] + 2γk.
In addition, from (3.18), we have
E[‖λ˜ρk+1,ηk(xk+1)− λ∗ρk(xk)‖2 | Fk,0] ≥
E[‖λk+1 − λˆk‖2 | Fk,0]
2(1− τk)2 −
2ηk
ρk
.(4.17)
Now, we can take E[·|Fk,0] over Equation (c) in (3.15), and use (4.16), (4.17) and the
fact that xk, λk ∈ Fk,0 to obtain
τk∆ρk (x
k, λk) ≥E[Sρk+1(xk+1, λ˜ρk+1,ηk(xk+1)) +
ρk+1‖λk+1 − λˆk‖2
4(1− τk)2 − τkηk(4.18)
− (ψD(λk+1) + LD‖λˆk − λk+1‖2 + 2γk) | Fk,0].
Again, since Fk,0 ⊆ Fk,2, if we take E[·|Fk,0] over (4.3), then we have
E
[
ψPρk+1(x
k+1)− Sρk+1(xk+1, λ˜ρk+1,ηk(xk+1))
∣∣Fk,0] ≤ ηk.(4.19)
We then substitute (4.19) into (4.18), and use the condition ρk+1 ≥ 4(1− τk)2LD to
conclude that
τk∆ρk(x
k, λk) ≥ E[∆ρk+1(xk+1, λk+1) | Fk,0]− 2ηk − 2γk.(4.20)
Based on Lemma 4.1, we can derive the convergence rate of Algorithm 2 in ex-
pectation. The proof directly follows that of Theorem 3.5 and the tower property of
conditional expectation, hence it is omitted.
Theorem 4.2. In Algorithm 2, if we choose the input parameters ρ0, {τk}k∈Z+ ,
{γk}k∈Z+ and {ηk}k∈Z+ in the same way as in Theorem 3.5, then for any starting point
(x0, λ0) ∈ X ×Λ and K ∈ N, E[∆ρK (xK , λK)] ≤ B′∆(K, ε) (defined in (3.22)). More-
over, if Assumption 3.1 holds, then E[∆(xK , λK)] ≤ B∆(K, ε) (defined in (3.23)).
Denote Kstoc as the number of iterations needed to achieve an ε-expected duality
gap in Algorithm 2. Based on Theorem 4.2, we have that Kstoc = Kdet = O(
√
LD/ε).
4.3. Oracle Complexity. We analyze the primal and dual oracle complexities
of Algorithm 2 to achieve an ε-expected duality gap, i.e., E[∆(xout, λout)] ≤ ε.
Theorem 4.3. Let Assumption 3.1 hold. In Algorithm 2, for any starting point
(x0, λ0) ∈ X ×Λ, denote CPstoc and CDstoc as the primal and dual oracle complexities to
achieve an ε-expected duality gap, respectively. Then we have
CPstoc = O
(
(n+
√
nκX )
√
LD
ε
log
(
κXLD(n+
√
nκX )
ε
))
,(4.21)
CDstoc = O
((
n
√
LD
ε
+
√
nLλλLD
ε
)
log
(
Lλλ(n+
√
nLλλ/LD)
ε
))
.(4.22)
Proof. The proof follows the same line of argument as that of Theorem 3.7, hence
we only outline the important steps. Based on the choice of γk in (3.21) and the
complexity of M2 in (4.13), we have
CPstoc =
∑Kdet
k=1
O
(
(n+
√
nκX ) log
(
(L + Lxx)(n+
√
nκX )k/(µε)
))
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= O
(
(n+
√
nκX )
(
Kstoc log
(
(L+ Lxx)(n+
√
nκX )/(µε)
)
+ log
(
Kstoc!
)))
= O
(
(n+
√
nκX )
√
LD/ε
(
log
(
(L + Lxx)(n+
√
nκX )/(µε)
)
+ log
(
LD/ε
)))
= O
(
(n+
√
nκX )
√
LD/ε log
(
(L + Lxx)LD(n+
√
nκX )/(µε)
))
.
Using the same reasoning as in the proof of Theorem 3.7, the dual oracle com-
plexities for solving both (4.1) and (4.3) have the same order, so it suffices to only
analyze the complexity for solving (4.1). Specifically, based on (4.12), we have
CDstoc,1 =
∑Kstoc
k=1 O
((
n+
√
nLλλk2/LD
)
log
(
Lλλ(n+
√
nLλλk2/LD)k/(LDε)
))
(a)
=
∑Kstoc
k=1 O
((
n+ k
√
nLλλ/LD
)(
log
(
Lλλ(n+
√
nLλλ/LD)/(LDε)
)
+ log k
))
= O
((
Kstocn+
√
nLλλ/LD
∑Kstoc
k=1 k
)
log
(
Lλλ(n+
√
nLλλ/LD)/(LDε)
)
+
(
n
∑Kstoc
k=1 log k +
√
Lλλ/LD
∑Kstoc
k=1 k log k
))
= O
((
n
√
LD/ε+
√
nLλλLD/ε
)
log
(
Lλλ(n+
√
nLλλ/LD)/(LDε)
)
+
√
LD/ε log(LD/ε)(n+
√
nLλλ/ε)
)
= O
((
n
√
LD/ε+
√
nLλλLD/ε
)
log
(
Lλλ(n+
√
nLλλ/LD)/ε
))
,
where (a) holds since n ≤ kn. We obtain (4.22) by noting that CDstoc = Θ
(
CDstoc,1
)
.
If we compare the results in Theorem 4.3 with those in Theorem 3.7, in terms
of the dependence of the primal oracle complexity on n, κX and ε, the randomized
framework (i.e., Algorithm 2) indeed yields improvement upon the deterministic one
(i.e., Algorithm 1), from O˜(n
√
κX /ε) to O˜((n+
√
nκX )/
√
ε) (where recall that O˜(·)
omits the the log-factors in n, κX and ε). Similarly, the dual oracle complexity has
also been improved from O˜(n/ε) to O˜(n/
√
ε+
√
n/ε).
4.4. Convergence with High Probability. Apart from convergence in ex-
pectation, given an error probability δ ∈ (0, 1), we can modify the inexact criteria in
Algorithm 2 (i.e., (4.1), (4.2) and (4.3)) to obtain an ε-duality gap w.p. at least 1− δ,
i.e., Pr{∆(xout, λout) ≤ ε} ≥ 1− δ.
Theorem 4.4. Let Assumption 3.1 hold and ε > 0 and δ ∈ (0, 1) be given. In
Algorithm 2, choose the input parameters ρ0, {τk}k∈Z+ , {γk}k∈Z+ and {ηk}k∈Z+ in
the same way as in Theorem 3.5, fix the total number of iterations K ∈ N and modify
the inexact criteria (4.1), (4.2) and (4.3) to
E
[
ψPρk(x
k)− Sρk(xk, λ˜ρk ,ηk(xk))
∣∣Fk,0] ≤ ηkδ/(3K) a.s.,(4.23)
E
[
S(x˜γk(λˆ
k), λˆk)− ψD(λˆk) ∣∣Fk,1] ≤ γkδ/(3K) a.s.,(4.24)
E
[
ψPρk+1(x
k+1)− Sρk+1(xk+1, λ˜ρk+1,ηk(xk+1))
∣∣Fk,2] ≤ ηkδ/(3K) a.s.,(4.25)
respectively. If we set K = K ′det , 2
⌈√
max{∆ρ0(x0, λ0), 0}/ε
⌉
+ 1, then
Pr{∆ρK (xK , λK) ≤ ε} ≥ 1− δ.(4.26)
Furthermore, if we set K = Kdet as in (3.26), then
Pr{∆(xK , λK) ≤ ε} ≥ 1− δ.(4.27)
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Proof. First, let us define the events A0,0 , Ω, and for any k ∈ Z+,
Ak,1 , {ψPρk(xk)− Sρk(xk, λ˜ρk,ηk(xk)) ≤ ηk},
Ak,2 , {S(x˜γk(λˆk), λˆk)− ψD(λˆk) ≤ γk},
Ak+1,0 , {ψPρk+1(xk+1)− Sρk+1(xk+1, λ˜ρk+1,ηk(xk+1)) ≤ ηk}.
Also, for any measurable event A, denote its complement as Ac and its indicator
function as IA, i.e., IA(z) = 1 if z ∈ A and 0 otherwise.
Fix any k ∈ {0, . . . ,K − 1}. From Markov’s inequality and (4.23), we have
Pr
{Ack,1 ∣∣Fk,0} ≤ E[ψPρk(xk)− Sρk(xk, λ˜ρk,ηk(xk)) ∣∣Fk,0]/ηk ≤ δ/(3K) a.s.(4.28)
Since
⋃k−1
i=0 {Ai,1,Ai,2,Ai+1,0} ⊆ Fk,0, we have that
Ck,0 ∈ Fk,0, where Ck,0 ,
⋂k−1
i=0
(Ai,1 ∩Ai,2 ∩Ai+1,0).(4.29)
(When k = 0, define C0,0 , A0,0.) In addition, note that Pr{Ck,0} > 0, since
Pr
{Cck,0} = Pr{⋃k−1i=0 (Ack−1,1 ∪ Ack−1,2 ∪ Ack,0)} ≤ (3k)δ/(3K) ≤ δ < 1.(4.30)
We then take conditional expectation E[· | Ck,0] in (4.28) to obtain
(4.31) E
[
Pr
{Ak,1 ∣∣Fk,0} | Ck,0] ≥ 1− δ/(3K).
On the other hand,
E
[
Pr
{Ak,1 ∣∣Fk,0} | Ck,0] = E[Pr{Ak,1 ∣∣Fk,0}ICk,0]/P(Ck,0)
(a)
= E
[
IAk,1ICk,0
]
/P(Ck,0) = Pr
{Ak,1 | Ck,0},
where (a) follows since Ck,0 ∈ Fk,0. Therefore, we have
(4.32) Pr{Ak,1 | Ck,0} ≥ 1− δ/(3K).
Similarly, if we define Ck,1 , Ck,0 ∩ Ak,1 and Ck,2 , Ck,1 ∩ Ak,2, then we also have
Pr{Ak,2 | Ck,1} ≥ 1− δ/(3K), Pr{Ak+1,0 | Ck,2} ≥ 1− δ/(3K).(4.33)
From Theorem 3.5, we know that if K = K ′det and the event
⋂K−1
k=0
(Ak,1 ∩Ak,2 ∩
Ak+1,0
)
occurs, then ∆ρK (x
K , λK) ≤ ε. Therefore,
Pr
{
∆ρK (x
K , λK) ≤ ε} ≥ Pr{⋂K−1k=0 (Ak,1 ∩ Ak,2 ∩ Ak+1,0)}
=
∏K−1
k=0 Pr
{Ak+1,0 | Ck,2}Pr{Ak,2 | Ck,1}Pr{Ak,1 | Ck,0}
(a)
≥ (1− δ/(3K))3K (b)≥ 1− δ,
where (a) follows from (4.32) and (4.33) and (b) follows from Bernoulli’s inequality.
By the same reasoning, we can also show that if K = Kdet, then (4.27) holds.
Based on the inexact criteria in Theorem 4.4, we can also derive the primal
and dual oracle complexities of obtaining an ε-duality gap w.p. at least 1 − δ. The
derivation is essentially the same as that of Theorem 4.3, hence it is omitted.
Theorem 4.5. Let Assumption 3.1 hold and ε > 0 and δ ∈ (0, 1) be given. In
Algorithm 2, modify the inexact criteria (4.1), (4.2) and (4.3) in the same way as in
Theorem 4.4. For any starting point (x0, λ0) ∈ X × Λ, denote CPhp and CDhp as the
primal and dual oracle complexities to achieve an ε-duality gap w.p. at least 1 − δ.
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Then we have
CPhp = O
(
(n+
√
nκX )
√
LD/ε log
(
κXLD(n+
√
nκX )/(εδ)
))
,(4.34)
CDhp = O
((
n
√
LD/ε+
√
nLλλLD/ε
)
log
(
LλλLD(n+
√
nLλλ/LD)/(εδ)
))
.(4.35)
4.5. Interface with Stochastic Approximation (SA). We can also use our
randomized framework (i.e., Algorithm 2) to solve the stochastic version of (1.1),
where we only have access to stochastic gradients of f , Φ(·, λ) and Φ(x, ·), i.e., unbi-
ased estimators of ∇f , ∇xΦ(·, λ) and ∇λΦ(x, ·) with bounded second moments (and
potentially other distributional assumptions; for details, we refer readers to [32]).
Indeed, in each iteration k, the sub-problems in steps 1, 3 and 6 can be solved by
the optimal stochastic first-order algorithms for stochastic strongly-convex composite
problems, e.g., those in [10]. Specifically, in [10], the optimality gaps of the proposed
algorithms were analyzed both in expectation (cf. (4.1)) and w.h.p. (cf. (4.28)). These
two convergence results can interface with our convergence analyses in Sections 4.2
and 4.4, respectively. Thus, our convergence results for Algorithm 2, both in expec-
tation (cf. Theorem 4.2) and w.h.p. (cf. Theorem 4.4), still hold in this case.
5. Convex Optimization with Functional Constraints. In this section, we
apply our IPDS frameworks (i.e., Algorithms 1 and 2) to the Lagrangian (saddle
point) problems associated with the constrained convex problems.
5.1. Problem Setup. We consider
minx∈X f(x) + r(x) s. t. gi(x) ≤ 0, ∀ i ∈ [n],(5.1)
where X 6= ∅ is convex and compact, f is µ-s.c. and L-smooth on X , r is CCP and
admits a tractable BPP on X (with DGF ω; cf. Section 2.1), and for each i ∈ [n], gi
is convex and αi-smooth on X (where αi ≥ 0). We assume that there exists x¯ ∈ X o
(recall that X o = X ∩ int domω) such that gi(x¯) < 0, for any i ∈ [n], so Slater’s
condition holds for (5.1). Under these conditions, (5.1) has the unique primal optimal
solution x∗ ∈ X , a dual optimal solution λ∗ ∈ Rn+ (where R+ , [0,+∞)) and zero
duality gap. Moreover, any such (x∗, λ∗) is a saddle point of the Lagrangian problem
associated with (5.1):
(5.2) minx∈X maxλ∈Rn
+
{
S(x, λ) = f(x) + r(x) + (1/n)
∑n
i=1nλigi(x)
}
,
where λi denotes the i-th entry of λ. In addition, any saddle point (x
∗, λ∗) of (5.2)
is a primal-dual optimal solution pair for (5.1) with zero duality gap [6, Section 5.4].
This establishes the equivalence of solving (5.1) and (5.2).
Indeed, we observe that (5.2) has the same form as the SPP in (1.1). Specifically,
if we set g = r, h ≡ 0, Λ = Rn+ and Φi(x, λ) = nλigi(x) in (1.1), then we recover (5.2).
As a result, Lixx(λ) = nλiαi, L
i
λλ = 0 and
Liλx = nMi, where Mi , αiDX + infx∈X ‖∇gi(x)‖∗.(5.3)
In (5.3), we recall that DX < +∞ denotes the diameter of the set X . (To obtain (5.3),
we note that Mi ≤ supx∈X ‖∇gi(x)‖∗. Then, by the αi-smoothness of gi, we have
‖∇gi(x)‖∗ ≤ αi ‖x− x′‖+‖∇gi(x′)‖∗ ≤ αiDX+‖∇gi(x′)‖∗, for any x, x′ ∈ X .) Thus,
(5.4) Lxx(λ) =
∑n
i=1λiαi, Lλx =M ,
∑n
i=1Mi, LD = 2M
2/µ.
In addition, since Φ(x, ·) is linear, we can choose E2 = (Rn, ‖·‖2), where ‖·‖2
denotes the Euclidean norm. Subsequently, the problem in (2.8) now has closed-form
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solution, i.e., (
[gi(x)]+/ρ
)n
i=1
= argmaxλ∈Rn
+
∑n
i=1λigi(x)− (ρ/2)‖λ‖22,(5.5)
where [·]+ , max{0, ·} and we choose the DGF w.r.t. (0,Rn+) as ω(·) = (1/2)‖ · ‖22.
However, note that two of the assumptions that we make about (1.1) fail to hold
for (5.2). First, in Assumption 3.1, we assume that Λ is bounded in (1.1), but it is
unbounded in (5.2). Second, we assume that Lxx is a constant (w.r.t. λ) in (1.1),
but it depends (linearly) on λ in (5.2). That said, both of these challenges can be
overcome. Before we present the details below, we first provide some intuition. For
the first challenge, recall from Remark 3.2 that the boundedness of Λ is needed for
two purposes, i.e., solving the problem in (2.8) inexactly and bounding the duality
gap ∆ via its smoothed counterpart ∆ρ. In the case of (5.2), from (5.5), we see that
the problem in (2.8) can be solved exactly. In addition, in Section 5.2, we will use
a convergence criterion different from the duality gap ∆. For these reasons, Λ need
not be bounded for (5.2). For the second challenge, we propose to properly bound
the growth of Lxx(λ) in each iteration of our frameworks via bounding ‖λ‖∞, i.e., the
ℓ∞-norm of λ.
5.2. Convergence Analysis. For the constrained problem in (5.1), instead of
the duality gap, it is more common to use the (primal) optimality gap and constraint
violation together as the convergence criterion (e.g., [31]). Specifically, for any ε > 0,
x¯ ∈ X is an ε-optimal and ε-feasible solution of (5.1) if
(5.6) f(x¯)− f(x∗) ≤ ε, and [gi(x¯)]+ ≤ ε, ∀ i ∈ [n].
Note that this is a primal convergence criterion. However, if we apply Algorithm 1
or 2 to (5.2), the established convergence results (in Theorems 3.5, 4.2 and 4.4) are all
in terms of the smoothed duality gap ∆ρ. Thus, we need to relate ∆ρ to the criteria
in (5.6). Indeed, in the following lemma, we will show that if there exists λ ∈ Rn+ such
that both ∆ρ(x¯, λ) and ρ are sufficiently small, then x¯ ∈ X satisfies (5.6).
Lemma 5.1. Let (x∗, λ∗) ∈ X × Rn+ be a saddle point of (5.2), so in particular
x∗ is the optimal solution of (5.1). For any ρ > 0 and ǫ ≥ 0, if there exist x¯∈X and
λ¯∈Rn+ that satisfy ∆ρ(x¯, λ¯) ≤ ǫ, then
f(x¯)− f(x∗) ≤ ǫ, [gi(x¯)]+ ≤ Vi(ǫ, ρ) , (λ∗i + ‖λ∗‖2)ρ+
√
2ǫρ, ∀ i ∈ [n].(5.7)
Proof. Since λ∗ ∈ Rn+ is an optimal solution of the dual problem maxλ∈Rn+ ψD(λ),
we have that ψD(λ) ≤ ψD(λ∗). This implies ∆ρ(x¯, λ∗) ≤ ∆ρ(x¯, λ) ≤ ǫ. From the
definition of ∆ρ in (2.14), we have
ǫ ≥ ∆ρ(x¯, λ∗) ≥ S(x¯, λ)− (ρ/2)‖λ‖22 − S(x, λ∗), ∀x ∈ X , ∀λ ∈ Rm+ .(5.8)
We then choose x=x∗ and λ=0 in (5.8) to obtain
ǫ ≥ S(x¯, 0)− S(x∗, λ∗) = f(x¯)− (f(x∗) +∑ni=1λ∗i gi(x∗)) ≥ f(x¯)− f(x∗),(5.9)
where the last step follows from λ∗i ≥ 0 and gi(x∗) ≤ 0, for any i ∈ [n].
Now fix any θ > 0 and i ∈ [n]. Let ei ∈ Rn denote the i-th standard basis vector,
i.e., (ei)i = 1 and (ei)j = 0 for any j ∈ [n] \ {i}. In (5.8), if we choose x = x∗ and
λ = λ∗ + θiei, where θi = θ if gi(x¯) > 0 and 0 otherwise, then
ǫ ≥ S(x¯, λ∗) + θigi(x¯)− (ρ/2)‖λ∗ + θiei‖22 − S(x∗, λ∗)
≥ θigi(x¯)− (ρ/2)‖λ∗ + θiei‖22 ≥ θ[gi(x¯)]+ − (ρ/2)‖λ∗ + θei‖22,
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where in the last step we use λ∗ ≥ 0 and θ ≥ θi ≥ 0. After rearranging, we have
[gi(x¯)]+ ≤ ρλ∗i + ρθ/2 + (ρ‖λ∗‖22 + 2ǫ)/(2θ)(5.10)
(a)
≤ ρλ∗i +
√
ρ(ρ‖λ∗‖22 + 2ǫ)
(b)
≤ (λ∗i + ‖λ∗‖2)ρ+
√
2ǫρ,
where in (a) we take the infimum over θ > 0 and in (b) we use
√
a+ b ≤ √a +√b,
for any a, b ≥ 0.
Using similar arguments, we can derive a stochastic version of Lemma 5.1.
Lemma 5.2. Let (x∗, λ∗) ∈ X × Rn+ be a saddle point of (5.2) and (x¯, λ¯) be a
(stochastic) primal-dual pair such that (x¯, λ¯) ∈ X ×Rn+ a.s. For any ρ > 0 and ǫ ≥ 0,
if (x¯, λ¯) satisfies E[∆ρ(x¯, λ¯)] ≤ ǫ, then
E[f(x¯)]− f(x∗) ≤ ǫ, E[[gi(x¯)]+] ≤ Vi(ǫ, ρ), ∀ i ∈ [n],
where Vi(ǫ, ρ) is defined in (5.7). For any δ ∈ (0, 1), if we have Pr{∆ρ(x¯, λ¯) ≤ ǫ} ≥
1− δ (rather than E[∆ρ(x¯, λ¯)] ≤ ǫ), then
Pr{f(x¯)− f(x∗) ≤ ǫ} ≥ 1− δ, Pr{[gi(x¯)]+ ≤ Vi(ǫ, ρ)} ≥ 1− δ, ∀ i ∈ [n].
Based on Lemma 5.1 and the convergence results of Algorithm 1 in terms of the
smoothed duality gap (cf. Theorem 3.5), we can easily derive the following results.
Theorem 5.3. Let (x∗, λ∗) ∈ X × Rn+ be a saddle point of (5.2) and ε > 0
be given. If we apply Algorithm 1 to solving (5.2), with the input parameters ρ0,
{τk}k∈Z+, {γk}k∈Z+ chosen in the same way as in Theorem 3.5 and ηk = 0 for any
k ∈ Z+, then for any starting point (x0, λ0) ∈ X × Λ and K ∈ N, we have
f(xK)− f(x∗) ≤Wf (K, ε) , 2[∆ρ0(x
0, λ0)]+
(K + 1)(K + 2)
+
ε
2
,(5.11)
[gi(x
K)]+ ≤Wgi(K, ε)(5.12)
,
16 (λ∗i + ‖λ∗‖2)LD + 8
√
LD[∆ρ0(x
0, λ0)]+
(K + 1)(K + 2)
+
4
√
LDε
K + 1
, ∀ i ∈ [m].
Proof. In Lemma 5.1, let us take x¯ = xK , λ¯ = λK , ρ = ρK and ǫ = [B
′
∆(K, ε)]+
(where B′∆(K, ε) is defined in (3.22)). Using that [a + b]+ ≤ [a]+ + [b]+ (for any
a, b ∈ R), we have [B′∆(K, ε)]+ ≤ Wf (K, ε). Thus we obtain (5.11). Using the
analytic expression of ρK in (3.24), and ǫ ≤Wf (K, ε), we also obtain (5.12).
Similarly, based on Lemma 5.2 and the convergence results of Algorithm 2 in
Theorems 4.2 and 4.4, we can show the following results using the same reasoning
that leads to Theorem 5.3.
Theorem 5.4. Let (x∗, λ∗) ∈ X × Rn+ be a saddle point of (5.2) and ε > 0
be given. Let us apply Algorithm 2 to solving (5.2), with the input parameters ρ0,
{τk}k∈Z+, {γk}k∈Z+ and {ηk}k∈Z+ chosen in the same way as in Theorem 5.3, and
the starting point chosen to be any (x0, λ0) ∈ X × Λ. Then for any K ∈ N,
E[f(xK)]− f(x∗) ≤Wf (K, ε),(5.13)
E[[gi(x
K)]+] ≤Wgi(K, ε), ∀ i ∈ [m].(5.14)
In addition, for any δ ∈ (0, 1), if we choose K = K ′det and modify the inexact crite-
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ria (4.1), (4.2) and (4.3) in the same way as in Theorem 4.4, then
Pr{f(xK)− f(x∗) ≤Wf (K, ε)} ≥ 1− δ,(5.15)
Pr{[gi(xK)]+ ≤Wgi(K, ε)} ≥ 1− δ, ∀ i ∈ [m].(5.16)
From Theorems 5.3 and 5.4, we see that for Algorithm 1 to find an ε-optimal and
ε-feasible solution of (5.1), or for Algorithm 2 to find such a solution in expectation
(i.e., a solution that satisfies both (5.13) and (5.14)), the number of iterations needed
is the same, which is denoted by Kcons. Furthermore, we have
(5.17) Kcons = O(
√
LD/ε) = O(M/
√
εµ).
5.3. Oracle Complexity. From Section 5.1 (specifically, (5.5)), we notice that
in Algorithms 1 and 2, the dual sub-problems can be solved exactly. Therefore, we
focus on analyzing their primal oracle complexities, where the sub-routines N2 and
M2 remain the same as the ones in Sections 3.2 and 4.1, respectively. Note that based
on our oracle model in Section 1.1, in the case of (5.2), the primal oracle OP returns
∇f(x) with input (x, 0) and λi∇gi(x) with input (x, λ, i).
Compared to the complexity analyses in Sections 3.4, 4.3 and 4.4, the challenge
here is that Lxx(λ) now depends on λ. This implies that in Algorithm 1 or 2, as
λˆk changes over iterations, Lxx(λˆ
k) also changes. Although this does not affect the
iteration complexity of Algorithm 1 or 2 (since LD depends only on Lλx), it does
affect the oracle complexity of solving the primal sub-problem at each iteration k. To
overcome this challenge, we propose to bound ‖λˆk‖∞ for each k ∈ N (in either the
deterministic or stochastic sense).
Lemma 5.5. In Algorithm 1, if we choose the input parameters ρ0, {τk}k∈Z+ ,
{γk}k∈Z+ and {ηk}k∈Z+ in the same way as in Theorem 5.3, then for any k ∈ N,
(5.18) ‖λˆk‖∞ = O(1 + k√εµ/M).
Proof. From (5.5), we have that λ˜ρk,0(x
k) =
(
[gi(x
k)]+/ρk
)n
i=1
. By the bound on
[gi(x
k)]+ in (5.12) and the expression of ρk in (3.24), we have
(5.19) ‖λ˜ρk,0(xk)‖∞ = O(1 + k
√
εµ/M).
By step 7 and the choice of {τk}k∈Z+ in Theorem 5.3, we have
(5.20) ‖λk‖∞ ≤ k
k + 2
‖λk−1‖∞ + 2
k + 2
‖λ˜ρk,0(xk)‖∞.
Based on (5.20), we use Lemma 3.4 to conclude that
‖λK‖∞ ≤ 2
(K + 1)(K + 2)
(
‖λ0‖∞ +
∑K
k=0
(k + 1)‖λ˜ρk,0(xk)‖∞
)
(5.21)
(a)
= O (1 +K
√
εµ/M) ,
where in (a) we use (5.19). Finally, by step 2, we have
(5.22) ‖λˆk‖∞ ≤ τk‖λk‖∞ + (1− τk)‖λ˜ρk,0(xk)‖∞.
We then substitute (5.19) and (5.21) into (5.22), and obtain (5.18).
Based on Lemma 5.5, we can bound Lxx(λˆ
k) via
(5.23) Lxx(λˆ
k) ≤ α‖λˆk‖∞ = O(α+ kα√εµ/M), where α ,
∑n
i=1αi.
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Based on this bound, the oracle complexity of N2 for (approximately) solving the
sub-problem in (2.4) (cf. (3.11)), and the iteration complexity of Algorithm 1, i.e.,
Kcons in (5.17), we can derive the following result.
Theorem 5.6. In Algorithm 1, for any starting point (x0, λ0) ∈ X ×R+, denote
Cdet as the oracle complexity to obtain an ε-optimal and ε-feasible solution. Then
(5.24) Cdet = O
(
nM√
µε
√
(L+ α)/µ log
(
L+ α
ε
))
.
Proof. Similar to the analysis in Section 3.4, we have
Cdet
(a)
= O
(
n
∑Kcons
k=1
√
(L+ α)/µ+ kα
√
ε/(M
√
µ) log
(
k
(
(L + α)/ε+ kα
√
µ/(M
√
ε)
)))
(b)
= O
(
n
∑Kcons
k=1
(√
(L+ α)/µ+
√
kα/M(ε/µ)1/4
)
(log k + log
(
(L+ α)µ/(Mε)
)))
(c)
= O
(
n
(√
(L+ α)/µKcons
(
logKcons + log
(
(L+ α)µ/(Mε)
))
+
√
α/M(ε/µ)1/4K3/2cons(logKcons + log
(
(L+ α)µ/(Mε)
)))
= O
(
n
(
M
√
L+ α/(µ
√
ε) +M
√
α/(µ
√
ε)
)
log
(
(L+ α)/ε
))
,
where in (a) we use γk = Θ(ε/k), in (b) we use α/
√
ε = O((L + α)/ε) and in (c) we
use
∑K
k=1 k
ν log k = Θ(Kν+1 logK), for any ν ≥ 0. Finally, by noting that α ≤ L+α,
we obtain (5.24).
Based on the oracle complexity ofM2 for (approximately) solving the sub-problem
in (2.4) (cf. (4.13)), by using the same arguments as in Theorem 5.6, we can also derive
the following oracle complexity for Algorithm 2.
Theorem 5.7. In Algorithm 2, for any starting point (x0, λ0) ∈ X × R+, de-
note Cstoc as the oracle complexity to obtain an ε-optimal and ε-feasible solution in
expectation. Then we have
(5.25) Cstoc = O
(√
nM√
µε
(√
n+
√
(L+ α)/µ
)
log
(
nM(L+ α)
µε
))
.
Let us compare the complexity results in Theorems 5.6 and 5.7. If we interpret
the factor κcons , (L + α)/µ as the “condition number” of the constrained problem
in (5.1), and recall that Kcons = O(M/
√
µε) (cf. (5.17)), then the oracle complexity
of Algorithm 1, i.e., O˜(nKcons
√
κcons), has been reduced to O˜
(√
nKcons(
√
n+
√
κcons)
)
in Algorithm 2. This is indeed consistent with our observation in Section 4.3, which
concerns the oracle complexities of Algorithms 1 and 2 for the SPP in (1.1).
5.4. Related Works. Although numerous first-order methods have been pro-
posed for solving the constrained problem in (5.1) when f is non-strongly convex (i.e.,
µ = 0), it appears that there exist few methods that tackle the case where f is strongly
convex (i.e., µ > 0). Among these, the best-known oracle complexity is O˜(ε−1/2),
which has been achieved by three methods, which include the inexact ALM [31], the
inexact dual gradient method [18] and the level-set method [17].1 From Theorems 5.6
and 5.7, we observe that this complexity is also achieved by Algorithms 1 and 2.
1Note that the method in [17] requires to start with a strictly feasible solution of (5.1). However,
obtaining such a solution “may be as costly as computing an optimal solution” [1]. In contrast, this
is not required in any of the other methods discussed in this section (including ours).
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Although all of these methods achieve the same complexity, there are two im-
portant features that distinguish our methods from the rest. First, our randomized
framework (i.e., Algorithm 2) can effectively handle the case where the number of
constraints n is extremely large (cf. Theorem 5.7). Second, both of our frameworks
(i.e., Algorithms 1 and 2) are developed for solving the general SPP in (1.1), not
only the Lagrangian problem in (5.2). Therefore, they have much wider applicability
compared to the other methods.
5.5. Stochastic Convex Optimization with Expectation Constraints.
We consider a problem related to (5.1), where f, g1, . . . , gn are given in terms of
expectation (see e.g., [16]). Specifically, let ξ, ζ1, . . . , ζn be random vectors with
sample spaces denoted by Ξ,Z1, . . . ,Zn, respectively, and F : E1 × Ξ → R and
{Gi : E1 ×Zi → R}ni=1 be chosen such that
(5.26) f(x) , Eξ[F (x, ξ)], gi(x) , Eζi [Gi(x, ζi)], ∀ i ∈ [n],
and f, g1, . . . , gn satisfy the structural assumptions stated in Section 5.1. Since the
expectations in (5.26) cannot be evaluated with high accuracy in general, from the
stochastic programming literature (e.g., [27]), there are two standard approaches to
tackle this difficulty, i.e., SA and sample average approximation (SAA). The SA ap-
proach involves employing certain mechanisms to generate unbiased estimators of ∇f
or ∇gi at any x ∈ X , whereas the SAA approach involves generating i.i.d. samples of
ξ, ζ1, . . . , ζn (denoted as {ξj}m0j=1, {ζj1}m1j=1, . . . , {ζjn}mnj=1, respectively) to approximate
the expectations in (5.26), i.e.,
minx∈X {f̂(x) , (1/m0)
∑m0
j=1F (x, ξj)},(5.27)
s. t. {ĝi(x) , (1/mi)
∑mi
j=1Gi(x, ζ
j
i )} ≤ 0, ∀ i ∈ [n].
Note that to achieve high approximation accuracy, the sample sizes {mi}ni=0 are typ-
ically very large. We illustrate that Algorithm 2 can solve (5.26), no matter whether
SA or SAA is used. As in Section 1, we still apply Algorithm 2 to the Lagrangian
problem associated with (5.26). The ability of Algorithm 2 to interface with SA can
be readily seen from Section 4.5. For the case of SAA, we see that (5.27) has a La-
grangian problem that fits into the finite-sum structure in (1.5), which again can be
efficiently solved by Algorithm 2 (cf. Theorem 5.7).
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