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A case study of a derecho storm in dry, high-shear 
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Abstract⎯ The present study examines the origin and environmental conditions of the 
severe convective windstorm on September 17, 2017, which affected several countries in 
the central and southeastern Europe, above all Serbia and Romania. The large area of the 
damage swath (at least 500 km long) and high wind gusts (up to 40 m/s) would classify this 
event as a derecho or at least as a storm very similar to derechos (with respect to newer 
definition proposals). Small-scale bow echoes were found in areas with highest reported 
wind gusts, and some thunderstorms within the storm-producing convective system were 
probably supercells. The existence of high wind shear and storm rotation could be also 
related to the significant rightward deflection of the system with respect to the mean wind 
and propagation of other thunderstorms and systems observed on that day. In contrary to 
many other known derecho events, this storm propagated toward a very dry airmass 
exhibiting only low or moderate convective available potential energy (CAPE) values. This 
is shown by soundings, ECMWF model outputs, and vertical profiles from the IASI L2 
satellite sounder. Several convective parameters (e.g. CAPE, downdraft CAPE, derecho 
composite parameter, 0-3-km  relative humidity, 0-6-km shear) were evaluated and 
compared with proximity soundings of other described European derechos or with the 
available climatology. The possibility of a balance between the cold pool-generated 
horizontal vorticity and the environmental shear is also discussed. It is concluded that 
identification of low-level humidity sources (with aid of storm-relative wind vectors or 
streamlines) can be important in forecasting of thunderstorm systems moving toward an 
airmass, which is seemingly too dry for development and maintenance of deep convection. 
It is also shown that due to low CAPE values, some composite parameters would not 
indicate favourable conditions for a long-lived convective system. The lack of radiosonde 
observations can be partially supplemented by data from the IASI L2 sounder, which 
profiles can be largely different from model forecasts, showing much drier air in the mid- 
2 
and upper troposphere in this case. It is concluded that due to the absence of strong synoptic 
forcing and larger pressure gradient at surface, convective processes played major role in 
the windstorm development. The presence of high temperature lapse rates at low- and mid-
levels, high wind shear and unusually dry pre-storm airmass could be considered as the 
most important signatures related to the storm severity. 
 
Key-words: derecho, high-shear, dry air, low-to-moderate CAPE, storm-relative wind, 
IASI L2 profiles, bow echo, WER echo 
1. Introduction 
On September 17, 2017, a mesoscale convective system (MCS) caused severe 
windstorm over Serbia and Romania. The highest measured gust reached 
40 m/s, wind gusts exceeding 26 m/s (and damages by wind) occurred in an 
approximately 500 km long and at least 100 km wide swath over the northern 
part of Serbia and western part of Romania (Fig. 1). This would classify the 
event as a derecho (Johns and Hirt, 1987, hereafter JH87) or at least as a 
derecho-like storm according the newer definition proposal (Corfidi et al., 
2016). In JH87 the condition for the length of the major axis of the derecho was 
400 km, whereas in Corfidi et al., 2016 it was increased to 650 km. The JH87 
paper described two kinds of derecho storms - progressive and serial. In the 
presented case we could see one compact pattern of high wind gusts and 
accompanied damages, which was extending nearly in the direction of the mean 
flow, which is typical for progressive derecho types. Although severe 
thunderstorms are common in Serbia and Romania (Lemon et al., 2003, 
Antonescu and Burcea, 2010, Pavlovi -Berdon et al., 2013, Antonescu and Bell, 
2015, Rabrenovi , 2015), storms causing such widespread windstorms are 
relatively rare in this area and are less documented in scientific papers. We are 
aware of only few publications dealing with large convective systems in 
southeastern Europe, though some storms were recently studied also with aid of 
numerical models (Lompar et al., 2017) and there were also attempts for 
climatology of convective gusts (Rabrenovi  and Gatzen, 2017). One of the well 
documented events in the neighboring region was the derecho storm of July 20, 
2011 (Gospodinov et al., 2015), which hit Bulgaria and the southern part of 
Romania. Other known and published derecho events refer rather to the area of 
Central Europe, Spain, or Finland (Gatzen, 2004; Gatzen and Pú ik, 2011; Pú ik 
et al., 2011; Simon et al., 2011; Celi sky-Mys aw and Matuszko, 2014; López, 
2007; Punkka et al., 2006). Because of relatively small number of known cases, 
little is known about the climatology of derechos and similar windstorms in 
Europe, except of some regions as Germany (Gatzen et al., 2015). More 
information about the environment and macrosynoptic conditions for long-lived 
convective windstorms is available from the USA (Evans and Doswell, 2001, 
hereafter ED01, Coniglio et al., 2004). ED01 provided analysis of 67 derechos 
upon 113 proximity soundings. They identified cases with “weak” and “strong” 
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synoptic forcing. The latter ones were associated with advancing mid-level 
trough accompanied by well-expressed surface cyclone. They found that 
derechos can develop and exist in many different instability and wind shear 
conditions. Although, early numerical simulations (Rotunno et al., 1988, 
hereafter RKW88, Weismann, 1992) of long-lived mesoscale convective 
systems indicated that such storms could be maintained rather when high wind 
shear is present at low- and middle tropospheric levels, derecho cases occur also 
in moderate wind shear environments. Still, wind shear and transport of 
momentum from higher levels in the cold pool area can be important for the 
propagation of the system and for the speed of wind gusts (Mahoney et al., 
2009). Derecho storms were also reported in situations with very low or no 
convective available potential energy (CAPE) in neighboring soundings, 
although this is typical rather for strong synoptic forcing (ED01, Gatzen et al., 
2011). High relative humidity (above 70%) is typically found in derecho 
environments at low levels, while replaced by drier air at mid-levels (Coniglio et 
al., 2004). Studies of MCS storms (Cohen et al., 2007) also showed steeper 
lapse rates (6–8 K/km) at mid-levels compared to weak MCS events. In the 
synoptic-scale flow, 250 hPa flow divergence is often found in the proximity of 
these storms, and in most of the cases a well-defined 500 hPa upstream trough is 
found, though, ridge or zonal flows were also observed (Coniglio et al., 2004). 
Severe, long-lasting convective storms are related to quasi-linear convective 
systems, often exhibiting bow echoes (Fujita, 1978) or mesovortices (Weisman 
and Trapp, 2003), which can be detected on the radar imagery. The presence of 
these features is also expected in the newer derecho definition (Corfidi et al., 
2016). Supercell storms (Browning, 1962) occasionally also cause long swathes 
of severe weather along their path, however, the size of the storm-impact 
territory and width of the swath is inferior compared to derecho storms. 
Supercells can be embedded in long-lived mesoscale systems (Corfidi, 2003, 
Bunkers et al., 2006) or can be attached to developing convective systems 
(Taszarek et al., 2019). On radar images, the presence of supercell mesocyclone 
is usually identified upon radial-doppler wind measurements as a mesoscale 
vortex signature (MVS). An indirect evidence of the supercell-related flow is the 
presence of persistent weak echo regions (WER) or bounded weak echo regions 
(BWER) in the field of radar reflectivity (Moller et al., 1994). It can be expected 
that embedded supercells cause a local intensification of the windstorm or even 
deflection of the propagation of the whole system (Corfidi, 2003). Though, the 
rate of this influence is ambiguous, since it is often observed that the presence of 
low-level jet causes deviation of the MCS propagation with respect to the mean 
flow, which is typically rightward (Corfidi et al., 1996, Corfidi, 2003). 
Climatological studies suggested that mostly the deviation between the MCS 
motion and deep-layer shear vector remains within 30 degrees, even in case of 




Fig. 1. Maximum wind gusts measured during the September 17, 2017 windstorm by surface 
weather stations (number, m/s) and damage reports (F0 - empty circles, F1 - full circles, 
unknown - wind squall symbols). Depicted are only gusts exceeding 20 m/s. Positions of the 
leading edge of the convective system are shown by dashed lines. Letters BIH, H, HR, RO, 




The above-mentioned typical features of long-lived convective windstorms 
were considered also during the study of the evolution of the September 17, 
2017 storm and of its environment. We focused primarily on the pre-storm 
environment as derived from available soundings, numerical model analyses, 
and forecasts. Section 2 describes available sources of data, tools, and 
parameters chosen for the study. Section 3 gives an overview of the synoptic-
scale situation and main characteristics of the storm environment acquired from 
soundings. Section 4 provides an insight to the structure and evolution of the 
convective system using radar and satellite imagery. Section 5 summarizes the 
known impact of the storm, above all in Romania. Section 6 shows the most 
important characteristics of the pre-storm environment, as derived from 
numerical weather prediction (NWP) data and compares them with 
environments of other known derecho events or with available climatology. The 
possibility of an equilibrium between the cold pool-generated vorticity and pre-




The present study was done using information from several types of 
observations (aerological, radar, satellite, and surface measurements) and 
outputs (analyses and forecasts) of the ECMWF numerical model. At the 
Hungarian Meteorological Service (OMSZ), an operational, mosaic radar 
imagery of Hungarian, Croatian, and Slovak radars was used throughout the 
study (depicted in Fig. 2). This imagery enabled us to follow the development of 
the convective system along large part of its track. However, for cells evolving 
over Romania (which were situated rather at the edge of the above-mentioned 
mosaic imagery), we also examined available products of Romanian radars 
(Table 1). Differences between the respective radar imageries were mostly 
quantitative (e.g., higher column maximum radar reflectivity measured by 
Romanian radars in case of some intense thunderstorms). These could be caused 
by different technical specifications and scanning strategies of the radars, 





Fig. 2. Positions of radars (full circles) and area of coverage of the mosaic radar imagery of 
Hungarian, Croatian, and Slovak radars used in the study (shaded). The range of the 
Romanian radars in the eastern and central parts of the country is indicated by dashed circles. 
Empty circles show the positions of soundings on September17, 2017, at 00:00 and 
12:00 UTC. Letters ZAD, ZAG, SZE, BEO, NIS denote Zadar, Zagreb, Szeged, Beograd, 
Nis. Letter JIM and rectangle shows the position of IASI L2 profile over Jimbolia (Romania). 
The smaller full dots show the positions of pseudo-soundings from the ECMWF used for the 
calculation of convective parameters and characterization of the pre-storm environment valid 
for September 17, 2017 at 12:00 UTC. 
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Table 1. Overview of the radars and radar parameters used in the September 17, 2017 study. 




















Band C-band C-band C-band C-band S-band S-band S-band S-band S-band 
range 
(km) 240  240 240 240 240 240 230 230 230 
beam 




We used data of synoptic stations with hourly frequency (those, which were 
subject to international data exchange). We combined the radar and surface data 
also with the METEOSAT8 satellite outputs (mainly the 10.8 μm infrared channel 
imagery). For the determination of the environment of various derecho cases (listed 
in Table 7), we used proximity soundings, which were launched in the area of the 
track of the storms, or in the nearby area, prior to the event. We preferably used 
soundings cited in the corresponding papers and studies (referenced in Table 7). 
For the September 17, 2017 windstorm we also used temperature and humidity 
profiles from IASI L2 satellite sounder data valid for 09:00 UTC. We preferably 
chose the same places for IASI diagnostics, where also surface observations and 
ECMWF model pseudosoundings were available. The surface IASI temperature 
and dew point values were replaced with observations of surface weather stations, 
knowing that the IASI errors are typically high at the surface (Roman et al., 2016).  
The convective parameters were calculated by a program developed at OMSZ 
(Csirmaz, 2013) using standard approaches published in scientific literature 
(Rasmussen and Blanchard, 1998; Gilmore and Wicker, 1998; Bunkers et al., 2000, 
etc.). The overview of these parameters is given in Table 2. We also calculated the 
derecho composite parameter or DCP (refer to website of the Storm Prediction 








windmeankmshearkmMUCAPEDCAPEDCP , (1) 
 
where the magnitudes of the 0–6-km above ground level (AGL) shear and mean 
wind are in m/s and the constants in the denominator were modified 
correspondingly (knots were used in the original definition). The use of such 
composite parameters or indices is often criticized, because the way they are 
constructed is empirical, often without physical background (Doswell and 
Schultz, 2006; Bunkers, 2009). DCP was used here only as an indicator, whether 
the studied situation would fit the usual environment, in which derechos form. It 
is considered that favorable environments are characterized by DCP > 2 
(Lagerquist et al., 2017). 
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Table 2. Overview of convective parameters and indices used in the presented study and 
operationally calculated at OMSZ. 
















J/kg Corresponding to SBCAPE calculation 
MLCAPE 
(e.g. Craven et al., 
2002, Davies;2004) 
Mixed-layer CAPE J/kg Calculated with initial  parcel with 
averaged potential temperature and 
mixing ratio in the lowest 100 hPa 
MUCAPE 
(e.g. Thompson et al., 
2003) 
Most unstable CAPE J/kg Calculated with most unstable initial 
parcel between the surface and 500 
hPa 
MLCIN 








Most unstable parcel 
convective inhibition 
J/kg Corresponding to MUCAPE 
calculation 
DCAPE 





J/kg Calculated with virtual temperature and 
initial parcel with lowest equivalent 
potential temperature below 500 hPa  
BLI 
(Galway, 1956; Fujita, 
1970) 
Best Lifted Index K Calculated with virtual temperature 
and returning the most unstable value 
for parcels initiated below 1500m  
Bunkers Storm Motion 
Vector  
(Bunkers et al., 2000) 
Storm motion vector 
for supercells 
propagating left- or 
right to the mean 
wind vector 
m/s Constructed with 0-6 km and 0-500m 
mean wind vectors 
0-3-km SREH 





J/kg The Bunkers storm motion vector or 
the actual storm motion vector was 
used to calculate storm-relative wind 
0-3-km RH Averaged relative 









g/kg From the Wyoming website, 
calculated as average mixing ratio in 









The wind shear and wind speed 
parameters recalculated from kt to m/s 
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For the study of the synoptic situation and convective environment we used 
the September 17, 2017, 00:00 and 12:00 UTC analyses and forecasts of the 
global, hydrostatic ECMWF model (Persson, 2011). The model has nearly 
0.1 degree (9 km) horizontal resolution in the area of the study and uses 137 
vertical levels. The model uses parameterization of convection and convective 
gusts (Bechtold and Bidlot, 2009). Besides charts of meteorological parameters, 
we also used pseudotemps (pseudo-soundings) for 25 stations in the pre-storm 
environment on September 17, 2017, at 12:00 UTC (depicted in Fig. 2). The 
pseudotemp data were used to estimate the magnitude of SBCAPE and its 
sensitivity on the initial parcel properties (temperature, dew point, pressure).  
Finally, for the visualization and calculation of certain features (e.g., 
streamlines) we used the system HAWK (Hungarian Advanced WorK Station) 
developed at OMSZ (Rajnai and Vörös, 2010). 
3. Synoptic situation and pre-storm soundings 
On September 17, 2017, at 12:00 UTC, there was a large but shallow area of low 
pressure over the central and southeastern parts of Europe, with a cold front over 
the Adriatic Sea, Croatia, Bosnia-Hercegovina, and Hungary, which was moving 
toward east (Fig. 3). A strong southerly flow of warm air and high temperature 
gradient could be found at 850 hPa (Fig. 4) over Serbia and eastern part of 
Romania (the temperature changed by 11 °C on 400 km distance in northwest-
southeast direction). At the same time, there was a very strong, diffluent 
southwesterly flow at 500 hPa (Fig. 5) and at levels above. This flow was 
around a large cyclone centered over the Benelux states and northern Germany, 
which slowly extended toward east. 
 
 
Fig. 3. Surface fronts and ECMWF analysis of mean sea-level pressure (solid lines, hPa) and 
10 m wind (arrows, m/s) valid for September 17, 2017, 12:00 UTC. Tree-shaped symbols 
indicate convergence lines. Labels L and H are used for lows and highs. Wind vectors of 1, 3, 
5, 7, 10, 15, 20 m/s are depicted. 
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Fig. 4. ECMWF analysis of 850 hPa geopotential (thick solid lines, by 40 gpm), temperature 
(shades and thin dashed lines, by 2 °C) and wind (arrows, m/s) valid for September 17, 2017, 
12:00 UTC. Labels L and H are used for lows and highs, W and C for local temperature 
maxima and minima. The range of the temperature scale is from -12 °C to 30 °C by 2 °C. 




Fig. 5. As in Fig. 4., but for the 500 hPa level. The range of the temperature scale is from  
-42 °C to 0 °C by 2 °C. Wind vectors of 1, 3, 5, 7, 10, 15, 20, 30 m/s are depicted. 
 
 
The regional analysis of mean sea level pressure and synoptic observations 
at 12:00 UTC (Fig. 6) indicated that the storm-producing deep convection 
occurred at a pre-frontal convergence line extending across a meso-scale area of 
low pressure over the Serbian-Romanian border. Similarly to the 850 hPa chart, 
the surface observations also showed high temperature contrasts. In the region, 
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where the storm occurred, the daily maxima reached 30–34 °C, which is unusual 
for the given period of year in this region. For example, at the Beograd Sur in 
station in Serbia, the 1952–1992 average maximum temperature in September 
was 24 °C (World Climate, 2019). Northeast of the storm area, the 2m 





Fig. 6. Analysis of mean sea level pressure (lines, by 2 hPa), 10 m wind (barbs, m/s), and 2m 
temperature (numbers, °C) observed at respective synoptic stations and of surface 
fronts/convergence lines valid for September 17, 2017, 12:00 UTC. In the wind visualization 
(used also in other figures of this paper), half barbs represent 2.5 m/s, full barbs 5 m/s, and 
flags 25 m/s wind speed values. 
 
 
Derechos are sometimes distinguished according the synoptic situation as 
strong forcing (SF), weak forcing (WF), or hybrid events. The original definition 
(ED01) is rather vague, allowing quite wide interpretation. We believe that the 
case described here belonged to weak forcing events, because the system was 
not related to strong surface synoptic-scale cyclone and there was no rapid 
development or propagation of large-scale troughs and cyclones, in the upper-air 
fields. The strongly convective character of the event is also underlined by the 
fact that after the passage of the storm, the 10m wind turned back to the original, 
southerly direction at many stations and weakened. This is rather typical for the 
summer convective storms, with prevailingly weak forcing.  
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Just prior to the arrival of the storm, there was a sounding at Beograd 
Košutnjak (13275) referred to 12:00 UTC (Fig. 7a). It showed that the air was 
dry at low levels, with high (up to 20 °C) dewpoint depression and relatively 
high lifted condensation level (LCL), which was situated at around 700 hPa. The 
temperature lapse rate was high at low levels (8.95 K/km between 925 and 600 
hPa) but topped with an inversion at 600 hPa height. Therefore, there was only 
very little CAPE (SBCAPE was 14 J/kg) concentrated just below the inversion. 
The lowest 0-6-km wind shear was 39.5 m/s. Very high deep layer shear was 
found also in other soundings in the storm area (Table 3). However, the Beograd 
sounding was the only one, which was situated directly in the storm track and 
could be related to the pre-storm environment. 
 
 
Table 3. Comparison of parameters derived from soundings in the area of the studied 
storm on September 17, 2017.  
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31.9 599.7 13.3 87.2 2.5 
* The 985 hPa (27m AGL) level was omitted in the calculation due to not realistic jump in dewpoint. 
The MLMR parameter was not available from this sounding. 
 
 
The hodograph of the storm-relative wind demonstrated a clockwise turn 
(veering) of the wind from northeasterly-easterly direction at surface to southerly at 
the 600 hPa level. This suggests the possibility of a strong helical flow at low- and 
mid-levels in the environment of the thunderstorms (the 0–3-km SREH was 426 
J/kg). At the time of the sounding, the direction of the convective system 
propagation was approximately 30 degrees right of that of the 0–6 or 0–12-km 
mean wind. Although the rightward deviation of the motion with respect to mean 
flow is usual for isolated supercell storms, it is sometimes observed in case of 
mesoscale convective systems too. It is interpreted as a result of superposition of 
the mean cloud-layer wind and motion of newly generated convective cells, 
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directed in the low level jet (Corfidi et al., 1996, Corfidi, 2003). In the presented 
case, the direction of motion vector for right-moving supercells calculated with the 
method of Bunkers (Bunkers et al., 2000) was the closest to the observed MCS 
propagation vector. We also calculated the motion vector proposed for upwind-
propagating MCSs (its direction was nearly half-way between the observed motion 
vector and the direction of the mean winds). Although the studied system could be 
rather classified as downwind-propagating, the corresponding vector constructed 
according Corfidi’s proposal (Corfidi, 2003) would have a magnitude of about 
63 m/s (not shown), which is too high for our case. It is possible that the rightward 
deviation of the whole system was also influenced by the winds in the cold pool 
(which where northwesterly at the surface, according the synoptic measurements). 
Unfortunately, there was no sounding (or other wind observation), which would be 
representative for the cold pool area and situated directly along the storm track, so 
this assumption cannot be verified from observations.  
Besides soundings, it was also possible to investigate the pre-storm airmass 
temperature and humidity properties with IASI satellite profiles valid for 
09:00 UTC. For example, a profile inferred at the Serbian-Romanian border at 
Jimbolia (Fig. 7b) showed relatively dry air for the entire troposphere. The 
relative humidity was everywhere below 55%, the driest tropospheric levels 
were around 600 (30%) and 500 hPa (22%) levels. The air was conditionally 





Fig. 7a. Beograd sounding and hodograph of storm-relative wind (shown in rectangle) valid 
for September 17, 2017, 12:00 UTC. Winds are in m/s (the meaning of the barbs is the same 
as in Fig. 6). The stable (unstable) area of the sounding is shaded by dark (light) grey color. 
The storm motion is shown by vector c in the hodograph (the magnitude of the vector is 26.5 
m/s). Other vectors v 6km and v 12km are density averaged winds for 0-6-km and 0-12-km 
depth, respectively.up indicates MCS motion vector for upwind propagating systems (Corfidi 
et al., 1996), Br is for Bunkers motion vector for right moving supercells (Bunkers et al., 
2000). Pressure levels in hPa are labeled. The start of the hodograph is at the anemometric 
height (983 hPa).  
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Fig. 7b. IASI L2 vertical profile of temperature and dew point valid for the area of 
Jimbolia station (emphasized in Fig. 2) and for September 17, 2017, 09:00 UTC. The 
light grey area is for positive CAPE (362 J/kg), CIN area is dark grey (16 J/kg). DCAPE 




4. Development of the storm from radar and satellite observations 
Intense development of deep convection could be observed over Croatia and 
Bosnia-Hercegovina already in the morning hours of September 17, 2017 
(Fig. 8a). A weak precipitation system also passed over the common border of 
Serbia and Romania, but dissipated fast. There is no information about severe 
events related to these early convective precipitation bands. However, related 
precipitation and evaporation could possibly increase the near-surface humidity 
and support the development of convection in later hours. The origin of the 
studied convective system could be traced back to convective clouds, which 
started to develop at around 06:25 UTC over the Adriatic Sea. The environment 
here was favorable for thunderstorms as indicated by the 00 UTC sounding at 
Zadar with moderate SBCAPE, reaching 687 J/kg and 41 mm of total 
precipitable water. According to the mosaic radar imagery, three segments of the 
convective system (denoted A, B, C) could be tracked, although the convective 
cells at the leading edge of these segments were not stationary and underwent 
frequent transition. High radar reflectivity (> 55 dBz) in some of these cells was 
detected already at around 09:00 UTC (Fig. 8b). Thereafter, the direction of the 
system propagation started to deviate to the right with respect to motion of the 
previous cells and precipitation systems. At the start of the windstorm at 
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11:00 UTC the convective system was quite compact (Fig. 9a), resembling 
quasi-linear MCSs with trailing stratiform precipitation (TS). However, at 
around 12:30 UTC (Fig. 9b) its structure changed significantly, the maximum 
radar reflectivity in each of the segments decreased and some cells dissipated 
completely. It is possible that in some cases the maximum radar reflectivity was 
underestimated because of the distance from available radars or because of 
screening effects, but the weakening of convection and dissipation of cloudiness 
was recognizable on the satellite imagery as well (not shown). This could have 
been the result of the intrusion of dry environmental air, which presence was 
indicated on Belgrade sounding. In Fig. 9b one can also recognize further 
development of deep convection near the border of Bosnia-Hercegovina, Serbia, 
and Croatia but the comparison with surface wind observations clearly showed 
that the windstorm was related to the leading edge of the convective system, 






Fig. 8a. Tracks of certain significant storms and segments of the September 17, 2017 
convective system (long thick annotated curves with arrowheads). Circles show the 
positions of the storms (usually the maximum radar reflectivity) with hourly intervals, 
starting from 06:30 UTC. Labels 1-4 denote those systems, which were not associated 
with the windstorm, A-C were the segments of the derecho-producing storm. Note that 
the 06:25-08:25 UTC positions of the A-C segments were only roughly estimated upon 
satellite imagery, the storms were out of the ranges of available radars at that time. The 
shades show the cloud-top temperature of the MSG IR 10.8 μm channel (°C) valid for 
06:25 UTC. Arrows depict the 0-6 km mean wind (m/s) from the 6h forecast of the 
ECMWF run based on September 17, 2017, at 00:00 UTC. The range of the temperature 
scale is from -82 °C to -30 °C by 2 °C. Mean wind vectors of 1, 3, 5, 7, 10, 15, 20, 30, 
50 m/s are depicted. 
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Fig. 8b. Course of the column maximum radar reflectivity (dBz) in the A-C segments of the 
September 17, 2017 windstorm producing convective system between 08:15 and 






Some of the cells of the convective system were remarkably more intense 
and persistent compared to their neighbors. This was the case of the 
thunderstorm in the segment C over Serbia between 11:10 and 12:15 UTC 
exhibiting a forward-flank WER echo around 11:30 UTC (not shown). Another 
storm could be identified between 13:45 and 14:40 UTC as part of the A 
segment in western Romania (Fig. 9c). The maximum radar reflectivity reached 
67 dBz in this cell according the Tarnaveni radar and a WER echo could be 
found at 14:00 and 14:15 UTC (Figs. 10a, 10b and 10c). A notable feature was a 
small-scale (30 km in direction perpendicular to its propagation) bow echo, 
which also started to develop after 13:45 UTC and a weak echo in radar 
reflectivity behind it, observed from both Hungarian and Romanian radars. This 
bow echo passed over the city of Huedin, where 40 m/s peak gust was observed. 
It is probable that the above mentioned intense storms were supercells, which 
developed at the leading edge of the convective system, although there are no 
such Doppler radar velocity data, which would undoubtedly confirm the 




Fig. 9a. MSG ‘HRV cloud’ composite image valid for September 17, 2017, 10:55 UTC 
and column maximum radar reflectivity (dBz) of the mosaic radar imagery valid for 
11:00 UTC (color shades). Labels A, B, C denote the segments of the derecho-producing 
convective system. The range of the reflectivity scale is from -10 to 70 dBz by 5 dBz. 
Fig. 9b. As in Fig. 9a but for 12:25 (12:30) UTC. 





Fig. 10a. Detail from the Tarnaveni radar imagery (west Romania) showing the PPI 1.5° 
measurement of radar reflectivity on September 17, 2017, at 14:10 UTC in the region of 
Huedin city. The shades of radar reflectivity start at 5 dBz (light grey), the colors change 
for 15 dBz (pink), 30 dBz (green), 40 dBz (yellow), 50 dBz (light red), and 65 dBz (blue). 
The maximum measured value was 67 dBz. The arrow points toward the small-scale bow 
echo pattern on the right flank of an intense (probably supercell) storm. 
 
Fig. 10b. 2 km CAPPI reflectivity of the mosaic radar imagery (shades, dBz) valid for 
September 17, 2017, 14:15 UTC with the depicted sense of the AB cross-section in 
Fig. 10c. The arrow points toward the bow echo pattern. The circle shows the position of 
Huedin (where 40 m/s gust was observed). The range of the reflectivity scale is from -10 
to 70 dBz by 5 dBz. 
 
 
Fig. 10c. Vertical cross-section through the mosaic radar reflectivity field valid for 
September 17, 2017, 14:15 UTC (the sense of the section is depicted in Fig. 10b). The 
arrow points toward the WER echo pattern on the forward flank of the storm. 
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5. Impact of the storm  
First damage reports, which could be associated with the studied windstorm 
were from the border region of Serbia, Croatia, and Bosnia-Hercegovina 
(website of the European Severe Weather Database, hereafter ESWD 2019). 
However, there were no details further specifying the character of this damage. 
More information is from northern Serbia, mainly from the region between 
Beograd and Novi Sad (affected by the C segment of the system). Reports about 
injured people (at least 2 cases) were from the region north of Beograd (ESWD, 
2019). There were also several videos available on the internet (youtube.com, 
2017) showing for example a detached roof of a house transported by wind in 
Hrtkovci (Nevreme u Hrtkovcima 1) and falling of a tree on the road at 
Tomaševac (Nevreme (Tornado)-Srbija on September 17,2017 (Okolina 
Zrenjanina-Tomasevac)). Damage by wind was reported at least from 21 cities 
and villages. The most detailed information about the storm impact was from 
Romania (Disaster Management of Romania: Inspectoratul General pentru 
Situatii de Urgenta, IGSU, personal communication). Between September 17, 
2017, 12:00 UTC and September 18, 2017, 03:00 UTC, windstorm damages and 
consequences were reported in 212 localities from 15 counties (Alba, Arad, 
Bihor, Bistri a-N s ud, Bra ov, Cluj, Hunedoara, Harghita, Ia i, Maramure , 
Mure , Suceava, S laj, Timi ). During the storm, 8 people deceased (Arad 1, 
Bistrica-N s ud 2, Timi  5 cases) and 137 were injured (Alba 6, Arad 15, Bihor 
35, Hunedoara 1, Maramure  10, S laj 1, Timi  49). At least 116 dwellings were 
affected in Timi  and S laj counties, over 290 trees were taken down on roads, 
cars and buildings with a totally of 35 vehicles damaged, 137 roofs were 
partially or totally affected by the strong wind gusts. Ministry of Internal Affairs 
forces intervened to rescue 204 people (in the counties of Alba, Arad, Bihor, 
Bistri a-N s ud, Cluj, Hunedoara, Maramure , S laj, Timi , and Maramure ). 
The spatial distribution of the material damage, number of injured people, and 
casualties are shown in Fig. 11a. The forestery reported 460000 m3 of fallen 
trees, from this 246000 m3 occurred on compact area (Regia Nationala a 
Padurilor, Romsilva, personal communication). The national road management 
service reported that road traffic was disrupted on 12 national roads (DN1, 
DN6,DN7, DN13B, DNI7C, DN18, DN18B, DN58, DN 68, DN 69, DN 79, 
DN79A) and 6 county roads (DJ795, DJ107P, DJ688, DJ764B, DJ79B, DJ 708) 
due to falling trees (Fig. 11b). Furthermore, 42 railway sections were affected 
due to falling trees in the regional area of Timi oara, Cluj, Bra ov, and Ia i and 
42 school units were closed on September 18, 2017 (Arad 1, Bihor 18, Cluj 1, 
Timi  22) as a result of severe weather consequences. The damage distribution 
indicates a widespread impact of the storm, which was related not only to the 
most intense convective cells (e.g., in segment A), although their contribution to 




Fig. 11a. Impact of the September 17, 2017 windstorm in Romania. Yellow shade shows 
counties, where only material damage was reported, in orange-shaded counties there were 
also injured people (black numbers) or casualties (red numbers). The abbreviations of the 
counties are as follows: CS-Cara , TM-Timi , AR-Arad, BH-Bihor, HD-Hunedoara, AB-
Alba,  CJ-Cluj, SJ-S laj, MM-Maramure , BN-Bistrica-N s ud, MS-Mure , HR-







Fig. 11b. Closed roads (thick white lines) in Romania due to the September 17, 2017 
windstorm consequences. Road numbers are also shown.  
Source: forum.construim-romania.ro 
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According to ESWD, the studied windstorm probably affected also some 
areas in Ukraine, in the border region with Romania. A weak (F0 intensity) 
tornado was reported from Velikyj Bychkiv at around 16:00 UTC (ESWD, 
2019). The windstorm caused also several damages in Hungary, in the border 
area with Romania, mainly in the Békés county (data of the National Disaster 
Management Directorate General in Hungary). There were at least 44 
interventions of the disaster management, which were concentrated near the city 
of Békéscsaba (due to uprooted trees, broken branches, and consequent damages 
on cars, electric power lines, and roofs of houses). 
6. Convective parameters and characteristics of the pre-storm environment 
Because there were only few representative soundings in the area of the storm, 
the distribution of humidity and instability parameters was studied with use of 
ECMWF analyses and forecasts as well. These enabled to follow the 
environmental conditions of the storm along its lifetime. We also tried to depict 
the storm-relative flow in order to identify the areas, which could have been the 
sources of moisture/dryness and instability. On the 950 hPa specific humidity 
charts it was possible to see that the studied convective system travelled from 
relatively moist (10 g/kg) area over Croatia toward much drier (6 g/kg) 
environment over Serbia on September 17, 2017, at 09:00 UTC (Fig. 12a). Very 
similar was the distribution of the ECMWF-calculated MUCAPE (Fig. 12d), 
which coincided with the moist areas near the surface. At 12:00 UTC one can 
register that the band of moister air moved towards east. Still, there was drier  
(6–9 g/kg) air on the eastern and southern side of the convective system, mainly 
over southern Serbia and its border to Romania. However, at the 950 hPa level 
the storm-relative flow was northeasterly, hence, the northern part of the system 
encountered somewhat moister (around 9 g/kg) air from southeastern Hungary 
and its adjacent border territory with Romania (Fig. 12b). Similarly to specific 
humidity, also the area with non-zero MUCAPE progressed towards east 
(Fig. 12e). The model-inferred MUCAPE values were rather low (mostly around 
100 J/kg). 
At 14:00 UTC the drier air was present over the central part of Romania 
(Fig. 12c), while the area, where the system propagated and tended was rather 
moist. At that time it is already possible to see higher values of MUCAPE on the 
downstream side of the system (Fig. 12f) and also in the area of the newly 





Fig. 12a. ECMWF 9h forecast of 950 hPa specific humidity (colored lines range by 
1 g/kg, the 6 g/kg is emphasized by thicker orange line) and of storm-relative wind 
(streamlines) valid for September 17, 2017, 09:00 UTC. The MSG IR 10.8 μm channel 
image (shades, °C) from 08:55 UTC is in the background. The moist and dry low-level 
air regions are highlighted, the thick dashed line shows the position of the leading edge of 
the convective system (convergence line). Some humidity lines are labeled with big 
letters for easier identification of the moist and dry areas. The thick arrows denote the 
direction of the streamlines in the neighborhood of the system. 
Fig. 12b. As in Fig. 12a. but for September 17, 2017, 12:00 UTC and September17, 
2017, 12:00 UTC ECMWF analyses. 
Fig. 12c. As in Fig. 12a. but for September 17, 2017, 14:00 UTC and for the +2h forecast 
of the September 17, 2017, 12:00 UTC run of the ECMWF model. 
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Fig. 12d. As in Fig. 12a. but for MUCAPE contours (25, 50, 100, 200, 300, 500, 750, 
1000, 1500, 2000 J/kg). Some lines are labeled with big letters for easier identification of 
forecast MUCAPE in the system and its environment. 
Fig. 12e. As in Fig. 12d. but for September 17, 2017, 12:00 UTC and for the +12h 
forecast of the September 17, 2017, 00:00 UTC run of the ECMWF model. 
Fig. 12f. As in Fig. 12d. but for September 17, 2017, 14:00 UTC and for the +2h forecast 
of the September 17, 2017, 12:00 UTC run of the ECMWF model. 
 
 
If we look at the relative humidity conditions at the 950 hPa level at 
12:00 UTC (Fig. 13a), we can see that the air at the southern and eastern flank 
of the system was much less saturated (20–40%) than the storm-relative inflow 
area (about 60%). However, with increasing height, the situation changed and at 
700 hPa the storm-relative flow was easterly-southeasterly (Fig. 13b), pointing 
toward the storm from the area with low relative humidity. Both specific and 
relative humidity distributions indicate that the northern part of the system 
encountered moister air at low levels and persisted, whereas the thunderstorms 
on its southern flank quickly dissipated due to inflow of dry, unsaturated 
environmental air.  
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Fig. 13a. As in Fig. 12b. but for the contours of the 950 hPa relative humidity (by 20%). 
Some humidity lines are labeled with big letters for easier identification of the relatively 
moist (more saturated) and dry areas. Thick arrows denote the direction of the streamlines 
in the neighborhood of the system. 
 
 
Fig. 13b. As in Fig. 13a but for the 700 hPa relative humidity and 700 hPa streamlines of 
the storm-relative wind. 
 
 
It was already mentioned that the thunderstorms developed along a surface 
line of convergence, which was moving together with the system. The low level 
wind convergence was visible also in the model analyses at the 925 hPa level and 
relatively wide area of ascending motions was diagnosed at 800 hPa (Fig. 14a). On 
the southwest-northeast vertical cross-section (Fig. 14b) it is shown that these 
motions extended over a large portion of the troposphere. The occurrence of 
ascending vertical motions coincided with an upper-air potential vorticity (PV) 
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anomaly, which could be also detected on the section. We hypothesize that these 
motions could provide some additional lift for generating convection in the mid-
troposphere. Although, it is probable that during the mature stage of the storm, the 
main sources of lift were the convective system itself and its outflow. 
 
 
Fig. 14a. ECMWF September 17, 2017, 12:00 UTC analysis of 800 hPa vertical motions 
(Omega, shades, 0.1 Pa/s) and 925 hPa wind (streamlines, m/s). The AB line shows the 
sense of the cross-section in Fig. 14b. The range of the vertical motions scale is from  
-55 10-1 to -2 10-1 Pa/s (lilac and bluish shades) and from 2 10-1 to 100 10-1 Pa/s (green, 
yellow and red shades). The thick arrows denote the direction of the streamlines in the 
neighbourhood of the system. 
 
 
Fig. 14b. Vertical cross-section of the September 17, 2017, 12:00 UTC ECMWF analysis 
of vertical motions (Omega, shades, 0.1 Pa/s), potential temperature (lines by 4 K), 
potential vorticity (only 2 PVU is contoured by thicker light brown line), and storm-
relative wind (arrows, m/s) projected to the cross-section plane. The sense of the section 
was shown in Fig. 14 a. 
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The above presented model outputs give some explanation on the 
persistence of deep convection from humidity point of view and concerning lift. 
However, there is uncertainty in the significance of the environmental 
(conditional) instability and magnitude of CAPE. Although the model outputs 
indicate that there was at least low CAPE behind the leading edge of the storm, 
the pre-storm instability is important for the generation of new cells. The 
magnitude of CAPE (and of several versions of this parameter) largely depends 
on the surface or near-surface humidity conditions (dew-point), which is often 
uncertain. That is why we also examined temperature lapse rates between the 
600–925 and 400–700 hPa levels. At 12:00 UTC, the 600–925 hPa lapse rate 
was especially high in the dry, unsaturated air, somewhere it was almost dry-
adiabatic (Fig. 15a). At mid-levels, the unstable area extended more towards 
north, lapse-rates around 7 K/km could be usually found along the track of the 







Fig. 15a. ECMWF September 17, 2017, 12:00 UTC analysis of the 600-925 hPa lapse rate 
(shades, K/km), 850 hPa dew point depression (lines above 10 K which is emphasized by 
thicker contour), and 850 hPa wind (arrows, m/s). The range of the lapse rate scale is from 
0.75 K/km to 10 K/km by 0.25 K/km. Yellow shades belong to lapse rate bigger than 6 K/km, 
orange shades start from 7 K/km, 8 K/km rate is in magenta color, etc. Wind vectors of 1, 3, 
5, 7, 10, 15, 20, 30 m/s are depicted. Big labels show contours of dew point depression of 10, 




Fig. 15b. As in Fig. 15a. but for the 400-700 hPa lapse rate, 500 hPa dew point 








It must be also taken into account that the model-derived and observed 
near-surface temperature and humidity conditions can be different, and this can 
largely influence CAPE calculations. To check this, we evaluated the model 
outputs (both analysis and forecast) of surface-based CAPE (SBCAPE) at the 
points with synoptic observations in the pre-storm environment. We recalculated 
the SBCAPE with a surface parcel starting from the observed temperature, dew-
point, and pressure values (Table 4). This evaluation showed that the model 2m 
temperature and dew-point were underestimated in average, though their BIAS 
was not very high. This had an impact on the SBCAPE values, which became 
higher in average, after the correction. The increase in CAPE (in a few 
pseudotemps it was even exceeding 1000 J/kg) was visible for example at 
stations close to the convective system, because of higher dew points (up to 
16 °C). The maximum-unstable CAPE (MUCAPE) values were mostly close to 
SBCAPE or identical (therefore not shown). The comparison with IASI profiles 
showed that the ECMWF forecasts based on the 00:00 UTC run were moister in 
the mid- and upper tropospheric levels compared to the satellite measurements 
at several pre-storm locations (compare Fig. 7b and Fig. 16). It is possible that 
in the reality, the area of dry mid- and upper-tropospheric airmass was larger 
than the predicted, covering bigger areas of northern Serbia and western 
Romania.  
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Table 4. Mean temperature and dew point BIAS of the ECMWF analysis and forecast 
valid to September 17, 2017, 12:00 UTC and with respect to 25 synoptic observations in 
the pre-storm area. Surface-based CAPE was calculated and averaged for both reference 
outputs (pseudotemps) and with a corrected surface parcel starting with temperature, 
dew-point, and pressure values observed at the respective stations. SBCIN values are 
shown in parenthesis. 
 2m temperature 
BIAS (°C) 







analysis -0.98 -0.11 370.56 (94.67) 646.24 (57.51) 
ECMWF 12h 





Fig. 16. As in Fig. 7b but inferred from the 9h forecast of  the September 17, 2017, 
00:00 UTC run of the ECMWF model valid for Jimbolia (Romania). 
 
 
The intensity of the convective downdrafts and outflows is often studied 
with the DCAPE parameter, despite of uncertainties in its calculation (Gilmore 
and Wicker, 1998). Dry environment with high lapse rate also implies high 
DCAPE values. Already at 09:00 UTC it was possible to diagnose 350–400 J/kg 
DCAPE over Croatia and Bosnia-Hercegovina (not shown). At 12:00 UTC 
(Fig. 17), the magnitude of DCAPE was even bigger according to the ECMWF 
analyses (exceeding 500 J/kg) in the pre-storm region. The presence of dry air at 
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low levels also resulted in low MLCAPE (mostly below 100 J/kg, see Table 5). 
It is noteworthy that the analyzed ECMWF 0-6-km wind shear was significantly 
(by 5–10 m/s) lower compared to the measurements of the Beograd or Szeged 
12:00 UTC soundings (refer to Table 3). The 12:00 UTC ECMWF analysis 
chart (not shown) indicated that the deep-layer shear was higher on the northern 
flank of the storm track (along the Hungarian-Romanian border), which could 





Fig. 17. ECMWF September 17, 2017, 12:00 UTC analysis of DCAPE (shades, J/kg) and  
0-2.5 km wind shear (arrows, m/s). Big labels show contours of DCAPE of 350 and 500 J/kg. 
The range of the DCAPE scale is from 0 to 5000 K/km specified by values of 1, 10, 20, 50, 
100, 200, 350, 500, 750, 1000, 1250, 1500, 1750, 2000, 2250, 2500, 3000, 3500, 4000, 





Table 5. Minimum, maximum, and average values of some convective and environmental 
parameters derived from 25 pseudotemps in the pre-storm area and valid for the 

















minimum 0 10 -5.1 23.5 15.6 286 28.8 0.02 
maximum 356 939 0.3 36.1 22.7 505 64.1 0.98 
average 69.6 387.8 -2.06 30.1 19.7 398.2 46.6 0.53 
29 
For some years, there was a debate among scientists about the importance 
of the equilibrium between the environmental low-level wind shear and 
horizontal vorticity provided by the cold-pool negative buoyancy (e.g., Bryan et 
al., 2006; Coniglio et al., 2012). The RKW theory (Rotunno et al., 1988) says 
that such equilibrium favors development of upright updrafts:  
 






2 2 , (3) 
 
where uΔ  is the environmental wind shear, c  is the velocity of the net buoyant 
generation of vorticity, B is the buoyancy, and H is the depth of the cold pool. The 
theory was later extended by the inclusion of the rear-inflow-jet effects and cold-
pool shear (Weisman, 1992). However, the existence of this equilibrium is not an 
ultimate condition for the persistence of a convective system. First, we integrated 
the negative buoyancy through a 2 km deep layer from the Beograd 12:00 UTC 
sounding. For the cold pool representation, we used the wet adiabat, which ended at 
surface at 20.4 °C temperature - measured at the Beograd Vra ar station (13274) at 
13:00 UTC in the cold pool. The integrated negative buoyancy was -357.74 J/kg, 
and the corresponding velocity c  was 26.75 m/s (its square would be 715.48 m2s-2). 
On the other hand, the 0–2 km pre-frontal windshear component (in the direction of 
storm propagation) was 16.23 m/s (its square was 263.55 m2s-2). This would 
suggest that even if the pre-storm deep-layer wind shear was large, the system was 
cold-pool dominated. However, we do not have any exact information about the 
influence of the rear-inflow-jet. We know that at 12:00 UTC, another 
meteorological station at Beograd Sur in (its WMO Id is 13272 and it is situated 12 
km northwest of the sounding station) reported 13 m/s northwesterly (320°) wind at 
10 m, already in the cold pool area. If we expect that the storm-relative wind 
component at the top of the cold pool was zero, this record would result in a 22.53 
m/s cold-pool shear component (its square yields 507.7 m2s-2), which would 
substantially compensate the effect of the buoyant generation of vorticity in the 
cold pool. However, for more exact calculations we would need more observations 
or a non-hydrostatic numerical simulation.  
In Table 6 one can find more results of c  versus uΔ  comparison calculated 
for different heights of the cold pool. It shows that with increasing height of the 
cold pool also the vorticity balance defined by Eq.(2) becomes more satisfied, 
because the magnitude of the pre-storm shear increased significantly with 
height. Another issue is also the impact of the wind shear above the cold pool 
height (Coniglio et al., 2006), which can also balance the cold-pool vorticity 
generation. In the studied case, the 2–6 km pre-frontal wind shear component 
from Beograd sounding was 21.7 m/s (its square was 472.23 m2s-2), which 
would mean a significant contribution to the 0-2 km shear effect. 
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Table 6. Comparison of the velocity of the net buoyant generation of vorticity and 
environmental wind shear derived from the Beograd Košutnjak (13275) September 17, 
2017, 12:00 UTC sounding for several cold-pool heights. 
cold-pool height (m AGL) velocity of the net buoyant 
generation of vorticity 
environmental wind shear 
c  (m/s)  2c  (m2s-2) uΔ (m/s) 2uΔ (m2s-2) 
1500 25.38 644.37 11 121.1 
2000 26.75 715.48 16.23 263.55 





Finally, it is interesting to compare the September 17, 2017 pre-storm 
characteristics with environments of other derechos or with the published 
statistics (ED01) based on proximity soundings (Table 7). We can see that both 
sounding and model-derived MUCAPE values were significantly lower 
compared to other derechos, except of the cold-season one (Gatzen et al., 2011). 
On the other hand, concerning deep layer shear, the presented storm belonged to 
the high-shear events. Despite of the relatively dry environment, the DCAPE 
was still below the magnitude usually observed in derecho environments. On the 
other hand we could see that 40–50% average low level relative humidity 
occurred also by other derecho events. We also looked at the mean mixed-layer 
mixing ratio (not shown), where the 12:00 UTC Beograd sounding record 
(5.76 g/kg) was the lowest. For other presented cases it was between 6 and 19 
(average was 11 g/kg). The pre-storm DCP (both measured and model-
calculated) would also not indicate a usual environment of a long-lived storm, 
although we can see that for several other events it was also only about 1 or 
somewhat higher. The reason is above all the low CAPE and also moderate 
DCAPE with respect to other derecho environments. The presented cases in 
Table 7 of course show only a fraction of all possible situations, even in Europe. 
One should also take into account that the environment conditions change 
during the storm’s lifetime, hence it is sometimes difficult to represent the entire 
storm evolution with a single sounding. A good example is the case of the May 
8, 2009 derecho (Coniglio et al., 2011), which developed in a low-CAPE, high-
shear environment and propagated toward a very buoyant and moist airmass.  
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Table 7. Comparison of some characteristics of the September 17, 2017 storm and its 
environment with some other known/published derecho events and the Evans and 
Doswell (2001) (ED01) statistics (showing the 25 and 75 percentiles). RH is relative 
humidity, NR is not relevant, WF is weak forcing, SF is strong forcing. The data were 
inferred from soundings in the proximity of the derecho events, data in parenthesis are 



































ED01 25% NR NR 1686 11.8 15 817.3 NR NR 
ED01 75% NR NR 3947.5 20.0 20 1235.8 NR NR 
July 5, 2002 







14.9 20-25 577.1 54.8 1.05 




hybrid? 1319.5 15.7 ~ 20 744.2 58 0.98 
March 1, 2008 




SF 1.85 40.4 
(50) 
27.8 33.9 94.4 4 10-4 
June 25, 2008 






24 17.5 767 54.1 2.5 














~ 23.5 442.8 
(600 **) 
77.7 3.92 







23.3 ~ 18 793.8 42.5 1.27 
June 30, 2014 











27 378.6 51.8 3.22 
* All sounding records are MUCAPEs, certain referenced values are SBCAPEs (e.g., Gospodinov et al., 
2015) 
** refers to early development of the storm 
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7. Conclusions 
The case of the September 17, 2017 windstorm showed several characteristics, 
which were typical for a derecho event. High wind gusts and extensive damage 
occurred on the leading edge of a mesoscale convective system with trailing 
stratiform precipitation (TS-type, Parker and Johnson, 2000). The propagation 
speed of the system was high even in comparison with some climatological 
studies, where the median for derecho-producing MCSs was about 21 m/s 
(Cohen et al., 2007). This was related to very strong winds and wind shear 
observed in the storm’s environment. Despite of the strong mid- and upper 
tropospheric flow, the synoptic setting of the event was different from cold-
season derechos, which are often related to a deep synoptic-scale cyclone and its 
cold front. The intensity of the studied storm was determined mainly by deep 
convection and to a less extent by large-scale pressure distribution. This can be 
demonstrated by the fact that the maximum wind gust forecast of the hydrostatic 
ECMWF model (including parameterization of convection) was 22 m/s for the 
plain territory of Romania and 24 m/s for the mountain regions, although the 
maximum observed gusts reached 40 m/s. The ECMWF model indicated a 
presence of weak mesosynoptic-scale upward vertical motions in mid- and upper 
tropospheric levels, which could be important for the development of convection 
and maintenance of the system. However, these vertical motions were not of 
frontal origin.  
The convective system did not exhibit a large-scale, long-lived bow echo, 
which is often observed during derecho events and provides an important hint on 
presence of severe wind. On radar imagery, we could see only smaller-scale bow 
echoes over Romania or in the border region of Romania and Serbia. The system 
also showed a tendency to split into several segments and cells, maximum radar 
reflectivity of which was sometimes rather low, mainly on the southern and 
southeastern flank of the system (probably due to the inflow of drier 
environmental air). Splitting of system to individual cells or even chain of 
supercells is often expected in case of very high wind shear (Bluestein and Jain, 
1985; Bluestein and Weisman, 2000). In our case, the compactness of the area of 
high wind gusts and associated damages indicate that these cells developed on 
the leading edge of one large, propagating cold pool. Due to high wind shear and 
possible presence of a rear-inflow jet, it is likely that the system was not cold 
pool-dominated and an equilibrium could develop between the cold pool-
generated horizontal vorticity and environmental shear. Also, because of low 
CAPE values in the pre-storm area, we did not observe that new cells would 
develop much ahead of the leading edge of the system, which is one mode of 
propagation of MCSs, due to gravity wave or bore generation (Lane and 
Moncrieff, 2015). 
Concerning the pre-storm environment, low CAPE values, associated with 
low relative and specific humidity would be rather typical for a cold season 
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derecho with strong forcing than for the described event. This feature poses a 
challenge for predictability of similar storms, since thunderstorms are usually 
not expected when the 0-3-km average relative humidity drops below 50% 
(severe weather forecasters at OMSZ, personal communication). The pre-storm 
specific humidity was also quite low. For average non-severe thunderstorms in 
Europe, sounding-based climatology indicates low level mixing ratio exceeding 
8 g/kg in 75% of the cases. It is noteworthy that convective events accompanied 
by extremely severe wind gusts or weak tornadoes have lower 25th percentile of 
occurrence (somewhat above 7 g/kg), and less than 10% of such cases can occur 
in very dry conditions, when the mixing ratio can be below 6 g/kg (Taszarek et 
al., 2017). It is possible that the presence of unsaturated dry air close to the 
surface (and not only at mid-levels) could have influenced the intensity of the 
gusts via stronger evaporation of precipitation and intensification of downdrafts. 
As the convective system propagated, it carried also a more humid air from the 
west, which could be involved in the development of new convective cells. It is 
also important that at low levels, the storm-relative inflow was from moister 
regions on the northern-northeastern flank of the system. This could motivate to 
use products with depiction of storm-relative flow in the operational service. 
One should carefully identify possible sources of low-level humidity and admit 
that the environmental (pre-storm) relative and specific humidity in such cases 
can be lower than thresholds used for isolated thunderstorms. 
Low CAPE values in the pre-storm region had also a consequence of low 
magnitude of “composite” parameters as DCP, which is, therefore, not useful as 
a derecho indicator in similar cases. Involvement of observed surface dew point 
and temperature in CAPE calculation showed that there could have been an 
increase of low-level humidity and buoyancy just ahead of the system, though 
this was present only at certain locations.  
The investigated case is interesting from derecho climatology point of 
view, because it showed features typical for both warm- and cold season 
derechos, and some of its parameters (environmental wind shear, pre-storm 
moisture content) were rather unusual concerning available derecho statistics. It 
also occurred relatively late with respect to peak thunderstorm activity over the 
continent (including occurrence of intense MCSs), which is usually expected 
from May to August (Antonescu and Burcea, 2010). On the other hand, there 
was a strong southerly warm air advection and temperature conditions, which 
are atypical in mid-September, in this part of Europe.  
Huge impact of the storm should motivate further study of similar long-
lived convective events, which are relatively rare and challenging from the 
forecasting point of view. A new perspective on the dynamics of the storm and 
its relation to the environment could be brought by forecasts of a high-resolution 
non-hydrostatic model. At the time of the event, such forecasts were not 
provided operationally for the entire area of the windstorm, because it would 
require a large domain and computational power. Outputs of such simulations 
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could answer some important questions - for example, why the first convective 
systems occurring in the morning of September 17, 2017 did not cause 
substantial wind gusts, what was the reason for strong rightward deflection of 
the system during some periods of its existence, or how big was the influence of 
the rear-inflow-jet on the dynamics of the system. More detailed study and early 
detection of similar storms would also require higher density of observations 
and above all more information about the vertical wind profile from both pre-
storm and cold pool area. 
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Abstract⎯ The present paper analyzes 549 severe weather events reported to the ESWD 
(European Severe Weather Database) that caused large hail in the territory of Romania. 
Values of atmospheric instability indices have been analyzed for these episodes using 
data from Bucharest and Budapest sounding stations. For a period of 140 days with 
episodes of large hail, 24 instability indices were analyzed to describe the atmospheric 
conditions of the main daily convective activity. 
 The mean values for most indices characterize an unstable atmospheric environment. 
Of the indices that measure potential instability, VT (vertical totals index) and TT (totals 
index) had values that described a conductive atmospheric environment for the 
development of hailstorms. In addition, the interquartile values of LIV (lifted index using 
virtual temperature) had values lower than zero. For SWEAT (severe weather threat index) 
and CAPEV (convective available potential energy index using virtual temperature), only 
the values in the 75th percentile describe a very unstable environment (according to the 
literature). 
Strong linear correlations were registered between several pairs of indices such as 
CAPEV-LIV and SWEAT-SI that can be used for the operational forecast of hail. 
 




Hailstorms are posing high risk to agriculture, infrastructure, and vehicles (Hohl 
et al. 2002; Sioutas et al., 2009; Istrate et al., 2016), causing major losses 
estimated in certain cases to tens of millions of Euros (Kunz and Puskeiler, 2010) 
Consequently, hail climate trends have been developed, permitting the 
identification of hail affected areas, hail frequency, its seasonality and intensity. 
The spatial distribution of mean hail days per year shows the lowest values in the 
south-eastern and eastern parts of Romania, while the average number of hail days 
increases in the other parts of the country as the altitude of the terrain increases 
(Clima României, 2008). The plains of the south, east, and west, and some 
mountain areas are characterized by average values of 0.5–1.5 hail days, while on 
the mountain slopes and peaks, the average multiannual hail days range between 
2 and 11. The minimum value is 0.3 in the southeast, near the Black Sea, and the 
maximum value is 11.8, found in the mountains, in the northwestern part of 
Romania (Burcea et al., 2016). High frequencies (1.02–1.09 hail days) were also 
found in big urban areas (Apostol and Machidon, 2011). The national network of 
weather stations in Romania consists of approximately 160 locations. Based on 
data collected from these stations, an estimation has been made for the mean hail 
days per year, and, in our case scenario, this value is around 1.5 days (Clima 
României, 2008). For a 12-year time span, around 2500–3000 hail reports were 
given from weather stations. The present work, based on the ESDW network, 
represents an additional source of information, as the ESDW observation points 
locate in other places than the ones from the weather stations. The European 
Severe Storms Laboratory (ESSL) developed a preliminary climatology, based on 
large hail (> 2 cm) reports over Europe, for the period 2000–2007 (Hand and 
Cappelluti, 2011). 
A good severe instability forecast is a strong requirement for improving 
nowcasting-type forecasts. The characteristics of other dangerous phenomena 
caused by severe atmospheric instability are presented in monographic or 
scientific articles by different authors. Atmospheric lightning could be considered 
the primary atmospheric phenomenon triggered by high atmospheric instability. 
Southeast Europe represents one of the regions with the highest annual spatial 
frequency of atmospheric lightning at continental level (Anderson and Klugmann, 
2014). Some studies have found that the maximum annual CG lightning density 
occurs in the southwestern and central areas of Romania (Iliescu, 1989; Antonescu 
and Burcea, 2010). 
Therefore, in Romania, the convective phenomena and hailstorms happen 
quite often during the warm season. Furthermore, the precipitation regime 
generally displays a continental pattern, especially during the warm semester of 
the year, with its maximum in July, with a highlighted role of convective 
precipitation due to periods of enhanced atmospheric instability (Apostol, 2008). 
National annual precipitation amounts generally remained stable (trends without 
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statistical significance), except for certain areas in the northwest/southeast, where 
statistically significant positive/negative trends were recorded (Marin et al., 
2014). Consequently, extreme convective manifestations happen more and more 
frequently and cause considerable amount of rainfall in the warm season (Croitoru 
et al., 2015). The intensity and frequency of hailstorms have been studied over 
the last two decades with the help of weather radar. Studies in this regard focused 
especially on the western part of the country. For the period 2004–2009, the 
meteorological radar from Bobohalma recorded numerous hailstones with a 
diameter of over 7 cm (Maier et al., 2010). Weather-radar-based investigation of 
long-lived thunderstorms in Hungary in the period of 2004–2012 estimated the 
number of supercells in a year to be around 67 (Horváth et al., 2015). For the 
northwestern part of Romania, over the same period, more than 100 highly severe 
thunderstorms were reported (Seres and Horváth, 2015). 
This evolving process could be caused by recent climate changes. 
Throughout the entire territory of Romania, the climatic water deficit trends are 
due to a partial decrease in precipitation (statistically insignificant) and an 
increase in general evaporation (Pr v lie et al., 2019). For the Extra-Carpathian 
area, the temperature anomaly variation is characterized by an upward trend, 
better observed after 1991 (Barcacianu et al., 2015).  
That is why we consider that enhancing the medium-term forecasting 
precision of these disastrous weather phenomena would be beneficial. Multiple 
forecasting techniques are based on data from sounding stations that forgo the 
possible hailstorms. The Fawbush–Miller nomogram (Fawbush and Miller, 1953) 
made the first step by trying to forecast hail size by measuring temperature, dew 
point, and wind speed. The nomogram correlates hail size with buoyancy energy 
between the cloud base and the -5 Cº isotherm height.   
Recent studies show that in the USA, parameters that combine measures of 
buoyancy, vertical shear, and low-level moisture reflect the strongest ability to 
discriminate between supercell classes (Thompson et al., 2003). 
Doswell and Schultz (2006) developed a framework for the classification of 
forecast variables, which indicates the limitations of such variables and their 
suitability for operational diagnosis and forecasting. Analyzing sounding-derived 
indices from Europe, the highest probability for extreme hail is maximized when 
the 800–500 hPa temperature lapse rate exceeds 7 K.km-1, and when the 0–500 m 
above ground level mixed layer mixing ratio (MIXR) is around 15 gkg-1 (Taszarek 
et al., 2017). For East Europe, during the summer months, more than 50% of days 
are characterized by positive buoyancy force (CAPE >0 Jkg-1) (Siedlecky et al., 
2009). For the northern area of Northern Greece Sioutas and Flocas (2003) found 
that severe thunderstorm development can be anticipated in a percentage ranging 
from 13.9% of the days (according to TT) and up to 18.8% (according to CAPE). 
For the eastern area of Romania (Sfîc  et al., 2015), it was found that 
thunderstorms could be better forecasted using CAPE and LI for the mountain 
region, while KI and CAPE could be used mainly for thunderstorm forecast out 
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of the Carpathian region. For the same area, LI, SWEAT, and TT seemed to be 
the most powerful forecasting hail indices according to recorded values (Istrate et 
al., 2015).  
The purpose of this study is the enhancement of hail forecasting in Romania, 
which stands as a support for nowcasting warnings, but also for the proper conduct 
of operations within the National System of Hail Suppression, which is rapidly 
expanding (Istrate et al., 2019). 
2. Data and methods 
The data used in this study comes from two different sources, namely ESWD and 
sounding stations from Bucharest and Budapest. 
Severe weather reports were derived from ESWD for the period of 2006–
2017. The main goal of the ESWD database (Groenemeijer et al., 2004, 2005) is 
to collect and to provide detailed and quality controlled information on severe 
convective storm events in Europe using a homogeneous data format and web-
based, multi-lingual user interfaces where both the collaborating European 
national meteorological and hydrological services and the public can contribute 
and retrieve observations (Dotzek et al., 2009). 
The European Severe Storms Laboratory (ESSL) rates the credibility of the 
reports on a 4-level scale: as received (QC0), plausibility check passed (QC0+), 
report confirmed (QC1), and event fully verified (QC2). In the present study, only 
the confirmed reports were used (QC1). The development of social media and the 
increasing number of people interested in severe weather that has taken place in 
recent years have significantly increased the number of reports (often 
accompanied by a photograph of the event). This database, which tries to collect 
all the hailstorms, is not complete, but it is the best existing source for the 
Romanian territory. The number of reports development over the ten years has 
been highly influenced by the progress of the ESWD network. The density of 
large hail reports for the Romanian territory is low (50–70 reports per 10000 km²) 
compared to Germany, Austria, or northern Italy, where there are over 200 reports 
per 10000 km² (Groenemeijer et al, 2017). In the first year, 2007, a very poor 
number of events were reported for the territory of Romania. During 2008–2010, 
between 40 and 50 reports were recorded per year (Istrate et al., 2017). From 
April 1 to September 30, 2006–2017, there were 549 QC01 credibility rated 
events reported for the ESWD. Many of these were reported from the neighboring 
local areas affected by the same hailstorm (Fig 1). In addition, we can notice some 
areas without any reports as the southeastern area or the mountains. In this case, 
the lack of data can be linked to the sparse population of these territories or the 





Fig. 1. ESWD large hail reports from April 1 to September 30, 2006–2017, used in this 





The rawinsonde measurements were derived from the sounding database of 
the University of Wyoming. For the period between 2006 and 2017, all the 
available measurements for 12 UTC were downloaded for the stations from the 
studied area. Only the data coming from Bucharest and Budapest were used 
because these two were and still are the most relevant radiosonde stations for the 
studied territory, from which we were able to access 12 UTC data. In a 24-hour 
cycle, the maximum of convection phenomena takes place in the afternoon and in 
the evening. For this reason, the day sounding (12 UTC) better presents the 
conditions favorable for the development of severe hailstorms. The Carpathian 
Mountain chain, which causes diurnal air temperature differences that are greater 
in the east (Apostol and Sfîc , 2013), mainly influence the local conditions and 
extreme rainfall values (Croitoru et al., 2015). For the Extra-Carpathian area, we 
used data observed at the Bucharest, the Intra-Carpathian, and the Budapest 
weather stations.  
We used isotherm heights such as 0 °C (H0), -10 °C (H-10), and -20 °C (H-20). 
These can be considered key isotherms used for a medium-term hail forecasting or 
to detect convective storm cells with hail probability (Abshaev et al., 2010; Potapov 
and Garaba, 2016). The altitude of these isotherms was determined by calculating a 
local, thermal gradient. Furthermore, we established the vertical thermal gradient by 
using the following formula: = , where T=T1-T2 and z=z1-z2 stand for 
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temperature and height increases. Other used variables are the altitude differences 
between the -10 °C and 0°C ( H1), -20 °C and -10 °C ( H2) and the -20 °C and 
0 °C ( H3) isotherms. 
Thunderstorms are more likely to form when the boundary layer’s mixing 
ratios are higher than 8 gkg-1. Deep convection is also more likely to occur when 
the vertical temperature lapse rates (between the 800 and 500 hPa air pressure 
layers) exceed 6°C.km-1 (Kolendowicz et al., 2017). The values of the thermal 
gradients for the analyzed scenarios exceeded 0.6 °C/100 m, reaching 
0.9 °C/100 m in some cases, recording a temperature lapse rate of at least 6 °C 
km-1 between the 800 and 500 hPa air pressure layers.  
24 indices were analyzed, derived from the sounding data over a period of 
140 days in which large hail was reported. Besides the main height of isotherm 
indices, meteorological variables from the Showalter sounding-derived indices of 
atmospheric instability were used (Showalter, 1953; Hart and Korotky, 1991), 
such as total totals (TT), vertical totals (VT), cross totals (CT) (Miller, 1975), K 
index (KI) (George, 1960), lifted index (LI) (Galway, 1956; Johns and Doswell 
III, 1992), CAPE and CAPEV (Glickman, 2000), and other sounding-derived 
parameters (Table 1). 
We statistically analyzed these indices to find possible correlations between 
them. Using the XLSTAT software, we discretized the variables, analyzed some 
variables using the box plot diagrams and the correlation matrix. 
3. Results and discussion 
3.1. Characterization of sounding-derived indices 
The H0, H-10 and H-20 monthly mean values are showing an increasing trend 
from May to August (Fig. 1). This case scenario is typical in the climate zone in 
which Romania is situated. The western oceanic influences dispense thermic 
inertia, which is a common thing happening in the high lands, with peak values in 
August (Clima României, 2008). For April, when only two events were recorded, 
the high values can be considered as exceptions. 
For values between 3000 and 4000 m for the 0°C isotherm, 5000 and 6000 m 
for the -10 °C isotherm, and 6500–7500 m for the -20 °C isotherm, most storms 





Table 1. The 24 sounding-derived indices investigated in this study. Units are shown in the 
second column in parentheses 
Acronym Index name References Minimum Maximum Mean Std. deviation 
H0 Height of the 0°C isotherm (m) - 1642 5524 3445 679.7 
H-10 Height of the -10°C isotherm (m) - 2941 7383 5051 675.4 
H-20 Height of the -20°C isotherm (m) - 4311 8518 6538 678.5 
H1 
Altitudinal difference 
between the -10°C and 
0°C isotherms (m) 
- 806 2523 1605 234.2 
H2 
Altitudinal difference 
between the -20°C and -
10°C isotherms (m) 
- 1010 2955 1487 194.9 
H3 
Altitudinal difference 
between the -20°C and 
0°C isotherms (m) 
- 2478 4981 3093 283.4 
SI Showalter index Showalter (1947) -5.15 10.15 0.98 2.57 
LIV Lifted index using virtual temperature 
Galway 
(1956) -9.41 12.11 -1.36 3.1 
SWEAT SWEAT index Miller (1972) 24.68 364.56 158.5 69.06 
KI K index George (1960) -11.7 37.4 26.98 7.54 
CTI Cross totals index  Miller (1975) 7.1 29.9 21.3 3.4 
VT Vertical totals index Miller (1975) 17.7 47.8 27.87 2.94 
TT Total totals index Miller (1975) 34.3 731.45 53.79 57.41 
CAPEV 
CAPE computed by using 
the virtual temperature 
(J/kg) 
Glickman 
(2000) 0 3052.4 542.49 607.14 
CIN Convective inhibition (J/kg) Colby (1984) -412.08 0 -66.19 82 
EL Equilibrium level (hPa) Glickman (2000) 0 748.42 357.25 151.01 
LFC Level of free convection (m) - 454.81 947.99 756.03 82.62 
BRNV Bulk Richardson number using CAPV 
Weisman and 
Klemp (1982) 0 3320.43 104.94 412.78 
LCLT Temperature (°C) at the lifted condensation level - -3.15 18.52 8.31 22.63 
LCLP Pressure [hPa] of the lifted condensation level - 287.18 956.14 839.33 70.773 
MLPT Mean mixed  layer potential temperature - 8.46 855.25 301.65 47.051 
MLMR Mean mixed layer mixing ratio(g/kg) 
 4.01 300.32 11.67 24.48 
1000-500 
hPa Thick 
1000 hPa to 500 hPa 
thickness (meters) - 11.99 5809 5588.641 478.63 
TPW Precipitable water (mm) for the entire sounding. - 13.4 5651 67.47 471.91 
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In the situation of having a strong updraft, the ice pellets can grow to 
impressive sizes if their course runs more into the cold area of the cloud. 
Therefore, in more than 70% of the reports, the H3 value was between 3000 and 





Fig. 2. The evolution of the monthly mean indices, H-10, H-20, H1, H2, H3 for 140 
days with large hail reported. 
 
 
Looking at H1, and H2, one can observe the backwards correlation between 
them. In the months in which the H1 value increases, H2 decreases, and vice versa. 
The figures of these two indices also indicate how the vertical temperature gradients 
evolve in the days in which hail occurs. In the first part, with negative temperatures 
between H0 and H-10, the gradients are larger compared to the area between H-10 
and H-20 in all of the warm season months.  
The SI, KI, LIV, CTI, VT, and TT sounding-derived indices group, that 
measures the potential instability of the atmosphere, only includes indices 
calculated by using information from two levels. Out of the two-level instability, 
indices VT and TT have mean values, which describe an atmosphere that would 
develop extreme convections. The interquartile values of LIV are negative, and 
SI shows values which stand for extreme instability in the atmosphere (Fig. 3). 
Another group of indices is the one that measures the potential instability 
above the level of free convective. The box-plots for two of these kind of indices 
– sweat index and CAPV – only show the highest values as being close to the ones 
that would describe an extremely unstable atmosphere. However, in all of the 
days, when their values were analyzed, hailstorms were reported. The explanation 
for this would be the climate conditions and the relief in Romania that are different 
from those in the US, where these indices were built in the first place. Also, the 
box-plot for the CAPE index values that came out in this study is nearly identical 





































Fig. 3. Box-and-whisker plot of 10 selected indices. The median is represented as a 
horizontal line inside the box, edges of the box represent the 25th and 75th percentiles, 
while whiskers represent the 10th and 90th percentiles. The red line represents the limit 
from which the parameter value describes a very unstable environment (according to the 
literature), and the blue arrow indicates the direction in which the evolution of its value 
would lead to extreme convective manifestations. 
 
 
In the northwestern part of Spain, the mean values of CAPE index with hail 
observations are 360 Jkg-1, while thunderstorm occurrence shows a mean CAPE 
index of about 260 Jkg-1 (L pez et al., 2001). Over northern Italy, tornado events 
are observed when KI index exceeds 30. CAPE values are 700–2,500 Jkg-1 and 
SWEAT index is 250–300 (Costa et al., 2001). Over Cyprus, 10% of the strongest 
thunderstorms are observed when KI index exceeds 30. Over Greece (Dalezios 
and Papamanolis, 1991), there is a high probability of hail occurrence when KI 
index is above 25 and TTI index exceeds 44. In Switzerland, weak, isolated 
thunderstorms give average CAPE values of 210 Jkg-1 at 00 UTC radio soundings 
and 400 Jkg-1 at 12 UTC radio soundings, over the Czech Republic, during severe 
weather, 80 percent of CAPE is around 322 Jkg-1 (Pešice et al., 2003). This means 
that for both this index and other indices, another scale of values should be fixed, 
adjusted to the topographic and climatic conditions, which could show different 
convective instability rates. Therefore, for most of the days when hail was 
reported, CAPEV index values were between 100 and 800 Jkg-1, SWEAT between 
120 and 200, Showalter index between -0.5 and 2, and LIV between 0 and -3. 
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3.2. Correlations among indices 
To establish which indices are the most suited to be used for hail forecasting, we 
chose a bivariate primary analysis of all these 24 indices. In order to be relevant 
in forecasting, these sounding-derived indices should be able to describe the pre-
convective atmospheric details with decent precision. For 52 indices, Manzato 
(2012) made a bivariate analysis between each index, and the hit hail pads in 6 h 
were done as a preliminary attempt to evaluate the utility of these indices for 
forecasting hail. It is found that some measures of instability (like updraft, hail 
diameter, and LI) seem to have more skill than the other indices when classifying 
the hail-event occurrence. When estimating the number of hit hail pads, the best 
correlation is obtained by the indices belonging to the ''lifted index family''. The 
correlation matrix of these 24 variables indicates a Pearson coefficient value of 
over 0.7 only to several pairs of indices (Fig. 4). 
 
Fig. 4. The absolute value of the correlation matrix among the 24 sounding-derived indices 
listed in Table 1. The absolute values of the Pearson’s R  are shown in grayscale: high R  






























































__ 0.94 0.91 -0.19 -0.08 -0.21 -0.22 -0.28 0.20 -0.10 -0.37 0.10 -0.06 0.27 -0.39 -0.45 -0.46 0.02 0.09 -0.30 0.07 0.03 0.17 -0.01
H-10
0.94 __ 0.96 0.15 -0.13 0.04 -0.13 -0.20 0.14 -0.08 -0.40 -0.03 -0.08 0.23 -0.34 -0.40 -0.39 0.03 0.11 -0.23 0.04 0.01 0.19 -0.03
H-20
0.91 0.96 __ 0.11 0.16 0.20 -0.13 -0.18 0.14 -0.06 -0.40 -0.01 -0.07 0.19 -0.39 -0.36 -0.43 0.02 0.08 -0.25 0.07 0.04 0.16 0.00
H1
-0.19 0.15 0.11 __ -0.14 0.73 0.27 0.23 -0.16 0.08 -0.08 -0.36 -0.06 -0.12 0.13 0.16 0.21 0.03 0.08 0.21 -0.07 -0.05 0.04 -0.06
H2
-0.08 -0.13 0.16 -0.14 __ 0.57 0.01 0.08 0.00 0.07 0.00 0.04 0.03 -0.13 -0.17 0.12 -0.15 -0.05 -0.11 -0.07 0.10 0.10 -0.11 0.11
H3
-0.21 0.04 0.20 0.73 0.57 __ 0.23 0.24 -0.13 0.11 -0.07 -0.27 -0.03 -0.19 -0.01 0.22 0.07 -0.01 -0.02 0.13 0.01 0.02 -0.04 0.03
ShowI
-0.22 -0.13 -0.13 0.27 0.01 0.23 __ 0.73 -0.75 -0.55 -0.63 -0.41 -0.01 -0.48 0.04 0.38 0.00 -0.05 0.05 0.23 -0.15 -0.13 0.05 -0.10
LIV
-0.28 -0.20 -0.18 0.23 0.08 0.24 0.73 __ -0.46 -0.45 -0.26 -0.53 -0.07 -0.80 0.12 0.51 -0.09 -0.10 0.03 0.15 -0.19 -0.19 0.06 -0.14
SWEAT
0.20 0.14 0.14 -0.16 0.00 -0.13 -0.75 -0.46 _ 0.32 0.52 0.08 -0.12 0.39 0.04 -0.36 0.05 0.00 -0.08 -0.13 0.16 0.16 -0.09 0.14 0.10
KI
-0.10 -0.08 -0.06 0.08 0.07 0.11 -0.55 -0.45 0.32 _ 0.36 0.23 -0.06 0.25 -0.07 -0.13 0.09 0.04 0.00 0.08 0.06 0.08 -0.05 0.06 0.20
CTI
-0.37 -0.40 -0.40 -0.08 0.00 -0.07 -0.63 -0.26 0.52 0.36 _ 0.10 0.27 0.09 0.40 0.05 0.41 0.02 -0.05 0.12 0.02 0.04 -0.12 0.04 0.30
VT
0.10 -0.03 -0.01 -0.36 0.04 -0.27 -0.41 -0.53 0.08 0.23 0.10 _ 0.60 0.27 -0.30 -0.28 -0.27 0.01 -0.07 -0.36 0.11 0.07 -0.03 0.06 0.40
TT
-0.06 -0.08 -0.07 -0.06 0.03 -0.03 -0.01 -0.07 -0.12 -0.06 0.27 0.60 _ -0.06 0.06 -0.07 0.04 0.00 -0.01 -0.05 0.00 0.00 -0.01 0.00 0.50
CAPEV
0.27 0.23 0.19 -0.12 -0.13 -0.19 -0.48 -0.80 0.39 0.25 0.09 0.27 -0.06 _ 0.02 -0.62 0.20 0.11 -0.08 -0.09 0.22 0.24 -0.11 0.18 0.60
CIN
-0.39 -0.34 -0.39 0.13 -0.17 -0.01 0.04 0.12 0.04 -0.07 0.40 -0.30 0.06 0.02 _ 0.02 0.75 0.10 -0.03 0.15 -0.04 -0.02 -0.08 0.00 0.70
EL
-0.45 -0.40 -0.36 0.16 0.12 0.22 0.38 0.51 -0.36 -0.13 0.05 -0.28 -0.07 -0.62 0.02 _ -0.01 -0.10 -0.02 0.12 -0.11 -0.11 -0.03 -0.06 0.8
LFC
-0.46 -0.39 -0.43 0.21 -0.15 0.07 0.00 -0.09 0.05 0.09 0.41 -0.27 0.04 0.20 0.75 -0.01 _ 0.09 -0.03 0.36 0.01 0.06 -0.13 0.05 0.90
BRNV
0.02 0.03 0.02 0.03 -0.05 -0.01 -0.05 -0.10 0.00 0.04 0.02 0.01 0.00 0.11 0.10 -0.10 0.09 _ 0.03 -0.01 -0.01 -0.01 0.02 -0.02
LCLT
0.09 0.11 0.08 0.08 -0.11 -0.02 0.05 0.03 -0.08 0.00 -0.05 -0.07 -0.01 -0.08 -0.03 -0.02 -0.03 0.03 _ 0.71 -0.98 -0.97 0.99 -0.98
LCLP
-0.30 -0.23 -0.25 0.21 -0.07 0.13 0.23 0.15 -0.13 0.08 0.12 -0.36 -0.05 -0.09 0.15 0.12 0.36 -0.01 0.71 _ -0.71 -0.64 0.59 -0.66
MLPT
0.07 0.04 0.07 -0.07 0.10 0.01 -0.15 -0.19 0.16 0.06 0.02 0.11 0.00 0.22 -0.04 -0.11 0.01 -0.01 -0.98 -0.71 _ 1.00 -0.96 0.99
MLMR
0.03 0.01 0.04 -0.05 0.10 0.02 -0.13 -0.19 0.16 0.08 0.04 0.07 0.00 0.24 -0.02 -0.11 0.06 -0.01 -0.97 -0.64 1.00 _ -0.97 1.00
1000- 500 hPa Thick
0.17 0.19 0.16 0.04 -0.11 -0.04 0.05 0.06 -0.09 -0.05 -0.12 -0.03 -0.01 -0.11 -0.08 -0.03 -0.13 0.02 0.99 0.59 -0.96 -0.97 _ -0.98
TPW
-0.01 -0.03 0.00 -0.06 0.11 0.03 -0.10 -0.14 0.14 0.06 0.04 0.06 0.00 0.18 0.00 -0.06 0.05 -0.02 -0.98 -0.66 0.99 1.00 -0.98 _
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In most of the cases, the highest coefficient values reveal autocorrelations 
between indices that use the same parameters. These autocorrelations are not 
suggestive, and they cannot add any contribution for hail forecasting. One of the 
autocorrelations that can help to forecast hail is the one between SI and SWEAT 
indices. SI indicates the increase of convective potential when a cold air mass of 
less than 850 mb approaches. SWEAT index takes into account many essential 
parameters, including low-level moisture, instability, and vertical wind shear. 
Therefore, under the circumstance of a cold front, the accretion of ice pellets is 
faster when the updraft contains a large amount of water. This large amount of 
water caused by the tremendous relative humidity values from the lower 
troposphere. Another relevant and robust correlation is the one between CAPV 
and LIV indices. The negative value of LIV indicates that the planetary boundary 
level is unstable, compared to the middle troposphere, and the CAPV's high values 
reflect a significant amount of latent heat released following the condensation of 
water vapor. Thus, almost every day of the 140 days in which hail occurred, the 
atmosphere was characterized by pronounced instability, fluctuating energy, 
positive buoyancy, and a large amount of humidity. 
Strong correlations were also found in the indices group that describe the 
convective air from a temperature point of view (Table 2). One can observe the 
correlation between H0 and H-10, respectively H-20 or between H-10 and H-20. 
Strong bonds can also be seen between H  and H . These correlations can be 
explained by the existence of positive vertical gradients and, consequently, the 
absence of temperature inversion between H0 and H-20. Also, the in-tandem 
increase of H  and H  describes a larger area of growing ice particles. 
Therefore, under the circumstance of the convective energy described by other 
indices, the growing size trend has led to impressive ice stone diameters which 
did not have enough time to melt in the troposphere's layer with positive 




Table 2. Groups of sounding-derived indices that have a linear correlation coefficient R   0.7 
Indices Couples R 
SI SI-SWEAT index -0.75 
CAPV LIV – CAPV -0.80 
LIV LIV – EL 0.80 
H0 H0 – H-10 0.86 
H-10 H0 – H-20 0.88 
H-20 H-10 – H-20 0.93 
H  H  – H  0.73 
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4. Conclusion 
This paper has analyzed a number of sounding-derived parameters associated with 
ESWD hail reports in Romania. Out of the 549 ESWD database reports between 
2007 and 2017, with QC1 credibility rate, many of these were recorded from the 
same hailstorm that affected the neighboring local areas. We found 140 days in 
which hail was reported for which we characterized the atmospheric conditions 
of the main daily convective activity using 24 sounding-derived indices coming 
from Bucharest and Budapest stations. 
Out of the two-level instability indices, VT and TT had the mean values, which 
describe an atmosphere that would develop extreme convections. The interquartile 
values, between 75th and 25th percentiles for CAPEV, were between 100 and 800 
Jkg-1, 120 and 200 for SWEAT, -0.5 and 2 for ShowI and for LIV, between 0 and  
-3. In 50% of the days when hail occurred, the atmosphere characterized by 
pronounced instability, flotation energy, positive buoyancy, and large amounts of 
humidity. 
The primary analysis of the 24 indices used in this study revealed several strong 
linear correlations. The strongest correlations were found between the following 
indices: LIV – CAPV, SI – SWEAT, LIV – EL, H0 – H-10, H0 – H-20, and H-10 – 
H-20. The main drawback of this study is that hail reports occurred far from the 
sounding sites. In the future, we intend to use convection-related parameters and 
synoptic-scale fronts from ERA5 reanalysis to improve these results. 
The present study was done as a preliminary attempt to evaluate the utility 
of these indices for forecasting hail in Romania. 
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Abstract⎯ This study analyzes how outdoor temperature influences domestic hot water 
consumption in multiapartment large-panel system buildings in Budapest, Hungary. The 
analysis is based on data from the validated invoicing system of the district heating 
provider, and from two weather stations of the Hungarian Meteorological Service. The 
official monthly hot water consumption data of 72 buildings for 7 consecutive years and 
the corresponding monthly mean temperatures were used in this study. Linear regression 
analysis and time series decomposition were carried out. The results prove that the outdoor 
temperature and the domestic hot water consumption are definitely related. The model 
based on regression analysis could account for 74% of values. The time series 
decomposition model is able to estimate hot water consumption per apartment per day for 
a future month with 94% probability. The study relies on data obtained from a projection 
of two regional climate models each, namely ALADIN-Climate and RegCM. Based on 
these data, the model forecasts how the effects of climate change will probably influence 
domestic hot water consumption in the near future. These results shed light on the factors 
influencing hot water consumption, and may help authorities and decision makers to form 
sustainability policies and to plan sustainable resource management.  
 
Key-words: Budapest, climate, domestic hot water, household, mean outdoor temperature, 





The complex energy system and energy consumption of buildings consists of 
several subsystems and their consumption, which is necessary for the intended 
use of the building. In Hungary, the Decree of the Minister without Portfolio on 
the determination of the energy characteristics of buildings takes into account the 
consumption, efficiency, losses, and self-consumption of all building engineering 
systems necessary for the intended use of the building when determining the 
aggregate energy characteristics (which is the sum of the primary energy 
consumption of building engineering and lighting systems per unit of heated floor 
area). These systems include: heating, domestic hot water supply, air technology, 
cooling, and lighting (7/2006. (V. 24.), Decree, 2006; Baumann et al., 2009). 
Domestic energy consumption makes up 28% of overall energy use of the 
EU (based on data from 2017), while for Hungary this figure is 36% (Eurostat; 
Magyar Energetikai és Közm -szabályozási Hivatal). Looking at the average 
consumption structure of Hungarian households, two independent studies have 
reached similar results. 75% of the full energy expenditure is spent on heating and 
air-conditioning, 10% is spent on hot water production, while 10% is spent on the 
energy used by electrical appliances (e.g., consumer electronics, household 
appliances) (Energia Klub, 2004; Energiaoldal, 2012). In the USA, the proportion 
of hot water costs amounts to the 20% of full energy expenses (NAHB Research 
Center, 2002). In 2015 Hakala concluded that the second largest item in domestic 
energy balance is hot water production in Finland. Consequently, the production 
of domestic hot water (DHW) accounts for a significant proportion of the energy 
balance of residential buildings (Hakala, 2015). It must be noted, however, that 
the proportion of DHW consumption in the energy balance depends on several 
parameters, and consumer profiles are very complex and change over time 
(Ahmed et al., 2016). 
Approximately 13% of the Hungarian housing stock is built with large-panel 
system (LPS) technology, and one-eighth of the population live in such type of 
flats (Központi Statisztikai Hivatal, 2014). Central heating and domestic hot water 
supply are provided by district heating in these houses. This study analyzes the 
domestic hot water consumption data of a housing estate built with large-panel 
system in Budapest, Hungary and the outdoor temperature in the course of several 
years. It aims to reveal how outdoor temperature change influences domestic hot 
water consumption in multiapartment buildings. More precisely, the study aims 
to map how DHW consumption and outdoor temperature are related, by breaking 
down the data into different spatial (full housing estate, certain building types) 
and temporal (year, season) figures. The results are used to predict future 




2.1. Factors influencing energy and water consumption 
Models of energy consumption influencing factors aim to determine how these 
factors can be categorized. Kowsari and Zerriffi (2011) established two major 
factor categories: (i) endogenous factors depend on the household examined; 
while (ii) exogenous factors depend on outdoor circumstances. The major 
categories are further divided into subcategories. 
Based on the above holistic model, Putzer and Pavluska (2013) introduced 
the model illustrated in Fig. 1 to describe energy consumption (energy profile) for 
Hungary. All factors were included into the model that have shown a significant 




Fig. 1. Energy consumption model of Hungarian households – major influencing factors. 
Figure by the author based on Horkai and Kiss (2019). 
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The model shows factors that affect energy use in general. Given that 
domestic hot water consumption is part of the total energy consumption, a 
significant proportion of the factors presented influence the energy use: physical 
environment and climatic factors – examined in the present article – have 
appeared as influencing factors in several other studies (Egyedi, 1963; Hobbi and 
Siddiqui, 2009; March and Saurí, 2010; Menyhárt, 1977; Otaki, 2003; Pérez-
Lombardet al., 2008). Contrarily to these, in their study on climatic and 
geographical factors, Romano et al. (2016) found that only the height above sea 
level had a significant effect on water consumption, temperature did not. 
As for climatic factors, several studies point out that seasonality (i.e., 
tendencies shown by data in yearly, monthly, weekly, and daily breakdowns play 
a crucial role in DHW consumption (Abrams and Shedd, 1996; Becker and 
Stogsdill, 1990b; Csoknyai and Csoknyai, 2014; Egyedi, 1963; George et al., 
2015; Gerin et al., 2014; Horkai, 2019; Menyhárt, 1977; Meyer, 2000; Perlman 
and Mills, 1985). Details of the research can be found in Section 5.2.2. 
2.2. Climatic conditions of Hungary 
Hungary is situated in the northern continental climate zone, characterized by four 
seasons and westerlies. The weather is rather changeable owing to the fact that 
the country is affected by oceanic, continental, and Mediterranean effects as well 
(Kocsis, 2018). 
The most important factors influencing the temperature are as follows: (i) 
latitude; (ii) altitude; (iii) distance from the seas. The yearly mean temperature in 
the majority of the country is between 10 °C and 11 °C. Based on data between 
1981 and 2010, the national average is 10.4 °C. Mean temperatures above 11 °C 
appear in the southern-southeastern parts of the country, on slopes with southern 
or southwestern exposure, and in Budapest owing to the urban heat island effect. 
It must be noted, however, that an extensive appearance of such high mean 
temperatures (above 11 °C) is only characteristic of the past 30 years (Kocsis, 
2018). 
According to the Köppen–Geiger climate classification system, the majority 
of Hungary belongs to the Dfb category (i.e., cold (continental), no dry season, 
warm summer), while the surveyed area is partly Dfb and Dfa (i.e., cold 
(continental), no dry season, hot summer) (Beck et al., 2018), see Fig. 2. 
According to the local climate zones (LCZ) in Budapest defined by Gál et. 
al. (2015), the Füredi housing estate falls into the category LCZ 5 – open mid-
rise. Dian et. al. (2020) compared these local climate zones with surface 
temperature satellite data. Based on their studies, it was found that in this category, 
SUHI (surface temperature-based urban heat island) is above 1 °C throughout the 
year, with up to 4–5 °C during the day in summer compared to non-urban areas 
outside Budapest. Thus, the Füredi housing estate belongs to the category of LCZ 
with the second highest SUHI in the capital. 
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3. Data 
3.1. Description of the surveyed area 
The primary factor for selecting an area for analysis was to have available data 
about domestic hot water consumption from an authorized source. The metering 
of heating and domestic hot water consumption in buildings with district heating 
is general practice in Hungary, which allows for the detailed analysis of 
consumption data. For other types of buildings, such surveys would be impossible 
to carry out in the lack of appropriate data. The overwhelming majority of 
buildings provided with district heating are multiapartment LPS buildings in 
housing estates (Horváth et al., 2016). 
More than a third of Hungarian LPS buildings are in Budapest (Birghoffer 
and Hikisch, 1994; Dési, 1996), therefore, the plot to be examined was selected in 
this city. The Füredi housing estate (Füredi út, district XIV) is the fifth largest 
housing estate of LPS buildings in the city. It was built in three phases between 
1967 and 1978, using LPS technology (Berza, 1993).  
The housing estate is made up of 83 buildings, out of which 72 were taken 
into this survey. As for the remaining 11 buildings, for some houses the data series 
provided by the public utility company were incomplete or missing, while others 
were excluded from this study owing to their crucially different energetic structure 
(e.g., solar collectors). 
3.2. Data on domestic hot water consumption 
Hong et al. (2017) warns that it is advisable to use data from an integrated source 
(e.g., energy consumption data from the public utility company) for the analysis 
of consumers and consumer habits. It is equally important to note that if data is 
collected directly from consumers, the inconsistency between real and reported 
habits might be a limitation of data collection (Young et al., 2013). Based on these 
policies, this study does not use data obtained directly from consumers. It relies 
on quantitative data provided by the public utility company and found in the 
official census, and only this dataset is used for a statistical analysis of the 
relationships between different variables. 
For the present study, the district heating provider (F TÁV Budapesti 
Távh szolgáltató Zrt. – Budapest District Heating Works Private Company 
Limited by Shares) provided the consumption data broken down to the primary 
heat substations of each building, both for heating and domestic hot water for the 
time period between 2010 and 2016, in monthly breakdown. These datasets had 
served as the basis for accounting after automatic or manual checking, i.e., the 
sets can be regarded as official and validated. The basic unit of this analysis is the 
building. If there is more than one heat substation in a given building, the relevant 
datasets were collapsed. 
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According to information from the district heating provider, the buildings 
can be regarded as uniform with respect to the domestic hot water providing 
system, there is no significant difference between them. The present study does 
not take into account whether the building envelope was refurbished. 
3.3. Temperature data 
The mean temperatures in monthly breakdown were taken at two weather stations 
(Budapest-Pestszentl rinc and Budapest-Inner City) of the Hungarian 
Meteorological Service (OMSZ). The averages of the two datasets were used in 
this study. The air distance of the two weather stations from the examined plot is 
approximately 8.75–9.00 km. 
Fig. 2 shows the climate classification map of Hungary, Budapest, and the 
surveyed area (based on the Köppen–Geiger system), as well as the location of 





Fig. 2. Weather stations and the surveyed area on a climate classification map based on the 
Köppen–Geiger system (Beck et al., 2018). 
 
3.4. Basic data from climate projections 
Temperature data for the estimation of future domestic hot water consumption 
were obtained from the National Adaptation Geo-Information System (NAGiS). 
This database was created from data gained from the CarpatClim-Hu database– 
which resulted from validated and homogenized meteorological measurement 
data interpolated on a regular grid, and harmonized at the borders; furthermore, 
from data resulting from a projection of models ALADIN-Climate (Csima and 
Horányi, 2008) and RegCM (Sitz et al., 2017), respectively. Climate model 
projections were created with Representative Concentration Pathway (RCP) 
scenarios. These scenarios take into consideration the international mitigation 
initiatives, which are characterized by the possible range of radiative forcing 
values in the year 2100. In this study, we used the pessimistic RCP8.5 scenario 
for ALADIN-Climate, while for RegCM the optimistic RCP4.5 scenario was used 
to create the model simulations (i.e., supposing 8.5 and 4.5 W/m2 radiative forcing 
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for 2100, respectively). Their data correspond to the periods 1971–2000, 2021–
2050, and 2069–2098. Naturally, model simulations are loaded with insecurity 
resulting from the natural changeability of climate, the fact that physical processes 
can be described with a limited precision, and the unpredictability of social and 
economic processes that exercise an effect on the system (Kajner et al., 2017; 
Nemzeti Alkalmazkodási Térinformatikai Rendszer (NATéR) - ENG: National 
Adaptation Geo-information System (NAGiS)). 
Based on the results of the two models, the raising of the mean temperature 
in Hungary will continue, concerning both monthly and yearly averages. Between 
2021 and 2050, the predicted growth is 1–2 °C for the end of the period, while for 
the end of the 2071–2100 period, it is 3–5 °C. It is not straightforward which 
seasons will change the most. For the middle of the century, the ALADIN-Climate 
model predicts the greatest changes for the summers, while the RegCM model 
claims the spring mean temperatures are to raise considerably (Kajner et al., 
2017). 
Table 1 shows the expected change in the yearly mean temperatures for the 
periods 2021–2050 and 2071–2100, based on the projections of climate models 
ALADIN-Climate and RegCM, compared to the period between 1961 and 1990. 




Table 1. Predicted changes in yearly mean temperature (°C) in Hungary based on 
projections of ALADIN-Climate and RegCM climate models compared to period 1961–90 
(Nemzeti Alkalmazkodási Térinformatikai Rendszer (NATéR) - ENG: National Adaptation 
Geo-information System (NAGiS)) 
model ALADIN–Climate (RCP8.5) RegCM (RCP 4.5) 
period 2021–2050 2071–2100 2021–2050 2071–2100 
year 1.5–2.0 3.0–3.5 1.0–1.5 3.0–3.5 
winter 1.0–1.5 2.0–2.5 1.0–1.5 3.0–3.5 
spring 1.5–2.0 3.0–3.5 1.5–2.0 2.5–3.0 
summer 2.0–2.5 4.0–4.5 0.5–1.0 3.5–4.0 
autumn 1.5–2.0 3.0–3.5 0.5–1.0 3.0–3.5 
4. Methods 
4.1. Levels of analysis 
Owing to the availability and detailedness of the data, this analysis examines 
domestic hot water consumption broken down to different spatial (whole housing 
estate, certain building types) and temporal (year, season, month) levels. It does 
not differentiate between buildings before or after energetic refurbishment; the 
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domestic hot water systems of these buildings are treated uniformly based on the 
resolution of the district heating provider. 
Altogether 72 buildings (11,211 apartments) were surveyed. Building types 
in which the total number of apartments reaches 10% of the total number of flats 
in the housing estate: Types K1, K2, and Kx4 (see Table 2 for the parameters of 





Table 2. Parameters of the surveyed building types (Horkai et al., 2018) 
type 
K1 K2 Kx4 
 
  
number of apartments 
per building 132 264 172 
weighted average size 
of apartments [m2] 48.90 45.60 58.88 
weighted average 
number of rooms per 
apartment  
2.33 2.00 2.51 






In sum, the survey examines the whole housing estate, certain building types, 

















4.2. The parameters examined 
The data on DHW consumption were given in m3/building/month by the district 
heating provider. Similarly to other studies (Energy Monitoring Company, 2008), 
in order to eliminate the differences in building types (i.e., a different number of 
apartments) and the length of the months, the data series was normalized and the 
unit of consumption was changed to l/apartment/day (henceforth l/apt/day). 
Concerning the number of hot water taps, each flat in the housing estate 
(irrespective of size) is equipped with a wash basin and a bathtub in the bathroom, 
and a sink in the kitchen. 
No data is available on the number of inhabitants of individual flats or 
houses, only detailed demographic data available on ~35% of the housing estate 
(3960 dwellings) can be used to deduce the average density of housing, which is 
1.53 people per apartment. It must be noted that this number is well below (almost 
38 percentage points lower, than) the national average, which is 
2.48 person/apartment (Központi Statisztikai Hivatal, 2014). 
On the one hand, the low density of the dwellings can be explained by the 
location. In fact, nearly 40% of residential dwellings in the capital are occupied 
by people living alone (compared to 30% of the national average). Furthermore, 
in Hungary, as we go down the hierarchy of settlements, apartments become more 
densely populated: Budapest has the lowest density ratio with 
2.13 people/apartment. This number is 2.35 in county capitals and county towns, 
2.57 in other cities, and 2.72 in municipalities (Központi Statisztikai Hivatal, 
2014). 
The low density of apartments, on the other hand, can be explained by the age 
structure. The number of residents over 60 years of age in Füredi housing estate 
is higher than the national average, and nearly 30% of the over-65s live in a single 
household in Hungary (Balázs et al., 2017). 
4.3. Statistical methods 
The available data was analyzed with the help of MS Excel. The normality of the 
data set was examined using the Kolmogorov-Smirnov test. 
The correlations between DHW consumption and weather data were 
explored with the help of regression analysis with two variables: in our model the 
independent variable was the monthly mean temperature, while the dependent 
variable was the domestic hot water consumption. 
Time series were analyzed with decomposition methods, aiming to find the 
following components of time series. 
• Trend (Tt): long-term direction of the basic time series, i.e., what tendency 
can be quantified in the time series taken as a function of time. 
• Seasonality (Sj): regularly recurring short-term (within a year) deviations 
from the trend (i.e., regular fluctuations). 
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• Random component (Et): part not explained by either the trend or 
seasonality, random effect. 
The first step of the time series decomposition was to model the trend with a 
linear regression function, where the explanatory variable was the passage of time 
(from January 2010 to December 2016, broken down to months). In the next step, 
the estimated values were subtracted from the actual measured data, which gave 
the sum of seasonality and random components. In step 3, averages were 
calculated and corrected to arrive at the pure seasonal values. The aim of 
correction was to make the mean of seasonal effects zero, in order that it should 
not contain tendencies. Pure seasonal values show the deviations from the trend 
of the given month. 
5. Results and discussion 
5.1. Statistical parameters of the basic dataset 
The statistical parameters of the basic datasets corresponding to 84 months are 









DHW consumption [l/apt/day] 
whole housing 
estate K1 K2 Kx4 
other 
types 
N 84 84 84 84 84 84 
Sum 1059.60 7588.01 7362.50 6987.46 7749.91 8325.03 
Mean 12.61 90.33 87.65 83.18 92.26 99.11 
Median 13.00 93.33 90.08 85.95 95.05 101.00 
Min -1.20 71.76 67.77 66.76 73.23 77.57 
Max 25.10 103.72 102.02 95.27 103.17 115.78 
Deviation 7.97 8.76 8.71 7.96 8.67 10.12 
Kurtosis -1.29 -0.41 -0.43 -0.49 -0.26 -0.38 





The Kolmogorov-Smirnov normality test of the data proved that the 
distribution of sample elements does not significantly deviate from the normal 
distribution.  
63 
5.2. Analysis of hot water consumption 
5.2.1. Decomposition models 
Figs. 4.(a–e) depict the decomposition models of the domestic hot water 
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The basic trends for 7 years of each survey unit are illustrated in the above 
figures: in the long run, DHW consumption decreased. The smallest basic 
domestic hot water consumption (l/apt/day) was recorded in Type K2 buildings, 
while the biggest basic consumption was recorded in Type Kx4. This difference 
in basic consumption may stem from several factors, such as the different size of 
apartments (which affects the number of inhabitants), distribution losses, the age 
of plumbing, the different behavior of consumers.  
Concerning the slope of the trendlines, the consumption of Kx4 buildings 
decreased the least, while the decrease was the biggest for other and K2 buildings. 
As Fig. 6 illustrates, a very similar seasonality effect is witnessed at all units 
of survey, as seasonality influences them in the same way. An inverse relationship 
is present between the outdoor temperature and DHW consumption, the 
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5.2.2. Consumption broken down to seasons 
The average DHW consumption of units in the whole survey period (2010–2016) 
and also broken down to months are given in Table 4. 
 
 
Table 4. Average and seasonal DHW consumption (average of years 2010–2016) 
l/apt/day whole housing 
estate 
K1 K2 Kx4 other types 
winter 97.87 95.05 90.10 99.64 107.54 
spring 94.74 91.59 87.20 96.63 104.21 
summer 77.77 75.23 71.89 79.51 85.05 
autumn 90.96 88.72 83.55 93.26 99.63 
average of the 
period 90.33 87.65 83.18 92.26 99.11 
% (expressed as an 




K1 K2 Kx4 other types 
winter 108.34 108.44 108.31 108.00 108.51 
spring 104.88 104.50 104.82 104.74 105.14 
summer 86.09 85.83 86.42 86.18 85.82 
autumn 100.69 101.23 100.44 101.08 100.53 
average of the 
period 100.00 100.00 100.00 100.00 100.00 
 


































winter spring summer autumn average of 2010–2016
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The data proves that domestic hot water consumption changes considerably 
within a year: the highest consumption was recorded in winter, which is 
8 percentage points higher than the average, while summer consumption is 
14 percentage points lower than the yearly average of the surveyed period. 
Consequently, the difference between winter and summer consumption is 
22 percentage points. Autumn consumption roughly equals the yearly average. 
Several Hungarian and international studies confirm that seasonality effect 
DHW consumption. Egyedi (1963) found a 16–22% difference between winter 
and summer consumption. Menyhárt also states that weather is the primary factor 
in influencing water consumption and that consumption is periodic within the 
year, month, week and day (Menyhárt, 1977). 
Perlman and Mills found that winter DHW consumption might exceed 
summer consumption by 45% (Perlman and Mills, 1985). According to Becker 
and Stogsdill seasonality is the main influencing factor for DHW consumption: 
winter consumption is higher than summer consumption (Becker and Stogsdill, 
1990a, 1990b). The same authors found the average winter consumption to be 
13% higher than the average summer consumption (Becker and Stogsdill, 1990a). 
Meyer examined water consumption in South Africa, where the difference 
between summer and winter consumption might reach 37% (Meyer, 2000). It must 
be noted that owing to the geographical situation of the country, in South Africa 
summer consumption is higher than winter consumption. Gerin et. al. (2014) 
surveyed the DHW consumption of Belgian apartments, and found that winter 
consumption was 12% higher and summer consumption was 13% lower than the 
average consumption.  
In their study on heat and DHW consumption in LPS buildings in Hungary, 
Csoknyai and Csoknyai (2014) found that the difference between summer 
minimum and winter maximum consumption might be very high (between -10 
and +25%). George et. al. (2015) report that winter consumption is almost 10% 
higher than the summer consumption, exceeding the annual average by 3%, while 
the summer consumption is 6% below the average. They claim that the increase 
in consumption in cold seasons may be a direct consequence of lower outdoor 
temperatures and the lower temperature of the water in the system. In a study on 
a plot with LPS buildings, Horkai (2019) found that the difference between winter 
and summer hot water consumption was 22.45%. 
5.2.3. Monthly domestic hot water consumption 
Monthly consumption averages in the surveyed period (see Fig. 8) show that 
although outdoor temperature rises at the beginning of the year, DHW 
consumption also grows and reaches its maximum in February. In spring, DHW 
consumption decreases, plummeting in May. Minimal consumption occurs in 
July, and consumption steeply increases in August. In autumn, the consumption 
increases as the temperature decreases. 
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Fig. 8. Yearly pattern of DHW consumption (mean of years 2010–2016). 
 
 
Ahmed and his colleagues (2015) analyzed Finnish households. The highest 
DHW consumption was recorded from November to February, while the lowest 
consumption was from May to July, the two extremes occurring in November and 
July (Ahmed et al., 2015). 
The minimum of DHW consumption in summer may be accounted for by 
the fact that people tend to go on holiday at this time of the year, and thus the 
lowest number of people stay at home. Csoknyai and Csoknyai (2014) in their 
survey of Hungarian LPS buildings found the lowest consumptions in July and 
August. The reasons for it included holidays and lower needs of consumers 
(lowest temperature of hot water and shorter bathing time). 
A survey conducted on request of the Magyar Turizmus Zrt. in 2003 underpins 
our findings. They proved that 61% of trips abroad and 53% of domestic trips are 
realized in summer, with an average length of 3.1 nights. Concerning major trips, the 
temporal distribution of major travels was as follows: 37% of travellers went for a 
major trip in July, 29% in August, and 10% in June. 79% of major domestic trips and 
67% of major trips abroad were realized in summer, with an average length of 8.63 
nights (M.Á.S.T. Piac- és Közvéleménykutató Társaság, 2004). 
5.3. The model describing the correlation of outdoor temperature and domestic 
hot water consumption 
The correlation between DHW consumption and weather data was analyzed with 
regression analysis with two variables. The independent variable was the monthly 
average temperature, while the dependent variable was DHW consumption. 
Table 5 sums up the parameters of the theoretical statistical models described 
below. All models are significant. Furthermore, the change of outdoor 
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Table 5. Regression statistics for the analysis of correlations between outdoor temperature 
and DHW consumption for the units of analysis – linear regression 
 whole housing 
estate K1 K2 Kx4 other types 
R 0.8611 0.8441 0.8628 0.8595 0.8378 
R2  0.7415 0.7125 0.7444 0.7387 0.7019 
Adjusted R2  0.7384 0.7090 0.7413 0.7355 0.6983 
Std. error of 
the estimate 4.4784 4.6962 4.0490 4.4578 5.5613 
N 84 84 84 84 84 
F 235.2337 203.1888 238.7789 231.8514 193.0716 
Significance < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 
 
 
As a result of regression analysis, based on the table showing coefficients, it 
can be determined that a 1 °C rise in outdoor temperature results in an 
approximately 1 liter (0.86–1.06 l) decrease in domestic hot water consumption 
per apartment per day. The values of the curves intersecting the axis show that at 




Table 6. Summary of coefficients for the analysis of correlations between outdoor 
temperature and DHW consumption for the units of analysis – linear regression 











Constant 102.2682 0.9188 111.3009 < 0.001 100.4403 104.0960 
outdoor 
temperature -0.9461 0.0617 -15.3373 < 0.001 -1.0688 -0.8234 
K1 
Constant 99.2802 0.9635 103.0379 < 0.001 97.3634 101.1970 
outdoor 
temperature -0.9221 0.0647 -14.2544 < 0.001 -1.0508 -0.7934 
K2 
Constant 94.0553 0.8307 113.2191 < 0.001 92.4027 95.7079 
outdoor 
temperature -0.8618 0.0558 -15.4525 < 0.001 -0.9728 -0.7509 
Kx4 
Constant 104.0547 0.9146 113.7703 < 0.001 102.2353 105.8741 
outdoor 
temperature -0.9350 0.0614 -15.2267 < 0.001 -1.0571 -0.8128 
other 
types 
Constant 112.5341 1.1410 98.6265 < 0.001 110.2643 114.8040 
outdoor 
temperature -1.0644 0.0766 -13.8950 < 0.001 -1.2168 -0.9120 
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Linear regression functions are shown in Table 7. 
 
 
Table 7. Summary of regression functions for the analysis of correlations between outdoor 
temperature and DHW consumption for the units of analysis – linear regression 
spatial level Regression equation 
whole housing estate = 0.9461 × + 102.2682 
K1 = 0.9221 × + 99.2802 
K2 = 0.8618 × + 94.0553 
Kx4 = 0.9350 × + 104.0547 
other types = 1.0644 × + 112.5341 
where: 
       y – estimated DHW consumption of the jth month [l/apt/day] 
       t – mean temperature of the jth month [ºC] 
 
 
Fig. 9 shows the values estimated by the linear model and the corresponding 





Fig. 9. Values estimated by the linear model of the outdoor temperature and the 
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Besides the fitting of a linear function, polynomial fitting was also applied 
in order to test the efficiency of linear fitting. Table 8 shows the quadratic 
polynomial regression functions and the corresponding R2 values. Table 9 shows 




Table 8. Summary of regression functions for the analysis of correlations between outdoor 
temperature and DHW consumption for the units of analysis – quadratic polynomial 
regression 
unit Regression function R2 F Sig. 
whole housing 
estate = 0.055 × + 0.4082 × + 97.383 0.8532 236.3675 < 0.001 
K1 = 0.0564 × + 0.4662 × + 94.273 0.8312 199.4102 < 0.001 
K2 = 0.0475 × + 0.3086 × + 89.834 0.8453 221.2752 < 0.001 
Kx4 = 0.0608 × + 0.5617 × + 98.656 0.8779 291.1011 < 0.001 
other types = 0.0603 × + 0.4216 × + 106.19 0.8142 164.1521 < 0.001 
where: 
y – estimated DHW consumption of the jth month [l/apt/day] 




Table 9. Summary of regression functions for the analysis of correlations between outdoor 
temperature and DHW consumption for the units of analysis – cubic polynomial regression 
unit Regression function R2 F Sig. 
whole housing 
estate 
= 0.0043 × + 0.1035 ×1.0516 × + 99.5123 0.8843 203.8365 < 0.001 
K1 = 0.0041 × + 0.0917 ×0.8981 × + 96.2624 0.8587 162.0385 < 0.001 
K2 = 0.0037 × + 0.0864 ×0.9252 × + 91.6332 0.8722 181.9718 < 0.001 
Kx4 = 0.0039 × + 0.0828 ×0.7606 × + 100.5849 0.9039 250.866 < 0.001 
other types = 0.0055 × + 0.1404 ×1.4296 × + 109.8797 0.8504 139.4099 < 0.001 
where: 
y – estimated DHW consumption of the jth month [l/apt/day] 
t – mean temperature of the jth month [ºC] 
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Fig. 10 shows the values estimated by the quadratic polynomial model and 





Fig. 10. Values estimated by the quadratic polynomial model of the outdoor temperature 





Fig. 11 shows the values estimated by the cubic polynomial model and the 





Fig. 11. Values estimated by the cubic polynomial model of the outdoor temperature and 
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Fig. 12 illustrates the linear, quadratic, and cubic polynomial functions fitted 
to the data series of the whole housing estate. 
The explanatory force of quadratic and cubic regression functions exceeded 
by approximately 10–12 percentage points the 75% value of the fitted linear 
curve. This value is higher, i.e., means better fittings, but this does not make the 
linear model useless, as the difference is not very big. 
It must be noted that in the case of estimation, the results are better with 
polynomial models. However, this is only true if the temperature, i.e., the 
explanatory variable, is interpreted within the interval experienced up to now (i.e., 
between -1.2 and 25.1 °C), as the behavior of both of the polynomial regression 
functions is questionable outside this domain. The linear regression functions for 
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In sum, for each unit of analysis, 1 °C increase in outdoor temperature results 
in approximately 1 l decrease in DHW consumption per apartment per day. The 
units of analysis react in a similar way to the change in temperature. The 
corresponding curves are almost parallel, but actually converge towards each 
other. This is because buildings with a higher consumption will react to 
temperature change to a higher degree than buildings with a lower consumption. 
The most favorable type of building concerning DHW consumption per apartment 
is Type K2. 
By using the established linear or polynomial regression functions, it is 
possible to estimate the DHW consumption of the apartments or buildings on an 
outdoor temperature basis, which is most useful for district heat providers. 
5.4. Prognosis based on climate projections 
Based on the linear model described above in Section 5.3 and the climate 
projections in Section 3.4, future DHW consumption and its possible changes can 
be estimated in the light of temperature changes. After determining the mean 
seasonal temperatures based on data from the 2010–2016 period, these 
temperatures were increased by the expected rise in temperature. The linear model 
was then applied to these data to determine the expected amount of DHW 
consumption. The actual data of the 2010–2016 period, and the expected 
temperatures calculated by two climate models are given in Table 10 below, while 






Table 10. Predicted mean temperatures (°C) for Hungary based on projections by 





ALADIN–Climate (RCP8.5) RegCM (RCP 4.5) 
period average of  2010–2016 years 2021–2050 2071–2100 2021–2050 2071–2100 
year 12.61 14.11–14.61 15.61–16.11 13.61–14.11 15.61–16.11 
winter 2.27 3.27–3.77 4.27–4.77 3.27–3.77 5.27–5.77 
spring 12.92 14.42–14.92 15.92–16.42 14.42–14.92 15.42–15.92 
summer 22.64 24.64–25.14 26.64–27.14 23.14–23.64 26.14–26.64 
autumn 12.63 14.13–14.63 15.63–16.13 13.13–13.63 15.63–16.13 
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Table 11. Predicted DHW consumption for the whole housing estate (l/apt/day) based on 





ALADIN–Climate (RCP8.5) RegCM (RCP 4.5) 
period average of  2010–2016 years 2021–2050 2071–2100 2021–2050 2071–2100 
year 90.34 88.44-88.92 87.02–87.50 88.92–89.39 87.02–87.50 
winter 100.13 98.71–99.18 97.76–98.23 98.71–99.18 96.81–97.29 
spring 90.04 88.15–88.62 86.73–87.20 88.15–88.62 87.20–87.68 
summer 80.85 78.49–78.96 76.59–77.07 79.91–80.38 77.07–77.54 




As climate projections predict the rising of the mean temperature in all 
seasons, this should result in a decreasing DHW consumption. 
5.5. Time series decomposition model to describe the correlation of time and 
domestic hot water consumption 
For the estimation based on the decomposition method presented in Section 4.3, 
using the trend parameter as the independent variable, the estimated trend values 
can be produced. If the seasonal deviation of the given month (seasonal deviations 
are determined by the month, and are uniform across the years) is added to the 
corresponding trend value, the DHW consumption of the given month is produced 
(l/apt/day). As the expected value of the random component is zero, it was not 
employed in the estimation model. 
Fig. 14 below shows the seasonal coefficients, i.e., the absolute degree of 
monthly difference from the annual average of DHW consumption. 
The values of the time series decomposition models are given in Table 12 












Table 12. Statistical values for the analysis of the correlation between time and DHW 
consumption – time series decomposition model 
 whole 
housing estate K1 K2 Kx4 other types 
R 0.9677 0.9418 0.9745 0.9694 0.9418 
R2 0.9365 0.8870 0.9496 0.9397 0.8871 
Adjusted R2 0.9258 0.8679 0.9411 0.9296 0.8680 
Std. error of the 
estimate 2.3849 3.1817 2.1249 2.3237 3.1813 
N 84 84 84 84 84 
F 87.3006 46.4596 111.51 92.2791 46.4725 




Owing to the high R2 values, the estimations given by the model can be 
considered good for a one-year-long time span (compared to the baseline period 
2010–2016); for the following 2 years it can be regarded reliable; while on the 
long run (in 5 years or later) the results must be considered with reservations. 
































































Table 13. Summary of coefficients for the analysis of the correlation between time and 
DHW consumption – time series decomposition model 
unit  Coefficients Std. error t p 
95.0% Confidence 








Constant 93.7172 1.8912 49.5550 < 0.001 89.9551 97.4794 
ID of the 
month -0.0796 0.0387 -2.0599 < 0.001 -0.1565 -0.0027 
K1 
Constant 89.8079 1.9087 47.0515 < 0.001 86.0109 93.6050 
ID of the 
month -0.0508 0.0390 -1.3024 < 0.001 -0.1284 0.0268 
K2 
Constant 86.2103 1.7208 50.0991 < 0.001 82.7871 89.6335 
ID of the 
month -0.0712 0.0352 -2.0247 < 0.001 -0.1412 -0.0012 
Kx4 
Constant 93.6914 1.9116 49.0124 < 0.001 89.8886 97.4941 
ID of the 
month -0.0337 0.0391 -0.8616 < 0.001 -0.1114 0.0441 
other 
types 
Constant 104.5262 2.1342 48.9757 < 0.001 100.2805 108.7719 
ID of the 





The general equation of the time series decomposition model is  
 
 Yi,j = Ti,j + Sj + Ei,j, (1) 
 
where 
Yi,j is the estimated DHW consumption of the jth month of the ith year (l/apt/day), 
Ti,j is the estimated trend value of DHW consumption of the jth month of the ith 
year, 
Sj is the seasonal component of the jth month, 
Ei,j is the error component jth month of the ith year (expected value: 0). 
For example, the values in Equation (1) are as follows for the whole housing 
estate for January 2017 (month 85, counting from January 2010): 
 
 Yi,j = 93.7172 – 0.0796 * 85 + 6.47 = 93.4180. (2) 
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Fig. 15 illustrates the DHW consumption values measured in the survey 






Fig. 15. Measured and estimated DHW consumption values by the time series 




Using the model based on the time series analysis created, it is possible to 
estimate the DHW consumption per apartment per day for any future month, 
which could be a basic operational planning data for district heating providers. 
The model takes into account both the expected outdoor temperature for the 
month and the typical domestic hot water consumption values for that month 
(absolute deviations from the annual mean consumption). By extending the 
available time series (e.g., by including data after 2016), the accuracy of the model 
can be verified and refined as needed. 
6. Conclusion and directions for future research 
This study surveyed how changes in outdoor temperature influence domestic hot 
water consumption in a housing estate of LPS buildings in Budapest, Hungary 
with the help of statistical analyses of DHW consumption data and changes in 
mean temperatures. The urban heat island effect is very significant in the 
investigated Füredi housing estate, therefore, it is especially important to analyze 
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The results have proved that changes in the outdoor temperature significantly 
influence the DHW consumption. The model created by regression analysis 
estimates DHW consumption based on outdoor temperature data, and accounts 
for 74% of the measured values. It has been found that a 1 °C rise in the mean 
outdoor temperature results in an approximately 1 l/apt/day decrease in DHW 
consumption. Furthermore, if the outdoor mean temperature is 0 °C, DHW 
consumption is between 94–112 l/apt/day. These values can be regarded as a rule 
of thumb for estimating DHW consumption. 
Given that the explanatory force of the linear model is 74%, it can be seen, 
that other factors than outdoor temperature influence the seasonality and 
consumption values seen in DHW usage. By including additional independent 
variables – e.g., from the holistic model of factors influencing energy 
consumption –, the explanatory force of the model can be increased. This study is 
an outdoor temperature-based estimation for DHW consumption. A different 
method, which has no impact on the outdoor temperature-based estimation could 
be a home-stay-based estimation, in which it could be analyzed, how the number 
and proportion of working days and holidays affect the DHW consumption in 
each year. 
Based on the analysis of DHW consumption broken down to seasons and 
months, the seasonal coefficient for each month was determined. Using the time 
series decomposition model, the expected daily DHW consumption of a flat of a 
given future month in the near future can be estimated with 94% reliability. 
The same data series may be analyzed in the future by a stochastic time series 
analysis, or a polynomial trend might be fitted to the data instead of a linear one 
in the time series decomposition model. The present study did not take into 
account whether the building envelop had been energetically refurbished. This 
factor may also be researched.  
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Abstract⎯ Precipitation variability analysis, on different spatial and temporal scales, has 
been of great concern during the past century because of the attention given to global 
climate change by the scientific community. According to some recent studies, the Iranian 
territory has been experienced a precipitation variability, especially in the last 50 years, 
and the arid and semi-arid areas seem to be more affected. The present study aims to 
analyze precipitation extreme indices over a wide time interval and a wide area, detecting 
potential trends and assessing their significance. The investigation is based on a wide range 
of daily and multi-day precipitation statistics encompassing basic characteristics and heavy 
precipitation. Two different methods of trend analysis and statistical testing are applied, 
depending on the nature of the statistics. Linear regression is used for statistics with a 
continuous value range, and logistic regression is used for statistics with a discrete value 
range. The trends are calculated on annual and seasonal bases for the years 1951–2007. 
Statistical analysis of the database highlight that a clear trend signal is found with a high 
number of sites with a statistically significant trend. In winter, significant increases are 
found for all statistics related to precipitation strength and occurrence. In spring, 
statistically, significant increases are found only for the statistics related to heavy 
precipitation, whereas precipitation frequency and occurrence statistics show little 
systematic change. The trend signal is strongest in highlands and mountainous terrains. In 
autumn and summer, the heavy and basic precipitation statistics did not show statistically 
significant trends. 
 





Extreme weather events (droughts, heavy rainfall, floods, and heatwaves) are a 
matter of great topical importance and interest in a variety of environmental and 
social situations. One of the anticipated effects of climate change is the possible 
increase in both the frequency and intensity of extreme weather events. Heavy 
precipitation events are among the most disruptive of atmospheric phenomena. 
Changes in extreme precipitation events have significant impacts and pose 
serious challenges to societies, especially in arid and semi-arid environments. 
Such extremes are likely to have profound impacts on human societies (e.g., 
Zhang et al., 2005) and can lead to loss of lives and property. Climate extremes, 
as defined by the World Meteorological Organization (WMO), are rare 
meteorological and climatological phenomena that surpass a defined threshold 
(Das et al., 2003). 
Understanding the mechanisms associated with extreme events at the regional 
scale could provide useful insights for resource planners, system managers, and 
policymakers to help to mitigate financial losses; therefore, comprehensive 
regional studies are crucial to assess the mechanisms and impacts of extreme 
events in a global context (Soltani et al., 2016). 
There are numerous regional studies of recent trends and variability in the 
precipitation nature over Iran (Alijani et al., 2008; Amiri and Eslamian, 2010; 
Ghahraman and Taghvaeian, 2010; Raziei et al., 2008; Abbaspour et al., 2009; 
Abolverdi et al., 2014, 2016; Modarres and Sarhadi, 2009; Hasaniha and 
Meghdadi, 2010; Tabari and Talaee, 2011a, 2011b; Tabari et al., 2012; Tabari 
and Aghajanloo, 2013; Terink et al., 2013; Nazaripour and Daneshvar, 2014; 
Zhang et al., 2011; Dhorde et al., 2014; Darand et al., 2015). 
However, there has been little work on precipitation related extremes in Iran. 
Prior research has shown changes in the frequency and intensity of precipitation 
extremes over the past century in Iran (Alijani, 2007; Sabzevari et al., 2015; 
Rahimzadeh et al., 2009; Sohrabi et al., 2013; Tabatabai and Hosseini, 2003; 
Taghavi, 2010; Marofi et al., 2011; Dinpashoh et al., 2004; Zhang et al., 2011; 
Peterson, 2005; Molanejad et al., 2014; Tabari et al., 2014). The international 
reports emphasized the lack of information on trends and changeability in daily 
climate and climate extremes (Nicholls et al., 1996). Most of the studies in Iran 
were conducted based on monthly and yearly dataset. 
Floods are the most significant natural consequences of extreme precipitations in 
arid and semi-arid regions. More than 80 percent of Iran's territory is located in 
the arid and semi-arid zone of the world. During the past 60 years (1951–2010), 
more than 4670 flood events have been recorded in Iran, 42 percent of them 
occurred in the last decade (Molanejad and Ranjbar, 2014). During recent 
decades, the arid and semi-arid regions of Iran have experienced several events 
of extreme precipitation conditions that have led to severe damages and fatalities. 
85 
According to a global assessment report in disaster risk reduction (UN, 2009), in 
the period of 1986–2007, among the flood-addected Iranian provinces, Kerman 
was in the second rank in terms of death per 10,000 inhabitants. Moreover, the 
highest number of buildings damaged or destroyed was observed in Kerman. 
Also, according to the Iran Water Resources Management Company report 
(IWRMC, 2006), in the period of 1972–1996, in terms of flood occurrence, the 
study area was the third most affected area with 72 events. One of the most 
important events in the study area was the 1993 flood event. In this flood, 211 
people have been killed. These events in recent decades have raised concern that 
the frequency of precipitation extremes has gradually changed over the 20th 
century, possibly in response to global climate change. 
Although the science community unanimously agrees that any changes in 
frequency and intensity of extreme climate events would affect significantly the 
natural system and human society, little information on trends and variability in 
daily climate and climate extremes is available (Nicholls et al., 1996). Therefore, 
a study on extreme climate events at the watershed scale is necessary to provide 
useful insights for resource planners, system managers, and policymakers 
concerning the climate variability and the responsible operations and resource 
management. 
This paper builds on the earlier findings for Iran by examining trends in indices 
for extremes of daily precipitation. Investigations of extreme events have not yet 
materialized for arid and semi-arid lands of Iran. In this study, we investigate 
long-term variations and trends of precipitation extremes during the last half-
century in arid and semi-arid regions of Iran. For this purpose, daily precipitation 
data are analyzed from a dense network, all of which have been continuously 
operated since 1951. The trend analysis is based on a wide range of diagnostics, 
covering basic precipitation statistics and heavy precipitation events. In this 
study, we undertake a trend analysis for a range of diagnostics with different data 
characteristics. To account for the different nature of the diagnostics, we apply 
two different statistical methods for trend estimation and statistical testing: linear 
regression and a non-parametric trend test for diagnostics with continuous data 
(e.g., precipitation amounts) and logistic regression for discrete data (e.g., the 
number of events above a threshold). 
2. Data and methodology  
The data used in this study consisted of daily precipitation in one of the arid and 
semi-arid regions of Iran (see Fig. 1). This data are derived from the 
APHRODITE database, which has been launched in 2006 by the research 
foundation of Japan Meteorological Agency with the membership of several other 
countries. This database has been formed based on precipitation gauging stations 
of such sources as local meteorological and hydrological organizations, regional 
86 
researchers, the Global Historical Climatology Network (GHCN), the Carbon 
Dioxide Information Analysis Center (CDIAC), the National Center for 
Atmospheric Research (NCAR-DS), the National Climate Data Center (NCDC), 
and the Global Telecommunication System (GTS) (Yatagai et al., 2012; Hamada 
et al., 2011). The APHRODITE database daily gridded precipitation data for the 
Middle East region have been prepared with 0.5 × 0.5 and 0.25 × 0.25 resolution 
for the time interval 1951 to 2007. 
In this study, the version V1101 of APHRODITE database in the Middle 
East on the daily gridded precipitation data has been utilized for one of the arid 
and semi-arid regions of Iran with 0.25 × 0.25 degree of geographical 
longitude/latitude resolution. In this research, extraction of daily precipitation 
data for the study area has been conducted by using the INPOLYGON function 
in MATLAB 2015b software. Thus, a sub-database has been formed with a 
P20819*268 structure. Study area and spatial coverage of daily precipitation network 








To cover long-term trends from a range of characteristics in precipitation 
extremes, we considered several diagnostics evaluated from time series of daily 
precipitation totals. Many of these diagnostics were found to be useful as a 
reference for comparing trend results between different regions (Nicholls and 
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Murray, 1999). The diagnostics will be called indices in the remainder of the 
paper. The set of indices is listed in Table 1. They are grouped into two different 
categories: basic and heavy precipitation indices. Category ‘basic’ is not 
necessarily indicative of extremes, but the wet-day frequency, mean precipitation, 
and wet-day intensity are useful statistics for interpretation. A threshold of 1 mm 
is chosen for wet days. Category ‘heavy precipitation’ encompasses several 
indices defined in terms of threshold exceedances. These indices arethe following 
ones: heavy precipitation threshold (pqN), heavy precipitation days (pnlN), heavy 
precipitation proportion (pflN), greatest N-day precipitation (pxNd), heavy 
precipitation frequency (pnNmm), precipitation day frequency (wd), mean 
precipitation (pav) and precipitation intensity (pint), respectively based in Table 
1. All indices are calculated individually based on STARDEX (Climate Research 




Table 1. List of extreme precipitation indices used in this study. The indices are grouped 
into two categories (from top to bottom). The last column indicates the method used to 
estimate the trend: linear regression (linear), logistic regression using event counts 




Description Trend Unit 
1 pqN NNth percentile of wet-day amounts(NN=90, 95) Linear mm/day 
2 pnlN 




The fraction of total precipitation above long-term 90th 
percentile 
Linear % 
4 pxNd Maximum N-day total precipitation (N = 3,4,5) Linear mm 
5 pnNmm Number of events 5 mm Logit.counts days 
6 wd Frequency of wet days (precipitation 1 mm) Logit.probs days 
7 pav Precipitation average Linear mm/day 




Two different methods were used to calculate trend magnitudes and to test 
for statistical significance, depending on the value range of the index. For indices 
with a continuous value range (e.g., mean precipitation and precipitation 
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intensity), trends were calculated with conventional linear regression. These 
indices are indicated by ‘linear’ in Table 1. The trend magnitude is then expressed 
as a percentage change over the 57 years relative to the 57 years mean value of 
the index. 
Linear regression is one of the simplest methods to calculate the trend of 
data in time series. The equation of the linear regression line is given by = + , where  is the independent variable and  is the dependent variable. 
The slope line is , and  is the intercept (value of  when = 0). The slope of 
regression describes whether the trend is positive or negative. In this study,  is 
the precipitation and  is the year. Linear regression requires the assumption of 
normal distribution. In this study, the null hypothesis is that the slope of the line 
is zero or there is no trend in the data. The significance of the slope is shown by 
the probability value ( -value) of it. Microsoft Excel was used to calculate the 
lines and statistical values of linear regression analysis. The -value from the 
analysis is the test for the significant level = 0.05. In the ‘linear’ case, statistical 
significance is assessed following the nonparametric Kendall’s tau test (Kendall, 
1970). This is a robust, rank-based test, which, unlike the conventional Student’s 
t-test, does not depend on the assumption of Gaussian distributed residuals. 
Kendall’s tau differs from the Spearman rank-order correlation in that it only 
uses the relative ordering of ranks when comparing points. It is calculated over 
all possible pairs of data points using the following formula: 
 = ,  (1) 
 
where concordant is the number of pairs where the relative ordering of X and Y 
are the same, discordant where they are the opposite, same X where the x values 
are the same, and sameY where the Y values are the same.  is approximately 
normally distributed with zero mean and variance: 
 
 = . (2) 
 
One advantage of Kendall’s tau over the Spearman coefficient is the 
problem of assigning ranks when data are tied. Kendall’s tau is only concerned 
whether a rank is higher or lower than the other, and, therefore, it can be 
calculated by comparing the data themselves rather than their rank. When data 
are limited to only a few discrete values, Kendall’s tau is a more suitable statistic.  
For indices with a discrete value range, e.g., for counts of threshold 
exceedances and frequencies, we used logistic regression for trend calculation. 
Logistic regression is a special case of the generalization of regression techniques 
(see McCullagh and Nelder, 1989). It is appropriate for dealing with number 
89 
counts and probabilities, for which the assumptions of linear regression with 
uniform variance and Gaussian residuals are not satisfied. The logistic regression 
approach of this paper is similar to the application in Frei and Schär (2001). In 
particular, we used the logit function as a link function and the maximum 
likelihood method for parameter estimation. Moreover, in the assessment of 
statistical significance, we corrected for overdispersion in the data series, which 
is an implicit account of the serial correlation in the annual series. Our 
calculations are based on the software MATLAB, where slightly different formal 
approaches are needed for counts compared with probabilities (see also Venables 
and Ripley, 1997). Indices for which trends are calculated and tested by logistic 
regression are labeled as logit.counts and logit.probs in Table 1. 
Frei and Schär (2001) suggest the use of binomial distribution to model the 
count n of events at a particular time (e.g., the number of heavy daily precipitation 
in a particular summer). The probability for n events in m-independent trials 
(days) is given by 
 




 = !! ! , (4) 
 
where   is the probability of the event occurrence. The expected value  and 
variance var  of the distribution are 
 
 = , = (1 ) . (5) 
 
The logistic regression model expresses a transformed form of the expected 
value of counts (or equivalently the event probability ) as a linear of a covariate 
: 
 
 ( ) = + , (6) 
 
where  is the time,  and   are the regression intercept and coefficient, 
respectively, to be estimated from the data   is a prescribed link function that 
transfers the value range of Î 0,1  on to the real axis, to ensure compatibility 
with the linear model on the right hand side of Eq. (6). In principle, various link 




 ( ) = logit(x) log .  (7) 
 
As a result, the connection between the expected value of events and the 
covariate takes the form: 
 
 ( ; , ) = exp( + ) / 1 + exp( +  . (8) 
 
The magnitude of the trend, as given by model parameter , is conveniently 
expressed as the odds ratio , defined as  
 
 ( )( ) ( )( ) = ( ) .  (9) 
 
The odds ratio represents the relative change in the ratio of the events against 
nonevents during the period ( , ), and it is an exponential function of the period 
length. In the case of rare events( 1), Eq.(5) approximates an exponential trend 
and the odds ratio represents the fractional change of the rare event probability from 
the beginning to the end of the period ( ) ( ) .  
The parameters  and  of logistic regression model are estimated using an 
S-plus implementation of the maximum likelihood method (Zarenistanak et al., 
2014). The statistical significance of the estimated trend parameter can be 
inferred from the p-value testing against the null hypothesis( = 0). (The  
p-value represents the probability of accepting the null hypothesis). In our 
applications, p-values were obtained by using the deviance difference between 
the trend model and the null hypothesis as the test statistic (McCullagh and 
Nelder, 1989). Test results will be given for a two-tailed test with a significance 
level of 5%.  
For convenience in displaying the results, the trend magnitudes derived by 
logistic regression are converted into relative changes over the 57 years as for 
linear regression. Yet it should be noted that trend magnitudes between the two 
regression methods are not strictly comparable. For example, the change in the 
probability of a threshold exceedance differs from the respective change in the 
threshold (e.g., Katz and Brown, 1970; Fowler and Hennessy, 1995). 
3. Results and discussion 
First, precipitation indices (Table 1) were calculated for spatial precipitation 
networks (Fig. 1) in annual and seasonal scales, the trend of which was later 
analyzed based on the trend estimation method (the last column in Table 1). 
Finally, a more precise analysis of their spatial and temporal variability during 
the last half-century was performed.  
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3.1. Annual Trend 
Fig. 2 shows the spatial distribution of the results related to the annual trend for 
heavy precipitation group indices in the studied area. These results are presented 
for the first 5 indices in Table 1 as follows: (1)pq90 and pq95, (2) pnl85 and 
pnl90, (3) pfl90, (4) px3d, px4d, and px5d, and (5) pn5mm. Also, the spatial 
distribution of the significance levels of this trend for these indices along with the 








Fig. 2. Annual trends of the heavy 
precipitation indices. (pq95 and pq90: 
heavy precipitation threshold; pnl85 
and pnl90: heavy precipitation day; 
pfl90: heavy precipitation proportion; 
px3d, px4d and px5d: greatest N-day 







In the annual scale (Fig. 2), trend analysis reveals a similar trend for all of 
the heavy precipitation indices. All of these indices show an evident bump for the 
positive-trend estimates (circles as opposed to triangles), which is significant in 
a large number of the network pixels (filled symbols). The greatest incremental 
trend is observed in the heavy precipitation frequency and threshold indices at a 
very high significance level (0.01%). At the high significance level (1%), indices 
of heavy precipitation days, heavy precipitation threshold, and maximum n-day 
precipitation had a large range. At the average significance level (5%), all the 
heavy precipitation indices had a large range. Thus, the incremental trend range 
was maximum at a 5% significance level compared with other levels. The 
geographical scope of the areas with the incremental trend in heavy precipitation 
indices matched the spatial distribution of the uneven areas (Fig. 4). Therefore, 
considering the characteristics of mountainous areas such as high slope and low 







Fig. 3. Annual trends results of basic 
precipitation indices (wd: frequency 
of wet day; pav: precipitation 






Fig. 4. The areal extent of statistical significance levels in the annual trend of heavy and basic 
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3.2. Seasonal trend 
Fig. 5 demonstrates the spatial distribution of seasonal precipitation for a long 
period in the studied area. The precipitation regime was of winter and spring 
nature in the studied area. In other words, winter and spring had maximum share 
in supplying the annual precipitation. Thus, probable changes in the indices of 
heavy and base precipitation groups were investigated for these two seasons 






Fig. 5. Spatial distribution of seasonal precipitation in the study area, that was obtained by 




Fig. 6 shows the results of the trend for the heavy precipitation indices in 
winter for the studied area. The trend analysis found a similar trend for all of the 
heavy precipitation indices in winter. Results of the statistical and spatial trend 
analysis represented a clear positive trend with statistical significance in a large 
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part of the studied area. The geographical scope of the regions with a trend in 
winter was in full agreement with the annual scale. In other words, the variability 
of heavy precipitation indices was associated with winter as the region with 
maximum precipitation. The geographical scope of the areas with the incremental 
trend in heavy precipitation indices matched the spatial distribution of uneven 
areas. The largest scope of very high statistical significance (0.01%) in heavy 
precipitation indices associated with winter was observed in the greatest n-day 
precipitation indices and heavy precipitation ratio. At a high significance level 
(1%), the scope of each heavy precipitation indices was high. At the medium 
significant level (5%), heavy precipitation threshold indices, heavy precipitation 
days, and the greatest n-day precipitation had a large scope. The spatial range of 
the statistical insignificance level was minimum compared with the other 
levels(Fig. 8). More precise analysis of the spatial distribution of significance 
levels related to the incremental trend in the heavy precipitation indices showed 













Fig. 6. Winter trend of the heavy 
precipitation indices. (pq95 and pq90: 
heavy precipitation threshold; pnl85 
and pnl90: heavy precipitation day; 
pfl90: heavy precipitation 
proportion;px3d, px4d, and px5d: 
greatest N-day precipitation; pn5mm: 






Fig. 7 shows the trend of the base precipitation group indices for winter. 
Similar to the annual scale, the precipitation intensity index showed a clear bump 
in the incremental trend. The maximum spatial scope for the precipitation 
intensity index was at average, high, and very high significance levels, 
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respectively. Conversely, the two other indices of the base precipitation group did 
not show the same trend. A significant incremental trend in the relatively large 
spatial scope was observed in rainy days and average precipitation indices, which 
was limited to the eastern part of the studied area. On the other hand, a 
decremental trend was observed at the average significance level in these indices. 
The spatial range of this decremental trend was limited to two areas. One was the 
eastern half situated on the edge of Dasht-e Lut desert and the other was located 






Fig. 7. Winter trends of the basic 
precipitation indices (wd: frequency 
of wet day; pav: precipitation 






Fig. 8. The areal extent of statistical significance levels in the winter trend of heavy and basic 






Fig. 9. shows the trend of the heavy precipitation group indices in spring. 
Unlike the annual scale and winter, the only indices that had a trend were heavy 
precipitation threshold, heavy precipitation days, and heavy precipitation ratio, 
the trends of which were not the same. Results of statistical and trend analyses 
indicated an incremental trend in the northern half and a decremental one in the 
southern half of the studied area. The spatial range of the incremental trend was 
more than that of the decremental one. Nevertheless, the trends were not highly 
significant (Figy. 11). Temporal and spatial variability in spring compared with 
winter could justify the lack of spatial uniformity in the trend. In contrast to 
winter, the maximum precipitation of spring was limited to the northern half of 
the studied area. Thus, the incremental trend of heavy precipitation indices in 
spring matched the maximum spatial distribution of precipitation in this season.  
Fig. 10 represents the trend of base precipitation indices for spring. The 
average precipitation index showed a clear trend in the northern half of the studied 
area, the highest scope of which was located in the eastern part of the area and 
the edge of Dasht-e Lut. Rainy day index had an incremental trend as well, but it 
was less statistically and spatially significant. Also, precipitation intensity index 

























Fig. 9. Spring trends of the heavy 
precipitation indices The px3d, px4d, 











Fig. 10. Spring trends of the basic 
precipitation indices (wd: frequency 
of wet day; pav: precipitation 









Fig. 11. As Fig. 8, but for spring. The areal extent of statistical significance levels in the spring 
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4. Conclusions 
In this study, we have analyzed daily precipitation data from the dense network 
in one of the arid and semi-arid regions of Iran for trends in daily precipitation 
statistics over the last half-century. The statistics encompass basic characteristics 
and measures of heavy precipitation. Two different methods of trend analysis and 
statistical assessment were applied, depending on the data nature of the indices. 
Our analysis has identified spatially coherent and statistically significant trends 
for most statistics related to the heavy precipitation category. 
In the annual scale, a statistically significant and spatially coherent 
incremental trend was observed for all the indices of heavy precipitation groups 
as well as the precipitation intensity index. The strong statistical significance of 
the incremental trend was more prominent in the indices related to the highlands 
and the studied mountainous area. These indices in the lowlands including the 
marginal land of the Dasht-e Lut desert in the east and the south-east desert of 
Jazmurian wetland in the studied area lacked any trend. The incremental trend of 
the heavy precipitation indices was considered a climatic warning in the high and 
mountainous lands, which are flood-prone. There was also an incremental trend, 
both statistically and spatially, in heavy precipitation indices of winter and spring, 
which was the same as the annual scale. However, there were differences in the 
statistical and spatial characteristics between the two seasons. In winter, an almost 
identical change was found in each heavy precipitation group indices as well as 
in the precipitation intensity index of the base precipitation group. However, in 
spring, the situation was more complicated. Here, there was variability in some 
indices of the heavy precipitation category including heavy precipitation 
threshold, heavy precipitation days, and heavy precipitation ratio. The variability 
of spring indices was not statistically and spatially significant. In other words, a 
large volume of the annual variation of heavy variability indices could be 
explained by the winter season. In autumn and summer, the heavy precipitation 
indices did not show statistically significant trends, and there was no evidence for 
long-term trends in the statistics related to the basic precipitation category.  
References 
Abbaspour, K.C., Faramarzi, M., Ghasemi, S.S., and Yang, H., 2009: Assessing the impact of climate 
change on water resources in Iran. Water Resour. Res. 45, W10434. 
https://doi.org/10.1029/2008WR007615 
Abolverdi, J., Ferdosifar, G., Khalili, D., and Kamgar-Haghighi, A.A., 2016: Spatial and temporal 
changes of precipitation concentration in Fars province, southwestern Iran. Meteorol. Atmosph. 
Phys 128, 181–196. https://doi.org/10.1007/s00703-015-0414-0 
Abolverdi, J., Ferdosifar, G., Khalili, D., Kamgar-Haghighi, A.A., and Haghighi, M.A., 2014: Recent 
trends in regional air temperature and precipitation and links to global climate change in the 
Maharlo watershed, Southwestern Iran. Meteorol. Atmosph. Phys 126, 177–192. 
https://doi.org/10.1007/s00703-014-0341-5 
102 
Alijani B., 2007: Time series analysis of daily rainfall variability and extreme events. 10th International 
Meeting on Statistical Climatology, Beijing, China. 
Alijani, B., O’brien, J., and Yarnal, B., 2008: Spatial analysis of precipitation intensity and 
concentration in Iran. Theor. Appl.Climatol. 94, 107–124. 
https://doi.org/10.1007/s00704-007-0344-y 
Amiri, M.J. and Eslamian, S.S., 2010: Investigation of climate change in Iran. J Environ Sci Technol, 
3, 208–216. https://doi.org/10.3923/jest.2010.208.216 
Climatic Research Unit, 2005: STARDEX: Statistical and Regional dynamical Downscaling of 
Extremes for European regions [Internet]. Climatic Research Unit; [cited 2011 Sep 9]. Available 
from: http://www.cru.uea.ac.uk/projects/star-dex/ 
Darand, M., Nazaripour, H., and Daneshvar, M.M., 2015: Spatial and temporal trend analysis of 
temperature extremes based on Iranian climatic database (1962–2004). Arabian J. Geosci. 8, 
8469–8480. https://doi.org/10.1007/s12517-015-1840-5 
Das, H.P., Adamenko, T.I., Anaman, K.A., Gommes, R.G., and Johnson, G.. 2003: Agrometeorology 
related to extreme events. World Meteorological Organization, Technical Note No 201. 
Dhorde, A.G., Zarenistanak, M., Kripalani, R.H., and Preethi, B., 2014: Precipitation analysis over 
southwest Iran: trends and projections. Meteorol. Atmosph. Phys. 124, 205–216. 
https://doi.org/10.1007/s00703-014-0313-9 
Dinpashoh, Y., Fakheri-Fard, A., Moghaddam, M., Jahanbakhsh, S., and Mirnia, M., 2004: Selection 
of variables for the purpose of regionalization of Iran's precipitation climate using multivariate 
methods. J. Hydrol. 297, 109–123. https://doi.org/10.1016/j.jhydrol.2004.04.009 
Fowler, A.M. and Hennessy, K.J., 1995: Potential impacts of global warming on the frequency and 
magnitude of heavy precipitation. Nat. Hazards 11, 282–303. 
https://doi.org/10.1007/BF00613411 
Frei. C. and Schär, C.. 2001: Detection probability of trends in rare events: theory and application of 
heavy precipitation in the Alpine region. J. Climate 14, 1568–1584. 
https://doi.org/10.1175/1520-0442(2001)014<1568:DPOTIR>2.0.CO;2 
Ghahraman, B. and Taghvaeian, S. 2010: Investigation of annual rainfall trends in Iran. J. Agric. Scie. 
Technol. 10, 93–97. 
Hamada, A., Arakawa, O., and Yatagai, A., 2011: An automated quality control method for daily rain-
gauge data. Glob. Environ. Res, 15, 183–192. 
Hasaniha, H.A. and Meghdadi, M., (2010: The Analysis of Spring Precipitation in Semi-Arid Regions: 
Case Study in Iran. J. Water Res. Protect. 2, 69. 
https://doi.org/10.4236/iwarp.2010.21008 
IWRMC, 2006: Draft of Flood damage assessment, Bulletin A. 296, Ministry of Energy. (In Persian) 
Katz, R.W. and Brown, B.G., 1992: Extreme events in a changing climate: variability is more important 
than averages. Climatic Change 21, 289–302. 
https://doi.org/10.1007/BF00139728 
Kendall, M.G., 1970: Rank Correlation Methods, 4th edn. London: Griffin. 
Marofi, S., Sohrabi, M.M., Mohammadi, K., Sabziparvar, A.A., and Abyaneh, H.Z., 2011: Investigation 
of meteorological extreme events over coastal regions of Iran. Theor. Appl. Climatol. 103, 401–
412. https://doi.org/10.1007/s00704-010-0298-3 
McCullagh, P. and Nelder, J.A., 1989: Generalized Linear Models. Monographs on Statistics and 
Applied Probability, 37, 2nd edn. Chapman and Hall: London. 
Modarres, R. and Sarhadi, A., 2009: Rainfall trends analysis of Iran in the last half of the twentieth 
century. J. Geophys. Res.: Atmosph. (1984–2012), 114(D3). 
https://doi.org/10.1029/2008JD010707 
Molanejad, M. and Ranjbar, A., 2014: Climatic Extreme Events over Iran: Observation and Future 
Projection, 3 rd Meeting of COMSATS’ International Thematic Research Group on ‘Climate 
Change and Environmental Protection, Islamabad, Pakistan. 
Molanejad, M., Soltani, M., and Ranjbar, A., 2014: Changes in precipitation extremes in climate 
variability over northwest Iran. Int. J. Agric. Policy. Res. 2, 334–345. 
Nazaripour, H., and Daneshvar, M.M., 2014. Spatial contribution of one-day precipitations variability 
to rainy days and rainfall amounts in Iran. Int. J. Environ. Sci. Technol. 11, 1751–1758. 
https://doi.org/10.1007/s13762-014-0616-x 
103 
Nazaripour, H., & Daneshvar, M. R. M. 2017. Rain gauge network evaluation and optimal design using 
spatial correlation approach in arid and semi-arid regions of Iran. Theoretical and Applied 
Climatology, 129(3), 1255-1261. 
Nicholls, N. and Murray, W., 1999: Workshop on indices and indicators for climatic extremes: Asheville, 
NC, USA, 3–6 June 1997 Breakout Group B: precipitation. Climatic change 42: 23–29. 
https://doi.org/10.1007/978-94-015-9265-9_4 
Nicholls, M., Gruza, G.W., Jouzel, J., Karl, T.R., Ogallo, L.A., and Parker, D.E., 1996: Chapter 3, 
observed climate variability and change., In: Climate change 1995: the science of climate change. 
Contribution to Working Group I to IPCC SAR. (eds.: J.T. Houghton et al.,) Cambridge Univ. 
Press, 137–192. 
Peterson, T.C., 2005: The workshop on enhancing south and central Asian climate monitoring and 
indices, Pune, India, February 14–19, 2005. CLIVAR Exch, 10(6). 
Rahimzadeh, F., Asgari, A., and Fattahi, E., 2009: Variability of extreme temperature and precipitation 
in Iran during recent decades, Int. J. Climatol. 29, 329–343. 
https://doi.org/10.1002/joc.1739 
Raziei, T., Bordi, I., and Pereira, L.S., 2008: A precipitation-based regionalization for eastern Iran and 
regional drought variability. Hydrol. Earth Syst. Sci. 12, 1309–1321. 
https://doi.org/10.5194/hess-12-1309-2008 
Sabzevari, A.A., Zarenistanak, M., Tabari, H., and Moghimi, S., 2015: Evaluation of precipitation and 
river discharge variations over southwestern Iran during recent decades. J. Earth Syst. Sci. 124, 
335–352. https://doi.org/10.1007/s12040-015-0549-x 
Sohrabi, M.M., Ryu, J.H., and Alijani, B., 2013: Spatial and temporal analysis of climatic extremes over 
the mountainous regions of Iran. Int Climate Change 4(4), 19–36. 
https://doi.org/10.18848/1835-7156/CGP/v04i04/37183 
Soltani, M., Laux, P., Kunstmann, H., Stan, K., Sohrabi, M.M., Molanejad, M., Sabziparvarm A.A., 
Ranjbar SaadatAbadi, A., Ranjbar, F., Rousta, I., Zawar-Reza, P., Khoshakhlagh, F., 
Soltanzadeh, I., Babu, C.A., Azizi, G.H., and Martin, M.V., 2016: Assessment of climate 
variations in temperature and precipitation extreme events over Iran. Theor. Appl. Climatol., 126, 
775–795. https://doi.org/10.1007/s00704-015-1609-5 
Tabari, H. and Talaee, P.H., 2011a: Analysis of trends in temperature data in arid and semi-arid regions 
of Iran. Glob. Planetary Change, 79, 1–10.  
https://doi.org/10.1016/j.gloplacha.2011.07.008 
Tabari, H. and Talaee, P.H., 2011b. Temporal variability of precipitation over Iran: 1966–2005. J. 
Hydrol. 396, 313–320. https://doi.org/10.1016/j.jhydrol.2010.11.034 
Tabari, H., Abghari, H., Tabari, H., and Talaee, P.H., Hosseinzadeh Talaee, P., 2012. Temporal trends 
and spatial characteristics of drought and rainfall in arid and semiarid regions of Iran. Hydrol. 
Process. 26, 3351–3361. https://doi.org/10.1002/hyp.8460 
Tabari, H. and Aghajanloo, M.B., 2013. Temporal pattern of aridity index in Iran with considering 
precipitation and evapotranspiration trends. Int. J. Climatol. 33, 396–409. 
https://doi.org/10.1002/joc.3432 
Tabari, H., AghaKouchak, A., and Willems, P., 2014: A perturbation approach for assessing trends in 
precipitation extremes across Iran. J. Hydrol. 519, 1420–1427. 
Tabatabai, A. and Hosseini, M., 2003: Investigation of climate change in Semman city by using monthly 
precipitation and averaged monthly temperatue (in Persian). Bureau of Meteorology of Semnan 
province, Third Regional and National Conference of Climate Change in Isfahan, 91–98. 
Taghavi, F., 2010: Linkage between climate change and extreme events in Iran. J. Earth Space Physics 
36(2), 33–43. 
Terink, W., Immerzeel, W. W., and Droogers, P., 2013: Climate change projections of precipitation and 
reference evapotranspiration for the Middle East and Northern Africa until 2050. Int. J. Climatol. 
33, 3055–3072. https://doi.org/10.1002/joc.3650 
UN, 2009: Global Assessment Report on Disaster Risk Reduction. United Nations, Geneva, 
Switzerland. http://www.preventionweb.net/english/hyogo/gar/report/. 
Venables, W.N. and Ripley, B.D., 1997: Introduction. In: Modern Applied Statistics with S-PLUS. 
Springer New York. 1–18. https://doi.org/10.1007/978-1-4757-2719-7_1 
104 
Yatagai, A., Kamiguchi, K., Arakawa, O., Hamada, A., Yasutomi, N., and Kitoh, A., 2012: 
APHRODITE: Constructing a long-term daily gridded precipitation dataset for Asia based on a 
dense network of rain gauges. Bull. Amer. Meteorol. Soc. 93, 1401–1415. 
https://doi.org/10.1175/BAMS-D-11-00122.1 
Zarenistanak, M., Dhorde, A.G., and Kripalani, R.H., 2014: Trend analysis and change point detection 
of annual and seasonal precipitation and temperature series over southwest Iran. J. Earth Syst. 
Sci. 123, 281–295. https://doi.org/10.1007/s12040-013-0395-7 
Zhang, X., Aguilar, E., Sensoy, S., Melkonyan, H., Tagiyeva, U., Ahmed, N., Kutaladze, N., Rahimzadeh, 
F., Taghipour, A., Hantosh, T.H., Albert, P., Semawi, M., Karam Ali, M., Halal Said Al-Shabibi, 
M., Al-Oulan, Z., Zatari, T., Al Dean Khelet, I., Hammoud, S., Sagir, R., Demircan, M., Eken, 
M., Adiguzel, M., Alexander, L., Peterson, T.C., and Wallis, T., 2005: Trends in Middle East 
climate extremes indices during 1930-2003. J. Geophys. Res. 110 (D22), 104. 
http://dx.doi.org/10.1029/2005JD 006181 
Zhang, X., L. Alexander, G. C. Hegerl, P. Jones, A. K. Tank, T. C. Peterson, B. Trewin, and F. W. 
Zwiers, 2011: Indices for monitoring changes in extremes based on daily temperature and 





Quarterly Journal of the Hungarian Meteorological Service 
Vol. 125, No. 1, January – March, 2021, pp. 105–122 
Soil-specific drought sensitivity of Hungarian terroirs 
based on yield reactions of arable crops 
Mihály Kocsis1*, Attila Dunai 2, János Mészáros 3, Zoltán Magyar1  
and András Makó1,4 
 
1Department of Environmental Sustainability 
Hungarian University of Agriculture and Life Sciences, Institute for Environmental Sciences 
Georgikon Campus 
Deák Ferenc utca 16., H-8360, Keszthely, Hungary 
 
2Department of Agronomy 
Hungarian University of Agriculture and Life Sciences, Institute of Agronomy  
Georgikon Campus 
Festetics út 7., H-8360, Keszthely, Hungary 
 
3Department of Soil Mapping and Environmental Informatics 
Institute for Soil Sciences and Agricultural Chemistry 
Centre for Agricultural Research 
Herman Ottó út 15., H-1022, Budapest, Hungary 
 
4Department of Soil Physics and Water Management 
Institute for Soil Sciences and Agricultural Chemistry 
Centre for Agricultural Research 
Herman Ottó út 15., H-1022, Budapest, Hungary 
 
*Corresponding author E-mail: kocsis.mihaly@uni-mate.hu 
 
(Manuscript received in final form April 20, 2020) 
 
Abstract⎯ The hypothetical climate change and the stress influences caused by the 
increasingly frequent found meteorological extremities affect the fertility of soils in even 
more degree. During our soil-climate sensitivity researches, the expression of the drought 
sensitivity as a stress influence, evolved as a result of lack of precipitation in soil fertility was 
studied. During our work, effects of increasing droughts of last decades were investigated 
through the yield results of the three most important crops, winter wheat (Triticum aestivum 
L.), corn (Zea mays L.), and sunflower (Helianthus annuus L.), based on the area rate in the 
Hungarian sowing structure, in relation to the natural geographical microregions and fertility 
of sites. For the examinations, yield data of the National Pedological and Crop Production 
Database (NPCPD) were used. The database contains complex plot-level crop production and 
soil information for 5 years (1985–1989). The examination results prove the considerable 
drought sensitivity of that lands, where soil types with high sand or clay content can be found. 
The mainly exposed microregions for the effects of drought are, e.g., the Dorozsma-Majsa 
Sand Ridge, Kerka Riverscape, Dévaványa Plain etc., while less sensitive sites are e.g. the 
Enying Ridge, Tolnai-Sárköz, Nógrád Basin etc. 
Key-words: physical geograpy microregion, soil-specific drought sensitivity, soil 
variation, yield, NPCPD ver3.0 database 
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1. Introduction 
The increasing climatic anomalies (extreme precipitation distributions, decreases 
in annual or seasonal precipitation, and increases in average temperature) 
resulted in the increase of fluctuation of yields (Pepó, 2005). The extreme 
meteorological situations (Patrick, 2002; Szász, 2005) can be considered as 
natural stress effects affected on soils. Birkás et al. (2007) considered the stress 
evolved in soils due to the climate change and the effect-specific replies given to 
this as the „climate sensitivity” of soils. According to Nagy (2005), the 
evaporation in the plant-soil water management system under semiarid climate 
circumstances is continuous throughout the growing season, but as a result of 
climate variability, the distribution of precipitation is not uniform in space and 
time. The biomass production of soil is highly depended on the water providing 
ability and water supply, so the water storage characteristics of soils play more 
and more significant role (Rajkai, 2004). 
Máté et al. (2009) studied the shifting and changing of Hungarian soil 
zones occurred as a result of climate change with the help of 120-year-long 
(1881–2000) data queues of 16 meteorological stations disassembled to 30-year 
intervals. According to the results, the Atlantic and Mediterranean climatic 
effects were increased periodically but verifiably both by chernozem and brown 
forest soils, at the same time, the continental effect was dramatically decreased, 
especially by chernozem soils. The study concludes that climate, as an important 
soil-forming factor, is slowly changing the soil types and also the individual soil 
characteristics. 
Csorba et al. (2012) developed 18 mesoregions with the merging of the 
Hungarian physical geography mesoregions, then investigated the potential 
future effects of climate change on different meteorological and environmental 
indicators (drought, inundation, inland water, water erosion, wind erosion, etc.) 
(Pálfai and Herceg, 2011; Van Leeuwen et al., 2008; Rakonczai, 2011). 
According to the results it can be concluded, that the expectable change will 
certainly affects humid habitats (e.g., marsh forests, moss and peat bogs, saline 
lakes, wet meadows, floodplain forests). In crop production, the drought stress 
evolved as a result of more and more frequently occurred water deficit and heat-
waves resulted in significant yield losses (Ladányi et al., 2014). 
The evolution of climatic relations was well supported by the results of 
Rácz (1999). According to his county-scale research, the amount of winter- 
(from the first half of the 1900s), spring- and autumn- (from the 1950s), and 
summer- (from the 1980s) precipitation was progressively decreased. From 
1983, the seriously drought-damaging areas have been expanding from east and 
southeast directions towards north and west (Bocz, 1995). In the 1981–2000 
period, the amount of drought seasons were doubled (increased by 52.6%) on 
the account of the average seasons (26.3%) (Pepó, 2007). 
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One of the most well-known consequences of extreme warm and low 
rainfall is the development of drought, which is a complex phenomenon and has 
many definitions. Meteorological drought is defined as periods of abnormally 
low rainfall (Molnár and Gácser, 2014). Lack of rainfall, mainly during the 
vegetation period, affects natural vegetation (forests, meadows) and crop yields. 
Gyuricza (2007) distinguishes three different forms of drought (atmospheric, 
physiological and soil droughts). The soil drought, as the most harmful form of 
droughts evolves when the moisture content of soils was limited to the 
unavailable water content only. In this case, there are not enough water in the 
soil for plants. The „soil drought sensitivity” is when certain functions of soils 
(e.g., water storage and water supplying ability) cannot provide their work as a 
result of drought periods or considerable lack of precipitation. In crop 
production it is resulted yield fluctuation (t/ha) (decreasing or, under extreme 
circumstances, total yield deficit) in different extent in different crops, which 
expresses in the decreasing of soil productivity. 
For the quantification of soil-climatic interactions, the possibilities are 
limited. With indirect methods, it is possible to conclude to the soil component 
of the crop fluctuation caused by the climate using multiannual meteorological 
and yield data registered by different soil parameters. But, in fact, the crop 
fluctuation caused by the climate has other components also (e.g., 
phytopathological, physiological); and between the years, there are not only 
meteorological differences (e.g., differences between the varieties of plants, 
agricultural game damage, tillage failures, etc.) (Jolánkai, 2005; Pepó, 2005). 
Kismányoky (2005) estimated a 0.7/0.3 average soil/climate effect ratio 
determining the amount of yield. 
Késmárki et al. (2005) studied the impacts of climate change on the yields 
of winter wheat, corn and alfalfa in the case of carbonated Danube Fluvisols, 
near Mosonmagyaróvár, Hungary. According to results, the length of vegetation 
period has a positive effect on the yield in case of different corn varieties, 
independently of the seasonal effects, and the soil drought-decreasing role of the 
subsoil water content. Varga-Haszonits and Varga (2005) investigated the 
relationship of the climate and yield of corn in Western Hungary. However, the 
analysis based on the data queues of meteorological stations and the data of 
Hungarian Central Statistical Office were not suitable to the accurate assessment 
of the climate impacts in case of different soil varieties, but they can be used as 
useful information on the climate sensitivity of the western-Hungarian forest 
soils. The authors concluded that in the examined area – which is the most 
humid area in Hungary –, primarily the moisture supply plays a significant role 
in formation of yield. A weak relationship was found between the length of the 
vegetation period and yield, which is – according to the authors – referring to 
the secondary role of the thermic factors in the formation of yield. The moisture 
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conditions were described with a „precipitation-evaporation index” and the 
yield-decreasing impact of the excessive high and low water supply were 
presented by an optimum curve. 
Harnos N. (2003) and Harnos Zs. (2005) investigated the effects of global 
climate change on the production of winter wheat using simulation models 
validated by almost 30 years meteorological and yield data of Gy r-Moson-
Sopron and Hajdú-Bihar counties. According to the results, it can be stated, that 
even 20% of yield decreasing can occur in the case of the investigated climate 
change scenarios. Jolánkai et al. (2003) investigated climatic and yield data of 
long-term winter wheat experiments (1996–2002) set on Chernozem soils. They 
did not found a significant relationship between the annual rate of precipitation 
and the yield of winter wheat, however, the rate of precipitation in the 
vegetation period and the average yield showed a close correlation. The extent 
and fluctuation of yields strongly depended on the applied agrotechnical 
treatments and the rate of (nitrogen) fertilization. 
Pepó (2005) analyzed the seasonal effects on yields in long-time crop 
production experiments (1985–2003) set on Chernozem and Meadow soils. He 
established that the impact of climate factors (especially the lack of 
precipitation) appeared in an interactive and cumulative way in the case of 
winter wheat (e.g. the unfavorable effects of weather were buffered by the 
optimal fertilization, or the unfavorable forecrop effect was intensified in 
drought years). The author reported that the water supply of the crop is a key 
factor relating to the amount of yield in case of corn, and the favorable 
fertilization and forecrop effects were ascertainable only by the appropriate 
water supply. Kismányoky (2005) used and analyzed the yield results of 
decades-long field experiments set on Ramann-type brown forest soil 
(Keszthely) in terms of climate change. He found that the amount of yield did 
not decrease significantly in arid years in comparison with average years in case 
of winter wheat. However, in years, which were wetter than average, the amount 
of yield was significantly lower, probably due to phytopathological reasons. In 
case of corn, the yield differences between arid and humid years were 
substantially higher (the yield of corn in favorable humid years was almost 
double than the yield in arid years besides the same agrotechnical method). The 
differences between the two crops were explained by the length of vegetation 
periods and the precipitation distribution. 
Ruzsányi (1996) summarized the crop production effects of drought based 
on literature data and introduced the drought susceptibility of the 9 Hungarian 
meteorological districts and the drought sensitivity of the major field crops 
(corn, winter wheat, sugar beet, sunflower). During the statistical analyzes, 
average yields concerned to regions and based on statistical data originated from 
districts, counties, or farms were compared to the amount of precipitation, with 
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the simplification of 4 season types (average, droughty, arid, humid). The 
different drought sensitivity of the crops and regions were explained, among 
others, with water management (hydrophysical) properties of characteristic soil 
types of the regions. 
During our research, the effects of natural plant water supplying depended 
on precipitation and evaporation circumstances on yield results were 
investigated in the frame of site-scale and physical geography microregion 
(Dövényi et al., 2010) levels of soil climate sensitivity on the plot-level data of 
the vectoral National Pedological and Crop Production Database (NPCPD) 
(Kocsis et al., 2014). The season effect was investigated by crops using the 
Pálfai Drought Index (PaDI) of meteorological grids ordered to NPCPD plots 
(Szalai et al., 2014). 
2. Materials and methods 
The NPCPD contains pedological information about different crop production 
sites of Hungary (arable land, meadows, pastures, vineyards, gardens, orchards, 
and forests). The database includes data from about four million hectares of land 
and their complex crop production of seven years (1984-1990) (Tóth, 2001). In 
addition, it provides time series data about the fertilizer and manure use per field 
as well as the crop yields of 196 cultivated plant types and their forecrops 
(Kocsis et al., 2014). 
Statistical analysis of the relationship between the soil-crop-seasonal 
effects were carried out on the basis of the filtered data of the NPCPD (NPCPD 
ver3.0), so inaccurate records resulting from erraneous data recording were 
excluded. Moreover, the data queues containing incompatible basic analysis data 
within each soil subtypes were also excluded. The crop yields were also filtered. 
Next, the winter wheat, corn, and sunflower yields were normalized to a scale 
ranging from 1 to 100 (Eq. 1): 
 
 = 1 + × 99 (1) 
 
where Crop100 is the yield of a certain crop normalized to a 1–100 scale; Crop is 
the yield of a certain crop (t ha-1); Cropmin is the minimum yield of a certain crop 
(t ha-1); Cropmax is the maximum yield of a certain crop (t ha-1). The minimum 
and maximum yield was explained in national level, regarding 5 years (1985–
89) of the NPCPD ver3.0. 
The normalized yield maps for the three crops were made by seasons with 
ordinary kriging. In order to carry out annual climate effect analysis, the annual 
Pálfai Drought Index (PaDI) was assigned to the crop yields (Eq. 2). The PaDI is 
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calculated with the monthly mean temperature and monthly precipitation data 
(Bihari et al., 2012) only using the following formula: 
 
 = / ×( × ) (2) 
 
 
where PaDI0 is the base value of the Pálfai Drought Index (°C 100 mm-1); Ti – is 
the monthly mean temperature from April to August (°C); Pi is the monthly 
precipitation from October to September (mm); wi is a weighing factor; c is a 
constant value (10 mm). The data related to droughtness are in  CARPATCLIM 
database, where the values of Hungary, apart from the western border, are 
situated in a meteorological graticule containing 1,045 grid with a spatial 
resolution of 10×10 km (Szalai et al., 2014). The CARPATCLIM database is a 
long-term (1951–2010) series of climate data for the Carpathian region, derived 
from meteorological station measurement data using homogenization and 
interpolation processes. The dataset contains a number of measured weather 
parameters, such as meteorological variables, and climate and drought indices 
(Lakatos et al., 2013). 200×200 m resolution raster maps were generated 
displaying the extent of drought in the country on the basis of the meteorological 
grid values per years. Then, the agricultural years of the NPCPD (1985–1989) 
were characterized by drought category variables assigned to the PaDI values of 
the drought maps (without drought=<4; light drought=4–6; moderate 
drought=6–8; medium drought=8–10; severe drought=10–15; very high 
drought=15–30; extreme heavy drought=>30), on the basis of Bihari et al. 
(2012). Drought-free areas were marked per year and drought-free crop yields 
were collected. In areas where none of the years under study was drought-free 
(e.g., the Danube-Tisza Sand Ridge), we considered the yield of the mildest 
drought year to be drought-free. By combining the drought-free crop yields per 
plant, we prepared a 5-year drought-free yield map for winter wheat, corn, and 
sunflower (normalized for a 1–100 scale). These maps can be considered as 
optimized crop maps, with crop results independent of drought effects. 
When generating the soil drought sensitivity index, the difference between 
the "normal" (actual, not independent of drought) crop yields and the previously 
determined drought-free crop yields was calculated, then the result was divided 






Table 1. Measured and drought-free yields and their differencies by the investigated 
crops, in the years of NPCPD database 
Years Normalized  1–100 scale 
Winter wheat Corn Sunflower 
PADI categories 
1. 2. 3. 4. 1. 2. 3. 4. 1. 2. 3. 4. 
1985 
Measured yields 48.6 59.4 0.0 0.0 57.2 57.2 2.1 0.0 46.4 52.8 0.0 0.0 
Drought-free yields 50.7 58.3 0.0 0.0 57.2 57.6 46.3 0.0 47.5 54.0 0.0 0.0 
Difference 2.1 1.1 0.0 0.0 0.0 0.4 44.2 0.0 1.0 1.2 0.0 0.0 
Number of cases 23647 24051 0 0 21530 22938 1 0 5166 6122 0 0 
1986 
Measured yields 42.6 50.2 47.9 0.0 57.8 53.7 36.9 0.0 52.1 57.8 61.8 0.0 
Drought-free yields 47.7 56.7 63.5 0.0 56.6 57.7 48.0 0.0 48.0 51.6 58.3 0.0 
Difference 5.1 6.6 15.6 0.0 1.2 4.0 11.0 0.0 4.1 6.2 3.5 0.0 
Number of cases 10935 25589 1083 0 14731 35427 1519 0 2894 9621 515 0 
1987 
Measured yields 50.2 47.3 49.4 0.0 59.3 47.6 33.8 0.0 47.6 61.0 56.9 0.0 
Drought-free yields 54.3 55.6 53.8 0.0 57.8 57.1 53.7 0.0 51.3 50.7 46.0 0.0 
Difference 4.1 8.3 4.4 0.0 1.5 9.5 19.8 0.0 3.7 10.4 11.0 0.0 
Number of cases 12029 13177 641 0 22703 25164 738 0 5227 6124 493 0 
1988 
Measured yields 55.6 65.9 70.4 13.2 53.9 47.3 34.8 36.1 47.7 49.9 47.0 46.5
Drought-free yields 44.4 54.0 65.4 32.0 49.3 58.3 55.5 52.0 40.0 50.7 56.7 58.3
Difference 11.1 11.8 5.0 18.9 4.6 11.0 20.6 15.8 7.7 0.8 9.7 11.8
Number of cases 3331 12096 1460 9 1581 32633 6098 16 463 91491881 67 
1989 
Measured yields 60.2 59.3 59.4 0.0 55.7 49.4 54.0 0.0 49.7 49.8 0.0 0.0 
Drought-free yields 54.0 54.2 60.3 0.0 57.9 57.8 43.7 0.0 50.2 54.6 0.0 0.0 
Difference 6.1 5.1 0.9 0.0 2.3 8.3 10.3 0.0 0.5 4.9 0.0 0.0 
Number of cases 8143 4095 122 0 29272 5814 6 0 6906 2220 0 0 
Pálfai Drought Index (PaDI) categories: 1. without drought category; 2. light drought 
category; 3. moderate drought category; 4. medium drought category. 
 
 
The decision tree technique CHAID (Chi-square automatic interaction 
detection) was used to classify the results (Tóth et al., 2012) by taking into 
account the most important soil parameters originated from the NPCPD database 
(sub-type, soil texture, pHKCl, humus and lime content) from the point of view 
soil fertility. The NPCPD contains information regarding agricultural fields for 
38 soil main types of the total 40, besides, 84 sub-types (Jassó, 1989) of the total 
86 mentioned in the Hungarian Genetical Soil Classification System. Based on 
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the taxonomic units and measured soil parameters, the database contains totally 
8,530 soil varieties on the 76,849 agricultural plots and sub-plots. In case of the 
used soil-based investigations, the soil texture based on plasticity limit (liquid 
limit) was determined according to the Arany method (a Hungarian method to 
estimate soil texture), humus content was determined according to the Tyurin-
method, pHKCl was calculated potentiometrically, while CaCO3 content was 
determined with the Scheibler-calcimeter (Buzás et al., 1988, 1993). The soil 
investigation data used for estimation was decoded to the soil mapping category 
system included in the National Large-scale Soil Mapping Guide (Jassó et al., 
1989). In this code system, map categories and measuring ranges (e.g. loamy 
texture, low humus content etc.) are allocated to the soil examination results 
instead of exact values (Farkas et al., 2009; Makó et al., 2010). Equal-ranking 
category variables ranging from 1 to 10 were formed from the mean values of 
the groups estimated with the help of the CHAID method 
(SPSS/Transform/Visual binning) (Fig. 1). 
Due to the lack of meteorological and drought index (PaDI) data, soil 
drought sensitivity index was not computed for the soils located to the west of 
17°E – the western frontier of Hungary. The drought sensitivity categories for 
this area were determined by estimation, and in order to do so, the known soil-
type parameters and crop yields from other parts of the country were used. Next, 
a one-factor analysis of variance (one-way ANOVA) was carried out to see if 
the previously formed categories differ significantly from each other. 
The determined drought sensitivity values were extended to the 230 
physical geography microregions with zone statistic. The mapping of the 
average drought sensitivity values were not performed where the sowing area of 
corn, winter wheat and sunflower based on the NPCPD in average of the 
5 investigated years was under 500 hectares, separately. The numbers following 
the microregion names represent the microregion codes, which indicate the 
position of the microregions in the maps presented, based on the nomenclature 
of Inventory of Microregions in Hungary (Dövényi et al., 2010). 
For the vectoral map operations, other GIS applications and geostatistical 
analyses (i.e. ESRI ArcGIS 10.0 GIS software) were used. For further statistical 
tests, the IBM SPSS Statistics 18.0 software was used. 
3. Results 
According to the results, the year 1988 was the driest based on the PaDI index 
from the years of NPCPD database (Table 2). Depending on the crop, moderate 
drought was observed in the 8.3–17.2% of sowed area in that year. Medium 
drought was also observed, but the extent of these fields (0.5%) was not 
significant. Winter wheat was hit in the highest, while sunflower in the lowest 
extent by water scarcity in 1988. 
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Table 2. Distribution of Palfai Drought Index by the investigated crops to the years of the 
NPCPD database. 
Plants Years 
































 1985 45.94 54.06 0.00 0.00 0.00 0.00 0.00 12 963 
1986 28.83 68.06 3.11 0.00 0.00 0.00 0.00 11 115 
1987 44.70 52.99 2.31 0.00 0.00 0.00 0.00 8 801 
1988 22.39 69.28 8.30 0.04 0.00 0.00 0.00 6 706 




1985 48.21 51.79 0.00 0.00 0.00 0.00 0.00 8 093 
1986 29.68 67.15 3.17 0.00 0.00 0.00 0.00 9 501 
1987 49.87 48.66 1.47 0.00 0.00 0.00 0.00 8 916 
1988 5.94 78.08 15.95 0.04 0.00 0.00 0.00 7 467 







1985 42.73 57.27 0.00 0.00 0.00 0.00 0.00 2 976 
1986 21.61 73.97 4.42 0.00 0.00 0.00 0.00 3 465 
1987 44.49 51.66 3.84 0.00 0.00 0.00 0.00 3 042 
1988 2.82 79.60 17.15 0.43 0.00 0.00 0.00 2 853 




For the adequate water supply of crop production, the most optimal 
conditions were in 1989, because more than a half (59.6–75.4%) of the fields 
were drought-free. It can also be stated by the distribution of PaDI-values by 
different categories, that in 1985 there were not areas affected by moderate 
drought, so this generated favorable conditions for crop production. In 1986 and 
1987, the amount of areas affected by moderate drought by crops were between 
2.3 and 4.4%. Considering the investigated 5 years (1985–1989) and the crops 
together, it can be observed that the amount of slightly drought fields were high; 
in 1988, which was the driest year, it was 69.3% in case of winter wheat, 78.1% 
in case of corn, and 79.6% in case of sunflower. The amount of slightly drought 
fields was between 17.6% and 39% in the least dry year of 1989. 
During the formation of drought sensitivity indices, 133 groups (nodi) were 
separable by the CHAID method. Since the Levene's test of homogeneity 
showed that the standard deviations are different, the Tamhane’s T2 probe was 
applied by one-way ANOVA. Based on the results of the test, the groups of each 
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category could not be separated from each other explicitly, so certain groups 
were merged. At the end, Hungarian soils were characterized in 7 different 
drought-sensitive groups (categories). The determined groups were represented 
plant specifically in drought sensitivity maps, where the category 1 means the 
highest, the category 4 means medium while the category 7 means the lowest 
sensitivity or the non-sensitive soils (Fig. 1). 
 
 
Fig. 1. Soil-specific drought sensitivity maps to the three crops produced in the largest 




For winter wheat, among the 230 micro regions, areas with predominantly 
clayey or sandy soils are the most prone to drought. The extreme drought 
sensitivity of clay and heavy clay textured soils can be explained with the high 
amount of plant unavailable water (below the permanent wilting point). Eastern 
Inside Somogy (4.2.12), Heves Plain (1.9.22) and Bihar Plain (1.12.21) proved 
to be medium drought sensitive areas. By winter wheat, Tolna Sárköz (1.1.24), 
Cserhátalja (6.3.24), Mohács Island (1.1.25) and Nyárád-Harkány Plain (1.5.13) 




Fig. 2. Soil-specific drought sensitivity of the microregions of Hungary, according to the 





In case of corn, based on the average drought sensitivities, it can be 
concluded that the Kerka Riverscape (3.4.12), Westhern Mátraalja (6.4.22), 
Dorozsma-Majsa Sand Ridge (1.2.15) and Westhern or Loess Nyírség (1.10.21) 
are the most sensitive areas in term of drought sensitivity (Fig. 3). At less extent 
than the previous areas, but the Miskolc Bükkalja (6.5.23), Harangod (1.9.33), 
Dévaványa Plain (1.12.11), Bugac Sand Ridge (1.2.14), Érmellék Loess Ridge 
(1.12.14), Western Cserehát (6.8.54), Kiskunság Sand Ridge (1.2.13), Eastern 
Mátraalja (6.4.21), Southeashern Nyírség (1.10.13) microregions are also 
sensitive at high extent. 
In case of corn, there are medium drought sensitive soils in the middle 
mountains and their basins, as well as in Bereg Plain (1.6.11), Szatmár Plain 
(1.6.12), Sárrét (1.4.23) and Baranya Mountridge (4.4.12) microregions. The 
non-drought sensitive areas can be found in the Soutern Mez föld (1.4.25), 
Tolna Sárköz (1.1.24), Enying Ridge (1.4.31), Káloz-Igar Loees Ridge (1.4.32), 
and Litke-Etes Hills (6.3.42) microregions (Fig. 3). 
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Fig. 3. Soil-specific drought sensitivity of the microregions of Hungary, according to the 




In case of sunflower, signifcantly the sand fields are sensitive at the highest 
extent to the droughty meteorological periods. This sensitivity can be traced 
back to the disadvantageous characteristics of the soils formed there (good water 
conductivity, bad water holding characteristics). The great Hungarian sand 
areas, e.g. Marcali Ridge (4.3.11), Kemenesalja (2.2.12), Ikva Plain (3.2.11), 
Szigetköz (2.1.11) etc. have less sensitivity (Fig. 4). The results confirmed the 
conclusion of Frank (1999) for the terrain, whereas the cooler mountains and 
close basins are not suitable for sunflower production. 
Related to the plant specificity, it can be stated that while in case of winter 
wheat the area of Mohács Island (1.1.25) was not drought-sensitive, 
simultaneously in case of sunflower, high drought sensitivity was observed. In 
case of sunflower there are medium drought sensitive areas, e.g. the Enying 
Ridge (1.4.31), Csanád Ridge (1.13.11), Sió Valley (1.4.33), Békési Ridge 
(1.13.12) and Jászság (1.7.15) microregions. According to the examinations, in 
case of sunflower the areas of Bereg Plain (1.6.11), Szatmár Plain (1.6.12), 
Harangod (1.9.33), Westhern or Loess Nyírség (1.10.21) microregions were not 




Fig. 4. Soil-specific drought sensitivity of the microregions of Hungary, according to the 




For all three plants, it can be generally stated that among different soil 
types, Brown forest soils, Chernozem soils, Marsh soils, Alluvial and Slope 
deposit soils are the least sensitive for drought (Fig. 5). The highest drought 
sensitivity can be observed in soil types with high sand content and in saline 
soils which have extreme water properties. Sandy soils belonging to the 
Skeleton soils have very low humus content (e.g. Inside Somogy, Duna-Tisza 
Interfluve Sand Ridge, Nyírség), their fertility is also low. Increasing drought 
sensitivity of soils with high humus content can be explained with the combined 
effect of other soil properties (texture, pH, humus- and lime content etc.). As a 
result of high clay and unavailable water content, drought sensitivity of soils 
with high humus content can be higher. It is presumably formed as a result of 
the combination effect of the soil variety attributes. However, clay expresses the 
opposite effect, because it can protect the organic material from the rapid 
decomposition with surface bonding. In case of the given soil types, the 
relationship between humus- and clay content and effects evolving together was 
determined by the amounts and qualitative composition of these two materials. 
Due to the „double role” of clay, it is hard to determine how and to what extent 
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can a certain soil attribute takes part in the combined effects forming together 
the response of soils to the stress effects caused by drought. Meadow soil types 






Fig. 5. Distribution of the drought sensitivity categories based on the examined soil 
parameters in case of the three most important crops. Cross-lines show the drought 
sensitivity categories: 1–extremely high drought sensitivity, 3–moderate drought 




The maps constructed to winter wheat and corn (Figs. 2 and 3) well 
demonstrate the statements of some authors (Pepó, 2007; Jolánkai and Birkás, 
2009) that in the past decades the drought observed in Hajdúság, Nagykunság 
and Körös-Maros Interfluve became more and more severe because of the more 
and more serious (in average 200–300 mm) lack of precipitation. As a result, 
high yield deficit can be observed. Not only the increasing of drought periods 
and their seriousness can be problematic, but the increasing of the mean 
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temperature can also cause the increase of drought. According to our estimations 
and based on the data of the investigated period (1985–1989), the latter can be 
observed in the southwestern part of Hungary, in the area of the Kerka 
Riverscape (3.4.12), the left riverside of the Mura (3.4.31) and in the Central 
Zala Hills (3.4.13) (where the most rainy places are situated in Hungary), where 
in average 800 mm precipitation is available (Varga-Haszonits and Varga, 
2005). 
In the regions, where the Mediterranean climate effects are intensified, 
according to the 30 years (1980–2010) data queue of the Hungarian 
Meteorological Service (Bartholy et al., 2011), the mean summer temperatures 
has been increased with 2°C in average. The latter was verified by the climate 
sensitivity researches of Máté et al. (2009), whereas the Hungarian soil zones 
are shifting, and in certain areas, the Meditterranean climate effects become 
dominant on the account of continental effects. The drought sensitivity of low 
fertile, strongly acidic brown forest soils (with clay illuviation, pseudogley) 
situated in the southwestern part of Hungary can increase by the fact that these 
soil types were formed on fluvial alluvial gravel-sandy parent material and they 
are loamy textured, which types have bad water storage capacity. The yield 
fluctuations and depressions evolved to the joint effect of stress caused by the 
drought (longer and higher extent water deficit periods, increasing mean 
temperature) and the very extreme precipitation distribution may get worse in 
the next decades. 
High drought sensitivity is clearly detectable in the microregions where 
strongly acidic soils can be found. Medium-acidic and pH-neutral soils can 
tolerate the stress effects caused by lack of water at medium extent (Fig. 5). The 
examination results of lime content are also confirmed this (Késmárki et al., 
2005): generally the pH-neutral soils and soils with medium lime content have 
the best drought-resistance ability. The appropriate carbonate content with 
neutral pH resulted in structure stabilization. The high amount of Ca-bridges 
evolved from carbonate can allow the formation of appropriate amount of 
organomineral complexes in soil, which can be favorable in terms of formation 
of ideal agronomical soil structure. Tendencies of forming crusts can decrease, 
and as a result of this, possibility of cultivation can be better, and the 
precipitation can pass into the surface and can settle there. These can favorably 
influence the water management of soils, high-quality organic matter can form, 
the nutrient turnover becomes optimal, and the efficiency of nutrient supply can 
increase. These positive effects can decrease or even neutralize the harmful 
effects of drought. 
Assorting the microregions by the soil’s texture, it can be observed that the 
sandy soils are the most drought sensitive, while the loam and clay loam soils 
are the least sensitive soils, which harmonizes with the scientific results of 
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Gyulai and Nagy (1995). The drought sensitivity is slightly increased in case of 
clay soils. Research results of Csorba et al. (2012) are proved the drought 
sensitivity of clay soils, whereas the drying caused by climate change can 
remarkably affect the wet and clayey sites situated in the Hungarian Great Plain. 
4. Conclusions 
Results of the investigation confirm that the drought sensitivity of the soils is 
different by plants, which can explain the different water demands and 
vegetation periods of corn, winter wheat and sunflower. 
It is determinable that winter wheat is a shallow-rooted (20–30 cm) plant, so it 
can utilize only that water stock which is stored in the upper soil layer. 
Theoretically, it is sensitive to periods having insufficient amount of 
precipitation, but as a plant sowing in October, it can manage with the autunm-
winter precipitation as well. Corn and sunflower are more sensitive to the spring 
arid periods than the cultures which are sown in autumn. The roots of corn and 
sunflower can reach to 2–3 meters deep in the soil, so across the capillary pores, 
they can easily obtain the moisture situated in the deeper soil layers. 
During our fertility investigation, we subjectively selected some important 
soil properties only. The investigated soil parameters determine the drought 
sensitivity of soils through unascertained mode of action together with the other, 
uninvestigated attributes. The results are suited for demonstration of the main 
tendencies only. 
As for future research direction, making more precise drought sensitivity 
indicators are planned on the basis of the strong relationship between the 
precipitation of the vegetation period and crop yields as determined by Jolánkai 
et al. (2003) and on the basis of meteorological datasets for the vegetation 
period. We would like to investigate the relation between the soil drought 
sensitivity indicators and the applied agrotechnical methods and the nutrient 
management – how the drought sensitivity depends on the applied agrotechnical 
methods, the effect of forecrop and the application of fertilizers. 
The large scale (national) soil fertility research creates the possibility of 
preparing 1:10,000 scale climate sensitivity maps of crop production sites, 
which could contribute to the soil- and plant-specific crop production, that can 
adapt to climate change. 
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Abstract⎯ Regional reanalises are attractive new sources of meteorological data for the 
growing society of the end users, due to their physical consistency, dynamical coherency, 
and multivariate products at higher than the global reanalises spatio-temporal resolution. 
The assessment and quantification of uncertainties of the products of the regional 
reanalises and their added value are crucial for the interpretation. Hence these products 
could be also incorporated in the regional climatology, consistent comparisons of their 
long-term timeseries against independent and representative data sets have to be 
performed. The present study could be considered as step ahead in this direction - the 
MESCAN-SURFEX, which is the product with the most detailed spatial structure among 
all others in the UERRA (Uncertainties of Ensembles in Regional Reanalysis) project, is 
compared against two gridded observational data sets in South-east Europe: the well-
known regional CARPATCLIM and the product of the Bulgarian National Institute of 
Meteorology and Hydrology ProData. The comparison aims to assess the skill of 
MESCAN-SURFEX to reproduce the climatological field of the mean temperature. 
Additionally, the daily extreme temperatures are estimated using the MESCAN-SURFEX 
output on sub daily basis and the results are compared against their CARPATCLIM- and 
ProData-counterparts. The computation of the mean and extreme temperatures with the 
MESCAN/SURFEX data are performed for the whole time span of this product and the 
comparison against the references for the whole time span of each of them on daily basis. 
The main conclusion of the study, which agrees with the outcomes of more detailed 
recent evaluations, is that MESCAN-SURFEX reproduces realistically the regional 
temperature field over Southeast Europe. According to the mean temperature, the 
differences remains under certain limits (RMSE generally below 2 °C) without, at least 
not apparent, systematic and spatial pattern. The estimation of the extreme temperatures 
produces results with biases comparable to the biases of the mean temperature, which 
makes the proposed method applicable for certain cases. 
Key-words: UERRA, MESCAN-SURFEX, CARPATCLIM, ProData, uncertainties 




Daily minimum, mean, and maximum temperatures, noted subsequently 
hereafter for the sake of brevity tn, td, and tx, as well as the daily precipitation 
sum, are essential climate variables (ECVs) particularly involved in determining 
climate change impacts on society and ecosystems (Birsan et al., 2014). They 
are also widely used, both in regional and global scales, as input parameters for 
computation of climate indices as the ETCCDI (Climate Extreme Indices) 
dataset (Chervenkov and Slavov, 2019; Cheval et al., 2014; Lakatos et al., 
2013b; Sillmann and Röckner, 2008). The growing demand of the user 
community for high resolution meteorological data, both in space and time, 
could be addressed by various downscaling methods, with variable success 
depending on meteorological parameter, method applied, and spatial scale 
(Kaiser-Weiss, et al., 2019). Atmospheric reanalysis (RA) provides a physically 
consistent and dynamically coherent description of the state of the atmosphere. 
The main merit of RA are that they provide a multivariate, spatially complete, 
and coherent record of the atmospheric state – far more complete than any 
observational dataset is able to achieve (Ridal et al., 2018). This is the basic 
reason for the remarkable success of the widely used global RA, serving tens of 
thousands of users in need of climatological information (Kaiser-Weiss, et al., 
2019). Recently, due to the progress of the scientific knowledge and 
computation power, regional reanalyses (RRA) which can ingest additional 
observations and achieve higher resolution by means of regional numerical 
weather prediction (NWP) models, become possible. Hence wind speed and 
solar irradiation are strongly fluctuating parameters requiring the evaluation of 
their fields at highly-resolved spatial (a few kilometers) and temporal (hours) 
scales, the RRA products could address also the needs of the growing user 
community in the energy sector (Niermann et al., 2017). 
The objective of the project-driven colaborative initiative UERRA 
(Uncertainties in Ensembles of RRA; www.uerra.eu) is to produce ensembles of 
European RRA of ECVs for several decades and estimate the associated 
uncertainties in the data sets (Ridal et al., 2018; Unden, 2018). It also includes 
recovery of historical (last century) data and creation of user friendly data 
services. Within UERRA, three different NWP models have been employed to 
generate European regional reanalyses and subsequent surface reanalysis 
products. All models share the same boundary conditions (provided by RA 
ERA-Interim and ERA40) and domain (CORDEX-EUR11, European domain of 
the Coordinated Regional Climate Downscaling Experiment, http://www.euro-
cordex.net; Kaiser-Weiss, et al., 2019; Niermann et al., 2017). 
The assessment and quantification of uncertainties of the RRA products 
and their added value is crucial for the interpretation. The proper use in 
applications and downstream services depends on the knowledge of the quality 
of the RRA and the representation of uncertainties. The information content of 
 
125 
the RRA UERRA and their uncertainties are statistically assessed by comparison 
against observation-based independent data sets, with several different methods, at 
user-relevant scales (Niermann et al., 2017). One of these methods (’Method C’) 
consist of comparison against gridded station observations. Advantage of the 
method, as stated in Niermann et al. (2017) is that the aggregation of data over 
selected regions in the European domain and over time provides one simple 
measure which can be used as an easy-to-interpret metric for the overall quality 
of the RRA product. For the pan-European approach, gridded observational data 
E-OBS (Cornes et al., 2018) based on a dense network of stations covering 
Europe is used to assess reanalysis results. Beside the fact that the spatial 
aggregation from the finer (UERRA) to coarser (E-OBS) grid obscures possible 
local problems, E-OBS itself is prone to quality and reliability issues over 
regions with sparse station coverage as Southeast (SE) Europe (Cornes et al., 
2018) This problem is addressed in Niermann et al. (2017) performing 
additional comparisons against regional gridded observational datasets (APGD, 
NGCD, ROCADA). Hence these sources, being products of National 
Meteorological Services (NMS) and/or regional initiatives, they generally 
incorporate many more station series compared to E-OBS. Therefore, it would 
be expected to produce gridded datasets that are closer to the ’true’ climate field 
(Cornes, 2016). Only one of the aforementioned products, however, the 
Romanian ROCADA (Birsan and Dumitrescu, 2014), is situated in SE Europe. 
Although ROCADA contains many variables, only evaluations for drought-
related quantities and not for the temperature are presented in the UERRA-
related documentation. 
The present work, which is not comprehensive evaluation study, is 
dedicated to the comparison of the long-term temperature field, reproduced with 
UERRA MESCAN-SURFEX with the regional gridded dataset CARPATCLIM 
and the gridded dataset of the Bulgarian NMS ProData. It is worth emphasizing, 
however, that generally, all observations come with uncertainties, which will 
impact more or less the output from any such comparison (Kaiser-Weiss et al., 
2019). The domains of CARPATCLIM and ProData are in SE Europe, the full 
time spans with daily temporal resolution of both datasets are considered. The 
work also try to answer the question: How realistic are the daily minimum and 
maximum temperature obtained from the MESCAN-SURFEX output in 6-hour 
temporal resolution? 
The article is structured as follows. The considered datasets are described 
in Section 2 — MESCAN-SURFEX in Subsection 2.1 and CARPATCLIM and 
ProData in Subsection 2.2. The applied numerical techniques for estimation of 
tn, td, and tx, which are rather simple indeed, are explained in Section 3. The 
core of the article is in Section 4, where the performed comparisons and the 




2. MESCAN-SURFEX and reference datasets 
2.1. Short Description of MESCAN-SURFEX 
The MESCAN-SURFEX system analysis uses the 2D-analysis system 
MESCAN (Soci et al., 2016) and the land surface platform SURFEX (Bazile et 
al., 2017) to generate a coherent surface and soil analysis. The UERRA-NWP 
HARMONIE-ALADIN at 11 km grid spacing is used as a starting point to 
further downscaling. For the forcing for the SURFEX surface and soil model, 
downscaling was only done through interpolation by Météo-France. These 
downscaled fields are refined with additional data in a surface analysis with 
observations that are not used in the 3D reanalysis, resulting in the MESCAN-
SURFEX at 5.5 km grid spacing (Bazile et al., 2017). It is run offline, i.e., 
without feedback to the atmospheric analysis. Beside the other parameters, 
MESCAN-SURFEX produces temperature at 2 m above the surface in 6-hour 
temporal resolution, i.e., at 00, 06, 12, and 18 UTC for the period 1961–2018. 
 
2.2. Reference datasets - CARPATCLIM and ProData 
We use two independent data sets as reference in this study; both of them are based 
on surface measurements and are in form of gridded digital maps. Climate of the 
Carpathian Region (CARPATCLIM; http://www.carpatclim-eu.org) is a 
collaborative international project over the area, developed with the joint effort of 
NMSs from all the Carpathian countries. Main aim of the project was to enhance 
the climatic information in the region by providing comprehensive, temporally and 
spatially homogeneous data sets of the main meteorological variables, and the 
corresponding metadata (Cheval et al., 2014; Lakatos et al., 2013a). Besides the 
common software, the harmonization of the results across country borders was 
promoted also by near border data exchange. The database of CARPATCLIM is 
produced at daily temporal resolution, covers the period 1961–2010 for the 
Carpathian Region (44°N–50°N and 17°E–27°E) with 0.1° grid spacing. It 
provides relevant outcomes, suitable for various applications in the regional 
climatology (Birsan et al., 2014; Lakatos et al., 2013b). Comprehensive studies as 
Spinoni et al. (2015) prove the suitability of CARPATCLIM for elaboration of 
objective climatologies and estimation of the trends of key variables. It is worth 
emphasizing, that CARPATCLIM is used also as reference in the UERRA project 
(Cornes, 2016), although not for evaluation of MESCAN-SURFEX. 
ProData is a product of the Bulgarian NMS and runs operationally since the 
second half of 2013. ProData assimilates ground-based in situ measurements from 
more than 140 automatic weather and hydrological stations, satellite-derived 
products, and auxilary data and produces estimates of 10 near-surface 
meteorological parameters. The ProData domain covers Bulgaria entirely with 
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horizontal resolution of 0.045°, which is very close to the native resolution of 
MESCAN-SURFEX. The main purpose of the system is to serve as a reliable 
source of consistent meteorological information with high spatial and temporal 
(1 hour) resolution with minimal latency from the input data acquisition time 
(Chervenkov et al., 2017). The everyday practical experience as well as validation 
against independent data (synoptic measurements and satellite-derived products, 
see Chervenkov and Slavov (2021) for details) reveals the high performance skill of 
the system. Beyond its operative applications, the system is used recently in 
climatological studies (Chervenkov and Slavov, 2020; Ivanov and Chervenkov, 
2019) as source of valuable information. 
The main characteristics of the considered datasets are listed in Table 1, 
and the orography of the model domain as well as the spatial extent of 




Table 1. Overview of the main characteristics of the considered datasets  
  spatial/temporal coverage  spatial/temporal resolution 
MESCAN-SURFEX CORDEX-EUR11/1961–2018  5.5 km×5.5 km/6-hourly 
CARPATCLIM Carpathian Basin/1961–2010 0.1°×0.1°/daily 




Fig. 1. Orography of the model domain in 0.05° resolution. The borders of CARPATCLIM 
and ProData are shown in blue and red, respectively. 
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3. Estimation of the temperatures 
The complex nature of missing daily tn, td, and tx is a problem in many 
climatological applications. There are different ways to calculate daily mean 
temperature from data collected at different times of the day. In many countries, 
including the US, the approach is to average the minimum and maximum 
temperatures observed. In other countries, a linear combination of measurements 
taken at different times of the day is used, sometimes including the minimum 
and maximum as well. For example, the Nordic countries each have a different 
linear combination of data, depending on the frequency of recorded observations 
(Ma and Guttorp, 2013), while Germany employs yet another linear 
combination of data (see Dall’Amico and Hornsteiner (2006) and citations 
therein). The World Meteorological Organization defines the mean daily 
temperature as the ’mean of the temperature observed at 24 equidistant times in 
the course of a continuous interval of 24 hours, or a combination of temperatures 
observed at less numerous times, so arranged as to depart as little as possible 
from the mean defined above’ (Dall’Amico and Hornsteiner, 2006). In the 
present work, the mean daily temperature is computed as average from five 
values: the MESCAN-SURFEX-output at 06, 12, 18 UTC and both values 
which bound the current day – at 00 UTC of the same day and 00 UTC of the 
next one. This method is most natural, physically consistent, and, not at last, 
close to definition above in the considered case. The methods used for estimates 
of daily temperature minima and maxima vary also greatly in complexity and 
sophistication. Traditionally, tabulated values have been published for a given 
region or country. At the other end of the scale, some groups have analyzed 
detailed daily time series of temperatures to prepare synthetic data (Huld et al., 
2006). Researchers have relied on a variety of techniques to estimate missing 
data depending on the region, time of year, spatial distribution of neighboring 
stations (Allen and DeGaetano, 2001), or more recently, remote sensing 
products. Other methods rely on temporal interpolation by means of polynomial 
fitting or implementation of piecewise cosine functions (Huld et al., 2006). Such 
methods attempt to reproduce the diurnal temperature cycle using additionally 
data for the sunrise/sunset times. Hence our task is limited to the estimation of 
the extreme temperatures only, the most simple solution, based on the 
polynomial fitting, is to find a local polynomial of 2nd order around the time 




2 CBtAttT ++=  (1) 
 
where T is the temperature, t is the time, and A, B, and C are the coefficients of 
the polynomial, which passes through the point of the minimum temperature and 
the two neighboring points. This popular and simple procedure, which is ought 
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to find the minimum in a single iteration, is technically called parabolic 
interpolation (Press et al., 1986; Stoer and Bulirisch, 2002). If we apply the 
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Finally, we get the minimum temperature minT , substituting Eq.(3) in Eq.(2): 
)( minmin ttTT == . 
This is the generic case for sufficiently smooth functions, in particular the 
near-surface temperature in relatively calm weather conditions. The method is 
also applicable if the minimum temperature is in internal point (i.e., not at 00 
UTC of the current or 00 UTC of the next day), and its accuracy depends on the 
distance between the interpolation knots. From meteorological point of view, 
however, its main weakness is obvious: every (sudden enough) change of the 
diurnal thermal cycle, caused by events with characteristic time scale smaller 
than the distance between the knots (in our case: 6h), leads to deviation which 
the method can not encounter. Typical examples are the various convection-
related events, which are frequent for the considered domain. Thus, the method 
could be treated only as pragmatic workaround in cases of absence of data for 
the extreme temperatures, like the present situation with MESCAN-SURFEX. 
According to our main idea, if the biases of the extreme temperatures are 
comparable with the bias of the mean temperature, which is computed much 
more consistently, the method, at least in certain extent, could be accepted as 
justified. Thus, we will try to estimate empirically the validity of this approach 
for long-term data series, comparing its outcomes with reference data, in order 
to assess its suitability for climatological applications. 
4. Comparison and discussion 
The UERRA reanalysis datasets are freely available. The analyses are 
downloadable from the Copernicus Climate Data Store (CDS; 
https://cds.climate.copernicus.eu) and, applying the functionality of the python 
package cdsapi, we get directly the necessary data. 
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Due to pragmatic reasons, we selected a sub-domain over Southeast 
Europe, shown in Fig. 1, constraining the computations over the land only. The 
MESCAN-SURFEX dataset has a native resolution 5500×5500 m (see Table 1 
again) and Lambert Conic Conformal projection, and it is distributed in GRIB2 
format, which can be handled with specific tools, at best the ecCodes library of 
the European Centre for Medium Range Weather Forecasts (ECMWF). In order 
to prepare testbed for further computations, we regridded the temperature data to 
the regular 0.05°×0.05° grid with 301×321 gridcells using a first-order 
conservative remapping procedure. The computation of the daily mean, as well 
as the extreme temperatures, is performed according to the methodology 
described in Section 2 for the full available time span of the MESCAN-
SURFEX data set 1961–2018. For the present analysis, we mapped the 
MESCAN-SURFEX intercept over CARPATCLIM and ProData in the native 
grid of both products. All GRIB and netCDF file manipulations are performed 
with the powerful and convenient collection of the Climate Data Operators 
(https://code.zmaw.de/projects/cdo), compiled with ecCodes. 
Comparison of the cumulative and density probability functions of the 
reference and the model is frequently used within climate modeling (Harding et 
al., 2015). The quantile-quantile (Q-Q) plot, which is a plot of the quantiles of 
the first data set against the quantiles of the second one, is a commonly used 
technique for checking whether two data sets are distributed differently 
(Gadzhev et al., 2020). The method could be generalized for two dimensional 
samples, limiting the comparison for some key quantiles, for example, the 10th, 
25th (lower quartile), 50th (median), 75th (upper quartile), and 90th percentiles, 
traditionally noted as X10, X25, X50, X75, and X90, respectively. Similar 
approach, based on 95% quantiles and interquantiles (between the 10% and the 
90% quantiles) is applied in the comprehensive UERRA-evaluation study 
(Niermann et al., 2017) for comparison against gridded station observations. 
The quantiles of the minimum, mean, and maximum temperatures from 
MESCAN-SURFEX for the time span of CARPATCLIM (1961–2010) and 
ProData (2014–2018) are superimposed to their corresponding counterparts 







Fig. 2. Upper left corner: tnX10, tnX25, tnX50, tnX75, and tnX90 from CARPATCLIM (first 
row, reference) and MESCAN-SURFEX (second row), as well as the bias between them 
(third row); upper right corner: same as in the upper left corner, but for tx; bottom middle: 





Fig. 3. Same as Fig. 2, but for ProData used as reference. 
 
Fig. 2 shows that the minimum temperature is relatively well reproduced: 
the spatially prevailing bias is between -0.5 °C and 0.5 °C. The maximum 
temperature is, however, negatively biased with values about roughly  
-3 °C– -2 °C. Mean temperatures are also underestimated with average biases of 
about -1.5 °C. There is neither apparent geographical structure of the bias, nor 
clear dependence of the magnitude of the deviation from the value of the 
percentile. Thus, the bias for the upper tail of the distribution of the maximum 
temperature (txX90) is not generally bigger than the median txX50. The 
spatially dominating bias of the minimum temperature in Fig. 3 is positive, but, 
surprisingly, the extreme low values, i.e., tnX10, are with the smallest bias of 
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about 0.5 °C–1.5 °C. The spatial distributions of the tx-percentiles in Fig. 3 are 
the single ones with clear altitudinal dependence — hence the bias over the flat 
regions is near to zero, its value over the mountains is negative, with increasing 
tendency from the lower to the higher percentiles. Over the Rila Mountain, in 
the southwestern corner of the domain, the model underestimates the reference 
with more than 4 °C. It is worth emphasizing that this issue could be explained 
with the poor station coverage there, which affects the ProData product. Same 
could be the reason for the strong disagreement over the southeastern corner of 
the domain; hence ProData utilizes only Bulgarian (and not Turkish) 
observations. The bias of the mean temperature is without clear spatial structure; 
its values are generally between -1.5 °C and 1.5 °C. 
Popular statistical scores as the root mean square error (RMSE) and mean 
bias (MB) are frequently used in the climatology as estimators of the model 
score (Chervenkov and Slavov, 2019) and uncertainty measures in the UERRA 
project (Cornes, 2016; Kaiser-Weiss et al., 2019; Niermann et al., 2019). The 
spatial distributions of the MB and RMSE of the comparison of tn, td, and tx 
between UERRA and reference datasets are shown in Fig. 4. Fig. 4 reveals that 
the mean and maximum MESCAN-SURFEX-temperatures are, compared with 
CARPATCLIM, negatively biased with average values of roughly -1.5 °C. The 
spatially dominating MB of td is near zero. The biggest bias is (according its 
absolute value and among all performed comparisons) the positive bias of the 
comparison MESCAN-SURFEX-tn – ProData-tn, shown in the fifth column of 
Fig. 4. Its values are, over limited area indeed, up to 3.5 °C. The peak values of 
the MB for td and tx are negative and clearly situated over the mountain heights. 
The RMSE of both panels in Fig. 4 are generally in the interval 0.5–2.5 °C 
with slightly smaller values for td in the evaluation against ProData. A vertical 
gradient, not well expressed indeed, could be distinguished, mainly over the 







Fig. 4. MB (first row) and RMSE (second row) of the performed comparisons between 
MESCAN-SURFEX and CARPATCLIM (left panel) and ProData (right panel). tn, td, and tx 




The comparison results of any RRA-validation study depend on the location 
and the time scale and spatial scale considered, and thus, any generalization could 
be accepted with caution (Kaiser-Weiss et al., 2019). The applied method, namely 
comparison against gridded observational datasets, has also limitations, rooted 
mainly in the specific weaknesses of the reference data (Niermann et al., 2017). As 
it was demonstrated, however, confidence in both products can be gained when 
they agree in their general spatial patterns, or in their magnitude, or when their 
differences can be explained (e.g., when differences get larger for areas of poor 
data coverage used for the gridded fields). 
5. Conclusion 
The RRA within UERRA and more especially MESCAN-SURFEX, which has 
the highest horizontal spacing, constitute an attractive new source of highly-
resolved spatial and temporal meteorological data. In many cases, for example for 
the vertical wind profiles, this source has practically no alternative. The 
performed comparisons of the mean temperature with the regional data set 
CARPATCLIM and the national ProData are novel. They reveals that the 
differences remains under certain limits without, at least not apparent, systematic 
and spatial pattern. Our opinion is that a part of these biases could be attributed to 
the principally different nature of the considered data sets, which are practically 
unavoidable. Obviously, the RRA product MESCAN-SURFEX is able to capture 
the regional temperature distribution in SE Europe. This conclusion agrees 
generally with the outcomes of the comprehensive evaluation studies (Cornes, 
2016; Niermann et al., 2017) adding new results for the region of SE Europe. 
The applied method for estimation of the minimum and maximum 
temperatures, rather simple and schematic, as emphasized in Section 3, is 
intended as pragmatic workaround in case of absence of data for these parameters. 
Nevertheless, the obtained results show biases generally comparable to the biases 
of the mean temperature. Such approach seems justified for specific applications 
when the highest available resolution is crucial (and the use of tn and tx from 
coarser resolution RRA, as for example HARMONIE, is not an option) and/or in 
case of ’moderate extremes’, causing potential pitfalls for threshold applications 
such as climate indices (Kaiser-Weiss et al., 2019). 
Conceptually, the UERRA project is the necessary prerequisite before the 
start of exploitation of unified pan-European RRA, similarly to the global RA. 
Subsequently, the positive consequences to the end user community will be 
manifold. 
With the global RA running at higher resolution (i.e., ERA-5 with grid 
resolution of about 30 km), the RRA will benefit from higher quality boundary 
conditions, and at the same time, the question of added value and estimation of 
the uncertainties will arise anew (Kaiser-Weiss et al., 2019). 
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The output parameters computed in this study, more specifically the mean 
daily temperature, could be used as a surrogate for computation for some 
climate indicators, as for example, agrometeorological indices (Chervenkov and 
Slavov 2019; Harding et al., 2015). The data sets with the daily mean, as well as 
the extreme temperatures, are in standard form (GrADS binary/descriptor files 
and netCDF files) could be supplied from the corresponding author upon 
request. 
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Abstract⎯ Observation was conducted to determine the impact of water deprivation under 
flowering on the yield components of soybean at Keszthely, in the growing seasons 
between 2017 and 2018. The soybean represents an artificial ecosystem in this study. Three 
water levels designated as full watering in traditionally operated evapotranspirometer (ET), 
water withdrawal under crop flowering in modified evapotranspirometer (RO), and rainfed 
(P) crops were used. In RO treatments, the crops received half of the water based on the 
amount of unlimited water supply. Irrespective of variety, the highest water uses were 
obtained in ET, while the lowest ones were observed in RO over both growing seasons. 
Surprisingly, in spite of different variety standards provided by the crop breeders, and 
irrespective to water supply, no significant impact in actual evapotranspiration rate, ETa, 
between the two varieties was observed. Significant impact in soybean water losses 
between the treatments was observed in RO as compared to the evapotranspiration of crops 
with unlimited watering.  
There was no significant difference in yield components between soyabean varieties of 
rainfed treatments. As compared to variety Sigalia (Sig), variety Sinara (Sin) produced 
better yield in unlimited water level over 2017 weather conditions, and its seed had greater 
oil and lower protein content in RO treatment in 2018 conditions. 
 




Evapotranspiration rate (ETa), the largest energy consumer of crop canopies’ 
water budget, is also the link between mass and energy exchanges. Solar radiation 
interacts with ETa in a complex manner that makes this investigation very 
complex. Anapalli et al. (2018) called the attention for the missing research work 
integrating crop water demands (ETa) with available water supplies (rainfall and 
irrigation) in water management decision making. Therefore, new information 
related to plant ETa, including soybean, is required to determine robust solutions 
for irrigation scheduling even in Hungary.  
Irrigated soybean’s ETa sum of 650 mm by Candogan et al. (2013) in Turkey 
was close to the water loss result in the treatment with unlimited watering. 
However, ETa totals of rainfed soybean amounting 300 mm in China (Wei et al., 
2015), agreed with those results of water withdrawn one in this observation. 
Soybean (Glycine max (L.) Merr.) is not the most important arable crop in 
Hungary occupying of about 50 – 60 thousand ha harvest area, that account for 
less than 1% of the total crop growing area. Nevertheless, the percentage of 
soybean growing area, among other arable crops, is permanently increasing. 
Nowadays, the majority of soybean is seeded under rainfed conditions. Due to the 
local impacts of global warming, the uneven seasonal distribution of precipitation 
in Hungary, the increasing importance of irrigation can be predicted in the near 
future. The high protein and oil content of the seeds make this crop irreplaceable 
source of feed for livestock, nutrients for human, and biofuel resources as well 
(Aydinsakir, 2018). The number of soybean seed users is increasing worldwide.  
The most sensitive stage of soyabean to water deficit is the flowering. Kross 
et al. (2015) reported that soybean was more susceptible to extreme weather 
conditions between reproductive stages R4 and R6 (flowering and pod formation), 
when water deficiencies resulted in significant seed loss. Reduction in soybean 
yield varied widely from 24% (Momen et al., 1979) to 45% (Candogan et al., 
2013) due to the lack of water during flowering. Limiting water is the main factor 
that contributes to the potential yield decline under field conditions. Although the 
quadratic relationship obtained through comparison between seed yield and ETa 
totals reported by Candogan et al. (2013) should also be accounted. 
The aim of the study was to investigate the effect of soybean’s water 
deprivation on the seed yield and its components. Soybean’s growth indicators 
applied in the analysis were the total aboveground biomass (TDM), shoot dry 
matter (DM), seed yield, 1000-seed weight, protein and oil contents. Out of these 
six variables, the protein and oil contents are qualitative traits, while all the 
remaining four ones are quantitative traits. These properties are affected by water 
stress, and they are indicative of final soybean production including seed yield. 
This analysis served as an example for crop-water relation in a such artificial (field 
grown) ecosystem as the soybean is.   
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2. Materials and methods 
The study of actual evapotranspiration, ETa, and yield components in soybean 
(Glicine max, (L.) were carried out at the Agrometeorological Research Station, 
ARS, Keszthely, during the growing seasons between 2017 and 2018. Two 
soybean varieties Sinara (Sin) and Sigalia (Sig), widely cultivated in Hungary, 
have different water demands; Sin is a water stress-tolerant variety, while Sig is 
bred for “normal” weather conditions.  
Three water levels are included in the study: 
− unlimited watering in evapotranspirometer’s growing chambers (ET), 
− water deprivation in half; water supply of modified evapo-
transpirometers were restricted to every second day during flowering 
(RO), and 
− rainfed crops (P).   
In case of RO, the rainfall was excluded by means of mobile rainout shelters 
(2.5 m long, 4.5 m wide, 2–2.5 m height). The technical solution of the shelters 
and the operation of the evapotranspirometer in RO were documented in Anda et 
al. (2019). 
Due to the fixed nature of the evapotranspirometer, six growing chambers of 
Sin and six growing chambers of Sig were arranged in two complete blocks with 
three replications on the northern side of the ARS. Rainfed plots, P, were placed 
behind the block of the evapotranspirometers (50 m wide and 60 m long for each 
soybean variety). 
To measure the daily evapotranspiration of soybean, a Thornthwaite-Mather 
type compensation evapotranspirometer was used. Presentation in water losses of 
different treatments was based on phenological phases. Daily water uses were also 
summed up for the whole vegetation period.  
At the ARS of Keszthely (latitude: 46°44 N, longitude: 17°14 E, elevation: 
124 m above sea level), a QLC-50 climate station (Vaisala, Helsinki, Finland) 
with a pyranometer (Kipp & Zonen Corp., Delft, the Netherlands) are operational. 
Combined air temperature (Ta) and humidity sensors are placed at a standard 
height of 2 m above the surface level. Signals from meteorological sensors are 
collected every 2 seconds, and 10-min averages are logged. 
The crops were sown at the end of April in 2017, and at the beginning of 
May in 2018 applying conventional tillage (the plant density was 40 plant m-2; the 
harvest population was approximately 25,000–30,000 plants ha-1). Phenological 
phases were recorded using the scale of Fehr and Caviness (1977). Parallel with 
evapotranspirometer’s growing chambers, randomly selected five subplot’s 
(2 m×2 m) aboveground biomass (TDM) was harvested in each variety at the 
beginning of each September. TDM was oven-dried at 65 °C for constant weight. 
Seed of soybean was separated from other yield components through threshing 
the pods by hand. Their weights were adjusted to 13% moisture. 1000-grain 
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weight was also weighed. Inframatic 9200 NIR Grain Analyzer (PerkinElmer, 
US) was used to determine the protein and oil content of seeds on dry-matter basis. 
 
Used statistics 
Principal component analysis (PCA) was used to visualize the data observed 
in the 6-dimensional space of the yield variables (TDM, shoot dry matter (DM), 
seed yield, 1000-grain weight, protein and oil contents). The PCA analysis is 
performed on a data table representing observations described by several 
dependent variables, which are, in general, intercorrelated. Its goal is to extract 
the important information from the data table and to express this information as a 
set of new orthogonal variables called principal components, PCs (Hervé and 
Williams, 2010). In this study, PCA was used to discover new variables that best 
describe the measured soybean yield components. 
The first two principal components were varimax-rotated to study the 
structure of the variables. The aim of the varimax-rotation was to find 
uncorrelated factors so that each yield variable is strongly correlated with one of 
the factors and weekly correlated with the other. The analysis and plotting were 
performed in R 3.6.0 (R Core Team, 2019), using the psych (Revelle, 2018) and 
ggplot2 (Wickham, 2016) packages. 
3. Results and discussion 
3.1. Weather conditions during soybean growth (May-August 2017 and 2018) 
The two growing seasons’ Ta values were 1.3 °C and 2.4 °C (p < 0.001) higher in 
2017 and 2018, respectively, than the climate norm of 1971–2000. Although the 
difference in seasonal mean Ta between the two studied seasons did not vary 
(p = 0.637), the extremes (Tmax: maximum and Tmin: minimum temperatures) 
showed statistically proved deviation (Fig. 1). In the case of the soybean of 
tropical origin, the upper Ta limit of proper crop development is 30 °C. The 
number of days with Tmax above 30 °C was 38 and 28 during 2017 and 2018, 
respectively. For the same time period, the variation in mean Tmax did not differ 
significantly (2017: 27.4 °C; 2018: 27 °C; p = 0.440). Contrary to the increased 
number of hot days during 2017, the mean Tmin of this growing season was 1.3 °C 
lower than that of the average Tmin over 2018 (p < 0.001). High Ta variability was 
characteristic for the vegetation period of 2017 that might influence the soybean 
development and yield formation as well.  
Limiting to the growing season only, the precipitation in 2017 was 
characteristic of a dry growing season (44.9% less rainfall than the climate norm; 
p = 0.006), while 2018 received 6.4% higher (p = 0.046) rainfall amount in 
comparison to the climate norm. Rainfall events had an even distribution in both 
vegetation periods (Fig. 1).  
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Fig. 1. Daily air temperature extremes (Tmax and Tmin) and daily precipitation sums from the 





3.2. ETa of soybean in the growing seasons of 2017 and 2018  
The soybean began to emerge at the end of April in 2017 and at the beginning of 
May in 2018. At mid-summers, the soybean reached its maximum leaf area index 
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growing season and/or variety (data not shown). Visible signs of senescence were 
shown at the end of each August. Later on, due to accelerated senescence, there 
were no green leaves remaining by the first decade of September.  Independently 
on growing seasons and studied water/variety treatments, the lengths of vegetation 
cycles hardly varied (115–120 days). The soybean grown in growing chambers of 
evapotranspirometer (ET) had a few days longer growing seasons than that of the 
rainfed and RO crops (data is not shown). 
Daily mean ETa was analyzed on the basis of soybean’s reproductive 
phenological stages (Fig. 2) after the Fehr and Caviness (1977) scale. The 
following stages were used: VE – emergence; V3 – third node; V5 – fifth node; 
R1 – beginning bloom; R2 – full bloom; R3 – beginning pod; R4 – full pod; R5 – 
beginning seed; R6 – full seed; R7 – beginning maturity; R8 – full maturity. At 
unlimited watering, a similar seasonal ETa pattern was observed, irrespective to 
studied season; low daily mean ETa of about 1.8 mm were measured in VE, while 
peak daily ETa of 9.8 mm in R4 (Sig in 2017) and 7.0 mm in R5 (Sin in 2018) 
were detected. Independently on variety/season, a somewhat higher daily mean 
ETa of 3–4 mm in R8 were observed in comparison to the average ETa of VE. The 
ETa in different phenological phases of the two studied varieties hardly varied. 
Unexpectedly, during mid-summers, the ETa of unlimited watering in the warmer 
2018 were lower than the ETa during the cooler 2017. The soybean is known to 
be extremely sensitive to air humidity as a tropical origin crop; the crops prefer 
humid (wet) weather conditions. Probably the increased number of days with 
higher RH during the wetter 2018 explains the lower ETa related to higher water 
losses over 2017 (Fig. 3). Probably the driving force of ETa, the varied air 
humidity, might impact the ETa events to a greater extent than the Ta throughout 
the studied growing seasons.  
Water restriction modified both the shape of the ETa course (smoothed out 
curves) and the mean ETa in both seasons. Declines in seasonal mean ETa rates of 
water withdrawn crops ranged from 65.8% (Sig 2018; p  0.001) to 77.8% (Sin 
2018; p   0.001) during the study period. It is important to mention that the water 
deprivation was limited to flowering only.  
Despite different variety standards provided by the crop breeders and 
irrespective of water supply, no significant impact in ETa between the two 
varieties was observed (p = 0.244–0.697).  
Seasonal ETa totals varied from 276.1 (Sig RO) to 669.2 mm (Sin ET) in 
2017 and 316.8 (Sin RO) to 720.6 mm (Sin ET) in 2018 among the treatments. 
The only significant difference of 51.4 mm (p  0.017) in Sin ETa sums between 
2017 and 2018 was registered at unlimited watering. ETa totals of crops with 
unlimited water supply in this study were close to the ETa sum of 650 mm by 
Candogan and Yazgan (2016) measured in irrigated soybean grown in Turkey 
(40°N, 28°E). The same authors reported that the water withdrawn soybean’s ETa 






Fig. 2. Daily mean evapotranspiration of phenological stages from soybean in the growing 
seasons of 2017 and 2018. Abbreviations: ET – evapotranspirometer with unlimited water 

















































Fig. 3. Distribution of the number of days with different daily mean relative humidity 
values (%) during the growing seasons of 2017 and 2018 at Keszthely.  
 
 
3.3. Yield component analysis by PCA 
The most important yield component, the seed yield, as an example is emphasized 




Fig. 4. Seed yield of soybean varieties Sin and Sig in three different water levels (ET: 
























































The seed yield advantage of ET was clearly visible in both varieties. Similarly, 
the detrimental impact of water deprivation also left no doubt in the case of RO 
treatments. 
The yield-related variables were analyzed with principal component analysis 
(PCA). This analysis has of primary importance as it accounts the impacts of 
different yield components together. Two PCs were distinguished; PC1 and PC2 
accounted for 63% and 20% of the total variance, respectively. Projecting the data 
onto the plane defined by the first two PCs, the observations from different years 
were well separated (Fig. 5). The loading vectors of the yield-related variables are 






Fig. 5. Observations from the two years projected onto the plane of the first two principal 
components as well as the loading vectors of the observed variables. PCA was performed 
with the following six variables: TDM, shoot dry matter, seed yield, 1000-seed weight, 








It could be seen that PC1 had positive loadings on oil content and negative 
loadings on all other variables. Observations from different years were presented 






























Fig. 6. Observations by variety and treatment projected onto the plane of the first two 
principal components (upper 2017 and lower 2018). PCs were extracted from the variables: 






Groups from left to right represent treatment-variety combinations with 
higher oil, lower protein content, and lower yield amount. In 2017, the majority 
of the treatment-variety combinations overlapped, only the Sin ET was separated 
along the first principal component. Separation of Sin ET was due to the low oil 
content and high other values. RO treatments had been shifted to the right due to 
lower yield amount. Separation of the RO treatments was even more pronounced 
in 2018, confirming the effect of water withdrawal on the crop yield components. 
In that year, P and ET treatments were also be well separated by PC2. PC2 was 




































correlated with protein content. The shift of ET treatments was due to lower 
protein content and higher yield quantity. Observations from different varieties 
overlapped in the case of treatment P in both years (Fig. 6). In case of the 
treatment ET, the varieties overlapped in 2018 but were separated in 2017. It was 
reversed in case of treatment RO, they overlapped in 2017 and were separated in 
2018 (Fig. 6). 
The first two PCs were varimax-rotated to get factors having a high and a 
low loading on each yield variable. The varimax-rotated PCs and the loading 
vectors of the yield variables presented a clear structure (see also Fig. 5): the 
separation of the two different seed yield attributes (qualitative ones: oil and 
protein contents; quantitative ones: 1000-grain weight, TDM, shoot DM, seed 
yield).  
The rotated PCs are called factors. The variance explained by the factors 
remained 83.3% after the rotation. The first factor explained 50.3% of the total 
variance. It had high loadings on the seed yield, 1000-grain weight, shoot DM, 
and TDM variables. The second factor explained 33% of the total variance, and it 





Table 1. Factor loadings after varimax rotation. The loadings with an absolute value above 
0.4 are in bold. The h2 values are communalities. Loadings are the correlations between the 
observed variables and the factors. Communality is the proportion of the variance in an 
observed variable explained by the two factors. 
 
 Factor1 Factor2 h2 
Seed yield [kg m-2] 0.885 0.239 0.840 
1000-grain weight [g] 0.863 0.131 0.762 
Shoot DM [kg m-2] 0.909 0.173 0.856 
TDM [kg m-2] 0.739 0.379 0.690 
Oil [%] -0.133 -0.955 0.930 
Protein [%] 0.313 0.906 0.919 





The sum of squares of the loadings are called communalities or common 
variance, they represent the proportion of variance of each variable explained by 
the factors. Each communality was above 69% (62.9%). The oil and the protein 
percentages had the highest communalities over 91% (92%). The first factor could 
be interpreted as the quantity of the seed yield, the second as the quality of the 
seed. TDM was the only variable having relatively high loadings on both factors. 
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This suggested that TDM is connected to both the nutritional content and the 
amount of the seed. The oil and the protein percentages were strongly negatively 
correlated as reported by Marega Fihlo et al. (2001) and Latifi (1989) previously. 
4. Conclusions 
Water deprivation in soybean changed the shape of ETa curves and the amount of 
ETa totals in both growing seasons. Irrespective of season and/or variety, declines 
in seasonal mean ETa rates of RO crops were at about 70% as compared to ETa 
measured at unlimited watering.  
Surprisingly, significant difference in seed yield between the two varieties 
with different water needs was only observed at unlimited watering level. Variety 
Sin showed 18.6% and 12.2% higher seed yield in 2017 and 2018, respectively, 
as compared to Sig. The negative impact of water deprivation during flowering 
was almost the same in both soybean varieties. 
The almost unmanageable elaborating interactions between the yield 
components of soybean were analyzed using the PCA. The effects of three water 
supplies were summarized in the experimental plots presenting the observations 
projected onto the plane of the first two PCs. Plants in the RO treatment were 
clearly separated from those in the other treatments towards a greater seed oil 
content and lower yield mass. There was no significant difference between the 
varieties in rainfed treatment, P. As compared to variety Sig, variety Sin produced 
better yield in unlimited water level in 2017, weather conditions and its seed had 
greater oil and lower protein content in RO treatment in 2018 conditions. After 
varimax rotation, the loading vectors of the yield variables presented a clear 
structure. The first factor could be interpreted as the quantity of the soybean yield, 
while the second as the quality of the seed. 
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Abstact⎯ Dust storm is a natural hazardous phenomenon that affects arid and semi-arid 
regions of the world the same as Iran. The present research aims to investigate the formation 
of synoptic patterns of pervasive dust storms (PDSs) in the southwestern regions of Iran. 
For this purpose, daily data of visibility less than 1000m in 16 synoptic stations (Ilam and 
Khuzestan provinces) were reviewed during 2004–2017, and 59 PDSs with more than  
2 days of duration (overlapped: 70% of the region) were extracted. In practice, mid-level 
atmospheric data (500, 700, 850 hPa, and sea level pressure (SLP)) with 2.5*2.5 degree 
resolution (domain: 0-80°E and 10-70°N) were obtained from NCEP/NCAR reanalysis 
dataset, and the matrix 825*59 of 500 hPa data was performed. Principal component 
analysis (PCA) with S-mod, were used for extracting synoptic patterns that make PDSs. 
PCA showed that the first four components ensured more than 86.45% of the data variance. 
PDSs classification based on output components showed that the patterns had seasonal 
structures. Synoptically, the north wind blowing in the first pattern is the most dominant 
structure in the formation of PDSs in the Middle East. The second and third patterns showed 
postfrontal structures. The fourth pattern with prefrontal structure was the reason for PDSs 
in the cold seasons of the year. From the four final patterns, the first three patterns showed 
the dominance of the Persian trough in the SLP maps. Mean values map analysis of the 
aerosol optical depth suggests that each of the most consistent synoptic patterns stimulates 
special dust centers. 
 
Key-words: pervasive dust storms, synoptic climatology, PCA, persian trough, Iran 
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1. Introduction 
Dust emissions play an important role in the weather, bio-cycle, and other systems 
of the Earth (Choobari et al., 2014; Mahowald et al., 2014), which could disturb 
the general health and economic activities (Raviand D’Odorico, 2005) and lead 
to soil erosion (Warren, 2014) by damaging the vegetation (Tegen et al., 2004). 
The climate of storm dust has been well documented by various researchers 
through synoptic analysis of the past 50 years in Asia (Sun et al., 2001; Zhou, 
2001; Chun et al., 2001; Qian et al., 2002; Natsagdorj et al., 2003, Kurosaki and 
Mikami, 2003; Shao and Wang, 2003). Different atmospheric phenomena lead to 
the occurrence of dust events at synoptic, regional, and local scales. Dust emission 
is intensified by some of the synoptic meteorological patterns such as the 
identified frontal and synoptic systems (Trigo et al., 1999, 2002). The statistical 
results of 28 spring dust events that occurred during 2015–2018 showed that all 
of these dust storms were triggered by mogul cyclones or Asian highs (Li et al., 
2019). In western Asia, most of these phenomena are observed in one of the three 
subgroups, including north wind, frontal systems, and convective systems (WMO, 
2013).  
In a study conducted by Khoshkish et al. (2011), the atmosphere middle-level 
depression, low-pressure systems in the Persian Gulf region, and the stream 
resulted from temperature difference between the east of Turkey and north west 
of Iraq toward the Persian Gulf were identified as the main factors in transferring 
dust to the west of Iran. High pressure in the middle level of the atmosphere and 
immigrant systems of west winds are the most critical synoptic factors affecting 
the dust phenomenon in the Middle East, and these depressions and immigrant 
cyclones penetrate to the region when the subtropical high pressure is absent or 
weak (Zolfaghari and Abedzadeh, 2005). In another research by Zolfaghari et al. 
(2012), the convergence of the middle-level high-pressure systems, thermal low-
pressure systems, and increase of pressure gradient in the days of peak activity of 
dust events were identified as the reasons of reinforcing high-level wind systems 
and transferring and emitting huge amounts of fine dusts in vast sections of 
eastwest, west and northwest of Iran. 
In the warm period of the year and at the end of a cold period of the year and 
transition months (spring and autumn), thermodynamic and dynamic processes play 
an essential role in the formation and transfer of dust to the west of Iran, respectively 
(Azizi, et al., 2012). Besides, a meteorological pattern called the Persian Gulf's 
thermal low-pressure ridge, and penetration of European high-pressure ridge on the 
Red Sea, and the passage of the Mediterranean Trough's middle-level waves above 
the northwest of Iraq and east of Syria were emphasized by Ghahri et al. (2012). The 
synoptic analysis of 19 PDSs in Khuzestan province with  a duration of two days 
provided four general patterns (Lashkari and Sabouri; 2013). In a study by Babaei 
et al. (2016), by isolating the frequency of dust incidents in two warm and cold 
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periods of the year in the western half of Iran, the dominant synoptic patterns of their 
occurrence were interpreted.  
Several case studies on dust storms in western countries of Asia have been 
conducted. From among these studies, analysis of the great dust storm in Saudi 
Arabia in March 2009 was done by Alharbi et al. (2012), and it was showed that 
this storm happened due to the passage of a cold front by emitting an intense 
upstream jet current. Furthermore, analysis of the meteorological reasons of an 
unprecedented pervasive dust after the occurrence of a lightning storm in Qatar 
and around the Middle East in February 4, 2010 showed, that the cold weather 
above Saudi Arabia began a northwest wind which led to the dust storm in some 
sections of the Arabian Peninsula (Monikumar and Revikumar; 2012). The 
850 hPa level was introduced by Abdul-Wahab et al. (2017) as the criterion of 
studying changes in the pressure's synoptic patterns to study the seasonal changes 
of dust in the east and west of Saudi Arabia.  
Nowadays, some researchers have turned to study indices such as aerosol 
optical depth (AOD) to study synoptically the dust phenomena using remote 
sensing technology (Qi et al., 2013; Alam et al., 2014). In this regard, Namdari et 
al. (2016) analyzed the spatiotemporal analysis of AOD index values in western 
Iran. The increase of dust storms' frequency during the past years has introduced 
this natural hazard as the most important biological threat in the western half of 
Iran. Thus, identification of synoptic climatic behavior of these events makes it 
possible to predict the origin, performance mechanism, and evaluation of 
measures to reduce their possible damages. In this regard, researchers attempted 
to study the dominant mechanisms leading to PDS in the west of Iran using a 
synoptic modeling method. In this area, the wind flow tracking was emphasized 
by studying synoptic maps for identifying and monitoring the route of dust storms 
(Vali et al., 2014).  
2. Data and methodology 
A dust storm, also called sandstorm, is a meteorological phenomenon common in 
arid and semi-arid regions. Dust storms arise when a gust front or other strong 
wind blows loose sand and dirt from a dry surface. Sand and dust storms usually 
occur when strong winds lift large amounts of sand and dust from bare, dry soils 
into the atmosphere (Nickovic, et al., 2015). Visibility can be used as a dust 
weather indicator that recorded in regular weather observations metrically (Wang, 
2015). 
In this research, using visibility less than 1000m daily data of 16 synoptic 
stations located at Khuzestan and Ilam provinces during the period 2004–2017 
(Fig. 1), PDSs with more than two days duration in more than 70% of stations in 
the region were extracted.  
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Fig. 1. The region under study and the location of synoptic stations. 
 
 
Then, by establishing the mid-level atmospheric databases with 2.5*2.5 
degree resolution (domain: 0-80°E and 10-70°N, Fig. 2), data were extracted from 
levels 500, 700, 850 hPa, and SLP of 59 selected pervasive dust events and the 




Fig. 2. The area of mid-level atmospheric data. 
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In the following, to find the patterns for creating dust phenomena, principal 
component analysis (PCA) was used. The pincipal component analysis (PCA) is 
probably the most popular multivariate statistical technique, and it is used by 
almost all scientific disciplines(Abdi and Williams, 2010). Its goal is to extract the 
important information from the table, to represent it as a set of new orthogonal 
variables called principal components, and to display the pattern of similarity of 
the observations and variables as points in maps. One of the applications of PCA 
in synoptic climatology is the map-pattern classification. 
In this method, after the preparation of data, the investigator selects the mode 
decomposition, type of dispersion matrix, and type of analysis. The PCA-based 
map-pattern classification targets the main modes of spatial variation of just one 
variable; usually surface pressure or geopotential height. Therefore, the mode 
decomposition and the type of dispersion matrix are S-mode and correlation 
matrix, respectively. PCA produces component loading and component-scores 
matrices, with the m principal components corresponding to the N data points on 
the map. The investigator applies a clustering algorithm to the scores matrix to 
identify the most common combinations of principal-component scores. 
However, the PCA with S-mod enables the analysis of patterns without cluster 
analysis (Raziei, 2018). 
Furthermore, using the global aerosol database for MODIS Global Studies 
Group*, the aerosol optical depth index† was extracted for each of the patterns to 
show the performance of the system and the rise of dust from the level of possible 
centers. The aerosol optical depth can be considered as an index of dust events so 
that in dust storms, the index values are changed from 0.5 to 3, and when value 5 
is reached, PDS is formed (Legrand et al, 2001).  
3. Results 
The monthly and seasonal frequencies of 59 identified PDSs showed that the 
highest number of events was related to July with 14 days (Fig. 3). After that, 
May with 10 days got the second rank. Seasonally, spring and summer both with 
20 days had the highest numbers of PDSs. Winter (especially March) and autumn 
were placed in the next ranks with a total of 14 and 5 events, respectively.  
                                                          
* This base provides the aerosol optical depth based on the blue spectrum depth algorithm with spatial resolution 
of 10 km (Hsu et al., 2004).  
† The aerosol optical depth value dependent on wavelength is defined as the light reduction in the length unit on a 
specified route (Charlson and Heintzenberg, 1995).  
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Fig. 3. The monthly frequency of PDSs in the west of Iran during 2004-2017. 
 
 
After performing the PCA, the components that explained more than 5% of 
the variance of the data were selected as the final components (Kaiser,1960). 
However, PCA showed that the first 4 components justify more than 86.45% of 
data variance (Fig. 4). The first component justifies more than 67.3% of this 
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Adjustment of date of PDSs, which have the highest convergence with four 
synoptic patterns made it possible to analyze the monthly frequency of patterns 
leading to these events (Fig. 5). Results showed that Pattern2 completely was 
observed summer, so that 74% and 26% of cases occurred in July and two months 
of August and September, respectively. Pattern1 occurred in winter and somehow 
in spring: 27% of its cases happens in the last month of the year. 60% of cases in 
Pattern3 were observed in May, indicating that the desired pattern occurred in 
spring. Rare cases were observed in the cold period of the year, especially in 
autumn. Studies showed that the highest frequency of Pattern4 is related to the 




Fig. 5. Monthly frequency of synoptic patterns leading to PDSs in the southwestern regions 




Then, the maps extracted from the average level of 500 hPa, stream direction 
and surface vorticity of 700 hPa, speed and direction of the stream at the 850 hPa 
level, as well as the SLP relating to all of the four final patterns, were synoptically 
interpreted.  
3.1. Pattern1  
According to a low-height field in northern Europe, the relatively low-height ridge 
above Turkey, and the high-height strong cell above the Arabian Peninsula, an 
extensive negative vorticity was formed above the Arabian Peninsula and on the 
southeast and northwest regions of Iran in contrast to the strong positive vorticity 
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above Turkey, which is obvious at levels 500 and 700 hPa (Fig. 6a,b). Development 
of the Persian trough according to the northwest-southeast trend of Zagros Mountains 
at the 850 hPa level and establishment of a low-pressure cell with the central curve 
of 1000 hPa above Oman and a high-pressure cell with the closed curve of 1010 hPa 
at the sea level with a pressure difference of 10 hPa led to the creation of a winter 
north wind in the region by the extensive northwest-southeast stream (Figs. 6c,d). 
The north wind is the most dominant structure for the creation of extensive dust in 






(a)  (b) 
    
(c) (d) 
    
Fig. 6. Meteorological pattern: geo-potential height and vorticity of 500  hPa (a), stream 
direction and vorticity of 700  hPa (b), stream speed and direction of 850  hPa (c), and SLP 
(d) from Pattern1. 
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3.2.  Pattern2  
At the 500 hPa level of this pattern, we face a low-height system above Russia which 
sent a ridge toward the Mediterranean Sea and the east of Baikal Lake (Fig. 7a). This 
structure at the 700 hPa level led to the creation of a positive vorticity core along the 
Zagros Mountains at the border of Iran and the north of Iraq (Fig. 7b). The high-
pressure cores located at the west of the Red Sea and the Arabian Peninsula with a 
strong low-pressure core above the Persian Gulf led to the creation of a western-
eastern wind stream with a high speed in the central and eastern parts of Saudi Arabia 








Fig. 7. Meteorological pattern: geopotential height and vorticity of 500 hPa (a), stream 
direction and vorticity of 700 hPa (b), stream speed and direction of 850 hPa (c), and SLP 
(d) from Pattern2. 
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3.3 Pattern3  
At the 500 hPa level, the low-height system above northern Europe and the high-
height system above Russia are shown which sent the low-height ridge toward the 
Black Sea and emitted it up to the center of the Mediterranean Sea. In lower widths 
and higher heights, the subtropical ridge with the curve of 5900 m was sent to 
northern Africa, the Arabian Peninsula, and up to the western and central parts of 
Iran (Figs. 8a,b). The expansion of the Persian trough in the form of the low-
pressure ridge from the Indian to the Black Sea coast is seen at the levels of 








Fig. 8. Meteorological pattern: geopotential height and vorticity of 500 hPa (a), stream 
direction and vorticity of 700 hPa (b), stream speed and direction of 850 hPa (c), and SLP 




This pattern at the 500 hPa level shows a low-pressure ridge of an immigrant system 
in the cold period of the year. In eastern Europe and the Arabian Peninsula, a strong 
high-height cell and ridge became dominant respectively, and a low-height ridge was 
formed between these two above the eastern part of the Mediterranean Sea. This 
structure has led to relatively strong vorticity above the eastern part of the 
Mediterranean Sea at the 500 and 700 hPa levels (Fig. 9a,b). The encounter of 
subtropical jet and polar jet at levels 500 and 700 hPa was evident, leading to the 
orbital circulation and the maximum wind speed at the 850 hPa level in the border 
regions of Iran, Syria, and northern parts of Saudi Arabia (Fig. 9c). The sea-level 
high pressure above the northern and central parts of Iran with various cores led to 






Fig. 9. Meteorological pattern: geopotential height and vorticity of 500 hPa (a), stream 
direction and vorticity of 700 hPa (b), stream speed and direction of 850 hPa (c), and SLP 
(d) from Pattern4. 
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Finally, mean values analysis of AOD maps estimated of the each most 
consistent synoptic patterns showed that in Pattern1 (Fig. 10a), the north wind 
stream in the northwest-southeast direction led to the rise of dust from the 
Mesopotamian plains all around Iran, Syria, and lagoons such as Hoor-al-Azim in 
Iran. Pattern2 (Fig. 10b) also stimulates dust centers in the western, central, and 
eastern of Saudi Arabia by intensifying the western-eastern wind stream. Despite 
its similarity in appearance with Pattern2, Pattern3 (Fig. 10c) affects dust centers 
in the border between Iraq and Syria due to its location at higher latitude. 
However, Pattern4 (Fig. 10d) led to the rise of dust in these regions by creating a 
stream with the maximum wind speed on dust centers in the border between Iraq, 










Fig. 10. The average aerosol optical depth index in patterns 1(a), 2(b), 3(c), and 4(d). The 
optical depth of less than 0.1 shows clear weather and the optical depth of more than  




Dust storms are natural hazards which have a significant effect on the arid and 
semi-arid areas of the world, including Iran (Sedaghat et al., 2016). The frequency 
analysis of 59 pervasive dust storms (PDSs) in the west of Iran showed that the 
warm period of the year, especially July with 14 events had the highest frequency. 
The principal component analysis showed that the first 9 components justified 
more than 93.5% of the data variance. From among four final patterns resulted 
from cluster sampling, three patterns showed the dominance of the Persian trough 
in the SLP map. The Persian trough indicates the formation of a summer 
atmosphere in the region of the Mediterranean Sea (Sedaghat and Nazaripour; 
2018).  
As Li et al. (2019) emphasize on the Gobi Desert in China, cyclonic synoptic 
systems have been the main cause of dust storms in desert areas. Dust storms 
resulted from north winds and matched with Pattern1 in the present research by 
forming high pressure above the northern part of Saudi Arabia, low pressure 
above Afghanistan, and thermodynamic low-pressure ridge of the Persian Trough 
relating to the monsoon locating above the southern part of Arabian Peninsula 
have led to the creation and stream of north winds above the Persian Gulf. The 
presence of this trough at 850 hPa level was confirmed by Lashkari and Sabouri 
(2013).  
Postfrontal dust storms matched with patterns 2 and 3 are formed above the 
Arabia Peninsula and the eastern part of Iran by establishing two low-pressure 
cores above the Red Sea and the Persian Gulf and consecutive high-pressure cores 
above the western part of Red Sea. These storms mostly happen in the transition 
seasons (spring and autumn) and especially in spring. Prefrontal dust storms 
matched with Pattern4 in this research are formed by establishing an extensive 
low-pressure core above the eastern part of the Mediterranean Sea, northern part 
of the Arabian Peninsula, and western part of Iran. The intense performance of 
frontal dust storms in the Sistan Basin has also been confirmed (Kaskaoutis et al., 
2019). The encounter of polar jet behind the front and subtropical jet ahead created 
an extensive convergence, leading to the intensification of rising speed and the 
rise of dust from surface centers (Wilkerson, 1991). Such a structure has been 
described by Al-Jumaily and Ibrahim (2013) in the case study of two dust storms 
in Iraq. 
Also, as the study of the relationship between dust estimated by the aerosol 
optical depth and meteorological parameters in the desert areas of Iraq, Syria, and 
Saudi Arabia has shown the influence of synoptic systems on the emission of dust 
storms in the region (Namdari et al.; 2018). Maps preparation of aerosol optical 
depth average values for each of the patterns aiming at the determination of the 
location of rising of dust showed that each of the patterns stimulates the most 
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