In this paper, we consider a high-speed highway mobility scenario, where the available knowledge about the network's topology is used to improve the routing path duration. The improvement is mainly due to the use of a topology control algorithm, which increases the path duration by decreasing the probability of path breaks. For network regions having an enough density of vehicles, the packets are preferentially routed over the oldest links created by the vehicles moving in the same direction. For smaller values of vehicles' density, the routing preferentially uses the most recent links created in both moving directions. This choice is shown to increase the routing path duration.
Introduction
Emerging vehicular networks are rapidly becoming a reality. Nowadays, several organizations are supporting standardization activities that will enable a variety of applications such as safety, traffic efficiency, and infotainment. Vehicular ad hoc networks (VANETs) share some common features with the traditional mobile ad hoc networks (MANETs), namely in terms of self-organization of the nodes. However, they also differ in some issues: in VANETs, the level of node's mobility is generally higher, the mobility is constrained by the roads and the nodes are not so constrained in terms of energy. Due to the fast change of the topology, on-going sessions suffer frequent path breaks. Disruption occurs either due to the movement of the intermediate nodes in the path or due to the movement of end nodes, demanding for routing protocols aware of frequent topology changes.
The routing protocols that have been proposed for mobile ad hoc networks can be classified into three basic groups [1] : unicast topology-based, unicast position-based or group-based multicast and broadcast. The works [2] and [3] also assume this classification and provide an overview of the protocols already proposed for VANETs.
In topology-based protocols the nodes need to store routing tables or routes that depend on the topology. This class of protocols includes the well known Ad hoc On-Demand Distance Vector Routing (AODV) [4] , Optimized Link State Routing (OLSR) [5] and others (DSDV [6] , DSR [7] , TORA [8] and FSR [9] ). Traditionally, these protocols were proposed for MANETs, where the nodes are assumed to have moderate mobility. This assumption allows these protocols to establish end-to-end paths that are valid for a reasonable amount of time and only occasionally need repairs. Therefore, these conditions are only valid in some vehicular scenarios, where the maximum speed of the nodes is strongly restricted. Topology-based protocols also pose other challenges related with topology changes: usually they continuously maintain up-to-date routes for several destinations and require periodic updates to reflect network topology changes. This requirement can lead to high bandwidth consumption, which can be alleviated by some optimization processes, such as the MultiPoint Relay (MPR) scheme used in [5] . For high mobility scenarios, such as highways, the nodes exhibit unique characteristics [10] and some of the routing protocols proposed for MANETs do not perform well on VANETs [1] .
In unicast position-based routing protocols (such as GSR [11] , GPSR [12] , LORA_CBF [13] , RBVT [14] , or GyTAR [15] ) the nodes use the location of their neighbors and the location of the destination node to determine the neighbor that forwards the packet. Most of the times the nodes do not need to store any route or routing table to the destination. On the other hand, these routing schemes require information about the position of the nodes. This a drawback when the positioning system fails and adds a cost in terms of bandwidth, since the nodes must broadcast their position.
Very few studies have compared routing protocols for high mobility VANETs. The works in [16] and [17] consider random mobility models and their applicability to VANETs is not valid. Most of the studies already presented for VANETs typically assume urban traffic models ( [14, 15] ). The work in [18] evaluates AODV and OLSR for an urban scenario. It compares both protocols through the path length, packet delivery ratio, routing overhead and end-to-end delay. [18] concludes that OLSR outperforms AODV. These results are also reported in other works, showing that OLSR beats other well-known topology-based protocols in VA-NET scenarios. The work in [19] compares the performance of AODV, DSR, TORA and FSR routing protocols on highway scenarios, reporting better results for AODV and FSR and showing that DSR and TORA are unsuitable for VANETs (TORA fails in terms of delivery ratio while DSR fails in terms of end-to-end delay).
The works comparing routing algorithms for mobile ad hoc networks traditionally adopt evaluation metrics such as path length, end-to-end delay, packet delivery ratio and routing overhead [20] . However, they lack an important metric that guarantees network stability: the path duration. It is well known that routing failures, namely path breaks, cause interruptions in the TCP (Transmission Control Protocol) connections and, consequently, TCP's greedy behavior may lead to the severe instability of the whole network [21] . This justifies the importance of path duration, since the path duration may improve the stability of the whole network.
In this work, we focus on the topology-based routing class, which does not require positioning systems. We intend to use it in a high mobility scenario such as highways, to provide the deployment of comfort applications (e.g.: onboard games and video/music file sharing). Our approach is mainly proposed for vehicle-to-vehicle communications. Based on the fact that topology-based protocols, namely those, where the nodes store routing tables [4] [5] [6] , use periodical broadcast of Hello packets to discover the neighborhood, we propose a novel topology control scheme to detect long duration links between vehicles. If properly used by the routing protocol, long-duration links are supposed to decrease the routing instability, decreasing the number of routing path breaks.
The topology control proposed in this work identifies the links that are preferentially used for routing. For network regions having an enough density of vehicles, the topology control selects the oldest links created by the vehicles moving in the same way, which are then used to route the packets. When the density of vehicles is low, the number of next hop choices available to route a packet is small, and we should use all the choices to explore the diversity of links. In this case, the topology control also uses the most recently created links in both moving directions. This choice is shown to increase the routing path duration. The neighbors with which a node maintains long duration links are possible candidates to advertise topology changes (these candidates are denoted as BL -Broadcast Leaders). The BLs are used to decrease the amount of broadcasts required to disseminate network topology changes. Our approach is easily integrated in the existent routing protocols. We describe how to integrate it in the Optimized Link-State Routing Protocol [5] and we evaluate the performance of our method.
The rest of the paper is organized as follows. Section 2 motivates and describes the problem addressed in this work. In Section 3 we describe how longer duration links are detected, and we introduce the algorithm that selects the broadcast leaders. Section 4 describes an implementation of our proposal by slightly modifying the Optimized Link-State Routing Protocol. Section 5 addresses the scenarios considered in the simulations and the evaluation metrics adopted. Section 6 presents experimental results achieved with the proposed topology control scheme. Finally, some concluding remarks are given in Section 7.
Motivation and problem description

Motivation
The work presented in this paper is motivated by results obtained through simulations. We have simulated a VANET with 120 vehicles on a segment of a straight line highway with three lanes in each direction and 10 km long. The simulation starts with 30 vehicles moving on each direction of the highway. During the simulation we launch 30 more vehicles on each direction to maintain a constant density of nodes in the network (each vehicle has, on average, six vehicles in its radio range 2 ). Only vehicles moving in one direction of the highway (say, moving from west to east according to Fig. 1 ) generate 0.5 packets per second. The vehicles moving in the opposite direction (east to west according to Fig. 1 ) do not generate packets. The generated packets are randomly destined to the vehicles moving in the same direction and the OLSR routing protocol was used.
In the first simulation, we evaluate the case when the multihop path only uses vehicles moving in the same direction. Therefore, the radios of the nodes moving in the opposite direction were turned off. The simulated results, presented in Table 1 , indicate that a path was successfully created in 74% of the times a new packet was generated to a new destination. In the second simulation we repeated the first simulation setup, except that all vehicle's radios were turned on. Thus, the multihop paths can use the nodes moving in the opposite direction (from the east to west). In this case, the routing path availability decreases approximately 37%. The degradation is due to the establishment of shorter duration links when both moving directions are considered, which increase the probability of path breaks. Since more paths are successfully resolved when the single way topology is adopted, we also assess its quality in terms of its duration. The results show that while OLSR creates more paths in the single way topology, paths' quality is almost the same, since the average path duration is similar in both cases.
These observations motivate this work, which aims to improve the routing performance for the scenario considered in the second simulation (both ways).
Problem analysis
We consider the mobility scenario shown in Fig. 1 , where the vehicles n 1 to n 5 are moving at velocitiesṽ 1 tõ v 5 , respectively. In this analysis, we adopt the following assumptions: two nodes are distanced d length unities; the radio communication range of each node (r) is expressed in the same length unities as d; a link between the nodes is created and subsequently sensed if d 6 r.
Representing the velocity of two generic nodes n a and n b by the vectorsṽ a andṽ b , respectively, and being d 6 r, we start to consider two distinct cases: ṽ a ¼ṽ b -in this case the link between the nodes will remain active while this condition holds true (e.g.:ṽ 1 andṽ 2 depicted in Fig. 1) ; ṽ a -ṽ b -this condition imposes that the link will be broken after some time (e.g.:ṽ 1 andṽ 3 orṽ 2 andṽ 4 shown in Fig. 1 ).
Representingṽ a andṽ b in polar coordinates (v a , h a ) and 
The relative velocity is a function that depends on the random variables v a , v b , h a , and h b , which are mutually independents. Considering a random variable V r that expresses the relative velocity
relative velocity value is defined as
As the random variables in (3) are independent, the condition
Assuming that at instant t two nodes n a and n b form a link and, considering that node n a moves with velocityṽ r relative to node n b , the link will be considered broken after some time if jṽ r j > 0. Assuming that nodes do not change their velocity during the interval (t, t + Dt), the nodes will maintain a link active if during the interval (t, t + Dt) the relative distance traveled never exceeds 2r. This scenario is depicted in Fig. 2 .
The probability of an existing link at a time t remaining active at a time t + Dt is related with the spatial intersection of the covered areas at instants t and t + Dt (the space covered at both instants), which is represented by the shaded area in Fig. 3 . Knowing that the radio covering circumference of the node n a at instant t is given by
the overlapped area in the instant t + D t (represented by a tþDt ðdÞ and illustrated by the shaded area in Fig. 3 ) is a function of the distance d P 0 traveled by the node n 1 with velocity v r in the interval (t, t + Dt), and is given by
Now we consider the case when Hello messages are broadcasted every T B seconds to discover and/or maintain an active link. Such Hello messages are used in several topology-based routing algorithms such as DSDV [6] , AODV [4] or OLSR [5] . The expected distance traveled by the node n a relative to the node n b during the period T B is given by E(v r )T B . Therefore, the probability of the link remaining active during k T B periods is approximately given by ; k 2 N: ð7Þ
When the nodes n a and n b are moving in the same way, we have value yields
When the nodes n a and n b are moving in the opposite way, we have
. In this case, the expected relative velocity value yields
Proposition 2.1. The links created by two nodes moving in the same direction have a higher probability of remaining active.
Proof. For a given period T B the relative distance d = E(v r )T B is proportional to the expected relative velocity E(v r ). Since E opposite way (v r ) > E same way (v r ) and a t+D(t) (d) is a decreasing function in 0 6 d 6 2r, the link between the nodes n a and n b has a higher probability (p link ) of remaining active when the nodes are moving in the same way. h Proposition 2.1 should be adopted by the routing protocol: the multihop path created by the routing protocol should preferentially use links between nodes moving in the same way, because the lower probability of link breaks between these nodes will decrease the probability of path breaks.
For smaller densities of vehicles moving in the same direction, the number of links created by the vehicles in the same direction may not be enough to guarantee full network reachability. In this situation, it is indispensable to use the links created between the vehicles moving in opposite ways and Proposition 2.2 states how to identify the longest duration links.
Proposition 2.2. The newest links created by nodes moving in opposite direction exhibit higher probability of remaining active.
Proof. Consider two links l a and l b created at different instants of time such that at a time instant t the oldest link l a lasts for k a periods of T B (with k a 2 N) while the link l b only lasts for k a À b periods of T B (with 0 < b < k a ; b 2 N). Following (7), the probabilities of the links l a and l b remaining active after the time instant t are respectively given by :
. Thus, the oldest link l a presents a smaller probability of remaining active. h
Topology control
Identification of long duration links created by vehicles moving in the same direction
This subsection introduces a solution to detect the links formed by two nodes moving in the same direction. In topology-based routing algorithms the links between the nodes are discovered and maintained through periodical Hello packet exchange. The duration of the link is characterized by the number of Hello packets received. We introduce the notion of node's logical neighborhood: the set of logical neighbors N a is the set of 1-hop nodes from which the node n a receives Hello packets.
At the time instant t i (n y ), when the node n a firstly receives a Hello packet from its neighbor node n y , a unidirectional link is created between the nodes. The duration of the link can be quantified by its association stability value [22] : the stability g(n y ) measures the duration of the link between the nodes n a and n y . The stability is expressed by the number of beacons that should have been received.
Knowing the beacon period (T B ), g(n y ) is computed by the node n a at instant t by applying the following expression
Each node maintains its own table of logical neighbors to detect the links created in the same moving direction. Table 2 represents a hypothetic table of logical neighbors of the node n 1 represented in the VANET of Fig. 1 . Each line of the table represents one logical neighbor and contains information about n 1 's neighbors address (n y 2 N 1 ), their stability value (g(n y )), the time instant when the first Hello packet was received by n 1 (t i (n y )) and a timeout interval T O (n y ) during while the information described in the line is valid. Regarding the timeout, the timer using this interval is rescheduled each time a new Hello packet is received. By using (9) , the stability of a given link is increased even when one or more beacons are not received. This means that if the Hello packets are sporadically lost (e.g. due to collisions), the link is not declared broken and the stability stills to be determined admitting that the beacons were successfully received. If no beacons are received during the timeout interval T O , the link is considered broken. In this work we have considered a fixed timeout value: T O = 4T B , which means that the link detection tolerates up to three consecutive missed Hello packets without declaring it broken. The event of occurring more than three consecutive missed Hello packets is unlikely [23] [24], but when this occurs, the link is declared broken and its stability value is reset. In this case, the algorithms proposed in this work do not take the advantage of using this link, but this issue can be corrected later when the link erroneously declared broken becomes stable again. The parametrization T O = 4T B adopted in this work is inline with the timeout value used in OLSR to declare broken links when the neighbors are detected by HELLO messages. The work in [25] discusses the influence of the timeout parameter and proposes an adaptive-timeout. Since this is not the focus of this work, we have adopted a fixed timeout.
The links between the nodes moving at the same direction are identified by each node through the observation of each link stability value. A link is said to be stable if it lasts longer than a given k stab value:
In the worst conditions and by (6) and (7), a link created by two nodes moving in opposite directions presents a null probability of remaining active when d > 2r. For a link created by two nodes moving in opposite directions, the condition p link (k) = 0 only holds when k > 2r=ðE opposite way ðv r ÞT B Þ periods of T B have been elapsed after the link creation. Since the opposite way relative velocity is approximated by a normal distribution [23, pp. 209-211] , 99.7% of the velocity observations are within E opposite way (v r ) ± 3r (for r < E opposite way (v r )/3), where r denotes the standard deviation of the distribution. Considering that the opposite way relative velocity is lower bounded by the approximated value E opposite way (v r ) À 3r, when the condition
holds, the stable links identified by (10) are, with high probability, links maintained by nodes moving in the same direction. In other words, this approximation states that the majority of the links created between the vehicles moving in opposite directions do not reach a stability g(n y ) greater than k Hello transmission periods, being k ¼ 2r=ððE opposite way ðv r Þ À 3rÞT B Þ.
Identification of long duration unstable links
When the condition g(n y ) < k stab holds, a link is said to be unstable. Since the links formed by vehicles moving in the same direction are only detected when they last for a long time (at least k stab periods of T B ), during the period of instability (when the condition (10) does not hold) our topology control scheme does not distinguish the direction of the nodes that formed the link. In this case Proposition 2.2 is applied to select the link that lasts longer from a set of unstable links. Using the table of logical neighbors presented in the previous subsection, we translate the Proposition 2.2 into a practical condition that identifies the link l LD having the highest probability of remaining active. For the node n x having the neighbors set N x , the link l LD having the highest probability of remaining active is defined as
Broadcast leader selection
The logical neighbors with which a node maintains stable links (stable neighbors) are more suitable to advertise network topology changes, because these nodes sense fewer link breaks. To decrease the amount of broadcasts needed to flood the network with the topology changes, we propose an algorithm to select nodes that are used to broadcast the network topology changes. These nodes are called Broadcast Leaders (BLs). Moreover, the selection Table 2 Table of logical neighbors of node n 1 (illustrated in Fig. 1 ) at the instant t = 121.5 s and considering T B = 1 s. algorithm creates a backbone mainly composed by stable links and the backbone can be used to flood the network, behaving close to optimal. Each node n a selects a single BL. We denote n(n a ) as the BL node selected by the node n a . Considering a generic node n a , and admitting that n a knows the BL nodes chosen by its logical neighbors (n(n y ), "n y 2 N a -which are advertised by n y nodes through the Hello message), n a selects its own BL by applying the Algorithm 1. Algorithm 1. Algorithm used by the generic node n a to select its Broadcast Leader n(n a ).
The algorithm rules R1-R4 are summarized as follows:
R1 -when n a is unstable (meaning that n a does not have stable neighbors) it does not select any BL; R2 -when none of n a 's logical neighbors (n y 2 N a ) had previously selected a BL, n a selects the neighbor having the smaller address from the set of the neighbors with which n a has the biggest stability value; R3 -n a selects itself as a BL when n a is already a BL node (previously selected by a logical neighbor) and the neighbors's BL have higher addresses than n a ; R4 -when n a is not selected BL by its logical neighbors and there exists at least one neighbor n y that is already a BL, n a selects the node n y as its own BL; although not described in the algorithm, ties are broken by choosing the smaller address neighbor.
The first BL node selected in the network is justified by the application of the rule R2. The rule R4 is defined to merge several BGs. The rule R3 is also used to merge several BGs in the special case when n a must select itself as a BL.
Contrary to traditional clustering algorithms, where the cluster head is selected using the information about the nodes 2-hops away, the BL selection algorithm only uses the information about 1-hop neighbors. Consequently, BGs can overlap because the overlap is only avoided when the algorithm uses the information about neighbors located in 2 or more hops away. To illustrate the behaviour of the algorithm, we consider the network in Fig. 4a . The node n 1 is selected BL by the nodes n 3 , n 5 and n 6 . The node n 1 selects itself as a BL by applying the rule R3. When the nodes n 2 and n 4 have physical connectivity (scenario presented in Fig. 4b) , n 2 selects n 6 as its BL, while the node n 4 selects n 5 . In this case, the BLs n 1 , n 5 and n 6 form a backbone that can be used for network flooding purposes. Note that if the backbone nodes {n 1 , n 5 , n 6 } transmit a given packet, the packet is received by all network nodes. Moreover, since the BLs are stable, the backbone is also stable. In this case, the flooding operation is optimal, since we need at least three transmissions to flood the entire network.
But the formed backbone does not guarantee full coverage for all cases. For the network depicted in Fig. 5a , a packet is not received by all network nodes if it is only transmitted by the BLs that form the backbone {n 1 , n 5 , n 6 }. The non-BL nodes n 3 and n 7 must transmit. This is the worst case, which mainly occurs when the density of vehicles is low. For this case, the set of BLs does not guarantee full flooding operation in most of the times. However, since the BLs are stable nodes, they guarantee a backbone that will remain for a longer time duration. This is the main motivation of this algorithm.
Routing improvements
This section exemplifies how the topology control scheme can be integrated in the Optimized Link-State Routing Protocol (OLSR) [5] . OLSR uses Multipoint relaying. Multipoint relaying is a technique to reduce the number of redundant re-transmissions while diffusing a broadcast message in the network [26] . Basically, a node n a chooses a set of Multipoint Relay nodes (MPRs). In OLSR, MPRs are chosen as the minimum set of n a 's 1-hop neighbors that covers all its neighbors 2-hops away. Thus MPR nodes guarantee 2-hops full coverage.
Algorithm 1 incorporates the theoretical analysis presented in Sections 2, 3.1 and 3.2. It basically identifies the set of nodes that are moving in the same direction and selects from the set one node denominated Broadcast Leader, which is used to announce topology changes. This algorithm creates a backbone mainly composed by links formed by nodes moving in the same direction, which reduces the number of transmissions needed to flood the entire network. This section describes the Algorithms 2 and 3, which do the MPR nodes identification. Algorithm 2 uses the broadcast leaders obtained in Algorithm 1 as MPRs and it selects more MPR nodes moving in the same direction to achieve the right number of MPRs that assure that the topology message is transmitted to all nodes 2-hops away. Algorithm 2 is used for high density of nodes. For lower densities, Algorithm 3 also defines the MPR nodes using the BLs found by Algorithm 1 (if found) and, contrarily to Algorithm 2, it uses the most recent links created in both moving directions as additional MPRs. . Network formed by 6 nodes {n 1 , n 2 , n 3 , n 4 , n 5 , n 6 } at different time instants: (a) nodes n 2 and n 4 are not physically connected; (b) nodes n 2 and n 4 have physical connections; and (c) tree of BG's observed by n 1 . . Network formed by 8 nodes {n 1 , n 2 , n 3 , n 4 , n 5 , n 6 , n 7 , n 8 } with the BGs {n 1 , n 3 , n 5 , n 6 }, {n 4 , n 5 }, {n 2 , n 6 }, {n 7 , n 8 } and (b) tree of BG's observed by n 1 .
Selecting MPRs for high density of vehicles moving along the same direction
In this subsection, we use the BL nodes identified with Algorithm 1 in a new algorithm that selects the MPR nodes used by OLSR. The main idea behind this algorithm, which is represented in Algorithm 2, is to select as MPR the nodes with which a node has a stable link, due to the high probability of moving in the same direction. The purpose of this rationale is to select the links with the highest probability of remaining active, taking the Proposition 2.1 into consideration. Since the BLs are stable, they should be considered MPRs automatically. In this way, the algorithm incorporates the advantage of the stable backbone proposed in Algorithm 1.
A given node n a that runs the algorithm only needs to know about its 1-hop neighbors (logical neighbors n y 2 N a ), their stability (g(n y )) and the neighbors 2-hops away (N 2a ). Contrary to OLSR, where N 2a contains all n a 's 2-hops neighbors, in our algorithm N 2a contains 2-hops neighbors that are reachable by the logical neighbors n y that are stable with n a . For higher density of vehicles, this behavior aims to exclude links that are unstable, since the number of stable links already formed is supposed to be enough to advertise the topology. The algorithm is summarized as follows: 1-hop neighbors n y that have been selected BLs and have stable links with n a are selected MPRs (lines 3-8, being chosen in line 4). These MPRs have high probability of being vehicles moving in the same direction of n a . Only BLs are selected MPRs because they form the backbone described in Algorithm 1.
Algorithm 2. Algorithm used by node n a to select MPR nodes for high density of vehicles moving in the same direction.
The set N 2a contains all 2-hop nodes that are reached by a subset of n y that only contains stable neighbors. The MPRs selected in line 4 may not guarantee 100% of coverage 2-hops away, since a given neighbor n y can be stable, but because it may not be BL, it is not selected MPR in line 4 and it can be the only one from which a given node 2-hops away (initially inserted in N 2a ) is reached. The coverage of all nodes contained in N 2a is verified in line 10, where N 2a should be empty if all nodes initially inserted in N 2a are reachable by the nodes already inserted in the MPR list. When this does not happen, the algorithm selects as MPR the nodes with which n a has the highest stability values and covers at least one of the nodes contained in N 2a (selected in line 12). In this way, all nodes initially contained in N 2a are reachable by 1-hop nodes that have stable links with n a . This branch (lines 10-15) assures that all nodes located 2-hops away are reached by the set of selected MPRs.
Algorithm 2 exhibits better results than the original OLSR MPR selection algorithm, as far as the number of available n a 's stable links are above a given threshold (in average four stable links in the performed simulations). When the number of stable links is not above this threshold, the number of MPRs selected by Algorithm 2 in line 5 is small and the number of MPRs selected in line 12 becomes bigger. When the number of stable links between n a and its n y neighbors is small, the nodes inserted in N 2a is also small, which leads to a low number of selected MPRs. For this case, it is better to use the knowledge stated in Proposition 2.2 than the knowledge stated in Proposition 2.1 used in this algorithm. This justifies an additional algorithm presented in the next subsection, which is better suited for the case when the number of stable links is below the threshold.
Selecting MPRs for low density of vehicles moving along the same direction
When the density of vehicles moving in the same direction is low, or even null, the number of stable links that a node maintains with their neighborhood is small (if the density is null the links are only formed with vehicles moving in the opposite direction). For this case, the approach presented in Algorithm 2 for high density of vehicles should not be used. Now the number of stable links is too low, and we should explore all links to improve the routing diversity, which increases the routing performance in terms of the path resolution. For this case, we introduce the Algorithm 3 that selects the MPR vehicles using Proposition 2.2.
For the scenario of low density of vehicles, where this algorithm is applied, N 2a list used in the algorithm contains all the nodes 2-hops away and not only the ones reachable from sTable 1-hop neighbors, as in Algorithm 2. Since the number of unstable links required to reach 100% of 2-hops coverage increases, we do not know if these links are created by vehicles moving in the same direction or in opposite directions, because the link's stability is below the stability threshold k stab .
Algorithm 3. Algorithm used by node n a to select MPR nodes for low density of vehicles moving in the same direction.
Algorithm 3 is summarized as follows. First, 1-hop neighbors of n a that have been selected BLs and have stable links with n a , are selected MPRs (lines [3] [4] [5] [6] [7] [8] . This follows the same rationale as adopted in Algorithm 2. Because these links are stable, Proposition 2.1 indicate that they have higher probability of remaining active and, at the same time, we take advantage of the stable backbone created by Algorithm 1. If the number of MPRs selected with Proposition 2.1 is not guaranteeing full coverage 2-hops away, the algorithm selects more MPRs (lines 10 to 15), which represent the logical neighbor nodes with which n a has the lowest stability value (note that the stability is sorted by ascendent values in line 9). From Proposition 2.2, the links with these neighbors present higher probabilities of remaining active. In case of a tie in the stability values, the algorithm selects the node that covers more nodes 2-hops away.
Algorithm's selection
Algorithms 2 and 3 only differ in the way how MPRs are selected. For a high density of vehicles moving along the same direction (scenario where Algorithm 2 is applied) the probability of having more neighbors connected by stable links (stable neighbors) increases. For low density of vehicles (scenario proposed for Algorithm 3), the probability of only covering all 2-hop neighbors (N 2a ) with stable neighbors is low, leading to a higher probability of selecting unstable nodes as MPR.
A node running our approach uses Algorithm 2 or Algorithm 3 depending on the number of its stable links.
The algorithm's selection mechanism is based on a threshold, which is defined a priori. If the number of stable links is equal or under the threshold, a node adopts the Algorithm 3. Otherwise, Algorithm 2 is selected. In our mobility scenario we parameterized the threshold to four stable links. This value was achieved by simulating different threshold values for both Algorithms 2 and 3. From the simulations performed with the mobility scenarios, we concluded that Algorithm 3 presents better performance results than Algorithm 2 when the number of stable links is less than 5. For more than four stable links, nodes benefit from using Algorithm 2, since it performs better.
Routing table
The algorithms presented in this section modify OLSR's MPR selection and use OLSR's Willingness to inhibit forwarding. Our approach is entitled Long Duration Path Routing (LDPR) protocol.
Regarding the routing table computation, the OLSR uses a field named Willingness that specifies the willingness of a node to carry and forward traffic for other nodes. Only 1-hop neighbors with Willingness different of WILL_NEVER are used to forward packets. In our approach, we use OLSR's Willingness field when the Algorithms 2 or 3 are applied. The willingness field is used to inhibit all n a 's neighbors who are not selected MPRs from forwarding packets. MPRs are always stable neighbors, if selected by Algorithm 2. Algorithm 3 can select both stable or unstable neighbors. This translates the Propositions 2.1 and 2.2 into algorithms that increase the link's time duration. By using OLSR's Willingness concept, packets are only forwarded by 1-hop MPR nodes. These nodes represent the neighbors with which n a has the highest probability of maintaining long duration links and because all BLs are MPRs, we take advantage of using the stable backbone formed by Algorithm 1.
Simulations
Mobility model
The VANETs simulated in our evaluation scenario were obtained using the TraNS tool [27] , which integrates the SUMO traffic simulator [28] . We have simulated a segment of a straight line highway with three lanes in each direction. The simulation starts with vehicles moving in both sides of the highway, and during the simulation, we launch more vehicles to maintain a predefined density of nodes in the network. The highway segment is 10 km long, which limits the minimum number of the network hops to 9 (considering a radio range of 1000 m). We defined three different classes of vehicles, which are described in Table 3 . Sixty percent of the vehicles belong to the class 1 , which represents medium size cars. The vehicles of class 2 represent 25% of the highway traffic. Finally, we define 15% of vehicles of class 3 , which represents long sized and slower vehicles, such as trucks. This vehicle's distribution roughly approximates a typical highway scenario [29] . All vehicles are assumed to have a radio range of 1000 m and full driver imperfection [28] .
Regarding the vehicles' density, we defined four different scenarios, described in Table 4 , which differs in the average number of neighbor vehicles. In the first step, half of the vehicles are positioned on the highway using an exponential distribution that mets the required average number of neighbor vehicles, given the radio range. When the simulation starts, more vehicles are introduced in the highway, using inter-departure times given by the same distribution used before. The inter-departure times also met the required densities. We adopted an average of 4, 6, 8 and 10 number of neighbors, which is respectively equivalent to a density of 5, 7, 9, 11 vehicles per 1000 2 p m 2 . Table 4 also describes the number of vehicles used in each scenario and the simulated time. Note that these parameterizations indicate that the vehicles are moving most of the time at a free-flow speed [29] , which can be thought of as the speed a single vehicle could achieve when there are no other vehicles on the road and the motorist is driving as fast as is practicable.
Simulation Description
The simulations compare the performance of the LDPR protocol, with OLSR, AODV, DSR, and GPSR. We used the simulator ns-2 [30] to run the mobility commands obtained with TraNS/SUMO simulators and to simulate the vehicles' communication stack. Vehicles' radios were configured with the standard IEEE 802.11 6 . The proposals presented in Section 3 and 4 were integrated in a modified version of the code provided in [31] in order to implement the LDPR protocol.
Regarding the network traffic generation, we adopted the following rationale: the vehicles moving from west to east generate packets, which are randomly destined to one of the active mobile nodes moving in the same direction. The vehicles moving from east to west do not generate packets but are able to forward them. The number of packets generated on each density scenario was maintained constant at approximately 3000 packets. 10.0 805 6 11 Mbps and 2 Mbps were used to transmit unicast and broadcast traffic, respectively.
Choice of k stab
To parameterize k stab we assumed a rough approximation for the three classes of traffic, as being normally distributed [29] . For this case, and applying (9), the relative velocity between two vehicles moving in opposite directions yields E opposite way (v r ) = 52.36 m/s, and the relative velocity between two vehicles moving in the same direction (E same way (v r ) given by (8)) yields approximately 2 m/ s. Choosing the Hello transmission frequency (1/T B ) to 1 Hz, the parameter k stab used to identify stable links, given by (11), yields 50. This value was obtained considering r = 1000 m and r % 4 m/s. According to (11) , this parameterization indicates that the links of the vehicles moving in the opposite direction have low probability of lasting longer than 50 s (the probability is lower than 0.3%). Moreover, when the links of the vehicles moving in the same direction last for 50 s, their probability of still being active is 96.8% (from (7), p link ð50Þ ¼ a tþDt ð50 Â 2 Â 1Þ= ðp Â 1000 2 Þ % 96:8%).
Path availability, path duration, path length, end-to-end delay
This subsection introduces the metrics evaluated in the simulations and describes how they were achieved. We start to define the following metrics:
(1) Path Availability: When a routing protocol can find a path between a source and a destination node and if the packet that origins the path is successfully received in the destination node, there is path availability. Otherwise, the routing algorithm is not guaranteeing a path for the destination node, and the packet is not delivered. This metric is abusively denominated packet delivery ratio in several works. Note that Path Availability does not take into account the path duration, since the path's existence is only verified for the packet that origins the path. (2) Path Duration: For a path P represented by the sequence P = {n 1 , n 2 , . . . , n k } of k nodes that was created at the time t init , Path Duration is defined as the length of the longest time interval [t init , t end ], during which the sequence P is maintained. Note that t end represents the instant when the path is destroyed. 3) Path Length: For a path P = {n 1 , n 2 , . . . , n k }, consisting of k nodes, Path Length is defined as the number of hops performed by a packet between the source n 1 and the destination node n k , being k À 1 hops. 4) End-to-End Delay: Let us consider a path P = {n 1 , n 2 , . . . , n k }, where n 1 and n k are the source and the destination node, respectively. Assuming that a given packet follows the path P and leaves n 1 at a generic time instant t depart and arrives at n k at a generic time instant t arrive , end-to-end delay is defined as t arrive À t depart .
To measure the metrics presented before we developed a packet tracer program under ns-2 simulator environment. The packet tracer generates and follows each PING/ PROBE packet on its way from source to destination, recording the sequence of all nodes visited along the path.
For a specific traffic flow, the path availability, path length and end-to-end delay can be easily measured as follows:
At instant t 0 , a source-destination pair is randomly chosen between vehicles travelling in the same way, and the source node sends a PING packet to the destination node. If the PING packet arrives at the destination node, the path is available, and the path availability rate is updated accordingly. The source-destination pairs are generated in time intervals sampled from an exponential distribution. Considering that the PING packet arrives at the destination node at a time instant t 1 = t init , the destination node keeps the sequence of nodes visited by the PING (considered as the original path), and computes the path length. At the same time, the source node schedules a clock to send a PROBE packet every 1 s, using the same source-destination pair. The duration of this path is updated every time a PROBE packet arrives at the destination node using the original path (t end is updated when each PROBE packet arrives). If the path followed by the PROBE packet is different The end-to-end delay is computed at the destination node by updating the average of the times (t arrive À t depart ) spend to deliver the PING and all PROBE packets.
Performance results
The simulation results presented in this section are for 95% of confidence level. The first simulation results evaluate the end-to-end delay. The results, presented in Table 5 , show a trend of increasing delay with vehicles' density. This is mainly due to the control traffic overhead of each routing protocol, which is a cost that increases with the number of nodes. The only exception to this observation is DSR: initially, the delay decreases as the density increases (Scen 4 , Scen 6 until Scen 8 ). This is mainly because DSR forms paths that use available sub-paths contained in the cache of each node. As the vehicles' density decreases, the probability of reuse the same sub-paths for different destinations increases, which increases the end-toend delay due to path's saturation. Moreover, since the number of sub-paths is small, when a path breaks the node that tries to transmit the corresponding IEEE 802.11 frames over a broken link only discards the packet when it reaches all the transmission attempts. This creates higher delays. GPSR floods the position of the nodes over all network and DSR uses flooding to discover the path. These features explain the high end-to-end delay for these two protocols. The increase of the end-to-end delay in DSR (from Scen 8 ) and in GPSR (for all scenarios) show that they do not scale, since the generated traffic to resolve the paths saturates the network. This result is confirmed in [20] , where it is shown that DSR does not scales for high traffic loads.
The results show that LDPR presents a lower end-to-end delay than DSR or GPSR, and performs between OLSR and AODV. LDPR underperforms OLSR in terms of end-to-end delay. As LDPR uses more MPRs than the optimal number achieved by OLSR, LDPR generates more control traffic associated with topology advertisements. Because the control traffic is broadcasted (Topology Control Messages), and because we used 2 Mbps for broadcast transmissions (unicast uses 11 Mbps), this traffic will increase the occupancy level of the transmission queues, which increases the transmission delay (and consequently, the end-to-end delay). When compared to AODV, DSR and GPSR, LDPR exhibits better performance because the MPR selection algorithm preferentially selects MPR nodes that are moving in the same direction, which decreases the average delay. This is because the probability of link failure is smaller. Table 6 represents the average path length for the same simulated scenarios. While OLSR presents the lowest average path length for all scenarios, DSR achieves the highest values for almost all scenarios. Comparing the Tables 5 and  6 , we observe that in general higher average path lengths lead to higher end-to-end delays. However, this does not hold for all simulated scenarios. For example, the path length smoothly decreases from GPSR scenarios Scen 8 to Scen 10 but the delay increases from 19.88 to 28.52 ms; for the same scenario Scen 6 , AODV's path length is higher than GPSR, but GPSR presents higher end-to-end delay. This is due to the particular features of each routing protocol, which cannot be generalized in terms of the relationship between the end-to-end delay and the average path length. An obvious observation is that a given protocol can have a smaller average path length, but if the paths are more saturated it can exhibit higher end-to-end delays. Table 7 presents the percentage of resolved paths to a given destination, defined as the average path availability rate. The table shows that DSR and GPRS exhibit higher availability rates, which is mainly due to the protocols' ondemand feature. The table shows that LDPR's path availability rate is very close to AODV, and outperforms OLSR.
For the end user, path availability is an important metric, but also important for the network stability is the path duration [21] . While DSR and GPSR present the highest percentage of path availability, they also exhibit the highest end-to-end delay. However, DSR and GPSR have yet another negative feature: although they resolve a huge amount of paths to a given destination, these paths do not have enough quality in terms of duration.
We have characterized the path duration for a lowmedium density scenario (Scen 6 ) and for a medium-high density scenario (Scen 8 ). We do not plot the results for the scenarios Scen 4 and Scen 10 since the results obtained from Scen 4 and Scen 10 are similar to that obtained from Scen 6 and Scen 8 , respectively. The evaluation adopts the path duration cumulative density function (CDF). The results for both scenarios are illustrated in Figs. 6 and 7, respectively. GPSR and DSR have high path availability rate, but the path duration CDF indicates that approximately 50% of the paths last no longer than 1 s. These values are significantly reduced for LDPR: the CDFs indicate that LDPR's percentage of paths that last no longer than 1 s is smaller than 10%. The results show that LDPR creates paths with higher duration. For example, for Scen 6 , the number of paths that last no longer than 6 s is approximately 30%, while the remaining protocols exhibit percentages between approximately 50% and 80%.
In a nutshell, experimental results show that the proposed approach integrated in LDPR considerable increases the path duration. Considering the motivation results presented in Table 1 for Scen 6 , OLSR reaches 74.02% of path availability when the packets are only routed by vehicles moving in only one direction and 46.77% when they are routed by vehicles moving in both directions. From Table 7 , we know that LDPR's exhibits 64.26% of path availability, which is closer to OLSR's behavior when it is used in a single direction. Since LDPR is applied in a scenario, where a packet can be routed by vehicles moving in both directions, this means that LDPR also approximates the OLSR's behavior when a single direction is used, and simultaneously improves the path duration. Moreover, LDPR presents interesting results in terms of end-to-end delay (only OLSR outperforms it) and it outperforms OLSR in terms of path availability, being comparable to AODV. The path duration improvement denotes that LDPR is better suited for network stability purposes.
Conclusions
In this paper, we present a method that uses the available knowledge about the network's topology to improve the routing protocol's performance through decreasing the probability of path breaks. Our approach identifies long duration links, which are used for routing. For zones with a high density of vehicles, the routing preferentially uses the oldest links created by the vehicles moving in the same way. Algorithm 2 incorporates this rationale. For smaller values of vehicles' density, the topology control also uses the most recently created links in both moving directions to complement the existing stable links. This behavior is translated into Algorithm 3.
The experimental results achieved with our approach show that it exhibits a significant improvement over the main topology and position-based routing protocols. The improvement is mainly in path duration. In the other evaluation metrics, it approximates the levels of end-to-end delay and path availability rate.
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