Abstract. We prove the equivalence of the well-posedness of a partial differential equation with delay and an associated abstract Cauchy problem. This is used to derive sufficient conditions for well-posedness, exponential stability and norm continuity of the solutions. Applications to a reaction-diffusion equation with delay are given.
Introduction
Partial differential equations with delay have been studied for many years. In an abstract way and using the standard notation (see [13] and [26] ) they can be written as
′ (t) = Au(t) + Φu t , t ≥ 0,
on a Banach space X, where (A, D(A)) is a (unbounded) linear operator on X and the delay operator Φ is supposed to belong to L(W 1,p ([−1, 0], X), X). J. Hale [10] and G. Webb [24] were among the first who applied semigroup theory to the study of such equations, and we refer to [21] and [26] for more recent references. As a first step one has to choose an appropriate state space. One of the possibilities is to work in the space of continuous X-valued functions. In this case, the relationship between solutions of (DE) and a corresponding semigroup has been studied widely (see for example [7, Section VI.6] ) and is well understood. On the other hand, the state space E := X × L p ([−1, 0], X) turns out to be a better choice with regards to certain applications (to control theory, see [16] ) and will be used in this paper. We will show in Section 2 that the linear partial differential equation with delay is equivalent to an abstract Cauchy problem (ACP) U ′ (t) = A U(t), t ≥ 0,
f , on the space E. Similar results for neutral differential equations on finite dimensional spaces X were proved by F. Kappel and K. Zhang [11] (see also [2] ). In the third section we give sufficient conditions such that the operator (A, D(A)) generates a strongly continuous semigroup on the space E. Assuming that (A, D(A)) is the generator of a strongly continuous semigroup on X, we show that the operator A is given by the sum A 0 + B, where (A 0 , D(A 0 )) generates a strongly continuous semigroup on E and B is A 0 -bounded. Moreover, we give a condition on the operators A and Φ such that B is a Miyadera perturbation of A 0 and thus A generates a strongly continuous semigroup on E. Finally, for 1 < p < ∞, we show that if the operator Φ is given by the Riemann-Stieltjes integral of a function of bounded variation η : [−1, 0] −→ L(X), then B is a Miyadera perturbation of A 0 for every generator (A, D(A)) and A = A 0 + B generates a strongly continuous semigroup on E. For similar equations the well-posedness was proved, using a completely different setting, by J. Prüß in [20, Theorem I. 1.2] . This part was inspired, on the one side, by a paper of K. Kunisch and W. Schappacher [13] containing necessary conditions such that A generates a strongly continuous semigroup on E, on the other side, by a work of K.-J. Engel [6] , who used the theory of unbounded operator matrices to treat the case of bounded A. In the fourth section, we prove that the stability of the equation without delay persists in the equation with delay. We characterize the resolvent and use the theorem of Gearhart. This part is a generalization of a recent result of A. Fischer and J. van Neerven [8] . In [4, Theorem 5.1.7] one finds a similar stability result for the finite dimensional case. In the last section we give a sufficient condition for the eventual norm continuity of the semigroup generated by the operator (A, D(A)). We show that if (A, D(A)) generates an immediately norm continuous semigroup on X and Φ satisfies a technical condition, then (A, D(A)) generates a strongly continuous semigroup which is norm continuous for t > 1. We use these results to obtain exponential stability of the solutions.
Finally, we illustrate our results on a reaction-diffusion equation with delay.
The semigroup approach
Consider the equation
where
It is now our purpose to investigate existence and uniqueness of the solutions of (DE). To do this we introduce the Banach space
and the operator (2.1)
Lemma 2.1. The operator (A, D(A)) is closed and densely defined.
The proof of Lemma 2.1 is straightforward and is omitted.
Remark 2.2. A necessary condition for (DE) to have a solution is that
In the following, we will see that equation (DE) and the abstract Cauchy problem associated to the operator (A, D(A))
are "equivalent", i.e., (DE) has a unique solution for every Proof. Since the function u is a solution of (DE), we have
and finally u 0 = f . It remains to show that the map t → u t is continuously differentiable for t ≥ 0 and that
, v is in the domain of the first derivative, which is the generator of the left shift semigroup on L p (R, X). From the definition of generator we have
We now prove the converse to Proposition 2.3. Similar results with different conditions on A and Φ were proved by G. Webb in [25] . 
Then u t = v(t) for every t ≥ 0 and u is a solution of (DE).
Proof. Since U is a classical solution of (ACP),
. We now observe that the map
Then w is a classical solution of the Cauchy problem (2.5)
Since (2.5) is the abstract Cauchy problem associated to the generator of the nilpotent left shift semigroup on L p ([−1, 0], X) with initial value 0, we have that w(t) = 0 for all t ≥ 0. Therefore U(t) = u(t) ut for all t ≥ 0 and u is a solution of (DE).
Let π 1 : E −→ X be the projection onto the first component of E, i.e., π 1
is the generator of a strongly continuous semigroup (T (t)) t≥0 on E, then equation (DE) has a unique solution u for every x f ∈ D(A), which is given by
Proof. Since (A, D(A)) is the generator of the strongly continuous semigroup (T (t)) t≥0 , the Cauchy problem (ACP) has a unique classical solution U for all
Then the function u defined in (2.6) is a solution of (DE) by Proposition 2.4. Uniqueness follows from Proposition 2.3.
is the generator of a strongly continuous semigroup (T (t)) t≥0 , the function u : [−1, ∞) −→ X defined by (2.6) for a given
Then, by Proposition 2.4 and using the density of D(A) in E, we obtain u t = π 2 T (t)
x f for all x f ∈ E and t ≥ 0. Take now the first component of the identity
to obtain (2.7).
A solution of the integral equation (2.7) is called mild solution in the literature, see for example [17, Section 2.2] . At this point we need the appropriate terminology.
there is a unique solution u(x, f, ·) of (DE) and (ii) the solutions depend continuously on the initial values, i.e., if a sequence
This well-posedness of (DE) can now be characterized by the well-posedness of the abstract Cauchy problem (ACP) for the operator (A, D(A)). Proof. We first show (i) ⇒ (ii). Assume that for every f ∈ D(A) there is a unique solution u of (DE) which is given by (2.6). This implies that the solutions depend continuously on the initial values.
The generator property
In the previous section we transformed the problem of solving the partial differential equation with delay (DE) into the functional analytical problem: When does A generate a strongly continuous semigroup on E?
In the following, we will give sufficient conditions on A and Φ such that this is true. First, we observe that we can write A as the sum A 0 + B, where
The idea now is to show first that under appropriate conditions A 0 becomes a generator and then apply perturbation results to show that the sum A 0 + B is a generator as well. The first step is quite easy.
Proposition 3.1. Let (A, D(A)) be the generator of a strongly continuous semigroup
,
Therefore, we will always assume that (A, D(A)) generates a strongly continuous semigroup (S(t)) t≥0 on X.
We will see later in Remark 3.5 that this condition is necessary for the well-posedness in case of many applications . To the perturbation B we will apply the theorem of MiyaderaVoigt (see [14] and [22] ), which we quote from [7, Corollary III.3.16] .
Theorem 3.2. Let (G, D(G)) be the generator of a strongly continuous semigroup (T (t)) t≥0 on a Banach space X and let C ∈ L((D(G), · G ), X) satisfy
and some t 0 > 0, 0 ≤ q < 1. Then (G + C, D(G)) generates a strongly continuous semigroup (U(t)) t≥0 on X which satisfies
In our situation, (A, D(A)) generates a strongly continuous semigroup on E if there exist t 0 > 0 and 0 ≤ q < 1 such that (3.5)
we conclude that (3.5) holds if and only if there exist t 0 > 0 and 0 ≤ q < 1 such that
for all x f ∈ D(A 0 ). We therefore obtain the following result. We now give some important examles of Φ to satisfy this condition (M). defined by the total variation of η. Finally we conclude that
for all 0 < t < 1. Choose now t 0 small enough such that t 
Remark 3.5. We note that from the perturbation theorem of Miyadera-Voigt (see Theorem 3.2) it follows that the generator property of (A, (D(A)) is necessary and sufficient for the well-posedness of (DE) if Φ is defined as in (3.6) because we can choose q small enough. Similar results for more special cases were proved by Kunisch and Schappacher (see [ 
Stability
In this section, we prove a stability result for the delay equation (DE) extending a recent result of Fischer and van Neerven [8] . First, we recall some notations and definitions.
Let T := (T (t)) t≥0 be a C 0 -semigroup of bounded linear operators on the Banach space X with generator (G, D(G)). The spectral bound of G is given by We say that T is uniformly exponentially stable if ω 0 (G) < 0. It is known (see [18, Sections
The theorem of Gearhart (see [7, Theorem V.1.11]) says that in a Hilbert space X (4.1)
In order to find estimates for the above quantities, we first calculate the resolvent R(λ, A) and the resolvent set ρ(A) of the operator A. Given λ ∈ C and y g ∈ E we are looking for
Since f (0) = x, the second component of this identity is equivalent to
where ǫ λ (s) := e λs for s ∈ [−1, 0] and (A 0 , D(A 0 )) is the infinitesimal generator of the nilpotent left shift semigroup (T 0 (t)) t≥0 on L p ([−1, 0], X) whose spectrum is empty. Hence, x has to satisfy the equation
This leads to the following lemma (see also [6] and [17] ).
Lemma 4.1. For λ ∈ C we have λ ∈ ρ(A) if and only if λ ∈ ρ(A+Φ(ǫ λ ⊗Id)). Moreover, for λ ∈ ρ(A) the resolvent R(λ, A) is given by
Proof. Let λ ∈ ρ(A + Φ(ǫ λ ⊗ Id)). Then the matrix in (4.4) is a bounded operator from E to D(A) defining the inverse of (λ − A). Conversely, if λ ∈ ρ(A), then for every y g ∈ E there exists a unique x f ∈ D(A) such that (4.2) and (4.3) hold. In particular, for g = 0 and for every y ∈ X, there exists a unique x ∈ D(A) such that
This means that (λ
We now assume the well-posedness conditions from the previous section. In particular, we will assume that (A, D(A)) generates a strongly continuous semigroup on X, that p > 1 and that Φ satisfies the assumption (3.6) of 
for some δ ∈ (0, 1), then λ ∈ ρ(A + ∆) and
Proof of Theorem 4.2. Choose δ ∈ (0, 1) such that
.
We observe that Φ(ǫ λ ⊗ Id) is an analytic function and that the suprema of bounded analytic functions along vertical lines, ℜλ = c, decrease as c increases (see [3, Chapter 6 .4] for the details). For all λ ∈ C with ℜλ > α we obtain
Therefore, by Lemma 4.3, {ℜλ > α} ⊂ ρ (A + Φ(ǫ λ ⊗ Id)), and for all λ ∈ C with ℜλ > α we have
Hence, by Lemma 4.1 , {ℜλ > α} ⊂ ρ(A).
We show that R(λ, A) is bounded on this halfplane. We have shown above that R(λ, A + Φ(ǫ λ ⊗ Id)) is bounded. The operator A 0 generates the nilpotent left shift, so R(λ, A 0 ) is bounded on this right halfplane. The function Φ(ǫ λ ⊗ Id) is bounded, analytic and ΦR(λ, A 0 ) is continuous and bounded, since
for every λ with ℜλ > α and every f ∈ L p ([−1, 0], X). Therefore sup ℜλ>α R(λ, A) < ∞, and we conclude that s 0 (A) < α ≤ 0. Using Gearhart's theorem quoted above, this result can be improved for Hilbert spaces. 
Example 4.5. We consider the reaction diffusion equation with delay (see [26, Section The other expression, using that A is a normal operator on a Hilbert space (see [12, Section V.3.8] , can be computed as
where λ 1 is the first eigenvalue of the Laplacian. Thus the solutions decay exponentially if |c| < |λ 1 |.
We refer for example to [5, Chapter 6] for estimates on λ 1 and for further references. The same result holds for more general elliptic operators as considered in [5, Section 6.3].
Norm continuity
In this section, we show that if the operator (A, D(A)) in (DE) generates an immediately norm continuous semigroup on X, then, under an appropriate assumption, the operator matrix associated to the delay equation generates an eventually norm continuous semigroup on E. This fact is important for the study of the asymptotic behaviour of the solutions. For convenience, we repeat here the definitions from [7, Definition II.4.17] . A strongly continuous semigroup (T (t)) t≥0 on a Banach space Y is called eventually norm continuous, if there exists t 0 ≥ 0 such that the function t → T (t) is norm continuous from (t 0 , ∞) to L(Y ). The semigroup is called immediately norm continuous if t 0 can be chosen to be t 0 = 0.
Let (A, D(A)) be the generator of a strongly continuous semigroup (T (t)) t≥0 on a Banach space X and let C ∈ L((D(A), · A ), X). Moreover, let us assume that there exist ε > 0 and a function q : (0, ε) → R + such that lim tց0 q(t) = 0 and
for every x ∈ D(A) and every 0 < t < ε. Then we know from the perturbation theorem of Miyadera-Voigt that (A + C, D(A)) generates a strongly continuous semigroup (U(t)) t≥0 on X given by the Dyson-Phillips series
where V is the abstract Volterra operator defined in [7, Theorem III.3.14] converging uniformly on compact intervals of R + (see [7, Corollary III.3.15] ). For x ∈ D(A) we have
Theorem 5.1. If (T (t)) t≥0 is norm continuous for t > α and there exists n ∈ N such that V n T is norm continuous for t > 0, then the perturbed semigroup (U(t)) t≥0 is norm continuous for t > nα.
The proof is a straightforward generalization of [15, Theorem 6.1] . We refer to [19, Corollary 2.7] for the details. We now apply this result to the operator (A, D(A)) associated to the delay equation (DE) . As before, we will assume that (A, D(A)) generates a strongly continuous semigroup (S(t)) t≥0 on X and that the perturbation B satisfies the following condition being slightly stronger than condition (M). There exists q : R + −→ R + with lim t→0 + q(t) = 0 and
for all x f ∈ D(A 0 ) and t > 0. We then have that (A, D(A)) is a generator by Theorem 3.2. Moreover, from (3.7) it follows that all the cases in Examples 3.4 satisfy this condition. We recall that (A 0 , D(A 0 )) is the operator defined in (3.1) and (3.2) generating the strongly continuous semigroup (T 0 (t)) t≥0 given by (3.3).
Proposition 5.2. If (S(t)) t≥0 is immediately norm continuous, then (T 0 (t)) t≥0 is norm continuous for t ≥ 1.
Proof. Let t ≥ 1. Then T 0 (t) = 0 and S 0 (t) = S(t) 0 St 0 . So it suffices to show that the
which converges to 0 as s tends to t since (S(t)) t≥0 is immediately norm continuous and therefore uniformly norm continuous on compact intervals.
We are now ready to apply Theorem 5.1.
Proposition 5.3. If the semigroup (S(t)) t≥0 generated by (A, D(A)) is immediately norm continuous, then (T (t)) t≥0 is norm continuous for t ≥ 1.
The same result was already proved by a different technique, and for the special case Φ := Proof of Proposition 5.3. From Proposition 5.2, we have that (T 0 (t)) t≥0 is norm continuous for t ≥ 1. We now show that V T 0 is norm continuous for t ≥ 0. In fact, for t ≥ 0 and 
We prove norm continuity of both components separately. 1. Let t ≥ 0 and 1 > h > 0. Then we have
By condition (K), the Lebesgue dominated convergence theorem and by the immediate norm continuity of (S(t)) t≥0 , we have that
The proof for h → 0 − is analogous. Since D(A) is dense in E, the first component of V T 0 is immediately norm continuous. 2. To prove immediate norm continuity of the second component of V T 0 one proceeds in a similar way. We only have to use the norm continuity of the map t → S t , which was proved in Proposition 5.2. Hence, the map t → V T 0 (t) is norm continuous on R + and by Theorem 5.1 we have that (T (t)) t≥0 is norm continuous for t ≥ 1.
Using the stability results obtained in the previous section and the spectral mapping theorem for eventually norm continuous semigroups (see [7, Theorem IV.3.9] for the details), we can prove the following stability result. where c r ≤ |λ 1 | is a constant depending on r. To obtain estimate (5.4), we extend the result obtained for the Hilbert space case in two steps. Consider first the case r = 2. We know from Lemma 4.1 that σ(A), the spectrum of (A, D(A)), does not depend on p, and that s(A) = ω 0 (A) since by Proposition 5.3 (A, D(A)) generatates an eventually norm continuous semigroup on E. For p = 2 we had a condition to obtain exponential stability, i.e., ω 0 (A) < 0. Hence, as in the Hilbert space case, we obtain that the solutions decay exponentially if (5.4) holds.
For the general case E := L r (Ω) × L p ([−1, 0], L r (Ω)), we observe first that the operator (A, D(A)) has compact resolvent. From [7, Proposition 1.12(ii)] it follows that the operator (A + Φ(ǫ λ ⊗ Id), D(A)) has compact resolvent in X := L r (Ω) and thus its spectrum does not depend on r, see [1, Proposition 2.6] for the details. Using a spectral mapping argument as before, we obtain condition (5.4) for the exponential stability.
