A n o vel variable rate linear predictive coding LPC parameter quantization scheme is proposed in which linear prediction is done by using either the current forward LPC or previously decoded backward LPC speech b l o c ks. The proposed LPC quantization scheme was integrated into the FS1016 Federal Standard CELP coder. Signi cant LPC bit rate reduction is achieved without compromising the decoded speech quality.
Introduction
Linear prediction plays a central role in various low and intermediate bit rate speech coding algorithms 1 . Usually, a new set of linear predictive coding LPC coe cients is determined every 20 to 30 ms and, after quantization, transmitted to the decoder as side information. To reduce the degradation of the speech quality c a u s e d b y a direct quantization of LPC coe cients, Line Spectral Pairs LSP parameters are used for an indirect quantization and interpolation of predictor coe cients. Traditionally, scalar quantization of LSP coe cients was used. For example, in FS1016 Federal Standard Code Excited Linear Predictive CELP coder 2 a total of ten LSP coe cients are scalarly quantized to 34 bits-per-frame bpf. Since the predictor coe cients are updated every 30 ms, the side information required for transmitting LSP parameters needs 1133.3 bits-per-second BPS. The overall bit rate of FS1016 coder is 4.8 kBPS, so more than 23 of the required bandwidth is spent on transmission of LSP coe cients.
One possibility to reduce the bit rate spent on transmission of LPC coe cients is the application of vector quantization schemes instead of scalar quantization for quantization of LSP coe cients. By applying split VQ method, Paliwal and Atal 3 reported 24 bpf for quantization of LSP parameters and their results were superior to the 34 bpf scalar LSP quantizer used in FS1016.
In virtually all published CELP algorithms, predictor coe cients are determined based on the current speech frame by using the so-called forward linear prediction 4 . The disadvantages of forward linear prediction include: i exclusive transmission of predictor coe cients, increasing the required bandwidth; and ii extensive data bu ering, yielding a large coding delay. I n t h e L o w-Delay CELP coder G.728 5 , backward linear prediction is used to overcome these disadvantages. In this scheme, the predictor coe cients are determined by using previously decoded speech samples, available at both the encoder and decoder. The main advantages of the scheme are that neither bu ering of speech samples the overall coding delay b y the Low-Delay CELP coder is less than 2 ms compared to a 50 to 60 ms delay b y a c o n ventional CELP coder 5 , nor transmission of LPC parameters are needed. However, the quality o f f o r w ard linear prediction is usually superior to backward linear prediction 4 . In the Low-Delay CELP coder, in order to ensure high performance backward linear prediction, good waveform matching is needed, requiring the excitation sequences to be updated every 0.625 ms thus, the LPC coe cients are updated every 2.5 ms. This is about ten times faster than the conventional CELP coder, resulting in an undesirable increase of the bit rate to 16 kBPS.
As is well known, the speech signal is often slowly time-varying and nonstationary. The statistics between the current block and some temporally close previous blocks may often be similar, leading to close sets of predictor coe cients. A method termed Long History Quantization LHQ was proposed based on this idea see Xydeas and So 6 . By allowing previous blocks to be overlapped, the chance for statistical matching between the current b l o c k, and one of the so constructed temporally close previous blocks, will surely increase. By adapting the quantizer design to this new strategy, the global" statistical correlation of speech signals will be more thoroughly exploited and a signi cant bit rate decrease is expected. To exploit the advantages of both forward and backward linear prediction, we propose the following adaptive f o r w ard-backward coding scheme: A previously decoded and temporally close speech signal is segmented into overlapping blocks. If, and only if, the LPC coe cients calculated from one of those synthetic blocks is su ciently close" in some sense to the unquantized LPC coe cients calculated from the current s p e e c h block, the backward LPC scheme shall be applied, i.e., the LPC coe cients based on the previously decoded optimal speech block are used to encode the current b l o c k and only the time delay shall be transmitted to the decoder.
In this paper, logarithmical spectral distortion LSD measure is used to evaluate the similarity between two di erent sets of predictor coe cients. Depending on the LSD measure between the current and previous block, either forward or backward linear prediction is selected. In the case of forward linear prediction, a new set of predictor coe cients still needs to be transmitted. But, in the case of backward linear prediction, a signi cant reduction of the required bandwidth for transmission of LSP coe cients is attained because only the time index is to be transmitted. This leads to a variable rate coding scheme. By applying the proposed method to the FS1016 CELP coder, only about 10 of the required bandwidth would be used for transmission of predictor coe cients, resulting in a much l o wer average bit rate of 4.08 kBPS.
The organization of the paper is as follows. Section 2 introduces our quantization scheme of LSP coe cients. Performance evaluation of the new algorithm is given in Section 3. Conclusions and further research directions are given in Section 4.
2 Adaptive F orward-Backward Quantization of Predictor Coecients
As usual, the input speech is divided into non-overlapping blocks of L samples. For each block, the LPC coe cients are determined by using, e.g., the Levinson-Durbin algorithm. These LPC coe cients, i.e., a 1 , ..., a p , are optimal for the current s p e e c h block in the sense that the energy of the prediction residual signal is minimized. In traditional CELP coders, the LPC coe cients based solely on the current block are quantized by using either scalar or vector quantization scheme. In the following, we describe our adaptive forward-backward quantizer.
We start by de ning the adaptive forward-backward LPC codebook, which consists of S code vectors each h a ving p entries, where p represents the order of linear predictor. The ith code vector is determined by calculating LPC coe cients, i.e.,â i 1 , ...,â i p , based upon the previously decoded synthetic speech block y n,iK,L , y n,iK,L+1 , ..., y n,iK,1 that is available at both the encoder and decoder see Fig. 1 , where L is the length of the LPC block and K is the time delay unit chosen to be equal to the length of the sub-block, i.e., K = N.
We then use logarithmical spectral distortion LSD measure to evaluate the similarity b e t ween the previous and current set of LPC coe cients de ned above , a r e used in speech coding and only the index to the adaptive LPC codebook needs to be transmitted to the decoder. An additional ag bit is required to notify the decoder whether forward or backward linear prediction is applied at the encoder.
The application of the proposed algorithm slightly increases the computational complexity a t both the encoder and decoder. At the encoder, the increase in computational complexity i s t wo-fold. First, for every new block, the code vectors in the adaptive LPC codebook need to be updated by the use of the newly decoded synthetic speech samples. However, each time, only L=K = 4 code vectors which i n volve the most recently determined synthetic speech samples need to be calculated and added to the adaptive LPC codebook to replace the oldest code vectors see Fig. 1 . Second, the optimal code vector, which has the smallest LSD, needs to be selected from the adaptive L P C codebook. However, the computational complexity raised by the proposed algorithm at the encoder is negligible compared to the closed-loop excitation sequence generation of the CELP algorithm. This is because i each time only the four newest LPC code vectors are calculated to replace the four oldest ones and ii instead of the LSD measure we h a ve used the computationally less expensive COSH measure 7 , which is an upper bound of the LSD measure. At the decoder, if backward linear prediction is applied, the LPC coe cients are determined based on the previously decoded speech samples y n,indexK,L , y n,indexK,L+1 , ..., y n,indexK,1 .
The adaptive f o r w ard-backward quantization of the LPC coe cients is summarized as follows. At the encoder:
Step 1. Calculate the LPC coe cients, i.e., a 1 , ..., a p , based on the current s p e e c h block.
Step 2. Update the adaptive LPC codebook by replacing the L=K = 4 oldest code vectors by the four newest ones, i.e.,â Step 3. Calculate the logarithmical spectral distortion measure for each c o d e v ector in the adaptive LPC codebook. Instead of directly calculating the LSD measure by using expressions 1 and 2, use the COSH measure.
Step 4. Select the code vector from the adaptive LPC codebook that has the minimal spectral Step 1 are used for coding the current s p e e c h block and, after scalar or vector quantization, transmitted to the decoder. The ag bit is set to 1 to inform the decoder that forward linear prediction is applied at the decoder.
Step 7. Encode the speech b y using the LPC coe cients calculated for the current s p e e c h b l o c k in either Step 1 or Step 4.
At the decoder:
Step 1. If backward linear prediction is applied at the encoder the received ag bit is 0, determine the LPC coe cients based on the previously decoded speech samples y n,indexK,L , y n,indexK,L+1 , ..., y n,indexK,1 . Go to Step 3.
Step 2. If the ag bit shows that forward linear prediction is applied at the encoder, receive the current LPC coe cients.
Step 3. Decode the speech b y using the LPC coe cients determined in either Step 1 or Step 2.
Performance Evaluation
Extensive computer experiments are conducted to evaluate both the objective and subjective performance of the proposed algorithm. The speech database used for objective performance evaluation contains 600 seconds of speech s p o k en by both male and female speakers 8 . Subjective performance evaluation is done on eight sentences spoken by both male and female speakers. We used segmental signal-to-noise ratio segSNR and logarithmical spectral distortion to evaluate the objective performance of the proposed algorithm. Other objective performance measures are the bandwidth used for transmitting predictor coe cients, the resulting overall bit rate of the coder, and the percentage of the bandwidth used for transmitting LSP coe cients.
Experiments are conducted by i n tegrating the proposed adaptive forward-backward LSP quantization scheme into the FS1016 Federal Standard CELP coder 2 . Performance evaluation is done by v arying the size of the adaptive LPC codebook S, the block length L, and the threshold T. Fig.   2 shows the distribution of the codebook indices to be sent when the adaptive LPC codebook has S = 6 4 e n tries. In most cases, the LPC coe cients based on several of the most recently decoded speech blocks are more likely to be selected. This implies that the adaptive LPC codebook should consist of a relatively small number of code vectors. Thus, the size of the adaptive LPC codebook varies from S = 1 0 bit is required to specify the time delay to S = 128. Increasing the size of the adaptive LPC codebook for a given threshold T increases the frequency of applying backward LPC analysis versus forward LPC analysis see Fig. 4 resulting in reduction of bandwidth used for transmission of LPC coe cients. However, it also increases the spectral distortion see Fig.  3 . Fig. 5 and 6 show the LSD and segSNR as the average LPC bit rate changes. In terms of the LSD measure, codebooks with a large number of entries are preferable since for a given bit rate an adaptive LPC codebook with S = 1 2 8 e n tries gives the smallest spectral distortion and an adaptive LPC codebook with S = 1 e n tries gives the largest spectral distortion see Fig. 5 . In terms of segSNR, an adaptive LPC codebook with S = 1 code vector performs the best. Adaptive LPC codebooks with S 2 e n tries have similar performance. Since, at low bit rates, LSD measure is a more meaningful measure of the decoded speech quality than the segSNR, the adaptive L P C codebook should contain from S = 1 6 t o S = 1 2 8 e n tries. On the other hand, adaptive L P C codebooks with S 128 are impractical due to computational complexity.
Block lengths of both 30 ms and 20 ms are used, which correspond to L = 240 and L = 1 6 0 samples, respectively, when the sampling rate is f s = 8 kHz. As is well known, the performance of the CELP coding technique depends on the block length. As a matter of fact, both the segSNR and the decoded speech quality i m p r o ve as the coder parameters are updated more frequently. The results shown in Table 1 and Table 2 show 1 1.5 dB improvement in the segSNR when the block length is reduced from 30 ms to 20 ms.
The threshold varies from T = 3 dB to T = 6 dB in 0.5 dB increments. As the threshold increases, more spectral distortion is tolerated resulting in the reduction of bandwidth used for transmitting LSP coe cients see Table 1 , Table 2 , and Fig. 4 . It is clear that T ! 1 corresponds to the case when exclusively backward linear prediction is applied and T = 0 corresponds to the case when solely forward linear prediction is used. Since exclusive application of backward linear prediction results in unacceptably low speech quality, this case is not considered any more. In the following, forward linear prediction T = 0 s e r v es as a baseline to evaluate the performance of the proposed adaptive forward-backward quantization scheme of the predictor coe cients.
The results of objective performance evaluation are shown in Tables 1 and 2 The test sentence and the threshold were randomly selected, so it is possible that listeners had to compare the same decoded sentences more than once. The results are summarized in Tables 3 and   4. Table 3 shows for each g i v en sentence and threshold T, in what percentage of cases listeners preferred the decoded results obtained by FS1016 CELP coder, the proposed adaptive f o r w ardbackward quantization scheme, or judged that the two decoded sentences are indistinguishable. Table 4 summarizes the results of the subjective listening tests over the eight s e n tences. In all the cases, listeners judged that the decoded sentences obtained by FS1016 CELP and adaptive forward-backward quantization have the same subjective quality. As a result, we can state that the decoded speech obtained by the application of the proposed adaptive f o r w ard-backward LPC quantization scheme is statistically indistinguishable from the decoded speech generated by the FS1016 CELP coder. Thus, substantial bit rate reduction is achieved without compromising the decoded speech quality.
Finally, Fig. 7 shows the comparison of the proposed adaptive f o r w ard-backward quantization scheme with long history quantization LHQ 6 . The proposed quantization scheme slightly outperforms LHQ. Another advantage of the proposed quantization scheme over LHQ is that the order of linear prediction can be higher when backward linear prediction is applied. Applying p = 12 order backward LPC analysis increases the segSNR by 0.2 dB.
Integrating the proposed adaptive forward-backward quantization scheme of predictor coefcients into the FS1016 Federal Standard CELP coder results in a signi cant reduction of the bandwidth required for transmitting LSP coe cients from 34 bpf 1133 BPS to 12.4 bpf 413 BPS maintaining high decoded speech quality. This means that the overall bit rate of the coder is reduced from 4.8 kBPS to 4.08 kBPS. As shown in Table 2 , 10.1 of the overall bit rate is spent on transmission of predictor coe cients compared to 23.6 of the traditional FS1016 CELP coder.
Conclusions and Further Research Directions
In this paper, we h a ve i n troduced an adaptive forward-backward LSP quantization scheme. The proposed variable rate quantization technique adapts to the local statistics of the signal resulting in a signi cant reduction of bandwidth required for transmitting LSP coe cients. The algorithm has been integrated into the FS1016 Federal Standard CELP coder. Extensive computer experiments showed that the bandwidth required for transmission of predictor coe cients was reduced by a factor of 2.7 with less then 1 dB drop in the segmental SNR and virtually no degradation in the perceived speech quality. Currently, w e are combining the adaptive f o r w ard-backward quantization scheme with vector quantization. As our primary interest is to apply the proposed quantization scheme to mobile communication, special emphasis will be placed on investigation of the e ects of channel errors and or lost packets. The LPC coe cients were sent 677 times 31, the codebook index was sent 1498 times 69. Figure 7 . Average LSD introduced at di erent bit rates by adaptive forward-backward quantization scheme and long history quantization, when S = 16, and L = 160.
