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0 Maximal Function Characterizations of Hardy Spaces on R
n
with Pointwise Variable Anisotropy
Aiting Wang, Wenhua Wang, Xinping Wang and Baode Li∗
Abstract In 2011, Dekel et al. developed highly geometric Hardy spaces Hp(Θ),
for the full range 0 < p ≤ 1, which are constructed by continuous multi-level ellipsoid
covers Θ of Rn with high anisotropy in the sense that the ellipsoids can change shape
rapidly from point to point and from level to level. In this article, if the cover Θ is
pointwise continuous, then the authors further obtain some real-variable characteriza-
tions of Hp(Θ) in terms of the radial, the non-tangential and the tangential maximal
functions, which generalize the known results on the anisotropic Hardy spaces of
Bownik.
1 Introduction
As a generalization of the classical isotropic Hardy spaces Hp(Rn) [10], anisotropic Hardy
spaces HpA(R
n) were introduced and investigated by Bownik [3] in 2003. These spaces were
defined on Rn associated with a fixed expansive matrix which act on ellipsoid instead of
the Euclidean balls. In [1, 2, 5, 11, 14, 15], many authors also studied Bownik’s anisotropic
Hardy spaces. In 2011, Dekel et al. further [9] generalized Bownik’s spaces by constructing
Hardy spaces with pointwise variable anisotropy Hp(Θ), 0 < p ≤ 1, associated with an
ellipsoid cover Θ. The anisotropy in Bownik’s Hardy spaces is the same one in each point
in Rn, while the anisotropy in Hp(Θ) can change rapidly from point to point and from
level to level. Moreover, the ellipsoid cover Θ is a very general setting which includes the
classical isotropic setting, non-isotropic setting of Caldero´n and Torchinsky [6] and the
anisotropic setting of Bownik [3] as special cases, see more details in [3, pp. 2-3] and [8,
p. 157].
On the other hand, maximal function characterizations are very fundamental charac-
terizations of Hardy spaces and they are crucial to conveniently apply the real-variable
theory of Hardy spaces Hp(Rn) with p ∈ (0, 1]. Maximal functions characterizations was
first shown for the classical isotropic Hardy spaces Hp(Rn) by Fefferman and Stein in
their fundamental work [10], [12, Chapter III]. Analogous results were shown by Caldero´n
and Torchinsky [6, 7] for parabolic Hp spaces and Uchiyama [13] for Hp on the space of
homogeneous type. In 2003, Bownik [3, p.42] obtained the maximal function characteri-
zations of the anisotropic Hardy space HpA(R
n). Motivated by the above mentioned facts,
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a natural question arises: Do anisotropic Hardy spaces Hp(Θ) have maximal function
characterizations ? In this article, we shall answer the problem affirmatively.
This article is organized as follows.
In Section 2, we recall some notation and definitions concerning anisotropic continuous
ellipsoid cover Θ, several maximal functions, anisotropic Hardy spaces Hp(Θ) defined
via the grand radial maximal function. We also give some propositions about Hp(Θ),
several classes of variable anisotropic maximal functions and Schwartz functions since
they provide tools for further work. In Section 3, we first state main result: if ellipsoid
cover Θ is pointwise continuous (see Definition 2.1), we may obtain some real-variable
characterizations of Hp(Θ) in terms of the radial, the non-tangential and the tangential
maximal functions (see Theorem 3.1). Then we present several lemmas which are isotropic
extensions in the setting of variable anisotropy and finally we show the proof of main result.
It is worth pointing out that the pointwise continuity for cover Θ is added, and this
makes the ellipsoids impossible to change rapidly from point to point. However, in the
process of proving main result, this assumption is necessary for us to obtain the following
result:
{x ∈ Rn : F ∗ t0l (x) > λ} is open for any λ > 0 (see Proposition 2.12).
Moreover, to obtain the atomic decompositions of Hp(Θ), Dekel, Petrushev and Weissblat
also use the following result without proof (see [9, p. 1080]):
{x ∈ Rn :M0f(x) > λ} is open for any λ > 0, (1.1)
where M0f is the grand radial maximal operator of distribution f in Hp(Θ) ∩ L1(Rn).
We can only cover the gap under the pointwise continuity for cover Θ (see Proposition
2.6) as well. Furthermore, the pointwise continuity of Θ is also a mute assumption which
holds automatically in the classical isotropic setting, non-isotropic setting of Caldero´n
and Torchinsky [6] and the anisotropic setting of Bownik [3]; see more details in [8, p. 157,
Examples].
Finally, we make some conventions on notation. Let N0 := {0, 1, 2, . . .}. For any
α := (α1, . . . , αn) ∈ N
n
0 , |α| := α1 + · · · + αn and ∂
α := ( ∂∂x1 )
α1 · · · ( ∂∂xn )
αn . Throughout
the whole paper, we denote by C a positive constant which is independent of the main
parameters, but it may vary from line to line. For any sets E, F ⊂ Rn, we use E∁ to
denote the set Rn \ E. If there are no special instructions, any space X (Rn) is denoted
simply by X . Denote by S the space of all Schwartz functions, S ′ the space of all tempered
distributions.
2 Preliminary and Some Basic Propositions
In this section, we first recall the notion of continuous ellipsoid covers Θ and we introduce
the pointwise continuity for Θ. An ellipsoid ξ in Rn is an image of the Euclidean unit ball
B
n := {x ∈ Rn : |x| < 1} under an affine transform, i.e.
ξ := Mξ(B
n) + cξ ,
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where Mξ is a nonsingular matrix and cξ ∈ R
n is the center.
Let us begin with the definition of continuous ellipsoid covers, which was introduced in
[8, Definition 2.4].
Definition 2.1. We say that
Θ := {θ(x, t) : x ∈ Rn, t ∈ R}
is a continuous ellipsoid cover of Rn, or shortly an ellipsoid cover, if there exist positive
constants p(Θ) := {a1, . . . , a6}, such that:
(i) For every x ∈ Rn and t ∈ R, there exists an ellipsoid θ(x, t) := Mx, t(B
n) + x
satisfying
a12
−t ≤ |θ(x, t)| ≤ a22
−t. (2.1)
(ii) Intersecting ellipsoids from Θ satisfy a “shape condition”, i.e., for any x, y ∈ Rn,
t ∈ R and s ≥ 0, if θ(x, t) ∩ θ(y, t+ s) 6= ∅, then
a32
−a4s ≤
1
‖(My, t+s)−1Mx, t‖
≤ ‖(Mx, t)
−1My, t+s‖ ≤ a52
−a6s. (2.2)
Here, ‖ · ‖ is the matrix norm given by ‖M‖ := max|x|=1 |Mx| for an n×n real matrix M .
Moreover, for ellipsoid cover Θ, we say Θ is pointwise continuous, if, for any x, x′ ∈ Rn
and t ∈ R,
‖Mx′,t −Mx,t‖ → 0 as x
′ → x. (2.3)
Remark 2.2. Here we remark that the pointwise continuity of Θ guarantees that, for any
x, x′ ∈ Rn and t ∈ R,
θ(x′, t)→ θ(x, t) as x′ → x,
i.e., for any y ∈ Bn, x′ +Mx′,ty → x+Mx,ty as x
′ → x.
Taking My, t+s = Mx, t in (2.2), we have
a3 ≤ 1 and a5 ≥ 1. (2.4)
More properties about ellipsoid covers, see [8, 9].
For any N, N˜ ∈ N0 with N ≤ N˜ , let
SN, N˜ :=
{
ψ ∈ S : ‖ψ‖S
N, N˜
:= max
α∈Nn
0
, |α|≤N
sup
y∈Rn
(1 + |y|)N˜ |∂αψ(y)| ≤ 1
}
Let Θ be an ellipsoid cover. For any ϕ ∈ S, x ∈ Rn, t ∈ R and θ(x, t) = Mx, t(B
n) + x,
denote
ϕx, t(y) :=
∣∣det(M−1x,t )∣∣ϕ(M−1x, ty), y ∈ Rn.
Now, we give the notions of anisotropic variants of the non-tangential, the grand non-
tangential, the radial, the grand radial and the tangential maximal functions.
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Definition 2.3. Let f ∈ S ′, ϕ ∈ S and N, N˜ ∈ N0 with N ≤ N˜ . We define the non-
tangential, the grand non-tangential, the radial, the rand radial and the tangential maximal
functions, respectively as
Mϕf(x) := sup
t∈R
sup
y∈θ(x, t)
|f ∗ ϕx, t(y)|, x ∈ R
n,
M
N, N˜
f(x) := sup
ϕ∈S
N, N˜
Mϕf(x), x ∈ R
n.
M0ϕf(x) := sup
t∈R
|f ∗ ϕx, t(x)|, x ∈ R
n,
M0
N, N˜
f(x) := sup
ϕ∈S
N, N˜
M◦ϕf(x), x ∈ R
n.
TNϕ f(x) := sup
t∈R
sup
y∈Rn
|f ∗ ϕx, t(y)|
(
1 +
∣∣M−1x, t(x− y)∣∣)−N , x ∈ Rn.
Remark 2.4. It is immediate that we have the following pointwise estimate among the
radial, the non-tangential and the tangential maximal functions:
M0ϕf(x) ≤Mϕf(x) ≤ 2
N TNϕ f(x), x ∈ R
n.
Next, we recall the definition of Hardy spaces with pointwise variable anisotropy [9,
Definition 3.6] via the grand radial maximal function.
Let Θ be an ellipsoid cover of Rn with parameters p(Θ) = {a1, · · · , a6} and 0 < p ≤ 1.
We define Np(Θ) as the minimal integer satisfying
Np := Np(Θ) >
max(1, a4)n+ 1
a6p
, (2.5)
and then N˜p(Θ) as the minimal integer satisfying
N˜p := N˜p(Θ) >
a4Np(Θ) + 1
a6
. (2.6)
Definition 2.5. Let Θ be an ellipsoid cover and 0 < p ≤ 1. Define M0 := M0
Np,N˜p
and
the anisotropic Hardy space is defined as
Hp
Np, N˜p
(Θ) := {f ∈ S ′ : M0f ∈ Lp}
with the (quasi-)norm ‖f‖Hp(Θ) := ‖M
0f‖Lp .
The gap (1.1) appeared in the proof of the atomic decomposition of Hp(Θ) from Dekel,
Petrushev and Weissblat can be covered by the following Proposition 2.6.
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Proposition 2.6. Let Θ be an ellipsoid cover which is pointwise continuous. For any
q ∈ [1, ∞), f ∈ Lq ∩Hp(Θ) and λ > 0, the set
Ω := {x ∈ Rn : M0f(x) > λ}
is open.
Proof. For any x, x′, y ∈ Rn, t ∈ R, by (2.3), we have
|(x−Mx, ty)− (x
′ −Mx′, ty)| ≤ |x− x
′|+ ‖Mx, t −Mx′, t‖|y| → 0 as x
′ → x.
From this, ϕ ∈ S(Rn), Ho¨lder’s inequality and the continuity of the Lq-integral of f ,
q ∈ [1,∞), it follows that
|f ∗ ϕx,t(x)− f ∗ ϕx′,t(x
′)| (2.7)
≤
∫
Rn
|f(x−Mx,ty)− f(x
′ −Mx′,ty)||ϕ(y)|dy
≤
∥∥f(x−Mx,t·)− f(x′ −Mx′,t·)∥∥Lq ‖ϕ‖Lq′ → 0 as x′ → x,
where q′ is the conjugate index of q, namely, 1/q + 1/q′ = 1.
For any x ∈ Ω, there exist t0 ∈ R and ϕ ∈ SN,N˜ such that
|f ∗ ϕx, t0(x)| > λ.
By this and (2.7), we know that there exists ǫ > 0 such that for any x′ ∈ B(x, ǫ) := {x ∈
R
n : |x| < ǫ},
|f ∗ ϕx′,t0(x
′)| > λ,
which implies that M◦f(x′) > λ and hence Ω is open.
Proposition 2.7. Let Θ be an ellipsoid cover which is pointwise continuous, 0 < p ≤ 1 ≤
q ≤ ∞, p < q and l ≥ Np with Np as in (2.5). If N ≥ Np and N˜ ≥ (a4N + 1)/a6, then
Hp
Np, N˜p
(Θ) = Hpq, l(Θ) = H
p
N, N˜
(Θ)
with equivalent (quasi-)norms, where Hpq, l(Θ) denotes the atomic Hardy space with point-
wise variable anisotropy; see [9, Definition 4.2].
Proof. This proposition is a corollary of [9, Theorems 4.4 and 4.19]. Indeed, by Definition
2.5, we obtain that, for any N ≥ Np and N˜ ≥ (a4N + 1)/a6,
Hp
Np, N˜p
(Θ) ⊆ Hp
N, N˜
(Θ).
Combining this and Hpq, l(Θ) ⊆ H
p
Np, N˜p
(Θ) (see [9, Theorem 4.4]), we obtain
Hpq, l(Θ) ⊆ H
p
N, N˜
(Θ). (2.8)
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By checking the definition of anisotropic (p, q, l)-atom (see [9, Definition 4.1]), we know
that every (p, ∞, l)-atom is also a (p, q, l)-atom and hence
Hp∞, l(Θ) ⊆ H
p
q, l(Θ).
Let l′ ≥ max(l, N). By a similar argument to the proof of [9, Theorem 4.19] with the fact
that Ω is open for any f ∈ Hp(Θ) ∩ L1 (see Proposition 2.6), we obtain
Hp
N, N˜
(Θ) ⊆ Hp∞, l′(Θ),
where N ≥ Np and N˜ ≥ (a4N + 1)/a6. Thus,
Hp
N, N˜
(Θ) ⊆ Hp∞, l′(Θ) ⊆ H
p
∞, l(Θ) ⊆ H
p
q, l(Θ). (2.9)
Combining (2.8) and (2.9), we conclude that
Hp
Np, N˜p
(Θ) = Hpq, l(Θ) = H
p
N, N˜
(Θ)
with equivalent (quasi-)norms.
Remark 2.8. From Proposition 2.7, we deduce that, for any integers N ≥ Np and N˜ ≥
(a4N + 1)/a6, the definition of H
p
N, N˜
(Θ) is independent of N and N˜ . Therefore, from
now on, we denote Hp
N, N˜
(Θ) with N ≥ Np and N˜ ≥ (a4N + 1)/a6 simply by H
p(Θ).
Proposition 2.9. [9, Lemma 2.3] Let Θ be an ellipsoid cover. Then there exists a constant
J := J(p(Θ)) ≥ 1 such that for any x ∈ Rn and t ∈ R,
2Mx, t(B) + x ⊂ θ(x, t− J).
Here and hereafter, let J always be as in Proposition 2.9.
Definition 2.10. [9, Definition 3.1] Let Θ be an ellipsoid cover. For any locally integrable
function f , maximal function of Hardy-Littlewood type of f is defined by
MΘf(x) := sup
t∈R
1
|θ(x, t)|
∫
θ(x,t)
|f(y)| dy, x ∈ Rn.
Proposition 2.11. [9, Theorem 3.3] Let Θ be an ellipsoid cover. Then
(i) there exists a constant C depending only on p(Θ) and n such that for all f ∈ L1 and
α > 0,
|{x : MΘf(x) > α}| ≤ Cα
−1‖f‖L1 ; (2.10)
(ii) for 1 < p < ∞ there exists a constant Cp depending only on C and p such that for
all f ∈ Lp,
‖MΘf‖Lp ≤ Cp‖f‖Lp . (2.11)
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We give some useful results about variable anisotropic maximal functions with different
apertures. They also play important roles to obtain the maximal function characterizations
of Hp(Θ). Suppose that F : Rn × R → [0, ∞) is an arbitrary function. In our case F is
going to be (at least) Lebesgue measurable. For fixed l ∈ Z and t0 < 0 define the maximal
function of F with aperture l as
F ∗ t0l (x) := sup
t≥t0
sup
y∈θ(x, t−lJ)
F (y, t). (2.12)
Proposition 2.12. For any l ∈ Z and t0 < 0, let F
∗ t0
l be as in (2.12). If the ellipsoid
cover Θ is pointwise continuous, then F ∗ t0l : R
n → [0,∞] is lower semicontinuous, i.e.,
{x ∈ Rn : F ∗ t0l (x) > λ} is open for any λ > 0.
Proof. If F ∗ t0l (x) > λ for some x ∈ R
n, i.e., there exist t ≥ t0 and y ∈ θ(x, t − lJ) so
that F (y, t) > λ. Since θ(x, t) is continuous for variable x (see Remark 2.2), there is a
sufficiently small neighborhood of x so that y ∈ θ(x′, t− lJ) for any x′ in the sufficiently
small neighborhood of x, which implies F ∗ t0l (x
′) > λ. Thus, {x ∈ Rn : F ∗ t0l (x) > λ} is
open.
By Proposition 2.12, we obtain that {x ∈ Rn : F ∗ t0l (x) > λ} is Lebesgue measurable.
Based on this and inspired by [3, Lemma 7.2], the following Proposition 2.13 shows some
estimates for maximal function F ∗ t0l .
Proposition 2.13. Let E be a Lebesgue measurable set in Rn and Θ an ellipsoid cover
which is pointwise continuous. Then there exists a constant C > 0 which depends on
parameters p(Θ) such that for any function F: Rn×R→ [0, ∞), λ > 0, integers l, l′ with
l ≥ l′ and t0 < 0, we have∣∣{x ∈ E : F ∗ t0l (x) > λ}∣∣ ≤ C2(l−l′)J ∣∣{x ∈ E : F ∗ t0l′ (x) > λ}∣∣ (2.13)
and ∫
E
F ∗ t0l (x) dx ≤ C2
(l−l′)J
∫
E
F ∗ t0l′ (x) dx. (2.14)
Proof. Let Ω := {x ∈ E : F ∗ t0l′ (x) > λ}. We claim that{
x ∈ E : F ∗ t0l (x) > λ
}
⊂
{
x ∈ Rn : MΘ(χΩ)(x) ≥ C12
(l′−l)J
}
, (2.15)
where C1 is a positive constant to be fixed later. Assuming the claim holds for the moment,
from this and weak type (1,1) of MΘ (see (2.10)), we deduce∣∣{x ∈ E : F ∗ t0l (x) > λ}∣∣ ≤ ∣∣∣{x ∈ Rn :MΘ(χΩ)(x) ≥ C12(l′−l)J}∣∣∣
≤ C−11 2
(l−l′)J‖χΩ‖L1 ≤ C2
(l−l′)J |Ω|
and hence (2.13) holds true, where C := 1/C1. Furthermore, integrating (2.13) on (0, ∞)
with respect to λ yields (2.14). Therefore, it remains to show (2.15).
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Suppose F ∗ t0l (x) > λ for some x ∈ E. Then there exist t with t ≥ t0 and y ∈ θ(x, t−lJ)
such that F (y, t) > λ. For any l, l′ ∈ Z and l ≥ l′, we first prove that the following holds
true:
a5
−1 θ(y, t− l′J) ⊆ θ(x, t− (l + 1)J) ∩Ω. (2.16)
For any z ∈ a5
−1 θ(y, t− l′J), by (2.4), we have z ∈ θ(y, t− l′J) and hence
θ(z, t− l′J) ∩ θ(y, t− l′J) 6= ∅.
Thus, by (2.2), we have ∥∥∥M−1z, t−l′J My, t−l′J∥∥∥ ≤ a5.
From this, it follows that
a5
−1M−1z, t−l′J My, t−l′J(B
n) ⊆ Bn
and hence
a5
−1My, t−l′J(B
n) ⊆Mz, t−l′J(B
n).
By this and y ∈ a−15 My, t−l′J(B
n)+z, we obtain y ∈ θ(z, t−l′J). From this and F (y, t) > λ
with t ≥ t0, we deduce that F
∗ t0
l′ (z) > λ and hence z ∈ Ω, which implies
a−15 θ(y, t− l
′J) ⊆ Ω. (2.17)
Besides, by y ∈ θ(x, t− lJ), (2.2) and l ≥ l′, we have∥∥∥M−1x, t−lJ My, t−l′J∥∥∥ ≤ a52−a6(l−l′)J ≤ a5.
From this, it follows that
a5
−1M−1x, t−lJ My, t−l′J(B
n) ⊆ Bn
and hence
a5
−1My, t−l′J(B
n) ⊆Mx, t−lJ (B
n).
By this, (2.4), y ∈ θ(x, t− lJ) and Proposition 2.9, we obtain
a5
−1My, t−l′J(B
n) + y ⊆ 2Mx, t−lJ(B
n) + x ⊆ θ(x, t− (l + 1)J).
From this and (2.17), we deduce that (2.16) holds true.
Next, let’s prove (2.15). By (2.16) and (2.1), we obtain
|θ(x, t− (l + 1)J) ∩ Ω| ≥ (a5)
−n|θ(y, t− l′J)| (2.18)
≥
a1
(a5)n
2l
′J−t.
Taking b0 := t− (l + 1)J , by (2.1) and (2.18), we have
1
|θ(x, b0)|
∫
θ(x, b0)
|χΩ(y)|dy ≥ a2
−12b0 |θ(x, b0) ∩ Ω| ≥
a1
(a5)na2
2(l
′−l−1)J ,
which implies MΘ(χΩ)(x) ≥ C22
(l′−l)J and hence (2.15) holds true, where
C1 := 2
−Ja1/[(a5)
na2].
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The following result enables us to pass from one function in S to the sum of dilates of
another function in S with nonzero mean, which is a variable anisotropic extension of [12,
p. 93, Lemma 2] of Stein and [3, Lemma 7.3 ] of Bownik.
Proposition 2.14. Suppose Θ is an ellipsoid cover, ϕ ∈ S and
∫
Rn
ϕ(x) dx 6= 0. For
every ψ ∈ S, x ∈ Rn and t ∈ R there exists a sequence of test functions {ηk}∞k=0, η
k ∈ S
such that
ψ(ξ) =
∞∑
k=0
ηk ∗ ϕ˜k(ξ) converges in S, (2.19)
where ϕ˜k(ξ) := ϕx, tk (ξ) := 2
kJϕ(M−1k Mx,tξ). Here and hereafter, for any θ(x, t + kJ) =
x+Mx,t+kJ(B
n) ∈ Θ, we denote Mk := Mx,t+kJ .
Furthermore, for any positive integers L, N, N˜ and N˜ ≥ N , there exist integers M ≥
N +2(n+1), M˜ ≥ max{N˜ +2(n+1)+L(⌊1/(a6J)⌋+1), M} and constant C (depending
on L, N , N˜ and parameters p(Θ), but independent of the choice of ψ) such that
‖ηk‖S
N, N˜
≤ C2−kL‖ψ‖S
M, M˜
. (2.20)
Proof. The proof is divided into 3 steps since it is a little complicated.
Step 1. Show (2.19) holds pointwise everywhere. By scaling of ϕ and Bn we can assume
that
∫
Rn
ϕ(x)dx = 1 and |ϕ̂(ξ)| ≥ 1/2 for ξ ∈ 2a5B
n. Consider a infinitely differentiable
function ζ such that ζ ≡ 1 on Bn and supp ζ ⊂ 2Bn. Fix x ∈ Rn and t ∈ R. Define a
sequence of functions {ζk}
∞
k=0, where ζ0 := ζ,
ζk(ξ) := ζ
(
MTk (M
T
x,t)
−1 ξ
)
− ζ
(
MTk−1(M
T
x,t)
−1ξ
)
for k ≥ 1, ξ ∈ Rn,
whereMT denotes the transposed matrix ofM . By ‖M‖ = ‖MT ‖ and (2.2), for any given
ξ ∈ Rn, we obtain∣∣MTk (MTx,t)−1 ξ∣∣ ≤ ∥∥MTk (MTx,t)−1∥∥ |ξ| ≤ a52−a6kJ |ξ| → 0 as k →∞.
From this, we deduce that, for any ξ ∈ Rn, there exists k large enough such that
MTk (M
T
x,t)
−1 ξ ∈ Bn. By this, we have
∞∑
k=0
ζk(ξ) = 1, ξ ∈ R
n.
Thus,
ψ̂(ξ) =
∞∑
k=0
ζk(ξ)
ϕ̂
(
MTk (M
T
x,t)
−1 ξ
) ψ̂(ξ)ϕ̂ (MTk (MTx,t)−1 ξ).
For k ∈ N0 define η
k by
η̂k(ξ) :=
ζk(ξ)
ϕ̂
(
MTk (M
T
x,t)
−1 ξ
) ψ̂(ξ).
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By ϕ̂(MTk (M
T
x,t)
−1 ξ) = ̂˜ϕk(ξ) and the choice of {ηk}∞k=0 , we know that (2.19) holds true
pointwise everywhere.
Step 2. Prove (2.19) holds in S. We first claim that for any positive integers N , N˜ ∈ N0
and N˜ ≥ N , there exists a constant C > 0 so that
sup
x∈Rn
sup
t∈R
‖ηk ∗ ϕ˜k‖S
N,N˜
≤ C‖ϕ‖S
N+n+1,N˜+n+1
‖ηk‖S
N,N˜
. (2.21)
Indeed, for any multi-index α, |α| ≤ N , k ∈ N0, and x, ξ ∈ R
n, by (2.2), we have
(1 + |ξ|)N˜ |∂α(ηk ∗ ϕ˜k)(ξ)| = (1 + |ξ|)N˜ |
(
∂αηk ∗ ϕ˜k
)
(ξ)|
≤
∫
Rn
(1 + |ξ − y|)N˜
∣∣∣∂αηk(ξ − y)∣∣∣ (1 + |y|)N˜ ∣∣∣ϕ˜k(y)∣∣∣ dy
≤ 2kJ
∥∥∥ηk∥∥∥
S
N,N˜
‖ϕ‖S
N+n+1,N˜+n+1
×
∫
Rn
(
1 +
∥∥M−1x,tMk∥∥ ∣∣M−1k Mx,ty∣∣)N˜ (1 + ∣∣M−1k Mx,ty∣∣)−(N˜+n+1) dy
≤ (a5)
N˜2kJ
∥∥∥ηk∥∥∥
S
N,N˜
‖ϕ‖S
N+n+1,N˜+n+1
∫
Rn
(1 +
∣∣M−1k Mx,ty∣∣)−(n+1)dy
≤ C‖ϕ‖S
N+n+1,N˜+n+1
∥∥∥ηk∥∥∥
S
N,N˜
,
which implies (2.21) holds true.
Now, by Step 1, (2.21) and (2.20), we may obtain that the convergence of the series
(2.19) is in S. Therefore, it remains to show (2.20).
Step 3. Show (2.20). Firstly, we claim that, for any η ∈ S, positive integers N, N ′
and N ′ ≥ N , there exists a constant C > 0 such that
‖η̂‖SN,N′ ≤ C‖η‖SN+n+1, N′+n+1 . (2.22)
Indeed, for any multi-indices |α|, |β| ≤ N , we have
(2πi)|β|ξβ∂αη̂(ξ) = (−2πi)|α|
∫
Rn
∂β [xαη(x)] e−2pii〈x,ξ〉dx.
Hence, by multiplying and dividing the right hand side by (1 + |x|)n+1, we have∣∣∣ξβ∂αη̂(ξ)∣∣∣ ≤ (2π)|α|−|β| sup
x∈Rn
(1 + |x|)n+1
∣∣∣∂β [xαη(x)]∣∣∣ ∫
Rn
(1 + |x|)−n−1dx,
which implies (2.22).
Thus, to show (2.20), by (2.22), it suffices to show that there exists a constant C
(independent of ψ ∈ S) such that∥∥∥η̂k∥∥∥
S
N+n+1, N˜+n+1
≤ C2−kL‖ψ‖S
M, M˜
, k ∈ N0. (2.23)
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We first claim
sup
ξ∈Rn
sup
|α|≤N+n+1
∣∣∣∂α (ζk(·)/ϕ̂ (MTk (MTx,t)−1 ·)) (ξ)∣∣∣ ≤ C1, (2.24)
where C1 := C(ζ, N, n, p(Θ)) is a positive constant. Indeed, let
ζ˜(ξ) := [ζ(ξ)− ζ(MT(k−1)(M
T
x,k)
−1ξ)]/ϕ̂(ξ).
Obviously,
supp ζ˜ ⊆ supp ζ ∪ supp ζ(MTk−1(M
T
k )
−1·). (2.25)
If MTk−1(M
T
k )
−1ξ ∈ 2Bn, then we have
ξ ∈ 2MTk (M
T
k−1)
−1(Bn). (2.26)
Furthermore, by ‖MT ‖ = ‖M‖ and (2.2), we obtain∥∥MTk (MTk−1)−1∥∥ ≤ a52−a6J ≤ a5,
which impliesMTk (M
T
k−1)
−1(Bn) ⊆ a5B
n. By this, (2.26), (2.25), supp ζ ⊂ 2Bn and a5 ≥ 1
(see (2.4)), we have
supp ζ˜ ⊂ 2Bn ∪ 2a5B
n = 2a5B
n.
Using this and |ϕ̂(ξ)| ≥ 1/2 for any ξ ∈ 2a5B
n, we obtain
sup
ξ∈Rn
sup
|α|≤N+n+1
|∂αζ˜(ξ)| ≤ C, (2.27)
where C := C(ζ, N, n, p(Θ)) is a positive constant.
From ζ˜(MTk (M
T
x,t)
−1ξ) = ζk(ξ)/ϕ̂(M
T
k (M
T
x,t)
−1ξ), the chain rule, ‖MT ‖ = ‖M‖, (2.2)
and (2.27), it follows that
sup
ξ∈Rn
sup
|α|≤N+n+1
∣∣∣∂α (ζk(·)/ϕ̂ (MTk (MTx,t)−1 ·)) (ξ)∣∣∣
= sup
ξ∈Rn
sup
|α|≤N+n+1
∣∣∣∂α (ζ˜ (MTk (MTx,t)−1 ·)) (ξ)∣∣∣
≤ C sup
ξ∈Rn
sup
|α|≤N+n+1
∥∥∥MTk (MTx,t)−1∥∥∥|α| ∣∣∣(∂αζ˜)(MTk (MTx,t)−1 ξ)∣∣∣
≤ C sup
ξ∈Rn
sup
|α|≤N+n+1
(
a52
−a6kJ
)|α| ∣∣∣(∂αζ˜)(MTk (MTx,t)−1 ξ)∣∣∣
≤ CaN+n+15 sup
ξ∈Rn
sup
|α|≤N+n+1
∣∣∣∂αζ˜(ξ)∣∣∣ ≤ C1,
which means (2.24) holds true.
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Notice that for any ξ ∈ a−15 M
T
x,t(M
T
k−1)
−1(Bn), by (2.2) and ζ ≡ 1 on Bn, we have
ζk(ξ) = 0. By this, the product rule and (2.24), we obtain∥∥∥η̂k∥∥∥
S
N+n+1, N˜+n+1
= sup
ξ /∈a−1
5
MTx,t(M
T
k−1
)−1(Bn)
sup
|α|≤N+n+1
{
(1 + |ξ|)N˜+n+1 (2.28)
×
∣∣∣∂α [ζk(·)ψ̂(·)/ϕ̂ (MTk (MTx,t)−1 ·)] (ξ)∣∣∣}
≤ CN, nC1 sup
ξ /∈a−1
5
MTx,t(M
T
k−1
)−1(Bn)
sup
|α|≤N+n+1
(1 + |ξ|)N˜+n+1
∣∣∣∂αψ̂(ξ)∣∣∣
≤ CN, nC1 sup
ξ /∈a−1
5
MTx,t(M
T
k−1
)−1(Bn)
(1 + |ξ|)
−L(⌊ 1
a6J
⌋+1)
∥∥∥ψ̂∥∥∥
S
M−n−1, M˜−n−1
,
where M ≥ N + 2(n + 1) and M˜ ≥ max {N˜ + 2(n+ 1) + L(⌊1/(a6J)⌋+ 1), M}. From
‖MT ‖ = ‖M‖ and (2.2), we deduce that
‖MTk−1(M
T
x, t)
−1‖ ≤ a52
−a6(k−1)J
and hence
MTk−1(M
T
x, t)
−1(Bn) ⊆ a52
−a6(k−1)JB
n,
which implies
2a6(k−1)J
a5
B
n ⊆MTx, t(M
T
k−1)
−1(Bn).
By this and ξ /∈ a−15 M
T
x, t(M
T
k−1)
−1(Bn), we have
|ξ| ≥ 2a6(k−1)J/(a5)
2. (2.29)
Consequently, inserting (2.29) into (2.28) and by (2.22), we have∥∥∥η̂k∥∥∥
S
N+n+1, N˜+n+1
≤ C2−kL
∥∥∥ψ̂∥∥∥
S
M−n−1, M˜−n−1
≤ C2−kL‖ψ‖S
M, M˜
and hence (2.23) holds true. This finishes the proof of Proposition 2.14.
3 Maximal Function Characterizations of Hp(Θ)
In this section, if ellipsoid cover Θ is pointwise continuous, then we may obtain the maximal
function characterizations of Hp(Θ) using the radial, the non-tangential and the tangential
maximal function of a single test function ϕ ∈ S.
Theorem 3.1. Let Θ be an ellipsoid cover which is pointwise continuous, 0 < p <∞ and
ϕ ∈ S satisfy
∫
Rn
ϕ(x) dx 6= 0. Then for any f ∈ S ′, the following are mutually equivalent:
f ∈ Hp(Θ); (3.1)
Mϕf ∈ L
p; (3.2)
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M0ϕf ∈ L
p; (3.3)
TNϕ f ∈ L
p, N >
1
a6p
. (3.4)
In this case,
‖f‖Hp(Θ) =
∥∥M0f∥∥
Lp
≤ C1
∥∥TNϕ f∥∥Lp ≤ C2 ‖Mϕf‖Lp ≤ C3 ∥∥M0ϕf∥∥Lp ≤ C4‖f‖Hp(Θ),
where the positive constants C1, C2, C3 and C4 are independent of f .
The framework to prove Theorem 3.1 is motivated by Fefferman and Stein [10], [12,
Chapter III], and Bownik [3, p.42, Theorem 7.1].
Inspired by Fefferman and Stein [12, p. 97] and Bownik [3, p. 47], we now start with
maximal functions obtained from truncation with an additional extra decay term. Namely,
for t0 < 0 representing the truncation level and real number L ≥ 0 representing the decay
level, we define the radial, the non-tangential, the tangential, the grand radial, and the
grand non-tangential maximal functions, respectively as
M0 (t0, L)ϕ f(x) := sup
t≥t0
|(f ∗ ϕx, t)(x)|
(
1 +
∣∣M−1x, t0 x∣∣)−L (1 + 2t+t0)−L ,
M (t0, L)ϕ f(x) := sup
t≥t0
sup
y∈θ(x, t)
|(f ∗ ϕx, t)(y)|
(
1 +
∣∣M−1x, t0 y∣∣)−L (1 + 2t+t0)−L ,
TN (t0, L)ϕ f(x) := sup
t≥t0
sup
y∈Rn
|(f ∗ ϕx, t)(y)|[
1 +
∣∣M−1x, t (x− y)∣∣]N
1
(1 + 2t+t0)L
(
1 +
∣∣M−1x, t0 y∣∣)L ,
M
0 (t0, L)
N, N˜
f(x) := sup
ϕ∈S
N, N˜
M0 (t0, L)ϕ f(x)
and
M
(t0, L)
N, N˜
f(x) := sup
ϕ∈S
N, N˜
M (t0, L)ϕ f(x).
The following Lemma 3.2 guarantees the control of the tangential by the non-tangential
maximal function in Lp(Rn) independent of t0 and L.
Lemma 3.2. Let E be Lebesgue measurable set in Rn and Θ an ellipsoid cover which
is pointwise continuous. Suppose p > 0, N > 1/(a6 p) and ϕ ∈ S. Then there exists a
positive constant C such that for any t0 < 0, L ≥ 0 and f ∈ S
′,∥∥∥TN (t0, L)ϕ f∥∥∥
Lp(E)
≤ C
∥∥∥M (t0, L)ϕ f∥∥∥
Lp(E)
.
Proof. Consider function F : Rn × R −→ [0, ∞) given by
F (y, t) := |(f ∗ ϕx, t)(y)|
p
(
1 +
∣∣M−1x, t0 y∣∣)−pL (1 + 2t+t0)−pL.
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Fix x ∈ E and let F ∗ t0l be as in (2.12) with l = 0. When y ∈ θ(x, t), we haveM
−1
x, t (x−y) ∈
B
n and hence |M−1x, t (x− y)| < 1. If t ≥ t0, then
F (y, t)
[
1 +
∣∣M−1x, t (x− y)∣∣]−pN ≤ F ∗ t00 (x).
When y ∈ θ(x, t− kJ)\θ(x, t− (k − 1)J) for some k ≥ 1, we have
M−1x, t (x− y) /∈M
−1
x, tMx, t−(k−1)J (B
n). (3.5)
By (2.2), we obtain ∥∥∥M−1x, t−(k−1)J Mx, t∥∥∥ ≤ a52−a6(k−1)J
and hence
M−1x, t−(k−1)J Mx, t(B
n) ⊆ a52
−a6(k−1)JB
n,
which implies
(2a6(k−1)J/a5)B
n ⊆M−1x, tMx, t−(k−1)J (B
n).
From this and (3.5), it follows that |M−1x, t (x− y)| ≥ 2
a6(k−1)J/a5. Thus, for any t ≥ t0, we
have
F (y, t)
[
1 +
∣∣M−1x, t (x− y)∣∣]−pN ≤ a5pN2−pNa6(k−1)JF ∗ t0k (x).
By taking supremum over all y ∈ Rn and t ≥ t0, we know that[
TN (t0, L)ϕ f(x)
]p
≤ a5
pN
∞∑
k=0
2−pNa6(k−1)JF ∗ t0k (x).
Therefore, using this and Proposition 2.13, we obtain∥∥∥TN (t0, L)ϕ f∥∥∥p
Lp(E)
≤ a5
pN
∞∑
k=0
2−pNa6(k−1)J
∫
E
F ∗ t0k (x)dx
≤ Ca5
pN
∞∑
k=0
2−pNa6(k−1)J2kJ
∫
E
F ∗ t00 (x)dx
= C ′
∥∥∥M (t0, L)ϕ f∥∥∥p
Lp(E)
,
where C ′ := Ca5
pN2pNa6J
∑∞
k=0 2
(1−pNa6)kJ = Ca5
pN2J/(1 − 2(1−pNa6)J ).
The following Lemma 3.3 gives the pointwise majorization of the grand radial maximal
function by the tangential one, which is a variable anisotropic extension of [3, Lemma 7.5].
Lemma 3.3. Suppose ϕ ∈ S and
∫
Rn
ϕ(x) dx 6= 0. For given positive integers N and L,
there exist integers M > 0, M˜ ≥ M and constant C > 0 such that, for any f ∈ S ′ and
t0 < 0, it holds true that
M
0 (t0, L)
M,M˜
f(x) ≤ CTN (t0, L)ϕ f(x), x ∈ R
n.
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Proof. For any ψ ∈ S, by Proposition 2.14, there exists a sequence of test functions
{ηk}∞k=0 such that (2.19) and (2.20) hold true. Thus, for fixed x ∈ R
n and t ≥ t0, we have
|(f ∗ ψx, t)(x)| =
∣∣∣∣∣
[
f ∗
∞∑
k=0
(
ηk ∗ ϕ˜k
)
x, t
]
(x)
∣∣∣∣∣
≤ C
∣∣∣∣∣
[
f ∗
∞∑
k=0
2t+kJ
∫
Rn
ηk(y)ϕ
(
M−1k · −M
−1
k Mx,ty
)
dy
]
(x)
∣∣∣∣∣
= C
∣∣∣∣∣
[
f ∗
∞∑
k=0
22t+kJ
∫
Rn
ηk
(
M−1x,t y
)
ϕ
(
M−1k (· − y)
)
dy
]
(x)
∣∣∣∣∣
≤ C
∞∑
k=0
∣∣∣∣[f ∗ (ηk)x, t ∗ ϕx, t+kJ
]
(x)
∣∣∣∣
≤ C
∞∑
k=0
∫
Rn
|f ∗ ϕx, t+kJ(x− y)|
∣∣∣∣(ηk)x, t (y)
∣∣∣∣ dy
≤ CTN (t0, L)ϕ f(x)
∞∑
k=0
∫
Rn
(
1 +
∣∣M−1k y∣∣)N
×
(
1 +
∣∣M−1x, t0 (x− y)∣∣)L (1 + 2t+t0+kJ)L ∣∣∣∣(ηk)x, t (y)
∣∣∣∣ dy.
Therefore,
M
0 (t0, L)
ψ f(x) ≤ T
N (t0, L)
ϕ f(x) sup
t≥t0
∞∑
k=0
∫
Rn
(
1 +
∣∣M−1k y∣∣)N (3.6)
×
(
1 +
∣∣M−1x, t0 (x− y)∣∣)L (1 + 2t+t0+kJ)L(
1 +
∣∣M−1x, t0 x∣∣)L (1 + 2t+t0)L
∣∣∣∣(ηk)x, t (y)
∣∣∣∣ dy
=: TN (t0, L)ϕ f(x)It0(x).
To estimate It0(x), by
1 + 2t+t0+kJ
1 + 2t+t0
=
2kJ(2−kJ + 2t+t0)
1 + 2t+t0
≤ C2kJ
and
1 + |x+ y| ≤ 1 + |x|+ |y| ≤ (1 + |x|)(1 + |y|), x, y ∈ Rn, (3.7)
we obtain
It0(x) ≤ C
∞∑
k=0
2t+kJL
∫
Rn
(
1 +
∣∣M−1k y∣∣)N (1 + ∣∣M−1x, t0 y∣∣)L ∣∣∣ηk (M−1x, ty)∣∣∣ dy
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≤ C
∞∑
k=0
2kJL
∫
Rn
(
1 +
∥∥M−1k Mx, t∥∥ |y|)N (1 + ∥∥M−1x, t0Mx, t∥∥ |y|)L ∣∣∣ηk(y)∣∣∣ dy,
which, together with
‖M−1k Mx, t‖ ≤ a32
a4kJ and ‖M−1x, t0Mx, t‖ ≤ a52
−a6(t−t0) ≤ a5 (by t ≥ t0 and (2.2)),
further implies that
It0(x) ≤ C
∞∑
k=0
2kJ(L+a4N)
∫
Rn
(1 + |y|)N+L
∣∣∣ηk(y)∣∣∣ dy (3.8)
≤ C
∞∑
k=0
2kJ(L+a4N)
∥∥∥ηk∥∥∥
S
N+n+L, N˜+n+L
.
By Proposition 2.14, there exist positive integers M and M˜ such that∥∥∥ηk∥∥∥
S
N+n+L, N˜+n+L
≤ C2−kJ [L+(⌊a4⌋+1)N ]‖ψ‖S
M, M˜
. (3.9)
Thus, combining with (3.6), (3.8) and (3.9), we finally obtain
M
0 (t0, L)
M,M˜
f(x) = sup
ψ∈S
M,M˜
M
0 (t0, L)
ψ f(x)
≤ C
∞∑
k=0
2kJN [a4−(⌊a4⌋+1)]TN (t0, L)ϕ f(x) = C T
N (t0, L)
ϕ f(x).
This finishes the proof of Lemma 3.3.
The following Lemma 3.4 shows that the radial and the grand non-tangential maxi-
mal functions are pointwise equivalent, which is a variable anisotropic extension of [3,
Proposition 3.10].
Lemma 3.4. [4, Theorem 3.4] For any N, N˜ ∈ N with N ≤ N˜ , there exists a positive
constant C := C(N˜) such that for any f ∈ S ′,
M0
N,N˜
f(x) ≤M
N,N˜
f(x) ≤ CM0
N,N˜
f(x), x ∈ Rn.
The following Lemma 3.5 is a variable anisotropic extension of [3, p. 46, Lemma 7.6].
Lemma 3.5. Let ϕ ∈ S, f ∈ S ′ and K ∈ (0,∞). Then for every M > 0 and t0 < 0 there
exist L > 0 and N ′ > 0 large enough such that
M (t0, L)ϕ f(x) ≤ C2
−t0(2a4N ′+2L+a4L)(1 + |x|)−M , x ∈ BK := {y ∈ R
n : |y| < K}, (3.10)
where C is a positive constant dependent on p(Θ), N ′, f , ϕ and K.
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Proof. For any ϕ ∈ S, there exist an integer N > 0 and positive constant C := C(ϕ) such
that, for any N ′ ≥ N and y ∈ Rn,
|f ∗ ϕ(y)| ≤ C‖ϕ‖SN,N′ (1 + |y|)
N ′ . (3.11)
Therefore, for any t0 < 0, t ≥ t0 and x ∈ BK , by (3.11), we have
|(f ∗ ϕx, t)(y)|
(
1 +
∣∣M−1x, t0 y∣∣)−L (1 + 2t+t0)−L (3.12)
≤ C2−L(t+t0)‖ϕx, t‖SN,N′ (1 + |y|)
N ′
(
1 +
∣∣M−1x, t0 y∣∣)−L .
Let us first estimate ‖ϕx, t‖SN,N′ . By the chain rule and (2.1), we have
‖ϕx, t‖SN,N′ = |detM
−1
x, t | sup
z∈Rn
sup
|α|≤N
(1 + |z|)N
′
∣∣∂α (ϕ (M−1x, t ·)) (z)∣∣
≤ C2t sup
z∈Rn
sup
|α|≤N
(1 + |z|)N
′
∥∥M−1x, t∥∥|α| ∣∣(∂αϕ) (M−1x, tz)∣∣
≤ C2t sup
z∈Rn
sup
|α|≤N
(1 + |Mx, tz|)
N ′
∥∥M−1x, t∥∥|α| |∂αϕ(z)| . (3.13)
Notice that for any given K ∈ (0,∞), there exists tK ∈ R such that BK ⊂ θ(0, tK).
Here we might assume tK < 0 as well. Then, for any x ∈ BK , we get θ(x, 0)∩θ(0, tK) 6= ∅.
Thus, by (2.2), we have
‖Mx, 0‖ =
∥∥∥M0, tKM−10, tKMx, 0∥∥∥ ≤ ‖M0, tK‖ ∥∥∥M−10, tKMx, 0∥∥∥
≤ a52
a6tK ‖M0, tK‖ := C1. (3.14)
Similarly, we also have ∥∥∥M−1x, 0∥∥∥ ≤ C2. (3.15)
Here, C1 and C2 are positive constants depending on K and p(Θ).
Now, let’s further estimate (3.13) in the following two cases.
Case 1: t ≥ 0. By (2.2), (3.14) and (3.15), we have∥∥M−1x, t∥∥ = ∥∥∥M−1x, tMx, 0M−1x, 0∥∥∥ ≤ ∥∥M−1x, tMx, 0∥∥ ∥∥∥M−1x, 0∥∥∥ ≤ ∥∥∥M−1x, 0∥∥∥ a−13 2a4t = C2a4t
and
|Mx, tz| =
∣∣∣Mx, 0M−1x, 0Mx, tz∣∣∣ ≤ ‖Mx, 0‖ ∣∣∣M−1x, 0Mx, tz∣∣∣ ≤ ‖Mx, 0‖ ∥∥∥M−1x, 0Mx, t∥∥∥ |z|
≤ ‖Mx, 0‖a52
−a6t|z| ≤ C|z|.
Inserting the above two estimates into (3.13) with t ≥ 0, we know that
‖ϕx, t‖SN,N′ ≤ C2
t sup
z∈Rn
sup
|α|≤N
(1 + |Mx, tz|)
N ′
∥∥M−1x, t∥∥|α| |∂αϕ(z)| (3.16)
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≤ C2t2a4tN‖ϕ‖SN,N′ .
Case 2: t0 ≤ t < 0. By (2.2), (3.14) and (3.15), we have∥∥M−1x, t∥∥ = ∥∥∥M−1x, tMx, 0M−1x, 0∥∥∥ ≤ ∥∥M−1x, tMx, 0∥∥ ∥∥∥M−1x, 0∥∥∥ ≤ ∥∥∥M−1x, 0∥∥∥ a52a6t ≤ C
and
|Mx, tz| =
∣∣∣Mx, 0M−1x, 0Mx, tz∣∣∣ ≤ ‖Mx, 0‖ ∣∣∣M−1x, 0Mx, tz∣∣∣ ≤ ‖Mx, 0‖∥∥∥M−1x, 0Mx, t∥∥∥ |z|
≤ ‖Mx, 0‖a
−1
3 2
−a4t|z| = C2−a4t0 |z|.
Inserting the above two estimates into (3.13) with t0 ≤ t < 0, we know that
‖ϕx, t‖SN,N′ ≤ C2
t sup
z∈Rn
sup
|α|≤N
(1 + |Mx, tz|)
N ′
∥∥M−1x, t∥∥|α| |∂αϕ(z)| (3.17)
≤ C2−a4t0N
′
‖ϕ‖SN,N′ .
For any M > 0, let L := M + N ′. For any t0 < 0, t ≥ t0 and taking some integer
N ′ > 0 large enough, by (3.16) and (3.17), we obtain
2−L(t+t0)‖ϕx, t‖SN,N′ ≤ C2
−t0(a4N ′+2L)‖ϕ‖SN,N′ . (3.18)
Inserting (3.18) into (3.12), we further obtain
|(f ∗ ϕx, t)(y)|
(
1 +
∣∣M−1x, t0 y∣∣)−L (1 + 2t+t0)−L (3.19)
≤ C2−t0(a4N
′+2L)‖ϕ‖SN,N′ (1 + |y|)
N ′
(
1 +
∣∣M−1x, t0 y∣∣)−L .
For any y ∈ θ(x, t), there exists z ∈ Bn such that y = x+Mx, tz. By (3.7), we have
1 + |y| = 1 + |x+Mx, tz| ≤ (1 + |x|)(1 + |Mx, tz|). (3.20)
If t ≥ 0, by (2.2) and (3.14), then
|Mx, tz| =
∣∣∣Mx, 0M−1x, 0Mx, tz∣∣∣ ≤ ‖Mx, 0‖ ∣∣∣M−1x, 0Mx, tz∣∣∣ ≤ ‖Mx, 0‖ ∥∥∥M−1x, 0Mx, t∥∥∥ |z|
≤ ‖Mx, 0‖a52
−a6t|z| ≤ C.
If t0 ≤ t < 0, by (2.2) and (3.14), then
|Mx, tz| =
∣∣∣Mx, 0M−1x, 0Mx, tz∣∣∣ ≤ ‖Mx, 0‖ ∣∣∣M−1x, 0Mx, tz∣∣∣ ≤ ‖Mx, 0‖∥∥∥M−1x, 0Mx, t∥∥∥ |z|
≤ ‖Mx, 0‖a
−1
3 2
−a4t|z| = C2−a4t0 .
Therefore, for any t ≥ t0, by using the above two estimates, we have
|Mx, tz| ≤ C2
−a4t0 .
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From this and (3.20), it follows that
(1 + |y|) ≤ C2−a4t0(1 + |x|). (3.21)
Besides, for any t0 < 0, by (2.2) and (3.14), we have
1 + |x| ≤ 1 + ‖Mx, 0‖
∥∥∥M−1x, 0Mx, t0∥∥∥ ∣∣M−1x, t0x∣∣ ≤ C2−a4t0 (1 + ∣∣M−1x, t0x∣∣) .
Furthermore, for any y ∈ θ(x, t), we have x ∈ Mx, t(B
n) + y. Thus, there exists z ∈ Bn
such that x = Mx, tz + y. Hence, for any t ≥ t0, by (3.7) and (2.2), we obtain(
1 +
∣∣M−1x, t0x∣∣) = (1 + ∣∣M−1x, t0(y +Mx, tz)∣∣) ≤ (1 + ∣∣M−1x, ,t0y∣∣) (1 + ∥∥M−1x, t0Mx, t∥∥ |z|)
≤
(
1 +
∣∣M−1x, ,t0y∣∣) (1 + a52−a6(t−t0)|z|) ≤ C (1 + ∣∣M−1x, t0y∣∣) .
Combining with the above two inequalities, we have
(1 + |M−1x, t0y|) ≥ C2
a4t0(1 + |x|). (3.22)
Thus, for any t ≥ t0 and y ∈ θ(x, t), inserting (3.21) and (3.22) into (3.19) with L =
M +N ′, we obtain
|(f ∗ ϕx, t)(y)|
(
1 +
∣∣M−1x, t0 y∣∣)−L (1 + 2t+t0)−L ≤ C2−t0(2a4N ′+2L+a4L)(1 + |x|)−M ,
which implies (3.10) holds true and hence completes the proof of Lemma 3.5.
Note that the above arguement gives the same estimate for the truncated grand maximal
function M
0 (t0, L)
N, N˜
f(x). As a consequence of Lemma 3.5, we can get that for any choice of
t0 < 0 and any f ∈ S
′, we can find an appropriate L > 0 so that the maximal function,
say M
(t0, L)
ϕ f , is bounded and belongs to Lp(BK). This becomes crucial in the proof of
Theorem 3.1, where we work with truncated maximal functions, The complexity of the
preceding argument stems from the fact that a priori we do not know wether M0ϕf ∈ L
p
implies Mϕf ∈ L
p, Instead we must work with variants of maximal functions for which
this is satisfied.
Proof of Theorem 3.1. Let ϕ ∈ S satisfy
∫
Rn
ϕ(x) dx 6= 0. From Remark 2.4 and the
definition of the grand radial maximal function, it follows that
(3.4)⇒ (3.2)⇒ (3.3)
and
(3.1)⇒ (3.3).
By Lemma 3.2 applied for L = 0, we have∥∥∥TN(t0, 0)ϕ f∥∥∥
Lp
≤ C
∥∥∥M (t0, 0)ϕ f∥∥∥
Lp
for any f ∈ S ′ and t0 < 0.
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As t0 → −∞, by the monotone convergence theorem, we obtain∥∥TNϕ f∥∥Lp ≤ C ‖Mϕf‖Lp ,
which shows (3.2)⇒ (3.4).
Combining Lemma 3.3 applied for N > 1/(a6 p) and L = 0 and Lemma 3.2 applied for
L = 0, we conclude that there exist integers M > 0, M˜ ≥ M large enough and positive
constant C such that∥∥∥M0(t0, 0)
M, M˜
f
∥∥∥
Lp
≤ C
∥∥∥M (t0, 0)ϕ f∥∥∥
Lp
for any f ∈ S ′ and t0 < 0.
As t0 → −∞, by the monotone convergence theorem, we obtain∥∥∥M0
M,M˜
f
∥∥∥
Lp
≤ C ‖Mϕf‖Lp .
From this and Proposition 2.7, we deduce that
‖f‖Hp(Θ) =
∥∥∥M0
Np, N˜p
f
∥∥∥
Lp
≤ C
∥∥∥M0
M, M˜
f
∥∥∥
Lp
≤ C ‖Mϕf‖Lp
and hence (3.2)⇒ (3.1). It remains to show (3.3)⇒ (3.2).
Suppose now M0ϕf ∈ L
p. For any given t0 < 0 and K ∈ (0,∞), let
ΩKt0 :=
{
x ∈ BK : M
0 (t0, L)
M,M˜
f(x) ≤ C2M
(t0, L)
ϕ f(x)
}
, (3.23)
where C2 := 2
1/pC1 with C1 to be specified later and BK is a ball as in Lemma 3.5.
Combining Lemmas 3.2 and 3.3, we know that there exist integer M > 0 large enough
and integer M˜ ≥M such that∥∥∥M0(t0, L)
M, M˜
f
∥∥∥
Lp(BK/Ω
K
t0
)
≤ C1
∥∥∥M (t0, L)ϕ f∥∥∥
Lp(BK/Ω
K
t0
)
, (3.24)
where constant C1 is independent of t0 < 0.
Next, we claim that∫
BK
[
M (t0, L)ϕ f(x)
]p
dx ≤ 2
∫
ΩKt0
[
M (t0, L)ϕ f(x)
]p
dx. (3.25)
Indeed, this follows from (3.24), M
(t0, L)
ϕ f ∈ Lp(BK) and∫
BK/Ω
K
t0
[
M (t0, L)ϕ f(x)
]p
dx ≤ C−p2
∫
BK/Ω
K
t0
[
M
0 (t0, L)
M,M˜
f(x)
]p
dx
≤ (C1/C2)
p
∫
BK
[
M (t0, L)ϕ f(x)
]p
dx,
where (C1/C2)
p = 1/2.
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For given t0 < 0, let
Ωt0 :=
{
x ∈ Rn :M
0(t0, L)
M f(x) ≤ C2M
(t0, L)
ϕ f(x)
}
. (3.26)
Observe that the set ΩKt0 is monotonically increasing with respect to K and
lim
K→∞
ΩKt0 = Ωt0 . (3.27)
By (3.25) and (3.27), and letting K →∞, we obtain∫
Rn
M (t0, L)ϕ f(x)
pdx ≤ 2
∫
Ωt0
M (t0, L)ϕ f(x)
pdx. (3.28)
We also claim that for 0 < q < p there exists a constant C3 > 0 such that for any
t0 < 0,
M (t0, L)ϕ f(x) ≤ C3
[
MΘ
(
M0 (t0, L)ϕ f
)q
(x)
]1/q
, (3.29)
where MΘ is as in Definition 2.10. Indeed, let t ≥ t0, y ∈ θ(x, t) and
F (y, t) := |(f ∗ ϕx, t)(y)| (1 + |M
−1
x, t0 y|)
−L(1 + 2t+t0)−L.
Suppose x ∈ Ωt0 and let F
∗ t0
l (x) be as in (2.12) with l = 0. Then there exist t
′ ∈ R with
t′ ≥ t0 and y
′ ∈ θ(x, t′) such that
F (y′, t′) ≥ F ∗ t00 (x)/2 = M
(t0, L)
ϕ f(x)/2. (3.30)
Consider x′ ∈ y′ +Mx, t′+lJ(B
n) for some integer l ≥ 1 to be specified later. Let Φ(z) :=
ϕ
(
z +M−1x, t′(x
′ − y′)
)
− ϕ(z). Obviously, we have
f ∗ ϕx, t′(x
′)− f ∗ ϕx, t′(y
′) = f ∗ Φx, t′(y
′). (3.31)
Let us first estimate ‖Φ‖S
M, M˜
. From x′ ∈ y′ +Mx, t′+lJ(B
n), we deduce that
M−1x, t′(x
′ − y′) ∈M−1x, t′Mx, t′+lJ(B
n).
By this and the mean value theorem, we obtain
‖Φ‖S
M, M˜
≤ sup
h∈M−1
x, t′
Mx, t′+lJ(B
n)
‖ϕ(·+ h)− ϕ(·)‖S
M, M˜
(3.32)
= sup
h∈M−1
x, t′
Mx, t′+lJ(B
n)
sup
z∈Rn
sup
|α|≤M
(1 + |z|)M˜ |(∂αϕ)(z + h)− ∂αϕ(z)|
≤ C sup
h∈M−1
x, t′
Mx, t′+lJ (B
n)
sup
z∈Rn
sup
|α|≤M+1
(1 + |z|)M˜ |(∂αϕ)(z + h)|
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× sup
h∈M−1
x, t′
Mx, t′+lJ (B
n)
|h|.
From (2.2), we deduce
‖M−1x, t′Mx, t′+lJ‖ ≤ a52
−a6lJ ,
which implies
M−1x, t′Mx, t′+lJ(B
n) ⊂ a52
−a6lJB
n.
By this and h ∈M−1x, t′Mx, t′+lJ(B
n), we have |h| ≤ a52
−a6lJ . From this and (3.7), we
deduce that
1 + |z| ≤ (1 + |z + h|)(1 + |h|) ≤ C(1 + |z + h|), z ∈ Rn
Applying this and |h| ≤ a52
−a6lJ in (3.32), we obtain
‖Φ‖S
M, M˜
≤ C sup
h∈M−1
x, t′
Mx, t′+lJ(B
n)
sup
z∈Rn
sup
|α|≤M+1
(1 + |z + h|)M˜ |(∂αϕ)(z + h)| (3.33)
× sup
h∈M−1
x, t′
Mx, t′+lJ (B
n)
|h| ≤ C‖ϕ‖S
M+1, M˜+1
a52
−a6lJ ≤ C42
−a6lJ ,
where positive constant C4 doesn’t depend on L.
Moreover, notice that for any x′ ∈ Mx, t′+lJ(B
n) + y′, there exists z ∈ Bn such that
x′ = Mx, t′+lJz + y
′. By (3.7), (2.2) and t′ ≥ t0, we have(
1 +
∣∣M−1x, t0x′∣∣) ≤ (1 + ∣∣M−1x, t0y′∣∣) (1 + ∥∥M−1x, t0Mx, t′+lJ∥∥ |z|) (3.34)
≤
(
1 +
∣∣M−1x, t0y′∣∣) (1 + a52−a6(t′−t0+lJ)|z|) ≤ 2a5 (1 + ∣∣M−1x, t0y′∣∣) .
Thus, for any x ∈ Ωt0 , from (3.31), (3.34), (3.30), (3.33), Lemma 3.4 and (3.26), it follows
that
2LaL5F (x
′, t′) = 2LaL5
[
|(f ∗ ϕx, t′)(x
′)| (1 + |M−1x, t0 x
′|)−L(1 + 2t
′+t0)−L
]
≥ [|f ∗ ϕx, t′(y
′)| − |f ∗ Φx, t′(y
′)|]
(
1 +
∣∣M−1x, t0y′∣∣)−L (1 + 2t′+t0)−L
≥ F (y′, t′)−M
(t0, L)
M,M˜
f(x)‖Φ‖S
M, M˜
≥M (t0, L)ϕ f(x)/2− C42
−a6lJCM
0 (t0, L)
M,M˜
f(x)
≥M (t0, L)ϕ f(x)/2− C4C2C2
−a6lJM (t0, L)ϕ f(x).
We choose integer l ≥ 1 large enough such that C4C2C2
−a6lJ ≤ 1/4. Therefore, for any
x ∈ Ωt0 and x
′ ∈Mx, t′+lJ(B
n) + y′, we further have
2LaL5F (x
′, t′) ≥M (t0, L)ϕ f(x)/2− C4C2C2
−a6lJM (t0, L)ϕ f(x) ≥M
(t0, L)
ϕ f(x)/4. (3.35)
Besides, by y′ ∈ θ(x, t′) and Proposition 2.9, we have
Mx, t′+lJ(B
n) + y′ ⊆Mx, t′+lJ(B
n) +Mx, t′(B
n) + x (3.36)
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⊆ 2Mx, t′(B
n) + x ⊆ θ(x, t′ − J).
Thus, for any x ∈ Ωt0 and t ≥ t0, by (3.35) and (3.36), we obtain[
M (t0, L)ϕ f(x)
]q
≤
4q2LqaLq5
|Mx, t′+lJ(Bn)|
∫
y′+Mx, t′+lJ(B
n)
[F (z, t′)]qdz
≤ C4q2LqaLq5
2(l+1)J
|θ(x, t′ − J)|
∫
θ(x, t′−J)
[
M0 (t0, L)ϕ f(z)
]q
dz
≤ C3MΘ
((
M0 (t0, L)ϕ f
)q)
(x),
which shows the above claim (3.29).
Consequently, by (3.28), (3.29) and Proposition 2.11 with p/q > 1, we have∫
Rn
[
M (t0, L)ϕ f(x)
]p
dx ≤ 2
∫
Ωt0
[
M (t0, L)ϕ f(x)
]p
dx (3.37)
≤ 2C3
p
∫
Ωt0
[
MΘ
((
M0(t0, L)ϕ f
)q)
(x)
]p/q
dx
≤ C5
∫
Rn
[
M0(t0, L)ϕ f(x)
]p
dx,
where the constant C5 depends on p/q > 1, L ≥ 0 and p(Θ), but is independent of t0 < 0.
This inequality is crucial as it gives a bound of the non-tangential by the radial maximal
function in Lp. The rest of the proof is immediate.
For any x ∈ Rn, y ∈ Rn and t < 0, by (2.2), we obtain∣∣M−1x, ty∣∣ = ∣∣∣M−1x, tMx, 0M−1x, 0y∣∣∣ ≤ ∥∥M−1x, tMx, 0∥∥ ∥∥∥M−1x, 0∥∥∥ |y|
≤ a52
a6t
∥∥∥M−1x, 0∥∥∥ |y| → 0 as t→ −∞.
Hence, we obtain M
(t0, L)
ϕ f(x) converges pointwise and monotonically to Mϕf(x) for all
x ∈ Rn as t0 → −∞, which, together with (3.37) and the monotone convergence theorem,
further implies that Mϕf ∈ L
p. Therefore, we can now choose L = 0 and again by
(3.37) and the monotone convergence theorem, we have ‖Mϕf‖
p
p ≤ C5‖M
0
ϕf‖
p
p, where C5
corresponds to L = 0 and is independent of f ∈ S ′. This finishes the proof of Theorem
3.1.
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