ABSTRACT. We study the simultaneous occurrence of long memory and nonlinear effects, such as parameter changes and threshold effects, in ARMA time series models and apply our modeling framework to daily realized volatility. Asymptotic theory for parameter estimation is developed and two model building procedures are proposed. The methodology is applied to stocks of the Dow Jones Industrial Average during the period 2000 to 2009. We find strong evidence of nonlinear effects.
INTRODUCTION
Long memory and nonlinear effects such as parameter changes in time or in dependence on a state variable have long been recognized as confounding (Lobato and Savin 1998 , Diebold and Inoue 2001 , Granger and Hyung 2004 , Mikosch and Starica 2004 , Hillebrand 2005 . We propose a modeling framework for time series that allows for the joint estimation and thus possible disentanglement of these effects. The method is applied to a set of realized stock volatility time series, but the methodology is general and can be applied to any time series that displays these effects such as, for example, unemployment rates (van Dijk et al. 2002) , exchange rates (Baillie and Kapetanios 2008) , river flows Ooms 2001, Elck and Makus 2004) , sea surface temperatures (Lewis and Ray 1997) , and lung mechanics (Zhang et al. 1999) , among many others.
Our proposal can be seen as a varying-coefficient model where the parameters of the conditional mean change according to a nonlinear function. We study the asymptotic behavior of the nonlinear least-squares estimator. In addition, we show under which conditions information criteria (IC) can be used to specify the model structure and also propose a sequence of tests that is robust to heteroskedasticity and non-normality of the error. The class of nonlinear functions considered in this paper is quite general: only local stationarity and finite fourth moments of the nonlinear function and its first and second derivatives are required. We also allow for a framework where time is the driving force for parameter changes. In this case, asymptotic theory cannot be achieved in the standard way, because as the sample size tends to infinity, the proportion of finite regimes converges to zero. Our solution is to scale the transition variable so that the location of the transition is a constant fraction of the sample rather than a fixed point (Andrews and McDermott 1995, Saikkonen and Choi 2004) .
Simulations show that our strategy is successful in correctly determining the structure of models in a variety of situations. Furthermore, the long-memory parameter is precisely estimated (as NONLINEARITY, BREAKS AND LONG-RANGE DEPENDENCE 3 zero) even in nonlinear short-memory models, where the risk of detecting spurious long-memory is high. Applying our model and testing framework to the 30 stocks of the Dow Jones Industrial Average from 2000 to 2009, we find evidence of structural breaks in the individual realized volatility time series. Dependence of volatility on the level of lagged returns is a robust finding across all stocks and in different model specifications, indicating pronounced asymmetry effects (Black 1976) . We conclude that both long memory and non-linear effects coexist in the data. Accounting for non-linear terms in the volatility specification yields forecast gains in a multi-step out-of-sample comparison with the HAR-RV model of Corsi (2009) as well as the non-linear HAR-RV specification of (Corsi and Renò 2012) .
The paper is organized as follows. Section 2 presents the model and the asymptotic theory.
Model building is introduced in Section 3. Simulations are presented in Section 4. Empirical results are shown in Section 5. Section 6 concludes. All proofs are presented in the appendix.
Additional results are provided in a supplement.
THE MODEL
2.1. Model Specification. Let y t be a zero-mean time series that possibly displays long memory and nonlinear behavior, such as structural breaks and/or threshold effects. For example, let y t := log(RV t ) − µ, where RV t is any consistent estimator of daily integrated variance and µ = E[log(RV t )] < ∞.
1 Consider the following model with time-varying coefficients:
or Φ(s t ; ξ)v t = Θ(L)u t , where Φ(s t ; ξ) = 1 − φ 1 (s t ; ξ 1 ) − . . . − φ p (s t ; ξ p ). The autoregressive (AR) coefficients φ i (s t ; ξ i ), i = 1, . . . , p are nonlinear functions to be specified. They are indexed by the vector of parameters ξ i ∈ R k ξ i and a vector of state variables s t ∈ R ks . The 1 Here the model is specified for realized variance (observed) and not for integrated variance (unobserved). 
, with Γ(·) denoting the Gamma function.
is a moving average (MA) lag polynomial and the error process u t has zero mean.
2.2. Interpretation. The choice of the function φ i (·), i = 1, . . . , p, is flexible and allows for different specifications, such as polynomials, logistic functions, exponential functions, splines, or others. The following examples list some possibilities.
EXAMPLE 1 (Linear ARFIMA). Set φ i (s t ; ξ i ) = φ i , i = 1, . . . , p. In this case,
, such that y t follows an ARFIMA(p,d,q) model. If d = 0, y t is short memory.
EXAMPLE 2 (ARFIMA with smoothly changing parameters). Set s t = t. Let φ i (·), i = 1, . . . , p: φ i (s t ; ξ i ) = φ i0 + φ i1 f [γ(t − c)], where f (y) = (1 + e −y ) −1 is the logistic function.
Equation (1) becomes
The parameter γ controls the smoothness of the transition. In the limit γ −→ ∞, the model becomes an ARFIMA model with a structural break at t = c.
EXAMPLE 3 (General Nonlinear ARFIMA). A general alternative is to leave the type of nonlinearity very general. Write
where f (·) is the logistic function, γ m > 0, and ω m = 1, with ω m1 = 1 − q j=2 ω 2 mj .
NONLINEARITY, BREAKS AND LONG-RANGE DEPENDENCE 5 Martens et al. (2009) describe jointly long-range dependence, nonlinearity, structural breaks, and the effects of days of the week. The model considered in their paper is nested in (1). The models put forward in Kapetanios (2007, 2008) are also nested in our specification.
2.3. Parameter Estimation. In this section, we denote the parameter vector of the entire model
. . , ξ p ∈ R k ξ denotes the vector of the parameters of the coefficient functions. The parameter vector θ = (θ 1 , . . . , θ q ) ∈ R q indexes the MA polynomial. Sometimes it is convenient to consider the parameter vector of the model excluding the error variance σ 2 u , which we denote ψ = (d, ξ , θ ) .
2.3.1. Time Transformation. Let T 0 be the size of a given data sample. For any sequence
this transformation, parameter regimes of finite length become unidentified as T → ∞. The transformation allows for a proper scaling of the logistic function such that all regimes remain identified. Consider the logistic function under the transformation:
Here, the slope of the logistic function is decreasing with T while the locus of the transition is increasing with T , whereas the scaling of the time counter, T 0 , remains constant. Thus, the proportions of observations in the first regime, during the transition, and in the last regime remain the same. The parameters in these groups of observations remain identified. In this sense, the time transformation is the smooth equivalent of the assumption of constant break fractions in the change-point literature (Andrews and McDermott 1995) .
2.3.2. Assumptions. We denote the true parameter as ζ * = d * , ξ * , θ * , σ 2 u, * = ψ * , σ 2 u, * , where ψ * = (d * , ξ * , θ * ) , ξ * = (ξ 1, * , . . . , ξ p, * ) , θ * = (θ 1, * , . . . , θ q, * ) , and σ 2 u, * is the error
We use the shorthand notation u t, * := u t (ψ * ) and v tT, * := v tT (d * ) and u t and v tT for u t (ψ) and v tT (d), respectively.
ASSUMPTION 1 (Parameter Space). The parameter vector ζ * ∈ R k ζ is an interior point of
ASSUMPTION 2 (Errors).
(1) The sequence {u t, * } T t=1 is drawn from an absolutely continuous distribution (with respect to the Lebesgue measure) that has positive density on the entire real line. E(u t, * ) = E(u t, * |F t−1 ) = 0, E(u 2 t, * ) = σ 2 u, * < ∞, and E(u 2 t, * |F t−1 ) = σ 2 t, * such that 0 < σ t, * < ∞ for all t. Furthermore, lim
t, * ). F t is the σ-algebra formed by the information available at time t.
(2) E|u t, * | n < ∞ for n = 1, . . . , 4.
ASSUMPTION 3 (Stationarity and Moments).
(1) E|z tT | n < ∞, n = 1, . . . , 4, where
ASSUMPTION 4 (Autoregressive Nonlinear Function).
(1) The transition functions are parameterized such that they are well defined.
(2) For all s t , ξ, the roots of Φ tT, * (s t ; ξ) are outside the unit circle. 
NONLINEARITY, BREAKS AND LONG-RANGE DEPENDENCE 7 Assumption 1 and 3 are standard for nonlinear models. In comparison with the extant literature, Assumption 2 is relatively weak. Baillie and Kapetanios (2008) , for example, consider maximum likelihood estimation of long memory and nonlinear autoregressive models and derive their results under the assumption of i.i.d. errors and without considering time as possible non-linear state variable. Assumption 4 allows for a large number of functions.
2.3.3. Least-Squares Estimation. We estimate the parameters by nonlinear least squares (NLS), which in this case is equivalent to quasi-maximum likelihood estimation (QMLE):
THEOREM 2 (Asymptotic Normality). Under Assumptions 1 -4, ψ is asymptotically normally distributed:
PROPOSITION 1 (Covariance Matrix Estimation). Under Assumptions 1 -4,
of the expansion is a compromise between a small approximation error (high order) and availability of data (as short time series necessarily imply a relatively low order). Using a third-order Taylor expansion and rearranging terms results in the following model:
where u * t = u t + R 3 and R 3 is the remainder in the Taylor expansion. The null hypothesis (5) is then approximated by H 0 : ρ 1 = ρ 2 = ρ 3 = 0. Under H 0 , R 3 (z t ; ξ) = 0. We can use (6) to test for absence of remaining nonlinearity. Write h t = h 0,t , h a,t , where
Following Wooldridge (1990 Wooldridge ( , 1991 and under the additional assumption E|V t−1 V t−1 s t | δ < ∞, for some δ > 6, the test can be carried out in steps as follows:
(1) Estimate the parameters under H 0 and compute the residuals u t . If the sample size is small, estimation is difficult, such that h 0,t = 0 is not met. This has an adverse effect on the empirical size of the test. To solve this problem, we regress the u t on h 0,t . We compute a new sequence of residuals from this regression and use them to compute H.
(2) Regress ι on H and compute the sum of squared residuals (SSR) from this regression.
The test proposed above is robust against departures from normality as well as conditionally heteroskedastic errors. This is important in financial applications, where the errors are rarely normal and homoskedastic.
We now combine the procedure above into a sequence of tests. Start testing a linear model against a model with one or more nonlinear terms at a α 1 -level of significance. In case H 0 is rejected, one nonlinear term is added, the new model is re-estimated, and then tested against an alternative with one more nonlinear term. The procedure continues testing J nonlinear terms against alternative models withJ ≥ J + 1 terms at significance level α J = α 1 C J−1 for some constant 0 < C < 1. The testing sequence is terminated at the first non-rejection outcome. The number of nonlinear terms, M, is estimated by M =J − 1, whereJ is the number of rejections prior to the first non-rejection. By reducing the significance level at each step, it is possible to control the overall level of significance. This procedure ensures that such a sequence of tests is consistent, and that α * = J J=1 α J acts as an upper bound on the overall level of significance. As for the determination of C, it is good practice to perform the sequence of tests with different values of C to avoid selecting models that are too parsimonious. On the other hand, one can fix the initial significance level and choose the value of C which gives a pre-specified upper bound.
3.2. Autoregressive Order. To determine of the AR order of the model, we follow Rech et al. (2001) and use a polynomial approximation of equation (4). By the Stone-Weierstrass theorem, the approximation can be made arbitrarily accurate under mild conditions. We select the number of lags in V t−1 in the approximate model in order to minimize a given IC.
MONTE-CARLO EVIDENCE
We generate 1000 replications of the models below with 500 and 1000 observations. We consider three distinct processes for u t . In the simplest case, u t ∼ NID(0, 0.25). The second case is a GARCH specification where σ 2 t = 0.0001 + 0.95σ 2 t−1 + 0.049u 2 t−1 , u t = σ t ε t , and ε t ∼ NID(0, 1). This implies that u t has infinite fourth moment. The third error process is formed by a sequence of independent and t-distributed random variables with five degrees of freedom. Let the process r t = exp(y t )e t , where y t is defined as below and e t ∼ NID(0, 1).
E. HILLEBRAND AND M. C. MEDEIROS
The shot-memory (SM) DGPs are given as: y t = 0.04 + 0.55y t−1 + 0.34y t−2 + σ t ε t .
y t = 0.55y t−1 + 0.34y t−2 − (0.4y t−1 + 0.2y t−2 ) f [12 (r t−1 + 0.5)]
0.4 y t and write the long-memory models as below.
The first class of models is a simple short-memory AR specification. The next two classes of DGPs are nonlinear short-memory processes, while the remaining specifications are all longmemory models. The specification and estimation results are reported in Tables 1 and 2 .
Tables 1 shows, for T = 1000, the average bias and the mean-squared error (MSE) of the parameter estimates under the assumption of correct specification, i.e., correct number of regimes (M) and AR order (p). Results for T = 500 can be found in the supplemental material. The results show that the estimation is reliable. Note that the estimation of γ is known to be noisy.
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In order to evaluate the performance of the modeling strategy, we also check the frequency of correct specification when the regime structure is unknown. The number of regimes is determined by the sequence of robust LM tests, while the AR order is determined by the BIC.
Alternatively, we consider selection of both M and p by the BIC. The results are reported in Table 2 . In order to evaluate the effects of different values of the significance-level adjusting parameter C ∈ (0, 1) on the frequency of correct specification, we also run the sequence of robust LM tests considering C ∈ {1/3, 1/2, 2/3}. The results are reported in the supplemental material. There are no differences in the results between C = 1/2 and C = 1/3 and the sequence of tests tends to underestimate the number of regimes. On the other hand, when C = 2/3, the frequency of correct specification is a bit higher than expected.
The following conclusions emerge from Table 2 . Firstly, in the linear case both methodologies work very well. Secondly, the selection of p is very precise in almost all the cases. The number of regimes is underestimated by both methods, but the performance improves as the sample size increases. As expected, the sequence of robust LM tests seems to work better when the errors are not normal. For the nonlinear short-memory models, the sequence of LM tests works better than the BIC. On the other hand, for nonlinear long-memory models, the LM tests are superior than the BIC only when the second nonlinear model is considered (breaks). For the first nonlinear long-memory model, the BIC delivers better results. The table reports the proportion of correctly determined numbers of regimes and lag structures in 1000 simulations of the models listed in Section 4. The selection method is either the sequence of LM tests or the BIC (values in parentheses). The order p is always selected by BIC using a third-order approximation to the nonlinear function. We simulate the cases T = 500 and T = 1000.
Short-Memory Models: 500 observations (2008) we use 60-second activity-fixed tick time sampling schemes, such that we obtain the same number of observations each day. Changes between consecutive trades of more than five standard deviations of intra-day returns for any given day are discarded. For our data set of widely traded stocks and in this sample period, this removes most of the obvious recording errors but no meaningful price changes.
Model Specification and Estimation.
We report specification results for the 30 series described above for the full sample period. Table 3 shows the number of regimes determined by the sequence of robust LM tests as well as BIC. The numbers in parentheses are the p-values for the remaining nonlinearity test when the sequence of LM tests is used. We consider past returns as well as time as transition variables. Several interesting results emerge. Firstly, for most of the stocks, the p-values are quite high, indicating that the choice of the initial significance level as well as the constant C does not influence the final number of regimes. Secondly, both criteria select a small number of regimes, which indicates that there is no overfitting. Thirdly, the LM tests tend to select a smaller number of regimes than the BIC. However, there are a few cases where both criteria agree on the number of regimes. For example, the estimated specification for the MedRV estimator and time transitions is as follows (standard errors in parentheses).
The time transition captures the change in volatility dynamics during the subprime crisis, as The estimated specification for the BHLS estimator and asymmetry effects is as follows: 5875 (436.69) 100 log S t−1 S t−2 + 2.2422
The estimation identifies an asymmetry effect at a threshold of -2.2422 percent return, as Table 4 reports the results for one-step-ahead while Table 5 shows the results for five-and ten-steps ahead. by the RMSE ratio; we are looking for ratios smaller than one. The models are re-specified for each time window. The sequence of LM tests is used to determine the number of regimes.
The main conclusion from the out-of-sample results is that the linear and nonlinear ARFIMA models outperform the benchmark for five-and ten-steps ahead. For one-step-ahead the benchmarks are superior. More specifically, for five-days-ahead, the ARFIMA is statistically superior In summary, with regard to financial volatility, we recommend the model proposed in this paper for forecast horizons longer than a single day. The model also has the advantage of identifying economically interpretable nonlinear effects in-sample, and it separates the long and short decorrelation scales found in financial volatility.
CONCLUSION
Usually, nonlinearities such as structural breaks are difficult to tell apart from long memory.
In this paper, we propose an estimation framework for nonlinear effects such as structural breaks and asymmetry in the presence of long memory.
We show consistency and asymptotic normality of the nonlinear least-squares estimator. Asymptotic theory requires a time transformation that ensures that regimes of finite length remain identified as the sample size grows to infinity. We also propose two different model building procedures to determine the structure of the model. As T → ∞, Q T (ψ) converges in probability to a deterministic function Q(ψ) = E [Q T (ψ)] < ∞ uniformly on Ψ; and (4) Q(ψ) attains a unique global maximum at ψ 0 .
Item (1) is given by assumption. Item (2) holds by definition of Q T (ψ) and u t . To prove item (3) we first notice that Assumptions 3 and 4 imply that Consider Item (4). Rewrite the maximization problem as max
u, * and that the expressions attain their respective lower bounds at ψ = ψ * uniquely. Consider 
APPENDIX B. PROOF OF ASYMPTOTIC NORMALITY
In this section, terms will sometimes involve expectations of cross-products of the type E(XY ), where X and Y are correlated random variables. By the Cauchy-Schwarz inequality,
, and thus in order to show that the cross-product has finite expectation, it suffices to show that both random variables have finite second moments. By the same token, if 24 E. HILLEBRAND AND M. C. MEDEIROS both X and Y have finite second moments, Proof. In this proof, all derivatives are evaluated at ψ = ψ * . The asterisk-subscript is suppressed to reduce notational clutter.
since u t has mean zero, and Proof. In this proof, the expressions are evaluated at any ψ ∈ Ψ if not otherwise stated. The data-generating parameters will be explicitly subscribed by an asterisk.
We will consider the gradient vector element by element:
Using the Cauchy-Schwarz inequality, we need to find upper bounds for the following objects:
by Assumptions 4(2), 2(2), and 3(2). Then,
from the same set of assumptions and recognizing that
by Assumptions 4(2), 2(2), and 3(2). By Assumption 4, all other elements are bounded:
By Assumptions 1, 2(2), 3(2), and 4,
E. HILLEBRAND AND M. C. MEDEIROS
This shows the first statement of Lemma 2. The second statement of Lemma 2 follows the same arguments, except that for part (1), the exponents in the Hölder inequalities are at most equal to two, whereas for statement (2), we need n = 4. We omit the details of the second statement for the sake of brevity.
LEMMA 3. The function h t (ψ) := −
, is absolutely uniformly integrable: E sup ψ∈Ψ |h t (ψ)| < ∞; it is continuous in ψ and E [h t (ψ)] = 0.
Proof. By the triangular inequality, showing absolute uniform integrability is equivalent to show that E sup ψ∈Ψ ∂ 2 qt ∂ψ∂ψ < ∞. We will consider the second derivative of q t with respect to d.
There are 21 distinct second derivatives in A(·); proving finiteness of the expected value of the supremum consists of applications of the Lebesgue Dominated Convergence Theorem.
First, note that
Then, we have
We first show that E sup |R i | < ∞ for i = 1, 2.
The expected values of the terms on the right-hand sides are finite by arguments similar to those in the proof of Lemma 2. Therefore, the suprema of the left-hand sides are dominated by the 
Proof of Theorem 2. The proof follows Theorem 4.1.3 of Amemiya (1985) . First, we have to establish that ψ is consistent (Theorem 1). Then, 
is non-singular. Conditions for this convergence can be found in Theorem 21.6 of Davidson (1994) . We need to have (a) consistency of ψ T for ψ * and (b) uniform convergence of A T to A in probability, i.e. sup ψ∈Ψ |A T (ψ) − A(ψ)| p → 0. Ling and McAleer (2003, Theorem 3.1) employ the Ergodic Theorem to obtain uniform convergence directly by modifying Theorem 4.2.1 of Amemiya (1985) . To employ Theorem 3.1 of Ling and McAleer (2003) , we have to show that h t (ψ) = − ∂ 2 qt ∂ψ∂ψ − A(ψ) is continuous in ψ, Eh t (ψ) = 0, and is absolutely uniformly integrable E sup ψ∈Ψ |h t (ψ)| < ∞. This was shown in Lemma 3. Thus, we have established all conditions of Theorem 4.1.3 of Amemiya (1985) .
Proof of Proposition 1. We established uniform convergence in probability of A T to A in Lemma 3 and Theorem 2. It remains to show uniform convergence of B T to B. We follow Theorem 3.1 of Ling and McAleer (2003) We omit the details for brevity. m t is continuous in ψ by the Continuous Mapping Theorem and has zero-mean by construction.
APPENDIX C. PROOF OF MODEL SELECTION CONSISTENCY

Proof of Theorem 3. Write the event
We show that P(A ∪ B) → 0 as T → ∞. It is clear that
Applying the Markov inequality to the right hand side of the above equation, we have, for
The first line of the above expression is o p (1) by Assumption 3 and the law of large numbers, the second line is o(1) by Assumption 5(5), and
Since M * < ∞ by definition, it follows from the union bound that P (B) → 0 and the theorem is proved. 500 OBSERVATIONS.
The table reports average bias and mean-squared error (MSE) of parameter estimates from 1000 simulations of the models listed in the paper with T = 500.
The regime and lag structure M and p are assumed to be known in the estimation. 
C.
The table reports the proportion of correctly determined numbers of regimes in 1000 simulations of the models listed in the paper for different values of the significance-level adjusting parameter C. In the simulations the lag structure is assumed to be known and fixed at p = 2. 
Short-Memory
