Abstract-In the field of occupational hygiene much consideration is devoted to the uptake through the human airways, but there are also reports of irritations, complaints and hazards or potential hazards due to particle deposition onto the eyes. There is a need for data regarding the dependence of the deposition rate on particle size and environmental parameters in order to formulate sampling criteria and to find doseeresponse relations.
INTRODUCTION
The outer surface of the eye is exposed to the surrounding air, and airborne particles can thus be deposited onto it. Several studies describe irritation, injuries, allergic reactions and diseases of the eye which may be caused by exposure to different aerosols in various environments. Schneider and Stokholm (1981) showed that man-made mineral fibres accumulated in the eyes of workers handling man-made mineral fibre products. A positive correlation was found between eye symptoms and the number of deposited fibres in the eye (Stokholm et al., 1982) . Even in environments with lower concentration of fibres it was considered that fibres from ceiling tiles gave rise to eye complaints (Verbeck et al., 1981; Alsbirk et al., 1983; Rindel et al., 1987) . Tobacco dust has been reported to cause eye irritation among workers in tobacco industries (Lander, 1986; Kjaergaard and Pedersen, 1989) . Deposition of bioparticles (e.g. airborne particles of spores, pollen, viruses, mite fragments) onto the eyes may cause allergic response or infections (Evans, 1989; Ryan, 1990; Lacey and Dutkiewicz, 1994) . The occurrence of allergic symptoms of itching eyes due to exposure to wood dust is described by Herold et al. (1991) . Symptoms defined as sick building syndrome (SBS) are suggested to arise from dust containing microorganisms (Gravesen et al., 1986) . In attempts to quantify the risk of conjunctival contamination in connection with operation by surgeons, the number of visible blood splashes on spectacles and on protective glasses has been investigated (Brearley and Buist, 1989; Stokes et al., 1990; Schnetler, 1991; Prior et al., 1993) and the number concentration of airborne bloodassociated particles has been determined (Yeh et al., 1995) . The implications of airborne particles to eye and skin irritations in connection with work with CRT displays (Olsen, 1981; Hedge et al., 1992) and in sick-buildings (Quackenboss and Lebowitz, 1989; Skov et al., 1990; Hodgson et al., 1991; Hedge et al., 1992; McDonald et al., 1993; Franck et al., 1993) are also debated. In an investigation at Swedish schools (Norblck et al., 1990) , ' Author to whom correspondence should be addressed.
et ul a connection between eye irritation and the concentration of respirable fraction particles was obtained.
In summary, studies which are aimed at finding relations between concentrations of airborne particles in various environments and the degree of eye manifestations in exposed individuals are inconclusive.
Measurements of airborne particles are performed employing methods (Vincent, 1989) whose common features are they are designed to reflect the health effects of airborne particles which can reach different sites in the respiratory system. In some studies, the airborne particles are collected with total aerosol samplers. In other investigations, samplers designed for collecting the respirable fraction are used. There is, however, a lack of knowledge regarding how aerosols should be sampled to reflect the probability of deposition on the eye. Improved knowledge on how different environmental parameters affect the deposition probability of particles of different sizes is essential in order to develop measurement and monitoring techniques which reflect the degree of deposition. Better measurement techniques are a prerequisite for designing studies aimed at increasing our knowledge of the relationships between exposure to airborne particles and hazards, irritations and discomforts of the eyes.
The deposition rate is usually expressed as the deposition velocity ode&m s '), which is the effective velocity with which the particles migrate to the surface, and is defined as
where J(rn-'s-l ) is the particle deposition flux, CO (m ") the undisturbed particle concentration in air, N the number of particles deposited, A (m') the area of the exposed surface and t(s) the exposure time. In this work, the deposition velocity is defined for an open eye (i.e. the blockage due to blinking is disregarded) and determined as a surface-averaged deposition rate over the open eye. If the deposition velocity is known, the number of particles deposited per unit time can be estimated by measuring the airborne particle concentration.
The deposition velocity is influenced by various transport mechanisms, e.g. diffusion, thermophoresis, convection, impaction, turbulent diffusion and migration in electrical fields.
The objective of this study was to gain knowledge about the deposition velocity as a function of the aerodynamic particle diameter and the dependence of deposition velocity on parameters such as mean velocity, turbulence intensity and direction of the surrounding air flow. This knowledge is necessary when developing criteria and methods for sampling of airborne particles, which can be related to the probability of deposition onto the human eyes.
The deposition velocity of airborne particles was studied using a dummy exposed to airborne particles in a wind tunnel. Before exposure, both eyes of the dummy were covered with a clean, sticky and transparent foil. During exposure the particle concentration and size distribution of the airborne particles were measured. After exposure, the pieces of foil were removed and placed on microscope slides. Using an optical microscope equipped with an image analyser, the number and size of the particles deposited on the foil were determined.
A semiempirical model, based on limited data from this work (only the 1 m s-i results was used), predicting the deposition velocity on eyes and facial skin dependence on impaction, turbulent diffusion and migration in electrical fields was presented by Schneider et al. (1994) . Preliminary experimental results from this study were presented. There are minor discrepancies (mainly all differences within one standard deviation) in the results presented in this paper and the preliminary ones which appeared in the work by Schneider et al. (1994) .
EXPERIMENTAL SET-UP

Wind tunnel system and uerosol generation
The wind tunnel was of a low-speed, open-cycle type. The working section of the wind tunnel, where the dummy was placed, is schematically shown in Fig. 1 . The tunnel was supplied with filtered, heated air. During all the experiments, the tunnel air temperature was 20 + 1°C ( + cr.). The main working section was l.Om wide and 1.1 m high. The airborne particles were sampled isokinetically with a thin-walled probe. The sampling flow rate was 16.7cm3 s-i and the aerosol was transported directly to the inner nozzle of an Aerodynamic Particle Sizer (APS, model 33B, TSI Inc., U.S.A.), which was placed below the dummy. The diameter of the thin-walled probe was changed to maintain isokinetic conditions when the air velocity in the wind tunnel was varied.
The air velocity was measured with a constant-temperature anemometer system (IFA 100, TSI Inc., U.S.A.), with a maximum sampling rate of 200 kHz. The probe used, a single, cylindrical hot-film sensor (diameter 50pm and length lOmm, model 1220-20, TSI Inc., U.S.A.) could be moved using a traverse system.
To obtain a homogeneous flow field and a low turbulence intensity in the working section, an alumina grid with a honeycomb structure and two different screens of stainless steel were placed upstream from the working section. The honeycomb, with a thickness of 70mm and hexagonal channels with sides of 4 mm, was placed 1.1 m in front of the dummy. The dimensions of the screens are described using the wire diameter, d,, and the mesh width, IM,( = distance between the centre of two wires). The solidity, S, of the screen is defined as the ratio of the projected solid area to total area. The coarsest screen An increased turbulence intensity in the working section was generated with a biplane grid made of wooden rods of square cross-section (20 x 20 mm*, M, = 80 mm and S = 0.44) placed in front of the working section (0.8 m downstream from the finer screen). When the dummy was placed for exposure at high air flow turbulence intensity, it was positioned 0.17 m downstream the grid. Alumina particles (Aloxite dust, grade F500, Washington Mills Electra Minerals Limited, Manchester, UK) were emitted into the air using a dispersion generator (RBG-1000, Palas GmbH, Karlsruhe, Germany). The particles were fed into a high-turbulent part of the wind tunnel, l.Om upstream from the honeycomb, so that a high degree of mixing was obtained. The particle size distribution of the dispersed powder, sampled isokinetically in the working section and measured with the APS, is shown in Fig. 2 . The size distribution is corrected due to particle losses in the sampling line, coincidence error in the APS and incorrectness in particle size determination of the APS. The correction procedure is described in the next section.
The dummy and the eyes
The dummy was a full-size torso, wearing a laboratory coat of cotton. It blocked -30 % of the cross-section of the wind tunnel when it was facing the wind and -16% when the side was directed toward the wind. Aerodynamic particle diameter (pm) Fig. 2 . Particle size distribution of the alumina particles, sampled isokinetically in the working section and determined using the APS. (12 mm), r = radius of the eyeball (12 mm), E = thickness of the eyelids (3--4 mm), L, = maximum distance between the eyelids (left eye 9 mm and right eye 7 mm), L, = distance between the top of the cornea and a line between the outer edge of the eyelids (2--3 mm). The eyelashes, for cosmetic use, were made of human head hair, with a diameter of 0.07 mm. Upper eyelashes consisted of about 120 hair with lengths in the range 6-8 mm, and the lower eyelashes consisted of about 100 hair with lengths in the range 5-7 mm.
The eyes of the dummy (Fig. 3 , left) were made of acrylic material and were castings of an eye prosthesis. The eyes were removable from the eye socket. The dimensions of the eye casting and the lids of the dummy were within f20%, and the eyelashes within i 30% compared with data given by von Lanz and Wachsmuth (1979) and Hollwich (198.5) (Fig. 3 , right). The area of the eye exposed to the surrounding air, Aeye was for the left eye, 1.8 + 0.05 cm2 ( f cr) and the right, 1.2 + 0.05 cm2. The eyes were covered with a sticky gelatine foil (fingerprint lifters) with a thickness of 0.5 mm on which particles were collected. The foil covered the eye smoothly and could easily be removed and mounted flat on a microscope slide for analysis. The eye sockets and the lids were carefully designed so that the foil covering the eyes fitted tightly against the edge of inner side of the lids. Eyebrows or hair on the head of the dummy were not used in order to avoid contamination of the foil. A foil measuring 25 x 50 mm2 was also mounted on the forehead, using double-sided tape. The face of the head was covered with a conductive layer of silver paint.
Optical microscopy
Images of the foil were recorded using an optical microscope (Vanox-T, Olympos) with a video camera (MTI, Dage). Using an image analyser (IBAS, Kontron), the equivalent projected area diameter, dpa, was determined for particles greater than N 2 pm. An objective of the magnification 20 x was used. For the digitised image, one pixel was equivalent to a square of 0.46 x 0.46 pm2. The images, each corresponding to an area, Ai, of 0.0436 mm2 on the foil, were homogeneously distributed over the exposed area of the foil. The number of images, n, studied was between 60 and 120. The total analysed area, A,, of each foil was equal to nAi. The ratio of analysed and exposed area of the eye foil, K, = A,/A+, was -4%. The eye foil was stretched when it was applied to the eye and contracted when it was removed. The shrinkage of the foil was determined as the ratio Kr = A,i,/A,y,, where Amic is the area of the exposed surface of the foil when placed on the microscope slide. The particles were classified into 6 particle size intervals and for each interval the number of particles, Nmi,, on the analysed area, A,, was determined. The total number of particles, Neye, for each particle size interval on the foil was then calculated using
Particle concentration characteristics
The thin-walled probe was placed on the right side and at the same height as the eyes of the dummy, with the orifice of the probe 10 cm in front of the face of the dummy. The distance between the right side of the head and the thin-walled probe was 13 cm. No disturbance could be observed due to the thin-walled probe on the flow pattern in front of the dummy at any orientation of the dummy using visual inspection with smoke. Particle sampling, with and without the dummy in the working section, showed that the influence of the dummy on the particle concentration at the probe site was less than 5% for all particle size intervals. When no alumina particles were generated, the total particle concentration was less than 1 cm-3 measured with the APS. The above-mentioned investigations were performed at an air flow velocity of 1.0 m s-' and a turbulence intensity of 1.3%. The particle concentration was measured, using the APS, across the central part of the working section in the absence of the dummy (Fig. 4) . The orifice of the thin-walled probe was placed in the plane containing the eyes of the dummy when it was in position of exposure, facing the wind. The particle concentration was measured every 5 cm along a horizontal line at the same height as the eyes and at 10 cm intervals along a vertical line between the eyes. This was performed four times at a mean velocity of l.Oms-l and turbulence intensity of 1.3%. For each of the six particle size intervals the distribution of the relative particle concentration was determined. Figure 4 shows the relative particle concentrations of particles in the interval, 25-32 pm, which were most unevenly distributed. The relative particle concentration for the other particle size intervals was closer to 1. The relative particle concentration was also measured under two other conditions, namely when the mean velocity was 1.0 m s -1 and the turbulence intensity 19% and when the mean velocity was 0.50 m s-' and the turbulence intensity 1.3%. No significant difference ( d f 10%) from that determined at 1.0 m s-1 and the turbulence intensity 1.3% was observed, except for the particle concentration in the vertical direction at 0.50 ms-' (Fig. 4) . For the plane perpendicular to the air flov+, containing the eyes of the dummy, the particle concentration was measured four times across the central part of the working section. in the absence of the dummy. The mean air velocity was I .O m s-t and the turbulence intensity was 1.3%. The diagrams show the relative particle concentratton of the particles in the interval 25-32 pm based on measurements along the horizontal line (IO measurement points) and the vertical line (4 measurement points). The error bars show the standard deviation of the distribution of measured particle concentrations (4 measurements).
The relative particle concentration in the vertical direction is also shown for an air velocity of 0.50 m s ' and turbulence intensity of 1.3%,.
Flow charucteristics
The single hot-film sensor was calibrated by the manufacturer at low turbulence intensity. Measurements of the velocity fluctuation velocity in the main air flow direction, U, performed in air flows with high turbulence intensity were corrected for velocity fluctuation components (a and w) perpendicular to the main stream direction (Hinze, 1975) . The turbulence intensity, T, in the main air flow direction, defined as the ratio of the velocity fluctuation velocity and the mean air velocity, C, was determined by the following procedure. With the sensor perpendicular to the main stream direction the effective mean air velocity, Ueff, and the velocity fluctuation velocity, ~,rr, was measured. The true value of the mean air velocity, U, and velocity fluctuation, u, in the main air flow direction was then obtained using
where the values of the constants h and k depend on the dimensions and physical properties of the sensor. Results from Groth and Johansson (1988) who performed measurements of the turbulence downstream of grids and screens with similar dimensions to those used here, were used to estimate the degree of anisotropy, i.e. the ratios U/U and w/u. Empirically determined values of h and k were taken from Fingerson and Freymuth (1983) . All measurements were performed with a sampling interval of 2 ms and 16,000 samples were taken during 32 s.
A grid was placed in front of the working section. The solidity, S, of the grid was 0.44 and the turbulence downstream the grid can be assumed to be stable (Baines and Peterson, 1951) . Figure 5 shows how that turbulence intensity decreased with increasing distance behind the gird. Figure 6 (left) shows the velocity distribution measured 0.17 m behind the grid at a mean velocity of 1.0 m s-' and a turbulence intensity of 19%. The mannequin was placed at this distance downstream the grid to obtain an air flow with "high" turbulence.
The turbulence anisotropy behind a biplane grid with similar dimensions (6 x 6 mm', M, = 25 mm and S = 0.42) has been studied by Groth and Johansson (1988) . They showed that the turbulence became isotropic at lo-20 mesh widths. From their data the anisotropy 0.17 m behind the grid (about 2.1 mesh widths) can be estimated to be about 1.1. Without the grid, the turbulence intensity was 1.3% (later mentioned as "low" turbulence) at a mean velocity of 1.0 m s-1 (Fig. 6, right) . The distance to the screens was 1.1 m and the turbulence can be assumed to be both stable and isotropic. The stability of the air flow in the working section was investigated by measuring the mean air velocity and the turbulence intensity 60 consecutive times with the same parameters during 1 h (the maximum time of exposure of the dummy). The relative standard deviation of the mean velocities at 0.50 and 1.00 m s-' was less than 4.0%. The relative standard deviation of the turbulence intensity at low and high turbulence intensity was less than 8.0%. These measurements were performed at the position which corresponded to a point situated half way between the eyes of the dummy when it was in position for exposure.
The air velocity distribution at 1.0 and 0.50 m s-l was measured at 39 sites across the central part of the working section, in the plane perpendicular to the wind and containing the eyes of the dummy, when it was in position for exposure. The measuring points were distributed along three horizontal lines: one 10 cm above the eyes of the dummy, one at the same height and one 10 cm below. The 13 measuring points along each level extended 25 cm to the left and 25 cm to the right from the middle of the head. At low turbulence intensity (1.3%) the relative standard deviation of the mean velocity was less than 6.0% and of the turbulence intensity less than 9.0%. At high turbulence intensity (19%). the corresponding relative standard deviations were less than 15%.
Calculation of the time correlation was performed to estimate the integral time scale. The air velocity was sampled with a sampling interval of 1 .O ms. At a wind velocity of 1 .O m s _ ' and at low turbulence intensity (1.3%) the integral time scale was 20 ms and at high turbulence intensity (19'/,) the integral time scale was 65 ms. The characteristic macrolength scale was estimated using Taylor's hypothesis (Hinze, 1975) . The estimated length scale was 20 mm at a turbulence intensity of 1.3% and 65 mm at a turbulence intensity of 19%.
The integral time scale has been used to estimate an appropriate sample time (Hinze, 1975) . Using a sample time of 32 s and a sampling frequency of 500 Hz, the mean velocities and turbulence intensities were measured with a precision better than lo!, except for the measurements of the turbulence intensities downstream the grid. For instance, 0.17 m downstream the grid, the turbulence intensity of 19% was determined with a precision better than 7%.
Particle size calibration
The deposition velocity was determined as a function of the aerodynamic particle diameter and it was assumed that the deposition of airborne particles onto the eye occurs under or close to Stokesian condition (the particle Reynolds number was estimated to be ~2). The response of the APS is based on the behaviour of rigid and smooth spheres with unit density. Due to the high air velocity (150 m s-') in the measuring volume, the aerodynamic particle diameter determined by the APS (d,,,) is dependent on the shape and density of the particles (Griffiths et al., 1984; Cheng et al., 1990) . To obtain the particle size of the irregular alumina particles used in this study in terms of true aerodynamic particle diameter, calibration of the particle size determination of the APS and the microscope was performed (Gudmundsson et al., 1991) . Five impactors operating in the range 1.0 <Re, < 3.0 (cut-off diameters 2220 pm, air velocities l-20 m s -I, inlet pressure 1013 mbar and pressure drops 0.4-4 mbar) were used for the calibration.
The cut-off diameters were calculated (Marple and Willeke, 1976) and taken as the true aerodynamic particle diameters, d,. The penetration curves of the impactors were determined by comparison of the output particle concentrations when the alumina particles were sampled with and without impaction plate in the impactor housing. The output particle concentration was measured with the APS or collected on filters for later microscopy studies. To obtain unity penetration for particles less than -30% of the cut-off diameter, correction factors in the range 0.94-1.06 were used with an average correction of 4%. For each impactor the cut-off diameter was determined five times using the APS (Fig. 7, left) and the microscope (Fig. 7, right) . The APS-data was corrected for particle density using a universal procedure described by Wang and John (1989) . The The relationship between the aerodynamic particle diameter dAps determined using the APS corrected for particle density (Wang and John, 1989 ) and the true aerodynamic particle diameter d, of the alumina particles. (Right) The relationship between the projected particle diameter d,, determined using a microscope and the true aerodynamic particle diameter d, of the alumina particles. INSPEC is a inertial spectrometer developed by Prodi er al. (1979) . The error bars show the standard deviation of the distribution (5 measurements). The relative standard deviation of d, was estimated to be less than 5%. density of the individual alumina particles was assumed to be the same as the bulk density 3.96 x lo3 kg rnd3 (value provided by the manufacturer, Washington Mills Electra Minerals Limited, Manchester, U.K.).
For the same specific grade of alumina powder as that used here (Aloxite, grade F500, supplied by the same manufacturer), Mark et al. (1985) determined the dynamic shape factor to be 1.24 expressed as a mean value for the entire particle distribution. The determined APS response of the alumina particles agrees with a study of the APS response of regular-shaped non-spherical iron-111 sulphate particles (Marshall et al., 1991) (Fig. 7,  left) . These particles have approximately the same particle density, 3.1 x lo3 kgmw3, and dynamic shape factor, 1.19 + 0.06.
The alumina particles were also sampled using an inertial spectrometer (INSPEC) (Prodi et al., 1979) . The projected area diameter of the deposited particles in the inertial spectrometer was measured using the microscope and compared with the aerodynamic particle diameter given by the calibration curve of the inertial spectrometer provided by the manufacturer (Fig. 7, right) .
Number calibration
Losses in the thin-walled probe and the sampling tube to the APS together with internal losses in the APS and coincidence effects in the APS (Heitbrink et al., 1991) caused a discrepancy between the particle concentration detected with the APS (CAPS) and the true particle concentration
Co of the undisturbed concentration. To determine the ratio K, = CO/CAPS (equation (4) and Table l), alumina particles were sampled simultaneously with a membrane filter (type HAWP 02500, Millipore Corp., MA, U.S.A.) and with the APS. This was done three times. Sampling with the filter was performed with a mouthpiece identical to the one used for the APS measurements. The simultaneous sampling was performed under isokinetic conditions at an air velocity of 1.0 m s-i and the total particle concentration was the same as that during the exposure of the dummy, 150-200 particles cmw3, to obtain the same level of coincidence effects in the APS.
To determine the true undisturbed concentration C,, the penetration loss in the filter mouthpiece was determined. The interior of the filter mouthpiece was rinsed with a solution of distilled water and a dispersion agent (0.5% sodium hexamethaphosphate (NaPO,),) and the solution was filtered through a membrane filter (type HAWP 025 00, Millipore Corp., MA, U.S.A.). The number of particles lost in the filter mouthpiece, Nf, was assumed to be the number of particles on the membrane filter determined using the microscope. The number Table 1 . Correction factor K, ( k standard error of mean), the ratio of the true particle concentration C, of the undisturbed concentration and the particle concentration detected with the APS, C,,, Aerodynamic particle size interval of the APS* (pm)
True aerodynamic particle size interval+ t/ml) 2.1-3.6 1.9 3.5 0.76 I 0.04 3.7-5.8 3.6 6.1 0.84 * 0.07 5.9-9.2 6.7-10.1 1.19 * 0.20 9.3-14. of particles simultaneously collected on the filter of the mouthpiece, N,, and sampled using the APS, IV,,,, was determined.
K, (Table 1) was then determined using
Exposure procedure
Before exposure, the head and the eyes were washed with distilled, deionized and filtered water, rinsed with ethanol, dried and placed in a clean air flow bench. The foils were mounted on the eyes. The eyes were mounted in the eye sockets and a piece of foil was placed on the forehead. The head was then mounted on the torso. During exposure, the airborne particle concentration and size distribution were measured with the APS. After exposure, the head was removed and placed in the clean air flow bench. The foil was stretched when it was applied to the eyes and contracted when it was removed. To be able to correct for the change in area, the edge of the exposed area of the eye foil was engraved using a needle before removing the eye from the eye socket. The foil was placed on a microscope slide and the area of the exposed surface A,i,, was determined using image analysis. To determine the level of possible contamination, blanks were used. On three occasions, blanks were employed in a similar fashion to that described above except that the dummy was placed for only a short time (about 10 s) in the wind tunnel when no alumina particles were generated and the fans of the wind tunnel were turned off.
DATA PROCESSING AND CORRECTION
The number of particles, N~i,, detected on each blank was between 2 and 7 ( Table 2 ). The average total number of particles on the blanks m&, for each particle interval was calculated using
The number of images analysed on the blanks and the eye foils were about the same. The lowest possible detectable deposition velocity (cde,, detection limit) depends on the undisturbed particle concentration, exposure time, the number of images analysed and the number of particles on the blanks (contamination).
To calculate udet two assumptions were made. First, the detection limit regarding deposition velocity corresponds to the number of particles on the eye foil, (Ndet) , that significantly exceeded the number of particles on the blanks, which was taken to be equal to N& + 20&,. Second, not more than one particle was present in each image and the number of images containing a particle was a binomial Table 2 . Number of particles detected on the blanks, NiiC. Originally, 3 blanks were used for each eye but one (right eye) was neglected due of obvious incorrect handling From that, ude, was then determined so that if the deposition velocity was equal to the detection limit, the probability of counting more than Ndet particles was at least 90%.
The deposition velocities were determined using equation (1). The number of particles on the eye foil Neye (equation (2)) was subtracted by the mean number of particles on the blanks N&,. The true undisturbed particle concentration Co is given by the concentration CAps (particle concentration measured with the APS) corrected by multiplying with the correction factor KS (equation (4) 
where variables with superscript B are for blanks.
RESULTS
Comparison of the deposition velocity of the left and right eye at 0"
A comparison of the deposition velocity on the left and right eye was performed for the experiments when the dummy was facing the wind. For each particle size interval, 11 ratios were determined. The mean value for each particle size was close to 1.0 (0.94 + 0.09) ( k a), min 0.82, max 1.05). This means that the deposition velocity was virtually the same for the left and right eye, despite the fact that the left eye had 1.50 greater exposed area (1.8 and 1.2 cm', respectively). From now on we will refer to the deposition velocity at 0 and 180" as the mean value of the corresponding deposition velocity obtained from left and right eyes.
Deposition velocities onto the eye
The range of the parameters is shown in Table 3 . The dummy was exposed in the wind tunnel on 18 occasions, which resulted in 36 exposed pieces of eye foil. The deposition velocity dependence on the aerodynamic particle diameter at different values of the air velocity, the turbulence intensity and the orientation of the dummy is shown in Figs Sa-d.
When the dummy was facing the wind at a mean velocity of 1.0 ms-' and a turbulence intensity of 1.3%, the deposition velocity increased weakly with increasing aerodynamic particle diameter (Fig. 8a) . The deposition velocity was between 0.02 and 0.09 cm s-' in the particle size range 2-30 pm. The deposition was determined six times (12 pieces of eye foil). For each particle size interval the standard deviation of the distribution (SD.) of the deposition velocities was determined. The values of the S.D. were about the same, 60 + 15% of the mean. This uncertainty was assumed to be valid for all other determined Number of particles per image (Figs 8a and c) . For the right eye, when the dummy was oriented 90" to the air flow, the deposition velocity decreased rapidly, and for particles greater than about 8 pm the deposition velocity was lower than the detection limit. No deposition velocities were determined for the largest particle size interval due to the high detection limit. Changing the wind velocity from 1.0 to 0.50 m s-', when the dummy was facing the air flow, caused only a small change in the deposition velocity (Figs 8a and c ). An increase in the turbulence intensity from 1.3 to 19% increased the deposition velocity by a factor of more than 3 for all particle sizes (Fig. 8a) and the deposition velocity increased more strongly with increasing particle size.
The deposition velocity at the forehead was also determined in a number of experiments when the dummy was facing the air flow with a mean velocity of 1.0 ms-' and a turbulence intensity of 1.3%. Comparisons show that the deposition velocity onto the eye varied between 20 and 35% of the deposition velocity onto the forehead. a a
The particles were unevenly distributed over the surface of the eye. Figure 9 shows typical distribution of the particles on the foil when the dummy was facing the air flow at mean air velocity of 1 .O m s -1 and a turbulence intensity of 1.3%.
DISCUSSION
The experiments were performed with a dummy with eyes that that could not blink. The deposition rate onto the eyes of a real human being will be reduced by blinking. The reduction depends on the duration of the blinking and the frequency of blinking. The normal blink rate is often given as 12-15 per minute and the total blink duration is approximately 0.26 s (Doane, 1994) . The time period for which the eye is partially or totally protected by the lids is therefore less than 4 s per minute and the maximum reduction of the deposition rate will roughly be about 7%. The blinking rate can be influenced by factors as air flow, gases, dust, stress, etc. In field studies in coal mines, Gibson and Vincent (1980) have compared particle deposition onto the eyes for miners and a dummy exposed to bursts of coarse dust. They suggested that the blinking reflex reduces the maximum particle size that impacts onto the human eyes to about 120 pm. The blinking reflexes should therefore not affect the deposition velocity of particles of sizes determined in this study (2-30 pm) if these particles do not occur simultaneously with much coarser particles. The deposition velocity onto the eyes is less than that on the forehead. It appears that the eyes are partly protected against particle deposition due to the shape of the face. If the surface temperature of the human body is greater than the temperature of the surrounding air, upward convective air movements are formed. The significance of such air movements on the flow pattern around the body decreases with increasing surrounding air velocities. In realistic indoor environments, with lower velocities than those used in this study the convective currents may be significant.
The aerosol was neutralized and the charging of the dummy was not completely eliminated (maximum potential < f300 V). To gain more complete knowledge about the deposition rate of airborne particles onto the human eye, the influence of particle migration in electrical fields must be considered. Theoretical considerations show that the importance of the presence of electrical fields increases with decreasing particles size (Schneider et al.. 1994) . If the deposition velocities of heavily charged particles or particles smaller than that used in this study are considered, the influence of particle migration due to electrical fields must be addressed. At low air velocities a heated dummy should be used so that thermal convection is included in the flow pattern around the dummy. Furthermore, the experiments with different turbulent intensities show that in wind tunnel studies of deposition in the eye, the flow must have a turbulence intensity similar to that which exists in realistic environments as low turbulence intensities (which often occur in wind tunnels), can give too low estimations of realistic deposition rates.
CONCLUSIONS
For the particle sizes, wind velocities, wind directions and turbulence intensities employed in this study, deposition velocities in the eyes were determined to be in the range 0.001-l cm s-'
For the dummy facing the wind the following conclusions could be drawn.
??
At a mean velocity of 1.0 m s-l and a turbulence intensity of 1.3% the deposition velocity increased weakly with increasing aerodynamic particle diameter and is in the range 0.01-0.1 ems-'.
Changing the wind velocity from 1.0 to 0.50 m s-' caused only small changes in the deposition velocity.
??
The turbulence intensity has a major influence on the deposition velocity for all particle sizes. An increase in the turbulence intensity from 1.3 to 19% increased the deposition velocity to the range 0.1-l cm s '. When the side or the back of the dummy was directed towards the wind, the deposition velocity was much lower than when the dummy was facing the wind. Depending on the particle size, orientation and wind velocity, the deposition velocity was in the range 0.001-0.01 ems-'.
For the dummy facing the wind at a mean velocity of 1.0 m sP1 and a turbulence intensity of 1.3% the deposition velocity onto the eye was, depending on particle size, between 20 and 35% of the deposition velocity onto the forehead.
