The purpose of this work is to rigorously prove the existence of traveling waves in neural field models with lateral inhibition synaptic coupling types and sigmoidal firing rate functions. In the case of traveling fronts, we utilize theory of linear operators and the implicit function theorem on Banach spaces, providing a variation of the homotopy approach originally proposed by Ermentrout and McLeod (1992) in their seminal study of monotone fronts in neural field models. After establishing the existence of traveling fronts, we move to a well-studied singularly perturbed system with linear feedback. For the special case where the synaptic coupling kernel is a difference of exponential functions, we are able to combine our results for the front with theory of invariant manifolds in autonomous dynamical systems to prove the existence of fast traveling pulses that are comparable to singular homoclinical orbits. Finally, using a numerical approximation scheme, we derive the ubiquitous Evans function to study stability. A specific example is carried out, unifying our theoretical results with reasonable conjectures.
Introduction
Traveling waves are a novel neurophysiological pattern that researchers across disciplines are interested in studying. Their captivating appeal is that they are so transparently observed in experimentation, which breaks down into in vivo and in vitro types. The combination of advanced electrode recording technology, voltage-sensitive dyes [24, 43] , and methods to pharmacologically block inhibition (such as delivering bicuculline, a GABA A antagonist used in numerous applications [4, 38] ) allows such patterns to be seen experimentally. Some examples of traveling waves include in the mammalian visual cortex [4, 37, 41, 49] (and during binocular rivalry [53] ), primary somatosensory cortexes of Wistar rats [25] and rodents [11, 44] , and human [54] and guinea-pig [51] hippocampus.
Traveling waves are also known to be hallmark features of pathological disorders of the neocortex such as epilepsy. Using modern technology, grid electrodes can be implanted in pharmacologically resistent epilepsy patients for the purpose of continuous intracranial monitoring via electrocorticograms (ECoGs) [52] . Although neocortical propagation of focal seizures is especially nocuous, it is not perfectly understood in terms of spatiotemporal neural dynamics [52] . As a result, widespread studies, including the present one, typically model the brain with concessions in order to best approximate reality and improve our understanding.
Since the human neocortex has approximately 20 billion neurons, .15 × 10 15 synapses [42] , and neurons interact on the order of milliseconds, a common model is a neural field model, which coarse grains space and time, treating neurons as a continuum of objects that interact nonlocally. Neurons are treated as patches and their voltages as averages; firing rates are monotonic with respect to average voltage and do not have explicit dependence on time. The advantage of the present model is that it is extremely simplified and also amenible to heterogeneity [7, 34] and stochasticity [6] considerations. In this paper, we consider a particular subset of the traveling wave problem that is seldom explored rigorously-existence of traveling fronts and pulses in neural field models with smooth Heaviside (sigmoidal) firing rates and lateral inhibition coupling types. Such coupling types are widely assumed to represent reality in vivo, particularly in the visual cortex (see [49] and references within). They do, however, impose mathematical difficulties that make traveling wave problems harder to study in neural field models-mainly, the fact that integral operators lose positivity. Nonetheless, such problems are worthy of exploration; experimentally, synchronized propagation has been found to occur even in the presence of meaningful levels of inhibiton [9] . Our approach departs from most traveling wave studies where purely excitatory synaptic interactions are assumed.
Aside from the fact that traveling waves are propagations driven by excitation, a major motivating reason why previous authors frequently assume interactions are purely excitatory is because as discussed above, for experiments, inhibition can be blocked. For example, in [25, 44, 51] , cortical slices were prepared and recording electrodes were arranged for experimental purposes; traveling waves arise from almost exclusively excitatory interactions. In a controlled environment, experimental findings of wave speed are easier to compare to model predictions, providing valuable insight. On the other hand, the role of inhibition (such as long-range GABAergic projections) elicits a less straightforward conclusion [49] .
While inhibition generally prevents propagation, we note that all couplings in the present study are normalized in the following manner. Let K(x − y) be a kernel function to describe the weight (based on spatial positioning) that presynaptic patches at position y contribute to postsynaptic patches at position x. In [16] , it is assumed that K ≥ 0 and R K(x) dx = 1 > 0.
(1.1)
In the present study, we also assume (1.1), but also that there exists M > 0 such that K(·) > 0 on (−M, M ) and K(·) < 0 on (−∞, −M ) ∪ (M, ∞). Hence, roughly speaking, our coupling types can be understood as having strong local excitation with inhibitory tails. When inhibition is present, the importance of (1.1) being positive in traveling wave studies cannot be overstated. In fact, one finds from the literature that kernels with inhibition are likely to lead to dynamics that thwart propagation if (1.1) does not hold. For example, standing waves [2, 5, 8, 14, 35, 36, 45] are commonly of interest and arise when excitatory and inhibitory features somehow balance each other out. On the other hand, traveling waves exist in [14, 39, 40, 57, 58, 59, 60] where (1.1) is assumed, even though the kernels have a variety of inhibitory regions. Since we work with more realistic firing rate functions of the canonical sigmoidal type, the present study is in certain ways more difficult than the traveling wave studies cited in this paragraph since they assume firing rates are only of the Heaviside type. As a result, their methods take advantage of the fact that solutions have closed form; operator theory is not required to prove existence or uniqueness.
In contrast, our results for the front are heavy in the analysis of linear operators arising from Fréchet derivatives. Our techniques for proving existence of fronts are similar to and motivated by those in [16] , but our mathematical analysis is necessarily more delicate due to the presence of inhibitory regions. For the pulse, we reduce our system to an autonomous system of first order ODEs and apply geometric singular perturbation arguments, also seen in [21] . Even without closed form for solutions, such tools are available to us due to well-studied theory of invariant manifolds. We provide positive existence results to nonlinear problems that are assumed to approximate reality.
Model Equations
In this paper, we are interested in the existence of traveling front solutions to the following homogeneous neural field model [2, 16, 44] :
K(x − y)S τ (u(y, t) − θ) dy, (1.2) and traveling pulse solutions to the following system with linear adaptation [44] :
K(x − y)S τ (u(y, t) − θ) dy (1.3) q t = (u − γq).
(1.4)
Here, u = u(x, t) is the mean electric potential in the spatial patch at position x and time t; K is a lateral inhibition coupling type as described in Section 1.2; θ > 0 is the threshold of excitation for the network; S τ ∈ [0, 1] is a monotonic smooth Heaviside function, representing the relative firing rate of a neural patch, which is described below. In (1.2), we assume there is no transmission delay between presynaptic patches y and postsynaptic patches x. Such an assumption only makes the terms in the mathematical arguments simpler. See [44, 45] for the derivation of (1.2)-(1.4) and more background. Along with biological motivation, the current work is motivated by the fact that in the case of fronts with single super threshold regions, existence and uniqueness [57] is relatively easy to establish when the kernel is of the lateral inhibition type and the firing rate is the Heaviside function. With smooth firing rates, existence, uniqueness, and stability results are quite extensive and notably, are malleable to a wide range of parameter choices. Naturally, one may believe that disrupting monotonicity by including negative regions for K may be a difficult, but solvable problem-particularly if the smooth firing rates share some similarities with the Heaviside ones.
Motivated by [13] , we consider S τ , which is a smoothed Heaviside defined by 5) where f (u, τ ) is smooth and increasing in u, L 1 continuous over u with respect to changes in τ, with
We assume S 0 is the Heaviside step function in the sense that
the delta distribution. Functions like S τ are known as sigmoidal firing rate functions and are very commonly assumed, even in single cell studies.
The goals of our study are to analytically explore, through smooth continuation and repeated application of implicit function theorem, intervals of τ where we are certain that traveling fronts exist in the scalar model and traveling pulses exist in the system when 1. Our strategy for the front is to build off of the homotopy argument in [15, 16] , but for lateral inhibition kernels. Our starting point for continuation are fronts with Heaviside firing rates, occurring when τ = 0.
Works such as [13, 33] have offered valuable numerical insight into the traveling wave problem in a similar setting, but aside from the landmark study in [16] , the topic has since been largely unexplored. In the sense of rigorous mathematics, to the author's knowledge, applying a homotopy in this paper's setting-which leads to non-monotonic traveling fronts-is new. Our results are especially worthwhile because our assumptions are actually quite weak; the kernels we are studying are essentially the canonical definition of lateral inhibition kernels from the literature with no additional assumptions. The kernels we study are even more general than those in [57] , which to the author's knowledge, contains the most rigorous study of existence, uniqueness, and stability of traveling fronts in neural field models with Heaviside firing rates.
Fixed Points Scalar Equation ( = 0)
Based on (1.5) and the fact that K is normalized, we see from (1.2) that there are three fixed points in the model, U ≡ 0, U ≡ β, and U ≡ 1, where θ < β < θ + τ . These points are solutions to the equation U − S τ (U − θ) = 0. Moreover, since f is increasing, our problem is of the bistable type. We wish to explore the existence of heteroclinical orbits connecting U ≡ 0 to U ≡ 1.
When 0 < 1 and γ > 0 is sufficiently small, equations (1.3)-(1.4) have precisely one fixed point, (U, Q) = (0, 0), which is a saddle point. In this case, we are interested in homoclinical orbits connecting the fixed point to itself.
Firing Rates
Tracing back to the genesis of the pulse problem for the standard homogeneous neural field model, one finds that there are two broad flavors when it comes to firing rates. One approach is to only use firing rates that are single (or finite sums of) Heaviside functions with thresholds. The upside to this approach is that one can easily derive solutions formally and study complicated topics like existence, uniqueness, and stability with fairly simple mathematical objects. To see the downside, we recall that neural field models are continuum models where the voltage of neurons is understood as averages over small patches and the firing times of individual cells are not considered. As a result, it is unrealistic to assume the average voltage of a patch is truly all-or-none, even though such an assumption holds true for action potentials. Hence, methods for studying (1.2) with sigmoidal firing rates are desirable. Mathematically, the Heaviside firing rates also produce singularities that are undesirable for dynamical systems and singular geometric perturbation techniques.
Alternatively, smooth firing rates provide remedies to the problems above, but produce their own difficulties. Most of the issues are rooted in the fact that solutions do not have closed form so one is practically forced to invoke functional analysis and in particular, operator theory, as evident in the present study. Moreover, uniqueness and stability results are much harder to prove and even verify numerically.
The firing rates we consider are the middle ground between the two approaches above. We are able to remove some of the oversimplifications of the Heaviside function, while residing in a manageable mathematical environment. Like in the Heaviside case, our firing rates reach a maximum saturation point, but the jump up is smooth. Not only does such an approach find common ground in mathematics, it is also realistic biologically. Indeed, due to absolute refractory, neurons are known to be quiescent below a threshold and fire maximally above a different threshold [13] .
Kernel Hypotheses
Also known as Mexican hat kernels, our kernel functions model lateral inhibition. We assume K ∈ W 2,1 (R) is continuous on R, smooth on R except possibly at the origin, and symmetric. Furthermore, in all cases, we assume K has the following typical properties for lateral inhibition kernels:
• There exists M > 0 such that
Symmetry is assumed for mathematical convenience rather than necessity; our main hypothesis in Section 1.3 can be slightly modified to account for asymmetric kernels. 
Front Hypotheses
Fronts are assumed to be heteroclinical orbits crossing the thresholds θ + δτ exactly once for 0 ≤ δ ≤ 1. Before stating our main hypothesis regarding the shape of U τ , define the following important parameters. Define σ 1 , σ 2 (θ), σ 3 (θ + τ ) to be the positive constants that are unique solutions to the equations 8) respectively. With these constants defined, we make the following hypothesis used frequently throughout the paper.
In the case of Heaviside firing rates, it is easily proved that if U 0 crosses the threshold once, then U 0 > 0 when U 0 ∈ [0, 1]. As we continuously change τ, hypothesis H 1 (θ, τ ) is quite reasonable and as we will see, is certainly satisfied for at least small τ . We will show in Theorem 1.3 that hypothesis H 1 (θ, τ ) is sufficient to assert a homotopy argument, proving the existence of fronts when τ is changed continuously. Remark 1.1. Note that σ 2 (θ) is increasing on (0, 1 2 ), while σ 3 (θ+τ ) is decreasing on (0, 1). In turn, this means that if σ 2 (0) > σ 1 and σ 3 (1) > σ 1 , then for any parameter choices, σ 1 = min{σ 1 , σ 2 (θ), σ 3 (θ + τ )}. The parameters σ 2 and σ 3 are mostly computed for technical reasons to prove Lemma 2.11. In general,
Remark 1.2. When K ≥ 0, the constants σ 1 , σ 2 , σ 3 all diverge to infinity and H 1 (θ, τ ) reduces to the main result proved in [16] for the special case where the firing rate is of the smooth Heaviside type.
Previous Results
In order to tie together our results and approach, we recall some relevant previous results.
Traveling Fronts
With Heaviside Firing Rates, Lateral Inhibition Kernels
In [57] , the following result was proved. We state it somewhat explicitly since the fronts described in this theorem serve as the base point for our continuation argument.
Theorem 1.1. Suppose that 0 < θ < 1 2 and K is a lateral inhibition kernel with
Then there exists a unique (modulo translation) traveling wave front solution u(
, and U 0 (z) > θ on (0, ∞). The front, which has closed form
satisfies the reduced equation
with exponentially decaying limits
The wave travels under the traveling coordinate z = x + µ 0 t at the unique wave speed µ 0 > 0, where µ 0 is the unique solution to
The method of proof relies on verifying that the formal solution in (1.9) satisfies the threshold and wave speed requirements.
In [26] , Guo proved the existence and stability of traveling fronts in neural field models with nonsaturating linear gain firing rates and lateral inhibition kernels for the special case where K is the difference of exponentials. Though rigorous, the technique in this work is much different from ours; the specific structure of K and the firing rate allowed the author to reduce the problem to a high order local ODE. In contrast, our result does not depend on reducing the scalar nonlocal equation to a local one. Moreover, our firing rate is smooth and levels off to a saturated value.
With Nonnegative Kernels, Smooth Firing Rates
Our mathematical approach concerning the front are inspired by the pioneering study of Ermentrout and McLeod [16] , where they invoked a homotopy argument to prove the existence of unique (modulo translation) monotone front solutions to (1.2) with smooth, increasing firing rates. A large part of their argument utilized the requirement that K ≥ 0, and therefore, monotone fronts exist. Monotonicity, in particular, greatly simplifies the analysis for uniqueness and stability. Techniques that exploit monotonicity, such as assuming a comparison principle holds [3, 10] , can be applied. Follow up studies, such as [15] , have revealed interesting behavior when external stimulus evoke propagation.
Traveling Pulses Background
In vitro experiments [11, 25] , where pharmaceautical techniques can block inhibitory neurons, reveal that propagations in the cortex are often better described as traveling pulses. Pulses differ from fronts in that they actually account for metabolic feedback. Over time, fronts lead to all neural patches becoming and staying excited, seen as heteroclinical orbits connecting resting to excited states. On the other hand, neurons involved in pulse ensembles experience rising and falling phases seen as homoclinical orbits. Pinto and Ermentrout [44, 45] were the first to observe that a singular perturbation problem involving linear adaptation can be set up to encapsulate such behavior, matching experimental findings. Without rigorous proof, they introduced the concept of matching inner and outer layers for neural field equations. Since the results in [16] establish the existence of fronts when K ≥ 0, they were able to construct singular homoclinical orbits and argue that real pulses were close to singular pulses for 1. We are interested in utilizing this very construction in the case where the kernel is the difference of exponentials. In Section 3, we rigorously recall their construction and prove the existence of pulses using geometric perturbation theory; our approach is inspired by [21] , but the technical details are quite different.
Previous Partial Analytical Results
Although Heaviside firing rates are not the focus of the current work, we point out that an elegant proof of the existence of pulse solutions to (1.3)-(1.4) can be found in [46] , for the special case where K ≥ 0 is increasing (decreasing) on the left (right) half planes. In such a problem, pulse solutions have closed form. Hence, one may set assumptions on K and perform challenging analysis with relatively simple tools.
When firing rates are smooth or piecewise linear, numerical studies indicate the existence of pulses are quite ubiquitous. Unfortunately, rigorous mathematical analysis of such a problem is very difficult. Our inclination may be to believe that the presence of fronts and backs is enough to assume that fast pulses exist. However, this is far from straightforward; the main reason is that (1.3)-(1.4) have dynamics that are nonlocal. There have been promising existence results [22] for the nonlocal Fitzhugh Nagumo model
(1.12) 13) but the nonlinearities acting on u occur outside the nonlocal term. To the author's knowledge, a proof of the existence of pulses with a general kernel function and smooth firing rate is still an open problem for (1.3)-(1.4). One may observe that for special choices of K, equations (1.3)-(1.4) in fact reduce to higher order, local problems. Faye [21] and then Hastings [28] exploited such a property on a model with synaptic depression
(1.14) 15) with the choice J(x) = b 2 e −b|x| . Faye used geometric perturbation theory and Hastings used classical ODE techniques to prove the existence of pulses. With the same choice of J, Ermentrout et al. [15] used shooting techniques to numerically solve (1.3)-(1.4) for the correct wave speed that leads to homoclinical orbits. A convenient part of their study is that depending on how one orients forward time, either the stable or unstable manifold of the unique fixed point is one dimensional. For the kernel
which we study in Section 3, all stable and unstable manifolds are of more than one dimension. With these results in mind, we wish to provide positive solutions to various related problems. In Section 2, we establish the existence of fronts with general lateral inhibition kernels and smooth Heaviside firing rates. In Section 3, we invoke geometric perturbation theory to prove the existence of pulses when K is the difference of exponentials.
To the author's knowledge, proving the existence of traveling pulses arising from lateral inhibition kernels is an unsolved problem in the case of equations (1.3)-(1.4) . We do note that in the case where the firing rate is a nonsaturating piecewise linear gain function and K is a difference of exponentials, the existence (resp. nonexistence) of pulses has been established for the scalar equation (1.2) when K is asymmetric (resp. symmetric) [27] . But the same problem has not been explored for the system (1.3)-(1.4).
Main Results
In this section, we state the main theorems that we prove carefully in Sections 2 and 3. In Section 4, we invoke a numerical method for approximating solutions and performing stability analysis. In Section 5, we work through an example, providing the reader with a picture of our results.
Fronts
The first theorem rigorously shows that fronts persist under L 1 perturbations of the Heaviside firing rate. We use the implicit function theorem to prove the claim. 
with S 0 (u−θ) = H(u−θ), K satisfying the assumptions in Section 1.2, and (U 0 , µ 0 ) satisfying all of the conditions of Theorem 1.1. Assume {S τ } τ ≥0 is a family of smooth firing rate functions continuously deformed in · 1 by τ defined by (1.5). Then there exists small 0 > 0 such that for τ ∈ [0, 0 ), there exists a solution pair (U τ , µ τ ) satisfying
The solution U τ ∈ C 2 (R) is translation invariant, travels under the coordinate z = x + µ τ t with wave speed µ τ > 0, satisfies hypothesis H 1 (θ, τ ), and has the limits
For fixed θ, if Λ has zeros when τ ∈ (0, 1 − θ), let
If Λ does not have zeros when τ ∈ (0, 1 − θ), set τ 0 (θ) = 1 − θ. We will show in Lemma 2.9 that if waves exist, their speeds are positive when τ < τ 0 . Following up our perturbation result, we use the Arzelá-Ascoli and Bolzano-Weierstrass theorems to show that under hypothesis H 1 , solutions may be passed through limits of subsequences, leading to new solutions. We can then use these new solutions as starting points to apply the implicit function theorem again; this process repeats and cannot possibly break down as long as H 1 continues to hold. Theorem 1.3 (Continuation Criteria). Suppose τ < τ 0 (θ) and for all δ ∈ [τ, τ ), there exists a solution (U δ , µ δ , S δ ) with hypothesis H 1 (θ, δ) holding. Then there exists a solution (U τ , µ τ , S τ ) also satisfying H 1 (θ, τ ). Hence, as τ is changed continuously, a necessary requirement for existence to fail at τ is for there to exist some τ * < τ such that there does not exist a solution satisfying H 1 (θ, τ * ).
Remark 1.3. Starting from the Heaviside case, we assume 0 < θ < 1 2 in order for the waves to be leftward traveling. If we assume 1 2 < θ < 1, we could obtain rightward traveling fronts. By symmetry of K, there is no difficulty in studying such a starting point using similar techniques. Hence, we omit the analysis for waves with negative wave speeds only to avoid the tedious repetition of similar ideas.
Pulses
Our other flavor of results are related to the traveling pulse. We combine our results for the front with geometric perturbation theory to prove the existence of pulse solutions to (1.3)-(1.4) when K is of the form
with A > B > 0, a > b > 0, and constants chosen to normalize K. By pulse solutions, we are referring to homoclinical orbits about the unique saddle fixed point that cross each threshold θ + δτ exactly twice-via dynamics that resemble the fast front and fast back (a backwards traveling front) respectively. The singularly perturbed system
Assuming γ is sufficiently small, as discussed in Section 1.1.1, there exists exactly one fixed point, (u, q) = (0, 0). We wish to solve (1.21)-(1.22) with solutions of the form (u(x, t), q(x, t)) = (U (z), Q(z)), with z = x + µ( )t; µ( ) is the corresponding wave speed. We are seeking solutions that are locally excited, which was first defined in [35] for the case of standing waves. We modify the definition below. Definition 1.1. We say a traveling pulse solution (U, Q) is locally excited if there exists two sets of constants, {η δ } 0≤δ≤1 and {κ δ } 0≤δ≤1 , both strictly increasing in δ with
In Section 3, we prove the following theorem, which utilizes the existence results from Section 1.5.1. 
Existence of Fronts
Before moving forward, we recall and improve the unique wave speed calculation result with Heaviside firing rates from (1.11) in Theorem 1.1 ([57] ). By doing so, we greatly expand the number of lateral inhibition kernels that we may discuss throughout the paper, including kernels with larger negative tails.
Lemma 2.1. Suppose K is any lateral inhibition kernel and 0 < θ < 
Therefore, the requirement Proof. A simple calculation shows
by the second derivative test, φ must have a local maximum when µ = µ 0 . Taking the limit of φ as µ → ∞, it is clear that the sign of φ for large µ is determined by that of
values imply φ is strictly increasing and negative values imply φ has one local maximum. Since
clearly there exists a unique
With Lemma 2.1 complete, we now know that at our starting point when τ = 0, traveling fronts exist and are unique for any lateral inhibition kernel. This fact may be helpful for proving uniqueness in the case where τ 1. We proceed with our first main goal which is to show that we may perturb τ and solutions persist.
Functional Spaces
In this section, our main tool is implicit function theorem on Banach spaces. However, we note that the objects we wish to perturb, namely S τ , U τ , and µ τ , do not perturb in the strict "open ball" sense. In particular, since any fronts we obtain are translation invariant, it easily follows that we cannot truly use the implicit function theorem in its classical form. The workaround, first proven in [16] and also later used in [3, 15] , is to use properties of eigenfunctions to adjoint operators to fix the translation in order to establish the existence of a solution pair (U τ , µ τ ). Uniqueness is then a matter of showing any other solution pairs (Û τ ,μ τ ) have the property µ τ =μ τ andÛ τ is a translate of U τ . Hence, as we proceed with our existence arguments, which inevitably require continuous Fréchet derivatives, we interchangeably understand our Fréchet derivatives as partial Gateaux derivatives acting on convex sets in admissible directions [1] , defined below.
) Let C ⊂ X be a convex subset of a Banach space X. We say that a vector h ∈ X is admissible for x ∈ C if and only if x + h ∈ C.
Furthermore, define for τ ≥ 0,
Here
is the unique (modulo constant multiples) solution to the linearized adjoint problem, described below; the role of ψ * τ will be apparent in Section 2.1.1. Clearly, E is a convex subset of the Banach space (C 2 b (R), · 2,∞ ). The space of admissible directions
forms a subspace of the Banach space (C 2 0 (R), · 2,∞ ). We also note that any collection of firing rates {S τ } τ ≥0 continuously deformed by τ and defined by (1.5) forms a subset of
is a large interval that contains all possible values of U of interest.
Applying the Implicit Function Theorem
In this section, we outline how to apply the implicit function theorem on convex subsets of Banach spaces.
Step 1: Define Mapping. Define
Since K is continuous, smooth everywhere except possibly at the origin, it follows from the technique in [26] ,
In such a case, by Theorem 1.1 ( [57]) and Lemma 2.1, we know that modulo translation, for each K 0 , there exists a unique solution (U 0 , µ 0 ) to
Properties of Fréchet Derivatives and Adjoints
Taking the Fréchet derivative of F [U, µ, S τ ] with respect to U only, we have
Using a technique similar to [16, Theorem 4 .2], we prove the following lemma:
has a simple eigenvalue at λ = 0 for τ ≥ 0. Namely, by translation invariance, U τ is the only eigenfunction.
Proof. Without loss of generality, assume U −1
and choosing h u = U τ , it is easy to see U τ is an eigenfunction when λ = 0. To show simplicity, we take advantage of the fact that the operator
has the same null space as DF U . Therefore, a series of calculations reveals that neutral eigenfunctions solve the equation
where hypothesis H 1 (θ, τ ) allows us to simplify the y bounds. Consider if there was another eigenfunction, ζ τ (z). Then for any constant c, we have
By the definition of σ 1 , all integrand terms are nonnegative except possibly U τ (y) + cζ τ (y). But since U τ (y) > 0 in the range of integration, there exists c 0 such that U τ (y) + c 0 ζ τ (y) ≥ 0, with the set of equality being nonempty. Let z 0 be such a point where U τ (z 0 ) + c 0 ζ τ (z 0 ) = 0. Plugging back into (2.10) at z = z 0 , the left hand side is zero and the right hand side consists of integrals of nonnegative functions, positive on sets of positive measure. Obviously, the right hand side is positive if U τ ≡ −c 0 ζ τ and we arrive at contradiction. Hence, U τ ≡ −c 0 ζ τ .
The result holds when τ = 0 and S 0 is the delta distribution. For if ζ 0 (0) = 0, then ζ 0 ≡ 0.
, the right hand side of (2.10) is always zero, forcing
The following lemma is motivated by [15, Theorem 2.2], but we show the details behind why the result holds for lateral inhibition kernels and smooth Heaviside firing rates.
has a simple eigenvalue at λ = 0. The corresponding eigenfunction ψ * τ is of one sign.
Proof. For the simplicity argument, we apply a technique inspired by a similar approach for integral equations in [16, Theorem 4.3] . Using the Arzelá-Ascoli theorem, we see that restricted to compact sets, the operator
is compact. Considering that K is exponentially bounded, it follows that for a uniformly bounded set of functions {h u }, mappings converge to zero uniformly outside of compact sets. By sequential compactness, clearly G 1 is compact. Moreover, the operator G 2 : 2 G 1 has a simple eigenvalue at λ = 1, the Fredholm Alternative implies (G
has a simple eigenvalue at λ = 1 as well; denote φ as the corresponding unique eigenfunction. We have
is the unique eigenfunction associated with the eigenvalue λ = 1 of G * −1
The solutions to D * F U (ψ) = 0 are solutions to the equation
Suppose τ > 0. Since U τ is assumed to cross each threshold θ + δτ exactly once and we may translate so that U −1
for z ≤ 0, which is solved by
) also simplifies to (2.14) since S τ (U τ (z) − θ) = 0. In this domain, the solution blows up, forcing ψ ≡ 0. When 0 ≤ z ≤ z τ , the solution is given by
Given (2.15), the y integrals can be written as
Therefore, the integrand of the first term in (2.18) is positive so the sign of the term is entirely determined by ψ(0).
In the second term, we have the bounds
In summary, after integrating with respect to x, the solution is of the form Lemma 2.4. Assuming τ ≥ 0, hypothesis H 1 (θ, τ ), and without loss of generality, ψ * τ ≥ 0, the adjoint solution satisfies
, we split the inner product as
.
It is suffices to show both inner products are positive. By hypothesis
> 0 when τ > 0 and vanishes when τ = 0. For the other term,
Therefore,
We see that −y ≥ −z τ ≥ −σ 1 . The z integrals can be written as
It follows that the right hand side is positive by similar analysis as in (2.18). If τ = 0,
by Lemma 2.1.
Step 2: Continuous Fréchet Derivatives and Banach Space Isomorophisms. In order to correctly apply the implicit function theorem on convex sets, we must show near (U τ , µ τ , S τ ), the partial Gateaux derivatives in all admissible directions are continuous in operator norm and
Lemma 2.5. For τ ≥ 0, the following mappings are continuous. 
Proof. With g ∈ C 1 0 (R), we wish to solve
By the definition of adjoint with eigenvalue λ = 0,
which means h µ is uniquely determined by
with denominator nonzero by Lemma 2.4 (i). The problem reduces to solving
uniquely for h u ∈ A(U τ , µ τ ). As we saw from Lemma 2.3, 
denote the right hand side by ξ. Since ξ ∈ C 2 0 (R) satisfies
by the definition of G 2 and the right hand side is orthogonal to ψ * τ by (2.22), obviously the left hand side is as well, proving ξ ∈ A(U τ , µ τ ) and (G −1
. Since this operator restricted to A(U τ , µ τ ) has trivial null space, it follows from the Fredholm Alternative that a solution h u ∈ A(U τ , µ τ ) exists and is unique. Applying the bounded inverse theorem, the result follows.
Proof. By Step 1, certainly at least F [U , µ, S τ ] ∈ C 1 (R). By dominated convergence theorem,
and
The result follows by the definition of S τ and E(U τ , µ τ ).
Now that we have carefully defined our spaces, we may easily apply the Implicit function theorem.
Lemma
has a unique fixed point N (U τ , µ τ , S τ ) = (U τ , µ τ ). In particular, we may write
) continuous in the norm · 2,∞ + | · | with respect to changes in S τ in the norm · 1 .
Proof. The proof is a standard application of Banach fixed-point theorem. See Appendix A.
We are now able to finish up the proof of Theorem 1.2.
Proof
Continuation Process
In Section 2.1, we established that fronts exist with smooth firing rate functions, but there is no description of the perturbation amount 0 whatsoever. Therefore, prior to the estimates in this subsection, it seems plausible that we may only be able to perturb the Heaviside function smoothly, but insignificantly. We must discuss sufficient criteria for when our continuation process may proceed. Similar to the τ = 0 case, we use the implicit function theorem to prove solutions perturb. We now also show that under hypothesis H 1 (θ, τ ), the set of τ where solutions exist may be continued.
Positive Wave Speed
We recall from Section 1.5,
Otherwise, let τ 0 (θ) = 1−θ. We start by showing that if solutions exist and satisfy hypothesis H 1 (θ, τ ), then the wave speeds are positive if Λ(τ, θ) > 0.
Lemma 2.9. Under hypothesis H 1 (θ, τ ), the wave speed µ τ is positive if Λ(τ, θ) > 0.
Proof. Without loss of generality, assume U −1 τ (θ) = 0. Reworking the argument in [16] , the wave speed has the formula
Clearly the denominator is positive so the proof comes down to showing the numerator of (2.27) equals Λ(τ, θ).
By
The result follows immediately.
Proof of Continuation
In this subsection, we use the exact definitions of σ 1 , σ 2 , σ 3 in hypothesis H 1 (θ, τ ) in order to prove Theorem 1.3 (Continuation Criteria). Suppose τ < τ 0 (θ) and for all δ ∈ [τ, τ ), there exists a solution (U δ , µ δ , S δ ) with hypothesis H 1 (θ, δ) holding. Then there exists a solution (U τ , µ τ , S τ ) also satisfying H 1 (θ, τ ). Hence, as τ is changed continuously, a necessary requirement for existence to fail at τ is for there to exist some τ * < τ such that there does not exist a solution satisfying
That is, we show solutions exist under limits as τ → τ . The technique breaks down into two main parts. The first part, also seen in [3, 16] , is to show the corresponding solution sets
satisfy the requirements to apply the Arzelá-Ascoli and Bolzano-Weierstrass theorems respectively. Therefore, for a subsequence {δ n } with δ n → τ , the limiting solution (U δ n , µ δ n , S δ n ) → (U τ , µ τ , S τ ) exists. The second part is to show U τ satisfies hypothesis H 1 (θ, τ ). In all cases, we fix the translation so that U −1 δ (θ) = 0 for all δ. Since we have not proven uniqueness (although we suspect it holds true), for a given δ, there may be multiple solution choices for (U δ , µ δ , S δ ) that satisfy hypothesis H 1 (θ, δ). Therefore, the set U × M is understood to consist of one arbitrary pair for each δ. In a similar manner, (U τ , µ τ , S τ ) may not be unique, even though it is a unique limit of some subsequence. Lemma 2.10. For the sets U and M, the following properties hold.
(i) U is bounded in the norm · 2,∞ .
(ii) There exists positive constants C L and C U such that C L ≤ µ δ ≤ C U for all µ δ ∈ M.
(iii) U is equicontinuous.
(iv) For all U δ ∈ U, the limits
hold uniformly in δ.
Proof. (i) For all δ,
(ii) To show the existence of C L , it suffices to show in equation (2.27), the numerator is bounded from below and the denominator is bounded from above for all δ. The numerator is bounded from below since τ < τ 0 (θ) and τ 0 (θ) is where the wave speed is zero. The denominator is bounded from above since it may be written as
For the existence of C U , we see that the only way the claim could not hold is if there exists a sequence {U δ n } such that the denominator in (2.27), which is the integral of nonnegative functions, is zero in the limit. By assumption, all U δ n satisfy hypothesis H 1 (θ, δ n ). Therefore, for each δ n , we have
It follows that the only way the denominator in (2.27) could converge to zero is if U δ n → 0. But this can only occur if U −1 δ n (θ + δ n ) → ∞, which is clearly impossible. Hence, M is bounded from below away from zero and bounded above.
(iii) Let z * be fixed. Then for z near z * ,
As z → z * , above converges to zero, uniformly in (
proof applies in the first and second derivatives of U δ .
(iv) We write U δ in the form
As z → −∞, the results are trivial. For the limits as z → ∞, we notice that outside of large compact sets K y , K s , the integrals with respect to y and s are as small as we desire, uniform in (U δ , µ δ ), since S δ ≤ 1 and
. But we also have the bound
Therefore, there exists a large number T, uniform in (U δ , µ δ ), such that for all z ≥ T ,
with the error being uniform in (U δ , µ δ ). Therefore, U δ (∞) = 1 uniformly. The uniform limits U (k) δ (∞) = 0 for k = 1, 2 follow by the same argument but replacing K with its derivatives.
By the Arzelá-Ascoli and Bolzano-Weierstrass theorems, there exists a subsequence {δ n } with δ n → τ such that (U δ n , µ δ n , S δ n ) → (U τ , µ τ , S τ ) exists with respect to the norm · 2,∞ + | · | + · 1 .
By applying the dominated convergence theorem, we can show that (U τ , µ τ , S τ ) is a solution in that it solves F [U τ , µ τ , S τ ](z) = 0. Finally, we complete the proof of Theorem 1.3 by showing hypothesis H 1 (θ, τ ) is satisfied for the limiting solution. Ultimately, we show that U τ is strictly increasing in the threshold region.
At the very least, the desired asymptotics hold and
By the translations U −1 δ n (θ) = 0, we must have α = 0. Note that U τ ≥ ( ≡) 0 on [0, β] and U τ = 0 for any points where U τ ∈ {θ, θ + τ } outside of [0, β]. Certainly β ≤ min{σ 1 , σ 2 (θ), σ 3 (θ + τ )} since the claim holds for all δ. It suffices to show that U τ (z) > 0 on [0, β], U τ (z) < θ on (−∞, 0), and U τ (z) > θ + τ on (β, ∞). Therefore, U τ is invertible when U τ ∈ [θ, θ + τ ], β = U −1 τ (θ + τ ), and hypothesis H 1 (θ, τ ) is satisfied.
The most challenging task is verifying the threshold conditions outside of [0, β]. In general, the difficulty is that we require information about the wave shape when closed form is not available. In particular, the region (
is the most difficult because it is in this region where very precise information about U τ is required in order to determine if U τ has critical points. This is where the parameters σ 2 , σ 3 provide value in the estimate β ≤ min{σ 1 , σ 2 (θ), σ 3 (θ + τ )} since this bound guarantees U τ ∈ {θ, θ + τ } inside this region. We prove this fact in the proceeding lemma.
(ii) Suppose β ≤ σ 3 (θ + τ ) < M and U τ has a critical point at z = z * ∈ (M, M + β). Then
Proof. (i) From the equation
by the definition of σ 2 .
(ii) Similar to (i), if U τ (z * ) = 0 for some z * , then
by the definition of σ 3 .
The remaining region we have not dealt with yet is
but it is easy to see the possible behavior of U τ on these intervals. Define
which notably, has the same sign as U τ . The following lemma will account for the behavior of U τ on all three intervals.
Lemma 2.12. (i) The function h is strictly decreasing on (−∞, −M ) ∪ (M + β, ∞).
(ii) The function h is strictly increasing on (−M + β, M ).
Proof. A simple calculation shows
Recalling that K(·) < 0 on (−∞, −M ) ∪ (M, ∞) and K(·) > 0 on (−M, M ), it can easily be seen that the integrand is negative for the regions described in (i) and positive for the one in (ii).
We are finally ready to complete the proof of Theorem 1.3 with one final lemma. Otherwise, since h(∞) = −∞, h must changes signs exactly once, from positive to negative. Therefore, U τ has exactly one critical point, a local maximum, in which U τ < 0 thereafter. In either case, we see that U τ (∞) = 1 and U τ > θ + τ on this interval.
In conclusion, U τ is strictly increasing through all thresholds. Therefore, hypothesis H 1 (θ, τ ) is satisfied.
Combining all lemmas in this subsection, we have completed the proof of Theorem 1.3. The work in this section rigorously established the existence of fronts under continuous changes in τ. We will use these solutions as building blocks for the next section, as we move from the scalar equation to the singular system. Remark 2.1. In each iteration, there is no reason why we cannot also deform K to K with K − K 1,1 small; we have left this idea out of the discussion because it requires calculating σ 1 , σ 2 , σ 3 for each K, cluttering the mathematical arguments while providing similar insight.
Existence of Pulses
In this section, our goal is to build up the proper theory to prove Theorem 1.4. We recall that we wish to prove the existence of locally excited pulse solutions when K is of the form
with A > B > 0, a > b > 0, and constants chosen to normalize K. We first build some necessary background originally discussed in [44] .
Singular Construction
Our goal is to show we may construct a locally excited pulse for 1 that is very close to the singular pulse when = 0, which we will now describe.
Fast and Slow Systems
Writing (1.21)-(1.22) in terms of the traveling coordinate and augmenting a trivial equation for the wave speed, we obtain
Then by taking Fourier transforms and using properties of convolutions, the system breaks down into the autonomous system
We call this the fast system since when → 0, the Q coordinate is fixed, but the flow on the others occurs in O( ) time. On the other hand, let t = z. Then rewriting (3.1)-(3.3) and letting → 0, we obtain
In this system, which we call the slow system, we see that we that Q now has flow occurring in O( 1 ) time, but it only has flow on the set defined by (3.11)-(3.15) and (3.17) .
Critical, Stable, and Unstable Manifolds
We call the set (3.11)-(3.15) and (3.17) the critical manifold, which breaks down into cleaner form when we consider the definition of S τ . Since S τ (U − θ) = 0 for U < θ and S τ (U − θ) = 1 for U > θ + τ, we may define the left and right branches of the critical manifold respectively by
A crucial assumption needed in order to apply the Exchange Lemma [30] , which is proved when the system is written in Fenichel normal form [23] , is that the critical manifold is normally hyperbolic. Such an assumption is sufficient to conclude that the critical manifold [23, 29] and its stable and unstable manifolds [23] persist for small. In order to see why this is true in our case, we set = 0 and linearize the right hand side of (3.4)-(3.10) about points on the critical manifold, noting that the result is the same on both branches where S τ = 0. For normal hyperbolicity, the eigenvalues of the corresponding Jacobian should have λ = 0 as an eigenvalue with multiplicity two (for the two slow variables) and all of the others should satisfy Re(λ) = 0. Indeed, this is the case, and the corresponding nontrivial eigenvalues are λ + ∈ {a, b},
The values of the eigenvalues reveal that for fixed Q and µ, each branch has two dimensional unstable and three dimensional stable fast foilations. Fixing just Q and taking the union over µ in small intervals close to µ = µ f ront , we see that these become three dimensional center-unstable and four dimensional center-stable manifolds respectively. The most important point is the fixed point 0, located on M L . It follows from [23] that when is small, the critical, stable, and unstable manifolds perturb so the center-unstable and center-stable manifolds of 0 are three and four dimensions respectively. We seek values of µ where these manifolds intersect, forming a homoclinical orbit.
Singular Homoclinical Orbit
The following → 0 construction was first outlined in [44] for the case where K ≥ 0. As we saw in Section 2, for τ sufficiently small and Q = 0, there exists a front connecting U ≡ 0 to U ≡ 1 with U > 0 when U ∈ [θ, θ + τ ]. In reference to the autonomous system, we see this as a fast jump connecting (U,
. After this fast jump from M L to M R , we see that in slow time, as → 0, the flow on M R is in the direction of increasing Q and decreasing U, as seen by the equatioṅ
Since it can be shown that 0 is a stable fixed point on M L under slow flow, it would be satisfying if we can demonstrate the existence of some Q 0 where a fast jump from M R to M L , seen as a traveling wave back, occurs at the same wave speed as the front. Then the slow flow on M L returns the trajectory back to 0, completing the homoclinical orbit. Indeed, as was shown in [44] for neural fields (and is a well known feature of the Fitzhugh Nagumo equations due to a cubic nullcline), this can easily be achieved if the nullcline Q = −U + S τ (U − θ) is odd symmetric about its inflection point. Hence, we assert the following hypothesis.
(H3) For fixed τ, the firing rate S τ (u) is odd symmetric about the point
Under hypothesis (H3) we prove the existence of a back that travels at the same speed as the front.
Lemma 3.1. Let = 0 and consider the equation
Then assuming hypothesis (H3), the choices
In the limits,
Proof. It suffices to show the choices given solve (3.18) since the properties follow from the properties of the front. Plugging in and using (H3),
In conclusion, when → 0, we may construct a singular homoclinical orbit
consisting of two fast and slow pieces respectively; the fast jumps travel at equal speed. See 
Proof of Theorem 1.4
The singular homoclinical orbit S 0 is only a formal construction; its existence does not prove the existence of homoclinical orbits S for small. However, in the case of autonomous systems, there are some exceptionally valuable tools for proving such a persistence exists. One landmark result of Jones and Kopell is the k + 1 Exchange Lemma [30] , a tool that allows one to track the closeness of k + 1 dimensional shooting manifolds to stable and unstable manifolds of different dimensions. To illustrate our predicament, denote Σ 0 to be the shooting unstable manifold about the fixed point 0 when = 0. When taken as a union over µ close to µ f , this locally invariant manifold is three dimensional. By [23] , when 1, the manifold Σ persists and is also three dimensional; hence k = 2. Consider the critical manifold M R , which is two dimensional when seen as a union over Q and µ. However, for Q and µ near the takeoff point of the back (when µ = µ f , Q 0 = 1 − (2θ + τ )), the unstable manifold W cu 0 (M R ) is four dimensional. Since our ultimate goal is to show S stays close to S 0 , the very difficult problem is comparing invariant manifolds of different dimensions.
The Exchange Lemma provides an elegant solution to our problem. Since the proof is technical and involves converting coordinates to Fenichel normal form [23] , we will state a slightly less technical version of it in Lemma 3.2. See [30] for more details. (ii) In addition to the exit point q being close to p, their tangent spaces, T q (Σ ) and
Transversality Hypotheses
The role of hypothesis (ii) concerns the behavior of S on its travel towards M L, . If true, by Lemma 3.2 (ii), this implies Σ transversely intersects W cs (M L, ) for µ( ) close to µ f and 1. But M L, is the slow time stable manifold of the fixed point when µ = µ( ). Piecing everything together, one finds a unique value µ = µ( ) that generates the pulse. In the next subsection, we show that hypothesis (i) and (ii) are satisfied, completing the proof of Theorem 1.4.
Proof of Transversality
A reasonable approach to proving two manifolds intersect transversely is to invoke k−forms, as was done in the proof of the Exchange Lemma [30] . They have also been used in specific pulse constructions such as single pulses in neural field models with synaptic depression when K(x) = b 2 e −b|x| (see [21] ), single pulses in the Fitzhugh Nagumo model [31] , and multipulses in perturbed Hamiltonian systems [32] . Given that our problem is of high dimension, we will, however, prove transversality using a more standard approach, as was done by Szmolyan in [50] . In Lemma 3.3, we prove the claim by tracing through the methods in [50, Theorem 4.1] and plugging in the specific calculations of interest. 
Proof. (i) When = Q = 0, we consider the system Let T p denote the tangent space at a point p on the heteroclinical orbit (seen as the front described in Section 3.1.3). Then by the definition of transversality, we must show for all p,
Counting dimensions, we know dim(T p (Σ 0 )) = 3 and dim(T p (W cs 0 (M R ))) = 4 so transversality occurs if and only if
T to be the fast variables (and µ is the slow variable). If a
with initial value (dx 0 , dµ 0 ) = (dx, dµ)(0). Here, Φ z represents flow of the dynamical system, seen as the right hand sides of (3.19)-(3.23). A solution to this system must satisfy dµ ≡ dµ 0 and so system (3.25)-(3.26) has a solution if and only if
In a similar manner to the proof of Lemma 2.3, L splits as
Here, G 2 is invertible and G 1 is compact. By very similar reasoning to Lemma 2.2, it is easy to see that λ = 0 is a simple eigenvalue with eigenfunction dx = x f , the derivative of the front. By the Fredholm Alternative, equations (3.25)-(3.26) have a solution if and only if
where dx
is the unique solution to the adjoint equation
The 
Therefore, equations ( Then Lemma 2.4 (i) may be applied; since ψ 1 , U f = 0, the proof is complete.
(ii) By fixing µ = µ f = µ b and letting Q be the free variable (justified since µ is fixed after the first jump), we replace the equation µ = 0 with Q = 0 in equation (3.24) . The exact same argument as in (i) may be adjusted with By applying the Exchange Lemma, we have proven the existence of S close to S 0 for 1. This completes the proof of Theorem 1.4 and the existence of traveling pulses is established.
Remark 3.1. Similar methods can be applied with lateral inhibition kernels such as
where the problem also reduces to the high order local type.
Approximating with N Heaviside Functions
We recall that the smoothed Heaviside function has the form
(1.5)
We can partition the domain [θ, θ + τ ] by N + 1 points and approximate S τ by
where α 0 + α 1 + ... + α N = 1, 0 = ∆ 0 < ∆ 1 < ... < ∆ N = τ , and S τ,N − S τ 1 −→ 0. By tracing through the proofs in Section 2, we see that there is no reason why we cannot approximate S τ by S τ,N . All pertinent properties of the functional spaces still hold and by emulating the proof in Appendix A, we see that the Fréchet derivatives are continuous at points where S τ is the sum of Heavisides (where Delta distributions arise). Moreover, the calculations of σ 1 , σ 2 , σ 3 are independent of S τ . We illustrate how we may implement approximations with closed form. From a numerical analysis perspective, our approach is nonrigorous in the sense that we do not provide estimates for how quickly U τ,N − U τ 2,∞ + |µ τ,N − µ τ | → 0 as N → ∞, provided solutions are unique.
Formal Solutions
Front When = 0, we may write
Equation (4.2) has fixed points when U τ,N = S τ,N (U τ,N − θ). If N is chosen to be sufficiently large, similar to the analysis in Section 1.1, (4.2) will have three fixed points: U τ,N = 0, U τ,N = β τ,N , and U τ,N = 1 for some β τ,N ∈ (θ, θ + τ ). Fix the translation so that U τ,N (0) = θ.
Applying hypothesis
For each k = 0, ..., N , there exists 0 < z 1 < ... < z k < ... < z N such that U τ,N (·) < θ + ∆ k on (−∞, z k ), and U τ,N (·) > θ + ∆ k on (z k , ∞). Hence, a solution to (4.2) must reduce to
which is a simple first order, linear ODE, solved by
We have the scheme U τ,N (z k ) = θ+∆ k to set up N +1 equations with N +1 unknowns: µ τ,N , z 1 , ..., z N .
Remark 4.1. Our scheme is related to a discrete version of the one in [13] , where they approximated the function ∆ :
Pulse
When > 0, the pulse solutions we obtain in this paper are locally excited (see Definition 1.1). Write
Applying Definition 1.1, for each k = 0, ..., N , there exists
Hence, possible solutions solve the system
Using standard methods, the solution is given by
This system has 2(N + 1) equations
Stability
Stability, or lack thereof, is a major topic of interest in dynamical systems. Roughly speaking, in the case of traveling waves, stability means that trajectories that at some point in time are close to a translate of a traveling wave stay close to some (possibly different) translate. Since the model we study is an approximation of reality, unstable waves are undesirable because they may just be ad hoc mathematical objects. They may only be valuable when we are able to understand why the solutions are unstable through a physically motivated bifurcation. Ultimately, we want to either prove waves are stable or provide insight as to why unstable waves are unstable. In this subsection, we construct an Evans function [17, 18, 19, 20] in the case of firing rates S τ,N , drawing an equivalence between the point spectrum of a linearized operator and zeros of a complex analytic function. Our construction will most closely resemble the one in [55] , where an Evans function was derived in the case where S τ is a Heaviside function. In our case, the construction is analogous, but in the case of N Heaviside functions. See [56] for the case where N = 2 and K ≥ 0. We restrict our attention to the front; the derivations in Section 4.1 can also be used to construct an Evans function for the pulse.
Write (1.2) in terms of the traveling coordinate z = x + µ τ,N t. Then
Letting p(z, t) = P (z, t) − U τ,N (z) and linearizing (4.11) about the wave front, we yield
With p(z, t) = exp (λt)ψ(z), we produce the eigenvalue problem L N :
Denote σ(L N ) to be the spectrum of L N , which is made up of the point spectrum and essential spectrum; the point spectrum is made up of eigenvalues. The proceeding definition, formulated by John Evans [17, 18, 19, 20] for the Nerve Axon equations, is how we define spectral stability. (i) The essential spectrum σ essential (L) lies entirely to the left of the imaginary axis.
(ii) There exists a positive constant κ 0 > 0 such that max{Re λ | λ ∈ σ point (λ), λ = 0} ≤ −κ 0 .
(iii) The eigenvalue λ = 0 is algebraically simple.
Sandstede [48] , using an elegant application of the spectral mapping theorem, proved that spectral stability implies nonlinear stability for neural field models with single Heaviside firing rates. We see no reason why a similar result would break down by replacing single Heaviside functions with finitely many Heaviside functions since all relevant compact operators remain compact.
Essential Spectrum
Since L N is readily seen to split into compact and noncompact components respectively, the essential spectrum is derived from the intermediate eigenvalue problem
14)
The solution to (4.14) is given by
Assuming C(λ) = 0, the solution ψ 0 (λ, z) will blow up up as z → −∞ or z → +∞ unless Re(λ) = −1. Therefore, the essential spectrum is the vertical line 16) which safely stays entirely on the left half plane.
Remark 4.2. For a given solution (U τ , µ τ ) corresponding with a smooth Heaviside firing rate S τ , the essential spectrum is the same since S τ (U τ (·) − θ) has compact support.
Point Spectrum
We consider the domain Ω = {λ ∈ C | Re(λ) > −1}.
The formal solution to the original eigenvalue problem is given by
Since we require C(λ) = 0 to prevent blow up, we have compatibility conditions as solutions to the equation
where ψ T = (ψ(z 0 ), ..., ψ(z N )) and A is the matrix with entries Note that when λ ∈ Ω is real, all entries in A are strictly positive since by hypothesis H 1 (θ, τ ),
making (4.19) positive for all j, k. Such an observation is sufficient to prove the following lemma.
Lemma 4.1. The operator L N has a simple eigenvalue at λ = 0, which by translation invariance, has ψ = U τ,N as an eigenfunction.
Proof. The proof ultimately follows Lemma 2.2, but for clarity, we prove the claim explicitly. By setting C(0) = 0, plugging in, and comparing (4.17) to (4.5), clearly λ = 0 is an eigenvalue with eigenfunction ψ = U τ,N . We have from (4.18),
, where U τ,N > 0. Therefore, all entries of U τ,N are strictly positive. It follows from Perron-Frobenius theorem that α = 1 is the unique eigenvalue of the positive matrix A(0) with maximum modulus and most importantly, it is simple. Note that the eigenvalues (and their algebraic multiplicities) of L N are equivalent to the zeros (and their multiplicities) of E τ,N [12] . As was the case in [12, 55, 56, 57] , E N is complex analytic. We see this by observing that all matrix entries of A are Laplace transforms. Also, it is easy to see E τ,N (λ) is real if λ is real and in Ω,
Evans Function
In turn, zeros of E τ,N are isolated and contained in a ball B R ⊂ Ω. With E τ,N constructed, a very difficult problem is to show E τ,N has no zeros on the right half plane other than the simple root at λ = 0. In the case where N = 0, S τ = H and K = Ae −a|x| − Be −b|x| , front solutions to (1.2) are unique and stable [57] ; the Evans function E 0 has a simple zero at λ = 0 and one other zero λ − (a, A, b, B) < 0. Hence, we suspect a related result holds for the firing rates in this study.
We are now in a position to state some open problems. Firstly, does an Evans function E τ exist for front solutions (U τ , µ τ ) corresponding with firing rates S τ ? Can it be described as a limit of E τ,N (λ; (U τ,N , µ τ,N )) as N → ∞ for some sequence? If so, can we estimate the convergence rate? All of these questions are somehow related to uniqueness, which is also an open problem. We leave these questions for future research.
Numerical Example
In this final section, we combine all results from previous sections in order to compute solutions numerically for an example.
Firing Rate
Inspired by the work in [13] , we define
Choose θ = 0.1, r = 0.01; A(τ ) is a normalizing constant. Note that S τ is odd symmetric about its inflection point so our hypothesis needed to prove the existence of fast pulses holds true. In order to approximate S τ by S τ,N , we choose N = 20 and partition [θ, θ + τ ] by N + 1 equally spaced points 0 = ∆ 0 < ∆ 1 < ... < ∆ N = τ. We choose the constants α k based on the right end point method in the sense that
Since we are continuously deforming S τ starting with τ = 0, we are interested in the cutoff τ 0 (θ), where wave speeds become zero. By equation (1.19), we calculate τ 0 (θ) = 0.8.
Recalling the results in Theorems 1.2 and 1.3, we have rigorously proven traveling fronts exist as long as hypothesis
Hence, we suspect there is some value τ * < τ 0 (θ) where H 1 (θ, τ * ) breaks down thereafter.
Roughly speaking, if τ * is close to τ 0 (θ), then H 1 must be a weak hypothesis. In this section, we only work through one example; certainly there are ways to choose the parameters so that H 1 has varying levels of restrictiveness for lateral inhibition kernels.
Kernel
Motivated by our proof of the existence of pulses, we choose
with A = 5, a = 0.5, B = 4, b = 0.4211; such a kernel is normalized. Recalling the definitions
we obtain σ 1 = 0.6497, σ 2 (0) = 1.9754 > σ 1 , σ 3 (1) = 1.9754 > σ 1 .
By Remark 1.1, it follows that for all θ, τ,
Therefore, σ 1 will be our cutoff point in hypothesis H 1 (θ, τ ).
Existence and Stability of Front
Starting with τ = 0, we increased τ in small steps. At each step, we used equation 
Existence of Pulses
In Section 3, we proved the existence of a fast pulse when K is of the form used in this example and when the front satisfies hypothesis H 1 (θ, τ ). We only calculate the case where τ = τ * , where it was shown above that a (stable) front exists. Pulses also exist for the cases where τ < τ * and 1, but we omit these solutions here. Choose = 0.005, γ = 0.001.
Using equation (4.9) and the scheme U τ * ,N (η k ) = U τ * ,N (κ N −k ) = θ + ∆ k outlined in Section 4.1, there are 2(N + 1) = 42 equations and 2(N + 1) = 42 unknowns, which we solve numerically. The resulting pulse solution can be seen in Figure 6 below. 
Discussion
In the present study, we first applied the powerful homotopy technique in [16] in order to prove the existence and smooth continuation of traveling fronts in neural field models with lateral inhibition kernels and smooth Heaviside firing rates; our results expand the existence results in [57] by exploring the problem beyond just models with Heaviside firing rates. Furthermore, our requirement for continuation has only one main hypothesis regarding the wave shape; the kernels we studied are standard lateral inhibition kernels from the literature without additional assumptions. Can our hypotheses be even further relaxed? To the author's knowledge, beyond the landmark study of monotone fronts in [16] , our problem was previously unsolved in a setting as rigorous and general as ours. We hope that our methods provide insight into how to handle nonmonotone traveling fronts in neural field models. In the singularly perturbed system (1.3)-(1.4), we then used our existence results for the front to prove the existence of fast traveling pulses using geometric singular perturbation theory. In particular, we invoked the Exchange Lemma [30] for the special case where the problem reduces to a higher order autonomous local ODE. In part, our results complement those in [21] , but for the case of lateral inhibition kernels.
In Section 4, we introduced numerical methods to support our theory and help us gain insight into some difficult theoretical questions. For example, can an Evans function be derived to study stability? What is the exact shape of solutions? How do we verify our main continuation hypothesis H 1 using rigorous mathematical analysis? In Section 5, we worked through a numerical example with the intent of examining some of these questions. Our calculations provide support for our proven results; they also support our conjecture that solutions are stable.
Beyond the questions above, there are other fundamental concepts that this study has left entirely open. One such topic is wave speed analysis. While we provide a formula for the wave speed of the front and discuss why it is positive, our study lacks a careful discussion of the impact parameters have on wave speed. Finally, our front existence results would be more satisfying with a proof of uniqueness as well. Based on the uniqueness results in [10, 16] for monotone fronts and [57] for fronts arising from Note that all inverse functions exist by the closeness of U and U * to U 0 .
Proof of Lemma 2.8.
Using standard methods like those in [1] , we first show that 1 and δ 1 may be chosen so that for fixed S τ with S τ − S τ 1 < δ 1 , the function N is a contraction mapping. Then we show we may choose 0 so that N maps the ball E(U τ , µ τ ) × R ∩ B((U τ , µ τ ); 0 ) into itself. We use the following notation:
For the first part, let S τ , (U 1 , µ 1 ), and (U 2 , µ 2 ) be fixed. Then
By the continuity claims in Lemma 2.5 (i) and (ii), choose δ 1 > 0, 0 > 0 small so that S τ − S τ 1 < δ 1 ,
may be chosen independent of (U 1 , µ 1 ), (U 2 , µ 2 ), τ so that N is a contraction mapping.
For the second part, let S τ , (U , µ) be fixed. Then when S τ − S τ 1 < δ 2 . Finally the choice δ 0 = min{δ 1 , δ 2 } guarantees N [U , µ, S τ ] − (U τ , µ τ ) ≤ 0 . We may write F [U (S τ ), µ(S τ ), S τ ] = 0 for S τ − S τ 1 < δ 0 , with (U (S τ ), µ(S τ )) ∈ E(U τ , µ τ ) × R ∩ B((U τ , µ τ ); 0 ) continuous in the norm · 2,∞ + | · | with respect to changes in S τ in the norm · 1 by Lemma 2.5 (iii).
B Adjoint Equations
Lemma B.1. Let dx * = (ψ 1 , ψ 2 , ψ 3 , ψ 4 , ψ 5 , ψ 6 ) T be the unique solution to the adjoint equation Remark B.1. In [15] , the authors draw a related connection when K(x) = 1 2 e −|x| .
