Abstract. We investigate three Ising models on the simple cubic lattice by means of Monte Carlo methods and finite-size scaling. These models are the spin.; lsing model with nearestneighbour interactions, a spin-; model with nearest-neighbour and third-neighbour interactions, and a spin-l model with nearest-neighbour interactions. The results are in accurate agreement p with the hypothesis of universality. Analysis of the finite-size scaling behaviour reveals corrections beyond those caused by the leading irrelevant scaling field. We find that the correction-to-scaling amplitudes are strongly dependent on the introduction of further-neighbour interactions 01 a third spin state. In a spin-1 king model, r these corrections appear to be very small. This is very helpful for the determination of the universal constants of the Ising model. The renormalization exponents of the Ising model are determined as y, = 1.587 (2). yh = 2.4815 (15) and = -0.82 (6). The universal ratio Q = (m2)*/(m') is equal to 0.6233 (4) for periodic systems with cubic symmetry The critical point of the nearest-neighbour spin-; model is K, = 0.2216546 (10).
Introduction
According to insights such as the universality hypothesis, the nature of a phase transition does not depend on the microscopic details of a system but only on global properties such as dimensionality and symmetry of the order parameter. Thus, it is believed that most threedimensional systems with short-range interactions and a scalar order parameter (such as density or unidirectional magnetization) belong to the'Ising universality class. This implies that the critical exponents, 'as well as other universal quantities, are identical for all these models. This universality class comprises, in addition to anisotropic magnetic systems, also models for alloys, gas-liquid systems and liquid mixtures.
In the case of two-dimensional Ising-like models, the evidence that universality holds is very strong. However, in three dimensions, where exact results are scarce and numerical techniques tend to be less accurate than in two dimensions, the situation is less satisfactory. Numerical uncertainties in the renormalization exponents amount to the order of several times lom3. For many years the most accurate results have been those obtained by E-, coupling-constant and series expansions [l-101, whereas recently quite accurate estimates have also been obtained by the coherent-anomaly method [l I]. However, new possibilities of investigating Ising-like models are now arising in parallel with the availability of fast and relatively cheap computers. While many systems in the supposed king class may be simulated with the help of these, spin models offer a clear advantage, at least as far as a study of the universal properties is concerned. This is because of the ease and efficiency 0305-4470/95/226289+25$19.50 0 1995 IOP Publishing Ltd of the Monte Carlo method, in particular of cluster algorithms. Thus, results from Monte Carlo-based methods [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] tend to become increasingly accurate.
However, slight differences occur between recent results for the scaling dimensions, One possible explanation is that universality is not satisfied. In order to solve the issue of whether these deviations are real, it is desirable to obtain more accurate Monte Carlo data for the supposed universal quantities. One problem that poses an obstacle to higher accuracies of these analyses is the presence of corrections to scaling. The dominant correction is attributed to an irrelevant renormalization exponent with an approximate value yj N -0. 83 [SI. This means that the corrections decay relatively slowly and thus jeopardize the accuracy of the analysis. For this reason, we explore which modifications of the simple cubic king model with nearestneighbour interactions can influence the amplitude of these corrections to scaling. If we can, in this way, suppress the irrelevant field, we may expect a decrease in the ill effects due to the corrections to scaling. One can, for instance, chqose a different lattice structure. Series expansions using the body-centred cubic lattice [81 indicate that corrections to scaling are relatively small. However, here we prefer to introduce continuously variable parameters to adjust the irrelevant scaling field.
It is known [22] that the introduction of positive couplings with a range beyond the nearest neighbours in the simple cubic king model leads to a decrease of the correction-toscaling amplitudes. We quote some preliminary results for the Hamiltonian
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(1) concerning universality is presented in section 7. As an appendix, we present experimental results for critical exponents of a number of phase transitions that have been supposed to belong to the 3D king universality class.
Models and algorithms
The present Monte Carlo analysis concerns three different king models. These can be represented in terms of a spin-1 Hamiltonian on the simple cubic lattice: ' where nn and (ij) refer to nearest neighbours, and 3n and [kl] to third-nearest neighbours (along body diagonals of the elementary cubes). The spins can assume three discrete values si = 0, $1. The three models are specified in table 1. For D = -m the si = 0 states are excluded and thus models 1 and 2 can be simulated by the Swendsen-Wang (SW) 1251, the largest-cluster (Lc) [26] or the Wolff [27] method. In cluster algorithms, one has to 'activate' a bond between two spins si and s j , coupled with strength K i j , with a probability p(Kij)S,yc,7,, where p ( K i j ) [I -exp(--2Kij)l. The presence of different sorts of bonds in model 2 thus leads to different bond probabilities but poses no further problems. If the bond is active, sites i and j belong to the same cluster.
The simplest way to simulate this is to draw a random number for each bond and check whether it is smaller than p(Kij)$,,. Following this procedure, the speed of the algorithm decreases as the number of interacting neighbours increases. When the couplings are small, a more efficient procedure is possible. As a first step in the SW or LC cluster formation process one obtains, for each type of bond Kij, a list of bonds that should be activated if they connect equal spins. To this purpose, one introduces bond variables bij = 0 or 1; the probability that bjj = 1 is equal to p(Kij). The distribution P ( k ) p(1 -p)'-', where we write p as an abbreviation for p ( K i j ) , expresses the probability that ( k -1) subsequent bond variables equal zero, while the kth bond variable is one. Thus one random number r can be transformed into an integer k :
where the square brackets denote the integer part. After evaluation of k, the next (k -1) entries in the list of bond variables are set to zero, and the kth variable is set to one. By repetition of these steps a complete list of bond variables (for all bonds with strength Kij in the lattice) is obtained. Such lists are generated for each different type of bond.
After completion of these lists, the cluster formation is bivial. This procedure was found to improve the speed of the simulation of model 2 considerably. One may still choose between the sw or LC method. The latter method was observed to lead to shorter relaxation times and is therefore more efficient. The same principle was applied to Wolff-type simulations of model 2. Random numbers are, as above, transformed into integers k. During the cluster formation, (k -1) bonds of the pertinent type are skipped and the spin connected to the kth bond is added to the Wolff cluster if it has the right sign. This leads to a considerably faster Wolff algorithm, in particular because random-number generation is relatively time consuming (see section 3).
In the spin-1 case, transitions between zero and non-zero spin values require special attention. It is not immediately obvious how cluster algorithms could produce these transitions. We follow two different methods for the simulation of the spin-1 model. The first one uses a hybrid algorithm in which Metropolis sweeps alternate with cluster steps. The cluster algorithm acts on the non-zero spins only. Since we do not come close to the tricritical point where the ordered king phases meet the spin-zero phase, the regions of zero spins remain limited in size and we do not expect serious critical slowing down due to the equilibration between zero and non-zero spin values.
The second method uses a mapping on a spin-; model. We consider a Hamiltonian with two spins ti = rtl and U; = & I on site i (for all i) of the simple cubic lattice:
Using the transformation s, = (ti + ui)/Z and uj .= (1 + ti)(l-u;)/4, the partition function of this model is, up to a constant factor, with si = 0. il. Summation over the allowed values of U, yields a factor 2 if sm = 0.
Thus
where N denotes the number of spins in the system. This is, apart from the prefactor 2 N , .precisely the partition sum for equation (2) It is clear that, for the long simulations implied by the present analysis of the 3D Ising model, the random-number generators should be selected with great care. A systematic study of biases introduced by shift registers is necessary, in particular the dependence on the system size, shift-register length and the number of correlated bits. From simulations in two dimensions it appeared [38] that the deviations are scalable and become small for large system sizes and register lengths. Thus one may try to suppress systematic effects by using very long feedback shift registers [39] .~ But here we have chosen for a different method. This choice is based on the observation that the biases decrease when the number of bits in the production rule is increased [34, 38] . The bitwise modulo-2 addition of two sequences generated by three-bit production rules usually leads to a sequence in which the dominant correlation is one ,between 9 bits. Thus, we expected that, using a random generator of this type with sufficiently long registers, the systematic effects would be well below the statistical accuracy, in three dimensions as well as in two. The largest part of the present simulations in three dimensions used the production rules a, = aj-9zls 8 ~~-9 6 8 9 and bi = bi-97 @ bj-127. These were combined by rj = ai @ bi, where ai, bi and ri are 32-bit integers, and 8 stands for bitwise modulo-2 addition. Most of the simulations of the nearest-neighbour model reported in [20] were performed using a randarngenerator which combines a multiplicative sequence with ai. No systematic differences between both types of results were observed, nor were there obvious differences between simulations of the sw, L c and Wolff types. Also in the case of models 2 and 3 we checked for the presence of significant differences between the result of the different types of spin-updating algorithms (see table 3) but none were found. This is consistent with the supposed high quality of the sequence ri.
Therefore, we assume that the sequence ri is sufficiently uncorrelated, so that the simulation results may serve as a standard to which data produced by means of other random generators can be compared. Thus, deviations in Wolff simulations of model 1, using 3-bit production rules, were determined and their scaling properties were analysed [40] . The results are qualitatively the same as in two dimensions, and are comp!etely consistent with the picture that the deviations decrease rapidly with increasing system size and shift-register 1en-d. No biases due to correlations of 5 or more bits were observed in 
Test of universality
We have performed extensive simulations of models 1, 2 and 3, using the cluster methods described in section 2. The total simulation time amounts to approximately two years on three workstations. We chose systems with size L x L x L and periodic boundaries. The lengths of the runs for the various models and methods are given in table 3 for each system size. We sampled and analysed the dimensionless ratio: where L is the finite size of the model and m the magnetization density. We use the renormalization language in order to derive the expected finite-size scaling behaviour of
QL. By f ( t , h , U , L -' )
we denote the free-energy density as a function of the temperature and magnetic scaling fields, an irrelevant field and the finite-size field [43, 44] . Here, we define the free energy as F = InZ, so without the normal factor -l / k B T . Its behaviour under renormalization with a scale factor I is where yt, yh and yi are the pertinent renormalization exponents, d = 3 is the dimensionality and g is the analytic part of the transformation. By differentiating k times with respect to h, and choosing 1 = L and h = 0, one obtains
where the dependence on h is no longer needed and therefore suppressed. The expectation values of the second and fourth magnetization moments require differentiatipns of the free energy with respect to the physical magnetic field H : (6) 7 . (9) and The king up-down symmetry implies that h is an odd function of H. correspondence between the derivatives with respect to h and H is Thus the and where, as before, f *) stands for ay f/ahk and all derivatives with respect to H are evaluated at H = 0. In the vicinity of the finite-size limit ( t small and L finite), we may Taylorexpand the right-hand side of equation (9) in t and U . After the appropriate substitutions, the finite-size expansion of &(Knn) follows as
where the a; &d bi are non-universal coefficients and yz = d -2yh. The last term is due to the field dependence of the analytic part g in equation (9) . The nonlinear dependence of h on H leads to even more rapidly decaying contributions (not shown). Terms of the same form, but with different exponents, may be due to other irrelevant fields. Because powers king universuliry in three dimensions: a Monte Carlo study The bulk of the numerical data were taken at couplings K,, = 0.221 653,0.128 006 arid 0.393 410 for models 1, 2 and 3 respectively, close to the critical points. The results in terms of Q L are shown in table 4. A few points at somewhat different couplings were included in order to estimate the coefficients ai in equation (14) . The procedure of the analysis is as follows. We computed QL(Kn.) for several values of L, K,. (near the critical points K,) for the three models and fitted equation (14) to'the data. The following parameters were used as input: yt = 1.584 (4) (from &-expansion [6] ; because the data were taken at couplin$s so close to the critical points, the results of the fits are practically independent of the precise value): yi = -0.83 (5) (from series expansions [SI; the fit is rather sensitive to the precise value) and y2 = -1.963 (3) (from renormalization arguments given above and the &-expansion result [6] for the magnetic exponent; the fit is insensitive to the precise value). The results are summarized in table 5. It is stressed that the error margins quoted here include the uncertainly due to the possible variations in 3 , yt and y2 ( y h ) . The fits for model 1 indicated that system sizes L < 7 should be discarded; they reveal finite-size effects not included in equation (14) , exceeding the statistical error margins. The fits for models 2 and 3, which exhibit much smaller finite-size effects, include system sizes L 2 6.
The fit for model 2 clearly reveals a correction with exponent yz -1. 96 . In fact, the large residuals in the absence of such a correction demonstrated its presence. As indicated above. this correction may arise from the analytic part of the transformation, although we cannot exclude contributions due to a second irrelevant exponent. Since there is no obvious reason why this term should be absent in general, we have included it in the fitting procedures for models 1 and 3 as well. Furthermore, we observe that the amplitude bl of the leading correction to scaling can be suppressed. This amplitude has become quite small in the spin-1 model (model 3) and has even changed sign in model 2. In model 1, the amplitude bl is relatively large and we have attempted to determine the irrelevant exponent by including it as a parameter in the fit. However, for an acceptable fit it was necessary to include the correction term bzLfi. Unfortunately, this frustrated the determination of yj for model 1: if we fixed y2 = -1.963 the exponent yi shifted towards yz and if we included both yj and yz as free parameters, they approached the same value.
In order to take into account the finite-size effects revealed by the system sizes omitted in the previous fits, we have repeated our data analysis with an additional correction to scaling b3Ln in equation (14), where y, = -2~. This term, which is due to the nonlinear dependence of the magnetic scaling field on the physical magnetic field, enabled us to include all system sizes L 2 5 for models 1, 2 and 3 in the analysis. The results, which are presented in table 6, are consistent with those obtained previously. Again, the error margins quoted include the uncertainty due to the errors in yi, yt and yh. These data satisfy universality within a margin of less than
To our knowledge, this is the most precise verification so far for 3D Ising-like models.
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Determination of the critical dimensions
This section presents finite-size analyses of the energy, specific heat, spin-spin correlations over half the system size, susceptibility, the temperature derivative of the susceptibility and the temperature derivative of the ratio QL. Taking h = 0 and 
where f ( k * ' ) stands for ak+' f/a'ra'u. The finite-size scaling behaviour of the energy and that of the specific heat follow by differentiation.
The energy
During the simulations, the nearest-neighbour sum S,, = sisj was sampled. For model 1, this sum is proportional to the energy; for models 2 and 3 its scaling behaviour is similar. Its expectation value is equal to The finite-size scaling behaviour of this quantity thus follows by differentiating equation (16) and substitution in equation (17):
(18) where the ai, bi and ci are unknown coefficients. Analysis of the numerical results for (Snn) enables a determination of these, coefficients and of yr. The dominant singular term in equation (18) is the one with amplitude ao. The (Knn -KJ-dependent term with amplitude CI is dominated by the term with coefficient at and has therefore been omitted from the scaling formula. Since the bulk of the data were taken very close to the critical points, only linear and quadratic terms in (Knn -K,) were included. Without the correction term with coefficient bz, we had to exclude system sizes L < 8 in the analysis of model 1, in order to obtain an acceptable residual. The resulting estimate for yr is: 1.586 (6) . Inclusion of the second irrelevant term enabled us to include all system sizes L > 5. For consistency, we have included this term in the data analyses for models 2 and 3 as well. Table 7 summarizes the results obtained from fits according to equation (18) , at the critical points listed in table 6, for system sizes L > 5. Since the singular behaviour of (Snn) is rather weak, the results yt % 1.59 for each of the three models are relatively inaccurate but consistent with the existing literature. The uncertainty due to !he errors in K, and y; has been included in the error margins. 
The specific heat
The fluctuations in S,, are related to the specific-heat-like quantity
We consider f as a function of the scaling fields t and U :
taking^ the appropriate derivatives in equation (16) 
The numerical results for c,, of models 1-3 were subjected to a fit of this form with yi = -0.83 and the K, values in table 6 as input parameters. The terms with amplitudes p i and si are dominated by that with amplitude q i and were omitted from the fit formula, as well as quadratic terms in (Knn -Kc). System sizes L i 6 display finite-size corrections not included in equation (21) -0.4 (3) -0.24 (13) -1.0 (7) 
The spin-spin correlation function
In our simulations, we have sampled the spin-spin correlation function g ( r ) ,
g ( T ) ( S ( o ) S ( r ) ) (22)
over half the system size (r = L/2), for even system sizes. This quantity can be derived from the free energy F by differentiating with respect to two physical magnetic fields Ho and H,, which couple to the spins at positions 0 and T , respectively. We consider the two fields a s independent and find where h denotes the leading magnetic scaling field and the derivatives with respect to this field are evaluated at ho = h, = 0. Using equation (9) one obtains upon expansion in t and U the scaling behaviour of the correlation function,
where the coefficients ai and bi are different from those in equation (18). We have fitted the terms shown in (24) to our data. The large residuals for all three models strongly suggested the presence of an additional correction to scaling b2LY'. A problem for the determination of y' is the presence of the leading correction term blLY1. Only in the spin-1 model (model 3). where the amplitude b, is small and the term thus may be omitted, was a reasonable determination possible, yielding y' = -2.1 (1). This could be a second temperature-like irrelevant exponent, although we have not observed it in the analysis of the ratio Q or the energy-like quantity Snn. In Q, it may have been masked by the term b2Ly1, but this is less likely for S,,, where the exponent of the second correction term is approximately equal to -2.4. On the other hand, the contribution b2LY' could, in principle, be due to a second relevant magnetic exponent yh. Taking into account the dependence of F on an additional magnetic scaling field 5 yields
(25)
This results in extra terms proportional to Lh+jb-w and L2s-w in the scaling formula for g, corresponding to correction terms Lw-Jh and L2$-'-in equation (24 
The magnetic susceptibility
The magnetic susceptibility x can be calculated from the average square magnetization, which is sampled in the Monte Carlo simulations,
(26)
Using equations (9), (IO) and (12), we find for the finite-size scaling behaviour:
which yields, upon expansion in f and U, On the other hand, one might derive the scaling formula for x from that of the spin-spin Correlation function g, because x is equal to the spatial integal of g, Since the integral in equation (29) preserves the form of the corrections to scaling in g, we expect the same type of corrections in the correlation function and the susceptibility. Only the terms proportional to CO. CI, . . . in (28) , which arise from the analytical part of the free energy, are absent in equation (24). These contributions come from the small-r cutoff in equation (29). Thus, we have included in the scaling formula the additional corrections that we observed in the analysis of the correlation function. As the term proportional to LY' interferes with the constant conaibution CO, we have only included the correction b2L2f. This allowed us to include system sizes L 5 for all three models. The results, which are presented in table 11, are consistent with those obtained in the previous analysis. Now, the errors also include the margins due to the uncertainty in y'. Just as in the analysis of the correlation function, we find consistent results for yb, which are in agreement with the literature. However, the values for yh are more accurate than those obtained in the previous subsection and our resulting estimate for the magnetic renormalization exponent is yh = 2.4815 (15). The error margin amounts to two standard deviations, in order to take into account any arbitrariness in the fit formula. In the simulations, we have also sampled the correlation between m2 and SDn. This allows us to calculate the temperature derivative of the susceptibility,
+ L 2 ' h -d [~o +~~( K n~
The scaling behaviour of this quantity can be derived directly from that of the susceptibility, equation (28) .
The term with amplitude 61 comes from a term proportional to (KO"-K,)LYl+X, included in the ellipsis in equation (28) . Just as in'the analysis of the spin-spin correlation function, the residuals for all three models indicated the presence of an additional correction to scaling ~zLY', which indeed follows from the discussion in the previous subsection. for the three models, where all system sizes L > 6 were employed and an additional correction to scaling was included in the scaling formula. The determination of m and S,, during the simulations enables the sampIing of this quantity with very little additional effort. Returning to equation (14) and noting that the ellipses include terms proportional to (KO" -K,)LY1+Y3 and to (Knn -K&h, we obtain the finite-
The numerical data for the three models were subjected to a fit on the basis of equation (33), where we have included system sizes L > 7 for model 1 and L > 5 for models 2 and 3. In this case the leading power of L stands well apart from the less singular terms and the results for yt (table 13; uncertainties in Kc, yi and yi, are included in all error margins) appear to be more accurate than those in the preceding subsections. The results suggest that the correction due to the leading irrelevant field is very small. Therefore we have repeated our analysis with U fixed to zero. We expect this to work especially well for models 2 and 3, where the irrelevant field is notably smaller than that in the first model. Indeed, we have obtained accurate and consistent results for the models 2 and 3, as shown in 6. Simultaneous fits for the three models
Considering the results in the preceding sections, it is reason, to assume now iat universality is UQCZ~Y satisfied for the three models under investigation. Thus we made a fit of the combined data for the ratio Q, allowing only single values of Q and yi for the three models. The other parameters U , , 9, K,, bl and bz (see equation (14)) are nonuniversal and occur in triplicate. Now, system sizes L c 8 had to be discarded, except when an additional correction to scaling proportional to L-*>h was added to the scaling formula. In the latter case, all system sizes L 2 5 could be included. Some of the results Also the values for the universal quantity Q, 0.6232 (2) and 0.6233 (2). respectively, agree. Secondly, the simultaneous fit with only the first two corrections to scaling (table 15) yields results that are consistent with those presented in table 5. Only the amplitude bi and the critical coupling Kc for model 1 appear to be somewhat too low in table 5, as we already had seen from the second fit in section 4. Finally, when we compare the results in tables 6 and 16, i.e. including a third correction to scaling, as well as the corresponding Q values, we see a very good agreement. These comparisons, in addition to the fact tha! the term b3LB allowed us to include all system sizes L 5 , lead us to the conclusion that the fits presented in table 16 can be considered as the most accurate results. In addition to the non-universal constants given in the table and the universal amplitude ratio Q. this analysis yielded the (universal) irrelevant exponent yi = -0.82 (3). This value is in very good agreement with that obtained by Nickel and Rehr [SI. Although there is one more unknown (yi), the results for Q and Kc obtained in this section are more accurate than those of the three separate fits. One of the reasons is that the fit for model 3 is insensitive to the value of yi, so that, e.g., Q is determined accurately, In general, it is difficult to assess the source of the discrepancies noticed here, although there certainly are cases where crossover phenomena and corrections to scaling were not taken into account in the data analysis.
