Stochastic impulsive fractional differential evolution equations with
  infinite delay by Shufen, Zhao & Minghui, Song
ar
X
iv
:1
50
8.
01
59
2v
1 
 [m
ath
.D
S]
  7
 A
ug
 20
15
Stochastic impulsive fractional differential
evolution equations with infinite delay
Shufen Zhao Minghui Song
August 22, 2018
Abstract
In this paper, we investigate a class of stochastic impulsive fractional
differential evolution equations with infinite delay in Banach space. Firstly
sufficient conditions of the existence and uniqueness of the mild solution
for this type of equations are derived by means of the successive approxi-
mation. Then we use the Bihari’s inequality to get the stability in mean
square of the mild solution. Finally an example is presented to illustrate
the results.
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tion; Mild solution; The Bihari’s inequality; Successive approximation;
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1 Introduction
In resent years, the differential equations of fractional order have been widely
studied by many authors (see [1, 12, 14, 26, 24, 19] and references therein ) due to
their application in many practical dynamical phenomena arising in engineering,
physics, economy and science [6, 5, 3, 18, 9]. Very recently, the author of
[25] established the sufficient conditions for the existence and uniqueness of
mild solution for impulsive fractional integro-differential evolution equations
with infinite delay by means of the Kuratowski measure of noncompactness and
progressive estimation method.
It is well known that time delay phenomena are frequently encountered in
a variety of dynamic systems such as nuclear reactors, chemical engineering
systems, biological systems and population dynamic models, at the same time
environment noise often perturbed many branches of science, for this reason
when we take environment noise and time delays into account (see [2, 4, 7, 8,
11, 13, 15, 16, 17]), it is reasonable to consider the stochastic fractional evolution
equations with delays.
1
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This paper is concerned with the existence and uniqueness of mild solutions
for Cauchy problems for the stochastic impulsive fractional evolution equations:

Dαt [x
′(t)− g(t, xt)] = Ax(t) + f(t, xt) + σ(t, xt)
dw(t)
dt , t ∈ J, t 6= ti,
△x(ti) = Ii(xti), △x
′(ti) = Ji(xti ), i = 1, 2, . . . ,m,
x0 = ϕ ∈ B, x
′
0 = x1 ∈ H
(1)
where J = [0, b], 0 < α < 1, Dαt denotes the Caputo fractional derivative
operator of order α. A : D(A) ⊂ H → H is the infinitesimal generator of a
sectorial operator. g, f : J × B → H and σ : J × B → L(G,H) are appropriate
mappings. Here B is an abstract phase space to be defined later. The history
xt : (−∞, 0] → H, xt(s) = x(t + s), s ≤ 0 belongs to the abstract phase space
B. Moreover, we denotes △x(ti) = x(t
+
i ) − x(t
−
i ) for 0 ≤ t0 < t1 < · · · < tm <
tm+1 = b which are fixed numbers. Let x(t
+
i ) and x(t
−
i ) represent the right and
the left limits of x(t) at t = ti respectively, Similarly △x
′(ti) = x
′(t+i )− x
′(t−i )
has the same meaning.
Let (Ω,F , P ) be a complete probability space equipped with some filtration
{Ft}t≥0 satisfying the usual conditions, i.e., the filtration is right continuous and
increasing while F0 contains all P -null sets. H , G be two real separable Hilbert
spaces. < ·, · >H , < ·, · >G denote the inner products on H and G, respectively.
And | · |H , | · |G are vector norms on H , G. Let L(G,H) be the collection of
all inner bounded operators from G into H , with the usual operator norm ‖ · ‖.
The symbol {w(t), t ≥ 0} is a G valued {Ft}t≥0 Wiener process defined on the
probability space (Ω,F , P ) with covariance operator Q, i.e.
E < w(t), x >G< w(s), y >G= (t ∧ s) < Qx, y >G, ∀x, y ∈ G
where Q is a positive, self-adjoint and trace class operator on K. In particular,
we regard {w(t), t ≥ 0} as a G valued Q wiener process related to {Ft}t≥0 (see
[2, 13]), and w(t) is defined as
w(t) =
∞∑
n=1
√
λnβn(t)en, t ≥ 0,
where βn(t) (n = 1, 2, 3, . . .) is a sequence of real valued standard Brownian
motions mutually independent on the probability space (Ω,F , P ), let λn (n ∈ N)
are the eigenvalues of Q and en (n ∈ N) are the eigenvectors of λn corresponding
to λn. That is
Qen = λnen, n = 1, 2, 3, . . . .
In order to define stochastic integrals with respect to the Q wiener process w(t),
we let G0 = Q
1/2(G) of G with the inner product,
< u, v >G0=< Q
1/2u,Q1/2v >G .
It’s easy to see G0 is the subspace of G. Let L
0
2 = L2(G0, H) denote the
collection of all Hilbert Schmidt operators from G0 into H . It turns out to be
a separable Hilbert space equipped with the norm
‖ψ‖2L0
2
= tr
(
(ψQ1/2)(ψQ1/2)∗
)
, ∀ψ ∈ L02.
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Clearly, for any bounded operator ψ ∈ L(G,H), this norm reduces to ‖ψ‖2
L0
2
=
tr(ψQψ∗).
Let Φ : (0,∞)→ L02 be a predictable and Ft adapted process such that
∫ t
0
E‖Φ(s)‖2L0
2
ds <∞, ∀t > 0.
Then we can define the H valued stochastic integral
∫ t
0
Φ(s)dw(s),
which is a continuous square-integrable martingale [21]. In the following we
assume σ : J × B → L02 in (1). To the best of our knowledge this is the first
time to consider the existence and uniqueness of the mild solution for Cauchy
problem (1).
The remainder of this paper is organized as follows. In section 2, we give
some preliminaries which are used in this paper. In section 3, we give sufficient
conditions for the existence and uniqueness of the mild solution of system (1).
In section 4, some sufficient conditions are introduced to guarantee the stability
in mean square of the mild solution. In the last section, we present an example
to support the results.
2 Preliminaries
The collection of all strongly measurable, square-integrable and H-valued ran-
dom variables, denoted by L2(Ω, H) is a Banach space equipped with norm
‖x(·)‖L2 = (E‖x(·)‖
2
H)
1/2 , where the expectationE is defined asEx =
∫
Ω
x(ω)dP .
Next, we present an axiomatic definition of the phase space B introduced in [8]
and [23], where the axioms of the space B are established for F0-measurable
functions from (−∞, 0] into H , with a norm ‖ · ‖B which satisfying
(A1) If x : (−∞, b] → H , b > 0 is such that x0 ∈ B, then, for every t ∈ J , the
following conditions hold:
(1) xt ∈ B,
(2) |x(t)| ≤ L‖xt‖B,
(3) ‖xt‖B ≤ Γ(t) sup0≤s≤t |x(s)| +N(t)‖x0‖B,
where L > 0 is a constant; Γ, N : [0,+∞)→ [1,+∞) are mappings. Γ is
continuous and N is locally bounded. L, Γ, N are independent on x(·).
(A2) The space B is complete.
Then we have the following useful lemma (see [23]).
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Lemma 2.1. Let x : (−∞, b] → H be an Ft adapted measurable process such
that the F0 adapted process x0 = ϕ ∈ L2(Ω,B), then
E‖xs‖B ≤ NbE‖ϕ‖B + ΓbE( sup
0≤s≤b
‖x(s)‖), (2)
where Nb = supt∈J{N(t)} and Γb = supt∈J{Γ(t)}.
Definition 2.1. Denote byM2((−∞, b], H) be the space of all H-valued ca`dla`g
measurable Ft adapted process x = {x(t)}−∞<t≤b such that
(i) x0 = ϕ ∈ B and x(t) is ca`dla`g on [0, b];
(ii) endow the space M2((−∞, b], H) with the norm
‖x‖M2 = E‖ϕ‖
2
B +E(sup
t∈J
|x(t)|2) <∞. (3)
ThenM2((−∞, b], H) with the norm (3) is a Banach space, in the following
of this paper, we use ‖ · ‖ for this norm.
Definition 2.2. A stochastic process x(t) : t ∈ (−∞, b] → H is called a mild
solution of (1) if
(i) x(t) is measurable and Ft adapted for all t ∈ (−∞, b], and {xt : t ∈ [0, b]}
is B-valued;
(ii)
∫ b
0 ‖x(s)‖
2ds <∞ ,P -a.s.;
(iii) x(t) has ca`dla`g path on t ∈ [0, b] a.s. and x(t) satisfies the following
integral equation for each t ∈ [0, b],
x(t) = Sq(t)ϕ(0) +
∫ t
0
Sq[x1 − g(0, ϕ)]ds+
∑
ti<t
Sq(t− ti)Ii(xti ) (4)
+
∑
ti<t
∫ t
ti
Sq(t− s)[Ji(xti )− g(ti, xti + Ii(xti )) + g(ti, xti)]ds
+
∫ t
0
Sq(t− s)g(s, xs)ds+
∫ t
0
Tq(t− s)f(s, xs)ds
+
∫ t
0
Tq(t− s)σ(s, xs)dw(s),
where Sq(t), Tq(t) : R+ → L(K,H) (q = 1 + α) are given by
Sq(t) = Eq,1(At
q) =
1
2πi
∫
Br
eλtλq−1
λq − A
dλ, (5)
Tq(t) = t
q−1Eq,q(At
q) =
1
2πi
∫
Br
eλt
λq −A
dλ, (6)
and Br denotes the Bromwich path [25];
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(iv) x0 = ϕ ∈ B.
Remark 2.1. We should mention an important property of Sγ(t) and Tγ(t),
that is there exist positive numbers M , Mb such that ‖Sγ(t)‖L(G,H) ≤ M and
‖Tγ(t)‖L(G,H) ≤ t
γ−1Mb for t ∈ J , γ ∈ (0, 2) ([14]), which plays an important
role in the following discussion.
Lemma 2.2. (Bihari’s inequality) Assume T > 0, u0 ≥ 0 and u(t), v(t) be
continuous functions on [0, T ]. Let κ : R+ → R+ be a concave continuous and
nondecreasing function such that κ(r) > 0 for all r > 0. If
u(t) ≤ u0 +
∫ t
0
v(s)κ(u(s))ds for all 0 ≤ t ≤ T,
then
u(t) ≤ G−1(G(u0) +
∫ t
0
v(s)ds)
and for all t ∈ [0, T ], it holds that
G(u0) +
∫ t
0
v(s)ds ∈ Dom(G−1),
where G(r) =
∫ r
1
ds
κ(s) , r ≥ 0 and G
−1 is the inverse function of G. In particular,
if u0 = 0 and
∫
0+
ds
κ(s) =∞, then u(t) = 0 for all 0 ≤ t ≤ T .
The following lemma is useful in the proof of the exponential stability of the
mild solution which is an analogue of Theorem 18 of [23].
Lemma 2.3. [22] Let the assumption of Lemma 2.2 hold and v(t) ≥ 0 for all
t ∈ [0, T ]. If for all ǫ > 0, there exists t1 ≥ 0 for all 0 ≤ u0 ≤ ǫ,
∫ T
t1
v(s)ds ≤∫ ǫ
u0
1
κ(s)ds holds. Then for every t ∈ [t1, T ], the estimates u(t) ≤ ǫ holds.
3 Existence of the mild solution
In this section we first make the following hypotheses.
(H1) g, f : J × B → H and σ : J × B → H satisfy
|g(t, ϕ)−g(t, φ)|2∨|f(t, ϕ)−f(t, φ)|2∨|σ(t, ϕ)−σ(t, φ)|2 ≤ κ(‖ϕ−φ |2B), for
all t ∈ J ,ϕ, φ ∈ B, where κ(·) is a concave, nondecreasing and continuous
function from R+ → R+ such that κ(0) = 0, κ(u) > 0 for u > 0 and∫
0+
ds
κ(s) =∞.
(H2) Ik, Jk : B → H are continuous and there are positive constants pk, qk(k =
1, 2, . . . ,m) such that for each ϕ, φ ∈ B,
|Ik(ϕ)− Ik(φ)|
2 ≤ pk‖ϕ− φ‖
2, |Jk(ϕ) − Jk(φ)|
2 ≤ qk‖ϕ− φ‖
2.
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(H3) |g(t, 0)|2 ∨ |f(t, 0)|2 ∨ |σ(t, 0)|2 ≤ K, K is a positive constant, and Ik(0) =
0, Jk(0) = 0, k = 1, 2, . . . ,m.
We consider the sequence of successive approximations defined as follows:
x0(t) = Sq(t)ϕ(0) +
∫ t
0
Sq(s)[x1 − g(0, ϕ)]ds, t ∈ J, (7)
xn(t) = Sq(t)ϕ(0) +
∫ t
0
Sq(s)[x1 − g(0, ϕ)]ds+
∑
ti<t
Sq(t− ti)Ii(x
n−1
ti )
+
∑
ti<t
∫ t
ti
Sq(t− s)[Ji(x
n−1
ti )− g(ti, x
n−1
ti + Ii(x
n−1
ti )) + g(ti, x
n−1
ti )]ds
+
∫ t
0
Sq(t− s)g(s, x
n−1
s )ds+
∫ t
0
Tq(t− s)f(s, x
n−1
s )ds
+
∫ t
0
Tq(t− s)σ(s, x
n−1
s )dw(s), t ∈ J, n ≥ 1, (8)
xn(t) = ϕ(t), −∞ < t ≤ 0, n ≥ 1. (9)
Lemma 3.1. Assume the (H1)-(H3) hold, and
7mM2Γb
m∑
i=1
pi + 14mM
2b2Γb
m∑
i=1
qi < 1,
then xn(t) ∈M2((−∞, b);H) for all t ∈ (−∞, b], n ≥ 0, that is
E‖xn(t)‖2 ≤ M˜, n = 1, 2 . . . . (10)
where M˜ is a positive constant.
Proof. Obviously x0(t) ∈ M2((−∞, b), H), and
E|Xn(t)|2
≤ 7E|Sq(t)ϕ(0)|
2 + 7E|
∫ t
0
Sq(s)[x1 − g(0, ϕ)]ds|
2
+7E|
∑
ti<t
Sq(t− ti)Ii(x
n−1
ti )|
2
+7E|
∑
ti<t
∫ t
ti
Sq(t− s)[Ji(x
n−1
ti )− g(ti, x
n−1
ti + Ii(x
n−1
ti )) + g(ti, x
n−1
ti )]ds|
2
+7E|
∫ t
0
Sq(t− s)g(s, x
n−1
s )ds|
2 + 7E|
∫ t
0
Tq(t− s)f(s, x
n−1
s )ds)|
2
+7E|
∫ t
0
Tq(t− s)σ(s, x
n−1
s )dw(s)|
2
= Λ1 + Λ2 + Λ3 + Λ4 + Λ5 + Λ6 + Λ7.
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It’s easy to get the estimations Λ1 ≤ 7M
2
E|ϕ(0)|2, Λ2 ≤ 21M
2b2(|x1|
2 +
κ(‖ϕ‖2B) +K), and
Λ3 ≤ 7mM
2
∑
ti<t
E‖Ii(x
n−1
ti )‖
2
B ≤ 7mM
2
∑
ti<t
piE‖x
n−1
ti ‖B.
By the fact ‖Sγ(t)‖L(G,H) ≤M and (H2)-(H3), we have
Λ4 ≤ 14E|
∑
ti<t
∫ t
ti
Sq(t− s)Ji(x
n
ti)ds|
2
+14E|
∑
ti<t
∫ t
ti
Sq(t− s)(g(ti, x
n−1
ti + Ii(x
n−1
ti ))− g(ti, x
n−1
ti ))ds|
2
≤ 14mM2b
∑
ti<t
E
∫ t
ti
|Ji(xti)|
2ds+ 14mM2b
∑
ti<t
E
∫ t
ti
κ(|I(xn−1ti )|
2)ds
≤ 14mM2b2
∑
ti<t
qiE‖x
n−1
ti ‖
2
B + 14mM
2b
∑
ti<t
∫ t
ti
κ(E(pi‖x
n−1
ti )‖
2
B)ds.
and
Λ5 ≤ 7E|
∫ t
0
Sq(t− s)g(s, x
n−1
s )ds|
2
≤ 7M2bE
∫ t
0
|g(s, xn−1s )− g(s, 0) + g(s, 0)|
2ds
≤ 14M2bE
∫ t
0
[|g(s, xn−1s )− g(s, 0)|
2 + |g(s, 0)|2]ds
≤ 14M2b
∫ t
0
κ(‖xn−1s ‖
2
B)ds+ 14M
2b2K.
Since ‖Tγ(t)‖L(G,H) ≤ t
γ−1Mb and (H1)-(H3), we get the following inequality
Λ6 ≤ 7E|
∫ t
0
Tq(t− s)f(s, x
n−1
s )ds|
2
≤ 7M2b
b2q−1
2q − 1
E
∫ t
0
|f(s, xn−1s )− f(s, 0) + f(s, 0)|
2ds
≤ 14M2b
b2q−1
2q − 1
∫ t
0
κ(E‖xn−1s ‖
2
B)ds+ 14M
2
b
b2q
2q − 1
K.
We apply the Ho¨lder inequality and the Burkholder-Davis-Gundy inequality to
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Λ7, combining(H1)-(H3), we can obtain
Λ7 ≤ 7E|
∫ t
0
Tq(t− s)σ(s, x
n−1
s )dw(s)|
2
≤ 7E
∫ t
0
|Tq(t− s)σ(s, x
n−1
s )|
2ds
≤ 7M2b b
2q−2
E
∫ t
0
|σ(s, xn−1s )− σ(s, 0) + σ(s, 0)|
2ds
≤ 14M2b b
2q−2
∫ t
0
κ(E‖xn−1s ‖
2
B)ds+ 14M
2
b b
2q−1K.
Let
c1 = 7M
2
E|ϕ(0)|2 + 21M2b2(|x1|
2 + κ(‖ϕ‖2B) +K)
+14M2b2K + 14M2b
b2q
2q − 1
K + 14M2b b
2q−1,
the estimations for Λi (i=1,2,. . . ,7) together yields
E|Xn(t)|2 ≤ c1 + 7mM
2
∑
ti<t
piE‖x
n−1
ti ‖B + 14mM
2b2
∑
ti<t
qiE‖x
n−1
ti ‖
2
B
+14mM2b
∑
ti<t
∫ t
ti
κ(E(pi‖x
n−1
ti )‖
2
B)ds
+(14M2b+ 14M2b
b2q−1
2q − 1
+ 14M2b b
2q−2)
∫ t
0
κ(‖xn−1s ‖
2
B)ds.
By Lemma 2.1 and the property of κ(·), we can find a pair of positive constants
α and β, such that κ(u) ≤ α+ βu, ∀u ≥ 0. Then
E sup
0≤s≤t
|Xn(s)|2
≤ c1 + 7mM
2Nb
∑
ti<t
piE‖ϕ‖B + 14mM
2b2
∑
ti<t
piE‖ϕ‖B + 14m
2M2b2α
+(14M2b+ 14M2b
b2q−1
2q − 1
+ 14M2b b
2q−2)bα
+(7mM2Γb
∑
ti<t
pi + 14mM
2b2Γb
∑
ti<t
qi)E sup
0≤s≤t
|Xn−1(s)|2
+(14mM2b
∑
ti<t
pi + 14M
2b+ 14M2b
b2q−1
2q − 1
+ 14M2b b
2q−2)
×βE
∫ t
0
sup
0≤θ≤s
|xn−1(θ)|ds,
