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1. INTRODUCTION 
In the past the method of quasilinearization (in its varying forms [l]) has 
been applied, with advantage, to numerous problems of differential estimation 
and approximation ([2]-[6]). Such problems often arise in the formulation 
and validation of mathematical models of physical systems. For, although 
physical analysis may provide the functional form of the system equations, 
it frequently happens that parameter values are not predictable in this way, 
because they vary from one system to another, or because they depend upon 
the working environment. One may consequently be faced with the task of 
estimating these parameter values by analysis of input-output records 
obtained from the system when in operation. The method of quasilineariza- 
tion provides one means by which this can be accomplished. 
In its present form this method requires model parameter values to remain 
constant over the interval of observation. It cannot be applied directly, 
therefore, when parameters switch rapidly from one value to another within 
the interval, a situation which occurs frequently in practice. For example, 
consider the system defined by the equation 
T3i + x = z, (1) 
T=: if 
I 
if u<L 
2 U>L’ 
The system switches from one state to another when u = u(x, a, t) exceeds 
some threshold level and the problem is to estimate T1 , T, , L knowing a 
and x over some time interval (0, T,,). 
Another case of interest occurs when the system can be described by 
9 +f(x) = 2, (3) 
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wheref(x) is unknown. One may then attempt to fit a model of the form 
where 
ff +fL(x) = % 
fL(x) = ax + b 
a = ai if Li<x<Li+l, i=l N ,*.., 
b = bi if Li Gx CL&l, i = I,..., N. 
The parameters a and b are thus switched as the model output crosses each 
of a set of thresholds. In both of the above examples it is required to find 
parameters such that the model output provides some best fit to the measured 
system output. Problems of this type may be solved by using a method of 
segmental differential approximation ([7], [8]) which employs both quasi- 
linearization and dynamic programming. In this application, however, the 
generality of this technique can lead to a number of disadvantages. Apart 
from being computationally involved, it appears that parameters in different 
switching intervals are regarded as independent (whereas here they are not). 
Further, it is possible that after convergence there may still exist unwanted 
discontinuities at each switching instant. 
It seems desirable, then, to seek an alternative technique of segmental 
estimation and approximation which removes both of the above objections 
by using the knowledge that parameter switchings occur when some deter- 
ministic signal crosses a threshold level. In this paper it will be shown that, 
for the present restricted application, this is achieved by using only the 
method of quasilinearization. 
2. FORMULATION OF THE PROBLEMS 
First of all we shall be concerned with the solution of the following 
problem. 
Suppose that the input, z(t), and output, ys(t), of a physical system have 
been measured over some observation interval (0, To). Suppose further that 
there exists a mathematical model of the system in the form 
$ = f(X, 2, A 8) (5) 
y=Ax (6) 
x(0) = a, (7) 
where 
(8) 
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Here X, f, 01 are vectors of order M, A is a K x M matrix, h is a vector of 
order N whose components form the set of model parameters which are 
constant in (0, Z’,,), and ,8 is a vector of order S. z+(x, z, t), i = l,..., S, is a 
scalar function which possesses piecewise-continuous partial derivatives with 
respect to xj ,j = I,..., M and always crosses Li with the slope zii f 0. If tii 
is not continuous at these crossing points, it is assumed that the left- and 
right-hand derivatives exist and are nonzero. Finally, f has piecewise-con- 
tinuous partial derivatives with respect to xi , hi , and pi for all values of i. 
We are required to find 
which minimizes 
v = + sp (Ys - YY(Ys -Y> d. (10) 
The method of solution for S = 1 is outlined in Section 3 and illustrated by 
way of examples. This is shown to be easily extended to cover the more 
general case formulated above. 
Although this technique may be applied to the problem defined by Eqs. 
(3) and (4), it is possible thatf,(x) so obtained may not be a continuous func- 
tion of X. In Section 4 we shall outline a method by which continuous piece- 
wise-linear representations can be obtained forf(x), g(z) which appear in the 
equations 
Tk + x = g(z) (11) 
i +f(x) = 0. (12) 
The technique described can be applied to a variety of similar problems. 
3. IDENTIFICATION OF SYSTEMS HAVING A SINGLE, SWITCHED PARAMETER 
Henceforth we shall use the method of quasilinearization in the form 
known otherwise as the method of parameter influence coefficients (1, 6). It is 
assumed that the mathematical model of the system is defined by Eqs. (5)-(7) 
except that now t9 is a scalar given by 
(13) 
We are required to find 
Y = COl(% A, a , &! , L), (14) 
which minimizes (10). 
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To do this we suppose that x,, is the solution of (5) with parameter vector 
y,, such that 
Yo = Ax0 (15) 
minimizes (10). Given that y represents an initial approximation for y,, and 
that x(t) is the corresponding solution of (5), we attempt to approximate x,(t) 
by 
K 
x0 w x + c wyyi, - yJ, 
id 
where 
(17) 
and 
K=M+N+3. 
We are prepared to accept that the above limit may not exist at all times in 
(0, To) and admit the possibility of simple discontinuities at these points. 
Then we have 
YO %Y + f Pi(Yio - Yi), (18) 
i=l 
qi = A& 
and y. - y may be obtained by using the result that y. minimizes (lo), i.e., 
i?V -= 
87% O 
i = l,..., K. 
This leads to the usual set of normal equations 
K 
-gl afj(yio - y*) i- Yj = 0 i = l,..., K, 
where 
1 
s 
To 
qj zzzz y- 
70 0 
{(@)T qj L ($)T qi} dt 
vi = +- j,” {(qi)T r + rTqi)- dt 
(20) 
(21) 
(22) 
(23) 
(24) r ==y -ys. 
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The estimate of y0 - y is used to update model parameter values and the 
process is repeated. This procedure is the one used in normal applications 
of the method of quasilinearization except that now we include the possibility 
of piecewise-continuous wi, i = l,..., K. 
Before proceeding further it is worthwhile to mention a minor modification 
to the above procedure which has often enlarged the domain of convergence. 
In early applications it was noticed that when an initial estimate of a parameter 
was considerably removed from the actual, the above method usually pre- 
dicted the correct sign of the required parameter change but tended to give 
much too ambitious estimates of its magnitude. The frequent result was that 
the parameter considerably overshot the required value and divergence 
followed. The method was therefore modified to limit the magnitude of the 
change in a given parameter value at each iteration. One useful technique 
was to take actual parameter changes dyi , i = l,..., K where 
Ayi = yio - yi 
! 
if I pi,, - Yi I < Di 
Di sgn(yiO -- yi) if I yi,, - yi I 1 Di * (25) 
For some parameters Di was chosen to be constant. For others, particularly 
small time constants in differential equations, it was convenient to take 
Di = ki I yi I (26) 
with 0 < ki < 1. 
We have now to establish the means of generating wi, i = l,..., K. Assume, 
then, that all parameters except the ith are fixed and let x’(t) be the solution 
of (5) corresponding to 
y’ = col(y, ,***, yi + ay, ,*a*, YK); 
i.e., we have 
* = f(X, z, Y) 
2 =f(d, z, y’) 
where, in (29), t3 is switched whenever 
(27) 
(28) 
(29) 
24’ = 24(x’, z, t) 
= yr 
i 
if i#K 
YK + ~YK if i = k’ 
(30) 
= Yl; say. (31) 
Further, Sy, is taken to be sufficiently small that in (0, 7’s) u crosses yK at 
instants 
T1 < T2 < *.. < 7K 
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and u’ crosses yk at corresponding times 
7; < 7; < *** < ri. 
Let 
71E = min(Tk , T;) 
r!?k = max(Tk, T;) 
E, = {t; 0 < t < To} 
E, = 0; ~a G t < 7sd 
E=E,- fj Ek. 
k-l 
With the assumptions on f we can write, for t E E, 
&t = Jw” + w% 
ayi ' 
(32) 
provided 
lim x’(Tak) - ‘(‘ak) 
%+O 6Yi ’ 
exists. Here 
Ji, =g (33) 
af 
ahi--M 
M+l<i<M+N 
i=M+N+l (34) 
i=M+N+2 
where 
i=M+N+3, 
af 
bf 1 i 1 -@ B-B1 
if U<L 
3x= 0 if u>L 
af O 
i, 
if U-CL 
-= 
3s 
af 
t 1 -v- P=B 2
if u >L. 
(35) 
(36) 
SEGMENTAL DIFFERENTIAL ESTIMATION AND APPROXlMATION 223 
These equations are obtained by applying the method of quasilinearization 
in the normal way. 
NOW as 6yi -+ 0 we have 
71k - r2k 9 
so that the above differential equations hold at all points of E,, , except for the 
finite set TV , k = l,..., R. Thus we have achieved suitable representations for 
the wi provided we can relate 
X’(T1k) - dT1k) 
%, 
and 
wi(Tk+) = lim “(‘2k) - x(T2k) 
sVi-10 bi *  
Consider, then, the interval 
T1k < t < T2k * 
We have 
* =f(x, 2, A 8,) (37) 
3' =f(x', 2, A', /Ii), (38) 
where r, 5’ = 1 or 2 and Y # S. Integrating (37) and (38) over (71k , 72k) we 
find, to first order in Sy, , 
X(T2k) = +ik> +f(X(Tlk), Z(T1k), At 8~) cT2k - T1k) 
x’(T2k) = x’(Tlk> +f(X(Tlk)t Z(71k), ‘t b) cT2k - Tlk)* 
Now, examination of the various possibilities shows that 
= [f(% 2, A, 81) - f@, ? A2 fl2)1 t=71k sgn[tTk -. Tk) zi(Tk-)l 
Also if T; < rk we have, to first order in 8yi, 
= U(d) + & (?+) h’i 
= @tTk) + G(Tk-) (7; - %) + $ (Tk-) 83/i 
I 
= 7X + c(%-) (T; - 7k) + $ (Tk-) %i * 
(39) 
(40) 
(41) 
(42) 
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Similar analysis shows that (42) is true if T; > Q . Thus 
r; - Tk = (43) 
We now difference (39) and (40), and with the aid of (41) and (43), obtain 
(44) 
where 
with 
si, = :, I 
i=K 
i#K’ (46) 
Thus in the limit 
wi(~+) = w~(T,+-) + Ai. (47) 
In summary, wi, i = I,..., K is generated as the solution of (32) with 
d(0) = I 
si 1 <i<NI o M+l<i<K (48) 
and simple discontinuities defined by (47) existing at each switching instant. 
In (48), 6, , is a column vector of order M with all components zero except 
the ith, which is unity. Returning to Eq. (16) we observe that the expansion 
for x0 for small yiO - yi is a good approximation only for points t E E. The 
representation is often inaccurate at times falling within any of the Ek . If, 
however, 
s dt < j” dt Eo-E E 
then the least squares process will make these inaccuracies unimportant. This 
completes the development for the case of a single switched parameter. 
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Finally, these equations can be directly applied to the general case form- 
ulated in Section 2 provided we redefine (8flayJ and Ad as follows 
~0 
8f 
ax&M 
af af 
--=‘x 
ayi 
af 
ah 
,O 
where 
Further, 
1 <i<M 
M+l<i<M+N 
M+N+l<i<M+N+S (49) 
M+N+S+l<i<M+N+2S 
M+N+2S+l<i<M+N+3S, 
where 
1 if i>M+N+2S 
Ei = 
0 if otherwise 
. (53) 
The above assumes that the /3i are switched according to independent criteria, 
If, however, Q of the & are switched by the same u, then the same equations 
hold, except that y is now a vector of order M + iV + 3s - Q. 
EXAMPLE 1. We now apply the above results to the case where system 
and model are described by the same equation 
T&+x=x 
x(0) = a 
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7’ ~ (Tl if U-CL 
(T2 if II l>L’ 
In all, three particular cases will be considered and these will be described as 
we proceed. 
CASE 1. In this case 
2 =: 0.5 sin 2t 
# -- z j , 
so that if 
then 
satisfies 
with 
y =.- col(a, Tl ) T2 ) L) 
f+(O) = o+(O) = wq(0) .= 0. 
Further, if 7 is any instant for which 1 z I = L, 
Wi(T -1 ) = Wi(T -)* i-: 1,2,3 
The interval of observation was chosen as ten seconds, involving three 
oscillations of sin 2t and about twelve switchings. Two numerical experiments 
wcrc carried out and the results arc summarized in Tables I and 2. 
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TABLE 1: CASE 1. RIBULTS FOR EXPERIMENT 1. 
Parameter 
Iteration Number 
Correct 
0 1 2 3 4 Value 
a 0.1 8 x 10-a 7 x 1O-3 5 x lo-* 1.5 x 1O-4 0.0 
T* 0.075 0.0965 0.0999 0.100 0.100 0.1 
T3 0.4 0.476 0.498 0.500 0.500 0.5 
L 0.2 0.235 0.249 0.250 0.250 0.25 
TABLE 2: CAKE 1. RESULTS FOR EXPERIMENT 2. 
Parameter 
0: 
Tl 
TZ 
L 
Iteration Number 
Correct 
0 1 2 3 4 Value 
0.1 -2 x 1O-3 -1 x 1O-8 -2x 1O-3 8 x lo-’ 0.0 
0.075 0.0975 0.101 0.100 0.100 0.1 
0.4 0.520 0.498 0.500 0.500 0.5 
0.3 0.27 0.253 0.250 0.250 0.25 
The addition to xs(t) of small levels of Gaussian noise, typical of what one 
would expect for a well-designed measurement system, caused only minor 
variations in final parameter estimates. 
CASE 2. Next, the case 
2 = 0.5 sin 2t 
24=Ii%I 
was treated. This is a somewhat more difficult exercise than before since 
errors in switch times can now arise from errors in any of the model para- 
meters. The equations defining the wi as for Case 1 except that, at any 
switching instant, r, 
Wi(T +) = Wi(T -1 [l - F (2 - 4 (& - +j]t=T- i= 1,23, 
~~(7 +) = 4~ -) + [ @,i,“’ (+ - -&) (1 - 4t) sgn 41 
t-7- 
Tables 3 and 4 present results for two experiments carried out under the same 
conditions as for Case 1. 
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TABLE 3: CASE 2. RFSULTS FOR EXPERIMENT 1 
Iteration Number 
Correct 
Parameter 0 1 2 3 4 Value 
--.____.~-. .-~-___~ ..~ _ 
a 0.1 -2 x 10-s 1.2 x 10-s -3 x 10-S 4 x 10-d 0.0 
Tl 0.075 0.0924 0.0992 0.0996 0.100 0.1 
T* 0.4 0.443 0.488 0.498 0.500 0.5 
L 0.2 0.231 0.248 0.249 0.250 0.25 
TABLE 4: CASE 2. RESULTS FOR EXPERIMENT 2. 
Iteration Number 
Correct 
Parameter 0 1 2 3 4 Value 
OL 0.1 1 x 10-a 1.7 x 1O-s -3.5 x 1O-3 -6 x 10-a 0.0 
Tl 0.075 0.0975 0.121 0.105 0.100 0.1 
T* 0.4 0.440 0.479 0.500 0.500 0.5 
L 0.3 0.292 0.270 0.250 0.248 0.25 
Residual errors in the experiment in Table 4 were attributable to the 
numerical methods employed. Again, the results did not appear sensitive 
to the addition of small levels of Gaussian noise to xs(t). 
CASE 3. For the previous experiments it can be anticipated that model 
values of (Y, Tl , T2 converge to the correct values in much the same way as if 
the usual method of quasilinearization were to apply. The question of con- 
vergence ofL, however, is another matter, and in this section we shall examine 
theoretically the following idealized, yet informative, example. 
Model and system are described by 
where 
T3i’ + x == t, 
The measured system output is 
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where x,(t) is the true system output and n(t) is a stationary Gaussian 
random process with spectral density 
qf’) _ I W” if ~fl <B 
10 if If I >B, 
where 
B>max(k,kj. 
01, TI , T, are assumed known, with 
a = - TI . 
It is required to find Ls , to which corresponds xs . If, now, L constitutes an 
initial guess for Ls we have 
t - TI O<t<L 
x(t) = 
I 
t - T, + (T, - TI) exp - (?I t>L 
i 
t - TI O,<t<L, 
k-S(f) = 
It-TI+(T2-TL)exp-[q) t >L, 
2 
t >L. 
Further, we assume here for convenience that 
To -LB T, 
at all times. Then to a very good approximation, the normal equation 
where 
reduces to 
E = xh,f - x, 
AL=-T2sgn(L-L,)[l-exp- ‘LTLs’]+p, 
2 
where 
2 
’ = T, - TI L 
Jmexp (- J--e] n(t) dt. 
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If, then, we write 
where L, is the value of the limit at the nth iteration, the above relationship 
yields the following recurrence relation 
If 5 is zero it is easy to show that Y, always converges monotonically to zero 
from any initial Y,, . When 1 r, I> T, convergence is very slow, for then 
However, when 1 r, / < Tz we have 
rn+, rn I r,l -2T,’ 
i.e., convergence is quadratic. If [ is nonzero the iteration process converges 
monotonically to a limit 
r co= - T, sgn E log (1 - %) , 
provided 
I I I < T, . 
When 1 E 1 > Tz the process diverges. From the definition f is found to be 
normally distributed with mean zero and variance 
Thus as Tl -+ T2 the probability of divergence of {r,} increases rapidly. The 
problem is not overcome by using an infinitely long observation interval 
(as it often can be in other estimation problems). 
Finally, it is pointed out that divergence is less likely to occur for Cases 1 
and 2 where many more switchings are experienced. 
4. MULTIPLE PARAMETERSWITCHINGS:SOMESPECIALCASES 
In the previous section we dealt with switched-parameter systems where 
it was required that the model output be continuous across each switching 
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instant. For many problems this is not sufficient and in this section we shall 
be concerned with two such cases. More specifically, we shall bc concerned 
with systems which can be described by either of the equations 
y-2 -i- x :.:f(z) (55) 
f -tf(x) = 0, (56) 
where, in each case, f is unknown. It is required to determine f, at least 
approximately, from observations of x and z. 
In this section we shall assume, for convenience alone, that 
f(O) = 0 
f’(x) = f ‘( - s) > 0. 
In each example we shall approximate f by 
fL(x) = r 0 if 1x1 <LL, Kg + (Kl - K,) L, ?$ if 1x1 >L, (57) 
-= fdx) if 
I 
Ix; <L, 
f&) if 1x1 ‘L,, say. (58) 
Then, whenever we require the partial derivative of fL with respect to any 
parameter, A, we shall take 
(59) 
With this we can implement the method defined by Eqs. (16)-(24). This will 
be done for the above-mentioned cases in the following subsections. 
4.1 SYSTEM: Tji + x = f (z). It is assumed that T and f (z) are unknown 
and that the model is described by the single equation 
72 + x =f&), w 
where fL is defined in Eq. (57). Variable parameters are the components of 
y = col(T, K, , K2 , L, , a = x(0)). (61) 
Thus, 
6X 
wi = 7 
GYi 
i = l,..., 5 
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rt.iJj + “j = qJj 
q(0) = 0 i 
ws(O) = 1. 
Further, by application of (59), we have 
= : l,..., 4 
if Iz/ <L, 
if 1x1 >L, 
if /zI G-b 
if 1x1 >L, 
if IZI GL, 
if 1x1 >L, 
(62) 
(63) 
The normal equation (21) may thus be generated and solved. 
EXAMPLE 2. The above procedure was applied to the particular case 
T = 0.5 
f(z) = z + & 23 
x,(O) = 0 
x = sin 2t. 
In the model OL was fixed at zero, and 7, Kl , K, , L, were allowed to vary. 
Further, the allowable variation in each parameter at any step was restricted 
according to Eqs. (25) and (26) with kj = 0.2, i = l,..., 4. Table 5 presents 
the results of a numerical experiment employing an observation interval 
of ten seconds. The parameter, 5, listed in this table is defined by 
I 
TO (xs - x)2 dt p = o To . 
s xs2 dt 0 
(64) 
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TABLE 5. 
NUMERICAL RESULTS FOR EXAMPLE 2. 
Iteration Number 
Parameter 0 1 2 3 4 
7 0.4 0.461 0.494 0.500 0.500 
Kl 1.5 1.200 1.037 1.036 1.036 
KS 1.5 1.251 1.319 1.355 1.357 
L-1 0.5 0.500 0.600 0.606 0.608 
5 0.49 0.13 1.9 x 10-J 1.2 x 10-a 1.2 x 10-S 
In Fig. l,f(z) and the initial and final values offL(z) are compared for x > 0. 
16- 
Mid approxmatm 
X 
FIG. 1. 
It is noted in passing that the method of quasilinearization applied in this 
way provides an excellent means of approximating a given function by a set 
of continuous, piecewise-linear segments, 
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4.2 SYSTEM: .i! +f(x) = 0. The model obeys 
2 -tfL(X) = 0, x(0) =- 011 , $0) = a2 ) (65) 
where, again, fL is defined by (57). V ariable parameters are the components of 
satisfies 
Y = COW, K2 ,L, , aI , a2), and 
with 
W<(O) = c&(O) = 0 for all 
wq(0) = cl&(O) = 1. 
In addition 
K,= 2 
i 2 
1 
-X 
Vl = 
4; 
I 0 v2 = - x+L,& 
I 
0 
-F’~= (K,--2); 
6 except that 
if 
if 
if 
if 
if 
if 
if 
if 
1x1 GLl 
lx/ >Ll 
1x1 bL1 
IX >Ll 
1x1 GLl 
1x1 >Ll 
1x1 G4 
1x1 >LI 
ax 
wi = y-- 
Vi 
(67) 
qQ = ‘ps = 0. 
EXAMPLE 3. A numerical experiment was carried out for which 
f(x) = sin x 
xs(0) = 0 
t,(O) = 1.5. 
In the model a1 and 01~ were fixed at the corresponding system values, leaving 
Kl , K, , and L, to be adjusted. Table 6 presents results for an observation 
interval of four seconds, which was slightly more than half the period of 
oscillation of xs . 
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TABLE 6. 
RFXJLTS FOR EXAMPLE 3. 
Iteration Number 
Parameter 0 1 2 3 4 5 6 
~- 
Kl 0.8 0.74 0.92 0.92 0.94 0.93 0.93 
KZ 0.6 0.45 0.34 0.26 0.20 0.18 0.18 
L 0.5 0.625 0.78 0.95 0.91 0.94 0.94 
5 0.051 0.250 0.034 0.060 0.010 7 x 10-d 7 x 10-4 
Figure 2 comparesf(x) with the initial and final representations off,(x) 
forO<x<maxxS. It is interesting to note that although the initial model 
output matched the measured output quite well, the initialfL(x) provided a 
rather poor approximation to f(x). 
x 
FIG. 2. 
When the observation interval was increased to ten seconds, the parameter 
estimates diverged, This result is consistent with many others obtained when 
the method was applied to self-oscillatory and lightly damped systems - that 
divergence can be caused by increasing the observation interval beyond the 
periodic time of oscillation. The reason for this can be seen by considering 
the solution of 
f + w,2x = 0 
x(0) = 0 
S(0) = w, , 
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i.e., 
x = sin w,t. 
For a small change, SW, , there results a new solution 
x’ = sin (0~~ + SW,) t 
= sin 0.Q cos Sw,t + cos w,t sin Sw,t. 
The method of quasilinearization, however, attempts to approximate to x’ by 
x’ = sin w,t + i&t cos ant, 
a representation which diverges rapidly as time increases. The time interval 
over which the method is valid, then, is that for which we can write 
sin Sw,t M Sw,t 
cos sw,t SW 1. 
Thus by increasing the time of observation we limit the domain of conver- 
gence of the technique. This type of behaviour is generally representative 
for all self-oscillatory and lightly damped systems. 
As far as the present, idealized, example is concerned, this limitation in 
the technique is not significant. However, in practice it has been the authors’ 
experience to find that parameter estimates obtained over such short time 
intervals are often unreliable and differ from corresponding estimates obtained 
over other similarly brief periods. If the results of parameter estimation 
experiments are to be believed, then it is usually required that the model 
output match the system output over an interval (at least) one or two times 
the natural period of the system. Although this may be achieved through 
judicious processing of estimates obtained using a number of short time 
intervals, it is nevertheless useful to have a method capable of producing 
the desired results in a single experiment. 
Such a method exists for a certain class of systems when the observed data 
is continuous or is sampled at such a rate that interpolation between samples 
provides a sufficiently accurate representation of the continuous signal. This 
will be discussed in the next section. 
4.3 A MODIFICATION. In this section we shall assume that the system 
output, x, satisfies a second order differential equation of the form 
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where A1 , A, , A, may represent any of the parameters used to describe fi , fi , 
f 3, respectively. It may be that these functions are unknown and that we 
wish to find continuous piecewise-linear representations for them. In this 
case we will take f f f 1 , 2 , a as piecewise-linear and assume that (68) holds 
approximately for x. Further, we assume that the model output, y satisfies 
Y + fib5 A> 3 + fib, A> = f3b 1531, (6% 
where the pi constitute initial guesses for the A, . Differencing (68) and (69) 
we obtain 
d 
Let 
F(Y, 81)) + f&9 X2) - fib5 82) = f3h 43) - f3b i33) 
(70) 
c=x-y 
F(T, 4 = j”‘lfdv, 4 dv. 
0 
#1(x, y, PI) = 4% 81) - F(Y, 81) 
X-Y 
#3(x, y, 8)) _fdx* 83) -fkY, B‘2) 
x-y * 
Then (70) can be written 
g + -g Mx, Ys 81) 4 + 4%(x, Y9 82) c 
“-dt d ;$fq (A, -/Q - ?$(A, - &) + $p(x, -l/33). (71) 3 
Now (71) can be regarded as a linear, time-varying differential equation in E, 
given that x and y are known. If, for convenience, we assume 
then we may write, 
E(0) = d(O) = 0 
where wp , i = 1, 2, 3 satisfies 
(72) 
(73) 
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with 
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d aF(x) 
vl= -Z ap, 
Initially 
q(0) = t&(O) = 0, i= 1,2,3. 
The wi may be interpreted as the required parameter influence coefficients. 
It is noted here that no direct numerical integration or differentiation of 
observed quantities is required in the generation of the wi . In particular, 
wr can be obtained by setting 
v= ta+hzwldt 
s 0 
aF(x) t 
6, = - f&Jl - v - ~ [ I vl o 
This is an important requirement in practice because the presence of system 
and measurement noise often prevents accurate numerical differentiation 
or integration of measured quantities. 
As before, the parameter errors 
s/Ii = Ai - pi i= 1,2,3 
are taken as those which minimize 
1 TO 
-1 ( 
3 
To 0 
x-y-~~&~dt. 
1 > 
The presence of #i and #a in (73), instead of their limiting values as x +y, 
ensures that the sensitivity coefficients will not diverge. 
EXAMPLE 4. The system is defined by 
jE+/\,(xa-l)ji++2x=o 
40) = 011, k(0) = a2 . (76) 
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For 
A1 = 2.0 
A, = 1.0 
q = - 1.219 
(u, = 0.687, 
the solution of (76) is an oscillation of maximum amplitude 2.0, and period 
about 7.75 seconds. Application of the “normal” method of quasilinearization 
over time intervals greater than about ten seconds required initial model 
parameters very close to the actual if convergence was to be achieved. The 
domain of convergence was greatly increased by application of parameter 
variation constraints (see Eqs. (25) and (26)) but even this required fairly 
accurate initial estimates. In particular, for an observation interval of 30 
seconds and initial model parameter values 
A, = 4.0 
A, = 2.0 
a1 = - 1.7 
012 = 1.0, 
the method diverged almost from the first iteration. Subsequently the above- 
modified technique was applied to this problem. In this case the model output, 
y, satisfied 
and if 
then iij 
wi =Fi i = l,... 4 
was taken as the solution of 
where 
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Initially 
q(O) = di(O) = 0 
for all i, except that 
w2(0) = h,(O) = 1. 
The results of a numerical experiment are presented in Table 7. Convergence 
is seen to be extremely good. 
TABLE 7. 
F&WLTS FOR EXAMPLE 4 
Parameter 0 
Iteration Number 
1 2 3 
Correct 
Value 
81 4.0 2.0042 2.0000 2.OOOOO 2.0 
Be 2.0 1.0013 0.9998 1.0000 1.0 
Y(O) -1.7 - 1.2390 - 1.2192 -1.2190 -1.219 
jt(O) 1.0 0.7794 0.6873 0.6870 0.687 
The above experiment was repeated but with x(t) replaced by 
%4(t) = 44 + n(t), 
where n(t) was a stationary Gaussian random process (9) with spectral 
density 
S,(f) w lo”0 
This constituted an attempt to represent the presence of system and measure- 
ment noise. Thus 
zqn”] = lJ,2 
= 2 W,B, 
where E[ ] denotes the operation of averaging over the ensemble of all 
possible noise signals. For this particular problem o,, and B were given the 
values 
B = 0.25 cycles per second 
un = O.O5(x2)1’2, 
where 
1 ;2 = - 
I 
TO 
To 0 
x2(t) dt. 
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The above values were considered representative (within the author’s 
experience) for this type of problem. One particular noise signal was generated 
for a period of 30 seconds, and then the above experiment was repeated using 
observation intervals of duration two, five, ten and 30 seconds, all measured 
from zero time. The final parameter estimates obtained are listed in Table 8. 
In all cases convergence was achieved in four iterations. 
TABLE 8. 
RESULTS FOR EXAMPLE 4. 
Parameter 2 
To (seconds) 
Correct 
5 10 30 Value 
A 1.791 2.021 1.972 1.997 2.0 
I% 1.630 1.005 0.994 0.998 1.0 
Y(O) -1.252 -1.198 -1.218 -1.215 -1.219 
NJ) 0.420 0.618 0.651 0.651 0.687 
Parameter estimates obtained over a two second interval are seen to be 
significantly in error. Similar results were achieved for other noise samples. 
It is noted, however, that improved estimates could be obtained by smoothing 
xM(t) before using it in the sensitivity equations. 
4.4 RECONSIDERATION OF f +f(~) = 0. We now apply the method of 
Section 4.3 to the problem defined in Example 3. Equations defining system 
and model outputs remain the same, but the equations for the wi are now 
where the pi are defined in (67) and 
I 
fL(‘) -f’(r) if x f: y 
h(x,y) = K x-y 
2 
if x=y and IY I G-b 
il’ x=y and IY I >L,* 
Table 9 presents the parameter estimates after six iterations for experiments 
using observation intervals of four, ten and 20 seconds. Initial model param- 
eter values were as for Example 3. 
Final parameter values agree well with those obtained in Example 3. 
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TABLE 9 
To (seconds) 
Parameter 4 10 20 
Kl 0.931 0.933 0.940 
K2 0.181 0.185 0.190 
L 0.940 0.933 0.928 
5 6.6 x 10-a 7 x 10-d 7 x 10-d 
5. DISCUSSION AND CONCLUSIONS 
In the preceding sections the method of quasilinearization has been 
extended and applied to the problem of estimation of parameters of switched 
systems. The most interesting applications exist in those areas where switching 
depends upon the values of certain system and/or model variables. How- 
ever, the method may be used even when switching occurs arbitrarily, for 
in Eq. (8) we can take 
ui = t i = I,..., s. 
The domain of convergence in this instance will, of course, be considerably 
less than for the alternative technique reported in Ref. [7]. 
In the authors’ opinion one very useful application lies in the identification 
of the system defined by Eq. (68) when fi , fs , fs are unknown. For, in 
practice, physical analysis often leads to an equation of the form (68) but 
leaves the f’s undefined. Equally often the only additional information 
about the system exists in the form of time records of x and z, from which 
it is required to determine the above functions. The ability of the method 
to use this data to provide accurate, piecewise-linear, representations for 
these functions makes it a useful tool in the mathematical modelling of 
physical systems. 
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