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ВВЕДЕНИЕ 
 
Цель преподавания высшей математики в вузах: 
− развитие интеллекта и способностей к логическому и алгоритмиче-
скому мышлению; формирование личности студентов; 
− обучение основным математическим методам, необходимым для 
анализа и моделирования устройств, процессов и явлений при поиске оп-
тимальных решений и выбора наилучших способов реализации этих реше-
ний; методам обработки и анализа результатов численных и натурных экс-
периментов. 
Задачи преподавания высшей математики состоят в том, чтобы на 
примерах математических понятий и методов продемонстрировать студен-
там действие законов материалистической диалектики, сущность научного 
подхода, специфику математики. Необходимо научить студентов приемам 
исследования и решения математических задач, выработать умение анали-
зировать полученные результаты, привить навыки самостоятельного изу-
чения литературы по математике и ее приложениям. 
Математическое образование современного специалиста включает 
изучение общего курса математики и специальных математических курсов. 
Общий курс высшей математики является фундаментом математического 
образования специалиста, но уже в рамках этого курса должно проводить-
ся ориентирование на приложение математических методов в профессио-
нальной деятельности. Преподавание специальных разделов ориентирова-
но главным образом на применение математических методов к решению 
прикладных задач. При этом студенты сначала знакомятся с постановкой 
типичной прикладной задачи, затем изучают общий курс математических 
задач, к которому относится эта задача, далее – математические методы 
решения задач данного класса и, наконец, изученные методы применяют 
для решения исходной задачи. Выбор специальных разделов математики, 
которые должны изучать студенты, осуществляется с учетом характера их 
будущей профессиональной деятельности и согласуется с выпускающими 
кафедрами. Все вопросы преподавания этих разделов специальными ка-
федрами должны быть согласованы с кафедрой математики. 
В результате изучения курса высшей математики студент должен: 
 иметь представление: 
− о месте математики в системе естественных наук; 
− о математике как особом способе познания мира; 
− о содержании основных разделов высшей математики, отличии 
прикладной математики от фундаментальной; 
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 знать и уметь использовать: 
− методы математического анализа, аналитической геометрии, 
линейной алгебры, теории функций комплексного переменного и операци-
онного исчисления, теории поля; 
− методы решения обыкновенных дифференциальных уравнений; 
 владеть: 
− методами дифференциального и интегрального исчисления; 
− методами решения уравнений математической физики; 
− аналитическими методами решения прикладных задач; 
 иметь навыки: 
− аналитического и численного решения уравнений; 
− качественного исследования, аналитического и численного ре-
шения обыкновенных дифференциальных уравнений; 
− самостоятельной смысловой постановки прикладных задач. 
Программа определяет основное содержание тем и разделов курсов, 
подлежащих изучению. Последовательность их изложения и распределения 
по семестрам устанавливается, исходя из задач своевременного математиче-
ского обеспечения общенаучных, общеинженерных и специальных дисцип-
лин и сохранения логической стройности и завершенности самих математи-
ческих курсов. При выборе цели – ознакомить студентов с максимальным 
числом математических понятий и методов или выработать у них твердые 
навыки исследования и решения определенного круга задач. При этом 
предполагается, что глубокое овладение основными понятиями и методами 
высшей математики позволит студентам освоить те дополнительные разде-
лы, которые им понадобятся в будущем. 
Каждый модуль имеет следующую структуру: 
− теоретический материал; 
− практикум; 
− задачи и упражнения; 
− литература. 
 
СОДЕРЖАНИЕ ДИСЦИПЛИНЫ НА Ι СЕМЕСТР 
 
1. Комплексные числа и действия над ними. 
2. Матрицы и линейные операции над ними. 
3. Определители матриц и их свойства. Основные методы вычисле-
ния определителя. Определитель произведения матриц. 
4. Обратная матрица и ее построение методом присоединенной 
матрицы. Свойства обратных матриц. 
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5. Ранг матрицы и методы его нахождения. Свойства ранга матрицы. 
6. Системы линейных уравнений, общие понятия. Матричный способ 
решения систем линейных уравнений. Формулы Крамера и метод Гаусса. 
7. Произвольные системы линейных уравнений. Теорема Кронекера – 
Капелли. Однородные системы линейных уравнений. Структура общего 
решения. Неоднородные системы линейных уравнений, структура общего 
решения. 
8. Собственные векторы и собственные значения матриц и их свой-
ства. Характеристические уравнения и многочлен матрицы. Теорема Кэли 
– Гамильтона. Нахождение обратной матрицы. 
9. Векторы и линейные операции над ними. Проекция вектора на 
ось и на вектор. Линейная зависимость векторов. Базис. Декартова система 
координат. 
10. Скалярное произведение векторов, его свойства и механический 
смысл. Условие ортогональности двух векторов. Скалярное произведение 
в координатной форме. 
11. Векторное произведение векторов, его свойства, геометрический 
и физический смысл. Векторное произведение в координатной форме. Ус-
ловие коллинеарности векторов. 
12. Смешанное произведение векторов, его геометрический и меха-
нический смысл. Условие компланарности трех векторов. 
13. Кривая на плоскости и способы ее задания. Различные виды 
уравнения прямой на плоскости. Угол между прямыми. Расстояние от точ-
ки до прямой. 
14. Понятия поверхности и кривой в пространстве., их параметриче-
ские уравнения. Плоскость в пространстве и различные формы ее задания. 
Угол между плоскостями. Расстояние от точки до плоскости. 
15. Прямая в пространстве, ее каноническое и параметрическое 
уравнения. Общее уравнение прямой. Угол между прямыми, между пря-
мой и плоскостью. Расстояние от точки до прямой. Расстояние между 
скрещивающимися прямыми. 
16. Понятие кривой второго порядка. Окружность, эллипс, гипербо-
ла, парабола, их геометрические свойства и уравнения. 
17. Элементы теории множеств и математической логики. Метод ма-
тематической индукции. Бином Ньютона. Понятие функции. Обратная 
функция. Способы задания функции. 
18. Понятие числовой последовательности и ее предела. Бесконечно 
малые и бесконечно большие числовые последовательности. Неопреде-
ленные выражения. 
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19. Монотонные последовательности и критерий их сходимости. 
Число «е». 
20. Предел функции в точке. Различные типы пределов. Бесконечно 
малые и бесконечно большие функции. Замечательные пределы. 
21. Непрерывность функции в точке. Свойства функций, непрерыв-
ных в точке. Точки разрыва и их классификация. 
22. Сравнение функций. Символы «о» и «О». Эквивалентные функции. 
23. Функции, непрерывные на отрезке, и их свойства. Теоремы Вей-
ерштрасса и Коши. 
24. Производная функции, ее геометрический и физический смысл. 
Основные правила дифференцирования. Производная сложной и обратной 
функции. 
25. Производная функции, заданной неявно и параметрически. Лога-
рифмическое дифференцирование. 
26. Дифференциал функции, его геометрический смысл. Инвариант-
ность формы дифференциала. 
27. Производные высших порядков, формула Лейбница. Дифферен-
циалы высших порядков. 
28. Основные теоремы дифференциального исчисления: Ферма, Ро-
ля, Коши, Лагранжа. 
29. Правило Лопиталя. 
30. Формула Тейлора. Основные разложения по формуле Тейлора. 
31. Исследование функции и ее графика. 
 
НЕКОТОРЫЕ РЕКОМЕНДАЦИИ СТУДЕНТУ-ЗАОЧНИКУ 
ПО РАБОТЕ НАД КУРСОМ ВЫСШЕЙ МАТЕМАТИКИ 
 
 Основной формой обучения студентов-заочников является самостоя-
тельная работа над учебным материалом, основные элементы которой: ра-
бота над учебным материалом по учебнику или комплексу, решение задач 
и упражнений, самопроверка, выполнение контрольных работ. В помощь 
студентам заочной формы обучения в университете организуют чтение 
лекций, проведение практических занятий и лабораторных работ, проведе-
ние консультаций, рецензирование контрольных работ. Отметим, что 
только систематическая и целенаправленная работа с соответствующей 
помощью кафедры университета будет достаточно эффективна. Завер-
шающим этапом изучения отдельных частей курса высшей математики яв-
ляется сдача зачетов или экзаменов в соответствии с учебным планом. 
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Работа с учебником 
 
1. Изучение материала по учебнику: новый вопрос следует рассмат-
ривать только после правильного понимания и усвоения рассмотренной 
выше темы, выполнив все вычисления на бумаге, построив соответствую-
щие графики и чертежи. 
2. Подробно и с особым вниманием следует проанализировать опре-
деления, связанные с основными понятиями. Детально, с разбором всех 
примеров, рассмотреть эти определения и понятия, научиться решать ана-
логичные примеры самостоятельно. 
3. При рассмотрении теорем следует помнить, что каждая теорема 
состоит из предложения и утверждения. Все предложения должны быть 
использованы в доказательстве. Бывает очень полезным составить опреде-
ленную схему доказательства теоремы, предварительно разобрав примеры, 
подтверждающие свойства теоремы, и привести контрольные примеры для 
данного утверждения. 
4. При изучении материала по учебнику полезно вести конспект, в 
который необходимо записывать основные определения, формулы и тео-
ремы, отмечать вопросы для письменной и устной консультаций. 
5. Вывод формул полезно сопровождать записями, с выделением 
ключевых моментов, чтобы лучше запоминались. Многим студентам по-
могает составление листа (справочника) основных формул курса. Этот 
лист не только помогает запомнить формулы, но и является справочником 
студенту для постоянной работы. 
 
Практикум по решению задач 
 
1. Разбор теоретического материала в обязательном порядке должен 
сопровождаться решением задач и упражнений. 
2. Решение задачи должно начинаться с обоснования каждого этапа, 
опираясь на теоретический материал. Если задача может быть решена не-
сколькими способами, то это следует сделать в обязательном порядке.  
В ответе должно быть число. 
3. Решение задач и упражнений (особенно новых) следует проводить 
подробно со всеми выкладками и вычислениями. Ошибочные записи можно 
оставлять, аккуратно зачеркивая их (на ошибках учатся – помните). 
4. Рисунки и чертежи можно выполнить от руки, но аккуратно, в со-
ответствии с данными условиями. При графическом решении задачи или 
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графической проверке решений, чертежи следует выполнять особенно 
тщательно, указывая масштаб и используя необходимый инструмент. 
5. Полученный ответ в задаче следует проверить способами, выте-
кающими из существа данной задачи. Если в задаче есть физические или 
геометрические составляющие, то, прежде всего, проверить размерность 
полученного ответа. Предложить другой способ решения и сравнить полу-
ченные ответы. 
6. Решение задач каждого типа следует продолжать до приобретения 
твердых навыков в их решении. 
 
Консультации 
 
1. Для более эффективного усвоения материала, разбора задач и уп-
ражнений, согласно графику учебного процесса, на каждый семестр опре-
деляются консультации и дни заочника. 
2. Консультации проводятся как по вопросам теоретического курса 
высшей математики, так и по вопросам, связанным с решением задач в 
устной и письменной форме. 
 
Экзамены и зачеты 
 
 Экзамены и зачеты проводятся согласно графику учебного процесса 
для данной специальности. 
 На экзаменах и зачетах выясняется усвоение теоретических и прак-
тических вопросов программы и умение применять полученные знания к 
решению практических задач. Определения, теоремы должны формулиро-
ваться точно с пониманием существа дела: решения задач в простейших 
случаях студент должен выполнить без ошибок и уверенно. 
 При подготовке к экзамену учебный материал рекомендуется гото-
вить, используя учебники, конспект лекций и УМК. 
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Модуль 1. 
КОМПЛЕКСНЫЕ ЧИСЛА 
 
§1. Комплексные числа и действия над ними. 
§2. Основные задачи на комплексные числа. 
 
§1. КОМПЛЕКСНЫЕ ЧИСЛА И ОПЕРАЦИИ НАД НИМИ 
 
1. Определение и изображение комплексных чисел. 
2. Операции над комплексными числами, заданными в алгебраиче-
ской форме. 
3. Операции над комплексными числами, заданными в тригономет-
рической форме. 
4. Показательная форма комплексного числа. 
 
1.1. Определения и изображение комплексных чисел 
 
Определение. Комплексным числом Z называется выражение вида  
x + iy, где x и y – действительные числа, а 1i = −  – мнимая единица; x на-
зывается действительной, а y – мнимой частью комплексного числа Z и 
обозначаются соответственно Re Z = x; Im Z y= . 
Действительные числа – частный случай комплексных чисел при  
y = 0. Комплексное число  iy,  0y ≠   называют чисто мнимым. 
Определение. Комплексные числа Z = x + iy и Z x iy= −  называют 
комплексно-сопряженными. Для любого комплексного числа Z справедли-
во соотношение Z Z= ; Z Z=  тогда и только тогда, когда Z является дей-
ствительным числом. 
Определение. Комплексное число Z = x + iy равно нулю тогда и 
только тогда, когда  x = 0  и  y = 0. 
Определение. Комплексные числа 1 1 1Z x y= +  и 2 2 2Z x y i= +  равны то-
гда и только тогда, когда равны между собой соответственно их действи-
тельные и мнимые части, то есть 1 2x x=  и 1 2y y= . 
К комплексным числам неприменимы понятия «больше» и «меньше». 
Определение. Комплексное число Z = x + iy называют алгебраиче-
ской формой комплексного числа. 
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Геометрическое изображение комплексных чисел 
Комплексное число Z = x + iy изображается на плоскости в декарто-
вых прямоугольных координатах (называемой комплексной плоскостью) 
точкой Z, имеющей координаты (x, y). Соответствие между комплексными 
числами и точками комплексной плоскости взаимно однозначно. Действи-
тельные числа изображаются точками оси абсцисс, а мнимые – точками 
оси ординат, поэтому ось абсцисс называют действительной осью, а ось 
ординат – мнимой осью. Точки Z = x + iy и Z x iy= −  комплексно-
сопряженные числа симметричны относительно действительной оси, то 
есть OX, а точки Z = x + iy и Z x iy− = − −  противоположные комплексные 
числа симметричны относительно точки O (начала координат). 
Комплексное число изображается вектором на комплексной плоскости 
с началом в точке O и концом в точке Z с координатами (x, y), (рис. 1.1). 
Определение. Модулем ком-
плексного числа Z = x + iy называют 
длину вектора, изображающего данное 
комплексное число и обозначается Z  
или r 
2 2r x y= + .   (1.1) 
К модулям комплексных чисел 
применимы понятия «больше», 
«меньше», «равно». Из равенства комплексных чисел следует равенство их 
модулей, но из равенства модулей комплексных чисел не следует равенст-
во комплексных чисел. Действительно, например 
4 3 3 4 5i i+ = + = ,  но  4 3 3 4i i+ ≠ +  
Отметим, что модуль действительного числа получается из модуля 
комплексного числа, как частный случай. В самом деле, имеем 
2 2 20 0x i x x x+ ⋅ = + = = . 
Из определения модуля комплексного числа имеем: 
Re ;   ImZ x Z Z y Z= ≤ = ≤ ,    (1.2) 
0Z =  тогда и только тогда, когда Z = 0. 
Формула (1.1) имеет простой геометрический смысл: она выражает 
длину гипотенузы прямоугольного треугольника с катетами x  и y . 
Y   
      у                                    Z 
               x 
   
                                 у 
 
 
      ϕ  
      О                                 x               X 
Рис. 1.1 
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Формулы (1.2) с геометрической точки зрения означают, что гипоте-
нуза Z  в прямоугольном треугольнике больше любого катета x  или y . 
Определение. Аргументом комплексного числа Z = x + iy называют 
величину угла ϕ , образованного вектором OZ  и положительным направ-
лением оси x. 
Аргумент комплексного числа  Z  обозначают аrg Z = ϕ , при 0Z ≠  
аргумент ϕ  имеет бесконечное множество значений, отличающихся друг 
от друга на число, кратное  2π. Аргумент не определен лишь для числа  0, 
модуль которого равен нулю. Среди значений аргумента комплексного 
числа  0z ≠   существует одно и только одно значение, заключенное между 
–π  и  π,  включая последнее значение. Его называют главным значением 
аргумента и обозначают  arg Z . 
Итак  аrg arg 2 ,   ( 0;  1;  2;  ...)Z Z n nϕ = = + π = ± ± ,  а  arg Z−π < ≤ π . 
Для главного значения аргумента комплексного числа  
Z = x + iy справедливы следующие формулы: 
arg arg tg ,    0yZ x
x
= > ;                      arg arg tg ,    0,     0yZ x y
x
= + π < ≥ ; 
arg arg tg ,    0,    0yZ x y
x
= − π < < ;     arg ,    0,    0
2
Z x yπ= = > ; 
arg ,    0,    0
2
Z x yπ= − = < ;                 arg 0,    0,    0Z x y= > = ; 
arg ,    0,    0Z x y= π < = . 
 
Тригонометрическая форма комплексного числа 
Пусть задано комплексное число Z = x + iy. Из определения модуля и 
аргумента данного числа Z имеем (см. рис. 1.1) 
cos ;    sinx r y r= ⋅ ϕ = ⋅ ϕ ,     (1.3) 
2 2 2 2
cos ;sin ; tg x y y
xx y x y
ϕ = ϕ = ϕ =
+ +
,   (1.4) 
а, следовательно  
(cos sin )Z r i= ⋅ ϕ + ϕ .     (1.5) 
Определение. Запись комплексного числа Z в виде (1.5) называют 
тригонометрической формой этого числа. 
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                               Z 
             Z  
              ϕ  
              −ϕ                       x   
 
          Z  
           Рис. 1.2 
Замечание. Не всякая запись комплексного числа через тригономет-
рические функции является тригонометрической формой этого числа. На-
пример, запись числа i в виде 
5cos sin
2 2
i iπ= + π  или 3 3( 1) (cos sin )
2 2
i iπ π= − ⋅ +  
не является тригонометрической формой числа i: так как в первом случае у 
косинуса и синуса разные аргументы, а во втором – имеется отрицательный 
множитель. Тригонометрическая форма комплексного числа i имеет вид 
cos sin
2 2
i iπ π= +  
Замечание. Так как аргумент комплексного числа z определен с точ-
ностью до 2 ,   0; 1; 2;...n nπ = ± ± , то справедливо равенство 
(cos sin ) (cos( 2 ) sin( 2 ))r i r n i n⋅ ϕ + ϕ = ⋅ ϕ + π + ϕ + π . 
Определение. Два комплексных числа, заданных в тригонометриче-
ской форме, равны тогда и только тогда, когда их модули равны, а аргу-
менты отличаются на величину, кратную 2π. 
Следовательно, если 
1 1 1 2 2 2(cos sin ) (cos sin )r i r i⋅ ϕ + ϕ = ⋅ ϕ + ϕ ,   (1.6) 
то 
1 2 2 1;    2    ( 0; 1; 2)r r n n= ϕ = ϕ + π = ± ± .    (1.7) 
Если комплексное число Z = x + iy задано в тригонометрической форме 
(1.5), то комплексно сопряженное к нему число Z x iy= −  записывается в 
форме (cos( ) sin( )Z r i= ⋅ −ϕ + −ϕ , поэтому ,   arg argZ Z Z Z= = − , то есть 
при переходе от числа Z к комплексно сопряженному числу Z  модуль Z  не 
меняется, а аргумент изменяет лишь 
знак (рис. 1.2). 
Замечание. Сумма и произ-
ведение сопряженных комплексных 
чисел есть действительные числа. 
Действительно, 
22 2
( ) ( ) 2 ;
( ) ( )
Z Z x yi x yi x
Z Z x yi x yi x y Z
+ = + + − =
⋅ = + ⋅ − = + =  
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              1 2Z Z+             2Z  
 
 
                    1Z  
          0                                            x
                         1Z        
                               2Z  
         1 2Z Z+  
 
Рис. 1.3 
         y   
                                             3Z  
          2Z    
                3OZ
uuuur
   
 
                                   1Z     
    О                                            x 
Рис. 1.4 
Теорема 1. Для любых комплексных чисел 1Z  и 2Z  справедливо: 
1. + = +1 2 1 2Z Z Z Z                     3. ⋅ = ⋅1 2 1 2Z Z Z Z  
2. − = −1 2 1 2Z Z Z Z                    4. : = 11 2
2
ZZ Z
Z
. 
Доказательство п. 1. 
Пусть 1 1 1 2 2 2;   Z x y i Z x y i= + = + . 
Равенство  
1 1 2 2 1 2 1 2( ) ( ) ( ) ( )x y i x y i x x y y i− + − = + − +  
показывает, что имеет место равенство 
1 2 1 2Z Z Z Z+ = + . Геометрически равен-
ство 1 2 1 2Z Z Z Z+ = +  имеет интерпрета-
цию, изображенную на рис. 1.3. 
Доказательство пп. 2 – 4 данной тео-
ремы проводится аналогично доказательст-
ву п. 1. 
 
1.2. Операции над комплексными числами, заданными  
в алгебраической форме 
 
Определение. Сумма двух комплекс-
ных чисел 1 1 1Z x iy= +  и 2 2 2Z x iy= + , задан-
ных в алгебраической форме, есть ком-
плексное число  3 1 2 1 2( ) ( )Z x x i y y= + + + . 
С геометрической точки зрения  
(рис. 1.4), сумма двух комплексных чисел 
1 1 1Z x iy= +  и 2 2 2Z x iy= +  есть вектор  
3 1 2OZ OZ OZ= + . 
 
Основные свойства суммы комплексных чисел 
1. Существование и единственность суммы комплексных чисел сле-
дует из существования и единственности суммы соответствующих векторов. 
2. Коммутативность 
1 2 1 1 2 2 1 2 1 2
2 1 2 1 2 2 1 1 2 1
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) .
Z Z x y i x y i x x y y i
x x y y i x y i x y i Z Z
+ = + + + = + + + =
= + + + = + + + = +  
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3. Ассоциативность 
[ ]
[ ]
1 2 3 1 1 2 2 3 3
1 2 1 2 3 3 1 2 3 1 2 3
1 1 2 2 3 3 1 2 3
( ) ( ) ( ) ( )
( ( ) ) ( ) ( )
( ) ( ) ( ) ( ).
Z Z Z x y i x y i x y i
x x y y i x y i x x x y y y i
x y i x y i x y i Z Z Z
+ + = + + + + + =
= + + + + + = + + + + + =
= + + + + + = + +
 
Определение. Разностью комплексных чисел 1 1 1Z x iy= +  и 
2 2 2Z x iy= +  называется комплексное число 3Z , равное сумме первого 
комплексного числа 1 1 1Z x iy= +  и числа противоположного второму 
2 2 2Z x y i− = − − . 
Из определения имеем: 
3 1 2 1 1 2 2 1 1 2 2
1 2 1 2 1 2 1 2
( ) ( ) ( ) ( )
( ( )) ( ( )) ( ) ( )
Z Z Z x y i x y i x y i x y i
x x y y i x x y y i
= − = + − + = + + − − =
= + − + + − = − + − , 
то есть 3 1 2 1 2( ) ( )Z x x y y i= − + −  – правило вычитания для комплексных чисел. 
С геометрической точки зрения 
разность комплексных чисел 
1 1 1Z x iy= +  и 2 2 2Z x iy= +  есть вектор 
3 1 2Z Z Z= − , совпадающий со второй 
диагональю параллелограмма, постро-
енного на векторах 1Z  и 2Z  (рис. 1.5). 
Определение. Произведение 
(умножение) двух комплексных чисел 
1 1 1Z x y i= +  и 2 2 2Z x y i= +  есть комплексное число Z, которое находится 
по правилу умножения многочленов с учетом условия  2 1i = − . 
Из определения имеем 
2
1 2 1 1 2 2 1 2 1 2 1 2 1 2
1 2 1 2 1 2 2 1
( ) ( )
( ) ( )
Z Z Z x y i x y i x x x y i y x i y y i
x x y y x y x y i
= ⋅ = + ⋅ + = + + + =
= − + + ,  
то есть 1 2 1 2 1 2 2 1( ) ( )Z x x y y x y x y i= − + + . 
В частности, если Z x iy= + , то 2 2Z Z x y⋅ = +  – действительное число. 
 
Основные свойства произведения комплексных чисел 
1. Существование и единственность произведения 
1 2 1 2 1 2 1 2 2 1( ) ( )Z Z x x y y x y x y i⋅ = − + +  
         y 
            2Z  
                            3Z  
                   
                                    1Z  
     О                                                x 
Рис. 1.5 
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(выражения 1 2 1 2x x y y−  и 1 2 2 1x y x y+  существуют и единственны во множе-
стве действительных чисел). 
2. Коммутативность 
1 2 1 1 2 2 2 2 1 1 2 1( ) ( ) ( ) ( )Z Z x iy x iy x iy x iy Z Z⋅ = + ⋅ + = + ⋅ + = . 
3. Ассоциативность 
1 2 3 1 1 2 2 3 3
1 1 2 2 3 3 1 2 3
( ) (( ) ( )) ( )
( ) (( ) ( )) ( ).
Z Z Z x y i x y i x iy
x y i x y i x iy Z Z Z
⋅ = + ⋅ + ⋅ + =
= + ⋅ + ⋅ + = ⋅ ⋅  
4. Дистрибутивность 
1 2 3 1 2 1 3( )Z Z Z Z Z Z Z⋅ + = ⋅ + ⋅ . 
Определение. Частным от деления комплексного числа 1 1 1Z x y i= +  
на комплексное число 2 2 2 0Z x y i= + ≠  называется комплексное число 
3 3 3Z x y i= +  такое, что 1 2 3Z Z Z= ⋅ , то есть 1 1 2 2 3 3( ) ( )x y i x y i x y i+ = + ⋅ +  или  
1 1 2 1 2 2 1 1 2
2 2 2 2
2 1 1 1 1
Z x x y y x y x y i
Z x y x y
+ −= ++ + . 
Число, обратное комплексному числу Z x iy= +  определяем по фор-
муле 1 1Z
Z
− = , тогда 
1
2 2 2 2 2 2 2 2
1 .x iy x y x yiZ i
x iy x y x y x y x y
− − −= = = − =+ + + + +  
Определение. Натуральной степенью n числа Z x iy= +  называют 
комплексное число 
   раз
n
n
Z Z Z Z Z= ⋅ ⋅ ⋅14243 . 
При возведении в степень комплексного числа пользуются формулой 
бинома Ньютона 
1 2 2( 1)( ) ...
2
n n n n nn nx y x nx y x y y− −−+ = + + + + . 
С помощью этой формулы получаем 
1 2 2( 1)( ) ( ) ( ) ... ( )
2
n n n n nn nx yi x nx yi x yi yi− −−+ = + + + + , 
при этом, учитывая, что  
0 1 2 3 4 4 4 1 4 21;  ;  1;  1;  1;  1;  ;  1n n ni i i i i i i i i i+ += = = − = − = = = = , где n N∈ . 
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1.3. Операции над комплексными числами, 
заданными в тригонометрической форме 
 
Все алгебраические действия с комплексными числами, заданными в 
тригонометрической форме, совершаются по тем же правилам, что и ком-
плексными числами, заданными в алгебраической форме. Складывать и 
вычитать комплексные числа проще и удобнее, когда они заданы в алгеб-
раической форме, а умножать и делить – в тригонометрической форме. 
Теорема 2. При умножении любого конечного числа комплексных 
чисел их модули перемножаются, а аргументы складываются. 
Доказательство. (Ограничимся двумя сомножителями: общий слу-
чай доказывается индукцией). 
Пусть  1 1 1 1(cos sin )Z r j i j= +  и  2 2 2 2(cos sin )Z r i= ϕ + ϕ , тогда 
1 2 1 2 1 1 2 2
2
1 2 1 2 2 1 1 2 1 2
1 2 1 2 1 2 1 2 2 1
1 2 1 2 1 2
(cos sin )(cos sin )
(cos cos sin cos sin cos sin sin )
((cos cos sin sin ) (sin cos sin cos ))
(cos( ) sin( )).
Z Z r r i i
r r i i i
r r i
r r i
⋅ = ⋅ ϕ + ϕ ϕ + ϕ =
= ϕ ϕ + ϕ ϕ + ϕ ϕ + βϕ ϕ =
= ϕ ϕ − ϕ ϕ + ϕ ϕ + ϕ ϕ =
= ϕ + ϕ + ϕ + ϕ
 
 
Геометрическая интерпретация умножения комплексных чисел 
На комплексной плоскости числа 1Z  
и 2Z  представим направленными отрезка-
ми 1OM  и 2OM  соответственно (рис. 1.6). 
Чтобы построить направленный отре-
зок OM , изображающий комплексное число 
1 2Z Z Z= ⋅ , надо направленный отрезок 1OM  
повернуть на угол 2ϕ  против часовой стрел-
ки, затем умножить его длину на число r. 
В частности, так как 1(cos sin )
2 2
i iπ π= + , умножение любого ком-
плексного числа Z на комплексное число i с геометрической точки зрения 
можно рассматривать как операцию поворота на угол 
2
πϕ =  в положи-
тельном направлении отрезка, изображающего число Z. 
   y 
                    M 
 
                            2M  
                            1M  
             ϕ  
           1ϕ                            х 
Рис. 1.6 
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Теорема 3. При делении комплексных чисел их модули делятся, а 
аргументы вычитаются, то есть  
1 1
1 2 1 2
2 2
Z r i
Z r
= ϕ − ϕ + ϕ − ϕ(cos( ) sin( )) . 
Таким образом, при делении комплексных чисел их модули делятся, 
а аргументы вычитаются. 
Геометрическая интерпретация деления комплексных чисел 
Для построения направленного отрезка OM , изображающего ком-
плексное число 1
2
ZZ
Z
= , нужно направленный отрезок 1OM , показываю-
щий комплексное число 1Z , повернуть на угол 2ϕ  по часовой стрелке и 
уменьшить его длину в 2r  раз. 
В частности, деление комплексного числа Z на комплексное число i с 
геометрической точки зрения рассматривают как операцию поворота на-
правленного отрезка (или радиус-вектора точки Z) на угол 
2
πϕ =  по часо-
вой стрелке. 
Возведение в n-ную степень  
комплексного числа в тригонометрической форме 
Теорема 4. Пусть комплексное число ≠ 0Z  представлено  
в тригонометрической форме Z r i= ϕ + ϕ(cos sin ) . 
Тогда для любого n Z∈  имеем 
n nZ r n i n= ϕ + ϕ(cos sin )      (1.8) 
Замечание 1. Формула (1.8) имеет место и при 0n = . Действительно  
0 0 (cos(0 ) sin(0 )) 1(1 0) 1Z r i= ϕ + ϕ = + = . 
Замечание 2. Для дробных и иррациональных показателей формулу 
(1.8) можно принять в качестве определения. В этом случае результат бу-
дет многозначным (ϕ  определяется с точностью до 2πk). Правила действия 
со степенями остаются те же, что и при действительном основании. 
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Замечание 3. Пусть (cos sin )Z r i= ϕ − ϕ  комплексно сопряженное 
число для (cos sin )Z r i= ϕ + ϕ . Тогда, в силу формулы (1.8) имеем 
( )
( )
( (cos sin ) ( (cos( ) sin( )))
(cos( ) sin( )) (cos sin ) .
n n n
n n n
Z r i r i
r n i n r n i n Z
= ϕ − ϕ = −ϕ + −ϕ =
= − ϕ + − ϕ = ϕ− ϕ =
 
Таким образом доказано, что ( ) ( )n nZ Z= . 
Замечание 4. Формулу (1.8) называют формулой Муавра. В частном 
случае при  1r = , из этой формулы получаем 
(cos sin ) cos sinni n i nϕ + ϕ = ϕ + ϕ . 
 
Извлечение корня n-ной степени из комплексного числа 
Определение. Корнем n-ной степени из комплексного числа Z назы-
вается комплексное число a, такое что na Z= . 
Обозначается корень n-ной степени из комплексного числа Z через n Z . 
Представим комплексные числа Z и a в тригонометрической форме 
(cos sin )          (cos isin )Z r i a= ϕ + ϕ = ρ ψ + ψ , 
где   ,  arg ,  a ,  arg r Z Z a= ϕ = ρ = ψ = . 
Тогда, по определению корня n-ной степени из комплексного числа 
имеем 
(cos sin ) (cos sin )
(cos sin ) (cos sin )
n
n n
r i i
r i i
ϕ+ ϕ = ρ ψ + ψ
ϕ+ ϕ = ρ ψ + ψ
 
В силу формулы Муавра получим 
(cos sin ) (cos sin )n nr i n i nϕ + ϕ = ρ ψ + ψ , 
а из равенства комплексных чисел следует, что n rρ =  и 2n kψ = ϕ+ π ,  
то есть 2k,    n r
n
ϕ+ πρ = ψ = . 
Полученные формулы определяют модуль ρ  и аргумент числа a – корня 
степени n из комплексного числа Z. Наоборот, если дано комплексное число 
2 2(cos sinn k kr i
n n
ϕ+ π ϕ + π+ , 
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то при любом целом k, положительном или отрицательном, n-ная степень 
этого числа равна комплексному числу (cos sin )Z r i= ϕ + ϕ . 
Таким образом, 
2 2(cos sin cos sinnn k kr i r i
n n
ϕ+ π ϕ+ π⎛ ⎞ϕ + ϕ = +⎜ ⎟⎝ ⎠   (1.9) 
Так как k может принимать любые значения (положительные и отри-
цательные), то может показаться, что корень n-ной степени из комплексно-
го числа Z имеет бесконечное множество различных значений. На самом 
деле различных значений будет только n. Полагая 0,  1,  ...,  1k n= − , полу-
чим следующие n значений корня: 
0
1
1
(cos sin )
2 2(cos sin
......................................................
2( 1) 2( 1)(cos sin
n
n
n
n
a r i
n n
a r i
n n
n na r i
n n−
ϕ ϕ= +
ϕ + π ϕ+ π= +
ϕ + − π ϕ + − π= +
  (1.10) 
Таким образом, извлечение корня n-ной степени из комплексного 
числа Z всегда возможно и дает n различных значений, определяемых 
формулами (1.10). Из этих формул следует, что все n значений корня n-ной 
степени из комплексного числа Z расположены на окружности радиуса 
n Z  с центром в точке ноль и делят эту окружность на n равных частей. 
 
1.4. Показательная форма комплексного числа 
 
Для получения комплексного числа в показательной форме восполь-
зуемся формулой Эйлера, устанавливающей связь между показательной и 
тригонометрической функциями: 
cos sinie iϕ = ϕ + ϕ .     (1.11) 
Определение. Показательной формой комплексного числа Z x iy= +  
называют выражение вида 
iZ r e ϕ= ⋅ ,      (1.12) 
где  r Z= , а  ϕ  – аргумент комплексного числа Z. 
Функция ie ϕ  обладает свойствами показательной функции с дейст-
вительным показателем, поэтому формулы умножения, деления, возведе-
 22
ния в натуральную степень для комплексных чисел в показательной форме 
имеет простой вид. 
Если 1 21 1 2 2,   Z
i iZ r e r eϕ ϕ= ⋅ = ⋅ , тогда 
1 2( )
1 2 1 2
iZ Z r r e ϕ +ϕ⋅ = ⋅ ⋅ .     (1.13) 
Если 2 0Z ≠ , тогда 
1
1 2
2
( )1 1 1
2 22
i
i
i
Z r e r e
Z rr e
ϕ ϕ −ϕ
ϕ
⋅= = ⋅⋅ .       (1.14) 
Если ,   in N Z r e ϕ∈ = ⋅ , тогда 
( )n i n n inZ r e r eϕ ϕ= ⋅ = ⋅ .       (1.15) 
и 
2
,   0,  1
kin i n n
kZ r e r e k n
ϕ+ π⋅ϕ= ⋅ = ⋅ = − .       (1.16) 
Из равенства (1.11) имеем 
cos sinie i− ϕ = ϕ − ϕ .     (1.17) 
Складывая и вычитая равенства (1.11) и (1.17), получим 
cos : sin
2 2
i i i ie e e e
i
ϕ − ϕ ϕ − ϕ+ −ϕ = ϕ = .   (1.18) 
Полагая в равенстве (1.11) ϕ = π , получим знаменитую формулу Эйлера 
1ie π = − .     (1.19) 
 
§ 2. ОСНОВНЫЕ ЗАДАЧИ НА КОМПЛЕКСНЫЕ ЧИСЛА 
 
1. Комплексные числа и их геометрическая интерпретация. 
2. Арифметические действия над комплексными числами. 
3. Извлечение корней из комплексных чисел. 
4. Решение алгебраических уравнений на множестве комплексных чисел. 
 
2.1. Комплексные числа  
и их геометрическая интерпретация 
 
Пример 1. Определить действительную и мнимую часть числа. 
1) 3 11Z i= − + ;   3) 8 6
1
iZ
i
+= + ; 
2) (3 2 )(1 )Z i i= + − ;  4) 1,    Z 4 3iZ если− = + . 
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Решение.  
1). Re 3         ImZ 11Z = − = ; 
2). Так как (3 2 )(1 ) 5Z i i i= + − = − , тогда Re 5  ImZ 1Z = = − ; 
3). Так как 8 6 (8 6 )(1 ) 14 2 7
1 (1 )(1 ) 2
i i i iZ i
i i i
+ + − −= = = = −+ + − , тогда Re 7Z = , 
ImZ 1= − ; 
4). Так как 1 1 1 4 3
4 3 25 25
Z i
Z i
− = = = −+ , тогда 
4Re
25
Z = , 3ImZ
25
= − . 
Пример 2. Найти на комплексной 
плоскости (рис. 1.7) геометрическое место 
точек, соответствующих комплексным 
числам, которые удовлетворяют системе 
2 3
3arg
4 4
Z
Z
⎧ ≤ ≤⎪⎨π π< <⎪⎩
 
Решение. Множество точек, удов-
летворяющих неравенству 2 3Z≤ ≤  – 
это точки, лежащие в начале координат, включая сами окружности (рис. 
1.7). Точки, удовлетворяющие неравенству 3arg
4 4
Zπ π< <  лежат между лу-
чами [ОА) и [ОВ), исключая сами лучи. Пересечение этих множеств дает 
искомое множество точек. 
Пример 3. Найти множество решений уравнения 1 4Z i− + = . 
Решение. В силу того, что модуль разности двух комплексных чисел 
равен расстоянию между точками, изображающими их на комплексной 
плоскости, то имеем (1 ) 4Z i− − = . Тогда множество решений данного 
уравнения есть окружность радиуса 4 с центром в точке (1 – i). 
Пример 4. Найти геометрическое место точек, являющихся решени-
ем системы 
(1 )arg
6 (1 ) 3
( 1 )(3 4 )5 10.
3
Z i
i
Z i i
i
π + π⎧ ≤ ≤⎪ −⎪⎨ + + −⎪ < <⎪ +⎩
 
                           Y 
 
 
          B                          A 
 
 
                     О                           X 
 
 
 
 
Рис. 1.7 
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Решение. В силу того, что аргумент произведения равен сумме, аргу-
мент частного – разности аргументов, модуль произведения равен произведе-
нию, а частное – частному модулей, получим 
arg arg(1 ) arg( 1 )
6 3
1 3 4
5 10
3
Z i i
Z i i
i
π π⎧ ≤ + + − − + ≤⎪⎪⎨ + + ⋅ −< <⎪ +⎪⎩
 
3arg
6 4 4 3
55 1 10
2
Z
Z i
π π π π⎧ ≤ + − ≤⎪⎪⎨⎪ < + + ⋅ <⎪⎩
 
 
2 5arg
3 6
2 ( 1 ) 4
Z
Z i
π π⎧ ≤ ≤⎪⎨⎪ < − − − <⎩
 
                        Рис. 1.8 
 
2.2. Арифметические действия  
над комплексными числами 
 
Пример 5. Найдите сумму, разность, произведение и частное чисел 
1 4 5Z i= +  и 2 2 6Z i= − . 
Решение. 
1 2 (4 5 ) (2 6 ) 6Z Z i i i+ = + + − = −  
1 2 (4 5 ) (2 6 ) 2 11Z Z i i i− = + − − = +  
1 2 (4 5 )(2 6 ) 38 14Z Z i i i⋅ = + − = −  
1
2
4 5 (4 5 )(2 6 ) 11 17
2 6 (2 6 )(2 6 ) 20 20
Z i i i i
Z i i i
+ + += = = − +− − + . 
Пример 6. Вычислить 2Z , если 2( 2 3 )Z i= − + . 
Решение.  
1 способ: 2( 2 3 ) ( 2 3 )( 2 3 ) 5 12i i i i− + = − + − + = − − ; 
2 способ: 2 2 2( 2 3 ) ( 2) 2( 2) (3 ) (3 ) 5 12i i i i− + = − + − ⋅ + = − − . 
                          y   
 
 
 
 
 
                       0                             x 
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Пример 7. Показать, что число 1Z i= −  является корнем уравнения 
3 22 6 8 0Z Z Z+ − + = . 
Решение.  
2 2 3 31 ;      Z (1 ) 2 ;      Z (1 ) 2 2Z i i i i i= − = − = − = − = − − . 
Тогда имеем 
3 22 6 8 ( 2 2 ) 2( 2 ) 6(1 ) 8 0Z Z Z i i i+ − + = − − + − − − + = . 
 
2.3. Извлечение корней из комплексных чисел 
 
Пример 8. Вычислить 8 6i− . 
Решение. Пусть 8 6i x iy− = + . Возведем обе части равенства в квад-
рат 2( 1)i = − . Получим однородную систему уравнений второго порядка 
2 2 8
3
x y
xy
⎧ − =⎪⎨ = −⎪⎩
 
Решением данной системы являются (3; –1) и (–3; 1). Следовательно, 
имеем два значения корня квадратного, то есть 8 6 (3 )i i− = ± − . 
Пример 9. Вычислить 2 2 2 2i+ . 
Решение. Так как 2 2 2 2 4(cos sin )
4 4
i iπ π+ = + . 
Тогда имеем  
2 2
4 44 cos sin 2 cos sin
4 4 2 2
k k
i i
π π⎛ ⎞+ π + π⎜ ⎟π π⎛ ⎞+ = +⎜ ⎟⎜ ⎟⎝ ⎠ ⎜ ⎟⎝ ⎠
, 
при k = 0 имеем 0 2 cos sin8 8
Z iπ π⎛ ⎞= +⎜ ⎟⎝ ⎠ , 
при k = 1 имеем 1
9 92 cos sin
8 8
Z iπ π⎛ ⎞= +⎜ ⎟⎝ ⎠ . 
Заметим, что в нашем случае имеем 1 0Z Z= − . 
Пример 10. Вычислить i . 
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Решение. Так как cos sin
2 2
i iπ π= + , тогда  
2 2
2 2cos sin ,   0,1
2 2
k k
i i k
π π+ π + π
= + = . 
Следовательно 
0
2 2sin sin
4 4 2 2
Z i iπ π= + = +  
1 0
5 5 2 2cos sin
4 4 2 2
Z i Z iπ π= + = − = − − . 
Пример 11. Вычислить 6 64− . 
Решение. Так как  64 64(cos sin )i− = π + π , то 
6 6 2 264 64 cos sin ,   0,5
6 6
k ki kπ + π π + π⎛ ⎞− = + =⎜ ⎟⎝ ⎠ . 
Подставляя последовательно  
k = 0, 1, 3, 4, 5 и учитывая, что 
6 64 2= , получим шесть значений 
корня 6-й степени из числа   – 64. 
0 3
1 4
2 5
3 ;         Z 3 ;
Z 2 ;               Z 2 ;
Z 3 ;        Z 3 .
Z i i
i i
i i
= + = − −
= = −
= − + = −
 
Отметим, что эти шесть зна-
чений – вершины правильного шес-
тиугольника, вписанного в окруж-
ность радиуса R = 2 (рис. 1.9). 
Пример 12. Выразить cos3α  и sin3α  через cosα  и sinα . 
Решение. Используя формулу Муавра и возведение в куб выражения 
cos siniα + α , получим  
3(cos sin ) cos3 sin3i iα + α = α + α  
3 3 2 2 3(cos sin ) cos 3cos sin (3cos sin sin )i iα + α = α − α α + α ⋅ α − α . 
                              1Z  
 
2Z                                           0Z  
 
 
 
 
  3Z                                         5Z  
 
                             4Z  
 
Рис. 1.9 
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Из определения равенства двух комплексных чисел имеем 
3 2cos3 cos 3cos sinα = α − α ⋅ α , 
2 3sin3 3cos sin sinα = α ⋅ α − α . 
 
2.4. Решение алгебраических уравнений  
на множестве комплексных чисел 
 
Пример 13. Решить уравнение 
1) 2 2 10 0;x x− + =    3) 4 23 4 0;x x− − =  
2) 3 24 6 4 0;x x x− + − =    4) 8 256 0x − = . 
Решение. 
1). Используя формулу решения квадратного уравнения, получим 
1,2
2 36 2 6 1 3
2 2
ix i± − ±= = = ± . 
Корни данного уравнения  1 21 3 ;   1 3x i x i= + = − . 
2). Данное уравнение кубическое, поэтому оно имеет, по крайней мере, 
один действительный корень. И в первую очередь рассмотрим деление сво-
бодного члена (так как целые корни многочлена с целыми коэффициентами 
являются делителями свободного члена). Среди делителей 1,  2, 4± ± ±  ме-
тодом подбора устанавливаем, что число x = 2 – корень данного уравнения. 
Поэтому, имеет место равенство 
3 2 24 6 4 ( 2)( 2 2)x x x x x x− + − = − − + . 
Тогда корни исходного уравнения  1 2,3
2 22;     1
2
ix x i±= = = ± . 
3). Заменив 2y x= , приводим исходное уравнение к виду 
2 3 4 0y y− − = . 
Корнями полученного квадратного уравнения будут 1 21;    4y y= − = . 
Тогда корнями исходного уравнения будут числа  
1 2 3 42;  2;  ;  x x x i x i= = − = = − . 
4). Аргумент действительного числа равен нулю, поэтому arg128 0;=  
256 256= . Тогда исходное уравнение запишем в виде 8 256x = . 
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Откуда 42 ,   k 0,7
k i
kx e
π
= ⋅ = . 
Таким образом, данное уравнение имеет восемь корней: 
3
2 2
0 2 4 6
3 5 7
4 4 4 4
1 3 5 7
2;        2 ;   2 ;   2 ;
 2 ;   2 ;  2 ;  2 .
i i
i
i i i i
x x e x e x e
x e x e x e x e
π π
π
π π π π
= = = =
= = = =
 
Замечание. В общем случае решение алгебраического уравнения 
степени n > 2 с комплексными коэффициентами 
1
1 1 0... 0,     0,   
n n
n n na x a x a x a a n N
−−+ + + + = ≠ ∈   (1.20) 
является очень сложной задачей. Но вопрос о существовании корней этого 
уравнения решает основная теорема алгебры. 
Теорема 5 (Гаусса). Каждое алгебраическое уравнение во множе-
стве комплексных чисел имеет хотя бы один корень.  
Опираясь на данную теорему, доказано, что левую часть уравнения 
(1.20) можно представить в виде произведения 
1 2
1 2( ) ( ) ...( ) k
mm m
n ka x x x x x x− − − , 
где   1 2,   ,  ...,  kx x x  – корни уравнения (1.20); 
1 2,   ,  ...,  km m m N∈  и  1 2 ... km m m n+ + + = . 
В этом случае говорят, что число 1x  является корнем кратности 1m , 
2x  – корнем кратности 2m  и так далее. Считаем корень уравнения столько 
раз, какова его кратность. 
Имеет место следующая теорема. 
Теорема 6. Каждое алгебраическое уравнение степени n имеет во 
множестве комплексных чисел ровно n корней. 
Отметим, что данная теорема является теоремой существования, то 
есть дает ответ на вопрос о существовании корней у произвольного алгеб-
раического уравнения, но не дает метода их нахождения. 
Уравнения первой, второй степени, двухчленные уравнения решают-
ся достаточно просто. 
Существуют формулы для решения уравнений третей и четвертой 
степени, но они очень громоздки и на практике применяются довольно 
редко, ищут решения другими способами. Для уравнений степени выше 
четвертой подобных формул в общем случае нет. 
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Модуль 2. 
ЭЛЕМЕНТЫ ЛИНЕЙНОЙ АЛГЕБРЫ 
 
§ 1. Матрицы. 
§ 2. Определители матриц. 
§ 3. Обратная матрица. 
§ 4. Ранг матрицы. 
§ 5. Системы линейных уравнений. 
§ 6. Собственные значения (числа) и собственные векторы матрицы. 
Характеристическое уравнение матрицы. 
§ 7. Основные задачи. 
 
§1. МАТРИЦЫ 
 
1. Основные понятия и определения. 
2. Действия над матрицами и их свойства. 
 
1.1. Основные понятия и определения 
 
Прямоугольная таблица, составленная из  m × n  элементов aij ,  
где  1,i m= ;  1,j n= ,  (i – индекс строки; j – индекс столбца) произвольного 
множества, называется матрицей размера  m × n  и записывается в виде 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
m m mn
a a a
a a a
A
a a a
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
    (2.1) 
Упорядоченная совокупность элементов  а11, а12, а13, …, а1n называет-
ся первой строкой матрицы,  а21, а22, а23, …, а2n – второй,  аm1, am2, ..., amn –  
m-ной строкой матрицы  Аmn; упорядоченная совокупность элементов  а11, 
а21, а31, …, аm1 – первым столбцом,  а12, а22, а32, …, аm2 – вторым столбцом,  
а1n, a2n, a3n, …, аmn – n-ным столбцом матрицы  Аmn. 
ija  – элемент матрицы А, стоящий на пересечении i-той строки  
и j-того столбца матрицы А  ( 1,i m= ; 1,j n= ). 
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Матрица А называется числовой, если элементы  aij – числа; функ-
циональной, если  aij – функции; векторной, если  aij – вектора. 
Матрица, у которой число строк равно числу столбцов (m = n) назы-
вается квадратной, а число n – число строк (или столбцов) ее порядком. 
Пример 1.  А = (а11) – квадратная матрица 1-го порядка. 
А = 
cos sin
sin cos
ϕ ϕ⎛ ⎞⎜ ⎟− ϕ ϕ⎝ ⎠  – функциональная матрица 2-го порядка 
Данная квадратная матрица второго порядка, характеризует преобра-
зование координат точки на плоскости при повороте системы координат на 
заданный угол ϕ . 
Квадратная матрица, у которой все элементы, кроме элементов глав-
ной диагонали (элементы а11, а22, а33, …, аnn – составляют главную диаго-
наль, а элементы а1n, а2n–1, …, аnn – побочную диагональ) равны нулю, на-
зывается диагональной. 
А = 
11
22
0 0 0
0 0 0
... ... ... ...
0 0 0 nn
a
a
a
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
     (2.2) 
Диагональная матрица (2.2), у которой каждый элемент главной диаго-
нали равен единице, называется единичной матрицей и обозначается буквой Е. 
Пример 2. 
E = (1) – единичная матрица 1-го порядка, 
E = 
1 0
0 1
⎛ ⎞⎜ ⎟⎝ ⎠  – единичная матрица 2-го порядка, 
E = 
1 0 0
0 1 0
0 0 1
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 – единичная матрица 3-го порядка, 
Е = 
1 0 0 0
0 1 0 0
0 0 1 0
... ... ... ...
0 0 0 1
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 – единичная матрица n-ного разряда. 
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Квадратная матрица, все элементы которой, стоящие ниже (выше) 
главной диагонали равны нулю, называется треугольной: 
А = 
11 12 1
22 20
0 0
n
n
nn
a a a
a a
a
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
; B = 
11
21 22
31 32 33
1 2 3
0 0 0
0 0
0
n n n nn
a
a a
a a a
a a a a
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
. 
Отметим, что диагональная матрица является частным случаем тре-
угольной. 
Преобразование элементов квадратной матрицы А, состоящее в за-
мене каждой ее строки столбцом с тем же номером и наоборот, называется 
транспонированием матрицы А. Обозначается транспонированная матрица 
АТ. Таким образом, если 
A = 
11 12 1
1 2
... ... ...
n
n n nn
a a a
a a a
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
,  то  
11 21 1
12 22 2
1 2
n
T
n
n n nn
a a a
A a a a
a a a
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
. 
Комплексная матрица  ( )ijA a C⋅ ∈ , все элементы которой получены из 
элементов матрицы  АТ  путем замены их сопряженными числами, называется 
комплексно-сопряженной с матрицей  АТ  и сопряженной с матрицей А. 
Пример 3. Пусть дана комплексная матрица: 
А = 
3 2 3 1
2 4 0
5 3 2
i i
i i
i
− +⎛ ⎞⎜ ⎟+⎜ ⎟⎜ ⎟−⎝ ⎠
, тогда  АТ = 
3 2 5
2 3 4 3
1 0 2
i i i
i i
− +⎛ ⎞⎜ ⎟+⎜ ⎟⎜ ⎟−⎝ ⎠
. 
Заменив элементы матрицы  АТ  комплексно-сопряженными числами, 
получим матрицу 
А* = 
3 2 5
2 3 4 3
1 0 2
i i i
i i
+ − −⎛ ⎞⎜ ⎟− −⎜ ⎟⎜ ⎟−⎝ ⎠
, 
которая будет комплексно-сопряженной с матрицей  АТ  и сопряженной  
с матрицей  А. 
Комплексная матрица, элементы которой удовлетворяют равенствам 
ij jia a= ,  где  jia  – числа, комплексно-сопряженные числам ija , называет-
ся  эрмитовой. 
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Из определения эрмитовой матрицы следует, что диагональные эле-
менты такой матрицы – действительные числа. 
Квадратная матрица, для которой ij jia a= , (или АТ = А) называется 
симметричной. В частности, действительные симметричные матрицы яв-
ляются эрмитовыми. 
Квадратная матрица, для которой  ij jia a= − , (или АТ = –А) называет-
ся кососимметричной. Из определения кососимметричной матрицы следу-
ет, что диагональные элементы ее равны нулю. 
Пример 4. 
А = 
0 5 1
5 0 6
1 6 0
− −⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟−⎝ ⎠
 
Матрица, все элементы которой равны нулю, называется нулевой и 
обозначается  О. 
Матрица, содержащая один столбец или строку, называется матри-
ца-столбец или матрица-строка соответственно. 
А = 
11
21
1
...
m
a
a
a
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
    В = ( )11 12 13 1... mb b b b . 
Матрицы А и В называются равными, если они имеют одинаковый 
порядок и  ij ija b= , где  1,i m= ;  1,j n= . 
Понятие матрицы впервые появилось в середине XIX века в работах 
У. Гамильтона и А. Кэли. Фундаментальные работы по теории матриц при-
надлежат К. Вейерштрассу, К. Жордану. 
 
1.2. Действия над матрицами и их свойства 
 
К основным операциям над матрицами относят: 
− умножение матрицы на число; 
− сложение и вычитание матриц; 
− умножение матриц; 
− обращение матриц. 
Произведение матрицы Аmn на число λ  – матрица Вmn, такая, что 
ij ijb a= λ ;  1,i m= ;  1,i n= . 
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Матрица  –А =  (–1)·А называется противоположной матрице  А. 
Из определения произведения матрицы на число и непосредственной 
проверкой устанавливается, что операция умножения матрицы на число 
обладает следующими свойствами: 
1. 1 A A⋅ =     5. ( ) A A Aλ + µ ⋅ = λ ⋅ + µ ⋅  
2. A Aλ ⋅ = ⋅λ     6. ( )A B A Bλ ⋅ + = λ ⋅ + λ ⋅  
3. ( ) ( ) ( )A A Aλ ⋅µ ⋅ = λ ⋅ µ ⋅ = µ ⋅ λ ⋅  7. 0 0A⋅ =  
4. ( )T TA Aλ ⋅ = λ ⋅  
Суммой матриц  Аmn  и  Вmn  одного и того же порядка, называется 
матрица  Сmn  того же порядка, такая, что  cij = aij + bij;  1,i m= ; 1,j n= . 
Сумма матриц  А  и  В  обозначается  А + В. 
Операция суммы двух матриц естественным образом обобщается на 
сумму любого конечного числа матриц одного и того же порядка: 
А + В + С = (А + В) + С. 
Аналогично определяется сумма матриц, если их больше трех (n > 3). 
Операция нахождения суммы матриц обладает свойствами: 
1. А + В = В + А 
2. (А + В) + С = А + (В + С) 
3. А + О = А 
4. А + (– А) = О 
5. ( )A B A Bλ ⋅ + = λ ⋅ + λ ⋅  
6. (А + В)Т = АТ + ВТ 
Разностью матриц Аm·n и Вm·n одного и того же порядка, называется 
матрица Сmn того же порядка, такая, что  c a bij ij ij= − ;  1,i m= ;  1,j n= . 
Разность матриц  А  и  В  обозначается  А – В. 
Разность матриц  А  и  В  можно определить следующим образом: 
А – В = А + (– 1)·В = А + (– В). 
Умножение матриц. Операция умножения двух матриц  А  и  В оп-
ределена, если матрицы  А  и  В  согласованы: то есть число столбцов мат-
рицы  А  равно числу строк матрицы  В.  Другими словами, матрицы  А и В 
согласованы, если порядок матрицы  А  равен  m × n,  а порядок матрицы  В 
равен  n × k. 
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Пусть даны две согласованные матрицы  Аmn  и  Вnk: 
11 12 13 1
21 22 23 2
1 2 3
1 2 3
...
...
...
... ... ... ... ...
...
n
n
i i i in
m m m mn
m n
a a a a
a a a a
a a a aA
a a a a
⋅
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
,  
11 12 1 1
21 22 2 2
1 2
... ...
... ...
... ... ... ...
... ...
j k
j k
n n nj nk
n k
b b b b
b b b b
B
b b b b
⋅
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
. 
Произведением матриц  Аmn  и  Вnk  называется матрица  С  порядка m 
× k, элементы которой определяются по формуле 
1 1 2 2 ...i j i j in njc a b a b a bij = ⋅ + ⋅ + + ⋅ ; 1,i m= ; 1,j n= . 
Пример 5. Найти произведения матриц  А  и  В; В  и  А. 
2 1
3 4
A ⎛ ⎞= ⎜ ⎟⎝ ⎠ ,   
1
2
B ⎛ ⎞= ⎜ ⎟−⎝ ⎠  
Решение. 
2 1 1 0
3 4 2 5
A B ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⋅ = ⋅ =⎜ ⎟ ⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ; 
1 2 1
2 3 4
B A ⎛ ⎞ ⎛ ⎞⋅ = ⋅⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠  – решения не существует, так как матрицы В и А 
не согласованы. 
Матрицы  А  и  В  называются перестановочными, если  АВ = ВА. 
Произведение двух ненулевых матриц может быть нулевой матрицей. 
Пример 6.  
Пусть 
1 1
1 1
A ⎛ ⎞= ⎜ ⎟⎝ ⎠ , 
1 1
1 1
B
−⎛ ⎞= ⎜ ⎟−⎝ ⎠ . 
Тогда 
0 0
0 0
AB ⎛ ⎞= ⎜ ⎟⎝ ⎠ , 
0 0
0 0
BA ⎛ ⎞= ⎜ ⎟⎝ ⎠ . 
В данном случае  АВ = ВА = О. 
Если матрица А согласована с матрицей В, а матрица АВ согласована 
с матрицей С, то под произведением А·В·С трех матриц понимаем матрицу, 
полученную последовательным умножением данных матриц, то есть мат-
рицу  (А·В)·С. 
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Аналогично определяется произведение n матриц (n – натуральное 
число,  n > 3). 
Операция умножения матриц обладает следующими свойствами (при 
условии, что указанные операции имеют смысл): 
1. A B B A⋅ ≠ ⋅  
2. ( ) ( )A B C A B C⋅ ⋅ = ⋅ ⋅  
3. ( )A B C A C B C+ ⋅ = ⋅ + ⋅  
4. ( ) ( ) ( )A B A B A Bλ ⋅ ⋅ = λ ⋅ ⋅ = ⋅ λ ⋅  
5. A E E A A⋅ = ⋅ =  
6. O A A O O⋅ = ⋅ =  
7. ( )T T TA B B A⋅ = ⋅  
Целой положительной степенью n (n > 1) квадратной матрицы А на-
зывают произведение n матриц, каждая из которых равна А. 
По определению  
n  раз
...nA A A A= ⋅ ⋅ ⋅14243 . 
Отметим, что матрица Аn имеет тот же порядок, что  
и матрица А. 
Нулевой степенью А0 квадратной матрицы А (А ≠ 0) называется еди-
ничная матрица Е того же порядка, что и А т. е. А0 = Е. 
Пусть дан многочлен  10 1( ) ...
n n
nP x a x a x a
−= ⋅ + ⋅ + + , если А – квад-
ратная матрица, то 10 1( ) ... .
n n
nP A a A a A a E
−= ⋅ + ⋅ + + ⋅  
Если  Р(А) = О, то матрица А называется корнем многочлена  Р(х),  
а многочлен  Р(х) – аннулирующим для матрицы А. 
Пример 7. Показать, что 
1 4
3 2
A
−⎛ ⎞= ⎜ ⎟− −⎝ ⎠  является корнем многочлена 
Р(х) = 2·х2 + 2·х – 28. 
Решение. 
2( ) 2 2 28
13 4 1 4 1 0 0 0
2 2 28 0
3 16 3 2 0 1 0 0
P A A A E= ⋅ + ⋅ − ⋅ =
−⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= ⋅ + ⋅ − ⋅ = =⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 
Следовательно, матрица А – корень данного многочлена. 
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§2. ОПРЕДЕЛИТЕЛИ МАТРИЦ 
 
1. Основные понятия и определения. 
2. Основные свойства определителей. 
3. Основные методы вычисления определителей. 
4. Определитель произведения матриц. 
 
2.1. Основные понятия и определения 
 
Пусть дана матрица порядка  m × n. Выберем произвольно  k  строк  
и столбцов, причем каждая строка и каждый столбец могут быть выбраны 
только один раз  (1 min( , ))k m n≤ ≤ . Элементы, стоящие на пересечении 
выбранных k строк и столбцов, образуют квадратную матрицу порядка  k. 
Определитель полученной матрицы называется минором порядка k данной 
матрицы. 
Пусть дана квадратная матрица А порядка n. Каждый элемент  aij 
матрицы А порядка n является минором 1-го порядка, так как находится на 
пересечении i-той строки и j-того столбца матрицы  А. Мысленно проведя 
линии по i-той строке и j-тому столбцу квадратной матрицы А порядка n, 
получим на пересечении элемент  aij  (минор 1-го порядка), оставшиеся  
(n – 1)-я строка и (n – 1)-й столбец образуют квадратную матрицу порядка 
(n – 1), определитель которой называется минором элемента  aij  квадрат-
ной матрицы  А, и обозначается  ijM . 
Алгебраическим дополнением элемента ija  матрицы A называется 
число, определяемое по формуле 
( 1) += − ×i jij ijA M  
Пример 1. 
Дана матрица 
2 4 5 7 3
3 1 4 0 1
9 8 0 1 4
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
A .  Найти  2M . 
Пересечением 2-й и 3-й строки, 1-го и 3-го столбца, получим минор 
2-го порядка 
М2 = 
3 1
9 4
. 
Минор наибольшего порядка для матрицы  А  можно получить, пере-
сечением любых трех строк и трех столбцов. 
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Пример 2. 
Дана матрица 
1 3 2
4 5 6
7 8 10
−⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
A . 
Алгебраическим дополнением  А22  элемента  а22  квадратной матри-
цы  А  3-го порядка будет число, определяемое по формуле 
2 2
22
1 2
( 1) 10 14 4
7 10
+= − ⋅ = − = −A . 
Определителем n-ного порядка квадратной матрицы А называется 
число  det   или ( )A A , записываемое в виде квадратной таблицы 
det A = 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
n n nn
a a a
a a a
a a a
 
и вычисляемое, согласно правилу, указанному ниже, по заданным числам 
( , 1, )ija i j n= , которые называются элементами определителя. Главную диа-
гональ определителя составляют элементы  а11, а22, …, аnn. 
Значение определителя det A матрицы А вычисляем по правилу: 
n = 1;   А = а11;    det A = a11 
n = 2;  А = 11 12
21 22
a a
a a
⎛ ⎞⎜ ⎟⎝ ⎠
;   det A = a11·a22 – a12·a21 
n = 3;  A = 
11 12 13
21 22 23
31 32 33
a a a
a a a
a a a
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
;  det A = 
11 12 13
21 22 23
31 32 33
a a a
a a a
a a a
 = 
= 11 11 12 12 13 13 31 31 32 32 33 33...a A a A a A a A a A a A⋅ + ⋅ + ⋅ = = ⋅ + ⋅ + ⋅ , 
где  А11 = (–1)1+1⋅М11 = 22 23
32 33
a a
a a
;   A12 = (–1)1+2⋅M12 = – 21 23
31 33
a a
a a
;  
A13 = (–1)1+3⋅M13 = 21 22
31 32
a a
a a
. 
Величины А11, А12, А13 – алгебраические дополнения, а М11, М12, М13 – 
миноры определителя матрицы А.  Эти миноры являются определителями 
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2-го порядка (матрица А – квадратная матрица 3-го порядка), получаемые 
из определителя матрицы А пересечением соответствующих строк и 
столбцов. 
Например, для нахождения минора М12, следует в определителе мат-
рицы А найти пересечение 1-й строки и 2-го столбца. 
Для произвольной квадратной матрицы А порядка n, определитель 
det A вычисляется следующим образом: 
1 1
1
det
n
k k
k
A a A
=
= ⋅∑ , 
где А1k – алгебраические дополнения к элементам  а1k 1-й строки матрицы А. 
Замечание. Существует ряд правил, упрощающих нахождение 
определителей 3-го порядка. 
Рассмотрим некоторые из них: 
1. Правило Саррюса (правило треугольников) 
11 12 13
21 22 23 11 11 12 12 13 13
31 32 33
11 22 33 12 23 31 13 21 32 13 22 31 12 21 33 11 23 32
det
( ) ( ).
a a a
A a a a a A a A a A
a a a
a a a a a a a a a a a a a a a a a a
= = ⋅ + ⋅ + ⋅ =
= + + + + − + +
 
Схематически запись правила треугольников имеет вид 
11 12 13
21 22 23
31 32 33
a a a
a a a
a a a
 – 
11 12 13
21 22 23
31 32 33
a a a
a a a
a a a
 
2. Правило приписывания к определителю данной матрицы справа 
первых двух ее столбцов. 
Схематическая запись этого правила имеет вид 
11 12 13 11 12
21 22 23 21 22
31 32 33 31 32
a a a a a
a a a a a
a a a a a
 
                                       –        –       –        +      +       + 
Квадратная матрица, определитель которой отличен от нуля, называ-
ется невырожденной, а матрица, определитель которой равен нулю – вы-
рожденной. 
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2.2. Основные свойства определителей 
 
1. Сумма произведений элементов любой строки (столбца) определи-
теля и их алгебраических дополнений не зависит от выбора строки (столб-
ца) и равна определителю данной матрицы, то есть 
1 1
det
n n
ik ik kj kj
k k
A a A a A
= =
= =∑ ∑  
Эти равенства можно принимать за правило вычисления определите-
ля. Первое из них называется разложением  det A  по элементам i-той стро-
ки, а второй – разложением  det A  по элементам  j-того столбца. 
2. При транспонировании матрицы ее определитель не изменяется, 
то есть: 
det det= TA A  
Из свойства 2 следует, что все утверждения, справедливые для эле-
ментов какой-либо строки определителя, остаются верными и для элемен-
тов его столбца. 
3. От перестановки двух строк (столбцов) определитель меняет знак. 
4. Если все элементы строки (столбца) равны нулю, то определитель 
равен нулю. 
5. Определитель, содержащий две одинаковые строки (столбца), ра-
вен нулю. 
6. Общий множитель всех элементов некоторой строки (столбца) оп-
ределителя можно вынести за знак определителя. 
7. Определитель, содержащий две пропорциональные строки (столб-
ца), равен нулю. 
8. Определитель не изменится, если к элементам одной строки 
(столбца) прибавить соответствующие элементы другой строки (столбца), 
умноженные на одно и тоже число. 
9. Если каждый элемент какой-либо строки (столбца) определителя 
представляет собой сумму двух слагаемых, то такой определитель равен 
сумме двух определителей, в первом из которых соответствующая строка 
(столбец) состоит из первых слагаемых, а во втором – из вторых слагаемых: 
11 1 1 1
21 2 2 2
1
... ...
... ...
... ... ... ... ...
... ...
i i n
i i n
n ni ni nn
a a b a
a a b a
a a b a
+
+
+
 = 
11 1
21 2 2
1
... ...
... ...
... ... ... ... ...
... ...
i in
i n
n ni nn
a a a
a a a
a a a
 + 
11 1 1
21 2 2
1
... ...
... ...
... ... ... ... ...
... ...
i n
i n
n ni nn
a b a
a b a
a b a
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10. Сумма произведений элементов какой-либо строки (столбца) оп-
ределителя и алгебраических дополнений к элементам другой строки 
(столбца) равна нулю, то есть справедливы равенства: 
1
0
n
ik jk
k
a A
=
⋅ =∑ ;   
1
0
n
ki kj
k
a A
=
⋅ =∑ ;   ( )i j≠  
 
2.3. Основные методы вычисления определителей 
 
2.3.1. Разложение определителя по строке (столбцу) 
Теорема 1. Определитель матрицы порядка n равен сумме произ-
ведений элементов некоторой строки (столбца) на алгебраические до-
полнения этих элементов. 
Пример 3. 
Вычислить определитель: 
1 1 1 2
1 3
4 7 2
1 5 3 5
det 3 1 5 ( 1) 4 ( 1) 7
0 7 5 7
5 0 7
3 1
( 1) ( 2) 4 ( 7) 7 (21 25) 2 5 10
5 0
A + +
+
− −= − = − ⋅ + − ⋅ +
−+ − ⋅ − = ⋅ − − ⋅ − − ⋅ = −
 
Данная теорема (метод вычисления определителя) является частным 
случаем более общей теоремы – теоремы Лапласа. Определитель порядка n 
равен сумме произведений всевозможных миноров k-того порядка (k < n), 
которые можно составить из произвольно выбранных k строк (столбцов) на 
алгебраические дополнения этих миноров. 
 
2.3.2. Метод эффективного понижения порядка 
Используя основные свойства определителей, вычисления определи-
теля всегда можно свести к вычислению одного определителя (n – 1)-го 
порядка, сделав в какой-либо строке (столбце) определителя все элементы, 
кроме одного, равными нулю. 
Пример 4. Вычислить определитель матрицы 
15 5 60 40
5 3 34 23
2 2 6 14
9 2 8 15
A
−⎛ ⎞⎜ ⎟− − −⎜ ⎟= ⎜ ⎟−⎜ ⎟− −⎝ ⎠
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Решение: 
По свойству 6, из 1-й строки вынесем множитель 5, а из 3-й строки – 
множитель 2, то получим 
15 5 60 40 3 1 12 8
5 3 34 23 5 3 34 23
det 10
2 2 6 14 1 1 3 7
9 2 8 15 9 2 8 15
− −
− − − − −= = ⋅ =− −
− − − −
A   
1-ю строку умножим последовательно на 3, 1, 2 и сложим соответственно 
со 2-й, 3-й, 4-й строками, тогда  
= 
4 2 1
10 4 15 1
3 32 1
⋅ =
−
, вычитая из 2-й и 3-й строки 1-ю, получим 
= 
4 2 1 4 2 1 4 0 1
10 0 13 0 130 0 1 0 130 0 1 0
7 30 0 7 30 0 7 0 0
⋅ = ⋅ = ⋅
− − −
 = 
= 
4 0 1 0 0 1
910 0 1 0 910 0 1 0 910
1 0 0 1 0 0
− ⋅ = − ⋅ = . 
 
2.4. Определитель произведения матриц 
 
Теорема 2. Если  А  и  В  – две квадратные матрицы одинакового 
порядка, тогда  det det detA× B = A B⋅( ) . 
Пусть  11 12
21 22
a a
A
a a
⎛ ⎞= ⎜ ⎟⎝ ⎠
  и  11 12
21 22
b b
B
b b
⎛ ⎞= ⎜ ⎟⎝ ⎠
, тогда 
11 11 12 21 11 12 12 22
21 11 22 21 21 12 22 22
a b a b a b a b
A B
a b a b a b a b
+ +⎛ ⎞⋅ = ⎜ ⎟+ +⎝ ⎠
. 
Доказательство (приведем для матриц 2-го порядка): 
Рассмотрим матрицу С следующего вида 
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11 12
21 22
11 12
21 22
0 0
0 0
1 0
0 1
a a
a a
C
b b
b b
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟−⎜ ⎟−⎝ ⎠
 
Тогда, выбрав в матрице С две первые строки и применяя теорему 
Лапласа, находим  11 12 11 121 2 1 2
21 22 21 22
det ( 1) ,
a a b b
C
a a b b
+ + += − ⋅   то есть 
det det detC A B= ⋅     (2.3) 
Вычислим det C другим способом. Для этого в матрице С к 3-му 
столбцу прибавим 1-й столбец, умноженный на число b11, и 2-й столбец, 
умноженный на число b21; к 4-му столбцу прибавим 1-й столбец, умножен-
ный на число b12, и 2-й столбец, умноженный на число b22. 
Тогда   
11 12 11 11 12 21 11 12 12 22
21 22 21 11 22 21 21 12 22 22det .
1 0 0 0
0 1 0 0
a a a b a b a b a b
a a a b a b a b a b
C
+ +
+ += −
−
 
Выбрав в полученном определителе две строки (третью и четвертую) 
и применив теорему Лапласа, получим 
11 11 12 21 11 12 12 223 4 1 2
21 11 22 21 21 12 22 22
1 0
det ( 1)
0 1
a b a b a b a b
C
a b a b a b a b
+ + + + +−= − ⋅ ⋅ + +−   или 
det det( )C A B= ⋅      (2.4) 
Сравнивая равенства (2.3) и (2.4), получим: 
det( ) det detA B A B⋅ = ⋅ . 
Замечание1. Доказательство теоремы 2 для матриц произвольного 
порядка аналогично. 
Замечание 2. Теорема 2 справедлива и для случая произведения n  
(n > 2) матриц. 
 
§3. ОБРАТНАЯ МАТРИЦА 
 
1. Теоремы об обратной матрице. Свойства обратных матриц. 
2. Способы нахождения обратной матрицы. 
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3.1. Теоремы об обратной матрице.  
Свойства обратных матриц 
 
Пусть А – квадратная матрица порядка n. 
1
2
1 2
11 12
21 22
...
...
... ... ... ...
...
n
n
n n nn
a a a
a a a
A
a a a
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 
Квадратная матрица А называется невырожденной, если det 0A ≠ .  
В противном случае (det 0A = ) матрица называется вырожденной. 
Матрицей, союзной или присоединенной к матрице А называется 
матрица 
1
2
1 2
11 21
12 22
...
...
... ... ... ...
...
n
n
n n nn
A A A
A A A
A
A A A
∗
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
, 
где  Аij – алгебраическое дополнение элемента  аij  данной матрицы  А. 
Матрица  А–1  называется обратной к матрице  А,  если 
1 1A A A A E− −⋅ = ⋅ =      (2.5) 
где  Е – единичная матрица порядка n. 
Из определения обратной матрицы следует, что  А–1  имеет тот же 
порядок, что и матрица  А. 
Теорема 3 (об обратной матрице). Для того, чтобы существовала 
матрица А–1, обратная матрицe А, необходимо и достаточно, чтобы 
матрица А была невырожденная  (det 0A ≠ ). 
Доказательство (необходимость): 
Пусть для матрицы А существует обратная матрица А–1. Требуется 
показать, что матрица  А невырожденная, то есть  det 0A ≠ . 
Так как для матрицы  А существует обратная матрица  А–1, то спра-
ведливо равенство (2.5). 
По теореме об определителе произведения двух матриц получим ра-
венства: 
1 1 1det( ) det( ) det det det 1A A A A A A E− − −⋅ = ⋅ = ⋅ = =     (2.6) 
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Откуда следует, что  det 0A ≠   (матрица А – невырожденная). Из ра-
венства (2.6) следует, что невырожденная матрица  А–1, и  1det det 1A A−⋅ = . 
Доказательство (достаточность): 
Пусть матрица А невырожденная, то есть  det 0A ≠ . Покажем, что 
для матрицы  А существует обратная матрица  А–1. Найдем произведение 
матриц  А  и  А*. 
1 1
22
1 21 2
11 12 11 21
21 22 12 22
... ...
... ...
... ... ... ...... ... ... ...
......
det 0 ... 0
0 det ... 0
det
... ... ... ...
0 0 ... det
n n
nn
n n nnn n nn
a a a A A A
a a a A A A
A A
A A Aa a a
A
A
A E
A
∗
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⋅ = ⋅ =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
⎛ ⎞⎜ ⎟⎜ ⎟= = ⋅⎜ ⎟⎜ ⎟⎝ ⎠
 
Матрица в правой части последнего равенства получена в результате 
произведения матриц А и А* следующим образом: элемент матрицы в пра-
вой части, стоящий на пересечении i-той строки и j-того столбца равен 
сумме произведений элементов i-той строки матрицы А на соответствую-
щие элементы j-того столбца матрицы А*. Для элементов матрицы в правой 
части последнего равенства, стоящих на главной диагонали, получаем 
сумму произведений элементов i-той строки матрицы А на их алгебраиче-
ские дополнения, что равно det A (по теореме о разложении определителя 
по строке). Для остальных элементов ( i j≠ ) получим сумму произведений 
элементов i-той строки на алгебраические дополнения элементов j-той 
строки, что равны нулю (свойство определителя). Таким образом, получим 
detA A A E∗⋅ = ⋅ .      (2.7) 
Аналогично находим, что 
detA A A E∗ ⋅ = ⋅ .      (2.8) 
Из равенств (2.7) и (2.8) имеем равенства 
det det
A AA A E
A A
∗ ∗
⋅ = ⋅ =      (2.9) 
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Из определения обратной матрицы для А и равенств (2.9) следует, 
что обратная матрица А–1 для матрицы А имеет вид 
1
det
AA
A
∗− =        (2.10) 
Замечание. При доказательстве достаточного условия теоремы 3 по-
лучен способ нахождения матрицы, обратной данной. 
Из теоремы следует, что 
1
2
1 2
11 21
12 221
...
...1
det ... ... ... ...
...
n
n
n n nn
A A A
A A A
A
A
A A A
− = .   (2.11) 
Теорема 4 (о единственности обратной матрицы). Если для матри-
цы А существует обратная, то она единственная. 
Доказательство (от противного): 
Предположим, что матрица А имеет две обратные матрицы А–1 и В–1 
( 1 1A B− −≠ ). Тогда по определению обратной матрицы имеем 
1 1A A A A E− −⋅ = ⋅ =      (2.12) 
1 1A B B A E− −⋅ = ⋅ =      (2.13) 
С другой стороны имеем 
1 1 1 1 1 1 1A A E AB E A A B E B B− − − − − − −= ⋅ = = = ⋅ ⋅ = ⋅ = , 
то есть  А–1 = В–1 – но это противоречит предположению, что  А–1 ≠ В–1. 
Следовательно, если обратная матрица для данной матрицы сущест-
вует, то она единственная. 
Свойства обратных матриц: 
1. (A–1)–1 = A     4.   (A–1)T = (AT)–1 
2. (An)–1 = (A–1) n     5.   1 1det
det
A
A
− =  
3. (A·B)–1 = B–1·A–1 
 
 
 
 46
3.2. Способы нахождения обратной матрицы 
 
1. Построение «союзной» матрицы. 
Пример 1. Найти А–1 для матрицы  
3 1 2
4 2 1
3 1 5
A
−⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟−⎝ ⎠
. 
Решения: 
1. Найдем det А (например, правило треугольника) 
3 1 2
det 4 2 1 36
3 1 5
A
−
= =
−
. 
2. Найдем алгебраические дополнения Аij элементов матрицы А. 
А11 = 11    А12 = –17    А13 = –10 
А21 = –3    А22 = 21    А23 = 6 
А31 = 5    А32 = –11    А33 = 2 
Тогда  1
11 3 5
1 17 21 11
36
10 6 2
A−
−⎛ ⎞⎜ ⎟= ⋅ − −⎜ ⎟⎜ ⎟−⎝ ⎠
. 
Проверкой убеждаемся, что  А·А–1 = А–1·А = Е. 
2. Нахождение А–1 при помощи элементарных преобразований 
(метод Гаусса). 
Теорема 5. Если к единичной матрице порядка n применить те 
же элементарные преобразования только над строками (столбцами) и 
в том же порядке, с помощью которых невырожденная матрица А по-
рядка n приводится к единичной, то полученная при этом матрица – 
обратная матрице  А. 
Доказательство. 
Пусть А – невырожденная матрица порядка n. Элементарные преоб-
разования, проводимые над строками матрицы А, приводят ее к Е (единич-
ной) матрице. Те же элементарные преобразования, в том же порядке, вы-
полним над строками матрицы  Е.  Если при данных преобразованиях мат-
рица Е перейдет в матрицу В, то матрица А перейдет в матрицу А·В = Е, 
откуда в силу единственности обратной матрицы получаем, что В = А–1. 
Теорема 5 дает способ нахождения матрицы, обратной данной, со-
ставив матрицу (А|Е), и одновременно проводить элементарные преобра-
зования над строками матриц. Если элементарные преобразования прово-
дятся над столбцами, то матрица Е подписывается под матрицей А. 
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§ 4. РАНГ МАТРИЦЫ 
 
1. Основные определения. Свойства ранга матрицы. 
2. Методы нахождения ранга матрицы. 
3. Связь между рангом матрицы и числом ее независимых строк 
(столбцов). 
 
4.1. Основные определения. Свойства ранга матрицы 
 
Пусть дана матрица А размера m × n. Выберите в матрице  А  k  лю-
бых строк и  k  любых столбцов  (1 min( , )k m n≤ ≤ ). 
Определитель порядка  k, составленный из элементов, стоящих на 
пересечении выбранных  k  строк и  k  столбцов, называют минором поряд-
ка  k, порожденным матрицей  А. 
Всего таких миноров порядка  k  (1 min( , )k m n≤ ≤ ) для матрицы  А 
размера m × n можно составить  k km nC C⋅   штук, где  !!( )!
k
m
mC
k n k
= −  – число 
сочетаний из m элементов по k. 
Рангом матрицы А (обозначается rang A) называется наибольший 
порядок (0 или натуральное число) порожденных ею миноров, отличных 
от нуля. 
Из определения ранга матрицы А размера m × n следует: 
1. Ранг имеет любая матрица. 
2. 0 rang min( , )≤ ≤A m n . 
3. rang = ⇔ =A O A O . 
4. rang rang= TA A . 
5. Если вычеркнуть из матрицы или приписать к ней строку (стол-
бец), все элементы которой (которого) равны нулю, то ранг матрицы не 
изменится. 
6. Ранг матрицы не изменится при элементарных преобразованиях 
матрицы: 
6.1. перестановка двух строк (столбцов) матрицы; 
6.2. умножение каждого элемента строки (столбца) матрицы на чис-
ло, отличное от нуля; 
6.3. прибавление к строке (столбцу) матрицы другой строки (столб-
ца) матрицы, умноженной на произвольное число; 
Две матрицы называются эквивалентными, если одна матрица полу-
чается из другой с помощью элементарных преобразований. Эквивалент-
ность матриц  А  и  В  обозначается  А ~ В. 
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Всякий отличный от нуля минор матрицы  А, порядок которого равен 
рангу матрицы  А, называется ее базисным минором. 
Базисных миноров в матрице столько, сколько имеется отличных от 
нуля миноров, порядок которых совпадает с рангом матрицы  А. 
 
4.2. Методы нахождения ранга матрицы 
 
1. Метод единиц и нулей. Суть метода основана на следующем ут-
верждении: всякая матрица  Аmn, при помощи элементарных преобразова-
ний над строками и при помощи перестановок столбцов, может быть пре-
образована в трапециевидной формы матрицу. 
Ранг этой матрицы равен числу ее единиц. 
Пример 1. Найти ранг матрицы 
1 3 2 0 5
2 6 9 7 12
2 5 2 4 5
1 4 8 4 20
A
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟− −⎜ ⎟⎝ ⎠
. 
Решение. К матрице А применим следующие элементарные преобра-
зования: 
– 1-ю строку, умноженную на (–2) прибавим ко 2-й строке; 
– 1-ю строку, умноженную на 2, прибавим к 3-й строке; 
– 1-ю строку, умноженную на (–1) прибавим к 4-й строке. 
Данные элементарные преобразования матрицы А приводят к экви-
валентной матрице В, которая имеет вид 
1 3 2 0 5
0 0 5 7 2
0 1 6 4 15
0 1 6 4 15
B
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 
Вычитая из 4-й строки 3-ю строку матрицы В, а затем, меняя места-
ми 2-ю и 3-ю строки, получим матрицу С трапециевидной формы, которая 
эквивалентна матрице В, а, следовательно, и матрице А: 
1 3 2 0 5
0 1 6 4 15
0 0 5 7 2
0 0 0 0 0
C
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
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Ранг матрицы С равен 3, так как минор 3-го порядка, расположенный 
в левом верхнем углу не равен нулю, а все миноры 4-го порядка, порож-
денные матрицей С, равны нулю (в каждом из них будет строка, содержа-
щая все элементы, равные 0). 
Матрицу С с помощью элементарных преобразований можно при-
вести к виду 
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
D
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
. 
rang D = rang A = 3 (количество единиц в матрице D). 
2. Метод окаймляющих миноров. Суть метода окаймляющих ми-
норов состоит в следующем: если у матрицы А существует минор Мk ≠ 0, а 
все окаймляющие его миноры  М(k+1) = 0,  то rang A = k. Минор  М(k+1)  по-
рядка  (k + 1) матрицы  А, содержащий в себе минор  Мk  порядка  k, назы-
вается окаймляющим минор Мk. 
Пример 2. Найти ранг матрицы 
2 6 4 10
2 4 3 1
0 2 7 11
7 15 7 2
1 1 5 6
A
−⎛ ⎞⎜ ⎟− − −⎜ ⎟⎜ ⎟= − −⎜ ⎟− −⎜ ⎟⎜ ⎟− − −⎝ ⎠
. 
Решение. Среди элементов ija  ( 1,5  j 1,4)i = =  матрицы А есть эле-
менты, отличные от нуля, например а11 = 2. Среди миноров 2-го порядка, 
окаймляющих а11, есть миноры, отличные от нуля, например: 2
2 6
2 4
M
−= − . 
Среди миноров 3-го порядка 
2 6 4
2 4 3
0 2 7
−
− −
−
; 
2 6 10
2 4 1
0 2 11
−
− −
−
;  
2 6 4
2 4 3
7 15 7
−
− −
− −
;  
2 6 10
2 4 1
7 15 7
−
− −
− −
;  
2 6 4
2 4 3
1 1 5
−
− −
− −
;  
2 6 10
2 4 1
1 1 6
−
− −
− −
 
нет отличных от нуля. Следовательно, rang A = 2, а указанный минор M2 
можно принять за базисный. 
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4.3. Связь между рангом матрицы  
и числом ее независимых строк (столбцов) 
 
Пусть задана матрица Аmn. Обозначим ее строки следующим образом: 
1 11 12 1( ,  ,  ...,  )= nA a a a ;  2 21 22 2( ,  ,  ...,  )= nA a a a ;  …;  1 2( ,  ,  ...,  )=m m m mnA a a a . 
Умножение i-той строки (1 )i m≤ ≤  на число L R∈  определим сле-
дующим образом:  1 2( ,  ,  ...,  )⋅ = ⋅ ⋅ ⋅i i i inL A L a L a L a , а сумму строк  Аi и Аj 
таким образом:  1 1 2 2( ,  ,  ...,  )+ = + + +i j i j i j in jnA A a a a a a a . 
Выражение вида  
1 1 2 2 ... ,      ,     1,⋅ + ⋅ + + ⋅ ∈ =m m iL A L A L A L R i m   
называется линейной комбинацией строк матрицы Аmn. 
Строки А1, А2, …, Аm матрицы Аmn называются линейно-зависимыми, 
если существуют действительные числа L1, L2, …, Lm, не все одновременно 
равные нулю, такие, что выполняется равенство: 
1 1 2 2 ... 0m mL A L A L A⋅ + ⋅ + + ⋅ = ,    (2.14) 
где   0 = (0 0 0 0) – нулевая строка. 
Если равенство (2.14) имеет место (тогда и только тогда, когда все  
1 2 3 ... 0mL L L L= = = = = ), то строки  А1, А2, …, Аm матрицы  А линейно-
независимые. Отметим, что если строки  А1, А2, …, Аm  матрицы  А линей-
но-независимые, то существует, по крайней мере, одна строка матрицы  А, 
которая может быть представлена в виде линейной комбинации остальных 
строк матрицы А. Верно и обратное утверждение, то есть, если одну из 
строк матрицы А можно линейно выразить через остальные, то строки 
матрицы  А  линейно-зависимые. 
Следовательно, если строки А1, А2, …, Аm матрицы А линейно-
независимые, то ни одна из строк матрицы  А не может быть представлена 
линейной комбинацией других строк матрицы  А. 
Аналогичным образом вводятся понятия линейной зависимости и 
линейной независимости столбцов матрицы  А. 
Пример 3. Пусть дана матрица 
1 2
1 3
A ⎛ ⎞= ⎜ ⎟⎝ ⎠ . 
Покажем, что строки данной матрицы линейно-независимые. 
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Решение. Составим линейную комбинацию строк матрицы  А, при-
равняв ее к нулю (нулевой строке), то есть  
1 1 2 2 0L A L A⋅ + ⋅ =    или   1 2(1 ,  2) (1 ,  3) 0⋅ + ⋅ =L L . 
Последнее равенство равносильно равенству 
1 2 1 2( ,2 3 ) (0,  0)L L L L+ ⋅ + ⋅ = , откуда следует, что  
1 2
1 2
0
2 3 0.
L L
L L
+ =⎧⎨ ⋅ + ⋅ =⎩
 
Решая полученную систему методом исключения переменных, мож-
но сделать вывод, что  L1 = 0 и L2 = 0. На основании определения линейной 
независимости строк матрицы имеем, что строки матрицы А линейно-
независимые. Отметим, что  rang A = 2, то есть ранг матрицы  А, совпадает 
с числом линейно-независимых строк матрицы  А. 
Пример 4. Дана матрица 
1 2
3 6
B ⎛ ⎞= ⎜ ⎟⎝ ⎠ . 
Показать, что строки матрицы  В  линейно-зависимые. 
Решение. Составим линейную комбинацию строк матрицы В, при-
равняв ее к нулю (нулевой строке), то есть 1 1 2 2 0L B L B⋅ + ⋅ =  или 
1 2(1   2) L (3   6) 0L + = . 
Из последнего равенства следует, что система 1 2
1 2
3 0
2 6 0
L L
L L
+ ⋅ =⎧⎨ ⋅ + ⋅ =⎩
 имеет 
решение  L1 = 3·b,  L2 = –b,  полагая, что  b ≠ 0,  получим  L1 ≠ 0  и  L2 ≠ 0,  
а это означает, что строки матрицы  В – линейно-зависимые, то есть мат-
рица  В  имеет одну линейно-независимую строку и  rang В = 1. Действи-
тельно, имеет место следующая теорема: 
Теорема 6. Если ранг матрицы  А равен  k, то матрица  А имеет  
k линейно-независимых строк, от которых линейно зависят осталь-
ные строки матрицы  А. 
Следствие 1. Если ранг матрицы  А равен  k, то матрица  А имеет  k 
линейно-независимых столбцов, от которых линейно зависят остальные 
столбцы матрицы  А. 
Следствие 2. Максимальное число линейно-независимых строк мат-
рицы  А совпадает с максимальным числом линейно-независимых столб-
цов и равно рангу матрицы  А. 
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§5. СИСТЕМЫ ЛИНЕЙНЫХ УРАВНЕНИЙ 
 
1. Основные понятия и определения. 
2. Матричный способ решения систем линейных уравнений. 
3. Метод Крамера (метод определителей). 
4. Метод последовательного исключения неизвестных (метод Гаусса). 
5. Теорема о совместности системы линейных уравнений (теорема 
Кронекера-Капелли.) 
 
5.1 Основные понятия и определения 
 
Линейной системой m уравнений с n неизвестными x1, x2, … xn назы-
вается система вида 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
...
...
...  ...  ...  ...  ...  ...  ...  ...  ...  ...  ...
... ,
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =⎧⎪ + + + =⎪⎨⎪⎪ + + + =⎩
   (2.15) 
где числа  aij, 1, ;  1,i m j n= =  – коэффициенты системы (2.15), а  bi – свободные 
члены системы (2.15). 
Если все свободные члены этой системы 0;  1,ib i m= = , то система ли-
нейных уравнений называется однородной, то есть 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
... 0
... 0
...  ...  ...  ...  ...  ...  ...  ...  ...  ...
... 0.
+ + + =⎧⎪ + + + =⎪⎨⎪⎪ + + + =⎩
n n
n n
m m mn n
a x a x a x
a x a x a x
a x a x a x
          (2.16) 
Упорядоченный набор чисел (c1, c2, …, cn) называется решением сис-
темы (2.15), если каждое из уравнений этой системы обращается в верное 
равенство при подстановке  x1 = c1,  x2 = c2,  x3 = c3,  …,  xn = cn. 
Система линейных уравнений (2.15) называется совместной, если 
она имеет хотя бы одно решение, и несовместной, если она не имеет ни 
одного решения. Однородная система (2.16) всегда совместна, так как   
x1 = x2 = … = xn = 0 – решение системы (2.16). 
Решить систему – это значит установить, совместна она или несо-
вместна, и, в случае совместности, найти все ее решения. 
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Матрица 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
m m mn
a a a
a a a
A
a a a
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
, составленная из коэффициентов сис- 
темы (2.15), называется основной матрицей системы (2.15), а матрица 
11 12 1 1
21 22 2 2
1 2
...
...
... ... ... ... ...
...
n
n
m m mn m
a a a b
a a a b
A
a a a b
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
, которая получается из матрицы  А  приписыва-
нием столбца из свободных членов системы (2,15), называется расширен-
ной матрицей этой системы. 
Пусть  
1
2
...
n
x
x
X
x
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
, 
1
2
...
m
b
b
B
b
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 матрица неизвестных и матрица свобод-
ных членов системы (2.15). Тогда систему (2.15) линейных уравнений 
можно записать в матричной форме 
А·Х = В.      (2.17) 
Каждой системе (2.15) соответствует единственная пара матриц A и 
B, и наоборот. Систему (2.15) можно записать в виде: 
11 12 1 1
21 22 2 2
1 2
1 2
... ... ... ...
n
n
n
m m mn m
a a a b
a a a b
x x x
a a a b
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + =⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
   (2.18) 
Две системы называются эквивалентными (равносильными), если 
всякое решение одной из них есть решение другой системы, и наоборот, то 
есть, если они имеют одно и тоже множество решений. 
Всякие две несовместные системы называются эквивалентными. 
Элементарными преобразованиями системы называются следующие 
преобразования: 
1) умножение некоторого (или нескольких) уравнения системы на 
отличное от нуля число; 
2) прибавление к одному уравнению системы другого ее уравнения, 
умноженного на произвольное число; 
3) перестановка местами двух уравнений системы. 
 54
Заметим, что каждому элементарному преобразованию системы ли-
нейных уравнений (2.15) соответствует аналогичное элементарное преоб-
разование над строками расширенной матрицы  A   системы (2.15). 
И наоборот, каждому элементарному преобразованию над строками 
расширенной матрицы  A   соответствует аналогичное элементарное пре-
образование в системе (2.15). 
 
5.2. Матричный способ решения систем  
линейных уравнений 
 
Пусть дана система n линейных уравнений с n неизвестными вида 
(2.15), матричная форма которой имеет вид: 
A·X = B.       (2.19) 
Рассмотрим случай системы вида (2.15), (а, следовательно, и мат-
ричное уравнение (2.19)), когда она имеет n линейных уравнений с n неиз-
вестными с невырожденной матрицей A порядка n, то есть  det A ≠ 0. Так 
как  det A ≠ 0, то для матрицы  A существует обратная матрица  A–1. Умно-
жая обе части уравнения (2.19) слева на матрицу  1A− , получим 
A–1·(A) = A–1·B.     (2.20) 
Откуда, с учетом свойств умножения матриц и определения обрат-
ной матрицы  A–1 (A–1·A = A·A–1 = E), получаем 
X = A–1·B.      (2.21) 
Формула (2.21) – матричная запись решения системы n линейных 
уравнений с n неизвестными. Единственность решения системы n линейных 
уравнений с n неизвестными следует из единственности A–1 для матрицы A. 
Пример 1. Матричным способом решить систему уравнений 
1 2 3
1 2 3
1 2 3
4,
2 4 4,
3 9 2.
x x x
x x x
x x x
+ + =⎧⎪ + + =⎨⎪ + + =⎩
 
Решение. 
1. Находим det A = 2, то существует обратная матрица A–1 и система 
имеет единственное решение. 
2. Находим алгебраические дополнения к элементам матрицы  A  
и строим  A–1 
1
6 6 2
1 5 8 3
2
1 2 1
A−
−⎛ ⎞⎜ ⎟= ⋅ − −⎜ ⎟⎜ ⎟−⎝ ⎠
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3. Тогда решение данной системы 
1
2
3
6 6 2 4 2
1 5 8 3 4 3
2
1 2 1 2 1
x
x
x
−⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟= ⋅ − − ⋅ =⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ − −⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠
 
Ответ: x1 = 2, x2 = 3, x3 = –1. 
 
5.3. Метод Крамера (метод определителей) 
 
Пусть дана система n линейных уравнений с n неизвестными 
11 1 12 2 1 1
21 1 22 2 2 2
n1 1 2 2
...
...
...  ...  ...  ...  ...  ...  ...  ...  ...  ...
a ...
n n
n n
n nn n n
a x a x a x b
a x a x a x b
x a x a x b
+ + + =⎧⎪ + + + =⎪⎨⎪⎪ + + + =⎩
,    (2.22) 
матричная форма которой имеет вид: A·X = B, где A – квадратная матрица 
порядка n;  определитель этой матрицы 
∆ = det A = 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
n n nn
a a a
a a a
a a a
 – определитель системы (2.22). 
Формула (2.21)  X = A–1·B  является матричной записью решения сис-
темы (2.22). 
Матричное равенство (2.21) можно записать в виде 
1 11 21 1 1
2 12 22 2 2
1 2
...
...1
... ... ... ... ... ...
...
n
n
n n n nn n
x A A A b
x A A A b
x A A A b
⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟= ⋅ ⋅⎜ ⎟ ⎜ ⎟ ⎜ ⎟∆⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 
или, умножая матрицы в правой части, получим  
11 1 21 2 1
1
2
1 1 2 2
1n 1 2 2
A ...
...  ...  ...  ...  ...  ...   ...  ... ...  
1 ... .
...
...  ...  ...  ...  ...  ...  ...  ...  ... 
A ...
n n
j j nj n
n
n nn n
b A b A b
x
x A b A b A b
x
b A b A b
+ + +⎛ ⎞⎛ ⎞ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ + += ⋅⎜ ⎟ ∆ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎜ ⎟+ + +⎝ ⎠
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По определению равенства двух матриц имеем, что для любого j, 
( 1 )j n=  
1 1 2 2
1 ( ... )j j j nj nx A b A b A b= + + +∆ .    (2.23) 
Учитывая то, что 
1 1 2 2 ...j j nj nA b A b A b+ + +  = ∆j,    (2.24) 
где ∆j – определитель, полученный из определителя системы ∆, заменой  
j-того столбца столбцом из свободных членов В системы (2.21). 
Тогда для любого j,  ( 1, )j n=  имеем: 
j
jx
∆= ∆ .      (2.25) 
Итак, если ∆ ≠ 0, то невырожденная система n линейных уравнений с 
n неизвестными имеет единственное решение, которое находится с помо-
щью формулы (2.25) – формулы Крамера. 
Замечание 1: Если ∆ = 0 (система линейных уравнений с n неизвест-
ными вырождена), то, записав (2.25) в виде 
  ( 1, )j jx j n⋅ ∆ = ∆ =      (2.26) 
получаем: 
1. Система (2.22) несовместна (не имеет решений), если хотя бы один 
из определителей ∆i в равенстве (2.26) отличен от нуля. 
2. Система (2.22) имеет бесконечное множество решений, если все 
0,   ( 1, )∆ = =j j n  в равенстве (2.26). 
Пример 2. Решить методом Крамера систему  
1 2 3
1 2 3
1 2 3
3 5 2 1
3 2 1
6 7 3 1
x x x
x x x
x x x
+ − =⎧⎪ − + =⎨⎪ + − =⎩
 
Решение. Найдем определитель системы  
∆ = 
3 5 2
1 3 2
6 7 3
−
−
−
 = 10 ≠ 0, 
следовательно, система совместна и имеет единственное решение, которое 
определяется по формуле (2.26). 
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Найдем  ∆1,  ∆2,  и  ∆3. 
∆1 = 
1 5 2
1 3 2
1 7 3
−
−
−
 = 0,  ∆2 = 
3 5 2
1 3 2
6 7 3
−
−
−
 = 10  и  ∆3 = 
3 5 1
1 3 1
6 7 1
−  = 20. 
Следовательно,  1
0 0
10
x = = ,  2 10 110x = = ,  3
20 2
10
x = = . 
Ответ:  x1 = 0,  x2 = 1,  x3 = 2. 
Замечание 2: Если в системе (2.21) b1 = b2 = bn = 0, то такая система 
n линейных уравнений с n неизвестными называется однородной. Такая 
система всегда совместна, так как всегда имеет решение. x1 = x2 = xn = 0 – 
нулевое решение. 
Если определитель ∆ однородной системы n уравнений с n неизвест-
ными отличен от нуля, то однородная система имеет единственное реше-
ние, определяемое по формуле (2.25), и это решение будет x1 = x2 = xn = 0, 
так как все определители  ∆ij = 0, ( 1, )ij n=   в формуле (2.25), ибо в каждом 
из них имеется столбец, состоящий из нулей. Рассмотрим, в каких случаях 
однородная система n уравнений с n неизвестными, помимо нулевого ре-
шения, может иметь еще и ненулевые решения. Пусть xk ≠ 0, тогда для дан-
ного  xk  справедливо уравнение (2.26):  xk·∆ = ∆k  или  xk·∆ = 0  (∆k = 0,  
∆k = 1,n ), откуда следует, что  ∆ = 0 (xk ≠ 0), по предположению. Это усло-
вие,  ∆ = 0, справедливо для любого  xk  ≠ 0,  k = 1,n . Следовательно, одно-
родная система  n  уравнений с  n неизвестными имеет бесконечное множест-
во ненулевых решений только в случае, когда определитель системы ∆ = 0. 
Пример 3. Однородная система линейных уравнений  
2 4 0
5 3 0
2 6 4 0
x y z
x y z
x y z
− + =⎧⎪ − + =⎨⎪ − + =⎩
 
имеет единственное нулевое решение, т. к. определитель системы 
∆ = 
2 4 1
1 5 3
2 6 4
−
−
−
 = –8 ≠ 0. 
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Пример 4. Однородная система линейных уравнений 
1 2 3
1 2 3
1 2 3
0
2 0
4 0
x x x
x x x
x x x
− + =⎧⎪ + + =⎨⎪ + − =⎩
 
имеет бесконечное множество ненулевых решений, так как определитель 
системы 
∆ = 
1 1 1
2 1 1
1 4 1
−
−
 = 0. 
 
5.4. Метод последовательного исключения неизвестных  
(метод Гаусса) 
 
Пусть дана система m линейных уравнений с n неизвестными: 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
...
...
..............................................
... ,
+ + + =⎧⎪ + + + =⎪⎨⎪⎪ + + + =⎩
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
   (2.27) 
где  ija  – коэффициенты системы (2.27);  
jb  – свободные члены системы (2.27),  1, ;   1,i n j m= = . 
Суть метода Гаусса состоит в том, что данная система линейных 
уравнений преобразуется в равносильную ей систему специального вида, 
которая легко исследуется и решается. Применение метода Гаусса не зави-
сит ни от числа уравнений, ни от числа неизвестных в системе (2.27). 
В ходе применения метода Гаусса могут встретиться и такие особые 
уравнения, все коэффициенты которых равны нулю, то есть уравнения вида 
1 20 0 ... 0 nx x x b⋅ + ⋅ + + ⋅ = .        (2.28) 
Если в уравнении (2.28) свободный член отличен от нуля, то ему не 
удовлетворяют никакие значения неизвестных. Система уравнений, со-
держащая хотя бы одно такое уравнение, несовместна. 
Если же в уравнении (2.28) свободный член равен нулю, то ему 
удовлетворяют любые значения неизвестных – уравнение является тожде-
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ством. Если система уравнений содержит уравнение-тождество, то его 
можно удалить из системы: оставшиеся уравнения образуют систему, рав-
носильную исходной. В дальнейшем будем уравнения-тождества обозна-
чать символом  0 = 0. 
Для преобразования данной системы линейных уравнений общего 
вида к нужному специальному виду будем применять к ней следующие 
преобразования, которые называются элементарными: 
α – прибавление к обеим частям одного уравнения системы соответ-
ствующих частей другого уравнения той же системы, умноженных на не-
которое число λ; 
β – перестановка местами уравнений в системе; 
γ – удаление из системы уравнений вида 0 = 0. 
Две системы линейных уравнений относительно одних и тех же неиз-
вестных называются равносильными, если каждое решение одного из них 
является решением другой, и наоборот, если обе системы несовместны. 
Теорема 7. Три элементарных преобразования системы линейных 
уравнений переходят в равносильную систему линейных уравнений. 
Отметим, что на практике при применении метода Гаусса имеет 
смысл вместо преобразований системы проводить соответствующие пре-
образования над строками расширенной матрицы системы, то есть приво-
дить расширенную матрицу системы линейных уравнений к трапециевид-
ной, с помощью элементарных преобразований над строками. 
Пример 5. Решить методом Гаусса систему 
1 2 3
1 2 3
1 2 3
1 2 3
4 2 7
2
2 3 3 11
4 7
x x x
x x x
x x x
x x x
+ + =⎧⎪ − + = −⎪⎨ + − =⎪⎪ + − =⎩
 
Решение. Расширенная матрица системы имеет вид 
4 2 1 74 2 1 7 4 2 1 7 4 2 1 7
0 2 1 51 1 1 2 0 6 3 15 0 2 1 5
5 52 3 3 11 0 4 7 15 0 4 7 15 0 0
2 2
4 1 1 7 0 1 2 0 0 1 2 0 0 0 5 5
⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎜ ⎟−⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟− − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟≈ ≈ ≈ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟− − − − − −⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟− ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ −⎝ ⎠
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Получаем следующую систему линейных уравнений, эквивалентную 
исходной: 
1 2 3
2 3
3
3
4 2 7
2 5
5 5
2 2
5 5
x x x
x x
x
x
+ + =⎧⎪ − =⎪⎪⎨ = −⎪⎪ − =⎪⎩
 
Обратным ходом находим решение данной системы линейных урав-
нений  1 2 31;   2;   1x x x= = = − . 
Пример 6. Решить систему методом Гаусса 
1 2 3 4
1 2 3 4
1 2 3 4
1 3 4
2 3 4 2
3 3 5 3
2 2 3 5
3 3 10 8
x x x x
x x x x
x x x x
x x x
− + − =⎧⎪ + + + = −⎪⎨− + + − =⎪⎪ + − =⎩
 
Решение. Рассмотрим расширенную матрицу системы и проведем 
преобразования над строками 
1 2 3 4 2 1 2 3 4 2 1 2 3 4 2
3 3 5 1 3 0 9 14 13 9 0 3 8 11 9
2 1 2 3 5 0 3 8 11 9 0 9 14 13 9
3 0 3 10 8 0 6 6 2 2 0 6 6 2 2
1 2 3 4 2 1 2 3 4 2
0 3 8 11 9 0 3 8 11 9
0 0 10 20 18 0 0 10 20 18
0 0 10 20 20 0 0 0 0
− − − − − −⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟− − − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟≈ ≈ ≈⎜ ⎟ ⎜ ⎟ ⎜ ⎟− − − − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟− − −⎝ ⎠ ⎝ ⎠ ⎝ ⎠
− − − −⎛ ⎞⎜ ⎟− − − −⎜ ⎟≈ ≈⎜ ⎟− −⎜ ⎟⎝ ⎠ 2
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
Таким образом, исходная система равносильна следующей 
1 2 3 4
2 3 4
3 4
2 3 4 2
3 8 11 9
10 20 18
0 2
x x x x
x x x
x x
− + − =⎧⎪ − + − =⎪⎨ − =⎪⎪ =⎩
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Полученная система несовместна, так как ее последнее уравнение 
1 2 3 40 0 0 0 2x x x x⋅ + ⋅ + ⋅ + ⋅ =  не может быть удовлетворено никакими зна-
чениями неизвестных. Значит исходная система линейных уравнений так-
же несовместна. 
Пример 7. Решить систему методом Гаусса 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 5 1
3 13 22 1
3 5 2 5
2 3 4 7 4.
+ − + ⋅ =⎧⎪ + − + ⋅ = −⎪⎨ + + − =⎪⎪ + + − =⎩
x x x x
x x x x
x x x x
x x x x
 
Решение. Используя элементарные преобразования, упростим ис-
ходную систему линейных уравнений 
1 2 3 4
2 3 4
2 3 4
2 3 4
2 3 5 1
10 17 2
10 17 2
10 17 2
x x x x
x x x
x x x
x x x
+ − + =⎧⎪ − + = −⎪⎨ − + − =⎪⎪ − + − =⎩
     
1 2 3 4
2 3 4
2 3 5 1
10 17 2
0 0
0 0
x x x x
x x x
+ − + =⎧⎪ − + = −⎪⎨ =⎪⎪ =⎩
 
Последние два уравнения системы – уравнения тождества, то есть ре-
шения – любые значения неизвестных, и их можно отбросить. Выбираем в 
качестве произвольных постоянных х3 = с3, 4 4x c= , тогда 3 410 17 2x c c= − +  
определяется однозначно, а из 1-го уравнения так же однозначно находим 
1 3 417 29 5x c c= − + + . В силу того, что последняя система равносильна ис-
ходной, то  
1 3 4 3 3
2 3 4 4 4
17 29 5              
10 17 2                
x c c x c
x c c x c
= − + + =
= − − =  
при произвольных  3c   и  4c   получают все решения (их бесконечное мно-
жество) исходной системы. 
 
5.5. Теорема о совместности системы линейных уравнений 
 
Пусть дана произвольная система m линейных уравнений с n неиз-
вестными 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
...
...
...
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =⎧⎪ + + + =⎨⎪ + + + =⎩
   (2.29) 
Имеет место следующая теорема. 
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Теорема Кронекера-Капелли (о совместности системы линейных урав-
нений) 8. Для того, чтобы система линейных уравнений была совместна, 
необходимо и достаточно, чтобы  rang rangA A=    и более того: 
1) если rang rangA A=   = n – числу неизвестных системы (2.29), 
то система (2.29) имеет единственное решение; 
2) если rang rangA A=  , но меньше числа неизвестных, то сис-
тема (2.29) имеет бесконечное множество решений. 
Следствие 1. Если система линейных уравнений имеет единственное 
решение, то  rang rang= =A A n   – число неизвестных данной системы. 
Следствие 2. Если система линейных уравнений имеет бесконечное 
множество решений, то  rang rang= = <A A r n   – число неизвестных дан-
ной системы. 
Базисными неизвестными совместной системы линейных уравнений, 
ранг матрицы которой равен r, называют r неизвестных, коэффициенты 
при которых образуют базисный минор. Остальные неизвестные системы 
линейных уравнений называются свободными. Так как базисный минор 
можно выбрать не единственным образом, то и выбор базисных неизвест-
ных можно выбрать не единственным образом. 
Данная теорема дает возможность предложить алгоритм решения 
системы линейных уравнений, суть которого состоит в следующем: 
1. Находим  rang A и  rang A , если  rang rang≠A A , то система ли-
нейных уравнений (2.29) несовместна. 
2. Если rang rang= =A A n   – число неизвестных системы (2.29), то сис-
тема линейных уравнений (2.29) имеет единственное решение, которое можно 
найти по формулам Крамера, матричным способом или методом Гаусса. 
3. Если  rang rangA A r n= = <  – число неизвестных системы (2.29), 
то выбираем базисный минор порядка  r и  r базисных переменных, а также 
(n – r) свободных переменных. Выражая базисные неизвестные через сво-
бодные, используя метод Гаусса или формулы Крамера, получим решения 
системы линейных уравнений. Придавая свободным неизвестным произ-
вольные значения, получим бесконечное множество решений исходной 
системы (2.29) линейных уравнений. 
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Пример 8. Решить систему линейных уравнений 
1 2 3
1 2 3
1 2 3
3 2 2,
3 3 1,
2 2 5 4.
x x x
x x x
x x x
− + =⎧⎪ − + + =⎨⎪− − + =⎩
 
Решение. Определим rang A и rang A  для данной системы линейных 
уравнений 
1 3 2 2
/ 3 1 3 1
2 2 5 4
A A
−⎛ ⎞⎜ ⎟= −⎜ ⎟⎜ ⎟− −⎝ ⎠
 ≈ 
1 3 2 2
0 8 9 7
0 8 9 8
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟−⎝ ⎠
 ≈ 
1 3 2 2
0 8 9 7
0 0 0 1
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟⎝ ⎠
. 
Значит  rang A = 2, a  rang 3=A , тогда в силу теоремы Кронекера-
Капелли имеем, что система линейных уравнений несовместна, так как 
rang rang≠A A  . 
Пример 9. Решить систему линейных уравнений  
1 2 3
1 2 3
1 2 3
1 2 3
5 3 2,
1,
2 4 1,
4 4 4 7.
x x x
x x x
x x x
x x x
− + =⎧⎪ − + = −⎪⎨ − + =⎪⎪ + − = −⎩
 
Решение. Так как rang rang 3= =A A  – число неизвестных данной 
системы, то система линейных уравнений совместна и допускает 
единственное решение. 
Так как минор третьего порядка  3
1 5 3
1 1 1 0,
2 4 1
M
−
= − ≠
−
  
то четвертое уравнение данной системы линейно зависит от первых трех, 
поэтому будет иметь три уравнения с тремя неизвестными и определителем 
полученной системы, совпадающим с минором 3-го порядка М отличным от 
нуля. А это значит, что исходная система имеет единственное решение: 
1 2 3
11 9 6;  ;  
8 8 8
x x x= − = − = − . 
Для контроля подставляют полученные решения в каждое уравнение 
данной системы линейных уравнений и убеждаются, что система решена 
правильно. 
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Пример 10. Решить систему линейных уравнений 
1 2 3 4
1 2 3 4
1 2 3 4
2 3 4 7
2 4 5 2
4 8 7 14
x x x x
x x x x
x x x x
+ − + =⎧⎪ + + − =⎨⎪ + − + =⎩
 
Решение. Так как rang rang 2= =A A , то данная система совместна, и, 
более того, имеет бесконечное множество решений, а свободных переменных 
(n – rang A) = 2. В качестве базисного минора можно взять, например, минор 
2-го порядка 2
1 3
11
2 5
M
−= =− , а базисными неизвестными будут x1 и x3. 
Тогда данная система равносильна системе 
1 2 3 4
1 2 3 4
2 3 4 7,
2 4 5 2.
x x x x
x x x x
+ − + =⎧⎨ + + − =⎩
  или  1 3 2 4
1 3 2 4
3 7 2 4 ,
2 5 2 4 .
x x x x
x x x x
− = − −⎧⎨ + = − +⎩
 
По формулам Крамера находим: 
2 4
2 4 2 4
1
7 2 4 3
2 4 5 41 22 17 ,
1 3 11
2 5
x x
x x x xx
− − −
− + − −= =−  
2 4
2 4 4
3 2 4
1 7 2 4
2 2 4 12 9 ,  ,  
1 3 11
2 5
x x
x x xx x R x R
− −
− + − += = ∈ ∈− . 
Тогда множество решений данной системы имеет вид 
2 4 4
2 4 2 4
41 22 17 -12 9;   ;   ,    для любых ,  
11 11
c c cC C c c R
⎫⎧ − − + ∈⎨ ⎬⎩ ⎭
. 
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§6. СОБСТВЕННЫЕ ЗНАЧЕНИЯ (ЧИСЛА)  
И СОБСТВЕННЫЕ ВЕКТОРЫ МАТРИЦЫ.  
ХАРАКТЕРИСТИЧЕСКОЕ УРАВНЕНИЕ МАТРИЦЫ 
 
1. Основные понятия и определения. 
2. Свойства собственных векторов и собственных значений матрицы. 
 
6.1. Основные понятия и определения 
 
Пусть А – квадратная матрица n n× . Всякий ненулевой вектор  x  на-
зывается собственным вектором матрицы А, если существует число Rλ∈ , 
такое, что 
Ax x= λ .      (2.30) 
Число λ называется собственным значением (числом) матрицы A, со-
ответствующим собственному вектору x. Множество собственных значе-
ний (чисел) матрицы A называется ее спектром:  Sp A. 
Так как  λx = λEx,  где E – единичная матрица, тогда уравнение (2.30) 
можно записать в виде: 
0Ax Ex− λ =   или  ( ) 0A E x− λ = .   (2.31) 
Переходя к координатной форме записи уравнения (2.31) получим 
однородную систему  n  линейных уравнений с  n  неизвестными 
11 1 12 2 1
21 1 22 2 2
n1 1 2 2
( ) .. 0,
( ) ... 0,
  ...  ...  ...  ...  ...  ...  ...  ...  ...  ...  
a ... ( ) 0.
n n
n n
n nn n
a x a x a x
a x a x a x
x a x a x
− λ + + + =⎧⎪ + − λ + + =⎪⎨⎪⎪ + + + − λ =⎩
,    (2.32) 
где  x1, x2, …, xn – координаты собственного вектора x. 
Для нахождения собственного вектора необходимо найти ненулевые 
решения системы (2.32), которые существуют тогда, и только тогда, когда 
определитель этой системы равен нулю, то есть 
11 12 1
21 22 2
1 2
...
...
0
... ... ... ...
...
n
n
n n nn
a a a
a a a
A E
a a a
− λ
− λ− λ = =
− λ
.   (2.33) 
Равенство (2.33) – уравнение n-ной степени относительно  λ, которое 
называется характеристическим уравнением матрицы  A, а его корни – ха-
рактеристическими числами или собственными значениями матрицы. 
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Раскрывая определитель в левой части уравнения (2.33), получим ха-
рактеристический многочлен  P(λ)  матрицы  A,  который имеет вид: 
1 1
1 1( ) ( 1) ( 1) ... ( 1)
n n n n
n nP A A A
− − −λ = − λ + − λ + + − λ + ,  (2.34) 
где   A1 – сумма всех диагональных миноров 1-го порядка; 
A2 – сумма всех диагональных миноров 2-го порядка; 
………………………………………………………….. 
An – сумма всех диагональных миноров n-ного порядка. 
Коэффициенты  A1, A2, …, An  в равенстве (2.34) определяют, исполь-
зуя понятие степени матрицы  A – метод Леверье, а именно, используя 
рекуррентные формулы: 
0 1A = , 
1 0 1A A S= , 
2 1 1 0 22A A S A S= − , 
3 2 1 1 2 0 43A A S A S A S= − + , 
…………………………… 
1
1
( 1)
n
k
n n k k
k
nA A S+ −
=
= −∑ , 
где   S1 = SpA  – след матрицы  A, 
S2 = SpA2 – след матрицы  2A , 
……………………………….. 
Sn = SpAn – след матрицы  An. 
Характеристическое уравнение (2.33) матрицы A называют вековым 
уравнением, так как к нему приводит в небесной механике задача исследо-
вания вековых возмущений планет. Уравнения вида (2.33) очень часто 
встречаются в теории колебаний, теоретической и строительной механике, 
в аэродинамике и небесной механике, а также в алгебре матриц. 
Пример 1. Найти собственные векторы матрицы 
7 2 0
2 6 2
0 2 5
A
−⎛ ⎞⎜ ⎟= − −⎜ ⎟⎜ ⎟−⎝ ⎠
 
Решение. Характеристическое уравнение матрицы  A  имеет вид 
7 2 0
2 6 2 0
0 2 5
− λ
− − λ − =
− − λ
 
Раскрывая определитель, получим  3 218 99 162 0λ − λ + λ − =  или  
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3 218 99 162 ( 3)( 6)( 9) 0λ − λ + λ − = λ − λ − λ − = . 
Собственные числа матрицы  A:  λ1 = 3;  λ2 = 6;  λ3 = 9. 
Найдем собственный вектор, соответствующий собственному значе-
нию  λ1 = 3. Подставляя  λ1 = 3 в систему (2.41), получим 
1 2 3
1 2 3
1 2 3
(7 3) 2 0 0,
2 (6 3) 2 0,
0 2 (5 3) 0.
x x x
x x x
x x x
− − + =⎧⎪− + − − =⎨⎪ − + − =⎩
  или  
1 2
1 2 3
2 3
4 2 0,
2 3 2 0,
2 2 0.
x x
x x x
x x
− =⎧⎪− + − =⎨⎪ − + =⎩
 
Решая данную систему, получим: 
x1 = a, x2 = 2a, x3 = 2a. 
Таким образом, собственному числу (значению)  λ1 = 3 соответствует 
собственный вектор  1( ,2 ,2 ),  0,  x a a a a a R≠ ∈ . 
Аналогично находим, что собственным числам  λ2 = 6  и  λ3 = 9  бу-
дут соответствовать собственные векторы 
2 3(2 ,  ,  2 )   0,   ;     ( 2 ,  2 ,  )  0,     x a a a a a R x a a a a a R− ≠ ∈ − − ≠ ∈  
Ответ: собственные векторы матрицы A: 
1 2 3( ,  2 ,  2 ),   (2 ,  ,  2 ),   ( 2 ,  2 ,  )  ,   0x a a a x a a a x a a a a R a− − − ∈ ≠ . 
 
6.2. Свойства собственных векторов  
и собственных значений матрицы 
 
Рассмотрим основные свойства собственных векторов и собственных 
значений матрицы. 
1. Если x – собственный вектор матрицы A, соответствующий собст-
венному значению λ, то (m·x) (m ≠ 0) собственный вектор матрицы A, с 
собственным значением λ. 
2. Если A – невырожденная матрица, то все ее собственные значения 
отличны от нуля. 
3. Если x – собственный вектор невырожденной матрицы с собствен-
ным значением  λ. Тогда  x – собственный вектор матрицы  A–1 с собствен-
ным значением  1−λ . 
4. Если x – собственный вектор невырожденной матрицы  A  с собст-
венным значением  λ, тогда  x – собственный вектор матрицы  An (n > 1)  
с собственным значением  λn. 
5. Каждому собственному вектору  x  невырожденной матрицы  A 
соответствует единственное собственное значение  λ. 
6. Собственные векторы невырожденной матрицы  A, отвечающие 
попарно различным собственным значениям, линейно независимы. 
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§ 7. ОСНОВНЫЕ ЗАДАЧИ 
 
1. Основные задачи на матрицы. 
2. Основные задачи на определители матриц. 
3. Основные задачи на обратную матрицу. 
4. Основные задачи на ранг матрицы. 
5. Основные задачи на системы линейных уравнений. 
 
7.1. Основные задачи на матрицы 
 
7.1.1. Сложение матриц, умножение матрицы на число. Единичная 
матрица (см. § 1). 
7.1.2. Решение матричных уравнений  AX = B. 
Решить уравнение  AX = B. 
1. 
0 2 4
3 0 1
0 2 1
A
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
   
1 1
2 4
3 6
5 3
B
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟−⎜ ⎟−⎝ ⎠
 
2. 
0 2 0
3 0 0
0 0 1
A
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
   
2 4
3 6
5 3
B
⎛ ⎞⎜ ⎟= −⎜ ⎟⎜ ⎟−⎝ ⎠
 
3. 
1 1 1
2 0 2
A ⎛ ⎞= ⎜ ⎟⎝ ⎠    
2 0
0 4
B ⎛ ⎞= ⎜ ⎟⎝ ⎠  
4. 
1 1 1
1 2 6
1 3 4
A
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
   
1 2 3
4 5 6
B ⎛ ⎞= ⎜ ⎟⎝ ⎠  
5. Исследовать уравнение  AX = 0, где  А – данная матрица,  X – ис-
комая матрица второго порядка. 
6. Укажите верные утверждения для матричных уравнений: 
AX = B      (2.35) 
YX = B      (2.36) 
1. Если А и В имеют разное число строк, то (2.35) не разрешимо. 
2. Если А и В имеют разное число столбцов, то (2.36) неразрешимо. 
3. Если (2.35) и (2.36) разрешимы одновременно, то их решения  X   
и  Y – квадратные матрицы. 
4. Если  rang A < rang B, то (2.35) и (2.36) неразрешимы. 
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5. Если  det A ≠ 0, то (2.35) и (2.36) имеют не более, чем по одному 
решению. 
6. Если det A ≠ 0 и (2.35) не имеют решения, то число строк матрицы 
равно числу строк матрицы В. 
Решения.  
1. Для существования решения уравнения  AX = B необходимо, что 
бы матрицы  А и  В имели одинаковое число строк. Поэтому исходное 
уравнение решений не имеет. 
2. Если в равенстве  AC = B над строками матриц  А и В провести одни 
и те же элементарные преобразования, то это равенство не нарушится. Сле-
довательно, после одинаковых элементарных преобразований систем строк 
матриц  А  и  В,  уравнение  AX = B переходит в равносильное. Тогда поме-
няем местами 1-ю и 2-ю строки, и после этого разделим 1-ю, 2-ю и 3-ю 
строки соответственно на 3; 2; (–1), и получим равносильное уравнение 
1 0 0 1 2
0 1 0 1 2
0 0 1 5 3
x
−⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟=⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
,  то есть  
1 2
1 2
5 3
X
−⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟−⎝ ⎠
. 
3. В этом случае матрица X имеет вид 
11 12
21 22
31 32
x x
X x x
x x
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 
Тогда находим произведение матриц  AX, и приравнивая полученную 
матрицу к матрице  В,  имеем систему линейных уравнений относительно 
элементов матрицы  X,  решая которую получим 
2
2 2
a b
X
a b
− −⎛ ⎞⎜ ⎟= −⎜ ⎟⎜ ⎟⎝ ⎠
, 
где  a  и  b  – любые числа. 
4. Для решения данного уравнения будем проводить элементарные 
преобразования столбцов одновременно для матриц А и В до тех пор, по-
куда матрица А не будет приведена к единичной. Если А не приводима к 
единичной, то есть она вырождена или не квадратная, то данный способ 
решения не применим. Тогда 
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1 1 1
1 2 6
1 3 4
1 2 3
4 5 6
~
1 0 0
0 1 0
1 2 7
0 1 3
3 1 3
− −
−
−
~
1 0 0
0 1 0
0 0 1
3 1 3
24 1 3
. 
Тогда искомое уравнение равносильно следующему 
1 0 0
3 1 310 1 0
24 1 37
0 0` 1
X
⎛ ⎞ ⎛ ⎞⎜ ⎟ = ⎜ ⎟⎜ ⎟ ⎝ ⎠⎜ ⎟⎝ ⎠
, 
а это искомое решение данного уравнения. 
Замечание 1. Если матрица  А  вырожденная или не является квад-
ратной, то рассмотренный метод не применим и поэтому, используя свой-
ство транспонирования матриц  ( )T T TA B A B⋅ = ⋅ , получим, что уравнение 
XA = B  переходит в уравнение  T T TA X B⋅ = ,  которое решаем изложен-
ными выше способами. 
Замечание 2. При решении уравнений вида  A X B C⋅ ⋅ =  поступают 
следующим образом: пусть  X B Y⋅ =  – новая переменная, тогда искомое 
уравнение имеет вид  AY = C, которое можно решать изложенными выше 
методами. 
5. Если  0A ≠ , то  x = 0; если 0A = , а 0A ≠ , то x yx
kx ky
⎛ ⎞= ⎜ ⎟− −⎝ ⎠  при 
любых x, y; если оба элемента 2-го столбца  А  равны нулю, но хотя бы 
один элемент 1-го столбца отличен от нуля, то  
0 0
X
x y
⎛ ⎞= ⎜ ⎟⎝ ⎠ , где x и y лю-
бые; если  А = 0,  то  Х – любая матрица. 
6. Вычислить 1A B A− + , где матрица А – невырожденная. 
Решение.  
1 способ.  Пусть  1A B Y− = , тогда  AY = B и решаем как уравнение 
относительно  Y, а затем находим  1A B A− + . 
2 способ.  Для нахождения  1A−  решаем уравнение  AX = E, а затем 
умножаем на  В и прибавляем  А. 
Ответ: 1, 2, 3, 4, 5, 6. 
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7.2. Основные задачи на определители матрицы 
 
7.2.1. Задачи на вычисление определителей матриц. (см. § 2). 
7.2.2. Доказательство равенств, не раскрывая определитель. 
Доказать справедливость равенства: 
1. 
1
1 ( )( )( )
1
a bc
b ca b a c b c a
c ab
= − − − ;       4. 
3 2
3 2
3 2
1 1
1 ( ) 1
1 1
a a a a
b b a b c b b
c c c c
= + + ⋅ ; 
2. 
2
2
2
1
1 ( )( )( )
1
a a
b b b a c a c b
c c
= − − − ;       5. 
1 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2
3 3 3 3 3 3 3 3
a b a x b y c a b c
a b a x b y c a b c
a b a x b y c a b c
+ +
+ + =
+ +
. 
3. 
2 2
2 2
2 2
sin cos cos2
sin cos cos2 0
sin cos cos2
α α α
β β β =
γ γ γ
; 
7.2.3. Тождественные преобразования и определители. 
1. Найти члены определителя, содержащие  4x   и  3x . 
5 1 2 3
1 2
1 2 3
1 2 2
x
x x
x
x x
 
Ответ:  4 310 5x x− . 
2. Как изменится определитель порядка  n, если у всех его элементов 
изменить знак на противоположный? 
Ответ: Умножить на  ( 1)n− . 
3. Чему равен определитель, у которого сумма строк с нечетными 
номерами равна сумме строк с четными номерами. 
Ответ: 0. 
 
7.3. Основные задачи на обратную матрицу 
 
7.3.1. Нахождение обратной матрицы (см. § 3 и § 6). 
Найти обратные матрицы для следующих матриц 
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1.  
a b
A
c d
⎛ ⎞= ⎜ ⎟⎝ ⎠ .  Ответ:  
1 1 d bA
c aA
− −⎛ ⎞= ⋅ ⎜ ⎟−⎝ ⎠  
2.  
cos sin
sin cos
A
α − α⎛ ⎞= ⎜ ⎟α α⎝ ⎠ .  Ответ:  
1 cos sin
sin cos
A−
α α⎛ ⎞= ⎜ ⎟− α α⎝ ⎠  
7.3.2. Решение матричных уравнений. 
Решить уравнения 
1.  
2 3 2 3
4 6 4 6
x
−⎛ ⎞ ⎛ ⎞⋅ =⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠ . 
Общий вид решения данного уравнения:  
1 2
1 2
2 3 3
2 2
c c
x
c c
+ +⎛ ⎞⎜ ⎟= ⎜ ⎟⎝ ⎠
,  где  1c   и  2c  – любые числа. 
2.  
4 6 1 1
6 9 1 1
x⎛ ⎞ ⎛ ⎞⋅ =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   – решения не существует. 
7.3.3. Тождественные преобразования и обратная матрица. 
1. Как измениться обратная матрица  А–1,  если в данной матрице  А: 
1.1. Переставить  i-тую и  j-тую строки (столбцы); 
1.2.  i-тую строку (столбец) умножить на число  0c ≠ ; 
1.3.  i-тую строку (столбец) умножить на число c и прибавить к j-той 
строке (столбцу). 
Решения: 
1.1. В матрице  1A−   поменяются местами  i-тый  и  j-тый столбцы. 
1.2. В матрице  1A−   i-тый столбец умножиться на  1
c
. 
1.3. В матрице  1A−   из  j-того столбца вычитаем  i-тый столбец, ум-
ноженный на  с. При преобразовании столбцов матрицы  А, аналогично 
рассмотренному выше, меняются строки матрицы  1A− . 
2.Доказать, что нахождение обратной матрицы к данной матрице по-
рядка  n,  сводиться к решению  n  систем линейных уравнений, каждая из 
которых содержит  n  уравнений с  n  неизвестными и имеет матрицей ко-
эффициентов при неизвестных матрицу  А. 
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3.Задачи, связанные с решением уравнений и систем уравнений. 
3.1. Доказать, что матричное уравнение  AX = В  разрешимо тогда и 
только тогда, когда ранг матрицы  А  равен рангу матрицы  (А, В), полу-
ченной из матрицы  А  переписыванием к ней справа матрицы  В. 
3.2. Пусть дана система трех уравнений с тремя неизвестными. Уста-
новить правильность соответствия рангов основной (rang A) и расширен-
ной (rang B) матриц данной системы с геометрической интерпретацией 
этой системы с помощью плоскостей: 
1. Если rang A = rang B = 2, то 3 плоскости пересекаются по 1-й прямой. 
2. Если  rang A = 2, а rang B = 3,  то три плоскости пересекаются по 
трем прямым. 
3. Если  rang A = 2, а rang B = 3,  то две параллельные плоскости пе-
ресекают третью плоскость по двум прямым. 
4. Если  rang A = 1, а rang B = 3,  то система уравнений определяет 
три параллельные плоскости. 
5. Если  rang A = 1, а rang B = 2,  то система уравнений определяет 
две совпадающие плоскости, параллельные третьей плоскости. 
6. Если  rang A = rang B = 1,  то система уравнений определяет три 
параллельные плоскости. 
7. Если  rang A = rang B = 1,  то система уравнений определяет три 
совпадающие плоскости. 
8. Если  rang A = 2, а rang B = 1,  то система уравнений определяет 
прямую в пространстве, полученную пересечением двух совпадающих 
плоскостей третьей плоскостью. 
9. Если  rang A = rang B = 2,  то система уравнений определяет пря-
мую в пространстве, полученную пересечением двух совпадающих плос-
костей третьей плоскостью. 
10. Если  rang A = rang B = 2,  то система уравнений определяет три 
прямые, по которым пересекаются плоскости. 
Указание. Решение задачи основано на теореме Кронекера-Капелли 
(постройте соответствующие схемы расположения плоскостей). 
Ответ: 1; 2; 3; 5; 7; 9. 
 
7.4. Основные задачи на ранг матрицы 
 
7.4.1. Задачи на нахождение ранга матрицы. 
1. Вычислить ранг матрицы по определению ранга матрицы 
3 2 1 2
2 0 1 1
0 4 5 1
A
⎛ ⎞⎜ ⎟= −⎜ ⎟⎜ ⎟⎝ ⎠
 
 74
Решение: Для матрицы А можно составить  1 14 3 12C C⋅ =  миноров 1-го 
порядка – это сами элементы матрицы  А,  а так как среди миноров 1-го 
порядка есть хотя бы один отличный от нуля, то  rang A  уже не меньше  1. 
Миноров 2-го порядка для матрицы А можно составить  2 24 3 18C C⋅ = : 
3 2
1 0
,  
3 1
1 1− ,  
3 2
1 1
,  
2 1
0 1− ,  
2 2
0 1
,  
1 2
1 2− ,  
3 2
0 4
,  
3 1
0 5
,  
3 2
0 1
,   
2 1
4 5
,  
2 2
4 1
, 
1 2
5 1
,  
2 0
0 4
,  
2 1
0 5
−
,  
2 1
0 1
,  
0 1
4 5
−
,  
0 1
4 1
,  
1 1
5 1
−
. 
Среди миноров второго порядка есть хотя бы один отличный от ну-
ля, значит  rang A  не меньше  2. 
Миноров 3-го порядка для матрицы  А  можно составить  3 34 3 4C С⋅ = : 
3 2 1
2 0 1
0 4 5
− , 
3 2 2
2 0 1
0 4 1
, 
3 1 2
2 1 1
0 5 1
− ,
2 1 2
0 1 1
4 5 1
− . 
Так как все миноры третьего порядка равны нулю, а миноры второго 
порядка (например, первый выписанный выше) отличен от нуля, то это 
значит, что ранг матрицы А равен 2. 
2. Вычислить ранг матрицы с помощью элементарных преобразований. 
3 2 1 2
2 0 1 1
0 4 5 1
A
⎛ ⎞⎜ ⎟= −⎜ ⎟⎜ ⎟⎝ ⎠
 
Решение: Вычитая из 3-й строки удвоенную 1-ю, сокращая 2-й стол-
бец на 2 и вычитая после этого из 1-го столбца утроенный 2-й, из 3-го – 2-й 
и из 4-го – удвоенный 2-й, последовательно, будем иметь: 
3 2 1 2 3 1 1 2 0 1 0 0 0 1 0 0 0 1 0 0
~ 2 0 1 1 ~ 2 0 1 1 ~ 2 0 1 1 ~ 2 0 1 1 ~ 1 0 0 0
6 0 3 3 6 0 3 3 6 0 3 3 0 0 0 0 0 0 0 0
A
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟− − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟− − − − − −⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 
Откуда имеем, что  rang A = 2. 
3. Дана квадратная матрица пятого порядка, ранг которой равен 2. 
Выбрать верные утверждения. 
1. Все строки матрицы пропорциональны. 
2. Все столбцы матрицы пропорциональны. 
3. Существуют хотя бы три линейно независимых столбца. 
4. Существуют хотя бы три линейно независимых строки. 
5. Существуют хотя бы две непропорциональные строки. 
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6. Хотя бы одна строка линейно выражается через остальные. 
7. Существуют три столбца матрицы, через которые линейно выра-
жаются два оставшихся столбца. 
8. Существуют две строки матрицы, через которые единственным 
образом выражаются остальные строки. 
Ответ: 4; 6; 7. 
4. Для матрицы  А 
1 1 1
2 2 2
3 3 3
4 4 4 4
a
a
A
a
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
,  где  а – параметр. 
Укажите верные утверждения: 
1. rang A = 2,  при  а = 0;   4.  rang A = 3,  при  а = 3; 
2. rang A  не зависит от параметра;   5.  rang A = 2,  при  а = 1. 
3. rang A = 4,  при  0a ≠ ; 
7.4.2. Задачи, связанные с минором, алгебраическими дополнениями. 
1. Сколько миноров n-ного порядка содержит определитель порядка n. 
Ответ: 2( )KnC . 
2. Доказать, что сумма алгебраических дополнений всех элементов 
определителя не измениться, если ко всем элементам прибавить одно и то 
же число. 
3. Доказать, что умножение матрицы  А, слева или справа на вырож-
денную матрицу, не меняет ее ранга. 
4. Доказать, что ранг произведения двух матриц не больше ранга ка-
ждого сомножителя. 
5. Пусть  А – квадратная матрица порядка  n, такая, что  2A E= . До-
казать, что  rang (E + A) + rang (E – A) = n. 
 
7.5. Основные задачи на системы линейных уравнений 
 
7.5.1. Решение систем линейных уравнений (см. § 5). 
7.5.2. В зависимости от параметра «а» установить множество реше-
ний системы уравнений 
1 2 3
1 2 3
1 2 3
2 2
1
( 2) 4 ( 3) 2
x ax x
ax x x
a x x a x a
+ + =⎧⎪ − + =⎨⎪ − + + − = −⎩
 
 76
Ответ: При а = –1 система противоречива; при а = 1, а = 4 система 
имеет бесконечное множество решений (одна свободная переменная); при 
а ≠ –1, а ≠ 1, а ≠ 4 система имеет единственное решение. 
7.5.3. Решить системы уравнений: 
1) 
1 2 3
1 2 3
1 2 3
1 2 3
2 2 2
0
3 5 2
3 4 3 0
x x x
x x x
x x x
x x x
+ + =⎧⎪ − + =⎪⎨ + + = −⎪⎪ + + =⎩
;    2) 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 0
2 4
5 5 4 4
8 7 7 8
x x x x
x x x x
x x x x
x x x x
+ + − =⎧⎪ − + + =⎪⎨ + + − = −⎪⎪ + + − = −⎩
;  
3) 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 0
2 4
5 5 4 4
8 7 7 6
x x x x
x x x x
x x x x
x x x x
+ + − =⎧⎪ − + + =⎪⎨ + + − = −⎪⎪ + + − =⎩
. 
Решение.  
1)  В этом случае имеем  rang A = rang B = 3 = n – числу неизвест-
ных, значит данная система имеет единственное решение. Из первых трех 
уравнений системы, например, по формулам Крамера, получим 
1 2 31; 0; 1.x x x= − = =  
2)  Для данной системы уравнений имеем rang A = rang B = 2 < n = 4 
– число неизвестных системы, что значит система совместная и имеет бес-
конечное множество решений. Так, например, определитель  
1 2
3 0
1 1
= − ≠− , 
поэтому из первых двух уравнений системы  1 2 3 4
1 2 3 4
2 3
4 2
x x x x
x x x x
+ = − +⎧⎨ − = − −⎩
 полу-
чим  1 3 4
8 5
3 3
x x x= − − ;   2 3 44 23 3x x x= − − + . 
Тогда решения системы имеют вид 
1 2 1 2 1 2
8 5 4 2, , ,
3 3 3 3
C C C C C C⎧ ⎫− − − − +⎨ ⎬⎩ ⎭ , 
где  С1  и  С2  любые числа. 
3) В данном случае для системы уравнений имеем rang A = 2; rang B = 3, 
а это значит, что система уравнений несовместна. 
7.5.4. Фундаментальный набор решений системы пяти линейных од-
нородных уравнений с четырьмя неизвестными содержит три решения. 
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Укажите верные утверждения. 
1. Строки матрицы этой системы линейно зависимы. 
2. Ранг матрицы этой системы равен 1. 
3. Ранг системы векторов-столбцов матрицы этой системы равен 2. 
4. Всякая система из четырех решений линейно зависима. 
5. Всякая система из трех решений линейно зависима. 
Ответ: 1; 2; 4. 
7.5.5. Общее решение системы линейных однородных уравнений со-
держит три основных (главных) и два свободных неизвестных. 
Укажите верные утверждения. 
1. Фундаментальный набор содержит три решения. 
2. Фундаментальный набор содержит два решения. 
3. Любая система из трех решений линейно независима. 
4. Любая система из двух решений линейно независима. 
5. Существуют хотя бы два линейно независимых решения. 
Ответ: 2; 5. 
7.5.6. Система линейных уравнений 11 12 1
21 22 2
a x a y b
a x a y b
+ =⎧⎨ + =⎩
 на плоскости 
определяет две прямые. С данной системой связаны три определителя 
11 12
21 22
a a
a a
∆ = ,  1 121
2 22
b a
b a
∆ = ,  11 12
21 2
a b
a b
∆ = . 
Укажите верные утверждения. 
1. Если 0∆ ≠ , то две прямые пересекаются в одной точке 1 2,∆ ∆⎛ ⎞⎜ ⎟∆ ∆⎝ ⎠ . 
2. Если 0∆ = , то прямые параллельны или совпадают. 
3. Из того, что 1 0∆ = ∆ =  следует, что 2 0∆ = . 
4. Если 1 2 0∆ = ∆ = , то прямые совпадают. 
5. Если 10, 0∆ = ∆ ≠ , то прямые параллельны, но не совпадают. 
6. Если 20,  0∆ = ∆ ≠ , то прямые параллельны, но не совпадают. 
7. Если 1 2 0∆ = ∆ = , то 0∆ = . 
8. Из того, что 1 20,   0∆ ≠ ∆ =  следует, что 0∆ = . 
9. Если система несовместна, то прямые параллельны. 
10. Если система совместна и неопределенна, то прямые совпадают. 
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МОДУЛЬ 3. 
ЭЛЕМЕНТЫ ВЕКТОРНОЙ АЛГЕБРЫ 
 
§ 1. Векторы. 
§ 2. Линейные пространства. 
 
§1. ВЕКТОРЫ 
 
1. Основные понятия и определения. 
2. Линейные операции над векторами. 
3. Проекция вектора на ось. 
4. Линейная зависимость векторов. Базис. Координаты вектора. 
5. Системы координат. 
6. Преобразования систем координат. 
7. Скалярное произведение векторов. 
8. Основные задачи на скалярное произведение векторов. 
9. Векторное произведение векторов. 
10. Основные задачи на векторное произведение векторов. 
11. Смешанное произведение векторов. 
 
1.1. Основные понятия и определения 
 
При исследовании различных процессов и явлений реального мира, 
приходится иметь дело с величинами двух различных типов: скалярными и 
векторными. 
Скалярной величиной называется величина, которая характеризуется 
одним единственным числом, выражающим отношение этой величины к 
соответствующей единице измерения. Скалярные величины – длина, пло-
щадь, объем, плотность, масса тела, сопротивление проводника, электроем-
кость. Векторной величиной называется величина, которая характеризуется 
числом и направлением. Векторные величины –сила, скорость, ускорение, 
момент силы, угловая скорость и угловое ускорение, напряженность элек-
трического поля, электрическое смещение, магнитная индукция, импульс. 
Отрезок прямой задается двумя равноправными точками – его кон-
цами. Отрезок, у которого ограничивающие его точки берутся в опреде-
ленном порядке: первая точка – начало, а вторая – конец, называется на-
правленным отрезком. 
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Определение. Вектором называется направленный отрезок. 
Если начало вектора находится в точке А, а конец в точке В, то он 
обозначается (буква А – начало вектора – всегда пишется первой). Векторы 
можно обозначать и одной буквой,  ,  ,  a b c
r r r
. 
Любой вектор  AB
uuur
  или характеризуется следующими элементами: 
1) начальной точкой (точка приложения), 
2) направлением, 
3) длиной. 
Определение. Длиной (модулем) вектора  AB
uuur
  называется длина от-
резка АВ или расстояние между точками А и В. Длина вектора обозначает-
ся так:  AB
uuur
   или  a
uur
. 
Определение. Вектор BA
uuur
 называется противоположным вектору 
AB
uuur
.  Вектор, противоположный вектору  a
r
  есть вектор  ( )a−r . 
Определение. Нулевым вектором называется вектор, начало и конец 
которого совпадают. Нуль-вектор обозначается символом 0
r
. Длина (мо-
дуль) нуль-вектора равна 0, то есть 0 0=ur . Понятие направления для нуле-
вого вектора не имеет смысла, то есть нулевой вектор определенного на-
правления не имеет. 
Определение. Вектор, длина которого равна единице, называется 
единичным и обозначается символом  e
r
. 
Определение. Единичный вектор, направление которого совпадает с 
вектором  n
r
, называется ортом вектора  n
r
, обозначается символом  0n
uur
, 
причем  0 nn
n
=
ruur
r . 
Определение. Два вектора называются коллинеарными, если они ле-
жат на одной прямой, либо на параллельных прямых. 
Нулевой вектор считается коллинеарным любому вектору. 
Определение. Два коллинеарных вектора называются одинаково (про-
тивоположно) направленными, если их концы лежат на одну сторону (по 
разные стороны) от прямой, соединяющих их начало, или от общего начала. 
Определение. Два вектора называются равными, если они коллине-
арны, имеют одинаковую длину и одинаковое направление. Все нулевые 
векторы считаются равными. 
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Из определения равенства векторов вытекает следующее утвержде-
ние: для любого вектора  
r
a   и для любой точки М существует единствен-
ный вектор  MN
uuuur
  (с началом в точке  М), равный  a
r
. 
Действительно, так как существует единственная прямая (l), проходя-
щая через точку М и параллельная той прямой, на которой лежит вектор a
r
, 
то на прямой (l) существует единственная точка N, такая, что отрезок MN 
имеет длину, равную длине вектора a
r
, и одинаково направлен с вектором  a
r
. 
Из рассмотренного утверждения следует, что точку приложения (на-
чало) данного вектора a
r
 можно выбирать произвольно (неразличимы два 
равных вектора, имеющие разные точки приложения и полученные парал-
лельным переносом один из другого). Поэтому эти векторы в геометрии 
называют свободными. 
Определение. Свободными векторами называются векторы началь-
ная точка (точка приложения)которых может выбраться свободно. 
Определение. Скользящими векторами называются такие векторы, 
которые равны и лежат на одной прямой. 
Другими словами, векторы называются скользящими, если начало 
этих векторов при параллельном переносе можно перенести только по на-
правлению данного вектора. 
В качестве примера скользящего вектора может служить сила, прило-
женная к абсолютно твердому телу (так как две силы равные и расположен-
ные на одной прямой оказывают одинаковое механическое воздействие). 
Определение. Связными векторами называются такие векторы, ко-
торые равны и имеют общее начало, то есть действие их зависит от точки 
приложения. 
Примером связного вектора может служить сила, приложенная к не-
которой точке упругого тела. 
В основу векторного исчисления, занимающегося изучением опера-
ций над векторами, положено понятие свободного вектора, так как задание 
скользящего или связного вектора может быть заменено заданием двух 
свободных векторов. 
Определение. Три вектора, лежащие в одной плоскости или в парал-
лельных плоскостях называются компланарными. 
Считаем, что нулевой вектор и любые два других вектора компланарны. 
Замечание. Понятие вектора (от латинского vektor – несущий) воз-
никло как некоторая математическая абстракция объектов реального мира, 
характеризующихся величиной и направлением. Общее понятие вектора 
как элемента векторного пространства определяется аксиоматически. 
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А
                        b
r
 
                              В 
 a
r
 
                     c a b= +r r r
    О 
Рис. 3.1. Правило тре-
угольника сложения 
двух векторов 
1.2. Линейные операции над векторами 
 
Линейными операциями называют операции сложения векторов и опе-
рацию умножения векторов на вещественное число. 
Определение. Суммой двух векторов a
r
 и b
r
 
называется третий вектор c a b= +r r r , определяемый 
следующим отрезком (рис. 3.1): 
1) из произвольной точки О откладывается 
вектор OA a=uuur r ; 
2) из конца А, вектора OA a=uuur r , откладывается 
вектор AB b=uuur r ; 
3) начало первого вектора OA
uuur
 соединяется  
с концом второго вектора  AB
uuur
; 
4) полученный вектор OB
uuur
 есть вектор c a b= +r r r  – сумма векторов 
a
r
 и b
r
. 
Правило сложения векторов обладает следующими свойствами. 
Теорема 1. Для любых векторов ,  ,  
r r r
a b c  справедливы соотношения: 
1. Сложение векторов коммутативно, то есть  + = +r r r ra b b a . 
2. Сложение векторов ассоциативно, то есть 
( ) ( )+ + = + +r r r r r ra b c a b c . 
3. Существует нулевой вектор 0
r
 такой, что 0+ =r r ra a  верно для 
любого вектора. 
4. Для каждого вектора 
r
a  существует противоположный вектор  
( )−ra   такой, что  ( ) 0+ − =r r ra a . 
Доказательство.  
1. Пусть два произвольных вектора a
r
 и b
r
 приведены к общему  
началу О (рис. 3.2). Пусть OB b=uuur r  и OA a=uuur r , тогда OB AC a= =uuur uuur r  и 
OA BC b= =uuur uuur r . 
Из треугольника ∆ОВС и определения суммы двух векторов имеем 
OC b a= +uuur r r , а из треугольника ∆ОАС – OC a b= +uuur r r . Откуда следует справед-
ливость свойства 1. 
2. Пусть ,  ,  a b c
r r r
 три произвольных вектора (рис. 3.3), а О – произ-
вольная точка. Приведем вектор a
r
 к точке О, OA a=uuur r ; вектор br  к точке А, 
AB b=uuur r ; вектор cr  к точке С, BC c=uuur r . 
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Тогда ( ) ( )a b c OA AB BC OA AC OC+ + = + + = + =r r r uuur uuur uuur uuur uuur uuur , то есть имеет ме-
сто свойство 2. 
3. Данное свойство следует из определения суммы двух векторов. 
4. Данное свойство следует из определения противоположного век-
тора данному и определения суммы двух векторов. 
Замечание 1. При доказательстве свойства 1 получено правило сло-
жения векторов, называемое «правилом параллелограмма» суть которого 
состоит в следующем: сумма двух векторов OA a=uuur r  и OB b=uuur r , приведен-
ных к общему началу О, есть вектор-диагональ OC a b= +uuur r r  параллелограм-
ма ОАСВ, построенного на данных векторах a
r
 и b
r
. 
Замечание 2. Сумма трех неком-
планарных векторов ,OA a=uuur r   OB b=uuur r  и 
OC c=uuur r , приведенных к общему началу, 
есть вектор-диагональ OM
uuuur
 параллеле-
пипеда, построенного на данных векто-
рах (рис. 3.4), так как  
OM OA AN NM a b c= + + = + +uuuur uuur uuur uuuur r r r . 
 
Замечание 3. Установленные свойства (1 – 4) дают возможность 
распространить правило сложения на сумму любого конечного числа век-
торов: суммой векторов 1 2,  ,  ... na a a
uur uur uur
 называется вектор S
ur
, который 
замыкает ломаную линию, построенную из данных векторов так, что 
начало каждого из последующих векторов суммы совмещается с концом 
предыдущего. Замыкающий вектор S
ur
 направлен из начала первого 
вектора 1a
uur
 суммы к концу последнего вектора na
uur
. 
                     b
r
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a
r
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Рис. 3.4 
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Сформулированное правило сложения векторов называют «правилом 
многоугольника» или «правилом ломаной». 
Определение. Произведением вектора a
r
 на число m называется век-
тор b
r
, коллинеарный вектору a
r
, длина которого равна m a⋅ uur , и имеющий 
направление, совпадающее с направлением вектора a
r
, если m > 0 и проти-
воположное направлению вектора a
r
 в случае m < 0. 
Замечание 4. В случае, когда m = 0 или  0a =r , тогда 0m a⋅ =r r . 
Операция умножения вектора на число обладает следующими свой-
ствами. 
Теорема 2. Для любых векторов a
r
 и b
r
 и любых чисел m и n спра-
ведливы соотношения: 
1. ( )m a b ma mb+ = +r r r r  – распределительное свойство числового 
множителя относительно суммы векторов. 
2. ( )m n a ma na+ = +r r r  – распределительное свойство векторного 
множителя относительно суммы чисел. 
3. ( ) ( )m na m n a= ⋅r r  – сочетательное свойство числовых множи-
телей. 
Замечание 1. Из установленных свойств следует, что векторную 
сумму можно преобразовать по тем же правилам, что и алгебраическую, то 
есть общий скалярный множитель можно выносить за скобки, раскрывать 
скобки, приводить подобные члены, переносить члены из одной части ра-
венства в другую с обратным знаком, группировать. 
Определение. Разностью двух векторов a
r
 и b
r
 называется такой 
вектор c
r
, который нужно сложить с вектором b
r
, чтобы получить вектор a
r
, 
то есть a b c− =r r r , если  b c a+ =r r r . 
Разность ( a b−r r ) строится следующим образом (рис. 3.5): векторы 
OA a=uuur r  и OB b=uuur r  приводим к общему началу 
О, тогда разность есть отрезок, соединяющий 
их концы и направленный из конца вектора 
b
r
 в конец вектора a
r
, то есть является диаго-
налью параллелограмма  BA
uuur
. 
Разность двух векторов a
r
 и b
r
 можно 
определить следующим образом: разностью 
В
О А
ar  
c a b= − rr r  br
–b
r
ar  
Рис. 3.5 
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векторов a
r
 и b
r
 называется сумма векторов a
r
 и ( b−r ), то есть 
( )a b a b− = + −r r r r . 
Следовательно, вычитание (разность) векторов есть операция, обрат-
ная сложению. Поэтому свойства вычитания векторов следуют из свойств 
сложения векторов. 
Замечание 2. Для любых двух векторов a
r
 и b
r
 справедливо неравен-
ство (неравенство треугольника) a b a b+ ≤ +uurr r r , которое обращается в ра-
венство тогда и только тогда, когда векторы a
r
 и b
r
 одинаково направлены. 
Замечание 3. Для любых n векторов 1 2,  ,  ...,  na a a
uur uur uur
 справедливо нера-
венство 1 2 1 2... ...n na a a a a a+ + + ≤ + + +
uuuruur uuuruur uur uur
, которое обращается в равенство 
тогда и только тогда, когда направления векторов 1 2,  ,  ...,  na a a
uur uur uur
 совпадают. 
Замечание 4. Для любых двух векторов a
r
 и b
r
 справедливо неравен-
ство a b b a a b− = − ≤ +uur urr r r r , которое обращается в равенство тогда и только 
тогда, когда векторы a
r
 и b
r
 направлены в противоположные стороны. 
 
1.3. Проекция вектора на ось 
 
Определение. Осью называется прямая, на которой указано положи-
тельное направление. Ось Оx определяется единичным вектором e
r
 (рис. 3.6). 
Определение. Проекцией точки М на ось Оx называется основание 
М1 перпендикуляра, опущенного из точки М на данную ось. 
Определение. Проекцией вектора AB
uuur
 на ось Оx называется алгеб-
раическая величина отрезка 1 1A B , где 1A  и 1B  проекции точек А и В на ось 
Оx (рис. 3.7), то есть длина отрезка 1 1A B  берется со знаком «+», если на-
правление отрезка 1 1A B  совпадает с направлением Оx, и со знаком «–», ес-
ли эти направления противоположны. 
Проекцию AB
uuur
 на ось Оx обозначают 1 1 OxA B пр AB=
uuur
. 
 
 
 
 
 
                                    B 
     A 
 
 
 
     1A                        1B              x 
 
Рис. 3.7
 
                       M 
                                e
r
           x 
                              О      
                   М1    
 
 
Рис. 3.6 
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Определение. За угол между вектором AB
uuur
 и осью Оx принимается 
угол α (0 )≤ α ≤ π , на который нужно повернуть кратчайшим образом ось 
Оx около точки 1A  до совмещения ее с вектором 1 1A C
uuuur
. 
Теорема 3. Проекция вектора на ось равна длине вектора, умно-
женной на косинус угла между вектором и осью. 
Доказательство:  
1. Пусть α – острый угол (рис. 3.8), из 1 1A CB∆  имеем  
1 1 cosOxпр AB A B AB= = ⋅ α
uuuuruuur
. 
2. Пусть α – тупой угол (рис. 3.9), из 1 1A CB∆  имеем 
1 1 cos( ) cosOxпр AB A B AB AB= − = − π −α = α
uuur uuur
. 
 
B    B 
        A                                                                                                     A 
                                   C                                              C 
α                                                                            α 
       1A                    1B          x                                     1B                    1A            x 
Рис. 3.8       Рис. 3.9 
3. Если вектор  AB
uuur
 – единичный вектор, тогда  
cos cosOxпр AB AB= α = α
uuur uuur
. 
Теорема 4. При умножении вектора AB
uuur
 на число m его проекция 
на ось умножается на то же число. 
Доказательство. Если вектор AB
uuur
 составляет с осью Оx угол α и m > 0, 
тогда вектор m AB⋅ uuur  составляет с осью Оx так же угол α, а вектор ( )m AB− ⋅
uuur
 
составляет с осью Оx угол ( )π −α . Тогда, используя по теореме 1, имеем: 
1. ( ) cos cosOx Oxпр mAB mAB m AB m пр AB= α = α = ⋅
uuuuruuur uuur uuur
. 
2.  ( ) cos( ) cos( )
cos .
− = − π −α = π −α =
= − α = − ⋅
uuuuruuur uuur
uuuur uuur
Ox
Ox
пр mAB mAB m AB
m AB m пр AB
 
Для случая, когда m < 0 доказательство проводится аналогично. 
Теорема 5. Проекция суммы двух векторов на ось равна сумме про-
екций данных векторов на ту же ось. 
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Замечание 1. Методом математической индукции теорема 4 доказы-
вается для случая любого числа слагаемых (векторов). 
Замечание 2. Основные линейные свойства проекции вектора на ось 
(теоремы 4 и 5) заключаются в том, что линейные операции над векторами 
приводят к соответствующим линейным операциям над проекциями этих 
векторов на произвольную ось. 
 
1.4. Линейная зависимость векторов.  
Базис. Координаты вектора 
 
Определение. Линейной комбинацией n векторов 1 2,  ,  ...,  
uur uur uur
na a a  на-
зывается выражение вида 
1 1 2 2 ... n na a aλ + λ + + λ
uur uur uur
,      (3.1) 
где   1 2, ,..., nλ λ λ  – любые действительные числа. 
Определение. Векторы 1 2,  ,  ...,  
uur uur uur
na a a  называются линейно зависи-
мыми, если существуют действительные числа 1 2, ,...,λ λ λn , из которых хо-
тя бы одно отлично от нуля, что линейная комбинация векторов (3.1) об-
ращается в нуль, то есть имеет место равенство 
1 1 2 2 3 3 ... 0n na a a aλ + λ + λ + + λ =
uur uur uur uur r
,      (3.2) 
где хотя бы одно из чисел  0; 1,i i nλ ≠ = . 
Другими словами, векторы 1 2,  ,  ...,  
uur uur uur
na a a  линейно зависимы, если хо-
тя бы один из векторов данной системы можно выразить через остальные. 
Определение. Векторы 1 2,  ,  ...,  
uur uur uur
na a a  называются линейно независи-
мыми, если равенство (3.2) возможно лишь в случае, когда все 0;  1,λ = =i i n . 
Другими словами, векторы 1 2,  ,  ...,  
uur uur uur
na a a  линейно независимы, если 
никакой вектор ka  нельзя выразить через остальные. 
Теорема 6.  Если среди векторов 1 2,  ,  ...,  na a a
uur uur uur
 хотя бы один явля-
ется нулевым, то эти векторы являются линейно зависимыми. 
Следствие: Один вектор a
r
 образует систему векторов линейно неза-
висимую, если 0a ≠r r , и линейно зависимую, если 0a =r r . 
Теорема 7. Если среди n векторов 1 2 na a a,  ,  ...,  
uur uur uur
 какие-либо (n – 1) 
векторов линейно зависимы, тогда и все n векторов линейно зависимы. 
 87
Замечание 1. Теорема 7 справедлива, если среди n векторов 
1 2,  ,  ...,  
uur uur uur
na a a  зависимыми являются (n – k) векторов, (где  k < n – 1). 
Замечание 2. Если система векторов 1 2 3, , ,..., na a a a
uur uur uur uur
 линейно незави-
сима, то любая часть этой системы 1 2, ,...,   ( )ka a a k n<
uur uur uur
 тоже линейно неза-
висима. 
Отметим, что из рассмотренного выше следует, что если система 
векторов 1 2, ,...,
uur uur uuur
ka a a  линейно зависима, то любая пополненная система 
векторов 11 2, ,..., , ,...,+
uur uur uuur r uur
ss na a a a a  тоже линейно зависима. 
Теорема 8. Два ненулевых вектора на прямой ( )R , на плоскости 
2( )R , пространстве 3( )R  линейно-зависимы тогда и только тогда, ко-
гда они коллинеарны. 
Доказательство (необходимость): Пусть векторы a
r
 и b
r
 линейно за-
висимы. Докажем, что a
r
 и b
r
 коллинеарны. 
Так как векторы a
r
 и b
r
 линейно зависимы, тогда существуют числа 
1λ  и 2λ , одновременно не равные нулю, что справедливо равенство 
1 2 0.λ + λ =
r r r
a b           (3.3) 
Для определенности, пусть 1 0λ ≠ , тогда из (3.3) имеем 2
1
a b
⎛ ⎞λ= −⎜ ⎟λ⎝ ⎠
r r
, 
то есть вектор a
r
 равен произведению вектора a
r
 на число 2
1
⎛ ⎞λ−⎜ ⎟λ⎝ ⎠
. В силу 
определения произведения вектора на число имеем, что векторы a
r
 и b
r
 
коллинеарны, то есть необходимость доказана. 
Доказательство (достаточность): Пусть векторы a
r
 и b
r
 коллинеар-
ны. Докажем, что a
r
 и b
r
 линейно зависимы. Отметим, что если хотя бы 
один из векторов нулевой, то эти векторы линейно зависимы в силу теоре-
мы 6. Если векторы a
r
 и b
r
 ненулевые, то из коллинеарности векторов a
r
 и 
b
r
 и умножения вектора на число вытекает коллинеарность векторов a
r
 и 
bλr , причем число λ  такое, что a b= λr r , или, что тоже самое, что 
1 ( ) 0a b⋅ + −λ =r r .      (3.4) 
Так как из двух чисел 1 и ( )−λ  одно заведомо отлично от нуля, то 
равенство (3.4) означает линейную зависимость векторов a
r
 и b
r
, то есть 
достаточность доказана. 
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Следствие 1. Любой вектор 0a ≠r  на прямой (R) линейно независим. 
Следствие 2. Любые два неколлинеарных вектора 0a ≠r  и 0b ≠r  ли-
нейно независимы на плоскости 2( )R  и пространстве 3( )R . 
Следствие 3. Среди двух неколлинеарных векторов не может быть 
нулевого вектора (т. к. в противном случае векторы линейно зависимы). 
Теорема 9. Три вектора линейно зависимы тогда и только тогда, 
когда они компланарны. 
Доказательство (необходимость): Пусть три вектора a
r
, b
r
 и c
r
 ли-
нейно зависимы. Докажем, что a
r
, b
r
, c
r
 – компланарны. 
Так как векторы a
r
, b
r
 и c
r
 линейно зависимы, тогда существуют чис-
ла 1 2,λ λ  и 3λ , одновременно не равные нулю, что справедливо равенство 
1 2 3 0a b cλ + λ + λ =
r r r r
.     (3.5) 
Для определенности, пусть 1 0λ ≠ , тогда из (3.5) имеем 
32
1 1
a b cλλ= − −λ λ
r r r
.            (3.6) 
Из равенства (3.6) следует, что вектор 
a
r
 есть сумма векторов 2
1
b
⎛ ⎞λ−⎜ ⎟λ⎝ ⎠
r
 и 3
1
c
⎛ ⎞λ−⎜ ⎟λ⎝ ⎠
r
, 
то есть вектор a
r
 равен диагонали параллело-
грамма, построенного на данных двух векта-
рах (рис. 3.10). А это означает, что векторы 
a
r
, b
r
 и c
r
 лежат в одной плоскости, то есть 
они компланарны. Необходимость доказана. 
Доказательство (достаточность): Пусть векторы a
r
, b
r
 и c
r
 компла-
нарны. Докажем, что эти векторы линейно зависимы. 
Отметим, что если среди векторов a
r
, b
r
 и c
r
 любая пара из этих век-
торов коллинеарна, тогда в силу теоремы 8 эта пара векторов линейно за-
висима, а в силу теоремы 7 три вектора a
r
, b
r
 и c
r
 линейно зависимы. 
Пусть в тройке векторов a
r
, b
r
 и c
r
 ни одна пара векторов не коллине-
арна (в частности нет нулевых векторов; см. следствие 3 теорема 8, т. к. в 
паре не коллинеарных векторов не могут быть нулевые векторы). Перене-
сем векторы a
r
, b
r
 и c
r
 в одну плоскость и приведем к общему началу О. 
А С 
rcra  rb  
О В 
Рис. 3.10 
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Тогда вектор c
r
 (или вектор a
r
, или вектор b
r
) находим по правилу 
параллелограмма c OA OB= +r uuur uuur . Так как векторы ar  и OAuuur ; br  и OB  коллине-
арны, то существуют числа 1 0λ ≠  и 2 0λ ≠  такие, что 1OA a= λ
uuur r
 и 
2OB b= λ
uuur r
. А значит  1 2c a b= λ + λ
r r r
 или  
1 2 ( 1) 0a b cλ + λ + − =
r r r r
.        (3.7) 
Так как одно из трех чисел 1 2; ;( 1)λ λ −  заведомо отлично от нуля, то 
равенство (3.7) – условие линейной зависимости векторов a
r
, b
r
 и c
r
, то есть 
достаточность доказана. 
Следствие 1. Для любых неколлинеарных векторов a
r
 и b
r
 и любого 
вектора c
r
, лежащего в одной плоскости с векторами a
r
 и b
r
, существуют 
числа 1λ  и 2λ , такие что справедливо равенство 1 2c a b= λ + λ
r r r
. 
Следствие 2. Любые три не компланарных вектора a
r
, b
r
 и c
r
 в про-
странстве 3( )R  линейно независимы. 
Следствие 3. Среди трех некомпланарных векторов a
r
, b
r
 и c
r
 не мо-
жет быть ни одного нулевого вектора и не может быть двух коллинеарных 
векторов (т. к. в противном случае эти векторы линейно зависимы). 
Теорема 10. Любые четыре вектора в пространстве 3( )R  линейно 
зависимы. 
Следствие. Для любых трех некомпланарных векторов ,a b
r r
 и c
r
 и 
любого вектора d
ur
 существуют три числа 1 2 3, ,λ λ λ  такие, что справедливо 
равенство 1 2 3d a b c= λ + λ + λ
ur r r r
. 
Определение. Система векторов 1 2, ,...,
uur uur uur
na a a  образует базис про-
странства, если: 
1) система векторов 1 2, ,...,
uur uur uur
na a a  линейно независима. 
2) любой вектор пространства d
ur
 можно представить в виде ли-
нейной комбинации векторов 1 2, ,...,
uur uur uur
na a a , то есть 
1 1 2 2 ... n nd a a a= λ + λ + + λ
uur uur uur
, 
причем это представление единственно. 
Определение. Если система векторов 1 2, ,...,
uur uur uur
na a a  – базис некоторого 
пространства и вектор 
1 1 2 2 ... n nd a a a= λ + λ + + λ
uur uur uur
,    (3.8) 
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то числа 1 2, ,..., nλ λ λ  называются координатами вектора d
ur
 в данном базисе, 
а равенство (3.8) – разложение вектора d
ur
 по базису 1 2, ,..., na a a
uur uur uur
. 
Теорема 11. Любой ненулевой вектор a
r
 на прямой (R) образует 
базис R. 
Теорема 12. 
1. Любые два лежащих в данной плоскости неколлинеарных век-
тора 0a ≠r  и 0b ≠r  образует базис на этой плоскости 2( )R . 
2. Любые три некомпланарных вектора 0a ≠r , 0b ≠r   
и 0c ≠r  образуют базис в пространстве 3( )R . 
Теорема 13. При сложении двух векторов 1d
uur
 и 2d
uur
 их координаты 
(относительно любого базиса) складываются, а при умножении векто-
ра 1d
uur
 на любое число λ  все его координаты умножаются на это число. 
Замечание. Из доказанной теоремы следует, что основное значение 
базиса состоит в следующем: линейные операции над векторами в данном 
базисе становятся линейными операциями над числами – координатами 
этих векторов в данном базисе. 
 
1.5. Системы координат 
 
Рассмотрим на прямой (R) некоторую точку О и вектор 0e ≠r , на 
плоскости 2( )R  некоторую точку О и два неколлинеарных вектора 1e
ur
 и 2e
uur
, 
в пространстве 3( )R  некоторую точку О и три некомпланарных вектора 1e
ur
, 
2e
uur
 и 3e
uur
. 
Определение. Афинной или общей декартовой системой координат 
в некотором пространстве называется совокупность, состоящая с некото-
рой точки О и базиса этого пространства. Точка О называется началом ко-
ординат. 
На прямой (R) афинная система координат – это совокупность 
( , )O e
r
– О начало координат, e
r
 – любой ненулевой вектор (базис R). 
На плоскости 2( )R  афинная система координат – это совокупность 
1 2( , , )O e e
ur uur
 – О начало координат, 1e
ur
 и 2e
uur
 два неколлинеарных вектора  
(базис 2R ). 
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В пространстве 3( )R  афинная система координат – это совокупность 
1 2 3( , , , )O e e e
ur uur uur
 – О начало координат, 1e
ur
, 2e
uur
 и 3e
uur
 – три некомпланарных век-
тора (базис 3R ). 
Определение. Прямые, проходящие через начало координат О (точ-
ка О – начало координат) в направлении базисных векторов, называются 
осями координат. Прямая Ox называется осью абсцисс, прямая Oy – ось 
ординат и прямая Oz – ось аппликат. 
Плоскости, проходящие через оси координат, называются коорди-
натными плоскостями. 
Определение. Пусть М произвольная точка, О – начало координат. 
Вектор OM
uuuur
 называется радиус-вектором точки М. 
Определение. Координаты радиус-вектора точки М по отношению к 
началу координат называются координатами точки М в рассматриваемой 
системе координат. 
Первая координата называется абсциссой, вторая – ординатой, третья 
– аппликатой точки М в пространстве 3R . На плоскости 2( )R  точка М име-
ет две координаты – абсциссу и ординату; на прямой (R) точка М имеет 
одну координату – абсциссу. 
Отметим, что при заданной системе координат на прямой (R), плос-
кости 2( )R , пространстве 3( )R  координаты каждой точки определены од-
нозначно. С другой стороны, каждому числу найдется одна единственная 
точка прямой (R), для которой это число является координатой; для каж-
дой упорядоченной пары чисел найдется одна единственная точка плоско-
сти 2( )R , для которой эти числа являются координатами; для каждой упо-
рядоченной тройки чисел найдется одна единственная точка пространства 
3( )R , для которой эти числа являются координатами. 
Таким образом, система координат на прямой (R), плоскости 2( )R , 
пространстве 3( )R  определяет соответствие между точками соответствую-
щих пространств и соответствующими упорядоченными наборами чисел. 
Определение. Базис некоторого пространства называется ортонор-
мированным, если базисные векторы попарно ортогональны (перпендику-
лярны) и имеют длину, равную единице. 
Систему векторов ортонормированного базиса на прямой (R) обозна-
чают i
r
, на плоскости 2( )R  – ( , )i j
r r
, в пространстве 3( )R  – ( , , )i j k
r r r
. 
Определение. Декартова система координат с ортонормированным 
базисом называется прямоугольной декартовой системой координат. 
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Определение. Декартовыми прямоугольными координатами точки 
М называют координаты радиус-вектора OM
uuuur
, относительно прямоуголь-
ной декартовой системы координат. 
Так, в пространстве 3( )R  относительно прямоугольной декартовой 
системы координат для радиус-вектора точки M (x, y, z) справедлива форму-
ла OM xi y j zk= + +uuuur r r r , на плоскости 2( )R  для радиус-вектора точки M (x, y) 
имеет место формула OM xi yj= +uuuur r  на прямой   R OM xi= . 
Отметим, что в заданной системе координат (фиксированном начале 
координат и ортонормированном базисе) координаты любой точки опре-
делены однозначно. С другой стороны, для каждой упорядоченной тройки 
чисел в пространстве 3( )R , упорядоченной пары чисел на плоскости 2( )R , 
числа на прямой (R) найдется только одна точка в пространстве 3( )R , на 
плоскости 2( )R , на прямой (R), имеющая в пространстве 3( )R  первое чис-
ло своей абсциссой, второе – ординатой, третье – аппликатой, на плоско-
сти 2( )R  первое число – абсциссой, второе – ординатой, на прямой (R) од-
но число – абсциссой. 
Геометрический смысл декартовых координат точки 
Рассмотрим случай прямой (R). Пусть M (x) – произвольная точка 
прямой, О – начало координат. Тогда с одной стороны OM xi=uuuur r , а с другой 
стороны точка М на прямой (R) имеет координату (x), при этом x OM= ± uuuur  
(плюс выбираем в случае, когда векторы OM
uuuur
 и i
r
 одинаково направлены, 
и знак минус – если эти векторы имеют противоположные направления. 
Итак имеем: 
1. Точки, лежащие на прямой (R) – ось x, имеют координаты (x). 
2. Для любой точки М на прямой ее абсцисса (x) совпадает с абс-
циссой проекции точки М на ось x (она равна x). 
3. Если 0M  – проекция точки М на ось x, то 0x OM= ±
uuuuur
, где знак 
«+» («–») соответствует одинаковому (противоположному) направлению 
вектора OM
uuuur
 с ортом координатной оси (Ox). 
Рассмотрим случай плоскости 2( )R  на рис. 3.11. Ось Ox (абсцисс) 
обозначают обычно горизонтальной, ось Oy (ординат) – вертикальной 
прямой. Рассмотрим произвольную точку плоскости M (x, y). Через точку 
М проведем прямые 1l  и 2l  перпендикулярно осям x и y соответственно. 
Тогда точка 1M  – основание перпендикуляра 1l , проходящего через точку 
М, а 2M  – основание перпендикуляра 2l , проходящего через точку М. 
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Тогда, с одной стороны – 
OM xi y j= +uuuur r r , а с другой – 
1 2OM OM OM= +
uuuur uuuur uuuuur
. 
Так как 1OM xi=
uuuur r
, 2OM y j=
uuuuur r
, то 
есть, во-первых, точка 1M  имеет коорди-
наты (x,0), а точка 2M  – (0, y); во-вторых, 
1x OM= ±
uuuuur
, 2y OM= ±
uuuuuur
 (плюс выбирается в 
случае одинаковой направленности векто-
ров 1OM
uuuur
 и i
r
, или 2OM
uuuuur
 и j
r
, а знак минус – 
если эти векторы имеют противоположные направления. 
Итак имеем: 
1. Точки, лежащие на оси Ox (абсцисс), имеют координаты (x,0), а 
точки, лежащие на оси Oy (ординат) – (O,y). 
2. Для любой точки M (x, y) на плоскости ее абсцисса с абсциссой 
проекции точки М на ось Ox, а ордината с ординатой проекции М на ось Оy. 
3. Если 1M  и 2M  – проекции точки 0 0 0( , )M x y  на оси x и y, то 
0 1x OM= ±
uuuuur
, 0 2y OM= ±
uuuuuur
, где знаку «+» («–») соответствует одинаковая 
(противоположная) направленность векторов 1OM
uuuur
 и 2OM
uuuuur
 с ортом 
соответствующей координатной оси. 
Определение. Множество точек, у которых одна из координат по-
стоянная, называются координатными линиями. Координатная линия, для 
точек (x, y) которой 0x x const= =  будет прямой 0xl  перпендикулярной оси 
x и проходит через точку 0( ,0)x  этой оси. Координатная линия 
0y y const= =  будет прямой 0yl , перпендикулярной оси y и проходящей 
через точку (0, y) этой оси. Следовательно, 0 0( , )M x y  есть точка пересече-
ния перпендикулярных прямых 
0xl  и 0yl , а, следовательно, по теореме 
Пифагора  
2 2 2
0 0OM x y= +
uuuuur
. 
Рассмотрим случай пространства 3( )R : 
Теорема 14. Декартовы прямоугольные координаты вектора 
OM d=uuuur ur  в пространстве ( )R3  равны проекциям этого вектора на оси 
Ox, Oy и Oz соответственно. 
Определение. Множество точек пространства 3( )R , у которых одна 
из координат постоянна называется координатными поверхностями. 
y
М
l1 
O x
r
j
r
i
 
М2 
l2
М1 
Рис. 3.11 
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Так, координатная поверхность 
0xP : 0x x const= =  есть плоскость, пер-
пендикулярная оси x и проходящая через 
точку 0( ,0,0)x  оси; координатная по-
верхность 
0yP : 0y y const= =  есть плос-
кость, перпендикулярная оси y и прохо-
дящая через точку 0(0, ,0)y  оси; коорди-
натная поверхность 
0zP : 0z z const= =  
есть плоскость, перпендикулярная оси z 
и проходящая через точку 0(0,0, )z  оси. 
Плоскости 
0xP , 0yP , 0zP  при 
0 0 0 0x y z= = =  называют координатными плоскостями и обозначают соот-
ветственно yOz , xOz , xOy  – указывая координатные оси, через которые 
проходят данные плоскости (рис. 3.12). 
Таким образом всякую точку пространства 0 0 0 0( , , )M x y z  можно рас-
сматривать как точку пересечения трех взаимоперпендикулярных плоско-
стей 
0xP , 0yP  и 0zP , а, следовательно, на основании теоремы Пифагора 
имеем 2 2 20 0 0OM x y z= + +
uuuuur
. 
Теорема 15. Пусть ( , , )M x y z1 1 1 1  и ( , , )M x y z2 2 2 2  – координаты на-
чала и конца вектора M M1 2
uuuuuuur
, то координаты вектора 
( ; ; )M M x x y y z z− − −1 2 2 1 2 1 2 1
uuuuuuur
. 
Замечание 1. Если 1 1 1( , )M x y  и 2 2 2( , )M x y  произвольные точки 
плоскости 2( )R , то координаты вектора 1 2 2 1 2 1( , )M M x x y y− −
uuuuuur
. 
Замечание 2. Если 1 1( )M x  и 2 2( )M x  – произвольные точки прямой 
(R), то координаты вектора 1 2 2 1( )M M x x−
uuuuuuur
. 
Замечание 3. Применяя теорему Пифагора к параллелепипеду с диа-
гональю 1 2M M
uuuuuur
, стороны которого параллельны координатным осям, по-
лучим  2 2 21 2 2 1 2 1 2 1( ) ( ) ( )M M x x y y z z= − + − + −
uuuuuuur
. 
А так как 1 2M M
uuuuuuur
 – расстояние 1 2( )d M M  между точками 1M  и 2M , то 
2 2 2
1 2 2 1 2 1 2 1( ) ( ) ( ) ( )d M M x x y y z z= − + − + −  
z 
y O 
x 
Рис. 3.12 
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расстояние между точками 1 1 1 1( , , )M x y z  и 2 2 2 2( , , )M x y z  в пространстве. 
Для плоскости 2( )R  расстояние между двумя точками 1 1 1( , )M x y  и 
2 2 2( , )M x y  определяется по формуле 
2 2
1 2 2 1 2 1( , ) ( ) ( )d M M x x y y= − + − . 
Для прямой (R) расстояние между двумя точками 1 1( )M x  и 1 1( )M x  
определяется по формуле 
2
1 2 2 1 2 1( , ) ( )d M M x x x x= − = − . 
Замечание 4. Пусть α, β и γ – углы наклона вектора OM d=uuuur ur  (теоре-
ма 14) к осям Ox, Oy и Oz. Тогда для координат x, y и z вектора OM d=uuuur ur  
имеем (из прямоугольного параллелепипеда) 
cos ,   y d cos ,   z d cosx d= ⋅ α = ⋅ β = ⋅ γuur uurur    (3.9) 
и 
2 2 2d x y z= + +uur . 
Откуда имеем 
2 2 2 2 2 2 2 2 2
cos ;cos ;cosx y z
x y z x y z x y z
α = β = γ =
+ + + + + +
 (3.10) 
Числа cos ,   cos ,  cosα β γ  – называются направляющими косинусами 
вектора d
ur
, формулы (3.10) – выражение направляющих косинусов вектора 
d
ur
 через координаты этого вектора. 
Возводя в квадрат обе части равенств (3.10) и складывая, получим, что 
2 2 2cos cos cos 1α + β + γ = , 
то есть сумма квадратов направляющих косинусов любого вектора равна 
единице. Итак, если d
ur
 – произвольный вектор, то 
(cos ,cos ,cos ) : 1d d
de e
d
= = α β γ =ur ur
uruur uur
ur . 
В силу того, что любой вектор d
ur
 однозначно определяется заданием 
трех его координат, то из (3.9) имеем, что вектор d
ur
 однозначно определя-
ется заданием его длины и трех направляющих косинусов (или величин 
углов α, β и γ). 
Если вектор d
ur
 рассматриваем на плоскости 2( )R  (рис. 3.13), 
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то направляющие косинусы вектора d
ur
: 
2 2
cos x
x y
α =
+
 
и 
2 2
cos y
x y
β =
+
 или учитывая, что 
2
πα +β =  
имеем 
2 2
cos x
x y
α =
+
, а  
2 2
cos cos sin
2
y
x y
π⎛ ⎞β = − α = α =⎜ ⎟⎝ ⎠ +
. 
Отметим, что имеет место следующее равенство 
2 2
2 2
2 2 2 2cos cos 1
x y
x y x y
α + β = + =+ +  или 
2 2cos sin 1α + α =  – 
основное тригонометрическое равенство. В силу того, что любой вектор d
ur
 
на плоскости однозначно определяется заданием двух его координат, то 
вектор d
ur
 однозначно определяется заданием его длины и двух направ-
ляющих косинусов или заданием его длины и одного направляющего ко-
синуса (т. к. 
2
πα +β = ). Итак, если dur  – произвольный вектор, то 
(cos ,cos ) (cos ,sin );   e 1d d
de
d
= = α β = α α =ur ur
urr r
uur . 
В случае, когда вектор d
ur
 рассматриваем на прямой (R), то направ-
ляющий косинус любого вектора d
ur
 равен 1, т. к. угол 0α = . Таким обра-
зом, и для случая прямой (R) имеет место равенство 2cos 1α = , то 
есть сумма квадратов направляющих косинусов любого вектора равна 
единице. Итак, если d
ur
 произвольный вектор, то (cos );   e 1d d
de
d
= = α =ur ur
urr r
uur . 
Теорема 16. При сложении двух (либо конечного числа) векторов 
их проекции на произвольную ось складываются, а при умножении 
вектора на число его проекция на произвольную ось умножается на 
это число. 
y 
x 
M2 M 
M1 α 
β 
r
d  
r
i  
r
j  
O 
Рис. 3.13 
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1.6. Преобразования систем координат 
 
Для решения ряда задач, связанных с исследованием геометрических 
образов возникает необходимость замены базиса, то есть перехода от од-
ной системы координат к другой. Такой переход дает в ряде случаев зна-
чительно упростить исследования – расчеты, удобная форма записи для 
анализа геометрического образа. 
Поэтому возникает задача преобразования координат, суть которой 
состоит в следующем: зная координаты точки (вектора) в одной системе 
координат (называют ее старой), найти ее координаты в другой системе 
координат (называют ее новой). 
Из множества различных преобразований систем координат линей-
ные преобразования представляют особый интерес, т. к. в этом случае де-
картова система координат переходит в декартову. Рассмотрим преобразо-
вание декартовых координат при параллельном переносе осей координат и 
повороте осей координат. 
 
Преобразование декартовых координат  
при параллельном переносе осей 
Пусть дана декартова система координат на плоскости с началом в 
точке О, ,i j
r r
 – орты осей x и y; а 1( , )O a b  – начало новой декартовой систе-
мы координат с осями 1x  и 1y  (рис. 3.14), орты которых 1i i=
r r
 и 1j j=
ur r
. Ес-
ли М – произвольная точка, коорди-
наты которой (x, y) в системе Oxy, и 
1 1( , )x y  в системе 1 11x yO . 
Так как 1 1OM OO O M= +
uuuur uuuur uuuur
 и 
OM xi y j= +uuuur r r ; 1OO ai b j= +
uuuur r r
; 
1 1 1O M x i y j= +
uuuur r r
, тогда в силу един-
ственности разложения вектора по 
базису имеем 
1
1
x x a
y y b
= +⎧⎨ = +⎩
        (3.11) 
Формулы (3.11) – формулы преобразования координат при парал-
лельном переносе координатных осей. 
y
O
Y1 
X1
x
O1
M 
Рис. 3.14 
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Аналогично получаем формулы, выражающие старые координаты 
точки через новые при параллельном переносе координатных осей в про-
странстве, которые имеют вид 
1
1
1
x x a
y y b
z z c
= +⎧⎪ = +⎨⎪ = +⎩
 
Заметим, что координаты любого вектора ( , )a x y=r  ( ( , , )a x y z=r ) на 
плоскости (в пространстве) при параллельном переносе начала координат 
не изменяются, ибо при таком преобразовании система координат не меня-
ет базис ,i j
r r
; (   i j k
urr r
) на плоскости (пространстве). 
Преобразование декартовых координат  
при повороте осей координат 
Пусть две декартовы прямоугольные системы координат плоскости 
имеют одинаковое начало О и разные направления осей (рис. 3.15). Пусть 
угол между осями xO  и 1xO  равен α , а произвольная точка М имеет коорди-
наты ( , )x y  и 1 1( , )x y  в старой и новой системе координат (соответственно). 
 
                                       y 
                   1y           
                                                            ( , )M x y   
  
                                                                                            1x       
                                                            N         1M       
                                                        α      
                                  O                         P    S                                x     
 
Рис. 3.15 
 
Так как М имеет координаты ( , )x y  в старой системе координат, то с 
одной стороны имеем 
x OP OS PS= = −      (3.12) 
С другой стороны из прямоугольного треугольника 1OSM∆  
1 1cos cosOS OM x= ⋅ α = α     (3.13) 
а из прямоугольного треугольника  1MNM∆  имеем 
1 1 sinPS NM y= = α      (3.14) 
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Подставляя (3.13) и (3.14) в формулу (3.12) получим 
1 1cos sinx x y= α − α      (3.15) 
Аналогично, так как М имеет координаты ( , )x y  в старой системе ко-
ординат, то с одной стороны имеем: 
y PM PN NM= = +      (3.16) 
С другой стороны из прямоугольных треугольников 1OSM∆  и 
1MNM∆  имеем 
1 1 1sin ;     MN y cosPN M S x= = α = α    (3.17) 
Тогда, подставляя (3.17) в формулу (3.16) получим 
1 1sin cosy x y= α + α      (3.18) 
Таким образом, формулы преобразования координат в случае пово-
рота осей координат вокруг начала задаются формулами (3.15) и (3.18), то 
есть имеют вид 
1 1
1 1
cos sin
sin cos
x x y
y x y
= α − α⎧⎨ = α + α⎩
    (3.19) 
 
1.7. Скалярное произведение векторов 
 
Пусть a
r
 и b
r
 – два произвольных ненулевых вектора пространства, 
приведенных к общему началу – точке О  (рис. 3.16). 
Определение. За угол между двумя векторами a
r
 и b
r
 принимают 
наименьший угол АОВ между этими векторами. 
Из определения следует, что 
0 ≤ α ≤ π . Если один из векторов ar , br  
нулевой, то считается, что угол α  не-
определен. 
Определение. Скалярным произ-
ведением двух векторов a
r
 и b
r
 называ-
ется число, равное произведению длин 
этих векторов на косинус угла между ними. Скалярное произведение век-
торов a
r
 и b
r
 обозначают a b⋅r r ; ( )a b⋅r r . 
Таким образом скалярное произведение векторов a
r
 и b
r
 
cosa b a b⋅ = ⋅ ⋅ αuurr r r , 
где α  – угол между векторами ar  и br . 
B
O C 
Aα
b
r
ar  
Рис. 3.16 
 100
Отметим, что проекция вектора b
r
 на вектор a
r
 есть cosOC OB= ⋅ α , 
то есть  aпр cosb OC b= = ⋅ αr
r uuur r
, а поэтому  
a( cos ) прa b a b a b⋅ = ⋅ ⋅ α = ⋅
ur uurr r r r
, то есть 
aпрa b a b⋅ = ⋅
uurr r r
         (3.20) 
или 
ba b b пр a⋅ = ⋅
urr r r
        (3.21) 
Формулы (3.20) и (3.21) устанавливают связь между скалярным про-
изведением векторов a
r
 и b
r
 и проекцией вектора a
r
 на вектор b
r
 (или век-
тора b
r
 на вектор a
r
). 
Свойства скалярного произведения векторов 
1. Переместительное свойство скалярного произведения векторов 
a b b a⋅ = ⋅r r r r . 
Справедливость этого равенства следует из определения скалярного 
произведения. 
2. Распределительное свойство скалярного произведения векторов 
( )a b c a b a c⋅ + = ⋅ + ⋅r r r r r r r . 
3. Сочетательное свойство скалярного произведения относительно 
скалярного множителя. Для любых векторов a
r
 и b
r
 и любого числа λ  спра-
ведливо равенство 
( ) ( )a b a bλ ⋅ = λ ⋅r r r r . 
4. Скалярный квадрат вектора равен квадрату его длины, то есть 
22a a=
uur uur
.  Действительно, так как 
22 cos0a a a a a a= ⋅ = ⋅ ⋅ =
uur uur uur uurr r
. 
Тогда имеем, что 
2
a a=uur r . 
5. Если один из векторов скалярного произведения равен нулю, то 
скалярное произведение равно нулю. Доказательство следует из определе-
ния скалярного произведения векторов. 
6. Если отличные от нуля векторы a
r
 и b
r
 перпендикулярны, то их 
скалярное произведение равно нулю. 
7. Если скалярное произведение двух отличных от нуля векторов a
r
 и 
b
r
 равно нулю, то a
r
 и b
r
 перпендикулярны. 
Таким образом, получили, что если векторы a
r
 и b
r
 не равны нулю, то 
равенство нулю их скалярного произведения является необходимым и дос-
таточным условием перпендикулярности этих векторов. 
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8. Скалярное произведение ортов , ,i j k . Так как орты , ,i j k  – еди-
ничные векторы и попарно перпендикулярны, то из определения скалярно-
го произведения имеем: 
2 1i = ; 2 1j = ; 2 1k = .    0i j⋅ = ; 0i k⋅ = ; 0j k⋅ =  
Замечание 1. Доказанные свойства скалярного произведения имеют 
фундаментальное значение, суть которого состоит в следующем: установ-
ленные свойства позволяют при скалярном умножении векторных величин 
выполнять действия почленно, не заботясь при этом о порядке векторных 
множителей и сочетая числовые множители. Другими словами, скалярное 
умножение векторных величин аналогично действию над многочленами 
(умножение многочлена на многочлен, вынесение общего множителя, воз-
ведение в квадрат). 
Скалярное произведение векторов, заданных координатами 
Теорема 17. В любой декартовой системе координат в 3R  скаляр-
ное произведение векторов 1 1 1( , , )
r
a x y z  и 2 2 2( , , )
r
b x y z , заданных 
координатами, определяется по формуле 
1 2 1 2 1 2a b x x y y z z⋅ = ⋅ + ⋅ + ⋅
r r
 
Замечание 1. Скалярное произведение векторов в координатной 
форме на плоскости 2( )R  имеет вид 1 2 1 2a b x x y y⋅ = +
r r
, 
а на числовой прямой ( )R  1 2a b x x⋅ =
r r
 
Замечание 2. Если в теореме 17 векторы a
r
 и b
r
 коллинеарны и от-
личны от 0
r
, то b a= λr r  или 2 1x x= λ ⋅ , 2 1y y= λ ⋅ , 2 1z z= λ ⋅ , при этом если 
0λ > , то 0∠α = , а если 0λ < , то α = π . 
Теорема 18. Пусть , ,i j k  – ортонормированный базис в 3R ,  
а векторы 
r
a  и 
r
b  заданы своими координатами 1 1 1( , , )
r
a x y z , 2 2 2( , , )
r
b x y z , 
тогда  1 2 1 2 1 2⋅ = + +
r r
a b x x y y z z . 
Скалярное произведение двух векторов равно сумме произведений 
одноименных координат этих векторов. 
Некоторые приложения скалярного произведения  
к геометрии и механике 
1. Угол между векторами. Из определения скалярного произведения 
векторов 1 1 1( , , )a x y z
r
 и 2 2 2( , , )b x y z
r
 в пространстве 3R  cosa b a b⋅ = ⋅ ⋅ αurr r r  
следует, что 
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cos a b
a b
⋅α = ⋅
r r
uur r  или 1 2 1 2 1 2
2 2 2 2 2 2
1 1 1 2 2 2
cos x x y y z z
x y z x y z
+ +α =
+ + ⋅ + +
       (3.22) 
Формула (3.22) определяет угол между двумя векторами в 3R . 
Отметим, что если векторы 1 1( , )a x y
r
, 2 2( , )b x y
r
 заданы на плоскости 
2R , то формула, определяющая угол между данными векторами имеет вид: 
1 2 1 2
2 2 2 2
1 1 2 2
cos a b x x y y
a b x y x y
⋅ +α = =⋅ + ⋅ +
r r
urr     (3.23) 
Из формул (3.22) и (3.23) следуют условия перпендикулярности не-
нулевых векторов a
r
 и b
r
 на плоскости 2R  и пространстве 3R , которые 
имеют вид: 
1 2 1 2 0x x y y+ =  
1 2 1 2 1 2 0x x y y z z+ + =  
Следствие. Два ненулевых вектора a
r
 и b
r
 составляют острый (ту-
пой) угол тогда и только тогда, когда их скалярное произведение положи-
тельно (отрицательно). 
2. Направление вектора. Полагая в формуле (3.22) последовательно: 
1. b i=r  (то есть 1b =ur ; 2 2 21, 0, 0x y z= = = ); 
2. b j=r r  (то есть 1b =ur ; 2 2 20, 0, 0x y z= = = ); 
3. b k=r r  (то есть 1b =ur ; 2 2 20, 0, 1x y z= = = ) 
получим 
1
2 2 2
1 1 1
cos a i x
a i x y z
⋅α = =⋅ + +
r
urr ,    (3.24) 
α  – угол вектора ar  с осью Ox 
1
2 2 2
1 1 1
cos a j y
a j x y z
⋅β = =⋅ + +
r r
uur uur ,    (3.25) 
β  – угол вектора ar  с осью Oy 
1
2 2 2
1 1 1
cos a k z
a k x y z
⋅γ = =⋅ + +
r r
uur r ,    (3.26) 
γ  – угол вектора ar  с осью Oz 
Формулы (3.24) – (3.26) задают направляющие косинусы вектора a
r
 
(направление вектора) по его координатам в 3R . 
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Отметим, что 
2 2 2cos cos cos 1α + β + γ = . 
Аналогично для плоскости 2( )R , полагая в формуле (3.23) последо-
вательно: 
1. b i=r r  (то есть 2 21, 1, 0b x y= = =
r
) 
2. b j=r r  (то есть 2 21, 0, 1b x y= = =
r
) 
получим 
1
2 2
1 1
cos a i x
a i x y
⋅α = =⋅ +
r r
urr , α  – угол вектора ar  с осью Ox,  (3.27) 
1
2 2
1 1
cos a j y
a j x y
⋅β = =⋅ +
r r
uur uur , β  – угол вектора ar  с осью Oy.  (3.28) 
Формулы (3.27) и (3.28) задают направляющие косинусы вектора a
r
 
(направление вектора) по его координатам в 2R . 
Отметим, что 2 2cos cos 1α + β = . 
Так как на плоскости для углов α  и β  справедливо равенство 
090α +β = , то 090β = − α  и, следовательно, из формулы (3.28) имеем, что 
cos sinβ = α . Тогда направляющие косинус и синус вектора ar  (направление 
вектора) на плоскости ( 2R ) по его координатам определяются по формулам 
1
2 2
1 1
cos x
x y
α =
+
 и 1
2 2
1 1
sin y
x y
α =
+
, 
то есть направление вектора на плоскости 2( )R  однозначно определяется 
только одним углом. 
3. Проекция вектора на вектор (на ось). Из формулы 
bпр aa b b a a пр b⋅ = ⋅ ⋅ = ⋅ ⋅
r r r r r r
 имеем 
aпр
a bb
a
⋅=
r rr
r  или 1 2 1 2 1 2
2 2 2
1 1 1
a
x x y y z zпр b
x y z
+ +=
+ +
r
, 
bпр
a ba
b
⋅=
r rr
r  или 1 2 1 2 1 2
2 2 2
2 2 2
b
x x y y z zпр a
x y z
+ +=
+ +
r
,    (3.29) 
где 1 1 1( , , )a x y z
r
 и 2 2 2( , , )b x y z
r
. 
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Полагая в формуле (3.29) последовательно, что: 
1)  b i=r ,  2)  b j=r r ,  3)  b k=r r , 
получим проекции вектора 1 1 1( , , )a x y z
r
 на координаты оси в пространстве 
3( )R , которые равны 1Ox iпр a пр a x= = ; 1Oy jпр a пр a y= = ; 1Oz kпр a пр a z= = . 
Аналогичные формулы справедливы для вектора 1 1( , )a x y
r
 на плоско-
сти  2( )R . 
4. Работа силы. Пусть материальная точка перемещается прямоли-
нейно из точки О в точку А под действием силы F
ur
. Тогда, если вектор 
S OA=ur uuur  – перемещение материальной точки, а угол между векторами Fur  и Sur  
равен α , то работа А, которую совершает эта сила находится по формуле 
cosA F S F S= ⋅ ⋅ α = ⋅uur uur ur ur , 
то есть работа А равна скалярному произведению силы на вектор переме-
щения. 
 
1.8. Основные задачи на скалярное произведение векторов 
 
1.8.1. Определение модуля вектора. 
Скалярный квадрат вектора равен квадрату его модуля: 
2a a a= ⋅ , то есть 2a a=  
1.8.2. Определение орта вектора. 
Так как 0a a a= ⋅ , тогда 0 aa
a
= , то есть орт вектора равен отноше-
нию этого вектора к его модулю. 
1.8.3. Определение угла между двумя направлениями (векторами) на 
плоскости и в пространстве. 
Пусть два направления определены векторами a  и b , ϕ  – угол между 
ними. Тогда по определению скалярного произведения cosa b a b⋅ = ⋅ ⋅ ϕ . 
Откуда  0 0cos ab a b a b
a b a b
ϕ = = ⋅ = ⋅⋅ . 
Итак, косинус между двумя направлениями равен скалярному произ-
ведению ортов этих направлений. 
 105
1.9. Векторное произведение векторов 
 
Определение. Упорядоченная тройка некомпланарных векторов 
,   b,  ca
r r r
 с общим началом О (рис. 3.17) называется правой, если при на-
блюдении из конца вектора c
r
 (третьего вектора) кратчайший поворот от a
r
 
(первого) до b
r
 (второго) виден в положительном направлении (против хо-
да часовой стрелки). В противоположном случае упорядоченная тройка 
некомпланарных векторов называется левой (рис. 3.18). 
 
         c
r
                                                                c
r
 
                           b
r
                                                                         a
r
 
                                                                           О 
         О                            a
r
                                                            b
r
 
 
                      Рис. 3.17                                               Рис. 3.18 
Таким же образом в соответствии с правой и левой тройками неком-
планарных векторов определяются правая и левая системы координат, то 
есть, если ортонормированный базис ,   ,   i j k
r r r
 – образует правую тройку, 
то декартова прямоугольная система координат называется правой. В про-
тивоположном случае декартова прямоугольная система координат назы-
вается левой. 
Определение. Векторным произведением двух ненулевых векторов 
a
r
 и b
r
 называется вектор c
r
 (рис. 3.18), который: 
1. Перпендикулярен векторам a
r
 и b
r
. 
2. sinc a b= ⋅ ⋅ αur uur ur  (α  – угол между векторами ar  и br ). 
3. Векторы ,   ,   a b c
r r r
 – образуют правую тройку. 
Векторное произведение векторов a
r
 и b
r
 обозначается символом 
  a b c× =r r r  или a b c⎡ ⎤⋅ =⎣ ⎦
r r r
. 
Итак, согласно определению имеем   c a b= ×r r r , если: 
1. ,   c a c b⊥ ⊥r r r r , 
2.  sinc a b a b= × = ⋅ αur uur uruur r , 
3. ,  ,  a b c
r r r
 – правая тройка. 
Приведенное определение однозначно определяют векторное произ-
ведение, если сомножители (векторы a
r
 и b
r
) – ненулевые. Если хотя бы 
один из векторов – нулевой вектор, то векторное произведение, по опреде-
лению, есть нулевой вектор. 
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Из определения следует, что модуль векторного произведения равен 
площади параллелограмма, построенного на приведенных к общему нача-
лу векторах a
r
 и b
r
 (рис. 3.19). 
 
        c a b= ⋅r r r                                                            z  
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r
                                                        k
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Рис. 3.19 
Теорема 19. Если 
r
e  – орт векторного произведения   ×ra b , а S  – 
площадь параллелограмма, построенного на приведенных к общему на-
чалу векторах 
r
a  и 
r
b , тогда справедливо равенство: 
 a b S e× = ⋅  
Теорема 20. Необходимое и достаточное условие коллинеарности 
двух векторов является равенство нулю их векторного произведения. 
Теорема 21. Пусть 
r
b – любой вектор, лежащий в плоскости P, 
r
e  – 
единичный вектор, лежащий в плоскости P и перпендикулярный к 
вектору 
r
b ; 
r
c  – единичный вектор, перпендикулярный к плоскости P и 
направлен так, что тройка ,  ,  
r r r
e b c  – правая, тогда для любого вектора r
a , лежащего в плоскости P справедливо равенство 
e  пр× = ⋅ ⋅
urr r r r
a b a b c . 
Свойства векторного произведения 
1. Векторное произведение антикоммутативно, то есть всегда 
   a b b a× = − ×r r r ur . 
2. Для любого Rλ∈  и для любых векторов ar  и br  справедливы равенства 
  (   )   a b a b a bλ × = λ × = × λr r r r uur r , 
то есть векторное произведение обладает сочетательным свойством отно-
сительно скалярного множителя. Другими словами, векторное произведе-
ние ассоциативно относительно скалярного множителя. 
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3. Векторное произведение a b×r r  не изменится, если один из сомно-
жителей (например a
r
), заменить его проекцией 1a
uur
 на прямую, лежащую в 
плоскости векторов a
r
 и b
r
, перпендикулярную вектору b
r
, то есть спра-
ведливо равенство 
1 a b a b× = ×
r r uur r
. 
4. Для любых векторов ,   a b
r r
 и c
r
 справедливо равенство ( )a b c× +r r r , 
то есть векторное произведение обладает распределительным свойством 
относительно сложения. 
Замечание. Доказанное свойство распределительности распростра-
няется на произведение сумм любого конечного числа слагаемых. 
5. Необходимое и достаточное условие коллинеарности двух векто-
ров a
r
 и b
r
 является равенство нулю их векторного произведения. 
 
Векторное произведение векторов, заданных координатами 
Пусть в прямоугольной системе координат векторы a
r
 и b
r
 заданы 
своими координатами, то есть 1 1 1a x i y j z k= + +
r r r
 и 2 2 2b x i y j z k= + +
r r r r
. Ус-
тановленные свойства векторного произведения дают возможность выпол-
нить умножение векторов 1 1 1a x i y j z k= + +
r r r
 и 2 2 2b x i y j z k= + +
r r r r
 по зако-
нам умножения многочленов с учетом свойств векторного умножения ор-
тов ,   i j
r r
 и k
r
. По свойству коллинеарности векторов имеем  
0,   0,   0i i j j k k× = × = × =r r r r r r . 
Рассмотрим векторные произведения ;   ;    i j j k k j× × ×r r r r r r . Для вектор-
ного произведения  i j× r  имеем, что параллелограмм, построенный на век-
торах i  и j
r
 – квадрат OACB  со стороной, равной единице, площадь кото-
рого равна единице (рис. 3.20). Тогда вектор 
 i j× r  перпендикулярен векторам i  и jr  и обра-
зует с ними правую тройку, а следовательно 
векторное произведение  i j× r  есть единичный 
вектор, направленный по оси Oz, то есть  
 i j k× =r r . 
Аналогичным образом находим, что 
 ;    j k i k i j× = × =uur r r r r . 
z 
x
y
O B 
A
C 
k
r
 
i
r
j
r
 
Рис. 3.20 
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На основании свойства 1 векторного произведения имеем, что 
 ;   ;    j i k k j i i k j× = − × = − × = −uur r r ur r uur ur r r . Полученные равенства можно записать в 
таблицу, которая имеет следующий вид 
 
 i
r
 j
r
 k
r
 
i
r
 0 k
r
 j−r  
j
r
 k−r  0 ir  
k
r
 j
r
 i−r  0 
 
Замечание. Из установленных равенств для i
r
, j
r
, k
r
 можно исполь-
зовать для практической работы следующее правило определения вектор-
ного произведения векторов i
r
, j
r
 и k
r
: 
1) Рассматрим последовательность единичных векторов 
 + 
i
r
 j
r
 k
r
 i
r
 j
r
               (3.30) 
– 
2) Векторное произведение двух любых сложных векторов в после-
довательности (3.30) есть следующий вектор со знаком плюс в положи-
тельном направлении (слева направо), и со знаком минус в обратном на-
правлении. 
Замечание. Векторное произведение векторов i
r
, j
r
, k
r
 можно опре-
делить и по следующей схеме, изображенной на рис. 3.21. 
Векторное произведение двух любых смежных векторов на окруж-
ности есть следующий вектор со знаком «+», если направление движения 
совпадает с положительным направлением 
(против хода часовой стрелки), и «–», если 
движение совпадает с отрицательным направ-
лением (по ходу часовой стрелки). 
Определим теперь векторное произведе-
ние векторов, заданных координатами. Так, если 
1 1 1a x i y j z k= + +
r r r
 и 2 2 2b x i y j z k= + +
r r r r
, тогда 
векторное произведение векторов a
r
 и b
r
 равно 
1 1 1 1 1 1
2 2 2 2 2 2
y z x z x y
a b i j k
y z x z x y
× = ⋅ − ⋅ + ⋅r r r r  
i
r
 
j
r
 k
r
 – + 
Рис. 3.21
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Рис. 3.22 
Полученную формулу векторного произведения векторов в коорди-
натной форме можно записать в символической форме 
1 1 1
2 2 2
i j k
a b x y z
x y z
× =r r  
Раскрывая символический определитель по элементам первой строки 
получим вектор векторного произведения 
1 1 1 1 1 1
2 2 2 2 2 2
y z x z x y
a b i j k
y z x z x y
× = ⋅ − ⋅ + ⋅r r r r  
 
Некоторые приложения векторного произведения 
1. Площадь параллелограмма и треугольника. Из определения век-
торного произведения векторов a  и b
r
 следует, что 
sina b a b⋅ = ⋅ ⋅ ϕ , то есть парS a b= ⋅ , а 12S a b∆ = ⋅ . 
Из формулы площадей параллелограмма и треугольника определяем 
элементы параллелограмма и треугольника – стороны, высоты, углы. 
2. Условие коллинеарности векторов. Векторы a  и b
r
 коллинеарны 
тогда и только тогда, когда 0a b⋅ = . 
3. Момент силы. Пусть сила F AB=ur uuur  приложена в точке А, а О – не-
которая точка. Моментом силы F
ur
 относительно точки О называется век-
тор M
uur
 (рис. 3.22), который: 
– проходит через точку О; 
– перпендикулярен плоскости, проходящей 
через точки О, А, В; 
– sinM F ON F OA= ⋅ = ⋅ ⋅ αuur uuuurur uuur ; 
– тройка векторов OA
uuur
, F
ur
 и M
uur
 – правая. 
Значит M OAxF=uur uuur ur  – момент силы, а Muur  – 
величина момента силы равна величине силы, умноженной на расстояние 
ON точки O от прямой, вдоль которой действует сила. 
4. Линейная скорость вращения. Пусть М точка твердого тела враща-
ется с угловой скоростью υ  вокруг неподвижной оси, тогда скорость υ  
точки М определяется формулой  rυ = ϖ× ,  где r OM= , О – некоторая не-
подвижная точка оси l. 
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1.10. Основные задачи  
на векторное произведение векторов 
 
1.10.1. Преобразование выражений, содержащих векторное произве-
дение векторов, доказательство тождеств и неравенств. 
Задача 1. Даны:  8,  15,  96a b a b= = ⋅ = . Вычислить  a b× . 
Решение. Так как  sina b a b× = ⋅ ⋅ α , тогда из скалярного произве-
дения  96 cosa b a b⋅ = = ⋅ ⋅ α  имеем, что 4cos
5
α =  (значит ∠α  — острый). 
Тогда из основного тригонометрического тождества находим  
16 3sin 1
25 5
α = − = . Следовательно,  sin 72a b a b× = ⋅ ⋅ α = . 
Ответ:  72a b× = . 
Задача 2. Векторы a  и b  взаимно перпендикулярны. Известно, что  
3,   b 4a = = , вычислить  ( ) ( )a b a b+ × − . 
Решение. По определению модуля вектора имеем 
2
2 2 2
2
( ) ( ) (( ) ( ))
( sin 0 sin( ) sin( ) sin 0)
(2 ) 2 24
a b a b a b a b
a a b a b b a b a b
a b a b
+ × − = + × − =
= ⋅ − ⋅ ⋅ × + ⋅ ⋅ × − ⋅ =
= ⋅ = ⋅ ⋅ =
 
Ответ: 24. 
Задача 3. Векторы a  и b  образуют угол  2
3
πϕ = . Известно, что  
1,  2a b= = , вычислить  2(( 3 ) (3 ))a b a b+ × − . 
Решение. Так как  
2 2c c= , то в нашем случае имеем 
22
2 2 2
2
(( 3 ) (3 )) ( ( 3 ) (3 )
(3 sin 0 sin( ) 9 sin( ) 3 sin 0)
(10 sin( )) 300
a b a b a b a b
a a b a b a b b a b
a b a b
+ ⋅ − = + ⋅ − =
= ⋅ − ⋅ ⋅ × + ⋅ ⋅ × − =
= ⋅ ⋅ × =
 
Ответ: 300. 
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Задача 4. Какому условию должны удовлетворять векторы a  иb , 
чтобы векторы  3a b+  и 3a b−  были коллинеарны. 
Решение. Чтобы ненулевые векторы 3a b+  и 3a b−  были коллине-
арны, необходимо, чтобы модуль их векторного произведения был равен 
нулю, т. е.  (3 ) ( 3 ) 0a b a b+ ⋅ − =   или 
2 2
3 sin 0 9 sin( ) sin( ) 9 sin 0 0− ⋅ × + ⋅ × − =a a b a b a b b a b  
10 sin( ) 0− ⋅ × =a b a b  
Так как 0a ≠  и 0b ≠ , то sin( ) 0a b⋅ = , то есть 0a b× =  или  a b = π , 
то есть векторы  a   и  b   коллинеарны. 
Ответ: векторы  a   и  b   должны быть коллинеарны. 
1.10.2. Определение площади треугольника. 
Модуль векторного произведения векторов a  иb , являющихся сто-
ронами треугольника, равен площади параллелограмма, построенного на 
этих векторах. Площадь треугольника составляет половину площади па-
раллелограмма 
1
2
S a b∆ = ×  
 
1.11. Смешанное произведение трех векторов 
 
Определение. Смешанным (скалярно-векторным) произведением 
трех векторов a , b  и c  называется число, равное скалярному произведе-
нию векторов ( )a b⋅  иc . Смешанное произведение векторов a , b  и c  обо-
значается a b c⋅ ⋅ , т. е. ( )a b c a b c⋅ ⋅ = ⋅ ⋅ . 
Пусть векторы a , b  и c  заданы своими координатами, т. е. 
1 1 1 2 2 2,    a x i y j z k b x i y j z k= + + = + +  и 3 3 3c x i y j z k= + + . Тогда исходя из 
определения смешанного произведения трех векторов a , b  и c  выразим 
его в координатной форме. 
Геометрический смысл векторного произведения 
Пусть ,   OB bOA a= =  и OC c=  три не коллинеарных вектора, кото-
рые составляют правую тройку (рис. 3.23). Тогда вектор ( )a b⋅  имеет тоже 
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          ( ba ⋅ ) 
 
                                1B                                 1Д
      К     
                   1О                               1А  
 
              c  
                          В                                   Д 
              b  
 
       О                  a                А 
Рис. 3.23 
направление, что и вектор c  по отношению к плоскости ОАВД (плоскости, 
построенной на векторах a  и b ) 
Объем V параллелепипеда, построенного на векторах a , b  и c  равен 
( )ОАДВ a bV S H a b OK a b пр c a b c⋅= ⋅ = ⋅ ⋅ = ⋅ ⋅ = ⋅ ⋅ , 
т.е. ( )V a b c a b c= ⋅ ⋅ = ⋅ ⋅ . 
Если векторы ,  ,  a b c  образуют левую тройку, т. е. вектор e  будет 
иметь направление, противоположное вектору c  (рис. 3.23), то  
( ) ( )a bV a b H a b пр c a b c a b c⋅= ⋅ ⋅ = ⋅ ⋅ − = − ⋅ ⋅ = − ⋅ ⋅ . 
Следовательно V a b c= ± ⋅ ⋅  («+», если тройка векторов , ,a b c  – пра-
вая; «–», если – левая). 
Таким образом, объем па-
раллелепипеда, построенного на 
трех некомпланарных векторах, 
равен модулю (абсолютной вели-
чине) их смешанного произведе-
ния. 
Замечание. Из полученных 
выше результатов следует, что 
если смешанное произведение 
положительно, то тройка векто-
ров правая, отрицательное – 
тройка векторов левая. 
 
Свойства смешанного произведения векторов 
1. Необходимым и достаточным условием компланарности трех 
векторов является равенство нулю их смешанного произведения. 
2. При перестановке двух сомножителей смешанное произведение 
меняет знак, т. е. ( )a b c b a c⋅ ⋅ = − ⋅ ⋅ . 
3. Операции скалярного и векторного умножений в смешанном про-
изведении можно менять местами, т. е. для любых векторов a , b  и c  
справедливо равенство ( ) ( )a b c a b c⋅ ⋅ = ⋅ ⋅ . 
4. Круговая перестановка трех сомножителей смешанного произве-
дения не меняет его величину, т. е.  
( )a b c b c a c a b⋅ ⋅ = ⋅ ⋅ = ⋅ ⋅ . 
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Приложения смешанного произведения 
1. Определение взаимной ориентации векторов в пространстве. 
Тройка векторов a , b  и c  – правая (левая), если  
0  ( 0)a b c⋅ ⋅ > < . 
2. Доказательство компланарности векторов. 
Векторы a , b  и c  компланарны, тогда и только тогда, когда 
0a b c⋅ ⋅ = , или 
1 1 1
2 2 2
3 3 3
0 0 векторы ,  ,    компланарны
x y z
a b c x y z a b c
x y z
⋅ ⋅ = ⇔ = ⇔ − . 
3. Вычисление объемов параллелепипеда и треугольной пирамиды. 
Из геометрического смысла смешанного произведения имеем, что 
объем параллелепипеда, построенного на векторах a , b  и c  равен 
V a b c= ⋅ ⋅ , а объем треугольной пирамиды, построенной на этих же век-
торах равен 1
6
V a b c= ⋅ ⋅ . 
 
§ 2. ЛИНЕЙНЫЕ ПРОСТРАНСТВА 
 
Введение 
1. Определение линейного пространства. 
2. Линейная зависимость векторов. 
3. Базис, координаты. Размерность линейного пространства. 
 
Введение 
 
При изучении линейных операций над векторами в 1 2,  R R  и 3R  бы-
ли определены операции сложения векторов и умножения векторов на 
действительные числа, рассмотрены свойства этих операций. Рассмотрен-
ные линейные операции над векторами обладают следующим важным 
свойством: сумма векторов – вектор, произведение вектора на действи-
тельное число – вектор, причем, если векторы из 1 2,  RR  и 3R  соответст-
венно, то сумма векторов и произведение вектора на число из 1 2,  RR  и 3R . 
Свойства рассмотренных операций не зависят от того, рассмотрены они 
были в 1 2,  RR  или 3R . 
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При изучении свойств решений системы m  однородных уравнений с 
n неизвестными имеем: если 1 2( , ,..., )= nx x x x  и 1 2( , ,..., )= ny y y y  – два ре-
шения системы линейных однородных уравнений, то x y+  – сумма реше-
ний системы линейных однородных уравнений. Аналогично, если 
1 2( , ,..., )= nx x x x  – решение системы линейных однородных уравнений, то 
xλ ⋅  – произведение решения системы линейных однородных уравнений 
на число Rλ∈ , также решение системы линейных однородных уравнений. 
Отметим, что данные свойства справедливы для любой однородной систе-
мы линейных уравнений содержащий m  уравнений и n неизвестных. Дока-
зательство этих свойств проводится подстановкой x y+  и xλ ⋅  в данную 
систему линейных однородных уравнений и используя то, что x и y – ре-
шения этой системы. 
Объекты, над которыми можно проводить операции сложения и ум-
ножения на действительные числа, рассматриваются в различных областях 
алгебры, геометрии и анализа. К таким объектам относятся как действи-
тельные, так и комплексные числа, так и свободные векторы на числовой 
прямой (R), плоскости 2( )R  или в пространстве 3R , используемые в анали-
тической геометрии, физике и механике; для которых существуют опера-
ции сложения и умножения на действительные числа (линейные операции 
над векторами) по определенным правилам. Операции сложения и умно-
жения на число вполне по определенным правилам вводится для решений 
однородной системы линейных уравнений – объектов алгебры. При рас-
смотрении матриц и определителей выполняли операции сложения и ум-
ножения на число над стоящими (строками), содержащими n элементов – а 
это объекты арифметики. В анализе функции, заданные на некотором от-
резке можно по известным правилам складывать и умножать на число. 
На первый взгляд можно было бы возразить, в том смысле, что тако-
го ряда аналогии или сопоставления бесполезны, так как природа рассмот-
ренных выше объектов совершенно различна, а, следовательно, опреде-
ленные для них операции сложения и умножения на действительные числа 
не имеют ничего общего друг с другом, кроме разве лишь только названия. 
Но это не так, ибо если внимательно рассмотреть операцию сложения и 
умножения на число в отношении объектов различной природы, как рас-
смотренным выше, так и другим, то можно отметить, что эти операции 
имеют много общих свойств. Так во всех случаях результат сложения не 
зависит от порядка слагаемых, справедливо сочетательное свойство сло-
жения ( ) ( )x y z x y z+ + = + +  или распределительное свойство умножения 
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на число относительно сложения ( )a x y ax ay+ = + ; где x, y, z – любые объ-
екты рассматриваемой совокупности, a R∈ ; справедливы и другие ариф-
метические законы. Вместе с ними во всех рассматриваемых совокупно-
стях являются общими все те факты, которые основываются только на 
этих законах. Если рассматриваются только общие факты, то учитывать 
конкретную природу объектов данной совокупности нет надобности, т. к. 
рассмотрение конкретной природы объектов может осложнить исследова-
ние второстепенными обстоятельствами, далекими от рассматриваемой 
проблемы. 
Рассмотренные примеры приводят нас к введению понятия линейно-
го пространства как совокупности элементов произвольной природы, над 
которыми можно выполнять некоторые действия, которые называют «сло-
жением» и «умножением на действительное число». Так как природа эле-
ментов произвольна, то как именно производятся действия над ними мы не 
можем определить, но предполагается, что эти действия подчинены опре-
деленным арифметическим законам, которые будут подходящим образом 
сформулированы в виде аксиом. Элементы линейного пространства назы-
вают векторами, не взирая на то, что по своей природе они могут быть во-
все не похожи на привычные векторы. Геометрические представления, 
связанные с названием «векторы» служат для уяснения и предвидения 
нужных результатов, а также прямой геометрический смысл в различных 
фактах из алгебры и анализа. 
 
2.1. Определение линейного пространства 
 
Множество V элементов x, y, z, … называется линейным или векторным 
пространством, если: 
− имеется правило, которое каждым двум элементам x и y из V ста-
вит в соответствие третий элемент из V, называемый «суммой» элементов 
x и y и обозначается  x y+ ; 
− имеется правило, которое каждому элементу x V∈  и любому числу 
Rλ∈  ставит в соответствие элемент z V∈ , называемый «произведением 
элемента x на число λ» и обозначается  xλ ⋅ ; 
− правила образования суммы элементов и произведения элементов 
на число удовлетворяют следующим условиям – аксиомам линейного про-
странства: 
I.   1.1. x y y x+ = +  для ∀  x и y из V; 
1.2. ( ) ( )x y z x y z+ + = + +  для ∀  x, y, z из V; 
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1.3. существует 0 V∈ , называемый нулевым, такой, что 
0 0x x x+ = + =  для ∀  x V∈ ; 
1.4. для каждого элемента x V∈  существует элемент (–x), назы-
ваемый противоположным для x, такой, что ( ) 0x x+ − = . 
II.  2.1. 1 x x⋅ =  для ∀  x V∈ ; 
2.2. ( ) ( )x xα ⋅ β ⋅ = α ⋅β ⋅  для ∀  x V∈  и для   ∀ α и Rβ∈ . 
III. 3.1. ( )x x xα +β = α +β  для ∀  x V∈  и для   ∀ α и Rβ∈ ; 
3.2. ( )x y x yα + = α + α  для x∀  и y V∈  и для R∀ α∈ . 
Из аксиом I – III следует, что имеют место следующие теоремы: 
Теорема 22. В любом линейном пространстве существует един-
ственный нуль (нулевой вектор). 
Теорема 23. В любом линейном пространстве для каждого эле-
мента существует единственный противоположный элемент. 
Теорема 24. Для любого элемента ∈x V  линейного пространства 
имеет место равенство 
⋅ =0 0x  
(в правой части равенства 0 – нуль-вектор, а в левой – число 0). 
Замечание. Наличие в линейном пространстве V противоположного 
элемента позволяет ввести операцию вычитания. Разность x – y элементов ли-
нейного пространства V определяется как сумма элементов x и (–y). Это опре-
деление согласуется с определением вычитания (разности) в арифметике. 
 
Примеры линейных пространств 
Пример 1. Множество действительных чисел R с обычным сложени-
ем и умножением есть линейное пространство V. Элементы (векторы) это-
го пространства – числа. Нулевым (нуль) вектором является число ноль. 
Пример 2. Пусть V – это пространства всех свободных векторов обыч-
ного трехмерного пространства, используемые в аналитической геометрии. 
Элементы (векторы) этого линейного пространства векторы, которые 
характеризуются длиной и направлением. Нуль-вектор – это вектор, длина 
которого равна нулю, а направление произвольно. Сумма векторов опреде-
ляется обычным образом по правилу треугольника (параллелограмма). 
Умножение вектора на число λ  определяется обычным образом 
(длина вектора умножается на λ , направление при 0λ >  не меняется, при 
0λ <  – меняется на противоположное). 
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Пример 3. Множество векторов на прямой и на плоскости также ли-
нейные пространства с обычными операциями сложения и умножения век-
тора на число. 
Пример 4. Любое одноэлементное множество – это линейное про-
странство, если оно состоит лишь из нулевого элемента. 
Пример 5. Пространство [ ]abC  – это множество, элементами которо-
го является любая непрерывная функция ( )x x f= , определенная на [ ]ab . 
Правила сложения и умножения на действительное число определя-
ются по обычным правилам анализа; аксиомы линейного пространства вы-
полнены. Элемент 0 – это функция тождественно равная нулю. 
 
2.3. Линейная зависимость векторов 
 
Векторы 1 2, ,.... nx x x  линейного пространства V называется линейно-
зависимыми, если существуют числа 1 2, ,... nc c c , не все равные нулю и та-
кие, что 
1 1 2 2 ... 0n nc x c x c x⋅ + ⋅ + + ⋅ =     (3.31) 
Если же равенство (3.31) возможно только в случае, когда 
1 2 ... 0nc c c= = = = , то векторы 1 2, ,.... nx x x  называются линейно независи-
мыми. 
Вектор 1 1 2 2 ... n na c x c x c x= ⋅ + ⋅ + + ⋅  называется линейной комбина-
цией векторов 1 2, ,.... nx x x ; числа 1 2, ,... nc c c  – коэффициенты этой линейной 
комбинации. 
Векторы 1 2, ,.... nx x x  линейного пространства V линейно зависимы то-
гда и только тогда, когда один из них является линейной комбинацией ос-
тальных векторов. 
Векторы 1 2, ,.... nx x x  линейного пространства V линейно независимы 
тогда и только тогда, когда ни один из них не является линейной комбина-
цией остальных векторов. 
Теорема 25.  
1) Если среди векторов 1 2, ,..., nx x x  содержится нулевой вектор, 
то система векторов 1 2, ,..., nx x x  линейно зависима. 
2) Если среди векторов 1 2, ,..., nx x x  имеется k (k < n) линейно зави-
симых векторов, то и вся система векторов 1 2, ,..., nx x x  линейно зависима. 
3) Если система векторов 1 2, ,..., nx x x  линейно независима, то и 
любая часть этой системы линейно независима. 
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2.4. Базис, координаты.  
Размерность линейного пространства. 
 
Система векторов 1 2, ,... nx x x  образует базис линейного пространства 
V, если: 
1. система векторов 1 2, ,... nx x x  линейно независима. 
2. любой вектор x из пространства V можно представить в виде 
1 1 2 2 ... n nx c x c x c x= + + + ,   (3.32) 
причем представление (3.32) для любого вектора x единственно, а числа 
1 2,   ,  ...  nc c c  – координаты x в базисе 1 2,   ... nx x x . 
Отметим, что условие 2 в определении базиса линейного простран-
ства означает, что система векторов 1 2,   ... nx x x  максимальна в том смысле, 
что присоединение к ней любого вектора пространства V приводит к тому, 
что получившаяся система – линейно зависима. 
Примеры 
1. В пространстве 1 2 3,   ,   R R R  – базис образуют, например, один, 
два, три ненулевых единичных вектора. 
2. В пространстве 1R  в качестве базиса можно выбрать вектор 1 2l =  
или 2 4l = , при этом координаты вектора 3 8l =  в этих базисах будут соот-
ветственно 4 и 2. 
Главное значение базиса линейного пространства состоит в том, что 
линейные операции в пространстве, заданные вначале абстрактно, при опре-
делении базиса становятся обычными операциями над числами – координа-
тами взятых векторов относительно этого базиса. Тогда имеет место теорема: 
Теорема 26. При сложении двух векторов пространства V их коор-
динаты (относительно любого базиса) складываются, а при умножении 
вектора на число все его координаты умножаются. 
Из определения базиса имеем, что размерность линейного простран-
ства совпадает с количеством векторов, образующих его базис, т. е. имеют 
место следующие теоремы. 
Теорема 27. В пространстве V размерности n существует базис 
из n векторов: более того, любая совокупность из n линейно независи-
мых векторов пространства V является базисом этого пространства. 
Доказательство проводится исходя из определения линейной зави-
симости (независимости) векторов и базиса. 
Следующая теорема 28 обратна по отношению к теореме 27. 
Теорема 28. Если в пространстве V имеется базис, то размер-
ность этого пространства равна числу базисных векторов. 
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МОДУЛЬ 4. 
ЭЛЕМЕНТЫ АНАЛИТИЧЕСКОЙ ГЕОМЕТРИИ  
НА ПЛОСКОСТИ 
 
§1. Геометрический смысл уравнений. 
§2. Прямая линия на плоскости.  
§3. Основные задачи на прямую линию на плоскости.  
§4. Кривые второго порядка. 
 
§1. ГЕОМЕТРИЧЕСКИЙ СМЫСЛ УРАВНЕНИЙ 
 
1. Полярные координаты на плоскости и их связь с декартовыми ко-
ординатами. 
2. Уравнение линии на плоскости в декартовых и полярных координа-
тах. Параметрическое уравнение и векторное уравнение, линии на плоскости. 
 
1.1. Полярные координаты на плоскости 
и их связь с декартовыми координатами 
 
Положение точки М на плоскости в декартовой прямоугольной системе 
координат определяется упорядоченной парой 
чисел (x, y) – координаты точки М (рис. 4.1). 
Пусть М(x, y) – произвольная точка 
плоскости. Выберем на плоскости некоторую 
точку О – полюс, луч Ox, проведенный из по-
люса О  называется полярной осью. Выбираем 
единицу масштаба. 
Расстояние OM = r точки М от полюса O 
(r ≥ 0) называется полярным радиусом точки 
М, а угол ϕ, между осью Ox и вектором OM , называется полярным углом. 
Угол ϕ отсчитывается от полярной оси против часовой стрелки (положи-
тельное направление), выбирая [ ]0;2ϕ∈ π , либо [ ];ϕ∈ −π π . 
Пара чисел (r, ϕ) определяет положение единственной точки на 
плоскости: ϕ – указывает направление луча OM точки М, а величина r – 
положение точки М на луче ОМ (расстояние от полюса О до точки М). 
Справедливо и обратное: каждой точке плоскости соответствует единст-
венная пара чисел r и ϕ. При этом угол ϕ определяется с точностью до 2kπ. 
Полярный радиус r и полярный угол ϕ точки М называют полярными 
координатами и записывают М (r, ϕ). Отметим, что при r = const и изме-
y 
x O 
y 
x 
ϕ 
M(x, y)
M(r,ϕ)
Рис. 4.1 
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няющемся ϕ, точка М (r, ϕ) описывает окружность радиуса r с центром в 
полюсе О; если ϕ = const, а r меняется, то точка М (r, ϕ) будет двигаться 
вдоль луча, проведенного из полюса под углом ϕ к полярной оси. Концен-
трические окружности и лучи, исходящие из полюса, образуют координат-
ные линии полярной системы координат. 
Связь между полярными (r, ϕ) и прямоугольными координатами точки 
М устанавливается, если принять за начало прямоугольной системы коорди-
нат полюс О, а за ось абсцисс – полярную ось (рис. 4.1). Из прямоугольного 
треугольника ∆OMN имеем 
cos cos
sin sin
Ox
Oy
x np OM OM r
y np OM OM r
= = ⋅ ϕ = ϕ
= = ⋅ ϕ = ϕ
uuuuuruuuur
uuuur uuuur  
Следовательно, 
cos
sin
x r
y r
= ϕ⎧⎨ = ϕ⎩ .         (4.1) 
Формула (4.1) устанавливает связь между прямоугольными и поляр-
ными координатами точки М. 
Для нахождения полярных координат (r, ϕ) точки М, зная декартовы 
координаты (x, y) точки М, возведем обе части каждого из равенств (4.1) в 
квадрат и, сложив почленно их, получим 
2 2 2 2 2(cos sin )x y r+ = ϕ + ϕ , то есть 2 2 2r x y= + .  
Разделив почленно обе части равенства (4.1), получим 
ytg
x
ϕ = .      (4.2) 
Отметим, что формула (4.2) определяет два значения угла ϕ, отли-
чающихся на 180°. Так как siny r= ϕ , то из этих двух значений угла ϕ 
нужно выбрать то, для которого синус имеет тот же знак, что и y. 
 
1.2. Уравнение линии на плоскости  
в декартовых и полярных координатах.  
Параметрическое уравнение линии на плоскости 
 
В п. 1.1 показано как при помощи декартовых и полярных координат 
устанавливается взаимно однозначное соответствие между геометрически-
ми образами – точками и алгебраическим объектами-числами. Таким обра-
зом, каждой точке плоскости соответствует упорядоченная пара действи-
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тельных чисел, верно и обратное утверждение, каждой упорядоченной паре 
действительных чисел соответствует единственная точка плоскости. Взаим-
но однозначное соответствие, установленное между точками и их координа-
тами (числами), дает возможность изучения геометрических соотношений в 
расположении точек свести к изучению алгебраических соотношений меж-
ду их координатами, что значительно упрощает решение задач. 
Так как существует взаимно однозначное соответствие между ли-
ниями на плоскости и уравнениями двух переменных (x, y) или (r, ϕ), то 
изучение геометрических свойств линий можно свести к изучению анали-
тических свойств соответствующих им уравнений. В аналитической гео-
метрии всякая линия на плоскости есть геометрическое место точек, обла-
дающих некоторым свойством, общим для всех ее точек. 
Пусть (x, y) или (r, ϕ) координаты произвольной точки данной линии в 
соответствующей системе координат. Выражая посредством уравнения ме-
жду x и y или между r и ϕ некоторое свойство, общее для всех точек линии, 
составляем уравнение между переменными координатами. Полученному 
уравнению удовлетворяют координаты произвольной точки данной линии, 
и не удовлетворяют координаты ни одной точки, не лежащей на ней. 
Это уравнение называют уравнением линии, а входящие в него координа-
ты x и y или r и ϕ называются текущими координатами. 
Уравнением линии на плоскости называется такое уравнение, связы-
вающее переменные x и y или r и ϕ, которому удовлетворяют координаты лю-
бой точки, лежащие на данной линии, и не удовлетворяют координаты ни од-
ной точки, не лежащей на ней. 
Итак, уравнение, связывающее координаты x и y (или (r, ϕ)), называ-
ется уравнением линии L, если: 
− координаты (x, y) или (r, ϕ) всякой точки М линии L удовлетворя-
ют этому уравнению; 
− координаты (x, y) или (r, ϕ) всякой точки, не лежащей на линии L, 
не удовлетворяют этому уравнению. 
Координаты точки М, взятой на линии L произвольным образом, на-
зывают текущими координатами, так как линия L может быть образована 
перемещением (движением) точки М. 
Параметрическое уравнение линии на плоскости 
Выражение зависимости между переменными x, y можно установить 
посредством вспомогательной переменной-параметра t. Уравнение линии 
на плоскости можно задавать не одним уравнением, связывающим теку-
щие координаты линии на плоскости (F (x, y) = 0 или y = f (x)), а системой 
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уравнений, в которой каждая текущая координата задается некоторой 
функцией от одного и того же аргумента, например  t-параметра 
( )
( )
x t
y t
= ϕ⎧⎨ = ψ⎩ .      (4.3) 
Функции ϕ (t) и ψ (t) дают параметрическое представление функцио-
нальной зависимости между x и y, а уравнения (4.3) называются парамет-
рическими уравнениями линии на плоскости. 
Для того чтобы написать уравнение линии на плоскости  
в виде F (x, y) = 0 или y = f (x), исключают из уравнений (4.3) параметр t 
(если это возможно). 
Замечание. Одна и та же линия на плоскости может быть задана 
различными параметрическими уравнениями. 
Например, две пары уравнений 
1
3 3
4
tx
y t
⎧ = −⎪⎨⎪ = −⎩
  и  
3
3 12
x t
y t
= −⎧⎨ = −⎩  
определяют одну и ту же прямую. Действительно, исключая t из каждой 
пары уравнений, получим одно и то же уравнение прямой линии на плос-
кости  3x – y – 3 = 0. 
Изучение многих задач (различные процессы в технике, движение 
точки, скорость и ускорение, явления реального мира) приводит к рас-
смотрению переменных векторов, то есть векторов, у которых изменяется 
длина или направление, или одновременно и длина, и направление. 
Линию на плоскости можно задать векторным уравнением 
( )r r t= ,      (4.4) 
где t – скалярный переменный параметр из некоторого множества его зна-
чений (в частности, из некоторого интервала).  
Каждому значению t = t0 соответствует определенный вектор 0 0( )r r t=  
плоскости. При изменении параметра t конец вектора ( )r r t=  описывает 
некоторую линию (ее называют годографом вектор-функции ( )r r t= ). Век-
торному уравнению линии ( )r r t=  в системе координат 0xy соответствуют 
два скалярных уравнения (4.3), то есть уравнения проекций на оси коорди-
нат векторного уравнения линии есть ее параметрические уравнения. 
Механический смысл векторного и параметрического уравнения со-
стоит в следующем: если параметр t – время, то уравнения (4.3) или (4.4) – 
уравнения движения точки на плоскости, а линия – траектория точки. 
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В аналитической геометрии на плоскости рассматриваются две ос-
новные задачи: 
1) зная свойства геометрического места точек на плоскости, напи-
сать уравнение этого свойства геометрического места точек, т. е. написать 
уравнение линии на плоскости; 
2) по уравнению кривой исследовать ее форму и свойства, постро-
ить кривую на плоскости. 
 
§2. ПРЯМАЯ ЛИНИЯ НА ПЛОСКОСТИ 
 
1. Нормальное уравнение прямой на плоскости. 
2. Общее уравнение прямой на плоскости. 
3. Полярное уравнение прямой на плоскости. 
4. Уравнение прямой, проходящей через данную точку в данном 
направлении. 
5. Уравнение прямой линии на плоскости, проходящей через дан-
ную точку перпендикулярно данному вектору. 
6. Каноническое и параметрическое уравнение прямой линии на 
плоскости. 
7. Уравнение прямой линии, проходящей через две точки. 
8. Уравнение прямой линии в отрезках. 
9. Расстояние от точки до прямой. 
10. Угол между двумя прямыми. Условия параллельности и перпен-
дикулярности двух прямых. 
 
2.1. Нормальное уравнение прямой на плоскости 
 
Любой вектор ( , ) 0a m n ≠ , лежащий на данной прямой l или парал-
лельный ей, 
называется направлящим вектором прямой. 
Любой вектор ( , ) 0N A B ≠ , перпендикулярный данной прямой l на-
зывается вектором нормали для данной прямой. 
Теорема 1. Прямая линия на плоскости определяется уравнением 
первой степени относительно двух переменных. 
Доказательство: Пусть l – прямая на плоскости, М(x, y) – любая 
точка на l.  
0OT p= > ;  0 (cos ,  sin );N ⋅ α α   0 1; ( , )N OM r x y= =  
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Отметим, что проекция любого 
радиус-вектора произвольной точки, 
лежащей на прямой l (рис. 4.2) на век-
тор 0N  равна OT p= . Это свойство 
имеет место только для точек M (x, y) 
прямой l и только для них, и нарушает-
ся, если точка M (x, y) лежит вне пря-
мой l. Это свойство аналитически для 
любой точки M на прямой l имеет вид  
0N
np r OT=r   или 
0 0r N p⋅ − = .       (4.5) 
Уравнение (4.5) – уравнение прямой l на плоскости в векторной 
форме (через вектор нормали). Уравнение (4.5) выражает условие, при ко-
тором произвольная точка M (x, y) с ее радиус-вектором r лежит на данной 
прямой l, называется нормальным уравнением прямой в векторной форме. 
Так как координаты векторов 0 (cos ,sin )N α α  и ( , )r x y , то уравнение (4.5) 
(скалярное произведение 0 cos sin )r N x y⋅ = α + α  примет вид 
cos sin 0x y pα + α − = .     (4.6) 
Уравнение (4.6) выражает условие, при котором произвольная точка 
M (x, y) лежит на данной прямой l и называется уравнением прямой в ко-
ординатной форме. Уравнение (4.6) – уравнение первой степени относи-
тельно двух переменных x и y. 
 
2.2. Общее уравнение прямой на плоскости 
 
Теорема 2. Всякое уравнение первой степени относительно двух пе-
ременных определяет прямую линию на плоскости. 
Замечание 1. Вектор ( , )N A B  – один из векторов нормали прямой, а 
коэффициенты A и B при текущих координатах являются проекциями век-
тора нормали на координатные оси. 
Замечание 2. В общем уравнении прямой на плоскости свободный 
член c геометрического смысла не имеет, но величина c
N
, с геометриче-
ской точки зрения, есть расстояние от начала координат до данной прямой. 
y 
0 
T 
x
l α 
0N  M(x, y) 
Рис. 4.2 
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Замечание 3. Нормальное уравнение прямой в координатной форме 
cos sin 0x y pα + α − = , 
есть частный случай общего уравнения Ах + By + C = 0, если в качестве 
нормального вектора N
uur
 прямой l выбран единичный вектор 0N , направ-
ленный из начала координат перпендикулярно к прямой l. 
Замечание 4. Для того, чтобы привести общее уравнение прямой 
линии на плоскости Ax + By + C = 0 к нормальному виду, надо разделить 
его на длину вектора ( , )N A B , взятую со знаком, противоположным знаку 
C, т. е. для приведения общего уравнения к нормальному виду 
cos sin 0x y pα + α − =  
нужно умножить общее уравнение линии на плоскости на нормирующий 
множитель общего уравнения 
2 2
1
A B
µ = ±
+
, 
причем знак множителя следует взять противоположный знаку C (при C = 
0 знак множителя можно выбирать произвольно), то есть получим 
2 2 2 2 2 2
( ) ( ) ( ) 0A B Cx y
A B A B A B
± ± ±+ − =
+ + +
, 
где 
2 2 2 2 2 2
B C 1cos ;      sin ;     p
2A A
A
A B B B
α = ± α = ± = ±
+ + +
 
Пример 1. Уравнение 4x + 3y = 10 привести к нормальному виду. 
Решение. Нормирующий множитель данной прямой будет 
2 2
1 1
54 3
µ = =
+
; 
умножая данное уравнение на µ, получим 4 3 2 0
5 5
x y+ − =  уравнение в 
нормальной форме. 
Ответ. Для данной прямой имеем 
4 3cos ;    sin ;     p 2
5 5
α = α = = . 
Уравнение вида y = kx + b называется уравнением прямой с угловым 
коэффициентом. Геометрический смысл углового коэффициента k состоит 
в следующем (рис. 4.3). 
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Если α  – угол между прямой l  и 
положительным  направлением оси Ox 
(угол наклона прямой l к оси Ox), то 
A Atg
B B
−α = = , т.к. А < 0, а B > 0. Для 
любого другого расположения прямой l 
(а следовательно, и ( , )N A B
uur
) на плос-
кости, аналогичные рассуждения пока-
зывают, что Atg k
B
α = − = . 
Итак, угловой коэффициент  k прямой y = kx + b численно равен тан-
генсу угла наклона этой прямой к оси Ox. 
 
2.3. Полярное уравнение прямой на плоскости 
 
 
Рис. 4. 4: 
0OT p= ≥ ,  
l – прямая,    
M l∈ ,             
S  – ось. 
 
 
 
Отметим, что для любой точки M(r,ϕ) на прямой l (рис. 4.4.) справедливо 
Sпр OM p=
uuuur
.         (4.7) 
С другой стороны 
cos( ) cos( )Sпр OM OM r= ⋅ α − ϕ = ⋅ ϕ − α
uuuur uuuur
.         (4.8) 
Из уравнений (4.7) и (4.8) имеем 
cos( )r pϕ−α = .         (4.9) 
Уравнение (4.9) – уравнение прямой линии на плоскости в полярной 
системе координат. 
 
y 
O xl 
B
( , )N A B  
α
α 90
°+α
A  
Рис. 4.3
S 
T
O 
l 
x
M(r,ϕ) 
α ϕ 
r
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2.4. Уравнение прямой, проходящей через данную точку 
 в данном направлении 
 
Пусть дана точка 0 0 0( , )M x y . Прямая l проходит через точку M0 и ее 
направление характеризуется угловым коэффициентом k. 
Уравнение прямой l будем искать в виде 
y = kx + b,      (4.10) 
где b – пока неизвестная величина. 
Так как прямая l проходит через точку 0 0 0( , )M x y , то получим 
0 0y kx b= +      (4.11) 
Вычитая из (4.10) уравнение (4.11) получим: 
0 0( )y y k x x− = − .        (4.12) 
Уравнение (4.12) – уравнение прямой линии на плоскости, проходя-
щей через точку 0 0 0( , )M x y  в направлении k. 
 
2.5. Уравнение прямой линии на плоскости,  
проходящей через данную точку перпендикулярно  
данному вектору 
 
Пусть 0 0 0( , )M x y  – точка, лежащая 
на прямой l, и вектор ( , ) 0N A B ≠ , пер-
пендикулярный искомой прямой l. 
Для того, чтобы написать уравнение 
прямой l, возьмем на l произвольную точ-
ку M (x, y), тогда получим вектор 0M M
uuuuuur
, 
лежащий на прямой l (рис. 4.5). А так как 
вектор ( , ) 0N A B ≠  перпендикулярен ис-
комой прямой l, то 0N M M⊥ , и скаляр-
ное произведение их равно нулю: 
0 0N M M⋅ =          (4.13) 
или 
0 0( ) ( ) 0A x x B y y− + − = .      (4.14) 
Уравнение (4.13) и (4.14) – уравнение прямой линии на плоскости, 
проходящей через данную точку 0 0 0( , )M x y , перпендикулярно данному 
вектору ( , )N A B  в векторной и координатной форме. 
y
xl
M0(x0, y0) 
M(x,y) 
( , )N A B  
Рис. 4.5 
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2.6. Каноническое и параметрическое уравнение  
прямой линии на плоскости 
 
Пусть точка 0 0 0( , )M x y  лежит на 
прямой l, а вектор ( , ) 0a m n ≠  парал-
лелен l, 0 0 0( , )M x y , то есть a  – на-
правляющий вектор прямой l. 
Для того, чтобы написать урав-
нение прямой l, возьмем на ней про-
извольную точку M (x, y), тогда полу-
чим вектор 0M M  лежащий на прямой 
l и коллинеарный вектору a  (рис. 4.6), 
а это значит, что координаты векторов 
0M M  и a  пропорциональны, то есть получим соотношение 
0 0x x y y
m n
− −= .         (4.15) 
Равенство (4.15) называется каноническим уравнением прямой ли-
нии на плоскости.  Так как векторы 0M M  и a  коллинеарны, то существует 
t R∈ , такое, что 0M M t a= ⋅  или 0 0x x y y tm n
− −= =  откуда 
0
0
x x mt
y y nt
= +⎧⎨ = +⎩
     (4.16) 
Уравнения (4.16) – параметрические уравнения прямой линии на плос-
кости, проходящей через точку 0 0 0( , )M x y  с направляющим вектором ( , )a m n . 
 
2.7. Уравнение прямой линии,  
проходящей через две точки 
 
Пусть даны точки 1 1 1( , )M x y  и 
2 2 2( , )M x y . 
Написать уравнение прямой, проходя-
щей через эти точки. 
Пусть M (x, y) – произвольная точка 
прямой l. 
Тогда векторы: 1 2 2 1 2 1( , )M M x x y y= − −   
Рис. 4.6 
y 
x l 
М(x,y)
0 0 0( , )M x y  
( , )a m n
y 
x l 
M(x,y) M2(x2,y2
M1(x1,y1)
Рис. 4.7 
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и 1 1 1( , )M M x x y y= − −  (рис. 4.7) коллинеарны, следовательно, имеет место 
соотношение 
1 1
2 1 2 1
x x y y
x x y y
− −=− − . 
 
2.8. Уравнение прямой линии в отрезках 
 
Пусть даны точки M1(a,0) и M2(0, b) ( 0)a b⋅ ≠ . 
Тогда уравнение прямой линии, проходящей через точки M1(a,0) и 
M2(0, b) имеет вид 
0
0 0
y x a
b a
− −=− −  или 1
x y
a b
+ = . 
Полученное уравнение называется уравнением прямой в отрезках, 
так как числа a и b – это отрезки, отсекаемые прямой на осях координат. 
 
2.9. Расстояние от точки до прямой 
 
Пусть задана прямая l: Ax + By +C = 0 и точка M0(x0, y0). Требуется 
найти расстояние от точки M0 до прямой l. 
Расстояние d от точки M0 до прямой l равно модулю проекции векто-
ра 1 0M M
uuuuuur
, где M1(x1, y1) – произвольная точка прямой l, на направление 
вектора нормали ( , )N A B  (рис. 4.8). 
Следовательно, 
0
0 0
1 0 1 0 2 2N N
Ax By C
d пр M M пр M M
A B
+ += = =
+
uuuuuur
. 
Итак   0 0
2 2
Ax By C
d
A B
+ +=
+
. 
Замечание. Если прямая линия l 
задана уравнением в нормальном виде 
cos sin 0x y pα + α − = , то расстояние 
от точки M0(x0, y0) до прямой l опре-
деляется по формуле 
0 0cos sind x y p= α + α −  
y
x
l 
M1
d
M0 
N  
О
Рис. 4.8 
 130
2.10. Угол между двумя прямыми.  
Условия параллельности и перпендикулярности двух прямых 
 
2.10.1 Пусть прямые l1 и l2 (рис. 4.9) заданы уравнениями с угловыми 
коэффициентами: 
1 1y k x b= +  и 2 2y k x b= + . 
За угол между прямыми l1 и l2 принимается наименьший из двух 
смежных углов, образованных при пересечении прямых l1 и l2. 
Так как α2 = α1 + ϕ (по теореме о 
внешнем угле треугольника) или  
ϕ = α2 – α1, если 2
πϕ ≠ , то  
2 1 2 1
2 1
1 2 1 2
( )
1 1
tg tg k ktg tg
tg tg k k
α − α −ϕ = α −α = =+ α α + , 
так как 1tg kα = ; 2 2tg kα = , поэтому 
2 1
1 21
k ktg
k k
−ϕ = + .   (4.17) 
Формула (4.17) определяет угол между данными прямыми l1 и l2. 
Необходимым и достаточным условием параллельности прямых l1 и 
l2 является равенство их угловых коэффициентов, т. е. k1 = k2 . 
В случае перпендикулярности прямых l1 и l2 (и только в этом случае) 
можно считать, что  2 1 2
πα −α = . 
Отсюда следует, что  2 1 2
πα = α +  или  2 1 1tg tg( ) ctg2
πα = α + = − α , 
откуда имеем: 1 2tg tg 1α ⋅ α = − . Следовательно, необходимым и достаточ-
ным условием перпендикулярности прямых l1 и l2 является условие 
1 2 1k k⋅ = − . 
2.10.2 Пусть прямые l1 и l2 заданы общими уравнениями прямых ли-
ний на плоскости: Ax1 + By1 + C1 = 0 1 1 1( , )N A B – вектор нормали l1;  
2 2 2 0,A x B y C+ + =  2 2 2( , )N A B  – вектор нормали l2, тогда 
1 2
1 2 1 2
1 2
cos( ) cos( ) N Nl l N N
N N
⋅= = ⋅ . 
Прямая l1⎟⎟ l2 ⇔ 1 1
2 2
A B
A B
= . 
Прямые l1 и l2 перпендикулярны ⇔ 21 0N N⋅ = , или в координатной 
форме  A1A2 + B1B2 = 0. 
y 
xl1 l2 
α1 α2 
ϕ 
Рис. 4.9
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§ 3. ОСНОВНЫЕ ЗАДАЧИ  
НА ПРЯМУЮ ЛИНИЮ НА ПЛОСКОСТИ 
 
1. Деление отрезка в заданном отношении. 
2. Расстояние между двумя точками. 
3. Площадь треугольника и многоугольника. 
4. Уравнение прямой, проходящей через данную точку 0 0 0( , )M x y  и 
составляющей заданный угол ϕ с данной прямой 0 0y k x b= + . 
5. Уравнение биссектрис углов, образованных данными прямыми. 
6. Задача о нахождении уравнения пучка прямых, центром которого 
служит точка пересечения двух данных прямых, определяемых общими 
уравнениями. 
7. Уравнение прямой, проходящей через точку пересечения двух 
данных прямых и удовлетворяющей еще некоторому условию. 
8. Условия, при которых данная прямая пересекает данный отрезок. 
9. Определение расположения данной точки М и начала координат О 
относительно углов, образованных двумя пересекающимися прямыми. 
 
3.1. Деление отрезка в заданном отношении 
 
Точка  ( , )M x y  делит внутренним образом отрезок  1 2M M  
1 1 1( ( , )M x y ,  2 2 2( , ))M x y  в данном отношении  0λ > , если  1
2
M M
MM
= λ . 
Пусть 1 2,  ,  r r r
r uur uur
 – радиус-векторы точек 1 2,  ,  M M M . Тогда 
1 1;   M M r r= −
uuuuur ur
,  2 2MM r r= −
uuuuur ur r
,  а  1 2( )r r r r− = λ −
ur ur
  или 1 2(1 )r r r+ λ = + λ
ur ur
, то 
есть  1 2
1
r rr + λ= + λ
ur ur
, тогда  1 2
1
x xx + λ= + λ ;  
1 2
1
y yy + λ= + λ . 
 
3.2. Расстояние между двумя точками 
 
Если 1 1 1( , )M x y  и 2 2 2( , )M x y , то расстояние между 1M  и 2M  опреде-
ляется по формуле  2 22 1 2 1( ) ( )d x x y y= − + − . 
Угол ϕ, образованный отрезком 1 2M M  с положительным направле-
нием оси Оx, определяется по формуле 2 1
2 1
tg y y
x x
−ϕ = − . 
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3.3. Площадь треугольника и многоугольника 
 
1. Если 1 1 2 2 3 3( , ),  ( , ),  ( , )A x y B x y C x y  три любые точки, то площадь S 
треугольника ∆АВС определяют по формуле  
1 3 2 3
1 3 2 3
1
2
x x x x
S
y y y y
− −= ± − −  
Знак «+» выбирают, если обход вершин A, B, C производится против 
часовой стрелки (положительное направление); «–» – по ходу часовой 
стрелки. 
2. Условие, при котором три данные точки лежат на одной прямой, 
служит равенство нулю площади соответствующего треугольника. 
3. Площадь многоугольника с вершинами  
1 1 2 2( , ),  ( , ) ,...,  ( , )n nA x y B x y D x y  равна половине суммы произведений 
абсцисс каждой из вершин, умноженной на разность ординат следующей 
вершины и предыдущей, то есть 
1 1
1
1 ( )
2
n
k k k
k
S x y y+ −
=
= −∑  
4. Координаты центра тяжести площади однородного треугольника че-
рез его вершины 1 1 2 2 3 3( , )   ( , )   ( , )A x y B x y C x y  определяются по формулам: 
1 2 3 1 2 3;    
3 3
x x x y y yx y+ + + += = . 
Пример 2. Пусть (3,  2);   ( 1,  1)A B − −  и (11,  6)C −  вершины треуголь-
ника ∆АВС. Является ли данный треугольник тупоугольным? 
Решение. Определим длины сторон ∆АВС: 
АВ = 5; ВС = 13; АС = 8 2 . 
Найдем квадраты сторон ∆АВС: 
2 2 225;    169;   128AB BC AC= = = . 
Рассматривая соотношение между квадратами сторон ∆АВС имеем  
2 2 2 2 2153;   AB AC BC AB AC+ = > + . 
Так как квадрат большей стороны (ВС) больше суммы квадратов 
двух меньших сторон (АВ и АС), то эта большая сторона лежит против ту-
пого угла, то есть данный треугольник ∆АВС тупоугольный. 
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Пример 3. Найти координаты точки, которая выйдя из А (3; 0), перемес-
тилась на 8 единиц длины по прямой, которая образует угол 30° с осью Оx. 
Решение. Пусть искомая точка М (x, y), тогда из условия задачи по-
лучим систему уравнений относительно координат x и y точки M. 
2 2
0
3
tg30
3
AB (x ) y
y
x
⎧ = − +⎪⎨ =⎪ −⎩
  или  
2 2( 3) 64
3 3
3
x y
y x
⎧ − + =⎪⎨ = −⎪⎩
. 
Решая систему, получим две точки 
1(3 4 3,  4)M +  и 2(3 4 3,  4)M − − . 
 
3.4. Уравнение прямой, проходящей  
через данную точку  0 0 0( , )M x y   и составляющей  
заданный угол ϕ с данной прямой  0 0y k x b= + . 
 
Предложим следующее решение. 
Решение. Уравнение искомой прямой будем искать в виде 
0 0( )y y k x x− = − . 
Так как искомая прямая 0 0( )y kx y kx= + −  составляет с данной пря-
мой 0 0y k x b= +  угол ϕ, имеем 
0
0
tg
1
k k
k k
−ϕ = ± + . 
Из уравнения определяем угловой коэффициент к искомой прямой 
0
0
tg
1 tg
kk
k
± ϕ= ⋅ ϕm ,  при  01 tg 0k± ϕ ≠  
Отметим, что если  1 tg 0k± ⋅ ϕ = ,  то угловой коэффициент не сущест-
вует, и искомую прямую определяют уравнением  0x x= . 
Тогда получаем уравнения двух искомых прямых: 
1. ( )00 0
0
tg
1 tg
ky y x x
k
+ ϕ− = ⋅ −− ϕ  и ( )00 00
tg
1 tg
ky y x x
k
− ϕ− = −+ ϕ , при 
0tg 1k ϕ ≠ ± . 
2. ( )00 0tg2
ky y x xϕ− = −   и  0x x= ,  при  0 tg 1k ⋅ ϕ = − . 
3. 0x x=  и ( )00 0tg2
ky y x x− ϕ− = − , при 0 tg 1k ⋅ ϕ = . 
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Пример 4. Написать уравнение прямой, отсекающей на оси Оy от-
резок, равный 2, и образующей с прямой  2 3 0x y− + =   угол в 45°. 
Решение. Уравнение искомой прямой имеет вид 2y k x= ⋅ + , где уг-
ловой коэффициент определим по формулам 0
0
tg
1 tg
kk
k
± ϕ= ϕm , 0
1
2
k =  (из урав-
нения 2 3 0x y− + = ) и tg 1ϕ = .  3k =  или 1
3
k = − . Тогда имеем уравнения 
3 2y x= +   и  1 2
3
y x= − + . 
Таким образом, задача имеет два решения, причем, найденные пря-
мые являются взаимно перпендикулярными. 
 
3.5. Уравнение биссектрис углов,  
образованных данными прямыми. 
 
1. Пусть прямые на плоскости заданы общими уравнениями 
1 1 1 0A x B y C+ + =    и  2 2 2 0A x B y C+ + =  
Так как биссектриса угла есть геометрическое место точек, равноуда-
ленных от данных сторон угла (прямых линий), то справедливо равенство 
1 2d d= , 
где 1d  и 2d  – расстояния от любой точки M (x, y), лежащей на биссектрисе 
до прямых, которые определяются по формуле 
2 2
Ax By Cd
A B
+ +=
± +
. 
Взяв одинаковые знаки 1d  и 2d , получим уравнение первой из бис-
сектрис, а при различных знаках 1d  и 2d  – получим уравнение второй бис-
сектрисы. 
Пример 5. Написать уравнение биссектрис углов между прямыми 
3 4 1 0x y+ − =   и  4 3 5 0x y− + = . 
Решение. Пусть M (x, y) произвольная точка биссектрисы, тогда рас-
стояние до каждой из данных прямых равно 
1
3 4 1
5
x yd + −= ; 2 4 3 55
x yd − += − . 
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Тогда из равенства 1 2d d=  имеем 3 4 1 4 3 55 5
x y x y+ − − += −  или 
3 4 1 4 3 5
5 5
x y x y+ − − += , то есть искомые уравнения биссектрис имеют вид 
7 4 0x y+ + =  и 7 6 0x y− + = . 
2. Пусть прямые на плоскости заданы уравнениями в нормальном виде 
1 1 1cos sin 0x y pα + α − =   и  2 2 2cos sin 0x y pα + α − =     
Левые части уравнений равны отклонениям 1δ  и 2δ  точки M (x, y) от 
прямых, определяемых уравнениями. На одной из биссектрис (отвечаю-
щих углу, содержащему начало координат) отклонения 1δ  и 2δ  равны по 
модулю и по знаку; а на другой биссектрисе отклонения 1δ  и 2δ  равны по 
модулю и противоположны по знаку. Следовательно, уравнения искомых 
биссектрис имеют следующий вид 
1 1 1 2 2 2( cos sin ) ( cos sin ) 0x y p x y pα + α − − α + α − =    
и  1 1 1 2 2 2( cos sin ) ( cos sin ) 0x y p x y pα + α − + α + α − = . 
Пример 6. Написать уравнения биссектрис углов между прямыми 
7 1 0x y− − =   и  7 0x y+ + = . 
Решение. Запишем данные уравнения в нормальном виде: 
7 1 0
50 50 50
x y− − =   и  1 1 7 0
2 2 2
x y− − − = . 
Тогда уравнения биссектрис имеют вид 
7 1 7
50 50 50 2 2 2
x x yy− − = − − −  или  
7 1 7
50 50 50 2 2 2
x x yy− − = + + . 
Откуда получаем уравнения искомых биссектрис. 
3 17 0x y− + =   и  3 12 0x y+ + = . 
Замечание. Уравнения биссектрис углов, образованных сторонами 
АВ и СВ треугольника ∆АВС, запишутся в виде  1 2d d=   или  1 2d d= − . 
Одно из этих уравнений определяет уравнение биссектрисы внут-
реннего угла В треугольника ∆АВС, второе – уравнение биссектрисы 
внешнего угла. В силу того, что вершины А и В лежат по одну сторону от 
биссектрисы внешнего угла В, то при подстановке координат точек А и В в 
уравнение этой биссектрисы получим числа одного знака. Вершины А и С 
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расположены по разные стороны от биссектрисы внутреннего угла В, по-
этому при подстановке координат точек А и С в уравнение этой биссектри-
сы дает числа разных знаков. Рассмотренные утверждения дают способ 
определения биссектрисы внутреннего (внешнего) угла треугольника. 
 
3.6. Задача о нахождении уравнения пучка прямых,  
центром которого служит точка пересечения двух данных  
прямых, определяемых общими уравнениями 
 
Определение. Совокупность лежащих на данной плоскости прямых, 
называется пучком прямых с центром в М. 
Центр пучка прямых М определяется заданием двух различных пря-
мых этого пучка. Зная центр пучка 0 0( , )M x y , можно написать уравнение 
любой прямой этого пучка, используя для этого уравнение прямой, прохо-
дящей через точку 0 0 0( , )M x y  в данном направлении (известен угловой ко-
эффициент). Но при решении ряда задач представляется удобным написать 
уравнение любой прямой, проходящей через точку пересечения двух дан-
ных прямых, не вычисляя координат этой точки пересечения. Так, если  
1 1 1 0A x B y C+ + =    и  2 2 2 0A x B y C+ + =  
уравнения двух различных прямых, пересекающихся в некоторой точке М, 
а α и β – любые числа 0α ⋅β ≠ , то 
1 1 1 2 2 2( ) ( ) 0A x B y C A x B y Cα + + + β + + =  
есть уравнение прямой, проходящей через точку М. Более того, какова бы 
ни была наперед заданная проходящая через точку М прямая, она задается 
уравнением при некоторых α и β. 
Пример 7. Написать уравнение прямой, проходящей через точку М 
(3; –1) и точку пересечения прямых  2 1 0x y− + =   и  1 0y − = . 
Решение. Запишем уравнение пучка прямых в виде  
2 1 ( 1) 0x y y− + + λ − = . 
Так как искомая прямая проходит через М (3; – 1), то параметр λ оп-
ределим, используя точку М: 
3 2 1 ( 2) 0;        3+ + + λ − = λ = . 
Искомое уравнение прямой имеет вид  2 1 3( 1) 0x y y− + + − =   или 
2 0x y+ − = . 
Пример 8. Через точку пересечения прямых  4 2 0x y+ − =   и 
3 0x y− =   провести прямую, перпендикулярную прямой  1 0x y+ − = . 
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Решение. Через точку пересечения данных прямых проведем пучок 
прямых  3 ( 4 2) 0x y x y− + λ + − =   или (3 ) (4 1) 2 0x y+ λ + λ − − λ = . 
Из условия перпендикулярности двух прямых  
1 2 1 2 0A A B B+ =  в нашем случае получаем уравнение относительно λ 
1 (3 ) 1(4 1) 0⋅ + λ + λ − = . 
Решая последнее уравнение относительно λ, получим 2
5
λ = − . Под-
ставляя найденное значение в уравнение пучка, получим искомое уравне-
ние прямой  13 13 4 0x y− + = . 
 
3.7. Уравнение прямой, проходящей  
через точку пересечения двух данных прямых  
и удовлетворяющей еще некоторому условию 
 
Требуется написать уравнение прямой, проходящей через точку пе-
ресечения двух прямых, заданных уравнениями 
1 1 1 0A x B y C+ + =    и  2 2 2 0A x B y C+ + =  
(прямые не параллельны и не совпадают) и к тому же, удовлетворяющей 
одному из следующих условий: 
1) отсекающей на осях отрезки равной длины; 
2) параллельной заданной прямой  0Ax By C+ + = ; 
3) перпендикулярной заданной прямой.  
Уравнение искомой прямой принадлежит пучку 
1 1 1 2 2 2( ) ( ) 0A x B y C A x B y Cα + + +β + + =        (4.18) 
Для определения постоянных α и β (и их отношения) используем до-
полнительные условия: 
а) в этом случае в (4.18) собираем коэффициенты при x и y и, при-
равнивая между собой модули этих коэффициентов (т. к. требуется, чтобы  
отсекаемые на осях отрезки имели равную длину), получаем уравнение  
1 2 1 2A A B Bα +β = α +β . 
Задавая произвольно один из коэффициентов α или β, определим из 
последнего уравнения другой коэффициент, а, следовательно, и искомое 
уравнение прямой. 
б) Учитывая, что у двух параллельных прямых коэффициенты при x 
и y пропорциональны, получим 
1 2 1 2A A B B
A B
α +β α +β=   или  1 1 2 2( ) ( )A B B A B A A Bα − = β − . 
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Задавая произвольно один из коэффициентов α и β, мы найдем дру-
гой из этих коэффициентов, а следовательно, и уравнение искомой прямой. 
в) Используя для прямой условие перпендикулярности, получим 
уравнение  
1 2 1 2( ) ( ) 0A A A B B Bα + β + α + β =   или 
1 1 2 2( ) ( ) 0A A B B A A B Bα + + β + = . 
Полагая в последнем уравнении один из коэффициентов α или β  
произвольным числом, находим второй коэффициент, а следовательно, и 
уравнение искомой прямой. 
 
3.8. Условия, при которых данная прямая  
пересекает данный отрезок 
 
Пусть АВ – заданный отрезок. Уравнение данной прямой запишем в 
нормальном виде 
cos sin 0x y pα + α − =  
Подставляя в левую часть уравнения координаты точек А и В, полу-
чим отклонения Aδ  и Bδ  соответственно точек А и В от данной прямой. 
Данная прямая пересекает отрезок [АВ] тогда и только тогда, когда точки А 
и В лежат по разные стороны от этой прямой, то есть необходимо и доста-
точно, чтобы отклонения Aδ  и Bδ  имели разные знаки: 0A Bδ ⋅ δ < . 
 
3.9. Определение расположения данной точки М  
и начала координат О относительно углов,  
образованных двумя пересекающимися прямыми 
 
Пусть даны две пересекающиеся прямые и точки М (x, y) и О (0, 0) – 
начало координат. 
Записывая данные уравнения прямых в нормальной форме, и подстав-
ляя в левые части этих уравнений координаты точки М, получим 1δ  и 2δ  – 
отклонения точки М от данных прямых. Точка М и начало координат О лежат: 
− в одном углу, если  1 0δ <   и  2 0δ < ; 
− в вертикальных углах, если  1 0δ >   и  2 0δ > ; 
− в смежных углах, если  1 2 0δ ⋅ δ <   (разные знаки  1δ   и  2δ ). 
 139
§ 4. КРИВЫЕ ВТОРОГО ПОРЯДКА 
 
1. Эллипс, окружность, гипербола, парабола. Определение и вывод 
канонических уравнений. 
2. Исследование формы эллипса, окружности, гиперболы, параболы. 
3. Задачи на кривые второго порядка. 
 
4.1. Эллипс, окружность, гипербола, парабола. 
Определение и вывод канонических уравнений 
 
Начнем с того, что вид уравнения линии не зависит от выбора систе-
мы координат. Например, уравнение окружности в двух указанных на 
рис.4.10 системах координат будут такими: X2 + Y2 = 4 (в системе XOY и в 
системе хО’у). Поскольку в дальнейшем нас будут интересовать уравнения 
кривых второго порядка 2 2 10 6 30 0x y x y+ − + + = , то нужно позаботится о 
выборе системы координат. Для построения теории нам потребуются две 
точки А1, А2 на плоскости. 
Пусть ось Ох проходит через эти точки в направлении от А1 к А2. Нача-
ло координат поместим в середину отрезка А1А2. Разумеется, ось Оу будет 
перпендикулярна отрезку А1А2, длину которого обозначим 2а, где а – положи-
тельное число. 
Определение. Множество точек М(х, у) плоскости (рис. 4.11) назовем 
кривой второго порядка, если эти точки удовлетворяют условию  
MN2 = λ⋅A1N⋅NA2,     (4.19) 
где  N – основание перпендикуляра, опущенного из точки М на ось Ох;  
λ – коэффициент, который может принимать различные значения. 
Анализируя рис. 4.11, 4.12 и равенст-
во (4.19), замечаем, что точка N может ока-
заться или между точками А1, А2 или сна-
ружи; точки А1, А2 могут совпадать. В зави-
симости от этих ситуаций равенство (4.19), 
записанное в координатной форме, будет 
определять линии с различными свойства-
ми. Для рис. 4.11 равенство (4.19) в коорди-
натной форме запишется так y2=λ(x+a)(a–x). 
О 2
x
Yy 
O’(-5;3) 
Рис. 4.10
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Если коэффициент λ взять равным  
2
1b
a
≤ , b > 0, то получим уравне-
ние 
2
2 2 2
2 ( )
by a x
a
= − , то есть 
2 2
2 2 1
x y
a b
+ =      (4.20) 
 
 
Линию, которую определяет уравнение (4.20), называют эллипсом. 
Если a = b, то есть в равенстве (4.19) А = 1, то получаем известное уравне-
ние x2 + y2 = a2 окружности с центром в начале координат и радиусом а. 
Обозначим а2 – b2 = с2 ( a b≥ ) по условию. Точки F1(–c, 0), F2(c, 0) называ-
ют фокусами эллипса. Для окружности а2 = b2 они сливаются в ее центр. 
Для рис. 4.12 равенство (4.19) в координатной форме принимает вид  
y2 = λ(х + а)(а – х). Если 
2
2
b
a
λ = − , b > 0, то 
2
2 2 2
2 ( )
by x a
a
= −  или  
2 2
2 2 1
x y
a b
− = . 
Получили уравнение линии, которую называют гиперболой. Если 
обозначить a2 + b2 = c2, то можно рассмотреть точки F1(–c, 0), F2(c, 0), ко-
торые называют фокусами гиперболы. 
Наконец, предположим, что точки А1, А2 на рис. 4.13 сливаются  
(с началом координат). Тогда равен-
ство (4.19) принимает вид 
(MN)2 = λ⋅0N 
или, в координатной форме, 
у2 = λх. 
Для удобства последующих 
рассуждений обозначим 
λ = 2р, р > 0. 
                          y 
                                    M(x; y) 
 
 
                        О         N(x; 0)            x 
 1( ;0)A a−                      2 ( ;0)A a   
 
 
 
 
                  Рис. 4.11 
                          y 
                                                        ( ; )M x y    
 
 
 
О                      N(x;0)  
 1( ;0)A a−               2 ( ;0)A a                      x
 
 
 
 
                       Рис. 4.12 
                              y 
 
 
 
              1( ;0)F c−         )0;(2 cF    
  )0;(1 aA −           0                    )0;(2 aA             x 
 
 
Рис. 4.13 
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Тогда получим уравнение, которое определяет линию, называемую 
параболой 
у2 = 2рх. 
Точка F(
2
p , 0) называется ее фокусом. 
 
4.2. Исследование формы эллипса,  
окружности, гиперболы, параболы 
 
Уравнения 
2 2
2 2 1
x y
a b
+ = ,     (4.21) 
2 2
2 2 1
x y
a b
− = ,     (4.22) 
у2 = 2рх       (4.23) 
называют каноническими, то есть простейшими уравнениями эллипса, ги-
перболы, параболы соответственно. В уравнения (4.21), (4.22) переменные 
х, у  входят только в четных степенях. Поэтому если точка М(х, у) принад-
лежит линии, то ей принадлежат и точки М1(–х, у); М2(х, –у); М3(–х, –у). 
Это означает что эллипс и гипербола симметричны относительно осей xO , 
yO  и начала координат. Ось симметрии этих кривых, проходящая через 
фокусы, называется фокальной осью симметрии (рис. 4.14). Точка пересе-
чения осей симметрии называется ее центром. Для кривых, заданных 
уравнениями (4.21), (4.22), центр совпадает с началом координат. Очевид-
но, что парабола, определяемая уравнением (4.22), имеет одну ость сим-
метрии, совпадающую с осью xO . Ее называют осью параболы. 
Точки пересечения линии (4.21), или (4.22), или (4.23) с осями коор-
динат называют вершинами этой ли-
нии. Найдем их. Если х = 0, то из 
(4.21) находим 
2
2 1
y
b
=  или y b= ± . 
Полагая у = 0, получим 
2
2 1
x
a
=  или 
x a= ± . Таким образом вершины эл-
липса находятся в точках А1(–а, 0); 
А2(а, 0); B1(0, –b); B2(0, b). Для гипер-
                               y 
 
 
                                           M(x;y) 
 
    )0;(1 cF −        0              )0;(2 cF       x 
                                    
 
 
Рис. 4.14 
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болы (4.21) при у = 0 получим 
2
2 1
x
a
=  или x a= ± . Если х = 0, то 
2
2 1
y
b
= −  или  
у2 = –b2.  Отсюда находим  
1y b bi= ± − = ± . 
Получение мнимых значений означает, что гипербола (4.22) ось yO  не 
пересекает. В соответствии с этим та ось симметрии гиперболы, которую 
она пересекает, называется действительной, а ось симметрии, которую она 
не пересекает, называется мнимой. Точки А1(–а, 0); А2(а, 0) являются вер-
шинами гиперболы. Парабола (4.23) имеет только одну вершину, совпа-
дающую с началом координат. Для эллипса (4.21) отрезки А1А2, В1В2 с дли-
нами kа, kb называются большой и малой осями, а величины a, b называют-
ся большой и малой полуосями. Для гиперболы (4.22) отрезок А1А2 = 2а на-
зывается ее действительной осью, а отрезок В1В2 = b – мнимой осью. Вели-
чины a, b называют соответственно действительной и мнимой полуосями. 
Пусть М(х, у) – точка эллипса. Тогда  
2 2 .by a x
a
= ± −  
Найдем расстояние между фокусом F2(c, 0) и этой точкой:  
2 2
2 2 2 2 2 2
2 2 2
2
( ) ( ) (1 ) 2
( ) .
= − + − = − − + + =
= − = −
b bF M x c a x x xc c b
a a
b ca x a x
a a
 
Аналогично можно показать, что 1
cF M a x
a
= + . Следовательно, 
1 2 2F M F M a+ = , то есть сумма расстояний от любой точки эллипса до его 
фокусов есть величина постоян-
ная, равная 2а. Это свойство часто 
берут за определение эллипса, и из 
него следует один метод построе-
ния этой кривой. Возьмем замкну-
тую нить длиной 2а и закрепим ее 
в точках F1 и F2, которые будут 
фокусами. Натянув нить каранда-
шом (как на рис. 4.15), поведем 
линию. Это и будет эллипс. Из 
                                  y 
                                       );0(2 bB  
 
)0;(1 aA −                                         )0;(2 aA    
                 )0;(1 cF −           )0;(2 cF                  x 
 
                                     );0(1 bB −  
     
Рис. 4.15 
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уравнения (4.21) следует, что 
2
2 1;
x
a
≤   
2
2 1
y
b
≤ , или 2 2x a≤ ;  2 2y b≤ . Поэто-
му эллипс – ограниченная фигура. Если в первой четверти х возрастает от 
0 до a , то у убывает от b до 0. Учитывая симметрию эллипса, построим его 
полностью. 
Изучим более детально гиперболу (рис. 4.16). Через точки А1(–а, 0), 
А2(а, 0), В1(0, –b), В2(0, b) проведем прямые, параллельные осям координат. 
Получим основной прямоугольник гиперболы. 
Его диагоналями являются прямые by x
a
= , by x
a
= − . Рассмотрим в 
первом квадранте точку ( , )bN x x
a
 прямой by x
a
=  и точку 2 2( , )bM x x a
a
−  
гиперболы с одной и той же абсциссой х. Найдем разность ординат этих точек:  
2
2 2
2 2
0
( )
b b bax x a
a a a x x a
− − = →
+ +
,  если  x →+∞ . 
 
Это означает, что гипербола приближается к прямой с возрастанием 
х. Поэтому прямая by x
a
=  является асимптотой гиперболы. Из соображе-
ний симметрии заключаем, что и прямая тоже асимптота. 
Уравнение 
2 2
2 2 1
x y
a b
− =  показывает, что при 0 x a≤ <  переменная у 
принимает мнимые значения. Следовательно, точек гиперболы с абсцис-
сами х, 0 x a≤ <  не существует. Если х возрастает от a  до +∞ , приближа-
ясь к прямой, by x
a
= . Построив гиперболу в первой четверти, из сообра-
жений симметрии достроим ее полностью (рис. 4.17). 
                                                       y 
                                                             2 (0; )B b          N 
                                                                                     M 
             )0;(1 cF −                                                                )0;(2 cF  
                            )0;(1 aA −                                      )0;(2 aA                x 
                  
                                                            );0(1 bB  
       x
a
by =                                                                      x
a
by −=  
Рис. 4.16 
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          );
2
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                             0                                     x 
           
2
p−                               )0;
2
( pF  
 
 
Рис. 4.18 
 
Упражнение. Самостоятельно доказать следующее свойство гипер-
болы, которое часто берут за ее определение: разность расстояний от лю-
бой точки гиперболы до ее фокусов есть величина постоянная, равная 2 a . 
Определение. Эксцентриситетом ε гиперболы (эллипса) называют 
отношение фокусного расстояния к длине действительной оси (большой оси) 
2
2
c c
a a
ε = = . 
Для гиперболы ε > 1, так как с > a , а для эллипса0 a≤ ε < . Эксцен-
триситет характеризует форму кривой. Например, для эллипса 
2 2 2 2
2 2
2 2 21 ( )
c a b b
a a a
−ε = = = −  и, если, не меняя b, увеличить a , то ε возраста-
ет, а эллипс сжимается. Если ε = 0, то фокусы эллипса сливаются и он ста-
новится окружностью. Кстати, эксцентриситет эллиптической земной ор-
биты ε ≈ 0.016, в одном из ее фокусов находится солнце. 
В заключение добавим несколько замечаний к параболе (4.23) 
2 2y px= , изображенной на рис. 4.18. 
Проведем прямую 
2
px = − . Ее 
называют директрисой параболы. 
Она обладает тем свойством, что 
расстояние от любой точки М(х, у) 
параболы до директрисы равно рас-
стоянию от этой точки до фокуса: 
|NM|=|FM|. 
                                                          y 
 x
a
by −=                                                                                   x
a
by =  
                                                               2 (0; )B b  
                   )0;(1 eF −      )0;(1 aA −          )0;(2 aA      )0;(2 eF  
                                                           0                                              x 
 
                                                              1(0; )B b−  
 
 
 
Рис. 4.17 
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Действительно,  
2 2
2 2 2 2
2
( ) 2
2 4 4
( ) .
2
p p pFM x y x px px x px
px NM
= − + = − + + = + + =
= + =
 
 
Доказанное свойство часто берут за 
определение параболы. Для построения 
параболы у2 = 2рх, р > 0, заметим, что  
0x ≥ . Это означает, что парабола лежит 
правее оси ординат (рис. 4.19). Если х 
возрастает, то в первой четверти возрас-
тает и у. Заметим, что парабола асимптот 
не имеет. 
 
 
4.3. Задачи на кривые второго порядка 
 
Пример 9: Привести к каноническому виду уравнение кривой 
2 28 4 5 16 4 28 0x xy y x y+ + + + − = . 
Решение. Приведение общего уравнения кривой к каноническому 
виду начнем с поворота осей координат. Цель этого поворота – уничтоже-
ние члена, содержащего произведение x y⋅  формулы поворота 
cos sin
sin cos
x X Y
y x Y
= α − α⎧⎨ = α + α⎩  
Подставим в данное уравнение вместо х и у их выражения через Х,Y 
раскроем скобки и приведем подобные члены: 
2 2 2 2
2 2 2 2
(8cos 4sin cos 5cos ) (4cos 6sin cos
4sin ) (8sin 5cos 4sin cos )
(16cos 4sin ) (4cos 16sin ) 28 0
X
XY Y
X Y
α + α α + α + α − α α −
− α + α + α − α α +
+ α + α + α − α − =
   (4.24) 
Приравняем коэффициент при произведении XY к нулю: 
2 24cos 6sin cos 4sin 0α − α α − α =   или  22tg 3tg 2 0α + α − =  
Решением уравнения будут значения  1 2tg 0,5;  tg 2α = α = − . 
Рис. 4.19 
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Два значения соответствует двум взаимно перпендикулярным на-
правлениям. Пусть 2tg 2α = − . Определим sinα  и cosα : 
2 1sin ;  cos
5 5
−α = α = . Угол поворота α  выбираем в IV четверти. Под-
ставляя sinα  и cosα  в уравнение (4.24), после упрощения получим  
2 2 8 364 9 28 0.
5 5
X Y X Y+ + + − =  
Выделим полные квадраты по переменным X и Y в последнем урав-
нении 2 21 24( ) 9( ) 36.
5 5
X Y+ + + =  
Если обозначить 1 1
1 2;
5 5
x X y Y= + = + , то последнее уравнение 
примет вид 
2 2
1 1 1.
9 4
x y+ =  Итак, исходное уравнение определяет эллипс с 
полуосями 3; 2a b= =  и центром в точке 1 1 2( ; )5 5O − −  относительно сис-
темы координат XOY. 
Пример 10. Составить уравнение геометрического места точек, одина-
ково удаленных от начала координат и от точки А (–5; 3). 
Решение. Пусть точка М (x;y) лежит на искомом геометрическом 
месте. Тогда, согласно условию, МА=МО, т.е. расстояния точки М(x; y) до 
точки А(–5; 3) и начала координат равны между собой: 
2 2( 5) ( 3)MA x y= + + − ,  2 2MO x y= + . 
Тогда в силу равенства МА = МО, имеем 
2 2 2 2( 5) ( 3)x Y x y+ + − = + , 
или   x2 + 10x + 25 + y2 – 6y + 9 = x2 + y2,  и окончательно  
5x – 3y + 17 = 0. 
Итак, искомое геометрическое место точек есть прямая. 
Пример 11. Составить уравнение геометрического места точек, оди-
наково удаленных от оси Oy и от точки F(4;0). 
Решение. Пусть точка М(x; y) лежит на искомом геометрическом 
месте точек. Тогда согласно условию задачи MF=MN, 2 2( 4)MF x y= − + , 
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MN = x. В силу равенства MF = MN, имеем  2 2( 4)x y x− + =   или   
x2 – 8x + 16 + y2 = x2,  и окончательно 
y2 = 8x – 16. 
Искомое геометрическое место точек есть парабола, симметричная 
оси Ох и с фокусом в точке (4; 0). 
Покажем, что координаты точки, не принадлежащей нашему геомет-
рическому месту, т.е. параболе, не удовлетворяют найденному уравнению 
y2 = 8x – 16. 
Предположим что точка М(x; y) не принадлежит искомому геометри-
ческому месту. Тогда либо MF > MN, либо MF < MN. 
Пусть, например,  MF > MN.  Тогда  
2 2( 4)x y x− + > . 
После воспроизведения в квадрат, раскрытия скобок и переноса всех 
членов в лево, получим: 
y2 – 8x + 16 >0. 
Следовательно, точка М(x; y) не удовлетворяет уравнению геометри-
ческого места y2 = 8x – 16. 
Для случая MF < MN доказательство аналогично. 
Пример 12. Определить траекторию точки М, которая движется так, 
что её расстояние от точки А(4; 0) остается вдвое меньше расстояния от 
точки В(–8; 0). 
Решение. Пусть точка М(x; y) лежит на искомой траектории. Тогда, 
согласно условию 2MA = MB. 
Расстояния  2 2( 4)MA x y= − +   и  2 2( 8)MB x y= + + . 
В силу равенства  2МА = МВ, имеем 
2 2 2( 4)x y− +  = 2 2( 8)x y+ +  
Возводим правую и левую часть равенства в квадрат, получаем   
4[(x – 4)2 + y2] = (x + 8)2 + y2. 
После преобразования получим  
x2 + y2 – 16x = 0. 
Искомая траектория точки М – окружность. 
 148
МОДУЛЬ 5. 
ЭЛЕМЕНТЫ АНАЛИТИЧЕСКОЙ ГЕОМЕТРИИ  
В ПРОСТРАНСТВЕ 
 
§ 1. Геометрический смысл уравнений. 
§ 2. Уравнение плоскости в пространстве. 
§ 3. Прямая линия в пространстве. 
§ 4. Прямая и плоскость в пространстве. 
§ 5. Основные задачи и примеры на прямую и плоскость в пространстве. 
 
§ 1. ГЕОМЕТРИЧЕСКИЙ СМЫСЛ УРАВНЕНИЙ 
 
1. Уравнение поверхности. Параметрическое уравнение поверхности. 
2. Сферические поверхности. Цилиндрические поверхности. Кониче-
ские поверхности. Поверхности вращения. 
3. Уравнение линии в пространстве. 
 
1.1. Уравнение поверхности 
 
В аналитической геометрии любую поверхность рассматривают как 
геометрическое место точек, обладающим вполне определенным, общим 
для всех их свойством. Пусть x, y, z – координаты произвольной точки 
данной поверхности относительно некоторой прямоугольной системы ко-
ординат, то через соотношения между этими координатами можно выра-
зить свойство, общее всем точкам поверхности и только им. 
Уравнение, выражающее свойство, общее всем точкам данной поверх-
ности, называют уравнением поверхности, а координаты x, y, z, входящие в 
это уравнение – текущие координаты произвольной точки поверхности. Та-
ким образом, можно свести изучение геометрических свойств поверхности к 
изучению аналитических свойств соответствующего ей уравнения. Итак, вся-
кая поверхность, рассматриваемая как геометрическое место точек, опреде-
ляется уравнением, связывающим координаты ее точек 
 ( , , ) 0F x y z =  (5.1) 
Обратно, всякое уравнение между переменными  x, y и z, вообще го-
воря, определяет поверхность как геометрическое место точек, координаты 
которых x, y и z, удовлетворяют этому уравнению. 
Рассмотренное выше приводит к постановке двух основных задач: 
1. Дана поверхность как геометрическое место точек. Составить 
уравнение этой поверхности. 
2. Дано уравнение, связывающее координаты x, y и z. Исследовать 
форму поверхности, определяемой этим уравнением. 
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Параметрическое уравнение поверхности 
Для параметрического задания поверхности требуется задать коор-
динаты любой точки этой поверхности как функции двух переменных u и 
σ  (параметры) 
 
( , )
( , )
( , )
x u
y u
z u
= ϕ σ⎧⎪ = ψ σ⎨ = θ σ⎪⎩
 (5.2) 
Три уравнения (5.2) определяют в пространстве некоторую поверх-
ность. Действительно, если хотя бы одна пара из трех уравнений (5.2) од-
нозначно разрешима относительно переменных (параметров) u и σ . Так, 
например, если из последних двух уравнений системы (5.2) можно выра-
зить u и σ  через y и z, то есть 
 
( , )
( , )
u F y z
y z
=
σ = φ  (5.3) 
то, подставляя (5.3) в уравнение (5.2) получим уравнение с тремя перемен-
ными ( ( , ), ( , )) 0x F y z y z− ϕ φ = , определяющее некоторую поверхность. 
Пример 1. Написать параметрическое уравнение сферы радиуса r > 0 
с центром в начале координат. 
Решение. Пусть M (x, y, z) – произвольная точка сферы. 0( , )N x y  – 
проекция точки М на плоскость Oxy, а М1 и М2 – проекции точки N на оси 
Ox и Oy соответственно, а проекция точки М на ось Oz – М3. Величина уг-
ла, образованного осью Oz и OM (широта), а угла, образованного осью Ox 
и ON равна σ (долгота). Из прямоугольных треугольников OMN и ONM1 
получаем 
 
sin cos
sin sin
cos ,
x r u
y r u
z r u
= ⋅ σ⎧⎪ = ⋅ σ⎨⎪ =⎩
 (5.4) 
где   0 ≤ u ≤ π;    0 ≤ σ ≤ 2π. 
Для того, чтобы получить каноническое уравнение сферы 
2 2 2 2x y z r+ + = , достаточно исключить из уравнений (5.4) переменные (па-
раметры) u и σ; для этого возводим в квадрат обе части каждого уравнения 
и, почленно сложив, получаем каноническое уравнение сферы радиуса r с 
центром в начале координат. 
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1.2. Сферические поверхности.  
Цилиндрические поверхности. Конические поверхности.  
Поверхности вращения 
 
Сферические поверхности. Сферической поверхностью называется 
геометрическое место точек, равноудаленных от данной точки, называе-
мой центром. 
Если начало координат поместить в центр сферы, а M (x, y, z) – любая точ-
ка сферы, R – радиус, тогда уравнение сферы имеет вид: 2 2 2 2x y z R+ + = . 
Цилиндрические поверхности. Пусть в пространстве задана декарто-
ва прямоугольная система координат Oxyz. Поверхность S называется ци-
линдрической поверхностью с образующей, параллельной оси Oz (или Ox, 
Oy), если для любой точки этой поверхности 0 0 0 0( , , )M x y z  прямая линия, 
проходящая через эту точку и параллельная оси Oz, целиком лежит на по-
верхности S. Любую прямую, целиком лежащую на цилиндрической по-
верхности S называют образующей этой поверхности. Докажем, что имеет 
место следующее утверждение:  любое уравнение вида 
 ( , ) 0F x y = , (5.5) 
связывающее переменные x и y и не содержащее z, определяет цилиндри-
ческую поверхность, образующая которой параллельно оси Oz. 
Действительно, если 0 0 0 0( , , )M x y z  – любая точка поверхности S, ко-
торая определяется уравнением (5.5), тогда справедливо равенство 
 0 0( , ) 0F x y = . (5.6) 
Докажем, что любая точка M (x, y, z) прямой, проходящая через точ-
ку 0 0 0 0( , , )M x y z  и параллельная оси Oz, также лежит на поверхности S, то 
есть имеет координаты, удовлетворяющие уравнению (5.5). Для любой 
точки М прямой, проходящей через точку 0 0 0 0( , , )M x y z  и параллельной 
оси Oz, ее абсцисса и ординаты равны соответственно 0x   и  0y , а апплика-
та z – принимает любые значения, то есть 0 0( , , )M x y z . Но уравнение (5.5) – 
уравнение относительно 2-х переменных x и y и в силу равенства (5.6) ко-
ординаты точки 0 0 0( , , )M x y z  удовлетворяют (5.5), тем самым доказано, 
что S – цилиндрическая поверхность с образующей параллельной оси Oz. 
Отметим, что на координатной плоскости Oxy уравнение (5.5) опре-
деляет плоскую линию, которая называется направляющей рассматривае-
мой цилиндрической поверхности. В пространстве эта линия определяется 
двумя уравнениями 
( , ) 0
0
F x y
z
=⎧⎨ =⎩  
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первое из которых определяет рассматриваемую цилиндрическую поверх-
ность, а второе – координатную плоскость Oxy (z = 0). 
Например, уравнение 2 2 21x z+ = , определяет круглый цилиндр с об-
разующей, параллельной оси Oy, и с направляющей, окружностью единич-
ного радиуса с центром в начале координат, лежащей в плоскости Oxz. 
В пространстве эта линия определяется двумя уравнениями 
2 2 21
0
x z
y
⎧ + =⎪⎨ =⎪⎩
 
Если уравнения направляющей цилиндрической поверхности заданы 
в виде 
 1
2
( , , ) 0
( , , ) 0,
F x y z
F x y z
=⎧⎨ =⎩
 (5.7) 
то уравнения образующих этой поверхности будут 
 X x Y y Z z
m n p
− − −= = , (5.8) 
где  (x, y, z) – точка, принадлежащая направляющей (5.7);  
(m, n, p) – направляющие коэффициенты образующих;  
X, Y, Z – текущие координаты цилиндрической поверхности. 
Исключая x, y, z из четырех уравнений (5.7) и (5.8), получим искомое 
уравнение цилиндрической поверхности. 
Пример 2. Написать уравнение цилиндра, образующие которого парал-
лельны прямой 1 2 0
1 2 3
x y z− + −= = , направляющей является линия 
2 4
0
y x
z
⎧ =⎪⎨ =⎪⎩
. 
Решение. Канонические уравнения образующих будут 
1 2 3
X x Y y Z z− − −= =
.
 
Исключаем x, y и z из последних четырех уравнений. 
;     2 ;     3x X t y Y t z Z t= − = − = − . 
Подставляя эти значения в данные уравнения направляющей, полу-
чим 
2( 2 ) 4( )
3 0
Y t X t
Z t
⎧ − = −⎪⎨ − =⎪⎩
, откуда 22 1( ) 4( )
3 3
Y Z X Z− = −  или  
2 29 12 4 36 12 0Y YZ Z X Z− + − + =  – уравнение искомого цилиндра. 
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Пример 3. Написать уравнение цилиндра, образующей которого 
служит гипербола 
2 2 25
0
x y
z
⎧ − =⎪⎨ =⎪⎩
, 
а образующие параллельны биссектрисе угла Oyz. 
Решение. Определим направляющие коэффициенты биссектрисы 
угла Oyz. Эта прямая проходит через начало координат и образует с осями 
координат углы 0 090 ,     45α = β = γ = ; направляющие косинусы биссектри-
сы угла Oyz будут равны 
cos 0α = ,   2cos cos
2
β = γ = . 
А так как направляющие коэффициенты прямой пропорциональны 
косинусам, то имеет место соотношение 
2 2: : 0 : : 0 :1:1
2 2
m n p = = , 
то есть направление образующих цилиндра определяется отношениями: 
: : 0 :1:1m n p = , а, следовательно, уравнения образующих искомой цилин-
дрической поверхности имеют вид 
0 1 1
X x Y y X x− − −= = . 
Поступая далее как в примере 2, получим искомое уравнение цилиндра 
2 2 2 2 25 0x y z yz− − + − = . 
Конические поверхности. Конической поверхностью называют по-
верхность, образованную движением прямой, проходящей через данную 
точку, называемой вершиной, и скользящей по данной кривой. Движущая 
прямая называется образующей, а кривая, по которой скользит образую-
щая – направляющей конической поверхности. 
Докажем, что имеет место следующее утверждение: 
Уравнение вида 
 ( , , ) 0F x y z = , (5.9) 
где   ( , , )F x y z  – однородная функция степени n, определяет коническую 
поверхность. 
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Функция ( , , )F x y z , определенная для любых значений аргументов 
называется однородной функцией (степени n), если для любого числа k 
справедливо равенство  
( , , ) ( , , )nF kx ky kz k F x y z=  
Докажем, что имеет место приведенное выше утверждение. Пусть 
0 0 0 0( , , )M x y z  – любая отличная от начала координат точка поверхности S, 
уравнение которой имеет вид (5.9). Тогда имеет место равенство 
 0 0 0( , , ) 0F x y z = . (5.10) 
Для любой точки  ( , , )M x y z , лежащей на прямой, проходящей через 
точку  0 0 0 0( , , )M x y z  и начало координат О, координаты x, y и z этой точки 
удовлетворяют уравнению (5.9). А векторы OM
uuuur
 и 0OM
uuuuur
 коллинеарны – как 
лежащие на одной прямой и 0OM OM≠
uuuuur uuuur
, тогда 0OM kOM=
uuuur uuuuur
  или в коор-
динатной форме   
 0 0 0,       ,       x kx y ky z kz= = = . (5.11) 
Так как  ( , , )F x y z  – однородная функция порядка  n,  то, используя 
равенства  (5.11), получим  0 0 0 0 0 0( , , ) ( , , ) ( , , )
nF x y z F kx ky kz k F x y z= = , от-
куда в силу равенства  (5.10)  будем иметь  ( , , ) 0F x y z = ,  а это значит, что 
поверхность  S, определяемая уравнением  (5.7)  с однородной функцией  
( , , )F x y z   является конической. 
Так, если уравнение направляющей искомой конической поверхно-
сти заданы в виде 
 1
2
( , , ) 0
( , , ) 0,
F x y z
F x y z
=⎧⎨ =⎩
 (5.12) 
то уравнение образующих этой поверхности будут: 
 0 0 0
0 0 0
X x Y y Z z
x x y y z z
− − −= =− − − , (5.13) 
где ( , , )x y z  – точка, принадлежащая направляющей (5.12),  
0 0 0( , , )x y z – точка – вершина конуса;  
X, Y, Z – текущие координаты точек конической поверхности. 
Исключая x, y, z из четырех уравнений (5.12) и (5.13), получим иско-
мое уравнение конической поверхности. 
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Пример 4. Составить уравнение конуса с вершиной в начале коор-
динат и направляющей 
2 2 4
1
x y
z
⎧ + =⎪⎨ =⎪⎩
. 
Решение. Канонические уравнения образующих, проходящих через 
вершину (0, 0, 0) конуса и точку М(x, y, z) направляющей, будут 
X Y Z
x y z
= = . 
Исключая x; y; z из четырех данных уравнений, получим  
,    X Yx y
Z Z
= = . 
Подставляя эти значения x и y в первое уравнение направляющей по-
лучим искомое уравнение конуса  
2 2 2
0
2 2 1
Z Y Z+ − = . 
Поверхности вращения. Поверхность, образованная вращением ли-
нии вокруг оси, называется поверхностью вращения. 
Из определения поверхности вращения следует, что в сечении по-
верхности вращения плоскостями, перпендикулярными к оси вращения, 
будут получаться окружности с центром на оси вращения. 
Получим уравнение поверхности вращения, образованной вращени-
ем некоторой линии, лежащей в координатной плоскости, вокруг оси ко-
ординат. 
Пусть данная линия L в координатной плоскости Oyz определяется 
уравнением 
 F (Y, Z) = 0.  (5.14) 
Найти уравнение поверхности, полученной вращением этой линии 
вокруг оси Oz. 
Пусть ( , , )M x y z  – произвольная точка поверхности и проведем через 
нее плоскость, перпендикулярную к оси вращения. 
Пусть M1 и N точки пересечения построенной плоскости соответст-
венно с данной линией L и осью вращения (ось Oz). Координаты z всех 
трех точек M, M1 и N равны между собой. Тогда радиус NM окружности, 
полученной сечением плоскостью, перпендикулярной к оси вращения, как 
расстояние между точками N и M: он равен 2 2x y+ . Но так как точка M1 
лежит на окружности сечения и на линии L, то радиус NM равен модулю 
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ординаты точки M1. Следовательно, полагая в уравнении (5.14) 
2 2 ;   Y x y Z z= ± + =  (координаты точки M1), получим искомое уравнение 
поверхности вращения 
2 2( ; ) 0F x y z± + = . 
Итак, чтобы написать уравнение поверхности, полученной вращени-
ем некоторой линии, лежащей в плоскости Oyz, вокруг оси Oz, в уравнении 
этой линии заменяем y на 2 2x z± + , а  z остается неизменной, причем 
знак перед радикалом должен совпадать со знаком координаты y на данной 
кривой. Уравнение поверхностей, полученных вращением некоторой ли-
нии вокруг оси Ox и Oyz, получаем аналогичным образом как и для оси Oz. 
Пример 5. Эллипс с полуосями 5 и 3 вращается вокруг своей большой 
оси, совпадающей с осью Oy, центр эллипса совпадает с началом координат. 
Написать уравнение поверхности вращения. 
Решение. Каноническое уравнение эллипса с вершиной  
в начале координат, лежащего в плоскости yOz: а = 5, b = 3 
2 2
1
25 9
0
Y Z
x
⎧ + =⎪⎨⎪ =⎩
 
Чтобы получить уравнение поверхности, образованной вращением 
эллипса, лежащего в плоскости Oyz вокруг оси Oy, в уравнении эллипса 
заменяем  Z  на  2 2x z± + . 
И искомая поверхность вращения определяется уравнением вида 
2 2 2
1
9 25 9
x y z+ + = . 
 
1.3. Уравнение линии в пространстве 
 
Определение. За линию в пространстве принимают геометрическое 
место точек, принадлежащих одновременно двум поверхностям. 
Так, если ( , , ) 0F x y z =  и ( , , ) 0x y zφ =  – суть уравнения двух поверхно-
стей, пересечением которых является линия L, тогда: 
1) координаты любой точки, лежащей на линии L удовлетворяют ка-
ждому из уравнений  ( , , ) 0F x y z =  и  ( , , ) 0x y zφ = . 
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2) каждому из уравнений ( , , ) 0F x y z =  и ( , , ) 0x y zφ =  не удовлетво-
ряют координаты ни одной точки, не находящиеся на линии L. 
Следовательно, два уравнения, объединенные в систему 
 
( , , ) 0
( , , ) 0
F x y z
x y z
=⎧⎨φ =⎩  (5.15) 
определяют в пространстве линию L, то есть система (5.15) – уравнение 
линии в пространстве. 
Пусть (5.15) задает линию в пространстве. Рассмотрим равенство вида 
 ( , , ) ( , , ) 0A F x y z B x y z⋅ + ⋅ φ = , (5.16) 
где А и В – любые действительные числа, 2 2 0A B+ ≠  (одновременно не 
равные нулю). Отметим, что если  
( , , ) ( , , )A F x y z B x y z const⋅ + ⋅ φ ≠ , то (5.16) – уравнение поверхности. 
Так как координаты любой точки, принадлежащей линии (5.15), 
удовлетворяют уравнения ( , , ) 0F x y z =  и ( , , ) 0x y zφ =  одновременно, то 
они будут удовлетворять и уравнению (5.16) при любых А и 
В. Следовательно, при различных значениях А и В уравнение (5.16) опре-
деляет различные поверхности, проходящие через линию (5.15), то 
есть данную линию L можно представить двумя уравнениями системы 
(5.15) бесчисленным множеством способов: вместо данных двух поверхно-
стей можно выбирать любую пару поверхностей, пересекающихся по той 
же линии L. С аналитической точки зрения это означает, что вместо систе-
мы (5.15) можно взять любую эквивалентную систему. 
Например, ось Ox можно представить как линию пересечения плос-
костей: 
0
0
y
z
=⎧⎨ =⎩   и   
0
0
y z
y z
+ =⎧⎨ − =⎩  
А уравнения сфер 
2 2 2
2 2 2
1
( 2) 5
x y z
x y z
⎧ + + =⎪⎨ + + − =⎪⎩
 определяет окружность R = 1, 
с центром в точке O (0, 0), лежащую в плоскости Oxy. 
Ту же самую окружность можно задать двумя уравнениями 
2 2 2
2 2 2 2 2
1
( 1) ,
x y z
x y z R R
⎧ + + =⎪⎨ + + − − =⎪⎩
 
где   R > 1. 
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Выше была рассмотрена линия в пространстве как пересечение двух 
поверхностей. Рассматривая линию в пространстве, опираясь на кинемати-
ческую точку зрения как путь, пройденный материальной точкой, непре-
рывно движущейся по определенному закону. Этот подход приводит к па-
раметрическому представлении линии в пространстве, суть которого за-
ключается в следующем: координаты x, y, z любой точки данной линии за-
даются как непрерывные функции переменной t (параметра) – обычно вы-
бирается время. 
При таком подходе имеем, что 
 
( )
( )
( )
x t
y t
z t
= ϕ⎧⎪ = ψ⎨⎪ = θ⎩
 (5.17) 
Уравнения (5.17) называют параметрическими уравнениями линии в 
пространстве, если при каждом значении t из некоторого промежутка (ко-
нечного или бесконечного) они определяют координаты точек данной ли-
нии и только таких точек. 
Отметим, что параметрический способ задания в пространстве экви-
валентен способу задания линии в пространстве как пересечение двух по-
верхностей. 
Действительно, предполагая, что хотя бы одна (например ( )tθ  из 
(5.17) из функций (5.17) имеет обратную. Тогда из третьего уравнения (5.17) 
имеем, что 1( )t z−= θ , и, подставляя t в два первых уравнения (5.17), полу-
чим уравнения двух поверхностей 
1
1
( )
( ) ,
x z
y z
−
−
⎡ ⎤= ϕ θ⎣ ⎦
⎡ ⎤= ψ θ⎣ ⎦
 
пересечение которых есть данная линия. 
Так, уравнение окружности радиуса r в пространстве задается тремя 
уравнениями: 
cos ,
sin ,
0.
x r t
y r t
z
=⎧⎪ =⎨⎪ =⎩
          0 2t≤ < π . 
Пример 6. Отрезок постоянной длины r вращается вокруг оси Oz, 
оставаясь все время перпендикулярным ей, и одновременно одним концом 
своим перемещается по оси Oz. Перемещение конца отрезка по Oz пропор-
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ционально углу поворота. Второй конец отрезка при этом движется по тра-
ектории, называемой винтовой линии. Составить ее уравнения. 
Решение. Пусть в начальный момент времени отрезок длины r нахо-
дится на оси Ox, а в некоторый момент времени t в положении NM. Обозна-
чим через В проекцию точки М на плоскость Oxy, а А – проекция В на ось Ox. 
Из ∆АОВ имеем  
cos
sin
x r t
y r t
=⎧⎨ =⎩ , 
где t – угол поворота данного отрезка. 
Из условия задачи следует, z = bt, где b – коэффициент пропорцио-
нальности (шаг винта). 
Тогда уравнения 
cos ,
sin ,
.
x r t
y r t
z bt
=⎧⎪ =⎨⎪ =⎩
 параметрические уравнения винтовой 
линии. 
 
§2. УРАВНЕНИЕ ПЛОСКОСТИ В ПРОСТРАНСТВЕ 
 
1. Нормальное уравнение плоскости в пространстве. 
2. Общее уравнение плоскости в пространстве. 
3. Параметрическое уравнение плоскости 
4. Уравнение плоскости, проходящей через данную точку перпен-
дикулярно данному вектору. 
5. Уравнение плоскости, проходящей через три данные точки. 
6. Уравнение плоскости в отрезках. 
7. Угол между двумя плоскостями. Условия параллельности и пер-
пендикулярности двух плоскостей. 
8. Расстояние от точки до плоскости. 
 
2.1. Нормальное уравнение плоскости в пространстве 
 
Любой вектор ( , , ) 0N A B C ≠ , перпендикулярный данной плоскости 
называется вектором нормали данной плоскости. 
Теорема 1. Плоскость в пространстве определяется уравнением 
первой степени относительно трех переменных. 
Доказательство. Пусть в прямоугольной системе координат (рис. 5.1) 
в пространстве задана плоскость L, 0OT p= ≥ , (OT – длина перпендику-
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ляра, опущенного из точки O на 
плоскость L) 0(cos ,cos ,cos )N α β γ ,  
0 1N = , M (x, y, z) – произвольная 
точка плоскости L, ( , , )r x y z  – ради-
ус-вектор точки M. 
При движении произвольной 
точки M по плоскости L ее радиус-
вектор меняется так, что его проекция 
на 0N  равна длине отрезка OT , то есть 
 0N
пр r OT p= =
 (5.18) 
Это условие имеет место только для точек плоскости L и нарушается, 
если точка M не лежит на плоскости L. Значит, равенство (5.18) выражает 
свойство, общее всем точкам плоскости и только им. 
Из определения скалярного произведения векторов равенство (5.18) 
можно записать в виде 
 0 0r N p⋅ − =  (5.19) 
Уравнение (5.19) называется уравнением плоскости в векторной форме. 
Переходя к координатам в уравнение (5.19) получим 
 cos cos cos 0x y z pα + β + γ − =  (5.20) 
Уравнение (5.20) выражает собой условие, при котором точка M (x, y, z) 
лежит на данной плоскости и называется нормальным уравнением в коор-
динатной форме. Полученное уравнение (5.20) есть уравнение первой сте-
пени относительно трех переменных x, y, z, а это значит, что всякая плос-
кость в пространстве может быть представлена уравнением первой степени 
относительно текущих координат. 
Замечание 1. Полученное уравнение (5.19) и (5.20) остаются в силе и 
тогда, когда  p = 0. В этом случае плоскость проходит через начало коор-
динат и вектор 0N
uuur
 – это любой из двух единичных векторов, перпендику-
лярных к плоскости и отличающихся один от другого направлением. 
Замечание 2. Число p в уравнениях (5.19) и (5.20) означает расстоя-
ние от начала координат до плоскости  L. 
 
L 
M 
0N
rO 
y 
x 
z
Рис. 5.1 
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2.2. Общее уравнение плоскости в пространстве 
 
Теорема 2. Всякое уравнение первой степени с тремя переменны-
ми определяет плоскость в пространстве. 
Доказательство. Пусть выбрано произвольное уравнение первой 
степени общего вида 
 Ax + By + Cz + D = 0,  0A B C+ + ≠   (5.21) 
Рассматривая коэффициентыA, B, C, как проекции на оси координат 
Ox, Oy и Oz некоторого постоянного вектора N , а x, y и z – проекции ради-
ус-вектора r  точки M(x, y, z). Тогда уравнение (5.21) в векторной форме 
имеет вид 
 0r N D⋅ + =  (5.22) 
Покажем, что уравнение (5.22) можно привести к нормальному виду 
(уравнение (5.19) п. 2.1). 
Возможны следующие случаи: 
1. Пусть D < 0, то разделив уравнение (5.22) на N , и учитывая, что 
0 NN
N
= ,  а  Dp
N
= , будем иметь нормальное уравнение плоскости в век-
торной форме  0 0r N p⋅ − = . 
2. Пусть D > 0, то разделив уравнение (5.22) на ( )N−  и обозначая 
положительное число D
N
 через p, получим нормальное уравнение плоско-
сти  0( ) 0r N p⋅ − − = , где 0( )N−  – единичный вектор направлен от начала 
координат не к плоскости, а в обратную сторону. 
3. Пусть D = 0, то, разделив уравнение (5.22) на N  или на ( )N−  по-
лучим уравнение 0 0r N⋅ =  или 0( ) 0r N⋅ − =  каждое из которых является 
нормальным уравнением плоскости, проходящей через начало координат. 
Следовательно, уравнение (5.22), а значит и исходное уравнение (5.21) оп-
ределяют плоскость в пространстве. Что и требовалось доказать.  
Уравнение Ax + By + Cz + D = 0 называется общим уравнением плос-
кости в пространстве. 
Замечание 1. Вектор ),,( CBAN  коллинеарен единичному вектору нор-
мальному вектору 0N  данной плоскости. Значит, вектор ( , , )N A B C  перпен-
дикулярен к плоскости, а, следовательно, вектор N  будет одним из нормаль-
ных векторов плоскости. 
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Замечание 2. В общем уравнении плоскости в пространстве свобод-
ный член D геометрического смысла не имеет, но если его разделить на 
N , то получим расстояние от начала координат до плоскости. 
Замечание 3. Нормальное уравнение плоскости в координатной форме 
xcosα + ycosβ + zcosγ – p = 0 
есть частный случай общего уравнения – Ax + By + Cz + D = 0, если в каче-
стве нормального вектора N  плоскости L выбран единичный вектор 0N , 
направленный из начала координат перпендикулярно плоскости L. 
Замечание 4. Для того, чтобы привести общее уравнение плоскости 
к нормальному виду, надо его разделить на длину вектора ( , , )N A B C , взяв 
ее со знаком, противоположным знаку D, то есть умножить общее уравне-
ние плоскости на нормирующий множитель 
 
2 2 2
1
A B C
µ = ±
+ + ,
 (5.23) 
причем знак множителя (5.23) следует взять противоположный знаку D (при 
D = 0 знак множителя (5.23) можно выбрать произвольно), тогда получим 
( )
2 2 2 2 2 2 2 2 2 2 2 2
( ) ( ) ( ) 0,
A x B y D C z
A B C A B C A B C A B C
± ± ±+ + − =
+ + + + + + + +
m  (5.24) 
где   
2 2 2 2 2 2
cos ;  cos ;A B
A B C A B C
α = ± β = ±
+ + + +
 
        
2 2 2
cos ;C
A B C
γ = ±
+ +
  
2 2 2
.Cp
A B C
= ±
+ +
 
 
2.3. Параметрическое уравнение плоскости  
в пространстве 
 
Вектор a  называется параллельным плоскости L, если он лежит на 
прямой l, параллельной L, или в плоскости L. 
Пусть в пространстве задана точка M0(x0, y0, z0) и два неколлинеар-
ных вектора 1 2 3( , , )a a a a   и   1 2 3( , , )b b b b , тогда 
 1 2 3
1 2 3
2
a a a
rang
b b b
⎛ ⎞ =⎜ ⎟⎝ ⎠
. (5.25) 
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Написать уравнение плоскости L, проходящей через точку M0 и па-
раллельной векторам  a  и b . 
Пусть M (x, y, z) – произвольная точка плоскости L, тогда векторы 
0 0 0 0( , , ),    aM M x x y y z z− − −
uuuuuur
 и b   компланарны. В силу того, что векторы 
не коллинеарны, то вектор 0M M
uuuuuur
 единственным образом можно разложить 
по векторам a  и b , то есть для любой точки M плоскости L существуют 
числа s и t такие, что имеет место равенство 
 0M M sa t= + σ
uuuuuur
 (5.26) 
Обратно, всякая точка M, определяемая равенством (5.26) при произ-
вольных значениях s и t, принадлежит плоскости L. 
Равенство (5.26) в координатной форме имеет вид 
 
0 1 1
0 2 2
0 3 3
x x sa tb
y y sa tb
z z sa tb
− = +⎧⎪ − = +⎨⎪ − = +⎩
  или  
0 1 1
0 2 2
0 3 3
x x sa tb
y y sa tb
z z sa tb
= + +⎧⎪ = + +⎨⎪ = + +⎩
 (5.27) 
Уравнения (5.27) есть параметрические уравнения плоскости L. 
 
2.4. Уравнение плоскости, проходящей  
через данную точку перпендикулярно данному вектору 
 
Пусть в прямоугольной системе координат в R3 задана плоскость L, 
точка M0(x0, y0, z0) и вектор ( , , )N A B C  перпендикулярен плоскости L  
(рис. 5.2). Требуется написать уравнение плоскости L. 
На плоскости L возьмем произвольную точку M (x, y, z), тогда 
( , , )r x y z  – радиус-вектор точки M, 0 0 0 0( , , )r x y z  – радиус-вектор точки 
M0(x0, y0, z0); а вектор 0 0M M r r= −
uuuuuur uuuuur
 – 
вектор, лежащий в плоскости L, бу-
дет перпендикулярен нормальному 
вектору N  плоскости L. Следова-
тельно, скалярное произведение век-
торов N  и 0r r−
uuuuur
 равно нулю 
 0( ) 0N r r− =  (5.28) 
Так как равенство (5.28) спра-
ведливо для всех точек плоскости L и 
z 
M0 
M 
L 
y 
0 
x 
0r
r
N  
Рис. 5.2 
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нарушается, как только точка M окажется вне этой плоскости, то уравне-
ние (5.28) есть векторное уравнение плоскости L. Подставляя в уравнение 
(5.28) координаты векторов ( , , )N A B C  и 00 0 0 0( , , )M M r r x x y y z z= − − − −
uuuuuur r r
 
и записывая скалярное произведение в координатной форме, получим 
 0 0 0( ) ( ) ( ) 0A x x B y y C z z− + − + − =  (5.29) 
Уравнение (5.29) – уравнение плоскости, проходящей через точку 
M0(x0, y0, z0) перпендикулярно вектору  ( , , )N A B C . 
 
2.5. Уравнение плоскости,  
проходящей через три данные точки 
 
Пусть в прямоугольной системе координат в R3 заданы три точки 
1 1 1 1 2 2 2 2 3 3 3 3( , , ),   ( , , ),   ( , , )M x y z M x y z M x y z , не лежащие на одной прямой 
(рис. 5.3). Написать уравнение плоско-
сти L, проходящей через точки M1, M2, 
M3. 
Выберем на плоскости L произ-
вольную точку M (x, y, z). Тогда векто-
ры 1 1 2,    M M M M
uuuuur uuuuuuur
  и  1 3M M
uuuuuur
 лежат в 
одной плоскости L, а значит они ком-
планарны. 
И обратно, если векторы 
1 1 2 1 3,   ,     M M M M M M
uuuuur uuuuuur uuuuuur
 компланарны, 
то точка M принадлежит плоскости, 
определяемой точками  M1,  M2,  M3. 
Следовательно, уравнение искомой плоскости L будет определять 
условие компланарности трех векторов 1 1 2 1 3,   ,     M M M M M M
uuuuur uuuuuur uuuuuur
, а это 
справедливо тогда и только тогда, когда их смешанное произведение равно 
нулю 
 1 1 2 1 3 0M M M M M M⋅ ⋅ =   
или в координатной форме 
 
1 1 1
2 1 2 1 2 1
3 1 3 1 3 1
0
x x y y z z
x x y y z z
x x y y z z
− − −
− − − =
− − −
 (5.30) 
z 
M2 
M1 
M 
M3 
L 
0 y 
x 
Рис. 5.3 
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Так как ранг матрицы 
2 1 2 1 2 1
3 1 3 1 3 1
x x y y z z
x x y y z z
− − −⎛ ⎞⎜ ⎟− − −⎝ ⎠
 
равен 2 (векторы 1 2M M  и 1 3M M
uuuuuur
 неколлинеарны), то уравнение (5.30) есть 
уравнение плоскости, проходящей через три данные точки. 
 
2.6. Уравнение плоскости в отрезках 
 
Пусть в прямоугольной системе координат в R3 выбраны три точки A 
(a, 0, 0), B (0, b, 0) и C (0, 0, c) – точки лежат на координатных осях, отсе-
кая отрезки длиной a, b и c соответственно. Выбранные точки A, B и C не 
лежат на одной прямой, а, следовательно, уравнение плоскости, проходя-
щей через три данные точки A, B и C (формула (5.30)) будет иметь вид 
0 0
0
x a y z
a b
a c
−
− =
−
 
Раскрывая определитель, получим xbc yac zab abc+ + =  или 
 1x y z
a b c
+ + =  (5.31) 
Уравнение (5.31) называется уравнением плоскости в отрезках. 
 
2.7. Угол между двумя плоскостями.  
Условия параллельности и перпендикулярности  
двух плоскостей 
 
Пусть заданы две плоскости:  L1:  A1x + B1y + C1z + D1 = 0  и  L2:   
A2x + B2y + C2z + D2 = 0. 
Угол между плоскостями L1 и L2 называется любой из двух смежных 
двугранных углов, образованных при пересечении данных плоскостей. 
Один из двугранных углов равен углу между нормальными векторами 
1 1 1 1( , , )N A B C   и  2 2 2 2( , , )N A B C   плоскостей L1 и L2, поэтому 
1 2
1 2
1 2
cos cos(  ) N NN N
N N
⋅ϕ = = ⋅
)   или  1 2 1 2 1 2
2 2 2 2 2 2
1 1 1 2 2 2
cos A A B B C C
A B C A B C
+ +ϕ =
+ + ⋅ + +
. 
 165
Если плоскость 1 2L L⊥ , то и 1 2N N⊥  (и наоборот), а значит 
1 2 0N N⋅ = , то есть  
A1A2 + B1B2 + C1C2 = 0. 
Это равенство – условие перпендикулярности двух плоскостей L1 и L2. 
Если плоскости L1 и L2 параллельны, то параллельны и вектора 1N   и  
2N  (и наоборот), а это значит, что координаты векторов нормали 1N   и  2N  
плоскостей L1 и L2 пропорциональны 
1 1 1
2 2 2
A B C
A B C
= = . 
А это есть условие параллельности двух плоскостей L1 и L2. 
Задача 1. Составить уравнение плоскости L, проходящей через точку 
P (1; 2; 3) параллельно плоскости 2x – y + 3z – 1 = 0. 
Решение. Пусть точка ( , , )M x y z L∈  (искомой плоскости), тогда век-
тор PM  лежит в плоскости L. Вектор нормали  N  (2; –1; 3) плоскости  
2x – y + 3z – 1 = 0 будет перпендикулярен искомой плоскости L, а, следова-
тельно, вектор N  перпендикулярен любому вектору искомой плоскости L, 
а значит вектора N  и PM  перпендикулярны, то есть имеет место равенство 
0N PM⋅ =  
Последнее равенство имеет место только для точек плоскости L, а 
это значит, данное равенство определяет уравнение плоскости L в вектор-
ной форме. 
Переходя к координатам в полученном уравнении, будем иметь 
2( 1) 1( 2) 3( 3) 0x y z− − − + − =   или  2 3 9 0x y z− + − = . 
Ответ: искомая плоскость L:  2x – y + 3z – 9 = 0. 
Задача 2. Составить уравнение плоскости L, проходящей через точки 
P (1; 1; 1) и Q (0; 1; –1) перпендикулярно к плоскости L1:  x + y + z = 0. 
Решение. Пусть M (x, y, z) произвольная точка на плоскости L, тогда 
векторы PM  и PQ  принадлежат плоскости L, а вектор N  (1; 1; 1) – нормаль-
ный вектор плоскости L1, параллельный искомой плоскости L. Следовательно, 
векторы PM , PQ  и N  – компланарные, то есть справедливо равенство 
0PM PQ N⋅ ⋅ = , 
смешанное произведение векторов равно нулю. 
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Последнее равенство имеет место только для точек плоскости L, а 
это значит, данное равенство определяет уравнение плоскости L в вектор-
ной форме. Переходя к координатам в полученном уравнении, будем иметь 
1 1 1
1 0 2 0
1 1 1
x y z− − −
− − =  
Раскрывая определитель, получим уравнение плоскости  
L:  2x – y – z = 0. 
Ответ: искомая плоскость L:  2x – y – z = 0. 
 
2.8. Расстояние от точки до плоскости 
 
Пусть в пространстве задана точка M0(x0, y0, z0) и плоскость L:  
Ax + By + Cz + D = 0, изображенные 
на рис. 5.4. Требуется найти рас-
стояние d от точки M0 до плоскости 
L. 
Расстояние от точки M0 до 
плоскости L равно модулю проек-
ции вектора 1 0M M
uuuuuur
. М1(x1, y1, z1) – 
произвольная точка плоскости L – 
на нормальный вектор ( , , )N A B C  
или 0 NN
N
=  плоскости L, то есть 
0
1 0
1 0 1 0N N
M M Nd пр M M пр M M
N
⋅= = = =  
0 1 0 1 0 1
2 2 2
0 0 0 1 1 1 0 0 0
2 2 2 2 2 2
( ) ( ) ( )
( )
A x x B y y C z z
A B C
Ax By Cz Ax By Cz Ax By Cz
A B C A B C
− + − + −= =
+ +
+ + − + + + += =
+ + + +
, 
так как 1 1 1 1( , , )M x y z L∈ , то Ax1 + By1 + Cz1 + D = 0. 
Поэтому 0 0 0
2 2 2
Ax By Cz
d
A B C
+ +=
+ +
 – расстояние от точки M0(x0, y0, z0) до плоско-
сти L:  Ax + By + Cz + D = 0. 
M1 
M0 
z 
d 
L
y
O 
x 
N  
Рис. 5.4 
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Замечание. Если плоскость L задана нормальным уравнением в ко-
ординатной форме: 
xcosα + ycosβ + zcosγ – p = 0, 
то расстояние от точки M0(x0, y0, z0) до плоскости L определяем по формуле 
d = ⏐x0cosα + y0cosβ + z0cosγ – p⏐. 
 
§3. ПРЯМАЯ ЛИНИЯ В ПРОСТРАНСТВЕ 
 
1. Общие уравнения прямой линии в пространстве. 
2. Уравнение прямой линии в проекциях. 
3. Уравнение прямой, проходящей через заданную точку параллель-
но заданному вектору. Параметрические уравнения прямой. Канонические 
уравнения прямой. 
4. Уравнение прямой в пространстве, проходящей через две задан-
ные точки. 
5. Приведение общих уравнений прямой в пространстве  
к каноническому виду. 
6. Угол между двумя прямыми. Условия параллельности  
и перпендикулярности прямых в пространстве. 
 
3.1. Общее уравнение прямой линии в пространстве 
 
Каждая линия в пространстве есть пересечение двух поверхностей и 
определяется заданием двух уравнений вида 
( , , ) 0
( , , ) 0
F x y z
x y z
=⎧⎨φ =⎩ .
 
Прямая линия в пространстве есть пересечение двух плоскостей и оп-
ределяется системой двух уравнений первой степени вида 
 1 1 1 1
2 2 2 2
0
0
A x B y C z D
A x B y C z D
+ + + =⎧⎨ + + + =⎩
 (5.32) 
Плоскости, определяемые системой линейных уравнений (5.32) пе-
ресекаются по прямой l, а, следовательно, определяют прямую в простран-
стве, когда нормальные векторы 1 1 1 1( , , )N A B C  и 2 2 2 2( , , )N A B C
uuur
 данных 
плоскостей некомпланарны. 
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Система двух линейных уравнений вида (5.32) определяет прямую 
линию в пространстве тогда и только тогда, когда координаты векторов 
1N
uur
 и 2N
uuur
 не пропорциональны, то есть когда 
1 1 1
2 2 2
2
A B C
rang
A B C
⎛ ⎞ =⎜ ⎟⎝ ⎠
. 
Координаты любой точки прямой l удовлетворяют каждому из урав-
нений системы (5.32), и обратно, значения x, y, z, удовлетворяющие каж-
дому из уравнений (5.32), определяют точку, принадлежащую прямой l. 
Таким образом, система линейных уравнений определяет прямую линию в 
пространстве. 
 
3.2. Уравнения прямой линии в проекциях 
 
Пусть прямая l задана общим уравнением 
 1 1 1 1
2 2 2 2
0
0,
A x B y C z D
A x B y C z D
+ + + =⎧⎨ + + + =⎩
 (5.33) 
при этом 
1 1 1
2 2 2
2
A B C
rang
A B C
⎛ ⎞ =⎜ ⎟⎝ ⎠
. 
Умножая первое уравнение (5.33) на A2, а второе на (–A1) и сложив 
почленно получим уравнение, не содержащее x: 
 y nz b= + , (5.34) 
где 
1 2
1 2
1 2
1 2
A A
C C
n
B B
A A
= ;         
1 2
1 2
1 2
1 2
A A
D D
b
B B
A A
= . 
Так как уравнение (5.34) является следствием уравнений (5.33), то 
координаты любой точки, удовлетворяющие уравнениям (5.33), удовле-
творяют и уравнению (5.34), то есть любая точка прямой (5.33) лежит и на 
плоскости (5.34). 
Уравнение (5.34) определяет плоскость, параллельную оси Oх. Плос-
кость (5.34) проектирует прямую l на плоскость yOz (то есть x = 0). 
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Исключая из уравнений (5.33) y и z получим уравнения плоскостей: 
 x mz a= +  (5.35) 
 y kx l= +  (5.36) 
проектирующих прямую l на плоскость xOz (y = 0) и  yOz (z = 0). 
Тогда проекции прямой l на координатные плоскости xOy, yOz, yOz 
имеют вид 
                      
0 0 0
y kx l y nz b x mz a
z x y
= + = + = +⎧ ⎧ ⎧⎨ ⎨ ⎨= = =⎩ ⎩ ⎩  
Система уравнений любых двух проектирующих плоскостей (5.34) – 
(5.36), например 
 
x mz a
y nz b
= +⎧⎨ = +⎩  (5.37) 
определяют прямую l. Уравнения вида (5.37) называются уравнением пря-
мой l в проекциях. 
 
3.3. Уравнение прямой, проходящей  
через заданную точку параллельно заданному вектору.  
Векторное уравнение прямой. Параметрические уравнения прямой. 
Канонические уравнения прямой 
 
Вектор ( , , ) 0S m n p ≠ur r , лежащий на прямой l  или параллельный ей на-
зывается направляющим вектором данной прямой l. 
Пусть в пространстве 0 0 0 0( , , )M x y z  и вектор ( , , )S m n p , отличный от 
нулевого (рис. 5.5). Требуется написать уравнение прямой l в пространст-
ве, проходящей через данную точку M0, 
параллельно заданному вектору S . 
На прямой l возьмем произвольную 
точку M (x, y, z), тогда 0 0 0 0 0( , , )r OM x y z= ; 
0 ( , , )r M x y z= ; 0M M t S= ⋅ , t – параметры. 
Из треугольника ∆OM0M имеем ра-
венство 0 0OM OM M M= +  или 
 0r r tS= +  (5.38) 
M 
M0
y
хО
l
Sr  0r
Рис. 5.5 
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Уравнение (5.38) называется векторно-параметрическим уравнением 
прямой в прямой. 
Переходя от векторного уравнения прямой (5.38) к равносильным 
ему координатным уравнениям, получим 
 
0
0
0
,
,
.
x x mt
y y nt
z z pt
= +⎧⎪ = +⎨⎪ = +⎩
 (5.39) 
Уравнения (5.39) называются параметрическими уравнениями 
прямой в пространстве. 
Замечание 1. В физике по формулам (5.39) находят координаты 
точки M (x, y, z), равномерно движущейся со скоростью ( , , )S m n p  через t 
секунд, после ее выхода из точки  0 0 0 0( , , )M x y z . 
Исключая из уравнений (5.39) параметр t (решая каждое из этих 
уравнений относительно t) получим 
0 0 0- -;     ;     x x y y z zt t t
m n p
− = = = . 
Приравнивая левые части этих равенств, получим 
 0 0 0x x y y z z
m n p
− − −= =  (5.40) 
Уравнения (5.40) называются каноническими уравнениями прямой в 
пространстве. 
Замечание 2. Для того, чтобы написать уравнение прямой l в про-
странстве, необходимо иметь точку M0, лежащую на l и направляющий 
вектор ( , , )S m n p . 
 
3.4. Уравнение прямой в пространстве,  
проходящей через две заданные точки 
 
Пусть в пространстве заданы две точки M1(x1, y1, z1) и M2(x2, y2, z2). 
Требуется написать уравнение прямой l в пространстве, проходящей через 
точки M1 и M2 (рис. 5.6). 
На прямой l возьмем произвольную точку M (x, y, z), тогда за направ-
ляющий вектор прямой можно выбрать вектор 1 2 2 1 2 1 2 1( , , )M M x x y y z z− − − , 
а за точку, лежащую на прямой l, любую из точек M1, M2. Тогда канониче-
ские уравнения искомой прямой имеют вид 
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 1 1 1
2 1 2 1 2 1
x x y y z z
x x y y z z
− − −= =− − −  (5.41) 
или 
 2 2 2
2 1 2 1 2 1
x x y y z z
x x y y z z
− − −= =− − −  (5.42) 
Уравнение вида (5.41) или (5.42) 
есть уравнения прямой линии в про-
странстве, проходящей через две за-
данные точки. 
 
3.5. Приведение общих уравнений прямой  
в пространстве к каноническому виду 
 
Для того, чтобы привести общие уравнения прямой 
 1 1 1 1
2 2 2 2
0
0
A x B y C z D
A x B y C z D
+ + + =⎧⎨ + + + =⎩
 (5.43) 
к каноническому виду 
0 0 0x x y y z z
m n p
− − −= =  
нужно определить координаты любой точки 0 0 0 0( , , )M x y z , лежащей на пря-
мой и координаты ненулевого направляющего вектора ( , , )S m n p  прямой. 
1. Для определения координат какой-либо точки M0, лежащей на 
прямой, достаточно одну из искомых координат зафиксировать (задать 
произвольное числовое значение), а затем, решая систему уравнений (5.43) 
с двумя неизвестными, найти соответственные значения двух других коор-
динат. Отметим, что, фиксируя одну из переменных в системе (5.43), полу-
чаем систему двух уравнений с двумя неизвестными, которая должна быть 
совместной и более того иметь единственное решение. Если же получен-
ная система оказалась несовместной, то либо фиксируют другую перемен-
ную, либо меняют числовое значение фиксированной переменной. Таким 
образом, получим точку 0 0 0 0( , , )M x y z , принадлежащую прямой l. 
2. Так как прямая l есть результат пересечения плоскостей из (5.43), то 
она перпендикулярна каждому из нормальных векторов этих плоскостей 
1 1 1 1 2 2 2 2( , , ),    N ( , , )N A B C A B C . Поэтому направляющий вектор S  прямой l, 
перпендикулярен векторам 1N   и   2N , а значит 1 2S N N=
uuuuur
 – направляющий 
вектор прямой l. 
Рис. 5.6 
z 
M2M 
M1l 
x 
y 
0 
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Пример 7. Написать каноническое и параметрическое уравнения 
прямой 
3 2 4 11 0
2 3 1 0
x y z
x y z
+ + − =⎧⎨ + − − =⎩  
Решение. Полагая z = 0, из системы уравнений 
3 2 11 0
2 1 0
x y
x y
+ − =⎧⎨ + − =⎩  
находим x = – 9; y = 19. Тогда М0 (–9; 19; 0)  – точка, лежащая на прямой. 
Направляющий вектор прямой S  
3 2 4 10 17
2 1 3
i j k
S i j k= = − + =
−
 
Тогда канонические уравнения прямой имеют вид 
9 19
10 17 1
x y z+ −= =− − , 
а параметрические уравнения прямой будут иметь вид 
9 10 ,
19 17 ,
0 .
x t
y t
z t
= − −⎧⎪ = +⎨⎪ = −⎩
 
 
3.6. Угол между двумя прямыми.  
Условия параллельности и перпендикулярности прямых  
в пространстве 
 
За угол между двумя прямыми в пространстве принимают угол меж-
ду направляющими векторами этих прямых. 
Пусть две прямые заданы каноническими уравнениями 
 1 1 1
1 1 1
x x y y z z
m n p
− − −= =   (5.44) 
и 
 2 2 2
2 2 2
x x y y z z
m n p
− − −= =  (5.45) 
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тогда 
1 2
1 2
cos S S
S S
⋅ϕ = ⋅
,
 
где 1 1 1 1( , , )S m n p  и 2 2 2 2( , , )S m n p  – направляющие векторы прямых (5.44) и 
(5.45). 
Прямые (5.44) и (5.45) параллельны тогда и только тогда, когда их 
направляющие векторы 1S   и  2S   коллинеарны. Следовательно, необхо-
димое и достаточное условие параллельности прямых имеет вид 
1 1 1
2 2 2
m n p
m n p
= =  
Прямые (5.44) и (5.45) перпендикулярны, если их направляющие 
векторы 1S   и  2S  перпендикулярны, то есть 1 2 0S S = . Следовательно, не-
обходимое и достаточное условие перпендикулярности прямых имеет вид 
1 2 1 2 1 2 0m m n n p p+ + = . 
 
§ 4. ПРЯМАЯ И ПЛОСКОСТЬ В ПРОСТРАНСТВЕ 
 
1. Нахождение общих точек прямой и плоскости. 
2. Угол между прямой и плоскостью. Условия параллельности и 
перпендикулярности прямой и плоскости. 
 
4.1. Нахождение общих точек прямой и плоскости 
 
Для нахождения общих точек (если они существуют) прямой 
 0 0 0x x y y z z
m n p
− − −= =  (5.46) 
и плоскости 
 0Ax By Cz D+ + + =  (5.47) 
уравнения (5.46) и (5.47) решают совместно, относительно неизвестных x, y, z. 
Запишем уравнение (5.46) в параметрическом виде 
 
0
0
0
,
,
,
x x mt
y y nt
z z pt
= +⎧⎪ = +⎨⎪ = +⎩
 (5.48) 
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и подставив в уравнение (5.47) значения x, y, z из уравнений (5.48), после 
преобразования получим 
 0 0 0 ( ) 0Ax By Cz D t Am Bn Cp+ + + + + + =  (5.49) 
Возможны следующие случаи: 
а) 0Am Bn Cp+ + ≠ , тогда из (5.46) находим единственное значение t 
0 0 0Ax By Cz Dt
Am Bn Cp
+ + += − + +  
Подставляя найденное значение t в уравнения (5.48), получим единст-
венную точку пересечения прямой (5.46) и плоскости (5.47); 
б) 0,Am Bn Cp+ + =  но 0 0 0 0Ax By Cz D+ + + ≠ , тогда уравнение 
(5.49) не имеет решения. В этом случае прямая (5.46) параллельна плоско-
сти (5.47), так как 0,Am Bn Cp+ + = , а точка – 0 0 0( , , )x y z , через которую 
проходит прямая (5.46), лежит вне плоскости (5.47), так как 
0 0 0 0Ax By Cz D+ + + ≠ . Значит, прямая (5.46) не имеет общих точек с 
плоскостью (5.47). 
Справедливо и обратное утверждение, если прямая (5.46) параллель-
на плоскости (5.47), то есть не имеет с ней общих точек, тогда 
0Am Bn Cp+ + =  и 0 0 0 0Ax By Cz D+ + + ≠ ; 
в) 0Am Bn Cp+ + =  и 0 0 0 0Ax By Cz D+ + + = , тогда уравнение (5.49) 
имеет бесконечное множество решений ( )t R∈ . В этом случае, в силу ра-
венства 0Am Bn Cp+ + = , прямая (5.46) параллельна плоскости (5.47), а в 
силу равенства 0 0 0 0Ax By Cz D+ + + =  плоскость проходит через точку 
0 0 0( , , )x y z , следовательно, вся прямая (5.46) лежит в плоскости (5.47). 
Справедливо и обратное, если прямая (5.46) лежит в плоскости (5.47), то 
0Am Bn Cp+ + =  и 0 0 0 0Ax By Cz D+ + + = , 
так как любая точка прямой (5.47) лежит в плоскости, и вектор ( , , )S m n p
ur
 
параллелен плоскости (5.47). 
Замечание. Одновременное выполнение равенств 
0 0 0
0
0
Am Bn Cp
Ax By Cz D
+ + =⎧⎨ + + + =⎩
 
является необходимым и достаточным условием принадлежности прямой 
плоскости. 
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4.2. Угол между прямой и плоскостью.  
Условия параллельности и перпендикулярности  
прямой и плоскости 
 
За угол ϕ между прямой и плоскостью принимают любой из двух 
смежных углов, образованных прямой и ее проекцией на плоскость. 
Пусть в пространстве даны плоскость (рис. 5.7) 
:    0L Ax By Cz D+ + + =  
и прямая 
0 0 0:    x x y y z zl
m n p
− − −= =  
В силу того, что синусы смеж-
ных углов равны, поэтому будем ис-
кать острый угол 0
2
π≤ ϕ ≤ . 
cos sin
2
π⎛ ⎞− ϕ = ϕ⎜ ⎟⎝ ⎠   и   
cos
2
N S
N S
π ⋅⎛ ⎞− ϕ =⎜ ⎟ ⋅⎝ ⎠
uur ur
, 
поэтому 
2 2 2 2 2 2
sin
Am Bn Cp
A B C m n p
+ +ϕ =
+ + ⋅ + +
. 
Если прямая l параллельна плоскости L, то векторы S
ur
 и N
uur
 будут 
перпендикулярны, а значит 0S N⋅ =ur uur , или 
 0Am Bn Cp+ + =  (5.50) 
Справедливо и обратное, если справедливо условие (5.50), то прямая 
параллельна плоскости или принадлежит ей. 
Условие (5.50) – необходимое и достаточное условие параллельности 
прямой l и плоскости L. 
Если прямая l перпендикулярна плоскости L, то векторы S
ur
 и N
uur
 
коллинеарны и, значит 
 A B C
m n p
= =  (5.51) 
ϕ
l 
L π/2 – ϕ
S  
 
Рис. 5.7 
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Условие (5.51) является также достаточным условием перпендику-
лярности прямой и плоскости. 
Пример 8. Найти проекцию точки P (3; 2; –1) на плоскость 
5 4 31 0x y z− + − = . 
Решение. Проекция точки P на плоскость есть основания перпенди-
куляра, опущенного из точки P на данную плоскость. Уравнение этого пер-
пендикуляра 
3 ,
2 5 ,
1 4 .
x t
y t
z t
= +⎧⎪ = −⎨⎪ = − +⎩
 
Точка пересечения полученной прямой и данной плоскости (t = 1) 
имеет координаты M (4; –3; 3). 
Пример 9. Найти проекцию точки P (5; –6; 7) на прямую 
7 1 4
2 3 1
x y z− − −= =− . 
Решение. Искомая проекция – это точка пересечения данной прямой 
и плоскости, проведенной через точку P перпендикулярно этой прямой. 
Уравнение этой плоскости – это уравнение плоскости, проходящей через 
точку P (5; –6; 7) и перпендикулярно вектору N  (–2; 3; 1), то есть имеет 
вид 2 3 21 0x y z− − − = . 
Находим точку пересечения данной прямой и полученной плоскости 
(t = 1) и получим точку M (9; –2; 3). 
Пример 10. Найти уравнение проекции прямой 2 1 5:  
6 5 4
x y zl − + −= =−  
на плоскость  :    3 2 7 0.L x y z− + − =  
Решение. Проекция прямой l на плоскость L есть линия пересечения 
плоскости L и плоскости, проходящей через данную прямую l перпендику-
лярно данной плоскости L. 
Уравнение плоскости, проходящей через прямую l перпендикулярно 
плоскости L имеет вид 
2 1 5
6 5 4 0
1 3 2
x y z− + −
− =
−
  или  2 8 13 53 0x y z− − + = . 
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Тогда уравнение искомой проекции определяется уравнением 
3 2 7 0,
2 8 13 53 0.
x y z
x y z
− + − =⎧⎨ − − + =⎩  
 
§ 5. ОСНОВНЫЕ ЗАДАЧИ И ПРИМЕРЫ  
НА ПРЯМУЮ И ПЛОСКОСТЬ В ПРОСТРАНСТВЕ 
 
1. Уравнение биссектральных плоскостей двугранного угла. 
2. Условие пересечения трех плоскостей в одной точке. 
3. Расположение двух точек А и В относительно двугранных углов, 
образованных данными плоскостями. 
4. Необходимое и достаточное условия, при которых данная плос-
кость пересекает данный отрезок АВ. 
5. Уравнение прямой, проходящей через данную точку  и перпенди-
кулярной данной плоскости. 
6. Уравнение плоскости, проходящей через данную точку  и парал-
лельной заданной плоскости. 
7. Уравнение плоскости P, проходящей через данную точку  и пер-
пендикулярной заданной прямой l. 
8. Уравнение плоскости, проходящей через данную прямую  l и точ-
ку, не лежащую на этой прямой. 
9. Уравнение плоскости, проходящей через данную прямую  парал-
лельно другой данной прямой. 
10. Уравнение плоскости, проходящей через заданную прямую l  
перпендикулярно плоскости L. 
11. Уравнение плоскости Р, проходящей через две параллельные 
прямые l1 и l2. 
12. Уравнение плоскости, проходящей через две пересекающиеся 
прямые l1 и l2. 
13. Уравнение плоскости, проходящей через данную точку парал-
лельно прямым l1 и l2. 
14. Условие, при котором две прямые l1 и l2 лежат в одной плоскости. 
15. Уравнение перпендикуляра, опущенного из заданной точки М0 на 
данную прямую l. 
16. Расстояние от данной точки М0 до данной прямой l. 
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17. Уравнение общего перпендикуляра к двум скрещивающимся 
прямым l1 и l2. 
18. Кратчайшее расстояние между двумя скрещивающимися прямы-
ми l1 и l2. 
 
5.1. Уравнение биссектральных плоскостей  
двугранного угла 
 
Пусть уравнение двух плоскостей заданы общими уравнениями: 
1 1 1 1 0A x B y C z D+ + + =  
2 2 2 2 0A x B y C z D+ + + =  
Запишем уравнения данных плоскостей в нормальном виде: 
1 1 1 1cos cos cos 0x y z pα + β + γ − =  
2 1 1 2cos cos cos 0x y z pα + β + γ − =  
Левые части уравнений – это расстояния (отклонения) точки 
( , , )M x y z  от каждой из данных плоскостей. Тогда на одной из 
биссектральных плоскостей (соответствующей тому двугранному углу, в 
котором находится начало координат) эти расстояния (отклонения) равны, 
как по модулю, так и по знаку, а на другой биссектральной плоскости 
расстояния (отклонения) равны по модулю, но противоположны по знаку. 
Следовательно, уравнения искомых биссектральных плоскостей имеют вид: 
( ) ( )1 1 1 1 2 2 2 2cos cos cos cos cos cos 0x y z p x y z pα + β + γ − + α + β + γ − =  
и 
( ) ( )1 1 1 1 2 2 2 2cos cos cos cos cos cos 0x y z p x y z pα + β + γ − − α + β + γ − =  
 
5.2. Условие пересечения трех плоскостей  
в одной точке 
 
Три плоскости, заданные общими уравнениями 
 
1 1 1 1
2 2 2 2
3 3 3 3
0
0
0,
A x B y C z D
A x B y C z D
A x B y C z D
+ + + =⎧⎪ + + + =⎨⎪ + + + =⎩
 (5.52) 
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пересекаются в одной точке, тогда и только тогда, когда отличен от нуля 
определитель 
1 1 1
2 2 2
3 3 3
A B C
A B C
A B C .
 
Действительно, в этом и только в этом случае, система (5.52) трех 
линейных уравнений с тремя неизвестными имеет единственное решение. 
 
5.3. Расположение двух точек А и В  
относительно двугранных углов,  
образованных данными плоскостями 
 
Пусть заданы две пересекающиеся плоскости общими уравнениями 
1 1 1 1 0A x B y C z D+ + + =  
2 2 2 2 0A x B y C z D+ + + =  
и две точки А и В. Определить, лежат ли две данные точки А и В, в одном, 
смежных или вертикальных углах, образованных двумя данными плоско-
стями. 
Данные плоскости записываем в нормальном виде и на-ходим 
отклонения (1)Ad  и 
(2)
Ad  точки А и отклонения 
(1)
Bd  и 
(2)
Bd  точки B от данных 
плоскостей. Рассматривая знаки четырех отклонений: (1)Ad , 
(2)
Ad , 
(1)
Bd , 
(2)
Bd , 
получаем: по одну или по раз-ные стороны от каждой из плоскостей лежит 
каждая из точек А и В. Итак, если точки А и В лежат на одну сторону от 
первой плоскости и по одну сторону от второй плоскости, то эти точки 
лежат в одном углу, образованном данными плоскостями; если точки А и В 
лежат по одну сторону от одной плоскости и по разные стороны от другой 
плоскости, то точки А и В лежат в смежных углах. 
В случае, когда точки А и В лежат по разные стороны и от одной и другой 
плоскости, то эти точки лежат в вертикальных углах. 
 
5.4. Необходимое и достаточное условия,  
при которых данная плоскость пересекает данный отрезок 
 
Пусть [АВ] – данный отрезок. Данная плоскость пересекает отрезок 
[АВ] тогда и только тогда, когда точки А и В лежат по разные стороны от 
плоскости, то есть необходимо и достаточно, чтобы отклонения Ad  и Bd  
 180
имели разные знаки. Поэтому, записав уравнение плоскости в нормальном 
виде и подставляя в левую часть последнего уравнения координаты точек А и 
В, находим отклонения Ad  и Bd  точек А и В от данной плоскости. По знакам 
Ad  и Bd  устанавливаем, пересекает ли данная плоскость отрезок [АВ]. 
 
5.5. Уравнение прямой, проходящей  
через данную точку и перпендикулярной данной плоскости 
 
Пусть даны точка М0(х0, у0, z0) и плоскость – Ax + By + Cz + d = 0. 
Выбирая в качестве направляющего вектора искомой прямой вектор 
нормали данной плоскости ( , , )N A B C= , получим уравнение искомой 
прямой в виде   0 0 0x x y y z z
A B C
− − −= = . 
 
5.6. Уравнение плоскости,  
проходящей через данную точку  
и параллельной заданной плоскости 
 
Пусть даны точка М0(х0, у0, z0) и плоскость – Ax + By + Cz + d = 0. 
Вектор нормали искомой плоскости P – ( , , )N A B C= , а ( , , )M x y z  – 
произвольная точка плоскости P. 
Вектор 0 0 0 0( , , )MM x x y y z z= − − −
uuuuur
 лежит в плоскости P, а, следова-
тельно, вектора N
uur
 и 0MM
uuuuur
 перпендикулярны. Тогда уравнение искомой 
плоскости P в векторной форме имеет вид 0 0MM N⋅ =
uuuuur uur
 или в 
координатной форме 
0 0 0( ) ( ) ( ) 0A x x B y y C z z− + − + − = . 
 
5.7. Уравнение плоскости P, проходящей  
через данную точку и перпендикулярной заданной прямой  
 
Пусть даны точка М0(х0, у0, z0) и прямая – 1 1 1
x x y y z z
m n p
− − −= = . В 
качестве вектора нормали искомой плоскости P выбираем направляющий 
вектор ( , , )q l m n
r
 заданной прямой. Пусть ( , , )M x y z  – произвольная точка 
плоскости P, а вектора перпендикулярны друг другу: 0MM q⊥uuuur r , тогда 
 181
уравнение плоскости P в векторной форме имеет вид 0 0MM q⋅ =
uuuuur r
, или в 
координатной форме  
0 0 0( ) ( ) ( ) 0m x x n y y p z z− + − + − = . 
 
5.8. Уравнение плоскости, проходящей  
через данную прямую l и через точку, не лежащую  
на этой прямой 
 
Пусть l – прямая 1 1 1x x y y z z
m n p
− − −= = ; P – искомая плоскость; 
( , , )M x y z  – произвольная точка плос-
кости P; 1 1 1 1( , , )M x y z  – точка, лежа-
щая на прямой l; 0 0 0 0( , , )M x y z  – точ-
ка, лежащая в плоскости P (рис. 5.8). 
Тогда три вектора 0M M
uuuuuur
,  
0 1M M
uuuuuur
  и   S
ur
  лежат в одной плоско-
сти P, то есть они коллинеарны, а, 
следовательно, уравнение искомой плоскости Р в векторной форме имеет 
вид (смешанное произведение векторов 0M M
uuuuuur
, 0 1M M
uuuuuur
 и S
ur
 равно нулю) 
0 0 1 0M M M M S⋅ ⋅ =
uuuuuur uuuuuur ur
 или в координатной форме: 
0 0 0
1 0 1 0 1 0 0
x x y y z z
x x y y z z
m n p
− − −
− − − = . 
 
5.9. Уравнение плоскости,  
проходящей через данную прямую l1,  
и параллельной другой данной прямой l2 
 
Пусть Р – искомая плоскость;  l1 – прямая 1 1 1
1 1 1
x x y y z z
m n p
− − −= = ;  l2 – 
прямая 2 2 2
2 2 2
x x y y z z
m n p
− − −= = ;  ( , , )M x y z  – произвольная точка плоскости 
Р;  1 1 1 1( , , )M x y z  – точка прямой l1 лежит в плоскости Р; направляющий 
М0(х0, у0, z0)  
),,( pnmS
P 
l
М1(х1, у1, z1)
М(х, у, z)
Рис. 5.8 
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вектор 1 1 1 1( , , )S m n p
uur
 прямой l1 лежит в плоскости Р, а направляющий вектор 
2 2 2 2( , , )S m n p
uur
 прямой l2 плоскости Р  (рис. 5.9). 
 
                                                                                                   l1 
                                             1 1 1 1( , , )M x y z  
                    1 1 1 1( , , )S m n p
uur
                                ( , , )M x y z             
 
                                        2 2 2 2( , , )S m n p
uur
                                   l2 
 
Рис. 5.9 
 
Тогда три вектора  1M M
uuuuur
, 1S
uur
  и   2S
uur
 компланарны, а, следовательно, 
уравнение искомой плоскости Р в векторной форме имеет вид (смешенное 
произведение векторов  1M M
uuuuur
, 1S
uur
  и   2S
uur
 равно нулю) 1 1 2 0M M S S⋅ ⋅ =
uuuuur uur uur
 или 
в координатной форме 
1 1 1
1 1 1
2 2 2
0
x x y y z z
m n p
m n p
− − −
=  
 
5.10. Уравнение плоскости, проходящей  
через заданную прямую l1, и перпендикулярной плоскости l 
 
Пусть Р – искомая плоскость; l1 – прямая 1 1 1
1 1 1
x x y y z z
m n p
− − −= = ; l – 
плоскость 0Ax By Cz D+ + + = ; М(х, у, z) – произвольная точка плоскости 
Р; М1(х1, у1, z1) – точка прямой l1 лежит в плоскости Р; направляющий век-
тор 1S
uur
 прямой l1 лежит в плоскости Р; а вектор нормали ( , , )N A B C
uur
 плос-
кости l параллелен плоскости Р  (рис. 5.10). 
 
        
                                             1 1 1 1( , , )M x y z  
                           ( , , )S m n p
ur
    
                                                         М(х, у, z)        ( , , )N A B C
uur
 
                          l1                 Р                                                    L
 
 
Рис. 5.10 
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Тогда три вектора  1M M
uuuuur
,  1S
uur
  и  N
uur
  компланарны, а, следовательно, 
уравнение искомой плоскости Р, в векторной форме, имеет вид (смешен-
ное произведение векторов  1M M
uuuuur
,  1S
uur
  и  N
uur
 равно нулю) 1 1 0M M S N⋅ ⋅ =
uuuuur uur uur
 
или в координатной форме 
1 1 1
0
x x y y z z
m n p
A B C
− − −
= . 
 
5.11. Уравнение плоскости Р,  
проходящей через две параллельные прямые l1 и l1 
 
Пусть Р – искомая плоскость; l1 и l2 – две параллельные прямые; l1 – 
прямая 1 1 1
1 1 1
x x y y z z
m n p
− − −= = ; l1 – прямая 2 2 2
2 2 2
x x y y z z
m n p
− − −= = ; М(х, у, z)  
– произвольная точка плоскости Р; М1(х1, у1, z1) и М2(х2, у2, z2) – точки пря-
мых l1 и l2, лежат в плоскости Р; а вектор 1S
uur
 (или 2S
uur
) – направляющий век-
тор прямой l1 (или l2) лежит в плоскости Р (рис. 5.11). 
 
 
                                        Р 
                                                     1 1 1 1( , , )S m n p
uur
                  2 2 2 2( , , )S m n p
uur
 
                                                        М(х, у, z)   
 
                      М1(х1, у1, z1)                                     М2(х2, у2, z2)    
                                          l1                                  l2 
 
                                                          Рис. 5.11 
 
Тогда три вектора: 1M M
uuuuur
, 1 2M M
uuuuuur
  и 1S
uur
 – компланарны, а, следова-
тельно, уравнение искомой плоскости Р в векторной форме имеет вид  
1 1 2 1 0M M M M S⋅ ⋅ =
uuuuur uuuuuur uur
 
или в координатной форме 
1 1 1
2 1 2 1 2 1 0
x x y y z z
x x y y z z
m n p
− − −
− − − = . 
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5.12. Уравнение плоскости,  
проходящей через две пересекающиеся прямые l1 и l1 
 
Пусть Р – искомая плоскость; l1 и l2 – две пересекающиеся прямые. 
l1 – прямая 1 1 1
1 1 1
x x y y z z
m n p
− − −= = ; l2 – прямая 2 2 2
2 2 2
x x y y z z
m n p
− − −= = ;  
М(х, у, z) – произвольная точка плоскости Р, М1(х1, у1, z1)  точка прямой l1 
лежит в плоскости Р, а направляющие вектора 1S
uur
 и 2S
uur
 прямых l1 и l2 ле-
жат в плоскости Р  (рис. 5.12). 
 
 
                                                                                                      Р 
                                     1 1 1 1( , , )S m n p
uur
   
                                                                   2 2 2 2( , , )S m n p
uur
       
                         l1                          М(х, у, z)   
                                                                                                      l2 
                      
                                                             Рис. 5.12 
 
Тогда три вектора: 1M M
uuuuur
, 1S
uur
, 2S
uur
 – компланарны и, следовательно, 
уравнение искомой плоскости Р в векторной форме имеет вид 
1 1 2 0M M S S⋅ ⋅ =
uuuuur uur uur
 
или в координатной форме 
1 1 1
1 1 1
2 2 2
0
x x y y z z
m n p
m n p
− − −
=  
 
5.13 Уравнение плоскости,  
проходящей через данную точку, и параллельной прямым l1, l2 
 
Пусть даны точка М0(х0, у0, z0); l1 – прямая 1 1 1
1 1 1
x x y y z z
m n p
− − −= = ; l2 – 
прямая 2 2 2
2 2 2
x x y y z z
m n p
− − −= = ; Р – искомая плоскость; М(х, у, z) – произ-
вольная точка плоскости Р; М0(х0, у0, z0)  – данная точка лежащая в плоско-
сти Р; а направляющие векторы 1S
uur
 и 2S
uur
, прямых l1 и l2, параллельны 
плоскости Р (рис. 5.13). 
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Тогда три вектора: 0M M
uuuuuur
, 1S
uur
 и 2S
uur
 – компланарны, а, следовательно, 
уравнение искомой плоскости Р в векторной форме имеет вид 
0 1 2 0M M S S⋅ ⋅ =
uuuuuur uur uur
  или в координатной форме 
0 0 0
1 1 1
2 2 2
0
x x y y z z
m n p
m n p
− − −
= . 
 
 
                                                                                          Р 
                                      1 1 1 1( , , )S m n p
uur
 
                                                             2 2 2 2( , , )S m n p
uur
 
                                 
                    l1                   М0(х0, у0, z0)                 М(х, у, z) 
                                                                                      l2 
 
Рис. 5.13 
 
5.14. Условие, при котором  
две прямые l1 и l2 лежат в одной плоскости 
 
Пусть Р – искомая плоскость, l1 – прямая 1 1 1
1 1 1
x x y y z z
m n p
− − −= = ; l1 – 
прямая 2 2 2
2 2 2
x x y y z z
m n p
− − −= = ; М1(х1, у1, z1) и М2(х2, у2, z2) – точки прямых 
l1 и l2, направляющие векторы 1S
uur
 и 2S
uur
 прямых l1 и l2 лежат в плоскости Р 
(рис. 5.14). 
Тогда три вектора: 1 2M M
uuuuuur
, 1S
uur
 и 2S
uur
 – компланарны, а, значит условие, 
при котором две прямые l1 и l2 лежат в плоскости Р  в векторной форме, за-
пишем как  1 2 1 2 0M M S S⋅ ⋅ =
uuuuuur uur uur
 или в координатной форме 
2 1 2 1 2 1
1 1 1
2 2 2
0
x x y y z z
m n p
m n p
− − −
= . 
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                                                        М1(х1, у1, z1)                       М2(х2, у2, z2) 
                                         1 1 1 1( , , )S m n p
uur
 
                                   
                         l1                                                                2 2 2 2( , , )S m n p
uur
  
                                         Р    
                                                                                        l2 
Рис. 5.14 
 
5.15. Уравнение перпендикуляра,  
опущенного из заданной точки М0 на данную прямую l 
 
Уравнение искомого перпендикуляра (прямой перпендикулярной 
данной прямой l) – линия пересечения двух плоскостей (общее уравнение 
прямой в пространстве): 
1) плоскости, проходящей через точку М0 и прямую l (см. п. 5.8); 
2) плоскости, проходящей через точку М0 и перпендикулярной к 
прямой l (см. п. 5.7). 
 
5.16. Расстояние от данной точки М0 до данной прямой l 
 
В п. 5.15 получено уравнение перпендикуляра l1, проходящего через 
точку М0 на прямую l. Решая систему уравнений, определяющих прямые l 
и l1, находим точку М1 – основание перпендикуляра, опущенного из точки 
М0 на прямую l. Тогда искомое расстояние – длина отрезка 0 1M M . 
 
5.17. Уравнение общего перпендикуляра  
к двум скрещивающимся прямым l1 и l2 
 
Напишем уравнение плоскости Р, параллельную прямой l2 проходя-
щей через прямую l1, (см. п. 5.9). Напишем уравнение плоскостей L1 и L2, 
перпендикулярных плоскости Р и проходящих через прямые l1 и l2 соот-
ветственно (см. п. 5.10). Тогда искомый перпендикуляр – линия пересече-
ния плоскостей L1 и L2. 
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5.18. Кратчайшее расстояние  
между двумя скрещивающимися прямыми l1 и l2 
 
Напишем уравнение плоскости Р1, проходящей через прямую l1, па-
раллельную прямой l2 (см. п. 9), а затем находим расстояние от любой точ-
ки прямой l2 до плоскости Р1. 
Пример 11.  Найти проекцию точки P (3; 2; –1) на плоскость 
5 4 31 0x y z− + − = . 
Решение. Проекция точки P на плоскость есть основания перпенди-
куляра, опущенного из точки P на данную плоскость. Уравнение этого пер-
пендикуляра  
3 ,
2 5 ,
1 4 .
x t
y t
z t
= +⎧⎪ = −⎨⎪ = − +⎩
 
Точка пересечения полученной прямой и данной плоскости (t = 1) 
имеет координаты M (4; –3; 3). 
Пример 12.  Найти проекцию точки  P (5; –6; 7) на прямую  
7 1 4
2 3 1
x y z− − −= =− . 
Решение.  Искомая проекция – это точка пересечения данной прямой 
и плоскости, проведенной через точку P перпендикулярно этой прямой. 
Уравнение этой плоскости – это уравнение плоскости, проходящей через 
точку P (5; –6; 7) и перпендикулярной вектору N  (–2; 3; 1), т.е. имеет вид  
2 3 21 0x y z− − − = . Находим точку пересечения данной прямой и получен-
ной плоскости  (t = –1)  и получим точку  M (9; –2; 3). 
Пример 13. Найти уравнение проекции прямой 2 1 5:
6 5 4
x y zl − + −= =−  
на плоскость  :  3 2 7 0L x y z− − − = . 
Решение.  Проекция прямой  l  на плоскость  L – есть линия пересе-
чения плоскости  L  и плоскости, проходящей через данную прямую l, пер-
пендикулярно данной плоскости  L. Уравнение плоскости, проходящей че-
рез прямую  l  перпендикулярно плоскости  L  имеет вид 
2 1 5
6 5 4 0
1 3 2
x y z− + −
− =
−
  или  2 8 13 53 0x y z− − + = . 
Тогда уравнение искомой проекции определяется уравнением 
3 2 7 0
2 8 13 53 0.
x y z
x y z
− + − =⎧⎨ − − + =⎩  
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МОДУЛЬ 6.  
ПРЕДЕЛ ПОСЛЕДОВАТЕЛЬНОСТИ 
 
§ 1. Множества. Отображения. 
§ 2. Числовые функции одной переменной. 
§ 3. Предел последовательности. 
§ 4. Предел функции. 
§ 5. Непрерывность функции. 
 
§ 1. МНОЖЕСТВА. ОТОБРАЖЕНИЯ 
 
1. Элементы теории множеств и математической логики. 
2. Точные грани числовых множеств. 
3. Метод математической индукции.  
 
1.1. Элементы теории множеств и математической логики 
 
Множества 
Понятие множества считается первоначальным, неопределенным. 
Под множеством будем понимать совокупность элементов (объектов), ха-
рактеризуемых некоторым общим признаком. При этом элементы данной 
совокупности можно отличить друг от друга и от элементов, не входящих 
в эту совокупность. В математике часто вместо термина «множество» 
употребляют «класс», «семейство», «совокупность», «система». Предметы 
или объекты, из которых состоит множество, называют элементами мно-
жества. Множества и их элементы обозначают обычно буквами латинского 
алфавита: множества – прописными А, В, С, …, а их элементы – строчны-
ми а, b, с, ... Если элемент а принадлежит множеству А, то пишут a A∈ ; 
если а не принадлежит множеству А, пишут a A∉ . 
Множества задаются или перечислением его элементов, или указа-
нием их характеристических свойств. 
Множество, состоящее из одного элемента называют одноэлемент-
ными и обозначают { }a . Множество, не содержащее ни одного элемента, 
называют пустым и обозначают ∅. 
Все множества делятся на конечные и бесконечные. Множества, со-
стоящие из конечного числа элементов, называются конечными. Множест-
ва, не являющееся конечными, называются бесконечными. 
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Логические символы 
Многие математические понятия при изложении курса математиче-
ского анализа удобно записывать в виде выражений, содержащих логиче-
ские символы. Так, символ ∀ , называемый квантором общности, исполь-
зуется вместо слов: «для любого», «для каждого», «для всех», «каково бы 
ни было». Заметим, что ∀  – перевернутая первая буква английского слова 
All (все). Символ ∃ – квантор существования – вместо слов «существует», 
«найдется», «имеется». ∃ – перевернутая первая буква английского слова 
Exists (существует). Кроме этого, используют следующие знаки: 
1. ⇒  – знак следствия (импликации). Запись A B⇒  означает, что А 
влечет В или В следует из А. Другими словами: В – необходимое условие 
(признак) А,  А – достаточное условие (признак) В. 
2. ⇔  – знак равносильности (эквивалентности). Запись A B⇔  озна-
чает, что В следует из А и А следует из В. Другими словами: А равносильно 
В; А необходимо и достаточно для В; А тогда и только тогда, когда В. 
3. ∨  – знак дизъюнкции, заменяет союз «или»; запись A B∨  означа-
ет, что имеет место хотя бы одно из высказываний А, В; 
4. ∧  – знак конъюнкции, заменяет союз «и». 
5. ¬  – знак отрицания: запись A¬  означает «не А» (отрицание 
высказывания А). 
Отношения между множествами 
Множества А и В называются равными, если каждый элемент мно-
жества А является элементом множества В и, наоборот, каждый элемент 
множества В является элементом множества А. Равенство множеств А и В 
обозначают А = В. Равные множества состоят из одних и тех же элементов. 
Равенство множеств обладает следующими свойствами: 
1. А = А (рефлексивность); 
2. ,  A B B C A C= = ⇒ =  (транзитивность); 
3. A B B A= ⇒ =  (симметричность). 
Множество А ( )A o≠ /  называется подмножеством множества B 
( )B o≠ / , если каждый элемент множества А является элементом множества 
В, и записывают A B∈ . 
Понятие подмножества определяет между двумя множествами от-
ношение включения. Отметим, например, для чисел имеет место отноше-
ние N Z Q R∈ ∈ ∈ . 
Заметим, что отношения включения или равенства определены не 
для всех множеств. Например, множества рациональных и иррациональ-
ных чисел не равны между собой, и более того, ни одно из них не является 
подмножеством другого. 
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Операции над множествами 
1. Пересечением множеств А и В называется множество A B∩ , со-
стоящее из всех элементов, принадлежащих как А, так и В, то есть общая 
часть множеств А и В 
{ }   и  A B x x A x B∩ = ∈ ∈ . 
2. Так как пересечение A B∩  состоит из элементов общих для А и В, 
то A B B A∩ = ∩ ; если A B⊂ , то A B B∩ = . 
3. Объединением множеств А и В называется множество A B∪ , со-
стоящее из всех элементов, принадлежащих хотя бы одному из двух дан-
ных множеств: 
{ } или  A B x x A x B∪ = ∈ ∈ ,  A B B A∪ = ∪ . 
4. Разность множеств А и В называется множество А\B, состоящее из тех 
элементов множества А, которые не принадлежат В 
{ }\ ,A B x x A x B= ∈ ∉ . 
Если Е – некоторое основное множество. Дополнение множества 
A E⊂  называется множество A , состоящее из всех элементов y E∈ , не 
принадлежащих А. Таким образом, все те элементы, которые не принадле-
жат множеству А, образуют его дополнение A , то есть A A o∩ = / . 
Рассмотренные операции с геометрической точки зрения изобража-
ют с помощью диаграмм Эйлера – Венна (рис. 6.1). 
 
 
Рис. 6.1 
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                                               BA∩  
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               A                     B 
 
 
                                                         BA∪  
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              A                        B 
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Заштрихованные области изображают: I – пересечение А и В, II – 
объединение А и В, III – разность А и В, IV – дополнение A  множеств. 
Операции над множествами удовлетворяют следующим правилам 
(соотношениям): 
1. A A A∪ = ; 
2. A A A∩ = ; 
3. A B B A∪ = ∪ ; 
4. A B B A∩ = ∩ ; 
5. A o A∪ =/ ; 
6. A o o∩ =/ / ; 
7. A A= ; 
8. A A o∩ = / ; 
9. A A E∪ = ; 
10. ( ) ( )A B C A B C∩ ∩ = ∩ ∩ ; 
11. ( ) ( )A B C A B C∪ ∪ = ∪ ∪ ; 
12. ( ) ( ) ( )A B C A B A C∪ ∩ = ∪ ∩ ∪ ;
13. ( ) ( ) ( )A B C A B A C∩ ∪ = ∩ ∪ ∩ ;
14. A B A B∪ = ∩ ; 
15. A B A B∩ = ∪  
Формулы 14 и 15 – законы де Моргана или законы логического до-
полнения. 
 
1.2. Точные грани числовых множеств 
 
Верхняя и нижняя грани числового множества 
Множество X действительных чисел ( )X R∈  называется ограничен-
ным сверху, если существует действительное число М такое, что все эле-
менты множества X не превосходят М, то есть 
 ;   M R x R x M∃ ∈ ∀ ∈ ⇒ ≤ . (6.1) 
Всякое действительное число М, обладающее свойством (6.1)назы-
вают верхней гранью числового множества X. 
Множество X действительных чисел ( )X R∈  называется ограничен-
ным снизу, если существует действительное число m такое, что все эле-
менты множества X не меньше m, то есть 
  m R x R x m∃ ∈ ∀ ∈ ⇒ ≥ . (6.2) 
Всякое действительное число m, обладающее свойством (6.2) назы-
вают нижней гранью числового множества X. 
Если числовое множество X ограничено как сверху, так и снизу, его 
называют ограниченным, то есть X – ограниченное множество тогда и 
только тогда, когда 
,      M R m R x X m x M∃ ∈ ∃ ∈ ∀ ∈ ⇒ ≤ ≤ . 
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Наименьшая из всех верхних граней ограниченного сверху множества 
X называется точной верхней гранью этого множества и обозначается сим-
волом M = sup x (читается «супремум»). Наибольшая из всех нижних граней 
ограниченного снизу множества X называется точной нижней гранью этого 
множества и обозначается символом m = inf x  (читается «инфимум»). 
Определение точной верхней (нижней) грани можно сформулиро-
вать и по-другому, а именно: 
Число М (число m) называется точной верхней (нижней) гранью ог-
раниченного сверху (снизу) множества X, если выполнены следующие два 
требования: 
1) каждый элемент x множества X удовлетворяет неравенству   
( )x M x m≤ ≥ ; 
2) каково бы ни было действительное число x′ , меньшее М (больше m), 
найдется хотя бы один элемент x множества X, удовлетворяющий неравенству 
( )x x x x′ ′> < . 
В этом определении требование (6.1) означает, что число М (число m) 
является одной из верхних (нижних) граней, а требование (6.2) говорит о 
том, что эта грань является наименьшей (наибольшей) и уменьшена (уве-
личена) быть не может. 
Замечание 1. Из определения точной верхней (нижней) грани следу-
ет, что если у числового множества X существует точная верхняя (нижняя) 
грань М(m), то она единственная. 
Замечание 2. Число M = sup x (m = inf x) может как принадлежать, так 
и не принадлежать множеству X. Например, если X – множество чисел x та-
ких, что 2 3x≤ < , то  sup x = 3 ∉ Х;  inf x = 2 ∈ Х. 
Существование у любого ограниченного сверху (снизу) множества 
точной верхней (точной нижней) грани не является очевидным и требует 
доказательства. 
Справедлива следующая теорема. 
Теорема 1. (о существовании точной верхней (нижней) грани). 
Если непустое множество действительных чисел X ограничено 
сверху (снизу), то существует  sup x  (inf x). 
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1.3. Метод математической индукции 
 
Доказательства посредством применения метода математической ин-
дукции основаны на принципе полной индукции, являющемся одной из акси-
ом в теории натуральных чисел. Общая формулировка этой аксиомы такова. 
Если некоторое предложение А верно для n = 1 и если из предпо-
ложения о том, что оно верно для натурального n = k (k > 1) следует, 
что А верно и для n = k + 1, то предложение А верно для любого нату-
рального числа. 
Применение метода математической индукции для доказательства 
заданного утверждения сводится к следующему: 
1. Проверка того, что доказываемый факт имеет место при n = 1 или 
при любом другом фиксированном натуральном числе. 
Эту часть доказательства называют базисом индукции. 
2. Предположение, что заданное утверждение верно при некотором  
n = k (k > 1) (предположение индукции). 
3. Доказательство того, что это утверждение справедливо при n = k + 1 
(индуктивный шаг). 
4. Заключение, что доказываемое утверждение верно на основании 
принципа полной индукции для любого натурального k. 
Пример 1. Доказать, что для всякого натурального числа n 
3 2 2 1 2 1 ( 1)1 2 3 4 ... ( 1) ( 1)
2
n n n nn− − +− + − + + − = − . 
Решение. 
1. Для n = 1 равенство имеет место 1 = 1. 
2. Предположим, что равенство имеет место при n = k, 
2 2 2 1 2 1 ( 1)1 2 3 4 ... ( 1) ( 1)
2
k k k kk− − +− + − + + − = − . 
3. Докажем, что из этого предположения следует справедливость 
равенства для n = k + 1, то есть что 
2 2 2 1 2 2 ( 1)( 2)1 2 3 4 ... ( 1) ( 1) ( 1) ( 1)
2
k k k k kk k− + +− + − + + − ⋅ + − + = − . 
Действительно 
2 2 1 2 2
1 2
1 2 3 ... ( 1) ( 1) ( 1)
( 1) ( 1)( 2)( 1) ( 1) ( 1) ( 1) .
2 2
k k
k k k
k k
k k k kk
−
−
− + + + − ⋅ + − + =
+ + += − + − + = −
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Таким образом, доказана истинность предположения при n = k + 1,  
и поэтому искомая формула справедлива при любом n N∈ . 
Пример 2. Доказать формулу Муавра (cos sin ) cos sinni n iα + α = α + α , 
где n – натуральное число. 
Решение. 
1. При n = 1 формула справедлива. 
2. Предположим, что она справедлива при n = k, и покажем, что 
она имеет место и при n = k + 1. 
3. Действительно, имеем 
1(cos sin ) (cos sin ) (cos sin )
(cos sin )(cos sin )
(cos cos sin sin ) (sin cos cos sin )
cos( 1) sin( 1)
k kk i i i
k i k i
k k i k k
k i k
+α + α = α + α ⋅ α + α =
= α α + α α + α =
= α ⋅ α − α ⋅ α + α ⋅ α + α ⋅ α =
= + α + + α
 
Формула доказана. 
Пример 3. Если 1x ≥ − , то n N∀ ∈  выполняется неравенство Бернулли 
 (1 ) 1nx nx+ ≥ + . (6.3) 
Решение. 
1. При n = 1 неравенство (6.3) верно, так как  1 1x x+ ≥ + . 
2. Пусть неравенство (6.3) верно при n = k, то есть 
 (1 ) 1kx kx+ ≥ + . (6.4) 
3. Докажем, что неравенство (6.3) верно и при n = k + 1, то есть 
 1(1 ) 1 ( 1)kx k x++ ≥ + + . (6.5) 
Так как имеет место неравенство (6.4), то оно верно и при умноже-
нии обеих частей на 1 + x, где 1 0x+ ≥ , то есть 1(1 ) (1 )(1 )nx nx x++ ≥ + + . 
Действительно, 2(1 )(1 ) 1 ( 1) 1 ( 1)nx x n x nx n x+ + = + + + ≥ + + , так как 
2 0nx ≥ , а поэтому 1(1 ) 1 ( 1)nx n x++ ≥ + + . 
Таким образом, при 1x ≥ −  справедливо неравенство (6.5), а поэтому 
неравенство (6.3) является верным при любом n N∈ . 
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§ 2. ЧИСЛОВЫЕ ФУНКЦИИ ОДНОЙ ПЕРЕМЕННОЙ 
 
1. Понятие числовой функции. Способы задания. 
2. Основные характеристики функции. 
3. Обратная функция. 
4. Сложная функция. Неявные функции. Функции заданы парамет-
рически и в полярных координатах. 
5. Классификация функций. 
 
2.1. Понятие числовой функции. Способы задания 
 
Пусть Х – числовое множество x R∈ . Если каждому x X∈  поставле-
но в соответствие по некоторому правилу (закону) число y, то говорят, что 
на множестве Х определена числовая функция. 
Правило (закон), устанавливающее соответствие, обозначают симво-
лом f и пишут 
 ( ),   y f x x X= ∈  (6.6) 
при этом множество Х называют областью функции и обозначают ( )D f , 
то есть ( )X D f= . 
В записи (6.6) х называют аргументом или независимой переменной, 
а y – зависимой переменной. Числа ( )x D f∈  – значения аргумента. Число 
0y , соответствующее значению 0 ( )x D f∈ , называют значением функции в 
точке 0x  или при 0x x= , и обозначают 0( )f x . Совокупность всех значений, 
которые принимает функция на множестве ( )D f  называют множеством 
значений функции и обозначают ( )E f . Обратим внимание на то, что если 
0 ( )y E f∈ , то существует, по крайней мере, одно число 0 ( )x D f∈  такое, 
что 0 0( )f x y= . 
Функцию можно обозначать символами ,  ,  f Fϕ , который определяет 
правило (закон) соответствия. Под словом «функция» часто понимают зави-
симую переменную y, значения которой определяются значениями незави-
симой переменной x и правилом f, или даже само правило. Термин «функ-
ция» имеет синонимы: отображение, преобразование, морфизм. Так, напри-
мер, говорят, что функция f отображает множество ( )X D f=  на множество 
( )Y E f= , и называют множество Y образом множества X при отображении 
f. Если 1( )E f E⊂ , то говорят, что функция f отображает X в 1E . 
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Способы задания функций: 
1. Аналитический – с помощью формул. 
2. Табличный. 
3. Графический. 
4. Словесный или описательный. 
5. Программный – функция задается с помощью задания программы 
на одном из машинных языков. 
График функции 
Графиком функции ( ),  ( )y f x x D f= ∈  в прямоугольной системе коор-
динат Oxy называют множество всех точек плоскости с координатами 
( ; ( ))x f x . Для каждого 0 ( )x D f∈  прямая 0x x= , параллельная оси Oy, пере-
секает график функции ( ),  ( )y f x x D f= ∈ , в одной точке 0 0 0( , )M x y , где 
0 0( )y f x= . Значение x = a – нуль функции, если f (a) = 0. Если x = a – нуль 
функции f, то график функции y = f (x) пересекает ось Ox при x = a, то есть в 
точке M(a; 0). 
Равенство функции. Операции над функциями 
Функции f и g называют равными (совпадающими), если они имеют 
одну и ту же область определения X и для каждого    ( ) ( )x X f x g x∈ = . 
Естественным образом вводятся для функций арифметические опе-
рации. Если f и g определены на одном и том же множестве X, то для лю-
бой точки x X∈  функции значения которых равны ( ) ( ),f x g x±  
( ) ( ) ( ),    ( ( ) 0)
( )
f xf x g x g x
g x
⋅ ≠  называют соответственно суммой, разностью, 
произведением и частным функций f и g. 
 
2.2. Основные характеристики функции 
 
1. Область определения функции y = f (x) – это все x, при которых 
f (x) существует (имеет смысл). 
2. Область значения функции y = f (x) – это все a, при которых 
уравнение f (x) = a имеет решение. 
Пример 1. Найти область значений (множество значений) функций 
1. 1
2 cos3
y
x
= − ;    3. siny x x= ⋅ ;  
2. 21
xy
x
= + ;      4. 
2( 2) 4y x= − + . 
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Решение. 
1. Решая данное уравнение относительно x (точнее cos 3x) получим 
2 1 2 1 1cos3 1 ;  1
3
y yx y
y y
− − ⎡ ⎤= ⇔ ≤ ⇔ ∈⎢ ⎥⎣ ⎦ . 
2. Решая уравнение относительно x получим 
21 1 4
2
yx
y
± −= . 
Тогда область значений функции y определим, решая неравенство  
21 4 0y− ≥ , то есть  1 1;  
2 2
y ⎡ ⎤∈ −⎢ ⎥⎣ ⎦ . 
3.  [ )( ) 0;  E y = + ∞ . 
4.  [ )( ) 4;  E y = + ∞ . 
3. Нули функции и знак функции  
Значения ( )x D f∈ , при которых f (x) = 0, называются нулями функ-
ции. В интервалах, на которых график f (x) лежит выше (ниже) оси Ox, f (x) 
– положительна (отрицательна); в нуле функции график имеет общую точ-
ку с осью Ox. 
4. Четность и нечетность функции 
Числовая функция называется четной (нечетной), если: 
1) ( )D f  симметрична относительно 0, то есть, если ( )x D f∈ , то и  
( )x D f− ∈ ; 
2) для любого ( ),     ( ) ( )    ( ( ) ( ))x D f f x f x f x f x∈ − = − = − . 
Из определения имеем, что ось Oy – ось симметрии графика любой 
четной функции, а начало координат – центр симметрии графика нечетной 
функции. 
5. Периодичность функции 
Число 0T ≠  называют периодом f (x), если для любого ( )x D f∈   
x + T и x – T также принадлежат D (f) и справедливо равенство 
( ) ( ) ( )f x T f x f x T− = = + . 
Если T – период функции f, то и каждое число вида ,  ,  0nT n Z n∈ ≠  
также период функции. 
Пример 2. Найти период функции 
1. 3sin 4y x= ;    2. 2sin 3
4
y x π⎛ ⎞= +⎜ ⎟⎝ ⎠ ;  
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3. cosy x= ;    6. cosy x= ; 
4. 4 4sin cosy x x= + ;   7. 2 siny x x= − ; 
5. 2cosy x= ;     8. 1,  если рационально( )
0, если иррационально.
x
D x
x
−⎧= ⎨ −⎩  
Решение. 
1. Самостоятельно. 
2. Самостоятельно. 
3. Так как 2cos cos 0,5(1 cos2 )y x x x= = = + , то период T = π . 
4. 4 4 2 2 2 2 2sin cos (sin cos ) 2sin cosy x x x x x x= + = + − = , 
21 1 3 11 sin 2 1 (1 cos4 ) sin(4 )
2 4 4 4 2
x x x π= − = − − = − + , 
тогда период  2
4 2
T π π= = . 
5. Пусть 0T ≠  период, тогда имеем 2 2cos( ) cosx T x+ = ,  
откуда 
2 2 2 2 2
2 2 2 2
2 2 , 2x 2 2 ,
             
2 2 . 2 2 .
x Tx T x k Tx T k
x Tx T x k Tx T k
⎡ ⎡+ + + = π + + = π⎢ ⎢+ + − = π + = π⎢ ⎢⎣ ⎣
, а это не-
возможно ни при каких k Z∈ , так как слева квадратичная и линейная 
функции непрерывны, а k принимает целочисленные значения. 
6. Не имеет периода. 
7. Не имеет периода. 
8. Так как сумма двух рациональных чисел есть число рациональное, 
а сумма рационального и иррационального чисел есть число иррациональ-
ное, то 
1,  если рационально (( ) рациональное число), 
( )
0, если иррационально (( ) иррациональное число),
x x T
D x
x x T
− + −⎧= ⎨ − + −⎩  
то есть имеем D(x + T) = D(x) для любого Т – периодом является любое 
число. 
6. Монотонные функции 
Функция ( )y f x=  называется возрастающей (убывающей) на мно-
жестве x, если большему значению аргумента из этого множества соответ-
ствует большее (меньшее) значение функции. 
Возрастающие и убывающие на множестве x функции называются 
монотонными на этом множестве. 
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При исследовании функций на возрастание и убывание полезно 
иметь ввиду следующие утверждения: 
1. Сумма двух возрастающих функций – возрастающая функция. 
2. Сумма двух убывающих функций – убывающая функция. 
3. Если функции f (x) и g(x) возрастают и положительны на некото-
ром промежутке, то их сумма ( ( ) ( ))f x g x+  возрастает и положительна на 
этом промежутке. 
4. Если функция ( )y f x=  возрастает, то функция ( )y f x= −  убывает, 
и обратно. 
5. Если функция ( )y f x=  возрастает, то функция 1
( )
y
f x
=  убывает и 
обратно. 
6. Если функция ( )x f t=  возрастает на [ ];  α β , а ( )y F x=  возрастает на 
[ ]( );  ( )f fα β , то функция ( ( ))y F f t=  возрастает на [ ];  α β . 
7. Если функция ( )x f t=  убывает на [ ];  α β , а ( )y F x=  убывает на 
[ ]( );  ( )f fα β , то [ ]( )y F f t=  возрастает на [ ];  α β . 
8. Если функция ( )x f t=  возрастает на [ ];  α β , а функция [ ]( )y F f t=  
убывает на [ ]( );  ( )f fα β , то функция [ ]( )y F f t=  убывает на [ ];  α β . 
9. Если функция ( )y f x=  убывает на [ ];  α β , а функция ( )y F x=  
возрастает на [ ]( );  ( )f fα β , то функция [ ]( )y F f t=  убывает на [ ];  α β . 
Ограниченные функции 
Функция ( )y f x= : 
1) ограничена сверху на множестве  
;   ( )X M R x x f x M⇔∃ ∈ ∀ ∈ ⇒ ≤ ; 
2) ограничена снизу на ;  ( )X M R x x f x M⇔∃ ∈ ∀ ∈ ⇒ ≥ ; 
3) ограничена на 0;  ( )x M x X f x M⇔∃ > ∀ ∈ ⇒ ≤ . 
 
2.3. Обратная функция 
 
Пусть задана числовая функция ( )y f x= , ( )x D f∈ . Тогда каждому 
числу 0 ( )x D f∈  соответствует единственное число 0 0( ) ( )y f x E f= ∈ . 
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В ряде случаев приходится по заданному значению функции 0y  на-
ходить соответствующее значение аргумента, то есть решить относительно 
x уравнение 
 0( )f x y= . (6.7) 
Уравнение (6.7) может иметь не одно, а несколько решений и даже 
бесконечно много решений. Решения уравнения (6.7) – это абсциссы всех 
точек, в которых прямая 0y y=  пересекает график функции ( )y f x= . 
Например, если 2( )f x x= , то уравнение 0 0,   y 0x y= >  имеет два ре-
шения 0 0x y= ± . 
Если ( ) sinf x x= , то уравнение 0 0sin ,   y 1x y= ≤  имеет бесконечное 
множество решений 0( 1) arcsin ,   
nx y n n Z= − + π ∈ . 
Если 3( ) 2 3;   ( ) ;   ( ) ;   ( )f x x D f R f x x D f R= + = = =  в этих случаях 
уравнение (6.7) имеет единственное решение, то есть однозначно разрешимы. 
Так, если f (x) такая, что каждое значение 0 ( )y E f∈  она принимает 
только при одном значении 0 ( )x D f∈ , то эту функцию называют обрати-
мой. Для таких функций уравнение ( )f x y=  можно однозначно разрешить 
при любом ( )y E f∈  относительно x, то есть каждому ( )y E f∈  соответст-
вует единственное значение ( )x D f∈ . Это соответствие определяет функ-
цию, которую называют обратной к функции f и обозначают символом 1f − . 
Заметим, что прямая 0y y= , для каждого 0 ( )y D f∈  пересекает гра-
фик обратимой функции ( )y f x=  в единственной точке 0 0( , )x y , где 
0 0( )f x y= . 
Обозначая, как обычно, аргумент обратной функции буквой x, ее 
значения – буквой y, обратную для f функцию записывают в виде 
1 -1( ),   ( )y f x x D f−= ∈ . 
Отметим следующие свойства, которые показывают, как связаны 
данная функция f и обратная к ней 1f − . 
1. Если 1f −  обратная к f, то f – функция, обратная к 1f − ; при этом 
1 -1( ) ( ),   E(f ) ( )D f E f D f− = = , то есть область определения функции 1f −  
совпадает с множеством значений функции f и наоборот. 
2. Для любого ( )x D f∈  справедливо равенство 1( ( ))f f x x− =  и для 
любого ( )x E f∈  справедливо равенство 1( ( ))f f x x− = . 
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3. График функции 1( )y f x−=  симметричен графику функции 
( )y f x=  относительно прямой y x= . 
4. Если нечетная функция обратима, то обратная к ней функция 
также является нечетной. 
5. Если f – строго возрастающая (строго убывающая) функция, то 
она обратима, причем обратная к ней 1f −  также строго возрастающая 
(строго убывающая). 
Отметим, что монотонность функции является лишь достаточным 
условием ее обратимости, то есть существуют немонотонные обратимые 
функции. 
Сформулируем общее правило нахождения обратной функции для 
взаимно однозначной функции ( )y f x= : 
1) решая уравнение ( )y f x=  относительно x, находим  1( )x f y−= ; 
2) меняя обозначения переменой x на y, а y на x, получаем функцию 
1( )y f x−= , обратную к данной. 
Пример 3. Найти функции, обратные к данным: 
1. 3 4y x= + ;    4. 2
2 ,  1
1
xy x
x
= ≤ −− ; 
2. y x= ;     5. 3sin ,   
2 2
y x xπ π= − ≤ ≤ ;  
3. 22 ,  1y x x x= − ≥ ;   6. 2arccos ,   0 1y x x= ≤ ≤ . 
Решение. 
1. Функция 3 4y x= +  определена и возрастает на всей числовой оси. 
Следовательно, обратная функция существует и возрастает. Решая уравнение 
относительно x, получим 4
3
yx −= . Тогда искомая функция – 4
3
xy −= . 
2. В данном случае 0x ≥  и 0y ≥ , тогда 2x y= , а следовательно 
2,   0  y x x= ≤ < + ∞ . 
3. 1 1 ,  1y x x= + − ≥ . 
4. 
21 1 ,  1 0xy x
x
+ −= − ≤ < . 
5. 3arcsin ,  1 1y x x= − ≤ ≤ . 
6. cos ,  0
2
y x x π= ≤ ≤ . 
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2.4. Сложная функция. Неявные функции.  
Функции заданы параметрически и в полярных координатах 
 
Пусть на некотором множестве D определена числовая функция 
 ( )u x= ϕ  и E(u) – множество значений функций u. А на множестве E (u) 
задана функция ( )   ( ( ) ( ))y f u D f E u= ⊂ . Тогда функция ϕ  переводит эле-
менты x в элементы u, а функция f переводит элементы u в элементы y: 
  ( ( )) ( )fx u y y f x fϕ⎯⎯→ ⎯⎯→ ⇔ = ϕ ⇔ ϕo . 
В этом случае имеем, что y сложная функция аргумента x (или функ-
ция от функции (  ( ))y f x= ϕ ; или композиция (суперпозиция) функций f и 
ϕ  и обозначаемая f ϕo ). Функция ( )u x= ϕ  называется промежуточным 
аргументом, где x – независимая переменная. 
Если задана сложная функция (  ( )y f x= ϕ , то ее можно записать в 
виде цепочки равенств (разбить на отдельные звенья): 
( )        ( )y f u u x= = ϕ . 
Если (  (  ( )))y f x= ϕ ψ , то ее можно записать в виде цепочки равенств 
( ),    ( ),    ( )y f t t u u x= = ϕ = ψ  или 
(  (  ( ))) ( );    fy f x f x u t yψ ϕ= ϕ ψ ⇔ ϕ ψ ⎯⎯→ ⎯⎯→ ⎯⎯→o o . 
Сложная функция отражает не характер функциональной зависимо-
сти, а лишь способ ее задания: может случиться, что одна и та же функция 
может быть задана как с помощью суперпозиций каких-либо функций, так 
и без их помощи. Так, сложная функция 222 , log (1 sin )
yz y x= = + , задан-
ная с помощью суперпозиций показательной и логарифмической функций, 
может быть задана и без суперпозиции 21 sinz x= + . 
Пример 4. Пусть 1( )
1
f x
x
= − . Найти f (f (x)), f (f (f (x))). 
Решение. 
1 1 1( ( )) ; 0; 1;11 ( ) 1
1
1 1( ( ( ))) ; 0; 1.11 ( ( )) 1
xf f x x x
f x x
x
f f f x x x xxf f x
x
−= = = ≠ ≠− − −
= = = ≠ ≠−− −
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Пример 5. Дано 
0,  при 1,
( )
1,  при 1.
x
f x
x
⎧ ≤= ⎨ >⎩
   
2 2,  при 2,
( )
1,  при 2.
x x
x
x
⎧ − ≤⎪ϕ = ⎨ − >⎪⎩
 
Решение. При значениях x, для которых ( ) 1,xϕ ≤  (  ( )) 0f xϕ = ; при 
остальных значениях (  ( )) 1f xϕ = . По условию ( ) 1xϕ = −  при 2x >  и, 
следовательно, при 2x >  – (  ( )) 0f xϕ = . 
Определим на отрезке 2x ≤  те значения x, при которых  ( ) 1xϕ ≤ , то 
есть 2 2 1x − ≤ . Имеем 21 2 1x− < − < , откуда 1 3x≤ ≤ . Значит на отрезках 
1 3x≤ ≤  и 3 1x− ≤ ≤ −  имеем (  ( )) 1xϕ ≤  и (  ( )) 0f xϕ = . В промежутках 
3 1x< <  и 2 3x− ≤ < −  – ( ) 1xϕ >  и  (  ( )) 1f xϕ = . 
Тогда имеем 
0,  при 2;  1 3;  3 1,
(  ( ))
1,  при 3 2;  2 3.
x x x
f x
x x
⎧ > ≤ ≤ − ≤ ≤ −⎪ϕ = ⎨ < ≤ − ≤ < −⎪⎩
 
Пример 6. Дано 
22 ,  при 2,1,  при 1,
( )                  ( )
0,  при 1. 2,  при  2.
x xx
f x x
x x
⎧ − ≤⎧ ≤ ⎪= ϕ =⎨ ⎨> >⎩ ⎪⎩
 
Определить функции: 
1. ( ( ))y f f x= ;      3. ( ( ))y f x= ϕ ;  
2. (  ( ))y f x= ϕ ;     4. (  ( ))y x= ϕ ϕ . 
Ответы: 
1. ( ( )) 1;f f x =  
2. 1,  1 3,(  ( ))
0, в противном случае;
xf x
⎧ ≤ ≤⎪ϕ = ⎨⎪⎩
 
3. 
1,  1,
 ( ( ))
2,  1;
x
f x
x
⎧ ≤ϕ = ⎨ >⎩
 
4. 
2 22 (2 ) ,  2,
 (  ( ))
2,  2.
x x
x
x
⎧ − − ≤⎪ϕ ϕ = ⎨− >⎪⎩
 
Неявные функции 
Пусть дано уравнение вида 
 ( , ) 0F x y = , (6.8) 
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то есть задана функция F (x; y) двух действительных переменных x и y и 
рассматриваются только пары (x; y) (если они существуют), для которых 
выполняется условие (6.8). Пусть существует некоторое множество X, что 
для каждого 0x X∈  существует, по крайней мере, одно число y, удовле-
творяющее уравнению 0( , ) 0F x y = . Обозначим одно из таких y через 0y  и 
поставим в соответствие числу 0x X∈ , и тем самым получим функцию f, 
определенную на множестве X такую, что 
0 0( , ( )) 0F x f x =   для всех  0x X∈ . 
В этом случае говорят, что функция f задана неявно уравнением (6.8). 
Отметим, что уравнение (6.8) задает, вообще говоря, не одну, а некоторое 
множество функций. 
Функции, задаваемые уравнениями вида (6.8), называются функция-
ми, заданными неявно, или неявными функциями, в отличие от функций, 
задаваемых формулой, разрешимой относительно переменой y, то есть 
формулой вида y = f (x). 
Термин «неявная функция» отражает не характер функциональной за-
висимости, а лишь способ ее задания. Одна и та же функция может быть зада-
на как явно, так и неявно. Например, функции 21 4y x= −  и 22 4y x= − −  
могут быть заданы также неявным образом с помощью уравнения 
2 2 4 0x y+ − =  в том смысле, что они входят в совокупность функций, за-
даваемых этим уравнением. 
Параметрическое задание функции 
Пусть ( ),    ( )x t y t= ϕ = ψ – две функции одной переменой t. Если 
 ( )x t= ϕ  монотонна на множестве Т, то существует обратная к ней функ-
ция 1( )t x−= ϕ  и, следовательно, функция -1( ),   ( )y t t x= ψ = ϕ  является 
сложной функцией, переводящей элемент x  в y через промежуточную пе-
ременную t 
-1
1 ( ),   t ( ) ( ( )) ( )
 ( ),   
x t x y x f x
y t t T
−⎧ = ϕ = ϕ⎪ ⇔ = ψ ϕ =⎨ = ψ ∈⎪⎩
, 
при этом переменную t называют параметром. 
В таких случаях говорят, что сложная функция 
1( ) ( ), ( )y F x y t t x−= ⇔ = ψ = ϕ  задана параметрически и пишут 
 
( ),
   .
( ),
x x t
t T
y y t
=⎧ ∈⎨ =⎩  (6.9) 
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Параметр t может иметь различный смысл, определяемый характе-
ром функциональной зависимости. От параметрического способа задания 
(6.9) функции в ряде случаев можно перейти к явному заданию функции  
y = f (x), исключив параметр t. 
Всякую функцию, заданную явно y = f (x), можно задать параметрически: 
,
( )   .
( ),
x t
y f x t T
y f t
=⎧= ⇔ ∈⎨ =⎩  
Например 
2
4 1,
  (0; )1 ,
x t
t
y
t
= +⎧⎪ ∈ ∞⎨ =⎪⎩
, тогда, исключив из первого уравне-
ния 1
4
xt −=  и подставив его во второе уравнение, получим явное задание 
функции  2
9
( 1)
y
x
= − . 
 А функцию 1 ,  ( ) (0; )y D f
x
= = ∞  можно задать параметрически 
,
   (0; )1,
x t
t
y
t
=⎧⎪ ∈ ∞⎨ =⎪⎩
  или  
,
   
,
t
t
x e
t R
y e−
⎧ =⎪ ∈⎨ =⎪⎩
, 
то есть одну и ту же функцию можно параметрически задать различными 
аналитическими выражениями (формулами). 
 В тех случаях, когда связь между x и y сложна, в то время как функ-
ции x(t) и y(t), определяющие функциональную зависимость y от x через 
параметр t, оказываются простыми – применение параметрического спосо-
ба задания дает преимущество. 
Параметрическое задание  
некоторых линий на плоскости 
1. Прямая 
,
 .
,
x t
y kx b t R
y kt b
=⎧= + ⇔ ∈⎨ = +⎩  
2. Окружность с центром в начале координат и радиусом R 
2 2 2 cos ,   0 2
sin ,
x R t
x y R t
y R t
=⎧+ = ⇔ ≤ < π⎨ =⎩ . 
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Параметр t – угол между положительным направлением оси Ox и ра-
диус-вектором OM
uuuur
 текущей точки M(x; y). 
3. Эллипс 
2 2
2 2
cos ,
1      0 2 .
sin ,
x a tx y t
y b ta b
=⎧+ = ⇔ ≤ < π⎨ =⎩  
4. Парабола 
[ )2 2 ,2    0; .2 ,
x t
y px t
y pt
=⎧⎪= ⇔ ∈ ∞⎨ =⎪⎩
 
Так, для 2 2
,
 .
,
x t
y x t R
y t
=⎧⎪= ⇔ ∈⎨ =⎪⎩
 
5. Гипербола 
2 2
2 2
 ch ,
1     .
 sh ,
x a tx y t R
y b ta b
=⎧− = ⇔ ∈⎨ =⎩  
Справедливость параметрического задания гиперболы следует из 
2 2ch sh 1t t− =  гиперболических функций. 
Полярная система координат 
 
cos ,
sin .
x r
y r
= ϕ⎧⎨ = ϕ⎩  (6.10) 
 2 2 2;   tg yx y r
x
+ = ϕ = , (6.11) 
0 2≤ ϕ < π . 
Формулы (6.10) и (6.11) выражают 
полярные координаты точки через 
декартовы координаты (рис. 6.2). 
 
Уравнения некоторых линий  
в полярной системе координат 
1. Прямая линия 
Прямая линия, проходящая через полюс 
tg y kx k= ⇔ ϕ =  
( cos ,   y  sin tg k).x r r= ϕ = ϕ⇒ ϕ =  
Рис. 6.2 
                               y 
 
                           y                       M(x; y) 
                                                      ( , )M r ϕ  
                                        r 
 
                              ϕ 
                                            x          x 
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2. Прямая линия, не проходящая через полюс: 
0
cos( )
PAx By C r+ + = ⇔ = ϕ−α , 
где  P  – расстояние от прямой до полюса; 
α – угол наклона нормального вектора прямой  ( )n AB . 
3. Окружность 
3.1. Окружность с центром в начале координат и радиусом R: 
2 2 2x y R r R+ = ⇔ = , 
3.2. Окружность с центром в точке (a; 0) радиуса R: 
2 2 2( ) 2 sinx a y R r a− + = ⇔ = ϕ . 
4. Линии второго порядка (эллипс, гипербола, парабола). 
Уравнение эллипса, гиперболы и параболы в полярной системе ко-
ординат имеет вид 
 ,
1 cos
Pr = − ε ϕ  (6.12) 
где  P  – параметр, ε – эксцентриситет. 
При ε < 1 уравнение (6.12) определяет эллипс, 
ε > 1 уравнение (6.12) определяет гиперболу, 
ε = 1 уравнение (6.12) определяет параболу. 
 
2.5. Классификация функций 
 
 Функции: степенная ny x= , показательная  ( 0)xy a a= > , логариф-
мическая logxay x= , тригонометрические sin ,y x=  cos ,y x=  tg ,y x=  
ctgy x=  и обратные тригонометрические arcsin ,y x=  arccos ,y x=  
arctgy x=  и arcctgy x=  постоянные y c=  называются основными элемен-
тарными функциями. 
 Всякая функция, которая может быть явным образом задана с помо-
щью формулы, содержащей лишь конечное число арифметических опера-
ций и суперпозиций основных элементарных функций, называется просто 
элементарной функцией. 
 Элементарные функции делят на следующие классы: 
1. Многочлены степени n (целая рациональная функция) 
0
( )
n
k
n k
k
y P x a x
=
= = ∑ . 
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2. Рациональные функции (рациональные дроби). К этому классу функций 
относятся функции, которые могут быть заданы в виде 
( )
( )
P xy
Q x
= , 
где P(x) и Q(x) – многочлены. 
3. Алгебраические функции. Алгебраической функцией называется 
функция, которая может быть задана с помощью суперпозиций рациональ-
ных функций, степенных функций с рациональными показателями и четы-
рех арифметических действий. Отметим, что класс многочленов содержит-
ся в классе рациональных функций, а класс рациональных функций содер-
жится в классе алгебраических функций. 
4. Трансцендентные функции. Элементарные функции, не являю-
щиеся алгебраическими, называются трансцендентными элементарными 
функциями. К трансцендентным функциям относятся все основные эле-
ментарные функции, кроме степенной функции с рациональными показа-
телями, а также гиперболические и обратные гиперболические функции. 
 
§ 3. ПРЕДЕЛ ПОСЛЕДОВАТЕЛЬНОСТИ 
 
1. Числовая последовательность. Способы задания числовой после-
довательности. Определение предела числовой последовательности. 
2. Теоремы о пределах. 
3. Бесконечно малые и бесконечно большие последовательности. 
Арифметические операции над сходящимися последовательностями. Не-
определенные выражения. 
4. Предел монотонной последовательности. Число е. 
 
3.1. Числовая последовательность.  
Способы задания числовой последовательности.  
Определение предела числовой последовательности 
 
Если каждому натуральному числу n поставлено в соответствие по 
некоторому закону вещественное число xn, то говорят, что задана числовая 
последовательность {xn} (или обозначают (xn)). При этом xn называют об-
щим членом или элементом этой последовательности, где n – его номер. 
Числовая последовательность – функция, определенная на множе-
стве натуральных чисел, то есть область определения – это множество на-
туральных чисел N, а множество значений этой функции составляет мно-
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жество чисел xn, где n N∈ , которое называют множеством значений по-
следовательности. Множество значений последовательности может быть 
как конечным, так и бесконечным, в то время как множество ее элементов 
xn всегда является бесконечным. Так, множество значений числовой по-
следовательности {(–1)2n} состоит из одного числа 1, а последовательности 
{(–1)n} – из двух чисел: – 1 и 1, а множества значений последовательно-
стей:  {n},  1
n
⎧ ⎫⎨ ⎬⎩ ⎭ ,  sin n  – бесконечны. 
Числовые последовательности могут быть заданы: 
1. Аналитически, то есть с помощью формулы, позволяющей вы-
числить любой член последовательности по его номеру, то есть задают 
формулу общего члена. Например, формула  xn = 2n + 1  задает последова-
тельность: 
1, 3, 5, 7, …, …, 2n + 1, …. 
2. Рекуррентным способом, то есть числовая последовательность 
задается рекуррентной формулой, позволяющей найти члены последова-
тельности по известным предыдущим. При таком способе задания указы-
вают: 
а) первый член последовательности x1 (или несколько членов 
последовательности:  x1, x2, x3); 
б) правило (формулу), связывающее xn – член последовательности с 
соседними (например, с (n – 1)-м и (n + 1)-м членами), то есть 
1 1,   ( ),    2n nx a x f x n−= = ≥ . 
При таком способе задания числовой последовательности для опре-
деления n-ного члена последовательности приходится найти сначала все  
(n – 1)-е члены данной последовательности. 
Например, рекуррентной формулой: 
x1 = 1, x2 = 1, 1 2,     3n n nx x x n− −= + ≥  
задается последовательность Фибоначчи. 
3. Числовую последовательность {xn} задают: 
а) точками  xn,  где n ∈ N  на числовой оси; 
б) точками с координатами  (n, xn), где n ∈ N  на плоскости. 
4. Числовая последовательность {xn} задается описанием ее членов 
или словесно. 
Например, числовая последовательность {xn} задается следующим 
образом: xn – простое число с номером n, то есть x1 = 2, x2 = 3, x3 = 5, x4 = 7, 
x5 = 11, x7 = 13, … 
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Пусть заданы числовые последовательности {xn} и {yn}, тогда ариф-
метические операции над ними вводятся следующим образом: 
– суммой этих последовательностей называется последовательность 
{xn + yn}; 
– разностью – последовательность {xn – yn}; 
– произведением – последовательность {xn · yn}; 
– частным – последовательность n
n
x
y
⎧ ⎫⎨ ⎬⎩ ⎭
. 
Замечание1. При определении частного n
n
x
y
⎧ ⎫⎨ ⎬⎩ ⎭
 нужно требовать, что-
бы все элементы yn последовательности {yn} были отличны от нуля. Одна-
ко, если в последовательности {yn} обращается в нуль лишь конечное 
число элементов, то частное n
n
x
y
⎧ ⎫⎨ ⎬⎩ ⎭
 можно определить с того номера, начи-
ная с которого все элементы 0ny ≠ . 
Последовательность {xn} называется ограниченной сверху (снизу), 
если существует число M (число m), такое что каждый элемент xn последо-
вательности {xn} удовлетворяет неравенству ( )n nx M x m≤ ≥ . При этом 
число M (число m) называется верхней гранью (нижней гранью) последо-
вательности {xn}, а неравенство ( )n nx M x m≤ ≥  называется условием огра-
ниченности последовательности сверху (снизу). Отметим, что любая огра-
ниченная сверху (снизу) последовательность имеет бесчисленное множе-
ство верхних (нижних) граней. 
Последовательность {xn} называется ограниченной, если она ограни-
чена сверху и снизу, то есть существуют числа m и M такие, что любой 
элемент xn данной последовательности удовлетворяет неравенству 
nm x M≤ ≤ . 
Если последовательность {xn} ограничена и M и m – ее верхняя и 
нижняя грани, то все элементы xn этой последовательности удовлетворяют 
неравенству  }max( ,nx A M m≤ = ). 
Последовательность {xn} называется неограниченной, если для лю-
бого положительного числа A найдется элемент xn этой последовательно-
сти, удовлетворяющий неравенству  nx A> . 
Таким образом, последовательность является ограниченной, если 
множество ее значений ограничено. С геометрической точки зрения, огра-
ниченность последовательности означает, что все члены последователь-
ности содержатся в некоторой окрестности точки нуль. 
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Рассмотрим несколько примеров: 
1. Последовательность {xn}, где xn = n2 + 1, неограниченна. 
2. Последовательность {xn}, где 
1
nx n
= , ограничена; верхней гранью 
{xn} является любое число 1M ≥ , а нижней гранью – любое число 0m ≤ . 
3. Последовательность {xn}, где xn = –n2, является ограниченной 
сверху ( 0)M ≥  и не ограничена снизу. 
Последовательность {xn} называется возрастающей (не убывающей), 
если для любого n выполняется неравенство 1 1( )n n n nx x x x+ +> ≥ . А после-
довательность {xn} называется убывающей (не возрастающей), если для 
любого n выполняется неравенство 1 1( )n n n nx x x x+ +< ≤ . 
Последовательности возрастающие (неубывающие), убывающие (не-
возрастающие) называются монотонными последовательностями. 
Замечание 2. В определении монотонности последовательности {xn} 
вместо «для любого n ∈ N выполняется неравенство» может быть «начиная с 
некоторого n ∈ N выполняется неравенство». 
Например, последовательности: {xn}, где xn = n2 и {yn}, где 
1
ny n
=  – 
являются монотонными, а последовательность {zn}, где z1 = 1, z2 = 100,  
z3 = –1, zn = 2n, для 4n ≥  – монотонно возрастающая, начиная с номера  
n = 4; а последовательность (–1)n не является монотонной. 
Последовательность {xn}, где xn = c – постоянная; для n N∀ ∈  ее на-
зывают постоянной или стационарной. 
Предел числовой последовательности 
Число a называется пределом числовой последовательности {xn}, ес-
ли для любого положительного числа E существует натуральное число NE, 
такое что для всех натуральных чисел En N≥  выполняется равенство 
 nx a E− ≤ . (6.13) 
 В этом случае пишут lim n
n
x a
→∞
=  или nx a→  и говорят, что числовая 
последовательность { }nx  имеет предел, равный числу a (или стремится к a). 
 Определение предела числовой последовательности { }nx  с помощью 
логических символов можно записать в виде 
 lim 0  -  .n E E n
n
x a E N N n N x a E
→∞
= ⇔∀ > ∃ ∈ ∀ ≥ ⇒ <   (6.14) 
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 Последовательность, у которой существует предел, называется схо-
дящейся. Говорят, что числовая последовательность { }nx  сходится к числу 
a (записывают nx a→ , при n →∞ ) если 
   0     E E na R E N N n N x a E∃ ∈ ∀ > ∃ ∈ ∀ ≥ ⇒ − < .  
 Последовательность, не являющаяся сходящейся, называют расхо-
дящейся; другими словами, последовательность называют расходящейся, 
если никакое число не является ее пределом. 
 Отметим, что если ,   ,   constnx a n N a= ∀ ∈ − , тогда 
lim limnn n
x a a→∞ →∞= = . 
Замечание 1. Если lim nn
x a→∞ = , то и 1lim nn x a+→∞ =  и обратно. Это сле-
дует из того, что если 
   n Ex a E n N− < ∀ > ,  
то 1    1n Ex a E n N+ − < ∀ > −  и обратно. 
 Замечание 2. Отметим, что неравенство (6.13) эквивалентно двум 
неравенствам 
nE x a E− < − <  или na E x a E− < < + , 
а это значит, что точка xn находится в E-окрестности точки a: 
( ;   )nx a E a E∈ − + . 
 Тогда определение предела числовой последовательности можно дать 
следующим образом: число (точка) a – предел числовой последовательно-
сти { }nx , каково бы ни было число Е > 0, ∃ натуральное число NE, такое 
что все члены числовой последовательности ,   n Ex n N≥  попадут в E-
окрестности точки a:  
( ; )       n Ex a E a E n N∈ − + ≥  
 Заметим, какова бы ни была окрестность (c; d) точки a, существует 
такое E > 0, что интервал ( ;  ) ( ;  )a E a E c d− + ∈ , то есть (a – E; a + E) со-
держится в (c; d). 
 Поэтому, то, что nx a→  можно определить следующим образом: ка-
кую бы окрестность (c; d) точки a не выбрать, все члены последовательно-
сти xn, начиная с некоторого n, должны попасть в эту окрестность, то есть 
∃ натуральное число NE, что ( ;  )    ( )n Ex c d n N∈ ≥ . Отметим, что если вне 
интервала (c; d) находятся члены последовательности xn, то их конечное 
число и оно равно NE. 
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 С другой стороны, если известно, что вне интервала (c; d) находится 
только конечное число элементов xn1, xn2, …, xnk, то если { }1 2max , ,..., km n n n= , тогда члены последовательности xm для n > m попа-
дут в интервал (c; d). Поэтому понятие предела можно определить сле-
дующим образом: числовая последовательность { }nx  имеет пределом чис-
ло a, если вне любой окрестности точки a находится конечное число (в том 
числе и ни одного) членов последовательности xn. 
 Пример 1. Доказать, что 1lim ( 1)n
n
+
→∞ −  не существует 
 Решение. Допустим, последовательность { }nx  имеет предел, равный 
числу a. Рассмотрим окрестность точки a: 1 1( ; )
4 4
a a− + , длина которой 
равна 1
2
. В эту окрестность не могут попадать одновременно точки 1 и –1, 
так как расстояние между этими точками равно 2 1(2 )
2
> . Пусть для опре-
деленности, 1 не принадлежит выбранной окрестности, но так как xn = 1, 
при n = 1, 3, 5, 7, …, то есть вне окрестности 1 1( ;  )
2 2
a a− +  точки a нахо-
дится бесконечное число членов последовательности xn. Таким образом, 
число a не может быть пределом последовательности xn = (–1)n, а так как 
эта точка произвольна, то искомая последовательность не имеет предела. 
Геометрический смысл  
определения предела последовательности 
 Из определения предела последовательности (6.14) имеем, что 
na E x a E− < < + , для En N≥ , поэтому, с геометрической точки зрения 
число a – предел числовой последовательности { }nx , если в любую Е ок-
рестность числа a попадают все xn за исключением конечного числа NE 
элементов xn (рис. 6.3). 
 
                                                    {xn}   
                                             a – E                     a                   a + E            x 
 
Рис. 6.3 
 Отметим, что чем меньше E, тем больше число NE, но в любом слу-
чае в E окрестности точки a находится бесконечное число членов последо-
вательности, а вне ее «быть может» лишь конечное их число. 
 214
 Рассмотрим пример на доказательство и вычисление пределов, ис-
пользуя определение. 
 Пример 2. Найти предел последовательности { }nx , если  
 а) 1n
nx
n
−= ; 
 б) 2 1nx n n= + − + . 
 Решение. 
 а) Покажем, что lim 1n
n
x
→∞
= . Так как 11nx n= − , то 
11nx n
− = . Выбе-
рем произвольное число E > 0, тогда неравенство 1nx E− <  будет выпол-
няться, если будет выполняться, если 1 E
n
< , то есть при 1n
E
> . Выберем в 
качестве NE, некоторое натуральное число, удовлетворяющее условию 
1
EN E
> , например 1 1EN E
⎡ ⎤= +⎢ ⎥⎣ ⎦ . Тогда для всех 
1 1En N E
⎡ ⎤≥ = +⎢ ⎥⎣ ⎦  будет 
справедливо неравенство 
1 11n
E
x E
n N
− = ≤ < . 
 По определению предела это значит, что 
lim 1nn
x→∞ = , то есть 
1lim 1
n
n
n→∞
− = . 
 б) Умножив и разделив xn на сопряженное выражение, получим 
( ) ( )2 22 1 1
2 1 2 1n
n n
x
n n n n
+ − += =+ + + + + + , 
откуда имеем, что 1
2n
x
n
< . Неравенство 1
2
E
n
<  будет вы- 
полняться, если 1
2
n
E
> , то есть при 2
1
4
n
E
> . Пусть 2
1 1
4E
N
E
⎡ ⎤= +⎢ ⎥⎣ ⎦ , то-
гда для всех En N≥  выполняется неравенство 
1 1
2 2n E
x E
n N
< ≤ < . 
 Это означает, что lim ( 2 1) 0
n
n n→∞ + − + = . 
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3.2. Теоремы о пределах 
 
3.2.1. Единственность предела последовательности 
Теорема 2. Если числовая последовательность {xn} имеет предел, 
то он единственный. 
3.2.2. Ограниченность сходящей последовательности 
Теорема 3. Если числовая последовательность {xn} сходится (име-
ет предел), то она ограничена. 
Доказательство. Пусть lim nn
x a→∞ = , тогда 0E∀ >   EN N∃ ∈ , такое, 
что    E nn N x a E∀ > − < . 
Из неравенства nx a E− <  следует, что 
na E x a E− < < + , для n > NE. 
Полагая 1 2max( , , , ... )ENM a E a E x x x= − + , тогда для любого 
n N∈  имеет место неравенство 
nx M≤ , 
то есть последовательность { }nx  ограничена. 
Замечание. Ограниченность числовой последовательности является не-
обходимым условием сходимости последовательности, но не достаточным. 
Например, последовательность {(–1)n} ограничена, но не является сходящейся. 
 
3.2.3. О сохранении знака предела числовой последовательности 
Теорема 4. Если  lim    ( 0)→∞ = ≠nn x a a , то начиная с некоторого но-
мера, xn сохраняет знак a. 
Доказательство. Так как lim nn
x a→∞ = , тогда 0E∀ >  EN N∃ ∈ , En N≥  
nx a E− < . Из неравенства nx a E− <  следует, что 
 na E x a E− < < + , для n > NE. (6.15) 
Полагая в (6.15) 
2
a
E = , будем иметь 
 
2 2n
a a
a x a− < < + , для n > NE. (6.16) 
Тогда, если a > 0, то из (6.16) имеем 
 30
2 2n
a x a< < < , для n > NE. (6.17) 
 216
Если a < 0, то из (6.16) имеем 
 3 0
2 2n
aa x< < < , для n > NE. (6.18) 
Неравенства (6.17) и (6.18) показывают, что, начиная с некоторого 
номера, xn сохраняет знак a. 
Теорема 5. Если lim→∞ =nn x a  и a > p (a < S), то все xn, начиная с не-
которого номера, будут больше p (меньше S). 
 
3.2.4. Предельный переход в равенстве и неравенстве 
Теорема 6. Если две числовые последовательности { }nx  и { }ny  
таковы, что    ∀ ∈ =n nn N x y , причем каждая из них имеет конечный 
предел  
n
lim ,     lim→∞ →∞= =n nn x a y b ,  то равны и эти пределы:  a = b. 
Замечание. Эта теорема применяется в форме предельного перехода 
в равенстве: если числовые последовательности { }nx  и { }ny  таковы, что из 
равенства     n nx y n N= ∀ ∈ , следует, что lim limn nn nx y→∞ →∞= . 
Теорема 7. Если две числовые последовательности { }nx  и { }ny  
таковы, что      ∀ ∈ ≥n nn N x y , причем каждая из них имеет конечный 
предел: 
n
lim ,     lim→∞ →∞= =n nn x a y b , 
то и  ≥a b . 
Теорема 8. Если числовые последовательности { }nx , { }ny , { }nz  
таковы, что 
 0     ≤ ≤ ∀ ≥n n nx y z n N  (6.19) 
lim lim→∞ →∞= =n nn nx z a , 
то числовая последовательность { }ny  сходится и lim
→∞
=n
n
y a . 
Доказательство. Так как lim limn nn n
x z a→∞ →∞= = , то 0∀ε >  1 ,N N∃ ∈  и 
2N N∈  такие, что  1 2    ( )         ( )n na x n N y a n N− ε < > < + ε > . 
Отсюда и из условия (6.19) следует, что при всех 1 2max( , )n N N≥  
справедливо n n na x y z a− ε < ≤ ≤ < + ε  или ny a− < ε , то есть lim nn y a→∞ = . 
Замечание 1. Если lim nn
x a→∞ = , то lim nn x a→∞ = . 
 217
Доказательство этого замечания следует из неравенства   
   n nx a x a− ≤ − . 
Замечание 2. Теоремы 4, 5 и 6 имеют место и в случае бесконечных 
пределов. 
 
3.3. Бесконечно малые и бесконечно большие последовательности. 
Арифметические операции над сходящимися последовательностями. 
Неопределенные выражения 
 
3.3.1. Бесконечно малые последовательности 
Последовательность { }nx  называется бесконечно малой последова-
тельностью или просто бесконечно малой, если  lim 0nn
x→∞ = . 
А это означает: 0  N Nε∀ε > ∃ ∈ , такой, что  
      0n nn N x xε∀ ≥ − = < ε . 
Таким образом, последовательность называется бесконечно малой, ес-
ли она, начиная с некоторого номера, становится и остается по абсолютной 
величине, меньшей сколь угодно малого, наперед заданного числа 0ε > . 
Теорема 9 (о связи между числовой последовательностью и ее преде-
лом). Для того чтобы числовая последовательность { }nx  имела своим 
пределом число a, необходимо и достаточно, чтобы последовательность 
{ } { }= −n na x a  была бесконечно малой. 
Итак, если lim nn
x a→∞ = , то имеет место представление 
 n nx a= + α , (6.20) 
где  nα  – бесконечно малая. 
Верно и, обратное, если последовательность допускает представле-
нии вида (6.20), то она имеет пределом а. 
Пример 2. Доказать, что последовательности: 
1. { }nx ,  где 12nx n= ;   
2. { }ny ,  где 3 ( 1)
n
ny n
+ −= ; 
3. { }nz ,  где 1 ( 1)
n
nz n
+ −=    являются бесконечно малыми. 
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Решение. 
1. Действительно, так как lim 0nn
x→∞ = , то { }nx  – бесконечно малая, 
так как 1
2n
x
n
= < ε , как только n Nε> , где 12Nε
⎡ ⎤= ⎢ ⎥ε⎣ ⎦ . 
В данном примере 0nx → , оставаясь все время больше своего предела. 
2. Действительно, последовательность 0nx →  является бесконечно 
малой, так как 4ny n
≤ < ε , то есть как только n Nε> , где 4Nε ⎡ ⎤= ⎢ ⎥ε⎣ ⎦ . 
В данном примере 0ny → , поочередно то приближается к своему 
пределу, то удаляется от него. 
3. Действительно, последовательность 0nz → , является бесконечно 
малой, так как 2nz n
≤ < ε , как только n Nε> , где 2Nε ⎡ ⎤= ⎢ ⎥ε⎣ ⎦ . 
В данном примере 0nz → , но при всех 2 1n k= +  xn принимает зна-
чение, равное своему пределу. 
Рассмотрим следующие две теоремы о бесконечно малых последо-
вательностях. 
Теорема 10. Сумма любого конечного числа бесконечно малых по-
следовательностей есть бесконечно малая последовательность. 
Теорема 11. Произведение бесконечно малой последовательности 
на ограниченную является бесконечно малой последовательностью, 
то есть если lim 0→∞ =nn x  и    ≤ ∈ny M n N , то  lim 0→∞ =n nn x y . 
 
3.3.2. Бесконечно большие последовательности 
Последовательность { }nx  называется бесконечно большой, если 
0   N Nε∀ε > ∃ ∈ , что для всех n Nε≥  выполняется неравенство nx > ε . В 
этом случае говорят, что последовательность имеет бесконечный предел и 
записывают lim nn
x→∞ = ∞ . 
Итак  lim 0     n nn
x N n N xε ε→∞ = ∞⇔∀ε > ∃ ∀ ≥ ⇒ > ε . 
С геометрической точки зрения определение бесконечно большой 
последовательности означает следующее: если последовательность { }nx  
имеет бесконечный предел, то в любой ε -окрестности ∞ находятся все 
члены последовательности, за исключением «быть может» конечного чис-
ла членов. 
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За ε -окрестность ∞ принимают множество  { };E x R x= ∈ > ε . 
Множество { }1 ;E x R x= ∈ < −ε  и { }2 ;E x R x= ∈ > ε , где 0ε >  называ-
ют ε  – окрестностями – ∞ и + ∞. 
Тогда 1 2E E E= ∪ . 
Введем понятие бесконечных пределов, равных – ∞ и + ∞, которые обо-
значают lim  nn
x→∞ = − ∞  и lim  nn x→∞ = + ∞  и определяются следующим образом 
lim  0,    n nn
x N n N xε ε→∞ = − ∞⇔∀ε > ∃ ∀ ≥ ⇒ < −ε , 
lim 0,    n nn
x N n N xε ε→∞ = +∞⇔∀ε > ∃ ∀ ≥ ⇒ > ε . 
Отметим, что имеет место следующая теорема. 
Теорема 12 (свойства бесконечно большой последовательности). 
1. Если последовательность {xn} ограничена, последователь-
ность {yn} бесконечно большая, тогда последовательность {xn + yn} 
бесконечно большая, а последовательность 
⎧ ⎫⎨ ⎬⎩ ⎭
n
n
x
y
 бесконечно малая. 
2. Если {xn} и {yn} бесконечно большие последовательности, то 
{xnyn} и {xn + yn} бесконечно большая последовательность. 
3. Если последовательность {xn} бесконечно большая, то она не 
ограничена. 
4. Если последовательность {yn}, не равная нулю, бесконечно ма-
лая, а последовательность {xn} такая, что 0> >nx a , тогда ⎧ ⎫⎨ ⎬⎩ ⎭
n
n
x
y
 бес-
конечно большая последовательность. 
Пример 3. Доказать по определению предела, что 
3
2lim 3 2n
n
n→∞
= ∞− . 
Решение. По определению предела имеем 
3 3
22 2lim 0 0     3 2 3 2n
n nN N n N
n nε→∞
= ∞ = ⇔∀ε > ∃ ∈ ∀ > ⇒ > ε− − . 
Заменим последовательность 
3
23 2
n
n
⎧ ⎫⎪ ⎪⎨ ⎬−⎪ ⎪⎩ ⎭
 новой последовательностью, 
каждый член которой меньше соответствующего члена данной последова-
тельности и докажем, что эта последовательность бесконечно большая, так как 
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имеет место 
3 3
2 2 33 2 3
n n n
n n
> =− , то, выбирая [ ]3 33
n n Nε> ε⇒ > ε⇒ ∃ = ε , 
получим   
[ ] 3 32 20   3    3 3 3 2
n n nN n N
n nε ε
∀ε > ∃ = ε ∀ > ⇒ > ε⇒ > ε⇒ > ε− , 
а это значит, что  
3
2lim 3 2n
n
n→∞
= ∞− . 
 
3.3.3. Арифметические операции над сходящимися  
последовательностями 
В этом пункте будут доказаны теоремы, которые во многих случаях 
делают ненужным обращение всякий раз к определению понятия предела, 
а следовательно, нахождение по заданному 0,   N Nεε > ∈  и так далее – а, 
следовательно, значительно облегчается вычисление пределов. 
Теорема 13. Если lim ,   lim→∞ →∞= =n nn nx a y b , то: 
1. lim ( )→∞ + = ±n nn x y a b ; 
2. lim ( )→∞ ⋅ = ⋅n nn x y a b ; 
3. lim→∞ =
n
n n
x a
y b
 при условии, что 0 ( )≠ ∈ny n N  и 0≠b . 
 
3.3.4. Неопределенные выражения 
Выше были рассмотрены выражения вида  ,   ,   nn n n n
n
xx y x y
y
± ⋅    
в предположении, что последовательности имеют конечные пределы, установ-
лены пределы каждого из этих выражений (теорема 5). 
Не были рассмотрены различные случаи, когда пределы последова-
тельностей { }nx  и { }ny  бесконечны (будем записывать ,   n nx y→∞ →∞ ) 
или 0nx →  и 0ny → . Из этих случаев остановимся на четырех, которые 
имеют интересные особенности и важные значения. 
1. Пусть lim 0,   lim 0  ( 0)n n nn n
x y y→∞ →∞= = ≠ , то есть  0nx →  и 0ny →  
одновременно. Рассмотрим последовательность n
n
x
y
⎧ ⎫⎨ ⎬⎩ ⎭
 и установим предел 
отношения. Этот предел, в зависимости от изменения xn и yn, может иметь 
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различные значения или даже не существует. Рассмотрим следующие при-
меры, которые поясняют это (во всех случаях )n →∞ . 
1.1.  2
2 10;    0n nx y nn
= → = → ,      тогда 2 0n
n
x
y n
= → . 
1.2.  2
2 10;    n nx yn n
= → = ,              тогда 2n
n
x n
y
= →∞ . 
1.3.  2 10;    0n nx yn n
= → = → ,         тогда 2 2n
n
x
y
= → . 
1.4. ( 1) 10;      0
n
n nx yn n
−= → = → , тогда ( 1)nn
n
x
y
= −  – не имеет предела. 
Таким образом, для нахождения предела последовательности n
n
x
y
⎧ ⎫⎨ ⎬⎩ ⎭
 
недостаточно знать, что xn→ 0 и yn→ 0: необходимо знать последователь-
ности {xn} и {yn} и непосредственно исследовать отношение n
n
x
y
. В этом 
случае говорят, что выражение n
n
x
y
 при 0nx →  и 0ny →  есть неопреде-
ленность вида 0
0
⎛ ⎞⎜ ⎟⎝ ⎠ . 
2. Пусть lim nn
x→∞ = ∞  и lim nn y→∞ = ∞ , то есть nx →∞  и ny →∞ . 
Тогда, не зная самих {xn} и {yn} нельзя установить общее утверждение 
о поведении n
n
x
y
⎧ ⎫⎨ ⎬⎩ ⎭
. Рассмотрим следующие примеры, которые поясняют это: 
2.1.  2;     n nx n y n= →∞ = →∞ ,  тогда 1 0n
n
x
y n
= → . 
2.2. 2 ;    n nx n y n= →∞ = →∞ ,  тогда n
n
x n
y
= →∞ . 
2.3. 
2
2;    
2n n
nx y n= →∞ = →∞ ,  тогда 1 1
2 2
n
n
x
y
= → . 
2.4. 1 2 2(( 1) 2) ;   nn nx n y n
+= − + →∞ = →∞ , тогда 12 ( 1)nn
n
x
y
+= + −  – не 
имеет предела. 
 222
И в этом случае имеем, что выражение n
n
x
y
 представляет неопреде-
ленность вида ∞⎛ ⎞⎜ ⎟∞⎝ ⎠ . 
3. Пусть lim 0nn
x→∞ =  а lim nn y→∞ = ∞ , то, исследуя поведение произведе-
ния xnyn,, мы приходим к тем же особенностям, как и в случаях 1 и 2. Это 
подтверждают следующие примеры: 
3.1.  2
1 0;     n nx y nn
= → = →∞ , тогда 1 0n nx y n= → . 
3.2.  32
1 0;    n nx y nn
= → = →∞ , тогда n nx y n= →∞ . 
3.3.  22
1 0;    2n nx y nn
= → = →∞ , тогда 2 2n nx y = → . 
3.4. ( 1) 0;   
n
n nx y nn
−= → = →∞ , тогда ( 1)nn nx y = −  – не имеет предела. 
И в этом случае, при 0nx →  и ny →∞ , говорят, что выражение 
n nx y⋅  является неопределенностью вида (0 )⋅∞ . 
4. В случае, когда xn и yn стремятся к бесконечности разных знаков: 
именно в этом случае о сумме n nx y+  ничего определенного сказать нель-
зя, не зная поведения xn и yn. Различные возможности приведены в сле-
дующих примерах: если lim nn
x→∞ = +∞ , а lim nn y→∞ = −∞ , тогда 
4.1. 1 ;   n nx n y nn
= + →∞ = − → −∞ , тогда 1 0n nx y n+ = → . 
4.2. 2 ;   n nx n y n= →∞ = − →−∞ , тогда n nx y n+ = →∞ . 
4.3. 2 ;    n nx n y n= + →∞ = − →−∞ , тогда 2 2n nx y+ = → . 
4.4. ( 1) ;  nn nx n y n= + − →∞ = − → −∞ , тогда ( 1)nn nx y+ = −  – не имеет 
предела. 
В этом случае говорят, что выражение n nx y+  представляет неопре-
деленность вида ( )∞ −∞ . 
Итак, определить пределы арифметических выражений ,  n nx y±  n
n
x
y
, 
xn·yn по пределам последовательностей {xn} и {yn} не всегда возможно. В 
рассмотренных выше четырех случаях этого заведомо сделать нельзя, по-
этому приходится учитывать вид {xn} и {yn} и проводить непосредственное 
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исследование соответствующего отношения. Такое исследование называ-
ют раскрытием неопределенности соответствующего вида. Раскрыть неоп-
ределенность – это значит найти предел (если он существует) соответст-
вующего выражения, или доказать, что предел не существует. 
 
3.4. Предел монотонной последовательности. Число e  
 
В этом пункте рассматривается важнейшая теорема, которая уста-
навливает фундаментальнейшее утверждение (наличие конечного предела 
у ограниченной монотонной последовательности), которое стало одним из 
поводов к построению арифметической теории иррациональных чисел, и 
отвечает свойству непрерывности множества действительных чисел. На-
хождение пределов последовательности, приближенные вычисления и 
оценки погрешности, доказательство различных теорем при теоретических 
исследованиях – поле приложения данной теоремы. 
Признак сходимости монотонной последовательности 
Теорема 14. Если последовательность { }nx  является возрастаю-
щей (убывающей) и ограниченной сверху (снизу), то существует 
{ }lim sup→∞ = =n nn x a x ,  { }lim inf→∞ = =n nn x b x . 
Доказательство. Доказательство теоремы проведем для случая ог-
раниченной сверху и возрастающей последовательности. Пусть последова-
тельность { }nx  ограничена сверху, то есть множество чисел: x1, x2, …, xn – 
ограничено сверху, а, следовательно, существует точная верхняя грань по-
следовательности { }nx , определяемая условиями: 
1. Все члены последовательности не превосходят а, то есть 
   nn N x a∀ ∈ ≤ . (6.21) 
2.                0     NN x aε ε∀ε > ∃ > −βε   
 
                                                   Nx ε  
                                a − ε                            а 
 
Рис. 6.4 
 
Так как { }nx  – возрастающая последовательность, то 
 ,   N nn N x xε ε∀ ≥ ≤ . (6.22) 
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Из (6.21) и (6.22) следует, что 0  ;   N n Nε ε∀ε > ∃ ∀ ≥  справедливо 
N na x x aε− ε < ≤ ≤ , то есть в левосторонней окрестности точки а находятся 
все члены последовательности { }nx , за исключением конечного члена Nε  
(рис. 6.4). Это значит, согласно определению предела, что 
{ }lim supn nn x a x→∞ = = . 
 Замечание 1. Доказанная теорема остается справедливой для после-
довательности, ограниченной сверху (снизу) и возрастающей (убываю-
щей), начиная с некоторого номера. 
 Замечание 2. Доказанная теорема является теоремой существования: 
теорема устанавливает факт существования предела, но не дает правила 
нахождения предела последовательности. Но если удается доказать суще-
ствование предела последовательности, тогда и находится, как правило, 
путь его вычисления, суть которого состоит в следующем: сначала уста-
навливается существование предела (ограниченность и монотонность по-
следовательности), а затем находится его числовое значение из уравнения, 
которое получаем из рекуррентной формулы путем замены в ней nx  и 1nx +  
(или n kx + ) искомым значением из предела последовательности { }nx  (так 
как доказано, что lim nn
x c→∞ =  существует). 
 Пример 4. Доказать, что последовательность 1(1 )nnx n
= +  является 
возрастающей. 
 Решение. Рассмотрим (n + 1) положительных чисел 11;   1 ;  
n
+  
11 ;   ...;
n
+  11
n
+  и применим к ним неравенство Коши, получим: 
 1
11 (1 ) 1(1 )
1
nn
n
n
n n
+
+ +
> ++ , то есть 1
1 1(1 ) (1 )
1
nn
n n
++ > ++  или 
 11 1(1 ) (1 )n n
n n
++ > + , то есть 1      n nx x n N+ > ∀ ∈ , значит, последова-
тельность { }nx  возрастает. 
Пример 5. Доказать, что для последовательности 1(1 )nnx n
= +  справедли-
во 2 3    nx n N< < ∀ ∈ . 
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 Решение. 
1. Используя формулу бинома Ньютона, получаем 
1 21 1 1 1 1(1 ) 1 ... ...n kn n n n k nx C C Cn n n n n
= + = + ⋅ + ⋅ + + ⋅ + + . 
 Так как 1
1 1   
! 2k
k N
k −
∀ ∈ ≤  (доказать это неравенство можно методом 
математической индукции) и используя формулу для суммы геометрической 
прогрессии со знаменателем 1
2
, получаем 
1 1
1
111 121 1 3 312 21
2
n n
n k n
k
x − −=
−
< + = + = − <
−
∑ . 
 Следовательно, последовательность {xn} ограничена, то есть 
1(1 ) 3n
n
+ < . 
2. В силу неравенства Бернулли имеем  11 1(1 ) (1 ) 1 2n n n
n n n
++ > + ≥ + =  
следовательно, имеем  12 (1 ) 3n
n
< + < . 
Число е 
Рассмотрим последовательность { }nx , где 1(1 )nnx n= +  и докажем, 
что lim nn
x e→∞ = . 
 Доказательство существования предела последовательности (6.21) 
проводим на основании теоремы о сходимости монотонной последова-
тельности, то есть нужно установить, что последовательность { }nx  моно-
тонно возрастает и ограничена сверху. 
1. Рассмотрим две последовательности  11(1 )nny n
+= +  и  
 1(1 )nnx n
= + . (6.23) 
 Отметим, что  11 1 1 1(1 ) (1 ) (1 ) (1 )n nn ny xn n n n
+= + = + ⋅ + = ⋅ + . 
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 Откуда следует, что  ,   n nx y n N< ∀ ∈ , так как 11 1n+ > . 
2. Докажем, что последовательность { }nx  возрастает для n > 1. 
 Для этого находим 
1
n
n
x
x −
, зная  ( )11 11 nn nn nnnx n n n
++⎛ ⎞ ⎛ ⎞= + = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  и  
( )
1 1
1
1 11
1 1 1
n n n
n n
n n nx
n n nn
− −
−
−⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + = = ⋅⎜ ⎟ ⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠ ⎝ ⎠− , получим 
 ( ) ( ) 2
1
1 1 11
1 1
n n n
n
n n
n
n nx n n
x n nn n n−
+ − ⎛ ⎞= ⋅ = − ⋅⎜ ⎟− −⋅ ⎝ ⎠ . (6.24) 
 Из формулы для суммы n членов геометрической прогрессии, первый 
член которой 1, а знаменатель q (0 1)q< <  имеем, что 
 2 11 ...
1
n
n qq q q n
q
−+ + + + = <−  (6.25) 
 Откуда, полагая в (6.25) 2
11q
n
= −  получим  2
2
11 1
11 1
n
n n
n
⎛ ⎞− −⎜ ⎟⎝ ⎠ <
− −
 или, 
после преобразований 
 
2
11
11
n
n
n
n
⎛ ⎞−⎜ ⎟⎝ ⎠ >− . (6.26) 
 Тогда из (6.24) в силу (6.26) имеем, что последовательность { }nx  мо-
нотонно возрастает, так как  1n nx x −> . 
3. Докажем, что последовательность { }ny  убывающая для n > 1. 
 Для этого находим 1n
n
y
y
− , зная 1
11
1 1
n n
n
ny
n n−
⎛ ⎞ ⎛ ⎞= + =⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠  и 
1 1 11 1
n
n
n ny n
n n n
+ +⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + + = ⋅⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ , получим 
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2 2
1
2 2
11
1
11 1( 1) 1
nn n
n
n
n
y n n n n n n
ny n nn n
n
−
⎛ ⎞+⎜ ⎟⎛ ⎞⋅ −⎝ ⎠= ⋅ = =⎜ ⎟⎜ ⎟ ++ +− −⎝ ⎠
. 
 Из формулы для суммы n членов геометрической прогрессии, пер-
вый член которой равен 1, а знаменатель q (q > 1) имеем, что 
 2 11 ...
1
n
n qq q q n
q
−+ + + + = >−  (6.27) 
 Откуда, полагая в (6.27) 2
11q
n
= +  получим 2
2
11 1
11 1
n
n n
n
⎛ ⎞+ −⎜ ⎟⎝ ⎠ >
+ −
  или, по-
сле преобразований  
2
11
11
n
n
n
n
⎛ ⎞+⎜ ⎟⎝ ⎠ >+ . 
Так как 2 2
1 11 1
1
n n
n n
⎛ ⎞ ⎛ ⎞+ > +⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠ , для n > 1, то есть последователь-
ность { }ny  убывающая. 
4. Таким образом, последовательность (6.23) возрастает и ограничена 
сверху – значит, она имеет конечный предел, и по предложению Эйлера, 
его обозначают буквой е. 
Итак  1lim 1
n
n
e
n→∞
⎛ ⎞+ =⎜ ⎟⎝ ⎠ . 
 Число е является иррациональным, оно служит основанием нату-
ральных логарифмов и играет исключительно важную роль в математике и 
различных приложениях. 
 Отметим, что иррациональное число е получено было как предел ра-
циональной числовой последовательности. 
Справедливо, приближенное равенство 
е = 2,1718281828459045. 
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§4. ПРЕДЕЛ ФУНКЦИИ 
 
1. Понятие предела функции в точке. 
2. Определение предела функции в точке. 
3. Различные типы пределов функции в точке. 
4. Бесконечно большая функция. Бесконечно малые функции. 
5. Свойства пределов функции в точке. Теоремы о пределах. 
6. Замечательные пределы. 
7. Основные методы вычисления пределов. 
 
4.1. Понятие предела функции в точке 
 
 Важнейшую роль в курсе математического анализа играет понятие 
предела функции в точке, связанное с поведением данной функции в окре-
стности этой точки. 
 Пусть 0x  – некоторая точка числовой оси, δ -окрестностью точки 0x  
называется интервал длины 2δ  с центром в точке 0x , то есть множество 
{ } { }0 0 0 0( ) : :x x x x x x x xδ∀ = − < δ = − δ < < + δ . 
 Если из этого интервала удалить точку 0x , то получим множество, 
которое называют проколотой (выколотой) δ -окрестностью точки 0x  и 
обозначают 0 ( )U xδ , то есть множество 
{ } { }0 0 0( ) : ,  : 0U x x x x x a x x xδ = − < δ ≠ = < − < δ . 
 Прежде чем давать определение предела функции в точке рассмот-
рим следующие примеры. 
Пример 1. Исследовать поведение функции  
2 4 ( )
2
xf x
x
−= −   в окре-
стности точки 0 2x = . 
Решение. Функция f (x) определена при всех x R∈ , кроме 0 2x = , при 
этом f (x) = x + 2, при 2x ≠ . График данной функции – это прямая f (x) = x + 2, 
при 2x ≠ , а при x = 2 f (x) не определена, изображен на рис. 6.5. 
Из графика функции (рис. 6.5) имеем, что значения функции близ-
ки к 4, если значения x близки к 2 ( 2)x ≠ . Дадим этому утверждению 
точный смысл. 
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Пусть задано любое число 
0ε >  и требуется найти число 
0δ >  такое, что для всех x, при-
надлежащих проколотой δ -
окрестности точки x = 2 значе-
ния функции f (x) отличается от 
числа 4 по абсолютной величи-
не меньше, чем на ε . 
Другими словами, нужно 
найти число 0δ >  такое, что для 
всех 0( )x U xδ∈  соответствую-
щие точки графика функции  
y = f (x) лежали в горизонталь-
ной полосе, ограниченной прямыми 4y = − ε  и  4y = + ε , то есть выполня-
лось условие   ( ) (4)f x Uε∈ . 
В этом случае имеем, что функция f (x) стремится к 4 при x, стремя-
щемся к 2, а число 4 называют пределом f (x) при  2x →  и пишут 
2
2 2
4lim ( ) lim 2
2x x
xf x
x→ →
−= =− . 
Пример 2. Исследуем поведение функции  
2
1 ,   если  0,
 ( ) 0,  если  0,
1- ,   если  0
x x
f x x
x x
⎧ − <⎪= =⎨⎪ >⎩
 
в окрестности точки x = 0. 
Решение. Из графика данной 
функции (рис. 6.6) имеем, что для 
любого 0ε >  можно найти (сущест-
вует) 0δ >  такое, что для всех 
(0)x Uδ∈  выполняется условие 
 ( ) (1)f x Uε∈ . 
Действительно, прямые y = 1 + ε 
и y = 1 – ε пересекают график функ-
ции y = f (x) в точках, абсциссы кото-
рых равны 1 2;   x x= −ε = ε . Пусть 
1 2min( , ) min( , )x xδ = = ε ε . Тогда 
если   ( 0)x x< δ ≠ , то  ( ) 1f x − < ε , 
                            y 
 
              1y x= −  
                                                      1y = + ε  
                                 1                   1y =   
                                                      1y = − ε   
 
 
                    x1      0       x2       1                 x 
                                                      21y x= −  
                          –1 
  
Рис. 6.6 
                               y  
     4 + ε                                        
2
42
−
−=
x
xy  
                                 
                               4 
    4 – ε 
                           
                               2                                  
 
 
 
                  – 2               2 – δ   2     2 + δ             
x 
Рис. 6.5
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то есть для всех (0)x Uε∈  выполняется условие ( ) (1)f x Uε∈ . В этом слу-
чае имеем  
0
lim  ( ) 1
x
f x→ = . 
Отметим, что в первом примере функция не определена в точке x = 2, а во 
втором – функция определена в точке x = 0, но значение функции в точке x = 0 
не совпадает с ее пределом при 0x → . 
 
4.2. Определение предела функции в точке 
 
 В этом пункте будут рассмотрены два определения предела функции 
в точке и доказана их эквивалентность. 
Определение 1 (предела функции в точке по Коши ( )ε − δ ). Число А 
называется пределом функции f (x) в точке x = a, если эта функция опре-
делена в некоторой окрестности точки x = a, за исключением, быть мо-
жет, самой точки a, и для любого 0ε >  существует число 0δ >  такое, 
что для всех x, удовлетворяющих условию  (x a)x a− < δ ≠ , выполняется 
неравенство   ( )f x A− ≤ ε . 
 В этом случае пишут  ( )f x A→   при x a→   или  lim  ( )
x a
f x A→ = . 
 Используя логические символы определения предела функции по 
Коши можно записать так 
( )lim  ( ) 0  ( ) 0     ( )x a f x A x x a f x A→ = ⇔∀ε > ∃δ ε > ∀ − < δ⇒ − < ε , 
или, используя понятие окрестности, в виде 
( )lim  ( ) 0  ( )  ( )  ( ) ( )x a f x A x U a f x U Aδ ε→ = ⇔∀ε > ∃δ ε ∀ ∈ ⇒ ∈ . 
 Таким образом, число А есть предел функции в точке a, если для лю-
бой ε -окрестности точки А, можно найти такую проколотую δ -
окрестность точки a, что для всех x, принадлежащих этой δ -окрестности, 
соответствующие значения функции содержатся в ε -окрестности числа А. 
 С геометрической точки зрения число А предел f (x) при x a→  озна-
чает следующее: какую бы горизонтальную ε -полосу вдоль прямой y = A 
ни взять, всегда найдется вертикальная δ -полоса с осью симметрии x = a 
такая, что все точки графика функции y = f (x), расположенные в верти-
кальной δ -полосе, кроме, быть может, точки, лежащей на прямой x = a, 
обязательно попадут в выбранную горизонтальную ε -полосу. 
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Рис. 6.7      Рис. 6.8 
Отметим, что величина ( )δ = δ ε  существенно зависит от выбора ε . 
Определение 2 (предела функции в точке по Гейне, через числовые 
последовательности). Число А называется пределом функции f (x) в точке 
а, если эта функция определена в некоторой проколотой окрестности 
точки а ( 0  ( ) ( ))U a D fδ∃δ > ⊂  и для любой последовательности { }nx , 
сходящейся к а, такой, что   ( )nn N x U aδ∀ ∈ ⊂ , соответствующая по-
следовательность значений функций { }( )nf x  сходится к одному и тому 
же числу А. 
 
4.3. Различные типы пределов функции в точке 
 
4.3.1. Односторонние конечные пределы 
Число А называют пределом слева функции f (x) в точке а и обозна-
чают 
0
lim  ( )
x a
f x→ −
, если 
0,     0,   ( , )  ( ) .x a a f x Aε ε∀ε > ∃ δ > ∀ ∈ − δ ⇒ − < ε  
 С геометрической точки зрения число А предел слева функции f (x) в 
точке а означает следующее: какую бы горизонтальную ε -полосу вдоль 
прямой y = A ни взять, всегда найдется вертикальная полоса, лежащая 
между прямыми ,   x a x aε= − δ =  такая, что все точки графика функции f 
(x), расположенные в вертикальной полосе, кроме, может быть, точки, 
лежащей на прямой x = a, обязательно попадут во взятую горизонталь-
ную полосу (рис. 6.9). 
Пример 6. Функция  
2,  0,( )
1 ,   0
x xf x
x x
⎧ <⎪= ⎨ − ≥⎪⎩
  в точке x = 0 (рис. 6.10) 
имеет левосторонний предел, равный 0. 
                                    y 
                    A+ ε  
                   
 ( )U Aε                   A 
                    A− ε  
                                0                           x 
                                   a − δ    a     a + δ  
 
                                           ( )U aδ  
                              y 
 
( )U Aε         A 
 
 
                             1c −δ         2c + δ  
                                          a                   x 
                                        1 ( )U aδ  
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Рис. 6.9       Рис. 6.10 
 
 Число 1A  называют пределом справа функции f (x) в точке а, и обо-
значают 
0
lim  ( )
x a
f x→ + , если 
10,   0,   ( , )  ( )x a a f x Aε ε∀ε > ∃δ > ∀ ∈ + δ ⇒ − < ε . 
 С геометрической точки зрения число А предел справа функции f (x) 
в точке а означает следующее: какую бы горизонтальную ε -полосу вдоль 
прямой y = A ни взять, всегда найдется вертикальная полоса, лежащая 
между прямыми x = a и x a ε= + δ  такая, что все точки графика функции f 
(x), расположенные в вертикальной полосе, кроме, может быть, точки, 
лежащей на прямой x = a, обязательно попадут во взятую горизонталь-
ную полосу (рис. 6.11). 
Пример 7. Функция  
2, ( 1;1], ( )
3 , (1;2)
x xf x
x x
⎧ ∈ −⎪= ⎨ − ∈⎪⎩
  в точке x = 1 (рис. 6.12) 
имеет предел справа, равный 2. 
 
Рис. 6.11      Рис. 6.12 
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                2+ ε  
                       2 
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            –1        0            1           2       x 
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      A+ ε                       
          A 
      A− ε          
 
 
 
                               a −δ         a 
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Числа А и А1 характеризуют поведение функции f (x) соответственно 
в левой и правой полуокрестности точки а, поэтому пределы слева и спра-
ва называют односторонними пределами и обозначают соответственно 
0
lim  ( )
x a
f x→ −  или ( 0)f a − ; 0lim  ( )x a f x→ +  или ( 0)f a + . 
 В каждой внутренней точке области определения функции f (x) могут 
существовать оба односторонних предела, которые в точке x = a опреде-
ляются и в том случае, когда f (x) не определена в точке x = a. 
Пример 8. Найти односторонние пределы в точке x = 0 для функции 
2 ( ) ( 2) sign f x x x= + . 
Решение. В точке x = 0 (рис. 6.13) f (x) имеет оба односторонних 
предела, отличных от значения функций в этой точке: 
f (0) = 0; f (+0) = 2; f (–0) = –2. 
В этом случае данная функция f (x) определена в точке  
x = 0, f (0) = 0, а односторонние пределы в точке x = 0 существуют, оба ко-
нечные числа, но не равны. 
Пример 9. Найти односторонние пределы в точке x = 0 для функции 
1( ) arctgf x
x
= . 
Решение. Функция 1 ( ) arctgf x
x
=  не определена в точке x = 0, но 
имеет конечные односторонние пределы (рис. 6.14), не равные между собой 
0
1 ( 0) lim arctg
2x
f
x→+
π+ = = ,   
0
1 ( 0) lim arctg
2x
f
x→−
π− = = − . 
 
 
Рис. 6.13      Рис. 6.14  
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Пример 10. Найти односто-
ронние пределы в точке x = –2 для 
функции 
2( 2) ( )
2
xf x
x
+= + . 
Решение. Данная функция не 
определена в точке x = –2 (рис. 6.15), но 
2 0 2 0
lim  ( ) lim ( 2) 0
x x
f x x→− + →− += + = ,  
2 0 2 0
lim  ( ) lim ( 2) 0
x x
f x x→− − →− −= + =  – од-
носторонние пределы существуют, конечные числа равны между собой. 
Пример 11. Найти односторонние пределы в точке x = 0 для функции 
1( ) cosf x
x
= . 
Решение. Данная функция не определена в точке x = 0. Выберем две по-
следовательности {xn} и { }nx  с общими числами 12nx n= π  и 2(2 1)nx n π= + π , 
где  ( 1,2,...)n = , соответственно. 
Тогда имеем  lim lim 0n nn n
x x→∞ →∞= =   и  lim  ( ) lim cos2 1nn nf x n→∞ →∞= π = , 
lim  ( ) lim cos(2 1) 0
2nn n
f x n→∞ →∞
π= + = . 
 В силу определения предела функции по Гейне: функция f (x) не 
имеет предела справа в точке 0; а с учетом того, что f (x) четная, то она не 
имеет также и предела слева (рис. 6.16). 
 
Рис. 6.16 
 
 
 
 
 
 
2−
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1−
π                                    
1
π                 
2
π  
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2( 2)( )
2
xf x
x
+= +  
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Рис. 16.5
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4.3.2. Бесконечные пределы в конечной точке 
Функция f (x), определенная в некоторой проколотой окрестности 
точки x = a, имеет в этой точке бесконечный предел, который записывают 
lim ( )
x a
f x→ = ∞ , если 
0    0  ( ) ( )x a f xε ε∀ε > ∃ δ > ∀ ∈ δ ⇒ > εU .   (6.28) 
В этом случае функцию f (x) на-
зывают бесконечно большой при 
x a→ . 
 Согласно определения (6.28) име-
ем, что график функции y = f (x) для 
всех ( )x aε∈ δU  лежит вне горизон-
тальной полосы y ≤ ε  (рис. 6.17). 
ε -окрестностью бесконечности 
называют множество: 
{ }( )  ( ; ) ( ; )y yε ∞ = > ε = −∞ −ε ∪ ε +∞U . 
Тогда lim  ( )
x a
f x→ = ∞  означает 
следующее: для любой ε -окрестности бесконечности  ( )ε ∞U  существует 
проколотая εδ -окрестности точки а, что для всех ( )x aε∈ δU  справедливо 
условие  ( )  ( )f x ∈ ε ∞U . 
Пример 12. Доказать, что 
2
1lim
2x x→
= ∞− . 
Решение. По определению lim  ( )
x a
f x→ = ∞ , если 0∀ε >  можно подоб-
рать 0εδ > , так, что для всех значений 2x ≠ , удовлетворяющих условию 
2x ε− < δ , будет выполняться неравенство  ( )f x M> . В данном примере, 
по заданному 0ε >  εδ  будем выбирать из условия 
1 ( )
2
f x
x
= > ε− , или 
12x − < ε . 
Тогда, полагая 1εδ = ε , получим, что для всех значений x, удовлетво-
ряющих условию 12x − < ε , выполняется неравенство 
1
2x
> ε− . 
Рис. 6.17 
                        y 
 
 
                  ε  
 
                                           a    a ε+ δ  
                   0      a ε− δ                         x
 
                – ε  
 
 236
Значит, 
2
1lim
2x x→
= ∞− . 
Функция f (x) стремится к +∞  ( lim  ( ) )
x a
f x→ = +∞ , если 
0   0   ( ) ( )x a f xε ε∀ε > ∃δ > ∀ ∈ δ ⇒ > εU , 
то есть  ( )  ( )f x ∈ ε +∞U  – ε -окрестность символа ( )+∞  (рис. 6.18). 
Функция f (x) стремится к −∞  ( lim ( ) )
x a
f x→ = −∞ , если 
0   0,   ( ) ( )x a f xε ε∀ε > ∃ δ > ∀ ∈ δ ⇒ < −εU , 
то есть ( ) ( )f x ∈ ε −∞U  – ε -окрестность символа ( )−∞  (рис. 6.19). 
Пример 13. Найти односторонние пределы в точке x = –1 для функции 
2
 ( )
2( 1)
xf x
x
= + . 
Решение. При 1 0x →− +  имеем 
2
1 0 1 0
lim  ( ) lim
2( 1)x x
xf x
x→− + →− +
= = +∞+ , 
а при 1 0x →− −  имеем  
2
1 0 1 0
lim  ( ) lim
2( 1)x x
xf x
x→− − →− −
= = −∞+ , 
то есть в точке x = –1 имеет односторонние бесконечные пределы, равные 
соответственно +∞  и −∞ . График данной функции – рис. 6.20. 
Так, для 1 ( ) 2f x x −= −  (рис. 6.21) имеем 
2
lim  ( )
x
f x→ = +∞ . 
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Рис. 6.19 
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Рис. 6.18 
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 Функция 2
1 ( )f x
x
=  (рис. 6.22) имеет в точке x = 0 предел, равный −∞ . 
 Для функции 
2
1 ,  1,
1 ( )
,  1   
x
xf x
x x
⎧ <⎪ −= ⎨⎪ ≥⎩
 
предел справа в точке x = 1, конечное число, равное 1, а слева +∞  (рис. 6.23). 
 
Предел по бесконечности 
Пусть f (x) определена на множестве R. Говорят, что число А предел  
f (x) при x →+∞ , если 0    0        ( )x x f x Aε ε∀ε > ∃δ > ∀ ≥ δ ⇒ − ≤ ε , и пи-
шут lim  ( )
x
f x A→+∞ =  (рис. 6.24). 
 А через «окрестности» lim  ( )
x
f x A→+∞ = , если 
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0    0    ( ) ( )  ( )x f x Aε ε∀ε > ∃δ > ∀ ∈ δ +∞ ⇒ ∈ εU U . 
 
Пример 14. Доказать, что 3 2lim 2
1x
x
x→+∞
− = −+ . 
Решение. Так как 3 2 5 ( ) 2
1 1
xf x
x x
−= = − ++ + , и если x > 1, тогда 
1 2x x+ < , поэтому 5 5
1 2x x
<+ . Откуда и имеем неравенство 
5 ( ) 2
2
f x
x
+ < < ε , 
для любого 0ε >  выполняется при любом x ε> δ , где 5max 1;  2ε
⎛ ⎞δ = ⎜ ⎟ε⎝ ⎠ , то 
есть при любом ( )x ε∈ δ +∞U . 
 Говорят, что число А предел f (x) при x →−∞ , если 0   0ε∀ε > ∃δ >  
   ( )x x f x Aε∀ ≤ −δ ⇒ − ≤ ε  (рис. 6.25). А через «окрестности» 
lim ( )
x
f x A→−∞ = , если  0   0  ( ) ( ) ( )x f x Aε ε∀ε > ∃ δ > ∀ ∈ δ −∞ ⇒ ∈ εU U . 
 
 Для функции ( ) arctg f x x=  (рис. 6.26) имеем 
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lim  ( )
2x
f x→+∞
π= , а lim  ( )
2x
f x→−∞
π= − . 
 
Рис. 6.26 
 
 Функция 2
1( )
1
x
f x
x x
= ⋅ +  имеет пределы при x →+∞  и при x →−∞ , 
равные нулю (рис. 6.27). 
 
Рис. 6.27 
 
Бесконечный предел функции на бесконечности ( )x →±∞  
Существуют функции, обладающие следующим свойством: при не-
ограниченном увеличении x  значения ( )f x  также неограниченно воз-
растают. Говорят, что предел функции y = f (x) при   (x - )x →+∞ → ∞  есть 
бесконечность, который записывают lim  ( )
x
f x→∞ = ∞ , если 
0   0        ( )x x f xε ε∀ε > ∃δ > ∀ > δ ⇒ > ε  
или на языке «ε − δ», используя понятие окрестности, 
                                            y 
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                                            –π/2       
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lim  ( ) 0   0   ( )  ( ) ( )
x
f x x f xε ε→∞ = ∞⇔∀ε > ∃δ > ∀ ∈ δ ∞ ⇒ ∈ ε ∞U U . 
Аналогично вводится понятие бесконечного предела в бесконечно-
сти. Так запись lim  ( )f x = ∞ , означает следующее 
0,   0   ( )  ( ) ( )x f xε ε∀ε > ∃ δ > ∀ ∈ δ +∞ ⇒ ∈ ε −∞U U . 
Упражнение. Сформулировать с помощью логических символов и ок-
рестностей следующие утверждения (дать геометрическую интерпретацию): 
1. lim ( )
x
f x→+∞ = +∞ ;     2. lim ( )x f x→−∞ = −∞ ;     3. lim ( )x f x→−∞ = +∞ . 
 
4.4. Бесконечно большая функция.  
Бесконечно малые функции 
 
 Функция f (x) называется бесконечно большой (б.б.ф.) при х→х0, если 
0
lim  ( )
x x
f x→ = ∞ . 
 Если f (x) стремится к бесконечности при 0x x→  и принимает только 
положительные значения, то пишут 
0
lim  ( )
x x
f x→ = +∞ , 
если же f (x) стремится к бесконечности при 0x x→  и принимает только 
отрицательные значения, то пишут 
0
lim  ( )
x x
f x→ = −∞ . 
 Например, функция 1 ( )
1
f x
x
= −  б.б.ф. при 1x → . 
 Функция y = f (x) называется бесконечно малой (б.м.ф.) при х→х0, если 
0
lim  ( ) 0
x x
f x→ = . 
 Примерами б.м.ф. являются функции 3y x=  при 0x → ; 1y x= +  при 
1x →− ;  2
2 4
5
xy
x
−= +  при 2x → . 
 Бесконечно малые функции обладают следующими свойствами: 
Теорема 15. Сумма (алгебраическая) конечного числа бесконечно 
малых функций есть бесконечно малая функция. 
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Теорема 16. Произведение бесконечно малой функции ( )α x  на ог-
раниченную функцию f (x) есть бесконечно малая функция. 
Следствие 1. Если ( )xα  – б.м.ф. при 0x x→ , а С – постоянная вели-
чина, тогда 
0 0
lim  ( ) lim  ( ) 0
x x x x
C x C x→ →⋅α = ⋅ α = . 
Следствие 2. Если  ( )xα  и ( )xβ  – б.м.ф. при 0x x→ , тогда 
0
lim ( ) ( ) 0
x x
x x→ α ⋅β = , 
то есть произведение бесконечно малых функций есть б.м.ф. 
 Доказательство этого следствия следует из того, что всякая б.м.ф. 
ограничена. 
Теорема 17. Если 
0
0
x x
x→ α =lim  ( ) , а 0 0x x f x A→ = ≠lim  ( ) , то  
0
0
x x
x
f x→
α = ( )lim
 ( )
. 
Теорема 18 (связь между функцией, ее пределом и бесконечно малой 
функцией). 
1. Если 
0x x
f x A→ =lim  ( ) , то f x A x= + α( )  ( ) , где xα ( )  – б.м.ф.  
при 0x x→ . 
2. Если, f x A x= + α( )  ( )  то 
0x x
f x A→ =lim  ( ) , где xα ( )  – б.м.ф. 
при 0x x→ . 
Пример 15. Найти пределы функций: 
1.1. 
2
lim  (2 10)
x
x→ + ;                   1.3. 
2 2
2
1lim  ( 2) cos
2x
x
x→
− − ;  
1.2. 23
2 6lim
5x
x
x→
−
+ ;                       1.4. 
sinlim
5x
x
x→∞
. 
Решение. 
1.1. Функцию ( ) 2 10f x x= +  можно представить в виде 
( ) 2 10 (2 4) 14f x x x= + = − + . Так как 
2
lim(2 4) 0
x
x→ − = , то есть (2x – 4) – 
б.м.ф. при 2x → , то согласно теореме 18 (о связи между функцией, ее пре-
делом и б.м.ф.) имеем, что  
[ ]
2 2
lim  (2 10) lim  (2 4) 14 14
x x
x x→ →+ = − + = . 
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1.2. Так как функция ( ) 2 6x xα = −  – б.м.ф. при 3x → , а функция 
2
1 ( )
5
f x
x
= +  при 3x →  имеет предел 23
1 1lim 0
145x x→
= ≠+ , то согласно тео-
реме 17 имеем 
23
1lim  (2 6) 0
5x
x
x→
− ⋅ =+ . 
1.3. Так как 2
2
lim  ( 2) 0
x
x→ − = , то 
2( ) ( 2)x xα = −  – б.м.ф. при 2x → . 
Функция 2 1 ( ) cos    2
2
f x x
x
= ≠−  – ограничена, так как 
2 1cos 1
2x
≤− . То-
гда функция 2 2 1( 2) cos
2
x
x
− ⋅ −  – это произведение ( )xα – б.м.ф. и 
2 1( ) cos
2
f x
x
= −  – ограниченной функции, следовательно 
2 2
2
1lim  ( 2) cos 0
( 2)x
x
x→
− ⋅ =− . 
1.4. Так как 1lim 0
5x x→∞
= , то 1 ( )
5
x
x
α =  – б.м.ф. при x →∞ , функция 
 ( ) sin 2f x x=  при x →∞  ограничена, так как sin 2 1x ≤ . 
Тогда  sin 2lim 0
5x
x
x→∞
= . 
 
4.5. Свойства пределов функции в точке. Теоремы о пределах 
 
 В рассматриваемых ниже свойствах будут рассмотрены пределы 
функций, имеющих конечные пределы. 
 
4.5.1. Локальные свойства функции, имеющей предел 
 Установим ряд локальных свойств для функции, имеющей конечный 
предел в данной точке. 
Теорема 19. Если 
x a
f x A→ =lim  ( ) , А – конечное число, то существу-
ет такая проколотая окрестность точки а, в которой эта функция 
ограничена, то есть существует положительное число М, такое, что  
f x M≤ ( )  для всех x a x a∈ ≠U( ),   . 
Теорема 20 (о сохранении знака предела). Если 
x a
f x A→ =lim  ( ) , причем 
0A ≠ , то существует проколотая окрестность точки а, в которой 
значения функции f (x) совпадают со знаком числа А. 
 243
Теорема 21. Если 
x a
f x A→ =lim  ( ) , 0A ≠ , то 0ε∃δ > , что функция 
1
f x ( )
 ограничена в проколотой окрестности точки a. 
 
4.5.2. Свойства пределов, связанные с неравенствами 
Теорема 22 (теорема о сжатой переменной). Если 
x a
f x A→ =lim  ( ) ,  x a g x A→ =lim  ( )  
и в некоторой окрестности  a x a≠U( )   – справедливо неравенство 
  f x x g x≤ ϕ ≤( )  ( )  ( ) ,      (6.29) 
то   
x a
x A→ ϕ =lim  ( ) . 
 
4.5.3. Свойства пределов, связанные с арифметическими  
операциями 
Теорема 23. Если функции f x( )  и g x( )  имеют конечные пределы 
в точке x = a, причем 
x a x a
f x A g x B→ →= =lim  ( ) ;   lim  ( ) , то 
1. 
x a x a x a
f x g x f x g x A B→ → →± = ± = ±lim (  ( )  ( )) lim  ( ) lim  ( ) . 
2. 
x a x a x a
f x g x f x g x A B→ → →⋅ = ⋅ = ⋅lim  ( )  ( ) lim  ( ) lim  ( ) . 
3. x a
x a
x a
f xf x A
g x g x B
→
→
→
= =
lim  ( ) ( )lim
 ( ) lim  ( )
, при условии, что 0B ≠ . 
Доказательство. Проведем доказательство второго равенства. Пусть 
последовательность { } ,    n nx a x a n N→ ≠ ∈ ; тогда по условию теоремы имеем 
n
lim  ( ) ,    lim  ( )n nn
f x A g x B→∞ →∞= = , 
 lim ( ( ) ( )) lim ( ) lim ( )n n n nn n n
f x g x f x g x A B→∞ →∞ →∞⋅ = ⋅ = ⋅   (6.30) 
 Равенство (6.30) доказано для любой последовательности 
{ } ,   n nx a x a→ ≠ , поэтому 
lim  (  ( )  ( )) lim  ( ) lim  ( )
x a x a x a
f x g x f x g x A B→ → →⋅ = ⋅ = ⋅ . 
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4.6. Замечательные пределы 
 
4.6.1. Первый замечательный предел 
Теорема 24.                          
0
1
x
x
x→
=sinlim . 
Доказательство. Рассмотрим единичный круг, рис. 6.28. Так как 
sin ( ) xf x
x
=  – четная функция, то рассмотрим ее на интервале 0;
2
π⎛ ⎞⎜ ⎟⎝ ⎠ . 
Пусть AM – дуга единичного круга, соответствующая углу, радиан-
ная мера которого равна x. Тогда имеем  
1,   sin ,   cos ,   tg OA MN x ON x AK x= = = = . 
Так как площадь сектора OAM заключена между площадями треугольни-
ков ∆OMA и ∆OKA, то 
OMA сектораOAM OKAS S S∆ ∆< <  или 21 1 12 2 2OA MN OA x OA AK⋅ ⋅ < ⋅ < ⋅ . 
sin tg x x x< < . 
Разделим обе части последнего неравенства на sin x > 0, получим 
11
sin cos
x
x x
< <  или sincos 1xx
x
< <     (6.31) 
 Так как функции cos x  и sin x
x
 четные, то неравенство (6.31) спра-
ведливо для ;  0
2
x π⎛ ⎞∈ −⎜ ⎟⎝ ⎠ . Таким образом для любого ;  0 0;  2 2x
π π⎛ ⎞ ⎛ ⎞∈ − ∪⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
справедливо неравенство (6.31). Пере-
ходя к пределу при 0x → , в неравенст-
ве (6.31) получим 
0
sin1 lim 1
x
x
x→
< < , 
так как 
0 x 0
lim1 1     lim cos 1
x
x→ →= =  и в силу 
теоремы 22 (п.4.5.2) (о сжатой пере-
менной) имеем, что 
 
0
sinlim 1
x
x
x→
= .         (6.32) 
                                                     K 
 
                                          M 
 
 
                                       x 
 
                            0             N     A  
 
 
Рис. 6.28
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Замечание 1. Первый замечательный предел, определяемый равен-
ством (6.32) имеет неопределенность вида 0
0
. 
Замечание 2. Из доказанной теоремы 24 имеем 
0 0 0
sin 0 (sin )lim lim lim 1
0 sin ( )
n
nx x x
x x kx
x x kx→ → →
⎛ ⎞= = = =⎜ ⎟⎝ ⎠ . 
0 0 0
arcsin 0 (arcsin )lim lim lim 1
0 arcsin ( )
n
nx x x
x x kx
x x kx→ → →
⎛ ⎞= = = =⎜ ⎟⎝ ⎠ . 
 
4.6.2. Второй замечательный предел 
Теорема 25. 
  11 1x
x
e
x
∞
→∞ + = =lim ( ) ( ) .     (6.33) 
Замечание 1. Полагая в равенстве (6.33) 1  ( 0t t
x
= →  при x→∞ ) 
получим другую форму записи второго замечательного предела 
( )1
0
lim 1 (1 )t
t
t e∞→ + = = . 
Замечание 2. 
lim 1 (1 )
nx
mn
x
m e
x
∞
→∞
⎛ ⎞+ = =⎜ ⎟⎝ ⎠ ,  0lim(1 ) (1 )
n
mnx
x
mx e∞→ + = = . 
Замечание 3. При решении задач, связанных с вычислением преде-
лов часто используют следующие равенства: 
1. 
0
log (1 )lim log      (a 0,  a 1)a ax
x e
x→
+ = > ≠ . 
2. 
0
ln(1 )lim 1
x
x
x→
+ = . 
3. 
0
1lim ln    (a 0)
x
x
a a
x→
− = > . 
4. 
0
(1 ) 1lim
x
x
x
α
→
+ − = α . 
 246
4.7. Основные методы вычисления пределов 
 
4.7.1. Если  ( )f x  и  ( )xϕ  имеют конечные пределы в точке x0, причем 
0
lim  ( )
x x
f x A→ = , 0lim  ( )x x x B→ ϕ = , то согласно теореме 23 (п. 4.5.3) имеем 
0 0 0
lim (  ( )  ( )) lim  ( ) lim  ( )
x x x x x x
f x x f x x A B→ → →± ϕ = ± ϕ = ± . 
0 0 0
0lim  ( ) lim lim  ( )x x x x x x
C f x C C f x C A→ → →⋅ = = ⋅ = ⋅ . 
0 0 0
lim  ( )  ( ) lim  ( ) lim  ( )
x x x x x x
f x x f x x A B→ → →⋅ϕ = ⋅ ϕ = ⋅ . 
Пример 16. Вычислить пределы функций: 
 1.1. 
5
6 31
4 9 7lim
2 1x
x x
x x→
+ +
+ + ;   1.4. 
2
21
1lim
1x
x
x→
−
+ ; 
 1.2. 
2
2
1 3lim
3 2x
x
x x→
+⋅+ ;   1.5. 
2
21
1lim
1x
x
x→
+
− ;  
 1.3. 
2
1lim
3 2x
x
x x→
⎛ ⎞−⎜ ⎟+ +⎝ ⎠ ;   1.6. 0lim sin 1x
x
x→ + . 
Решение. 
1.1. Так как пределы числителя и знаменателя существуют, и предел 
знаменателя отличен от нуля, то, используя теорему о пределе частного, 
получим 
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1
6 3 6 31
1
lim  (4 9 7)4 9 7 20lim 5
42 1 lim  (2 1)
x
x
x
x xx x
x x x x
→
→
→
+ ++ + = = =+ + + + ; 
 1.2. 
2 2
2 2 2
1 3 1 3 1 7 7lim lim lim
3 2 3 2 5 4 20x x x
x x
x x x x→ → →
+ +⋅ = ⋅ = ⋅ =+ + ; 
 1.3. 
2 2 2
1 1 1 2 3lim lim lim
3 2 3 2 5 4 10x x x
x x
x x x x→ → →
⎛ ⎞− = − = − = −⎜ ⎟+ + + +⎝ ⎠ ; 
 1.4. 
2
21
1 0lim 0
21x
x
x→
− ⎛ ⎞= =⎜ ⎟+ ⎝ ⎠ ; 
 1.5. 
2
2
1 2lim
01x
x
x→
+ ⎛ ⎞= = ∞⎜ ⎟− ⎝ ⎠ ; 
 1.6. 
0
lim sin (sin 0) 0
1x
x
x→
= =+ . 
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4.7.2. Раскрытие неопределенности вида 0
0
 
4.7.2.1. 
0
( ) 0lim
 ( ) 0x x
f x
x→
⎛ ⎞= ⎜ ⎟ϕ ⎝ ⎠ , ( )f x  и ( )xϕ  – многочлены относительно x. 
 В этом случае применять теоремы о пределе частного нельзя. Для 
нахождения данного предела числитель дроби ( )f x  и знаменатель ( )xϕ  
разлагают на множители один из которых имеет вид 0( )
nx x− , сокращают 
на выражение вида 0( )
mx x−  и затем находят искомый предел. 
Пример 17. Вычислить предел 
2
33
2 15lim
27x
x x
x→
+ −
− . 
Решение. 
2
3 23 3
23
2 15 0 ( 3)( 5) 0lim lim
0 027 ( 3)( 3 9)
5 8 8lim .
27 273 9
x x
x
x x x x
x x x x
x
x x
→ →
→
+ − − +⎛ ⎞ ⎛ ⎞= = = =⎜ ⎟ ⎜ ⎟− − + +⎝ ⎠ ⎝ ⎠
+ ⎛ ⎞= = =⎜ ⎟+ + ⎝ ⎠
 
Пример 18. Вычислить предел 
2
21
2 3lim
2 1x
x x
x x→
+ −
− + . 
Решение. 
2
2 21 1 1
2 3 0 ( 1)( 3) 0 3 4lim lim lim .
0 0 1 02 1 ( 1)x x x
x x x x x
xx x x→ → →
+ − − + +⎛ ⎞ ⎛ ⎞ ⎛ ⎞= = = = = = ∞⎜ ⎟ ⎜ ⎟ ⎜ ⎟−− + −⎝ ⎠ ⎝ ⎠ ⎝ ⎠  
Пример 19. Вычислить предел  
3 2
20
4lim
2x
x x
x x→
+
+ . 
Решение. 
3 2 2
20 0 0
4 0 ( 4) 0 ( 4) 0lim lim lim 0.
0 ( 2) 0 2 22x x x
x x x x x x
x x xx x→ → →
+ + +⎛ ⎞ ⎛ ⎞ ⎛ ⎞= = = = = =⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ ++ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠  
4.7.2.2. 
0
 ( ) 0lim
 ( ) 0x x
f x
g x→
⎛ ⎞= ⎜ ⎟⎝ ⎠ , f(x) и g(x) содержат иррациональные 
выражения. 
Для того чтобы получить множители вида 0( )
nx x−  для f (x) и g (x) 
используют следующие приемы: 
− избавиться от иррациональности в знаменателе, знаменателе и 
числителе, используя умножение на сопряженные выражения; 
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− замена переменной; 
− подстановки. 
Затем сокращают на выражение вида 0( )
mx x−  и находят искомый 
предел. 
Пример 20. Вычислить предел  27
2 3lim
49x
x
x→
− −
− . 
Решение. 
27 7
7 7
2 3 0 (2 3)(2 3) 0lim lim
0 0( 7)( 7)(2 3)49
(7 ) 1 1 1lim lim .
14 4 56( 7)( 7)(2 3) ( 7)(2 3)
x x
x x
x x x
x x xx
x
x x x x x
→ →
→ →
− − − − + −⎛ ⎞ ⎛ ⎞= = = =⎜ ⎟ ⎜ ⎟− + + −− ⎝ ⎠ ⎝ ⎠
− − −⎛ ⎞= = = = −⎜ ⎟⋅− + + − + + − ⎝ ⎠
 
4.7.2.3.  
0
( ) 0lim
( ) 0x x
f x
g x→
⎛ ⎞= ⎜ ⎟⎝ ⎠ . 
 Для нахождения данного предела можно использовать эквивалент-
ные бесконечно малые функции. 
Пример 22. Вычислить предел  30
1 cos2lim
x
x
x→
− . 
Решение. Так как при 0x →  1 cos2x−  ~ 22sin x , а sin x  ~ x, 2sin x  ~ 2x , 
получим 
2
3 30 0 0
1 cos2 0 2 2lim lim lim
0x x x
x x
xx x→ → →
− ⎛ ⎞= = = = ∞⎜ ⎟⎝ ⎠ . 
Пример 23. Вычислить предел  30
tg sinlim
x
x x
x→
− . 
Решение. Так как sin x  ~ x, (1 cos )x−  ~ 22sin
2
x  ~ 
2
2
x  при 0x → , тогда 
2
3 3 30 0 0
tg sin sin (1 cos ) 1 12lim lim lim
cos 2cosx x x
xxx x x x
xx x x x→ → →
⋅− −= = ⋅ = . 
Замечание. Если при вычислении предела с помощью эквивалентных 
б.м.ф. требуют особого внимания те случаи, когда в числителе или в знаме-
нателе стоит сумма (разность) бесконечно малых функций, то при вычисле-
нии предела, вообще говоря, нельзя заменять отдельные слагаемые эквива-
лентными функциями. Так, в примере 23, при замене tg x на x и sin x на x, по-
лучится 3
0
x
, а это значит, что предел данной функции равен 0, что неверно. 
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4.7.3. Раскрытие неопределенности вида ∞∞  
4.7.3.1.   ( )lim
 ( )x
f x
x→∞
∞⎛ ⎞= ⎜ ⎟ϕ ∞⎝ ⎠ , где f (x) и ( )xϕ  – многочлены степени n и 
m. Для нахождения данного предела числитель и знаменатель делим на 
старшую степень переменной x: f (x) и ( )xϕ , и используя то, что 
1lim 0  nx
n N
x→∞
= ∈ , находим искомый предел. 
Пример 24. Вычислить предел 
3 2
4 3 2
2 3 4 1lim
2 3 1x
x x x
x x x→∞
+ + +
+ + + . 
Решение.  
3 2 2 3 4
4 3 2
2 4
2 3 4 1
2 3 4 1 0lim lim 02 3 1 12 3 1 1x x
x x x x x x x
x x x
x x x
→∞ →∞
+ + ++ + + ∞⎛ ⎞ ⎛ ⎞= = = =⎜ ⎟ ⎜ ⎟∞+ + + ⎝ ⎠ ⎝ ⎠+ + +
. 
Пример 25. Вычислить предел 
3 2
3
3 4 5 1lim
2 1x
x x x
x x→∞
+ + +
+ + . 
Решение. 
3 2 2 3
3
2 3
4 5 133 4 5 1 3lim lim 32 1 12 1 1x x
x x x x x x
x x
x x
→∞ →∞
+ + ++ + + ∞⎛ ⎞ ⎛ ⎞= = = =⎜ ⎟ ⎜ ⎟∞+ + ⎝ ⎠ ⎝ ⎠+ +
. 
Пример 26. Вычислить предел 
3 2
2
2 1lim
4 3 7x
x x
x x→∞
+ +
+ + . 
Решение. 
3 2 3
2
2 3
1 122 1 2lim lim 4 3 7 04 3 7x x
x x x x
x x
x x x
→∞ →∞
− ++ + ∞⎛ ⎞ ⎛ ⎞= = = = ∞⎜ ⎟ ⎜ ⎟∞+ + ⎝ ⎠ ⎝ ⎠+ +
. 
4.7.3.2.  ( )lim
 ( )x
f x
g x→∞
∞⎛ ⎞= ⎜ ⎟∞⎝ ⎠ , f (x) и g (x) содержат иррациональные вы-
ражения. Для нахождения данного предела в числителе и знаменателе вы-
деляют множители вида mx  и nx , сокращают на ( min( , ))kx k m n⋅ =  и нахо-
дят искомый предел. 
Пример 27. Вычислить предел  
3 3
lim
1x
x
x→∞ +
. 
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Решение. Имеем 
3 3
3 3
3 3
1 1lim lim lim 1
11 11 1 1
x x x
x x
x x
x x
→∞ →∞ →∞
∞⎛ ⎞ ⎛ ⎞= = = = =⎜ ⎟ ⎜ ⎟∞⎝ ⎠ ⎝ ⎠+ + +
. 
Пример 28. Вычислить предел 
2 3lim
2 1x
x
x→+∞
+
+ . 
Решение. Так как при x > 0 2x x x= = , поэтому 
2
2 2 2
3 3(1 ) 1
3 1 1lim lim lim1 12 1 2 2(2 ) 2x x x
xx x x
x x
x x
→+∞ →+∞ →+∞
+ ++ +∞⎛ ⎞ ⎛ ⎞= = = = =⎜ ⎟ ⎜ ⎟+ +∞⎝ ⎠ ⎝ ⎠+ +
. 
Пример 29. Вычислить предел 
2 3lim
2 1x
x
x→−∞
+
+ . 
Решение. Так как при x < 0 2x x x= = − , поэтому 
2
2 2
2 2
3(1 )
3lim lim 12 1 (2 )
3 3( ) 1 1
1lim lim .1 1 2( ) (2 ) 2
x x
x x
x
x x
x x
x
x
x x
x
x x
→−∞ →−∞
→−∞ →−∞
++ +∞⎛ ⎞= = =⎜ ⎟+ −∞⎝ ⎠ +
− + +
= = − = −
⋅ + +
 
Пример 30. Вычислить предел 
2 3lim
2 1x
x
x→∞
+
+ . 
Решение.  
2 3lim
2 1x
x
x→∞
+ ∞⎛ ⎞= ⎜ ⎟+ ∞⎝ ⎠ . Но в силу рассмотренных выше при-
меров 27 и 28 заключаем, что данный предел не существует. 
 
4.7.4. Раскрытие неопределенности вида 0 ⋅∞  
 Неопределенные выражения вида 0 ⋅∞  сводится к неопределенности 
вида 0
0
 или ∞∞ , используя соответствующие преобразования функций. 
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4.7.5. Раскрытие неопределенности вида ( )∞ −∞  
[ ]
0
lim  ( )  ( ) ( )
x x
f x x→ −ϕ = ∞ −∞ . 
 Для нахождения данного предела приводим к неопределенности вида 
0
0
 или ∞∞ , для чего используем правило приведения к общему знаменате-
лю, умножение на сопряженные выражения, и используют второй замеча-
тельный предел. 
Пример 31. Вычислить предел 21
3 2lim
11x
x
xx→
⎛ ⎞−⎜ ⎟−−⎝ ⎠ . 
Решение. 
( )2 21 1 1
3 2 3 2 2 2 1lim lim lim
1 1 01 ( 1)x x x
x x x x
x xx x→ → →
− − − −⎛ ⎞ ⎛ ⎞− = ∞ −∞ = = = = −∞⎜ ⎟ ⎜ ⎟− −− −⎝ ⎠ ⎝ ⎠ . 
Пример 32. Вычислить предел 2lim ( 1 )
x
x x→+∞ − − . 
Решение. 
2 2
2
2
2
( 1 )( 1 )lim ( 1 ) ( ) lim
1
1 1lim 0.
1
x x
x
x x x xx x
x x
x x
→+∞ →+∞
→+∞
− − − +− − = ∞ −∞ = =
− +
− −⎛ ⎞= = =⎜ ⎟+∞⎝ ⎠− +
 
Пример 33. Вычислить предел 2lim ( 2 3 2 )
x
x x→−∞ − − . 
Решение. Так как сумма двух положительных бесконечно больших 
есть бесконечно большая, то имеем 
2 2lim ( 2 3 2 ) lim ( 2 3 ( 2 )) ( )
x x
x x x x→−∞ →−∞− − = − + − = +∞ +∞ = +∞ . 
Пример 34. Вычислить предел [ ]lim ln( 1) ln
x
x x x→+∞ + − . 
Решение. 
[ ] 1 1lim ln( 1) ln ( ) lim ln lim ln
1 1lim ln 1 ln lim 1 ln 1.
x
x x x
x x
x x
x xx x x x
x x
e
x x
→+∞ →+∞ →+∞
→+∞ →+∞
+ +⎛ ⎞+ − = ∞ −∞ = = =⎜ ⎟⎝ ⎠
⎛ ⎞ ⎛ ⎞= + = + = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
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4.7.6. Раскрытие неопределенности вида 1∞  
 Неопределенное выражение вида 1∞  получаем при вычислении пре-
делов вида 
  [ ]
0
 ( )lim  ( ) x
x x
x Cϕ→ ϕ = .     (6.34) 
 При нахождении пределов вида (6.34) следует иметь ввиду, что 
1) если существуют конечные пределы 
0
lim  ( )
x x
f x A→ =  и 
0
lim  ( )
x x
x B→ ϕ = , то 
BC A= ; 
2) если 
0
lim  ( ) 1
x x
f x A→ = ≠  и 0lim  ( )x x x→ ϕ = ±∞ , то вопрос о нахождении 
предела (6.34) решается непосредственно; 
3) если 
0
lim  ( ) 1
x x
f x→ =  и 0lim  ( )x x x→ ϕ = ∞ , т. е. имеет неопределенность 
(1∞ ), тогда полагают  ( ) 1  ( )f x x= + α , где ( ) 0xα →  при 0x x→  и получаем 
0 0
0
( ) ( )1 lim ( ) ( ) lim ( ( ) 1) ( )
( )lim (1 ( )) x x x x
x x
x x f x x
x
x x
C x e e→ →
α ⋅ϕ α ⋅ϕ − ⋅ϕα
→
⎡ ⎤⎢ ⎥= + α = =⎢ ⎥⎣ ⎦
; 
 4) если 
0
lim  ( ) 1
x x
f x→ =  и 0lim  ( )x x x→ ϕ = ∞ , то есть имеем неопределен-
ность вида (1∞ ), тогда исходный предел можно найти следующим образом 
[ ] ( ) ( ) ln ( ) ( )  x x f xf x eϕ ϕ ⋅= , 
0
0 0
lim ( ) ln ( )
( ) ( ) ln ( )lim (  ( )) lim x x
x f x
x x f x
x x x x
f x e e →
ϕϕ ϕ
→ →= = . 
Пример 35. Вычислить предел 
2 3
0
sin3lim
x
x
x
x
+
→
⎛ ⎞⎜ ⎟⎝ ⎠ . 
Решение. В данном случае имеем  
0
sin3lim 3
x
x
x→
=  и 
0
lim  (2 3 ) 2
x
x→ + = , 
тогда  
2 3
2
0
sin3lim (3 ) 9
x
x
x
x
+
→
⎛ ⎞ = =⎜ ⎟⎝ ⎠ . 
Пример 36. Вычислить предел 
2
2lim
2 3
x
x
x
x→∞
+⎛ ⎞⎜ ⎟+⎝ ⎠ . 
Решение.  
2
2 1lim 0
2 3 2
x
x
x
x
+∞
→∞
+⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟+⎝ ⎠ ⎝ ⎠ . 
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Пример 37. Вычислить предел 2 3lim
2
x
x
x
x→+∞
+⎛ ⎞⎜ ⎟+⎝ ⎠ . 
Решение. Имеем  2 3lim (2)
2
x
x
x
x
+∞
→+∞
+⎛ ⎞ = = +∞⎜ ⎟+⎝ ⎠ . 
Пример 38. Вычислить предел 1lim
1
x
x
x
x→∞
−⎛ ⎞⎜ ⎟+⎝ ⎠ . 
Решение. Имеем неопределенность вида (1∞ ), поэтому 
2
1 1 2lim2 21
1 1lim (1 ) lim 1 1
1 1
( 2)lim 1 .
1
x
xx
x x
x
x x x
x
x
x x
x x
e e
x
→∞
∞
→∞ →∞
−
+ + −− −+
→∞
− ⎛ − ⎞⎛ ⎞ ⎛ ⎞= = + − =⎜ ⎟ ⎜ ⎟⎜ ⎟+ +⎝ ⎠ ⎝ ⎠⎝ ⎠
⎡ ⎤−⎛ ⎞⎢ ⎥= + = =⎜ ⎟⎢ ⎥+⎝ ⎠⎢ ⎥⎣ ⎦
 
В этом случае можно найти предел следующим образом 
1
2
1 11 lim 1
1lim (1 ) lim
1 1 11 lim 1
x x
x
x
x xx x
x
x ex x e
x e
x x
−→∞∞ −
→+∞ →∞
→∞
⎛ ⎞ ⎛ ⎞− −⎜ ⎟ ⎜ ⎟−⎛ ⎞ ⎝ ⎠ ⎝ ⎠= = = = =⎜ ⎟+⎝ ⎠ ⎛ ⎞ ⎛ ⎞+ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
. 
Пример 39. Вычислить предел 
1
0
lim(1 sin ) x
x
x→ + . 
Решение. В данном примере имеем ( )x D y∈ . 
Замечание. При вычислении пределов, связанных с неопределенно-
стью вида (1 )∞  полезно использовать формулы 
lim 1
nx
mn
x
m e
x→∞
⎛ ⎞+ =⎜ ⎟⎝ ⎠   и  0lim(1 )
n
mnx
x
mx e→ + = . 
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§5. НЕПРЕРЫВНОСТЬ ФУНКЦИИ 
 
1. Непрерывность функции в точке и на отрезке. 
2. Точки разрыва. Классификация точек разрыва. 
3. Свойства функций, непрерывных в точке. 
4. Свойства функций, непрерывных на отрезке. 
 
5.1. Непрерывность функции в точке и на отрезке 
 
 Важнейшее понятие математического анализа – непрерывность свя-
зано с понятием предела функции. 
 Говорят, что функция f (x) определенная в некоторой окрестности 
точки а, непрерывна в точке а, если 
lim  ( )  ( )
x a
f x f a→ =      (6.35) 
 Равенство (6.35) означает выполнение трех условий: 
 1) функция f (x) определена в точке x = a и в ее окрестности; 
 2) функция f (x) имеет предел при x a→ ; 
 3) предел функции в точке x = a равен значению функции в этой точ-
ке, то есть справедливо равенство (6.35). 
 Отметим, так как lim
x a
a→ = , то равенство (6.35) принимает вид 
lim  ( )  ( lim)  ( )
x a x a
f x f f a→ →= = . 
 А это значит, что нахождением предела непрерывной функции f (x) 
можно осуществить переход к пределу под знаком функции. 
 Например, при нахождении предела 
0
sin 2sin 2 2 lim
2
0
lim 2 2 4x
xx
xx
x
→
→ = =  
в первом равенстве функция и предел поменялись местами в силу непре-
рывности функции 2x . 
 Определение непрерывности функции в точке а, выраженное усло-
вием (6.35) можно сформулировать с помощью «ε − δ», и с помощью окре-
стностей и в терминах последовательностей в следующем виде: 
1. 0,    0       ( )  ( )x x a f x f aε ε∀ε > ∃δ > ∀ − < δ ⇒ − < ε . 
2. 0,   0   ( )  ( )  (  ( ))x a f x f xε ε∀ε > ∃δ > ∀ ∈ δ ⇒ ∈ εU U . 
3. { } n;    x  ( )  ( )n nx a f x f a∀ → ⇒ → . 
 255
 С геометрической точки зрения непрерывность функции f (x) в точке 
x = a означает следующее: какую бы горизонтальную ε -полосу вдоль пря-
мой y = f (a) не взять, всегда найдется вертикальная εδ -полоса вдоль пря-
мой x = a, такая, что все точки графика, расположенные в вертикальной 
полосе, обязательно попадут во взятую горизонтальную полосу (рис. 6.30). 
Величину x x a∆ = −  называют приращением аргумента, а разность 
 ( )  ( )f x f a y− = ∆  – приращением функции соответствующему прираще-
нию аргумента. Таким образом 
;     ( )  ( )  ( )  ( )x x a y f x f a f a x f a∆ = − ∆ = − = + ∆ −  
 Тогда, функция y = f (x) определенная в точке x = a и некоторой ее 
окрестности непрерывна в точке x = a, если 
0
lim 0
x
y∆ → ∆ =      (6.36) 
 
Рис. 6.30 
 
 С геометрической точки зрения непрерывность функции в точке (ра-
венство (6.36)) означает следующее: бесконечно малому изменению аргумен-
та (x) соответствует бесконечно малое приращение функции (y) (рис. 6.31). 
 
                                     y 
 
                        ( )f a + ε  
 
                                f(a) 
 
                        ( )f a − ε  
 
              a                                                                      b   x 
                                      0       a ε− δ     a    a ε+ δ  
 
                                y 
 
                                                     ( )y f x=  
               y∆        
 
 
 
      
                                                      x∆  
                                0                 a     a x+ ∆             х  
 
Рис. 6.31
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 Подчеркнем, что в определении непрерывности функции в точке a, в 
отличие от определения предела функции в точке, рассматривается полная, 
а не проколотая окрестность точки а, то есть функция определена в точке x 
= a и некоторой ее окрестности. Пределом функции является значение этой 
функции в точке x = a. 
Пример 1. Доказать непрерывность функции f (x) в точке а по опре-
делению для 
1. 3( ) ,   1f x x a= = .    4. ( ) 1,    3f x x a= + = . 
2. 2
2( ) ,    
1
xf x a R
x
= ∈+ .  5. 
1sin ,    0,
( )
0,  0,   0.
x x
f x x
x a
⎧ ≠⎪= ⎨⎪ = =⎩
 
3. ( ) sin ,   f x x a R= ∈ .  
Решение. 
1. Если 1x → , то по свойству пределов получаем 3 1x → , то есть для 
функции 3 ( )f x x=  в точке x = 1 выполняется условие 
1
lim  ( )  (1) 1
x
f x f→ = = . 
А это значит, что 3 ( )f x x=  непрерывна в точке. 
2. Доказательство непрерывности данной функции проведем по оп-
ределению, установив, что 
0
lim 0
x
y∆ → ∆ = . Пусть x любое число из D (y). Да-
дим ему приращение x∆  и рассмотрим значение аргумента x x+ ∆ . Тогда 
функция получит приращение y∆  
2 2
2 2 2
2 2
2 2 2
2 2 2
2
2( ) 2( ) ( )
1 ( ) 1
2 2 2
1 ( ) 1 1 ( )
2 (1 1 ( ) ) 2
(1 ( ) )(1 ) 1 ( )
2 ( ) ( ) 2
(1 ( ) )(1 ) 1 ( )
2 (2 )
1 ( ) 1
x x xy f x x f x
x x x
x x x
x x x x x
x x x x x
x x x x x
x x x x x x x x
x x x x x
x x x x
x x x
+ ∆∆ = + ∆ − = − =+ + ∆ +
∆= − + =+ + ∆ + + + ∆
+ − − + ∆ ∆= + =+ + ∆ + + + ∆
⋅ − − ∆ ⋅ + + ∆ ∆= + =+ + ∆ + + + ∆
∆ − + ∆= + + ∆ + 2 2 .
⎛ ⎞+⎜ ⎟⎝ ⎠
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 При любом фиксированном ( )x D y∈  и 0x∆ →  имеем, что 
0
lim 0
x
y∆ → ∆ = . Значит, данная функция непрерывна на D (y). 
3. Область определения данной функции x R∈ . Пусть x – любая точ-
ка из R, ( x x+ ∆ ) – приращение аргумента, тогда приращение функции – 
 ( )  ( ) sin  ( ) sin 2cos sin
2 2
x xy f x x f x x x x x ∆ ∆⎛ ⎞∆ = + ∆ − = + ∆ − = +⎜ ⎟⎝ ⎠ . 
Тогда 
0 0
lim lim 2cos sin 0
2 2x x
x xy x∆ → ∆ →
∆ ∆⎛ ⎞∆ = + ⋅ =⎜ ⎟⎝ ⎠ , 
так как sin
2
x∆  – бесконечно малая функция при 0x∆ → . 
 Тогда, согласно определению имеем, что данная функция непрерыв-
на в любой точке x R∈ . 
4. Докажем непрерывность данной функции в точке x = 3 на «ε − δ» 
языке. В точке x = 3 данная функция определена: f (3) = 2. Пусть 0ε > , то-
гда при 0εδ >  для всех x, удовлетворяющих неравенству 3x ε− < δ , имеем 
3 3
 ( )  (3) 1 2
4 41 2
x x
f x f x
x
− − δ− = + − = < <+ + . 
 Полагая 4εδ = ε , то при значениях x, для которых 5 4x − < ε , будет 
справедливо неравенство 1 2x + − < ε , что означает, что данная функция 
непрерывна при x = 3. 
5. Функция имеет область определения R, и для любого x R∈  вы-
полняется неравенство 
 ( )  (0)  ( )f x f f x x− = ≤ , так как 1sin 1
x
≤  при 0x ≠ . 
 Значит, 
0
lim  ( )  (0) 0
x
f x f→ = = , то есть данная функция f (x) непрерыв-
на в точке x = 0. 
 По аналогии с понятием предела слева (справа) в точке x = a, вводится 
понятие непрерывности в точке x = a слева (справа). Так, если функция f 
(x) определена на полуинтервале ( ,   )a a− δ  и 
0
lim  ( )  ( )
x a
f x f a→ − = , то есть 
 ( 0)  ( )f a f a− = , то эту функцию называют непрерывной слева в точке а 
(рис. 6.32). 
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 Аналогично, если функция f (x) определена на полуинтервале 
( ,  a )a + δ  и 
0
lim  ( )  ( )
x a
f x f a→ + = , то есть ( 0)  ( )f a f a+ = , то эту функцию 
называют непрерывной справа в точке а (рис. 6.33). 
 
Функция непрерывна в данной точке тогда и только тогда, когда она 
непрерывна как слева, так и справа в этой точке. 
 Например, функция [ ]( )f x x x= ⋅  (рис. 6.34) непрерывна в точке  
x = 0, так как [ ]
0
lim 0
x
x x→ ⋅ =  и f (0) = 0. Непрерывна справа в точках x = –1 и 
x = 1, так как [ ]
1 0
lim 1
x
x x→ + ⋅ = ; [ ]1 0lim 1x x x→− + ⋅ = ;  ( 1) (1) 1f f− = =  и разрывна 
слева в точках x = –1 и x = 1. 
 
Рис. 6.34 
 Функция f (x) непрерывна на отрезке [ ]ab , если она непрерывна в 
каждой точке данного отрезка. 
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  a  a + δ                  0            x 
                y 
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Рис. 6.32      Рис. 6.33 
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5.2. Точки разрыва. Классификация точек разрыва 
 
 Пусть функция f (x) определена в некоторой проколотой окрестности 
точки x = a. Точка x = a называется точкой разрыва данной функции f (x), 
если эта функция либо не определена в точке а, либо определена в точке а, 
но не является непрерывной в данной точке а. 
 Значит, а – точка разрыва функции f (x), если не выполняется, по 
крайней мере, одно из следующих условий: 
1.  ( )a D f∈ . 
2. существует конечный lim  ( )
x a
f x A→ = . 
3. A = f (a). 
 Характер разрыва функции в точке x = a определяется односторон-
ними пределами ее в этой точке. 
0 0
lim  ( ) lim  ( )  ( )
x a x a
f x f x f a→ − → += = .     (6.37) 
Итак x = a точка разрыва функции f (x), если равенства (6.37) нару-
шаются хотя бы в одном месте. 
 Возможны следующие случаи: 
1. Односторонние пределы функции f (x) при x a→  конечные числа, 
но не равны между собой. В этом случае точка x = a – точка разрыва I рода, 
точка конечного скачка, а разность ( 0) ( 0)f a f a+ − −  называют скачком 
функции f (x) в точке а. 
Пример 2. Исследовать функцию 
2,  0,( )
1,  0
x xf x
x x
⎧ ≤⎪= ⎨ + >⎪⎩
 на непрерыв-
ность в точке x = 0. 
Решение. Функция f (x) определена в точке x = 0  f (0) = 0, 
2
0 0 0 0
lim  ( ) lim 0
x x
f x x→ − → −= = , а 0 0 0 0lim  ( ) lim  ( )x xf x f x→ + → −≠ , то точка x = 0 – точка 
разрыва I рода – точка конечного скачка. Скачок функции f (x) равен 
 ( 0)  ( 0) 1 0 1f a f a+ − − = − = . 
 График данной функции изображен на рис. 6.35. 
Пример 3. Исследовать на непрерывность функцию 
1
 ( )
1
x
f x
x
−= −   
в точке x = 1. 
Решение. Функция f (x) в точке x = 1 не определена, значит точка x = 
1 – точка разрыва данной функции. Так так 
1 0 1 0
( 1)lim  ( ) lim 1
1x x
xf x
x→ − → −
− −= = −− , 
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1 0 1 0
1lim  ( ) lim 1
1x x
xf x
x→ + → +
−= =− , то данная функция имеет разрыв I рода – точка 
конечного скачка; скачок f (x) в точке x = 1 равен 2 (рис. 6.36). 
 
2. Односторонние пределы функции f (x) при x a→  равны между со-
бой, но не равны значению функции в точке x = a. Точка x = a, точка раз-
рыва I рода – точка устранимого разрыва. Действительно, в этом случае 
полагая   ( 0)  ( 0)  ( )f a f a f a A− = + = = ,  получим функцию 
( ),    ,
 ( )
,     ,
f x x a
f x
A x a
≠⎧= ⎨ =⎩  
непрерывную в точке а и совпадающую с f (x) при x ≠ a. В этом случае го-
ворят, что функция доопределена по непрерывности в точке а. 
Пример 4. исследовать на непрерывность функцию  sin( ) xf x
x
=   
в точке x = 0. 
Решение. Функция f (x) не определена в точке x = 0, но 
0 0 0 0
sinlim  ( ) lim 1
x x
xf x
x→ − → −
= = ,  
0 0 0 0
sinlim  ( ) lim 1
x x
xf x
x→ + → +
= = . 
 Значит точка x = 0, точка разрыва I рода, точка устранимого разрыва. 
Действительно, доопределив функцию f (x) в точке 0,  f (0) = 1, получим 
непрерывную функцию 
sin ,    0,
 ( )
1,      1.
x x
f x x
x
⎧ ≠⎪= ⎨⎪ =⎩
 
3. Если хотя бы один из односторонних пределов функции f (x) в 
точке x = a равен бесконечности, то в этом случае точка разрыва второго 
рода (точка бесконечного скачка). 
 Рис. 6.35      Рис. 6.36 
                     y 
 
      2y x=  
                               1y x= +  
                 1   
 
                 0                       x 
                           y 
 
                                         y = 1 
 
 
                                  1   
                                                               x
 
           y = –1 
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Пример 5. Исследовать на непрерывность функцию  
2,  0,
 ( ) 1 ,   0
x x
f x
x
x
⎧ ≥⎪= ⎨ <⎪⎩
 
в точке x = 0. 
Решение. Функция f (x) определена в точке x = 0, f (0) = 0, но 
0 0 0 0
1lim  ( ) lim
x x
f x
x→ − → −
= = −∞ , 
значит точка x = 0 – точка разрыва II рода (точка бесконечного скачка). 
Пример 6. Исследовать на непрерывность функцию 1 ( )f x
x
=  
в точке x = 0. 
Решение. Функция f (x) в точке x = 0 не определена, и 
0 0 0 0
1lim  ( ) lim
x x
f x
x→ − → −
= = −∞ ,  
0 0 0 0
1lim  ( ) lim
x x
f x
x→ + → +
= = +∞ , 
следовательно точка x = 0 – точка разрыва второго рода. 
4. Если не существует хотя бы один из односторонних пределов, то в 
этом случае x = a точку разрыва называют точкой неопределенности. 
Пример 7. Исследовать на непрерывность функцию 
2,   0,
 ( ) 1sin ,  0
x x
f x
x
x
⎧ ≤⎪= ⎨ >⎪⎩
 
в точке x = 0. 
Решение. Функция f (x) в точке x = 0 определена и  
2
0 0 0 0
lim  ( ) lim 0
x x
f x x→ − → −= = . 
 
0 0 0 0
1lim  ( ) lim sin
x x
f x
x→ + → +
=  не существует предел, значит точка 
x = 0 – точка разрыва – точка неопределенности. 
 
5.3. Свойства функций, непрерывных в точке 
 
5.3.1. Локальные свойства непрерывных функций 
Свойство 1. Если функция f (x) непрерывна в точке 0x , то она огра-
ничена в некоторой окрестности этой точки, то есть 
00     0   ( )  ( )M x x f x Mδ∀ε > ∃ > ∀ ⇒ ≤U . 
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Свойство 2. Если функция f (x) непрерывна в точке 0x , причем 
0 ( ) 0f x ≠ , то в некоторой окрестности точки 0x  знак функции совпадает 
со знаком 0 ( )f x , то есть  0 0   ( ) sign  ( ) sign  ( )x x f x f aδ∃ δ > ∀ ∈ ⇒ =U . 
 Свойства 1 и 2 следуют из свойств пределов функции в точке. 
 
5.3.2. Непрерывность функций, полученных в результате ариф-
метических операций над непрерывными функциями 
Теорема 26. Если функции f (x) и g (x) непрерывны в точке х0, тогда 
1. функция f x g x± ( )  ( )  непрерывна в точке 0x ; 
2. функция   f x g x⋅( ) ( )  непрерывна в точке 0x ; 
3. функция     0
 
f x g x
g x
≠( ) ( ( ) )
( )
 непрерывна в точке 0x . 
Доказательство. Докажем, например, непрерывность функции 
(  ( )  ( ))f x g x+  в точке 0x . 
 Так как f (x) и g (x) непрерывны в точке x = x0, то 
0 0
0 0lim ( ),  lim ( ) ( )x x x x
f x g x g x→ →= = . 
 Тогда имеем 
0 0 0
0 0lim ( ( ) ( )) lim ( ) lim ( ) ( ) ( )x x x x x x
f x g x f x g x f x g x→ → →+ = + = + , 
то есть функция непрерывна в точке 0x . 
Следствие 1. Алгебраическая сумма и произведение конечного чис-
ла функций, непрерывных в точке 0x , непрерывны в точке 0x . 
Следствие 2. Многочлен 0 1( ) .. ,  ,  0,
n
n nP x a a x a x ak R k n= + + + ∈ =  
является функцией непрерывной для любого x R∈ . 
Следствие 3. Всякая рациональная функция ( )
( )
P x
Q x
 непрерывна в 
любой точке x R∈ , для которой ( ) 0Q x ≠ , где P (x), Q (x) – многочлены. 
 
5.3.3. Непрерывность сложной функции 
Напомним понятие сложной функции. Пусть функции  ( )y x= ϕ  и 
 ( )z f y=  определены на множествах x и y соответственно, причем множе-
ство значений функции ϕ  содержится в области определения f. Тогда 
функцию, принимающую при каждом x X∈  значения  ( )  (  ( ))F x f x= ϕ , 
называют сложной функцией или суперпозицией (композицией) функций 
ϕ  и f и записывают f ϕo . 
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Теорема 27. Если функция z f y= ( )  непрерывна в точке 0y , а функ-
ция  y xϕ= ( )  непрерывна в точке 0x , определена сложная функция 
  f xϕ( ( ))  и эта функция непрерывна в точке 0x . 
 
5.4. Свойства функций, непрерывных на отрезках 
 
 Функцию f (x) называют непрерывной на отрезке [ ];  a b , если она не-
прерывна в каждой точке интервала (a; b) и, кроме того непрерывна справа 
в точке a и непрерывна слева в точке b. 
 
5.4.1. Ограниченность непрерывной на отрезке функции 
Теорема 28 (Вейерштасса). Если функция f (x) непрерывна на от-
резке  [ ]a b; , то она ограничена, то есть   
[ ]0M x a b f x M∃ > ∀ ∈ ⇒ ≤ : ; ( ) . 
Замечание. Функция 3y x=  непрерывна на R, но не ограничена на R. 
Функция 1
1
y
x
= −  непрерывна на (0; 1), но не ограничена на этом 
интервале. 
 
5.4.2. Достижение точных граней 
Теорема 29 (Вейерштрасса). Если функция f (x) непрерывна на от-
резке [ ]a b; , то она достигает своей точной верхней и нижней граней. 
 
5.4.3. Промежуточные значения 
Теорема 30 (теорема Коши о нулях непрерывной функции). Если 
функция f (x) непрерывна на отрезке и принимает на его концах значения 
разных знаков, то есть 0f a f b⋅ <( ) ( ) , то на отрезке [ ]a b;  имеется хо-
тя бы один нуль функции f (x), то есть  0c a b f c∃ ∈ = ( ; ),     ( ) . 
 Геометрический смысл теоремы заключается в следующем: если 
точки  ( ;   ( ))A a f a  и  ( ;   ( ))B b f b  графика функции f (x), соответствующие 
концам отрезка [a; b], лежат по разные стороны от оси Ox (рис. 6.38), то 
график функции хотя бы в одной точке отрезка пересекает ось Ox. 
Теорема 31 (теорема Коши о промежуточных значениях). Если 
функция f (x) непрерывна на отрезке [ ]a b;  и f a f b≠( ) ( ) , то для каж-
дого значения c, заключенного между f(a) и f(b), найдется точка p, та-
кая что  f(p) = c. 
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Следствие. Если функция f (x) непрерывна на отрезке [ ];  a b , 
[ ]
inf ( )
x ab
m f x
∈
= ;  
[ ]
sup ( )
x ab
M f x
∈
= , то множество значений, принимаемых функ-
ций f (x) на отрезке [ ];  a b , есть отрезок [ ];m M . 
 С геометрической точки зрения теорема означает следующее: пусть 
график функции f (x) (рис. 6.39),  f (a) = A и f (b) = B. Тогда прямая y = c, 
где c – любое число, заключенное между A и B, пересечет график функции 
по крайней мере в одной точке. 
 Если же f (x) непрерывна и монотонна на [ ];  a b , то существует един-
ственная точка [ ];  p a b∈ , такая, что f (p) = c. 
 
 Другими словами теорема 31 о промежуточных значениях можно 
сформулировать следующим образом: непрерывная функция, переходя от 
одного значения к другому, принимает все промежуточные значения. 
 
5.4.4. Существование и непрерывность функции, обратной для 
непрерывной и строго монотонной функции 
 Пусть задана числовая функция ( ),    ( )y f x x D f= ∈ . Тогда каждому 
числу 0  ( )x D f∈  соответствует единственное число 0 0 ( )  ( )y f x E f= ∈ . 
Но при решении задачи, связанной с тем, что по заданному значению 
функции 0y  требуется найти соответствующее значение аргумента, то есть 
решить относительно x уравнение 
  0 0( ) ,     ( )f x y y E f= ∈     (6.38) 
        y         
   B                                       N (b; f (b))  
 
 
  C 
 
 
   A     М (a; f (a))   
 
 
 
   0               a                         p       b            x
    y 
 
                                         B (b; f(b)) 
 
 
  
  0           a                    c             b    x 
 
 Рис. 6.38      Рис. 6.39 
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 Уравнение (6.38) может иметь одно, несколько или бесконечно мно-
го решений. Решения уравнения (6.38) – абсциссы всех точек, в которых 
прямая 0y y=  пересекает график функции ( )y f x= . 
Например, если 2 ( )f x x= , то уравнение  2 0x y=   имеет два реше-
ния: 0 0x y± , если 0y ≥  и не имеет решения, если y < 0. 
 Если  ( ) sinf x x= , то уравнение  0sin x y=   имеет бесконечно много 
решений при 0 1y ≤  – 0( 1) arcsinkx y n= − + π ; а если 0 1y > , то уравнение 
не имеет решений. 
 Если функция f (x) такова, что каждое значение 0 ( )y E f∈  она при-
нимает только при одном значении 0 ( )x D f∈ , то эту функцию называют 
обратимой. Для такой функции уравнение  ( )f x y=  можно при любом 
( )y E f∈  однозначно разрешить относительно x, то есть каждому ( )y E f∈  
соответствует единственное значение ( )x D f∈ . Тогда это соответствие оп-
ределяет функцию, которую называют обратной к функции f и обозначают 
символом  1f − . 
 Отметим, что прямая 0y y=  для каждого 0 ( )y D f∈  пересекает гра-
фик обратимой функции y = f (x) в единственной точке 0 0( , ( )x f x , 
0 0( )y f x= . 
 Обозначая, как обычно, аргумент обратной функции буквой x, а ее 
значения – y, обратную для f функцию записывают в виде 
1 1( ),   ( )y f x x D f− −= ∈ . 
 Если 1f −  обратная функция для функции f, то справедливы следую-
щие свойства: 
1. Если 1f −  – функция, обратная к f, то и f – функция, обратная к 
1f − , при этом 
1 -1( ) ( ),   ( ) ( )D f E f E f D f− = = , 
то есть область определения функции 1f −  совпадает с множеством значе-
ний функции f и наоборот. 
2. Для любого ( )x D f∈  справедливо равенство 1( ( ))f f x x− = ,  а для 
любого ( )x E f∈  справедливо равенство 1( ( ))f f x x− = . 
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3. График функции 1( )y f x−=  симметричен графику функции 
( )y f x=  относительно прямой y = x. 
4. Если нечетная функция обратима, то обратная к ней функция 
также является нечетной. 
5. Если f – строго возрастающая (строго убывающая) функция, то 
она обратима, причем обратная к ней функция 1f −  также является строго 
возрастающей (строго убывающей). 
Свойства 1 и 2 следуют из определения обратной функции, а свойст-
ва 4 и 5 из определения обратной и соответственно нечетной и строго мо-
нотонной функции. 
 Для свойства 3 имеем: пусть точка 0 0( ,   )x y  принадлежит графику 
функции  ( )y f x= , то есть 0 0( )y f x= . Тогда 0 0( )x g y= , то есть точка 
0 0( ,  )y x  принадлежит графику обратной функции 
1f − . 
 Так как точки 0 0( ,  )x y  и 0 0( ,  )y x  симметричны относительно прямой 
y x=  (рис. 6.40), то график функции 1( )y f x−=  симметричен графику функ-
ции  ( )y f x=  относительно этой прямой. 
 
Рис. 6.40 
 
Теорема 32. Если функция y f x= ( )  непрерывна и строго возрас-
тает на отрезке [ ]a b; , то на отрезке [ ]f a f b( );   ( )  определена функ-
ция 1x f y−= ( ) , обратная к f (x), непрерывная и строго возрастающая. 
                                      y        0 0( , )x y  
                                    0y    
 
 
 
                                    0x                                       0 0( ; )y x  
               ( )y f x=  
 
                                    0               0x                  0y                      x 
       
 
                                            1( )y f x−=  
 
   y x=        
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МОДУЛЬ 7.  
ДИФФЕРЕНЦИРОВАНИЕ ФУНКЦИИ  
ОДНОЙ ПЕРЕМЕННОЙ 
 
§ 1. Производная функции. 
§ 2. Основные правила нахождения производной. 
§ 3. Дифференциал. 
§ 4. Основные теоремы для дифференцируемых функций. 
§ 5. Правило Лопиталя. 
§ 6. Формула Тейлора. 
§ 7. Исследование функций с помощью производных. 
 
§ 1. ПРОИЗВОДНАЯ ФУНКЦИИ 
 
1. Задачи, приводящие к понятию производной. 
2. Определение производной. Механический и геометрический 
смысл. Уравнение касательной к нормали и кривой. 
3. Односторонние и бесконечные производные. 
 
1.1. Задачи, приводящие к понятию производной 
 
1.1.1. Задача о скорости 
Пусть материальная точка М движется неравномерно по некоторой 
прямой и пусть  ( )S S t=  – путь, пройденный точкой М за время t от начала 
движения. Равенство  ( )S S t=  называется законом движения точки М. 
Требуется найти скорость движения точки. 
За промежуток времени от t до (t + ∆t) точка М пройдет путь 
∆S = S (t + ∆t) – S (t), 
поэтому средняя скорость за промежуток времени ∆t будет равна 
ср
( ) ( ) ( )S t t S t S tv
t t
+ ∆ − ∆= =∆ ∆ . 
Так как материальная точка М движется неравномерно, то vср при 
фиксированном t будет меняться при изменении ∆t, и при этом, чем мень-
ше ∆t, тем точнее средняя скорость vср выражает скорость движения точки 
М в данный момент времени t. 
Скоростью точки М в момент времени t (мгновенной скоростью) назы-
вается предел, к которому стремится средняя скорость, когда 0t∆ → , то есть 
 ср 0 00
( ) ( ) ( )lim lim lim
t tt
S t t S t S tv v
t t∆ → ∆ →∆ →
+ ∆ − ∆= = =∆ ∆ . (7.1) 
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Итак, скорость движения точки М в момент времени t – есть предел 
отношения приращения пути ∆S (t) за промежуток времени от t до (t + ∆t) к 
приращению времени ∆t, когда 0t∆ → . 
Так, например, если материальная точка М движется по закону сво-
бодного падения  21 ( )
2
S t gt= ⋅ , тогда 
2 2
ср
( ) ( ) (( ) )
2 2
S t t S t g t t t gv gt t
t t
+ ∆ − + ∆ −= = = + ∆∆ ∆ . 
Откуда  ср 00
lim lim ( )
2tt
g tv v gt gt∆ →∆ →
∆= = + = , то естьv gt= . 
 
1.1.2. Задача о касательной 
Пусть функция ( )y f x=  определена в некоторой окрестности точки 
x0 и непрерывна при x = x0. Требуется найти уравнение касательной к гра-
фику функции ( )y f x=  в точке М0 (x0; y0), где 0 0( )y f x= . 
Возьмем на графике функции ( )y f x=  кроме точки М0 (x0; y0), еще точ-
ку М((x0 + ∆x); f(x0 + ∆x)) и запишем уравнение прямой, проходящей через 
две точки М0 и М, эту прямую называют секущей М0М (рис. 7.1). Уравне-
ние секущей (l) имеет вид 
 0 0( )
yy y x x
x
∆− = −∆ , (7.2) 
где 0 0( ) ( ),   tg 
yy f x x f x k
x
∆∆ = + ∆ − = α =∆  – угловой коэффициент секу-
щей М0М. 
 
                                            y                                                    l 
 
                                                                              y = f (x)                  l0     
                                  f(x0 + ∆x)                                    M 
 
                                                                                               ∆y 
                                          f(x0)                    M0                               
                                                                                ∆x        А 
 
 
                                                  α0      α 
                                               0                       x0         x0 + ∆x                 x      
 
Рис. 7.1 
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Угол ( )xα = α ∆  – угол, образованный прямой l и осью xO . Отметим, 
что если 0x∆ → , следовательно, и 0y∆ → , а в силу непрерывности функции 
( )y f x=  в точке x = x0, тогда и 2 20 ( ) 0M M x y= ∆ + ∆ →  (треугольник 
∆M0AM – прямоугольный). 
Касательной к кривой, заданной уравнением ( )y f x=  в точке  
M0(x0; y0) называют предельное положение секущей l при 0x∆ →  (то есть 
точка 0 0(( ); ( )M x x f x x+ ∆ + ∆ ) неограниченно приближается по кривой 
( )y f x=  к точке M0(x0; y0). 
Смысл этого определения состоит в следующем: 
Если существует предел 
00
lim
x
y k
x∆ →
∆ =∆ , 
то существует предельное положение секущей l, то есть прямая l0 – касатель-
ная к графику функции ( )y f x=  в точке М0 с угловым коэффициентом k0. 
Итак, имеем 
 0 00 0 0
( ) ( )lim lim
x x
f x x f xyk
x x∆ → ∆ →
+ ∆ −∆= =∆ ∆ . (7.3) 
Так, например, определим угловой коэффициент tg α  касательной в 
точке M(x; y) для параболы 2y ax= , рис 7.2. 
Пусть точки M(x; y) и 21(( );  ( ) )M x x a x x+ ∆ + ∆  лежат на параболе 
2y ax= . Тогда угловой коэффициент tg ϕ  секущей ММ1 определим из 
прямоугольного треугольника ∆MNM1 
2 2( )tg 2y ax a x x ax a x
x x
∆ − + ∆ϕ = = = + ⋅∆∆ ∆ . 
Переходя к пределу в последнем ра-
венстве при 0x∆ →  (что, равносильно то-
му, что хорда 1 0MM → ) получим 
0
tg lim (2 ) 2
x
ax a x ax∆ →α = + ⋅∆ = . 
Отметим, что отсюда следует прием для 
построения касательной к параболе (рис. 7.3): 
из прямоугольного треугольника ∆MPT: 
2
tg 2 2
y ax xTP
ax
= = =α , 
то есть точка T есть середина отрезка OP. 
y 
М1 
M 
∆y 
N ∆x 
ϕ 
2y ax=
Рис. 7.2 
0
x x0 + ∆x x
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Итак, для того, чтобы построить 
касательную к параболе в ее точке М, 
достаточно разделить пополам отрезок 
OP (P – основание перпендикуляра, 
опущенного из точки М на ось Ox) и 
середину его соединить с точкой М. 
К нахождению пределов вида 
(7.1) и (7.3) приводят решения и мно-
жества других задач: 
− если Q = Q(t) – количество 
электричества, проходящего через 
поперечное сечение проводника за 
время t, тогда сила тока в момент 
времени t равна 
 
0 0
( ) ( ) ( )lim lim
t t
Q t t Q t Q tI
t t∆ → ∆ →
+ ∆ − ∆= =∆ ∆ ; (7.4) 
− если ( )N N t=  – количество вещества, вступающего в химическую 
реакцию за время t, то скорость химической реакции в момент времени t равна 
 
0 0
( ) ( ) ( )lim lim
t t
N t t N t N tV
t t∆ → ∆ →
+ ∆ − ∆= =∆ ∆ ; (7.5) 
− если  ( )m m x=  – масса неоднородного стержня на отрезке [ ];  a x , 
то линейная плотность стержня в точке x равна 
 
0 0
( ) ( ) ( )lim lim
x x
m x x m x m x
x x∆ → ∆ →
+ ∆ − ∆µ = =∆ ∆ . (7.6) 
Пределы (7.1), (7.3), (7.4) – (7.6) имеют одинаковый вид независимо от 
рассматриваемого процесса, а, именно: в каждом случае требуется найти 
предел отношения приращения функции к приращению аргумента. Рассмот-
ренные задачи, в которых речь идет о пределе отношения приращения функ-
ции к приращению аргумента, исторически привели к появлению понятия 
производной – одного из важнейших понятий математического анализа. 
 
1.2. Определение производной. Механический и геометрический 
смысл. Уравнение касательной и нормали к кривой 
 
Сопоставляя операции, которые мы осуществляли при решении рас-
смотренных выше задач, легко усмотреть, что во всех случаях, если от-
влечься от различия в истолковании переменных, по существу делалось 
одно и то же: составляли отношение приращения функции к приращению 
y 
2y ax=  
М 
P xT  0 
k 
Рис. 7.3 
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независимой переменной и затем вычисляли предел их отношения. Таким 
путем мы и приходим к основному понятию дифференциального исчисле-
ния – к понятию производной функции. 
Пусть функция ( )y f x=  определена в точке x = x0 и некоторой ее ок-
рестности. Если существует конечный предел 
0 0 0
0 0
( ) ( ) ( )lim lim
x x
f x f x x f x
x x∆ → ∆ →
∆ + ∆ −=∆ ∆ , 
то он называется производной функции ( )y f x=  по независимой перемен-
ной x в точке x = x0, и обозначается 0( )f x′  или 0( )y x′ . 
Итак, по определению 
0 0
0 0
( ) ( )( ) lim
x
f x x f xf x
x∆ →
+ ∆ −′ = ∆  
Таким образом, производная функции ( )y f x=  в точке x = x0, если 
существует, – есть число. А при каждом значении x из некоторого проме-
жутка, ( )f x′  – есть функция переменной x, то есть производная функции 
( )y f x=  – есть некоторая функция ( )f x′ , произведенная из данной функции. 
Пример 1. Доказать, что функции  ( ),ny x n N= ∈  sin ,y x=  cosy x=  
имеют производные в каждой точке x R∈ , и найти эти производные. 
a) если   ny x= , где n N∈ , тогда  ( )n ny x x x∆ = + ∆ − =  
1 1 1 2 2 2... ( ) ( ) ... ( )n n n n n n nn nx c x x x x n x x c x x x
− − −= + ∆ + + ∆ − = ⋅ ⋅ ∆ + ⋅ ∆ + + ∆ , 
откуда  1 2 2 1 1
0 0
lim lim ( ... ( ) )n n n nnx x
y n x c x x x n x
x
− − − −
∆ → ∆ →
∆ = ⋅ + ⋅ ∆ + + ∆ = ⋅∆ , 
то есть  1( )n nx nx −′ = . 
б) если siny x= , то  sin( ) sin 2cos( )sin
2 2
x xy x x x x ∆ ∆∆ = + ∆ − = + , 
откуда  
0 0 0
2cos( )sin
2 2lim lim lim cos( ) cos
x x x
x xxy x x x
x x∆ → ∆ → ∆ →
∆ ∆+∆ = = + ∆ =∆ ∆ , 
то есть  (sin ) cosx x′ = . 
в) если cosy x= , то  cos( ) cos 2sin( ) sin
2 2
x xy x x x x ∆ ∆∆ = + ∆ − = − + ⋅ , 
откуда 
0 0
2sin( )sin
2 2lim lim sin
x x
x xxy x
x x∆ → ∆ →
∆ ∆+∆ = − = −∆ ∆ , 
то есть  (cos ) sinx x′ = − . 
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Таблица производных основных элементарных функций 
1.                                         0y c y′= = . 
2.                                       n ny x y n x′= = ⋅ . 
3.                                       lnx xy a y a a′= = ⋅ . 
4.                                       x xy e y e′= = . 
5. loglog                                  aa
ey x y
x
′= = . 
6. 1ln                                     y x y
x
′= = . 
7. sin                                    cos  y x y x′= = . 
8. cos                                   sin    y x y x′= = − . 
9. 2
1tg                                     
cos
y x y
x
′= = . 
10. 2
1ctg                                    
sin
y x y
x
′= = − . 
11. 
2
1arcsin                               
1
y x y
x
′= =
−
. 
12. 
2
1arccos                              
1
y x y
x
−′= =
−
. 
13. 2
1arctg                                
1
y x y
x
′= = + . 
14. 2
1arcctg                               
1
y x y
x
−′= = + . 
Геометрический смысл производной 
Если функция ( )y f x=  имеет производную в точке x0, то есть суще-
ствует конечный предел 
0 0
( ) lim
x
yf x
x∆ →
∆′ = ∆ , 
а это значит, существует предельное положение секущей l заданной урав-
нением (7.2). Это означает, что в точке 0 0 0( ;  ( ))M x f x  существует каса-
тельная l0 к графику функции ( )y f x= , причем 0 0 0( ) tg k f x′= = α . 
Таким образом, геометрический смысл производной состоит в сле-
дующем: производная функции в данной точке равна угловому коэффици-
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енту касательной к графику функции 
( )y f x=  в точке 0 0 0( ;  ( ))M x f x . 
Уравнение касательной к графику 
функции (рис. 7.4) ( )y f x=  в точке 
0 0 0( ;  ( ))M x f x  имеет вид 
0 0 0( ) ( ) ( )y f x f x x x′= + ⋅ −  
Прямая m0, проходящая через 
точку 0 0 0( ;  ( ))M x f x , перпендикуляр-
ная касательной l0 (рис. 7.4) называ-
ется нормалью к графику функции ( )y f x=  в точке M0. Пусть А, С, В – 
точки пересечения с осью Ох соответственно касательной l0, нормали m0 и 
прямой, проходящей через точку M0 параллельно оси Оу, то отрезок AB на-
зывают подкасательной, а отрезок BC – поднормалью. 
Уравнение нормали к графику функции ( )y f x=  в точке M0 имеет вид 
0 0
0
1( ) ( )
( )
y f x x x
f x
= − ⋅ −′ . 
Производная с физической точки зрения 
В задаче о скорости прямолинейного движения было получено, что 
0
( )lim
t
S tv
t∆ →
∆= ∆  или ( )v S t′= , 
то есть скорость прямолинейного движения материальной точки в момент 
времени t есть производная от пути по времени t. В этом заключается меха-
нический смысл производной. 
Рассмотрим еще несколько примеров, выявляющих роль понятия 
производной. 
1. Если скорость движения не постоянна и сама изменяется с тече-
нием времени: ( )v f t= , то «скорость изменения скорости» называют уско-
рением  a, которое определяется по формуле 
0 0
lim limсрt t
va a
t∆ → ∆ →
∆= = ∆ . 
Таким образом, ускорение есть производная от скорости по времени. 
2. Если масса m, распределенная вдоль по отрезку [ ]0;  x , будет за-
висеть от x: ( )m f x= , то линейная плотность определяется по формуле 
0 0
lim limсрx x
m
x∆ → ∆ →
∆ρ = ρ = ∆ . 
Эта плотность есть производная от массы по абсциссе. 
y
( )y f x=
l0
M0 
ϕ 
ϕ0 
C A B 
m0 
x
Рис. 7.4 
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3. Если W – количество тепла, которое нужно сообщить телу при 
нагревании его от 0 до t 0С и ( )W f t= , тогда С – теплоемкость определяет-
ся по формуле 
0 0
( )lim limсрt t
W tC C
t∆ → ∆ →
∆= = ∆ . 
Итак, теплоемкость тела есть производная от количества тепла по 
температуре. 
Все эти применения производной (число которых можно увеличить) 
с достаточной четкостью устанавливают тот факт, что производная суще-
ственным образом связана с основными понятиями из различных областей 
естествознания, способствуя самому установлению этих понятий. 
Обобщая, можно сказать, что если функция ( )y f x=  описывает ка-
кой-либо физический процесс, то производная y′  – есть скорость проте-
кания этого процесса, в этом состоит физический смысл производной. 
 
1.3. Односторонние и бесконечные производные 
 
Аналогично с односторонними пределами вводится понятие левой и 
правой производных. 
Если функция ( )y f x=  непрерывна слева в точке 0x , и существует 
предел 
00
lim ( )
x
y f x
x −∆ →
∆ ′=∆ , 
то этот предел называют левой производной в точке 0x . 
Если функция ( )y f x=  непрерывна справа в точке 0x , то предел 
00
lim ( )
x
y f x
x +∆ →
∆ ′=∆  
называют правой производной функции ( )y f x=  в точке 0x . 
Прямые, проходящие через точку 0 0 0( ;  ( ))M x f x  с угловыми коэффици-
ентами 0( )f x−′  и 0( )f x+′ , называются соответственно левой и правой касатель-
ными к графику функции ( )y f x=  в точке 0M . 
Отметим, что из существования производной 0( )f x′  следует сущест-
вование  0( )f x−′  и  0( )f x+′  и справедливо равенство 
 0 0 0( ) ( ) ( )f x f x f x− +′ ′ ′= = . (7.7) 
В этом случае левая и правая касательные к графику функции  
( )y f x=  в точке  0M  совпадают с касательной в точке  0M . 
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Справедливо и обратное, то есть если существуют левая и правая 
производные функции ( )y f x=  в точке  0x  выполняется условие 
( ) ( )f x f x− +′ ′= , 
тогда существует 0( )f x′  и справедливо равенство (7.7). Вместе с тем су-
ществуют функции, имеющие в данной точке правую и левую производ-
ные, но не имеющие производной в этой точке. 
В качестве примера рассмотрим следующую задачу. 
Найти левую и правую производные функции ( ) 1f x x= −  в точке 
0 1x = . 
Здесь y x∆ = ∆  и поэтому 
0 0
(1) lim lim 1
x x
y xf
x x− ∆ → ∆ →−
∆ −∆′ = = = −∆ ∆ , а  
0 0
(1) lim lim 1
x x
y xf
x x+ ∆ →+ ∆ →+
∆ ∆′ = = =∆ ∆ . 
Так как (1) (1)f f− +′ ′≠ , то функция 1y x= −  не имеет производной в 
точке 0 1x = . Прямые ( 1)y x= − −  и 1y x= −  являются соответственно ле-
вой и правой касательными к графику функции 1y x= −  в точке 0 1x = . 
Заметим, что отсутствие производной функции означает вместе с тем от-
сутствие касательной в соответствующей точке кривой, так как угловой 
коэффициент касательной и равен производной. Опираясь на геометриче-
ский смысл производной, получим, что производная не существует всякий 
раз, когда график функции имеет излом в точке. 
Так, например, функция, изображенная на рис. 7.5, не имеет произ-
водной в точках 1x  и 2x . 
Но не только точки излома характеризуют отсутствие производной y 
функции. 
Рассмотрим функцию 
1sin ,     0
( )
0,          0
x x
f x x
x
⎧ ≠⎪= ⎨⎪ =⎩
. 
 
                               y 
 
 
 
 
                                              a              x1                x2                   b                x 
 
Рис. 7.5 
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Данная функция непрерывна и при 0x = , но не имеет в этой точке 
даже односторонних производных. Действительно, 
0 0
(0 ) (0) 1lim lim sin
x x
f x f
x x∆ → ∆ →
+ ∆ − =∆ ∆ , 
но последний предел не существует и даже при 0x∆ → ± . 
По графику этой функции (рис. 7.6) отметим, что секущая ОМ, про-
ходящая через начало координат 0, не имеет предельного положения при 
стремлении М и 0, значит касательной к кривой в начале координат нет 
(даже односторонней). 
 
                                                             Y 
 
                                                                                            М 
         0                                         Х 
                        2− π   
1− π  
2
3
− π  1
2
− π              
1
2π     
2
3π       
1
π      
2
π      
 
 
 
Рис. 7.6 
 
Бесконечная производная 
Пусть функция ( )y f x=  определена в окрестности точки x0 и непре-
рывна в точке 0x x=  и пусть 
 0 0
0 0
( ) ( )lim lim
x x
f x x f xy
x x∆ → ∆ →
+ ∆ −∆ = = ∞∆ ∆  (7.8) 
Тогда прямая 0x x=  является касательной к графику функции 
( )y f x=  в точке 0 0 0( ;  ( ))M x f x . Эта прямая 0x x=  есть предельное поло-
жение (при 0x∆ → ) секущей l, если уравнение (7.2) записать в виде 
0 0( )
xx x y y
y
∆− = −∆  
и воспользоваться тем, что 0x
y
∆ →∆  при 0x∆ →  и в силу условия (7.8). 
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§ 2. ОСНОВНЫЕ ПРАВИЛА  
НАХОЖДЕНИЯ ПРОИЗВОДНОЙ 
 
1. Основные правила вычисления производных. 
2. Производная сложной и обратной функции. 
3. Производная функции заданной неявно и параметрически. Лога-
рифмическая производная. 
 
2.1. Основные правила вычисления производных 
 
Пусть функция  ( )y f x=  определена в точке 0x  и некоторой ее ок-
ружности, тогда приращение функции ( )y f x=  в точке 0x  определяется 
следующим образом 
0 0 0 ( )  ( )  ( )y f x f x x f x∆ = ∆ = + ∆ −  
Теорема 1 (формула для приращения функции). Если функция 
 ( )y f x=  в точке 0x  имеет (конечную) производную 0 ( )y f x′ ′= , то 
приращение функции можно представить в виде 
 0 0( )  ( ) ( )f x f x x x x′∆ = ⋅ ∆ + α ∆ ⋅ ∆ , (7.9) 
где ( ) 0xα ∆ → , при 0x∆ → . 
Доказательство. Так как в точке 0x  функция  ( )y f x=  имеет (ко-
нечную) производную 0( )f x′ , тогда из равенства 
00
lim  ( )
x
y f x
x∆ →
∆ ′=∆  имеем 0( ) ( )
y f x x
x
∆ ′= + α ∆∆ , 
где ( ) 0xα ∆ → , при 0x∆ → . 
Откуда имеем 
0 0 ( )  ( ) ( )f x f x x x x′∆ = ⋅ ∆ + α ∆ ⋅∆ , 
что и требовалось показать. 
Теорема 2 (о связи между производной функции и непрерывностью 
функции в данной точке). Если функция ( )y f x=  имеет в данной точке x 
конечную производную, то она непрерывна в этой точке. 
Доказательство. Так как функция ( )y f x=  имеет конечную произ-
водную в точке x, то ее приращение в этой точке может быть представлена 
в виде (7.9). Переходя к пределу в (7.9) при 0x∆ → , получим, что 
0
lim 0
x
y∆ → ∆ = , 
то есть функция  ( )y f x=  непрерывна в точке x. 
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Естественно, возникает вопрос о том, имеет ли место утверждение, 
обратное теореме 2, то есть вытекает ли из непрерывности функции в дан-
ной точке существование производной в этой точке. Утверждение, обрат-
ное теореме 2 не имеет места, так как существуют функции, непрерывные 
в некоторой точке, но не имеющие производную в этой точке. Примером 
такой функции может служить функция 1y x= − , которая непрерывна в 
точке x = 1, но не имеет производную в этой точке. 
Отметим, что существуют непрерывные на некотором промежутке 
функции, не имеющие производной ни в одной точке этого промежутка. 
Первый опубликованный пример такой функции принадлежит Вей-
ерштрассу. Ранее, независимо от него, аналогичный пример был построен 
чешским математиком Больцано, но он не был опубликован. 
Теорема 3. Если функции ( )u u x=  и ( )xσ = σ  имеют производ-
ные в точке x, то функции ,   ,   c u u u⋅ ± σ ⋅ σ  и (  ( ) 0)u xσ ≠σ  имеют про-
изводные в этой точке, причем: 
1. ( )cu c u′ ′= ⋅ ; 
2. ( )u u′ ′ ′± σ = ± σ ; 
3. ( )u u u′ ′ ′⋅ σ = σ + σ ; 
4. 2
u u u′ ′ ′σ − σ⎛ ⎞ =⎜ ⎟σ σ⎝ ⎠ . 
Следствие 1. Если y u w= ⋅σ ⋅ , причем ,  u′ ′σ  и w′  существуют, то 
(( ) ) ( ) ( )u w u w u w u w u w u w′ ′ ′ ′ ′ ′σ = σ ⋅ + σ ⋅ = σ + σ + σ  
Следствие 2. Методом математической индукции доказывают спра-
ведливость утверждения: если ,   ,  ...,  su′ ′ ′σ  существуют, то 
( )... ... ... ... ...
nn
u s u s u s u s′ ′ ′ ′⋅ σ ⋅ ⋅ = σ ⋅ ⋅ + σ ⋅ ⋅ + + σ ⋅ ⋅14444442444444314243 . 
 
2.2. Производная сложной и обратной функции 
 
2.2.1. Производная сложной функции 
В этом пункте установим весьма важное при практическом нахожде-
нии производных правило, позволяющее вычислить производную сложной 
функции, если известны производные составляющих функций. Имеет ме-
сто следующее утверждение. 
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Теорема 4 (производная сложной функции).  Пусть:  
1. функция ( )u u x=  имеет в некоторой точке x0 производную 
0( )xu u x
′ ′= ; 
2. функция ( )y f u=  имеет в соответствующей точке 0 0( )u u x=  
производную 0( )u uy f u
′ ′= . 
Тогда сложная функция ( ( ))y f u x=  в точке x0 имеет производ-
ную, которая определяется по формуле 
[ ] ( )( ( )) ( )x u x df u duy f u x f u u du dx′′ ′ ′= = ⋅ = ⋅ . 
Замечание. Правило вычисления производной сложной функции 
распространяется на композицию любого конечного числа функций. Так, 
если функции ( ),  ( ),  ( )x t y x z y имеют производные соответственно в точках 
0 0 0 0 0,   ( ),   ( )t x x t y y x= = , тогда в t точке сложная функция z: 
( ) ( ( )) ( ( ( )))z z y z y x z y x t= = =  имеет производную и имеет место равенство 
dz dz dy dx
dt dy dx dt
= ⋅ ⋅ . 
Доказанная теорема 4 о производной сложной функции позволяет 
записать таблицу производных основных элементарных функций, если  
u = u (x), тогда: 
1. ( ) 0c ′ =      8. (cos ) sinu u u′ ′= − ⋅  
2. 1( )n nu nu u−′ ′= ⋅    9. 2(tg ) cos
uu
u
′′ =  
3. ( ) lnu ua a u a′ ′= ⋅ ⋅    10. 2(ctg ) sin
uu
u
′−′ =  
4. ( )u ue e u′ ′= ⋅     11. 
2
(arcsin )
1
uu
u
′′ =
−
 
5. log(log ) aa
u eu
u
′ ⋅′ =    12. 
2
(arccos )
1
uu
u
′−′ =
−
 
6. (ln ) uu
u
′′ =     13. 2(arctg ) 1
uu
u
′′ = +  
7. (sin ) cosu u u′ ′= ⋅    14. 2(arcctg ) 1
uu
u
′−′ = +  
Пример 1. Найти производную функции 2 3 1y u u= + − , где 4 1u x= + . 
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Решение. По правилу нахождения сложной функции имеем 
3 4 3
3 2 4 23
1 12 4 2 2 4
3 3 ( 1)
dy dy du u x x x
dx du dx u x
⎛ ⎞⎛ ⎞ ⎜ ⎟= ⋅ = + = + +⎜ ⎟⎜ ⎟ ⎜ ⎟+⎝ ⎠ ⎝ ⎠
. 
Пример 2. Найти производные функций xy
′ . 
а) 
2x xy e += ; 
б) lnsiny x= ; 
в) 5 4 2ln ln sin 3y x= . 
Решение. По правилу нахождения сложной функции имеем 
а) 
2 22( ) (2 1)x x x xy e x x e x+ +′ ′= ⋅ + = ⋅ + ; 
б) 1 cos(sin ) tg 
sin sin
xy x x
x x
′ ′= ⋅ = = ; 
в) 4 4 2 3 24 2 2
1 15ln ln sin 3 4ln sin 3 2sin3 cos3 3
ln sin 3 sin 3
y x x x x
x x
′ = × ⋅ ⋅ ⋅ ⋅ ⋅ . 
 
2.2.2. Производная обратной функции 
Теорема 5. Если функция ( )y f x=  непрерывна и строго возрас-
тает (убывает) на отрезке [ ];a b , и, если существует 0( ) 0f x′ ≠ , 
0 ( ; )x a b∈ , тогда функция ( )x y= ϕ , обратная к функции ( )y f x= , 
имеет производную в точке 0 0( )y f x= , причем имеет место равенство 
 0
0
1( )
( )
y
f x
′ϕ = ′  (7.10) 
Замечание 1. Заменяя в формуле 0x  на y, а 0y  – на x, получим фор-
мулу в виде 
 1 ( )
(  ( ))
x
f x
′ϕ = ′ ϕ  (7.11) 
Замечание 2. Теорема 5 о производной обратной функции имеет ме-
сто и в тех случаях, когда 0( )f x′  равна нулю или ± ∞ , производная об-
ратной функции 0 ( )y′ϕ  существует и равна, соответственно,  ± ∞  или ну-
лю. Так, например, функция ( ) sinf x x=  при 
2
x π= ±  имеет производную 
cos  ( ) 0
2
π± = , то для обратной функции ( ) arcsiny yϕ =  при 1y = ±  сущест-
вует бесконечная производная (именно, ± ∞ ). 
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Пример 1. Доказать формулы 
а) 
2
1(arcsin )
1
x
x
′ =
−
, 1x < ;  б) 2
1(arctg )
1
x
x
′ = + , x R∈ . 
Решение. 
а) Если  ( ) arcsiny x x= ϕ = , где 1x < , значит обратная функция 
( ) sinx f y y= = , где 
2
y π< , тогда по формуле (7.11) имеем 
1 1(arcsin )
(sin ) cos
x
y y
′ = =′ . 
Но так как sin y x=  и ( ;  )
2 2
y π π∈ − , то 2cos 1y x= − , и, следова-
тельно, 
2
1(arcsin ) ,    1
1
x x
x
′ = <
−
; 
б) Если  ( ) arctg y x x= ϕ = , где x R∈ , значит обратная функция 
( ) tg x f y y= = , где 
2
y π< , тогда по формуле (7.11) имеем 
2
2 2
1 1 1(arctg ) cos
(tg ) 1 tg 1
x y
y y x
′ = = = =′ + + , то есть 
2
1(arctg ) ,   
1
x x R
x
′ = ∈+ . 
Пример 2. Найти производные, пользуясь правилом вычисления 
производной обратной функции 
а) 3 52 3y x x x= + +  найти yx ′ ;   б) 2ln 1y x= + , найти xy ′ . 
Решение. 
а) Имеем 2 46 15 1xy x x
′ = + + , следовательно, 2 4
1 1
6 15 1y x
x
x xy
′ = =′ + + ; 
б) При x > 0 обратная функция 2 1yx e= −  имеет производную  
2
2 1
y
y y
ex
e
′ =
−
. 
Значит, 
2 2
2 2 2
1
1 1
y
x y
e x xy
e x x
−′ = = =+ + . 
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Замечание 3. Теорема о произ-
водной обратной функции допускает 
наглядную геометрическую и физи-
ческую интерпретацию (рис. 7.7). 
Если существует конечная про-
изводная 0( ) 0f x′ ≠ , то в точке 
0 0 0( ; ( ))M x f x  существует касатель-
ная l0 к графику функции y = f(x), с уг-
ловым коэффициентом 0tg ( )f x′α = , 
где α – угол, образованный l0 с по-
ложительным направлением оси Ох. 
Так как 0( )f x′  конечна и отлична от 
нуля, то касательная l0 не парал-
лельна координатным осям. Для оп-
ределенности считаем 0( ) 0f x′ > , тогда 0 2
π< α <  (см. рис. 7.7). 
Если y – независимая переменная, а x рассматривать как функцию, то 
кривая, заданная уравнением ( )y f x= , будет графиком функции ( )x y= ϕ . 
Пусть β – угол, образованный касательной l0 с положительным на-
правлением оси Оу, тогда 0tg  ( )y′β = ϕ . Так как 2
πα +β = , тогда 
1tg tg ctg 
2 tg 
π⎛ ⎞β = − α = α =⎜ ⎟ α⎝ ⎠ , то есть 0 0
1 ( )
 ( )
y
f x
′ϕ = ′ . 
Это физическая интерпретация формулы (7.11). Так как 0( )f x′  – ско-
рость изменения переменной y по отношению к переменной x, а 0( )y′ϕ  – 
скорость изменения переменной x по отношению к переменной y, то фор-
мула (7.11) выражает тот факт, что указанные скорости являются взаимно 
обратными. 
 
2.3. Производная функции заданной неявно и параметрически. 
Логарифмическая производная 
 
2.3.1. Функции, заданные неявно 
Если функция задана уравнением ( )y f x= , разрешимым относи-
тельно y, то функция задана в явном виде. Во многих задачах приходится 
рассматривать случай, когда переменная y, является по смыслу задачи 
функцией от x, и определяется уравнением 
 ( ;  ) 0F x y = . (7.12) 
               y 
 
                                       y = f (x) 
 
 
 
     f (x0)                          M0 
                
                ( )x y= ϕ  
 
                         α 
                                    x0                   x
            β 
 
    l0 
 
Рис 7.7
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В этом случае говорят, что ( )y f x= , как функция аргумента x, задана 
неявно, то есть под неявным заданием функции ( )y f x=  понимают способ 
задания функции в виде уравнения (7.12), не разрешенного относительно y. 
Если функция задана неявно уравнением (7.12), то для нахождения 
производной от y по x нет необходимости разрешать уравнение относитель-
но y (а в ряде случаев невозможно разрешать уравнение относительно y); 
достаточно дифференцировать уравнение (7.12) по x, считая при этом: x – 
функцией x, и y – функцией x, то есть сложной функцией, а полученное за-
тем уравнение разрешить относительно y′ . Отметим, что производная 
функции, заданной неявно, выражается через аргумент x и функцию y. 
Пример 1. Найти производную функции y, заданной неявно 
а) 3 3 3 0x y xy+ − = ; 
б) 1ye xy+ =  в точке 0 0x = . 
Решение. 
а) Дифференцируя данное уравнение по x, и учитывая, что ( )y y x= , 
получим  2 23 3 3( ) 0x xx y y y xy
′ ′+ ⋅ − + = . 
Решая последнее уравнение, относительно xy
′ , получим 
2
2x
y xy
y x
−′ = − . 
б) Дифференцируя данное уравнение по x, и учитывая, что ( )y y x= , 
получим 0ye y y xy′ ′⋅ + + = . Отсюда y
yy
x e
−′ = + . 
Тогда (0) 0y′ = . 
Пример 2. Написать уравнение касательной в точке 0 0 0( ;  )M x y   
0x a<  к эллипсу 
 
2 2
2 2 1
x y
a b
+ = . (7.13) 
Решение. Дифференцируя уравнение (7.13), получим 
 2 2
2 2 0x y y
a b
′⋅+ = . (7.14) 
Подставляя в уравнение (7.14) координаты точки 0 0 0( ;  )M x y , находим 
угловой коэффициент касательной к эллипсу в точке 0M  
2
0
0 2
0
( ) xbk y x
ya
′= = − ⋅ . 
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Следовательно, искомое уравнение касательной имеет вид 
0 0( )y y k x x− = −  или 
2
0
0 02
0
( )xby y x x
ya
− = − ⋅ − , 
которое можно записать следующим образом  
2 2
0 0 0 0
2 2 2 2
yy xx y x
b a b a
+ = + ,  
но так как 
2 2
0 0
2 2 1
x y
a b
+ = , то уравнение касательной к эллипсу в точке 
0 0 0( ;  )M x y  имеет вид 
0 0
2 2 1
x x y y
a b
⋅ ⋅+ = . 
Таким образом, чтобы получить уравнение касательной к эллипсу в 
его точке 0 0 0( ;  )M x y  нужно в каноническом уравнении эллипса (7.14) за-
менить x2 на 0x x⋅ , а y2 – на 0y y⋅ . 
 
2.3.2. Функции, заданные параметрически 
Пусть зависимость между аргументом x и функцией y задана пара-
метрически в виде уравнений 
( )
( )
x t
y t
= ϕ⎧⎨ = ψ⎩ , 
где t – параметр, [ ]0 1,t T T∈ , а функции ( )tϕ  и ( )tψ  определены в окрест-
ности t0, причем  ( )tϕ  непрерывна и строго возрастает (убывает), а значит 
для нее существует обратная функция 1( )t x−= ϕ  непрерывная и строго 
возрастающая (убывающая). Предположим, что существуют 0( )x t′  и 0( )y t′ , 
причем 0( ) 0x t′ ≠ . Тогда сложная функция 1( ) ( ( ))y t x−= ψ = ψ ϕ  имеет про-
изводную по x в точке 0 0( )x x t= , причем 
 ( )
( )
dy
dy tdt
dxdx t
dt
′ψ= = ′ϕ . (7.15) 
Действительно, по правилу нахождения производной сложной функ-
ции 1( ) ( ( ))y t x−= ψ = ψ ϕ  имеем 
1 ( )
( )
dy
dy d dt dt tdt
dx dxdx dt dx dx t
dt dt
′ψ ψ= ⋅ = = = = ′ϕ . 
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Итак, справедлива формула (7.15). 
Пример 1. Найти производную функции, заданную параметрически 
в виде 
1) 
( sin )
(1 cos )
x a t t
y a t
= −⎧⎨ = −⎩ ;   2)    
cos
sin
x a t
y b t
=⎧⎨ =⎩ . 
Решение. 
1) Зная уравнение, определяемое формулами (7.12) – параметриче-
ское представление кривой на плоскости, называемой циклоидой, найдем 
производную, которая имеет вид 
2
2sin cossin sin 2 2 tg 
(1 cos ) 1 cos 22cos
2
x
dy t t
dy a t t tdty dx tdx a t t
dt
⋅′ = = = = = =− − . 
2) Уравнение (7.13) – параметрическое представление эллипса, про-
изводная в этом случае имеет вид 
cos ctg 
sinx
dy
dy b t bdty tdxdx d t a
dt
′ = = = − = − . 
Отметим, что производная по x от функции, заданной параметриче-
ски, есть функция от переменной t. 
 
2.3.3. Логарифмическая производная 
В ряде случаев для нахождения производных сложных функций 
( )y f x=  целесообразно заданную функцию сначала прологарифмировать, 
а затем полученный результат дифференцировать по переменной x, считая 
y сложной функцией. Такую операцию называют логарифмической произ-
водной или логарифмическим дифференцированием. 
Так, если у – некоторая функция, ( )y f x=  ( ) 0f x > , тогда имеем 
ln ln ( )y f x=  и вычисляя производную по x, получим 
(ln ) (ln ( ))y f x′ ′=  или (ln ( ))y f x
y
′ ′= . 
Откуда ( ) (ln ( ))y f x f x′ ′= ⋅ . 
Пример 1. Найти производную функции  
3
2 4
4
( 1) ( 1)
( 2)
xx x ey
x
+ ⋅ += + . 
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Решение. Данную задачу можно решить с помощью правил и фор-
мул нахождения сложной функции. Но этот способ требует довольно 
сложных и громоздких преобразований. Применим метод логарифмиче-
ского дифференцирования, рассмотрев предварительно функцию 
3
2 44ln ln( 1) ln( 1) ln ln( 2)xy x x e x= + + + + − + . 
Откуда имеем 2
2 3 41
4( 1) 21
y x
y x xx
′ = + + −+ ++  а, следователь 
но, искомая производная равна 2
2 3 41
4( 1) 21)
xy y
x xx
⎛ ⎞′ = + + −⎜ ⎟+ ++⎝ ⎠
 
или 
3
2 4
4 2
( 1) ( 1) 2 3 41
4( 1) 2( 2) 1
xx x e xy
x xx x
⎛ ⎞+ ⋅ +′ = + + −⎜ ⎟+ ++ +⎝ ⎠ . 
Существуют функции, производные которых можно найти только ме-
тодом логарифмического дифференцирования. К их числу относится сте-
пенно-показательная функция y uσ= , ( 0)u > , а u и σ – суть функции от x, 
имеющие в данной точке производные u′  и ′σ . 
Прологарифмируем равенство y uσ= , получим ln lny u= σ . Диффе-
ренцируя последнее равенство, получим 
lny uu
y u
′ ′′= σ ⋅ + σ . 
Откуда lnuy y u
u
′σ⎛ ⎞′ ′= ⋅ + σ⎜ ⎟⎝ ⎠  или, подставляя вместо y его выраже-
ние, имеем 
 lnuy u u
u
σ ′σ⎡ ⎤′ ′= ⋅ + σ⎢ ⎥⎣ ⎦ . (7.16) 
Эта формула впервые была установлена Лейбницем и И. Бернулли. 
Пример 2. Найти производную функции sin xy x= . 
Решение. Применяя метод логарифмического дифференцирования, 
получим 
sin sin cos lnx xy x x x
x
⎛ ⎞′ = + ⋅⎜ ⎟⎝ ⎠ . 
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Замечание. Формулу (7.16) запишем в виде 
1 1( ) lnu u u u uσ σ− σ′ ′= σ ⋅ ⋅ + ⋅ ⋅σ , 
которая дает правило для вычисления производной степенно-
показательной функции: производная степенно-показательной функции 
равна сумме производной степенной функции 1( )u uσ− ′σ ⋅ ⋅ , при условии 
constσ = , и показательной функции  ( ln )u uσ ′⋅ ⋅σ , при условии  u const= . 
 
§ 3. ДИФФЕРЕНЦИАЛ 
 
1. Дифференцируемость функции. Дифференциал. 
2. Производные и дифференциалы высших порядков. 
 
3.1. Дифференцируемость функции. Дифференциал 
 
Если функция ( )y f x=  определена в точке x0 и некоторой ее окрестно-
сти, а приращение y∆  функции ( )y f x=  в точке x0 можно представить в виде 
 0( ) ( )y A x x x x∆ = ⋅∆ + α ∆ ⋅ ∆ , (7.17) 
где 0( )A x  не зависит от x∆ , а ( ) 0xα ∆ →  при 0x∆ → , то функция ( )y f x=  
называется дифференцируемой в точке 0x , а выражение 0( )A x x⋅ ∆  называ-
ется ее дифференциалом в точке 0x  и обозначается 0( )df x  или dy , то есть 
 0( )dy A x x= ⋅∆ . (7.18) 
Другими словами, дифференциалом функции ( )y f x= , соответствую-
щим приращению аргумента x∆  в данной точке 0x x= , называют главную 
линейную часть приращения этой функции относительно x∆  в точке 0x . 
В случае, когда 0( ) 0A x = , то дифференциал функции ( )y f x=  опре-
деляют формулой (7.18), то есть считают, что он равен нулю в этом случае. 
Теорема 6. Для того чтобы функция ( )y f x=  была дифференци-
руемой в точке 0x , необходимо и достаточно, чтобы эта функция 
имела производную в точке 0x , и более того 
 0( )dy f x x′= ⋅ ∆ . (7.19) 
Теорема 6 позволяет в дальнейшем отождествлять понятие диффе-
ренцируемости функции в данной точке с понятием существования у 
функции в данной точке производной. Операцию нахождения производной 
называют дифференцированием. 
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Замечание 1. При рассмотрении дифференциала функции ( )y f x=  и 
доказанной теоремы (7.17) получена формула (7.19). Дифференциалом не-
зависимой переменной x называют приращение x∆ , то есть полагают 
 dx x= ∆ . (7.20) 
Если отождествить дифференциал независимой переменной x с диф-
ференциалом функции y x= , то формулу (7.20) можно доказать, ссылаясь 
на уравнение (7.19)  1dx x x x x′= ⋅ ∆ = ⋅∆ = ∆ . 
Учитывая формулу (7.20), теперь можно записать уравнение (3), 
дающее определение дифференциала в виде 
 ( )dy f x dx′= ⋅ . (7.21) 
Замечание 2. Из формулы (7.21) получается 
 0 0( ) ( )
dyy x f x
dx
′ ′= =  (7.22) 
То обстоятельство, что в левой части уравнения (7.22) стоит вполне 
определенное число, в то же время в правой части имеем отношение двух 
неопределенных чисел dy  и dx  ( dx x= ∆  – произвольно), не должно слу-
жить некоторой неопределенности, ибо числа dx  и dy  изменяются про-
порционально, причем производная 0( )y x′  – как раз коэффициент пропор-
циональности. 
Пример 1. Площадь S круга радиуса r определяется формулой 
2S r= π . Если радиус r увеличить на t∆ , тогда соответствующее прираще-
ние S∆  площади S будет площадь кругового кольца, находящегося между 
концентрическими окружностями радиуса r и r t+ ∆ . 
Тогда S∆  будет иметь вид 
2 2 2( ) 2 ( )S r r r r r r∆ = π + ∆ − π = π ⋅∆ + π ⋅ ∆ , 
и главной линейной частью S∆  относительно r∆  будет 2 r rπ ⋅∆ : это и есть 
дифференциал dS. Геометрически дифференциал dS выражает площадь 
прямоугольника (полученного «разверткой» кольца) с основанием 2 rπ  
(длина окружности) и высотой r∆ . 
Пример 2. Пусть 
2
( )
2
gtS t =  – закон свободного падения материальной 
точки. Тогда за промежуток времени t∆ , от t до t t+ ∆  точка пройдет путь 
2 2
2( ) ( )
2 2 2
g t t gt gS gt t t+ ∆∆ = − = ⋅∆ + ∆ . 
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 При 0t∆ →  его главная часть dS gt t v t= ⋅∆ = ⋅∆ . Таким образом, 
дифференциал пути вычисляется как путь, пройденный точкой, которая в 
течение всего промежутка времени t∆  двигалась бы именно с этой скоро-
стью v gt= . 
Пример 3. Найти дифференциал функции  2( ) 3 cos(2 3)f x x x= + + . 
Решение. По формуле ( )dy f x dx′=  находим 
2(3 cos(2 3)) (6 2sin(2 3))dy x x dx x x dx′= + + = − + . 
Геометрический и физический смысл дифференциала 
Если функция ( )y f x=  дифференцируема в точке 0x x= , то сущест-
вует касательная 0l  (рис. 7.8) к графику этой функции в точке 
0 0 0( ;  ( ))M x f x , уравнение которой имеет вид 
0 0 0( ) ( ) ( )y f x f x x x′= + ⋅ − . 
 Пусть 0 0(( );  ( ))M x x f x x+ ∆ + ∆  – точка графика функции ( )y f x=  
абсцисса, которой ( 0x x+ ). E и F – точки пересечения прямой 0x x x= + ∆  с 
касательной 0l  и прямой 0 0( )y y f x= = , соответственно. Тогда координаты 
точек F и E будут 
0 0(( );  ( ))F x x f x+ ∆  и 0 0 0(( );  ( ( ) ( ) ))E x x f x f x x′+ ∆ + ⋅∆ , 
так как ордината точки E – это значение y в уравнении касательной 0l  при 
0x x x= + ∆ . Тогда разность ординат точек E и F равна 0( )f x x′ ⋅ ∆ , то есть 
равна дифференциалу dy функции ( )y f x=  в точке 0x . 
 
                                       y 
 
                                                                        ( )y f x=  
                                                                                         0l  
                       0( )f x x+ ∆                                         M                     
                                                                                      E   
                                                                                                       y∆     
                               0( )f x                   0M         α                  dy 
                                                                        x∆         F 
 
                                  α 
                                      O                      0x            0x x+ ∆                         x 
Рис. 7.8 
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Итак, геометрический смысл дифференциала функции состоит в сле-
дующем: дифференциал функции ( )y f x=  при 0x x=  равен приращению 
ординаты касательной к графику этой функции в точке с абсциссой 0x  при 
изменении аргумента (то есть x) от 0x  до 0x x+ ∆ . Так как MF y= ∆ , то 
0 0( )EF M E tg f x x dy′= ∆ ⋅ α = ⋅∆ = , 
тогда согласно определению дифференциала и формуле (7.20) 
( ) 0ME x x= α ∆ ⋅∆ →  при 0x∆ → . 
 Рассмотрим физический смысл дифференциала. Пусть S (t) – путь, 
пройденный материальной точкой за время t от начала движения. Тогда 
( )S t v′ =  – мгновенная скорость (см. п. 1.1). По определению дифферен-
циала имеем 
( )dS S t t v t′= ⋅ ∆ = ⋅∆ . 
 Следовательно, дифференциал функции S (t) равен расстоянию, ко-
торое прошла бы точка за промежуток времени от t до ( t t+ ∆ ), если бы 
она двигалась со скоростью, равной мгновенной скорости точки в момент 
времени t. В этом состоит физический смысл дифференциала. 
Замечание 3. Понятие дифференциала и сам термин «дифференци-
ал» (от латинского слова differentia, означающего «разность») принадле-
жит Лейбницу, который, однако, точного определения этого понятия не 
дал. Наряду с дифференциалами Лейбниц рассматривал частные двух 
дифференциалов, что аналогично нашим производным; однако именно 
дифференциал был для Лейбница первоначальным понятием. Сo времен 
Коши, который своей теорией пределов построил фундамент для всего 
анализа и впервые определил производную как предел, стало обычным от-
правляться именно от производной, а понятие дифференциала строить уже 
на основе производной. 
Основные теоремы о дифференциалах 
Основные теоремы о дифференциалах получаем, используя теорему 6, 
устанавливающую связь дифференциала к производной функции 
( ( )dy f x dx′= ), и теорему 3 о производных. Имеет место следующая теорема. 
Теорема 8 (правила дифференцирования). Если в данной точке x 
функции ( )u x  и ( )xσ  дифференцируемы, то: 
1. ( )d u du d± σ = ± σ ; 
2. ( )d u ud du⋅ σ = σ + σ ; 
3. 2   ( 0)
u ud dud σ − σ⎛ ⎞ = σ ≠⎜ ⎟σ σ⎝ ⎠ . 
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Доказательство (доказательство проводим для формулы 2). Так, по 
определению дифференциала функции, имеем 
( ) ( ) ( )d u u dx u u dx u dx udx du ud′ ′ ′ ′ ′σ = σ = σ + σ = σ + σ = σ + σ , 
то есть  ( )d u du udσ = σ + σ . 
Инвариантность формы дифференциала первого порядка 
 Правило нахождения сложной функции (теорема 4) приведет нас к 
одному важнейшему и замечательному свойству дифференциала. 
Теорема 9 (об инвариантности формы первого дифференциала). 
Дифференциал функции ( )y f x=  имеет один и тот же вид 
 ( )dy f x dx′=  (7.23) 
как в случае, когда x – независимая переменная, так и в случае, когда x – 
дифференцируемая функция какой-либо другой переменной. 
Замечание 1. Из доказанной теоремы 9 и формулы (7.23) следует, что 
( ) dyf x
dx
′ = , 
то есть производная функции в точке численно равна отношению диффе-
ренциалов функции к независимой переменной, независимо от того x – не-
зависимая переменная или функция. Это обозначение производной согласу-
ется с алгебраическим тождеством 
( )( ) dy f x dxf x
dx dx
′′ = = . 
 Использование этой формы записи производной можно будет оце-
нить при рассмотрении формулы замены переменных в неопределенном 
интеграле или при интегрировании дифференциальных уравнений с разде-
ляющимися переменными. 
Замечание 2. Учитывая то, что в формуле (7.17) 
0
lim ( ) 0
x
x∆ → α ∆ = , и за-
меняя приращение функции ее дифференциалом, получим приближенное 
равенство 0( )y f x x′∆ ≈ ⋅∆  или 
 0 0 0( ) ( ) ( )f x x f x f x x′+ ∆ ≈ + ⋅∆ . (7.24) 
 Формула (7.24) – формула приближенного вычисления значения 
функции 0 ( )f x x+ ∆  при малых x∆ , если известны значения 0 ( )f x  и 
0( )f x′ . 
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3.2. Производные и дифференциалы высших порядков 
 
3.2.1. Пусть функция задана явно ( )y f x=  и имеет производную 
( )y f x′ ′= . Если функция ( )f x′  дифференцируема, то ее производную назы-
вают второй производной или производной второго порядка функции ( )f x  
в точке x и обозначают 
2
2
d( ),   yf x
ax
′′ . Таким образом, по определению имеем 
0
( ) ( )( ) lim
x
f x x f xf x
x∆ →
′ ′+ ∆ −′′ = ∆ . 
 Заметим, что функцию ( )f x′  называют первой производной или 
производной первого порядка функции ( )f x , а под производной нулевого 
порядка (0) ( )f x  подразумевают функцию ( )f x , то есть (0) ( )  ( )f x f x≡ . 
Пример 1. Найти y′′ , если 3y x= . 
Решение. Если 0x ≠ , тогда  
2
2
3 ,если 0
3 ,если 0
x x
y
x x
⎧ >⎪′ = ⎨− <⎪⎩
, если 0x = , то по 
определению производной  
3
0 0
 ( )  (0)(0) lim lim 0
x x
xf x fy
x x→ →
−′ = = = . 
Значит, 2( ) 3 sign y x x x′ = ⋅ .  Тогда 6 ,  если  0
6 ,  если  0
x x
y
x x
>⎧′′ = ⎨− <⎩ . 
Если 0x = , то (0) 0y′′ = , то есть ( ) 6y x x′′ = . 
С физической точки зрения ( )y x′′  означает следующее: если матери-
альная точка движется прямолинейно по закону ( )S S t= . Тогда ( )v S t′=  – 
скорость точки в момент времени t. Отношение  
( )  ( )v S t t S t
t t
′ ′∆ + ∆ −=∆ ∆  
есть среднее ускорение точки на промежутке времени [ ];  t t t+ ∆ , а предел 
этого отношения (если он существует), равный ( )S t′′  – ускорение точки в 
момент времени t. 
 В случае криволинейного движения ( )f t′′  дает проекцию вектора ус-
корения на касательную к траектории. 
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 Производную от второй производной функции f (x) называют треть-
ей производной или производной третьего порядка этой функции и обо-
значают ( )f x′′′  или (3) ( )f x . Аналогично определяются производные любо-
го порядка. 
 Пусть функция f (x) имеет производные ( ),  ( ),f x f x′ ′′  …, ( -1) ( )nf x . 
Если существует производная функции ( 1) ( )nf x− , то эту производную на-
зывают производной n-ного порядка или n-ной производной функции f (x) 
и обозначают ( ) ( )nf x . 
 Таким образом, если функция f (x) имеет в точке x производные по n-
ного порядка включительно, то 
( 1) ( 1)
( )
0
( ) ( )( ) lim
n n
n
x
f x x f xf x
x
− −
∆ →
+ ∆ −= ∆ . 
 Если функции u  и σ  имеют производные n-ного порядка, то: 
 1. ( ) ( ) ( )( ) n n nA u B Au B⋅ + ⋅σ = + σ  
 2. ( ) ( ) ( )
0
( )
n
n k k n k
n
k
u C n −
=
⋅σ = ⋅σ∑  – формула Лейбница. 
 Доказательство этих утверждений проводится методом математиче-
ской индукции. 
 
3.2.2. Пусть функция задана параметрически 
( )
( )
x t
y t
= ϕ⎧⎨ = ψ⎩ . 
 Так как вторая производная от y по x есть первая производная от xy′  
по x, то задача нахождения второй производной сводится к нахождению 
первой производной от функции, заданной параметрически 
( )
t
x
t
yy
x
x t
′⎧ ′ =⎪ ′⎨⎪ = ϕ⎩
. 
 Следовательно, по определению второй производной для функции, 
заданной параметрически, имеем 
2
( )
( )
( )
( ) ( )
t x t
x x
t t
y yy yx t
x x
y t
x t x t
⎧ ′ ′ ′⎧ ⎧′ ′′= == ϕ⎪ ⎪ ⎪′ ′⇒ ⇒⎨ ⎨ ⎨= ψ⎪ ⎪ ⎪= ϕ = ϕ⎩⎩⎩
. 
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 Аналогичным образом – третья производная: 
2
3
( )
( )
tx
x
t
y
y
x
x t
′′ ′⎧ ′′′ =⎪ ′⎨⎪ = ϕ⎩
 
и производные высших порядков. 
3.2.3. Производные высших порядков от функции, заданной неявно. 
 В 2.3.1 рассмотрено правило нахождения первой производной от 
функции, заданной неявно. 
 По определению вторая производная от функции есть производная 
от первой производной. Следовательно, для нахождения второй производ-
ной надо продифференцировать найденную первую производную по x, 
рассматривая y функцию от x (сложная функция). Вторая производная бу-
дет выражаться через x, y и y′ . Подставляя вместо y′  его значение, нахо-
дим y′′  через x и y. Аналогично поступаем при нахождении y′′′  и т. д. 
 
3.2.4. Дифференциалы высших порядков. 
 Пусть задана функция ( )y f x= , тогда ее дифференциал (первый 
дифференциал) определяется по формуле   
( )dy f x dx′=  
и является функцией от x, но не надо забывать при этом, что дифференци-
ал независимой переменной dx считается уже независящим от x и при 
дальнейшем дифференцировании не выносится за знак производной как 
постоянный множитель. Рассматривая dy как функцию от x, составим 
дифференциал этой функции, который называют дифференциалом второго 
порядка исходной функции f (x) и обозначают символом 2d y  
[ ]2 2( ) ( ) ( )d y d dy dx f x dx dx f x dx′′ ′′= = = ⋅ . 
 Составляя аналогично дифференциал полученной функции от x, по-
лучим дифференциал третьего порядка 
3 2 2 3( ) ( ) ( )d y d d y f x dx dx f x dx
′⎡ ⎤′′ ′′′= = =⎣ ⎦ . 
 Поступая аналогично, приходим к понятию о дифференциале n-ного 
порядка функции f (x) и получим для него выражение 
 ( ) ( )n n nd y f x dx= . (7.25) 
 295
Формула (7.25) позволяет представить производную n-ного порядка в виде 
частного: 
( ) ( )
n
n
n
d yf x
dx
= . 
Рассмотрим случай, когда функция является сложной, то есть 
( )y f u= , где u – функция некоторой независимой переменной. Ранее было 
установлено, что первый дифференциал этой функции имеет тот же вид, 
как и в том случае, когда u – независимая переменная 
( )dy f u du′= . 
 При нахождении дифференциалов высших порядков получим фор-
мулы, отличные по виду от формулы (7.25), так как в этом случае будем 
иметь, что du не является величиной постоянной. Так для дифференциала 
второго порядка будем иметь, применяя правило для нахождения диффе-
ренциала произведения, что 
2 2 2( ( ) ) ( ( )) ( ) ( ) ( ) ( )d y d f u du du d f u f u d du f u du f u d u′ ′′ ′= = ⋅ + = + . 
 Отметим, что полученное выражение содержит, по сравнению с 
формулой (7.25), дополнительное слагаемое 2( )f u d u′ . Таким образом, 
второй дифференциал не обладает инвариантностью формы, в отличие от 
дифференциала первого порядка. 
 Если u есть независимая переменная, то du есть величина постоянная 
и 2 0d u = . 
Если u есть линейная функция независимой переменной x, то u ax b= + . 
 При этом имеемdu a dx= ⋅ , то есть du есть величина постоянная, а 
поэтому дифференциалы высших порядков сложной функции будут выра-
жены по формуле (7.25) 
( )
( )( )
n n n
ud f u f du= , 
то есть выражение (7.25) для дифференциалов высших порядков годится в 
том случае, если x независимая переменная или линейная функция незави-
симой переменной. 
 Отметим еще следующие свойства дифференциалов n-ного порядка в 
предположении существования ( )nu  и ( )nσ : 
 1. ( )n n nd Au B Ad u Bd+ σ = + σ ;  где A, B  – постоянные. 
2.  
0
( )
n
n k k n k
n
k
d u C d u d −
=
σ = ⋅ σ∑ . 
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§ 4. ОСНОВНЫЕ ТЕОРЕМЫ  
ДЛЯ ДИФФЕРЕНЦИАЛЬНЫХ ФУНКЦИЙ 
 
1. Локальный экстремум и теорема Ферма. 
2. Теорема Ролля о нулях производной. 
3. Формула конечных приращений Лагранжа. 
4. Обобщенная формула конечных приращений. 
 
4.1. Локальный экстремум и теорема Ферма 
 
Пусть существует число 0δ >  такое, что функция f (x) определена в 
δ  – окрестности точки 0x , то есть на множестве 0 0 0( ) ( ;  )x x xδ = − δ + δU , и 
если для всех 0( )x xδ∈U  выполняется неравенство 
 0( ) ( )f x f x≥  (7.26) 
то функция f (x) имеет в точке 0x  локальный минимум. 
Если для всех 0( )x xδ∈U  выполняется неравенство 
0( ) ( )f x f x≤ , 
то функция f (x) имеет в точке 0x  локальный максимум. 
Локальный минимум и локальный максимум называют локальным 
экстремумом. 
Теорема 10. (Ферма). Если функция f (x) имеет локальный экстре-
мум в точке 0x  и дифференцируема в этой точке, то 
0( ) 0f x′ = . 
Доказательство (проводим для случая локального минимума). Так 
как функция f (x) имеет локальный минимум в точке 0x , то в силу неравен-
ства (7.26) для всех 0 0( ;  )x x x∈ − δ + δ  выполняется неравенство 
 0( ) ( ) 0f x f x− ≥ . (7.27) 
С другой стороны для 0 0 0( , ),   0x x x x x∈ − δ − <  и в силу неравенства 
(7.27) получим неравенство 
 0
0
( ) ( ) 0f x f x
x x
− ≤− , (7.28) 
а для 0 0( ;  )x x x∈ + δ  выполняется неравенство 
 0
0
( ) ( ) 0f x f x
x x
− ≥− . (7.29) 
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Так как функция f (x) дифференцируема в точке 0x , то существует 
предел при 0x x→  в левой части неравенства (7.28), равный 0( ) ( )f x f x′ ′= , 
при этом из неравенства (7.28) имеем 
 0( ) 0f x ≤ . (7.30) 
Переходя к пределу в неравенстве (7.29), получим 
 0( ) 0f x ≥ . (7.31) 
Из полученных неравенств (7.30) и (7.31) следует, что 
0( ) 0f x′ = . 
Геометрический смысл теоремы Ферма состоит в следующем: ка-
сательная к графику функции y = f (x) в точке локального экстремума па-
раллельна оси абсцисс (рис. 7.9). 
 
Рис. 7.9 
 
4.2. Теорема Ролля о нулях производной 
 
Теорема 11 (Ролля о нулях производной). Если функция f (x) непре-
рывна на отрезке [ ];  a b , дифференцируема на промежутке (a; b) и при-
нимает на концах отрезка [ ];  a b  равные значения f(a) = f(b), то суще-
ствует по крайней мере одна точка ( ;  )c a b∈ , такая, что 
 ( ) 0f c′ = . (7.32) 
Геометрический смысл теоре-
мы Ролля состоит в следующем: при 
выполнении условий теоремы 11, на 
графике функции f (x) найдется хо-
тя бы одна точка с абсциссой x = c, 
в которой касательная параллельна 
оси Ох (рис. 7.15). 
                                                y 
 
 
 
 
                                  x 2                               x 4  
                x1                                 x3                                5x                  x 
 
 
                       y 
 
                                                 y = f (x) 
 
 
           a                    c                   b           х
 
Рис. 7.15 
 298
4.3. Формула конечных приращений Лагранжа 
 
Теорема 12 (формула Лагранжа). Если функция f (x) непрерывна на 
отрезке [ ];  a b  и дифференцируема на интервале (a; b), то существует 
хотя бы одна точка ( ;  )c a b∈  такая, что 
 ( ) ( ) ( )( )f b f a f c b a′− = − . (7.33) 
Доказательство. Для доказательства теоремы Лагранжа рассмотрим 
функцию 
 ( ) ( )x f x xϕ = + λ , (7.34) 
где число λ  выбирают таким образом, чтобы выполнялось условие 
 ( )  ( )a bϕ = ϕ , то есть  ( ) ( )f a a f b b+ λ = + λ  откуда имеем, что 
 ( ) ( )f b f a
b a
−λ = − − . (7.35) 
Таким образом, функция ( )xϕ , заданная формулой (7.34) обладает 
следующими свойствами: 
1.  ( )xϕ  непрерывна на [ ];  a b ; 
2.  ( )xϕ  дифференцируема на интервале (a; b); 
3.  ( )  ( )a bϕ = ϕ . 
Тогда в силу теоремы Ролля для функции ( )xϕ  существует по край-
ней мере одна точка ( ;  )c a b∈  такая, что 
 ( ) ( ) 0c f c′ ′ϕ = + λ = . (7.36) 
В силу равенства (7.35) из (7.36) имеем 
 ( ) ( )( ) f b f af c
b a
−′ = −  (7.37) 
или   ( ) ( ) ( )( )f b f a f c b a′− = − . 
Формулу (7.33) называют фор-
мулой Лагранжа или формулой ко-
нечных приращений. 
Геометрический смысл теоре-
мы Лагранжа состоит в следующем: 
на промежутке (a; b) существует по 
крайней мере одна точка ( ;  )c a b∈ , 
такая, что касательная к графику 
функции y = f (x) в точке (c; f(c)) па-
раллельна секущей, проходящей через 
точки A и B (рис. 7.11). 
     y 
 
                                   α 
                                                   B 
 
 
 
         A      α 
 
            a             c                   b           x
 
Рис. 7.11 
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Действительно, так как правая часть равенства (7.37) равна угловому 
коэффициенту секущей, проходящей через точки A и B графика функции y 
= f (x), а левая часть этой формулы равна угловому коэффициенту каса-
тельной к графику функции y = f (x) в точке (c; f (c)). 
Замечание. Пусть для функции f (x) справедливы условия теоремы 
Лагранжа, а [ ]0 ;  x a b∈  и [ ]0 ;  x x a b+ ∆ ∈  ( x∆  может быть как положитель-
ным, так и отрицательным). Применяя теорему Лагранжа на отрезке 
[ ]0 0;  x x x+ ∆ , получим формулу 
 0 0( ) ( ) ( )f x x f x f c x′+ ∆ − = ⋅∆ , (7.38) 
где 0 0( ,  )c x x x∈ + ∆ . 
Отметим, что если 0x∆ > , то 00 c x x< − < ∆  
 
и 00 1c x
x
−< <∆ .  Полагая 
0c x
x
−θ = ∆  получим 
 0 ,   0 1c x x= + θ∆ < θ < . (7.39) 
Если 0x∆ < , то 00 x c x< − < ∆ , 
 
а поэтому 00 1x c
x
−< <−∆ . Аналогично, полагая 
0 0x c c x
x x
− −θ = =−∆ ∆ , получим 
равенство (7.39) 0 ,   0 1c x x= + θ∆ < θ < . 
Тогда (7.38) примет вид 
 0 0 0( ) ( ) ( )f x x f x f x x x′+ ∆ − = + θ∆ ⋅∆ , (7.40) 
где 0 1< θ < . 
Формулу (7.40) называют формулой конечных приращений Лагранжа. 
Эта формула дает точное выражение для приращения функции. Формулу 
0 0 0( ) ( ) ( )f x x f x f x x′+ ∆ − = ⋅∆  
называют формулой бесконечно малых приращений, и она дает прибли-
женное значение для приращения функции. 
 
 
           х0          с           х0 + ∆х      
 
х0 + ∆х        с                 х0 
 300
Следствие из формулы Лагранжа 
Постоянство функции, имеющей на интервале равную нулю произ-
водную 
Теорема 13. Если функция f (x) дифференцируема на (a; b) и 
( ;  )  ( ) 0x a b f x′∀ ∈ = , тогда 
( ) ,   ( ;  )f x C const x a b= = ∀ ∈ . 
Теорема 14. Если функция f (x) непрерывна на [ ];  a b , дифференци-
руема на (a; b) и ( ;  )x a b∀ ∈ , ( )f x k′ = , k – const, то 
( ) ,  ( ;  )f x kx m x a b= + ∈ . 
Доказательство. Применяя теорему Лагранжа к функции f (x) на от-
резке [ ] [ ];  ax a b∈ , получим 
( ) ( ) ( )f x f a k x a− = − . 
Откуда следует, что 
( ) ( ( ) )f x kx f a ka kx m= + − = + . 
 
4.4. Обобщенная формула конечных приращений 
 
Теорема 15 (Коши). Если каждая из двух функций f (x) и g(x) не-
прерывна на отрезке [ ];  a b , дифференцируема на интервале (a; b), кро-
ме того ( ) 0g x′ ≠  для всех ( ;  )x a b∈ , то существует точка ( ;  )c a b∈  
такая, что 
 ( ) ( ) ( )
( ) ( ) ( )
f b f a f c
g b g a g c
′− = ′− . (7.41) 
Замечание 1. Если в формуле (7.41) положить ( )g x x= , то все усло-
вия теоремы Коши будут выполнены и формула Коши (7.41) принимает 
вид формулы Лагранжа, то есть теорема Лагранжа является частным слу-
чаем теоремы Коши. 
Замечание 2. В формуле (7.41) вовсе не обязательно считать, что b > a. 
Замечание 3. Формулу (7.41) называют обобщенной формулой ко-
нечных приращений или формулой Коши. 
Геометрический смысл теорем Коши и Лагранжа совпадает. 
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§ 5. ПРАВИЛО ЛОПИТАЛЯ 
 
1. Правило Лопиталя. 
2. Вычисление пределов функций с помощью правила Лопиталя. 
 
5.1. Правило Лопиталя 
 
При раскрытии неопределенностей, то есть при вычислении пре-
дельных значений вида 
( )lim
( )x a
f x
g x→
 
при условии, что эти предельные значения существуют, полезна и эффек-
тивна следующая теорема. 
Теорема 16. Пусть функции f (x) и g(x) удовлетворяют следующим 
условиям: 
1) определены и дифференцируемы на (a; b), за исключением, 
быть может, точки 0x , при этом ( ) 0g x′ ≠  и ( ) 0  ( ;  )f x x a b′ ≠ ∀ ∈ ; 
2) 
0 0
lim ( ) lim ( ) 0  ( )
x x x x
f x g x или→ →= = ∞ ; 
3) существует предел (конечный или бесконечный) отношения 
производных  
0
( )lim
( )x x
f x A
g x→
′ =′ , то существует также предел 0
( )lim
( )x x
f x
g x→
, 
причем  
0 0
( ) ( )lim lim
( ) ( )x x x x
f x f x
g x g x→ →
′= ′ . 
Замечание 1. Из доказанной теоремы следует, что нахождение пре-
дела отношения функций в случае неопределенности вида 0  
0
∞⎛ ⎞⎜ ⎟∞⎝ ⎠  сводит-
ся к нахождению предела отношения производных данных функций. При-
чем из существования предела отношения производных следует существо-
вание предела отношения функций. 
Замечание 2. Если производные ( )f x′  и ( )g x′  удовлетворяют тем же 
условиям, что и сами функции f (x) и g (x) и существует  
0
( )lim
( )x x
f x A
g x→
′′ =′′ , 
то справедливо 
0 0 0
( ) ( ) ( )lim lim lim
( ) ( ) ( )x x x x x x
f x f x f x A
g x g x g x→ → →
′ ′′= = =′ ′′ . 
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Замечание 3. Правило Лопиталя можно применять до тех пор (то 
есть столько раз), пока не будет получена дробь, для которой условия тео-
ремы не выполняются. 
 
5.2. Вычисление пределов функции  
с помощью правила Лопиталя 
 
5.2.1. Неопределенность вида 0
0
 
Пример 1. Найти пределы функций, применяя правило Лопиталя: 
1.1. 
2 4
0
lim
ln(1 )
x x
x
e e
x
−
→
−
+ ;    1.3. 
2arctg lim 1lnx
x
x
x
→+∞
π −
+ ; 
1.2. 
2 2
30
4lim
x x
x
e e x
x
−
→
− − ;    1.4. 
2
0
1sin
lim
sinx
x
x
x→
. 
Решение. 
1.1. В данном случае функции 2 4( ) x xf x e e−= −  и ( ) ln(1 )g x x= +  – 
бесконечно малые в окрестности точки x = 0, ( )f x′  и ( )g x′  существуют в 
окрестности точки x = 0 ( 1)x ≠ − , при этом  1( ) 0
1
g x
x
′ = ≠+  при x > –1. И 
более того имеем, что 
2 4 2 4
2 4
0 0 0
0 2 4lim lim lim 2(1 )( 2 ) 41ln(1 ) 0
1
x x x x
x x
x x x
e e e e x e e
x
x
− − −
→ → →
− +⎛ ⎞= = = + + =⎜ ⎟+ ⎝ ⎠
+
. 
Отметим, что при нахождении пределов функции по правилу Лопи-
таля вопросы о существовании нужных производных и пределов устанав-
ливают по ходу решения задачи. Если при этом отношение ( )
( )
f x
g x
′
′  есть не-
определенность 0
0
⎛ ⎞⎜ ⎟⎝ ⎠  или
∞⎛ ⎞⎜ ⎟∞⎝ ⎠ , то правило Лопиталя применяют снова, до 
тех пор покуда не удается устранить указанные неопределенности или ус-
тановить, что данные пределы не существуют, или невозможно применить 
правило Лопиталя для нахождения предела данной функции. 
1.2. В данном случае имеем 
2 2 2 2
3 20 0
4 0 2 2 4 0lim lim
0 03
x x x x
x x
e e x e e
x x
− −
→ →
− − + −⎛ ⎞ ⎛ ⎞= = = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
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2 2 2 2
0 0
4 4 0 8 8 16 8lim lim
6 0 6 6 3
x x x x
x x
e e e e
x
− −
→ →
− +⎛ ⎞ ⎛ ⎞= = = = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ . 
Для нахождения соответствующего предела применяют трижды пра-
вило Лопиталя, при этом на каждом шаге проверяют наличие неопреде-
ленности 0
0
 и существование производных. 
1.3. В данном случае имеем 
2
2
2
2
2 0 2( 1)1lim lim lim1 10 (1 )ln
1
2( 1 ) 4 2 4lim lim lim 2.
2 2 2
x x x
x x x
arctgx x xx
x x x x x
x x x
x x x
x x
→+∞ →+∞ →+∞
→+∞ →+∞ →+∞
−π − + ⋅⎛ ⎞ += = = =⎜ ⎟+ − − +⎝ ⎠ ⋅+
∞ + + + ∞⎛ ⎞ ⎛ ⎞= = = = = =⎜ ⎟ ⎜ ⎟∞ ∞⎝ ⎠ ⎝ ⎠
 
Отметим, что данный предел можно было найти, не применяя посто-
янно правило Лопиталя, а на втором шаге поступить следующим образом 
2
2 2
2
222( 1) 2 2lim lim lim 211 1 1x x x
x x x x x
x x
x
→+∞ →+∞ →+∞
++ ∞ +⎛ ⎞= = = =⎜ ⎟∞+ +⎝ ⎠ +
. 
1.4. В данном случае имеем  
2
0 0
1 1 1sin 2 sin cos0lim lim
sin 0 cosx x
x x
x x x
x x→ →
⋅ −⎛ ⎞= =⎜ ⎟⎝ ⎠ . 
Последний предел не существует, так как 
0
1lim cos
x x→
≠ ∃ . Но следует 
помнить, что предел отношения ( )
( )
f x
g x
 может существовать, в то время как 
отношение производных не имеет предела. В таких случаях для нахожде-
ния предела используют другие методы (используют I и II замечательные 
пределы, раскрытие неопределенностей, эквивалентные соотношения). Для 
нахождения предела в нашем случае поступаем следующим образом: 
0 0
1sin 0lim lim 1,  
sin 0 sinx x
x xx
x x→ →
⎛ ⎞= = =⎜ ⎟⎝ ⎠  
функция 1sin
x
 при х →0 ограничена, 
0
1sin
б.м.ф. при 0 lim 0
sinx
x x
xx x
x→
⋅ ⋅
− → = = . 
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5.2.2. Неопределенность вида ∞∞  
Пример 2. Найти пределы функций, применяя правило Лопиталя: 
2.1. 
22
4
1lim ;
x
x
e
x→+∞
+     2.3. 
0
lnlim ;
ctg x
x
x→+
 
2.2. 
0
ln(1 cos )lim ;
lnsinx
x
x→+
−     2.4. 
2
2
sinlim .
sinx
x x
x x→∞
+
−  
Решение. 
2.1. В данном случае имеем 
2 2 2
2
2
2 2 2
4 3 2
2
2
1 4lim lim lim
4
4lim lim 2
2
x x x
x x x
x
x
x x
e xe e
x x x
xe e
x
→+∞ →+∞ →+∞
→+∞ →+∞
+ ∞ ∞⎛ ⎞ ⎛ ⎞= = = = =⎜ ⎟ ⎜ ⎟∞ ∞⎝ ⎠ ⎝ ⎠
= = = +∞
 
2.2. В данном случае имеем 
2
0 0
0 0
ln(1 cos ) sin 0lim lim
lnsin (1 cos )cos 0
2sin cos 2coslim lim 2
2sin cos sin 2cos 1
x x
x x
x x
x x x
x x x
x x x x
→+ →+
→+ →
− ∞⎛ ⎞ ⎛ ⎞= = = =⎜ ⎟ ⎜ ⎟∞ −⎝ ⎠ ⎝ ⎠
⋅= = =⋅ − −
 
При нахождении данного предела можно было поступить следующим 
образом (после применения один раз правила Лопиталя). 
2 2
0 0
0 0
sin 0 1 cos 0lim lim
(1 cos )cos 0 (1 cos )cos 0
(1 cos )(1 cos ) 0 1 coslim lim 2
(1 cos )cos 0 cos
x x
x x
x x
x x x x
x x x
x x x
→+ →+
→+ →+
−⎛ ⎞ ⎛ ⎞= = = =⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠
− + +⎛ ⎞= = = =⎜ ⎟− ⎝ ⎠
 
2.3. В данном случае имеем 
2
0 0 0
ln sin 0 sinlim lim lim sin 1 0 0
ctg 0x x x
x x x x
x x x→+ →+ →
∞ − −⎛ ⎞ ⎛ ⎞= = = = ⋅ = ⋅ =⎜ ⎟ ⎜ ⎟∞⎝ ⎠ ⎝ ⎠ . 
2.4. В данном случае имеем 
2
2
sin 2 cos 2 coslim lim lim
2 cos 2 cossinx x x
x x x x x
x x xx x→∞ →∞ →∞
+ ∞ + ∞ −⎛ ⎞ ⎛ ⎞= = = =⎜ ⎟ ⎜ ⎟∞ − ∞ +− ⎝ ⎠ ⎝ ⎠ . 
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Так как пределы числителя и знаменателя не существуют, то по пра-
вилу Лопиталя найти данный предел невозможно. Для нахождения данно-
го предела поступим следующим образом: числитель и знаменатель ис-
ходного предела разделим на 2x  (старшая степень переменной x) получим 
2 2
2
2
sin1sinlim lim 1sinsin 1x x
x
x x x
xx x
x
→∞ →∞
++ ∞⎛ ⎞= = =⎜ ⎟∞− ⎝ ⎠ −
. 
 
5.2.3. Другие виды неопределенностей 
 
1. Неопределенность вида (0 )⋅∞ . Для раскрытия неопределенности 
(0 )⋅∞  преобразуем произведение ( ) ( )f x g x⋅ , где lim ( ) 0,
x a
f x→ =  lim ( )x a g x→ = ∞ , 
в частное ( )1
( )
f x
g x
 (неопределенность 0
0
), или ( )1
( )
g x
f x
 (неопределенность ∞∞ ). 
2. Неопределенность вида ( )∞ −∞ . Для раскрытия неопределенности 
данного вида поступают следующим образом: 
( )1
( ) 0( )( ) ( ) ( ) 1 1( ) 0
( )
f x
f x g xf x g x f x
g x
f x
−⎛ ⎞ ⎛ ⎞− = − = = ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠ , 
если ( )lim 1
( )x a
f x
g x→
= , или преобразованием соответствующего выражения 
приводим к ∞∞ . 
3. Неопределенность вида 0 01 ,   0 ,   ∞ ∞ . Находим с помощью предва-
рительного логарифмирования или основного логарифмического тождест-
ва и нахождения ( )lim ln( ( ) )g x
x a
f x→ . 
Пример 3. Найти пределы функций, применяя правило Лопиталя: 
3.1. 
1
1 1lim
1 lnx x x→
⎛ ⎞−⎜ ⎟−⎝ ⎠ ;        3.2. 
3
0
lim ln
x
x x→+ ;             3.3. 
sin
0
1lim
x
x x→+
⎛ ⎞⎜ ⎟⎝ ⎠ ; 
3.4. 
0
lim ;x
x
x→           3.5. 
2
3
0
lim(cos2 ) x
x
x→ . 
 306
Решение. 
3.1. В данном случае имеем 
1 1 1
1 1
1 11 1 ln 1 0lim ( ) lim lim 11 ln ( 1)ln 0 ln
1 0 1 1lim lim
ln 1 0 1 ln 1 2
x x x
x x
x x x
xx x x x x
x
x
x x x x
→ → →
→ →
−− +⎛ ⎞ ⎛ ⎞− = ∞ −∞ = = = =⎜ ⎟ ⎜ ⎟ −− −⎝ ⎠ ⎝ ⎠ +
− −⎛ ⎞= = = = −⎜ ⎟+ − + +⎝ ⎠
 
3.2. В данном случае имеем 
3 3
3 40 0 0 0
1
ln 1lim ln (0 ) lim lim lim 0
33x x x x
x xx x x
x x− −→+ →+ →+ →+
∞⎛ ⎞= ⋅∞ = = = = − =⎜ ⎟∞ −⎝ ⎠ . 
3.3. В данном случае имеем 
0
2
0 0
lnlim1 1sin ln sin
0 sin
0 0
sin sin sinlim lim
0cos cos
1lim ( ) lim
1
x
x x
x
x x
x x
x x
x x x
x x x x
e e
x
e e e
→+
→+ →+
−
⎛ ⎞⎜ ⎟⎝ ⎠
→+ →+
⋅
∞⎛ ⎞ ⎛ ⎞= ∞ = = = =⎜ ⎟ ⎜ ⎟∞⎝ ⎠ ⎝ ⎠
= = = =
 
3.4. В данном случае имеем  
0
0
lim (0 )
ln ln
x
x
x
x tx
t x x→
== = = . 
Тогда 
0 0 0 0 0
2
1
lnlim ln lim ln (0 ) lim lim lim( ) 01 1x x x x x
x xt x x x
x x
→ → → → →
∞⎛ ⎞= = ⋅∞ = = = = − =⎜ ⎟∞⎝ ⎠ −
 
 Откуда 
0
lim 1
x
t→ = , то есть 0lim 1
x
x
x→ = . 
3.5. В данном случае имеем 
3
22 20 0
3 3ln cos 2 2lim 6 lim
ln(cos 2 ) 62
0 0
0lim(cos2 ) (1 ) lim
0
x x x
x tg x
x xx x
x x
x e e e e→ →
−∞ −
→ →
⎛ ⎞= = = = = =⎜ ⎟⎝ ⎠ . 
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§ 6. ФОРМУЛА ТЕЙЛОРА 
 
Если p(x) – многочлен в степени n: 
 20 1 2( ) ...
n
np x a a x a x a x= + + + +  (0.1) 
то, последовательно дифференцируя его n раз получим 
2 1
1 2 3 3
2
2 3
( )
( ) 2 3 3 ...
( ) 1 2 3 2 ... ( 1)
..........................................................................
( )                           ( 1) ( 2)  2
n
n
n
n
n
p x a a x a x a x n a x
p x a a x n n a x
p x n n n
−
−
′ = + + + + + ⋅
′′ = ⋅ ⋅ + ⋅ + + ⋅ −
= ⋅ − ⋅ − ⋅ ⋅ 1 na⋅
 
 Полагая в полученных равенствах x = 0, найдем выражения коэффи-
циентов многочлена через значение самого многочлена и его производных 
при x = 0: 
( )
0 1 2 n
(0) (0) (0)(0);       a ;       a ;    .....;    a
1! 2! !
np p pa f
n
′ ′′= = = = . 
 Подставляя эти значения коэффициентов в (1), получим 
 
( )
2(0) (0) (0)( ) (0) ...
1! 2! !
n
np p pp x p x x x
n
′ ′′= + + + + . (0.2) 
 Формула (0.2) отличается от формулы (0.1) записью коэффициентов. 
 Находим разложение многочлена p(x) степени n по степеням 0( )x x− : 
 20 1 0 2 0 0( ) ( ) ( ) ... ( )
n
np x A A x x A x x A x x= + − + − + + − . (0.3) 
 Дифференцируя выражение (0.3) последовательно n раз, и полагая в 
полученных равенствах 0x x= , получим 
( )
0 0 0
0 0 1 2
( ) ( ) ( )( );    ;     ;     
1! 2! !
n
n
p x p x p xA p x A A A
n
′ ′′= = = = . 
 Коэффициенты разложения уравнения (0.3) выражаются через зна-
чения самого многочлена и его производных при 0x x= . Подставляя их в 
(0.3) получим 
( )
20 0
0 0 0 0
( ) ( )( )( ) ( ) ( ) ( ) ... ( )
1! 2! !
n
np x p xp xp x f x x x x x x x
n
′ ′′= + − + − + + −  (0.4) 
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 Формула (0.4), так же как и ее частный случай (7.43) 0( 0)x =  называ-
ется формулой Тейлора для многочлена. Формулу (7.43) называют форму-
лой Маклорена. 
Формула Тейлора для произвольной функции 
 Пусть f (x) произвольная функция, определенная в точке 0x x=  и не-
которой ее окрестности, при этом f (x) имеет производные до n-ного по-
рядка включительно в точке 0x x=  и некоторой ее окрестности. Тогда для 
функции f (x) по аналогии с формулой (0.4) можно получить многочлен 
 
( )
0 0
0 0 0
( ) ( )( ) ( ) ( ) ... ( )
1! !
n
n
n
f x f xp x f x x x x x
n
′= + − + + − . (0.5) 
 Этот многочлен и его производные (до n-ного порядка включитель-
но) в точке 0x , имеют те же значения, что и функция f (x) и ее производ-
ные. В случае если f (x) не является многочленом степени n, то нельзя ут-
верждать, что ( ) ( )nf x p x= . Многочлен ( )np x  дает только приближенное 
значение к функции f (x), с помощью которого она была вычислена с неко-
торой степенью точности. 
Теорема 17. Если функция f (x) определена в некоторой окрестно-
сти точки 0x  и имеем производные до (n + 1)-го порядка включитель-
но, то для любого x из этой окрестности существует точка 
0 0( , )C x x∈   такая, что имеет место формула Тейлора 
 
( ) ( 1)
10
0 0
0
( ) ( )( ) ( ) ( )
! ( 1)!
k nn
k n
k
f x f Cf x x x x x
k n
+ +
=
= − + −+∑  (0.6) 
или 
( ) ( ) ( )n nf x P x R x= + , 
где  ( )0 0 00 0
( )( ) ( )( ) ( ) ... ( )
1! !
n
n
n
f x x x x xP x f x f x
n
′ − −= + + +  – многочлен 
Тейлора, а 
 
( 1)
1
0
( )( ) ( )
( 1)!
n
n
n
f CR x x x
n
+ += −+ –  (0.7) 
остаточный член формулы Тейлора, записанный в форме Лагранжа. 
( )nR x  – погрешность приближенного равенства 
 ( ) ( )nf x P x≈ . (0.8) 
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 Следовательно, формула Тейлора дает возможность заменить функцию 
f (x) многочленом ( )nP x  с соответствующей степенью точности – величина 
которой равна ( )nR x  – остаточный член. 
 Если в формуле (7.47) положить 0 0x = , то получим частный случай 
формулы Тейлора – формулу Маклорена 
( ) ( 1)
1
0
(0) ( )( )
! ( 1)!
k nn
n
k
f f Cf x x
k n
+ +
=
= + +∑  
где ,   0 1C x= θ < θ < . 
 При n = 0 формула Тейлора (7.47) имеет вид 
0 0( ) ( ) ( )( )f x f x f C x x′= + − , 
а это формула конечных приращений Лагранжа, то есть формула Тейлора 
является прямым обобщением формулы конечных приращений Лагранжа. 
 Частным случаем более точной формулы (7.49) 
( )
0 0
0 0 0
( ) ( )( ) ( ) ( ) ... ( )
1! !
n
nf x f xf x f x x x x x
n
′≈ + − + + −  
является формула приближенного вычисления, основанная на применении 
дифференциала функции к приближенным вычислениям 
0
0 0
( )( ) ( ) ( )
1!
f xf x f x x x
′≈ + − . 
Замечание 1. Хотя остаточный член ( )nR x  в формуле Лагранжа 
имеем очень простой вид, но в ряде случаев эта форма непригодна для 
оценки ( )nR x , поэтому рассматривают другие формы остаточного числа. 
Так как 
[ ]0 0 0( ) ( ) (1 ) ( )nn n nx c x x x x x x− = − − θ − = − θ − , 
тогда 
 
( 1)
10 0
0
( ( ))( ) (1 ) ( )
!
n
n n
n
f x x xR x x x
n
+ ++ θ −= − θ − , (0.9) 
где  0 1< θ < . 
 Формула (7.50) определяет остаточный член в форме Коши для фор-
мулы Тейлора (7.47). 
 Отметим, что по сравнению с формой Лагранжа (7.48), потеря мно-
жителя (n + 1) в знаменателе, форме Коши (7.50) бывает выгоднее, благо-
даря наличию множителя (1 )n− θ . 
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Замечание 2. Формула Тейлора с остаточным членом в той или дру-
гой формулах является разновидностью теорем о средних значениях. 
Замечание 3. Формы остаточного члена в формуле Тейлора, рас-
смотренные выше, применяют в случаях, когда при тех или иных фиксиро-
ванных значениях x 0( )x x≠  заменяют приближенно функцию f (x) много-
членом ( )nP x  и численно оценивают погрешность. В ряде случаев нам тре-
буется определить значения x. А важно определить поведение ( )nR x  при 
0x x→ , то есть важен порядок малости. Предполагая существование n по-
следовательных производных ( )( ),   ( ),  ...,  ( )nf x f x f x′ ′′  в окрестности точки 
0x  и непрерывной в 
( )
0( )
nf x , тогда формула Тейлора имеет вид 
 
( ) ( )1
0
0 0
0
( ) ( )( ) ( ) ( )
! !
k nn
k n
k
f x f Cf x x x x x
k n
−
=
= − + −∑ , (0.10) 
где   0( ;  )C x x∈ . 
 Считаем, что последнее слагаемое в формуле (7.51) можно предста-
вить в виде 
( )( )
0( )( ) ( )
! !
nn f xf c x
n n
= + α . 
 Так как при 0 0,  x x c x→ → , так что (по непрерывности) 
( ) ( )
0( ) ( )
n nf c f x→ , имеем ( ) 0xα →  и ( )0 0( ) ( ) 0 ( )n nx x x x xα ⋅ − = − . 
 Следовательно 
 ( )0( ) 0 ( )nnR x x x= − , (0.11) 
то есть в остаточном члене в этом случае имеем, что при постоянном n и 
0x x→  он будет бесконечно малой величиной порядка выше n-ного по 
сравнению с 0( )x x− . 
 Таким образом ряд Тейлора с остаточным членом в форме Пеано 
(7.52) имеет вид 
( )( )0 00 0 0 0( ) ( )( ) ( ) ( ) ... ( ) 0 ( )1! !
n
n nf x f xf x f x x x x x x x
n
′= + − + + − + −  (0.12) 
 Формула (7.53) имеет «локальный» характер, характеризует поведе-
ние функции при стремлении x к 0x . В формуле (7.53), полагая 0 ,x x x− = ∆  а 
0 0( ) ( ) ( )f x f x f x− = ∆ , получим уравнение 
 
( )
20 0
0 0
( ) ( )( ) ( ) ( ) ... ( ) 0( )
2! !
n
n nf x f xf x f x x x x x
n
′′′∆ = ⋅ ∆ + ∆ + + ∆ + ∆ , (0.13) 
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которое служит обобщением формулы 
0 0( ) ( ) 0( )f x f x x x′∆ = ⋅ ∆ + ∆ ,  
получающейся из формулы (7.54) при n = 1. 
Разложение основных элементарных функций Маклорена 
1. Показательная функция ( ) xf x e= . Так как ( ) 1f x =  и ( ) (0) 1nf = , а 
( 1) ( )n xf x e+ =  и ( 1) ( )n xf x e+ θθ = , тогда 
2
1 ...
1! 2! ( 1)!
n
x xx x xe e
n
θ= + + + + + . 
2. ( ) sinf x x= . Так как ( ) cos sin ;
2
f x x x π⎛ ⎞′ = = +⎜ ⎟⎝ ⎠   
( ) sin sin 2
2
f x x x π⎛ ⎞′′ = − = + ⋅⎜ ⎟⎝ ⎠ ; ( ) cos sin 3 2f x x x
π⎛ ⎞′′ = − = + ⋅⎜ ⎟⎝ ⎠ ; 
( ) ( ) sin
2
nf x x n π⎛ ⎞= + ⋅⎜ ⎟⎝ ⎠ ;   
( 1) ( ) sin ( 1)
2
nf x x n+ π⎛ ⎞= + + ⋅⎜ ⎟⎝ ⎠ , 
а  (2 ) (2 1)(0) (0) ... (0) 0;    (0) ( 1)n n nf f f f +′′= = = = = − . 
 Тогда 
( )3 5 2 1 2 2)sin ... ( 1) 03! 5! (2 1)!
n
n nx x xx x x
n
+ += − + − + − ++ . 
3. ( ) cos .f x x=  Так как ( ) ( ) cos
2
nf x x n π⎛ ⎞= +⎜ ⎟⎝ ⎠ , тогда 
( )2 4 2 2 1cos 1 ... ( 1) 02! 4! (2 )!
n
n nx x xx x
n
+= − + + + − +  
4. ( ) (1 )mf x x= + . Данная функция определена и дифференцируема 
на интервале (–1; 1). 
-1 -2( ) (1 ) ,    ( ) (1 ) ,     ( ) ( -1)(1 ) ,m m mf x x f x m x f x m m x′ ′′= + = + = +  
( ) ( ) ( 1)( 2)...( 1)(1 )n m nf x m m m m n x −= − − − + +  
( )(0) 1;    (0) ;    (0) ( -1);    (0) ( 1)( 2)...( 1)nf f m f m m f m m m m n′ ′′= = = = − − − +  
Тогда 
2( 1) ( 1)...( 1)(1 ) 1 ... 0( )
2! !
m n nm m m m m nx mx x x x
n
− − − ++ = + + + + +  (0.14) 
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 Отметим два важных частных случая формулы (7.55): 
а) 2 31 1 ... 0( )
1
n nx x x x x
x
= + + + + + ++ , 
б) 2 31 1 ... ( 1) 0( )
1
n n nx x x x x
x
= − + − + + − +− . 
5. ( ) ln(1 )f x x= + . Если ( ) ln(1 )f x x= + , то (0) 0f =  
1
( ) ( ) 1( 1) ( 1)!( ) ;    (0) ( 1) ( 1)!
(1 )
k
k k k
k
kf x f k
x
− −− −= = − ⋅ −+  
Тогда 
 
2 3 1( 1)ln(1 ) ... 0( )
2 3
n
n nx xx x x x
n
−−+ = − + + + + . (0.15) 
Заменяя в формуле (7.56) x на (–x), получим 
2
ln(1 ) ... 0( )
2
n
nx xx x x
n
− = − − − − + . 
 
§ 7. ИССЛЕДОВАНИЕ ФУНКЦИЙ  
С ПОМОЩЬЮ ПРОИЗВОДНЫХ 
 
1. Возрастание и убывание функции. 
2. Экстремумы функции. 
3. Наибольшее и наименьшее значения функции. 
4. Выпуклость функции. 
5. Точки перегиба. 
6. Асимптоты. 
7. Полное исследование функции и построение графиков. 
 
7.1. Возрастание и убывание функции 
 
7.1.1. Критерий возрастания (убывания) дифференцируемой функ-
ции на интервале 
Теорема 18. Для того чтобы дифференцируемая на интервале 
( ; )a b  функция ( )f x  была возрастающей на этом интервале, необхо-
димо и достаточно, чтобы выполнялось условие 
 ( ) 0f x′ ≥ , при всех  ( ; )x a b∈ . (0.16) 
Аналогично условие   ( ) 0f x′ ≤ , при всех  ( ; )x a b∈    
является необходимым и достаточным для убывания дифференцируе-
мой функции ( )f x  на интервале  ( ; )a b . 
 313
7.1.2. Достаточное условие строгого возрастания (убывания) 
функции 
Теорема 19. Если для всех  ( ; )x a b∈   выполняется условие 
 ( )  0f x′ > , (0.17) 
то функция ( )f x  строго возрастает на интервале ( ; )a b , а если для 
всех  ( ; )x a b∈  справедливо неравенство 
 ( )  0f x′ < , (0.18) 
то функция ( )f x  строго убывает на интервале  ( ; )a b . 
Теорема 20. Если функция ( )f x  непрерывна на отрезке  [ ];a b , диф-
ференцируема на интервале ( ; )a b  и удовлетворяет условию ( )  0f x′ < , то 
эта функция строго убывает на отрезке  [ ];a b . 
Теорема 20, как и теорема 19, доказывается с помощью формулы ко-
нечных приращений Лагранжа. 
 
7.1.3. Возрастание (убывание) функции в точке 
Будем говорить, что функция ( )f x  строго возрастает в точке 0x , ес-
ли существует 0δ >  такое, что  
 0 0 0( ; ) ( ) ( )x x x f x f x∀ ∈ − δ → < , (0.19) 
0 0 0( ; ) ( ) ( )x x x f x f x∀ ∈ + δ → > . 
Заметим, что условие (7.60) равносильно условию 
 0 0
0
( ) ( ) 0,  ( )f x f x x U x
x x δ
− > ∈−
& . (0.20) 
Аналогично вводится понятие строгого убывания функции ( )f x  в 
точке 0x . В этом случае 
0
0
( ) ( ) 0f x f x
x x
− <− ,  0( )x U xδ∈
& . 
Теорема 21. Если  0( ) 0f x′ > , то функция строго возрастает в точке 
0x , а если  0( ) 0f x′ < , то функция строго убывает в точке  0x . 
Пусть, например, 0( ) 0f x′ > . Из определения производной следует, 
что по заданному числу 0( ) 0f x′ε = >  можно найти 0δ >  такое, что для 
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всех 0( )x U xδ∈ &  выполняется неравенство 0 0 0
0
( ) ( ) ( ) ( )f x f x f x f x
x x
− ′ ′− <− , 
откуда следует утверждение (7.61). 
Аналогично рассматривается случай 0( ) 0f x′ < . 
 
7.2. Экстремумы функции 
 
7.2.1. Необходимые условия экстремума 
Понятие локального экстремума было рассмотрено ранее. Необхо-
димые условия экстремума легко получить из теоремы Ферма. Согласно 
этой теореме точки локального экстремума функции ( )f x  следует искать 
среди тех точек области ее определения, в которых производная этой 
функции либо равна нулю, либо не существует. 
В дальнейшем будем часто опускать слово «локальный» при форму-
лировке утверждений, связанных с понятием локального экстремума. 
Точки, в которых производная данной функции равна нулю, называют 
стационарными точками этой функции, а точки, в которых функция непре-
рывна, а ее производная либо равна нулю, либо не существует, – ее критиче-
скими точками. Поэтому все точки экстремума функции содержатся среди ее 
критических точек. 
Точка 0x =  является критической точкой для каждой из функций 
2y x= , 3y x= , y x= , 3y x= , причем для функций 2y x= , y x=  точка 
0x =  – точка экстремума, а для функций 3y x= , 3y x=  эта точка не явля-
ется точкой экстремума. 
Таким образом, не всякая критическая точка является точкой экстре-
мума функции. 
 
7.2.2. Достаточные условия экстремума 
Введем понятие строгого экстремума. Назовем 0x  точкой строгого 
максимума функции ( )f x , если 
 0 00 ( ) ( ) ( )x U x f x f xδ∃δ > ∀ ∈ → <& . (0.21) 
Аналогично 0x  называют точкой строгого минимума функции ( )f x , 
если 
 0 00 ( ) ( ) ( )x U x f x f xδ∃δ > ∀ ∈ → >& . (0.22) 
Отметим, что если функция ( )f x , определенная в δ -окрестности 
точки 0x , строго возрастает на промежутке ( ]0 0;  x x− δ  и строго убывает на 
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промежутке [ )0 0;  x x + δ , то выполняется условие (7.62), и поэтому 0x  явля-
ется точкой строгого максимума функции ( )f x . 
Аналогично формулируется достаточное условие строгого минимума. 
Обратимся к достаточным условиям экстремума дифференцируемых 
функций. Для формулировки первого достаточного условия и в дальней-
шем нам потребуется понятие смены знака функции. 
Если функция ( )g x  определена в проколотой δ -окрестности точки 
0x  и для всех 0 0( ; )x x x∈ − δ  выполняется неравенство ( ) 0g x < , а для всех 
0 0( ; )x x x∈ + δ  – неравенство ( ) 0g x > , то говорят, что функция ( )g x  меня-
ет свой знак с минуса на плюс при переходе через точку 0x . 
Аналогично вводится понятие смены с плюса на минус при переходе 
через точку 0x . 
Замечание. Если 0x  – точка строгого экстремума функции ( )f x , то 
есть  выполняется одно из условий (7.62), (7.63), то разность 0( ) ( )f x f x−  
сохраняет знак в проколотой δ -окрестности точки 0x . 
Обратно, если разность 0( ) ( )f x f x−  сохраняет знак в 0( )U xδ& , то 0x  – 
точка строгого экстремума функции ( )f x . 
Если же эта разность меняет знак при переходе через точку 0x , то 
функция ( )f x  не имеет экстремума в точке 0x . 
Теорема 22 (первое достаточное условие строгого экстремума). 
Пусть функция ( )f x  дифференцируема в некоторой окрестности 
точки  0x , кроме, быть может, самой точки  0x , и непрерывна в точ-
ке 0x . Тогда: 
а) если ( )f x′  меняет знак с минуса на плюс при переходе через 
точку  0x , то есть существует  0δ > , такое, что 
 
0 0 0
0 0 0
( , ) ( ) 0
( , ) ( ) 0
x x x f x
x x x f x
′∀ ∈ − δ → <
′∀ ∈ + δ → >
, (0.23) 
то точка 0x  – точка строгого минимума функции ( )f x  (рис. 7.13); 
б) если ( )f x′  меняет знак с плюса на минус при переходе через 
точку 0x , то 0x  – точка строгого максимума функции ( )f x  (рис. 7.14). 
Замечание. Если 0x  – точка строгого экстремума функции ( )f x , то из 
этого следует, что функция ( )f x′  меняет знак при переходе через точку 0x . 
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 Рис. 7.13                                                              Рис. 7.14 
Теорема 23. (второе достаточное условие строгого экстремума). 
Пусть 0x  – стационарная точка функции ( )f x , то есть 
0( ) 0f x′ =  
и пусть существует 0( )f x′′ . Тогда: 
а) если 0( ) 0f x′′ > , то 0x  – точка строгого минимума функции ( )f x ; 
б) если 0( ) 0f x′′ < , то 0x  – точка строгого максимума функции ( )f x . 
Замечание. Если 0( ) 0f x′ =  и 0( ) 0f x′′ = , то в точке 0x  функция ( )f x  
может иметь экстремум 4 0( ( ) ,  0)f x x x= = , а может и не иметь 
3
0( ( ) ,  0)f x x x= = . Следующая теорема дает достаточные условия экстре-
мума для случая 0( ) 0f x′′ = . 
Теорема 24. (третье достаточное условие строгого экстремума) 
Пусть существует  ( ) 0( )nf x ,  где  2n > , и выполняются условия 
 ( 1)0 0 0( ) ( ) ... ( ) 0
nf x f x f x−′ ′′= = = =  (0.24) 
 ( ) 0( ) 0
nf x ≠  (0.25) 
Тогда: 
а) если n  – четное число, то 0x  – точка экстремума функции 
( )f x , а именно точка строгого максимума в случае ( ) 0( ) 0nf x <  и точ-
ка строгого минимума в случае ( ) 0( ) 0nf x > ; 
б) если n  – нечетное число, то 0x  – не является точкой экстре-
мума функции ( )f x . 
Пример 2. Найти точки экстремума функции ( )f x , если 
а) 2 3( ) ( 2) ( 1)f x x x= − + ;  б) 2( ) 4 xf x x e−= − . 
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Решение. 
а) Функция дифференцируема на R, поэтому все ее точки экстремума 
содержатся среди стационарных точек функции, являющихся корнями 
уравнения 
3 2 2 2( ) 2( 2)( 1) 3( 1) ( 2) ( 2)( 1) (5 4) 0f x x x x x x x x′ = − + + + − = − + − = . 
Это уравнение имеет корни: 1 1x = − , 2 45x = , 3 2x = . Причем при пере-
ходе через точку 1x  функция ( )f x′  не меняет знака, при переходе через точ-
ку 2x  она меняет знак с плюса на минус, а при переходе через точку 3x  – с 
минуса на плюс. 
Следовательно, 2x  и 3x  являются соответственно точками строгого 
максимума и строгого минимума функции ( )f x , а 1x  не является точкой 
экстремума этой функции. 
б) Функция непрерывна на R, дифференцируема на R, кроме точек –
2, 0, 2, и является четной. Если 0x > , то 
[ ]( ) 0;2( )
( ) 2
g x при x
f x
g x при x
⎧− ∈= ⎨ >⎩
, 
где  2( ) ( 4) xg x x e−= − . 
Уравнение 2( ) ( 2 4) 0xg x x x e−′ = − + + =  имеет на промежутке 
(0, )+ ∞  единственный корень 1 1 5x = + , причем ( ) ( )g x f x′ ′=  при 2x > , 
и ( )g x′  меняет знак с плюса на минус при переходе через точку 1x . Поэто-
му 1x  – точка строгого максимума функции ( )f x . 
При переходе через точку 2 2x =  функция ( )f x′  меняет знак с мину-
са на плюс, так как ( ) ( )f x g x′ ′= −  при (0; 2)x∈  и ( ) ( )f x g x′ ′=  при 2x > . 
Поэтому 2x  – точка строгого минимума функции ( )f x . 
Учитывая, что функция ( )f x  строго убывает на интервале (0; 2) и 
четная, отсюда заключаем, что 0x =  точка строгого максимума функции 
( )f x . 
Используя полученные результаты и четность функции ( )f x , полу-
чаем 2x = −  и 2x =  – точки строгого минимума функции ( )f x , 
(1 5)x = − + , 0x =  и 1 5x = +  – точки строгого максимума этой функции. 
 318
7.3. Наибольшее и наименьшее значения функции 
 
Для функции, непрерывной на отрезке, существует согласно теореме 
Вейерштрасса точка, в которой эта функция принимает наибольшее значе-
ние, и точка, в которой функция принимает наименьшее значение. 
В случае, когда непрерывная на отрезке [ ];a b  функция ( )f x  имеет 
локальные максимумы в точках 1, ... , kx x  и локальные минимумы в точках 
1, ... mx x% %  и не имеет других точек локального экстремума, наибольшее зна-
чение функции ( )f x  на отрезке [ ];a b  равно наибольшему из чисел 
1( ), ( ), ... , ( ), ( )kf a f x f x f b , а наименьшее значение этой функции на отрез-
ке [ ];a b  равно наименьшему из чисел 1( ), ( ), ... , ( ), ( )mf a f x f x f b% % . 
В прикладных задачах при нахождении наибольшего (наименьшего) 
значения функции на отрезке [ ];a b  или на интервале ( ; )a b  часто встреча-
ется случай, когда функция ( )f x  дифференцируема на интервале ( ; )a b  и 
непрерывна на отрезке [ ];a b , а уравнение ( ) 0f x′ =  имеет единственный 
корень ( ; )x a b∈ , такой, что ( ) 0f x′ >  при 0( ; )x a x∈  и ( ) 0f x′ <  при 
0( ; )x x b∈  или ( ) 0f x′ <  при 0( ; )x a x∈  и ( ) 0f x′ >  при 0( ; )x x b∈ . 
В этом случае число 0( )f x  является не только локальным экстремумом 
функции ( )f x , но и наибольшим (наименьшим) значением этой функции на 
отрезке [ ];a b  или на интервале ( ; )a b . 
Пример 3. Найти наибольшее и наименьшее значения функции ( )f x  
на множестве Е, если: 
а) [ ]2 3( ) ( 2) ( 1) , 0; 3f x x x E= − + = ; 
б) 2( ) 4 ,xf x x e E R−= − = . 
Пусть M и m соответственно наибольшее и наименьшее значения 
функции ( )f x  на множестве Е. 
а) Для данной функции 4
5
x =  – точка максимума; 2x =  – точка мини-
мума, причем 
8
5
4 3 4
5 5
f ⋅⎛ ⎞ =⎜ ⎟⎝ ⎠ , (2) 0f = , а значения функции в концах отрезка 
[ ]0; 3  равны (0) 4f =  и 3(3) 4f = . Так как М – наибольшее, а m – наименьшее 
из чисел  4(0), ,  (2),  (3)
5
f f f f⎛ ⎞⎜ ⎟⎝ ⎠ , то (3) 64M f= = , (2) 0m f= = . 
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б) Для данной функции 2x = −  и 2x =  – точки минимума; 
(1 5)x = − + , 0x =  и 1 5x = +  – точки максимума. Функция убывает при 
1 5x > +  и является четной, (0) 4f = , (2) 0f = , (1 5)f +  наибольшее и 
наименьшее, получаем (0) 4M f= = , (2) 0m f= = . 
 
7.4. Выпуклость функции 
 
7.4.1. Понятие выпуклости 
Непрерывная функция ( )y f x=  называется выпуклый вверх отрезок 
[a; b], если для любых точек x1 и x2 отрезка [a; b] выполняется неравенство 
 ( ) ( ) ( )( )1 21 2
2 2
f x f xx x
f
++⎡ ⎤ ≥⎢ ⎥⎣ ⎦
. (0.26) 
Дадим геометрическую интерпрета-
цию понятия выпуклости. Пусть М1, М2, М0 – 
точки графика функции у = f (x), абсциссы 
которых соответственно равны x1, x2,  
x0 = (x1 + x2)/2. Тогда f (x1 + x2)/2 = f (x0) – 
есть ордината точки К – середина отрезка 
[М1М2], а f ((x1 + x2)/2) = f (x0) – ордината точ-
ки М0 графика с абсциссой, равной абсциссе 
точки К (рис. 7.15). 
Условие (7.67) означает, что для лю-
бых точек М1 и М2 графика функции y =f (x) 
середина К хорды М1М2 лежит или ниже соответствующей точки М0 графи-
ка, или совпадает с ней. 
Если неравенство (7.67) является строгим при любых x1, x2 ∈ [a; b] та-
ких, что x1 ≠ x2, то непрерывную функцию y = f (x) называют выпуклой вниз 
на отрезке [a; b]. 
Аналогично непрерывная функция y = f (x) называется выпуклой 
вниз на отрезке [a; b], если для любых точек x1 и x2 отрезка [a; b] выполня-
ется неравенство 
 1 2 1 2( ) ( )
2 2
x x f x f xf + +⎛ ⎞ ≤⎜ ⎟⎝ ⎠  (0.27) 
Если неравенство (7.68) является строгим при любых x1, x2 ∈ [a; b] та-
ких, что x1 ≠ x2, то непрерывную функцию y = f (x) называют строго выпук-
лой вниз на отрезке [a; b]. 
Понятие выпуклости и строгой выпуклости вверх (вниз) можно вве-
сти и на интервале. Например, если неравенство (7.67) выполняется для 
Рис. 7.15 
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точек интервала (а; b), то непрерывная функция y = f (x) называется выпук-
лой вверх на этом интервале. 
 
7.4.2. Достаточные условия выпуклости 
Теорема 25. Пусть f′(x) существует на отрезке[a; b], а f′′(x) – на интер-
вале (a; b). Тогда 
) ( ) 0 ( ; ),а  если f x    при x  a  b′′ ≥ ∈                                                                            (0.28) 
то функция y = f (x) выпукла вниз на отрезке [a, b]; 
б) если f′′(x) > 0 при всех x ∈ (a; b),                
то функция y=f (x) строго выпукла вниз на отрезке [a; b]. 
Аналогично, при выполнении на интервале (a; b) условия f′′(x) ≤ 0 
(f′′ ≤ 0) функции y = f (x) выпукла строго вверх (строго выпукла вниз ) на 
отрезке [a; b]. 
Замечание. Условие f′′ (x) > 0 не является необходимым условием 
строгой выпуклости вниз функции f (x) = x4. Условие f′′ (x) > 0 нарушается 
при x = 0, так как f′′ (x) = 0, однако эта функция строго выпукла вниз. 
 
7.5.Точки перегиба 
 
7.5.1. Понятие точки перегиба 
Пусть функция f (x) непрерывна в точке x0 и имеет в этой точке либо 
конечную, либо бесконечную производную. Функция при переходе через 
точку x0 меняет направление выпуклости, то есть существует δ > 0 такое, 
что на одном из интервалов вниз, точку x0 называют точкой перегиба функ-
ции f (x), а точку (x0, f (x0)) – точкой перегиба графика функции y = f (x). 
Например, для функции y = x3 и y = x1/3 x = 0 – точка перегиба. 
 
7.5.2. Необходимое условие наличия точки перегиба 
Теорема 26. Если x0 – точка перегиба функции f (x) и если функция 
f (x) имеет в некоторой окрестности точки x0 вторую производную, 
непрерывную в точке x0, то 
 0( ) 0f x′′ = . (0.29) 
 
7.5.3. Достаточные условия наличия точки перегиба 
Теорема 27. (первое достаточное условие). Если функция f (х) непре-
рывна в точке x0, имеет в этой точке конечную или бесконечную произ-
водную и если функция f′′(x) меняет знак при переходе через точку x0, то 
x0 – точка перегиба функции f (x). 
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Например, для функции f (x) = arctg x точка x = 0 – точка перегиба, так как 
2 2
2( )
(1 )
xf x
x
−′′ = +  
меняет знак при переходе через точку x = 0. 
Теорема 28. (второе достаточное условие). Если f(2)(x0) = 0, f(3)(x0) ≠ 
0, то x0 – точка перегиба функции f (x). 
 
7.6. Асимптоты 
 
7.6.1. Вертикальные асимптоты 
Если выполнено хотя бы одно из условий 
0 0
lim ( ) ,   lim ( )
x x x x
f x f x→ − → += ∞ = ∞ , 
то прямую x = x0 называют вертикальной асимптотой графика функции y = f (x). 
Например, прямая x = 0 – вертикальная асимптота графика функции 
y = 1/x, y = lg x2, y = 1/x2, прямая x = –1 – вертикальная асимптота графика 
функции y = (3 – 2x)/(x+1), прямые y = π/2 + πк (к ∈ Z) – вертикальные 
асимптоты графика функции y = tg x. 
 
7.6.2. Асимптота (невертикальная асимптота) 
Прямую  y = kx + b называют асимптотой (невертикальной асимпто-
той) графика функции y = f (x) при x → + ∞, если 
 [ ]lim ( ) ( ) 0
x
f x k x b→+∞ − ⋅ + = . (0.30) 
Если k ≠ 0, то асимптоту называют наклонной, а если k = 0, то асим-
птоту y = b называют горизонтальной. 
Аналогично вводится понятие асимптоты при x → – ∞. 
Например, прямая y = 0 – горизонтальная асимптота графиков функ-
ций y = 1/x, y = 1/x2 при x → + ∞ и x → – ∞, графика функции y = ax, a > 1 
при x → – ∞. 
Теорема 29. Для того чтобы прямая y = kx + b была асимптотой 
графика функции y = f (x) при x → + ∞, необходимо и достаточно, чтоб 
существовали конечные пределы: 
 ( )lim
x
f x k
x→+∞
= , (0.31) 
 lim ( ( ) )
x
f x kx b→+∞ − = . (0.32) 
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Замечание. Для случая горизонтальной асимптоты теорема 29 фор-
мулируется в следующем виде: для того чтобы прямая y = b была асимпто-
той графика функции y = f (x) при x → + ∞, необходимо и достаточно, чтобы  
lim ( )
x
f x b→+∞ = . 
 
7.7. Полное исследование функции и построение графика 
 
При построении графика функции y = f (x) можно придерживаться 
следующего плана: 
1) Найти область определения функции. Выяснить является ли 
функция четной (нечетной), периодической. 
2) Найти точки пересечения графика с осями координат и промежут-
ки, на которых f (x) > 0 и f (x) < 0. 
3) Найти асимптоты графика. 
5) Вычислить f′ (x), найти экстремумы и промежутки возрастания 
(убывания) функции. 
6) Вычислить f′′ (x), найти точки перегиба и промежутки выпуклости 
вверх (вниз) функции. 
7) Нарисовать график функции. 
 
Задание. Провести полное исследование функции и построить график 
3
2 4
xy
x
= − . 
Решение.  
1) Функция определена всюду, кроме точек 2x = ± . 
2) Функция нечетна, так как 
а) D (f) – симметрична относительно  x = 0;  
б) ( ) ( )f x f x− = − , а значит ее график симметричен относительно на-
чала координат, поэтому достаточно провести исследование функции в 
промежутке [ ]0;x∈ +∞ . 
3) Функция не периодична. 
4) Функция непрерывна во всех точках области определения. 
5) Интервалы возрастания и убывания функции, точки экстремума. 
Для нахождения интервалов возрастания и убывания функции, а 
также точек экстремума находим точки, где ( ) 0y x′ =  обращается в беско-
нечность или не существует, затем определяем знаки ( )y x′  на соответст-
вующих интервалах. В данном случае имеем 
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2 2 4 2 2
2 2 2 2
3 ( 4) 2 ( 12)
( 4) ( 4)
x x x x xy
x x
− − −′ = =− − . 
Для ( )0;x∈ +∞  0y′ =  при x = 0 и 2 3x =  обращается в бесконеч-
ность в точке x = 2. 
 
Для ( ; 2 3) (2 3; )   0x y′∈ −∞ − ∪ +∞ > , значит функция возрастает. 
Для ( 2 3; 2) ( 2;2) (2;2 3)   0x y′∈ − − ∪ − ∪ < , значит функция убыва-
ет. Точки 2 3x = ±  – точки экстремума, а именно 2 3x =  – точка миниму-
ма (2 3) 2 3 3y = = , а 2 3x = −  – точка максимума ( 2 3) 3 3y − = . 
6) Интервалы выпуклости и вогнутости, точки перегиба. 
 Вторая производная имеет вид 
2
2 2
8 ( 12)
( 4)
x xy
x
+′′ = −  
и обращается в нуль в точке x = 0 и в бесконечность при 2x = ± . Опреде-
лим знаки y′′  на соответствующих интервалах 
 
 Для ( ; 2) ( 2;0)    0x y′′∈ −∞ − ∪ − >  – значит, график функции обращен 
выпуклостью вниз. Для (0;2) (2; )   0x y′′∈ ∪ +∞ <  это значит, что график 
функции обращен выпуклостью вверх. Точка x = 0 – точка перегиба графи-
ка функции  y(0) = 0. 
7) Асимптоты графика функции. 
1. Вертикальные асимптоты. 
Так как   
3 3
2 22 0 x 2 0
lim ;   lim
4 4x
x x
x x→ − → +
= −∞ = +∞− − ; 
3 3
2 22 0 x 2 0
lim ;   lim
4 4x
x x
x x→ − →− +
= +∞ = −∞− − , 
то прямые x = 2 и x = –2 – вертикальные асимптоты. 
 
                                ′′ < 0y             ′′ < 0y             ′′ > 0y             ′′ > 0y                    
                                                                                                                                   
                                                –2                   0                    2                              x 
             y′ > 0        ′ < 0y             ′ < 0y           ′ < 0y        ′ < 0y        ′ > 0y    
                                                                                                                                        
                32−                  –2                     0                     2                32        x 
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2. Горизонтальные асимптоты. 
Так как lim ( ) ;
x
f x→+∞ = +∞  а lim ( )x f x→−∞ = −∞ , то это означает, что гори-
зонтальных асимптот нет. 
3. Наклонные асимптоты y kx b= + . 
 Имеем    
2
2lim lim 14x x
y xk
x x→+∞ →+∞
= = =− , 
3
2 2
4lim ( ) lim 1 lim 0
4 4x x x
x xb y kx x
x x→∞ →+∞ →+∞
⎛ ⎞= − = − = =⎜ ⎟⎜ ⎟− −⎝ ⎠
, 
x -
lim 1;   b lim ( ) 0
x
yk y kx
x→−∞ → ∞
= = = − = . 
 Значит график функции имеет наклонную асимптоту y x= . 
8) Точки пересечения графика функции с осями координат. 
x = 0, то y = 0;  y = 0, то x = 0. 
9) Поведение функции на бесконечности. 
3
2lim ( ) lim 4x x
xf x
x→+∞ →+∞
= = +∞−   
3
2lim ( ) lim 4x x
xf x
x→−∞ →−∞
= = −∞−  
10) Используя результаты исследования, строим график данной функции. 
 
 
 
                                               y 
 
 
                                     3 3  
 
 
 
              2 3−       –2                           2         2 3           x 
 
 
 
 
                                               3 3−  
 
                                                                                               
 
 
 
Рис. 7.16 
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ОСНОВНЫЕ ЗАДАЧИ 
 
Задача 1 
Пример 1. Исследовать на совместность и решить систему уравнений 
1 2 4
1 2 3 4
1 2 3 4
2 1
3 7 4 3
2 2
x x x
x x x x
x x x x
− + = −⎧⎪ + − + =⎨⎪ − + + = −⎩
 
Решение. Находим ранг матрицы системы и расширенной матрицы 
( )A B  = 
2 1 0 1 1
1 3 7 4 3
3 2 1 1 2
− −⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− −⎝ ⎠
[1]∼
1 3 7 4 3
2 1 0 1 1
3 2 1 1 2
−⎛ ⎞⎜ ⎟− −⎜ ⎟⎜ ⎟− −⎝ ⎠
 
[2]∼  
[2]∼  
1 3 7 4 3
0 7 14 7 7
0 11 22 11 11
−⎛ ⎞⎜ ⎟− − −⎜ ⎟⎜ ⎟− − −⎝ ⎠
 
[ ]3
∼
1 3 7 4 3
0 1 2 1 1
0 1 2 1 1
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟−⎝ ⎠
[ ]4
∼
1 3 7 4 3
0 1 2 1 1
0 0 0 0 0
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟⎝ ⎠
, 
где действия: [1]: меняем местами первую и вторую строки; 
[2]: элементы первой строки умножим на (–2) и прибавим соответст-
венно к элементам второй строки. Затем элементы первой строки умножим 
на (–3) и прибавим соответственно к элементам третьей строки; 
[3]: элементы первой строки разделим на (–7),а элементы второй 
строки – на (–11); 
[4]: из элементов второй строки вычтем элементы третьей строки. 
Таким образом, 2A A Br r r= = = . 
По теореме Кронекера-Капелли система совместна. Так как r = 2 < n = 4, 
то система имеет бесконечное множество решений. При помощи элемен-
тарных преобразований над уравнениями системы, аналогичных приве-
денным элементарным преобразованиям над строками матрицы, данная 
система приводится к виду 
1 2 3 4
2 3 4
3 7 4 3,
2 1.
x x x x
x x x
+ − + =⎧⎨ − + =⎩
 
Так как  ∆2 = 1301  = 1 ≠ 0, то в качестве базисных неизвестных берем 
1x  и 2x , а 3x  и 4x  принимаем за свободные неизвестные. Перенеся члены 
со свободными неизвестными в правые части системы, получим }1 2 3 42 3 43 7 4 3,2 1.x x x xx x x+ = − += − +  
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Давая свободным неизвестным x3 и x4 произвольные значения t1, t2, полу-
чим общее решение системы 
1 1 2
2 1 2
3 1
4 2
,
2 1,
,
,
x t t
x t t
x t
x t
= − ⎫⎪= − + ⎬= ⎪= ⎭
              t1, t2 ∈ R. 
Ответ: {(t1 – t2; 2t1 – t2+1; t1, t2)| t1, t2 ∈ R}. 
Пример 2.  
Дана система линейных неоднородных алгебраических уравнений 
1 2 3
1 2 3
1 2 3
5 3,
2 4 3 2,
3 3 7.
x x x
x x x
x x x
+ − = ⎫⎪+ − = ⎬− − = − ⎪⎭
 
Проверить, совместна ли эта система и, в случае совместности, решить ее:  
а) по формулам Крамера;  
б) с помощью обратной матрицы;  
в) методом Гаусса. 
Решение. Совместность данной системы проверим по теореме Кро-
некера-Капелли. С помощью элементарных преобразований найдем ранг 
матрицы  
А = 
1 5 1
2 4 3
3 1 3
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− −⎝ ⎠
 
данной системы и ранг расширенной матрицы  
( )A B  = 
1 5 1 3
2 4 3 2
3 1 3 7
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− − −⎝ ⎠
. 
Получим 
( )A B  = 
1 5 1 3
2 4 3 2
3 1 3 7
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− − −⎝ ⎠
[ ]1
∼
1 5 1 3
0 6 1 4
0 16 0 16
−⎛ ⎞⎜ ⎟− − −⎜ ⎟⎜ ⎟− −⎝ ⎠
[ ]2
∼
1 1 5 3
0 1 6 4
0 0 16 16
−⎛ ⎞⎜ ⎟− − −⎜ ⎟⎜ ⎟− −⎝ ⎠
, 
где действия: [1]: умножим первую строку на (–2) и сложим со второй; за-
тем умножим первую строку на (–3) и сложим с третьей;  
[2]: поменяем местами второй и третий столбцы.  
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Следовательно, 3A A Br r n= = =  (то есть числу неизвестных). Значит 
исходная система имеет единственное решение. 
а) решим систему уравнений по формулам Крамера  
1
1
xx ∆= ∆ ,  
2
2
xx ∆= ∆ ,  
3
3
xx ∆= ∆ ;  
1 5 1
2 4 3
3 1 3
−
∆ = −
− −
= –16 ≠ 0, 
x∆  = 
3 5 1
2 4 3
7 1 3
−
−
− − −
 = 64; y∆  = 
1 3 1
2 2 3
3 7 3
−
−
− −
 = –16; z∆  = 
1 5 3
2 4 2
3 1 7− −
 = 32. 
1 2 3
64 16 324, 1, 2.
16 16 16
x x x−= = − = = = = −− − −  
б) для нахождения решения системы с помощью обратной матрицы 
запишем систему уравнений в матричной форме 
A X B⋅ = , где A  = 
1 5 1
2 4 3
3 1 3
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− −⎝ ⎠
, X  = 
1
2
3
x
x
x
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
, B  = 
3
2
7
⎛ ⎞⎜ ⎟⎜ ⎟−⎝ ⎠
. 
Решение определяется формулой  1X A B−= ⋅ , 
где  1A−  = 1∆
11 21 31
12 22 32
13 23 33
A A A
A A A
A A A
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
, при условии ∆  ≠ 0. 
Находим А-1: 
A11 = (–1)1+1
4 3
1 3
−
− −  = –15, A21 = (–1)2+1
5 1
1 3
−
− −  = 16, A31 = (–1)3+1
5 1
4 3
−
−  = –11; 
A 12 = (–1)1+2
2 3
3 3
−
−  = –3,  A 22 = (–1)2+2
1 1
3 1
−
−  = 0,  A 32 = (–1)3+2
1 1
2 3
−
−  = 1; 
A 13 = (–1)1+3
2 4
3 1−  = –14,  A 23 = (–1)
1 5
3 1−  = 16,  A 33 = (–1)
3+3 1 5
2 4
 = –6; 
1A−  = 1
16−
15 16 11
3 0 1
14 16 6
− −⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− −⎝ ⎠
. 
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Решение системы 
X  = 
1
2
3
x
x
x
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 = 1
16−
15 16 11
3 0 1
14 16 6
− −⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− −⎝ ⎠
·
3
2
7
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟−⎝ ⎠
 = 
4
1
2
−⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟−⎝ ⎠
. 
Таким образом, 1x  = –4,   2x  = 1,   3x  = –2. 
в) решим систему уравнений методом Гаусса.  
Исключим x1 из второго и третьего уравнений. Для этого первое уравнение 
умножим на 2 и вычтем из второго, затем первое уравнение умножим на 3 
и вычтем из третьего:  
1 2 3
2 3
2
5 3,
6 4,
16 16
x x x
x x
x
+ − = ⎫⎪− − = − ⎬⎪− = − ⎭
    или    
1 2 3
2 3
2
5 3,
6 4,
1.
x x x
x x
x
+ − = ⎫⎪− − = − ⎬⎪= ⎭
 
Обратным ходом находим: 2 3 14, 2, 4x x x= − = − = − . 
Ответ: 1x  = –4,   2x  = 1,   3x  = –2. 
Пример3.  
Исследовать на совместность и решить систему уравнений  
1 2 3
1 2 3
1 2 3
2 3 2,
3 3 1,
5 2 2 4.
x x x
x x x
x x x
− + = ⎫⎪+ − = ⎬⎪− − = ⎭
 
Решение. Проверим систему уравнений на совместность с помощью 
теоремы Кронекера-Капелли. 
( )A B  = 
2 3 1 2
3 1 3 1
5 2 2 4
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− −⎝ ⎠
[ ]1
∼
1 3 2 2
3 1 3 1
2 2 5 4
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− −⎝ ⎠
[ ]2
∼
1 3 2 2
0 8 9 7
0 8 9 8
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟−⎝ ⎠
[ ]3
∼
1 3 2 2
0 8 9 7
0 0 0 1
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟⎝ ⎠
. 
где действия: [1]: меняем первый и третий столбцы местами;  
[2]: умножаем первую строку на 3 и прибавляем ко второй, затем 
умножаем первую строку на 2 и прибавляем к третьей;  
[3]: из второй строки вычтем третью.  
Получим  2, 3.A A Br r= =  Согласно теореме Кронекера-Капелли ис-
ходной системы несовместна, так как A A Br r≠ . 
Ответ: система не имеет решений.  
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Задача 2 
Пример 1. Решить однородную систему линейных алгебраических 
уравнений  
1 2 3
1 2 3
1 2 3
2 4 5 0,
2 3 0,
3 2 0.
x x x
x x x
x x x
− + = ⎫⎪+ − = ⎬⎪− + = ⎭
 
Решение. Определитель системы  
2 4 5
1 2 3 11 0
3 1 2
−
∆ = − = ≠
−
, 
поэтому система имеет единственное решение: 1 2 3 0x x x= = = . 
Ответ: 1 2 30, 0, 0x x x= = = .  
Пример 2. Решить однородную систему алгебраических уравнений 
1 2 3
1 2 3
1 2 3
3 4 0,
3 5 0,
4 0.
x x x
x x x
x x x
+ − = ⎫⎪− + = ⎬⎪+ + = ⎭
 
Решение. Так как  
3 4 1
1 3 5 0
4 1 1
−
∆ = − = , 
то система имеет бесчисленное множество решений.  
3 4
13 0
1 3
= − ≠− , значит 2Ar = , n = 3, тогда возьмем два любых 
уравнения системы (например, первое и второе) и найдем ее решение. 
Имеем  1 2 3,
1 2 3
3 4
3 5
x x x
x x x
+ = ⎫⎬− = − ⎭
 
Так как определитель из коэффициентов при неизвестных 1x  и 2x  не равен 
нулю, то в качестве базисных неизвестных возьмем 1x  и 2x  (хотя можно 
брать и другие пары неизвестных) и переместим члены с 3x  в правые части 
уравнений 
1 2 3
1 2 3
3 4 ,
3 5 .
x x x
x x x
+ = ⎫⎬− = − ⎭
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Решим систему по правилам Крамера: 
1
1
xx
∆= ∆ , 
2
2
xx
∆= ∆ , 
где 
3 4
9 4 13
1 3
∆ = = − − = −− ;  1
3
3 3 3
3
4
3 20 17
5 3x
x
x x x
x
∆ = = − + =− −  
 
2
3
3 3 3
3
3
15 16
1 5x
x
x x x
x
∆ = = − − = −− . 
Отсюда находим, что  31
17
13
xx = − ,  32 1613
xx = . 
Полагая x 3 = 13t, где t – произвольный коэффициент пропорциональ-
ности, получим решение исходной системы: 1x  = –17t,  2x  = 16t,  3x  = 13t.  
Ответ: 1x  = –17t,   2x  = 16t,   3x  = 13t.  
 
Задача 3 
Пример 1.  
Найти собственные значения и собственные векторы матрицы 
1 1 3
1 5 1
3 1 1
A
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 
Решение. Составляем характеристическое уравнение матрицы A  
11 12 13
21 22 23
31 32 33
0
a a a
a a a
a a a
− λ
− λ =
− λ
,     
1 1 3
1 5 1 0
3 1 1
− λ
− λ =
− λ
, 
или  (1 – λ)(5 – λ)(1 – λ) + 3 + 3 – 9(5 – λ) – (1 – λ) – (1 – λ) = 0. 
Раскрывая скобки и приводя подобные члены, получим кубическое 
уравнение   λ3 – 7λ2 + 36 = 0.  
Чтобы решить это уравнение, поступим следующим образом. Мето-
дом проб найдем один из корней уравнения λ1, разделив потом левую 
часть уравнения на (λ – λ1) и приравняв к нулю результат, получим квад-
ратное уравнение. Корень λ1 ищем среди делителей свободного члена 
уравнения (±1; ±2; ±3; ±4; ±6; ±9; ±12; ±36).  λ1 = 3 есть корень уравнения.  
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Делим левую часть уравнения λ3 – 7λ2 + 36 = 0 на (λ – 3). 
 
λ3 – 7λ2 + 36 λ – 3______ 
λ3 – 3λ2            λ2 – 4λ – 12 
   –4λ2 + 36  
   –4λ2 + 12λ  
 –12λ + 36  
 –12λ + 36 
      0  
λ3 – 7λ2 + 36 = (λ – 3) (λ2 – 4λ – 12)  
Для определения двух других корней решим квадратное уравнение  
λ2 – 4λ – 12 = 0, откуда λ2 = 6, λ3 = –2. 
Собственные значения матрицы A  равны  λ1 = 3, λ2 = 6, λ3 = –2.  
Чтобы найти собственные векторы, решаем систему уравнений  
1 2 3
1 2 3
1 2 3
(1 ) 3 0;
(5 ) 0;
3 (1 ) 0.
x x x
x x x
x x x
− λ + + = ⎫⎪+ − λ + = ⎬⎪+ + − λ = ⎭
 
Найдем собственный вектор 1p , соответствующий собственному 
значению λ1 = 3. Система уравнений примет вид  
1 2 3
1 2 3
1 2 3
(1 3) 3 0,
(5 3) 0,
3 (1 3) 0.
x x x
x x x
x x x
− + + = ⎫⎪+ − + = ⎬⎪+ + − = ⎭
  или  
1 2 3
1 2 3
1 2 3
2 3 0,
2 0,
2 0.
x x x
x x x
x x x
− + + = ⎫⎪+ + = ⎬⎪+ − = ⎭
 
Решим систему данных уравнений методом Гаусса: 
1 2 3
2 3
2 0,
0.
x x x
x x
+ + = ⎫⎬+ = ⎭
;        1 2 3
2 3
2 ,
.
x x x
x x
+ = − ⎫⎬= − ⎭
 
Пусть x 3 = a , тогда 2 12 ,   x a x a= = .  (1; 1;1)p a= − , 0a ≠ . Для 2 6λ =  
получаем систему уравнений 
1 2 3
1 2 3
1 2 3
(1 6) 3 0;
(5 6) 0;
(1 6) 0.
x x x
x x x
x x x
− + + = ⎫⎪+ − + = ⎬⎪+ + − = ⎭
  или  
1 2 3
1 2 3
1 2 3
5 3 0;
0;
5 0.
x x x
x x x
x x x
− + + = ⎫⎪− + = ⎬⎪+ − = ⎭
 
откуда имеем 
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1 2 3
2 3
;
2 .
x x x
x x
− = − ⎫⎬= ⎭
 
Пусть 3 1x a= , тогда 2 2x a= , 1 1x a= .  2 (1;2;1)p a= ⋅ ,   a≠0. 
Для  3 2λ = −  имеем 
1 2 3
1 2 3
1 2 3
(1 2) 3 0;
(5 2) 0;
(1 2) 0.
x x x
x x x
x x x
+ + + = ⎫⎪+ + + = ⎬⎪+ + + = ⎭
  или   
1 2 3
1 2 3
1 2 3
3 3 0;
7 0;
3 3 0.
x x x
x x x
x x x
+ + = ⎫⎪+ + = ⎬⎪+ + = ⎭
; 
1 2 3
2
7 0;
20 0.
x x x
x
+ + = ⎫⎬− = ⎭
 
Откуда следует 2 0x = , 1 3.x x= −  а  3x  = a , тогда  1x  = – a .  3 ( 1;0;1)p a= −
ur
, 
a  ≠ 0. 
Итак, собственные векторы заданной матрицы: 
1 (1; 1;1)p a= −
uur
; 2 (1;2;1)p a=
ur
; 3 ( 1;0;1)p a= −
uur
,  a≠0. 
Пример 2. Найти собственные значения и собственные векторы 
матрицы 
A  = 
2 1 2
5 3 3
1 0 2
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟− −⎝ ⎠
 
Решение. Составляем характеристическое уравнение матрицы А 
2 1 2
5 3 3 0
1 0 2
− λ −
− − λ =
− − − λ
, 
или   ( )( )( ) ( ) ( )2 3 2 3 0 2 3 0 5 2 0− λ − − λ − − λ + + + − − λ − + − − λ = . 
Раскрывая скобки и приводя подобные члены, получим кубическое 
уравнение  
3 23 3 1 0λ + λ + λ + = . 
По формулам тождественного преобразования приведем уравнение к виду  
( )31 0λ + = . 
Отсюда  1 2 3 1λ = λ = λ = −  есть корень уравнения. 
Собственное значение матрицы А равно 1λ = − . 
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Чтобы найти собственные векторы, решаем систему уравнений 
1 2 3
1 2 3
1 3
(2 1) 2 0;
5 ( 3 1) 3 0;
( 2 1) 0.
x x x
x x x
x x
+ − + = ⎫⎪+ − + + = ⎬⎪− + − + = ⎭
   или   
1 2 3
1 2 3
1 3
3 2 0;
5 2 3 0;
0.
x x x
x x x
x x
− + = ⎫⎪− + = ⎬⎪− − = ⎭
 
Откуда имеем 
1 3
2 3
;
.
x x
x x
− = ⎫⎬= − ⎭
 
Пусть 3x a= , тогда 2 1,x a x a= − = −  и ( )1 1; 1;1p a= − − , 0a ≠  
Собственному значению λ = –1 соответствует бесчисленное множе-
ство неколлинеарных собственных векторов, перпендикулярных к вектору  
( )1 1; 1;1p a= − − . Из этих векторов можно произвольным образом выбрать 
два ортогональных вектора. Например, в качестве вектора  2p
uur
  возьмем 
вектор  ( )2 1;0;1p a= ,  а  ( )3 1;2;1p a= − ,  0a ≠ . 
Легко видеть, что: 
− 1 2p p⊥ , так как 1 2 0 0p p a a a a a⋅ = − ⋅ − ⋅ + ⋅ = ; 
− 1 3p p⊥ , так как ( )1 3 2 0p p a a a a a a⋅ = − ⋅ − − ⋅ + ⋅ = ; 
− 2 3p p⊥ , так как ( )2 3 0 2 0p p a а а а а⋅ = ⋅ − + ⋅ + ⋅ = . 
Итак, получено три взаимно перпендикулярных собственных вектора: 
( )1 1; 1;1p a= − − ,  ( )2 1;0;1p a= ,  ( )3 1;2;1p a= − ,   0a ≠ . 
 
Задача 4 
Даны векторы  ( )2; 1;3a = − ,  ( )1;2; 3b = − ,  ( )0;1;2c = ,  ( )1;9; 13d = − −  
со своими координатами в базисе  1 2 3, ,e e e . Показать, что векторы , ,a b c  
сами образуют базис, и найти разложение вектора  d   в новом базисе. 
Решение. Вычислим определитель, составленный из координат этих 
векторов 
2 1 3
1 2 3 19 0
0 1 2
−
∆ = − = ≠ . 
Это значит, что векторы , ,a b c  линейно независимы и, следователь-
но, образуют базис пространства R3. 
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Пусть 1 2 3d a b c= α + α + α  − разложение вектора d
ur
 по базису , ,a b c . 
По условию задачи имеем 
( ) ( ) ( )
31 2
1 2 3 1 2 3 1 2 31 2 3
1 9 13
2 1 3 1 2 3 0 1 2 ,
e e e
e e e e e e e e e
− ⋅ + ⋅ − ⋅ =
= α ⋅ − ⋅ + ⋅ + α ⋅ + ⋅ − ⋅ + α ⋅ + ⋅ + ⋅
 
( ) ( ) ( )
1 2 3
1 2 31 2 3 1 2 3 1 2 3
1 9 13
2 1 0 1 2 1 3 3 2 .
e e e
e e e
− ⋅ + ⋅ − ⋅ =
= ⋅α + ⋅α + ⋅α ⋅ + − ⋅α + ⋅α + ⋅α ⋅ + ⋅α − ⋅α + ⋅α ⋅
 
Из условия равенства двух векторов получим: 
[ ]1 2 3 1 2 31
1 2 3 1 2
1 2 3 1 2 3
2 1 0 1, 2 9,
1 2 1 9, 2 1,
3 3 2 13. 3 3 2 13.
α + α + α = − α − α −α = −⎫ ⎫⎪ ⎪− α + α + α = ⇒ α +α = −⎬ ⎬⎪ ⎪α − α + α = − α − α + α = −⎭ ⎭
 
[ ]2
⇒  
[ ] 1 2 31 2 3 3
2 3 2 3
2 3
2 3
2 9,2 9,
2 175 2 17, ,
5 5
3 5 14. 3 5 14.
α − α −α = − ⎫α − α −α = − ⎫ ⎪⎪ ⎪α + α = ⇒ α + α =⎬ ⎬⎪ ⎪α + α = ⎭ α + α = ⎪⎭
 
[ ]4
⇒  
[ ]1 2 3 15
2 3 2
3
3
2 9, 2,
2 17 , 3,
5 5
1.19 19 .
5 5
⎫⎪α − α −α = − α = − ⎫⎪⎪ ⎪α + α = ⇒ α =⎬ ⎬⎪ ⎪α = ⎭⎪α = ⎪⎭
 
где действия: [1]: обе части первого уравнения умножим на (–1), поменяем 
местами первое и второе уравнения; 
[2]: обе части первого уравнения умножим на (–2) и прибавим соот-
ветственно ко второму уравнению. Затем обе части первого уравнения ум-
ножим на (–3) и прибавим соответственно к третьему уравнению. 
[3]: обе части второго уравнения разделим на 5. 
[4]: обе части второго уравнения умножим на (–3) и прибавим соот-
ветственно к третьему. 
[5]: из третьего уравнения находим  3 1α = . Подставим это значение 
во второе уравнение и получим 2 3α = . Подставляя полученные значения 
2 33,  1α = α =  в первое уравнение, найдем  1 2α = − . 
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Эту систему можно решить по формулам Крамера: 
1
1
α∆α = ∆ , 
2
2
∆αα = ∆ , 
3
3
α∆α = ∆ ,  
где   
2 1 0
1 2 1 19
3 3 2
∆ = − =
−
, 
1
1 1 0
9 2 1 38
13 3 2
α
−
∆ = = −
− −
, 
2
2 1 0
1 9 1 57
3 13 2
α
−
∆ = − =
−
, 
3
2 1 1
1 2 9 19
3 3 13
α
−
∆ = − =
− −
. 
Отсюда находим:  1 2α = − ,  2 3α = ,  3 1α = .  Итак,   2 3 1d a b c= − + + . 
Ответ: ( )2; 3; 1d = − . 
 
Задача 5 
Даны векторы 4 4a i k= + , 3 2b i j k= − + +  и 3 5c i j= + . Необходимо: 
а) вычислить смешанное произведение векторов  , , 5a b c ; 
б) найти модуль векторного произведения  3c  и b ;  
в) вычислить скалярное произведение векторов  a  и 3b ;  
г) проверить, будут ли коллинеарны или ортогональны векторы a  и b ; 
д) проверить, будут ли компланарны векторы  a ,  b  и c . 
Решение: 
а) Так как  5 15 25c i j= + , то  
( ) 4 0 45 1 3 2 100 180 200 480
15 25 0
a b c× ⋅ = − = − − − = − ; 
б) Поскольку  3 9 15c i j= + , то 
15 0 9 0 9 15
3 9 15 0
3 2 1 2 1 3
1 3 2
i j k
c b i j k× = = − + =− −−
 
( ) ( ) ( )30 0 18 0 27 15 30 18 42i j k i j k= − − + + + = − + , 
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( )22 23 30 18 42 2988c b× = + − + = ; 
в) 3 3 9 6b i j k= − + + , 
( )3 4 3 0 9 4 6 12a b⋅ = ⋅ − + ⋅ + ⋅ = ; 
г) так как ( )4; 0; 4a = , ( )1; 3; 2b = −  и 4 0 4
1 3 2
≠ ≠− , то векторы a  
и b  не коллинеарны.  Поскольку ( )4 1 0 3 4 2 0a b⋅ = ⋅ − + ⋅ + ⋅ ≠ , то векторы a  
и b  не ортогональны; 
д) векторы , ,a b c  компланарны, если 0a b c = . Вычисляем 
4 0 4
1 3 2 20 36 40 96 0
3 5 0
a b c = − = − − − = − ≠ , 
то есть векторы a , b , c  не компланарны. 
 
Задача 6 
Пример 1. Даны вершины треугольника A (6; –6), B (2; –3), C (8; 5). 
Составить уравнение высоты треугольника, проведенной из вершины B . 
Решение.  
Найдем угловой коэффициент стороны AC  (рис. 1) по формуле  
2 1
2 1
y yk
x x
−= − : 
5 6 11
8 6 2AC
k += =− . 
1 2,
11BD BDAC
BD AC k k
k
⊥ ⇒ = − = − . 
Запишем уравнение высоты BD  как 
уравнение прямой, проходящей через точку B  в направлении BDk   
( )1 1y y k x x− = − ,  то есть 
( )23 2
11
y x+ = − −    или    2 11 29 0x y+ + = . 
Ответ:  2 11 29 0x y+ + = . 
D А 
B 
С 
Рис. 1 
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Пример 2. Найти точку, симметричную точке A (–2; 4) относительно 
биссектрисы первого координатного угла (рис. 2). 
Решение. 
Проведем через точку A  прямую l 
перпендикулярную биссектрисе первого 
координатного угла. Прямые l и l1 пере-
секаются в точке C . На прямой отложим 
отрезок CA 1, равный отрезку AC . Полу-
ченные треугольники равны 
1ACO A CO∆ = ∆  (по двум катетам). От-
сюда следует, что  
1OA OA= . 
Тогда равны треугольники 
1ADO OEA∆ = ∆  (по гипотенузе и острому углу). 
Откуда следует, что 4AD OE= = , 1 2OD EA= = , то есть точ-
ка A 1 имеет координаты  4,   2x y= = − . 
Ответ:  A 1(4; –2). 
Пример 3. В треугольнике с вершинами A (2; 3), B (6; 3), C (6; –5) 
найти длину биссектрисы BM . 
Решение.  
1 способ 
По свойству биссектрисы внутреннего угла 
треугольника, имеем: 
CM BC
MA BA
= . 
Найдем длины сторон BC  и BA  треугольни-
ка ∆ ABC  (рис. 3): 
( ) ( )2 26 6 5 3 8BC = − + − − = ,  ( ) ( )2 22 6 3 3 4BA = − + − = . 
Следовательно, 8
4
СМ
МА
λ = = , то есть 2λ = . 
Найдем координаты Mx  и My  точки M : 
6 2 2 10 ,
1 2 3M
x + ⋅= =+   
5 2 3 1
1 2 3M
y − + ⋅= =+ , 
D 
y 
x 
A 
A1 l1 
l 
E 
C 
Рис. 2 
M 
A 
B 
C 
Рис. 3 
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Итак 10 1;
3 3
M ⎛ ⎞⎜ ⎟⎝ ⎠ . 
Зная координаты точки B  и точки M , найдем длину биссектрисы BM : 
2 210 1 64 64 86 3 2
3 3 9 9 3
BM ⎛ ⎞ ⎛ ⎞= − + − = + =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ . 
Ответ: 8 2
3
BM = . 
2 способ 
1. Напишем уравнение биссектрисы BM . 
2. Найдем координаты точки M  как пересечение прямых AC  и BM . 
3. Найдем длину отрезка BM . 
Пример 4. Составить уравнения сторон треугольника, зная одну его 
вершину B (2; –7), а также уравнения высоты 3 11 0x y+ + =  и медианы 
2 7 0x y+ + = , проведенных из различных вершин (рис. 4). 
Решение. Подставляя координаты точки B  в уравнения высоты и 
медианы, устанавливаем, что вершина B  не лежит ни на одной из данных 
прямых.  B CM∉  и  B AK∉ . 
1) Продлим медиану CM  так, чтобы 
OM MD= , через точку D  проведем прямые 
BD  и AD . Получим параллелограмм OBDA  
( ),BM MA OM MD= = , значит BD || OA . 
Запишем уравнение прямой BD , исполь-
зая уравнение прямой OA : 3 11 0x y+ + = ,   
( )3;1OAN = , ( ) ( )3 2 1 7 0x y− + + =  или 
3 1 0x y+ + = . 
2) D CM BD= I , найдем координаты точки D , решив систему уравнений: 
( ){ { {3 1 0, 2 6 2 2 0, 12 7 0. 4.2 7 0.
5 5
x y x y x
x y yx y
x
+ + = ⋅ − − − − = =+ + + = = −+ + =
− = −
 
Получим  D(1;-4). 
3) Найдем координаты точки  ( )O O CM AK= I  
3 11 0,
2 7 0.
x y
x y
+ + =⎧⎨ + + =⎩   ⇒  ( )3; 2O − −  
K 
A 
C 
B(2; –7) 
D 
O 
M 
Рис. 4 
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4) M  – середина OD , найдем координаты точки M . 
1 2 1 2;
2 2
x x y yx y+ += =  или  1 3 4 21; 3
2 2
x y− − −= = − = = − . 
Получим  M (–1; –3). 
5) M  – середина BA , найдем координаты точки A . 
21 ; 4 ;
2
x x+− = = −  73 ; 1
2
y y− +− = = . 
Получим  A (–4; 1). 
6) Найдем уравнение прямой АВ. (координаты точек  А(–4; 1); В(2; –7)). 
4 1
2 4 7 1
x y+ −=+ − −    или   4 3 13 0x y+ + = . 
7) Найдем уравнение прямой BC . 
Так как ,BC AK⊥  B (2; –7),   ( ): 3 11 0 , 3;  1AKAK x y N+ + = , то 
2 7
3 1
x y− +=    или   3 23 0x y− − = . 
8) Найдем координаты точки ( )C C BK CM= I . 
2 7 0;
3 23 0.
x y
x y
+ + =⎧⎨ − − − =⎩     
5;
6.
x
y
=⎧⇒ ⎨ = −⎩  
Получим  ( )5;  6 .C −  
9) Найдем уравнение АС (уравнение прямой через две точки А(–4; 1); 
С(5; –6). 
4 1
5 4 6 1
x y+ −=+ − −       или    7 9 19 0.x y+ + =  
Ответ:   : 4 3 13 0;AB x y+ + =  
              : 3 23 0;BC x y− − =  
              : 7 9 19 0.AC x y+ + =  
Пример 5. Даны вершины треугольника ∆АВС: А(4; 3); В(–3; –3); 
С(2; 7). Найти:  
а) уравнение стороны AB , 
б) уравнение высоты CH , 
в) уравнение медианы AM , 
г) точку N  пересечения медианы AM  и высоты CH , 
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д) уравнение прямой, проходящей через вершину C  параллельно 
стороне AB , 
е) расстояние от точки C  до прямой AB . 
Решение: 
а) Воспользовавшись уравнением 
прямой, проходящей через две точки  
1 1
2 1 2 1
x x y y
x x y y
− −=− − , 
получим уравнение стороны AB  (рис. 5): 
4 3
3 4 3 3
x y− −=− − − − , 
откуда ( ) ( )6 4 7 3x y− = −  или 
6 7 3 0x y− − = . 
б) Согласно уравнению  
y kx b= + ,  угловой коэффициент прямой AB  – 1 67k = .  CH  – высота, зна-
чит CH AB⊥ , отсюда следует, что угловой коэффициент высоты CH   
2
1
1k
k
= −   или  2 76k = − . 
По точке С(2; 7) и угловому коэффициенту 2
7
6
k = −  составляем 
уравнение высоты  CH ( )( )0 0y y k x x− = −  
( )77 2
6
y x− = − −   или   7 6 56 0x y+ − = . 
в) Точка M  – середина отрезка BC , находим координаты точки M : 
1 2 1 23 2 1 3 7; 2.
2 2 2 2 2
x x y yx y+ − + + − += = = − = = =  
Теперь по двум известным точкам А и М составляем уравнение медианы АМ: 
4 3
1 2 34
2
x y− −= −− −
   или   2 9 19 0x y− + = . 
г) Для нахождения координат точки N , пересечения медианы AM  и 
высоты CH  составляем систему уравнений: 
H 
A 
B 
C 
M N 
y 
x 
Рис. 5 
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7 6 56 0;
2 9 19 0.
x y
x y
+ − =⎧⎨ − + =⎩  
Решая ее, получим   26 49;
5 15
N ⎛ ⎞⎜ ⎟⎝ ⎠ . 
д) Так как прямая, проходящая через вершину C , параллельна сто-
роне AB , то их угловые коэффициенты равны, то есть  1
6
7
k = . 
Используя уравнение ( )0 0y y k x x− = − , по точке C  и угловому коэффици-
енту 1k  составляем уравнение прямой CD  
( )67 2
7
y x− = −      или     6 7 37 0.x y− + =  
е) расстояние от точки  С(2; 7) до прямой  AB   6 7 3 0x y− − =  вычис-
ляем по формуле  
( )
0 0
2 2 22
6 2 7 7 3 40; 4,4.
856 7
Ax By C
d CH
A B
+ + ⋅ − ⋅ −= = = ≈
+ + −
 
Ответ: а) : 6 7 3 0;AB x y− − =   г) 26 49; ;
5 15
N ⎛ ⎞⎜ ⎟⎝ ⎠    
            б) : 7 6 56 0;CH x y+ − =   д) 6 7 37 0 ;x y− + =   
            в) : 2 9 19 0;AM x y− + =   е) 4,4 .d ≈  
 
Задача 7 
Даны четыре точки ( )1 4,  7,  8 ,A  ( )2 1,  13,  0 ,A −  ( )3 2,  4,  9 ,A  
( )4 1,  8,  9A . Составить уравнения: 
а) плоскости 1 2 3A A A ; 
б) прямой 1 2A A ; 
в) прямой 4A M  , перпендикулярной к плоскости 1 2 3A A A ; 
г) прямой 4A N  , параллельной прямой 1 2A A . 
Вычислить: 
д) синус угла между прямой  1 4A A   и плоскостью  1 2 3A A A ; 
е) косинус угла между координатной плоскостью  Oxy   и плоско-
стью 1 2 3A A A . 
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Решение. 
а) используя формулу  
1 1 1
2 1 2 1 2 1
3 1 3 1 3 1
0 ,
x x y y z z
x x y y z z
x x y y z z
− − −
− − − =
− − −
 
составляем уравнение плоскости  1 2 3A A A  
4 7 8
5 6 8 0 ,
2 3 1
x y z− − −
− − =
− −
 
раскладывая определитель по первой строке, получаем  
( ) ( ) ( )6 8 5 8 5 64 7 8
3 1 2 1 2 3
x y z
− − − −− − − + − =− − − −  
( )( ) ( )( ) ( )( )4 6 24 7 5 16 8 15 12x y z= − − − − − − + − + =  
( ) ( ) ( ) ( ) ( )4 18 7 21 8 27 0x y z= − ⋅ − − − ⋅ − + − ⋅ =   или  6 7 9 97 0x y z− − + = ; 
б) уравнения прямой, проходящей через две точки имеют вид  
1 1 1
2 1 2 1 2 1
x x y y z z
x x y y z z
− − −= =− − − , 
поэтому уравнения прямой  1 2A A  
4 7 8
1 4 13 7 0 8
x y z− − −= =− − − −   или  
4 7 8
5 6 8
x y z− − −= =− − ; 
в) из условия перпендикулярности прямой 4A M  и плоскости 1 2 3A A A  
следует, что в качестве направляющего вектора прямой S  можно взять 
нормальный вектор ( )6, 7, 9n = − −  плоскости 1 2 3A A A . Тогда уравнения 
прямой 4A M  запишем по формуле  
1 1 1x x y y z z
m n p
− − −= = ,  
где , ,m n p  − координаты направляющего вектора, 
1 8 9
6 7 9
x y z− − −= =− − ; 
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г) так как прямая A4N параллельна прямой A1 A2, то их направляющие 
векторы 1S  и 2S  можно считать совпадающими: ( )1 2 5,  6,  8S S= = − − . 
Следовательно, уравнения прямой 4A N имеют вид 
1 8 9
5 6 8
x y z− − −= =− − ; 
д) за направляющий вектор прямой 1 4A A  можно взять вектор 
( ) ( )3 1 4 1 4;  8 7;  9 8 3;  1;  1S A A= = − − − = − .  Тогда синус угла между прямой 
и плоскостью можно вычислить по формуле  
2 2 2 2 2 2
sin
Am Bn Cp
A B C m n p
+ +ϕ =
+ + ⋅ + +
, 
( )1 6, 7, 9n = − − ,  ( )3 3;1;1S = −  
( ) ( ) ( )
( ) ( ) ( )2 2 22 2 2
6 3 7 1 9 1 34sin 0,8;
11 1666 7 9 3 1 1
⋅ − + − ⋅ + − ⋅ϕ = = ≈⋅+ − + − ⋅ − + +
 
е) косинус угла между плоскостями находится по формуле 
1 2 1 2 1 2
2 2 2 2 2 2
1 1 1 2 2 2
cos A А B В C С
А В С А В С
+ +ϕ =
+ + ⋅ + +
. 
Уравнение плоскости  Oxy   z  = 0,  ( )2 0; 0; 1n = . 
Для плоскости 1 2 3A A A   ( )1 6; 7; 9n = − − . Тогда  
( ) ( )
( ) ( )
1 2
2 221 2
6 0 7 0 9 1 9cos 0,7.
1666 7 9 1
n n
n n
⋅ + − ⋅ + − ⋅⋅ −ϕ = = = ≈ −⋅ + − + − ⋅
 
 
Задача 8 
Построить кривую, заданную уравнением 2 2 sin 2aρ = ϕ  в полярной 
системе координат; составить таблицу, в которой указаны значения ϕ  и 
соответствующие им значения ρ . 
Решение. Поскольку левая часть данного уравнения неотрицательна 
(так как 0ρ ≥ ), то угол ϕ  может изменяться только в тех пределах, для ко-
торых sin 0ϕ ≥ , то есть  0 2 2 2k k+ π ≤ ϕ ≤ π + π ,  где k Z∈ . 
0
2
k kπ+ π ≤ ϕ ≤ + π . 
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При изменении угла ϕ  в пределах третьей четверти sin 2ϕ  принимает 
те же значения, что и в первой координатной четверти. Поэтому, линия бу-
дет расположена симметрично относительно начала координат (рис. 6). 
Для вычисления значений ρ составим таблицу 
ϕ  0 sin 2ϕ  sin 2aρ = ϕ (а > 0) 
0 0 0 0 
12
π  
6
π  
2
1  
2
а  
6
π  
3
π  
2
3  3
2
а  
4
π  
2
π  1 а  
3
π  
3
2π  
2
3  3
2
а  
12
5π  
6
5π  
2
1  
2
а  
2
π  π  0 0 
 
Для ее построения проведем из 
полюса лучи, соответствующие вы-
бранным значениям ϕ , и на каждом 
луче отложим вычисленные значения 
полярного радиуса. Полученные точки 
соединим плавной кривой. 
Построенная линия носит назва-
ние лемнискаты Бернулли.  
Найдем ее уравнение в декарто-
вой системе координат. Для этого вос-
пользуемся формулой  
sin 2 2sin cosϕ = ϕ ϕ   
и подставим ее в уравнение линии 
2 2 2sin 2 2 sin cosa aρ = ϕ = ϕ ϕ . 
Применяя формулы 
2 2x yρ = + ,   
2 2
sin y
x y
ϕ =
+
,   
2 2
cos x
x y
ϕ =
+
, 
4
π
12
π6
π
3
π  
5
12
π  
2
π  
Рис. 6 
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получим 
( )22 2 2 2 2 2 22 y xx y a x y x y+ = ⋅+ + ,  22 2 2 22a xyx y x y+ = + . 
Откуда окончательно имеем   ( )22 2 22x y a xy+ = . 
 
Задача 9 
Найти указанные пределы: 
а) 
2
22
5 13 6lim
3 2 8x
x x
x x→−
+ +
+ − ;  
( )( )
( )( )
2
22 2 2
2 5 35 13 6 0 5 3 7lim lim lim 0,7.
0 2 3 4 3 4 103 2 8x x x
x xx x x
x x xx x→− →− →−
+ ++ + +⎛ ⎞= = = = =⎜ ⎟ + − −+ − ⎝ ⎠  
б) 
4 3
4 2
7 2 5lim
6 3 7x
x x
x x x→∞
+ +
+ − ; 
4 3
4 3 4 4 4
4 2 4 2
4 4 4
7 527 2 5 7lim lim .
66 3 7 6 3 7x x
x x
x x x x x
x x x x x x
x x x
→∞ →∞
+ ++ + ∞⎛ ⎞= = =⎜ ⎟∞+ − ⎝ ⎠ + −
 
в) 34
21 5lim
64x
x
x→
+ −
− ; 
( )( )
( )( )3 34 4
21 5 21 521 5 0lim lim
064 64 21 5x x
x xx
x x x→ →
+ − + ++ − ⎛ ⎞= = =⎜ ⎟− ⎝ ⎠ − + +  
( )( ) ( )( )( )3 24 421 25 464 21 5 4 4 16 21 5x xx xlim limx x x x x x→ →+ − −= = =− + + − + + + +  
( )( )24 1 1lim .4804 16 21 5x x x x→= =+ + + +  
г) 
2 52lim
2 3
x
x
x
x
−
→∞
⎛ ⎞⎜ ⎟−⎝ ⎠ ; 
( )2 5 2 5 2 52 2 2 2 3lim 1 lim 1 1 lim 12 3 2 3 2 3
x x x
x x x
x x x x
x x x
− − −
∞
→∞ →∞ →∞
− +⎛ ⎞ ⎛ ⎞ ⎛ ⎞= = + − = + =⎜ ⎟ ⎜ ⎟ ⎜ ⎟− − −⎝ ⎠ ⎝ ⎠ ⎝ ⎠  
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( )
( )
3 2 52 3 2 3
3 3 2 5 152 5
2 3 23 1lim 1 lim 1 lim .2 32 3
3
xx x
xx
x
x x x
e exx
⋅ −− −
−− −−
→∞ →∞ →∞
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎛ ⎞= + = + = =⎜ ⎟⎜ ⎟ ⎜ ⎟−−⎝ ⎠ ⎜ ⎟⎜ ⎟⎝ ⎠⎜ ⎟⎝ ⎠
 
д) 
1 74 3lim
2 5
x
x
x
x
+
→−∞
+⎛ ⎞⎜ ⎟−⎝ ⎠ ; 
( )1 7 1 74 3lim 2 lim 2 2 02 5
x
x
x x
x
x
+
−∞ + −∞
→−∞ →−∞
+⎛ ⎞ = = = =⎜ ⎟−⎝ ⎠ . 
е) 2 2
1 sin
2lim
x
x
x→π
−
π − ; 
( )( )
2
2 2
1 cos1 sin 2sin2 22 4lim lim lim
x x x
xx x
x xx→π →π →π
π⎛ ⎞ π −− −− ⎜ ⎟⎝ ⎠= = =π π − π +π −  
( )
2sin sin sin1 1 04 4 4lim lim 0
2 24
4
x x
x x x
x x xx→π →π
π − π − π −⋅
= = = =π − π + π +⋅ π + ⋅
. 
 
Задача 10 
Продифференцировать данные функции: 
а) ( )5 22 arccos3y tg x x= + ⋅ ; 
( )( ) ( ) ( )5 2 5 22 arccos3 2 arccos3y tg x x tg x x′ ′′ = + ⋅ + + ⋅ =  
( ) ( ) ( )
( )4 2 5
2 4
1 615 2 arccos3 2
cos 2 1 9
x
tg x x tg x
x x
− ⋅= + ⋅ ⋅ + + ⋅ =+ −
 
( )
( )
( )4 2 5
2 4
5 2 arccos3 2 6
cos 2 1 9
tg x x tg x x
x x
+ ⋅ + ⋅= −+ −
 
б) 
( )2
2
lg 3 5
arc 5
x x
y
ctg x
− += ; 
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( ) ( )2 2 22
4
2 3 5arc 5 lg 3 5 2arc 5
1 253 5 ln10
arc 5
x ctg x x x ctg x
xx x
y
ctg x
− −⋅ − − + ⋅ ⋅ +− +′ = . 
в) ( ) ( )ln 3 22 xy th x += + ; 
Прологарифмировав обе части и по свойству логарифмов, получим 
( ) ( ) ( ) ( )ln 3 2ln ln 2 ln 3 2 ln 2xy th x x th x+= + = + ⋅ +  
Тогда   ( ) ( ) ( )( )ln ln 3 2 ln 2y x th x ′′ = + ⋅ + , 
( )( ) ( ) ( ) ( )( )1 ln 3 2 ln 2 ln 3 2 ln 2y x th x x th xy ′′′⋅ = + ⋅ + + + ⋅ + =  
( ) ( ) 23 1 1 1ln 2 ln 3 23 2 2 2 22th x xx th x xch x= ⋅ + + + ⋅ ⋅ ⋅+ + ++ . 
Отсюда выразим  y′ : 
( ) ( ) ( ) ( )ln 3 2 23ln 2 ln 3 22 3 2 2 2 2 2x th x xy th x x x th x ch x+
⎛ ⎞+ +⎜ ⎟′ = + +⎜ ⎟+ + + +⎝ ⎠
. 
 
Задача 11 
Найти указанные пределы, используя правило Лопиталя: 
а) 50
arc 4lim
1xx
tg x
e→ − ; 
( )
( )
2
5 50 0 05
4
arc 4arc 4 0 41 16lim lim lim
0 51 51
x xx x xx
tg xtg x x
e ee→ → →
′⎛ ⎞ += = = =⎜ ⎟ ′− ⎝ ⎠ −
. 
б) ( )1
0
lim x x
x
e x→ + ; 
( ) ( ) ( ) ( ) ( )
1
0
ln11 limlnln
0 0 0
lim 1 lim lim
x
xx x
x
e x
e xe xx xxx
x x x
e x e e e →
+
⋅ ++∞
→ → →+ = = = = =  
( )( )
00 0
1
ln 1limlim lim
21
x
x xx
xxx x
e
e x ee x
x e xe e e e→→ →
+′+ ++
′ += = = = . 
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Задача 12 
Найти y′  и y′′ . 
а) 3 2 6x y y x− = . 
Дифференцируем обе части уравнения, считая y  функцией от x , 
2 33 2 6x y x y yy′ ′+ − =          ( )∗  
( )2 33 2 6x y y x y′+ − =  
2
3
6 3
2
x yy
x y
−′ = − . 
Продифференцировав обе части уравнения ( )∗ , получим 
( )22 2 36 3 3 2 2 0xy x y x y x y y yy′ ′ ′′ ′ ′′+ + + − − =  
Откуда  ( )3 2 22 2 6 6y x y y x y xy′′ ′ ′− = − −  
( )
( ) ( ) ( )
22 2
2
2 2 33 3 3
6 3 6 32 6 6
22 2 2
x y x y xyy x
x yx y x y x y
− −′′ = − − −− − −
. 
б) 
4 2
3
3 ,
5.
x t t
y t
⎧ = −⎨ = −⎩  
Так как  
3
2
12 2 ,
3 .
x t t
y t
⎧ ′ = −⎨ ′ =⎩  и  { 236 2,6 .x ty t′′ = −′′ = ,  то 
2
3 2
3 3
12 2 12 2
t
x
t
y t ty
x t t t
′′ = = =′ − − , 
( ) ( )
( )
3 2 2
3 3
6 12 2 36 2 3
12 2 3
t t t t
x
t
t t t t ty x x yy
x t t
⋅ − − − ⋅′′ ′ ′′ ′−′′ = = =′ −  
( )
( )
( )
24 2 4 2
3 33 2
3 6 172 12 108 6
12 2 4 6 1
tt t t t
t t t t
+− − += = −
− −
. 
 
Задача 13 
Записать уравнение касательной к кривой 2 9 4y x x= − −  в точке с 
абсциссой х = –1. 
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Решение. Уравнение касательной к кривой имеет вид  
( ) ( )( )0 0 0y f x f x x x′− = − . 
Так как 0 1x = − , получим  ( )0 1 9 4 6f x = + − = , 
( ) 2 9f x x′ = − , ( )0 11f x′ = − . 
Уравнение касательной к кривой  
( )6 11 1y x− = − +  или  11 5y x= − − . 
 
Задача 14 
Провести полное исследование функции 
3
2 1
xy
x
= −  и построить ее 
график. 
Решение. Воспользуемся приведенной выше схемой.  
1. Областью определения функции является множество  
( ) ( ) ( ); 1 1;1 1;x∈ −∞ − ∪ − ∪ +∞ . 
2. Так как область определения функции является симметричным 
множеством относительно начала координат, то проверяем функцию на 
четность, нечетность. 
( ) ( )( ) ( )
3 3 3
2 2 21 11
x x xf x f x
x xx
⎛ ⎞− −− = = = − = −⎜ ⎟⎜ ⎟− −− − ⎝ ⎠
. 
Функция нечетна, непереодична. 
3. Найдем пределы функции при х, стремящихся к концам промежут-
ков области существования и к точкам разрыва: 
3 3
2 3
33
1 1lim lim lim 1 11 1 01x x x
x x
x x
x xx x
→+∞ →+∞ →+∞
∞⎛ ⎞= = = = = +∞⎜ ⎟∞ +⎛ ⎞− ⎝ ⎠ −−⎜ ⎟⎝ ⎠
, 
2
3 3
3
3
1 1lim lim lim 1 11 1 01x x x
x x
x x
x xx x
→−∞ →−∞ →−∞
∞⎛ ⎞= = = = = −∞⎜ ⎟∞ −⎛ ⎞⎝ ⎠− −−⎜ ⎟⎝ ⎠
, 
( )
3
2 21 0
1 1lim
01 1 0 1x
x
x→− −
− −= = = −∞+− − − − , ( )
3
2 21 0
1 1lim
01 1 0 1x
x
x→− +
− −= = = +∞−− − + − , 
( )
3
2 21 0
1 1lim
01 1 0 1x
x
x→ −
= = = −∞−− − − , ( )
3
2 21 0
1 1lim
01 1 0 1x
x
x→ +
= = = +∞+− + − . 
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Точки  1x = ±  – точки разрыва второго рода, а прямые 1x = ±  явля-
ются вертикальными асимптотами. 
4. Найдем наклонную асимптоту по формуле y kx b= + , где  
( ) ( )
3 3
32
lim lim lim
1x x x
f x x xk
x x xx x→±∞ →±∞ →±∞
= = = =−−   
3
3
22
1 1lim lim 111 1 011x x
x
x
xx
→±∞ →±∞= = = =−⎛ ⎞ −−⎜ ⎟⎝ ⎠
 
( )( ) 3 3 32 2 2lim lim lim lim 01 1 1x x x xx x x x xb f x kx xx x x→±∞ →±∞ →±∞ →±∞
⎛ ⎞ − += − = − = = =⎜ ⎟⎜ ⎟− − −⎝ ⎠
. 
Следовательно,  y = x – уравнение наклонной асимптоты. 
5. Исследуем функцию на возрастание, убывание, локальный экстремум 
( )
( ) ( ) ( )
( )
( )
2 2 3 2 24 2 4 4 2
2 2 2 22 2 2 2
3 1 2 33 3 2 3
1 1 1 1
x x x x x xx x x x xy
x x x x
⋅ − − ⋅ −− − −′ = = = =
− − − −
, 
0y′ = , когда  0x = ,  3x = ± ;  y′   не существует при  1x = ± . 
Область определения разбиваем критическими точками на шесть ин-
тервалов  ( ); 3−∞ − ,  ( )3; 1− − ,  ( )1;0− ,  ( )0;1 ,  ( )1; 3 ,  ( )3;+∞   и опре-
деляем знак  y′   на каждом из них. 
 
 
 
 
 
 
( ) ( ) 3 3max 3 2f x f −= − = ;   ( ) ( ) 3 3min 3 2f x f= = . 
Функция возрастает на промежутке  ( ); 3−∞ −   и  ( )3;+∞ ,  убывает 
на  ( )3; 1− − ,  ( )1;1− , ( )1; 3 . 
6.  
( )( ) ( ) ( )
( )
23 2 2 4 2
42
4 6 1 2 1 2 3
1
x x x x x x x
y
x
− − − − ⋅ ⋅ −′′ = =
−
 
0–1 1 33−  x y′  
y 
+ +− − − −
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( ) ( )( ) ( )( )
( )
( )( ) ( )
( )
2 3 2 4 2 3 2 4 2
4 32 2
1 4 6 1 4 3 4 6 1 4 3
1 1
x x x x x x x x x x x x x
x x
− − − − − − − − −
= = =
− −
 
( ) ( )
( )
( )
25 3 3 5 3 3
3 3 32 2 2
2 34 6 4 6 4 12 2 6
1 1 1
x xx x x x x x x x
x x x
+− − + − + += = =
− − −
. 
0y′′ =    при  0x = . 
y′′    не существует при 1x = ± . 
 
 
 
 
 
Получим, что для  ( ) ( ); 1 0;1x∈ −∞ − U  – график выпуклый; для 
( ) ( )1;0 1;x∈ − +∞U  – график вогнутый.  
При переходе через точку  x = 0  производная y′′меняет знак, поэто-
му  x = 0 – абсцисса точки перегиба. 
( )0 0f = . 
Точки x = ±1 не являются точками перегиба, так как они не входят в 
область существования функции. 
7. График функции пересекает координатные оси в точке (0; 0). 
Используя результаты исследования, строим график (рис. 7). 
 
 
 
 
 
 
 
 
 
 
 
 
 
0–1 1 x + +−− y′′  
y 
y
x31–1 
3−  
Рис. 7 
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Задача 15 
Положительное число  а  разложить на два положительных слагае-
мых так, чтобы сумма их кубов была наименьшей. 
Решение. Пусть первое слагаемое равно  x , тогда второе слагаемое 
равно a x− . Составим функцию ( )33y x a x= + − . По смыслу задачи 
[ ]0;x a∈ . Задача свелась к нахождению наименьшего значения функции на 
отрезке [ ]0;2 . Найдем производную 
( ) ( )223 3 3 2y x a x a x a′ = − − = − . 
Производная обращается в ноль в точке   
2
ax = . 
Найдем вторую производную: 
6y a′′ = . 
По второму достаточному условию экстремума в точке 
2
ax =  мини-
мум функции, ибо 
0
2
ay ⎛ ⎞′ = =⎜ ⎟⎝ ⎠  и 6 02
ay a⎛ ⎞′′ = = >⎜ ⎟⎝ ⎠ . 
Поскольку функция имеет одну критическую точку и в ней минимум, то в 
ней наименьшее значение. 
Сумма кубов будет наименьшей, если слагаемые равны друг другу и 
равны 
2
a . 
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