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GLOBAL REGULARITY OF WAVE MAPS V. LARGE
DATA LOCAL WELLPOSEDNESS AND
PERTURBATION THEORY IN THE ENERGY CLASS
TERENCE TAO
Abstract. Using the harmonic map heat flow and the function
spaces of Tataru [28] and the author [20], we establish a large
data local well-posedness result in the energy class for wave maps
from two-dimensional Minkowski space R1+2 to hyperbolic spaces
H
m. This is one of the five claims required in [24] to prove global
regularity for such wave maps.
1. Introduction
1.1. The energy space. This paper is a technical component of a
larger program [24] to establish large data global regularity for the
initial value problem for two-dimensional wave maps into hyperbolic
spaces. Specifically, we establish in this paper a large data local well-
posedness result for this problem in the energy space H˙1 constructed
in [25], which is a key ingredient in the arguments of [24].
We begin by recalling some key features of this energy space. Fix
m ≥ 1; we allow all implied constants to depend on m. Let H =
(Hm, h) ≡ SO(m, 1)/SO(m) be the m-dimensional hyperbolic space,
i.e. the simply-connected m-dimensional Riemannian manifold of con-
stant negative sectional curvature −1. Here SO(m, 1) and SO(m)
are the special orthogonal groups of Minkowski space R1+m and Eu-
clidean space Rm respectively. We define classical data to be a pair
Φ = (φ0, φ1), where φ0 : R
2 → H is a smooth map which differs from a
constant φ0(∞) by a Schwartz function (where we embedH in R1+m to
define the Schwartz space), and φ1 : R
2 → TH is a Schwartz function
such that φ1(x) lies in the tangent plane Tφ0(x)H ofH at φ0(x) for every
x ∈ R2, and let S be the space of all classical data; this can be given
the structure of a topological space by using the Schwartz topology.
With regards to wave maps, one should interpret φ0 and φ1 as being
the initial position and initial velocity respectively of a (classical) wave
1991 Mathematics Subject Classification. 35L70.
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map at some time. We observe the Lorentz rotation symmetry
RotU : (φ0(x), φ1(x)) 7→ (Uφ0(x), dU(φ0(x))(φ1(x))) (1)
for any Lorentz rotation U ∈ SO(m, 1) that acts continuously on S.
Given any classical initial data Φ = (φ0, φ1), one can define the energy
E(Φ) :=
1
2
∫
R2
|∂xφ0|2φ∗0h + |φ1|
2
φ∗0h
dx (2)
where φ∗0h is the pullback of the metric h by φ0. The energy functional
E is a continuous map from S to [0,+∞).
In [25], an energy space H˙1 was constructed with the following prop-
erties1:
Theorem 1.2 (Energy space). [25] There exists a complete metric
space H˙1 with a continuous map ι : S → H˙1, that obeys the following
properties:
(i) ι(S) is dense in H˙1.
(ii) ι is invariant under the action (1) of the Lorentz rotation group
SO(m, 1), thus ι(RotUΦ) = ι(Φ) for all Φ ∈ S. Conversely, if
ι(Φ) = ι(Ψ), then Ψ = RotU(Φ) for some U ∈ SO(m, 1).
(iii) The energy functional E : S → [0,+∞) extends to a continu-
ous map E : H˙1 → [0,+∞) (after quotienting out by Lorentz
rotations).
(iv) For any Φ ∈ H˙1, we have E(Φ) = d(Φ, const)2, where const :=
ι(p, 0) is the image of the constant map (p, 0) for any p ∈ H.
Remark 1.3. From (i), (ii) one can interpret H˙1 as a metric completion
of the quotient SO(m, 1)\S of S by the action of the Lorentz group.
The construction of this space H˙1 involves the harmonic map heat flow
and will be reviewed in Section 5, as the details of this construction
will be important in our arguments.
1.4. Wave maps. Define a classical wave map to be a pair (φ, I),
where I is a time interval, and φ : I ×R2 → H is a smooth map which
differs from a constant φ(∞) ∈ H by a Schwartz function in space2,
and which obeys the equation
(φ∗∇)α∂αφ = 0, (3)
1In [25], several additional properties of this space were also established, but
they will not be needed in this paper and so we have omitted them.
2We say that a function φ : I×R2 → R is Schwartz if it is smooth, and ∂jt ∂kxφ is
rapidly decreasing in space for all j, k ≥ 0, uniformly in time. We let Schwartz(I)
denote the space of all Schwartz functions, with the usual Frechet space topology.
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where φ∗∇ is the pullback of the Levi-Civita connection ∇ on H by
φ. Here and in the sequel we use Greek indices α, β = 0, 1, 2 to range
over the coordinates of Minkowski space R1+2 (with the usual metric
−dt2 + dx21 + dx22), with the usual summation, raising, and lowering
conventions (and setting x0 := t). Roman indices i, j = 1, 2 will be
summed over the spatial coordinates only (with no attempt to raise or
lower coordinates).
Observe that for any time t ∈ I, the data φ[t] := (φ(t), ∂tφ(t)) of a
classical wave map (φ, I) lies in S, and indeed φ can be viewed as a
smooth curve φ : I → S. We refer to [5], [8], [15], [17], [30], [22,
Chapter 6], [13], [11] for surveys of the initial value problem for wave
maps, which is of course the primary concern of this project. As is well
known, wave maps have a conserved energy E(φ) = E(φ(t)), which in
this two spatial dimensional setting is also invariant under the natural
scale invariance φ(λ)(t, x) := φ( t
λ
, x
λ
) for this problem.
The purpose of this paper is to establish the following large data local
well-posedness result for wave maps in the energy class:
Theorem 1.5 (Large data local-wellposedness in the energy space).
For every time t0 ∈ R and every initial data Φ0 ∈ H˙1 there exists a
maximal lifespan I ⊂ R, and a maximal Cauchy development φ : t 7→
φ[t] from I → H˙1, which obeys the following properties:
(i) (Local existence) I is an open interval3 containing t0.
(ii) (Strong solution) φ : I → H˙1 is continuous.
(iii) (Persistence of regularity) If Φ0 = ι(Φ˜0) for some classical data
Φ˜0, then there exists a classical wave map (φ˜, I) with initial data
φ˜[t0] = Φ˜0 such that φ[t] = ι(φ˜[t]) for all t ∈ I.
(iv) (Continuous dependence) If Φ0,n is a sequence of data in H˙1
converging to a limit Φ0,∞, and φn : In → H˙1 and φ∞ : I∞ →
H˙1 are the associated maximal Cauchy developments on the as-
sociated maximal lifespans, then for every compact subinterval
K of I∞, we have K ⊂ In for all sufficiently large n, and φn
converges uniformly to φ on K in the H˙1 topology.
(v) (Maximality) If t∗ ∈ R is a finite endpoint of I, then φ(t) has
no convergent subsequence in H˙1 as t→ t∗.
3An interval in this paper is a connected subset of R with non-empty interior.
It can be closed, open, or half-open, and it can be bounded or unbounded.
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This result is one of five claims required in [24] to establish global
regularity for classical wave maps; of the other four claims, three4 of
them (including the construction of the energy space, Theorem 1.2)
were proven in [25]; the remaining claim, concerning the existence of
almost periodic maximal Cauchy developments in the case when global
regularity fails, will be established in the sequels [26], [27] to this paper.
Theorem 1.5 has the following corollary:
Corollary 1.6 (Small data global-wellposedness in the energy space).
There exists an absolute constant ε0 > 0 (depending only on m) for
which the following statements hold: given every time t0 ∈ R and every
initial data Φ0 ∈ H˙1 with E(Φ0) < ε0 there exists a global Cauchy
development φ[t] from R to H˙1, which obeys the following properties:
(i) (Strong solution) φ : R→ H˙1 is continuous.
(ii) (Persistence of regularity) If Φ0 = ι(Φ˜0) for some classical data
Φ˜0, then there exists a classical wave map (φ˜,R) with initial
data φ˜[t0] = Φ˜0 such that φ[t] = ι(φ˜[t]) for all t ∈ R.
(iii) (Continuous dependence) If Φ0,n is a sequence of data in H˙1
with E(Φ0,n) < ε0 converging to a limit Φ0,∞ with E(Φ0,∞) < ε0,
and φn : In → H˙1 and φ∞ : I∞ → H˙1 are the associated global
Cauchy developments, then φn converges locally uniformly to φ
on compact intervals in the H˙1 topology.
Proof. In view of Theorem 1.5, the only claim that needs verification
is that the maximal lifespan of any data of sufficiently small energy
is global. Assume for contradiction that this were not the case, then
one can find a sequence Φn ∈ H˙1 with energy going to zero, whose
maximal Cauchy developments φn : In → H˙1 from the initial time tn
were not global. By time translation symmetry5 we can take tn = 0; by
scaling symmetry one can ensure that dist(∂In, 0)→ 0 as n→∞. By
Theorem 1.2(iv), we know that Φn converges to constant data, which
of course has a global classical solution to the wave maps problem. But
this now contradicts Theorem 1.5(iii). 
Corollary 1.6, when specialised to classical data, gives a global regular-
ity result for small energy:
4One of these claims, namely the non-existence of non-trivial travelling or self-
similar wave maps, was only proven conditionally on Theorem 1.5. However we will
not use that claim in this paper, so the arguments are not circular.
5See [24] for a justification of the various symmetries of the wave maps equation
in the energy class.
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Corollary 1.7 (Small energy regularity). Let ε0 be as in the preceding
corollary. If Φ ∈ S with E(Φ) < ε0 and t0 ∈ R, then there is a unique
global classical wave map φ : R→ S with φ[t0] = Φ.
Remark 1.8. Corollary 1.7 for the case m = 2 of the hyperbolic plane
target was established in [10] (see also [20], [29] for closely related
results in other manifolds). It is likely that one can partially reverse
the above implications and deduce Theorem 1.5 from Theorem 1.6 by
exploiting finite speed of propagation (see [16] for an example of such an
argument for the energy-critical wave equation, or Section 3 below for
such an argument in the subcritical regularity setting). However there
is a technical obstacle to doing so, namely that the energy topology
that we use for H˙1 is constructed via the harmonic map heat flow,
and so it is not immediately obvious that this topology is compatible
with localisation in space. While it is likely that this obstacle could be
resolved with additional effort, we have chosen not to do so here.
Remark 1.9. Very recently, a small energy global well-posedness result
for Schro¨dinger maps into the sphere S2 was established in [2]. There
are many common features between the results here and those in [2],
most notably the reliance on the caloric gauge. However, the function
spaces used for the Schro¨dinger map and wave map equation are very
different from each other; also, there are additional technical difficulties
in setting up the iteration scheme in the large energy case which can
be avoided in the small energy setting.
1.10. Organisation of the paper. The large data local wellposedness
claims in Theorem 1.5 will be proven as follows. After setting out our
basic notation in Section 2, we shall establish a subcritical local well-
posedness theory in Section 3. In Section 4, we use this theory to reduce
matters to the task of establishing some abstract a priori estimates for
classical wave maps (Theorem 4.1). In order to prove this theorem,
we introduce the caloric gauge in Section 5, and reduce matters to
establishing analogous a priori estimates for classical wave maps in
the caloric gauge (Theorem 5.11).
To achieve this, we develop some abstract parabolic regularity theory
in Section 6 and use it to obtain good control on the heat flow at the
initial time in Section 7. Then, in Section 8 we abstractly describe
the hyperbolic function spaces we will need for the a priori estimates
(Theorem 8.1). In Section 9 we use the estimates in Theorem 8.1 (and
the abstract parabolic regularity theory mentioned earlier) to establish
Theorem 5.11. Finally, in Section 8 we recall the spaces constructed in
[20] which will allow us to verify Theorem 8.1 relatively quickly.
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2. Notation and basic estimates
In order to efficiently manage the rather large amount of technical
computations, it is convenient to introduce a substantial amount of
notation, as well as some basic estimates that we will use throughout
the paper.
2.1. Small exponents. We will need to fix three small exponents
0 < δ0 ≪ δ1 ≪ δ2 ≪ 1
which are absolute constants, with each δi being sufficiently small de-
pending on all higher δi. The exact choice of constants is not important,
but for sake of concreteness one could take δi := 10
−103−i , for instance.
All the implied constants in the asymptotic notation below can depend
on these exponents.
Remark 2.2. The interpretation of these constants in our argument will
be as follows. The largest constant δ2 is the exponent that quantifies
certain useful exponential decays in frequency-localised linear, bilin-
ear, and trilinear estimates when the ratio of two frequencies becomes
favorable. The intermediate constant δ1 is used to design the weakly
frequency localised space Sk (and its variant Sµ,k, adapted to the large
data theory) that we will encounter later in this paper. The smallest
constant δ0 is used to control the fluctuation of the frequency envelopes
c(s) that we will use to control solutions.
It will be useful to have some standard cutoff functions that compare
two frequency parameters k, k′:
Definition 2.3 (Cutoff functions). Given any integers k, k′, we define
χk≥k′ = χk′≤k := min(1, 2
−(k−k′)) and χk=k′ := 2
−|k−k′|.
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Thus χk′≤k is weakly localised to the region k
′ ≤ k, and similarly for
the other cutoffs. In practice we shall usually raise these cutoffs to an
exponent such as ±δ0, ±δ1, or ±δ2.
2.4. Asymptotic notation. The dimension m of the target hyper-
bolic space Hm is fixed throughout the paper, and all implied constants
can depend on m.
We use X = O(Y ) or X . Y to denote the estimate |X| ≤ CY for
some absolute constant C > 0, that can depend on the δi and the
dimension m of the target hyperbolic space. If we wish to permit C to
depend on some further parameters, we shall denote this by subscripts,
e.g. X = Ok(Y ) or X .k Y denotes the estimate |X| ≤ CkY where
Ck > 0 depends on k.
Note that parameters can be other mathematical objects than num-
bers. For instance, the statement that a function u : R2 → R is
Schwartz is equivalent to the assertion that one has a bound of the
form |∂kxu(x)| .j,k,u 〈x〉−j for all j, k ≥ 0 and x ∈ R2, where 〈x〉 :=
(1 + |x|2)1/2.
2.5. Schematic notation. We use ∂x as an abbreviation for (∂1, ∂2),
thus for instance
|∂xφ|2φ∗h = 〈∂iφ, ∂iφ〉2φ∗h
|(φ∗∇)x∂xφ| = 〈(φ∗∇)i∂jφ, (φ∗∇)i∂jφ〉2φ∗h
with the usual summation conventions.
We use juxtaposition to denote tensor product; thus for instance if
ψx := (ψ1, ψ2), then ψ
2
x = ψxψx denotes the rank 2 tensor with the
four components ψiψj for i, j = 1, 2; similarly, ∂
2
x is the rank 2 tensor
operator with four components ∂i∂j for i, j = 1, 2, and so forth.
If X is a tensor-valued quantity, we use O(X) to denote an expression
which is schematically of the form X , which means that it is a tensor
whose components are linear combinations of those in X , with coeffi-
cients being absolute constants (depending only on m). Thus for in-
stance, if v, w ∈ Rm, then the anti-symmetric matrix v∧w := vw†−wv†
has the schematic form v ∧ w = O(vw). If the coefficients in the
schematic representation depend on a parameter, we will denote this
by subscripts. Thus for instance we have the Leibniz rule
∂jxO(φψ) =
∑
j1,j2≥0:j1+j2=j
Oj(∂j1x φ∂j2x ψ) (4)
and similarly for products of three or more functions.
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2.6. Difference notation. Throughout this paper, we adopt the no-
tational conventions δf := f ′ − f and f ∗ := (f, f ′) for any field f for
which the right-hand side makes sense. For future reference we observe
the discretised Leibniz rule
δ(fg) = O((δf)g∗) +O(f ∗δg) (5)
and similarly for products of three or more functions.
2.7. Function spaces. We use the usual Lebesgue spaces Lpx(R
2) and
Sobolev spaces Hsx(R
2), and create spacetime norms such as LqtL
p
x(I ×
R2) in the usual manner. Later on we shall also use the more com-
plicated spaces adapted to the wave maps problem from [20] (see also
[28]).
If X is a normed space for scalar-valued functions, we also extend
X to functions φ := (φ1, . . . , φm) taking values in a standard finite-
dimensional vector space such as Rm with the convention
‖φ‖X := (
m∑
j=1
‖φj‖2X)1/2.
Note that if X was already a Hilbert space on scalar functions, it
continues to be a Hilbert space on vector-valued functions, and the
orthogonal group O(m) on that space acts isometrically on this space.
If X is merely a normed vector space, then the orthogonal group is
no longer isometric, but the action of an element of this group has
operator norm bounded above and below by constants depending only
on m.
Definition 2.8 (Littlewood-Paley projections). Let ϕ(ξ) be a radial
bump function supported in the ball {ξ ∈ R2 : |ξ| ≤ 11
10
} and equal to
1 on the ball {ξ ∈ R2 : |ξ| ≤ 1}. For each integer k, we define the
Fourier multipliers
P̂≤kf(ξ) := ϕ(ξ/2
k)fˆ(ξ)
P̂>kf(ξ) := (1− ϕ(ξ/2k))fˆ(ξ)
P̂kf(ξ) := (ϕ(ξ/2
k)− ϕ(2ξ/2k))fˆ(ξ).
We similarly define P<k and P≥k.
2.9. The linear heat equation. Throughout the paper we use ∆ :=
∂2
∂x21
+ ∂
2
∂x22
to denote the (spatial) Laplacian on R2. We use es∆ for s > 0
to denote the free heat propagator
es∆u(x) :=
1
4pis
∫
R2
e−|x−y|
2/4su(y) dy. (6)
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From Young’s inequality we easily establish the parabolic regularity
estimate
‖∂jxes∆u‖Lqx(R2) .p,q,j s
1
p
− 1
q
+ j
2‖es∆u‖Lpx(R2) (7)
valid for all s > 0, j ≥ 0, and 1 ≤ p ≤ q ≤ ∞.
We recall Duhamel’s formula
u(s1) = e
(s1−s0)∆u(s0) +
∫ s1
s0
e(s1−s)∆(∂su−∆u)(s) ds (8)
for any continuous map s 7→ u(s) from the interval [s0, s1] to the space
of tempered distributions on R2, which can be either scalar or vector
valued.
We also need a Strichartz-type estimate:
Lemma 2.10 (Parabolic Strichartz estimate). Let ψ : R+ ×R2 → R
be smooth, with all derivatives uniformly Schwartz in space. Then we
have
(
∫ ∞
0
‖ψ‖2L∞x (R2) ds)1/2 . ‖ψ(0)‖L2x(R2) +
∫ ∞
0
‖(∂s −∆)ψ(s)‖L2x(R2) dx.
Proof. By (8) and Minkowski’s inequality it suffices to establish this
claim for free solutions to the heat equation, thus ψ(s) = es∆ψ(0). But
this follows from [25, Lemma 2.5]. 
2.11. Frequency envelopes. We first recall a useful definition from
[19].
Definition 2.12 (Frequency envelope). [19] Let E > 0. A frequency
envelope of energy E is a map c : R+ → R+ with∫ ∞
0
c(s)2
ds
s
= E (9)
such that
c(s′) ≤ max((s′/s)δ0, (s/s′)δ0)c(s) (10)
for all s, s′ > 0.
Remark 2.13. The estimate (10) is asserting that c(s) can grow at most
as fast as sδ0 , and decay at most as rapidly as s−δ0 . In [19] a discretised
version of this concept was used, with the continuous variable s being
replaced by the discrete variable 2−2k for integer k. However, as the
heat flow uses a continuous time variable s, it is more natural to use
the continuous version of a frequency envelope. In [29] it was observed
that one could take asymmetric envelopes, in which c(s) is allowed to
decay faster as s decreases than when s increases. However, due to
our use of heat flow (which does not have as good frequency damping
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properties near the frequency origin as Littlewood-Paley operators) it
is not convenient to use these asymmetric envelopes in our arguments.
Remark 2.14. Observe from (9), (10) that if c is a frequency envelope
of energy E, then we have the pointwise bounds
c(s) .
√
E (11)
for all s > 0.
We also define the frequency k(s) ∈ Z of a heat-temporal variable s > 0
by the formula
k(s) := ⌊log2 s−1/2⌋, (12)
thus 2−2k(s) ∼ s.
We record two useful Gronwall-type inequalities relating to these fre-
quency envelopes. The first lemma involves integral inequalities coming
from s = +∞:
Lemma 2.15 (Gronwall-type inequality from s = +∞). Let c be a
frequency envelope of energy at most E. Let f, g : R+ → R+ be locally
integrable functions with lims→∞ f(s) = 0 such that g obeys (10), and
f(s) ≤ g(s) +
∫ ∞
s
f(s′)c(s′)((s′ − s)/s′)−θ(s′/s)−3δ0 ds
′
s′
for all s > 0 and some 0 ≤ θ < 1. Then we have
f(s) .E,θ g(s)
for all s > 0.
Proof. We allow implied constants to depend on E, θ. If we let f˜(s) :=
sups≤s′≤2s f(s), then we easily compute (using (10)) that∫ ∞
s
f(s′)c(s′)((s′−s)/s′)−θ(s′/s)−3δ0 ds
′
s′
.
∫ ∞
s
f˜(s′)c(s′)(s′/s)−3δ0
ds′
s′
and thus
f˜(s) . g(s) +
∫ ∞
s
f˜(s′)c(s′)(s′/s)−3δ0
ds′
s′
.
Because of this, we see that the θ 6= 0 case follows from the θ = 0 case.
Henceforth we take θ = 0.
Since f(s′)c(s′) goes to zero as s′ → ∞, we see for S sufficiently large
that
f(s) ≤ s3δ0S−3δ0 + g(s) +
∫ S
s
f(s′)c(s′)(s′/s)−3δ0
ds′
s′
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for all 0 < s ≤ S. If we set G(s) := S−3δ0 + g(s)s−3δ0 and F (s) :=
max(f(s)s−3δ0 −G(s), 0), we thus have
F (s) ≤
∫ S
s
(F (s′) +G(s))c(s′)
ds′
s′
.
Applying Gronwall’s inequality, we conclude that
F (s) ≤ exp(
∫ S
s
c(s′)
ds′
s′
)F (S) +
∫ S
s
exp(
∫ s′
s
c(s′′)
ds′′
s′′
)G(s′)c(s′)
ds′
s′
.
From (9) and Cauchy-Schwarz we have
∫ s′
s
c(s′′)
ds′′
s′′
.
√
log
s′
s
and hence
exp(
∫ s′
s
c(s′′)
ds′′
s′′
) . (s′/s)δ0 .
We thus have
F (s) . (S/s)δ0F (S) +
∫ S
s
(s′/s)δ0G(s′)c(s′)
ds′
s′
.
If we let S →∞, then (S/s)δ0F (S)→ 0 by hypothesis on f , and thus
f(s)s−3δ0 − g(s)s−3δ0 .
∫ ∞
s
(s′/s)δ0g(s′)(s′)−3δ0c(s′)
ds′
s′
.
Using (11) we obtain the claim. 
By making the change of variables s 7→ 1/s we also have a variant from
s = 0:
Lemma 2.16 (Gronwall-type inequality from s = 0). Let c be a fre-
quency envelope of energy at most E. Let f, g : R+ → R+ be locally
integrable functions with lims→0 f(s) = 0 such that g obeys (10), and
f(s) ≤ g(s) +
∫ ∞
s
f(s′)c(s′)((s− s′)/s)−θ(s′/s)3δ0 ds
′
s′
for all s > 0 and some 0 ≤ θ < 1. Then we have
f(s) .E,θ g(s)
for all s > 0.
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3. Subcritical local existence theory
Before we study wave maps in the energy class, we first review the
(much simpler) subcritical local existence theory for classical wave
maps, in which the bounds are allowed to depend on smoother norms
than the energy norm, and in particular on norms which are subcriti-
cal with respect to scaling, of H1+ε type. This theory was essentially
worked out by Klainerman and Selberg [7] (see also the critical Besov
space refinement in [28]); the only (slight) wrinkle we need to deal with
here is the Lorentz rotation-invariance of the problem, which can distort
the local coordinates slightly. This theory is not used in the “quantita-
tive” components of the argument, but is needed for more “qualitative”
components, such as ensuring that various continuity arguments can
be justified, or that an a priori hypothesis can be removed.
For the purposes of this qualitative analysis it is convenient to represent
the hyperbolic space H = (Hm, h) concretely in an ambient Minkowski
space R1+m as the upper unit hyperboloid
H := {(t, x) ∈ R1+m : t = +
√
1 + |x|2} ⊂ R1+m (13)
with the metric dh2 induced from the Minkowski metric dg2 = −dt2 +
dx2 onR1+m, and with the obvious action of SO(m, 1). The connection
φ∗∇ on the pullback tangent bundle φ∗TH can then be written in these
coordinates as
(φ∗∇)iψ(x) = ∂iψ(x)− 〈ψ(x), ∂iφ(x)〉R1+mφ(x). (14)
whenever ψ is Minkowski-orthogonal to φ (i.e. 〈ψ, φ〉R1+m = 0), while
the wave maps equation (3) in these coordinates becomes
φ = 〈∂αφ, ∂αφ〉R1+mφ (15)
where  := ∂α∂α is the d’Lambertian operator.
We observe the zero tension property
(φ∗∇)i∂jφ = (φ∗∇)j∂iφ (16)
and the constant negative curvature property
(φ∗∇)i(φ∗∇)jψ − (φ∗∇)j(φ∗∇)iψ = −(∂iφ ∧ ∂jφ)ψ (17)
for any section ψ of φ∗TH, where ∂iφ∧∂jφ ∈ Γ(Hom(φ∗TH→ φ∗TH))
is the anti-symmetric rank (1, 1) tensor defined by the formula
(∂iφ ∧ ∂jφ)ψ = ∂iφ〈∂jφ, ψ〉φ∗h − (∂jφ ∧ ∂iφ)ψ.
We fix a smooth scalar cutoff function η ∈ C∞0 (R2) that equals 1 on
the ball B(0, 1) and vanishes outside of B(0, 2). Given classical initial
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data Φ := (φ0, φ1) ∈ S and s ≥ 1, we define the Sobolev-type norms
‖Φ‖Hsloc := ‖f‖L∞x (R2) (18)
and
‖Φ‖Hs := ‖Φ‖Hsloc + ‖f‖L2x(R2) (19)
where f(x0) is the local Sobolev norm near x0, defined as
f(x0) := inf
U∈SO(m,1)
‖η(· − x0)U(φ0)‖Hsx(R2) + ‖η(· − x0)U(φ1)‖Hs−1x (R2).
Remark 3.1. These (rather artificial) quantities are not exactly norms
(after all, S is not a vector space) but should be viewed as nonlin-
ear analogues of the more familiar Sobolev class Hsx(R
2) × Hs−1x (R2)
(and their localised counterpart) in the theory of scalar nonlinear wave
equations. Observe from construction that these “norms” are invariant
with respect to Lorentz rotations.
We have the following (reasonably standard) subcritical local existence
result:
Theorem 3.2 (Subcritical local existence). If Φ = (φ0, φ1) is classical
initial data, s > 1, and t0 ∈ R, then there exists a time T > 0 depend-
ing only on s and ‖Φ‖Hsloc, and a classical wave map (φ, [t0−T, t0+T ])
with initial data φ[t0] = Φ. Furthermore, we have the persistence of
regularity result
‖φ[t]‖Hs′loc .s,s′,‖Φ‖Hsloc ,‖Φ‖Hs′loc 1 (20)
and
‖φ[t]‖Hs′ .s,s′,‖Φ‖Hs
loc
,‖Φ‖
Hs
′
1 (21)
for all s′ > 1.
Proof. By time translation invariance we may take t0 = 0. We allow
all implied constants to depend on s and the quantity ‖Φ‖Hsloc, thus for
every x0 there exists Ux0 ∈ SO(m, 1) such that
‖η(· − x0)Ux0(φ0)‖Hsx(R2) + ‖η(· − x0)Ux0(φ1)‖Hs−1x (R2) . 1. (22)
In particular, from Sobolev embedding we see that Ux0(φ0(x1)) = O(1)
whenever |x0 − x1| ≤ 1. As a consequence, we see that if |x0 − x1| =
O(1), then Ux0 and Ux1 only differ by a left-multiplication by a bounded
element of SO(m, 1).
For any x0 ∈ R2, we can find classical data (φ0,x0, φ1,x0) with
‖φ0,x0‖Hsx(R2) + ‖φ1,x0‖Hs−1x (R2) . 1 (23)
which agrees with (Ux0(φ0), Ux0(φ1)) on B(x0, 1/2); for instance we can
take
φ˜0(x0 + rω) := Ux0(φ0)(x0 + f(r)ω)
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and
φ˜1(x0 + rω) := g(r)Ux0(φ1)(x0 + f(r)ω)
for i = 0, 1, r ≥ 0, and ω ∈ S1, where f : [0,+∞)→ [0, 1) is a smooth
function with f(r) = r for r ≤ 1/2 and f(r) = 0 for r ≥ 1, and
g : [0,+∞) → [0, 1] is a smooth function with g(r) = 1 for r ≤ 1/2
that vanishes for r ≥ 1; the bound (23) follows from (22) in the case
when s ≥ 1 is an integer by direct computation, and the general case
follows by an interpolation argument (one can also use the fractional
chain rule). For similar reasons we have the more general estimate
‖φ0,x0‖Hs′x (R2) + ‖φ1,x0‖Hs′−1x (R2) .s′
‖η(· − x0)Ux0(φ0)‖Hs′x (R2) + ‖η(· − x0)Ux0(φ1)‖Hs′−1x (R2)
(24)
for all s′ > 1.
We may now apply the local existence theory from6 [7], and construct
a classical local wave map (φx0, [−T, T ]) for each fixed x0 with initial
data φx0[0] = (Ux0(φ0,x0), Ux0(φ1,x0)), for some T ∼ 1 independent of
x0. Furthermore, by (24) and persistence of regularity theory in [28],
we will have
‖φx0[t]‖Hs′x (R2)×Hs′−1x (R2) .s′ ‖η(·−x0)Ux0(φ0)‖Hs′x (R2)+‖η(·−x0)Ux0(φ1)‖Hs′−1x (R2)
(25)
for all t ∈ [−T, T ].
By the Lorentz rotation symmetry (1), the rotated solutions U−1x0 ◦ φx0
are classical wave maps on [−T, T ] with initial data that agree with
Φ on B(x0, 1/2). Using finite speed of propagation (and shrinking T
slightly if necessary), we may thus glue all these solutions together to
obtain a classical wave map φ on [−T, T ] with initial data φ[0] = Φ.
The bounds (20), (21) then follow from (25), the stability of Sobolev
spaces under multiplication by smooth cutoff functions, and the fact
mentioned earlier that Ux0 and Ux1 differ only by bounded rotations
when |x1 − x0| . 1. 
Standard energy arguments show that classical wave maps are uniquely
determined by their initial data. Iterating the above local existence
result in the usual fashion, and taking contrapositives, we thus conclude
Corollary 3.3 (Subcritical blowup criterion). If Φ = (φ0, φ1) is classi-
cal initial data and t0 ∈ R, then there exists a unique maximal classical
lifespan I ⊂ R which is an open interval containing t0, and a unique
6Strictly speaking, the results in that paper only handle the case when the above
norm is sufficiently small, and for a model equation closely related to (15). However,
it is not too difficult to adapt the arguments there to the case at hand. Alternatively,
one can use the results in [28].
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classical wave map φ : I → S with φ[t0] = Φ, (which we call the maxi-
mal classical development from the initial data Φ at time t0) such that
if t∗ is any finite endpoint of I then ‖φ[t]‖Hsloc →∞ as t→ t∗ for every
s > 1.
Remark 3.4. A posteriori, we will be able to show that the maximal
classical lifespan in Corollary 3.3 is identical to the maximal energy
class lifespan in Theorem 1.5 (indeed, this follows immediately from
parts (iii) and (v) of that theorem), and so the maximal classical de-
velopment is essentially the same as the maximal Cauchy development.
4. Reduction to abstract a priori estimates
For each compact interval I and E > 0, let WM(I, E) denote the space
of classical wave maps φ : I → S on I of energy less than WE, quo-
tiented out by the action (1) of the Lorentz rotation group SO(m, 1).
Note that if J ⊂ I then every element of WM(I, E) can also be viewed
as an element of WM(J, E) (indeed, by uniqueness of classical wave
maps, we can embed WM(I, E) as a subset of WM(J, E)). Also, if
φ ∈WM(I, E) and t ∈ I then φ[t] can be viewed as an element of the
energy space H˙1. We use const ∈ WM(I, E) to denote the constant
wave map (the exact choice of constant is irrelevant, thanks to Lorentz
rotation invariance).
In this section we use standard continuity arguments to reduce The-
orem 1.5 to that of establishing a collection of a priori estimates for
classical wave maps with respect to various “function space norms” (or
more precisely, metrics) on WM(I, E). More precisely, we have
Theorem 4.1 (A priori estimates). There exist metrics dS1µ,I onWM(I, E)
for each compact interval I, E > 0 and 0 < µ ≤ 1 with the following
properties, where we abbreviate ‖φ‖S1µ(I) for dS1µ,I(φ, const):
(i) (Monotonicity) If I ⊂ J , 0 < µ ≤ 1, and φ, φ′ ∈ WM(J, E)
then dS1µ,I(φ, φ
′) ≤ dS1µ,J(φ, φ′).
(ii) (Continuity) If φ, φ′ ∈ WM([t−, t+]) and 0 < µ ≤ 1, then
dS1µ,[a,b](φ, φ
′) is a continuous function of a, b in the region t− ≤
a < b ≤ t+.
(iii) (Vanishing) If In is a decreasing sequence of compact intervals
with
⋂
n In = {t0}, 0 < µ ≤ 1, and φ, φ′ ∈ WM(I1, E), then
limn→∞ dS1µ,In(φ, φ
′) .E dH˙1(φ[t0], φ
′[t0]).
(iv) (S1 controls energy) For any I, any 0 < µ ≤ 1 and M > 0, any
φ, φ′ ∈ WM(I, E) with ‖φ‖S1µ(I), ‖φ′‖S1µ(I) ≤ M , and any t ∈ I,
we have dH˙1(φ[t], φ
′[t]) .M,E dS1µ,I(φ, φ
′).
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(v) (Persistence of regularity estimate) If M > 0, 0 < µ ≤ 1 is
sufficiently small depending on M and E, I is an interval, t0 ∈
I, and φ ∈WM(I, E) is such that ‖φ‖S1µ(I) ≤M , then
‖φ[t]‖
H
1+δ0/2
loc
.M,E,µ,‖φ[t0]‖H100
loc
1 (26)
for all t ∈ I.
(vi) (Stability estimate) If M > 0, 0 < µ ≤ 1 is sufficiently small
depending on M and E, I is an interval, t0 ∈ I, and φ, φ′ ∈
WM(I, E) are such that ‖φ‖S1µ(I), ‖φ′‖S1µ(I) ≤M , then
dS1µ,I(φ, φ
′) .M,µ,E dH˙1(φ[t0], φ
′[t0]). (27)
Remark 4.2. Suppose, as a gross caricature, that wave maps φ behaved
like scalar solutions φ : I × R3 → R to the energy-critical nonlinear
wave equation (NLW)φ = φ5. Then one possible choice of the metrics
dS1µ,I would be
dS1µ,I(φ, φ
′) := ‖∂t,x(φ− φ′)‖L∞t L2x(I×R3) +
1
µ
‖∂t,x((φ− φ′)‖L5tL30/13x (I×R3).
For the small energy theory, it is well known (using Strichartz esti-
mates) that one can iterate in the S1µ space with µ = 1 in order to
obtain (global) well-posedness for the energy-critical NLW. For large
energy, one can similarly iterate7 in the S1µ space, with µ now chosen
sufficiently small depending on the energy, and with the interval I cho-
sen small enough so that the S1µ norm stays bounded, to obtain local
existence. Thus one should view µ as a parameter designed to compen-
sate for large energy. In practice, the Strichartz spaces are insufficient
to control the nonlinearities we will encounter, but readers who are
familiar with the Strichartz theory for the NLW (or NLS) equations
may find the above analogies to be helpful in what follows.
Remark 4.3. The persistence of regularity estimate (26) is quite crude.
One would expect in fact that the Hsloc norms should grow at most
linearly whenever the S1µ norm is controlled for sufficiently small µ,
but this seems to require a more delicate analysis and is not actually
needed for our applications, so we have elected not to establish this
result. Such a claim may however be useful if one eventually wants to
obtain scattering for classical wave maps.
We shall prove Theorem 4.1 in later sections. In the remainder of this
section, we assume Theorem 4.1 and use it to prove Theorem 1.5. The
basic lemma is the following perturbation theory result.
7Actually, this is a slight oversimplification. The more precise statement is that
boundedness in the S1µ space allows one to perform a contraction mapping argument
in the S11 space.
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Lemma 4.4 (Long-time perturbations). Let I be a compact interval
let E > 0, and let t0 ∈ I. Let φ, φ′ ∈WM(I, E) be such that
dH˙1(φ[t0], φ
′[t0]) ≤ ε (28)
for some ε > 0. Suppose also that one can cover I by intervals I1, . . . , IJ
such that
‖φ‖S1µ(Ij) ≤M (29)
for all 1 ≤ j ≤ J and some M,µ > 0. If µ is sufficiently small
depending on M,E, and ε is sufficiently small depending onM,J, µ, E,
then we have
dH˙1(φ[t], φ
′[t]) .M,E,J,µ ε (30)
and
‖φ′[t]‖H100 .M,E,J,L,µ,‖φ′[t0]‖H100 1. (31)
for all t ∈ I, where L is any upper bound for the length of I.
Proof. Fix E; we allow all constants to depend on E.
It suffices to verify the claim when J = 1, since the case of higher
J then follows by iteration (and by energy conservation and Theorem
4.1(i)). By a further subdivision we may then assume that t0 is either
the upper endpoint or lower endpoint of I. For sake of exposition we
shall assume that t0 = inf(I) is the lower endpoint of I, as the other
case is of course exactly analogous. Thus I = [t0, t1] for some t1 > t0.
Our main tool here will be the continuity method. Suppose that t0 <
T ≤ t1 is such that ‖φ′‖S1µ([t0,T ]×R2) ≤ 3M . Then from (27), (28), and
Theorem 4.1(i) we see that if µ is sufficiently small depending on M ,
then
dS1µ,[t0,T ](φ, φ
′) .M ε.
Since ε is assumed to be sufficiently small depending on M , we thus
conclude from (29) and the triangle inequality that
‖φ′‖S1µ([t0,T ]×R2) ≤ 2M.
By Theorem 4.1(ii), the set of T ∈ (t0, t1] such that ‖φ′‖S1µ([t0,T ]×R2) ≤
2M is thus both closed and open in (t0, t1]. By Theorem 4.1(iii) (if
M is large enough depending on E), this set also contains all times
sufficiently close to t0. As (t0, t1] is connected, we conclude that this
set is all of (t0, t1]. In particular we have
‖φ′‖S1µ(I) ≤ 2M.
Since µ is assumed to be sufficiently small depending on M , we can
apply Theorem 4.1(v) and (28) to conclude that
dS1,I(φ, φ
′) .M,µ ε.
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The claim (30) then follows from Theorem 4.1(iv). To prove (31),
observe from Theorem 4.1(v) that
sup
t∈I
‖φ′[t]‖
H
1+δ0/2
loc
.M,µ,‖φ′[t0]‖H100 1,
and the claim then follows from repeated application of Lemma 3.2. 
Corollary 4.5 (Lifespan stability). Let I be a compact interval, let
t0 ∈ I and E > 0, and let φ ∈WM(I, E). Suppose that one can cover
I by intervals I1, . . . , IJ such that ‖φ‖S1µ(Ij) ≤M for all 1 ≤ j ≤ J and
someM,µ > 0. Let Φ′ ∈ S be such that dH˙1(φ[t0],Φ′) ≤ ε for some ε >
0. If µ is sufficiently small depending onM and E, and ε is sufficiently
small depending on M,J, µ, then there exists φ′ ∈WM(I, E) such that
φ′[t0] = Φ.
Proof. If the conclusion failed, then by Corollary 3.3 there would exist
an open subinterval I ′ ⊂ I containing t0 and a classical solution φ′ :
I ′ → S with φ′[t0] = Φ′ such that ‖φ′[t]‖H1+δ0/2loc (and thus ‖φ
′[t]‖H100)
was unbounded on I ′. But this contradicts Lemma 4.4 (restricted to
I ′). 
We are now ready to prove Theorem 1.5, which will be a completely soft
argument relying on Lemma 4.4, Corollary 4.5, and gluing of intervals.
Proof of Theorem 1.5. We first observe that it suffices to establish the
claim under the additional assumption that all solutions involved have
energy less than an arbitrary parameter E > 0, since the general case
then follows by letting E →∞ and using the various claims in Theorem
1.5 to ensure that the solutions constructed for different choices of E
are compatible with each other.
We now fix this energy threshold E > 0, choose a sufficiently large
parameter M > 0 depending on E, and also choose a sufficiently small
parameter µ depending on E,M . We allow all implied constants to
depend on E.
Given Φ0 ∈ H˙1 with E(Φ0) < E and t0 ∈ R, let us say that a compact
interval I containing t0 is good for this choice of initial data if there
exists a sequence φ(n) ∈ WM(I, E) such that φ(n)(t0) converges to Φ0
in H˙1 (and in particular has energy less than E for sufficiently large n,
by Theorem 1.2(iii)), and such that I can be covered by finitely many
compact intervals I1, . . . , IJ , such that lim supn→∞ ‖φ(n)‖S1µ(Ij) < M for
each 1 ≤ j ≤ J . From Lemma 4.4, we see (for appropriate choices of
M,µ) that φ(n) forms a Cauchy sequence in the uniform topology in H˙1
on I, and so (by completeness of H˙1) converges uniformly in H˙1 to a
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limit φ : I → H˙1, which is then continuous in H˙1 since each of the φ(n),
being classical, are automatically continuous in H˙1 by Theorem 1.2.
Another application of Lemma 4.4 shows that this limit is independent
of the choice of sequence φ(n). Similarly, if there are two good compact
intervals I, I ′ containing t0, and φ : I → H˙1 and φ′ : I ′ → H˙1 are con-
structed as above from the same initial data, then another application
of Lemma 4.4 (applied to the common intersection I ∩ I ′ and using
monotonicity) shows that φ and φ′ agree on I ∩ I ′. Finally, another
application of Lemma 4.4 shows that the union of finitely many good
intervals is still good. Thus, if we define the maximal lifespan I of Φ0
from t0 to be the union of all the good compact intervals, we can define
a unique maximal Cauchy development φ : I → H˙1 by gluing together
all the partial developments φ : J → H˙1 associated to good intervals.
We now establish claim (i), namely that I is an open interval containing
t0. We first show that I contains a neighbourhood of t0. By Theorem
1.2(i), there exists a sequence Φ(n) ∈ S that converges in H˙1 to Φ,
and thus (by Theorem 1.2(iii)) we have E(Φ(n)) < E after discarding
at most finitely many n. Let ε > 0 be sufficiently small depending
on E,M, µ. We find an n such that dH˙1(Φ
(n),Φ) ≤ ε/2, and then let
φ(n) : I(n) → S be the maximal classical development of Φ(n) from t0
given by Lemma 3.3, thus I(n) is an open interval containing t0. Apply-
ing Theorem 4.1(iii), we can find a compact interval I ′ ⊂ I(n) contain-
ing t0 in its interior such that lim supn→∞ ‖φ(n)‖S1µ(I′) < M/2, if M is
large enough depending on E. Now for all sufficiently large m, we have
dH˙1(Φ
(n),Φ(m)) ≤ ε by the triangle inequality, so by Corollary (4.5) we
have a classical wave map φ(m) : I ′ → S with φ(m)[t0] = Φ(m). Inspect-
ing the proof of Lemma 4.4 we see that lim supm→∞ ‖φ(m)‖S1µ(I′) < M ,
and so I ′ is good. Thus I contains an open neighbourhood of t0.
It remains to show that I itself is open. Let t1 ∈ I, then by construc-
tion there exists a good interval I ′ containing both t0 and t1. Thus
we can find a sequence φ(n) ∈ WM(J, E) which converges uniformly
to φ in H˙1 on I ′, in particular φ(n)[t1] converges to φ[t1] in H˙1. Ap-
plying the previous argument at time t1 rather than t0, we conclude
that there exists a compact interval K containing t1 in its interior
such that the maximal classical developments of φ(n) exist on K and
lim supn→∞ ‖φ(n)‖S1µ(K) < M . This implies that J ∪K is good, and so
t1 is in the interior of I. Thus I is open as claimed.
The claim (ii) of Theorem 1.5 is clear from construction. Claim (iii)
follows easily from Corollary 4.5 (and the uniqueness of classical wave
maps), so we now turn to claim (iv). From the proof of (i) we know
that every element of the maximal lifespan of a solution is contained
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in the interior of a good interval, and so by compactness, we see that
to prove (iv), it suffices to do so in the case when K is a good interval.
Let φ∞ : K → H˙1 be the restriction of a maximal Cauchy development
to a good interval K, with energy strictly less than E. Let φ
(m)
∞ ∈
WM(K) be a sequence converging uniformly to φ∞ as in the definition
of a good interval, thus E(φ
(m)
∞ ) < E for sufficiently large m, and
one can cover K by a finite number of intervals K1, . . . , Kk such that
lim supm→∞ ‖φ(m)∞ ‖S1µ(Kj) < M for all 1 ≤ j ≤ k. Now let ε > 0 be a
sufficiently small quantity depending on E,M, k, µ. For n large enough,
Φ0,n lies within ε/3 of Φ0,∞ in the energy metric and has energy less
than E, and so if one writes Φ0,n as the limit of smooth data Φ
(m)
0,n of
energy less than E, we see that Φ
(m)
0,n lies within ε of φ
(m′)
∞ [t0] if m,m
′
are large enough. Applying Corollary 4.5 and Lemma 4.4 one can
then (if ε is small enough) find φ
(m)
n ∈ WM(K) with φ(m)n [t0] = Φ(m)0,n ,
and furthermore (by inspection of the proof of Lemma 4.4) we have
lim supm→∞ ‖φ(m)n ‖S1µ(I) < M on OM,k,K(1) intervals I (depending on
m′, but independent of m) covering K. From this we see that K
is good for Φn, and from Lemma 4.4 we then see that the resulting
Cauchy development φn : K → H˙1 differs from φ∞ : K → H˙1 by
OM,k,K(ε) in the uniform energy metric. Sending ε → 0 we conclude
that φn converges uniformly to φ∞ on K, and Claim (iv) follows.
Finally, we establish Claim (v). Suppose for contradiction that there
was a sequence tn ∈ I converging to a finite endpoint t∗ ∈ R of I such
that φ[tn] converged in H˙1 to a limit Φ∗. Since φ had energy less than
E, we see that Φ∗ does too. By the arguments used to prove (i), we can
find a compact interval J containing t∗ in its interior for which there
exists a sequence φ
(m)
∗ ∈WM(J, E) with lim supm→∞ ‖φ(m)∗ ‖S1µ(J) < M
and with φ
(m)
∗ (t∗) converging in H˙1 to Φ∗ (and thus has energy less
than E for sufficiently large m). As before, φ
(m)
∗ converges uniformly
in H˙1 to a continuous limit φ∗ : J → H˙1. Since tn ∈ J for sufficiently
large n, we see from continuity that φ∗[tn] converges in H˙1 to Φ∗, and
thus by the triangle inequality dH˙1(φ∗[tn], φ[tn]) converges to zero.
Let ε be sufficiently small depending on M , E and µ. Then for n large
enough, we have dH˙1(φ∗[tn], φ[tn]) ≤ ε/2, and thus if Φ(m)n ∈ S is a se-
quence of classical data converging in H˙1 to φ[tn] (and thus with energy
strictly less than E for sufficiently large n) then dH˙1(φ
(m′)
∗ [tn],Φ
(m)
n ) ≤ ε
whenever m,m′ are sufficiently large. Applying Corollary 4.5 and
Lemma 4.4, we see (if ε is small enough) that there is φ
(m)
n ∈WM(J, E)
with φ
(m)
n [tn] = Φ
(m)
n such that lim supm→∞ ‖φ(m)n ‖S1µ(J) < M . From this
(and the uniqueness of classical wave maps) we see that ifK is any good
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interval for φ that contains both t0 and tn, then K ∪ J is also good
for φ. Thus J ⊂ I, and therefore t∗ is in fact an interior point of I, a
contradiction. This establishes Claim (v), and the proof of Theorem
1.5 is complete. 
It remains to prove Theorem 4.1. This is the purpose of the remaining
sections of this paper.
5. The caloric gauge and the energy space
Our arguments thus far have been extremely abstract; the exact form
of the wave maps equation, or even of the energy space H˙1, has not
played any real role in previous sections, beyond such basic properties
as energy conservation and classical well-posedness. To proceed fur-
ther, we will have to use the specific structure of the equation and the
energy space. In this section we recall from [25] the construction of the
energy space, and in particular the caloric gauge that is used in that
construction. We refer the reader to [25] for a more detailed treatment
of the material here.
5.1. The caloric gauge. We first recall a global existence theorem
for the harmonic map heat flow, essentially due to Eells and Sampson
[3].
Theorem 5.2 (Global existence for heat flow). Let I be a compact
interval, and let φ : I ×R2 → H be a smooth map which differs from
a constant φ(∞) by a Schwartz function. Then there exists a unique
extension φ : R+ × I ×R2 → H of φ (thus φ(0, t, x) = φ(t, x) for all
(t, x) ∈ I×R2) which is smooth with all derivatives bounded, and obeys
the harmonic map heat flow equation
∂sφ = (φ
∗∇)i∂iφ
on R+× I ×R2 := {(s, t, x) : s ∈ R+, t ∈ I, x ∈ R2}, and converges in
C∞loc(I ×R2) to φ(∞) as s→∞.
Proof. See [25, Theorem 3.16]. 
This result allows us to extend any classical wave map φ ∈ WM(I)
by harmonic map heat flow into the region R+ × I ×R2. In order to
analyse this heat flow we will place an orthonormal frame on this map
(or more precisely on the pullback tangent bundle φ∗TH).
Given any point p ∈ H, define an orthonormal frame at p to be
any orthogonal orientation-preserving map e : Rm → TpH from Rm
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to the tangent space at p (with the metric h(p), of course), and let
Frame(TpH) denote the space of such frames; note that this space has
an obvious transitive action of the special orthogonal group SO(m).
We then define the orthonormal frame bundle Frame(φ∗TH) of φ to
be the space of all pairs ((s, t, x), e) where (s, x) ∈ R+ × I ××R2 and
e ∈ Frame(Tφ(s,x)H); this is a smooth vector bundle over R+× I ×R2.
We then define an orthonormal frame e ∈ Γ(Frame(φ∗TH)) for φ
to be a section of this bundle, i.e. a smooth assignment e(s, x) ∈
Frame(Tφ(s,x)H) of an orthonormal frame at φ(s, x) to every point
(s, x) ∈ R+ × I ×R2.
Each orthonormal frame e ∈ Γ(Frame(φ∗TH)) provides an orthogonal,
orientation-preserving identification between the vector bundle φ∗TH
(with the metric φ∗h) and the trivial bundle (R+ × I × R2) × Rm
(with the Euclidean metric on Rm), thus sections Ψ ∈ Γ(φ∗TH) can
be pulled back to functions e∗Ψ : R+ × I ×R2 → Rm by the formula
e∗Ψ := e−1 ◦Ψ. The connection φ∗∇ on φ∗TH can similarly be pulled
back to a connection D on the trivial bundle (R+×R2)×Rm, defined
by
Di := ∂i + Ai (32)
where Ai ∈ so(m) is the skew-adjoint m ×m matrix field is given by
the formula
(Ai)ab = 〈(φ∗∇)iea, eb〉φ∗h (33)
where e1, . . . , em are the images of the standard orthonormal basis for
Rm under e. Of course one similarly has covariant derivatives Dt =
∂t + At, Ds = ∂s + As in the t and s directions.
Given such a frame, we define the derivative fields ψj : R
+× I×R2 →
Rm by the formula
ψj := e
∗∂jφ, (34)
and similarly define
ψs := e
∗∂sφ; ψt := e
∗∂tφ. (35)
We record the zero-torsion property
Diψj = Djψi (36)
and the constant negative curvature property
[Di, Dj] = ∂iAj − ∂jAi + [Ai, Aj] = −ψi ∧ ψj (37)
where ψi ∧ ψj is the anti-symmetric matrix field
ψi ∧ ψj := ψiψ∗j − ψjψ∗i .
The harmonic map heat flow equation becomes
ψs = Diψi = ∂iψi + Aiψi. (38)
GLOBAL REGULARITY OF WAVE MAPS V 23
The wave maps equation (3) becomes
w|s=0 = 0 (39)
where w : R+ × I ×R2 → Rm is the wave-tension field
w := Dαψα = ∂
αψα + A
αψα. (40)
Following [25], we say that an orthonormal frame e is a caloric gauge
if one has
As = 0 (41)
throughout R+ × I ×R2, and if we have
lim
s→∞
e(s, t, x) = e(∞) (42)
for all x ∈ R2 and some constant e(∞) ∈ Frame(Tφ(∞)H).
We have the following existence theorem for this gauge:
Theorem 5.3 (Existence of caloric gauge). Let I be a time interval
with non-empty interior, let φ : I × R2 → H be a smooth map dif-
fering from a constant φ(∞) by a Schwartz function, and let e(∞) ∈
Frame(Tφ(∞)H) be a frame for φ(∞). Let φ : R+ × I × R2 → H be
the heat flow extension from Theorem 5.2. Then there exists a unique
smooth frame e ∈ Γ(Frame(φ∗TH)) such that e(t) is a caloric gauge
for φ(t) which equals e(∞) at infinity for each t ∈ I. All derivatives
of φ − φ(∞) in the variables t, x, s are Schwartz in x for each fixed
t, s. In particular, these derivatives are uniformly Schwartz for t, s in
a compact range.
Proof. See [25, Theorem 3.16]. 
In the caloric gauge we have the derivative fields ψt, ψx, ψs and the
connection fields At, Ax (recall in the caloric gauge that the field As
is trivial). It will be convenient to introduce the combined vector or
tensor fields
Ψx := (ψx, Ax)
ψt,x := (ψt, ψx)
At,x := (At, Ax)
Ψt,x := (ψt,x, At,x)
Ψs,t,x := (ψs, ψt,x, At,x).
We refer to Ψs,t,x as the differentiated fields of φ in the caloric gauge
associated with e(∞). We also introduce the wave-tension field w :=
Dαψα; the wave map equation (3) is then equivalent to the vanishing
of this quantity on the s = 0 boundary of R+ × I ×R2. We recall the
basic equations of motion for these fields:
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Proposition 5.4 (Equations of motion). Let I be an interval, let φ ∈
WM(I, E) with energy E(φ) ≤ E, let e be a caloric gauge for φ, and let
φt, ψx, ψs, At, Ax, w be the differentiated fields, connection fields, and
wave-tension field. Then we have the equations of motion
At,x(s, t, x) =
∫ ∞
s
ψs ∧ ψt,x(s′, t, x) ds′ (43)
ψt,x(s, t, x) = −
∫ ∞
s
Dt,xψs(s
′, t, x) ds′ (44)
∂sψs = DiDiψs − (ψs ∧ ψi)ψi (45)
∂sψt,x = DiDiψt,x − (ψt,x ∧ ψi)ψi (46)
∂sw = DiDiw − (w ∧ ψi)ψi + 2(ψα ∧ ψi)Diψα (47)
DαDαψs = ∂sw − (ψα ∧ ψs)ψα. (48)
Proof. The equations (43), (44), (45), (46) follow from [25, Lemma
3.11] and the qualitative decay properties at s =∞ from [25, Theorem
3.16]. The equation (47) follows from [25, Lemma 7.1] (noting from
(36) that (ψα ∧ ψi)Diψα = −(ψt ∧ ψi)Dtψi). Finally, (48) follows from
(36), (37), and the definition of w. 
Remark 5.5. As a caricature, in which one pretends φ is a scalar field
rather than taking values in H, the reader is encouraged to use the
heuristics ψα(s, t) ≈ ∂αes∆φ(t), and ψs(s, t) ≈ ∆es∆φ(t). Combining
these heuristics with (43), we see that Aα should behave like a para-
product of φ with itself; see [21] or [22, Chapter 6] for further discussion.
Remark 5.6. The six evolution equations (43)-(48) will be used in differ-
ent ways. The equations (43), (44) effectively express the fields Aα, ψα
in terms of ψs, thus in principle converting the wave maps equation
into a “scalar” equation involving ψs as the only “dynamic” field (cf.
the “dynamic separation” used in [10]). We will evolve this field by
the wave equation (48), using the parabolic equation (47) to solve for
the ∂sw forcing term appearing in that wave equation. Finally, the
remaining equations (45), (46) will be used to compute the initial data
ψs(s, 0, x), Dtψs(s, 0, t) = ∂sψt(s, 0, t) of the wave equation (48).
Remark 5.7. It will be convenient to unify (43), (44) in the schematic
form
Ψt,x(s) =
∫ ∞
s
O(∂t,xψs(s′)) +O(ψs(s′)Ψt,x(s′)) ds′. (49)
Similarly we have
Ψx(s) =
∫ ∞
s
O(∂xψs(s′)) +O(ψs(s′)Ψx(s′)) ds′. (50)
These integral ODE thus, in principle, recover Ψx or Ψt,x from ψs
(assuming sufficient decay at s = ∞). In a similar spirit, we have the
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identities
∂sΨt,x = O(∂t,xψs) +O(ψsΨt,x) (51)
∂t,xψs = O(∂sΨt,x) +O(ψsΨt,x) (52)
∂t,xΨx = ∂xΨt,x +O(ΨxΨt,x) (53)
ψs = O(∂xΨx) +O(Ψ2x) (54)
arising from (36), (37), (38), and similarly with the t subscripts dropped.
5.8. Working in the caloric gauge. Let φ ∈WM(I, E) be a classical
wave map on a compact time interval I, quotiented out by Lorentz
rotations SO(m, 1). By Theorem 5.3, given any such wave map, and
given any frame e(∞) at e(∞) ∈ Frame(Tφ(∞)H), one can construct a
caloric gauge for φ, which then generates the differentiated fields Ψs,t,x.
We let WMC(φ, I) denote the collection of all the possible fields Ψs,t,x
that can arise for a fixed φ by choosing e(∞), and let WMC(I, E) =⋃
φ∈WM(I,E)WMC(φ, I) denote all the differentiated fields that can arise
from some classical wave map φ ∈WM(I, E).
Observe that if U ∈ SO(m) is a rotation, then replacing e(∞) by
e(∞) ◦ U−1 corresponds to rotating the fields ψt,x to Uψt,x, and sim-
ilarly rotating At,x to UAt,xU
−1. This gives an action of SO(m) on
WMC(I, E), whose orbits are precisely the sets WMC(φ, I). Thus
each classical wave map φ ∈ WM(I, E) gives rise to an SO(m)-orbit
WMC(φ, I) of differentiated fields. Conversely, it is not hard to see
(from the Picard uniqueness theorem) that each differentiated field
Ψs,t,x ∈ WMC(I, E) arises from exactly one wave map φ ∈ WM(I, E)
(quotienting out by SO(m, 1) as usual). So we have an identification
WM(I, E) ≡ SO(m)\WMC(I, E).
We can play similar games with the initial data space S: if Φ =
(φ0, φ1) ∈ S is classical initial data, we can construct associated caloric
gauges Ψs,t,x onR
+×R2 for each choice of frame e(∞) ∈ Frame(Tφ0(∞)H),
for instance by extending Φ for a short amount of time and then using
Theorem 5.3, or by using [25, Theorem 3.12], [25, Lemma 4.8]. We let
SC(Φ) denote the collection of all such differentiated fields for a fixed Φ,
and SC := ⋃Φ∈S SC(Φ) denote the total collection of such fields. Once
again, the orthogonal group SO(m) acts on SC, with orbits SC(Φ),
with the orbit determining Φ up to the action of SO(m, 1), so that we
have an identification
SO(m, 1)\S ≡ SO(m)\SC.
Also observe that if Ψs,t,x ∈ WMC(φ, I) for some φ ∈ WM(I, E),
then Ψs,t,x(t0) ∈ SC(φ[t0]) for all t0 ∈ I. Finally, the constant data
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const ∈ S corresponds to the zero differentiated field 0 ∈ SC, thus
SC(const) = {0} (and similarly WMC(const) = {0}).
5.9. The energy space. We introduce the Littlewood-Paley space
L := L2(R+ ×R2 → Rm, dxds)× L2(R2 → Rm, 1
2
dx). (55)
We can define an energy metric dH˙1 on SC by the formula
dH˙1(Ψs,t,x,Ψ
′
s,t,x) := ‖(ψs − ψ′s, ψt(0)− ψ′t(0))‖L
=
(∫ ∞
0
‖δψs(s)‖2L2x(R2) ds+
1
2
‖δψt(0)‖2L2x(R2)
)1/2
.
(56)
We also abbreviate dH˙1(Ψs,t,x, 0)
2 as E(Ψs,t,x), and refer to this as the
energy of the differentiated field Ψs,t,x.
Observe that this metric is preserved by the action of SO(m). It thus
descends to a metric on SO(m, 1)\S ≡ SO(m)\SC in the usual manner;
by abuse of notation we also denote this metric as dH˙1 , thus
dH˙1(Φ,Φ
′) := inf
Ψs,t,x∈SC(Φ)
inf
Ψ′s,t,x∈SC(Φ
′)
dH˙1(Ψs,t,x,Ψ
′
s,t,x).
We define the energy space8 H˙1 to be the completion of SO(m, 1)\S us-
ing the metric H˙1, and ι to be the quotient map from S to SO(m, 1)\S.
With these definitions, Theorem 1.2 was established in [25]. Observe
from Theorem 1.2(iv) that the energy of a map Φ ∈ S is equal to the
energy of any of its differentiated fields Ψs,t,x ∈ SC(Φ).
5.10. Lifting Theorem 4.1 to the caloric gauge. We will be work-
ing exclusively in the caloric gauge in order to prove Theorem 4.1.
Because of this, it will be convenient to deduce Theorem 4.1 from a
variant involving differentiated wave maps WMC(I, E) in the caloric
gauge, rather than classical wave maps WM(I, E). More precisely we
deduce Theorem 4.1 from
Theorem 5.11 (A priori estimates in the caloric gauge). There ex-
ist metrics dS1µ,I on WMC(I, E) for each compact interval I, E > 0,
and 0 < µ ≤ 1 with the following properties, where we abbreviate
‖Ψs,t,x‖S1µ(I) for dS1µ,I(Ψs,t,x, 0):
(i) (Monotonicity) If I ⊂ J , 0 < µ ≤ 1, and Ψs,t,x,Ψ′s,t,x ∈
WM(J, E) then dS1µ,I(Ψs,t,x,Ψ
′
s,t,x) ≤ dS1µ,J(Ψs,t,x,Ψ′s,t,x).
8This definition is equivalent to that in [25], though arranged slightly differently.
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(ii) (Continuity) If Ψs,t,x,Ψ
′
s,t,x ∈ WMC([t−, t+]) and 0 < µ ≤ 1,
then dS1µ,[a,b](Ψs,t,x,Ψ
′
s,t,x) is a continuous function of a, b in the
region t− ≤ a < b ≤ t+.
(iii) (Vanishing) If In is a decreasing sequence of compact intervals
with
⋂
n In = {t0}, 0 < µ ≤ 1, and Ψs,t,x,Ψ′s,t,x ∈ WMC(I1),
then limn→∞ dS1µ,In(Ψs,t,x,Ψ
′
s,t,x) .E dH˙1(Ψs,t,x(t0),Ψ
′
s,t,x(t0)).
(iv) (S1 controls energy) For any I, any 0 < µ ≤ 1 and M > 0, any
Ψs,t,x,Ψ
′
s,t,x ∈ WMC(I, E) with ‖Ψs,t,x‖S1µ(I), ‖Ψ′s,t,x‖S1µ(I) ≤ M ,
and any t ∈ I, we have dH˙1(Ψs,t,x(t),Ψ′s,t,x(t)) .M,E dS1µ,I(Ψs,t,x,Ψ′s,t,x).
(v) (Persistence of regularity estimate) If M > 0, 0 < µ ≤ 1 is
sufficiently small depending on M and E, I is an interval, t0 ∈
I, and φ ∈ WM(I, E) is such that ‖Ψs,t,x‖S1µ(I) ≤ M for some
Ψs,t,x ∈WMC(φ, I), then
‖φ[t]‖
H
1+δ0/2
loc
.M,E,µ,‖φ[t0]‖H100
loc
1 (57)
for all t ∈ I.
(vi) (Stability estimate) IfM > 0, 0 < µ ≤ 1 is sufficiently small de-
pending onM and E, I is an interval, t0 ∈ I, and Ψs,t,x,Ψ′s,t,x ∈
WM(I, E) are such that ‖Ψs,t,x‖S1µ(I), ‖Ψ′s,t,x‖S1µ(I) ≤M , then
dS1µ,I(Ψs,t,x,Ψ
′
s,t,x) .M,µ,E dH˙1(Ψs,t,x(t0),Ψ
′
s,t,x(t0)). (58)
(vii) (Quasi-rotation invariance) If U ∈ SO(m) and Ψs,t,x,Ψ′s,t,x ∈
WM(I, E), then
dS1µ,I(UΨs,t,x, UΨ
′
s,t,x) ∼ dS1µ,I(Ψs,t,x,Ψ′s,t,x). (59)
Indeed, if we have metrics dS1µ,I on WMC(I, E) with the above proper-
ties, we can define metrics dS1µ,I on WM(I, E) by the usual Hausdorff
distance construction
dS1µ,I(φ, φ
′) := max( sup
Ψs,t,x∈WMC(φ,I)
inf
Ψ′∈WMC(φ′,I)
dS1µ,I(Ψs,t,x,Ψ
′
s,t,x),
sup
Ψ′∈WMC(φ′,I)
inf
Ψ∈WMC(φ,I)
dS1µ,I(Ψs,t,x,Ψ
′
s,t,x));
the verification that this construction allows us to deduce Theorem 4.1
from Theorem 5.11 is routine but somewhat tedious and is omitted.
It remains to establish Theorem 5.11. This is the purpose of the re-
maining sections of the paper.
6. Parabolic regularity
The equations of motion (45), (46) show that Ψs,t,x obeys a parabolic
equation in the s variable. Parabolic regularity theory then suggests
that these fields should become increasingly smooth in s as s→∞. The
28 TERENCE TAO
purpose of this section is to present an abstract formalisation of this
principle, which we will use twice, once to control initial data, and again
to control the solution itself. In order to establish the stability estimate
(58), we will also need to adapt this regularity theory to differences
between two solutions to the same parabolic equation.
Recall that Schwartz(I × R2) is the space of smooth functions φ :
I × R2 → C such that all derivatives are rapidly decreasing in space
(with the usual topology). For each s > 0, recall that the integer k(s)
is defined by (12).
Definition 6.1 (Algebra family). Let I be a compact interval. An
algebra family is a collection of continuous seminorms Sk(I × R2) on
Schwartz(I ×R2) that obeys the product estimate that obeys the fol-
lowing estimates:
• The product estimate
‖φ(1)φ(2)‖Smax(k1,k2)(I×R2) . ‖φ
(1)‖Sk1(I×R2)‖ψ(2)‖Sk2(I×R2) (60)
for all k1, k2 ∈ Z and φ(1), φ(2) ∈ Schwartz(I ×R2);
• The parabolic regularity estimate
‖∂2xφ(s)‖Sk(I×R2) . s−1‖φ(s/2)‖Sk(I×R2)+ sup
s/2≤s′≤s
‖(∂s−∆)φ(s′)‖Sk(I×R2)
(61)
for all smooth φ : R+ → Schwartz(I ×R2) and s > 0, as well
as the variant
‖∂2xφ(s)‖Sk(I×R2) . ‖∂2xφ(s′′)‖Sk(I×R2) + sup
s′′≤s′≤s
‖(∂s −∆)φ(s′)‖Sk(I×R2)
(62)
for all smooth φ : R+ → Schwartz(I ×R2) and s/2 ≤ s′′ ≤ s;
• The additional parabolic regularity estimate
‖∂jxe(s−s
′)∆φ‖Sk(s)(I×R2) .j (s′/s)δ1/10(s− s′)−j/2‖φ‖Sk(s′)(I×R2) (63)
for all smooth φ ∈ Schwartz(I ×R2), s > s′ ≥ 0, and j ≥ 0;
• The comparability estimate
‖φ‖Sk1(I×R2) . χ
−δ1
k1=k2
‖φ‖Sk2(I×R2) (64)
for all k1, k2 ∈ Z and φ ∈ Schwartz(I ×R2).
• The uniform bound
‖φ‖L∞t,x(I×R2) . ‖φ‖Sk(I×R2) (65)
for all k ∈ Z and φ ∈ Schwartz(I ×R2).
Example 6.2. For a fixed time t0, the norms
‖f‖Sk(I×R2) := sup
k′∈Z
χδ1k=k′
10∑
j=0
2−k
′j‖∂j+1x Pk′f(t0)‖L2x(R2)+2−k
′j‖∂jxPk′f(t0)‖L∞x (R2)
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form an algebra family.
Theorem 6.3 (Abstract parabolic regularity). Let I be an interval,
Sk(I × R2) be an algebra family. Let Ψs,t,x,Ψ′s,t,x ∈ WMC(I, E) be
differentiated fields, and let c, δc be frequency envelopes, with c having
energy at most E for some E > 0. Suppose we have the bounds
‖∂jxψ∗s (s)‖Sk(s)(I×R2) . c(s)s−(j+2)/2 (66)
and
‖∂jxδψs(s)‖Sk(s)(I×R2) . δc(s)s−(j+2)/2 (67)
for all 0 ≤ j ≤ 10 and s > 0, where k(s) is defined in (12). Suppose
also that we have the qualitative decay properties
lim
s→∞
s(j+1)/2‖∂jxΨ∗x(s)‖Sk(s)(I×R2) = 0 (68)
for all j > 0. Then we have
‖∂jxΨ∗x(s)‖Sk(s)(I×R2) .E,j c(s)s−(j+1)/2 (69)
‖∂jxA∗x(s)‖Sk(s)(I×R2) .E,j c(s)2s−(j+1)/2 (70)
‖∂jxψ∗s (s)‖Sk(s)(I×R2) .E,j c(s)s−(j+2)/2 (71)
‖∂jxδΨx(s)‖Sk(s)(I×R2) .E,j δc(s)s−(j+1)/2 (72)
‖∂jxδAx(s)‖Sk(s)(I×R2) .E,j c(s)δc(s)s−(j+1)/2 (73)
‖∂jxδψs(s)‖Sk(s)(I×R2) .E,j δc(s)s−(j+2)/2 (74)
for all j ≥ 0 and s > 0. One can also obtain similar bounds with ∂2x
replaced by ∂s as one wishes (e.g. one could replace ∂
j
x by ∂
j−4
x ∂
2
s if
j ≥ 4).
Remark 6.4. We have stated these bounds for arbitrary non-negative j,
but in practice we will only need finitely many of these bounds (e.g. it
would suffice to establish these bounds just in the range 0 ≤ j ≤ 100).
Similarly for the remainder of the estimates in this section. Thus, the
reader may safely ignore the dependence of j in the implied constants.
For applications to the subsequent paper [27], it is worth remarking
that the wave map equation Dαψα = 0 is not actually used at all
in the argument here. We also make the technical remark that the
connection Ax need not be Schwartz (see [25, Remark 3.14]), but in
that case one can interpret the above bounds in the completion of the
Schwartz space with respect to the Sk norm.
The rest of this section is devoted to the proof of Theorem 6.3. Let
the notation and hypotheses be as in that theorem. We allow implied
constants to depend on E, thus from (11) we have
sup
s>0
c(s) +
∫ ∞
0
c(s)2
ds
s
. 1. (75)
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Note that as the semi-norm Sk(I×R2) is continuous in the Schwartz(I×
R2) topology, we can establish Minkowski’s inequality
‖
∫ s2
s1
ψ(s) ds‖Sk(I×R2) ≤
∫ s2
s1
‖ψ(s)‖Sk(I×R2) ds (76)
whenever the integral is absolutely convergent in the Schwartz(I×R2)
topology.
We begin with a bound on Ψ∗x and δΨx.
Lemma 6.5. We have
‖∂jxΨ∗x(s)‖Sk(s)(I×R2) . c(s)s−(j+1)/2 (77)
and
‖∂jxδΨx(s)‖Sk(s)(I×R2) . δc(s)s−(j+1)/2 (78)
for all 0 ≤ j ≤ 9 and s > 0.
Proof. We begin with (77). Let us write
f(s) :=
9∑
j=0
s(j+1)/2‖∂jxΨ∗x(s)‖Sk(s)(I×R2) (79)
for s > 0. To show (77), it suffices to show that f(s) . c(s) for all
s > 0.
From (50), the Leibniz rule (4), and Minkowski’s inequality (76) we
have
f(s) .
∫ ∞
s
9∑
j=0
s(j+1)/2‖∂j+1x ψ∗s(s′)‖Sk(s)(I×R2)
+
∑
j1,j2≥0:j1+j2≤9
s(j1+j2+1)/2‖∂j1x Ψ∗x(s′)∂j2x ψ∗s (s′)‖Sk(s)(I×R2) ds′.
Using (66), (64), (60) we thus have
f(s) .
∫ ∞
s
9∑
j=0
s(j+1)/2c(s′)(s′)−(j+3)/2(s′/s)δ1/2
+
∑
j1,j2≥0:j1+j2≤9
s(j1+j2+1)/2(s′)−(j1+1)/2f(s′)c(s′)(s′)−(j2+2)/2(s′/s)−δ1/2 ds′.
From (10), (75) we conclude
f(s) . c(s) +
∫ ∞
s
f(s′)c(s′)(s′/s)−
3
2
+
δ1
2
+δ0
ds′
s′
.
From (68) we also see that f(s) → 0 as s → ∞. By Lemma 2.15 and
(10) we conclude that f(s) . c(s) as required.
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Now we establish (78). We write
δf(s) :=
9∑
j=0
s(j+1)/2‖∂jxδΨx(s)‖Sk(s)(I×R2)
for s > 0. It suffices to show that f(s) . δc(s) for all s & 0.
From (50) and (5) we have
δΨx(s) =
∫ ∞
s
O(∂xδψs(s′))+O((δψs(s′))Ψ∗x(s′))+O(ψ∗s(s′)δΨx(s′)) ds′.
(80)
Using the Leibniz rule (4) and Minkowski’s inequality (76), (66), (64),
(77), and (60) we thus have
δf(s) .
∫ ∞
s
9∑
j=0
s(j+1)/2δc(s′)(s′)−(j+3)/2(s′/s)δ1/2
+
∑
j1,j2≥0:j1+j2≤9
s(j1+j2+1)/2(s′)−(j1+1)/2c(s′)δc(s′)(s′)−(j2+2)/2(s′/s)−δ1/2 ds′
+
∑
j1,j2≥0:j1+j2≤9
s(j1+j2+1)/2(s′)−(j1+1)/2δf(s′)c(s′)(s′)−(j2+2)/2(s′/s)−δ1/2 ds′.
Using (10), (75) this simplifies to
δf(s) . δc(s) +
∫ ∞
s
δf(s′)c(s′)(s′/s)−
3
2
+
δ1
2
+δ0
ds′
s′
.
By (68) we also have δf(s) → 0 as s → ∞. The claim then follows
from Lemma 2.15 as before. 
Remark 6.6. Note that every term that occurs when bounding δΨx
contains exactly one factor containing a δ; this is ultimately because
the Leibniz rule (5) is “linear in δ”. This is why the final estimate is
linear in δc. The same phenomenon will hold throughout the rest of
this section.
We will need to compensate for the above loss of derivative (and for
derivative losses in later parts of the argument). Here our main tools
will be the parabolic equations (46), (45) and (61). We first recover
one derivative for ψx:
Lemma 6.7. We have
‖∂jxψ∗x(s)‖Sk(s)(I×R2) . c(s)s−(j+1)/2 (81)
and
‖∂jxδψx(s)‖Sk(s)(I×R2) . δc(s)s−(j+1)/2 (82)
for all 0 ≤ j ≤ 10 and s > 0.
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Proof. From Lemma 6.5 we only need to verify this when j = 10. We
begin with (81). From (46) we have the schematic equation
∂sψ
∗
x = ∆ψ
∗
x +O(Ψ∗x∂∗xΨ∗x) +O((Ψ∗x)3). (83)
Applying the Leibniz rule (4) and (61) we conclude that
‖∂10x ψ∗x(s)‖Sk(I×R2) . s−1‖∂8xψ∗x(s/2)‖Sk(I×R2)
+ sup
s/2≤s′≤s
∑
j1,j2≥0:j1+j2=9
‖∂j1x Ψ∗x∂j2x Ψ∗x‖Sk(I×R2)
+
∑
j1,j2,j3≥0:j1+j2+j3=8
‖∂j1x Ψ∗x∂j2x Ψ∗x∂j3x Ψ∗x‖Sk(I×R2).
Applying (60) and Lemma 6.5 we conclude
‖∂10x ψ∗x(s)‖Sk(I×R2) . c(s)s−(10+1)/2+ sup
s/2≤s′≤s
c(s′)2s−(10+1)/2+c(s′)3s−(10+1)/2
and the claim (81) follows from (10), (75).
Now we prove (82). From (46), (5) we have the schematic equation
∂sδψx = ∆δψx +O((δΨx)∂xΨ∗x) +O(Ψ∗x∂xδΨx) +O((Ψ∗x)2δΨx).
Applying the Leibniz rule (4) and (61) we conclude that
‖∂10x δψx(s)‖Sk(I×R2) . s−1‖∂8xδψx(s/2)‖Sk(I×R2)
+ sup
s/2≤s′≤s
∑
j1,j2≥0:j1+j2=9
‖∂j1x Ψ∗x∂j2x δΨx‖Sk(I×R2)
+
∑
j1,j2,j3≥0:j1+j2+j3=8
‖∂j1x Ψ∗x∂j2x Ψ∗x∂j3x δΨx‖Sk(I×R2).
Applying (60), (81), Lemma 6.5, (10), and (75) we obtain the claim. 
Then we recover a derivative for Ax (gaining a useful factor of c(s) in
the process):
Lemma 6.8. We have
‖∂jxA∗x(s)‖Sk(s)(I×R2) . c(s)2s−(j+1)/2 (84)
and
‖∂jxδAx(s)‖Sk(s)(I×R2) . c(s)δc(s)s−(j+1)/2 (85)
for all 0 ≤ j ≤ 10 and s > 0.
Proof. We first prove (84). From (43), the Leibniz rule (4), and Minkowski’s
inequality (76) we have
‖∂jxA∗x‖Sk(s)(I×R2) .
∫ ∞
s
∑
j1,j2≥0:j1+j2=j
‖∂j1x ψ∗s(s′)∂j2x ψ∗x(s′)‖Sk(s)(I×R2) ds′.
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Applying (60), Lemma 6.7, and (66) we thus have
‖∂jxA∗x‖Sk(s)(I×R2) .
∫ ∞
s
c(s′)2(s′/s)δ1/2(s′)−(j+3)/2 ds′.
Applying (10), (75), we obtain the claim (84).
Now we prove (85). From (43), (5), the Leibniz rule (4), and Minkowski’s
inequality (76) we have
‖∂jxδAx‖Sk(s)(I×R2) .
∫ ∞
s
∑
j1,j2≥0:j1+j2=j
‖∂j1x ψ∗s(s′)∂j2x δψx(s′)‖Sk(s)(I×R2)
+ ‖∂j1x (δψ∗s)(s′)∂j2x ψ∗x(s′)‖Sk(s)(I×R2) ds′.
Arguing as in the proof of (84) we obtain the claim. 
Now we recover a derivative for ψs:
Lemma 6.9. We have
‖∂jxψ∗s (s)‖Sk(s)(I×R2) . c(s)s−(j+2)/2 (86)
and
‖∂jxδψs(s)‖Sk(s)(I×R2) . δc(s)s−(j+2)/2 (87)
for all 0 ≤ j ≤ 11 and s > 0.
Proof. From Proposition 6.5 we only need to verify this when j = 11.
We begin with (86). From (45) we have the schematic equation
∂sψ
∗
s = ∆ψ
∗
s +O(Ψ∗x∂xψ∗s) +O(ψ∗s∂xΨ∗x) +O((Ψ∗x)2ψ∗s). (88)
Applying the Leibniz rule (4) and (61) we conclude that
‖∂11x ψ∗s (s)‖Sk(s)(I×R2) . s−1‖∂9xψ∗s(s/2)‖Sk(s)(I×R2)
+ sup
s/2≤s′≤s
∑
j1,j2≥0:j1+j2=10
‖∂j1x Ψ∗x∂j2x ψs‖Sk(s)(I×R2)
+
∑
j1,j2,j3≥0:j1+j2=9
‖∂j1x Ψ∗x∂j2x Ψ∗x∂j3x ψ∗s‖Sk(s)(I×R2).
Applying (60), Lemma 6.7, Lemma 6.8, and (66) we thus have
‖∂10x ψ∗x(s)‖Sk(s)(I×R2) . c(s)s−(11+2)/2+ sup
s/2≤s′≤s
c(s′)2s−(11+2)/2+c(s′)3s−(11+2)/2.
Applying (10), (75) we obtain the claim (86).
Now we prove (87). From (45) and (5) we have the schematic equation
∂sδψs = ∆δψs +O((δΨx)∂xψ∗s) +O(Ψ∗x∂xδψx)
+O((δψs)∂xΨ∗x) +O(ψ∗s∂xδΨ∗x)
+O(Ψ∗x(δΨx)ψ∗s ) +O((Ψ∗x)2δψ∗s).
(89)
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As before, observe that every term on the right contains one δ expres-
sion. The claim now follows by repeating the arguments used to prove
(86). 
Note that the conclusion of this lemma is just like (66), but with one
additional derivative of regularity on ψs. We can iterate these argu-
ments indefinitely to conclude the claim of Theorem 6.3 with ∂x. The
analogous claims involving ∂s can then be proven by further applica-
tions of estimates such as (88); we omit the (rather tedious) details.
7. Initial data estimates
In [25], various parabolic regularity estimates on the differentiated fields
Ψs,t,x ∈ WMC(I, E) in the caloric gauge were established, which were
either qualitative (with constants depending on Ψs,t,x) or quantitative
(with constants depending only on the energy E(Ψs,t,x). In this section
we develop the key estimates from that theory that we need. We begin
with some qualitative estimates.
Proposition 7.1 (Qualitative estimates). If I is a compact interval
and Ψs,t,x ∈WMC(I, E) for some E > 0, then
‖∂jxψt,x(s, t)‖L1x(R2) .φ,j 〈s〉−j/2 (90)
and
‖∂jx∂t,xψs(s, t)‖L1x(R2) .Ψs,t,x,j 〈s〉−(j+2)/2 (91)
for all t ∈ I, j ≥ 0, and s ≥ 0.
Proof. In [25, Theorem 3.12] and [25, Theorem 3.16], it was shown that
Ψs,t,x was uniformly Schwartz in t, x for s in any bounded interval (here
we use the compactness of I), and so (91) already holds true when s is
bounded.
It remains to handle the contribution of when s is large. Here we use
the estimates
|∂jt ∂mx φ(s, t, x)| .m,j,φ 〈s〉−(m+1)/2
for all j,m ≥ 0 just before [25, Equation (87)], which imply that
|∂jt ∂mx Ψt,x(s, t, x)| .m,j,φ 〈s〉−(m+2)/2. (92)
Next, since ψt,x is Schwartz for bounded s, we have
‖ψt,x(s, t)‖L1x(R2) .φ 1 (93)
for all s = O(1). Applying [24, Lemma 4.8] (noting that (46) that ψt,x
obeys a covariant heat equation) we see that (93) in fact holds for all
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s. On the other hand, from (46) we have the heat equation
∂sψt,x = ∆ψt,x +O(∂x(Ψxψt,x)) +O((∂xΨx)ψt,x) +O(Ψ2xψt,x).
Repeatedly applying (92), Duhamel’s formula and standard parabolic
regularity estimates we then obtain (90) for all j ≥ 0. Further appli-
cation of (46) then gives
‖∂jx∂sψt,x(s, t)‖L1x(R2) .φ,j 〈s〉−(j+2)/2;
using (52) we conclude (91). 
Now we turn to quantitative estimates.
Theorem 7.2 (Initial data envelope bounds). Let I be an interval,
E > 0, and let t0 ∈ I. Let Ψs,t,x,Ψ′s,t,x ∈ WMC(I, E). Then there
exists frequency envelopes c0, δc0 : R
+ → R+ of energy OE(1) and
OE(dH˙1(Ψs,t,x,Ψ
′
s,t,x))
2 respectively, such that
‖∂j+1x Ψ∗t,x(s, t)‖L2x(R2) + ‖∂jxΨ∗t,x(s, t)‖L∞x (R2)
+‖∂jx∂t,xΨ∗x(s, t)‖L2x(R2) + ‖∂jxψ∗s(s, t)‖L2x(R2)
+‖∂j−1x ∂t,xψ∗s (s, t)‖L2x(R2) .j c0(s)s−(j+1)/2
(94)
and
‖∂j+1x δΨt,x(s, t)‖L2x(R2) + ‖∂jxδΨt,x(s, t)‖L∞x (R2)
+‖∂jx∂t,xδΨx(s, t)‖L2x(R2) + ‖∂jxδψs(s, t)‖L2x(R2)
+‖∂j−1x ∂t,xδψs(s, t)‖L2x(R2) .j δc0(s)s−(j+1)/2
(95)
for all j ≥ 0, with the convention that we drop all terms involving ∂−1x .
The rest of the section is devoted to proving Theorem 7.2. We allow all
implied constants to depend on E. We also work exclusively at time t,
and omit explicit dependence on this time parameter.
We introduce the seminorm
‖f‖Sk(t) := sup
k′
χ−δ1k=k′‖Pk′∂t,xf(t)‖L2x(R2). (96)
on Schwartz(I × R2). Note that this seminorm is continuous in the
Schwartz(I ×R2) topology, and obeys (64).
We will define c0 by the formula
c0(s) :=
10∑
j=0
sup
s′>0
min((s′/s)δ0, (s/s′)δ0)(s′)(j+2)/2‖∂jxψ∗s (s′, t)‖Sk(s)(t).
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Lemma 7.3. c0 is a frequency envelope of energy O(1). In particular
we have the crude estimate
c0(s) = O(1). (97)
Proof. The property (10) is clear from construction, so it suffices to
show that ∫ ∞
0
c0(s)
2ds
s
. 1.
If we set fk(s) :=
∑10
j=0 s
(j+2)/2‖∂jxψ∗s (s, t)‖Sk(t), we see from the multi-
plicative form of Young’s inequality (and (64)) that∫ ∞
0
c0(s)
2ds
s
.
∑
k
sup
s∼2−2k
fk(s)
2
and so by Poincare´’s inequality, it suffices to show that∫ ∞
0
fk(s)(s)
2ds
s
. 1. (98)
and ∫ ∞
0
(sf ′k(s)(s))
2ds
s
. 1. (99)
From (54) we have
ψ∗s = O(∂xψ∗x) +O((Ψ∗x)2)
and hence
∂t,x∂
j
xψ
∗
s = O(∂j+1x ∂t,xψ∗x) +
∑
j1+j2=j
O((∂j1x Ψ∗x)(∂j2x ∂t,xΨ∗x))
for 0 ≤ j ≤ 10. From (53) we thus have
∂t,x∂
j
xψ
∗
s = O(∂j+2x ψ∗t,x)+
∑
j1+j2=j
O((∂j1x Ψ∗x)(∂j2x ∂t,xΨ∗x))+O((∂j1x Ψ∗x)(∂j2x ∂xΨ∗t,x)).
From (96), Littlewood-Paley theory and Bernstein’s inequality we thus
have
‖∂jxψ∗s (s)‖Sk(I×R2) . 2k‖∂j+1x ψ∗t,x(s)‖L2x(R2) + 2−k‖∂j+3x ψ∗t,x(s)‖L2x(R2)
+
∑
j1+j2=j,j+2
2(j+1−j1−j−1)k‖∂j1x Ψ∗x(s)‖L2x(R2)
× (‖∂j2x ∂xΨ∗t,x(s)‖L∞x (R2) + ‖∂j2x ∂t,xΨ∗x(s)‖L∞x (R2)).
From [25, Lemma 7.2] we have
‖∂jxΨ∗t,x‖L∞x (R2) .j s−(j+1)/2
for all j ≥ 0; applying (53) we conclude that
‖∂j+1x Ψ∗t,x‖L∞x (R2) + ‖∂jx∂t,xΨ∗x‖L∞x (R2) .j s−(j+1)/2.
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Inserting this into the previous estimates, we conclude that
fk(s)(s) .
13∑
j=0
sj/2‖∂jxΨ∗t,x(s)‖L2x(R2);
a similar (but more involved) computation (using (51), (52), (54) to
handle the additional s derivative) gives
s|f ′k(s)(s)| .
15∑
j=0
sj/2‖∂jxΨ∗t,x(s)‖L2x(R2).
The claims (98), (99) then follow from [25, Corollary 4.6] and [25,
Lemma 4.8]. 
We similarly define
δc0(s) :=
10∑
j=0
sup
s′>0
min((s′/s)δ0, (s/s′)δ0)(s′)(j+2)/2‖∂jxδψs(s′, t)‖Sk(s)(t),
then δc0 is also a frequency envelope of energy O(1). We will obtain a
better estimate on the energy of δc0 later.
We now plan to apply Theorem 6.3. From Littlewood-Paley theory
and Bernstein’s inequality we see that the Sk(s) norm obeys (60). Now
we establish (61). We use Duhamel’s formula (8) to write
∂2xφ(s) = ∂
2
xe
s∆/2φ(s/2) +
∫ s
s/2
∂2xe
(s−s′)∆(∂s −∆)φ(s′) ds′.
Direct calculation shows that the convolution kernel of ∂2xe
s∆/2 has
an L1 norm of O(s−1), and so the contribution of the first term is
acceptable by Minkowski’s inequality and the translation invariance of
Sk(t). So it suffices to show that
‖
∫ s
s/2
∂2xe
(s−s′)∆(∂s−∆)φ(s′) ds′‖Sk(I×R2) . sup
s/2≤s′≤s
‖(∂s−∆)φ(s′) ds′‖Sk(I×R2).
A direct application of Minkowski’s inequality will give a logarithmic
divergence, but we can take advantage of the Besov-space structure of
Sk(t) to evade this. Indeed, from (96) (and the fact that Littlewood-
Paley operators commute with partial derivatives) it suffices to show
that
‖
∫ s
s/2
∂2xe
(s−s′)∆(∂s−∆)Pk′∇t,xφ(s′) ds′‖L2x(R2) . sup
s/2≤s′≤s
‖(∂s−∆)Pk′∇t,xφ(s′) ds′‖L2x(R2)
for each k′. We may freely insert a projection Pk′−5<·<k′+5 in front
of the integrand. A calculation using the Fourier transform shows
that the convolution kernel of Pk′−5<·<k′+5∂
2
xe
(s−s′)∆ has an L1 norm
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of O(22k
′〈2−2k′(s−s′)〉−100), and so the claim (61) follows from transla-
tion invariance and Minkowski’s inequality. Finally, from Proposition
7.1 and Bernstein’s inequality we obtain the vanishing property (68).
We now have all the hypotheses of Theorem 6.3 verified; invoking this
theorem, we obtain the estimates (69)-(74). From Littlewood-Paley
theory and Bernstein’s inequality we have
‖f(t)‖L∞x (R2) + ‖∂t,xf(t)‖L2x(R2) . ‖f‖Sk(t)
for any k, and thus
‖∂jxΨ∗x(s)‖L∞x (R2) + ‖∂jx∂t,xΨ∗x(s)‖L2x(R2) .j c0(s)s−(j+1)/2
‖∂jxA∗x(s)‖L∞x (R2) + ‖∂jx∂t,xA∗x(s)‖L2x(R2) .j c0(s)2s−(j+1)/2
‖∂jxψ∗s(s)‖L∞x (R2) + ‖∂jx∂t,xψ∗s (s)‖L2x(R2) .j c0(s)s−(j+2)/2
‖∂jxδΨx(s)‖L∞x (R2) + ‖∂jx∂t,xδΨx(s)‖L2x(R2) .j δc0(s)s−(j+1)/2
‖∂jxδAx(s)‖L∞x (R2) + ‖∂jx∂t,xδAx(s)‖L2x(R2) .j c0(s)δc0(s)s−(j+1)/2
‖∂jxδψs(s)‖L∞x (R2) + ‖∂jx∂t,xδψs(s)‖L2x(R2) .j δc0(s)s−(j+2)/2
for all j ≥ 0 and s > 0. The estimates (94), (95) now follow from these
estimates (and (51)-(54), the Leibniz rule, Ho¨lder’s inequality, and (97)
as necessary).
It remains to establish the energy bound on δc0.
Lemma 7.4 (Energy bound). We have∫ ∞
0
(δc0(s))
2ds
s
. dH˙1(Ψs,t,x,Ψ
′
s,t,x)
2.
Proof. Write µ0 := dH˙1(Ψs,t,x,Ψ
′
s,t,x) and µ := (
∫∞
0
(δc0(s))
2 ds
s
)1/2. We
may assume that µ0 . µ as the claim is trivial otherwise. It will suffice
to establish a bound of the form
µ2 .ε µ
2−ε
0 µ
ε (100)
for some 0 < ε < 2.
By repeating the arguments used to prove Lemma 7.3, we have
µ2 .
∫ ∞
0
δfk(s)(s)
2ds
s
+
∫ ∞
0
δ(sf ′k(s)(s))
2ds
s
where
δfk(s) :=
10∑
j=0
s(j+2)/2‖∂jxδψs(s, t)‖Sk(t).
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Continuing the arguments of Lemma 7.3 (adapted to differences, of
course), we have
δfk(s)(s) + s|δf ′k(s)(s)| .
15∑
j=0
sj/2‖∂jxδΨt,x(s)‖L2x(R2)
and thus
µ2 .
15∑
j=0
∫ ∞
0
sj−1‖∂jxδΨt,x(s)‖2L2x(R2) ds.
On the other hand, by (56) we have∫ ∞
0
‖δψs(s)‖2L2x(R2) ds . µ20 (101)
and
‖δψt(0)‖L2x(R2) . µ0. (102)
Meanwhile, from (95) we have
‖∂jxδψs(s)‖L2x(R2) .j s−j/2δc0(s)
and
‖∂jxδψs(s)‖L∞x (R2) .j s−(j+1)/2δc0(s)
for all j ≥ 0. Applying repeated s derivatives using the differenced
versions of (45), (46), (51) we conclude
‖∂ks ∂jxδψs(s)‖L2x(R2) .j,k s−j/2−kδc0(s)
for all j, k > 0, and thus∫ ∞
0
sj+2k‖∂ks ∂jxδψs(s)‖2L2x(R2) ds .j,k µ2. (103)
Interpolating with (101), we conclude that∫ ∞
0
sj+2k‖∂ks∂jxδψs(s)‖2L2x(R2) ds .j,k,ε µ2−ε0 µε
for all j, k ≥ 0 and ε > 0. If we write
f(s) :=
100∑
j=0
s(j+1)/2‖∂jxδψs(s)‖L2x(R2)
we thus have ∫ ∞
0
f(s)2
ds
s
+
∫ ∞
0
(sf ′(s))2
ds
s
.ε µ
2−ε
0 µ
ε
for all ε > 0. Arguing as in Lemma 7.3, we may thus find a frequency
envelope δc′ of energy Oε(µ
2−ε
0 µ
ε) for any ε > 0, such that f(s) . δc′(s)
for all s > 0, thus
‖∂jxδψs(s)‖L2x(R2) . δc′(s)s−(j+1)/2
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for all s > 0 and 0 ≤ j ≤ 100. If we introduce the variant
‖f‖S˜k(t) := sup
k′
χ−δ1k=k′‖Pk′∂xf(t)‖L2x(R2). (104)
of (96), we conclude from Littlewood-Paley theory that
‖∂jxδψs(s)‖S˜k(s)(t) . δc′(s)s−(j+2)/2
for all s > 0 and 0 ≤ j ≤ 10. Also, from (94) we have
‖∂jxψ∗s(s)‖S˜k(s)(t) . c0(s)s−(j+2)/2
for the same range of s, j. We can then apply Theorem 6.3 as before
and conclude that (69)-(74) hold for this norm. In particular, since
‖f(t)‖L∞x (R2) + ‖∂xf(t)‖L2x(R2) . ‖f‖S˜k(t),
we have
‖∂jxδΨx(s)‖L∞x (R2) + ‖∂j+1x δΨx(s)‖L2x(R2) .j δc′(s)s−(j+1)/2 (105)
‖∂jxδAx(s)‖L∞x (R2) + ‖∂j+1x δAx(s)‖L2x(R2) .j c0(s)δc′(s)s−(j+1)/2 (106)
‖∂jxδψs(s)‖L∞x (R2) + ‖∂j+1x δψs(s)‖L2x(R2) .j δc′(s)s−(j+2)/2 (107)
for all j ≥ 0 and s > 0.
These estimates will be adequate for controlling spatial derivatives. To
control the time derivative, we must of course use (102). From (46)
and (5) we know that δψt obeys a heat equation,
∂sδψt = ∆δψt +O(Ax∂xδψt) +O(∂xAxδψt) +O(Ψ2xδψt) + F (108)
where the forcing term F has the form
F = O((δAx)∂xψt) +O(∂xδΨxψt) +O(ΨxδΨxψt).
Integrating this heat equation against δψt and using Ho¨lder’s inequality,
we obtain the energy inequality
∂s‖δψt‖2L2x(R2) ≤ −2‖∂xδψt‖2L2x(R2) +O(‖Ax‖L∞x (R2)‖δψt‖L2x(R2)‖∂xδψt‖L2x(R2))
+O((‖∂xAx‖L∞x (R2) + ‖Ψx‖2L∞x (R2))‖δψt‖2L2x(R2)) +O(‖F‖L2x(R2)‖δψt‖L2x(R2))
for s > 0. From (94) we have
‖Ax‖L∞x (R2) . c0(s)2s−1/2
‖∂xAx‖L∞x (R2) + ‖Ψx‖2L∞x (R2) . c0(s)2s−1
while from (94), (105)-(107), and Ho¨lder’s inequality we have
‖F‖L2x(R2) . c0(s)δc′(s)s−1.
Using the elementary inequality ab ≤ 1
2
a2+ 1
2
b2 to split up some mixed
terms, we obtain
∂s‖δψt‖2L2x(R2) ≤ −‖∂xδψt‖2L2x(R2)+O(c0(s)2s−1‖δψt‖2L2x(R2))+O((δc′(s))2s−1).
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Since c0 has energy O(1) and δc
′(s) has energy Oε(µ
2−ε
0 µ
ε), we con-
clude from Gronwall’s inequality and (102) (discarding the negative
‖∂xδψt‖2L2x(R2) term) that
‖δψt(s)‖2L2x(R2) .ε µ2−ε0 µε
for all s > 0 and ε > 0. Reinstating the discarded term, we then
conclude that ∫ ∞
0
‖∂xδψt(s)‖2L2x(R2) ds .ε µ2−ε0 µε.
From this, (108), Cauchy-Schwarz, and the preceding bounds we con-
clude that ∫ ∞
0
‖(∂s −∆)δψt‖L2x(R2) ds .ε µ2−ε0 µε
and hence by Lemma 2.10 we have∫ ∞
0
‖δψt(s)‖2L∞x (R2) ds .ε µ2−ε0 µε.
On the other hand, by repeating the arguments used to establish (103),
we have ∫ ∞
0
sj+2k‖∂ks∂j+1x δψt(s)‖2L2x(R2) ds .j,k µ2
and ∫ ∞
0
sj+2k‖∂ks∂jxδψt(s)‖2L∞x (R2) ds .j,k µ2
for all j, k ≥ 0. Interpolating, we conclude that∫ ∞
0
sj+2k‖∂ks ∂j+1x δψt(s)‖2L2x(R2) ds .j,k,ε µ2−ε0 µε
and ∫ ∞
0
sj+2k‖∂ks∂jxδψt(s)‖2L∞x (R2) ds .j,k,ε µ2−ε0 µε.
for all j, k ≥ 0 and ε > 0. Arguing as with the construction of δc′, we
may thus find a frequency envelope δc′′ of energy Oε(µ
2−ε
0 µ
ε) for any
ε > 0 such that
‖∂j+1x δψt(s)‖L2x(R2) + ‖∂jxδψt(s)‖L∞x (R2) . δc′′(s)s−(j+1)/2 (109)
for all 0 ≤ j ≤ 100. By increasing δc′′ if necessary we may assume that
δc′′ ≥ δc′.
From (43) we have
δAt(s) =
∫ ∞
s
O(δψt(s′)ψs(s′)) +O(ψt(s′)δψs(s′)) ds′
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and so by (109), (107), the Leibniz rule, and the Minkowski and Ho¨lder
inequalities we have
‖∂j+1x δAt(s)‖L2x(R2) + ‖∂jxδAt(s)‖L∞x (R2) . δc′′(s)s−(j+1)/2
for all 0 ≤ j ≤ 100. Combining this with (109), (105) we have
‖∂jxδΨt,x(s)‖L∞x (R2) + ‖∂j+1x δΨt,x(s)‖L2x(R2) . δc′′(s)s−(j+1)/2
and
‖∂jxδψs(s)‖L∞x (R2) + ‖∂j+1x δψs(s)‖L2x(R2) . δc′′(s)s−(j+2)/2
for 0 ≤ j ≤ 100. If we repeat the proof of Lemma 7.3, using the fact
that δc′′ has energy Oε(µ
2−ε
0 µ
ε) we conclude that∫ ∞
0
δc0(s)
2ds
s
.ε µ
2−ε
0 µ
ε.
Since the left-hand side is µ2, we obtain (100) as desired. 
The proof of Theorem 7.2 is now complete.
7.5. Frequency localisation of ψs. Heuristically, ψs(s) is concen-
trated at frequencies ∼ s−1/2 ∼ 2k(s) with an energy of ∼ s−1c0(s). We
make this heuristic more precise in the following technical lemma.
Lemma 7.6. With the notation and assumptions as in Theorem 7.2,
we have∑
k′
χ−10k′≤k(s)χ
−δ1
k′=k(s)‖Pk′∂t,xψ∗s (s, t0)‖L2x(R2) .E c0(s)s−1 (110)
and ∑
k′
χ−10k′≤k(s)χ
−δ1
k′=k(s)‖Pk′∂t,xδψs(s, t0)‖L2x(R2) .E δc0(s)s−1. (111)
for all s > 0.
Proof. Again we allow implied constants to depend on E. We use (53)
to expand
∂t,xψ
∗
s = O(∂x∂t,xΨ∗x) +O(Ψ∗x∂t,xΨ∗x).
Using (94) one already sees that
‖Pk′O(∂x∂t,xΨ∗x)‖L2x(R2) . χk′≥k(s)χ20k′≤k(s)c0(s)s−1
(say), and similarly that
‖∂20x O(Ψ∗x∂t,xΨ∗x)‖L2x(R2) . c0(s)s−11
and
‖O(Ψ∗x∂t,xΨ∗x)‖L1x(R2) . c0(s)s−1/2
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which by Bernstein’s inequality gives
‖Pk′O(Ψ∗x∂t,xΨ∗x)‖L2x(R2) . χk′≥k(s)χ20k′≤k(s)c0(s)s−1.
Putting this all together, we conclude (110). The claim (111) is proven
by adapting the above argument to differences. 
We also need the following variant of the above lemma, controlling the
lower frequency components of ψs and ψt,x more adequately:
Lemma 7.7. With the notation and assumptions as in Theorem 7.2,
we have
‖Pk∇it,xψ∗s(s, t0)‖L2x(R2) .E,j c0(s)s−(j+1)/2χjk≤k(s)χ0.1k=k(s) (112)
and
‖Pkψ∗t,x(0, t0)‖L2x(R2) .E c0(2−2k), (113)
and similarly
‖Pk∇jt,xδψs(s, t0)‖L2x(R2) .E,j δc0(s)s−(j+1)/2χjk≤k(s)χ0.1k=k(s) (114)
and
‖Pkδψt,x(0, t0)‖L2x(R2) .E δc0(2−2k) (115)
for all i = 0, 1 and j ≥ 0.
Note that these estimates are consistent with (56) and Lemma 7.4, but
they give much more precise information about the frequency distribu-
tion of various components of the distance dH˙1(Ψs,t,x,Ψ
′
s,t,x).
Proof. We may rescale k = 0, and will omit the t0 subscript for brevity.
We allow all implied constants to depend on E. From [25, Lemma 7.2]
we record the basic estimates
‖ψ∗t,x(s)‖L2x(R2) .j s−j/2 (116)
for all s > 0.
We first show (112). To simplify the notation we shall only handle the
i = 0 case, though the i = 1 case follows (and is in fact somewhat
easier, due to the increased decay in s) using the same arguments.
When s ≥ 1 this claim follows from Theorem 7.2, so assume s < 1; our
task is now to show that
‖P0ψ∗s (s)‖L2x(R2) . c0(s)s−1/2+0.1.
From (88) and the fundamental theorem of calculus we have
‖P0ψ∗s(s)‖L2x(R2) . ‖P0ψ∗s (1)‖L2x(R2) +
∫ 1
s
‖P0∆ψ∗s(s′)‖L2x(R2) + ‖P0(Ψ∗x∂xψ∗s)(s′)‖L2x(R2)
+ ‖P0(ψ∗s∂xΨ∗x)(s′)‖L2x(R2)
+ ‖P0((Ψ∗x)2ψ∗s )(s′)‖L2x(R2) ds.
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From (110) the first term is O(c0(1)), which is acceptable by (10). By
Theorem 7.2, the term ‖P0∆ψ∗s(s′)‖L2x(R2) is O(c0(s′)(s′)−1/2), which is
similarly acceptable by (10). For the term ‖P0(Ψ∗x∂xψ∗s )(s′)‖L2x(R2), we
see from Theorem 7.2 and (116) that
‖Ψ∗x∂xψ∗s(s′)‖L1x(R2) . c0(s′)(s′)−1
so by Bernstein’s inequality
‖P0(Ψ∗x∂xψ∗s (s′))‖L2x(R2) . c0(s′)(s′)−1
which is acceptable. Similar arguments dispose of the remaining terms
in the integrand.
Now we show (113). From (46) we have
∂sψ
∗
t,x = ∆ψ
∗
t,x +O(Ψ∗t,x∂∗t,xΨ∗t,x) +O((Ψ∗t,x)3).
so the fundamental theorem of calculus we have
‖P0ψ∗t,x(s)‖L2x(R2) . ‖P0ψ∗t,x(1)‖L2x(R2) +
∫ 1
s
‖P0∆ψ∗t,x(s′)‖L2x(R2)
+ ‖P0(Ψ∗t,x∂∗xΨ∗t,x)(s′)‖L2x(R2) + ‖P0((Ψ∗t,x)3)(s′)‖L2x(R2) ds′.
From Theorem 7.2, the first term is O(c0(1)), and the first integrand is
O(c0(s
′)), which are both acceptable by (10). Repeating the previous
Bernstein and interpolation arguments, one sees that all the remaining
integrands are O(c0(s
′)(s′)−1.1), which is also acceptable.
The remaining two estimates are obtained by adapting the above scheme
to differences; we omit the details. 
8. Spacetime function spaces
The metrics dS1µ,I needed for Theorem 4.1 will be constructed by apply-
ing certain spacetime function space norms (mostly from [20]) to the
field ψs. Fortunately, we do not need to know the explicit construction
of these spaces from [20] (which are rather complicated), but instead
just need a certain abstract list of properties to be satisfied by these
norms. In this section we record the properties we will need for these
spaces (cf. [20, Theorem 3]). More precisely, in Section 10 we will
establish
Theorem 8.1 (Function space norms). For every interval I, every
integer k, and every µ > 0, there exist translation-invariant norms
Sk(I×R2), Sµ,k(I×R2), Nk(I×R2) on Schwartz(I×R2), with the fol-
lowing properties for all integers k, k1, k2, k3 and φ, φ
(1), φ(2), φ(3), F ∈
Schwartz(I ×R2):
GLOBAL REGULARITY OF WAVE MAPS V 45
• (Continuity and monotonicity) If I = [t−, t+], then ‖φ‖Sµ,k([a,b])
is a continuous function of a, b for t− ≤ a < b ≤ t+, and is
decreasing in a and increasing in b.
• (Sk and Sµ,k are comparable) We have
‖φ‖Sk(I×R2) . ‖φ‖Sµ,k(I×R2) . µ−1‖φ‖Sk(I×R2). (117)
• (Vanishing) If φ ∈ Schwartz(I × R2) and t0 ∈ I, then there
exists an interval J ⊂ I containing t0 such that
‖φ‖Sµ,k(I×R2) .
∑
k′
χ−δ1k=k′‖∂t,xPk′φ(t0)‖L2x(R2). (118)
• (First product estimate) We have
‖φ(1)φ(2)‖Smax(k1,k2)(I×R2) . ‖φ
(1)‖Sk1(I×R2)‖φ(2)‖Sk2(I×R2). (119)
• (N contains L1tL2x) If F ∈ Schwartz(I×R2) has Fourier support
in the region {ξ : |ξ| ∼ 2k}, then
‖F‖Nk(I×R2) . ‖F‖L1tL2x(I×R2). (120)
• (Adjacent Nk or Sk are equivalent) If φ ∈ Schwartz(I × R2),
then
‖φ‖Sk1(I×R2) . χ
−δ1
k1=k2
‖φ‖Sk2(I×R2) (121)
and
‖φ‖Sµ,k1(I×R2) . χ
−δ1
k1=k2
‖φ‖Sµ,k2(I×R2). (122)
Similarly, if F ∈ Schwartz(I ×R2) and k1 = k2 +O(1), then
‖F‖Nk1(I×R2) ∼ ‖F‖Nk2(I×R2). (123)
• (Energy estimate) If φ ∈ Schwartz(I ×R2) has Fourier trans-
form supported in the region {|ξ| ∼ 2k}, and t0 ∈ I, then
‖φ‖Sk(I×R2) . ‖φ[t0]‖H˙1(R2)×L2(R2) + ‖φ‖Nk(I×R2). (124)
• (Parabolic regularity estimate) If φ : R+ → Schwartz(I × R2)
is smooth and s > 0, then
‖∂2xφ(s)‖Sk(I×R2) . s−1‖φ(s/2)‖Sk(I×R2)+ sup
s/2≤s′≤s
‖(∂s−∆)φ(s′)‖Sk(I×R2)
(125)
and similarly for Sµ,k(I ×R2) or Nk(I ×R2).
• (Second product estimate) We have
‖Pk(φF )‖Nk(I×R2) . χδ2k≥k2χδ2k=max(k1,k2)‖φ‖Sk1(I×R2)‖F‖Nk2(I×R2).
(126)
• (Improved trilinear estimate) We have
‖Pk(φ(1)∂αφ(2)∂αφ(3))‖Nk(I×R2) . µ1−εχεδ1k=max(k1,k2,k3)χεδ1k1≤min(k2,k3)
× ‖φ(1)‖Sµ1,k1(I×R2)‖φ(2)‖Sµ2,k2(I×R2)‖φ(3)‖Sµ3,k3 (I×R2)
(127)
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and
‖Pk(φ(1)∂αφ(2)∂αφ(3))‖Nk(I×R2) . µ2−2εχεδ1k=max(k1,k2,k3)χεδ1k1≤min(k2,k3)
‖φ(1)‖Sµ,k1 (I×R2)‖φ(2)‖Sµ,k2(I×R2)‖φ(3)‖Sµ,k3 (I×R2)
(128)
for every 0 ≤ ε ≤ 1 and if k1 ≥ min(k2, k3) − O(1), whenever
two of the µ1, µ2, µ3 are equal to µ and the third is equal to 1
(with the convention that S1,k = Sk).
• (Strichartz estimates) If φ has Fourier support in the region
{ξ : |ξ| . 2k}, then we have
sup
t∈I
‖φ[t]‖H1(R2)×L2x(R2) . ‖φ‖Sk(I×R2) (129)
and
‖∂t,xφ‖L5tL∞x (I×R2) . 24k/5µ‖φ‖Sµ,k(I×R2) (130)
and
‖∂t,xφ‖LqtL∞x (I×R2) . 2(1−1/q)k‖φ‖Sk(I×R2). (131)
for 5 ≤ q ≤ ∞.
Remark 8.2. One could form the metric completion of the Schwartz
space Schwartz(I×R2) under the above norms to obtain Banach spaces
instead of mere normed vector spaces, but we will not need to do so
here as our analysis will remain purely in the Schwartz category (note
that Theorem 5.11 deals exclusively with classical solutions).
Remark 8.3. We make the trivial but very useful remark that all the
above estimates for scalar-valued functions automatically extend to
vector or tensor-valued functions of bounded dimension (with a slight
degradation in the implied constants). We will frequently use this re-
mark in the rest of the paper (especially when dealing with expressions
in schematic form) without future comment.
Remark 8.4. The trilinear estimates (127), (128) are variants of the
estimate
‖Pk(φ(1)∂αφ(2)∂αφ(3))‖Nk(I×R2) . χδ1k=max(k1,k2,k3)χδ1k1≤min(k2,k3)
‖φ(1)‖Sk1 (I×R2)‖φ(2)‖Sk2 (I×R2)‖φ(3)‖Sk3(I×R2)
that was established (with some difficulty) in [20, Section 18], and
indeed we will use that estimate in the proof of (127), (128). The key
improvement in (127), (128), which is crucial for the large data theory,
is that we can gain an additional factor of the parameter µ.
Remark 8.5. The L5tL
∞
x Strichartz estimate in (130) is a little short
of the endpoint estimate L4tL
∞
x . We were not able to establish this
estimate for our function spaces (the energy estimate with null frame
atom forcing term was problematic); fortunately, as observed in [9],
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[10], non-endpoint Strichartz estimates such as L5tL
∞
t estimates are still
available, and suffice for the purpose of estimating higher order terms.
Fortunately, the Strichartz estimates are only needed for higher order
terms anyway, and in fact any non-trivial LqtL
∞
x Strichartz estimate
(where by “non-trivial” we mean that q is finite) would suffice for our
purposes.
We close this section with some basic corollaries of Theorem 8.1. Firstly,
we make the technical observation that the Sk(I ×R2), Sµ,k(I ×R2),
Nk(I×R2) norms are continuous with respect to the Schwartz(I×R2)
topology (which, in particular, will allow us to use Minkowski’s inequal-
ity (76) in those norms when the integrands are uniformly Schwartz).
For the Nk(I ×R2) norm this follows from (120). For the Sk(I ×R2)
norm, we use Littlewood-Paley decomposition, the triangle inequality,
(124), and (121), (120) to obtain the useful estimate
‖φ‖Sk(I×R2) .
∑
k′
χ−δ1k=k′[‖Pk′φ[t0]‖H˙1(R2)×L2(R2) + ‖Pk′φ‖L1tL2x(I×R2)].
(132)
It is not difficult to show that the right-hand side goes to zero when
φ goes to zero in Schwartz(I ×R2), thus establishing continuity of the
Sk(I ×R2) norm. The claim for Sµ,k(I ×R2) then follows from (117).
Next, we observe the interpolation estimate
‖∂j′x φ‖Sk(I×R2) .j′,j ‖φ‖1−j
′/j
Sk(I×R2)
‖∂jxφ‖j
′/j
Sk(I×R2)
(133)
for all 0 < j′ < j and φ ∈ Schwartz(I × R2), and similarly for the
Sµ,k(I×R2) and Nk norms. Indeed, given any frequency parameter k0,
we can use Littlewood-Paley theory to write
∂j
′
x φ = ∂
j′
x P≤k0φ+ ∂
j′−j
x P>k0∂
j
xφ,
where ∂j
′−j
x is a suitable Fourier multiplier of order j
′ − j. It is not
hard to see that ∂j
′
x P≤k0 and ∂
j′−j
x P>k0 are convolution operators whose
kernel has L1 norm Oj,j′(2
j′k0) and Oj,j′(2
(j′−j)k0) respectively, so from
Minkowski’s inequality (76), the triangle inequality, and the translation
invariance of the Sk(I ×R2) norms we conclude
‖∂j′x φ‖Sk(I×R2) .j′,j 2j
′k0‖φ‖Sk(I×R2) + 2(j
′−j)k0‖∂jxφ‖Sk(I×R2)
for any k0. Optimising in k0 we obtain the claim.
9. Proof of Theorem 5.11 assuming Theorem 8.1
In this (lengthy) section we assume Theorem 8.1 and use it to prove
Theorem 5.11. Fix E > 0; all constants are allowed to depend on E.
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9.1. Definition of the metrics. For each integer k and Ψs,t,x,Ψ
′
s,t,x ∈
WMC(I, E), define the quantity
dµ,k,I(Ψs,t,x,Ψ
′
s,t,x) :=
10∑
j=0
sup
2−2k−2≤s≤2−2k
s1+
j
2‖∂jx(ψs(s)−ψ′s(s))‖Sµ,k(I×R2)
(134)
and then define the metric dS1µ,I by the formula
dS1µ,I(Ψs,t,x,Ψ
′
s,t,x) := (
∑
k
dµ,k,I(Ψs,t,x,Ψ
′
s,t,x)
2)1/2 (135)
To ensure that these are actually metrics, we have to check finiteness
and non-degeneracy:
Lemma 9.2 (Finiteness). For any Ψs,t,x,Ψ
′
s,t,x ∈WMC(I, E), d˜S1µ,I(Ψs,t,x,Ψ′s,t,x)
is finite.
Proof. By the triangle inequality it suffices to show that the sequence
sup
2−2k−2≤s≤2−2k
s1+
j
2‖∂jxψs(s)‖Sµ,k(I×R2)
is square-summable in k for 0 ≤ j ≤ 10 and Ψs,t,x ∈WMC(I, E).
By (117) we may replace Sµ,k by Sk here. Applying (132) we have
‖∂jxψs(s)‖Sk(I×R2) .
∑
k′
χ−δ1k=k′[‖∂jx∂t,xPk′ψs(s, t0)‖L2x(R2)
+ ‖∂jxPk′ψs(s)‖L1tL2x(I×R2)]
(136)
where t0 ∈ I is arbitrary.
From Proposition 7.1 and Bernstein’s inequality we have
‖∂jx∂t,xPk′ψs(s, t)‖L2x(R2) .φ,j,m min(2k
′
, (〈s〉22k′)−m)〈s〉−(j+2)/2
for any m. This ensures that the contribution of the first term in (136)
is acceptable.
As for the second term, we first recall from [25, Lemma 7.5] that
‖∂jx∂sw(s, t)‖L1x(R2) .j,φ s−(j+2)/2 (137)
for s & 1. From (48) we have
ψs = O(∂sw) +O(∂t,xΨt,xψs) +O(Ψt,x∂t,xψs) +O(Ψ2t,xψs).
Using (137), Proposition 7.1, (92) we conclude that
‖∂jxψs‖L1x(R2) .φ,j s−(j+2)/2
for all j ≥ 0 and s & 1, which is enough to show that the second term
in (136) is acceptable. 
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Lemma 9.3 (Non-degeneracy). If Ψs,t,x,Ψ
′
s,t,x ∈WMC(I, E) are such
that d˜S1µ,I(Ψs,t,x,Ψ
′
s,t,x) = 0, then Ψs,t,x = Ψ
′
s,t,x.
Proof. This is clear from construction (note from (say) (130) that the
only functions with vanishing Sµ,k(I ×R2) norm are identically zero).

9.4. Easy verifications. We now verify some of the easier compo-
nents of Theorem 5.11. The monotonicity of ‖Ψs,t,x‖S1µ(I×R2) in I fol-
lows from the monotonicity of the Sµ,k norms from Theorem 8.1. The
continuity of ‖Ψs,t,x‖S1µ(I×R2) in I similarly follows from the continu-
ity of the Sµ,k norms and the dominated convergence theorem (using
Lemma 9.2 to provide the domination). The quasi-isometry property
(59) follows easily by breaking everything up into components and us-
ing the triangle inequality.
Now we show the vanishing property. Fix Ψs,t,x,Ψ
′
s,t,x. By Theorem
7.2 we can find frequency envelopes c0, δc0 with the stated properties.
By construction of dS1µ,In, it will suffice to show that
lim
n→∞
∑
k
dµ,k,I(Ψs,t,x,Ψ
′
s,t,x)
2 . dH˙1(Ψs,t,x,Ψ
′
s,t,x)
2.
From (134), (118) (and continuity of the Sµ,k,I norm in the Schwartz
topology), we know that
lim
n→∞
dµ,k,I(Ψs,t,x,Ψ
′
s,t,x) .
10∑
j=0
sup
2−2k−2≤s≤2−2k
s1+
j
2
∑
k′
χ−δ1k=k′‖∂jx∂t,xPk′(ψs−ψ′s)(s, t0)‖L2x(R2).
Thus by the monotone convergence theorem, it suffices to show that∑
k
[ sup
2−2k−2≤s≤2−2k
s1+
j
2
∑
k′
χ−δ1k=k′‖∂jx∂t,xPk′(ψs−ψ′s)(s, t0)‖L2x(R2)]2 . dH˙1(Ψs,t,x,Ψ′s,t,x)2.
But by (111), the expression in brackets is O(δc0(2
−k)), and the claim
follows from (10) and the fact that δc0 has energy O(dH˙1(Ψs,t,x,Ψ
′
s,t,x)
2).
9.5. The stability priori estimate. We now establish (58). Fix M ,
µ, I, t0, Ψs,t,x, Ψ
′
s,t,x, where we assume µ sufficiently small depending
on M . We allow all implied constants to depend on M , thus
‖Ψs,t,x‖S1µ(I×R2), ‖Ψ′s,t,x‖S1µ(I×R2) . 1.
Our task is to show that
dS1µ,I(Ψs,t,x,Ψ
′
s,t,x) .µ dH˙1(φs,t,x(t0), φ
′
s,t,x(t0)). (138)
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By (135), we have∑
k
dµ,k,I(Ψs,t,x, 0)
2,
∑
k
dµ,k,I(Ψ
′
s,t,x, 0)
2 . 1. (139)
and our task is to show that∑
k
dµ,k,I(Ψs,t,x,Ψ
′
s,t,x)
2 .µ dH˙1(Ψs,t,x(t0),Ψ
′
s,t,x(t0))
2.
In view of (117), it suffices to show that∑
k
dk(Ψs,t,x,Ψ
′
s,t,x)
2 . dH˙1(Ψs,t,x(t0),Ψ
′
s,t,x(t0))
2 (140)
where
dk(Ψs,t,x,Ψ
′
s,t,x) :=
10∑
j=0
sup
2−2k−2≤s≤2−2k
s1+
j
2‖∂jx(ψs(s)− ψ′s(s))‖Sk .
Now define
c(s) :=
∑
k
[dµ,k,I(Ψs,t,x, 0) + dµ,k,I(Ψ
′
s,t,x, 0)]min((2
2ks)δ0 , (22ks)−δ0)
(141)
and
δc(s) :=
∑
k
dk(Ψs,t,x,Ψ
′
s,t,x)min((2
2ks)δ0 , (22ks)−δ0). (142)
Then c, δc are frequency envelopes, and by (139) and Young’s inequality
we see that c has energy O(1). In particular from (9), (11) we have
sup
s
c(s) +
∫ ∞
0
c(s)2
ds
s
. 1. (143)
From (142), we see that to prove (140), it will suffice to show that∫ ∞
0
δc(s)2
ds
s
. dH˙1(φ[t0], φ
′[t0])
2. (144)
From (141), (142), (121), (139), we see that9
‖∂jxψ∗s (s)‖Sµ,k(s)(I×R2) . c(s)s−(j+2)/2 (145)
and
‖∂jxδψs(s)‖Sk(s)(I×R2) . δc(s)s−(j+2)/2 (146)
9There will be many powers of s on the right-hand side of the estimates in this
section, but one does not need to pay too much attention to the exponents here,
as they are always equal to the exponent predicted by the dimensional analysis
heuristics ψt,x, ∂t,x, At,x, 2
k ∼ s−1/2;ψs ∼ s−1;Lqt ∼ s−1/(2q);Lrx ∼ s−1/r, with Pk,
c(s), µ being dimensionless.
GLOBAL REGULARITY OF WAVE MAPS V 51
for all 0 ≤ j ≤ 10 and s > 0, where k(s) was defined in (12). From
(145), (117) we of course have
‖∂jxψ∗s (s)‖Sk(s)(I×R2) . c(s)s−(j+2)/2 (147)
for the same range of j, s.
The arguments used to prove Lemma 9.2 also establish the vanishing
property (68). We can now invoke Theorem 6.3 to obtain the estimates
(69)-(74) for all j ≥ 0. We also have analogous bounds for Sµ,k, for ψ∗s
at least:
Corollary 9.6 (Infinite gain of regularity in Sµ,k).
‖∂jxψ∗s(s)‖Sµ,k(s)(I×R2) .j,ε µ−εc(s)s−(j+2)/2 (148)
for all j ≥ 0, ε > 0 and s > 0.
Proof. From (146) we have (148) for j ≤ 10 (with no loss of µ−ε),
while from (71) and (117) we have (148) for all j with a loss of µ−O(1).
Interpolating using (133) we conclude (148) for all j and all ε > 0. 
This, together with (145), leads to the following Strichartz estimates
which will be useful for disposing of higher order terms in the nonlin-
earity.
Lemma 9.7 (Strichartz estimates). We have
‖∂jx∂t,xΨ∗x(s)‖LqtL∞x (I×R2) .j,ε µ(5−ε)/qc(s)s−(j+2)/2+1/(2q) (149)
‖∂jxψ∗s (s)‖LqtL∞x (I×R2) .j,ε µ(5−ε)/qc(s)s−(j+2)/2+1/(2q) (150)
‖∂jx∂t,xψ∗s (s)‖LqtL∞x (I×R2) .j,ε µ(5−ε)/qc(s)s−(j+4)/2+1/(2q) (151)
‖∂jxΨ∗t,x(s)‖LqtL∞x (I×R2) .j,ε µ(5−ε)/qc(s)s−(j+1)/2+1/(2q) (152)
‖∂jxA∗t,x(s)‖LrtL∞x (I×R2) .j,ε µ(5−ε)/2rc(s)s−(j+1)/2+1/(2r) (153)
‖∂jx∂t,xΨ∗x(s)‖L∞t L2x(I×R2) .j c(s)s−(j+1)/2 (154)
‖∂jxψ∗s(s)‖L∞t L2x(I×R2) .j c(s)s−(j+1)/2 (155)
‖∂jx∂t,xψ∗s(s)‖L∞t L2x(I×R2) .j c(s)s−(j+2)/2 (156)
for all j ≥ 0, s > 0, 5 ≤ q ≤ ∞, 5/2 ≤ r ≤ ∞, and ε > 0. One also
has analogues of all the above estimates in which Ψ∗ is replaced by δΨ,
c is replaced by δc, etc., and all powers of µ are discarded. Thus for
instance, the analogue of (149) is
‖∂jx∂t,xδΨx(s)‖LqtL∞x (I×R2) .j δc(s)s−(j+2)/2+1/(2q). (157)
Proof. We first establish the estimates for Ψ∗s,t,x, and return to δΨs,t,x
later.
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From Corollary 9.6, (121) we have
‖PkΨ∗x(s)‖Sµ,k(I×R2) .j′,ε µ−εχ−δ1k=k(s)c(s)s−1/2〈2ks−1/2〉−j
′
for all k, j′, ε, and similarly for the Sk(I ×R2) norm without the µ−ε
loss (thanks to (69)). By (130), (131) we thus have
‖∂jx∂t,xPkΨ∗x‖L5tL∞x (I×R2) .j,j′ µ1−ε2kj2(1−1/5)kc(s)s−1/2〈2ks−1/2〉−j
′
and
‖∂jx∂t,xPkΨ∗x‖L∞t L∞x (I×R2) .j,j′ 2kj2kc(s)s−1/2〈2ks−1/2〉−j
′
for any j, j′. Interpolating these estimates, taking j′ = j + 5 (say) and
summing in k, we conclude (149).
From (149), (38), the Leibniz rule (4), and Ho¨lder’s inequality we obtain
(150), (151).
Now we turn to (152). If we set
fj,q(s) :=
j∑
j′=0
c(s)−1s(j+1)/2−1/2q‖∂jxΨ∗t,x(s)‖LqtL∞x (I×R2)
then from (49), Minkowski’s inequality, the Leibniz rule, Ho¨lder’s in-
equality, (150), (151), and (10) we conclude that
fj,q(s) .j,ε µ
(5−ε)/q +
∫ ∞
s′
(s′/s)−σfj,q(s
′)c(s′)ds′/s′
for some absolute constant σ > 0 (independent of δ0) and all ε >
0. Noting from Proposition 7.1, Bernstein’s inequality, and Ho¨lder’s
inequality that fj,q(s) → 0 as s → ∞. Applying Lemma 2.15 we
conclude that fj,q(s) .j,ε µ
(5−ε)/q for all s > 0 and ε > 0, and (152)
follows.
The estimate (153) follows from (43), the Leibniz rule, Minkowski’s
inequality, Ho¨lder’s inequality, (150), (152), and (10), (143).
The estimate (154) follows from (69) and (129). The estimates (155),
(156) then follows from (154), (152), and (38).
The analogous estimates for δΨ are obtained by applying (5) to all the
equations of motion used above, and modifying the arguments appro-
priately (without trying to gain any factors of µ). 
Having obtained adequate control on Ψ∗s,t,x, Ψ
′
s,t,x, we now turn atten-
tion to the wave-tension fields w = Dαψα, w
′ = (D′)αψ′α, δw = w
′−w.
We begin with the nonlinear forcing term
F := (ψα ∧ ψi)Diψα (158)
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appearing in (47), with F ′ (and hence F ∗ and δF ) defined accordingly.
Here we can obtain estimates which (crucially) gains more than one
power of µ, as well as some decay at low frequencies.
Lemma 9.8 (Forcing term estimate). We have
‖PkF ∗(s)‖Nk(I×R2) .j,ε µ2−εc(s)s−1χδ2k≥k(s)χjk≤k(s) (159)
and
‖PkδF (s)‖Nk(I×R2) .j,ε µ1−εκc(s)s−1χδ2k≥k(s)χjk≤k(s) (160)
for all j ≥ 0, s > 0, and integers k, and ε > 0.
Proof. We will need to extract the implicit null structure from the
expression F by exploiting “dynamic separation” as in [10], [9]. In
the context of the caloric gauge, dynamic separation entails using (44),
(43) to rewrite the terms involving α in (158) in terms of ψs, modulo
higher order terms. Indeed, from (44) we can express F (s) as the sum
of the cubic term∫ ∞
s
∫ ∞
s
O(∂αψs(s′)ψx(s)∂x∂αψs(s′′)) ds′ds′′ (161)
the quintic10 terms∫ ∞
s
∫ ∞
s
O(∂αψs(s′)ψx(s)Ax(s)∂αψs(s′′)) ds′ds′′ (162)∫ ∞
s
∫ ∞
s
O(Aα(s′)ψs(s′)ψx(s)∂x∂αψs(s′′)) ds′ds′′ (163)∫ ∞
s
∫ ∞
s
O(∂αψs(s′)ψx(s)∂x(Aα(s′′)ψs(s′′))) ds′ds′′ (164)
the septic terms∫ ∞
s
∫ ∞
s
O(Aα(s′)ψs(s′)ψx(s)Ax(s)∂αψs(s′′)) ds′ds′′ (165)∫ ∞
s
∫ ∞
s
O(Aα(s′)ψs(s′)ψx(s)∂x(Aα(s′′)ψs(s′′))) ds′ds′′ (166)∫ ∞
s
∫ ∞
s
O(∂αψs(s′)ψx(s)Ax(s)Aα(s′′)ψs(s′′)) ds′ds′′ (167)
and the nonic term∫ ∞
s
∫ ∞
s
O(Aα(s′)ψs(s′)ψx(s)Ax(s)Aα(s′′)ψs(s′′)) ds′ds′′. (168)
Note in each of these expressions, the derivatives such as ∂α or ∂x are
falling on “low frequency” terms (terms arising from large values s′, s′′
of the heat-temporal parameter, rather than from small values such as
10Here we count A as a quadratic term (cf. (43), (84); also note the range of
exponents in (153) is twice as large as (149)-(151)).
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s). This phenomenon, which also occurs in the integral expressions ap-
pearing later in this proof, will be crucial in ensuring that the integrals
are convergent in the required function space norms.
We now turn to the proof of (159). It suffices to show that
‖Pk∂jxF ∗(s)‖Nk(I×R2) .j,ε µ2−O(ε)c(s)s−(j+2)/2χδ2k≥k(s)
for all j ≥ 0, s > 0, k ∈ Z, ε > 0. We split F ∗ into terms of the form
(161)-(168) (but with Ψs,t,x replaced by Ψ
∗
s,t,x, etc.).
We first deal with the cubic term (161). By Minkowski’s inequality,
the contribution of this term is bounded by
.
∫ ∞
s
∫ ∞
s
‖Pk∂jx(∂αψ∗s (s′)ψ∗x(s)∂x∂αψ∗s(s′′))‖Nk(I×R2) ds′ds′′.
Applying the Leibniz rule (4), (128), (69), Corollary 9.6, and (10),
(143), we can bound this by
.j,ε
∫ ∞
s
∫ ∞
s
s−j/2µ2−O(ε)c(s)χεδ1k=k(s)(max(s
′, s′′)/s)−εδ1/2(s′)−1s−1/2(s′′)−3/2 ds′ds′′;
performing the integrals we see that these terms are acceptable. Note
that the j > 0 cases are no harder than the j = 0 case (and in some
terms there is even a slight gain); the reader may in fact wish to set
j = 0 when following the discussion below, as the higher j case never
adds any substantial new difficulty.
The first quintic term (162) can be handled similarly. Indeed, from
(69), (119), (143), and the Leibniz rule (4), we have
‖∂jx(ψx(s)Ax(s))‖Sk(s)(I×R2) .j c(s)s−j/2s−1
for all j ≥ 0, and then by repeating the previous arguments we can
estimate the contribution of this case by
.j,ε
∫ ∞
s
∫ ∞
s
s−j/2µ2−O(ε)c(s)χεδ1k=k(s)(max(s
′, s′′)/s)−εδ1/2(s′)−1s−1(s′′)−1 ds′ds′′
which is also (barely) acceptable.
We set aside the other quintic terms for now and look at the nonic
term (168). By Minkowski’s inequality, (120), and Bernstein’s inequal-
ity, and discarding the null structure, the contribution of this term is
bounded by
. 2k
∫ ∞
s
∫ ∞
s
‖Pk∂jx(A∗t,x(s′)ψ∗s(s′)ψ∗x(s)A∗x(s)A∗t,x(s′′)ψ∗s(s′′))‖L1tL1x(I×R2) ds′ds′′.
We apply Leibniz’s rule (4) and Ho¨lder’s inequality, estimating the
“high frequency” terms ψx(s), A
∗
x(s) in L
∞
t L
2
x, the term A
∗
t,x(s
′) (say)
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in L
5/2
t L
∞
x , amd the other three terms A
∗
t,x(s
′′), ψs(s
′), ψs(s
′′) in L5tL
∞
x .
Applying Lemma 9.7, (143) we can estimate the above expression by
.j,ε 2
k
∫ ∞
s
∫ ∞
s
s−j/2µ2−O(ε)c(s)(s′)−3/2+1/5(s′′)−3/2+3/10 ds′ds′′.
(in fact we have several powers of µ to spare). Performing the integrals
we see that this term is acceptable.
The septic terms can be treated by the same methods as the nonic term,
but with a more delicate numerology. To illustrate this, consider for
instance (167). If we do not apply Bernstein’s inequality, but otherwise
repeat the above argument, we can control the contribution of this term
by
.
∫ ∞
s
∫ ∞
s
‖Pk∂jx(∂t,x(s′)ψ∗s (s′)ψ∗x(s)A∗x(s)A∗t,x(s′′)ψ∗s(s′′))‖L1tL2x(I×R2) ds′ds′′.
If we place ψ∗x(s) in L
∞
t L
2
x, A
∗
x(s) and A
∗
t,x(s
′′) in L
10/3
t L
∞
x (say), and
∂t,x(s
′)ψ∗s(s
′) and ψ∗s (s
′′) in L5tL
∞
x , we obtain the integral
.j,ε
∫ ∞
s
∫ ∞
s
s−j/2µ2−O(ε)c(s)(s′)−3/2+1/10s−1/2+3/20(s′′)−3/2+1/4 ds′ds′′
(again, we have powers of µ to spare). This integral is almost accept-
able, except that we did not gain the factor of χδ2k≥k(s). For this, we
must invoke Bernstein’s inequality a little bit, moving L1tL
2
x to L
1
tL
2−c
x
for some small c, and then moving some of the exponents in Ho¨lder’s
inequality on, say, A∗x(s), to match (by interpolating the various esti-
mates in Lemma 9.7); note that scale-invariance assures us that we end
up with the right exponent of s in the end. We leave the details to the
reader. The treatment of the terms (165), (166) are similar (with some
permutations in the exponents) and are also left to the reader.
The quintic terms (163), (164) cannot be directly treated by Strichartz
methods. (Even with the endpoint L4tL
∞
x Strichartz estimate, one
would barely be able to place the nonlinearity in L1tL
2
x, leaving no room
for the Bernstein inequality to give the important factor of χδ2k≥k(s). This
issue also comes up in [10].) To deal with this, we need to perform more
dynamic separation on these terms. For instance, to deal with (163),
we use (43), (44) to write
A∗α(s
′) =
∫ ∞
s′
∫ ∞
s′′′
O(ψ∗s(s′′′)∂αψ∗s(s′′′′))+O(ψ∗s(s′′′)A∗α(s′′′′)ψ∗s (s′′′′)) ds′′′′ds′′′.
This splits (163) into a quintic null form∫ ∞
s
∫ ∞
s
∫ ∞
s′
∫ ∞
s′′′
O(ψ∗s(s′′′)∂αψ∗s(s′′′′)ψ∗s(s′)ψ∗x(s)∂x∂αψ∗s(s′′)) ds′′′′ds′′′ds′ds′′
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and a septic expression∫ ∞
s
∫ ∞
s
∫ ∞
s′
∫ ∞
s′′′
O(ψ∗s(s′′′)A∗α(s′′′′)ψ∗s(s′′′′)ψ∗s(s′)ψ∗x(s)∂x∂αψ∗s (s′′)) ds′′′′ds′′′ds′ds′′.
The septic expression can be dealt with by the same sort of Strichartz
and Bernstein techniques as the previous septic expressions (165), (166),
(167), while the quintic null form can be dealt with similarly to the
quintic null form (162). Similar arguments let one handle (164). We
omit the details as they are very similar to the expressions already dealt
with, except for some minor permutations in the numerology (the key
point again being that the derivatives are falling on low frequency terms
rather than high frequency ones).
This ends our discussion of (159). To prove (160), one applies (5) to all
the expressions above, thus replacing one of the Ψ∗ factors appearing
above with a δΨ factor (for various values of “Ψ”). One then repeats
the above arguments, using the appropriate “δ versions” of estimates
such as (69) or Lemma 9.7, and using (127) instead of (128). Because
the estimates on δ terms do not have any gains in µ (and in particular
are estimated in Sk rather than Sµ,k), we only end up with a power of
µ1−O(ε) rather than µ2−O(ε). Instead of keeping a factor of c(s) in the
final estimate, one instead retains a factor such as δc(s), δc(s′), δc(s′′),
etc. (depending on where the δ term has fallen); however, by using (10)
one can convert this back to δc(s) at a cost of an expression such as
(s′/s)δ0 , which does not affect the convergence of any of the integrals
(as they already have some room to spare in these exponents, typically
of the order of 1/10 or so). We again leave the details to the reader,
as they are somewhat tedious. 
We are now in a position to obtain control on the wave-tension field
w = Dαψα, that also gains the crucial µ factor:
Lemma 9.9 (Control of wave-tension field). We have
‖Pkw∗‖Nk(I×R2) .j,ε µ2−εc(s)χδ2/10k≥k(s)χjk≤k(s) (169)
and
‖Pk∂sw∗‖Nk(I×R2) .j,ε µ2−εc(s)s−1χδ2/10k≥k(s)χjk≤k(s) (170)
for all j ≥ 0, s > 0, ε > 0, and integers k. Similarly we have
‖Pkδw‖Nk(I×R2) .j,ε µ1−εδc(s)χδ2/10k≥k(s)χjk≤k(s) (171)
and
‖Pk∂sδw‖Nk(I×R2) .j,ε µ1−εδc(s)s−1χδ2/10k≥k(s)χjk≤k(s) (172)
for the same range of j, s, ε, k.
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Proof. We begin with the proof of (170). Fix j. Without loss of gen-
erality we may take j ≥ 10 (say).
From (47) we have the schematic heat equation
∂sw
∗ = ∆w∗ +O(A∗x∂xw∗) +O((∂xA∗x)w∗) +O((Ψ∗x)2w∗) +O(F ∗).
(173)
From Duhamel’s formula (8) and (39) we conclude that
w∗(s) =
∫ s
0
e(s−s
′)∆(O(A∗x∂xw∗)+O((∂xA∗x)w∗)+O((Ψ∗x)2w∗)+O(F ∗))(s′) ds′.
(174)
Let
fj(s) := sup
k
c(s)−1χ
−δ2/10
k≥k(s)χ
−j
k≤k(s)‖Pkw∗‖Nk(I×R2),
thus
‖Pkw∗‖Nk(I×R2) . fj(s)c(s)χδ2/10k≥k(s)χjk≤k(s) (175)
for all k. The claim (169) is then equivalent to showing that fj(s) .j,ε
µ2−ε for all s > 0, j ≥ 0, and ε > 0.
Observe that the convolution kernel of Pke
(s−s′)∆ has total mass Oj(χ
100j
k≤k(s−s′))
for any j. From (174) and Minkowski’s inequality, we can thus bound
fj(s) by
.j sup
k
c(s)−1χ−δ2k≥k(s)χ
−j
k≤k(s)
∫ s
0
χ100jk≤k(s−s′)×
‖Pk(O(A∗x∂xw∗) +O((∂xA∗x)w∗) +O((Ψ∗x)2w∗) +O(F ∗))(s′)‖Nk(I×R2) ds′.
For any s′ > 0, we see from (69), (70), (119) that
‖∂xA∗x(s′)‖Sk(s′)(I×R2), ‖(Ψ∗x)2(s′)‖Sk(s′)(I×R2) . c(s′)2(s′)−1
and thus by (175), (126) and dyadic decomposition we have
‖Pk(O((∂xΨ∗x)w∗)+O((Ψ∗x)2w∗))(s′)‖Nk(I×R2) .j (s′/s)δ2/2c(s′)3fj(s′)(s′)−1χδ2/10k≥k(s′)χjk≤k(s′).
A similar argument also gives
‖Pk(O(Ψ∗x∂xw∗)‖Nk(I×R2) .j c(s′)3(s′/s)δ2/2fj(s′)(s′)−1χδ2/10k≥k(s′)χj−1k≤k(s′).
Combining these estimates with Lemma 9.8, we conclude that
fj(s) .j,ε sup
k
c(s)−1χ
−δ2/10
k≥k(s)χ
−j
k≤k(s)∫ s
0
χ100jk≤k(s−s′)[(s
′/s)δ2/2c(s′)3fj(s
′)χ
δ2/10
k≥k(s′)χ
j−1
k≤k(s′)
+ µ2−εc(s′)χδ2k≥k(s′)χ
100j
k≤k(s′)]
ds′
s′
for all ε > 0.
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A direct computation using (10) and the elementary bounds
χ
−δ2/10
k≥k(s) ≤ χ−δ2/10k≥k(s′); χ−jk≤k(s) .j χ−jk≤k(s−s′)χ−jk≤k(s′)
shows that
c(s)−1χ
−δ2/10
k≥k(s)χ
−j
k≤k(s)
∫ s
0
χ100jk≤k(s−s′)c(s
′)χδ2k≥k(s′)χ
100j
k≤k(s′)
ds′
s′
.j 1.
Using this, (10), and the elementary bounds
χ
−δ2/10
k≥k(s)χ
δ2/10
k≥k(s′) . (s
′/s)−δ2/20
χ−jk≤k(s) . χ
−j
k≤k(s−s′)χ
−j
k≤k(s′)
χk≤k(s−s′)χ
−1
k≤k(s′) . ((s− s′)/s)−1/2
then gives the integral inequality
fj(s) .j,ε µ
2−ε +
∫ s
0
((s− s′)/s)−1/2(s′/s)δ2/4c(s′)2fj(s′)ds
′
s′
for all ε > 0. Also, from (120), Proposition 7.1, Bernstein’s inequality,
and Ho¨lder’s inequality we have fj(s)→ 0 as s→ 0. Applying Lemma
2.16 we have fj(s) .j,ε µ
2−ε, and the claim (169) follows.
The claim (170) then follows by using (173) to write ∂sw
∗ in terms of
∂2xw
∗ (which can be controlled by (169)), together with several addi-
tional terms which were already estimated in the required manner in
the first part of the proof.
The proof of (171) follows from (169) as in previous propositions. A
little more specifically, we define
δfj(s) := sup
k
δc(s)−1χ
−δ2/10
k≥k(s)χ
−j
k≤k(s)‖Pkδw‖Nk(I×R2)
and repeat the above arguments (and using the bound (169) just es-
tablished) to eventually obtain the integral inequality
δfj(s) .j,ε µ
1−ε +
∫ s
0
((s− s′)/s)−1/2(s′/s)δ2/4c(s′)2δfj(s′)ds
′
s′
Using the continuity method as before we obtain δfj(s) .j,ε µ
1−ε for
all s > 0, j ≥ 0, and ε > 0, giving (171). The proof of (172) then
follows by the differenced version of (173). We leave the details to the
reader. 
Having earned the crucial gains in µ, we now return to control ψs.
Lemma 9.10 (Return to ψs). We have
‖Pkψ∗s (s)‖Sk(I×R2) .j,ε ‖∂t,xPkψ∗s(s, t0)‖L2x(R2)+µ2−εc(s)s−1χδ2/10k≥k(s)χjk≤k(s)
(176)
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and
‖Pkδψs(s)‖Sk(I×R2) .j,ε ‖∂t,xPkδψs(s, t0)‖L2x(R2)+µ1−εδc(s)s−1χδ2/10k≥k(s)χjk≤k(s)
(177)
for all j ≥ 0, ε > 0, s > 0, and integers k.
Remark 9.11. The estimate (176) will not be directly needed for the
stability estimate (26), but is useful for the persistence of regularity
estimate (27) in the next section.
Proof. We begin by proving (176). Let us fix j, k, s, ε, and suppress de-
pendence of implied constants on j, ε. From (48) we have the schematic
wave equation
ψ∗s (s) = O(G1) +O(G2) +O(G3) +O(G4) +O(G5)
where
G1 := A
∗
α(s)∂
αψ∗s (s)
G2 := (∂
αA∗α(s))ψ
∗
s (s)
G3 := (A
∗)α(s)A∗α(s)ψ
∗
s(s)
G4 := (ψ
∗)α(s)ψ∗α(s)ψ
∗
s(s)
G5 := ∂sw
∗(s).
Applying (124), we have
‖Pkψ∗s(s)‖Sk(I×R2) . ‖∂t,xPkψ∗s (s, t0)‖L2x(R2) + sup
1≤i≤5
‖PkGi‖Nk′(I×R2).
It thus suffices to show that
‖∂jxPkGi‖Nk(I×R2) . µ2−εc(s)s−(j+2)/2χδ2/10k≥k(s) (178)
for i = 1, 2, 3, 4, 5.
The term G5 can be treated by Lemma 9.9. To handle the other terms
G1, G2, G3, G4, it will be necessary to use dynamic separation to make
the null structure in these expressions more explicit, creating cubic and
quintic expressions with explicit null structure, together with sextic and
higher order terms which can be handled by Strichartz estimates. Un-
fortunately, this process creates a large number11 of terms to estimate,
and so it will be convenient to introduce some notation to partially
unify the treatment of these terms.
11With the decomposition we use, there are 28 (!) terms, though symmetry
allows one to identify a few of these terms together. One could cut down the
number of terms somewhat by establishing a certain quintilinear estimate from the
function spaces Sk, S∗,k to Nk, as remarked earlier, thus relieving the need to deal
with septilinear terms, but this does not seem to result in a net gain in simplicity
for the paper and we have not pursued this approach.
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Given any integers J ≥ 0 and J˜ , J ′ ≥ 1 and formal symbols D,D′ ∈
{∂, A∗}, we let GD,D′
J˜ ,J,J ′
denote the schematic quantity
GD,D
′
J˜ ,J,J ′
:=
∫
∗
ψ∗s(s˜1) . . . ψ
∗
s (s˜J˜)ψ
∗
s (s1) . . . ψ
∗
s(sJ−1)Dαψs(sJ)ψ
∗
s(s
′
1) . . . ψ
∗
s(s
′
J ′−1)(D
′)αψ∗s(s
′
J ′)
(179)
where s˜1 := s and the ∗ subscript denotes an integration of the variables
s˜2, . . . , s˜J˜s1, . . . , sJ , s
′
1, . . . , s
′
J ′ over the region
s = s˜1 ≤ . . . ≤ s˜J˜ ≤ s1 ≤ . . . ≤ sJ ; s˜J˜ ≤ s′1 ≤ . . . ≤ s′J ′
and we adopt the convention
ψ∗s(s˜J˜)ψ
∗
s(s1) . . . ψ
∗
s (sJ−1)Dαψ
∗
s(sJ) := Dαψ
∗
s(s˜J˜)
if J ′ = 0. Thus for instance
G∂,∂1,0,2 =
∫
s′2≥s
′
1≥s
∂αψ
∗
s (s)ψ
∗
s(s
′
1)∂
αψ∗s(s
′
2) ds
′
1ds
′
2
GA
∗,∂
1,1,1 =
∫
s1,s′1≥s
ψ∗s (s)A
∗
α(s1)ψ
∗
s (s1)∂
αψ∗s (s
′
1) ds1ds
′
1
GA
∗,A∗
2,0,2 =
∫
s′2≥s
′
1≥s˜2≥s
ψ∗s(s)A
∗
α(s˜2)ψ
∗
s(s˜2)ψ
∗
s (s
′
1)(A
∗)α(s′2)ψ
∗
s (s
′
2) ds˜2ds
′
1ds
′
2
and so forth. As it will turn out, the G∂,∂
J˜,J,J ′
expressions will be handled
using the trilinear null form estimates (127), (128), whereas the other
expressions can be handled using Strichartz estimates as soon as J˜ +
J + J ′ ≥ 512.
Repeated use of (44), (43) gives the decompositions
G1 = O(G∂,∂1,0,2) +O(G∂,∂1,0,4) +O(G∂,A
∗
1,0,4)
G3 := O(G∂,∂1,2,2) +O(G∂,A
∗
1,2,2) +O(GA
∗,∂
1,2,2) +O(GA
∗,A∗
1,2,2 )
G4 := O(G∂,∂1,1,1) +
∑
(i,j)=(1,3),(3,1),(3,3)
O(G∂,∂1,i,j) +O(G∂,A
∗
1,i,j ) +O(GA
∗,∂
1,i,j ) +O(GA
∗,A∗
1,i,j ).
The G2 term is handled slightly differently, as both of the null form
derivatives are falling on the same term (cf. [20, Step 2(d)]). From
(43) and the Leibniz rule (4) we have
G2 =
∫ ∞
s
O(ψ∗s(s)(∂αψ∗α(s′))ψ∗s (s′)) +O(ψ∗s(s)ψ∗α(s′)∂αψ∗s (s′)) ds′.
The second term can be expanded using (44), (43) to take the form
O(G∂,∂2,0,1) +O(G∂,∂2,0,3) +O(G∂,A
∗
2,0,3).
12The terms G∂,∂
J˜,J,J′
with J˜ + J + J ′ ≥ 7 or GA∗,A∗
J˜,J,J′
with J˜ + J + J ′ ≥ 3 could
also be handled by Strichartz estimates, but we will not need to use this fact.
GLOBAL REGULARITY OF WAVE MAPS V 61
For the first term, we can use the wave-tension field (40) to write
∂αψ∗α = w
∗ +O((A∗)αψ∗α). Expanding the latter out using (44), (43),
we thus see that we can write this contribution to G2 as
O(H) +O(G∂,∂2,1,2) +O(GA
∗,∂
2,1,2) +O(G∂,A
∗
2,1,2) +O(GA
∗,A∗
2,1,2 )
where
H :=
∫ ∞
s
ψ∗s(s)w
∗(s′)ψ∗s (s
′) ds′. (180)
Putting this all together, we see that to prove (178), it suffices to show
the null form estimate
‖∂jxPkG∂,∂J˜,J,J ′‖Nk(I×R2) .J˜ ,J,J,ε µ2−εc(s)s−(j+2)/2χ
δ2/10
k≥k(s) (181)
for J˜ , J ′ ≥ 1 and J ≥ 0 with J˜ + J + J ′ ≥ 3, the Strichartz estimate
‖∂jxPkGD,D
′
J˜ ,J,J ′
‖Nk(I×R2) .J˜ ,J,J,ε µ2−εc(s)s−(j+2)/2χδ2/10k≥k(s) (182)
for (D,D′) = (∂, A∗), (A∗, ∂), (A∗, A∗), J˜ , J ′ ≥ 1 and J ≥ 0 with J˜ +
J + J ′ ≥ 5, and the exceptional estimate
‖∂jxPkH‖Nk(I×R2) .ε µ2−εc(s)s−(j+2)/2χδ2/10k≥k(s). (183)
We begin with (183). By (180), the Leibniz rule (4), and Minkowski’s
inequality, we can bound the left-hand side of (183) by
.
∑
j1,j2,j3≥0:j1+j2+j3=j
∫ ∞
s
‖Pk(∂j1x ψ∗s (s)∂j2x w∗(s′)∂j3x ψ∗s(s′)‖Nk(I×R2)ds′.
Applying (126) and (119), we can bound this by
.
∑
j1,j2,j3≥0:j1+j2+j3=j
∫ ∞
s
∑
k2
χδ2k≥k2χ
δ2
k=max(k(s),k2)
‖∂j1x ψ∗s(s)‖Sk(s)(I×R2)‖∂j2x Pk2w∗(s′)‖Nk2 (I×R2)‖∂j3x ψ∗s(s′)‖Sk(s′)(I×R2) ds′.
Applying (169), (71), we can bound this
. µ2−εs−(j+2)/2
∫ ∞
s
∑
k2
χδ2k≥k2χ
δ2
k=max(k(s),k2)
c(s)c(s′)2χ
δ2/10
k2=k(s′)
ds′
s′
.
Performing the k2 summation and then using (143), we obtain the claim
(183).
We remark that the hardest case here was j = 0; the case of higher j
are at least as easy as those of j = 0, as each derivative will eventu-
ally pull out a factor of (s′)−1/2 for some s′ ≥ s, which is acceptable.
Hence, to simplify the notation somewhat, when discussing the other
two estimates (181), (182) we shall only discuss the j = 0 case.
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We begin with the j = 0 case of (182). We fix J˜ , J, J ′ and allow implied
constants to depend on these quantities. By (120) and Bernstein’s
inequality, it suffices to show that
‖GD,D′
J˜ ,J,J ′
‖L1tL1x(I×R2) . µ2−εc(s)
for (D,D′) = (∂, A∗), (A∗, ∂), (A∗, A∗).
Suppose first that (D,D′) = (∂, A∗) or (D,D′) = (A∗, ∂). Then we see
that the integrand in (179) consists of J+J ′+J ′′+1 ≥ 6 factors, most
of which are of ψs type, but with one factor of type ∂t,xψ
∗
s and one of
type A∗t,x. We use Ho¨lder’s inequality and place A
∗
t,x in L
5/2
t L
∞, the
ψ∗s or ∂t,xψ
∗
s factor with the lowest value of s in L
∞
t L
2
x, the next three
lowest in L4tL
∞
x , and the remaining factors in L
∞
t L
∞
x . Using Lemma
9.7 and (143), we can bound the L1tL
1
x(I ×R2) norm of the integrand
of (179) by
. µ2−εc(s)(s/smax)
σ 1
s˜2
. . .
1
s˜J˜
1
s1
. . .
1
sJ
1
s′1
. . .
1
s′J ′
for some absolute constant σ > 0, where smax := max(s˜1, . . . , s˜J˜ , s1, . . . , sJ , s
′
1, . . . , s
′
J ′);
the point here is that the ∂t,x andA
∗
t,x terms are at high values of s, lead-
ing to the crucial (s/smax)
σ gain. Integrating this using Minkowski’s
inequality we obtain the claim (182). The case (D,D′) = (A∗, A∗) is
similar; the ∂t,x term has been replaced by an additional A
∗
t,x term, but
this can be estimated in L∞t L
∞
x using Lemma 9.7 to yield the same
type of estimates as before.
Finally, we show the j = 0 case of (181). We again fix J˜ , J, J ′ and
allow implied constants to depend on these quantities.
Let us first handle the case (J˜ , J) 6= (1, 0). Here, the integrand in (179)
takes the form
Φ∂αψ∗s(sJ)∂αψ
∗
s(s
′
J ′) (184)
where Φ is the product of many factors of ψ∗s evaluated at various
s′ ≥ s, including one factor of ψ∗s itself. By (71), (10), (143), and many
applications of (119), we see that
‖Φ‖Sk(s)(I×R2) . c(s)s−1
1
s˜2
. . .
1
s˜J˜
1
s1
. . .
1
sJ−1
1
s′1
. . .
1
s′J ′−1
.
Applying (128) and Corollary 9.6, (143) we thus conclude that the
Nk(I ×R2) norm of Pk applied to (184) is bounded by
. χδ2k=k(s)(s/smax)
σµ2−εc(s)s−1
1
s˜2
. . .
1
s˜J˜
1
s1
. . .
1
sJ
1
s′1
. . .
1
s′J ′
for some σ > 0 (depending on δ1); integrating this we obtain the claim
(181).
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The case when (J˜ , J) = (1, 0) (so J ′ ≥ 2) is slightly more delicate, due
to the derivative falling on the roughest term. Here, the integrand in
(179) takes the form
∂αψ∗s(s)Φ∂αψ
∗
s(s
′
J ′) (185)
where Φ := ψ∗s (s
′
1) . . . ψ
∗
s(s
′
J ′−1). By arguing as before, we have
‖Φ‖Sk(s′
1
)(I×R
2) . c(s
′
1)
1
s′1
. . .
1
s′J ′−1
.
Applying (128) and Corollary 9.6 (but now refraining from using (143)
to eliminate some key c() factors), the Nk(I ×R2) norm of Pk applied
to (185) is bounded by
. χ
δ1/2
k=k(s)(s
′
1/s
′
J ′)
δ1/4µ2−εc(s)c(s′1)c(s
′
J ′)s
−1 1
s′1
. . .
1
s′J ′
.
We can use (10) to bound (s′1/s
′
J ′)
δ1/4c(s′1)c(s
′
J ′) by c(s
′
1)
2(s′1/s
′
J ′)
δ1/4.
Integrating out s′J ′, then s
′
J ′−1, and so forth down to s
′
1 (using (143) to
control the final integral) we obtain the claim (181).
The proof of (177) follows by applying (5) to all the expressions above
and repeating the argument in the obvious manner; we omit the details.

Now, at long last, we are ready to prove (144). Fix 0 ≤ j ≤ 10 and
s > 0. Applying Lemma 9.10 (with j = 11, say), Littlewood-Paley
decomposition, and the triangle inequality, we have
s1+
j
2‖∂jxδψs(s)‖Sk(s)(I×R2) .ε
∑
k′
χ−10k′≤k(s)s‖Pk′∂t,xψs(s, t0)‖L2x(R2)+µ1−εδc(s).
Applying Lemma 7.6 we conclude
s1+
j
2‖∂jxδψs(s)‖Sk(s)(I×R2) . δc0(s) + µ1−εδc(s)
for some frequency envelope δc0 of energy O(dH˙1(Ψs,t,x,Ψ
′
s,t,x)
2).
Applying (142), (134) we conclude
δc(s) . δc0(s) + µ
1−εδc(s).
If µ is sufficiently small, we thus conclude
δc(s) . δc0(s)
and (144) follows from the energy bound on δc0. The proof of (58) is
now (finally!) complete.
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9.12. Return to the energy metric. We now establish part (iv) of
Theorem 5.11, in which we control the energy metric by the S1µ metric.
Fix I, µ,M,E; we let all implied constants depend on M,E. Suppose
Ψs,t,x,Ψ
′
s,t,x ∈ WMC(I, E) is such that ‖Ψs,t,x‖S1µ(I), ‖Ψ′s,t,x‖S1µ(I) ≤ M .
Let us write
σ := dS1µ,I(Ψs,t,x,Ψ
′
s,t,x)
and let t ∈ I be fixed; we omit the explicit mention of this parameter.
By (56), our task is to show that∫ ∞
0
‖δψs(s)‖2L2x(R2) ds . σ2
and
‖δψt(0)‖L2x(R2) . σ.
Let c, δc be as in the preceding section, then δc has energy O(σ2) by
construction, while c has energy O(1). From Lemma 9.7 (which does
not require a smallness hypothesis on µ), we have the bounds
‖∂jxψ∗s (s)‖L2x(R2) .j c(s)s−(j+1)/2
‖∂jxψ∗s (s)‖L∞x (R2) .j c(s)s−(j+2)/2
‖∂j+1x ψ∗t,x(s)‖L2x(R2) .j c(s)s−(j+1)/2
‖∂jxψ∗t,x(s)‖L∞x (R2) .j c(s)s−(j+1)/2
for all j ≥ 0, and similarly for δψs and δψt,x with c replaced by δc.
Also, from [25, Lemma 7.2] we have
‖ψ∗t,x(s)‖L2x(R2) . 1.
Repeating the arguments used to prove Lemma 7.7, we see that
‖Pkδψs(s, t0)‖L2x(R2) .j δc0(s)s−1/2χjk≤k(s)χ0.1k=k(s) (186)
and
‖Pkδψt(0, t0)‖L2x(R2) . δc0(2−2k), (187)
for all s > 0, j ≥ 0, and k ∈ Z, and the claim follows.
9.13. Persistence of regularity. We now prove (57). We allow all
implied constants to depend on M and ‖φ[t0]‖H100 , in particular we
have ‖φ‖S1µ(I×R2) . 1 and hence E(φ) . 1. Our task is now to show
that if µ is sufficiently small, then
‖φ[t]‖
H
1+δ0/2
loc
.µ 1. (188)
for all t ∈ I.
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The first step is to show that some of the H100 regularity persists under
the heat flow. Let Ψs,t,x ∈WMC(φ, I) be one of the differentiated fields
for φ (the exact choice does not matter).
Lemma 9.14 (Smooth control of ψs). For any 0 < s . 1 we have
‖ψs(s, t0)‖H90x (R2) + ‖∂t,xψs(s, t0)‖H90x (R2) . 1.
Proof. By hypothesis,
‖φ[t0]‖H100 . 1.
From (18), (19), for each x0 one can find Ux0 ∈ SO(m, 1) such that
‖η(· − x0)Ux0(φ0)‖H100x (R2) + ‖η(· − x0)Ux0(φ1)‖H99x (R2) . 1
which by Sobolev embedding implies that Ux0(φ0) = O(1) on B(x0, 1).
From this and many applications of the Leibniz rule (4), we conclude
that
‖|(φ∗∇x)j∂xφ0|φ∗h‖L2(B(x0,1)) + ‖|(φ∗∇x)jφ1|φ∗h‖L2(B(x0,1))
. inf
U∈SO(m,1)
‖η(· − x0)U(φ0)‖Hsx(R2) + ‖η(· − x0)U(φ1)‖Hs−1x (R2)
for all x0 ∈ R2 and 0 ≤ j ≤ 99. Integrating this over x0 and using
(19), we conclude that
‖|(φ∗∇x)j∂xφ0|φ∗h‖L2(R2) + ‖|(φ∗∇x)jφ1|φ∗h‖L2(R2) . 1
and thus in the caloric gauge
‖Djxψt,x(0, t0)‖L2(R2) . 1
for 0 ≤ j ≤ 99.
For s ≥ 0, define
E100(s) :=
99∑
j=0
∫
R2
|Djxψt,x(s, t0)|2 dx
thus E100(0) = O(1). On the other hand, from Theorem 7.2 we can find
an envelope c0 of energyO(1) such thatD
j
xψt,x(s, t0) = O(c0(s)s
−(j+1)/2)
for all 0 ≤ j ≤ 100. Using this, (46), and many applications of covari-
ant integration by parts, one obtains the differential inequality
∂sE100(s) = O(c0(s)
2s−1E100(s))
which by Gronwall’s inequality and the fact that c0 has energy O(1)
implies that E100(s) = O(1) for all s, thus
‖Djxψt,x(s, t0)‖L2x(R2) . 1
for all 0 ≤ j ≤ 99 and s > 0. Using the covariant Gagliardo-Nirenberg
inequality
‖ϕ‖L∞x (R2) . ‖ϕ‖1/3L2x(R2)‖Dxϕ‖
1/3
L2x(R
2)‖D2xϕ‖1/3L2x(R2)
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(see the proof of [25, Lemma 4.2]) we conclude that
‖Djxψt,x(s, t0)‖L∞x (R2) . 1
for all 0 ≤ j ≤ 97 and s > 0. Combining this with what one gets from
Theorem 7.2, we conclude
‖Djxψt,x(s, t0)‖L∞x (R2) . 〈s〉−(j+1)/2
for all 0 ≤ j ≤ 97 and s > 0. In particular, by (38) this implies
‖Djxψs(s, t0)‖L∞x (R2) . 〈s〉−(j+2)/2
for all 0 ≤ j ≤ 96 and s > 0. Similar reasoning gives
‖Djxψt,x(s, t0)‖L2x(R2) . 〈s〉−j/2
and
‖Djxψs(s, t0)‖L2x(R2) . 〈s〉−(j+1)/2
for this range. Applying (43), the covariant Leibniz rule, and Minkowski’s
inequality, we conclude
‖DjxAt,x(s, t0)‖L∞x (R2) . 〈s〉−(j+1)/2
and
‖DjxAt,x(s, t0)‖L2x(R2) . 〈s〉−j/2
for all 0 ≤ j ≤ 96 and s > 0, where DxB := ∂xB + [Ax, B] for any
matrix field B. (The j = 0 L2 bound on At,x was already established
in [25, Proposition 4.3].) Writing non-covariant derivatives in terms of
covariant ones, we conclude that the above two estimates continue to
hold if Dx is replaced by ∂x. We can then similarly replace Dx by ∂x
in all previous estimates. We conclude that
‖Ψt,x(s, t0)‖H96x (R2) + ‖ψs(s, t0)‖H96x (R2) . 1
for all 0 ≤ s . 1. The claim then easily follows from (38) and (36). 
Let c(s) be the envelope from the proof of (58). We can obtain a decay
estimate:
Lemma 9.15 (Breaking the scaling barrier). We have
c(s) .µ min(1, s
−δ0/2)
for all s > 0.
Proof. Let c(s) be the envelope from the proof of (26). From Lemma
9.14 and (176) we have
‖Pkψ∗s (s)‖Sk(I×R2) .ε min(2k, 2−90k) + µ2−εc(s)s−1χδ2/10k≥k(s)χ11k≤k(s)
for 0 < s . 1 and ε > 0. This implies that
s1+
j
2‖∂jxψs(s)‖Sk(I×R2) .ε s+ µ2−εc(s)
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for all 0 ≤ j ≤ 10, 0 ≤ s . 1, and ε; by (117), (140) and (10) this
implies that
dk(0,Ψ) .ε µ
−12−k + µ1−εc(2−2k)
for k ≥ 0. For k < 0 we have the trivial bound dk(0,Ψ) . c(2−2k) (by
(141)); we can unify these bounds to obtain
dk(0,Ψ) .ε µ
−1〈2k〉−1 + (µ1−ε + 〈2k〉−1)c(2−2k)
for all k. Inserting this into (141) and using (10) we obtain
c(2−2k) .ε µ
−1〈2k〉−δ0 + (µ1−ε + 〈2k〉−δ0)c(2−2k)
and thus (if µ is small enough, and ε is chosen to be, say, 1/2) we see
that
c(2−2k) .µ 〈2k〉−δ0
for all k (note that this already follows from (143) if 2−k . 1). The
claim follows. 
We now fix a time t ∈ I. From Lemma 9.15 and Lemma 9.7 one has
‖Ψt,x(s, t)‖L∞x (R2) .µ min(1, s−δ0/2)s−1/2
and
‖ψs(s, t)‖L∞x (R2) .µ min(1, s−δ0/2)s−1
for all s > 0. Converting this back to the original wave map φ, we see
that
|∂t,xφ(s, t, x)|φ∗h .µ min(1, s−δ0/2)s−1/2
and
|∂sφ(s, t, x)|φ∗h .µ min(1, s−δ0/2)s−1
for all s > 0 and x ∈ R2. Observe that the right-hand sides here are
locally integrable in s. By the fundamental theorem of calculus on H,
we conclude that
dH(φ(s1, t, x1), φ(s2, t, x2)) .µ 1
whenever 0 < s1, s2 . 1 and x1, x2 ∈ R2 are such that |x2 − x1| . 1,
and dH is the distance function on H induced by the metric h. (In fact
we even obtain some Ho¨lder continuity estimates here, but we will not
exploit this.)
From Lemma 9.15 and Lemma 9.7 we have
‖∂jxψs‖L2x(R2) .µ,j s−δ0/2s−(j+1)/2
for all 0 < s ≤ 1 and j > 0. By interpolation this implies that
‖ψs(s)‖H1+δ0/2x (R2) .µ s
−δ0/4s−1 (189)
for all 0 < s ≤ 1. Similarly we have
‖∂jx∂tψs‖L2x(R2) .µ,j s−δ0/2s−(j+2)/2
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and hence
‖∂tψs(s)‖Hδ0/2x (R2) .µ s
−δ0/4s−1. (190)
Let 1
100
Z2 ⊂ R2 be the standard lattice with spacing 1
100
in the spatial
domain R2. For each x0 ∈ 1100Z2, let Ux0 ∈ SO(m, 1) be a Lorentz
rotation that sends φ(1, t, x0) to the origin (1, 0) ∈ H. We write φx0 :=
Ux0(φ), ex0 := Ux0 ◦ e. By the preceding discussion, we see that
φx0(s, t, x1) = O(1)
whenever x1 = x0 + O(1) and 0 ≤ t ≤ 1; if we set Φx0 := (φx0, ex0),
this implies that
Φx0(s, t, x1) = O(1) (191)
for the same range of t, x1. Also, from Lemma 9.7 we have
|∂jxΨt,x(1, t, x)| .µ,j 1 (192)
for j ≥ 0 and x ∈ R2. From (34), (33) (applied to the rotated wave
map φx0 and its associated rotated frame ex0) we have the differential
equations
∂t,xφx0 = ex0(ψt,x)
and
(φ∗x0∂t,x)(ex0)a = (At,x)abeb.
We write these equations schematically using (14) as
∂t,xΦx0 = O(Φx0Ψt,x) +O(Φ2x0Ψt,x) (193)
where Φx0 := (φx0, ex0). From this, (191), (192), and many applications
of the Leibniz rule (4) and Gronwall’s inequality, we thus conclude that
|∂jxΦx0(1, t, x)|, |∂jx∂tΦx0(1, t, x)| .j 1 (194)
whenever j ≥ 0 and |x− x0| . 1.
For each 0 ≤ s ≤ 1, define
f(s) := sup
x0∈
1
100
Z2
‖η(·−x0)Φx0(s, t)‖H1+δ0/2x (R2)+‖η(·−x0)∂tΦx0(s, t)‖Hδ0/2x (R2).
From (194) we see that
f(1) . 1. (195)
We shall shortly show that
lim sup
ds→0
|f(s+ ds)− f(s)|
|ds| .µ s
−δ0/4s−1f(s) (196)
for all 0 < s ≤ 1. Note that s−δ0/4s−1 is integrable on this interval.
From this, Gronwall’s inequality and (195) we see that f(s) . 1 for all
0 < s ≤ 1; taking limits as s → 0 we conclude f(0) . 1, from which
(188) (and hence (26)) easily follows. Thus the only remaining task is
to show (196).
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By Minkowski’s inequality and the fundamental theorem of calculus
(and the smoothness of φ) it suffices to show that
‖η(·−x0)∂sΦx0(s, t)‖H1+δ0/2x (R2)+‖η(·−x0)∂t∂sΦx0(s, t)‖Hδ0/2x (R2) .µ s
−δ0/4s−1f(s)
for all 0 < s ≤ 1 and x0 ∈ 1100Z2.
Fix x0, s. By repeating the derivation of (193) we have
∂sΦx0 = O(Φx0ψs) +O(Φ2x0ψs); (197)
using the standard Sobolev product estimates
‖uv‖
H
1+δ0/2
x (R2)
. ‖u‖
H
1+δ0/2
x (R2)
‖v‖L∞x (R2) + ‖u‖L∞x (R2)‖v‖H1+δ0/2x (R2)
(see e.g. [22, Lemma A.8] for a proof) together with (189) and (191),
we conclude that
‖η(· − x0)∂sΦx0(s, t)‖H1+δ0/2x (R2) .µ s
−δ0/4s−1f(s).
Similarly, applying ∂t to (197) and using the above estimates and the
product estimate
‖uv‖
H
δ0/2
x (R2)
. ‖u‖
H
1+δ0/2
x (R2)
‖v‖
H
δ0/2
x (R2)
we obtain
‖η(· − x0)∂t∂sΦx0(s, t)‖Hδ0/2x (R2) .µ s
−δ0/4s−1f(s).
The claim (196) (and hence (57)) follows.
10. Construction of function spaces
We now prove Theorem 8.1. The spaces Sk, Sµ,k, Nk we need to employ
are quite complicated. Fortunately, we can take their definition directly
from [20], with few modifications, so that the verification of Theorem
8.1 largely consists of citing the relevant results from that paper. (The
spaces in [20] were in turn based on those in [28].)
More precisely, we will take Sk, Nk to be the spaces introduced in [20,
Theorem 3], and constructed in [20, Section 10]. The exact definition
of these spaces is complicated, but will not actually be needed for this
paper, as we can largely deduce everything we need from [20, Theorem
3]. For instance:
• The product estimate (119) follows immediately from [20, Equa-
tion (125)].
• The estimate (120) is precisely [20, Equation (25)].
• The estimate (121) follows immediately from [20, Equation (87)].
• The estimate (123) is precisely [20, Equation (26)].
• The estimate (124) is precisely [20, Equation (27)].
70 TERENCE TAO
• The estimate (126) is precisely [20, Equation (29)] (and some
Littlewood-Paley decomposition).
• The estimate (129) is precisely [20, Equation (35)].
• The estimate (131) follows from [10, Lemma 3.1] (or [10, Lemma
6.7]).
We will however point out here one feature of the Sk spaces that was not
emphasised in those papers, and which is needed in order to establish
the continuity claim in Theorem 8.1. As noted in passing in [20], the
spaces Sk constructed in that paper enjoy the discrete scale invariance
‖φ(j)‖Sk+j(2−jI) = ‖φ‖Sk(I×R2) (198)
for all intervals I, φ ∈ Schwartz(I×R2), and k, j ∈ Z, where φ(j)(t, x) :=
φ(2jt, 2jx). It is also possible to establish a continuous analogue
‖φ(j)‖Sk+[j](2−jI) . ‖φ‖Sk(I×R2) (199)
of this scale invariance, where j is now taken to be real instead of
integer, and [j] is the nearest integer to j (rounding down, say). Indeed,
to establish this, one can use (198) to reduce to the case −1/2 < j ≤
1/2, in which case the claim follows by modifying the proof of [20,
Lemma 9]. We omit the details13.
Let us now define the modified Sk norm
‖φ‖Sk(I×R2) := sup
j∈R
2−100|j|‖φ(j)‖Sk(2−jI×R2)
From (199), (121) we see that the Sk(I×R2) norm is equivalent to the
Sk(I ×R2) norm up to absolute constants. Furthermore, observe that
‖φ(j)‖Sk(2−j(I×R2)) varies continuously in j ∈ R. The construction of
Sk(I ×R2) in [20] ensures that this norm is monotone in I, and so the
Sk(I ×R2) norm is monotone also.
We now define Sµ,k(I×R2) to be the atomic Banach space whose atoms
φ are one of two types:
• (Small atoms) φ ∈ Schwartz(I ×R2) with ‖φ‖Sk(I×R2) ≤ µ.
• (Integrable atoms) φ ∈ Schwartz(I×R2) with ‖φ‖Sk(I×R2) ≤ 1,
and ‖∂t,xφ‖L1tL∞x (I×R2) ≤ µ5.
13There are several alternate ways to deal with this. One is to adjust the defi-
nition of the spaces in [20] so that frequency parameters such as k, j vary over the
reals rather than the integers. Another is to abandon any proof of continuity, and
settle instead for the weaker property of quasicontinuity as in [20]; it is not hard
to see that quasicontinuity serves as a reasonable substitute for continuity for the
purposes of performing continuity arguments.
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The estimate (117) is now immediate, as is the monotonicity of Sµ,k(I×
R2) in I, while (122) follows from (121). Also, these spaces are clearly
invariant under space and time translations. Now we establish continu-
ity of ‖φ‖Sµ,k(I×R2) in I for φ ∈ Schwartz(I×R2), using a scaling argu-
ment of Tataru (cf. [10, Lemma 3.2]). By monotonicity and time trans-
lation symmetry it will suffice to show that ‖φ‖Sµ,k([−T,T ]×R2) is contin-
uous in T for φ ∈ Schwartz([−T, T ] ×R2). We can extend φ to lie in
Schwartz(I ×R2) for some neighbourhood I of [−T, T ]. From the con-
tinuity of ‖φ(j)‖Sk(2−jI) and ‖∂t,xφ(j)‖L1tL∞x (2−jI) in j (in fact the latter
quantity is invariant in j) we already know that ‖φ(j)‖Sµ,k([−2−jT,2−jT ]×R2)
is continuous in j, so by the triangle inequality it suffices to show that
lim
j→0
‖φ(j) − φ‖Sµ,k([−2−jT,2−jT ]×R2) = 0.
But from (132), (117), we can bound
‖φ(j) − φ‖Sµ,k([−2−jT,2−jT ]×R2) .µ
∑
k′
χ−δ1k=k′[‖Pk′∂t,x(φ(j) − φ)(0)‖L2x(R2)
+ ‖Pk′(φ(j) − φ)‖L1tL2x([−2−jT,2−jT ]×R2)].
Since φ is Schwartz, it is not difficult to see (by a dominated conver-
gence argument) that the right hand side goes to zero as j → 0, and
the claim follows.
The estimate (130) follows from (131) (for small atoms) and from in-
terpolating (131) with the L1tL
∞
x estimate (for integrable atoms). Now
we establish the vanishing property (118). By time translation we
may take t0 = 0, and then we may extend φ slightly so that it lies in
Schwartz([−ε, ε]×R2) for some ε > 0. It suffices to show that
lim sup
T→0
‖φ‖Sµ,k([−T,T ]×R2) .
∑
k′
χ−δ1k=k′‖∂t,xPk′φ(t0)‖L2x(R2).
By definition of Sµ,k and the triangle inequality, we can estimate
‖φ‖Sµ,k([−T,T ]×R2) .
∑
k′
‖Pk′φ‖Sk([−T,T ]×R2)+
1
µ5
‖∂t,xPk′φ‖L1tL∞x ([−T,T ]×R2).
From (132) we have
‖Pk′φ‖Sk([−T,T ]×R2) . χ−δ1k=k′[‖Pk′∂t,xφ(0)‖L2x(R2)+‖Pk′φ‖L1tL2x([−T,T ]×R2)].
Since φ ∈ Schwartz([−ε, ε]×R2), an easy application of the dominated
and monotone convergence theorems shows that
lim
T→0
∑
k′
‖∂t,xPk′φ‖L1tL∞x ([−T,T ]×R2) = 0
and
lim
T→0
∑
k′
χ−δ1k=k′‖Pk′φ‖L1tL2x([−T,T ]×R2) = 0,
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and the claim follows.
To prove (125), we can use exactly the same argument used to prove
(61) in Section 7; note from [20, Equation (87)] that the Sk(R) norm
(which the Sk(I×R2) norm is the restriction of) has a form extremely
similar to that of (96). We omit the details.
Finally, we verify (127), (128). The ε = 1 cases of these inequalities are
exactly [20, Equation (31)], so it suffices to establish the ε = 0 case.
We begin with (127). By symmetry we may take µ2 = µ. We may
reduce to the case when φ(2) is an atom. If it is a small atom, the claim
again follows from [20, Equation (31)]. If instead φ(2) is an integrable
atom, we use (120) and Ho¨lder’s inequality to estimate
‖Pk(φ(1)∂αφ(2)∂αφ(3))‖Nk(I×R2) . ‖φ(1)∂αφ(2)∂αφ(3)‖L1tL2x(I×R2)
. ‖φ(1)‖L∞t L∞x (I×R2)‖∂t,xφ(2)‖L1tL∞x (I×R2)‖∂t,xφ(3)‖L∞t L2x(I×R2),
which is acceptable (with several powers of µ to spare) from (131),
(129), and the definition of an integrable atom. The proof of (128) is
similar; if both φ(2) and φ(3) are small atoms, one can use [20, Equa-
tion (31)], and when there is an integrable atom, one uses Ho¨lder’s
inequality as above. The proof of Theorem 8.1 is complete.
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