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microscope objective or Thermal Resistance 
R
2
  Coefficient of determination 
Ra
2
  Adjusted coefficient of determination 
t  Thickness of thin film 
T  Temperature 
Tin  Inlet temperature 
Tref  Reference temperature 
V  Volume of the fluorescent solution 
Vn  Normalized grayscale value of a CCD pixel 
Vd  Grayscale value of a CCD pixel corresponding to the dark noise of the  
camera 
y/L  Normalized distance across the channel 
w  Diameter of the laser beam 
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Thermal management challenges for microelectronics are a major issue for future 
integrated circuits, thanks to the continued exponential growth in component density 
described by Moore’s Law.  Current projections from the International Technology 
Roadmap for Semiconductors predict that local heat fluxes will exceed 1 kW/cm
2
 within 
a decade.  There is thus an urgent need to develop new compact, high heat flux forced-
liquid and evaporative cooling technologies.  
Thermometry techniques that can measure temperature fields with micron-scale 
resolution without disturbing the flow of coolant would be valuable in developing and 
evaluating new thermal management technologies.  Specifically, the ability to estimate 
local convective heat transfer coefficients, which are proportional to the difference 
between the bulk coolant and wall surface temperatures, would be useful in developing 
computationally efficient reduced-order models of thermal transport in microscale heat 
exchangers.   
The objective of this doctoral thesis is therefore to develop and evaluate non-
intrusive optical thermometry techniques to measure wall surface and bulk liquid 
temperatures with O(110 m) spatial resolution.  Intensity-based fluorescence 
thermometry (FT), where the temperature distribution of an aqueous fluorescent dye 
solution is estimated from variations in the fluorescent emission intensity, was used to 
measure temperatures in steady Poiseuille flow at Reynolds numbers less than 10.  The 
flow was driven through 1 mm square channels heated on one side to create temperature 
gradients exceeding 8 °C/mm along both dimensions of the channel cross-section.  In the 
evanescent-wave fluorescence thermometry (EFT) experiments, a solution of fluorescein 
was illuminated by evanescent waves to estimate the solution temperature within about 
300 nm of the wall.  In the dual-tracer FT (DFT) studies, a solution of two fluorophores 
with opposite temperature sensitivities was volumetrically illuminated over most of the 
 xxiii 
`cross-section of the channel to determine solution temperatures in the bulk flow.  The 
accuracy of both types of FT is determined by comparing the temperature data with 
numerical predictions obtained with commercial computational fluid dynamics software.  
The results indicate that EFT can measure wall surface temperatures with an average 
accuracy of about 0.3 °C at a spatial resolution of 10 m, and that DFT can measure bulk 
water temperature fields with an average accuracy of about 0.3 °C at a spatial resolution 
of 50 m in the image plane.  The results also suggest that the spatial resolution of the 
DFT data along the optical axis (i.e., normal to the image plane) is at least an order of 







CHAPTER 1                                                                                      
INTRODUCTION 
1.1 Motivation 
The development of microfabrication techniques over the past few decades has 
enabled miniaturization of a variety of devices, including conduits for the flow of liquids 
and gases.  These techniques have made possible the new field of microfluidics, or the 
transport and analysis of fluids through small channels fabricated in silicon and other 
materials with overall dimensions of O(10 m ~ 100 m).  Controlling transport through 
such microchannels has become an important technology in applications such as 
biochemical sample preparation and analysis, drug delivery, thermal management of 
microelectronics (and other types of electronics) and energy systems such as miniature 
internal combustion engines.  The majority of microfluidic applications involve 
incompressible flow, so the velocity and temperature fields are the most important flow 
properties in most microscale flows.  Although there has been a great deal of work on 
velocity measurement at the micro- to nanometer scales (Santiago et al., 1998 and Zettner 
and Yoda, 2003), there has been far less work on microscale thermometry.   
The study of thermal transport at O(1−10 m) spatial scales is motivated by the 
development of micro-total analysis systems (TAS) or Labs-on-a-Chip (LOC).  These 
microfluidic systems, which shrink the capabilities of an analytical or biochemistry lab 
onto a single ―chip‖ a few centimeters across, have major advantages in that they can 
reduce sample and analyte consumption, separation and assay times, and equipment and 
personnel costs. 
In most LOC, aqueous solutions of ions and biomolecules are pumped through 
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channels with overall dimensions of O(10−100 m).  Monitoring and accurately 
measuring the temperature of these solutions is important in applications such as 
controlling chemical reaction kinetics and avoiding degradation of biomolecules.  In 
capillary electrophoresis, for example, an electric field is used to separate biomolecules in 
an aqueous buffer solution based on differences in the electrophoretic mobilities of the 
biomolecules.  The applied electric field can however also lead to Joule (ohmic) heating, 
and controlling buffer temperature is critical in minimizing protein folding and 
denaturation (Rush et al., 1991).  Implementing the polymerase chain reaction (PCR) 
commonly used for DNA replication in a continuous-flow LOC also requires controlling 
and changing the temperature of the DNA sample over different regions of the chip to 
optimize the performance of the reaction (Kopp et al., 1998).    
Temperature control is important as well in isoelectric focusing (IEF), an 
electrophoretic method in which either positively or negatively charged molecules such 
as proteins, enzymes, and peptides are separated on the basis of their isoelectric point 
(pI), the pH at which a molecule carries no net electrical charge (Huang and Pawliszyn, 
2002). Separation of molecules takes place in a pH gradient created by Joule heating.  As 
the molecules migrate to the pH region that corresponds to their pI (the molecules remain 
in that region because they have zero net charge there and hence experience no electrical 
forces that would transport them to other regions), the various molecules become 
concentrated, or focused, in different stationary regions, or bands.  Fine control of 
solution temperature, and thereby the pH gradient, determines the separation efficiency.  
Although IEF is limited to analytes with a limited range of pI and the low solubility of 
most proteins at their pI, temperature gradient focusing (TGF) can be used instead to 
separate a wider variety of analytes (Ross and Locascio, 2002).  In TGF, a temperature 
gradient is used to focus analytes in different regions or bands by balancing the 
electrophoretic velocity of a given analyte with the bulk velocity of the buffer solution 
 3 
containing the analyte.  Fine control of temperature in TGF also therefore determines the 
focusing efficiency.  Unlike IEF, TGF can be used for any charged analyte (in solution) 
and is not limited to molecules with a specific range of pI. 
 Electronic cooling is another important motivation for measuring temperatures at 
the microscale.  As the density of transistors has increased exponentially over the past 
half-century, as described by Moore’s Law, integrated circuits (ICs), dissipating the heat 
generated by these transistors over a limited area has led to huge thermal management 
challenges.  At present, average heat fluxes on ICs are projected to exceed 100 W/cm
2
 for 
high-performance chips at the 14 nm of feature size within a decade (ITRS 2009), and 
local peak heat fluxes are projected to exceed 500 W/cm
2
.  Since the reliability of 
electronic components decreases as their temperature increases—as a rule of thumb, the 
failure rate doubles for every 810 C rise in their temperature (Blanks, 1980)—cooling 
microelectronics and managing such high heat fluxes is a major challenge for ―next 
generation‖ microelectronic devices. 
 One commonly used solution to this thermal management problem is to cool the 
entire IC.  At present, heat sinks using forced-air cooling that are usually at least as large 
as the entire IC are attached to the IC by a heat spreader using various thermal interface 
materials (TIMs).  This thermal packaging has the disadvantages that it results in a large 
thermal resistance between the chip and its surroundings and limits the chip packing 
density on the substrate, thereby increasing the length of the connections between chips.  
These longer interconnects are associated with higher latency, increased power 
dissipation, and greater losses.  Even with the latest advances in heat sinks, forced-air 
cooling cannot effectively dissipate the heat flux values projected over the next decade 
and so cannot maintain the next generation of ICs at their specified operating junction 
temperatures.   
 Future IC designs will therefore require new thermal management technologies 
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beyond forced-air convection.  Single-phase forced liquid (Tuckerman and Pease, 1981) 
and two-phase evaporative (Hidrovo et al., 2006) cooling are both promising alternatives 
because they can accommodate much higher heat loads.  Furthermore, as the overall size 
of the ICs becomes smaller, the size of the cooling channel should also become smaller.  
To accommodate these projected heat flux values, a microchannel heat sink with a 
footprint of a few square centimeters will require a three-dimensional network of up to 
several hundred microchannels connected by numerous manifolds.  The mainly steady, 
laminar and fully-developed flows in such networks can of course be numerically 
simulated, giving accurate estimates of the thermal performance of microchannel heat 
sinks.  Nevertheless, these computations require significant time because of the geometric 
complexity of the networks and are further complicated by spatial variations in the heat 
flux incident upon the heat sink due to chip ―power maps,‖ or the variations in the power 
dissipated by the IC because it is comprised of a variety of materials with different 
thermal properties.   
An alternative approach to designing heat sinks that force liquid-phase coolant 
through a complex array of microchannels is to use reduced-order modeling of these 
networks based on local heat transfer correlations.  By Newton’s Law of Cooling, the 
local heat flux q normal to the wall is proportional to the difference between the local 
surface and mean (bulk) fluid temperatures Ts and Tm, respectively.  
  s mq h T T        (1) 
where h is the local convective heat transfer coefficient (HTC).  Developing local heat 
transfer correlations for various geometries therefore requires accurate measurements of 
the wall and mean (bulk) fluid temperatures.   
Although a variety of techniques such as infrared thermometry, surface-mounted 
micro-resistance temperature detector and temperature-sensitive diode arrays (Jang et al., 
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2003 and Han and Kim, 2008), and even temperature-sensitive surface layers (Samy et al., 
2008) have been used to measure Ts, these are not appropriate for measuring coolant 
temperatures since they disturb the flow of coolant.  Moreover, resistance and diode 
temperature sensors can only measure temperatures at a single point.  Measuring 
temperatures at multiple points is of course feasible using an array of such sensors, but 
fabricating such an array is quite involved.  Thus, there are few practical techniques that 
can accurately measure mean fluid temperature fields with micron-scale resolution 
without disturbing the flow of coolant. 
 The aim of this thesis is to develop and apply non-intrusive liquid-phase 
thermometry techniques where liquid temperatures are determined from variations in the 
intensity of fluorescent and/or photoluminescent tracers dissolved or suspended in the 
liquid with O(1 m) spatial resolution  These techniques can be used to determine local 
heat transfer correlations in microchannel arrays that consider thermal coupling between 
the channels for reduced-order modeling and to evaluate the performance of new thermal 
management technologies.   
The specific research objectives of this doctoral thesis are to:  
 Develop dual-tracer fluorescence thermometry to measure 2D liquid-phase 
coolant temperature fields with a spatial resolution of O(1 m); 
 Use fluorescence thermometry with evanescent-wave illumination to measure 
liquid-phase temperatures well within 1 m of the wall, or effectively the wall 
surface temperature distribution; 
 Evaluate and apply these thermometry techniques by estimating local heat transfer 
coefficients in steady laminar Poiseuille flow through a heated channel; 
 Quantify the accuracy of these techniques by comparing the experimental data 
with numerical predictions from the commercial computational fluid dynamics 
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(CFD) software package FLUENT. 
1.2 Thermal management in ICs 
A major application of these techniques is in thermal management for 
microelectronics, since the performance and reliability of ICs is a strong function of their 
operating temperatures.  This section briefly summarizes current thermal management 
issues on electronic devices. . 
As feature size decreases and package density increases, ICs are quickly reaching 
their maximum allowable temperatures.  Overheating the circuits by operating above this 
maximum value leads to slower operation and device failure.  For example, the mean-
time-to-failure due to electro-migration effects decreases exponentially as temperature 
increases (Tsai and Kang, 2000).  Tsai and Kang showed that the current drive capability 
of metal-oxide-semiconductor transistors, which determine the switching time of 
transistors between turn-on and turn-off operations, decreases about 4% for every 10 C 
increase in temperature, while interconnect delays, which reduce the circuit speed, 
increase approximately 5% for every 10 C increase.  Cheng et al. (1998) demonstrated 
that the combination of an increase in operating temperature and a nonzero temperature 
gradient from poor circuit design caused logic faults that led to the malfunction of the 
entire device.  Gurrum et al. (2004) showed that the non-uniform temperature 
distributions lead to a clock skew, or a loss of synchronization in the clock signal 
between electronic components.  Moreover, higher operating temperatures can increase 
the thermal fatigue per cycle for certain materials and thereby speed up thermally-driven 
failures such as corrosion, cracking, and void formation. 
In particular, interconnect performance and reliability decrease as the operating 
temperature increases.  The resistivity of metal interconnect increases with temperature, 
decreasing signal propagation speeds and leading to Joule heating that generates an 
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additional increase in the interconnect temperature (Ajami et al., 2005).  More 
importantly, these temperature-induced effects combine to cause circuit failure (Joshi et 
al., 2003).   
Numerous ways to dissipate heat and remove it from the appropriate regions to 
maintain electronic devices within their desired operating temperature range have 
therefore been developed over the last thirty years.  The most common thermal 
management technologies include single-phase liquid cooling, two-phase evaporative 
cooling, thermosyphons, and heat pipes. 
Tuckerman and Pease (1981) first introduced forced-liquid cooling using 
microchannels, and showed that this could dissipate more heat than conventional forced-
air cooling.  Vafai and Zhu (1999) proposed a two-layered microchannel heat sink with 
countercurrent flow to reduce the temperature gradient along the axial direction.  Their 
analysis of the thermal performance and temperature distribution showed that the 
streamwise temperature rise over the partially-heated base surface was significantly 
reduced about 300% less for the two-layered design than for a single layer design.  Wei et 
al. (2007) fabricated stacked microchannel heat sinks composed of micro-fabricated 
networks of three-dimensional (3D) microchannels that featured both counter- and 
parallel flow to maximize the flexibility of the design.  Their results showed that the total 
thermal resistance, defined as the ratio of the maximum temperature difference to the 




/s produced a 13 % higher 
thermal resistance than a parallel flow arrangement at the same flow rate.  The difference 




/s was, however, 
negligible.  Overall thermal resistances of less than 0.1 C/W were achieved for both 
counter- and parallel flow, suggesting that this design was a significant improvement 
over the forced-air cooling used at present.  
The main limitation of single-phase cooling is the large pressure drop across the 
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flow channel associated with an increase in heat transfer rate either due to the increase in 
flow rate or the reduction in hydraulic diameter.  Since evaporative cooling using a 
coolant with a high latent heat of vaporization can achieve much higher heat dissipation 
rates than single-phase liquid cooling at similar flow rates, several studies have been 
conducted to explore two-phase flow characteristics in the channel.  Peng and Wang 
(1993) experimentally investigated the flow boiling of subcooled water flowing through a 
0.6 mm  0.7 mm rectangular microchannel.  They showed that nucleate boiling and heat 
transfer performance were enhanced in microchannels compared to normally-sized 
channel.  Jiang et al. (1999) examined the boiling process in microchannel heat sinks 
with channel hydraulic diameters Dh = 40 m and 80 m and observed different phase-
change mechanisms for different channel diameters.  The same authors later studied 
boiling mechanisms in microchannel with Dh as small as 26 m by flow visualization and 
2D temperature field measurements along the streamwise direction at the centerline 
during forced-convection boiling experiments (Jiang et al., 2001).   
Furthermore, Koo et al. (2005) numerically simulated the performance of a 3D 
microchannel network for cooling ICs, and predicted a heat removal capacity as great as 
135 W/cm
2
 within a 3D architecture at a maximum circuit temperature of 85 C.  Hidrovo 
et al. (2006) focused on understanding of two-phase boiling flows in microchannel for IC 
cooling as well as flow behavior and transport for liquid water management in fuel cell 
applications.  For flow at a flow rate of 0.1 mL/min through a single 50 m-wide by 
70 m-deep by 20 mm-long microchannel hated by an aluminum heater, they claimed 
that two-phase flow of water could be obtained at 2.12 W of input power to the heater 
based on temperature measurements in the channel, since the temperatures exceeded 
100 C, indicating the presence of water vapor.  However, only single-phase liquid flow 
was observed at lower input powers of 1.32 W or less, and the pressure drop across the 
channel initially decreased as the input power increased, though larger input powers did  
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increase the pressure drop.  Koo et al. conjectured that increase in pressure drop 
corresponded to the onset of boiling, resulting in phase change requiring higher pressures 
to accelerate the low-density vapor to maintain constant mass flux. 
An alternative cooling technique, the ―digital microfluidic‖ platform, manipulates 
discrete droplets using electrowetting (i.e., dynamic modification of the wetting 
properties of a dielectric surface by applying an electric field).  Paik et al. (2008) showed 
that a large number of discrete water drops of volumes ranging from microliters to 
nanoliters could be used to reduce the temperatures of hot spots initially at 70−90 C by 
up to 60 C. 
Over the last three decades, heat pipes have been a leading thermal management 
technology due to advantages such as no moving parts, lower pressure drop, cost-
effectiveness (compared with other technologies), and compactness.  Heat pipes are 
sealed pipes or tubes made of high thermal conductivity materials such as copper or 
aluminum with an inner lining of wick-like capillary material and a small amount of 
working fluid at pressures below ambient.  They remove heat by vaporizing liquid by 
absorbing heat at the hot end, then returning the resulting vapor to the cold end by 
Continuity, where it condenses, then driving the resulting liquid back towards the hot 
end, where the cycle starts all over again, through the pores in the wick by capillary 
pressure. 
More recently, a number of studies have considered micro heat pipes (Mallik and 
Peterson, 1995, Tsai et al., 2004), where the wick is replaced by an array of 
microchannels.  Mallik and Peterson (1995) experimentally investigated the cooling 
performance of vapor-deposited micro-heat pipe arrays of 34 and 66 pipes occupying 
0.75% (A) and 1.45 % (B), respectively, of the cross-sectional area occupied by the heat 
pipe over entire silicon substrate at steady-state condition.  Micro-heat pipe 
configurations A and B reduced the maximum surface temperature by 24.4% and 29%, 
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respectively, and the temperature gradient across the chip by 27.4% and 41.7%, 
respectively.  Furthermore, the effective thermal conductivity of configuration B was 
improved by up to 47.1.  The same authors subsequently studied the transient thermal 
response of the same heat pipe (Peterson and Mallik, 1995).  Their results showed that 
silicon (Si) wafers cooled by micro heat pipe arrays reduced thermal time constants by up 
to 3045% compared with values for Si wafers without micro heat pipes, due presumably 
to the enhancement in effective thermal conductivity caused by the phase change 
occurring in the micro heat pipe array. 
Recently heat pipes using nanofluids, or nanoparticle suspensions, have been 
studied by a number of groups.  Tsai et al. (2004) studied nanofluids containing 2−75 nm 
diameter gold nanoparticles suspended in deionized water at five different volume 
fractions in commercially available circular heat pipes made of copper with a length of 
170 mm and an outer diameter of 6 mm.  The thermal resistance of the heat pipes ranged 
from 0.17 C/W to 0.215 C/W for different particle sizes, and the thermal resistance of 
the heat pipe with nanofluids was lower than those with pure deionized (DI) water.  Kang 
et al. (2006) used a 1−100 mg/L nanofluid containing 35 nm diameter silver 
nanoparticles in pure water in 211 m217 m deep grooved circular heat pipes and 
showed that the nanofluid reduced wall temperatures up 1.5 C under various heat loads 
from two 120 W heaters compared with pure water.  They also obtained an 80% 
reduction in thermal resistance compared with the same heat pipe using DI water.  
Two-phase thermosyphons consisting of an evaporator and a condenser have also 
been used to cool microelectronic devices.  Thermosyphons differ from heat pipes in two 
ways: 1) unlike heat pipes, they have no wicks and hence rely on gravity (vs. capillary 
forces) to return the condensate to the evaporator; and 2) thermosyphons depend, at least 
initially, on nucleate boiling, whereas heat pipes vaporize the fluid from a large interface 
between liquid and vapor.  Thermosyphons often therefore require a significant 
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temperature difference to initiate boiling.  Pal et al. (2002) used a two-phase 
thermosyphon to cool the microprocessor of a Hewlett-Packard Vectra VL800 desktop 
computer and was able to dissipate more than 50% of the total power consumed by CPU. 
Evaluation of the cooling performance of such devices, however, is mainly 
determined by the heat flux or heat transfer coefficient calculated from the wall surface 
and fluid temperatures.  These temperatures are also used to determine the thermal 
resistance and the heat removal rate.  Therefore, accurate temperature data are important 
in evaluating and designing new thermal management technologies and in quantifying the 
thermal management requirements of microelectronic devices.  Beyond the importance of 
accurate measurements for wall and bulk fluid temperatures, it is also important to 
accurately measure temperatures at finer spatial resolutions since the heat transfer in 
channel flows usually increases as the overall size of the channel decreases.  The next 
section briefly summarizes the literature about heat transfer characteristics of 
microchannel flows.  
1.3 Why can microchannel flows efficiently cool electronic circuits? 
In most cases, the hydraulic diameter of a microchannel is small enough that the 
flows through such channels are laminar.  In fully-developed laminar single-phase flow, 
the Nusselt number (Nu), a dimensionless number defined as the ratio of the convective 
heat transfer to the conductive heat transfer across the boundary, is constant for a given 





       (2). 
For constant Nu, the convective heat transfer coefficient h will in general increase as the 
channel hydraulic diameter D decreases for otherwise identical boundary conditions at 
fixed thermal conductivity of the fluid, k (Wang et al., 1994).  The friction factor f, which 
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is the nondimensional pressure drop, in fully-developed laminar flow varies inversely 
with Re, and the pressure drop is inversely proportional to D
4
 in laminar fully-developed 
flows.  Increasing h by decreasing D is therefore associated with a severe penalty in terms 
of increased pressure drop. 
 A similar analysis also applies for turbulent flows.  In both laminar and turbulent 
flows, the two parameters of interest are then the heat transfer coefficient and the friction 
factor.  Most of studies about microchannels in the literature report these two parameters, 
how the values of these parameters may or may not deviate from classical theory, and the 
effect of these parameters on heat transfer performance.  Overall, the literature is 
inconclusive regarding how a decrease in the characteristics length of the channel affects 
heat transfer performance.  The next few paragraphs summarize the somewhat 
inconclusive previous studies on the heat transfer characteristics of microchannels in 
single- and two-phase flow. 
 An early investigation of heat transfer in microchannels using single-phase flow 
was conducted by Wu and Little (1984), who studied the flow of nitrogen gas through 
rectangular channels with hydraulic diameters around 150 m.  They found that the 
transition from laminar to turbulent flow occurred at lower Re than for larger, 
macroscale, ducts.  For most Re, the HTC were found to be higher than expected from 
classical theory although Wu and Little did not report actual numerical values for h.  
Peng and Peterson (1995) investigated heat transfer and pressure drops in water flowing 
through arrays of rectangular microchannels with different aspect ratios for D = 200–
800 m at Re = 50–4000.  They also found that transition to turbulence occurred at lower 
Re than at the macroscale, and that h more than doubled as the cross-sectional dimensions 
of microchannel decreased from 800700 m
2
 to 200700 m
2
.  Peng and Peterson 
explained their observations by suggesting that heating such small channels creates a 
large change in the liquid temperature and hence a dramatic change in the thermophysical 
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properties of the flowing liquid, enhancing heat transfer. 
Zhuang et al. (1997) then studied convective heat transfer due to impingement 
flow of transformer oil (Pr = 200–400) and the dielectric coolant FC-72 (Pr = 15) in two-
dimensional microchannels at Re = 70–4807.  Their experimental data showed ~120% 
and 225% enhancement of local Nu for both fluids compared with classical predictions 
and also suggested that the average HTC was at least six times greater than expected for 
similar macroscale flows.  Adams et al. (1998) carried out experiments on the turbulent, 
single-phase forced convection of water flowing through circular channels of diameters 
100 m1.09 mm and found both h and Nu were higher than values predicted by 
standard correlations, reporting Nu values that were up to 2.5 times the predictions from 
the Gnielinski correlation at Re = 210
4
.  Jiang et al. (2001) measured volumetric heat 
transfer coefficients in a channel of nominal width and depth of 200 m and 600 m, 
respectively, in micro-heat-exchangers with either microchannels or porous media.  The 
volumetric heat transfer coefficients for water flowing through the micro-heat-exchangers 
with microchannels were as much as 10
4
 times greater than the values for conventional 
plate heat-exchangers.  However, the HTCs for a heat exchanger with a porous medium 
had a HTC that was only double that of the design with microchannels alone, presumably 
due to the enhanced thermal transport in the porous medium, and this improvement in 
thermal performance came at the cost of higher pressure drops. 
Other studies have reported instead that h and Nu in microchannel flows are lower 
than the values predicted by classical correlations.  Harms et al. (1999) examined the 
single-phase forced convection of water flowing through 68 parallel rectangular 
microchannels approximately 1000 m deep and 251 m wide at Re = 173–12900, and 
reported that although their experimentally determined Nu for turbulent flows agreed 
reasonably well with conventional theory, Nu was significantly lower than theoretical 
values for laminar flow.  Qu et al. (2000) investigated the heat transfer characteristics of 
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water flowing through trapezoidal silicon microchannel with hydraulic diameters ranging 
from 62−169 m at Re = 100–1500. and reported roughly constant Nu values when a 
constant heat flux was applied over one side wall.  However, the absolute Nu at a given 
Re was around 75% lower than that predicted by conventional theory.  The authors 
suggested that this discrepancy may be caused by surface roughness since the presence of 
the surface roughness will influence the momentum transfer near the wall, which will 
further affect the laminar velocity profile.  Gao et al. (2002) measured HTCs in water 
flowing through a channel 25 mm82 mm0.1−1mm with an adjustable height e at Re = 
200–6000.  They observed that while the local Nu followed the classical laws for e > 
0.4 mm, a significant decrease of the Nu was observed for lower values of e, e.g., for e = 
0.1 mm, Nu was about 60 % smaller than the conventional value.  
Despite these contradictory results on the heat transfer characteristics of 
microchannel flow, some researchers have investigated using single-phase flow through 
microchannel arrays to cool electronic devices and reported heat removal rates of 
100−600 W/cm
2
.  Roy and Avanic (1996), who designed and tested low-cost, high heat 
flux heat exchangers composed of copper tubing with cross-sectional dimensions of 
125500 m12 mm, used their designs to cool high power (of the order of 1000 W/cm
2
) 




/s.  These heat sinks 
could dissipate 200300 W from a solder bonded resistor about 500 m
2
 in area while 
limiting the surface temperature rise to 2030 C.  Aranyosi et al. (1997) used air-cooled 
heat sinks, composed of two microchannels, two wire screens, and porous metal fiber, for 
spot cooling of power packages and dissipated a heat flux of 15 W/cm
2
 at an air flow rate 
of 20 g/s, corresponding to a fivefold enhancement in heat removal capability compared 
with traditional forced air-cooling schemes.  Gillot et al. (2000) fabricated 3D multichip 
heat sinks composed of microchannel arrays and demonstrated that these heat sinks could 
dissipate power densities from 230 to 350 W/cm
2
 with a temperature rise of 35 C in 
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microchip modules.  Perret et al. (2000) investigated the performance of water-cooled 
microchannel heat sinks embedded in a Si substrate, and reported heat removal rates as 
high as 100 W/cm
2
 at an increase of the junction temperature of 60 C. 
The heat transfer in two-phase flow in microchannels has not been studied as 
extensively as that in single-phase flow, but the literature on heat transfer characteristics 
for this case is also inconsistent.  Peng and Wang (1993) experimentally studied the 
boiling heat transfer characteristics for subcooled water flowing through 600 m700 m 
microchannels at Re = 1600–6000.  Their results indicated that the single-phase 
convection and flow boiling characteristics are quite different from those observed in 
larger macroscale ducts.  For example, the convective heat flux in the laminar or 
transitional regime at Re = 1600–6000 in their microchannels was at least comparable to 
the values for turbulent flow at Re = 5090–9160 in macroscale ducts.  Bowers and 
Mudawar (1994) measured pressure drops and critical heat flux values for R-113 flowing 
through D = 2.54 mm and 510 m channel heat sinks that were heated over 1 cm of the 
channel.  Flow boiling using R-113 in mini- and microchannel heat sinks resulted in high 
heat fluxes exceeding 200 W/cm
2
 at low flow rates (Q < 65 mL/min) and pressure drops 
(∆P = 0.32 Bar) compared with single-phase microchannel heat sinks, where a pressure 
drop of 1 Bar was required to achieve a heat flux of 181 W/cm
2
 using water (Tuckerman 
and Pease, 1981).  
Some researchers have also investigated whether the cooling performance of two-
phase microchannel flows can be further enhanced by surface modification of the channel 
wall or by injecting noncondensable gas bubbles.  Adams et al. (1999) studied the effect 
of dissolved noncondensables on convection heat transfer coefficients for subcooled 
forced-flow cooling of water through 760 m diameter microchannels at Re = 
500023000.  The presence of dissolved air was found to increase the heat transfer 
coefficients by as much as 17 % compared with an otherwise identical case with no 
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dissolved air, even though the maximum increase in the coolant velocity due to the 
noncondensable release was only a few percent.  Khanikar et al. (2009) modified the 
bottom wall of a rectangular 370 m  44.8 mm microchannel with 60 nm diameter 
carbon nanotubes (CNT) to see if the CNT would enhance heat transfer.  They observed 
that water flowing through the channel with CNT had a greater HTC than a channel of 
the same size without CNT, and hypothesized that this enhancement was due to the CNT 
arrays both increasing the heat transfer area and serving as very high conductivity fins.   
Fang et al. (2010), who evaluated how wall hydrophobicity affects condensation in 
microchannels, studied the condensation of steam in silicon microchannels with a 
hydraulic diameter of 286 m and different wall hydrophobicities.  Although no 
quantitative comparisons were reported, they observed that the hydrophobic 
microchannel had both higher heat transfer rates and pressure drops compared with the 
hydrophilic channel for the same inlet vapor flux and inlet temperature. 
On the other hand, there are a few studies reporting smaller heat transfer rates at 
the microscale, compared to those at the macroscale.  For example, Lee and Mudawar 
(2008) measured both the pressure drop and heat transfer characteristics of the two-phase 
flow of water through channels with hydraulic diameters of 176–416 m.  Their results 
showed that while smaller hydraulic diameters tend to enhance two-phase cooling 
performance by increasing both mass velocity and wetted area, they can also trigger early 
transition from bubbly to slug flow, and thereby reduce cooling effectiveness. 
In summary, the data reported in the literature are inconclusive for h and Nu in the 
flow in microchannels.  To some degree, these deviations are caused by the difficulties in 
measuring the parameters necessary for the appropriate theoretical calculations (Palm, 
2001).  For example, it is often difficult to nonintrusively measure the bulk fluid and wall 
surface temperatures simultaneously, and these two parameters are necessary for 
determining h and Nu.  The small dimensions of the test section also makes temperature 
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measurements difficult.  However, the majority of the literature has shown that the 
smaller channels are associated with enhanced heat transfer rate.  Accurate thermometry 
techniques at the microscale would help to accurately quantify the improvement in heat 
transfer for such microchannel flows.  Accurate measurements of bulk and wall 
temperature distributions may also help explain why the heat transfer characteristics in 
microchannels deviate from classical theory. 
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CHAPTER 2                                                                                                   
Literature Review 
The primary objective of this thesis is to develop non-intrusive liquid-phase 
thermometry techniques to, if possible, simultaneously measure bulk fluid and wall 
surface temperatures with a spatial resolution of O(1 m).  This chapter reviews current 
thermometry techniques for measuring both bulk fluid temperatures and wall surface 
temperatures, and their respective advantages and disadvantages. 
2.1 Liquid-Phase Thermometry 
This section discusses thermometry techniques for measuring bulk fluid 
temperatures and their respective strengths and weaknesses.  The techniques described 
here include temperature-sensitive laser-induced fluorescence (LIF), themochromic liquid 
crystal (TLC) thermometry, and particle-image thermometry (PIT). 
2.1.1 Laser-Induced Fluorescence Thermometry (FT) 
Perhaps the most commonly used liquid thermometry methods are based on laser-
induced fluorescence (LIF), which can be used to characterize passive scalar 
concentration as well as temperature fields (Nakajima et al., 1990).  Liquid temperatures 
are estimated based on changes in the lifetime or intensity of the emissions from 
fluorescent or phosphorescent species dissolved in the liquid.   
The intensity of a laser beam (Io) propagating through an absorbing medium 
diminishes along its line of propagation.  As described by the Beer-Lambert law, the 
intensity of a beam of light with an initial intensity Io will be reduced by absorption when 
it passes through a small distance dz of a solution of fluorescent dye of molar 







   (2-1) 
where   is the extinction coefficient (Crimaldi, 2008).  The local fluorescence intensity 
from this solution at any point b along the path of this beam of light at a given time is 
then:  
  0( )exp
b
f oI AI LC b Cdz     , (2-2) 
where A is related to the collection efficiency of the imaging system,   is the quantum 
efficiency of the dye, L is the optical pathlength, and C(b) is the local concentration of the 
dye (Walker, 1987).  Hence, high dye concentrations can produce nonlinearities in the 
fluorescence due to absorption related changes in the local value of Io.  However, at low 
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and the exponential function in Eq. (2-2) can be linearized to give: 
 ( ) ( ) ( ),f o oI AI LC b AI LC b g T    (2-4) 
so that the local fluorescence intensity is directly proportional to C(b).  In this thesis, the 
experimentally determined relation between the concentration of fluorescent dye C and 
the fluorescence intensity If is detailed in Chapter 3.  In all cases, the dye concentration C, 
which was constant during a given experiment, was small enough so that Eq. (2-4) is 
valid.   
Since the thesis uses the temperature-sensitive variations in If in Eq. (2-4) from 
certain fluorescent dyes in aqueous solution to estimate temperature fields, the next 
sections briefly review the theory of fluorescence, and how and why fluorescence 
intensity is affected by the solution temperature.  Photobleaching, a phenomenon which 
also affects fluorescence intensity, is also introduced and discussed.  A more detailed 
 20 
introduction to fluorescence is available in the classic text by (Pringsheim, 1949) among 
other references.  
2.1.2 Fluorescence Mechanism 
 When a beam of light passes through a material, its energy can be transferred to 
and/or pass through the material in a variety of forms.  The light can be absorbed, 
reflected, transmitted, and scattered in various ways.  The absorption of photons of light 
by a material excites the molecules of the material to an electronically excited state where 
the absorbed energy can be converted to rotational, vibrational (i.e. heat), or chemical 
energy, or re-emitted as photons with a lower energy, a process known as 
photoluminescence.   
Two different types of photoluminescence, the process by which dye molecules 
absorb electromagnetic radiation and subsequently re-radiate photons of lower energy, 
are fluorescence and phosphorescence.  The major difference between these two types is 
the time over which the photons are re-radiated.  For fluorescence, the absorption of light 
of a particular wavelength is followed by the emission of light of longer wavelengths 
within a few ns.  The term ―fluorescence‖ was coined by the British scientist Sir George 
G. Stokes, who observed this phenomenon when the mineral fluorspar was illuminated 
with ultraviolet light.  Stokes observed that the light emitted by fluorspar had longer 
wavelengths than the ultraviolet illumination, and the difference in wavelength between 
the excitation and emission is known as the ―Stokes shift.‖   
Phosphorescence, on the other hand, is relatively long-lived, with emission 
lifetimes ranging from ms to min (Hu et al., 2006).  The relatively long lifetime of 
phosphorescence makes it possible to filter out any secondary fluorescence excited by 
reflected or scattered illumination by adjusting the time delay between excitation and 
imaging, thereby improving the signal-to-noise ratio (SNR) of the images.  
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Phosphorescent tracers are less commonly used than fluorescent tracers in aqueous 
solution, however, because most phosphorescent tracers require UV excitation, increasing 
both the cost and hazards associated with the illumination, and because phosphorescence 
can be quenched by oxygen, making it difficult to obtain accurate results under typical 
laboratory conditions (Hu et al., 2006). 
The process of fluorescence can be schematically illustrated by a simple diagram 
of the energy states of a ―typical‖ fluorophore as shown in Figure 2.1.  Fluorescence is 
the result of a three-stage process: absorption, existence at an excited state, and emission.  
During absorption, a fluorophore absorbs photons of energy hνEX (where h is Planck’s 
constant and νEX is the frequency of the excitation) incident upon the fluorophore from an 
external light source such as an incandescent lamp or a laser.  This absorbed photon 
excites an electron in the fluorophore molecule from the ground state to a higher energy 
state.  The electron then exists in this excited state for a very brief time, known as the 







Figure 2.1:  A schematic diagram illustrating the processes involved in optical absorption 
and subsequent emission of fluorescence.  
 Fluorescence emission is then the emission of a photon of energy hνEM (where  
νEM is the frequency of the emission) when the fluorophore electron returns to its ground 
state from an excited state.  Because of energy dissipation during the excited-state 
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lifetime, hνEM is generally lower, and the emitted photon has a longer wavelength (by the 
Stokes shift), than that of the excitation.  In general, fluorescence emission will occur if 
the excited photon energy is greater than the minimum energy corresponding to the band 
gap, so the emission spectrum is typically independent of the excitation wavelength.  The 
entire fluorescence process repeats indefinitely as long as photons in the appropriate 
absorption band are available, unless the fluorophore is irreversibly destroyed in the 
excited state (an important phenomenon known as photobleaching, which will be 
discussed later). 
Quantum yield (also known as the quantum efficiency),  , is the ratio of photons 
emitted to the number of photons absorbed, and a measure of the probability of 
fluorescence emission relative to all of the possible pathways for relaxation.  In other 
words,   represents the probability that a given excited fluorophore will produce an 
emitted photon (fluorescence).  In most applications, a high quantum yield is desired; the 
quantum yield of a given fluorophore varies with the temperature, the pH, and polarity of 
the solvent, and the concentration of the fluorophore in the solvent.    
2.1.3 How Fluorescence and Lifetime is Affected by Changes in Temperature 
 As temperature increases, the fluorescence from most fluorophores decreases, 
although the degree of temperature sensitivity varies among fluorophores.  Variations in 
the fluorescence emission can be considered to indicate changes in molecular activity 
with temperature, which suggests that increasing temperature increases molecular motion 
and collision, and hence decreases the rate of fluorescence, since the rate of radiative and 
nonradiative decay of electronically excited organic molecules in solution usually 
depends on the solution temperature.   
The emissions from fluorescent solutions can be affected by temperature by a 
variety of mechanisms.  First, the rate of collisional quenching, which can reduce 
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quantum yield by increasing non-radiative decay of excited electrons to the ground state, 
increases as the viscosity of the medium decreases, and the viscosity of liquids generally 
decreases as temperature increases.  Thus, the collisional quenching of fluorescence can 
lead to significant decreases in   as temperature increases.  Second, an increase in 
temperature usually increases chemical reaction rates, including the rates of the 
transitions between energy levels involved in fluorescence.  The probability that 
fluorescence will occur, i.e., that an electron will be excited and then decay back to its 
ground state and emit a photon, .will therefore decrease as temperature increases. 
The temperature-dependent portion of If,  g T , in Eq. (2-4) depends on the 
quantum yield and the extinction coefficient of the fluorophore.  The change in 
fluorescence intensity If with temperature is therefore mainly due to the variations in  , 
since   is a weak function of temperature for most organic dyes (Kim et al., 2003).   
On the other hand, the lifetime of a fluorescence or phosphorescence can also 
extract temperatures from the temperature dependence of intensity decay of the 
temperature probes.  Generally, the intensity decay of photoluminescence can be 
described by a single exponential function: 
   exp{ / }oI t I t    (2-5) 
where the lifetime  refers to the time when the intensity drops to 1/e (approximately 37 
percent) of the initial intensity Io and the lifetime is dependent on temperatures.  Hence, 
temperatures can be measured by evaluating the characteristics of the intensity decay of 
the temperature probes with temperatures.   
Photobleaching refers to the phenomenon where a fluorophore loses the ability to 
fluoresce due to over-exposure to excitation.  Photobleaching occurs due to photon-
induced chemical damage and chemical reactions, and is partially reversible in that some 
of this ―lost‖ fluorescence is recovered some time after the excitation ceases.  The 
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average number of required excitation and emission cycles for a particular fluorophore 
before significant photobleaching occurs varies with the type of fluorophore and its local 
environment, and varies by orders of magnitude.  In general, photobleaching can be 
reduced by reducing the excitation energy or by limiting the time over which the 
fluorophore is exposed to excitation, at the cost of course of reducing the emitted 
fluorescence.  Photobleaching should be negligible here because the flow of a 
fluorophore solution is imaged in these studies, so the fluorophore molecules, which are 
convected by the flow through the region illuminated by the excitation, are exposed to the 
excitation for only a brief interval (2−5 s).  
In summary, fluorescence is a three-step process where an electron in a fluorophore 
molecule at the ground state is excited to a higher energy level by absorbing a photon at 
an appropriate excitation wavelength, remains up to a few ns at the excited higher-energy 
state, then decays back to the ground state by emitting a photon at a longer wavelength 
than the excitation.  Both fluorescence intensity and fluorescence lifetime are single-
valued function of the temperature of a fluorescent solution at a fixed concentration, and 
so variations in either property can be used to estimate the temperature of the solution. 
The next section reviews previous work on intensity-based and lifetime-based 
fluorescence thermometry.  
2.1.3.1 Intensity-Based Fluorescence Thermometry (FT) 
Liquid temperatures are most often estimated from changes in the intensity of the 
emissions from temperature tracers.  In these methods, the emission from one or more 
fluorophores such as fluorescein (Fl), rhodamine B (RhB), and sulforhodamine B (SrB) 
in aqueous solution over one to three distinct wavelength bands are recorded, and used to 
estimate the temperature of the solution.  The accuracy and spatial resolution of the 
temperature data then depends on the number of tracers, the number of wavelength bands 
imaged, and the details of the optical setup.  This section describes intensity-based FT 
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techniques. 
2.1.3.1.1 Single Tracer and Single Wavelength Band Techniques 
Perhaps the most popular temperature tracer is RhB, a water-soluble fluorophore 
with a fluorescent intensity If in Eq (2-4) that decreases markedly with increasing 
temperature (Coppeta and Rogers, 1998).  In its simplest implementation, intensity-based 
thermometry estimates temperatures from the change in fluorescence intensity from one 
tracer imaged over a single wavelength band.   





 to excite RhB in natural convection in a cavity at a Grashof number Gr = 
4.5  10
7
.  By using this laser, they were able to examine a larger area of the flow 
compared with the more commonly used argon-ion lasers.  The maximum uncertainty, 
which included the photobleaching of RhB at their high laser powers and re-absorption 
effects, was 1.7 C.  Seuntiëns et al. (2001) applied this technique to measure the 
instantaneous 2D temperature field in the wake of a heated cylinder (8.5 mm in diameter 
and 495 mm in length) using 4  10
-7
 mol/L RhB, and measured temperature of 20−35 C 
with an accuracy of ±0.1 C at a spatial resolution of 230 m220 m using 8 bit CCD 
camera.   
These methods have also been used to measure liquid temperatures with 
microscale resolution.  Ross et al. (2001) used RhB to measure temperature fields and 
quantify the effects of Joule heating in the electrokinetically pumped flow of water 
through trapezoidal channels with cross-sectional dimensions of 20–75 m  30 m and 
50 m diameter capillaries.  Fluid temperatures ranging from 22 C to 90 C were 
measured with a precision ranging from 0.03 C to 3.5 C, depending upon the extent of 
temporal and spatial averaging.  Lavieille et al. (2000) used RhB to estimate the 
temperatures of monodisperse 200 m diameter evaporating ethanol droplets with a 
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random error of 1 C.  Fu and Li (2006) used RhB excited at a wavelength of 488 nm to 
visualize temperature gradients in an on-chip 50 m  550 m  28 m microheater 
consisting of a resistance wire heater embedded in a PDMS chip. 
The most commonly used transparent materials in microfluidic devices are silicate 
glasses and PDMS (polydimethylsiloxane).  However, most of the fluorophores in the 
rhodamine family, including RhB, have at least some adsorption on negatively charged 
glass and PDMS surfaces due to their zwitterionic characteristics in solution (Ramette 
and Sandell, 1956).  This absorption, by changing the fluorescence intensity, can 
introduce large errors in intensity-based fluorescence thermometry.  Samy et al. (2008) 
therefore embedded RhB in a thin PDMS film and used this film, sandwiched between 
two glass substrates, as the ―lid‖ for a PDMS-glass microchannel to measure surface 
temperatures.  The largest discrepancy between their experiments of Joule heating in this 
channel and their numerical simulation was 4 C.   
A number of temperature-sensitive fluorophores other than RhB have been used 
as well.  Sato et al. (2003) used Tris(bipyridine)ruthenium(II), which is excited by 
ultraviolet light, immobilized in a surface layer of SU-8 photoresist, to measure 2D 
temperature fields in a T-shaped microchannel.  They reported that this film had a 
temperature sensitivity, measured in terms of the change in intensity per K, of −3%/C 
and estimated their temperature uncertainties based on 95% of confidence levels was 1.2 
C at a spatial resolution of 5 m.  Motosuke et al. (2009) used a mixture of 0.1 mM Fl 
and 1 mM Brilliant Blue FCF in a tetraborate buffer solution to measure temperature 
distributions in a 500 m 50 m 50 mm borosilicate glass microchannel heated by a 
diode laser beam at 635 nm with an uncertainty of 0.5 C at a spatial resolution of 530 
nm. 
The major practical disadvantage of single tracer intensity-based FT is that 
variations in If can (cf. Eq. 2-4) be due to variations in C and Io as well as T.  It is difficult 
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to have spatially uniform illumination of the region of interest, especially if absorption is 
significant, and it is also in many cases difficult to have steady illumination because of 
variations in the laser power output and/or imperfections in the components of the optical 
system (e.g.  mirrors, lenses, and filters).  We next briefly review liquid thermometry 
techniques that use the emissions from two dyes (at different wavelength bands), or a 
single dye at two or three different wavelength bands, to overcome the weaknesses of the 
single-tracer technique. 
2.1.3.1.2 Dual-Tracer FT 
Dual-tracer fluorescence thermometry (DFT), the most common method to 
decouple variations in If due to changes in T from those due to changes in Io, uses two 
different tracers, A and B, with different emission bands.  The temperature of the solution 
containing both fluorescent species is determined from the ratio of the intensities imaged 
over two distinct spectral bands, where each spectral band is selected to isolate the 
emissions from one of the two tracers.  Since the species is excited by the same 
illumination (so 
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Coppeta and Rogers (1998), who first described such a ratiometric scheme, which they 
called dual emission laser-induced fluorescence (DELIF), considered nine different 
water-soluble dyes.  They then demonstrated DELIF by to directly measure temperature 
fields using 5  10
-7
 mol/L Fl and 8  10
-7
 mol/L RhB in a thermal plume with a standard 
deviation of 1.8 C, or 2.5% of the ratio of the Fl and RhB emissions. 
Sakakibara and Adrian (1999) used a similar technique, which they called two-
color LIF, to measure nearly instantaneous three-dimensional water temperature 
distributions by scanning a laser light sheet.  Using RhB and Rh110, which had 
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temperature sensitivities based on changes in intensity per C change in solution 
temperature of 2.3 %/C and 0.13 %/C, respectively, they reported random errors, 
mainly due to random noise in their image acquisition system, of ±1.4 C (95 % 
confidence level) and maximum bias errors of 1.3 C for their measurements in a stably 
stratified layer.  The same authors later (Sakakibara and Adrian, 2004) used the same 
technique to study turbulent Rayleigh-Bénard convection, where a horizontal layer of 
fluid is heated from below and cooled from above.  Using two high-resolution 14-bit 
monochrome CCD cameras (vs. to the 8-bit cameras used in their previous study) and 
improved post-processing techniques, they were able to reduce the uncertainty in their 
temperature data by nearly an order of magnitude to 0.17 K.   
Recently, DFT has also been used to measure temperature fields at the microscale.  
Kim et al. (2003), who used RhB and Rh110 in what they called ratiometric 
thermometry, measured steady-state temperature fields in buoyancy-driven flow inside a 
1 mm  10 mm  45 mm closed test cell under conditions where the product of the 
Grashof and Prandtl numbers varied from 86 to 301.  Reported standard deviations of the 
temperature calibration in 95 % confidence level range from ±1.967 C for the 150 m  
100 m calibration field-of-view to 0.412 C for the 1200 m  800 m.  Also, the 
deviations of the measured temperature from the numerical predictions were 2.3 C and 
0.92 C at a spatial resolution of 19 m  19 m and 76 m  76 m, respectively.  
Natrajan and Christensen (2009), who used Q-switched Nd:YAG laser pulses providing 
sufficient illumination intensity over timescales much shorter than those of thermal 
transport at microscale to excite RhB and sulforhodamine 101 (SrB101), measured 
steady-state temperature gradients created by hot and cold thermal reservoirs across an 
array of parallel microchannels.  The temperature sensitivities of the ratio of RhB and 
SrB101 emissions in ethanol and aqueous solutions were −1.5 %/K and −2.7 %/K, 
respectively.  The standard deviations in Natrajan and Christensen’s temperature data 
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were as great as 0.6 °C and 0.5 °C in ethanol and water, respectively, at a spatial 
resolution of about 22 m.  Fogg et al. (2009) used RhB/Rh110 to measure liquid-phase 
temperatures ranging from 35 C to 100 C in a two-phase microscale flow where air was 
injected into a heated microchannel.   
 Jeong et al. (2009) combined DFT with confocal laser scanning microscopy, 
which images only the light (here, fluorescence) from a small volume around the focus of 
the imaging system, to measure liquid temperatures in a heated microchannel.  They used 
RhB/Rh110 in methanol to measure the temperature distribution across a 240 m deep 
channel heated at the top; the bottom was simply exposed to ambient conditions, and 
estimated that the uncertainty in their intensity ratio measurements were 1% and 7% at 0 
m and 240 m from the top and bottom of the channel, respectively. 
The majority of DFT studies use a temperature-sensitive species, e.g. RhB, and a 
temperature-insensitive species, such as Rh110.  As pointed out by Sutton et al. (2008), 
however, the accuracy of DFT can be further improved by using two temperature-
sensitive species whose temperature sensitivities are ―inverted.‖  They showed that 
fluorescein 27 (Fl27) in aqueous solution had a temperature sensitivity of about 3.5 %/C 
over a temperature range of 20−80 C when excited by a 532 nm Nd:YAG laser pulse, 
and that DFT using the ratio of emissions from FL27 and RhB or FL27 and SrB had 
temperature sensitivities of 6.5%/C and 7%/C, respectively, vs. ~2%/C for the 
combination of RhB and Rh101.  Shafii et al. (2009), who used instead Fl/SrB to measure 
temperature fields in the unidirectional solidification of aqueous ammonium chloride 
chilled from the bottom, reported that the temperature sensitivity of this combination was 
~4%/C over a temperature range of 4−20 C, and that their in-situ measurement 
uncertainties were 0.8 C for a single image frame, decreasing to 0.25 C for the average 
of 10 consecutive frames.   
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2.1.3.1.3 Single Dye and Two Wavelength Bands 
Although DFT can decouple variations in If due to changes in T from those due to 
changes in Io, it cannot account for variations in dye concentration in, for example, an 
evaporating flow because the tracers may have different solubilities.  Liquid temperatures 
in evaporating droplets, among other applications, can instead be estimated from the ratio 
of the emission intensities from a single dye imaged over two different wavelength bands.   
Lavielle et al. (2001) developed what they call two-color LIF, where the ratio of 
the fluorescence emissions from RhB over two different wavelength bands, 520540 nm 
and >590 nm, was used to isolate the variations in the signal due to temperature changes.  
They demonstrated that they could measure temperatures with an absolute accuracy of 1 
C of absolute accuracy in streams of monodisperse 100 m and 200 m diameter 
evaporating or combusting ethanol droplets.  Wolff et al. (2007) applied the same 
technique to spray combustion in automotive engines.   
Deprédurand et al. (2008) used pyrromethene 597-8C9 as the temperature tracer 
because its emission spectrum, unlike those of RhB or SrB, is independent of the pH of 
the solution.  They estimated the error in their temperature data in experiments modeling 
spray combustion where monodisperse droplets made of different fuels (dodecane, 3-
pentanone, ethanol and a mixture of ethanol and 3-pentanol) were injected into a hot air 
chamber at 645 K to be 1.5 C.  Castanet et al. (2003) extended the technique to 
measurement of temperature fields within a single droplet with an estimated absolute 
accuracy of 1 C by scanning a small 20  20  57 m
3
 probe volume through a 200 m 
diameter drop.  Castanet et al. (2007) used this technique, along with acetone planar LIF 
to measure fuel vapor concentrations, to study the two-phase flow of an evaporating 
droplet stream for temperatures as great as 75 C.  Finally, Bruchhausen et al. (2005) 
used two-color LIF to measure instantaneous two-dimensional temperature fields in a 
heated turbulent jet injected into a co-flowing stream. 
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2.1.3.1.4 Single Dye and Three Wavelength Bands 
Finally, Lavieille et al. (2004) extended their two-color technique to imaging the 
emissions from RhB over three ―colors,‖ or wavelength bands.  Although two-color FT 
can isolate variations in If due to changes in T from those due to changes in Io and dye 
concentration, the accuracy of FT measurements over large optical pathelengths can be 
affected by reabsorption of the fluorescent emissions, especially since the amount of 
reabsorption varies between the two bands.  The intensity of the emissions over the three 
different wavelength bands (1, 2, and 3) was combined to give two different ratios (1 to 3 
and 2 to 3, for example) to quantify the amount of reabsorption and correct for this effect, 
and they were able to measure temperatures in a heated jet over optical pathlengths as 
large as 80 mm with measurement errors of 0.5 C.   
Maqua et al. (2006) used the same technique to measure transient temperatures in 
moving evaporating ethanol-acetone droplets with an accuracy of about 1.5 C.  
Comparison with numerical simulations shows that the experimental results and the 
numerical results follow a similar trend, although there are significant discrepancies due, 
at a minimum, to the assumptions made in the simulations (the heat and mass transfer 
within the droplets are assumed to be spherically symmetrical; the calculation starts with 
uniform temperature and composition distributions; and the physical properties of the 
acetone-ethanol mixture, such as binary diffusion coefficient, and their variations with 
temperature are not well-known).  
2.1.3.2 Fluorescence Lifetime or Phosphorescence-Based Thermometry 
Although the intensity-based thermometry technique is the most well-known 
technique to measure liquid phase temperatures, the dependence of fluorescence lifetime 
on temperatures has been also utilized to estimate liquid temperatures in several 
applications.  Mendels et al. (2008) developed fluorescence lifetime imaging microscopy 
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(FLIM) for SrB and validated their method by comparing their experimental results to 
predictions from finite-volume simulations for the mixing of water at two different 
temperatures and the mixing of methanol with a water-methanol mixture.  They reported 
that the lifetime of SrB emissions varied from 0.4 ns to 1.8 ns over a temperature range of 
2090 C in laminar flows at Re  10.   
Phosphorescent emissions, which typically have longer lifetimes than fluorescence, 
have also been used to measure temperature fields.  Thomson and Maynes (2001) 
measured liquid temperatures using the emissions from the phosphorescent 
supramolecule 1-bromonaphthalene bound inside a ―cup‖ of mono glucosyl--
cyclodextrin sealed by an alcohol ―lid‖ (1-BrNp.Gb-CD.ROH).  They measured 
temperatures of 2353 C in a horizontal tube with laminar buoyant mixing at Re = 200 
and reported experimental uncertainties of 1.01.5 C.  Hu and Koochesfahani (2003) 
developed the molecular tagging thermometry (MTT) technique, and used it to obtain 
simultaneous temperature and velocity measurements in a pulsed jet of water at T = 25 C 
discharging into ambient fluid at T = 36 C.  The estimated temperature uncertainty was 
less than 0.25 C for T = 20−50 C.  Hu et al. (2006) further developed the MTT 
technique to have an adjustable temperature sensitivity, and reported that their method 
had a temperature sensitivity, measured in terms of variation in emission lifetime per C, 
of 18.2 %/C.  The random error in their MTT temperature data obtained in the wake of a 
heated cylinder at Ri = 0.36 was estimated to be 0.2 C based on 95 % confidence levels. 
2.1.4 Thermochromic Liquid Crystal Thermometry 
 Although TLCs are mainly used to measure wall surface temperatures, TLCs have 
also been used in a few applications to measure liquid temperatures.  Ozawa et al. (1992) 
used 10−20 m diameter encapsulated TLCs to visualize the temperature and velocity 
fields in natural convection in a 40 mm  40 mm  6 mm Hele-Shaw at Rayleigh 
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, reporting isotherms from 28 to 30 C at 0.3 C intervals 
and velocity magnitudes in the cell of 2−3 mm/s.  Hiller et al. (1993) used TLC to 
investigate the transient natural convection of a water-glycerin mixture under conditions 
where both convection and conduction are significant in a cubical cavity at Ra = 1.66  
10
5
 and Prandtl number Pr = 1109 based on the cavity dimension   
Thermochromic liquid crystals have also been used as particle-image velocimetry 
(PIV) tracers to simultaneously obtain velocity and temperature data.  Kowalewski 
(2001) used 50 m unencapsulated TLC to measure 2D temperature and velocity fields in 
natural convection flows generated from a temperature gradient between a heater and the 
bulk fluid, and obtained temperature uncertainties of 0.15 C for temperatures T = 2−5 C 
in the red-green color range of his TLC and 0.5 C for T = 5−8 C in the blue color range.  
The different accuracies in temperature were due to the nonlinear relationship between 
reflected color and temperature.  Dabiri and Gharib (1996) visualized flow patterns, 
vorticity fields, and temperature fields using encapsulated TLCs inside a 2.54 cm cube 
where a pair of opposite walls were heated and cooled sinusoidally at phases of 0, 90, 
and 180 at an oscillation period of 25.9 s.  Park et al. (2001) obtained time-resolved 
velocity and temperature distributions using microencapsulated TLC in the wake of a 
heated circular cylinder at Re = 610 and reported an uncertainty of 0.5 C for 
temperatures ranging from 25.8 C to 28.5 C.  Pehl et al. (2000) examined the 
performance of encapsulated TLCs at very high pressures (as great as 7000 Bar), reported 
that temperature resolution of TLCs thermometry was 0.6 C estimated by human eye, 
and measured temperature variations as great as 2.4 C generated by pressurizing water 
from 2670 to 3920 Bar, over a region 6 mm in diameter.   
Fujisawa and Funatani (2000) mapped 3D water temperature fields near a heated 
surface seeded with encapsulated TLCs by scanning two parallel light sheets, each 5 mm 
thick, generated by two stroboscopes.  By traversing these light sheets at a constant speed 
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of 98 mm/s in 0.61 s, and capturing color images with a CCD camera (768  492 pixels), 
they were able to determine the 3D temperature distribution from a sequence of images.  
The reported measurement uncertainty was 0.11 C over a temperature bandwidth ∆T = 
2.3 C.  Five year later, the same group (Fujisawa et al., 2005) used a similar technique to 
study turbulent Rayleigh-Bénard convection at Ra = 2.3  10
7
 over a temperature range 
of 5 °C with an accuracy of 0.13 °C.  Ciofalo et al. (2003) also demonstrated 
simultaneous 3D PIV and thermography  in Rayleigh-Bénard convection of glycerin in a 
60 mm  120 mm  240 mm rectangular enclosure at Ra = 3000−2000, and reported a 
measurement uncertainty of 0.05 C for temperatures ranging from 19.2 C to 20.9 C.   
Although TLC is a non-intrusive and cost-effective thermometry method that can 
be used for liquid thermometry, it is impractical in many cases for microscale 
measurements.  Above all, most encapsulated TLCs, are too large, with diameters of 
O(10 m), to spatially resolve temperature fields in many microfluidic devices.  
Moreover, as will be discussed subsequently, the narrow temperature bandwidth of TLC 
makes them impractical for flows with large temperature gradients or time-varying 
temperature fields. 
2.1.5 Particle Image Thermometry 
 For particles suspended in a fluid, Brownian diffusion due to the collision of fluid 
molecules with the particle due to their random thermal motions is significant for 
particles less than 1 µm in diameter suspended in an aqueous solution.  Because the 
random motion of the fluid molecules depends on the temperature of the fluid, this 
temperature can be extracted from estimates of Brownian motion (Santiago et al., 1998).  
Olsen and Adrian (2000), who postulated that a spreading of the correlation peak in PIV 
data could be used to deduce fluid temperature, derived equations describing the shape 
and height of the cross-correlation function in the presence of Brownian motion at a 
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given temperature in PIV.  Hohreiter et al. (2002) then applied the theory of Olsen and 
Adrian (2000) to measure temperatures in quiescent pools of water containing 700 nm 
particles over a range of 20−50 C, and reported results within 3 C of experimental 
independent thermocouple readings.   
Chamarthy et al. (2009) attempted to improve Hohreither’s work by introducing 
three different thermometry methods: particle image velocimetry-based thermometry 
(PIVT), particle tracking thermometry (PTT), and low image density (LID) PIV. The 
maximum uncertainty for water temperatures of 2080 C was found to be 0.5 C in 
PIVT.  Park et al. (2005) measured liquid temperatures by tracking the 3D Brownian 
motion of 500 nm polystyrene fluorescent particles suspended in water at temperatures of 
570 C using optical serial sectioning microscopy (OSSM).  They implemented in situ 
and full-field mapping thermometry with microscale resolution and the overall 3D mean 
square displacement detection uncertainty at 25 C was 0.054 m
2
. 
Perhaps the biggest disadvantage of these methods is that accurately quantifying 
Brownian fluctuations requires statistically well-converged data, or measurements over 
long times compared with typical microscale flow time scales.  These methods are at 
present hence unsuitable for unsteady flows.   
2.2 Surface Thermometry Techniques 
One of the objectives in this thesis is to measure wall surface temperatures using 
fluorescence thermometry with evanescent-wave illumination with a spatial resolution of 
O(1 m).  This section therefore reviews current surface thermometry techniques.  
2.2.1 Micro-Thermocouple, Scanning Thermal Probe, and Diode Sensors 
 Thermocouples (TCs) are among the most commonly used devices for measuring 
surface temperatures, and several groups have fabricated thin-film microthermocouples 
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(TCs) that can measure temperatures with micrometer-scale spatial resolution.  
Beckman et al. (1993) fabricated a chromel-alumel TC with a junction consisting of a 
thin circular disk 80 m in diameter and 2.5 m in thickness, and characterized its static 
and dynamic characteristics by measuring the temperature field in the turbulent 
subcooled boiling flow of R-113 through a heated annular channel.  Allen et al. (2003) 
fabricated a nickel (Ni)-silver (Ag) TC to measure the in-channel temperature rise 
caused by a simple acid-base reaction between HCl and NaOH, an enzyme-catalyzed 
biochemical reaction, and Joule heating in electroosmotic flow.  They claimed that both 
the response time and sensitivity of their TCs were significantly superior to traditional 
wire-based TCs although their device was more fragile, especially when operating under 
harsh conditions, e.g. in corrosive solutions. 
 A number of groups have also fabricated 2D arrays of nanometer-scale TCs.  Park 
and Taya (2005) constructed an array of 10  10 thermocouples 0.15 m thick with 100 
junctions to measure temperature distributions over a 9 mm  9 mm area on a silicon 
chip, and were able to use this array even in the presence of high temperature gradients.  
Jang et al. (2003) used a micro-thermal sensor array having 25 temperature sensors 
500nm thick with size of 200 m400 m corresponding to surface area of 5 mm5 mm 
to measure temperature distribution at the bottom surface of microchannel heat sink of 10 
mm 10 mm composed of microchannels 200 m thick, 1.4 mm height, and 200 m fin 
thickness.  Their temperature sensor array agreed with readings of a commercial K-Type 
thermocouple within 7.5 C at maximum in the temperature range of 0−1250 C. 
 Other techniques used for microscale solid-state thermometry include scanning 
thermal microscopy (SThM), diode sensors, and micro-resistive temperature detectors 
(RTD).  Majumdar (1999), who introduced SThM for mapping surface temperature 
distributions and thermal properties with spatial resolutions of less than 100 nm, reviews 
the fabrication steps for SThM probes, their measurement characteristics, and 
 37 
applications of the SThM such as gas conduction, near-field radiation, and liquid-film 
conduction.  Later, Shi et al. (2001) developed a batch fabrication process for mass 
production of thermally designed SThM probes in silicon dioxide with a silicon nitride 
tip of radius as small as 20 nm suitable for thermal imaging with sub-100 nm resolution.  
These probes have been used extensively for thermal imaging of micro- and nano-
electronic devices with spatial resolutions as fine as 50 nm in ~0.5 K/K of the 
temperature response of the probes estimated from the comparison of the temperature 
change between junction temperature of the thermal probe and sample temperature. 
 Diode sensors, where temperatures are estimated from the voltage drop across a 
forward biased p-n junction diode are also commonly used to measure temperatures.  
Sclar and Pollock (1972) showed that the voltage was directly proportional to 
temperature at temperatures of 4−300 K for three types of silicon (Si) p-n diodes, and that 
these diodes avoided the degradation effects common in highly doped p-n gallium 
arsenide (GaAS) diodes.  Shwarts et al. (2000) developed criteria for design parameters 
for diode temperature sensors for maximizing either the temperature bandwidth or 
sensitivity.  Recently, Han and Kim (2008) measured temperatures ranging from 0 C to 
70 C over a 8 mm square area with a diode temperature sensor array of 32  32 diodes 
(1024 diodes total), where each diode had an area 50 m square.  
 Although these solid-state temperature sensors have been used extensively to 
measure wall surface temperature distributions, they are seldom used to measure liquid-
phase temperatures because they disturb the flow.  Moreover, given the additional 
complexity involved in the fabrication, integration and alignment of 2D μTCs or diodes 
in a microfluidic device, it is impractical to fabricate such temperature probes inside 
complex 3D microscale flow loops at every location of interest.  These types of probes 
are therefore impractical for measuring liquid-phase or wall surface temperature fields 
over large regions of the flow. 
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2.2.2 Infrared Thermometry 
Nonintrusive infrared (IR) thermal imaging is widely used to measure surface 
temperatures and a variety of commercial systems are available for this purpose.  
Arakawa et al. (1993) used automated IR radiometry, which is useful for non-contact 
temperature measurements, to obtain transient 2D wall surface temperature distributions 
imaging through a flame, but their technique could not be used for flames with 
emissivities exceeding 0.1.  Konishi et al. (2000) considered the accuracy, measurement 
characteristics, and limitations of IR thermography using an IR camera over a spectral 
range of 8−12 m, and measured transient 2D temperature profiles with the same camera 
at the interface between liquid propanol and its vapor at temperatures of 20−80 C with 
an estimated accuracy of 0.1 C. 
However, IR imaging is in most cases unsuitable for measuring liquid temperatures 
because this method estimates the temperature from the radiation emitted by an object.  
Accurate IR thermography results therefore require accurate calibration of the object’s 
emissivity, which is a function of wavelength.  Since the emissivity of a liquid varies 
significantly with wavelength at IR wavelengths, and many of the transparent solids used 
as window materials to contain the liquid strongly absorb in the IR (Fan and Longtin, 
2000), it is in many cases impractical to obtain accurate liquid temperatures, especially in 
the bulk of the liquid, using IR thermography.  Moreover, it is practically difficult to 
determine the spatial resolution of IR thermography along the optical axis because an 
exact determination of the locations along this axis where the imaged radiation is emitted 
requires a complete solution of the radiation transfer equations in the fluid that accurately 
accounts for absorption, emission, transmission of the fluid and convection (Patil and 
Narayanan, 2006).  
Since the infrared emissions that are imaged in IR thermography include not just 
the emissions from the object whose temperature is being measured, but also from its 
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surroundings, these emissivity calibrations typically require not only determining how the 
emissivity of the object varies with temperature over a given range of wavelengths, but 
also calibrations to determine how much of the emissions are from the surroundings and 
scattered by the object. Also, since the radiation from the object and its surroundings is 
attenuated before imaging due to absorption by the surrounding atmosphere and 
scattering by particles, the effects of this attenuation must also be quantified.  
Commercial IR thermography systems therefore usually require the emissivity of the 
object, the attenuation and temperature of the atmosphere, and the temperature of the 
surroundings as inputs.   
2.2.3 Thermochromic Liquid Crystal Thermometry 
Thermochromic liquid crystals (TLC), specifically cholesteric and nematic liquid 
crystals, are also commonly used to measure local surface temperatures.  When a thin 
layer of TLC is applied to a surface, the crystals selectively reflect light at different 
wavelengths depending upon the local surface temperature.  The color of the light 
reflected by TLC when illuminated by white light changes from red at low temperatures 
to green, blue or violet at higher temperatures, but the temperature bandwidth over which 
these colors vary is quite limited, and typically less than 10 °C for a given type of TLC .  
These color changes are repeatable and reversible as long as the liquid crystals are not 
physically damaged.  The liquid crystals are usually encapsulated in microspheres of 5 to 
20 m diameter to protect them from mechanical and chemical damage (Ireland and 
Jones, 2000), then applied evenly to a well-prepared surface to obtain reproducible and 
accurate temperature data. 
 The colors reflected from the TLC depend on the lighting/viewing setup, the 
spectra of the light incident upon the TLC and the background light, and the optical 
properties of the measurement path (Farina et al., 1994).  All of these effects must be 
considered when determining a single TLC color-temperature calibration curve.  Colors 
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in the red, green, blue (RGB) color space are usually quantified in terms of their hue, 
saturation and value (HSV space).  In TLC thermometry, the temperature of the 
encapsulated liquid crystals is usually estimated from their hue.   
At present, two methods are used to derive quantitative temperature information 
from the color of TLCs.  The first method, the ―narrow-band‖ technique, utilizes TLCs in 
a narrow temperature bandwidth, typically no more than 1 C.  Colors over the yellow 
band are typically mapped to the temperature of the encapsulated liquid crystals because 
this spectral band usually spans the smallest temperature range for most TLCs.  A 
number of researchers have used the narrow-band technique to determine local 
convective heat transfer coefficient distributions.  Narrow-band TLC enables accurate 
measurements of the temperature distribution for nominally isothermal objects, giving 
highly accurate estimates of small surface temperature variations.  However, using this 
method to determine the isotherms over the entire surface of an object is usually very 
time-consuming, and obtaining full-field temperature measurements with the narrow-
band technique is difficult (Farina et al., 1994  
Because narrow-band TLC is limited to a small temperature range, there are few 
measurements of heat transfer coefficient using this technique.  Hippensteele et al. (1983) 
used a plastic sheet coated with TLCs and a thin-foil heater to estimate steady-state 
isotherms and heat transfer coefficients (HTC) in turbine blade cooling.  Their 
thermography results were obtained over a narrow temperature range, however, 
suggesting that their data represent a limited set of isotherms.  Camci et al. (1993) used 
the narrow-band technique developed by Camci et al. (1992) to measure transient HTC 
fields over a duct section whose cross-section changed from a square 20.8 cm on a side to 
a 32.2 cm  10.7 cm rectangle.  The standard deviation in the hue was about 10% of the 
temperature bandwidth of the TLCs and the estimated uncertainty in convective HTC was 
5.9%.   
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Temperatures can also be estimated using a variety of TLCs by ―wide-band‖ 
thermometry, which relates the hue to the surface temperature over the full range of 
colors.  Temperatures spanning a wide range can be obtained from a single image by 
spraying different types of encapsulated TLCs onto the surface whose temperature 
bandwidths span the range of expected surface temperatures.  The primary drawback of 
this technique is that it requires a complicated TLC color-temperature calibration to 
accurately resolve the highly non-linear variation of hue versus temperature of TLC.  
Also, it’s more time-consuming to implement than narrow-band technique because of the 
required post processing. 
Hollingsworth et al. (1989) calibrated wide-band liquid crystal paints over a 
temperature range of 28−34 C with an uncertainty of 0.5−1 C and used these TLCs to 
measure the steady-state temperature field in the flow around a row of unheated cubical 
elements placed on a heated wall in a wind tunnel.  The estimated uncertainty in their 
convective heat transfer coefficients was 11.7% based on their mean surface temperature 
measurements.  Camci et al. (1992) developed a new digital image processing technique, 
the hue capturing technique, which reduced the uncertainty of wide-band thermometry to 
values as small as 0.08 C, and used this method to obtain temperature fields for a heated 
impinging jet on a flat surface.  Farina et al. (1994) developed a coherent, transportable, 
and video-based calibration system for accurate, full-field, surface temperature 
measurements with microencapsulated TLCs that is independent of the spectrum of the 
illumination, the presence of background lighting, the angle of incident beam, and the 
optical path in measurement system.  Their approach gives an estimated experimental 
uncertainty of ±0.4 C (based on 95% confidence intervals) for temperatures T = 
309−319K.  Richards and Richards (1998) investigated the transient temperature changes 
in an evaporating water droplet suspended in a jet of dry air using microencapsulated 
TLC ranging from 5 to 15 m in diameter with a temperature range of 30–35 C, and.  
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reported transient temperature data at spatial resolutions as small as 100 m and temporal 
resolutions as small as 0.03 s with an uncertainty of 0.75 C. 
 In summary, the technique does not require much equipment to implement, and 
the tracers themselves are inexpensive.  The characteristics of TLC thermometry are, 
however, determined by the relatively narrow range of a specific TLC, and by the 
requirement to extract temperature information from (reflected) color.  Liquid crystals 
can be used to determine surface temperatures with good accuracy because of the small 
temperature bandwidth of TLC.  However, TLC are for the most part impractical for 
transient temperature measurements because significant changes in surface temperature 
will give temperatures beyond the working range of the liquid crystal.  Liquid crystal 
thermometry is also often impractical for measurements over a wide range of surface 
temperatures because of the difficulties in calibrating a variety of TLC in the wide-band 
technique.  Finally, quantifying color (vs. intensity), and quantifying how variations in 
the illumination and imaging systems affect the colors reflected by the TLC, greatly 
complicates the image processing required to map colors to surface temperatures, and can 






CHAPTER 3                                                                                                              
Experimental Apparatus 
This chapter details the apparatus used in the evanescent wave-based fluorescence 
thermometry (EFT) studies to measure wall surface temperatures and the dual-tracer 
fluorescence thermometry (DFT) experiments to measure bulk fluid temperatures.  
Section 3.1 describes the criteria for selecting the specific fluorescent species employed 
here, and and their spectral characteristics.  Section 3.2 discusses the optical systems used 
to illuminate and image the fluid flowing through the heated channel. 
3.1 Fluorescent Dyes 
In this thesis, both EFT and DFT exploit the temperature-dependent intensities of 
the fluorescence emissions from various species.  As reviewed in chapter 2, the majority 
of temperature-sensitive fluorophores have a quantum yield, and hence an emission 
intensity, that decreases with increasing temperature because the non-radiative dissipation 
in most cases increases with increasing temperature.  Fluorescein, however, has an 
emission intensity that, when excited at  = 514 nm (i.e., a wavelength significantly 
longer than its absorption peak), increases with increasing temperature because its 
absorption at 514 nm also increases with temperature.  This atypical behavior of Fl is due 
to the change in its absorption spectra with temperature.  As illustrated in Figure 3.1, the 
increase in the excitation wavelength ex corresponding to the absorption peak with 
increasing temperature leads to an increase in the absorption at  = 514 nm.  This 
increase in absorption, and hence the amount of energy that excites fluorescence, leads to 
an increase in emission as temperature increases (Coppeta and Rogers 1998).   
As indicated previously, the second fluorophore should have a fluorescence which 
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decreases with increasing temperature to improve the temperature sensitivity of DFT.  
Although there are several fluorophores whose emission intensity decreases with 
increasing temperature, SrB was chosen as the second species because:  i) it can also be 
excited at 514 nm due to its relatively broad absorption spectrum; and ii) its emission 
band, with a peak at 591 nm, has little overlap with that of Fl, with a peak at 518 nm 
(Shafii et al. 2009). 
 
Figure 3.1.  A schematic diagram of the absorption spectra as a function of excitation 
wavelength  for Fl at temperatures T1 (dashed) and T2 > T1 (solid line).  At  = 514 nm 
(dotted line), the absorption at T2 is greater than that at T1. 
Figure 3.2 shows (a) the normalized absorption spectrum measured by a 
spectrometer (HR4000CG-UV-NIR, Ocean Optics, Inc.) and (b) the normalized emission 
spectrum measured by a fluorescence spectrometer (QuantaMaster, PTI, Inc.) as 
functions of  for 5 mol/L Fl (black solid line) and 5 mol/L SrB (blue dashed line), 
with both fluorophores present in the same aqueous solution, at pH 8.5.  The absorption 
and emission spectra for Fl and SrB at pH 9.2 are identical to those obtained at pH 8.5, 
suggesting that the spectral characteristics of Fl and SrB is independent of pH over this 
range of values.  The absorption spectra verify that both Fl and SrB can be excited at a 
wavelength of 514 nm.  The emission spectra show that the fluorescence from the Fl and 
the SrB can be isolated from each other using appropriate filters.  Shafii et al. (2009) 
 514 nm 
T1 
T2 > T1 
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isolated the SrB emissions from those of the Fl using a longpass filter that only 
transmitted light at   600 nm, and reported that the leakage of Fl emissions through this 




Figure 3.2.  Plots of (a) absorption normalized by its maximum value and (b) emission 
normalized by its maximum value, both as a function of wavelength, for Fl (black solid 
line) and SrB (blue dashed line). The arrows on both spectra indicate the excitation at 514 
nm (and so only the portion of the emission spectrum to the right of this arrow will be 
emitted by Fl and SrB).  The shaded and hatched regions on the emission spectrum 
denote the wavelengths transmitted by the filter cubes that isolate the emissions from Fl 
and SrB, respectively, in these experiments. 





































3.2 Optical Setups 
The optical setups used in the two different sets of experiments consist of 
illumination systems to excite the fluorescence and imaging systems to collect the 
temperature-sensitive fluorescence.  This section discusses the major components of 
these systems and their characteristics. 
3.2.1 Illumination Systems 
Figure 3.3 illustrates the evanescent-wave illumination system for the EFT studies.  
The evanescent-wave illumination is generated from a  = 514 nm laser beam from a 
continuous-wave (CW) air-cooled argon-ion laser (543-GSA03, CVI Melles Griot) 
coupled to an angled, polished, and polarization-maintaining optical fiber (09 PMF 001, 
CVI Melles Griot) with a laser-to-fiber coupler (09 LFC 001, CVI Melles Griot).  The 
coupler, which focuses the light from the laser to a spot matching the size of the fiber 
core with a lens, is attached directly to the laser head. Three fine tilt adjustment screws 
are used to align the spot from the laser beam to the fiber core, and once the coupler is 
aligned to give the maximum coupling efficiency of about 65%, the alignment is 
maintained by tightening three locking screws.  The output power of the laser in all cases 
was kept below 20 mW to avoid damaging the microscope optics and the microscope 
objective.   
The opposite end of the optical fiber is connected to the inverted total internal 
reflection fluorescence (TIRF) microscope system (IX71, Olympus).  To create an 
evanescent wave at the glass-water interface, the optical fiber must be carefully aligned to 
the TIRF illuminator.  Summarizing the instructions from the manufacturer, the four steps 
involved in this alignments are:  i) make the illumination from the fiber without the 
objective lens as uniform as possible; ii) align the illumination so that it passes along the 
vertical through the objective; iii) adjust the position of the fiber with respect to the 
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illuminator so that the beam emerges from the objective with a profile that is as close as 
possible to a Gaussian profile; and iv) if required, re-adjust the beam path so that it passes 
along the vertical through the objective.   
(1) Ar+ Laser
(5) Dichroic 
     Mirror
(6) Beam     





(2) Data Acquisition 
     (DAQ) System
(4) Optical
      Fiber
(3) Fiber
     Coupler
(8) Immersion
     Oil
 
Figure 3.3.  The illumination systems for the EFT experiments. 
Table 3.1.  Components of the illumination system used in the EFT studies 
Label Item Manufacturer Model Notes 
1 Argon-Ion Laser CVI Melles Griot 543-GS-A03  
2 DAQ system Agilent Technology HP 34970A  
3 Fiber Coupler CVI Melles Griot 09 LFC 001 Packaged 
together 4 Optical Fiber CVI Melles Griot 09 PMF 001 
5 Dichroic Mirror Chroma Techology Zq514rdc  
6 Beam Splitter Chroma Techology C122968 Custom 
7 Objective Lens Olympus PlanApo N 60/NA 1.45 
8 Immersion Oil Cargille Laboratories 16242 Type DF 
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After the optical fiber has been aligned to the TIRF illuminator, the evanescent 
waves are created by using the laser alignment micrometer attached to the illuminator to 
adjust its position, thereby translating the laser beam vertically.  As the laser beam is 
translated, the angle of incidence changes, and the beam is first refracted glass-water 
interface between glass and water.  As the angle of incidence continues to increase by 
further translation of the laser beam, the angle of incidence becomes greater than the 
critical angle, the beam becomes totally internally reflected at the interface.  The reflected 
beam will then return through the objective.  The components of this illumination system 
are listed in Table 3.1. 
The angle of incidence i  of the laser beam after passing through the TIRF 




       (3-1) 
where R is the distance between the laser beam and the central axis of the TIRF 
microscope objective, f is the focal length of the objective, and n is the refractive index of 
the glass coverslip (which is same as that of immersion oil) (www.olympusmicro.com).  
For the TIRF microscopy system used here, f = 3 mm, n = 1.522, and R = 4.27 mm, 
giving i  = 70.06°.  The penetration depth, or the length scale of the exponential decay of 
the evanescent-wave illumination (i.e., ( ) / 1/p oI z I e ) zp = 79.1 nm (cf. section 4.1.2). 
Figure 3.4 illustrates the volume illumination system for the DFT studies.  The 
beam from a multiline air-cooled argon-ion laser (543-MA-A03, Melles Griot) was 
passed through an iris (04 IDC 003, Melles Griot) to remove higher-order spatial modes 
and then a laser excitation filter (z514/10x, Chroma Tech.) to isolate the light at  = 514 
nm.  Although the laser produced about 110 mW of 514 nm light, only about 60 mW was 
transmitted through the excitation filter.  The 514 nm beam was then steered by two 
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mirrors (02 MPQ 007/001, Melles Griot) into a beam expander (NT55-578, Edmund 
Optics) which expanded the diameter of the beam tenfold.  The beam expander was then 
adjusted to ensure that the expanded beam illuminated the appropriate region of interest.  
Table 3.2 lists the components of the volume illumination system.  
(1) Ar+ Laser
(4) Excitation 





(7) Beam  






(2) Data Acquisition 
     (DAQ) System
 
Figure 3.4.  The illumination systems for the DFT experiments.  
Table 3.2.  Components of the volume illumination system  
Label Item Manufacturer Model Notes 
1 Argon-Ion Laser Melles Griot 543-MA-A03 0.5 W, mutiline 
2 DAQ system Agilent Technology HP 34970A  
3 Iris Melles Griot 04 IDC 003  
4 Excitation Filter Chroma Technology z514/10x FWHM
*
=10 nm 
5 Optical Mirror Melles Griot 02 MPQ 007/001  
6 Optical Mirror Melles Griot 02 MPQ 007/001  
7 Beam Expander Edmund Optics NT55-578 10x expander 
* FWHM = Full width at half maximum 
3.2.1.1   The Characteristics of the Argon-Ion Laser 
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    (3-2) 
where Io is the intensity at the center of the beam at its waist (i.e., at the z-position where 
the beam has the smallest diameter or 0z  ), r is the radial distance from the central axis 
of the beam, z is the axial distance from the beam waist, and w(z) is the radius at which 
the intensity drops to 1/e
2
 of its value at the center, or 0r  .  Although there are a variety 
of beam profiling methods, a simple knife-edge method was used here to estimate the 
properties of the laser beam profile (Khosrofian and Garetz, 1983).   
In this method, a sharp-edged razor blade was translated along a given diameter of 
the beam from the argon-ion laser (543-MA-A03, Melles Griot) using a translation stage 
with a micrometer (406, Newport Corp.) immediately before the beam expander.  The 
power transmitted through the knife edge was then measured with a laser power meter 
(Lasermate Q, Coherent) as the knife edge was translated 100 m increments across the 
beam until the entire beam was blocked by the knife edge.   
Figure 3.5 shows the normalized power of the argon-ion laser as a function of the 
position of the knife edge.  Cross-sectional power profiles were obtained by translating 
the knife edge across the laser beam along both vertical and horizontal directions in 
separate experiments.  At a given location z along the optical axis, the diameter of the 
laser beam w(z), assuming that it has a Gaussian profile, is then (Khosrofian and Garetz, 
1983)  
 10 901.28w x x       (3-3) 
where x10 and x90 are the knife-edge positions along a given (e.g. horizontal or vertical) 
diameter of the beam where 10 and 90% of the total beam power is transmitted (cf. 
dashed lines in Figure 3.5) and 1.28 is the value at which the Gaussian distribution equals 
0.1 and 0.9.  Using the profiles shown in the Figure, w(z) was estimated to be about 1.4 
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mm and 1.5 mm along the horizontal and vertical, respectively.  These values are slightly 
higher than the value of 1.2 mm given by the manufacturer 1 cm from the exit of the laser 
head, presumably due to the divergence of the beam, which is given by the manufacturere 
as 2.4 mrad.  Note that the profiles shown in Figure 3.5 were measured about 1.2 m from 
the exit of the laser head. 
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Figure 3.5.  The normalized incident power as a function of the position of the razor 
blade when translating the knife-edge along the horizontal (blue circles) and vertical (red 
squares) directions.  Two dotted lines represent 10 and 90% of the total beam power, 
respectively. 
Figure 3.6 shows the output power at  = 514 nm of the argon-ion laser (543-MA-
A03, Melles Griot) over 8 h measured by the internal power meter built into the laser, 
which uses a photodiode to monitor the power of a small fraction of the laser beam.  The 
power readings, which were sampled at 2 Hz with a data acquisition system (HP34970A, 
Agilent Tech.), suggest that the laser output power varied by no more than 0.02 % over 
the 8 h after the laser was turned on, and by less than 0.01% over 7 h if the laser was 
allowed to warm up for 1 h after startup.  All the experiments shown here were therefore 
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performed after turning on the laser and waiting for 1 h.  
Similar calibrations were performed to characterize the stability of the 
evanescent-wave illumination for the imaging system used in the EFT experiments.  The 
results showed that the output power of the air-cooled argon-ion laser coupled to the 
optical fiber (543-GS-A03, CVI Melles Griot) varied by less than 0.1% over 6 h as 
measured at the output end of the fiber if the laser was again allowed to warm up for 1 h 
after startup. 
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Figure 3.6.  The output power from the argon-ion laser (543-MA-A03, Melles Griot) 
measured by the laser power meter as a function of time.   
3.2.2 Imaging Systems 
Figure 3.8 depicts the imaging system for the EFT experiments.  The fluorescence 
from the Fl solution illuminated by evanescent waves at  = 514 nm with a penetration 
depth zp ≈ 80 nm were isolated by an epi-fluorescent bandpass filter cube (hq550/40m + 
zq514rdc, Chroma Tech.) that transmitted light at λ = 530–570 nm (and reflected the 514 
nm illumination), then imaged by the TIRF objective onto an electron multiplying CCD 
(EMCCD) camera (Cascade 650, Photometrics) and recorded as 16-bit 653 × 492 pixel 
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images on the hard drive of a personal computer.  The nominally 16-bit images, which 
have a maximum grayscale value of ~53000 (Io), had a typical bias noise level of 1000 
(Imin).  Based on the exponential decay of the evanescent-wave intensity, 
min o max p/ 0.019 exp{ / }I I z z   , where maxz  is the farthest from the wall that signals 
excited by the evanescent wave can distinguished above the noise ―floor.  Solving, 
max p4z z , suggesting that the z-extent of the region illuminated by the exponentially 
decaying evanescent waves  is the first 320 nm next to the wall since zp   80 nm (cf. 
section 3.2.1).   
To estimate equivalent illumination depth of evanescent waves z , namely the 
thickness of imaging depth which the fluorescence is imaged to the CCD camera, we 





















    (3-4) 
and obtained z  = 0.93zp.  This suggests that the evanescent wave can penetrate up to ~zp 
and the fluorescence intensities within ~ zp is actually imaged.  Although zp varies with 
fluid temperature because the refractive index of the fluid varies with temperature, the 
penetration depth varied by no more than 1 nm for temperatures between 20 °C and 60 


















Figure 3.7.  Sketch of the imaging systems used in the EFT studies. 
 
Table 3.3.  Components of the imaging system for the EFT studies 
Label Item Manufacturer Model Notes 
1 Camera Photometrics Cascade 650 16 bit, 492652 pixels 
2 Emission Filter Chroma Technology Hq550/40m  
3 Beam Splitter Chroma Techology C122968 Custom 
4 Dichroic Mirror Chroma Techology Zq514rdc  
5 Objective Olympus PlanApo N 60 
 Microscope Olympus IX71 TIRF microscope 
 
In the imaging system used in the DFT studies (Figure 3.8), the fluorescence from 
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Fl and SrB was isolated by a bandpass filter (NT48-083, Edmund Optics) that transmitted 
light at  = 529–555 nm and a longpass filter (NT47-618, Edmund Optics) that only 
transmitted light at   600 nm, respectively, and imaged by an inverted microscope 
(Leica DM IL) through a 10x magnification, 0.25 NA objective (506084, N Plan, Leica) 
and a 0.5× camera adaptor, onto an EMCCD camera (Cascade 650, Photometrics) and 
recorded 16-bit 653  492 pixel images on a PC HD.  Both the bandpass and longpass 
filters reflected the 514 nm illumination, ensuring that only the fluorescence emission 
were recorded by the EMCCD.  In all cases, the Fl and SrB emissions were recorded 
within a few seconds of each other by manually switching between the two different 
filters.  The components of the imaging system used in the DFT experiments are 




















Table 3.4.  Components of the imaging system for the DFT studies 
Label Item Manufacturer Model Notes 
1 Camera Photometrics Cascade 650 16 bit, 492  
652 pixels 
2 Emission Filters 
NT48-083 Edmund Optics For IFl 
NT47-618 Edmund Optics For ISrB 
3 Objective Leica 506084 N Plan 
 Microscope Leica DM IL Inverted 
microscope 
 
3.2.2.1  Effect of Dye Concentration on Fluorescence Intensity 
As explained in Section 2.1.1, the fluorescence intensity depends on the 
illumination intensity and the fluorescent dye concentration, among other properties.  For 
dilute fluorophore solutions, the fluorescence intensity becomes directly proportional to 
these parameters.  Experimental calibrations were carried out to determine the maximum 
Fl and SrB concentrations where the fluorescence is still proportional to the intensity 
using volume illumination. 
Aqueous solutions of Fl and SrB at molar concentrations ranging from 0.1 mol/L 
to 200 mol/L were driven by the syringe pump through the 1 mm square channel at a 
flow rate of 33.3 L/s (Re = 33.3) to minimize any photobleaching, and volumetrically 
illuminated by an argon-ion laser beam at 514 nm with an output power of 60 mW.  Two 
sequences of 100 images each of the fluorescence were recorded by the EMCCD camera 
at two different exposure times, 1 ms and 20 ms, to quantify photobleaching effects.  The 
averaged emission intensity from each fluorophore is shown as function of dye 
concentration in Figure 3.9.  For Fl, the emission intensity varies linearly with 




 = 99.9% for both exposure times.  The SrB emissions are, however, only linearly 
proportional to the molar concentration for concentrations up to 50 mol/L; linear 
regression of these data gave R
2
 = 99.9% (again for both exposure times).  Based on these 
calibrations, the molar concentrations of Fl and SrB used in the DFT experiments were 5 
mol/L, and the molar concentration of the Fl used in the EFT experiments was 30 
mol/L.  In all cases, these values are well within the range where the fluorescence 
emissions are directly proportional to the illumination intensity, at least based on the 
experiments with volume illumination. 
Concentration [






















SrB at 1 ms
SrB at 20 ms
Fl at 1 ms
Fl at 20 ms
 
Figure 3.9.  The emission intensities from Fl and SrB as a function of concentration of the 
dye solution at two different exposure time, 1 and 20 ms. 
3.2.2.2 Imaging System Magnification 
In theory, the effective magnification of the imaging system used for the DFT 
studies should be the product of the magnification of the objective, 10, and that of the 
camera adaptor, 0.5, or 5.  To verify this magnification, a scale marked at 20 m intervals 
was imaged by the EMCCD camera through the microscope objective and the camera 
 58 
adaptor, as shown in Figure 3.10.  A discrete Fourier transform (DFT) of this image gives 
a spatial frequency of 0.07312 pixel
1
, corresponding to the spatial frequency fo the scale, 
which should be 1/ (20 m) .  Since the pixels of the EMCCD are 7.4 m square, the 
effective magnification of the imaging system is 5.06, or each pixel spans 1.4624 m in 
the object plane. 
The effective magnification of the imaging system used for the EFT studies 
should be product of the objective magnification of 60 and the camera adaptor 
magnification of 0.5, or 30.  Images of the same scale acquired using this objective and 
camera adaptor were found to have a spatial frequency (again obtained using a DFT) of 
0.01234 pixel
1
.  The effective magnification of this imaging system is 29.97, 
corresponding to 0.2469 m/pixel. 
 
Figure 3.10.  A sample image of the scale marked in 20 m increments obtained with the 
imaging system used for the DFT experiments. 
3.2.2.3  Depth of Field 
The depth of field of a microscope system is defined to be the distance between 
the nearest and farthest object planes that are considered to be in focus.  Inoué and Spring 
(1997) estimated the total depth of field to be the sum of the depths of field due to 
diffraction and geometric affects: 
500 m 
342 pixels 











where n is the index of refraction of the immersion medium (e.g. oil, air) between the 
specimen and the objective lens,  is the wavelength of the imaged light in a vacuum, NA 
is the numerical aperture of the objective lens, M is the total magnification of the system, 
and e is the smallest resolvable distance of the imaging system which in these studies is 
the size of single pixel in the EMCCD camera (so e = 7.4 m).  For the EFT imaging 
system, n = 1.52,  = 514 nm, M = 30.3 and NA = 1.45, giving z  =14 m for.  For the 
DFT imaging system, n = 1,  = 514 nm, M = 5.06, and NA = 0.25, giving z  = 20 m.   
 
Figure 3.11.  A typical grayscale image of volumetrically illuminated 5 M Fl; flow goes 
from top to bottom in this image.  The grayscale value V at a given laser power P was 
calculated by averaging the grayscale values for all the pixels inside the rectangular 
region (300  400 pixels) in the center of the channel.   
3.2.2.4  EMCCD Camera Calibrations 
In this thesis, the solution temperature is estimated from variations in the emission 
intensity from fluorescence dye solutions excited by volumetric or evanescent wave 
illumination and recorded by an EMCCD camera.  Accurately quantifying the 
relationship between the grayscale recorded by the EMCCD and the fluorescence 
incident upon the EMCCD is therefore critical in accurately estimating the temperature of 
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the solution.   
Two Fl solutions in DI water at molar concentrations of 5 M and 20 M were 
driven by a syringe pump (NE-500, New Era Pump System, Inc.) at Re = 33.3 (again to 
minimize photobleaching) through the 1 mm square channel and volumetrically 
illuminated by a light sheet formed from a 60 mW argon-ion laser beam at  = 514 nm.  
The fluorescence from the Fl was then imaged the same system used for the DFT studies. 
A sequence of 100 images was recorded under otherwise identical conditions on the 
EMCCD at various illumination levels, controlled by changing the output power P, 
measured by a power meter (Lasermate Q, Coherent), from Pmin = 0.01 W to Pmax = 115 
mW, a level where the camera pixels became saturated.  Experiments were performed 
under otherwise identical conditions at two different EMCCD gain values (GM), 3200 and 
2700, to verify that the camera response was consistent at different gains. 
A spatially and temporally averaged grayscale value V was calculated over a 
rectangular 300  400 pixel region in the center of the channel (Figure 3.11) and over all 
100 images in the sequence.  This average grayscale and the laser output power (which 
























where Vd is the dark noise of the camera, determined by calculating the average grayscale 
value at Pmin and Vmax is the average grayscale value at Pmax.  In these calibrations, 
















































Fl at 5 M
Fl at 20 M
SrB at 5 M
SrB at 20 M
 
Figure 3.12.  Camera calibrations showing the normalized incident laser power Pn as a 
function of the normalized grayscale value Vn for Fl solutions at molar concentrations of 
5 M (solid circles) and 20 M (open circles) excited at 514 nm at two different camera 
multiplication gain at GM = 2900 (circles) and 3200 (squares) (a).  Figure (b) shows the 
relationship between Vn and Pn at 5 M (open symbols) and 20 M (closed symbols) 
with two different dyes, Fl (circles) and SrB (squares), at a EMCCD gain of 2700.  The 
standard deviation in all cases is smaller than the symbols.  The dashed line in figure (a) 




Figure 3.12(a) shows the normalized grayscale value Vn as a function of the 
normalized incident power Pn on the Cascade 650 CCD camera at GM = 2700 for two 
difference concentrations, 5 and 20 M.  Clearly, the response of the CCD becomes 
nonlinear for 0.75nP  , as can be seen by the deviation of the data from the expected 
linear behavior Vn = Pn denoted by the red dashed line.  The Fl concentration appears to 
have no effect upon the camera response.  Figure 3.12(b) shows results obtained from 
images of the emissions from Fl and SrB, which have different emission bands, with 
emission peaks at 491 nm and 514 nm, respectively.  The different emission bands appear 
to have no effect upon the camera response. 
 
Incident Power, Pn




















Figure 3.13.  Camera response for images of 5 mol/L and 20 mol/L Fl illuminated by 
volumetric (Vol) and evanescent wave (Eva) illuminations, respectively, at GM = 2700.  
The standard deviation is smaller than the symbols. 
Similar calibrations were performed for Fl illuminated by evanescent waves 
(imaged using the same setup as that used for the EFT experiments), since the intensity 
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distribution of the evanescent wave along the optical axis is very different from that of 
the volumetric illumination.  Figure 3.13 compares the response of the EMCCD for Fl 
excited by volume and evanescent-wave illuminations.  The results suggest that the 
camera response is not affected by the type of excitation. 
In summary, the normalized camera response appears to be unaffected by the type 
of fluorophore and hence fluorescent emission, the concentration of the fluorophore, the 
camera gain setting, and the type of excitation:  in all cases, the camera response was 
identical within 0.1%.  The camera response was therefore curve-fit following previous 
work (Li, 2008) to the ratio of a 2
nd
















   (3-8) 
with R
2
=99.9% and adjusted R
2
=99.9% (Figure 3.14). 
 
Figure 3.14.  Camera response curve showing the measured normalized incident power 
Pn as a function of the resultant normalized imaged grayscale value Vn (points) and a 
curve-fit to these data (dashed line) given by Eq. (3-6).   
Because the solution temperature is estimated from variations in fluorescence 
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intensities as recorded by an EMCCD camera, it is also important to quantify the effects 
of any spatial variations in the sensitivity of the camera pixels themselves.  If the 
sensitivity of the camera pixels does not vary over time, variations in pixel sensitivity 
will be canceled by taking the (pixel by pixel) ratio of the grayscale values of two images, 
since the grayscale value recorded by a pixel is proportional to its sensitivity.  In the EFT 
studies, the solution temperature is estimated from the ratio of two images, namely one 
with a temperature gradient due to power being supplied to the heater, and an otherwise 
identical image with the heater off. Variations in pixel sensitivity should therefore have 
little, if any, effect on the accuracy of the raw EFT data.   
To verify this, the two sequences, each 100 images long, of the EFT calibration 
images, acquired at two different (constant) reference temperatures, specifically T = 20 
and 60 C, at different time were processed.  After temporally average over each 100 
images, the ratio of two average images was obtained and the spatial variations in pixel 
sensitivity over time were estimated by calculating the standard deviation of the ratio 
values over the entire image.  The estimated standard deviation was 2.0%, corresponding 
to 310 in 16bit grayscale value.  Considering that the typical grayscale value of Fl at 20 
C, the lowest value since the emission intensity of Fl increases with increasing 
temperature, was ~15000 and the standard deviation of the temperature calibration was 
~750 in 16bit grayscale value, the variation of 2.0% in pixel sensitivity over time has 
little effect to variations in recorded fluorescence intensity to the CCD camera. 
In the DFT studies, however, the solution temperature is estimated from the ratio 
of two images of the emissions from Fl and SrB obtained over different wavelength 
bands, and it is unclear if the sensitivity of the pixels is independent of wavelength.  To 
estimate this effect, the two sequences, each 100 images long, of the DFT calibration 
images for Fl and SrB, acquired at a constant temperature T = 20 C at a few seconds 
difference were temporally averaged and used to take a ratio of average image.  
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Assuming that the temporal variation of the pixel sensitivity over a few seconds is 
negligible from the discussion in the previous paragraph, the spatial variations in pixel 
sensitivity at different wavelengths can be quantified by estimating the standard deviation 
of the ratio values over the image.  The estimated standard deviation was 1.9% and this 
variation is still lower than 2% of temporal variation in the pixel sensitivity suggesting 
that the variation in pixel sensitivity of the CCD at different wavelength is negligible.  
In the ideal case where each pixel has the same sensitivity, the standard deviation 
of the grayscale values over the single image reaches to zero as long as the illumination 
intensity is uniform over the entire CCD sensor at constant concentration of the solution.  
To quantify spatial variations in pixel sensitivity, a sequence, 100 images long, of DFT 
calibration images taken at constant solution temperature T = 20 C was temporally 
averaged as shown in Figure 3.15.  Since it is impractical to assume uniform illumination 
over the entire image, the average image was divided into smaller window regions 34  
34 pixels, for example, the region A and B in Figure 3.15, which the assumption of 
uniform illumination over the window is valid.  The 34 pixels square is also equivalent 
size to the spatial resolution at which the temperatures in DFT studies was estimated.  By 
randomly selecting the square windows over the entire image except the black region of 
the side wall, the standard deviation over the each 34 pixels square was calculated and 
compared to those in different windows.  The typical standard deviation ranges 
1.6~1.7 %, corresponding to 380 in 16 bit grayscale value.  Note that the average 
grayscale value of SrB image at 20 C was ~23000 in 16 bit.  The variation in standard 
deviations in different windows was 0.1%, 23 in 16 bit grayscale.  Hence, the variation of 
0.1% in different windows is negligible and this suggests that the pixel sensitivity of the 
CCD sensor is almost uniform at least based on our estimation. 
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Figure 3.15.  An average calibration image of SrB at T = 20 C over 653 × 492 pixel (954 
m × 718 m) grayscale at an exposure of 20 ms.  The image was divided into 34 × 34 
pixel window region, namely the squares including A and B, to compare the standard 
deviation of these windows over the entire region.  The black region on the bottom of the 
image is the sidewall of the channel.   
In summary, the effect of variations in pixel sensitivity of CCD camera due to 
time, wavelength, and space was evaluated using calibration images in EFT and DFT 
studies.  These three effects on the variation of pixel sensitivity were found to be 
negligible compared to experimental uncertainties in temperature calibrations and 








CHAPTER 4                                                                                                                
Evanescent Wave-Based Fluorescence Thermometry 
This chapter describes a thermometry technique for measuring wall surface 
temperature distributions using evanescent wave-based fluorescence thermometry (EFT).  
Section 4.1 introduces evanescent waves.  Section 4.2 describes calibration studies of 
how the fluorescent emissions from an aqueous solution of fluorescein (Fl) illuminated 
by evanescent waves depend on the solution temperature.  Section 4.3 then describes and 
briefly discusses the EFT experiments.  The EFT results are compared to predictions 
from FLUENT
®
 simulation in Section 4.4, followed by a short discussion.  Finally, 
Section 4.5 summarizes the chapter. 
4.1 Total Internal Reflection Fluorescence Microscopy 
To measure liquid temperature fields near the wall, this thesis uses evanescent-wave 
illumination, which typically illuminates only the first few hundred nanometers next to a 
refractive-index interface.  Any fluorescence excited by evanescent waves must therefore 
originate in this thin region next to the wall.  This section gives the theoretical 
background of evanescent waves and their characteristics.  
4.1.1 Total internal reflection 
As a light ray propagates through different isotropic media, it usually changes both 
its speed of propagation and its direction.  The change in the propagation speed is 
quantified by the refractive index (n), which is the ratio of the speed of light in a vacuum 
to that in the material.  When a ray of light travels from medium 1 with refractive index 
n1 such as glass to medium 2 with refractive index n2 > n1 such as water, it is partially 
reflected and also partially refracted at the glass-water interface (Figure 4.1).  The 
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direction of the refracted ray, measured with respect to the direction normal to the 
interface, is given by Snell’s Law 
1 2sin sin i tn n      (4-1) 
where i is the angle of incidence describing the direction of the ray in glass and t is the 
angle of refraction describing the direction of the ray in water.  Since the sine of an angle 
cannot exceed unity, Snell’s Law gives an upper limit on the angle of incidence for which 











.     (4-2) 
When i  c, all of the light is reflected at the glass-water interface (Fig. 4.2b), a 
phenomenon known as total internal reflection (TIR).  For a borosilicate glass (n1 = 













  (a)        (b) 
Figure 4.1:  An illustration of Snell’s law (a) and total internal reflection (TIR) (b) for the 









Figure 4.2:  Generation of evanescent waves from TIR at the interface between two 
media with different refractive indices, n1 and n2 (>n1). 
4.1.2 Evanescent wave 
The Fresnel equations relations describe how electromagnetic waves (i.e., light) are 
transmitted and reflected at the interface between two dielectric media with different 
indices of refraction.  In all cases, the tangential component of both the electric and 
magnetic fields must be continuous across the interface.  When TIR occurs, the portion of 
the electromagnetic wave with complex wavenumber is transmitted to the medium with 
the lower refractive index n2 (i.e., water) to satisfy this boundary condition.  This so-
called ―evanescent wave‖ propagates parallel to the interface for a short distance (known 
as the Goos-Hänchen shift) before re-entering the medium with the higher refractive 
index n1.   
Because the evanescent wave has a complex wavenumber, its intensity, I(z), decays 
exponentially with distance z normal to the interface: 
   0 exp{ / }pI z I z z   (4-3) 
where is I0 the intensity at the interface (z = 0) and zp, characterizing the length scale of 







 p iz n n
    (4-4) 
where  is the wavelength of the illumination in vacuum.  In most case, zp is comparable 
in order of magnitude to and less than .  For a glass-water interface, zp  100 nm and 
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evanescent-wave illumination is therefore restricted to the first few hundred nm of water 
next to the glass surface. 
Evanescent waves have been used in a variety of applications to probe interfacial 
particle dynamics, investigate cell-surface interactions and cell adhesion in biological 
applications.  For example, Zettner and Yoda (2003) measured velocity fields in the 
rotating Couette flow of water within 380 nm of the stationary glass surface by 
illuminating 300 nm and 500 nm diameter polystyrene and silica particles with 
evanescent waves.  Sadr et al. (2004) used a similar method to measure two components 
of the velocity field in the fully-developed and steady electro-osmotic flow (EOF) within 
about 100 nm of the channel wall in rectangular channels with depths of 5–25 m.  Le et 
al. (2007) described a monolithic and massive fabrication technique for a TIR-based 
biochip that can produce evanescent-wave illumination suitable for highly sensitive 
fluorescent imaging at very low cost.   
However, we are unaware of any work using evanescent waves to measure 
temperatures using intensity-based FT.  The next sections describe the wall surface 
thermometry technique based on EFT developed in this thesis including calibration 
results, EFT temperature measurements, and validation of the EFT results by numerical 
predictions. 
4.2 Temperature Calibration for EFT Technique  
This section describes the procedures for preparing the working fluid and the EFT 
temperature calibrations.  The results and the accuracy of the wall surface temperatures 
measured with this method are then discussed. 
4.2.1 Preparation of the working fluid 
In the EFT studies, only one temperature-sensitive tracer, Fl was used.  In microscale 
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devices with their relatively large surface areas and small volumes, accurate intensity-
based FT requires that the fluorophores have little, if any, surface adsorption on PDMS 
and glass surfaces since even a small amount of emissions from surface-bound 
fluorescent molecules can overwhelm the variations in fluorescent emissions due to 
temperature gradients, especially since the intensity of evanescent-wave illumination is 
maximum at the glass-water interface as explained in Section 4.1.  Although a second 
tracer, such as SrB, should in theory improve the accuracy of the EFT results, as 
discussed previously, SrB was found to have a small amount of surface adsorption onto 
glass surfaces at moderate pH values. 
In an attempt to find a second appropriate temperature-sensitive species, numerous 
fluorescent tracers which had intensities that decreased as temperature increased and 
could also be excited by 514 nm light were tested, as listed in Table 4.1, and all were 
unfortunately found, in aqueous solution with 30 or 50 mol/L fluorescein at various pH, 
to have at least some adsorption onto borosilicate glass surfaces (Gupta et al., 2000).  In 
these tests, the aqueous fluorescent dye solutions were buffered to pH 9.2 and 8.5 using 7 
mmol/L sodium tetraborate (Na2B4O7, ACS reagent grade, Acros Organics) and 0.1 mol/L 
phosphate buffer composed of sodium phosphate dibasic dihyrate (71643, Sigma-Aldrich) 
and sodium phosphate monobasic monohydrate (71504, Sigma-Aldrich), respectively.   
Most of the fluorophores in the rhodamine family, including SrB and RhB, have at 
least some adsorption on negatively charged glass surfaces due to their being zwitterions 
with both positively and negatively charged portions in solution (Ramette and Sandell, 
1956).  Fluorescein, on the other hand, is negatively charged in aqueous solution with a 
valence of 1 at moderate pH, and has a valence of 2 at pH values above about 8.5 
(Haugland, 2002).   
The slight adsorption of SrB had a negligible effect on the accuracy of the FT results 
with volume illumination, and so the combination of the two fluorophores gave greater 
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temperature sensitivity and accuracy, as discussed previously.  Even a minor amount of 
adsorbed SrB had a significant effect on the EFT results, and so only a single 
temperature-sensitive tracer, namely Fl was found to give the most accurate and 
reproducible temperature data.   
Table 4.1.  A list of the aqueous fluorescent dye solutions tested for adsorption on 
borosilicate glass surface at various concentrations and pH values.  In all cases, these 
dyes were tested in solution with fluorescein at molar concentrations between 5 and 50 
mol/L. 
Case Fluorescent Dye Catalog # Manufacturer mol/L pH 








343714-1G Sigma 50 9.2 




4 5-carboxynaphthofluorescein C652 Invitrogen 10 8.5 
5 Sulforhodamine 640 25266 Exciton 50 8.5 






Sigma 30 8.5 
 
The aqueous solution of 30 mol/L Fl used in the EFT studies was kept at a pH of 8.5 
(to ensure that the fluorophore in solution was negatively charged at a valence of 2) with 
phosphate buffer, which kept the pH of the solution at 8.50.1 for the range of solution 
temperatures studied here of 2060 °C.  The solution was prepared by diluting a Fl stock 
solution at an intermediate molar concentration of 1 mmol/L.  To prepare the stock 
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solution, a phosphate buffer was first prepared by adding the appropriate amounts of 
sodium phosphate dibasic dihydrate (71643, Sigma-Aldrich) and sodium phosphate 
monobasic monohydrate (71504, Sigma-Aldrich) salts, measured using a precision scale 
(Mettler Toledo type H4; resolution of 1 mg) to the appropriate volume of distilled 
deionized (DDI) water and stirring with a magnetic stirrer (33918-239, VWR).  The pH 
value of the buffer solution was measured to be 8.5 using a handheld pH meter (WD-
35614-20, Oakton Instrument).  Next, the appropriate mass of disodium salt of Fl (FL116, 
Spectrum Chemicals) was added to the phosphate buffer solution.  In all cases, the 
masses of the salts were determined from the equation: 
 
 









     (4-5) 
where C and V are the molar concentration and volume, respectively, of the solution, and 
m and MW are the mass and molecular weight, respectively, of the salt.  The pH value of 
the final stock solution was re-measured to ensure that the addition of the Fl salt had a 
negligible effect on the pH values of the final solution; in all cases, the change in pH was 
less than 0.1 pH units.   
 To make a Fl solution at the designated concentration, about 300 mL of DDI 
water prepared and appropriate amount of the phosphate dibasic and monobasic salts 
were then added to the diluted solution to keep the solution at a pH of 8.5.  The final 30 
mol/L Fl solution is then prepared by diluting the 1 mol/L stock with DDI water.  After 
stirring the final solution with the magnetic stirrer for 1 min, the pH of the Fl-phosphate 
buffer solution was again verified by the pH meter.  Finally, the fluorescent solution was 
filtered through a 1.5 m pore size glass-fiber filter (09-804-70A, Grade G6, Fisher 
Scientific), then a 0.7 m pore size glass-fiber filter (09-874-72, type GF/F, Fisher 
Scientific) in a Büchner funnel (Nalgene, 4280-0700) and degassed by placing the 
solution under a vacuum using a vacuum pump (model 2628VE44-598, Gardner Denver 
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Thomas) for at least 2 h.  The final solution was used in the experiments in all cases 
within a few hours of preparation. 
4.2.2 Experimental Setup 
This section describes the channels used in these studies, and the calibration setup 
used for the EFT studies.  Two different types of channels were used in this thesis:  
PDMS-glass channels that were fabricated by replica molding and acrylic-glass channels 
created by milling.   
4.2.2.1 Channel Fabrication 
The PDMS-glass channels consisted of a rectangular PDMS block molded with a 
channel trench sealed by a borosilicate glass lid with an indium tin oxide (ITO) thin-film 
heater.  Polydimethyl siloxane (PDMS) is commonly used in the fabrication of 
microchannels because it: i) can be easily molded with features as fine as O(1 m) at 
temperatures ranging from 20 C to 150 C (Duffy et al., 1998), ii) is optically 
transparent at visible wavelengths, and iii) can seal reversibly to itself or irreversibly to 
other materials such as glass and Si after exposure to an oxygen plasma by  covalently 
bonding to the other material.  To create a mold to emboss a channel trench in PDMS, a 
positive ―master‖ geometry with a channel 1 mm square and 20 mm long was created in 
the solid modeling software SolidWorks and converted to a file compatible to a 
computer-aided design (CAD) program (Figure 4.3).  The master was then fabricated by 
stereolithography rapid prototyping using a liquid photopolymer resin cured by a 
scanning UV laser beam on a Viper si2 SLA (stereolithography) system (3D systems).  
After fabrication, the master was soaked in isopropyl alcohol for 1 h to remove any 
unpolymerized resin, then cured in an oven at ~100 C for 2 h.   
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Figure 4.3.  Drawing of the positive master for the PDMS channel trench created by 
SolidWorks.  The diameters of the inlet and outlet ports are 2 mm.  The four pins 
protruding from the corners are used to connect the master with the rest of the PDMS 
mold. 
The channel trenches were then created in PDMS by replica molding.  A 10:1 mixture 
of PDMS prepolymer and curing agent (Sylgard 184, Dow Corning, Midland MI) was 
stirred thoroughly, degassed under vacuum using a vacuum pump (model 2628VE44-598, 
Gardner Denver Thomas) for at least 1 h, and poured into a mold consisting of the master 
attached to a 25 mm  25 mm  5 mm rectangular box by the pins at the four corners (cf. 
Fig. 4.3) and cured for at least 6 h in an oven at 60 C.  The PDMS replica was then 
removed from the master.  Although the nominal outer dimensions of the PDMS block 
were identical to those of the rectangular box, the nominal diameter of the inlet and outlet 
ports was 1.5 mm (vs. the 2 mm diameter of the ports in the positive master) due to 
slumping of the PDMS.   
To fabricate the ITO heater with conductive (titanium, copper and gold) contact pads 
and an insulating dielectric top layer (SiO2), glass substrates (C030401S, Matsunami 
Glass Ind., Ltd.) were first cleaned by induced-plasma etching for 30 s in a plasma 
thermal reactive ion-etching (RIE) system (Fig. 4.4).  The ITO layer was deposited by a 
PVD75 RF sputterer through a 150 µm thick stainless steel mask (fabricated from an in-
house CAD design by UTZ technologies, NJ) at 5 mTorr of argon gas at 100 W of RF 
power for 20 min.  Although the nominal dimensions of the rectangular ITO heater was 6 
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mm × 1 mm × ~300 nm, the standard deviation in the thickness of the ITO within a single 
run of the RF sputterer was ~10 %, or 30 nm.  In all cases, the thickness of the ITO layer 
was therefore measured after fabrication by a direct contact method using KLA-Tencor 
P-15 profilometer or by an optical method using Wyko profilometer.  The thickness 
results from the two methods agreed in all cases within 1%.  The sheet resistivity of the 
ITO heater, which was measured by a Signatone four-point probe, varied from 150 
/square to 200 /square.   
Titanium (Ti) and copper (Cu) layers with thicknesses of 50 nm and 4 m, 
respectively (as measured by Tencor profilometer), were deposited at the ends of the ITO 
heater through a metal mask by the CVC DC sputterer for 2 h.  The glass substrate 
containing the ITO and Ti/Cu films was then cleaned by methanol and etched for 30 s in 
the RIE system to remove any surface impurities, and a 500 nm gold (Au) layer was 
deposited on top of the Cu layer to protect it from oxidation and provide better bonding 
strength for the solder connections using the CVC E-beam evaporator at rate of 1.5 Å /s 
for 1 h.  Finally, a 500 µm thick insulating layer of silicon dioxide (SiO2) was deposited 
on top of the ITO film and part of the Ti/Cu/Au layer through a metal mask with the CVC 
E-beam evaporator.   
The molded PDMS block and the glass substrate were cleaned by rinsing in 
methanol, then DI water, and drying under a stream of nitrogen (N2) gas.  They were then 
both oxidized for 90s by a plasma thermal reactive ion etcher.  Immediately after removal 
from the plasma etcher, the PDMS and glass were then pressed together to irreversibly 
seal the channel by the strong covalent Si-O-Si bonds between the silanol groups (Si-OH) 
on the PDMS and glass surfaces (McDonald et al., 2000).  Creating silanol groups on the 
PDMS surface by exposing it to oxygen plasma also makes the PDMS surface 
hydrophilic, and negatively charged in the presence of aqueous solutions.  Finally, 
electrical wires were soldered on the contact pads to supply electric power to the ITO 
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heater. 
   
(a)                       (d) 
   
            (b)                    (e)  
          
          (c) 
Figure 4.4.  The steps to fabricate the ITO heater on a glass substrate.  (a) After cleaning 
the surface of the borosilicate glass substrates by plasma etching, the ITO film (nominal 
dimensions 6 mm × 1 mm × 300 nm) was deposited on the glass substrate through a 
metal mask containing the design of the heater configuration by the PVD75 RF sputterer.  
(b) Layers of conductive Ti, Cu and Au (typical thicknesses of 50 nm, 4 m, and 500 nm, 
respectively) were deposited on both sides of the ITO film in both sides to provide 
contact pads.  (c) After cleaning impurities from the glass substrate by exposing it again 
to an induced plasma, a 500 nm thick silicon dioxide (SiO2) layer was deposited over the 
ITO and Ti/Au/Cu layers to insulate the heater and most of the contact pads.  (d) The 
PDMS block containing a negative relief of the channel was sealed onto the glass 
substrate after both were exposed to oxygen plasma.  (e) Finally, electrical wires were 
soldered on the conductive layer to supply power to the ITO heater.  
 78 
For the acrylic-glass channels, the channel trenches were machined into an acrylic 
(8560K265, McMaster Carr.) block with nominal dimensions of 13 mm  25 mm  5 mm 
4 mm from the center of the block (cf. Fig. 4.22) using a 0.4 mm diameter end mill.  Inlet 
and outlet ports were then bored into the ends of the channel using a 2 mm diameter end 
mill.  A borosilicate glass substrate with the ITO heater and conducting pads, fabricated 
as described previously, was, after cleaning by methanol and DDI water, attached to the 
acrylic block using a UV-curable optical adhesive (Optical adhesive 81, Norland 
Products) that was cured by exposure to UV light for 4 min.  Fittings (2808K101, ID 2 
mm, McMaster-Carr) were attached to the inlet and outlet ports with epoxy (353NDT 
8OZ Kit part A, B, Epoxy Technology).  As the final step, electrical wires were soldered 
to the contact pads.   
4.2.2.2  Temperature Calibration Setup 
Figure 4.5 shows a schematic of experimental apparatus used for the temperature 
calibrations and for measuring (near-) wall surface temperature fields with evanescent-
wave illumination.  The channels used here, with cross-sectional dimensions of 1 mm × 1 
mm and a length of 20 mm, were fabricated as explained previously.  For the EFT 
calibrations and experiments, the ITO heater edge was 0.1 mm from the side wall of the 
channel.   
During the temperature calibrations, no power was supplied to the ITO heater.  The 
temperature of the working fluid was controlled instead by passing the fluid through a 
heat exchanger consisting of a coil of 15 m of 1.5 mm ID copper tubing submerged in a 
temperature-controlled water bath (GH-D8, Haake).  The fluid passed through 0.8 mm ID 
silicon tubing (51134K14, McMaster-Carr) connected to a Luer-Lok tip (14-823-31, 
Fisher Scientific) and a reducing tube coupling (5121K261, McMaster, Carr) attached to 
the heat exchanger, which was connected at its other end to more 0.8 mm silicon tubing 
and a fitting (2808K101, ID 2 mm, McMaster-Carr) inserted into the inlet port of the 
 79 
channel, then exited the channel through 0.8 mm silicon tubing attached to the outlet port.  
The flow through the channel, the heat exchanger and the other components was driven 
by a syringe pump (NE-500, New Era Pump System, Inc) at a flow rate Q = 67 L/s, 
corresponding to a Reynolds number based on the channel dimension L = 1 mm and the 
average velocity / ( ) 67Re Q L   , where  is the fluid kinematic viscosity.  For each 
calibration experiment, and for each actual FT experiment, the ambient or room 
temperature was measured by a K-type TC (KMTSS-022G-6, Omega Eng.). 
 
(a) Top view 
 
 (b) Cross-sectional View 
Figure 4.5.  Top (a) and cross-sectional (b) views of the PDMS-glass channels with thin-
film ITO heaters. The dotted rectangle in the top view and the thick dotted line the cross-
sectional view represent the imaged region (IR). Flow goes from left to right in the top 
view, and out of the page in the side view, as indicated.  All dimensions are given in mm.  
The two TCs are about 12 mm apart and placed roughly symmetrically upstream and 
downstream of the IR. 




















bath and monitored in the channel by two T-type thermocouples (TCs) (HYP1-30-1/2-T-
G-60-SMPW-M, Omega Engineering, Inc.) with a bead diameter of 0.3 mm placed 
symmetrically upstream and downstream of the imaged region roughly in the center of 
the channel with a streamwise spacing of about 12 mm, as shown in Figure 4.5.  The TCs 
were calibrated to an accuracy of 0.2 °C, and the TC readings were recorded by an A/D 
data acquisition board (HP34970A, Agilent Technologies) onto a PC HD.  In all cases, 
images were acquired at least 20 min after the flow was started by turning on the syringe 
pump. 
4.2.3 Temperature Calibration Results 
The channel was mounted on the stage of an inverted total internal reflection 
fluorescence (TIRF) microscope (IX 71, Olympus) and illuminated by evanescent waves 
at a wavelength  = 514 nm with a penetration depth zp  80 nm formed by a 60/NA 
1.45 TIRF objective (PlanApo N, Olympus) from the optical fiber-coupled beam of an 
air-cooled argon-ion laser (543-GS-A03, CVI Melles Griot) as shown in Figure 3.4.  The 
laser output power was less than 20 mW in all cases to avoid damaging the objective.  
The Fl concentration in the EFT studies, 30 mol/L, was low enough so that the 
fluorescence intensity was proportional to the illumination intensity, as shown in Figure 
3.9. 
The Fl emissions were transmitted by an epifluorescent bandpass filter cube 
(hq550/40m + zq514rdc, Chroma Tech.), that transmitted light at  = 530–570 nm and 
reflected the 514 nm illumination, and imaged by the TIRF objective onto the EMCCD 
camera with 0.5 camera adaptor and recorded as 16-bit 653  492 pixel images on the 
hard drive of a personal computer.  The magnification of the imaging system was 29.97, 
corresponding to 0.2469 m/pixel (Sec. 3.2).  The nominally 16-bit images, which have a 
maximum grayscale value of ~53000, had a typical bias noise level of 1000, suggesting 
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that the extent of the region illuminated by the exponentially decaying evanescent waves 
was about 4zp (cf. section 3.2), or the first 320 nm next to the wall.  Although zp varies 
with fluid temperature (because the refractive index of the fluid varies with temperature), 
the penetration depth varied by no more than 1 nm for the range of solution temperatures 
T studied here, where T = 2060 °C.   
  
Figure 4.6.  Representative 653 × 492 pixel (160 m × 120 m) grayscale images (exp. 
15 ms) from the EFT temperature calibrations of the emissions from Fl excited by 514 
nm light at T =20 C [left] and 60 C [right] at Re = 67.  The yellow square indicates the 
450 × 450 pixel (150 m × 150 m) region processed in these images.   
Figure 4.6 shows representative images of the Fl emissions excited by 514 nm 
light at T = 20 and 60 C.  Both images are mapped to the same grayscale map, and, as 
expected, the Fl emission at 20 C is weaker than that at 60 C.  The circular diffraction 
rings in the image, likely caused by aberrations in the imaging system and dust on the 
optics, are typically observed when using TIRF microscopes.  
A sequence of 100 images was recorded at a framing rate of 19 Hz and an exposure 
of 15 ms at each T.  A 450 × 450 pixels (150 m × 150 m) region in the center of each 
image (yellow square in Fig. 4.6) was corrected for camera nonlinearities using Eq. 3-6, 
and the spatially and temporally averaged grayscale value corresponding to the average 
Fl emission intensity, I , and the standard deviation, 
I
 , were calculated over all 100 
450 × 450 pixel images, or more than 210
7
 samples.  The uncertainty in the temperature 
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data was determined from 
I
  using standard propagation of uncertainty analysis (Kline 
and McClintock, 1953).  The average emission intensity, normalized by its value at 20 C, 
20/I I , is shown in Figure 4.3 as a function of the solution temperature T for 27 different 
temperatures between 20 C and 60 C.  The error bars represent one standard deviation.  
A linear curve-fit to the data (solid line) with (adjusted) 2 98.5%R   gives the fluid 
temperature: 
 
Figure 4.7.  Plot of average normalized fluorescence intensity of the Fl emissions for the 
EFT calibrations 20/I I  as a function of solution temperature T.  The overall change of 
the emission intensity was 1.8 % per C.  Equation 4-6 is given by the solid line, and the 
error bars represent the standard deviations. 
 
20 [ C] = 51.5 / 30.1T I I 
    (4-6) 
with a rms error of 1.8 °C.  From this equation, the temperature sensitivity of Fl 
illuminated by evanescent waves is 1.8% per C, or lower than that for volume 
illumination in the literature (for example, Coppeta and Rogers, 1998), due perhaps to the 
nonuniform illumination. 







4.3 EFT Results and Discussion 
The liquid temperature fields over the first 320 nm next to the glass channel bottom 
were measured using EFT in steady Poiseuille flow through 1 mm square channels at Re 
= 3.3 and 8.3 (corresponding to volume flow rates Q = 3.3 L/s and 8.3 L/s, 
respectively).  The next sections discuss the EFT results obtained in PDMS-glass and 
acrylic-glass channels. 
4.3.1 Results for PDMS-Glass Channels 
The Poiseuille flow of the Fl solution in the channel was illuminated with evanescent 
waves.  Two sequences of 100 images with physical dimensions of 120 µm ×160 µm 
(492 × 653 pixels) at 16 Hz (exposure 20ms) were obtained by the EMCCD camera of 
the Fl emissions within 320 nm of the glass surface (cf. section 3.2.1) at three different 
locations across the channel.  The first reference sequence was obtained at the reference 
temperature Tref = 20.2 C.   
Then, a temperature gradient was applied across the PDMS-glass channel by 
supplying 330 mW (3 V at 110 mA) to the ITO thin-film heater using a DC power supply 
(E3612A, Agilent Technologies) (Figure 4.5).  In these experiments, the distance 
between the edge of the ITO heater and the side wall of the channel was 0.1 mm.  The 
second sequence of images was acquired once the temperature field in this laminar and 
steady flow reached steady-state, which was taken in these experiments to be after the TC 
downstream of the imaged region (cf. Figure 4.5(a)) gave a temperature reading that 
varied by no more than 0.2 °C over 2 min.   
Figure 4.8 shows the three different regions, A, B, and C, with physical dimensions of 
120 m  160 m, that were imaged next to the channel bottom.  The edge of region A 
starts about 12 µm  from the side wall of the channel next to the ITO heater.  Region B in 
the center of the channel is 0.408 mm from region A.  Finally, region C, which has an 
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edge about 12 µm away from the opposite side wall, is 0.408 mm from region B.  The 
measured temperature gradients along the horizontal dashed line passing through the 
center of the three regions were used to determine the volumetric heat generation used in 
the numerical simulations (cf. section 4.4). 
 
 
Figure 4.8.  The three different regions, A, B, and C, imaged by the TIR microscope next 
to the bottom surface of the channel.  The edge of region A is about 12 m from the 
channel wall near heater, while the edge of C is about 12 m from the opposite channel 
wall.  Region B is in the center of the channel, and 0.408 mm from regions A and C.   
The flow goes from top to bottom, as shown, and all dimensions are given in mm. 
  
Figure 4.9.  Average images of Fl emissions excited by evanescent wave at Tref = 20.2 C 
[left] and with a temperature gradient imposed by supplying 330 mW of electrical power 


















The images were corrected for camera nonlinearities using Eq. (3-8), then averaged 
over all 100 images in the sequence.  Figure 4.9 shows typical average images of the 
emissions from the 30 M Fl solution at Tref = 20.2 C and at Re = 3.3 with an applied 
temperature gradient from the ITO heater.  The temperature field over the physical region 
imaged was then determined using Eq. (4-6) from the ratio of the average image with an 
applied temperature gradient to that obtained at Tref.   
Figure 4.10 and Figure 4.11 show pseudocolor temperature maps over regions (a) A, 
(b) B, and (c) C at a spatial resolution of 1 μm (i.e., averaged over a 4 pixel square 
region) at Re = 3.3 and 8.3, respectively.  As expected, the temperatures in region A 
nearest the heater are higher than those in regions B and C.  At Re = 3.3 the majority of 
the data in A are at temperatures of 46−50 C, vs. 30−40 C in B and C, and the 
temperatures decrease away from the heater.  Similar characteristics are observed at Re = 
8.3, although the actual temperatures are lower than those at the lower Re because of 
enhanced convection.  
The uncertainty in the temperatures measured by EFT was determined from the 
standard deviation of the Fl data using the method of Kline and McClintock (1953).  The 
average uncertainties for regions A, B, and C varied from 1.02 °C to 1.16 °C and from 
1.04 °C to 1.35 °C at Re = 3.3 and Re = 8.3, respectively, at a spatial resolution of 1 μm 
(4 pixels).  As mentioned previously, the temperature gradient along the horizontal 
dashed line passing through the center of the three regions (and the heater) was compared 
with the values predicted by numerical simulations of this flow, and used to determine 




Figure 4.10.  Pseudocolor temperature maps over regions (a) A, (b) B, and (c) C obtained 
in the PDMS-glass channel at Re = 3.3 at a spatial resolution of 1 m.  The physical 







Figure 4.11.  Similar to the previous Figure, but at Re = 8.3.  
4.3.2 Acrylic-Glass Channels 
A temperature gradient was applied across the acrylic-glass channels by supplying 





chosen to be 10% lower than that used in the PDMS-glass channels because this level of 
heating gave a maximum fluid temperature of ~40 °C similar to that observed in the 
PDMS-glass cases.  A 300 m diameter hypodermic TC probe (HYP1-30-1/2-T-G-60-
SMPW-M, Omega Engineering) was inserted into the tube attached to the exit port to 
monitor the temperature of the fluid as it exited the channel.  The flow temperature field 
was defined to have reached steady-state once the temperature reading from the varied by 
no more than 0.2 °C over 2 min.   
The emissions from a 30 M Fl solution flowing through the channel and illuminated 
by evanescent waves at 514 nm were again imaged over regions A, B and C and 
processed to estimate temperatures near the glass bottom wall as described previously.  
Figure 4.12 and Figure 4.13 show pseudocolor temperature maps for regions (a) A, (b) B, 
and (c) C at Re =3.3 and 8.3, respectively.  The circular arcs in the upper right and left 
corners of the images of regions A and B are due to the microscope settings, where a 
fraction of the fluorescence was monitored through the eyepieces (vs. being imaged by 
the EMCCD).  This region of the image was not used to obtain temperature data.  
Although the actual temperature values are smaller at a given location than those 
observed in the PDMS-glass channel because less power is supplied to the ITO heater, 
the temperature fields are qualitatively similar to those measured in the PDMS-glass 
channels.  The average uncertainties for regions A, B, and C varied from 0.89 °C to 
1.07°C and from 0.97 °C to 1.11 °C at Re = 3.3 and Re = 8.3, respectively, at a spatial 
resolution of 1 μm (4 pixels). 
The EFT results over regions A, B, and C were compared with temperature 
predictions from numerical simulations of the flow through the heated PDMS-glass and 
acrylic-glass.  Specifically, the temperature data along across the center of the regions 
were averaged over 40 pixels, corresponding to a spatial resolution of 10 m, and 
compared with numerical predictions of wall and near-wall surface temperatures at a 
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spatial resolution of 50 m.  The next section details these numerical simulations. 
 
Figure 4.12.  Pseudocolor temperature maps over 120 m  160 m region at 12 m 
apart from the wall near heater (a), at the center (b), and at 12 m apart from the wall 
opposite to the heater (c) at a spatial resolution of 1 m at Re = 3.3 in the acrylic-glass 





because the window for the light path to the camera port is not fully opened. 
 





4.4 Numerical Simulation 
This section describes the numerical simulations performed with the CFD software 
package FLUENT
®
 v6.2 on a numerical model generated with Gambit v2.2.30 to validate 
the EFT and DFT results.  Three-dimensional finite-volume simulations were carried out 
for numerical models of both the PDMS-glass and acrylic-glass channels used in the 
experiments.   
4.4.1 PDMS-Glass Channels 
4.4.1.1 Geometry and Grid Generation 
Two different numerical models were constructed using Gambit.  Both models 
included the 25 mm  25 mm  5 mm PDMS block containing the 1 mm  1 mm square 
channel, and the 30 mm  40 mm  0.17 mm borosilicate glass substrate that forms the 
bottom wall of the channel including the 300 nm thick ITO heater on the glass, but the 
model shown in Figure 4.6(a) also included the steel microscope stage, while that shown 
in Figure 4.14 (b) excluded the stage.  Initial simulation results showed that the 
temperature distribution inside of the channel was nearly identical for both models under 
otherwise identical conditions, with a temperature difference of less than 0.1 C.  This 
result suggests that very little of the heat output by the heater is transferred to the 
microscope stage, and that most of the power input to the heater is transferred to the 
working fluid, presumably because of the low thermal conductivities k of the channel 






Figure 4.14.  Numerical models meshed in Gambit 2.2.30 of (a) the PDMS block, glass 
substrate and microscope stage and (b) just the PDMS block and glass substrate.  Note 
that the magnification of (b) is greater than that for (a).   
Based on these results, further simulations were carried out on the smaller 
numerical model of only the PDMS block and the glass substrate to minimize 
computational times.  As shown in Figure 4.15, the numerical model used includes the 
ITO heater and the Ti/Cu/Au conductive layers with an overall thickness of 5 m that 
transmit the current from the power supply to the actual heater.  The dimensions of the 




Figure 4.15.  Detailed drawing of the numerical model consisting of the PDMS block and 
the glass substrate with the ITO heater and the Ti/Cu/Au conductive layer. 
Table 4.2.  Nominal dimensions of the numerical model.  All dimensions are in mm. 
Geometry 
Dimension 
(L  W  H) 
Borosilicate glass substrate 40  30  0.17 
PDMS block 25  25  5 
Channel - main 20  1  1 
Channel - side 1  1  4 
ITO heater 6  1  ~0.0003 
Ti/Cu/Au layer 8  3  ~0.005 
 
The tetrahedral mesh, built using Gambit
®
, consists of 1.7  10
6
 cells and 6.1  
10
5
 nodes.   The grid is finest in the region of interest, namely the channel and the PDMS 
and glass surfaces near to the channel, with a resolution of 50 m, and becomes coarser 
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towards the outer boundaries of the PDMS block and glass substrate, where the spatial 
resolution gradually increases from 100 m to 1 mm.  Figure 4.16 (a), which shows a top 
view of the model, illustrates the variations in the mesh size along a cross-section.   
Constructing a grid for the glass substrate was challenging, in part because of its 
high aspect ratio (width of 45 mm, vs. a thickness of 0.17 mm), and because this high 
aspect ratio resulted in highly skewed mesh elements, and hence diverging numerical 
solutions, near the edges at larger mesh sizes.  The mesh for the glass substrate was 
therefore generated after meshing the channel and the PDMS block to minimize the 
number of skewed elements. 
When modeling the ITO heater in Gambit, it is initially assumed that the heater is 
a planar (2D) surface.  Since the 300 nm thickness  of the heater is much less than the 
smallest mesh dimension of 50 m, it was impractical given the limited computational 
resources available to generate a mesh that could transition between these two 
dimensions without divergence of the solution.  A face mesh composed of tetrahedral 
elements was therefore generated over the entire surface of the heater.  After importing 
the Gambit model into FLUENT, the ITO heater was modeled as a thin layer of material 
on the glass surface in FLUENT with a specified thickness of 300 nm.  In the heat 
transfer calculations in FLUENT, the material type, the thickness, and the heat generation 
rates of the heater were specified as boundary conditions 
Figure 4.16 (b) shows a magnified view of the channel, the ITO heater, and the 
Ti/Cu/Au conducting layer.  Note that the mesh on the inside of the channel is hexagonal, 
while the remainder of the mesh is tetrahedral; the nodes within the channel are therefore 
evenly spaced 50 m apart.  Because the ITO heater and the Ti/Cu/Au conductive layer 
are very thin, with thicknesses of 300 nm and 5 m, respectively, and these values are 
both much less than the thickness of the glass slide, the elements used to mesh these parts 
of the model were surface elements that were changed to volumetric elements by 
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Figure 4.16.  (a) A top view of the numerical model and (b) a magnified view of the 
central portion of the channel, the ITO heater, and the conducting layer.  The flow 
direction is from top to bottom in both views. 
 96 
4.4.1.2 Simulation  
There were three major sets of inputs for the FLUENT simulations:  the 
temperature of the fluid at the channel inlet Tin, the convective heat transfer coefficient h 
at the boundaries of the numerical model, and the volumetric heat generation rate q  of 
the ITO heater.  The fluid temperature was measured by a TC 6 or 10 mm upstream of 
the imaged region in the experiments, and found to be 20.2 C and 19.98 C in the 
PDMS-glass and acrylic-glass channels, respectively.  These measured temperatures were 
taken to be Tin in the simulations.   
Standard free-convection boundary conditions from empirical correlations for 
external flows (e.g. Incropera and DeWitt 2002), were imposed on the surfaces exposed 
to ambient conditions.  Such empirical correlations typically have an accuracy of 5−10% 
(Lloyd and Morgan, 1974 and Hatfield and Edwards, 1981, among others).  As 
mentioned previously, the ambient temperature was measured by a TC during each 
experiment, and this temperature varied from 18 C to 20 C.  Since this 2 C variation in 
the room temperature had a negligible effect on h at the boundaries (less than 2% in all 
cases, or well below the typical accuracy of the empirical correlcations for h) and the 
numerical predictions of fluid temperatures (less than 0.01 C), all boundary surfaces 
were assumed to be at a constant and uniform temperature of 18 C.  At this temperature, 
the heat transfer coefficients were 6.69 W/(m
2
∙K) over the bottom of the glass substrate, 
7.6 W/(m
2
∙K) over the top of the glass substrate, 4.22 W/(m
2
∙K)  over the top and bottom 
of the microscope stage, 4.14 W/(m
2
∙K) over the sides of the microscope stage, 5.0 
W/(m
2
∙K) over the sides of the PDMS block, and 4.66 W/(m
2
∙K) over the top of the 
PDMS block.  These values were derived using the correlations detailed in the next few 
paragraphs. 
The Churchill-Chu correlation for the average Nusselt number LNu  for free 
convection from a vertical wall based on the average surface temperature was used for 
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the sides of the PDMS block (and the microscope stage) at typical Rayleigh numbers 
2(10 )LRa O  for the PDMS block and 

















   
   (4-7) 
where Pr is the Prandtl number.  An adiabatic boundary condition was imposed on the 
(vertical) side surfaces of the glass lid since the heat transfer through the 1 mm thick lid 
was, as verified by FLUENT simulations, negligible compared to that through the top and 
bottom surfaces of the lid. 
For the upper surfaces of the glass lid, the PDMS block, and microscope 
corresponding to 
5(10 )LRa O , 
6(10 )LRa O , and 
7(10 )LRa O , respectively, the 
standard power-law correlation for free convection from the upper surface of a heated 
horizontal plate was used: 
 1/40.54L LNu Ra     (4-8). 
Finally, for the bottom surface of the glass lid (i.e., that contacting the microscope stage) 
and the microscope stage with 
6(10 )LRa O  and 
5(10 )LRa O , respectively, the 
correlation for a lower surface of a heated plate was used: 
 1/40.27L LNu Ra     (4-9). 
Because heat was generated over the entire volume of the ITO heater, a constant 
heat-generation rate boundary condition was imposed over the entire ITO layer except for 
the portion covered by the Ti/Cu/Au layers.  In the experiments, some of the power 
supplied to the heater by the dc power supply will be dissipated in the solid portions of 
the channel such as the PDMS block or glass lid (vs. transferred to the fluid) and the 
surroundings.  Given that the Cu conductive layer has a high thermal conductivity (k  
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400 W/(m·K)) compared with glass or PDMS and a large surface area in contact with 
glass and PDMS surfaces, it is also likely that some of the heat from the heater will be 
transferred to the glass and PDMS through the Ti/Cu/Au layer.   
Given that the actual power supplied to the ITO heater, and hence the volumetric 
heat generation rate for this heater, q , are unknown, simulations were performed at 
different values of q  to estimate its value based on the EFT temperature data.  It was 
assumed in these simulations that 80−100% of the electrical power is used by the ITO 
heater to heat the fluid (and the remainder is dissipated to the surroundings).  The results 
from these simulations at different corresponding values of q  were compared with the 
experimental data, and the value of q  that best matched the EFT data was then taken to 
be the actual volumetric heat generation rate for the ITO heater. 
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Figure 4.17.  Wall surface temperature T as a function of normalized channel coordinate 
y/L predicted by FLUENT at different heat generation rates corresponding to 100% 
(triangles), 90% (circles), and 80% (squares) of the electric input power at Re = 3.3. 
The volumetric heat generation rate was simply the ratio of the heater power 
(which was no more than the electrical input power of 330 mW) to the minimum nominal 
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.  Figure 4.17 shows wall surface temperature 
profiles T (at z = 0 m) along the dashed line shown in the pseudocolor temperature map 
of Figure 4.8 as a function of the normalized coordinate across the channel /y L  at three 
different values of q  corresponding to heater powers of 80%, 90% and 100% of the input 
electrical power.  As expected, the temperatures increase as q  increases.  The average 
differences in the wall surface temperature from the temperature profile for a heater 
power equal to the input electrical power at a given /y L  were 1.9 C and 4.8C for the 
temperature profiles calculated for heater powers of 90% and 80% of the input power,.   
In summary, the volumetric heat generation rate q  was the only input parameter 
that was ―adjusted‖ in the numerical simulations to match the experimental data.  The 
major source of error in the numerical predictions is likely due to errors in estimating the 
fraction of the input power transferred to the fluid. 
In terms of the material properties used in the simulations, the properties of solids 
including glass, PDMS, Cu, and ITO heater at 25 C were used and assumed to be 
constant in the simulation.  Table 4.3 summarizes the other material properties used in the 
numerical simulations, which are derived from the literature.  For the properties of water, 
the changes in density  and specific heat cp were 0.5 and 0.1%, respectively, while 
thermal conductivity k and viscosity  change up to +8.2% and -52.7%, respectively, for 
temperatures ranging from 20 C to 60 C (Incropera and DeWitt, 2002).  Given their 
small changes over the temperature range of interest, the density and the specific heat 
were assumed to be constant ( = 998.2 kg/m3and cp = 4182 J/(kgK)), in the simulations. 
The values for thermal conductivity and viscosity were assumed to vary with temperature, 
and were determined using the third-order polynomial curve-fit given in Eqs. 4-10 and Eq. 
4-11 with R
2
 = 99.9% to known values over a temperature range of 0−100 C (Incropera 
and DeWitt, 2002).  The predictions of Eqs. 4-10 and 4-11 for  and k were in all cases 
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within 0.15 C of the values given by FLUENT.  
 8 3 5 22 10 2 10 0.0019 0.3437k T T T         [W/(m∙K)]  (4-10). 
 9 3 6 22 10 2 10 0.0008 0.0994T T T          [N∙s/m2]  (4-11). 
Table 4.3. Material properties at 25 C used in the numerical simulations. 
Material 
 k cp 
Source 
[kg/m3] [W/(m·K)] [J/(kg·C)] 
Borosilicate glass 2230 1.14 750 Matsunami Glass Co. 
Indium tin oxide 
(ITO) 
7120 8.7 230 Indium Corporation 
Polydimethyl 
siloxane (PDMS) 
970 0.15 1460 Dow Corning
®
 
Copper (Cu) 8940 401 0.38 
Incropera and DeWitt 
(2002) 
 
Figure 4.18 compares the wall surface temperatures at z = 0 m (cf. Figure 4.5) 
predicted by FLUENT as a function of y/L at Re = 3.3 when (a) the properties of water 
were assumed to be constant (i.e., independent of temperature) and those at a temperature 
of ?? °C and (b) the thermal conductivity k and viscosity  of water varied with 
temperature (the other properties were assumed to be constant) under otherwise identical 
conditions.  The Figure shows that having temperature-dependent values of k and  in 
water reduces the maximum wall surface temperature by as much as ~3 C; the average 
temperature difference ∆T across channel between two cases was 1.3 C.  These 
properties were therefore allowed to vary with temperature in the simulations shown in 


















Figure 4.18.  Wall temperature T as a function of normalized channel coordinate y/L in 
the numerical predictions at Re = 3.3 with constant properties of water (triangles) and 
with only varying k and  (circles). 
Simulations were carried out to determine how the calculated temperatures varied 
with the spatial resolution of the numerical grid for the PDMS-glass channel.  Three 
different meshes, with spacings of 50 m, 100 m, and 200 m, were generated in the 
region of interest near the channel; as described previously, the resolution gradually 
increased, becoming as large as 1 mm near the outer boundaries of the PDMS-glass 
channel.  The average differences between the wall (z = 0 m) and fluid (z = 50 m) 
temperatures at Re = 3.3 and 8.3 compared with the values computed for the  50 m mesh 
are shown in the Table 4.4.  As expected, the average discrepancy decreases as the grid 
resolution decreases (i.e., become finer).  The average discrepancy between the 
temperatures computed on the 50 m and 100 m meshes is no more than 0.3 C, a value 
within the range of experimental uncertainty (at a spatial resolution of 10 m) for EFT 
data.  Given that the 50 m mesh was the finest mesh possible within computational 
limitations (i.e., the limitations on the RAM of the PC imposed by the operating system), 
the numerical simulations were performed on the 50 m mesh.. 
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Table 4.4.  Average wall and fluid at z = 0 and 50 m, respectively) temperature 
discrepancies between the 50 m mesh and the 100 or 200 m spatial resolution meshes 





Average Discrepancy [C] 
Re  = 3.3 Re  = 8.3 
z = 0 m z = 50 m z = 0 m z = 50 m 
100 0.17 0.27 0.27 0.30 
200 0.60 0.74 0.88 0.91 
 
The numerical convergence of the temperature predictions was evaluated over a 
maximum of 10
4
 iterations at several different locations in the numerical model such as 
the side wall of the channel near the heater, the bottom wall of the channel at the center, 
and within the inlet/outlet ports.  In most cases, the temperatures at each location 
converged within about 100 iterations, and so the temperatures were assumed to achieve 
steady-state after a conservative number of O(10
3
) iterations.   
4.4.1.3 Simulation Results:  Temperature Profiles 
Figure 4.19 shows the temperature distribution ranging from 18 C to 112 C 
(291K to 385K) over the entire numerical model at Re = 3.33 (Q = 3.33 L/s) at a 




.  As expected, the central region of the 
heater, which has a constant heat generation rate, has the highest temperature, ~112 C, 
while the temperatures over the glass substrate away from the heater are at room 
temperature, or 18 C.  Figure 4.20 shows a magnified view of the temperature field over 
the channel walls near the heater under the same conditions (note the different 
temperature scale).  The bottom surface of the channel near the heater (and presumably 
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the fluid next to this surface) reaches a maximum temperature of about 56 C, while the 
temperature over the top surface is a nearly constant 40 C.  Over a channel height of 1 
mm, these simulations suggest that the maximum temperature gradient along the vertical 




Figure 4.19.  Pseudocolor temperature map of the channel, ITO heater, and the surface of 
the glass substrate at Re = 3.33 for the PDMS-glass channel.  The highest temperatures 









Figure 4.20.  Temperature distribution on the channel walls near the ITO heater at Re = 
3.33 in the PDMS-glass channel.  The temperatures at the bottom and top surfaces of the 
channel are about 50 C and 33 C, respectively.   
 
 
Figure 4.21.  Detailed drawing of the numerical model of the acrylic-glass channel 
consisting of the acrylic block and the glass substrate with the ITO heater, the Ti/Cu/Au 
conductive layers, and the SiO2 layer.  In the view shown, the channel trench is 4 mm to 








4.4.2 Acrylic-Glass Channels 
As shown in Figure 4.22, the numerical model of the acrylic-glass channels 
consists of the 13 mm  25 mm  5 mm acrylic block containing the 1 mm  1 mm 
square channel and the 30 mm  40 mm  0.17 mm borosilicate glass substrate with a 
300 nm thick ITO heater that forms the bottom wall of the channel.  All the dimensions 
of this numerical model are identical to those for the PMDS-glass model except for the 
overall dimensions of the acrylic block. 
 
Figure 4.22.  A magnified view of the central portion of the channel, the ITO heater and 
the conducting layer.  The flow direction is from top to bottom in both views. 
The tetrahedral mesh, built again using Gambit
®
, consists of 2.3  10
6
 cells and 
6.2  10
5
 nodes.  As discussed in the previous section, the grid is finest in the channel, 
with a spatial resolution of 50 m and becomes coarser towards the outer boundaries, 
where the spatial resolution is 1 mm (Figure 4.22).  Similar to the PDMS-glass model, the 
mesh inside the channel consists of hexagonal elements, all 50 m across, while the 
remainder of the mesh consists of tetrahedral elements of varying size.   
The inputs to the simulations of the flow in the acrylic-glass channels are identical 
 106 
to those detailed for the simulations of the PDMS-glass channels, specifically Tin, h at the 
boundaries of the numerical model, and q  of the ITO heater (for further details, cf. Sec. 
4.4.1.2).  The density and specific heat of acrylic were taken to be constant, and 
specificallythe values at 25 C:   = 1400 kg/m3 and cp = 1470 J/(kgK) (source: Parsglass 
products Co.).  As in the PDMS-glass channel models, all solid properties were assumed 
to be constant, while k and  of water vary with temperatures.  The solution again 
converged after about 100 iterations, so the temperatures were conservatively assumed to 
achieve steady-state after O(10
3
) iterations.  
 
Figure 4.23.  Temperature distribution over the channel wall near the ITO heater at Re = 
3.33 in the acrylic-glass channel.   
Figure 4.23 shows the temperature distribution over the channel walls in the section 
of the channel near the heater at Re = 3.33 in the acrylic-glass channel over a temperature 
range of 291K to 337K (18 °C to 64 °C).  The bottom surface of the channel near the 
heater, and presumably the fluid next to this surface, reach a maximum temperature of 








These simulations suggest that the maximum temperature gradient along the vertical 
exceeds 10 C/mm, a value less than that observed in the PDMS-glass channels in part 
because less power was supplied to the heater. 
4.4.3 Comparison of EFT Results with Numerical Predictions 
Figure 4.24 compares temperature profiles T along the dashed line shown in Figure 
4.8 as a function of the normalized coordinate across the channel /y L  obtained near the 
wall using EFT (triangles) at Re = 3.3 (a) and 8.3 (b) for the PDMS-glass channels.  The 
EFT data, which are averaged over 40 pixels and hence have a spatial resolution of 10 
m in the plane of the image along y, are compared with wall surface temperatures (z = 0 
m) predicted by FLUENT at a spatial resolution of 50 μm at volumetric heat generation 
rates corresponding to 95% (closed squares), 93% (circles), and 91% (open squares) of 
the input electrical power.  As expected, the numerically predicted temperatures decrease 
as q  decreases.   
y/L



































Figure 4.24.  Temperature profiles T across the channel as a function of the normalized 
channel coordinate y/L measured by EFT (triangles) compared with FLUENT predictions  
at three different values of q  corresponding to 95% (closed squares), 93% (circles), and 
91% (open squares) of the input electrical power. for Re = 3.3 (a) and 8.3 (b).  The error 
bars on the EFT data, which are for the most part comparable to the size of the symbols, 
represent the experimental uncertainty. 
The EFT data, which have a spatial resolution of about 0.3 μm along z (i.e., normal to 
the image plane), have spatial fluctuations due to the diffraction patterns typically 
observed when using evanescent-wave illumination.  The average uncertainties of the 
EFT results were 0.19, 0.23, and 0.23 °C in regions C, B, and A (corresponding to 
increasing /y L ), respectively, at both Re.  As expected, the steepest temperature 
gradients are near region A next to the ITO heater. 
The effect of the diffraction patterns in the evanescent-wave illumination on the 
accuracy of the EFT results was evaluated by analyzing the ratio of calibration images 
obtained at two constant temperatures, specifically T = 20 C and 40 C.  In theory, the 
only spatial variations in these calibration images should be due to spatial variations in 
(b) 
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the illumination, including the diffraction patterns.  As shown in Figure 4.25, the ratio of 
these two calibration images had a maximum deviation (at a spatial resolution of 40 
pixels) of 3.8% from the mean value.  Based on Eq. 4-6, the maximum offset of the 
temperature due to the diffraction patterns from the TC readings is then 1.1 C. 
 
Figure 4.25.  Pseudocolor map of ratio of two calibration images at 20 and 40 C at a 
spatial resolution of 10 m (40 pixels). 
The largest fluctuations in the EFT data are observed in region C (cf. Figure 4.8), or 
in the region with the lowest fluid temperatures near the wall away from the heater.  
These variations are likely due to the relatively low level of Fl emissions at these lower 
temperatures.  A temperature variation of 0.5 C corresponds to a variation of 0.009 in 
the I, or 90 in grayscale value, where a typical grayscale value at a temperature of 20 C 
is 10000 (vs. a maximum grayscale value of 65536).  Since fluorescence intensity in the 
Fl images increases with temperature, the fluid temperatures is quite sensitive to small 
variations in grayscale values due, for example, to noise or diffraction, at lower 
temperatures. 
Given the difference in the spatial resolutions of the EFT data and FLUENT 
predictions, the EFT results were compared with results at the same /y L  interpolated 
from a fifth order polynomial curve-fit with R
2





the three different values of q .  The average discrepancies in regions A, B, and C (cf. 
Figure 4.8) at both Re are summarized in Table 4.5 .   
Table 4.5.  Average temperature discrepancies in regions A, B, and C (cf. Figure 4.8) 
between EFT data and the numerical predictions at values of q .   
Fraction of input 
electrical power 
transferred to the 
fluid [%] 
 
Average Discrepancy [C] 
Re  = 3.3 Re  = 8.3 
A B C A B C 
95 2.44 2.36 2.48 2.27 2.25 2.36 
93 0.38 0.30 0.41 0.38 0.36 0.47 
91 2.50 2.42 2.54 2.31 2.29 2.40 
 
At both Re, the average discrepancy is minimized at a volumetric heat generation rate 
corresponding to 93% of the input electrical power, suggesting that approximately 7% of 
this power is dissipated to the surroundings, vs. transferred to the ITO heater.  Based on 
this comparison, q  in the numerical simulations used to validate the EFT results in the 
PDMS-glass channels was taken to be 93% of the input electrical power divided by the 




, giving q = 1.83 W/m
3
.  In all 
cases, the average discrepancy is greatest in region C, presumably because this region has 
the greatest fluctuations in the EFT results.  As seen in Figure 4.24a, the EFT results are 
in all cases bounded by the numerical predictions obtained at 91% and 95% of the input 
electrical power at Re = 3.3.  At Re = 8.3, however, some of the EFT results in region C 
are beyond these bounds.   
In this thesis, the experimental results from the DFT studies in PDMS-glass channels 
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were compared with FLUENT results where the heat generation rate at the ITO heater 
was adjusted to best match the EFT data because it was unclear how much of the input 
power is dissipated to the surroundings.  As shown in Figure 4.24, the best match was 
obtained by assuming that 7% of the input electrical power was dissipated to the 
surroundings.  We can also, however, directly estimate this dissipation, which is 
presumably loss due to Joule heating.  To do so, the thermal resistances of the electrical 
wires connecting the DC power meter to the conductive layer and of the conductive layer 
itself were calculated.  The overall thermal resistance of both components is then the sum 
of these individual resistances since the wires are in series with the conductive layer.  For 





      (4- 12) 
where t is the thickness, k is the thermal conductivity, and As is the area of the layer.  The 
dimensions for the Ti/Cu/Au layers is given in Table 4.2 and the values for the thermal 
conductivities  of these three metals were those given by Incropera and DeWitt (2002).  
The net resistance of these three layers, which was the sum of the resistances of each 
layer, was 2 m.  This value is negligible compared with the resistance of the electrical 
wires of 1.4 , which was measured using a multimeter (HHM93, Omega).  For an, 
overall resistance of 1.402  and an input current of 110 mA (cf. section 4.3.1), the 
estimated loss due to Joule heating was 16.9 mW, or 5.1% of the input electrical power of 
330mW.  This is 1.9% less than the value that gave the best match with the EFT results.  
This discrepancy may be due to:  i) degradation of the ITO film over time, ii) imperfect 
adhesion between the conductive layers, iii) contact resistance between the conductive 
layer and ITO film and/or the electrical wire, and iv) variations in the thickness of the Ti, 
Cu and Au layers. 
 
 112 
Table 4.6.  Similar to Table 4.5, but for acrylic-glass channels.  
Fraction of input 
electrical power 
transferred to the 
fluid [%] 
 
Average Discrepancy [C] 
Re  = 3.3 Re  = 8.3 
A B C A B C 
97.5 2.84 2.64 2.40 2.30 2.41 2.40 
95.5 0.43 0.23 0.33 0.19 0.31 0.29 
93.5 2.92 2.72 2.48 2.09 2.20 2.19 
Figure 4.26, like Figure 4.24, compares the temperature profiles measured with 
EFT with those predicted by FLUENT, albeit for the acrylic-glass channels.  The average 
uncertainties in the EFT data were 0.20 and 0.27 °C at Re = 3.3 and 8.3, respectively.  
Table 4.6, like Table 4.4, summarizes the average discrepancies over the three regions at 
Re = 3.3 and 8.3 for different values of q .  The trends observed for the acrylic-glass 
channel cases are qualitatively similar to those observed for the PDMS-glass channels, 
but the temperatures observed in the PDMS-glass channels are about 7 °C higher, and the 
average discrepancy is minimized at a volumetric heat generation rate corresponding to 
95.5% of the input electrical power, suggesting that approximately 4.5% of this power is 
dissipated to the surroundings, vs. transferred to the ITO heater.  Based on this 
comparison, q  for the FLUENT simulations used to validate the EFT data in the acrylic-
glass channels was taken to be 95.5% of the input electrical power divided by the ITO 





As shown in Figure 4.25, the best match to the EFT results in the acrylic-glass 
channels was obtained by assuming that 4.5% of the input electrical power was dissipated 
to the surroundings. This value was compared with an estimate of this dissipation due to 
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Joule heating following the procedures outlined earlier and assuming that the properties 
of the electrical wires and conductive layers are identical to those for the PDMS-glass 
channels.  The result, 0.3 mW, is much less than 13.5 mW, or 4.5% of the total electrical 
input power of 300 mW.  This large discrepancy may be due to degradation  of the ITO 
heater and conductive layer, which were fabricated 6 months before the channel were 
fabricated.   
Figure 4.27 shows a pseudocolor map of the wall surface temperature distribution (at 





over a 1 mm  0.75 mm region over the bottom (glass) wall of the PDMS-glass channel 
at Re = 3.3 (a) and 8.3 (b).  Flow goes from top to bottom and the ITO heater is to the 
right of these images.  As expected, the maximum temperatures are observed near the 
heater (at Re = 3.3 and 8.3 these maximum temperatures are about 47 C and 41 C, 
respectively), and then gradually decrease moving away from the heater.  The dotted line 
across image (a) denotes the location of the temperature profile shown in Figure 4.26.  
Figure 4.28  displays a similar surface temperature distribution over the bottom glass 
surface of the acrylic-glass channel at Re = 3.3 (a) and 8.3 (b).  Again, the absolute 
temperatures observed in the acrylic-glass channels are lower than those in the PMDS-
glass channels, but the trends observed in these channels are qualitatively similar to those 
observed in the PDMS-glass channels.   
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Figure 4.26.  Similar to Figure 4.24, but in acrylic-glass channels at values of q  
corresponding to 97.5%  (filled squares), 95.5% (circles), and 93.5% (open squares) of 







Figure 4.27.  Pseudocolor map of wall surface temperatures (i.e. z = 0) from FLUENT at 
0.93 q  over 1 mm  0.75 mm region on the bottom surface of the PDMS-glass channel 
at Re = 3.3 (a) and 8.3 (b).  Flow goes from top to bottom and the ITO heater is on the 
right.  The dotted line across the image (a) in the center denotes the location of the 





Figure 4.28.  Similar to Figure 4.27, but with acrylic-glass channels at 0.935 q . 
4.5 Summary 
The studies in this chapter describe the wall surface temperature thermometry 
technique in steady fully-developed Poiseuille flow at Re = 3.3 and 8.3 through 1 mm 
square channels using EFT.  For that, a fluorescent dye solution Fl in DDI water was 
chosen as a temperature tracer and the temperature dependence of the emissions from Fl 
solution was determined to be 1.8 % per C.  The channel trenches were fabricated in 
PDMS and acrylic, then sealed by a 0.17 mm thick glass coverslip with a 300 nm thick 
ITO film heater.  The fluid temperature distributions at three different locations on the 




measured with EFT.  The experimental data shows that the EFT technique can map the 
temperatures with the maximum uncertainty of 0.27 C at Re = 8.3 in both PDMS-glass 
and acrylic-glass channels. 
 Three-dimensional finite-volume simulations were performed using the CFD 
software package FLUENT
®
 v6.2 and Gambit 2.2.30 to validate the EFT and DFT results.  
actual heat generation rate associated with the ITO heater in the Since some of the 
electrical input power is dissipated before it reaches the heater, the experiments q  was 
estimated by performing simulations at various values of volumetric heat generation rate, 
and taking q  to be the value that gave a numerical prediction of the temperature 
distribution across the channel at the center of the heater that gave the best match to the 
experimental data in terms of minimizing the average discrepancy between the 
experimentally measured and numerically predicted temperatures.  The next chapter 
discusses the DFT experiments and results obtained under flow conditions identical to the 
EFT experiments on fluid temperatures in the bulk flow at different locations in the 





CHAPTER 5                                                                                                          
Dual-Tracer Fluorescence Thermometry 
This chapter describes dual-tracer fluorescence thermometry (DFT) 
measurements.  Section 5.1 summarizes the calibration studies of how the fluorescent 
emissions from Fl and SrB excited by volumetric illumination depend on solution 
temperature.  Section 5.2 details of the temperature distributions obtained using DFT and 
compares them to the FLUENT
®
 predictions with the volumetric heat generation rate 
determined from the EFT data.  The section discusses the results for both the PDMS-
glass and acrylic-glass channels.  Section 5.3 summarizes the chapter. 
5.1 Temperature Calibration for DFT Technique 
This section describes the preparation of the Fl and SrB solution, and the 
calibration studies carried out to determine how the Fl and SrB emissions depend upon 
the solution temperature.  The section concludes with a brief discussion of the calibration 
results and the experimental uncertainty in the DFT data.  
5.1.1 Preparation of the working fluid 
For the DFT studies, an aqueous solution of two temperature-sensitive 
fluorophores, Fl and SrB, was prepared using procedures similar to those used to prepare 
the Fl solution for the EFT studies.  As discussed previously, SrB had slight absorption 
onto PDMS and glass surfaces over a pH range from about 2 to 10, precluding its use as a 
temperature tracer for EFT.  This small absorption had a negligible effect on the accuracy 
of FT when the fluorophores were excited by volume illumination, however.  Given the 
improvement in accuracy of the temperature results from using a ratiometric approach 
discussed in Chapter 3, SrB was used as the second fluorophore in the DFT studies.  
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First, a stock solution consisting of 1 mmol/L Fl, 1 mmol/L SrB, and 100 mmol/L 
phosphate buffer was prepared using DDI water following the same procedures described 
in Section 4.2.1.  The pH value of the stock solution was 8.5.  This stock solution was 
then diluted with DDI water to prepare the working fluid at its final concentrations of 5 
mol/L Fl and 5 mol/L SrB.  The molar concentrations of the fluorophores were lower 
than that used in the EFT studies because of the higher excitation intensities used in the 
DFT studies.  The pH value of the diluted solution was re-adjusted to 8.5 by adding 
appropriate amounts of the sodium phosphate dibasic dihydrate and sodium phosphate 
monobasic monohydrate salts.  After thoroughly mixing the solution with a magnetic 
stirrer, the pH of the Fl-SrB-phosphate buffer solution was measured at solution 
temperatures T = 2060 °C to ensure that the pH remained at 8.5 over this range of 
temperatures.  Finally, the working fluid, after filtration as described in Sec. 4.2.1 to 
remove particulates and impurities, was degassed by placing the solution under a vacuum 
for at least 2 h. 
5.1.2 Experimental Setup and Procedures 
Figure 5.1 illustrates the heated PDMS-glass channels used for both the temperature 
calibration and the DFT measurements.  The channels, fabricated as described in Section 
4.2, were 1 mm square in cross-section and 20 mm in length, with the edge of the ITO 
heater edge 100 m from the sidewall of the channel.  Nearly all the experimental setup 
used in the DFT calibrations and studies was identical to that used in the EFT studies (cf. 
Chap. 4)—i.e., the syringe pump, the temperature-controlled water bath, the copper heat 
exchanger, the two TCs, and tubing.  The DFT setup differed from that used for the EFT 
studies, however, in two aspects:  first, in terms of the illumination, and second, in terms 
of the imaging optics. 
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(a) Top view 
 
 (b) Cross-sectional View 
Figure 5.1.  Top (a) and cross-sectional (b) views of the channels with thin-film ITO 
heaters.  The dotted rectangle in the top view and two thick dotted lines the cross-
sectional view represent the imaged region (IR) by the microscope objective.  The thick 
dashed line in (a) denotes the centerline of the heater.  Two parallel thin dashed lines in 
(b) represent the vertical extent of the laser light sheet used to illuminate the entire 
channel.  Flow goes from left to right in the top view, and out of the page in the side 
view, as indicated.  All dimensions are given in mm.   
Specifically, the channels were mounted on the stage of an inverted microscope 
(DM IL, Leica), and the entire channel was volumetrically illuminated by a light sheet at 
 = 514 nm formed from an air-cooled argon-ion laser (543-MA-A03, Melles Griot) 
beam passing through an excitation filter (z514/10x, Chroma Tech) (two dashed lines in 
Figure 5.1b) which was directly incident on the side of the channel opposite the ITO 
heater.  The output power of the 514 nm laser beam was 60 mW, as measured by a laser 
power meter (Lasermate Q, Coherent), and varied by no more than 0.02% over 8 h.  The 





















that passed light at  = 529–555 nm while rejecting the 514 nm illumination.  The SrB 
emissions were isolated by a longpass filter (NT47-618, Edmund Optics) that only passed 
light at   600 nm while reflecting the 514 nm illumination.  The fluorescence was 
imaged by a 10×/NA 0.25 microscope objective (506084, N Plan, Leica) through a 0.5× 
camera adaptor onto the same electron multiplying CCD (EMCCD) camera (Cascade 
650, Photometrics) used in the EFT studies, and recorded as 16-bit 653  492 pixel 
images on a PC HD.   
5.1.3 DFT Calibration Results 
To calibrate the DFT technique, the temperature response of the Fl-SrB solution 
at temperatures T = 20 °C to 60 °C was measured in the same PDMS-glass channel with 
the same optical system as those used in the DFT experiments.  The temperature of the 
working fluid in the channel was kept at a constant value by passing the fluid through a 
copper-coil heat exchanger consisting of 15 m of 1.5 mm ID copper tubing immersed in a 
constant-temperature circulating water bath before entering the channel.  The Reynolds 
number for the laminar Poiseuille flow Re based on the channel cross-sectional 
dimension of 1 mm and average speed was 67, corresponding to a volume flow rate Q = 
0.067 mL/s, to minimize thermal losses.  Since no power was supplied to the heater 
during these calibrations, the fluid temperature T was determined by the set point 
temperature of the water bath.  Data were acquired at least 20 min after flow startup when 
the TC readings were within 0.2 °C (i.e., the measurement accuracy of the TC) of the set 
point temperature of the water bath.   
A sequence of 100 images spanning 5.7 s of the emissions from Fl and SrB was 
recorded at a framing rate of 16.2 Hz and an exposure of 20 ms.  Both sequences were 
recorded within a few seconds of each other by switching between the appropriate filters 
which were next to each other in a translating filter holder.  The depth of field of the 
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objective was about 14 m.  The magnification of the imaging system, determined from a 
scale with 20 m divisions, was measured to be 5.06, corresponding to 1.46 m/pixel for 
the 7.4 m CCD pixels as explained in chapter 3.  The physical dimensions of the 653 × 








Figure 5.2.  Typical 653 × 492 pixel (954 m × 718 m) grayscale images at an exposure 
of 20 ms of Fl [left] and SrB [right] at T = 20 C from the temperature calibrations.  Note 
that these images, obtained within a few s of each other, are of the same solution imaged 
through different filters.  The rectangle indicates the 650 × 300 pixel (950 m × 440 m) 
region processed in these images.  The black region on the bottom of the images is the 
sidewall of the channel.   
Figure 5.2 shows representative images of the Fl and SrB emissions at a solution 
temperature T =20 C.  Both images are mapped to the same grayscale map, and, as 
expected, the Fl emission is weaker than that of SrB when excited at 514 nm.  A 650 × 
300 pixel (950 m × 440 m) portion of the image (denoted by the rectangle in the 
Figure) in the center of the channel was used to determine the grayscale values 
corresponding to a given solution temperature.  As described previously, two sequences, 
each consisting of 100 of these 650 × 300 pixel regions, were corrected for camera 
nonlinearities using Eq. (3-6), then temporally and spatially averaged over all 19.510
6
 
pixels to obtain an average grayscale value, or intensity, I .   
Figure 5.3 shows I , normalized by that at 20 °C, 20I , as a function of solution 
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temperature T measured by the TCs at T = 20 °C to 60 °C for Fl (red triangles) and SrB 
(blue circles).  The error bars denote the standard deviation of the data.  The fluorescence 
from Fl and SrB increase by about 2.41 % and decrease by about 1.51 %, respectively, 
as the solution temperature increases from T = 20 °C to 60 °C.  These values are in good 
agreement with the temperature sensitivities of 2.43 % per °C and 1.55 % per °C 
reported by Coppeta and Rogers (1998) for Fl and SrB, respectively, although Figure 5.3 
suggests that the emission intensities do not vary linearly with T.  These calibration 
results for Fl and SrB were consistent over multiple independent experiments.  
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Figure 5.3  Average normalized fluorescence intensity 20/I I  as a function of solution 
temperature T for Fl (triangles) and SrB (circles).  The ratio of these two normalized 
intensities I   (squares) is also given as a function of T, along with a fifth-order 
polynomial curve-fit to these data (solid line), given by Eq. (5-1). 
The ratio of these two normalized signals, I   (grey squares), clearly has much 
greater variation with temperature than either the normalized Fl or SrB emissions, 
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increasing from 1 at T = 20 °C to about 3.6 at T = 60 °C.  A fifth-order polynomial curve-
fit ( 2R  = 99.7%, RMSE = 0.06%) to I   (solid line, Figure 5.3) gave: 
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 (5-1) 
where the temperature T is measured in C.  Differentiation of Eq. (5-1) gives 
temperature sensitivities /dI dT  ranging from 4.0% per °C at T = 20 °C to 12 % per °C 
at T = 60 °C, suggesting that this technique has greater sensitivity at higher temperatures.  
These values are significantly higher than the –2.7% per C reported by Natrajan and 
Christensen (2009) in their microscale DFT studies.  A fifth-order polynomial curve-fit 
( 2R  = 99.6%, RMSE = 0.6 °C) to the inverse relation, namely the temperature as a 
function of I  , gave: 
5 4 3 2(47.83 C)( ) (250.8 C)( ) (476 C)( ) (384.7 C)( )
(85.41 C) (14.64 C)
T I I I I
I
           
   
. (5-2) 
Eq. (5-2) was used to determine liquid-phase temperatures for the results presented in 
Section 5.4.  
The absorption and emission spectra shown in chapter 3 suggest that there may be 
some ―cross-talk‖ between the Fl and SrB emissions, and that a small amount of the Fl 
emissions may be imaged through the longpass (    600 nm) filter.  Moreover, the 
emission band of Fl and the absorption band of the SrB have some overlap, suggesting 
that some of the emissions from Fl may excite the SrB, resulting in ―spectral conflict.‖  
Both of these phenomena are often issues for DFT with a single illumination source.   
To evaluate the effects of cross-talk and spectral conflict, three 100-image 
sequences were acquired of the flow of three different solutions at T = 55 °C:  1) the 
working fluid described previously; 2) a 5 mol/L Fl and 0.1 mol/L phosphate solution 
with no SrB; and 3) a 5 mol/L SrB and 0.1 mol/L phosphate solution with no Fl.  The 
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temperature of 55 °C, near the upper end of the temperature range studied here, was 
chosen to maximize cross-talk and spectral conflict, since the Fl emissions will be 
stronger, and the SrB emissions weaker, at higher T.  All three sequences were acquired 
in the same setup used for the DFT calibrations under identical experimental conditions 
within a single experimental run over ~90 min by switching the syringes in the syringe 
pump.  In all cases, the emission intensities recorded for the three solutions through the 
appropriate filters were identical within the standard deviations of the images, suggesting 
that both cross-talk and spectral conflict are negligible.  These results are in agreement 
with those reported by Shafii et al. (2009) who reported that the effects of cross-talk and 
spectral conflict were negligible for their 0.5 mol/L Fl and 0.5 mol/L SrB solutions 
over optical pathlengths exceeding 1 cm. 
5.2 DFT Results and Discussion 
5.2.1 DFT Results in PDMS-Glass Channels 
The PDMS-glass and acrylic-glass channels used for the EFT studies were also used 
in the DFT experiments to measure bulk fluid temperatures across the channel at different 
heights in the channel z.  This section details the experimental results with PDMS-glass 
channels using DFT.  As in the EFT studies, fluid temperature fields were measured in 
the steady Poiseuille flow of the working fluid through a 1 mm square channel at Re = 3.3 
and 8.3.  A temperature gradient was created across the channel by heating the channel 
on one side with the ITO heater; 330 mW and 300 mW of electrical power were supplied 
to the PDMS-glass and the acrylic-glass channels, respectively.   
The fluorophore solution was volumetrically illuminated through the side wall of 
the channel (cf. Figure 5.1b) at  = 514 nm.  The emissions from the Fl and SrB were 
isolated using the appropriate filters and recorded as sequences of 100 653 × 492 pixel 
(953 m × 718 m) images at 16.2 Hz (exposure 20 ms) by the EMCCD camera.  By 
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vertically translating the microscope objective, images were recorded with the focal plane 
of the image near the bottom (glass) wall of the channel, and near the top (PDMS) wall of 
the channel.  The z-location of the center of the focal plane for the images near the 
bottom wall of the channel (where z was measured from and normal to the glass bottom 
wall of the channel) was estimated to be at z = 14 m, based on the depth of field of the 
objective.  That of the images near the top wall of the channel were estimated to be at z = 
950 m, based on calibrations of the knob used to vertically translate the microscope 
objective.  The images were corrected for camera nonlinearities, again using Eq. (3-6), 
and temporally averaged over all 100 images.  Figure 5.4 shows typical average grayscale 
images of the Fl and the SrB emissions in the heated channel.  The black region on the 
right of the images is the sidewall of the channel.  The Fl emissions are somewhat weaker 
than those of SrB:  the maximum grayscale values in these Fl and SrB images are 14885 
and 21119 (out of a maximum possible grayscale of ~53000) respectively, while the 
average grayscale values are 10301 and 13987, respectively.   
 
Figure 5.4.  Temporally averaged images of the emissions from 5 M Fl [left] and SrB 
[right] volumetrically illuminated at  = 514 nm in the heated PDMS-glass channels at Re 
= 3.3.  Flow goes from top to bottom in the images.   
Figure 5.5 shows a pseudocolor fluid temperature map obtained at z = 14 m 
using DFT at Re = 3.3 at a spatial resolution of 1.46 m (1 pixel).  Flow again goes from 
top to bottom in the images.  Note that the grey region on the right represents the channel 
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sidewall visible in Figure 5.4.  The solution temperature reaches its maximum value of 
~43 C at the wall near the heater, then decreases to its minimum value of  ~34 C away 
from the heater, giving a temperature change of 9 C over a y-distance of 1 mm in this 
portion of the channel.  The temperature also increases slightly along the flow direction 
(opposite to the x-direction) as the fluid continues to be heated by the ITO heater. 
 
Figure 5.5.  Pseudocolor temperature map at z = 14 m over a 953 m (y)  718 m (x) 
region at a spatial resolution of 1.462 m (1 pixel) at Re = 3.3 in the PDMS-glass channel. 
The flow goes from top to bottom in the images.   
Figure 5.6 compares pseudocolor maps of fluid temperatures measured by DFT 
near the bottom (glass) wall at z = 14 m across the channel (a) and near the top at z = 
950 m (b) at Re = 3.3.  Both images have been spatially averaged over regions 34 pixels 
square and hence have a spatial resolution of 50 m.  The flow goes from top to bottom 
in the images.  Overall, the temperatures measured by DFT at z = 950 m at a given in-
plane location are within 2 C from those at z = 14 m—an unexpected result given that 
the temperature change across the channel near the top wall should be much less than that 
near the bottom wall since the heater is at the bottom wall.  Overall, it appears that DFT 



















temperatures along the optical, or z-, axis when the entire channel height is illuminated, 
even for two measurements acquired with the focal plane of the imaging system spaced 
0.9 mm apart (vs. a depth of focus of 14 m).  This observation suggests that the out-of-
plane spatial resolution of DFT is determined by the illumination, and not by the imaging 
system.  
 
Figure 5.6.  Pseudocolor maps of fluid temperatures measured by DFT at the depth of z = 
14 m (a) and z = 950 m (b) at Re = 3.3 in the PDMS-glass channel.  Both images are at 
a spatial resolution of 50 m (34 pixels) and flow goes from top to bottom in the images.  
Note that the map shown in (a) is a spatial average of the previous Figure.  The dotted 
line across these images and subsequent images in this Chapter denotes the location of 












The numerical simulations carried out with the CFD software packages 
FLUENT
®
 v6.2 and Gambit 2.2.30 to predict the bulk fluid temperature fields were 
identical to those described in Chapter 4.  The predictions where 93% of the electrical 
input power was converted to the volumetric heat generation rate q  at the ITO heater in 
the PDMS-glass channels, which gave the best match to the EFT results (with average 
temperature differences of 0.36 C  and 0.40 C at Re = 3.3 and 8.3, respectively) were 
compared with the DFT results.  As discussed in Chapter 4, the primary source of error in 
the FLUENT predictions is due to difficulties in estimating this heat generation rate.   
Figure 5.7 shows pseudocolor maps of the fluid temperatures predicted by 
FLUENT (a) near the bottom (glass) wall at z = 50 m across the channel and(b) near the 
top at z = 950 m at Re = 3.3 at a spatial resolution of 50 m in the PDMS-glass channels 
at z = 50 m for this case.  The flow goes from the top to the bottom of the image.  At Re 
= 3.3, the maximum and minimum predicted temperatures are ~47 and ~35 C, giving a 
temperature difference of more than 12 C/mm along a y-distance of 1 mm.  The 
predicted fluid temperatures increase more slowly in the streamwise direction than those 
measured by DFT (Fig. 5.5b), suggesting that the temperature gradient along the flow (x) 
direction is greater in the DFT data.  On the other hand, the maximum and minimum 
temperatures are ~36 and ~32 C at Re = 8.3, producing a temperature difference of 4 C 
over a y-distance of 1 mm.  Obviously, the temperature changes across the channel near 
the bottom is greater than that near the top because the heater on the bottom wall transfers 




Figure 5.7.  Pseudocolor map of the fluid temperature field at z = 50 m (a) and z = 950 
m (b) predicted by FLUENT in PDMS-glass channels at Re = 3.3 with a heat generation 
rate corresponding to 93% of the input electrical power at a spatial resolution of 50 m.  
The ITO heater is on the right side of the image and the flow goes from top to bottom.   
Figure 5.8 compares the temperature profile T near the bottom (glass) wall 
measured by DFT (filled triangles) at z = 14 m with that predicted by FLUENT (filled 
circles) at z = 50 m as a function of the normalized coordinate /y L  along the dotted 




















numerical model used to simulate the channel had a spatial resolution of 50 m, the 
experimentally measured temperatures at z = 14 m could only be compared to 
predictions of the fluid temperature at the location nearest the wall in the simulations, or z 
= 50 m.  Here, y is again measured across the channel from the side wall nearest the 
ITO heater (cf. Figure 5.5a), and L = 1 mm is the channel width.  Both temperature 
profiles are at a spatial resolution of 50 m.  The error bars represent one standard 
deviation in the DFT results.   
The Figure also compares temperature profiles near the top (PDMS) wall in the 
same flow at z = 950 m measured by DFT (open triangles) with those predicted by 
FLUENT (open circles).  This Figure shows that the temperature profiles measured by 
DFT near the top and bottom walls are nearly identical, while the temperature profiles 
predicted by FLUENT are very different, with a temperature difference of more than 10 
°C near the heater.   
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Figure 5.8.  Fluid temperatures T as a function of normalized channel coordinate y/L 
measured by DFT (triangles) compared with the predictions from FLUENT (circles) at 
Re = 3.3 (a) and 8.3 (b) in the PDMS-glass channel.  Filled symbols denote fluid 
temperatures near the bottom wall at z = 14 m (DFT) and at z = 50 m (FLUENT), 
while open symbols represent fluid temperatures near the top wall at z = 950 m.  Both 
the numerical predictions and the DFT data are presented at a spatial resolution of 50 m.  
The error bars represent one standard deviation in the DFT results. 
In contrast, the DFT results near the top and bottom walls have an average 
discrepancy of 0.7 C.  The uncertainty in the DFT results, determined from Eq. (5-2) and 
the standard deviations of the Fl and SrB data using standard methods for uncertainty 
propagation, were 0.22–0.24 °C at a spatial resolution of 50 m.  So, although the 
difference in the DFT results obtained near the bottom and top walls is greater than the 
experimental uncertainty, the difference is nevertheless much less than that predicted by 
FLUENT.  Specifically, the temperature changes at Re =3.3 predicted by FLUENT are 
13 C and 4 C across the channel y-dimension of 1 mm at z = 50 m and 950 m, 
respectively, which suggests that there is a much larger temperature gradient in y near the 
(b) 
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bottom wall of the channel, presumably because the ITO heater is 0.1 mm from the 
channel sidewall on the glass wall.  Given that the inlet temperature was measured to be 
20 C, vs. minimum temperatures of 34C and 32C at z = 50 m and 950 m, the fluid 
temperature increases by at least 12 C from the inlet as it flows through the portion of 
the heated channel upstream of the region of interest.  Similarly, the temperature change 
across the channel at the higher flow rate corresponding to Re = 8.3 in the FLUENT 
predictions are 12 C and 3 C over a y-distance of 1 mm at z = 50 m and 950 m, 
respectively and the minimum temperatures are 28C and 27C at z = 50 m and 950 m, 
respectively.   
The temperature difference is much smaller near the top PDMS wall of the 
channel, presumably because there is less conduction in this case since PDMS has a 
thermal conductivity of 0.15 W/(m∙K) that is an order of magnitude smaller than that of 
glass, which is1.14 W/(m∙K).  The temperature differences along the 1 mm z-dimension 
(height) of the channel are, however, comparable for both flow rates:  11 C and 10 C at 
Re = 3.3 and 8.3, respectively.  These results suggest that convection through the fluid is 
greater than conduction through the fluid or the PDMS.  This is expected, given that that 
channel Nusselt number Nu (Nu = hL/k, where h is the convective heat transfer 
coefficient of water, L = 1 mm is the characteristic length, and k is the thermal 
conductivity of water) for laminar flow at constant wall temperature and constant heat 
flux is O(1), suggesting that convection is more significant than conduction. 
The inability of these DFT experiments to resolve different temperature fields at 
different z-locations when the entire z-extent, or height, of the channel is illuminated 
suggests that fluorescence thermometry with volume illumination has poor spatial 
resolution along the optical axis.  Since the volume illumination excites emissions over 
the entire depth, or z-extent, of the channel, it is likely that the emissions near the bottom 
wall of the channel—which have the highest ratio of Fl to SrB emissions because the 
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fluid temperatures are greatest there—―corrupt‖ the DFT results, irrespective of the z-
location of the focal plane of the imaging system (i.e., microscope objective) within the 
channel.  Even when the focal plane is centered about z = 950 m, the out-of-focus Fl and 
SrB emissions around z = 50 m, a distance corresponding to more than 70 times the 
depth of field of the imaging system, still effectively overwhelm the in-focus signal with 
its much weaker temperature gradient and lower temperatures.   
The next section describes DFT experiments performed in heated acrylic-glass 
channels of the same geometry as the PDMS-glass channels to investigate whether these 
effects are, as hypothesized, due to the volume illumination of the entire channel cross-
section.  By using acrylic-glass channels, which have much less scattering, DFT is used 
to measure the fluid temperature fields averaged over the upper and lower portions of the 
channel cross-section (i.e., z  0400 m and z  6001000 m), vs. over the entire z-
extent of the channel, by only illuminating these portions of the channel.  
5.2.2 DFT Results in Acrylic-Glass Channels 
Based on the DFT results with volume illumination in PDMS-glass channels, it 
was hypothesized that DFT could not resolve temperature fields with strong variations 
along the optical (z) axis, even when changing the z-position of the focal plane of the 
imaging system, because emissions from the working fluid beyond the focal plane 
―corrupted‖ the DFT results.  To prove this hypothesis, additional experiments were 
performed in heated acrylic-glass channels, which were fabricated as described in section 
4.2.2.1.  Like the PDMS-glass channels, the acrylic-glass channel had a 1 mm square 
cross-section, and were heated by a thin-film ITO heater on the glass bottom wall which 
was at an edge distance of 0.1 mm from the side wall of the channel (Figure 5.9a).  
Acrylic had much less optical scattering than PDMS, both in side the bulk material and at 
the refractive index-interfaces with air and the working fluid.  To further minimize 
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optical scattering in the bulk acrylic, the thickness of the side wall of the acrylic-PDMS 
channel away from the heater was reduced to 2 mm, the smallest value that prevented 
leaking of the working fluid at the acrylic-glass joint.     
 
Figure 5.9  (a) A sketch of the acrylic-glass channel used in the DFT experiments and (b) 
a sketch illustrating how the channel was illuminated by the laser light sheet over the 
lower and upper portions of the channel over nominal locations 0 400 m  z  and 
600 1000 m  z , respectively, as denoted by the hatched regions.  As indicated by the 
arrows, the light sheet enters the channel through the side wall opposite the heater. 
A laser light sheet with a thickness of 0.4 mm was then used to illuminate the 
channel over the lower and upper portions of the channel, over a nominal range of z-
positions of 0 400 m  z  and 600 1000 m  z , respectively (Figure 5.9b).  The 
beam from a multiline argon-ion laser (543-MA-A03, Melles Griot) with cross-sectional 
dimensions of 1.4 mm and 1.5 mm along the horizontal and vertical directions, 
respectively (Sec. 3.2.1.1) was passed through an excitation filter to isolate about 60 mW 
















of light at  = 514 nm, a plano-convex spherical lens (LPX-25.0-207.5-C, Melles Griot) 
with a focal length of 400 mm, then a plano-concave cylindrical lens (LK1087L2, 
Thorlabs, Inc.) to produce a light sheet whose thickness was estimated to be 0.4 mm by 
the knife-edge method (cf. Sec. 3.2.1.1).  The width of the light sheet was about 0.4 mm 
just before the light sheet entered the acrylic.   
The numerical models for the acrylic-glass channels, as detailed in section 4.4.2, 
were again calibrated using the results from the EFT studies.  Based on the EFT data, the 
heat generation rate at the ITO heater was taken to be that corresponding to 95.5% of the 
total electrical input power.  Comparing the numerical predictions with the DFT results 
presents some challenges, however.  First, the DFT data are a weighted average of all the 
emissions excited by the entire 0.4 mm z-extent of the laser light sheet, with presumably 
the greatest weight on the emissions from the focal plane.  Second, there is significant 
uncertainty in both the actual location of the DFT data and the z-extent of the actual 
region illuminated by the laser light sheet in the channel due to scattering and refraction 
of the laser light sheet in the acrylic and the working fluid, as well as optical interference 
from the glass bottom and acrylic top walls.  Because of these issues, the temperature 
fields measured with DFT in the acrylic-glass channels at a spatial resolution of 50 m 
were qualitatively compared with a ―simple‖ unweighted average of the FLUENT results 
at the same spatial resolution from 0 m 400 m   z  and 600 m 1000 m   z .   
Figure 5.10a shows the FLUENT predictions for the temperature field as a 
function of y-position normalized by the channel y-dimension L along the dotted line 
shown in Figure 5.10 for z = 0 m (open diamonds), 50 m (open squares), 100 m 
(open triangles), 150 m (open circles), 200 m (crosses), 250 m (filled diamonds), 300 
m (filled squares), 350 m (filled triangles) and 400 m (filled circles).  The 
temperature change across the channel along the y-direction decreases as z increases 
moving away from the ITO heater, from about 9 C at z = 0 m to less than 4 C at z = 
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400 m Clearly, varying the weighting of these temperature profiles when calculating an 
―average‖ temperature profile will significantly affect the result.   
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Figure 5.10.  Temperatures predicted by FLUENT over the z-positions corresponding to 
the DFT results, or (a) from z = 0 to 400 m and (b) from z = 600 m to 1000 m, as a 
function of y/L at a spatial resolution of 50 m at Re = 3.3. 
Figure 5.10b shows temperature profiles obtained with FLUENT for z = 600 m 
(b) 
(a) 
z = 400 m 
z = 0 m 
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(open diamonds), 650 m (open squares), 700 m (open triangles), 750 m (open 
circles), 800 m (crosses), 850 m (filled diamonds), 900 m (filled squares), 950 m 
(filled triangles) and 1000 m (filled circles).  Not surprisingly, there is much less 
variation in the temperature profile with z-position over the upper portion of the channel, 
suggesting that an unweighted average temperature profile over this region will give a 
good estimate of the DFT results. 
Figure 5.11 and 5.12 compare pseudocolor temperature maps with different 
temperature scales measured by DFT with those predicted by FLUENT at different z 
locations for Re = 3.3.  The flow goes from top to bottom in all images.  Figure 5.11 
compares (a) the temperature field obtained by DFT over the lower portion of the channel 
with the focal plane of the objective at z = 14 m with (b) an unweighted average of the 
temperature profiles predicted by FLUENT for z = 0–400 m shown in Figure 5.10a at 
Re = 3.3.  In this comparison, the DFT data starting about 44 m (30 pixels) away from 
the side wall next to the heater are compared with averaged FLUENT results starting 50 
m from the same side wall because optical interference from the side wall precluded 
obtaining accurate DFT results any closer to the wall.  In the DFT results, the 
temperatures gradually decrease from about 37 C near the heater to 32 C at / 0.5y L  .  
There appears to be a slight increase—about 1 C—in the fluid temperature near the side 
wall of the channel opposite the heater, which is likely due to errors associated with the 
reduced SNR of the Fl emissions (and hence the ratio of the Fl and SrB signals) at low 
temperatures.  The temperature fields predicted by FLUENT are qualitatively similar, 
with a gradual and monotonic decrease from about 37 C near heater to 32 C near the 
wall opposite the heater.  We emphasize that the comparison between the DFT results 
and the averaged predictions over the lower portion of the channel are qualitative, since 
the signal from the focal plane should have a greater weight than signals from z-locations 
beyond the focal plane and the experimental data are being compared with an unweighted 
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average of the temperature profiles predicted by FLUENT.    
 
Figure 5.11.  Pseudocolor temperature maps measured by DFT (a) at z = 14 m 
compared to (b) the predictions of FLUENT averaged over z = 0–400 m at Re = 3.3 in 
the acrylic-glass.  Both DFT and FLUENT results have a spatial resolution of 50 m.  
Flow goes from top to bottom and the heater is on the right in the images.  The dotted line 
across image a in the center represents the location of the temperature profile compared 
to the numerical predictions later in this Section. 
Figure 5.12 shows similar comparisons, albeit over the top portion of the channel.   
The temperatures measured by DFT over the top portion of the channel with the focal 




















similar location averaged over z = 600–1000 m, and the average discrepancy between 
the temperature fields measured by DFT and predicted by FLUENT is 0.56C.  Given 
that the FLUENT predictions in this region are at most weakly dependent on z, as 
discussed previously, this discrepancy of 0.56 C is a conservative estimate of the 
accuracy of the DFT measurements.   
 
Figure 5.12.  Pseudocolor temperature across the acrylic-glass channel (a) measured by 
DFT channel at z = 950 m compared to (b) the predictions of FLUENT averaged over z 
= 600–1000 m at a spatial resolution of 50 m at Re = 3.3.  The flow goes from top to 
bottom and the heater is on the right in the images.  Note that the temperature scale for 


















Figure 5.13 compares fluid temperature profiles T along the dotted line in Figure 
5.11a as a function of normalized channel coordinate y/L = 100–966 m measured by 
DFT with illumination over the lower portion of the channel and the objective focal plane 
at z = 14 m (filled triangles) and with illumination over the upper portion of the channel 
and the objective focal plane at z = 950 m (open triangles) with the predictions from 
FLUENT averaged over z = 0–400 m (filled circles) and z = 600–1000 m (open 
circles) at (a) Re = 3.3 and(b) Re = 8.3.  At Re = 3.3, the FLUENT predictions averaged 
over z = 0–400 m decrease by about 6 C over the ~0.9 mm y-distance shown, while 
those averaged over z = 600–1000 m decrease by about 2 C.  At Re = 8.3, those 
averaged over the lower and upper portions of the channel decrease by about 6 C and 1.5 
C, respectively, over the ~0.9 mm distance along the y-axis.  The actual fluid 
temperatures are, however, significantly lower at Re = 8.3.  These results suggest that 
heat transfer occurs primarily via convection through water (vs. conduction through 
acrylic), as expected.    
The fluid temperatures measured by DFT over the lower and upper portions of the 
channel are, on average, within 0.53 C and 0.46 C, respectively, of the corresponding 
FLUENT predictions averaged over z = 0–400 m and z = 600–1000 m, respectively, at 
Re = 3.3.  These discrepancies were determined by interpolating the FLUENT predictions, 
with its coarser spatial resolution of 50 m, using a curve-fit of a fifth-order polynomial 
(R
2
 = 99%) through the FLUENT values.  At Re = 8.3, the average discrepancies between 
the DFT results and the FLUENT predictions were 0.54 C and 0.20 C over the lower 
and upper portions of the channel, respectively.  These discrepancies, at least for the 
upper portion of the channel, are comparable to the uncertainties in the fluid temperatures 
measured by DFT.  These uncertainties, which were again determined from Eq. (5-2) and 
the standard deviations of the Fl and SrB data (calculated over all 100 images) were, at 
Re = 3.3, 1.1 °C and 0.28 °C at spatial resolutions of 3 μm (2 pixels) and 50 μm (34 
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pixels), respectively, and 1.3 °C and 0.30 °C at spatial resolutions of 3 μm and 50 μm, 
respectively, at Re = 8.3 (Kline and McClintock 1953).  
Clearly, the DFT measurements of fluid temperature obtained by illuminating 
only the lower and upper portions of the channel are in much better agreement with the 
FLUENT results.  This result supports our hypothesis that the spatial resolution of DFT 
along the optical axis is determined by the illumination—and can, as demonstrated in the 
previous Section, be as great as 70 times the depth of field of the imaging system.  In 
other words, the temperature fields measured by DFT in a microchannel where the entire 
cross-section of the channel is volumetrically illuminated will be the temperature field 
averaged over the entire extent of the channel along the optical axis.  Improving the 
spatial resolution of DFT along the optical axis will therefore require illuminating thinner 
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Figure 5.13.  Fluid temperatures T as a function of normalized channel coordinate y/L 
measured by DFT at z = 14 m (filled triangles) and z = 950 m (open triangles) 
compared with the predictions from FLUENT averaged over z = 0–400 m (filled circles) 
and z = 600–1000 m (open circles) at (a) Re = 3.3 and (b) Re = 8.3 in the acrylic-glass 
channel.  All results are at a spatial resolution of 50 m.  The error bars represent a 





This chapter described the use of dual-tracer fluorescence thermometry to measure 
bulk fluid temperatures in fully-developed incompressible Poiseuille flow at Re = 3.3 and 
8.3 through 1 mm square PDMS-glass and acrylic-glass channels.  To improve sensitivity, 
two temperature-sensitive fluorophores, Fl and SrB, whose emission intensities increased 
and decreased, respectively, as temperature increased were used.  Calibrations of the 
temperature sensitivity of ratio of the signals from Fl and SrB showed that the sensitivity 
of this ratio varied from 4 % per °C at T = 20 °C to 12 % per °C at T = 60 °C, suggesting 
that this technique has greater sensitivity at higher temperatures.  These values over this 
temperature range are, however, also significantly higher than the –2.7% per C reported 
by Natrajan and Christensen (2009) for RhB and SrB101 in their microscale DFT studies.   
The results of numerical simulations using the CFD software package FLUENT 
were calibrated using the EFT measurements to estimate the volumetric heat generation 
rate at the ITO heater.  The temperatures predicted by these simulations were then 
compared with the DFT measurements.  Fluid temperatures were first measured by DFT 
when the entire PDMS-glass channel was illuminated and the focal plane of the imaging 
system was near the glass bottom wall and PDMS top wall of the channel, or z = 14 m 
and z = 950 m, respectively.  The DFT results obtained at these two different focal plane 
locations were found to be within 0.7 C of each other (on average), a result that was not 
supported by the FLUENT predictions, which showed that the temperature gradients 
along y were maximum near the bottom wall of the channel, and monotonically decreased 
as z increased, corresponding to moving towards the top wall of the channel.   
Based on these observations, it was hypothesized that DFT could not resolve 
temperature fields with strong variations along the optical (z) axis, even when changing 
the z-position of the focal plane of the imaging system, because emissions from the 
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working fluid beyond the focal plane ―corrupted‖ the DFT results, and that the spatial 
resolution of DFT along the optical axis is determined by the properties of the 
illumination, vs. the imaging system.   
To test this hypothesis, further DFT experiments were performed in acrylic-glass 
channels where a ~0.4 mm thick laser light sheet was used to illuminate the lower and 
upper portions of the channel with the focal plane of the imaging system at z = 14 m and 
950 m, respectively.  These DFT data were compared with the FLUENT predictions 
averaged over z = 0–400 m and z = 600–1000 m.  Given the experimental difficulties 
in determining the exact position of the illumination or its spatial extent, an unweighted 
average of the numerical predictions was calculated, although basic imaging theory 
would suggest that that the signal from the focal plane would have a greater weight than 
signals from z-locations beyond the focal plane.    
The fluid temperatures measured by DFT over the lower and upper portions of the 
channel are, on average, within 0.53 C and 0.46 C, respectively, of the corresponding 
FLUENT predictions at Re = 3.3, and within 0.54 C and 0.20 C, respectively, at Re = 
8.3.  These values are comparable to the experimental uncertainties in the DFT results at 
a spatial resolution of 50 μm of 0.28 °C and 0.30 °C at Re = 3.3 and 8.3, respectively.  
This result supports the hypothesis that the spatial resolution of DFT along the optical 
axis is determined by the illumination.  The temperature fields measured by DFT in a 
microchannel where the entire cross-section of the channel is volumetrically illuminated 
will therefore be averaged over the entire dimension of the channel along the optical axis.  
Advanced imaging techniques such as confocal microscopy will most likely be required 
to improve the spatial resolution of dual-tracer fluorescence thermometry in 




CHAPTER 6                                                                                                   
Conclusions and Recommendations 
This chapter presents the conclusions of this thesis based on experimental and 
numerical studies of wall surface and bulk fluid temperatures.  The contributions of this 
work and recommendations for future work are also presented. 
6.1 Conclusions 
6.1.1 Evanescent Wave Fluorescence Thermometry (EFT) 
The feasibility and accuracy of the EFT technique to measure wall surface 
temperatures were investigated in fully-developed and incompressible Poiseuille flow at 
Re = 3.3 and 8.3 through channels with a 1 mm square cross-section.  The emissions from  
a solution of 30 mol/L fluorescein (Fl) in DDI were found in calibration studies to 
increase linearly, when excited at 514 nm, by 1.8 % per C increase in the solution 
temperature at temperatures ranging from 20 °C to 60 °C.  The maximum uncertainty in 
the EFT measurements of temperature was found to be 0.27 C based on the standard 
deviation at a spatial resolution of 10 m.  Two different channels made of PDMS and 
acrylic were both bonded to a 0.17 mm thick glass substrate with a 300 nm thick ITO 
heater on the surface facing the fluid.  In both channels, the temperature fields in the fluid 
within 300 nm of the glass wall were obtained at three different locations near the side 
walls and in the middle of the channel using EFT.   
 Three-dimensional finite-volume simulations were performed using the CFD 
software packages FLUENT
®
 v6.2 and Gambit 2.2.30 to validate the EFT and DFT 
results.  Since a portion of electrical power input to the heater is dissipated to the 
surroundings before it reaches the heater, the actual volumetric heat generation rates q  at 
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the heater for the simulations were estimated using the value of q  (corresponding to 
values less than the actual electrical input power) that best matched the EFT 
measurements.  Comparisons between the EFT measurements and the numerical 
predictions (which are, admittedly, ―tuned‖ to the EFT data by adjusting q ) suggest that 
the EFT measurements are, on average, within 0.47 °C of the wall surface temperature, 
even in the presence of strong temperature gradients both across and normal to the 
bottom wall of the channel.  These results suggest that EFT can be used to nonintrusively 
estimate wall surface temperature fields with reasonably good accuracy. 
6.1.2 Dual-Tracer Fluorescence Thermometry (DFT) 
The accuracy and spatial resolution of DFT for measuring bulk fluid temperatures 
were evaluated again in fully-developed and incompressible Poiseuille flow at Re = 3.3 
and 8.3 through of the same 1 mm square PDMS-glass or acrylic-glass channels.  Two 
temperature-sensitive fluorophores, Fl and sulforhodamine B (SrB), with emissions that 
increased and decreased, respectively, as temperature increased, were used to improve the 
temperature sensitivity of the technique.  The ratio of the Fl to SrB signals from an 
aqueous solution of 5 M Fl, 5 M SrB and 100 mM phosphate buffer was found in 
calibration studies to increase by about 4−12% per C increase in the solution 
temperature T for T = 20−60 °C.  This sensitivity is significantly greater the –2.7% per C 
for the pair of rhodamine B (RhB) and sulforhodamine 101 reported by Natrajan and 
Christensen (2009) or –2% per C for the combination of RhB and rhodamine 110 
reported by Sakakibara and Adrian (2004).   
The results from the FLUENT simulations at the values of q  that best matched the 
EFT data were then used to validate the DFT results obtained in independent experiments 
in the same flows as those used for the EFT studies.  The numerical predictions were 
compared the DFT measurements obtained near the top and bottom of the channel.  For 
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studies of the Poiseuille flow through the PDMS-glass channels with the entire channel 
volumetrically illuminated, the temperature fields measured by DFT when the focal plane 
of the imaging system was at z = 14 m and z = 950 m were within 0.7 C on average, 
vs. an average difference exceeding 3 C in the simulations.  Given that the heater is at 
the bottom of the channel, and the temperature field near the top wall of the channel 
should be significantly different from that near the bottom, this result suggested that DFT 
with volume illumination has an extremely poor spatial resolution along the optical axis, 
and that emissions from the fluid beyond the focal plane contaminate the DFT results.    
To prove this hypothesis, fluid temperatures were measured by DFT in acrylic-
glass channels illuminated over the lower and upper portions of the channel by a ~0.4 
mm thick laser light sheet.  The focal plane of the imaging system was again placed at z = 
14 m and 950 m, respectively.  Since the exact z location and extent, of the illuminated 
region are unknown, an unweighted average of temperatures predicted by the FLUENT 
simulations was compared with these DFT data.  The fluid temperatures measured by 
DFT over the lower and upper portions of the channel are, on average, within 0.53 C and 
0.46 C, respectively, of the corresponding averaged FLUENT predictions at Re = 3.3, 
and within 0.54 C and 0.20 C, respectively, at Re = 8.3.  This result supports the 
hypothesis that the spatial resolution of DFT along the optical axis is determined by the 
illumination.  Given that the temperature field is essentially independent of z over the 
upper portion of the channel, we conservatively estimate that the DFT technique has an 
accuracy of 0.46 C and 0.20 C at Re = 3.3 and 8.3, respectively, based on these 
comparisons. 
The temperature fields measured by DFT when the entire cross-section of the 
channel is illuminated will therefore be averaged over the entire channel along the optical 
axis.  Improving the spatial resolution of fluorescence thermometry along the optical axis 
in microfluidic devices will therefore likely require advanced imaging techniques such as 
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confocal microscopy thermometry.   
6.2 Contributions 
The main contributions of this thesis include the: 
1. First, to our knowledge, development and application of non-intrusive 
fluorescence thermometry using evanescent-wave illumination to measure water 
temperature fields within the first 300 nm of the wall.  The evanescent-wave 
fluorescence thermometry results, when compared with numerical predictions 
from the CFD software package FLUENT, demonstrate that these data are a good 
estimate of the wall surface temperature, with an accuracy of 0.47 C at a spatial 
resolution of 10 m. 
2. Extension of dual-tracer fluorescence thermometry using Fl and SrB illuminamted 
at 514 nm to micron-scale flows and demonstration that this combination gives 
better temperature sensitivities (4–12% per °C) than other fluorophore pairs 
reported in the literature.   
3. First (to our knowledge) demonstration that the spatial resolution of DFT along 
the optical axis is determined by the illumination, and can easily exceed 70 times 
the depth of field of the imaging system.   
4. Evaluation of the accuracy of the DFT, albeit based on somewhat qualitative 
comparison of DFT measurements with averaged numerical predictions. 
6.3 Recommendations for Future Work 
This research has developed non-intrusive fluorescence thermometry techniques to 
measure wall surface and bulk fluid temperature fields with O(1 m) spatial resolution.  
In terms of further work on this topic:   
1. The current studies show that the spatial resolution of DFT along the optical axis 
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is determined by the illumination, and is, in the case of volume illumination, quite 
poor.  To obtain spatially resolved temperature fields along the optical axis, 
advanced illumination and imaging techniques such as confocal microscopy and 
using beams of light with waists as small as 100 m will be required.  
2. Dual-tracer thermometry using EFT could potentially further improve the 
accuracy of wall surface temperature data.  Although we were unable to find a 
second temperature-sensitive fluorescent species that did not adsorb on 
borosilicate glass, water-soluble CdSe/ZnS quantum dots may be a possibility for 
a second temperature tracer.  Guasto and Breuer (2008) reported that these tracers 
had a temperature sensitivity of –0.85 % per C. 
3. The accuracy of EFT was significantly affected by diffraction patterns that were 
inherent to the objective-based TIRF system used in these studies.  The objective-
based TIRF system was also limiting in that it had a relatively small field of view 
(160 m  120 m) and could only be used to image through an optical medium 
with a thickness of 170 m and a refractive index of 1.51, i.e., a coverslip of 
borosilicate glass.  Using a prism-based evanescent-wave illumination system 
would probably improve the capabilities of EFT. 
4. One of the major potential applications for this work is in developing  heat sinks 
consisting of a three-dimensional network of up to several hundred microchannels 
connected by numerous manifolds for microelectronic cooling.  As reviewed in 
the Introduction, accurate temperature data are important in evaluating and 
designing new thermal management technologies. 
More specifically, measurements of the wall and coolant temperatures 
could be used to develop local heat transfer correlations in geometries that include 
the effects of thermal coupling at these small scales that could be used in reduced-
order models. Computational analysis of the thermal transport through a channel 
network of this geometric complexity, even for laminar flows, is quite time-
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consuming.  Moreover, at these spatial scales, it is likely that there will be 
significant thermal coupling between individual channels, and so classic 
macroscale heat transfer correlations developed for individual channels are 
unlikely to give accurate results for such configurations.   
Finally, we note that there are significant inconsistencies between previous 
studies of the heat transfer characteristics of microchannels in single- and two-
phase flow. Accurate, well-validated thermometry techniques—such as the EFT 
technique developed here, which can estimate wall surface temperatures with an 
accuracy of about 0.5 C at a spatial resolution of 10 m and the DFT technique 
developed in this thesis which can measure liquid temperatures at accuracy of 0.5 
C at a spatial resolution of 50 m—could improve our fundamental 
understanding of thermal transport in such flows, and lead to improved 
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