We perform a comparative study of applicability of the Multifractal Detrended Fluctuation Analysis (MF-DFA) and the Wavelet Transform Modulus Maxima (WTMM) methods in proper detecting of mono-and multifractal character of data. We quantify the performance of both methods by using different sorts of artificial signals generated according to the three well-known exactly-soluble mathematical models: monofractal Brownian motion, bifractal Lévy flights, and multifractal binomial cascade. Then we perform analogous analysis on real data coming from the American and from the German stock market and try to judge which approach is preferable in that case. Based on our results for the model signals, we argue that WTMM overestimates the random multifractal component of the data (i.e. related to the probability distribution of the signal fluctuations), which is especially strikingly evident in the case of monofractal signals, while the MF-DFA performance is correlation-dependent. For the financial market data, both methods detect rich multifractality in terms of broad f (α) spectra, with MF-DFA suggesting that this multifractality is poorer than in the case of WTMM. Both methods, however, give similar results regarding the relative contribution of the two sources to the observed multifractality. We recommend MF-DFA as a more reliable tool of the multifractal analysis in many situations.
INTRODUCTION
It is well-known that the self-similarity of fractal structures can be described by the so-called Hölder exponents α or the local Hurst exponents. If the fractal is homogenous (monofractal) then it can be associated with only one Hölder exponent, while in the case of the multifractal, the different parts of the structure are characterized by different values of α, leading to the existence of the whole spectrum f (α). In contrast to model fractals with a precise scaling, many fractals, both the mathematical and the natural, reveal only a statistical scaling and this in particular refers to the so called fractal signals. An exemplary temporal process with the trivial monofractal scaling is the fractional Gaussian noise; this process has only one α equal to 0.5 for the uncorrelated motion and α = 0.5 if any linear correlations exist in the signal. On the other hand, a process with either non-Gaussian fluctuations or with nonlinear temporal correlations can be multifractal, and two or more values of α or even a continuous spectrum f (α) can be needed to characterize structure of such a process.
In recent years much effort has been devoted to reliable identification of the multifractality in real data coming from such various fields like e.g. DNA sequences [2, 3, 4] , physiology of human heart [5, 6] , neuron spiking [7] , atmospheric science and climatology [8, 9, 10, 11] , financial markets [12, 13, 14, 15, 16, 17, 18, 19, 20, 21] , geophysics [22] and many more. This is, however, a difficult task mainly due to the fact that experimental data related to physiology, economy or climate is highly nonstationary and, additionally, the available data samples are usually rather small. One thus requires to apply methods which are insensitive to nonstationarities like trends and heteroskedasticity. In principle there are two competitive methods of detection of the multifractality which are commonly used in this context; both supposed to eliminate the trends and concentrate on the analysis of fluctuations. The Multifractal Detrended Fluctuation Analysis (MF-DFA) [2, 23, 24] is based on the identification of scaling of the qth-order moments depending on the signal length and is a generalization of the standard DFA using only the second moment q = 2.
The other method, the Wavelet Transform Modulus Maxima (WTMM) [25, 26, 27] , consists in detection of the scaling of the maxima lines of the continuous wavelet transform on different scales in the time-scale plane. This latter procedure is advocated as especially suitable for analyzing the nonstationary time series [28] .
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In our work we shall test and compare the applicability of those two methods to the data coming from either a few mathematical fractal models or empirical data collected from the stock market. That the data from various markets like the stock market, the foreign currency market and the commodity one are of multifractal nature, it is well-known from a numerous recent studies [12, 13, 14, 15, 16, 17, 18, 19, 20, 21] , that were carried out with the help of both methods. A few years ago the Multifractal Model of Asset Returns was developed [30, 31] in order to explain the origin of this multifractality. This model and its later modifications [32, 33, 34] use the multiplicative cascades which generate signals that are inherently multifractal and that are able to mimic some key properties of financial data.
The rationale behind the introduction of such a model was the observed correspondence between financial market evolution and fluid turbulence [1] . From the other point of view, the existence of the so-called financial stylized facts (fat tails of the fluctuation distributions and long-lasting nonlinear correlations in the signals) [35, 36, 37, 38, 39] can also be considered a source of the multifractal dynamics [19, 20, 21] .
Our paper is organized as follows: In Section 2, we briefly sketch the foundations of the MF-DFA and WTMM methods. We apply them to a few types of model data like Brownian motion, Lévy process and the binomial multiplicative cascade in Section 3. In Section 4 we illustrate the applicability of both methods in the context of the real financial signals and, finally, we arrive at the concluding remarks in Section 5.
DESCRIPTION OF METHODS

Multifractal Detrended Fluctuation Analysis
The Detrended Fluctuation Analysis [2] has recently become a commonly used tool in analyses of scaling properties of monofractal signals and in identifying correlations present in noisy nonstationary time series [23] . The multifractal generalization of this procedure (MF-DFA(l)) [23] can be briefly sketched as follows. First, for a given time series x(i), i = 1, ..., N on a compact support, one calculates the integrated signal profile Y (j)
where < ... > denotes averaging over the time series, and then one divides it into M n segments of length n (n < N) starting from both the beginning and the end of the time 3 series (i.e. 2M n such segments total). Each segment ν has its own local trend that can be approximated by fitting a lth order polynomial P (l) ν and subtracted from the data; next, the variances for all the segments ν and all segment lengths n have to be evaluated
Finally, F 2 (ν, n) is averaged over ν's and the qth order fluctuation function is calculated for all possible segment lengths n:
The key property of F q (n) is that for a signal with fractal properties, it reveals power-law scaling within a significant range of n
The result of the MF-DFA(l) procedure is the family of exponents h(q) (called the generalized Hurst exponents) which, for an actual multifractal signal, form a decreasing function of q, while for a monofractal h(q) = const. The singularity spectrum of the Hölder exponents f (α)
can easily be obtained from the generalized Hurst exponents by the following relations [40] 
α characterizes the strength of singularities and f (α) can be considered the fractal dimension of a subset of the time series with singularities strength equal to α.
Wavelet Transform Modulus Maxima method
The alternative Wavelet Transform Modulus Maxima method which allows one capturing the multifractal features of the analyzed signal, is a technique based on the wavelet transform [25, 26, 27 ]
where ψ is a wavelet kernel shifted by n and s ′ is scale. The wavelet method can serve as a tool for decomposing the signal in time-scale plane; the resulting wavelet spectrum T ψ (n, s ′ )
can reveal a hierarchical structure of singularities (see Figure 1) . As a criterion for the choice of the mother wavelet ψ, a good localization in space and in frequency domains is recommended. The family of wavelets which is used most frequently in this case is the mth derivative of a Gaussian
because it removes the signal trends that can be approximated by polynomials up to (m−1)th order [23] .
In the presence of a singularity in data one observes the power law behaviour of the
This relation, however, is not stable in the case of densely packed singularities; it is thus much better if one identifies the local maxima of T ψ and then calculates the partition function from moduli of the maxima
where L(s ′ ) denotes the set of all maxima for scale s ′ and n l (s ′ ) stands for the position of a particular maximum. In order to preserve the monotonicity of Z(q, s ′ ) on s ′ , one has to impose an additional supremum condition
For a signal with a fractal structure, we expect that
. The singularity spectrum f (α) can now be obtained according to the following formulas [40] 
Additionally, there is a relation between τ (q) and the generalized Hurst exponents
Linear behaviour of τ (q) indicates monofractality whereas nonlinear one suggests that a signal is multifractal. An example illustrating the WTMM procedure is shown in Figure 1 for the devil's staircase obtained by integrating the Cantor measure.
5
COMPUTER GENERATED DATA (1)). We applied the third derivative of a Gaussian (ψ 3 ) which is orthogonal, thus insensitive, to quadratic trends in a signal. In MF-DFA we chose polynomials P (2) (MF-DFA (2)) and therefore we were also able to remove trends up to quadratic one. (A different choice of P (l) and ψ (m) , e.g. l = 3 and m = 4 leads to similar results.) In order to be able to compare the results from both the F q and the Z function,
we also have to derive
It should be noted that for all the data analyzed here we deal with the two main possible sources of multifractality: the nonlinear temporal correlations and the broad probability density functions.
Brownian motion
The first case which we investigate is the simplest case of a monofractal time series
represented by the fractional Brownian motion with the Hurst exponent 0 ≤ H ≤ 1. This process can be classified as a stochastic one with the stationary, independent and Gaussiandistributed increments. The theoretical singularity spectrum consists here of only one point localized at α = H and f (α) = 1 (Eq. (5)). We start our study with the classical Brownian case with H = 0.5 and the three time series of different lengths: 15,000, 65,000, and 130,000
points. We restrict our calculations to −10 ≤ q ≤ 10, since a larger |q| leads to more uncertain results. Instead of the single-point spectra from the theoretical prediction, we obtained the spectra of non-zero width ∆α := α(q min ) − α(q max ) (bottom panels of Figure   2 ). Of course, due to the obvious inaccuracy of calculations, we did not expect exactly a single points but rather very narrow parabolas with small ∆α. On the one hand, we see 6 that while WTMM places the maxima at precisely α ≃ 0.5, the maxima for MF-DFA are shifted downwards to α ≃ 0.45. On the other hand, however, the spectra for MF-DFA are substantially narrower (i.e. they much better reflect the actual monofractality of the signal ∆α = 0) than their counterparts for WTMM. Inaccuracy of the methods strongly depends on the length of the time series: the longer the time series, the better agreement with the theory (see Figure 2 ). For the longest signal used, MF-DFA (∆α ≃ 0.04) is evidently superior to WTMM (∆α ≃ 0.23).
It is worthwhile to note that similar conclusions regarding both methods can also be drawn in a case of time series with H = 0.5 ( Figure 3 ). Moreover, in this case we are able to investigate the impact of correlations on the results accuracy. For H < 0.5 (an antipersistent signal, Figure 3 To summary, the MF-DFA(2) method works much better for the Brownian motion and the corresponding singularity spectra faster converge to their actual shape than in the case of the wavelet transform.
Lévy process
The second interesting class of processes which are of high practical utility are the stable Lévy processes. Their applications range from physiology to financial markets; in the latter case it is hypothesized that the modification of this kind of processes, i.e. the truncated Lévy flights (with the exponent-suppressed Lévy distribution tails) describes the price fluctuations of stocks. The scaling exponent τ (q) for the truncated Lévy flights (with the Lévy parameter α L ) and for the non-Lévy signals with the tails obeying the power law distribution P (x) ∼ x −(α L +1) can be expressed by [23, 29] τ (q) =
7 and the associated singularity spectrum by
As these expressions show, the signals with truncated Lévy distributions are rather bifractal than multifractal [29] . It should be noted that in principle the moments higher than α L do not exist at all, but as we consider the time series of finite lengths, we can also calculate h(q)
for q > α L . We chose a heavy-tailed distribution with α L = 1.5 and generated time series of length 100,000 and 250,000 data points. Figure 4 illustrates that MF-DFA(2) allowed us to calculate the f (α) spectrum with a good agreement with theory near the bifractal points (Eq. (15)). The spurious transition between these points (bottom left panel) and the related "arm" of the spectrum might be misleading, but such a continuous transition is rather inevitable for the real data exhibiting two different linear ranges of τ (q). This is the reason why we observe middle values of α between the two expected ones. For WTMM we observe roughly the same artifact as for MF-DFA(2), but there is also an additional spurious slope of the f (α) spectrum for large α (i.e. small q), effectively broadening the spectrum beyond its theoretical equivalent. Our results are independent of the time series length.
In the present case the MF-DFA(2) procedure is much more reliable than its waveletbased counterpart.
Binomial cascade
In this subsection we present results for a process which is inherently multifractal, i.e. a binomial multiplicative cascade [23, 25] . The multiplicative processes are commonly used to model fluid turbulence, but due to the recently-formulated hypothesis of similarity between the turbulence and the evolution of financial markets [1] , they are more and more often applied in econophysics [30, 31, 32, 33, 34] . For the purpose of illustrating the capability of the MF-DFA and WTMM methods for a proper detection and quantification of the multifractality, we generate a binomial time series of length N = 2 nmax according to the formula
where a ∈ (0.5, 1), and n(k) is a number of unities in the binary representation of k. The so-defined signal {x k } k=1,...,N possesses singularities of strength depending on the parameter a and, for a significantly less than 1, its multifractality comes mostly from the temporal correlations (for a → 1 the broad probability distribution of x k also contributes much). The analytical expression for the scaling exponent and for the singularity spectrum can both be derived straightforwardly
As in the previous examples, we carried our computations for the time series of different In contrast, for a = 0.55 both methods fail to comply with the theoretical spectrum. Interestingly, despite the fact that in this case f (α) no longer resembles parabola for WTMM, the width ∆α is similar to the one estimated by Eqs. (18-19) ; this is not the case for MF-DFA, which produces a too wide spectrum, however. It comes from the definition (Eq. (16)) that by increasing a we enhance the role of heavy-tailed probability density function of x k ; we also make the multifractality richer (larger ∆α). Conversely, for a → 0.5 the theoretical sin- 
STOCK MARKET DATA
In this Section we apply both methods of the multifractal analysis to real data from the stock market. Let us denote by P s (t i ) the price of an asset s at the ith consecutive time instant (t i may in general not be equally spaced in time). We create a time series of logarithmic price increments p s (t i ) = ln(P s (t i+1 )) − ln(P s (t i )), where i = 1, ..., N. The difference between our price increments p s (t i ) and the returns is that t i denote the moments of transactions instead of the moments of constant-frequency data sampling [21] . We carried out our Table 1 summarizes the results for the original and the randomized signals for both markets. In each case the width ∆α is larger for the original than for the randomized signal which indicates the existence of strong nonlinear correlations. A more careful inspection of Table allows us to identify the temporal correlations as the principal source of the multifractality (∆α rand ≪ ∆α). Interestingly, if we compare ∆α rand /∆α for MF-DFA and WTMM, we see a remarkable good agreement. This suggests that, apart from the above-discussed fact that WTMM overestimates the multifractality due to broad p.d.f., it can also overestimate the multifractal contribution of the correlation source while preserving the ratio between the contributions of these two sources. This is, however, only a hypothesis.
Generally, our analysis of the real-world data from the stock market that can be characterized by both the multifractality sources: the broad p.d.f. and the nonlinear correlations,
suggests that the outcomes of the Multifractal DFA are more reliable than the outcomes of the wavelet-based method. As regards the correlation-related multifractal components of the stock market signals, it is hard to judge whether the indications of WTMM are correct or biased. However, there is an evidence (see the discussion related to Table 1 ) that this method might also overestimate the multifractal contribution due to the nonlinear correlations, effectively broadening the singularity spectra relatively to the MF-DFA ones. A significant limitation of MF-DFA is the length of time series: for instance, for a too short signal this method produces the f (α) spectra that are broad even if the signal is monofractal. Results of the wavelet-based method do not depend on a signal length so strongly.
To summarize, our results allow us to conclude that both WTMM and MF-DFA can describe multifractal behaviour of the analyzed signals, but we recommend using MF-DFA in most cases, especially if one does not know a priori whether a signal is mono-or multifractal and if the signal is considerably long. In the absence of correlations MF-DFA is undoubtedly superior to WTMM, but even if strong temporal correlations weaken the strength of the 
