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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 86 стор., 1 рисунок, 2 таблицi, 35
джерел.
Метою роботи є розвиток та уточнення алгебраїчних моделей та
методiв криптоаналiзу. Об’єктом дослiдження є iнформацiйнi процеси в
системах криптографiчного захисту. Предметом дослiдження є система
лiнiйних заборон та її властивостi.
У данiй роботi проведено огляд наявних методiв алгебраїчного
криптоаналiзу та сформульовано задачу вiдновлення невiдомого вектора
за частковою iнформацiєю, представленою у формi певних лiнiйних
залежностей. Запропоновано формалiзацiю цiєї задачi шляхом введення
нотацiї системи лiнiйних заборон над скiнченним полем. Побудовано
критерiй iснування розв’язку систем лiнiйних заборон. Доведено ряд
тверджень про кiлькiсть розв’язкiв системи лiнiйних заборон у випадку
коли система лiнiйних заборон породжена фiксованим невiдомим
вектором. Отримано нетривiальну оцiнку на точку насичення у випадку
ненульових правих частин системи. Визначено задачi перевiрки iснування
та пошуку розв’язку системи лiнiйних заборон, та доведено їх
еквiвалентнiсть за Тюрiнгом. Сформульовано ряд сумiжних задач та
доведено приналежнiсть цих задач вiдповiдним класам складностi.
Побудовано полiномiальнi iмовiрнiснi алгоритми перевiрки iснування та
пошуку розв’язку для деяких часткових випадкiв. Також побудовано
iмовiрнiсний евристичний алгоритм пошуку декiлькох розв’язкiв системи
лiнiйних заборон для деяких часткових випадкiв.




Diploma work includes: 86 pages, 1 drawing, 2 tables, 35 references.
The goal of work is improving and clarifying models and methods of
algebraic cryptanalysis. The research object are information processes in
systems of cryptographic security. The research subject is system of linear
restrictions and its properties.
In this work we overviewed existing methods of algebraic cryptanalysis
and formulated problem of recovering unknown vector by partial information
in the form of linear dependencies. We proposed formalization of this problem
by introducing a notation of the system of linear restrictions over finite field.
We constructed criterion of solution existence for the system of linear
restrictions. We proved several claims about number of solutions for the
system of linear restrictions generated by an unknown fixed vector. We get
non-trivial upper bound on a saturation point for the system with non-zero
right-hand side. We formulated decision and search problems for the system of
linear restrictions and proved that these problems are Turing equivalent. We
formulated several related problems and identified their complexity classes.
We constructed polynomial probabilistic algorithms for decision and search
problems in some partial cases. Also we constructed probabilistic heuristic
algorithm for finding several solutions in some partial cases.
ALGEBRAIC CRYPTANALYSIS, SYSTEM OF LINEAR
RESTRICTIONS
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
𝐵𝑛 — множина булевих функцiй вiд 𝑛 змiнних
⟨𝑓⟩ — iдеал функцiї 𝑓
Ann ⟨𝑓⟩ — анулятор iдеалу функцiї 𝑓
poly(𝑥) — полiном вiд змiнної 𝑥
≤𝑝 — полiномiальна звiднiсть
≤𝑇 — звiднiсть за Тюрiнгом
F2𝑘 — поле Галуа, яке складається з 2𝑘 елементiв
F*2𝑘 — мультиплiкативна група поля F2𝑘
F𝑛2𝑘 — множина векторiв довжини 𝑛 над полем F2𝑘
(𝑥, 𝑦) — скалярний добуток векторiв 𝑥 та 𝑦
|𝐴| — потужнiсть множини 𝐴
XOR — додавання за модулем 2
0 — нульовий елемент поля F2𝑘
1 — одиничний елемент поля F2𝑘
0 — вектор з нулiв над полем F2𝑘
1 — вектор з одиниць над полем F2𝑘
∃ — квантор iснування
∀ — квантор загальностi
⟨𝑎, 𝑎0⟩ — впорядкована пара, яка задає лiнiйну заборону (𝑎, 𝑥) ̸= 𝑎0
diag(𝛾1, 𝛾2, . . . , 𝛾𝑚) — дiагональна матриця з елементами 𝛾1, 𝛾2, . . . , 𝛾𝑚
𝑥1:𝑛 — першi 𝑛 компонент вектору 𝑥
КНФ — кон’юнктивна нормальна форма
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ВСТУП
Актуальнiсть теми. Стандартнi моделi алгебраїчного
криптоаналiзу розглядають залежнiсть мiж вiдкритими текстами,
шифротекстами та ключами у виглядi системи полiномiальних рiвнянь
над скiнченним полем. Можна розглянути альтернативну задачу, в якiй
вiдомi лише обмеження на можливi значення деяких залежностей з
невiдомими параметрами. Дослiдження такої задачi є доцiльним, оскiльки
iснує багато методiв, що надають змогу отримати часткову iнформацiю
про промiжнi значення деяких параметрiв в процесi шифрування. Цi
методи можуть вказувати на те, що певнi залежностi з невiдомими
параметрами не можуть приймати деякий скiнченний набiр значень. Така
iнформацiя може бути отримана з побiчного каналу зв’язку або з
особливостей реалiзацiї криптосистеми. З огляду на це, виникає задача
вiдновлення невiдомого вектора за частковою iнформацiєю,
представленою у формi певних лiнiйних залежностей.
Мета i завдання дослiдження. Метою дослiдження є розвиток та
уточнення алгебраїчних моделей та методiв криптоаналiзу.
Для досягнення мети необхiдно розв’язати такi завдання
дослiдження:
1) сформулювати означення системи лiнiйних заборон та задачi її
розв’язування; дослiдити алгебраїчнi та комбiнаторнi властивостi систем
лiнiйних заборон;
2) розглянути системи лiнiйних заборон iз гарантовано однозначним
розв’язком та дослiдити питання вiдновлення розв’язку таких систем;
3) запропонувати алгоритми розв’язування часткових випадкiв
систем лiнiйних заборон;
4) дослiдити звiднiсть задачi розв’язування системи лiнiйних заборон
до вiдомих теоретико-складнiсних задач; встановити клас складностi даної
задачi.
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Об’єктом дослiдження є iнформацiйнi процеси в системах
криптографiчного захисту.
Предметом дослiдження є система лiнiйних заборон та її
властивостi.
Наукова новизна. В роботi отриманi такi результати.
1) Визначено критерiй iснування розв’язку системи лiнiйних
заборон. Побудовано полiномiальний iмовiрнiсний алгоритм перевiрки
iснування розв’язку для деяких часткових випадкiв. Доведено властивостi
розв’язкiв системи лiнiйних заборон у випадку нульових правих частин.
2) Сформульовано та доведено ряд тверджень про кiлькiсть
розв’язкiв системи лiнiйних заборон у випадку коли система лiнiйних
заборон породжена фiксованим невiдомим вектором. Отримано
нетривiальну оцiнку на точку насичення у випадку ненульових правих
частин системи.
3) Сформульовано задачi перевiрки iснування та пошуку розв’язку
системи лiнiйних заборон. Доведено еквiвалентнiсть за Тюрiнгом цих
задач. Побудовано iмовiрнiсний алгоритм пошуку розв’язку системи
лiнiйних заборон у деяких часткових випадках. Побудовано iмовiрнiсний
евристичний алгоритм пошуку декiлькох розв’язкiв системи лiнiйних
заборон у деяких часткових випадках. Сформульовано ряд сумiжних
задач та доведено приналежнiсть цих задач вiдповiдним класам
складностi.
Практичне значення. Результати даної роботи можуть бути
використанi як самостiйний, так i допомiжний iнструмент для
алгебраїчного криптоаналiзу потокових шифрiв та криптосистем на
лiнiйних кодах.
Апробацiї. Результати даної роботи були частково представленi на
таких конференцiях.
1) XVIII Всеукраїнська науково-практична конференцiя студентiв,
аспiрантiв та молодих вчених «Теоретичнi i прикладнi проблеми фiзики,
математики та iнформатики» (12-13 травня 2020 рiк, м. Київ), назва
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доповiдi «Критерiй розв’язку системи лiнiйних заборон над
скiнченним полем».
2) XII Мiжнародна науково-практична конференцiя
«Iнтернет-Освiта-Наука 2020» (травень 2020 рiк, м. Вiнниця), назва
доповiдi «Складнiсть задач, пов’язаних з системи лiнiйних заборон».
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1 ОГЛЯД МЕТОДIВ АЛГЕБРАЇЧНОГО КРИПТОАНАЛIЗУ
ТА ТЕОРIЇ СКЛАДНОСТI
В даному роздiлi наведено огляд методiв алгебраїчного
криптоаналiзу потокових шифрiв. Основною задачею алгебраїчного
криптоаналiзу є побудова залежностей мiж вiдкритими текстами,
шифротекстами та ключами у виглядi певної системи полiномiальних
рiвнянь над скiнченним двiйковим полем та розв’язок цiєї системи. В
загальному випадку така задача є обчислювально складною, але iснують
алгоритми розв’язку цiєї задачi в певних часткових випадках. Пiсля
огляду таких алгоритмiв описується ситуацiя, в якiй про невiдомий
вектор можна отримати деяку часткову iнформацiю. Висувається ряд
модельних припущень про вигляд такої iнформацiї та формулюється
задача вiдновлення невiдомого вектора за частковою iнформацiєю,
представленої у формi лiнiйних залежностей. Також розглядаються
означення та твердження з теорiї складностi, необхiднi для подальших
дослiджень.
1.1 Методи алгебраїчного криптоаналiзу потокових шифрiв
Одним з видiв симетричних криптосистем є потоковi шифри [1].
Iснує багато рiзних конструкцiй потокових шифрiв [2, 3]. У багатьох
випадках потоковi шифри мають ефективну реалiзацiю, тому вони часто
використовуються на практицi в пристроях та системах
телекомунiкацiйного зв’язку [4], де обов’язковою вимогою є висока
швидкiсть шифрування та розшифрування. Поширеним типом потокових
шифрiв є синхронний потоковий шифр [5]. Цей шифр мiстить в собi такi
складовi.
1) Генератор гами: алгоритм, який приймає на вхiд початковий стан
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𝑥0 та породжує послiдовнiсть бiтiв 𝛾1, 𝛾2, . . . , 𝛾𝑚, яка називається гамою.
2) Алгоритм формування початкового стану 𝑥0 за ключем та
вектором iнiцiалiзацiї.
3) Закон шифрування: найчастiше бiт шифротексту обчислюється як
XOR бiту вiдкритого тексту з вiдповiдним бiтом гами.
Розповсюдженим класом атак на потоковi шифри є атаки на
початковий стан 𝑥0. Припустимо в потоковому шифрi генератором гами
є фiльтрувальний генератор гами з регiстром зсуву з лiнiйним зворотнiм
зв’язком [1], який має супроводжуючу матрицю 𝐶 та функцiю
ускладнення 𝑓 вiд 𝑛 змiнних з deg 𝑓 = 𝑑. В такому разi бiти гами
генеруються за формулою 𝛾𝑖 = 𝑓(𝐶 𝑖 · 𝑥0) для 𝑖 = 0, 1, . . . ,𝑚, де 𝑚 — це
довжина згенерованого вiдрiзка гами.
За згенерованим вiдрiзком гами можна скласти певну систему
полiномiальних рiвнянь степеня 𝑑. Зауважимо, що в загальному випадку
це буде система рiвнянь над полем F2𝑘 , де 𝑘 ≥ 1, але оскiльки будь-яку
систему рiвнянь над F2𝑘 можна представити у виглядi системи рiвнянь
над F2, то бiльшiсть наявних методiв побудовано для F2. Задача полягає в
тому, щоб за системою цих рiвнянь вiдновити невiдомий вектор 𝑥0. Така
задача в загальному випадку є 𝒩𝒫-повною при 𝑑 ≥ 2, але iснують
методи, якi дозволяють оптимiзувати або зменшити повний перебiр:
1) побудова рiвнянь-наслiдкiв, якi мають меншу за 𝑑 степiнь;
2) розв’язок системи рiвнянь шляхом лiнеаризацiї;
3) представлення системи рiвнянь у виглядi булевої формули та
застосування до неї SAT-розв’язувачiв.
Розглянемо необхiднi означення та твердження з теорiї алгебраїчних
многовидiв [6]. Пiд 𝐵𝑛 будемо позначати множину всiх булевих функцiй
вiд 𝑛 змiнних. Iдеалом булевої функцiї будемо називати множину
⟨𝑓⟩ = {𝑔 · 𝑓, 𝑔 ∈ 𝐵𝑛}. Якщо розглянути рiвняння 𝑓(𝑥1, 𝑥2, . . . , 𝑥𝑛) = 0, то
для всiх можливих наслiдкiв цього рiвняння типу 𝑔(𝑥1, 𝑥2, . . . , 𝑥𝑛) = 0
функцiї 𝑔 будуть належати ⟨𝑓⟩. Таким чином, iдеал функцiї 𝑓 описує всi
можливi рiвняння-наслiдки. Анулятором iдеалу функцiї 𝑓 , позначається
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Ann ⟨𝑓⟩, будемо називати множину {𝑔 ∈ 𝐵𝑛|𝑔 · 𝑓 = 0}. Для анулятора
виконується така рiвнiсть: Ann ⟨𝑓⟩ = ⟨𝑓 + 1⟩.
Нехай для 1 ≤ 𝑖 ≤ 𝑚 виконується 𝑓(𝐶 𝑖 · 𝑥0) = 1. Припустимо,
можна обрати такий 𝑔 ∈ Ann ⟨𝑓⟩, що deg 𝑔 < 𝑑. Тодi 𝑔(𝐶 𝑖 · 𝑥0) буде
рiвнянням-наслiдком, але вже меншого степеня. Переконаємось в цьому:
якщо 𝑔 ∈ Ann ⟨𝑓⟩, то 𝑔(𝐶 𝑖 · 𝑥0) · 𝑓(𝐶 𝑖 · 𝑥0) = 0. Оскiльки 𝑓(𝐶 𝑖 · 𝑥0) = 1, то
𝑔(𝐶 𝑖 · 𝑥0) = 0, отже отримали рiвняння, степiнь якого менший за 𝑑.
Розглянемо тепер випадок, коли для 1 ≤ 𝑖 ≤ 𝑚 виконується
𝑓(𝐶 𝑖 · 𝑥0) = 0. Припустимо, що можна обрати ℎ ∈ Ann ⟨𝑓 + 1⟩ такий, що
deg ℎ < 𝑑. Тодi ℎ(𝐶 𝑖 · 𝑥0) буде рiвнянням-наслiдком, але вже меншого
степеня. Переконаємось у цьому: якщо ℎ ∈ Ann ⟨𝑓 + 1⟩, то
ℎ(𝐶 𝑖 · 𝑥0) · (𝑓(𝐶 𝑖 · 𝑥0) + 1) = 0, звiдки ℎ(𝐶 𝑖 · 𝑥0) = 0. Таким чином, якщо
виконується один з випадкiв 𝑔 ∈ ⟨𝐴⟩ або ℎ ∈ ⟨𝑓 + 1⟩, де deg 𝑔, deg ℎ < 𝑑,
то можна побудувати рiвняння-наслiдки меншого степеня, тобто провести
алгебраїчну атаку на початковий стан генератора гами.
Таким чином, задача пошуку рiвнянь-наслiдкiв меншого степеня
зводиться до задачi пошуку функцiй мiнiмального степеня в iдеалi ⟨𝑓⟩
(або ⟨𝑓 + 1⟩). Для пошуку функцiй мiнiмального степеня можна
скористатись теоремою Арса-Фожере [7], яка стверджує, що функцiї з
найменшим степенем в мiнiмальному базисi Грьобнера [6] iдеалу ⟨𝑓⟩
мають найменший степiнь серед усiх функцiй в iдеалi ⟨𝑓⟩. Отже, задача
пошуку функцiй мiнiмального степеня зводиться до задачi побудови
мiнiмального базису Грьобнера iдеалу. Для пошуку базису Грьобнера
iснує ряд алгоритмiв. Найвiдомiшим прикладом є алгоритм Бухбергера,
складнiсть якого в загальному випадку є супер-експоненцiйною вiдносно
кiлькостi змiнних функцiї 𝑓 [8]. Є бiльш сучаснi алгоритми пошуку
базису Грьобнера, такi як F4 [9] та F5 [10], але в загальному випадку
складнiсть цих алгоритмiв є експоненцiйною [11].
Отже, метод пошуку рiвнянь-наслiдкiв меншого степеня надає
змогу провести атаку на початковий стан потокового шифру. Ця атака є
алгебраїчною, оскiльки базується на пошуку функцiй меншого степеня з
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iдеалу ⟨𝑓⟩ або ⟨𝑓 +1⟩, тобто використовує алгебраїчнi властивостi функцiї
𝑓 . Зауважимо, що навiть якщо така атака є успiшною, то в бiльшостi
випадкiв не вдається побудувати систему лiнiйних рiвнянь i виникає
ситуацiя, коли необхiдно розв’язувати систему полiномiальних рiвнянь.
Одним зi способiв розв’язку системи полiномiальних рiвнянь є
використання методу лiнеаризацiї. Цей метод полягає у виключеннi з
системи мономiв, якi мiстять декiлька змiнних, шляхом введення нових
штучних змiнних та рiвнянь. Пiсля того, як було побудовано
лiнеаризовану систему, можна використати метод Гауса для пошуку
розв’язкiв цiєї системи. В результатi застосування методу Гауса буде
отримано нову систему рiвнянь, для якої необхiдно виконати повний
перебiр значень, який в загальному випадку є експоненцiйним [12].
Варiацiєю такого методу є алгоритм XL [13], запропонований
Нiколасом Куртуа. В цьому алгоритмi фiксується певне число 𝐷 > 𝑑 (як
правило, в якостi 𝐷 обирається 𝑑 + 1) та формується множина мономiв
𝑀 , степiнь яких не перевищує 𝐷 − 𝑑 (ця множина включає також
константу 1). Потiм всi рiвняння помножуються на кожний моном з
множини 𝑀 , тому в результатi цього перетворення система рiвнянь має
розмiр 𝑚 · |𝑀 |. Отримана система лiнеаризується та до неї застосовується
метод Гауса. Оскiльки кiлькiсть рiвнянь в системi збiльшується, то в
деяких випадках такий пiдхiд до розв’язку системи виявляється бiльш
ефективним у порiвняннi з традицiйним методом лiнеаризацiї.
Ще одним алгоритмом, запропонованим Нiколасом Куртуа, є
ElimLin [14]. Цей алгоритм застосовується до системи квадратичних
рiвнянь. Таким чином, систему полiномiальних рiвнянь спочатку
необхiдно перетворити у систему квадратичних рiвнянь за допомогою
введення нових змiнних та рiвнянь. Алгоритм полягає в iтеративному
повтореннi таких перетворень.
1) Система квадратичних рiвнянь впорядковується за довжиною
мономiв та до неї застосовується метод Гауса, щоб спробувати позбутись
вiд нелiнiйних мономiв. В результатi всi рiвняння отриманої системи
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можна подiлити на лiнiйнi, якi формують множину 𝑆𝐿′, та нелiнiйнi, якi
формують множину 𝑆𝑇 . Якщо множина нелiнiйних рiвнянь є порожньою,
то алгоритм зупиняється.
2) В кожному рiвняннi з 𝑆𝐿′ обирається деякий моном, виражається
через iншi змiннi та пiдставляється в усi рiвняння системи. Пiсля такої
пiдстановки лiнiйне рiвняння записується в множину 𝑆𝐿 та увесь процес
iтеративно повторюється.
Якщо отримана в результатi роботи алгоритму множина лiнiйних
рiвнянь 𝑆𝐿 включає достатню кiлькiсть рiвнянь, то можна знайти
розв’язок цiєї системи, а отже i розв’язок початкової квадратичної
системи. В iнакшому випадку алгоритм ElimLin не спрацьовує.
В алгоритмах XL та ElimLin основними методами розв’язку є
побудова рiвнянь-наслiдкiв та збiльшення кiлькостi рiвнянь в системi.
Iснують принципово iншi алгоритми розв’язку систем полiномiальних
рiвнянь, наприклад, алгоритм Радума-Сємаєва [15]. В алгоритмi
Радума-Сємаєва рiвняння в системi записується не у виглядi полiному вiд
багатьох змiнних, а у виглядi набору бiтових рядкiв, якi є розв’язками
цього рiвняння та називаються конфiгурацiями. Усi рiвняння системи в
такому представленнi формують граф конфiгурацiй, в якому кожна
вершина вiдповiдає деякому рiвнянню, тобто набору конфiгурацiй для
цього рiвняння. Далi до цього графу застосовується алгоритм передачi
повiдомлень, в результатi якого в графi залишаються лише тi
конфiгурацiї, якi не суперечать одна однiй, тобто розв’язки системи
рiвнянь. Можливi ситуацiї, коли на початку роботи алгоритму
конфiгурацiї вже знаходяться в узгодженому станi, тому на цей випадок
запропоновано набiр додаткових стратегiй, якi виводять конфiгурацiї з
узгодженого стану.
В якостi ще одного алгоритму, який використовує принципово
iнший пiдхiд до розв’язку системи рiвнянь, можна навести Zhuang-Zi
алгоритм [16]. В цьому алгоритмi задача розв’язку системи
полiномiальних рiвнянь з багатьма змiнними зводиться до задачi
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розв’язку системи рiвнянь з однiєю змiнною, але над деяким
розширенням поля F2.
Окремим пiдходом до розв’язку систем полiномiальних рiвнянь є
використання SAT-розв’язувачiв [17]. Як правило, такий пiдхiд
застосовується до системи квадратичних рiвнянь, тому систему
полiномiальних рiвнянь необхiдно перетворити на систему квадратичних
рiвнянь шляхом введення нових змiнних та рiвнянь. Для системи
квадратичних рiвнянь над F2, яка мiстить 𝑛 змiнних та 𝑚 рiвнянь,
опишемо принцип побудови еквiвалентної формули 𝜙, яка задана у
КНФ [18].
1) Оскiльки КНФ не мiстить констант, то для константи 1 необхiдно
ввести додаткову штучну змiнну. Ця змiнна має мiститись в 𝜙 у виглядi
окремого диз’юнкту, щоб її єдиним можливим значенням було 1.
2) Для кожного квадратичного монома виду 𝑥𝑖 ·𝑥𝑗, де 1 ≤ 𝑖 < 𝑗 ≤ 𝑛,
виконати замiну 𝑥𝑖𝑗 = 𝑥𝑖 · 𝑥𝑗. Оскiльки рiвнiсть 𝑥𝑖𝑗 = 𝑥𝑖 · 𝑥𝑗 еквiвалентна
рiвностi (𝑥𝑖 ∨ 𝑥𝑖𝑗) ∧ (𝑥𝑗 ∨ 𝑥𝑖𝑗) ∧ (𝑥𝑖 ∨ 𝑥𝑗 ∨ 𝑥𝑖𝑗) = 1, то додати у формулу 𝜙
вiдповiднi диз’юнкти. Пiсля цього кроку в системи рiвнянь залишаються
лише лiнiйнi доданки, тобто система стає лiнiйною.
3) Для кожного лiнiйного рiвняння 𝑥1 + 𝑥2 + . . .+ 𝑥𝑙 = 0 побудувати
вiдповiдну йому формулу у КНФ. Для цього можна за таблицею
iстинностi булевої формули 𝑥1 + 𝑥2 + . . . + 𝑥𝑙−1 побудувати КНФ з 2𝑙−1
диз’юнктами, а потiм в кожний диз’юнкт додати 𝑥𝑙 або 𝑥𝑙 в залежностi
вiд того, яке значення формула 𝑥1 + 𝑥2 + . . .+ 𝑥𝑙 приймає на вiдповiдному
наборi вхiдних значень. Для кожного лiнiйного рiвняння необхiдно додати
вiдповiдний цьому рiвнянню набiр диз’юнктiв розмiру 2𝑙−1 в формулу 𝜙.
Розглянемо яку кiлькiсть диз’юнктiв додає кожний з етапiв
побудови формули. При замiнi одного квадратичного монома необхiдно
додати три диз’юнкти в формулу, тому загальна кiлькiсть таких
диз’юнктiв буде обмежена полiномом вiд розмiру початкової системи. При
перетвореннi лiнiйного рiвняння 𝑥1 + 𝑥2 + . . . + 𝑥𝑙 = 0 необхiдно додати
експоненцiйну вiд 𝑙 кiлькiсть диз’юнктiв. Цього можна запобiгти, якщо
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розбивати таку суму на набiр часткових сум, якi пов’язанi одна з одною
спiльними змiнними, та розглядати їх як окремi рiвняння [12].
Таким чином, систему квадратичних рiвнянь над F2 можна
представити у виглядi булевої формули у КНФ. Це надає можливiсть
застосувати до неї вiдомi SAT-розв’язувачi [19].
Отже, iснує багато методiв розв’язку системи полiномiальних
рiвнянь та, вiдповiдно, способiв вiдновлення початкового стану
фiльтрувального генератора гами, тобто невiдомого вектору 𝑥0. В
загальному випадку цi всi методи потребують експоненцiйного
обчислення та спрацьовують на практицi лише в часткових випадках,
тому виникає необхiднiсть у пошуку альтернативних моделей, в рамках
яких можна спробувати вiдновити невiдомий вектор 𝑥0. Такою моделлю
може бути вiдновлення невiдомого вектору 𝑥0 за наявнiстю деякої
часткової iнформацiї про цей вектор. Ця iнформацiя може бути
отримана з побiчного каналу зв’язку або з особливостей конкретної
реалiзацiї криптосистеми. Оскiльки iнформацiя є частковою, то вона не
стосується безпосередньо вектору 𝑥0, але може, наприклад, накладати
обмеження на значення деяких лiнiйних залежностей з невiдомим
вектором 𝑥0. Розглянемо декiлька ситуацiй, в яких можна отримати таку
часткову iнформацiю.
У випадку фiльтрувального генератора гами оновлення стану
генератора вiдбувається за допомогою множення початкового вектора 𝑥0
на супроводжуючу матрицю 𝐶. В результатi за 𝑚 тактiв роботи регiстру
стан генератора приймає значення 𝐶 𝑖 · 𝑥0 для 𝑖 = 1,𝑚. В цьому випадку
частковою iнформацiєю можуть бути деякi значення, якi вектори виду
𝐶 𝑖 · 𝑥0, 𝑖 = 1,𝑚, не можуть приймати.
Аналогiчнi конструкцiї зустрiчаються в криптосистемах на лiнiйних
кодах. В цих криптосистемах в процесi шифрування виконуються
матричнi операцiї з вiдкритим текстом та ключем. Аналогiчно прикладу з
початковим станом генератору гами, iснує можливiсть отримати певнi
обмеження на лiнiйнi залежностi, якi з’являються пiд час виконання цих
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матричних операцiй.
З огляду на наведенi модельнi припущення та приклади, виникає
задача вiдновлення невiдомого вектору за частковою iнформацiєю,
представленою у формi лiнiйних залежностей. Для того, щоб мати
можливiсть застосовувати до сформульованої задачi наявнi
теоретико-множиннi конструкцiї, необхiдно формалiзувати цю задачу за
допомогою окремого математичного об’єкта або навiть теорiї. В данiй
роботi пропонується один з можливих способiв такої формалiзацiї
введенням понять лiнiйної заборони та системи лiнiйних заборон.
1.2 Необхiднi означення та твердження з теорiї складностi
Розглянемо основнi вiдомостi з теорiї складностi, якi будуть
застосовуватись пiд час дослiдження систем лiнiйних заборон.
Задача — це деяке загальне питання, на яке необхiдно знайти
вiдповiдь. Задача має складатись з двох частин: набiр параметрiв або
вiльних змiнних та набiр властивостей, яким має задовольняти вiдповiдь
на цю задачу, щоб вважати таку вiдповiдь розв’язком. Iндивiдуальна
задача або екземпляр задачi — це задача, в якiй всi параметри
зафiксованi конкретними значеннями [20].
Задачею розпiзнавання будемо називати задачу, в якiй двi
можливих вiдповiдi — «Так» або «Нi». Таким чином, набiр усiх вхiдних
даних або iндивiдуальних задач можна однозначно класифiкувати на двi
групи в залежностi вiд вiдповiдi. Задачею пошуку будемо називати
задачу, в якiй необхiдно знайти об’єкт, що задовольняє умовам цiєї задачi.
Алгоритмом будемо називати чiтко визначену послiдовнiсть дiй. Пiд
iмовiрнiсним алгоритмом буде розумiти алгоритм, який має доступ до
джерела випадковостi, тобто генератора випадкових об’єктiв (надалi це
будуть переважно елементи скiнченного поля). Генератор, як правило,
буде мати рiвноймовiрний розподiл на множинi елементiв, тобто всi
елементи цiєї множини будуть обиратись з однаковою iмовiрнiстю.
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Складнiстю операцiї генерування випадкових об’єктiв будемо нехтувати.
Для того, щоб визначити складнiсть задачi, можна довести
приналежнiсть цiєї задачi до певного класу складностi. Надамо означення
основним класам складностi за часом 𝒫 i 𝒩𝒫 [21].
Будемо казати, що алгоритм 𝐵 розв’язує певну задачу
розпiзнавання Π, якщо 𝐵(𝑥) = 1 ⇔ Π(𝑥) = 1. Алгоритм 𝐵 розв’язує
задачу за полiномiальний час, якщо на входi 𝑥 час роботи алгоритму (або
кiлькiсть елементарних операцiй) не перевищує poly(|𝑥|), де poly(|𝑥|) —
це полiном, степiнь якого є константою.
Означення 1.1. Задача розпiзнавання належить класу складностi
𝒫 , якщо iснує алгоритм, який розв’язує цю задачу за полiномiальний вiд
довжини входу час.
Таким чином, клас складностi 𝒫 складається з усiх задач
розпiзнавання, для яких iснує ефективний розв’язок.
Визначимо алгоритм верифiкацiї 𝑉 як алгоритм, який приймає на
вхiд два аргументи, перший з яких — це вхiднi данi задачi 𝑥, а другий —
це бiнарний рядок 𝑦, який називається сертифiкатом. Алгоритм 𝑉
верифiкує вхiдний рядок 𝑥, якщо iснує сертифiкат 𝑦 такий, що
𝑉 (𝑥, 𝑦) = 1. Аналогiчно, алгоритм 𝑉 є полiномiальним, якщо час роботи
(або кiлькiсть елементарних операцiй) є полiномом вiд довжини входу.
Будемо казати, що алгоритм 𝑉 верифiкує задачу розпiзнавання Π
за полiномiальний час, якщо цей алгоритм є полiномiальним та довжина
сертифiкату обмежена довжиною полiнома. Iнакше кажучи, алгоритм 𝑉
верифiкує Π за полiномiальний час, якщо для кожного входу 𝑥 ∈ {0, 1}*
iснує сертифiкат 𝑦, довжина якого обмежена полiномом вiд довжини
вхiдних даних, такий що Π(𝑥) = 1 ⇔ 𝑉 (𝑥, 𝑦) = 1, причому час роботи 𝑉 є
полiномiальним вiд довжини входу.
Означення 1.2. Задача розпiзнавання належить класу складностi
𝒩𝒫 , якщо iснує алгоритм, який верифiкує цю задачу за полiномiальний
вiд довжини входу час.
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Таким чином, клас складностi 𝒩𝒫 складається з усiх задач
розпiзнавання, розв’язок яких можна ефективно перевiрити.
Очевидно, що 𝒫 ⊆ 𝒩𝒫 , тому що знайдений розв’язок є автоматично
перевiреним. Питання чи 𝒩𝒫 ⊆ 𝒫 залишається вiдкритим.
Розглянемо рiзнi типи звiдностi мiж задачами. Спочатку розглянемо
полiномiальну звiднiсть або звiднiсть за Карпом [22].
Означення 1.3. Задача розпiзнавання Π1 полiномiально зводиться
до задачi розпiзнавання Π2, позначається Π1 ≤𝑝 Π2, якщо iснує функцiя
𝑓 : {0, 1}* → {0, 1}*, яка обчислюється за полiномiальний час, та
∀𝑥 ∈ {0, 1}* виконується: Π1(𝑥) = 1 ⇔ Π2(𝑓(𝑥)) = 1.
Якщо для задач Π1 та Π2 виконується Π1 ≤𝑝 Π2 та Π2 ≤𝑝 Π1, то
будемо називати такi задачi еквiвалентними вiдносно полiномiальної
звiдностi та позначати Π1 =𝑝 Π2.
Розглянемо звiднiсть за Тюрiнгом (iнша назва — звiднiсть за
Куком) [20].
Означення 1.4. Задача розпiзнавання Π1 зводиться за Тюрiнгом
до задачi розпiзнавання Π2, позначається Π1 ≤𝑇 Π2, якщо iснує
полiномiальний алгоритм 𝐴, який за полiномiальну кiлькiсть звернень до
оракула, що розв’язує задачу Π2, розв’язує задачу Π1.
Зауваження. Це означення має мiсце не тiльки для задач
розпiзнавання, а й для задач пошуку, причому зводитись одна до одної
можуть задачi рiзних типiв.
Зведення за Карпом можна розглядати як частковий випадок
зведення за Тюрiнгом, в якому можна зробити лише один запит до
оракула Π2 та необхiдно повернути саме ту вiдповiдь, яку цей оракул
надав.
Якщо для задач Π1 та Π2 виконується Π1 ≤𝑇 Π2 та Π2 ≤𝑇 Π1, то
будемо називати такi задачi еквiвалентними вiдносно звiдностi по
Тюрiнгу та позначати Π1 =𝑇 Π2.
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Задача Π називається 𝒩𝒫-складною, якщо для будь-якої задачi
Π′ ∈ 𝒩𝒫 виконується Π′ ≤𝑝 Π. Таким чином, задача є 𝒩𝒫-складною,
якщо будь-яка iнша задача з класу 𝒩𝒫 полiномiально зводиться до цiєї
задачi.
Якщо задача Π належить класу 𝒩𝒫 i є 𝒩𝒫-складною, то будемо
називати її 𝒩𝒫-повною. 𝒩𝒫-повнi задачi формують множину
найскладнiших задач у класi 𝒩𝒫 .
Для того, щоб довести, що деяка задача є 𝒩𝒫-повною, необхiдно
показати, що:
1) ця задача належить класу 𝒩𝒫 ;
2) деяка iнша 𝒩𝒫-повна задача полiномiально зводиться до неї.
Таким чином, маючи хоча б одну 𝒩𝒫-повну задачу, можна
доводити 𝒩𝒫-повноту iнших задач користуючись наведеним фактом та
транзитивнiстю полiномiального зведення.
Iснування 𝒩𝒫-повної задачi — це суто технiчний факт, приклад
такої 𝒩𝒫-повної задачi можна знайти у [22]. Бiльш нетривiальним є
пошук 𝒩𝒫-повної задачi, яка була б застосовна на практицi. Така задача
була знайдена Куком у 1971 роцi та отримала назву SAT [23]. Ця задача
зiграла фундаментальну роль в розвитку теорiї складностi, оскiльки за
допомогою неї вдалось довести 𝒩𝒫-повноту багатьох задач, якi
використовуються на практицi. Перший вагомий список 𝒩𝒫-повних
задач з’явився у роботi Карпа, яка була опублiкована в 1972 роцi [24].
Розглянемо задачу SAT (формулювання взято з [22, 25]).
Задача 1.1 (SAT). Вхiд. Булева формула у КНФ 𝜑 з 𝑛 змiнними та
𝑚 диз’юнктами.
Необхiдно з’ясувати чи iснує такий набiр (𝑥1, 𝑥2, . . . , 𝑥𝑛), що
𝜑(𝑥1, 𝑥2, . . . , 𝑥𝑛) = 1.
Вихiд. «Так», якщо такий набiр iснує, «Нi» iнакше.
Часто формулюють SAT у випадку, коли кiлькiсть лiтералiв
(лiтералом будемо називати змiнну або її заперечення) в одному
диз’юнктi не перевищує деякого зафiксованого числа.
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Задача 1.2 (kSAT). Вхiд. Булева формула у КНФ 𝜑 з 𝑛 змiнними
та 𝑚 диз’юнктами, де кожний з диз’юнктiв мiстить не бiльше 𝑘 лiтералiв.
Необхiдно з’ясувати чи iснує такий набiр (𝑥1, 𝑥2, . . . , 𝑥𝑛), що
𝜑(𝑥1, 𝑥2, . . . , 𝑥𝑛) = 1.
Вихiд. «Так», якщо такий набiр iснує, «Нi» iнакше.
Вiдомо, що 2SAT належить класу 𝒫 , тобто для цiєї задачi iснує
ефективний алгоритм розв’язку, а всi kSAT для 𝑘 ≥ 3 є 𝒩𝒫-повними
задачами.
Iншою варiацiєю SAT є задача, в якiй на вхiд надходить булева
формула, але всi операцiї диз’юнкцiї в диз’юнктах замiненi на XOR. Для
зручностi, такi модифiкованi диз’юнкти будемо називати XOR-виразами.
Задача 1.3 (XORSAT). Вхiд. Булева формула 𝜑 з 𝑛 змiнними та 𝑚
XOR-виразами.
Необхiдно з’ясувати чи iснує такий набiр (𝑥1, 𝑥2, . . . , 𝑥𝑛), що
𝜑(𝑥1, 𝑥2, . . . , 𝑥𝑛) = 1.
Вихiд. «Так», якщо такий набiр iснує, «Нi» iнакше.
Вiдомо, що XORSAT належить класу 𝒫 — для ефективного розв’язку
цiєї задачi можна скористатись методом Гауса розв’язку систем лiнiйних
рiвнянь.
В контекстi аналiзу складностi систем лiнiних заборон важливу роль
буде вiдiгравати модифiкацiя задачi XORSAT, в якiй необхiдно встановити,
що лише деякий набiр XOR-виразiв приймає значення 1, не обов’язково всi
вирази одночасно.
Задача 1.4 (Max-XORSAT). Вхiд. Булева формула 𝜑 з 𝑛 змiнними
та 𝑚 XOR-виразами, число 𝑙, де 1 ≤ 𝑙 ≤ 𝑚.
Необхiдно з’ясувати чи iснує такий набiр (𝑥1, 𝑥2, . . . , 𝑥𝑛), що
прийнамнi 𝑙 XOR-виразiв набувають значення 1.
Вихiд. «Так», якщо такий набiр iснує, «Нi» iнакше.
Вiдомо, що задача Max-XORSAT є 𝒩𝒫-повною. Якщо розглянути
обмежену версiю цiєї задачi — Max-kXORSAT, то вона буде 𝒩𝒫-повною
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починаючи з 𝑘 ≥ 2 [25]. Для доведення 𝒩𝒫-повноти Max-XORSAT можна
обрати задачу Max-Cut, яка використовується для доведення 𝒩𝒫-повноти
широкого класу задач.
Ще одним важливим прикладом 𝒩𝒫-повної задачi є задача iснування
розв’язку системи квадратичних рiвнянь над полем F2𝑘 .
Задача 1.5 (MQ). Вхiд. F2𝑘 , полiноми 𝑝1, 𝑝2, . . . , 𝑝𝑚 над полем F2𝑘 ,
𝑘 ≥ 1, кожний з полiномiв приймає на вхiд 𝑛 змiнних та deg 𝑝𝑖 ≤ 2
для 𝑖 = 1,𝑚.
Необхiдно з’ясувати чи iснує набiр (𝑥1, 𝑥2, . . . , 𝑥𝑛) такий, що
𝑝𝑖(𝑥1, 𝑥2, . . . , 𝑥𝑛) = 0 для 𝑖 = 1,𝑚.
Вихiд. «Так», якщо такий набiр iснує, «Нi» iнакше.
𝒩𝒫-повнота задачi MQ для випадку F = F2𝑘 була доведена в
роботi [26], а у випадку довiльного поля F в роботi [27]. Для доведення
𝒩𝒫-повноти в останнiй роботi використовувалась технiка арифметизацiї:
при зведеннi задачi 3SAT до MQ всi диз’юнкти в булевiй формулi
записувались у виглядi полiномiв Жегалкiна. Степiнь таких полiномiв у
випадку 3SAT не може перевищувати трьох. З отриманих виразiв
формувалась система кубiчних рiвнянь з багатьма змiнними вiдносно
XOR. Для позбавлення вiд кубiчних мономiв застосовувалась схема,
запропонована Л. Валiантом, яка полягала у виключеннi кубiчних
мономiв шляхом введення нових змiнних та рiвнянь в систему.
Задача MQ має широкий спектр застосування. В криптографiї MQ
використовується для побудови криптосистем: криптосистема
SimpleMatrix [28], системи цифрового пiдпису UOV [29] та Rainbow [30].
MQ також застосовується в алгебраїчному криптоаналiзi потокових
шифрiв, детальнiше таке застосування MQ дослiджується в пiдроздiлi 1.1.
Проводяться дослiдження у напряму ефективного розв’язку часткових
випадкiв цiєї задачi в залежностi вiд виду вхiдної системи [31, 32].
Iншим важливим класом складностi задач є iмовiрнiсний клас
ℛ𝒫 [22]. Для того, щоб визначити цей клас, необхiдно сформулювати
означення iмовiрнiсного алгоритму з односторонньою помилкою. Будемо
24
казати, що задача розпiзнавання Π розв’язується iмовiрнiсним
алгоритмом 𝑅 з односторонньою помилкою, коли виконуються такi
умови:
1) якщо Π(𝑥) = 1, то 𝑅(𝑥) ≥ 12 ;
2) якщо Π(𝑥) = 0, то 𝑅(𝑥) = 0.
Iмовiрнiсний алгоритм 𝑅 називається полiномiальним, якщо час його
роботи обмежений полiномом вiд довжини вхiдних даних.
Означення 1.5. Задача розпiзнавання Π належить класу
складностi ℛ𝒫 , якщо для неї iснує полiномiальний iмовiрнiсний
алгоритм з односторонньою помилкою.
Вiдомо, що клас ℛ𝒫 ⊆ 𝒩𝒫 . Аналогiчно можна визначити клас
складностi задач 𝑐𝑜ℛ𝒫 , для яких iснує iмовiрнiсний алгоритм с
односторонньою помилкою, але ця помилка вiдбувається у випадку
Π(𝑥) = 0. Прикладом задачi з класу складностi 𝑐𝑜ℛ𝒫 є задача, в якiй
необхiдно з’ясувати чи дорiвнює полiном тотожно нулю, де полiном
задано над Z. Побудова iмовiрнiсного алгоритму з односторонньою
помилкою для цiєї задачi використовує лему Шварца-Зiпеля [33], яка буде
також використовуватись в контекстi систем лiнiйних заборон.
Висновки до роздiлу 1
В цьому роздiлi було розглянуто основнi методи алгебраїчного
криптоаналiзу. Бiльшiсть цих методiв спрямована на пошук розв’язку
системи полiномiальних рiвнянь, оскiльки система полiномiальних
рiвнянь є одним з основних предметiв дослiдження алгебраїчного
криптоаналiзу. Запропоновано розглянути бiльш широкий клас задач, якi
спрямованi на вiдновлення невiдомого вектору за частковою iнформацiєю.
Висунуто модельнi припущення про вигляд цiєї iнформацiї та
сформульовано задачу вiдновлення вектора за частковою iнформацiєю,
представленої у формi лiнiйних залежностей.
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Також розглянуто основнi факти з теорiї складностi, необхiднi для
подальших дослiджень. Вони охоплюють означення класiв складностi
задач та типiв звiдностi мiж задачами. Розглянуто 𝒩𝒫-повнi задачi, якi
вiдiграють важливу роль в дослiдженнi систем лiнiйних заборон, та
оцiнки складностi задач, пов’язаних з системами лiнiйних заборон.
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2 АЛГЕБРАЇЧНI ТА КОМБIНАТОРНI ВЛАСТИВОСТI
СИСТЕМ ЛIНIЙНИХ ЗАБОРОН НАД СКIНЧЕННИМ
ПОЛЕМ
В даному роздiлi формалiзується задача вiдновлення невiдомого
вектора за частковою iнформацiєю, представленою у формi лiнiйних
залежностей, шляхом введення нотацiї системи лiнiйних заборон над
скiнченним полем. Система лiнiйних заборон розглядається як окремий
математичний об’єкт, тому виникає необхiднiсть побудови теорiї, яка б
мiстила в собi змiстовнi твердження стосовно систем лiнiйних заборон.
Побудова такої теорiї потребує встановлення зв’язкiв з наявною
математичною базою знань, тому бiльша частина цього роздiлу
присвячена пошуку таких зв’язкiв. В результатi цих дослiджень
доводиться ряд алгебраїчних та комбiнаторних властивостей системи
лiнiйних заборон.
2.1 Означення та властивостi систем лiнiйних заборон
Визначимо лiнiйну заборону та систему лiнiйних заборон за аналогiєю
до лiнiйного рiвняння та системи лiнiйних рiвнянь.
Означення 2.1. Лiнiйною забороною над полем F2𝑘 будемо називати
вираз типу
𝑎1𝑥1 + 𝑎2𝑥2 + · · ·+ 𝑎𝑥𝑥𝑛 ̸= 𝑎0,
де 𝑎𝑖 ∈ F2𝑘 для 𝑖 = 0, 𝑛, 𝑥𝑖 ∈ F2𝑘 для 𝑖 = 1, 𝑛.
Якщо позначити 𝑎 = (𝑎1, 𝑎2, . . . , 𝑎𝑛), то можемо переписати лiнiйну
заборону у виглядi виразу (𝑎, 𝑥) ̸= 𝑎0, де (𝑎, 𝑥) :=
∑︀𝑛
𝑖=1 𝑎𝑖𝑥𝑖 — це
скалярний добуток векторiв 𝑎 та 𝑥. Фактично, лiнiйна заборона означає,
що 𝑎1𝑥1 + 𝑎2𝑥2 + . . . + 𝑎𝑛𝑥𝑛 ∈ F2𝑘 ∖ {𝑎0}, а це еквiвалентно такiй
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сукупностi рiвнянь: ⎡⎢⎢⎢⎣








де 𝑎′𝑖 ∈ F2𝑘 ∖ {𝑎0} для 𝑖 = 1, 𝑛 та 𝑙 = 2𝑘 − 1.
Зауваження. В залежностi вiд контексту будемо також називати
лiнiйною забороною вектор (𝑎1, 𝑎2, . . . , 𝑎𝑛, 𝑎0) довжини 𝑛 + 1 у випадку
𝑎0 ̸= 0 та вектор (𝑎1, 𝑎2, . . . , 𝑎𝑛) довжини 𝑛 у випадку 𝑎0 = 0.
Зауваження. Якщо для 𝑥0 ∈ F𝑛2𝑘 виконується (𝑎, 𝑥0) = 0, то будемо
казати, що вектор 𝑎 забороняє 𝑥0. Також в такому разi будемо казати, що
вектори 𝑎 та 𝑥0 є ортогональними.
Означення 2.2. Розв’язком лiнiйної заборони будемо називати
такий вектор 𝑥0 ∈ F𝑛2𝑘 , що (𝑎, 𝑥0) ̸= 𝑎0. Множиною розв’язкiв лiнiйної
заборони будемо називати множину векторiв 𝐷 = {𝑥 ∈ F𝑛2𝑘|(𝑎, 𝑥) ̸= 𝑎0}.
Якщо множини розв’язкiв двох лiнiйних заборон збiгаються, то будемо
називати такi лiнiйнi заборони еквiвалентними.
Маючи означення множини розв’язкiв лiнiйної заборони виникає
питання якi елементарнi дiї над заборонами можна виконувати,
отримуючи при цьому еквiвалентнi заборони. Необхiдно перевiрити чи
виконуються для лiнiйних заборон елементарнi перетворення лiнiйних
рiвнянь, такi як перенесення доданкiв з однiєї частини в iншу та
множення обох частин на константу.
Твердження 2.1. Множина розв’язкiв лiнiйної заборони не
змiнюється при перенесеннi доданкiв з однiєї частини в iншу, а також
при множеннi обох частин на константу, яка не дорiвнює нулю.
Доведення. Розглянемо лiнiйну заборону
𝑎1𝑥1 + 𝑎2𝑥2 + . . .+ 𝑎𝑛𝑥𝑛 ̸= 𝑎0.
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Позначимо 𝐷0 = {𝑥 ∈ F2𝑘|(𝑎, 𝑥) ̸= 𝑎0}, 𝐷′0 = F2𝑘 ∖𝐷0, тобто 𝐷′0 складається
з 𝑥 ∈ F𝑛2𝑘 таких, що (𝑎, 𝑥) = 0.
Сформуємо iншу лiнiйну заборону
𝑎2𝑥2 + . . .+ 𝑎𝑛𝑥𝑛 ̸= 𝑎1𝑥1 + 𝑎0.
Аналогiчно визначимо множини 𝐷1 та 𝐷′1. Множина 𝐷′1 складається з усiх
𝑥 ∈ F𝑛2𝑘 таких, що 𝑎2𝑥2 + . . . + 𝑎𝑛𝑥𝑛 = 𝑎1𝑥1 + 𝑎0. Перенесемо доданок 𝑎1𝑥1
у лiву частину рiвняння: 𝑎1𝑥1 + 𝑎2𝑥2 + . . . + 𝑎𝑛𝑥𝑛 = 𝑎0. Звiдси випливає,
що 𝐷′1 = 𝐷′0, а отже 𝐷1 = 𝐷0, оскiльки множини 𝐷0, 𝐷′0 та 𝐷1, 𝐷′1 не
перетинаються.
При множеннi на константу доведення є аналогiчним.
Оскiльки поле F2𝑘 є скiнченною множиною, то можемо обчислити
потужнiсть множини розв’язкiв лiнiйної заборони.
Твердження 2.2. Нехай 𝑎1𝑥1 + 𝑎2𝑥2 + . . . + 𝑎𝑛𝑥𝑛 ̸= 𝑎0 — лiнiйна
заборона над полем F2𝑘, тодi |𝐷| = 2𝑘𝑛 − 2𝑘(𝑛−1).
Доведення. Розглянемо вiдповiдне до лiнiйної заборони лiнiйне
рiвняння 𝑎1𝑥1 + 𝑎2𝑥2 + . . . + 𝑎𝑛𝑥𝑛 = 𝑎0. Якщо маємо справу з
нетривiальним випадком 𝑎 ̸= 0, то деякий з 𝑎1, 𝑎2, . . . , 𝑎𝑛 є ненульовим
елементом поля; не обмежуючи загальностi припустимо, що це 𝑥𝑛. Тодi
можемо переписати рiвняння в наступному еквiвалентному виглядi:
𝑎−1𝑛 · (𝑎1𝑥1 + 𝑎2𝑥2 + . . .+ 𝑎𝑛−1𝑥𝑛−1 + 𝑎0) = 𝑥𝑛
Пробiгаючи усi можливi вектори (𝑥1, 𝑥2, . . . , 𝑥𝑛−1) отримуємо деякi
значення 𝑥𝑛 такi, що (𝑥1, 𝑥2, . . . , 𝑥𝑛) є розв’язком лiнiйного рiвняння.
Якщо 𝐷′ — це множина розв’язкiв цього лiнiйного рiвняння, то
|𝐷′| = |{(𝑥1, 𝑥2, . . . , 𝑥𝑛−1), 𝑥𝑖 ∈ F2𝑘, 𝑖 = 1, 𝑛}| = 2𝑘(𝑛−1).
Тодi 𝐷 = F2𝑘 ∖𝐷′, а отже
|𝐷| = |F𝑛2𝑘| − |𝐷
′| = 2𝑘𝑛 − 2𝑘(𝑛−1).
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Слiд зауважити, що iнший спосiб отримати цей результат — помiтити,
що множина розв’язкiв вiдповiдного лiнiйного рiвняння формує лiнiйний
пiдпростiр розмiрностi 𝑛− 1, потужнiсть якого дорiвнює 2𝑘(𝑛−1).
Окремо розглянемо випадок лiнiйної заборони при 𝑛 = 1, тобто
𝑎 · 𝑥 ̸= 𝑎0, де 𝑎 ̸= 0. Якщо 𝑎0 = 0, то розв’язками будуть усi 𝑥 ∈ F*2𝑘 ,
кiлькiсть яких складає 2𝑘 − 1. Якщо 𝑎0 ∈ F*2𝑘 , то множиною розв’язкiв
буде {𝑧 ∈ F2𝑘, 𝑧 ̸= 𝑎0 · 𝑎−1}; ї ї потужнiсть теж становить 2𝑘 − 1. Отже, у
випадку 𝑛 = 1 кiлькiсть розв’язкiв лiнiйної заборони узгоджується з
формулою 2𝑘𝑛 − 2𝑘(𝑛−1).




1 𝑥1 + 𝑎
(1)
2 𝑥2 + . . .+ 𝑎
(1)





1 𝑥1 + 𝑎
(2)
2 𝑥2 + . . .+ 𝑎
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1 𝑥1 + 𝑎
(𝑚)
2 𝑥2 + . . .+ 𝑎
(𝑚)




де 𝑎(𝑗)𝑖 ∈ F2𝑘 для 𝑖 = 0, 𝑛, 𝑗 = 1,𝑚, 𝑥𝑖 ∈ F2𝑘 для 𝑖 = 1, 𝑛 та 𝑚 > 1.
Бiльш компактний запис: будемо позначати 𝑎(𝑗) := (𝑎(𝑗)1 , 𝑎
(𝑗)
2 , . . . , 𝑎
(𝑗)
𝑛 ),
тодi систему лiнiйних заборон можна переписати у виглядi:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(𝑎(1), 𝑥) ̸= 𝑎(1)0
(𝑎(2), 𝑥) ̸= 𝑎(2)0
. . .
(𝑎(𝑚), 𝑥) ̸= 𝑎(𝑚)0
,










































Тодi систему лiнiйних заборон можна записати у виглядi:














Зауваження. Запис 𝐴 · 𝑥 ̸= 𝑎0 є умовним та вводиться для
компактностi подальших формул. Загальноприйнятий запис 𝑎 ̸= 𝑏 для
деяких векторiв 𝑎 та 𝑏 означає, що цi вектори вiдрiзняються в деякiй
координатi, в нашому ж випадку вiн означає, що вони вiдрiзняються в
усiх координатах.
Аналогiчно до лiнiйної заборони можемо визначити розв’язок системи
лiнiйних заборон.
Означення 2.4. Розв’язком системи лiнiйних заборон будемо
називати 𝑥0 ∈ F𝑛2𝑘 такий, що 𝐴 · 𝑥0 ̸= 𝑎0. Множиною розв’язкiв системи
лiнiйних заборон будемо називати множину векторiв
̃︀𝐷 = {𝑥 ∈ F𝑛2𝑘|𝐴 · 𝑥 ̸= 𝑎0} = 𝐷1 ∩𝐷2 ∩ . . . ∩𝐷𝑚,
де 𝐷𝑗 — це множина розв’язкiв вiдповiдної лiнiйної заборони в системi,
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|𝐷𝑗| = 2𝑘𝑛−2𝑘(𝑛−1), 𝑗 = 1,𝑚. Двi системи лiнiйних заборон будемо називати
еквiвалентними, якщо в них збiгаються множини розв’язкiв.
Твердження 2.3. Множина розв’язкiв системи лiнiйних заборон
не змiнюється при перенесеннi доданкiв з однiєї частини в iншу в
будь-якiй з заборон та при множеннi обох частин будь-якої заборони на
константу, яка не дорiвнює нулю.
Доведення. Нехай в деякiй заборонi виконали або перенесення
доданку або множення на константу. Тодi за твердженням 2.1 множина
розв’язкiв цiєї заборони не змiнилась, а отже не змiнився перетин усiх
множин розв’язкiв лiнiйних заборон.
Зауваження. Для спрощення обчислень в деяких випадках будемо
розглядати систему лiнiйних заборон з нульовими правими частинами.
Також покладемо F = F2𝑘 , хоча у випадку F — довiльного скiнченного
поля та нульових правих частин бiльшiсть результатiв буде виконуватись,
якщо нi, то про це буде окремо сказано.
2.2 Критерiй iснування розв’язкiв систем лiнiйних заборон
Розглянемо критерiй iснування розв’язку систем лiнiйних заборон
над скiнченним полем. Цей критерiй пов’язує арифметику систем
лiнiйних заборон з арифметикою полiномiв та дозволяє використовувати
методи, розробленi для полiномiв, для вивчення систем лiнiйних заборон
над скiнченним полем.
Теорема 2.1. У системи лiнiйних заборон 𝐴 · 𝑥 ̸= 0 над полем F2𝑘
iснує розв’язок тодi i тiльки тодi коли
𝑚∏︁
𝑖=1
(𝑎(𝑖), 𝑥) ̸≡ 0.




Будемо доводити цей факт у наступнiй формi: у системи лiнiйних
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заборон 𝐴 · 𝑥 ̸= 0 не iснує розв’язкiв тодi i тiльки тодi коли 𝐹 (𝑥) ≡ 0.
Оскiльки доведення необхiдностi та достатностi цього критерiю є досить
подiбними, то не будемо окремо розглядати необхiднiсть на достатнiсть.
Вiдсутнiсть розв’язкiв системи лiнiйних заборон виду⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(𝑎(1), 𝑥) ̸= 0
(𝑎(2), 𝑥) ̸= 0
. . .
(𝑎(𝑚), 𝑥) ̸= 0
рiвносильно тому, що для кожного 𝑥 ∈ F𝑛2𝑘 хоча б одна з заборон не
виконується, тобто перетворюється на рiвнiсть, що у виглядi формули
можна записати таким чином:
∀𝑥 ∈ F𝑛2𝑘 : ∃𝑖 ∈ 1,𝑚 : (𝑎
(𝑖), 𝑥) = 0.
Розглянемо полiном, що складається з добутку лiвих частин усiх
лiнiйних заборон: 𝐹 (𝑥) = (𝑎(1), 𝑥) · (𝑎(2), 𝑥) · . . . · (𝑎(𝑚), 𝑥). Зафiксуємо
деякий 𝑥, тодi для нього буде iснувати спiвмножник, який дорiвнює 0,
отже увесь добуток буде перетворюватись на нуль: 𝐹 (𝑥) = 0. Таким
чином, ∀𝑥 : 𝐹 (𝑥) = 0. А це, фактично, i означає, що полiном 𝐹 над полем
F2𝑘 тотожно дорiвнює нулю, оскiльки вiн обертається в нуль на кожному
можливому входi.
Зауваження. В умовi теореми 2.1 в системi лiнiйних заборон усi
правi частини дорiвнювали нулю. Якщо вони будуть ненульовими, то це





[(𝑎(𝑖), 𝑥) + 𝑎
(𝑖)
0 ].
Бiльш того, цей критерiй може бути застосований до довiльних функцiй
у лiвих частинах заборон, не обов’язково лiнiйних. Але в цьому випадку
степiнь результуючого полiнома 𝐹 (𝑥) вже не буде дорiвнювати 𝑚, а буде
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становити, наприклад 2 ·𝑚, у випадку квадратичних лiвих частин.
Зауваження. Цей критерiй показує, що в системi лiнiйних заборон
над скiнченним полем можна отримувати заборони-наслiдки шляхом
множення лiвих частин. Нехай є два полiноми 𝑓(𝑥) та 𝑔(𝑥) над
скiнченним полем, тодi 𝑓(𝑥) ̸= 0 та 𝑔(𝑥) ̸= 0 в тому i тiльки в тому разi,
коли 𝑓(𝑥) · 𝑔(𝑥) ̸= 0. Нескладно в цьому переконатись: якщо 𝑓(𝑥) ̸= 0 та
𝑔(𝑥) ̸= 0, то цi полiноми приймають деякi значення з мультиплiкативної
групи поля, а добуток двох елементiв мультиплiкативної групи поля не
може вийте за її межi, тому 𝑓(𝑥) · 𝑔(𝑥) ̸= 0. В iнакшу сторону доведення
аналогiчне. Тому сформульований критерiй можна розглядати як варiант
використання цiєї властивостi, при якому знайшли добуток лiвих частин
усiх заборон. Оскiльки в системi лiнiйних заборон необхiдно знайти такий
𝑥, що 𝑓(𝑥) · 𝑔(𝑥) ̸= 0, то питання iснування такого 𝑥 приводить до
питання тотожної рiвностi полiнома 𝑓(𝑥) · 𝑔(𝑥) нулю.
Зауваження. Звернемо увагу на те, що наведений критерiй не дає
можливостi конструктивно шукати розв’язки системи лiнiйних заборон. Це
пов’язано з тим, що означення полiнома, який не дорiвнює тотожно нулю,
не потребує явно задавати значення аргументу, на якому цей полiном не
обертається в нуль.
З огляду на цей критерiй виникає iдея аналiтично перевiряти чи
дорiвнює тотожно нулю полiном 𝐹 (𝑥). На жаль, при розкриттi дужок
потенцiйно може виникнути експоненцiйна кiлькiсть доданкiв — маємо
справу з полiномом степеня 𝑚 вiд 𝑛 змiнних, який мiстить в загальному
випадку 𝐶𝑛−1𝑛+𝑚−1 коефiцiєнтiв. Цей бiномiальний коефiцiєнт не можна
обмежити деяким полiномом вiд 𝑛 та 𝑚, тому в такому видi цей критерiй
не можна використовувати для побудови полiномiального алгоритму для
перевiрки iснування розв’язку системи лiнiйних заборон або
полiномiального зведення питання iснування розв’язку системи до задачi
визначення чи тотожно дорiвнює полiном над деяким скiнченним полем
нулю. Бiльш того, навiть розкриття дужок не завжди надає вiдповiдь на
це питання, оскiльки в скiнченному полi iснують полiноми з ненульовими
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коефiцiєнтами, якi дорiвнюють тотожно нулю.
Але iснують iмовiрнiснi тести, якi за заданим полiномом визначають
чи дорiвнює тотожно цей полiном нулю. В цих тестах не потрiбно
аналiтично розкривати усi дужки; достатньо використовувати полiном як
«чорну скриньку» та обчислювати значення цього полiному в деяких
точках. А обчислення значення полiному вже не є експоненцiйним
обчисленням, навiть коли, як в нашому випадку, обчислюється значення
декiлькох функцiй, тобто лiвих частин усiх лiнiйних заборон в системi.
Найвiдомiший та водночас найпростiший такий тест засновано на
лемi Шварца-Зiпеля, яка у випадку поля F = F2𝑘 (але ця лема
розповсюджується на скiнченну пiдмножину довiльного поля) стверджує,
що iмовiрнiсть по всiм 𝑟1, 𝑟2, . . . , 𝑟𝑛, якi є елементами поля F2𝑘 , того, що
полiном 𝑓(𝑟1, 𝑟2, . . . , 𝑟𝑛), deg 𝑓 = 𝑚, дорiвнює нулю, обмежена зверху
величиною 𝑚|F2𝑘 | , iнакше кажучи:




Ця лема працює лише для випадку 𝑚 ≤ 2𝑘, оскiльки iнакше будемо
отримувати тривiальну оцiнку iмовiрностi, яка не є iнформативною. Бiльше
того, якщо обрати 𝑚 ≤ 2𝑘−1, то отримаємо класичний випадок, в якому при
iтеративному повтореннi перевiрки умови 𝑓(𝑟1, 𝑟2, . . . , 𝑟𝑛) = 0 помилка буде





Отже, можемо сформулювати iмовiрнiсний алгоритм перевiрки того,
чи iснує розв’язок у системи лiнiйних заборон у випадку коли 𝑚 ≤ 2𝑘−1.
Алгоритм 2.1. Вхiд. F2𝑘 , матриця 𝐴 розмiру 𝑚×𝑛, вектор 𝑎0 розмiру
𝑚× 1.
1) Побудувати полiном 𝐹 (𝑥) =
∏︀𝑚
𝑖=1[(𝑎
(𝑖), 𝑥) + 𝑎
(𝑖)
0 ], де deg𝐹 = 𝑚.
2) Повторювати 𝑑 разiв:
а) Вибрати випадково та рiвноймовiрно (𝑟1, 𝑟2, . . . , 𝑟𝑛) ∈ F𝑛2𝑘 .




Вихiд. «Так», якщо система має розв’язок, «Нi», iнакше.
Отримуємо тест з односторонньою помилкою.
1) Припустимо на входi система 𝐴 · 𝑥 ̸= 𝑎0, у якої iснує розв’язок.
Тодi 𝐹 (𝑥) ≡ 0. В такому разi iмовiрнiсть отримати вiдповiдь «Так»
дорiвнює нулю, оскiльки «Так» повертаємо лише тодi, коли знайшли
вектор, на якому полiном не дорiвнює нулю, а для тотожно рiвного нулю
полiнома такого значення вектора не iснує. В такому разi, iмовiрнiсть
отримати «Нi» дорiвнює 1.
2) Припустимо на входi система 𝐴 · 𝑥 ̸= 𝑎0, у якої немає розв’язкiв.
Тодi виконується 𝐹 (𝑥) ̸≡ 0. Всi генерацiї випадкових наборiв
(𝑟1, 𝑟2, . . . , 𝑟𝑛) є незалежними подiями, тому iмовiрнiсть того, що полiном
приймає значення нуль одночасно на всiх цих наборах, дорiвнює добутку
iмовiрностей окремих подiй. Тому через 𝑑 iтерацiй маємо оцiнку:










Отже, можемо оцiнити iмовiрнiсть того, що полiном не дорiвнює тотожно
нулю:











)︀𝑑, а вiдповiдь «Нi» з iмовiрнiстю (︀12)︀𝑑.
Отриманi обчислення можна представити у виглядi матрицi помилок
2.1, яка вiдображає сумiснi iмовiрностi усiх гiпотез та дiйсних фактiв.
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Таблиця 2.1 – Матриця помилок алгоритму для 𝑑 iтерацiй
«Так» «Нi»





𝐴 · 𝑥 ̸= 𝑎0 не має розв’язкiв 0 1
Проаналiзуємо складнiсть цього алгоритму. Операцiя обчислення
значення полiнома в деякiй точцi потребує: 𝑚 × 𝑛 операцiй множення у
полi для обчислення усiх промiжних значень лiвих частин системи, а
також 𝑚 операцiй множення для знаходження загального добутку.
Отримуємо 𝑚 · (𝑛+1) операцiй множення у полi. Цю процедуру необхiдно
повторити 𝑑 разiв, отже взагалом необхiдно 𝑑 · 𝑚 · (𝑛 + 1) = 𝑂(𝑑 · 𝑚 · 𝑛)
операцiй, тому наведений алгоритм є полiномiальним iмовiрнiсним.
Надалi спрощена версiя цього алгоритму буде використана, щоб довести
приналежнiсть задачi iснування розв’язку системи лiнiйних заборон (з
обмеженням на 𝑚) до iмовiрнiсного класу складностi ℛ𝒫 . Обмеження на
𝑚 можуть бути знятi [35], це планується у подальших дослiдженнях.
Зазначимо, що у часткових випадках з’ясувати чи iснують розв’язки
системи лiнiйних заборон можна виключно за видом цiєї системи.
Наприклад, якщо в системi мiститься такий 𝑥𝑖, де 1 ≤ 𝑖 ≤ 𝑛, що всi
коефiцiєнти 𝑎(𝑗)𝑖 ̸= 0 для 𝑗 = 1,𝑚, то розв’язки в системи гарантовано
iснують. Вектори, у яких на 𝑖-iй позицiї мiститься ненульовий елемент, а
всi iншi компоненти дорiвнюють нулю, будуть такими розв’язками. В
загальному випадку такий 𝑥𝑖 для 1 ≤ 𝑖 ≤ 𝑛 не завжди iснує.
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2.3 Властивостi розв’язкiв систем лiнiйних заборон з
нульовими правими частинами
Припустимо, що вiдомий один з розв’язкiв системи лiнiйних заборон
з нульовими правими частинами. Виникає питання чи можна в такому разi
щось сказати про iншi розв’язки чи можливо навiть вiдновити деякi з них.
Твердження 2.4. Нехай 𝑧 = (𝑧1, 𝑧2, . . . , 𝑧𝑛) — розв’язок системи
лiнiйних заборон 𝐴 · 𝑥 ̸= 0 над полем F2𝑘. Тодi 𝑧′ = (𝑏 · 𝑧1, 𝑏 · 𝑧2, . . . , 𝑏 · 𝑧𝑛),
де 𝑏 ∈ F2𝑘 ∖ {0} — також розв’язок цiєї системи.
Доведення. Нехай 𝑧 — розв’язок системи лiнiйних заборон, тодi⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑎
(1)
1 𝑧1 + 𝑎
(1)
2 𝑧2 + . . .+ 𝑎
(1)
𝑛 𝑧𝑛 = 𝑦1
𝑎
(2)
1 𝑧1 + 𝑎
(2)
2 𝑧2 + . . .+ 𝑎
(2)




1 𝑧1 + 𝑎
(𝑚)
2 𝑧2 + . . .+ 𝑎
(𝑚)
𝑛 𝑧𝑛 = 𝑦𝑚
,
де 𝑦1, 𝑦2, . . . , 𝑦𝑚 ∈ F2𝑘 ∖ {0}.
Помножимо лiву i праву частини усiх рiвнянь на елемент поля





2 𝑧2𝑏+ . . .+ 𝑎
(1)





2 𝑧2𝑏+ . . .+ 𝑎
(2)






2 𝑧2𝑏+ . . .+ 𝑎
(𝑚)
𝑛 𝑧𝑛𝑏 = 𝑦𝑚𝑏
.


















































Оскiльки 𝑏 ̸= 0, то новi 𝑦′𝑗 ̸= 0 для 𝑗 = 1,𝑚. Отже, (𝑧′1, 𝑧′2, . . . , 𝑧′𝑛) — також
розв’язок початкової системи лiнiйних заборон.
Отже, за вiдомим розв’язком можна вiдновити частину iнших
розв’язкiв. Сформулюємо твердження, яке обчислює кiлькiсть таких
розв’язкiв.
Твердження 2.5. Якщо система лiнiйних заборон 𝐴 · 𝑥 ̸= 0 над
полем F2𝑘 має хоча б один розв’язок, то потужнiсть множини розв’язкiв
принаймнi 2𝑘 − 1.
Доведення. Припустимо система лiнiйних заборон 𝐴 · 𝑥 ̸= 0 має
розв’язок 𝑧′.
Визначимо операцiю множення вектора на скаляр:
𝑏 · 𝑧′ = (𝑏 · 𝑧′1, 𝑏 · 𝑧′2, . . . , 𝑏 · 𝑧′𝑛) для 𝑧 ∈ F𝑛2𝑘 та 𝑏 ∈ F
*
2𝑘 . Розглянемо множину
векторiв
{𝑧 ∈ F𝑛2𝑘|𝑧 = 𝑏 · 𝑧
′, 𝑏 ∈ F*2𝑘}.
Покажемо, що для елементiв 𝑏1 ̸= 𝑏2, де 𝑏1, 𝑏2 ∈ F*2𝑘 , виконується
𝑏1𝑧
′ ̸= 𝑏2𝑧′. Вiд супротивного: припустимо, що 𝑏1𝑧′ = 𝑏2𝑧′. Це означає, що
цi вектори збiгаються у всiх компонентах, тобто: 𝑏1𝑧′𝑖 = 𝑏2𝑧′𝑖 для 𝑖 = 1, 𝑛.
Очевидно, що розв’язок вихiдної системи не може бути нульовим
(оскiльки в правих частинах заборон мiстяться нулi), тому виберемо
номер 𝑗 такий, що 𝑧′𝑗 ̸= 0. Тодi для компоненти з цим номером
виконується 𝑏1𝑧′𝑗 = 𝑏2𝑧′𝑗, а з цього випливає (𝑏1 − 𝑏2)𝑧′𝑗 = 0. Оскiльки
𝑧′𝑗 ̸= 0 та поле не має дiльникiв нуля, то 𝑏1 = 𝑏2, тобто приходимо до
суперечностi. Таким чином, всi вектори 𝑏 · 𝑧′ для 𝑏 ∈ F2𝑘 є рiзними.
Оскiльки елемент 𝑏 пробiгає усю мультиплiкативну групу поля F*2𝑘 ,
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потужнiсть якої 2𝑘 − 1, то кiлькiсть векторiв виду 𝑏 · 𝑧′ обмежена числом
2𝑘 − 1. Враховуючи, що всi вектори такого виду є рiзними, їхня кiлькiсть
рiвно 2𝑘 − 1. Отже, загальна кiлькiсть розв’язкiв системи лiнiйних заборон
становить щонайменше 2𝑘 − 1.
Сформулюємо теорему, яка описує структуру множини розв’язкiв
системи лiнiйних заборон з нульовими правими частинами.
Теорема 2.2. Нехай 𝐷 ⊆ F𝑛2𝑘 — множина розв’язкiв системи
лiнiйних заборон 𝐴 · 𝑥 ̸= 0 над полем F2𝑘, тодi |𝐷| дiлиться на 2𝑘 − 1.
Доведення. Розглянемо бiнарне вiдношення на множинi
розв’язкiв 𝐷 системи лiнiйних заборон: два вектори 𝑎, 𝑏 ∈ 𝐷 знаходяться
у бiнарному вiдношеннi ∼, якщо iснує елемент 𝑐 ∈ F*2𝑘 такий, що
(𝑎1, 𝑎2, . . . , 𝑎𝑛) = (𝑐 · 𝑏1, 𝑐 · 𝑏2, . . . , 𝑐 · 𝑏𝑛). Таке вiдношення будемо називати
вiдношенням пропорцiйностi, а вектори, що належать цьому
вiдношенню, — пропорцiйними.
Покажемо, що вiдношення ∼ є вiдношенням еквiвалентностi.
1) Рефлексивнiсть. Властивiсть ∀𝑧 ∈ 𝐷 : 𝑧 ∼ 𝑧 виконується зажди,
оскiльки можемо обрати 𝑐 = 1.
2) Симетричнiсть. Треба перевiрити ∀𝑥, 𝑦 ∈ 𝐷 : 𝑥 ∼ 𝑦 ⇒ 𝑦 ∼ 𝑥.
Якщо 𝑥 ∼ 𝑦, то iснує 𝑐 ∈ F*2𝑘 такий, що 𝑥𝑖 = 𝑐 · 𝑦𝑖 для 𝑖 = 1, 𝑛. Оскiльки
𝑐 ∈ F*2𝑘 , то iснує 𝑐
−1 ∈ F*2𝑘 , тому 𝑦𝑖 = 𝑐
−1 · 𝑥𝑖 для 𝑖 = 1, 𝑛. Маємо
(𝑦1, 𝑦2, . . . , 𝑦𝑛) = (𝑐
−1 · 𝑥1, 𝑐−1 · 𝑥2, . . . , 𝑐−1 · 𝑥𝑛), а це означає, що 𝑦 ∼ 𝑥.
3) Транзитивнiсть. Треба перевiрити, що ∀𝑥, 𝑦, 𝑧 ∈ 𝐷 з 𝑥 ∼ 𝑦, 𝑦 ∼ 𝑧
випливає 𝑥 ∼ 𝑧. Припустимо, 𝑥 ∼ 𝑦 та 𝑦 ∼ 𝑧, тодi iснують 𝑐1, 𝑐2 ∈ F*2𝑘 такi,
що 𝑥𝑖 = 𝑐1 ·𝑦𝑖 та 𝑦𝑖 = 𝑐2 ·𝑧𝑖 для 𝑖 = 1, 𝑛. Пiдставляємо 𝑦𝑖 = 𝑐2 ·𝑧𝑖 для 𝑖 = 1, 𝑛
в умову 𝑥 ∼ 𝑦 i отримуємо 𝑥𝑖 = 𝑐1 · 𝑐2 · 𝑧𝑖 для 𝑖 = 1, 𝑛. Оскiльки 𝑐1 · 𝑐2 ∈ F*2𝑘 ,
то 𝑥 ∼ 𝑧.
Вiдношення еквiвалентностi на множинi 𝐷 породжує розбиття
множини на класи еквiвалентностi: 𝐷 = 𝐷1 ∪𝐷2 ∪ . . . 𝐷𝑠, де 𝐷𝑖 ∩𝐷𝑗 = ∅
при 𝑖 ̸= 𝑗, а 𝑠 — кiлькiсть класiв еквiвалентностi [34]. Таким чином,
будь-якi два елементи одного класу 𝐷𝑖, 𝑖 = 1, 𝑠, знаходяться у вiдношеннi
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∼, а будь-якi два елементи рiзних класiв 𝐷𝑖, 𝐷𝑗, 𝑖 ̸= 𝑗, не знаходяться у
вiдношеннi еквiвалентностi.
За твердженням 2.5 кiлькiсть елементiв в одному класi
еквiвалентностi становить 2𝑘 − 1. Оскiльки всi класи не перетинаються, то
|𝐷| = 𝑠 · (2𝑘 − 1),
що i треба було довести.
Зауваження. Кiлькiсть розв’язкiв однiєї лiнiйної заборони
становить 2𝑘𝑛 − 2𝑘(𝑛−1) = 2𝑘(𝑛−1)(2𝑘 − 1), що узгоджується з доведеним
фактом.
2.4 Системи лiнiйних заборон з нульовими правими
частинами, що згенерованi невiдомим фiксованим вектором
Припустимо, що вектор 𝑧(𝑡𝑟) ∈ F𝑛2𝑘 , де 𝑛 ≥ 2, є фiксованим. Будемо
перебирати усi можливi вектори 𝑎 ∈ F𝑛2𝑘 i всi тi, для яких виконується
(𝑎, 𝑧(𝑡𝑟)) ̸= 0, будемо записувати в множину 𝐴𝑡𝑟𝑢𝑒. Очевидно, що множина
𝐴𝑡𝑟𝑢𝑒 буде складатись з попарно рiзних векторiв.
Твердження 2.6. Кiлькiсть векторiв в множинi 𝐴𝑡𝑟𝑢𝑒
становить 2𝑘𝑛 − 2𝑘(𝑛−1).
Доведення. У твердженнi 2.2 було доведено, що кiлькiсть
розв’язкiв лiнiйної заборони складає 2𝑘𝑛 − 2𝑘(𝑛−1). Розглянемо лiнiйну
заборону (𝑎, 𝑥) ̸= 0, в якiй 𝑥 зафiксуємо значенням 𝑧(𝑡𝑟), а вектор 𝑎 буде
пробiгати всi можливi значення F𝑛2𝑘 . Тодi за доведеним твердженням
кiлькiсть таких 𝑎 для фiксованого 𝑥 становить точно 2𝑘𝑛 − 2𝑘(𝑛−1).
Отже, |𝐴𝑡𝑟𝑢𝑒| = 2𝑘𝑛 − 2𝑘(𝑛−1). Тепер сформуємо з усiх векторiв цiєї
множини систему лiнiйних заборон i знайдемо її розв’язок 𝐷𝑡𝑟𝑢𝑒. Таким
чином, побудували якомога повну систему лiнiйних заборон — додавати
додатковi заборони немає сенсу, оскiльки вичерпали всi можливi варiанти
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заборон для фiксованого 𝑧(𝑡𝑟). Виникає питання чи можемо по повнiй
системi заборони однозначно вiдновити розв’язок, тобто знайти той
вектор 𝑧(𝑡𝑟), за допомогою якого була згенерована матриця 𝐴𝑡𝑟𝑢𝑒.
Виявляється що так, тобто для системи 𝐴 · 𝑥 ̸= 0 можемо вiдновити
розв’язок 𝑧(𝑡𝑟) з точнiстю до пропорцiйних йому векторiв.
Теорема 2.3. Для системи лiнiйних заборон 𝐴𝑡𝑟𝑢𝑒 · 𝑥 ̸= 0 кiлькiсть
розв’язкiв |𝐷𝑡𝑟𝑢𝑒| дорiвнює 2𝑘 − 1.
Доведення. Нагадаємо, що 𝑧(𝑡𝑟) — це вектор, який
використовувався при генеруваннi 𝐴𝑡𝑟𝑢𝑒. Очевидно, що у системи лiнiйних
заборон 𝐴𝑡𝑟𝑢𝑒 · 𝑥 ̸= 0 розв’язки iснують, це випливає з побудови матрицi
𝐴𝑡𝑟𝑢𝑒: на початку зафiксували значення 𝑧(𝑡𝑟) i додавали в 𝐴𝑡𝑟𝑢𝑒 лише тi
𝑎 ∈ F𝑛2𝑘 , для яких (𝑎, 𝑧
(𝑡𝑟)) ̸= 0, тому жодний вектор, ортогональний 𝑧(𝑡𝑟), в
𝐴𝑡𝑟𝑢𝑒 мiститись не може, а тому 𝑧(𝑡𝑟) гарантовано є серед розв’язкiв.
За твердженням 2.5 маємо, що |𝐷𝑡𝑟𝑢𝑒| ≥ 2𝑘−1. Теорема 2.2 каже про
структуру розв’язкiв системи: всi розв’язки розбиваються на класи
еквiвалентностi за вiдношенням пропорцiйностi, кожний з яких має
потужнiсть 2𝑘−1. Будемо доводити, що серед розв’язкiв системи лiнiйних
заборон 𝐴𝑡𝑟𝑢𝑒 · 𝑥 ̸= 0 мiститься лише один клас еквiвалентностi — це клас
елементу 𝑧(𝑡𝑟).
На початку, зробимо декiлька спостережень. Нехай 𝑖, де
1 ≤ 𝑖 ≤ 𝑛, — це позицiя в векторi 𝑧(𝑡𝑟), на якiй стоїть ненульовий елемент
поля. Тодi заборона виду 𝑎𝑖 = (0, . . . , 0, 1, 0, . . . , 0), в якiй на 𝑖-iй позицiї




𝑖 ̸= 0. Водночас (𝑎𝑖, 𝑧) = 𝑧𝑖, тому 𝑧𝑖 не може бути нулем.
Таким чином, якщо на деякiй позицiї 𝑧(𝑡𝑟)𝑖 стоїть ненульовий елемент
поля, то на вiдповiднiй йому позицiї вектора 𝑧𝑖 теж має стояти
ненульовий елемент.
Припустимо тепер, що 𝑖, де 1 ≤ 𝑖 ≤ 𝑛, — це позицiя вектора 𝑧(𝑡𝑟), на
якiй стоїть нуль. Покажемо, що на вiдповiдний позицiї iншого довiльного
вектора 𝑧 теж має стояти нуль. Будемо доводити вiд супротивного:
42
припустимо це не виконується, тобто 𝑧𝑖 ̸= 0. Виберемо будь-який iнший
елемент вектору 𝑧(𝑡𝑟), який не дорiвнює нулю (такий iснує, оскiльки
𝑧(𝑡𝑟) ̸= 0), нехай вiн мiститься на позицiї 𝑗, де 1 ≤ 𝑗 ≤ 𝑛. Вже було
доведено, що ненульовим елементам 𝑧(𝑡𝑟) вiдповiдають ненульовi елементи
𝑧, тому 𝑧𝑗 ̸= 0. Побудуємо вектор 𝑏 таким чином: 𝑏𝑖 = 𝑧−1𝑖 , 𝑏𝑗 = 𝑧−1𝑗 , а на
всiх iнших позицiях мiстяться нулi. Тодi (𝑏, 𝑧(𝑡𝑟)) = 𝑧(𝑡𝑟)𝑗 𝑧
−1
𝑗 ̸= 0, а
(𝑏, 𝑧) = 𝑧𝑖 · 𝑧−1𝑖 + 𝑧𝑗 · 𝑧−1𝑗 = 0. Отже, 𝑧 не є розв’язком, а це суперечить
припущенню. Тому нульовим позицiям 𝑧(𝑡𝑟) вiдповiдають нульовi позицiї
𝑧. Отже, в множину кандидатiв на розв’язок можуть попасти лише тi
вектори, у яких ненульовi позицiї точно збiгаються з 𝑧(𝑡𝑟). Надалi мова
буде йти тiльки про вектори такого виду.
Фактично, потрiбно довести, що якого б кандидата не взяли (звiсно,
вiн має бути не пропорцiйним по вiдношенню до 𝑧(𝑡𝑟)), в множинi 𝐴𝑡𝑟𝑢𝑒
завжди знайдеться заборона, яка буде вiдкидати цього кандидата. Бiльш
формально, ∀𝑧, який не є пропорцiйним до 𝑧(𝑡𝑟), iснує 𝑎 ∈ 𝐴𝑡𝑟𝑢𝑒 такий, що
(𝑎, 𝑧) = 0.
Розглянемо бiльш детально умову пропорцiйностi. По-перше,
звузимо коло кандидатiв, то тих, у яких щонайменше двi ненульовi
компоненти, оскiльки якщо компонента одна (тодi, як вiдомо, у векторi
𝑧(𝑡𝑟) буде єдина ненульова компонента на тiй самiй позицiї), то вектор є
пропорцiйним до 𝑧(𝑡𝑟). Також будемо розглядати тiльки позицiї з
ненульовими компонентами, оскiльки у випадку, коли одна компонента з
двох буде нулем, а iнша нi, умова пропорцiйностi не буде порушуватись. З
огляду на цi зауваження, будемо казати, що вектор 𝑧 не є пропорцiйним





𝑖 𝑧𝑗 = 𝑑, де 𝑑 ̸= 0, причому 𝑧𝑖, 𝑧
(𝑡𝑟)
𝑖 , 𝑧𝑗, 𝑧
(𝑡𝑟)
𝑗 ̸= 0. Якби ж на цих
двох позицiях умова пропорцiйностi не порушувалась, то мали б мiсце
рiвностi 𝑧𝑖 = 𝑐 · 𝑧(𝑡𝑟)𝑖 , 𝑧𝑗 = 𝑐 · 𝑧
(𝑡𝑟)
𝑗 , звiдки 𝑐 = 𝑧𝑖 · (𝑧
(𝑡𝑟)
𝑖 )
−1 = 𝑧𝑗 · (𝑧(𝑡𝑟)𝑗 )−1,
тому 𝑧𝑖 · (𝑧(𝑡𝑟)𝑖 )−1 = 𝑧𝑗 · (𝑧
(𝑡𝑟)
𝑗 )




𝑖 𝑧𝑗 = 0.
Роблячи пiдсумок, необхiдно показати, що для кандидатiв 𝑧 таких, що
∃ 𝑖 ̸= 𝑗, 𝑧𝑖𝑧(𝑡𝑟)𝑗 + 𝑧
(𝑡𝑟)
𝑖 𝑧𝑗 = 𝑑 ̸= 0, iснує заборона 𝑎 ∈ 𝐴𝑡𝑟𝑢𝑒 така, що
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(𝑎, 𝑧) = 0, тобто 𝑧 не є розв’язком.
Зафiксуємо вектор-кандидат 𝑧, який задовольняє описаним вище
умовам. Нехай 𝑎 — це вектор, який складається з нулiв, окрiм позицiй 𝑖
та 𝑗, на яких порушується пропорцiйнiсть векторiв 𝑧 та 𝑧(𝑡𝑟). Побудуємо
вектор 𝑎, задавши компоненти 𝑎𝑖 та 𝑎𝑗:
𝑎𝑖 = 𝑑 · 𝑧−1𝑖 + 𝑧
(𝑡𝑟)
𝑗 , 𝑎𝑗 = 𝑧
(𝑡𝑟)
𝑖 .









𝑖 𝑧𝑗 ̸= 0.













𝑗 = 𝑑 · 𝑧−1𝑖 · 𝑧
(𝑡𝑟)
𝑖 .
Оскiльки 𝑑, 𝑧−1𝑖 , 𝑧
(𝑡𝑟)
𝑖 ̸= 0, то цей вектор мiститься в 𝐴𝑡𝑟𝑢𝑒.
Перевiримо чи виконується (𝑎, 𝑧) = 0:
𝑎𝑖𝑧𝑖 + 𝑎𝑗𝑧𝑗 = (𝑑 · 𝑧−1𝑖 + 𝑧
(𝑡𝑟)
𝑗 )𝑧𝑖 + 𝑧
(𝑡𝑟)




𝑖 𝑧𝑗 = 𝑑+ 𝑑 = 0.
Цi перевiрки завершують доведення.
Доведена теорема каже про те, що точно вiдновити 𝑧(𝑡𝑟) не
можливо, але можна знайти множину пропорцiйних векторiв, серед яких
гарантовано буде мiститись 𝑧(𝑡𝑟), якщо маємо якомога повну систему
заборон. Але виникає проблема, яка полягає в тому, що розмiр |𝐴𝑡𝑟𝑢𝑒|
занадто великий, наприклад, для F8 та 𝑛 = 5, кiлькiсть всiх векторiв








i при 𝑘 → ∞ прямує до одиницi. З практичної точки зори, це
унеможливлює розв’язок системи лiнiйних заборон, оскiльки потребує,
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щоб вона мiстила дуже велику кiлькiсть векторiв.
Це приводить до питання, як по заданим параметрам задачi оцiнити
мiнiмальну кiлькiсть векторiв, якi мають мiститись в системi, щоб
отримати в результатi | ̃︀𝐷| розв’язкiв, де | ̃︀𝐷| приблизно дорiвнює |𝐷𝑡𝑟𝑢𝑒| (у
випадку нульових правих частин |𝐷𝑡𝑟𝑢𝑒| становить 2𝑘 − 1).
З точки зору практики це може знадобитись в такiй ситуацiї: нехай
є необмежений доступ до векторiв 𝑎 ∈ F𝑛2𝑘 , таких що (𝑎, 𝑧
(𝑡𝑟)) ̸= 0
(наприклад, можемо звертатись до оракула, який на кожному кроцi
випадково надає один з таких векторiв). В такому разi є певна прив’язка
до кiлькостi запитiв до оракула (або часу), тому необхiдно розумiти
скiльки мiнiмально треба назбирати таких попарно рiзних векторiв (i чи є
рiзниця якi саме вектори обирати, а якщо є, то яка стратегiя вибору є
оптимальною з точки зору найшвидшого зменшення кiлькостi розв’язкiв),
щоб отримати систему лiнiйних заборон з кiлькiстю розв’язкiв, яка є
якомога ближчою до |𝐷𝑡𝑟𝑢𝑒| = 2𝑘 − 1.
Формалiзуємо це питання таким означенням.
Означення 2.5. Точкою насичення будемо називати число
𝑆 = min𝐴′ |𝐴′|, де мiнiмум обчислюється по всiм таким матрицям 𝐴′, що
𝐴′ ⊆ 𝐴𝑡𝑟𝑢𝑒 та 𝐴′ · 𝑥 ̸= 0 має |𝐷𝑡𝑟𝑢𝑒| розв’язкiв. Вiдповiдно, матрицю, на
якiй цей мiнiмум досягається, будемо називати насиченою матрицею.
Фактично, насичена матриця — це така матриця, що передає усi
властивостi 𝐴𝑡𝑟𝑢𝑒, але при цьому може мати набагато менший розмiр.
Якщо знати точку насичення, то це надасть уяву скiльки запитiв до
оракула треба зробити, перед тим як починати розв’язувати систему
лiнiйних заборон. Якщо почати розв’язувати систему з ненасиченою
матрицею, то може виникнути ситуацiя, коли потужнiсть множини
розв’язкiв буде занадто великою. Проiлюструємо на прикладi, що
значення точки насичення на практицi є набагато меншим за розмiр 𝐴𝑡𝑟𝑢𝑒.
Приклад 2.1. Дано поле F8 та фiксований вектор 𝑧(𝑡𝑟) розмiру 𝑛 = 5.
Тодi нескладно встановити розмiр матрицi |𝐴𝑡𝑟𝑢𝑒| та множини розв’язкiв
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|𝐷𝑡𝑟𝑢𝑒|: |𝐴𝑡𝑟𝑢𝑒| = 28672 та |𝐷𝑡𝑟𝑢𝑒| = 7. Тепер спробуємо знайти залежнiсть
кiлькостi розв’язкiв в системi вiд кiлькостi заборон.
На кожнiй iтерацiї виконуємо таку послiдовнiсть дiй.
1) Формуємо матрицю 𝐴𝑡𝑟𝑢𝑒.
2) Iнiцiалiзуємо 𝐷 = F𝑛2𝑘 .
3) Рiвноймовiрно та незалежно обираємо вектор 𝑎 з множини 𝐴𝑡𝑟𝑢𝑒
(вибiрка здiйснюється з поверненням).




̸= 0, який позначаємо 𝐷𝑗.
5) Знаходимо перетин 𝐷 := 𝐷 ∩ 𝐷𝑗 — кiлькiсть розв’язкiв системи
лiнiйних заборон на поточному кроцi.
Тепер можемо побудувати графiк залежностi |𝐷| вiд кiлькостi iтерацiй.
Цей графiк зображено на рисунку 2.1.
Рисунок 2.1 – Залежнiсть кiлькостi розв’язкiв вiд кiлькостi рiвнянь в
системi лiнiйних заборон
Бачимо, що точка насичення приймає значення 70−80, що є набагато
меншим за |𝐴𝑡𝑟𝑢𝑒| = 28672.
Зауваження. Якби мали справу з системою лiнiйних рiвнянь, то
потужнiсть перетину 𝐷 спадала б набагато швидше, оскiльки кiлькiсть
розв’язкiв лiнiйного рiвняння становить 2𝑘(𝑛−1), що є незначною кiлькiстю
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по вiдношенню до 2𝑘𝑛, тому що 2𝑘(𝑛−1) подiлити на 2𝑘𝑛 дорiвнює 2−𝑘. В
цьому полягає вiдмiннiсть систем лiнiйних заборон вiд систем лiнiйних
рiвнянь з комбiнаторної точки зору.
Зауважимо, що в ситуацiї, коли невiдомий вектор 𝑥 є фiксованим, у
системи лiнiйних заборон завжди будуть iснувати розв’язки, тобто
питання про iснування розв’язкiв не виникає. Ситуацiя, в якiй система
𝐴 · 𝑥 ̸= 0 не має розв’язкiв, можлива лише в тому випадку, коли деякi
заборони в системi були породженi iншими невiдомими векторами, i такi
заборони заперечують допустимi значення одна одної.
2.5 Системи лiнiйних заборон з ненульовими правими
частинами, що згенерованi невiдомим фiксованим вектором
Системи лiнiйних заборон з ненульовими правими частинами зручно
задавати за допомогою множини виду ̂︀𝐴 ⊂ {⟨𝑎, 𝑎0⟩|𝑎 ∈ F𝑛2𝑘, 𝑎0 ∈ F2𝑘}, де
кожна пара ⟨𝑎, 𝑎0⟩ задає лiнiйну заборону (𝑎, 𝑥) ̸= 𝑎0. Також систему
лiнiйних заборон з ненульовими правими частинами можна розглядати як
матрицю розмiру (𝑛 + 1) × 𝑚, в якiй останнiй стовпчик складається з
елементiв 𝑎0 ∈ F2𝑘 . Таким чином, в залежностi вiд контексту будемо
розглядати систему заборон з ненульовими правими частинами як
матрицю з 𝑛+ 1 стовпчиками або як множину пар ⟨𝑎, 𝑎0⟩ — всi перелiченi
об’єкти вважатимуться еквiвалентними способами представлення системи
лiнiйних заборон з ненульовими правими частинами.
Припустимо, що правi частини системи лiнiйних заборон можуть
мiстити не тiльки нульовий елемент поля, а й iншi. Як i ранiше, вектор
𝑧(𝑡𝑟) ∈ F𝑛2𝑘 є фiксованим. Будемо розглядати нетривiальний випадок
𝑧(𝑡𝑟) ̸= 0. Для довiльного елемента 𝑏 поля F2𝑘 визначимо множину
𝐴
(𝑏)
𝑡𝑟𝑢𝑒 = {⟨𝑎, 𝑏⟩, 𝑎 ∈ F𝑛2𝑘|(𝑎, 𝑧
(𝑡𝑟)) ̸= 𝑏}.
Зауважимо, що з точнiстю до першої компоненти кожної пари 𝐴(0)𝑡𝑟𝑢𝑒
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збiгається з 𝐴𝑡𝑟𝑢𝑒. Виберемо довiльний ненульовий елемент поля 𝑔 i
сформуємо для нього множину 𝐴(𝑔)𝑡𝑟𝑢𝑒. Побудуємо множину
̂︀𝐴𝑡𝑟𝑢𝑒 = 𝐴(0)𝑡𝑟𝑢𝑒 ∪ 𝐴(𝑔)𝑡𝑟𝑢𝑒,
яка буде задавати систему лiнiйних заборон з ненульовими правими
частинами. Через ̂︀𝐷𝑡𝑟𝑢𝑒 будемо позначати кiлькiсть розв’язкiв такої
системи лiнiйних заборон.
Теорема 2.4. Для системи лiнiйних заборон ̂︀𝐴𝑡𝑟𝑢𝑒 кiлькiсть
розв’язкiв | ̂︀𝐷𝑡𝑟𝑢𝑒| = 1.
Доведення. Нагадаємо, що 𝑧(𝑡𝑟) — це фiксований вектор, яким було
згенеровано множину ̂︀𝐴𝑡𝑟𝑢𝑒. Очевидно, що 𝑧(𝑡𝑟) є розв’язком такої системи,
оскiльки в цiй системi за побудовою не мiститься жодного вектора, який
би забороняв 𝑧(𝑡𝑟).
Необхiдно довести, що для будь-якого вектору 𝑧 ∈ F𝑛2𝑘 , 𝑧 ̸= 𝑧
(𝑡𝑟), iснує
пара ⟨𝑎, 𝑏⟩ ∈ ̂︀𝐴𝑡𝑟𝑢𝑒 така, що (𝑎, 𝑧) = 𝑏. Тобто який би вектор 𝑧, за винятком
справжнього розв’язку, не обрали, в системi завжди знайдеться заборона,
яка буде вiдкидати 𝑧.
Оскiльки 𝐴(0)𝑡𝑟𝑢𝑒 ⊆ ̂︀𝐴𝑡𝑟𝑢𝑒, то можемо застосувати мiркування з
доведення теореми 2.3, в якому стверджувалось, що довiльний вектор 𝑧
має ненульовi елементи поля на тих самих позицiях, що i вектор 𝑧(𝑡𝑟),
iнакше 𝑧 не є розв’язком.
Покажемо тепер як вiдкинути всi iншi вектори. Нехай на 𝑖-iй
позицiї, 1 ≤ 𝑖 ≤ 𝑛, векторiв 𝑧(𝑡𝑟) та 𝑧 мiстяться ненульовi елементи поля.
Покажемо, що з 𝑧𝑖 ̸= 𝑧(𝑡𝑟)𝑖 випливає, що 𝑧 не є розв’язком. Побудуємо
заборону 𝑎 таким чином: на 𝑖-iй позицiї буде елемент 𝑔 · 𝑧−1𝑖 , а на всiх
iнших нулi. Тодi (𝑎, 𝑧(𝑡𝑟)) = 𝑔 · 𝑧−1𝑖 · 𝑧
(𝑡𝑟)
𝑖 . Цей скалярний добуток буде
дорiвнювати 𝑔 тiльки в тому разi, коли 𝑧−1𝑖 · 𝑧
(𝑡𝑟)
𝑖 = 1, тобто 𝑧𝑖 = 𝑧
(𝑡𝑟)
𝑖 , а це
не виконується за припущенням, отже (𝑎, 𝑧(𝑡𝑟)) ̸= 𝑔. У випадку деякого
iншого вектору 𝑧 маємо: (𝑎, 𝑧) = 𝑔 · 𝑧−1𝑖 · 𝑧𝑖 = 𝑔, отже 𝑧 не може бути
розв’язком.
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З оглядом на цей факт, можемо зробити висновок, що при наявностi
достатньої кiлькостi лiнiйних заборон з нульовими та ненульовими
частинами, можемо точно вiдновити 𝑧(𝑡𝑟), який було згенеровано ̂︀𝐴𝑡𝑟𝑢𝑒.
Означення точки насичення та насиченої матрицi для множини ̂︀𝐴𝑡𝑟𝑢𝑒 є
аналогiчним означенню 2.5. В контекстi системи з ненульовими правими
частинам також постає питання пошуку матриць з малою кiлькiстю
заборон, але якi однозначно задають невiдомий фiксований розв’язок.
Доведення теореми 2.4 є конструктивним i надає можливiсть
будувати матрицi з ненульовими правими частинами, якi мiстять
невелику кiлькiсть рiвнянь i мають єдиний розв’язок.
Твердження 2.7. Нехай ̂︀𝐴𝑒𝑥𝑝𝑙 ⊆ ̂︀𝐴𝑡𝑟𝑢𝑒 — це система лiнiйних
заборон, яка складається з усiх можливих заборон одного з двох типiв.
1) Заборони, в яких одна компонента дорiвнює 1, всi iншi
компоненти дорiвнюють нулю та права частина також дорiвнює нулю.
2) Заборони, в яких одна компонента дорiвнює деякому ненульовому
елементу поля, всi iншi компоненти дорiвнюють нулю, а права частина
дорiвнює фiксованому ненульовому елементу поля 𝑔.
Тодi така система має єдиний розв’язок 𝑧(𝑡𝑟).
Доведення. Розглянемо якi вектори забороняє кожна з описаних в
умовi груп заборон.
Розглянемо лiнiйнi заборони виду ⟨𝑎𝑖, 0⟩, де
𝑎𝑖 = (0, 0, . . . , 0, 1, 0, . . . , 0, 0) та 1 мiститься на позицiї з номером
1 ≤ 𝑖 ≤ 𝑛. Припустимо, що 𝑧(𝑡𝑟)𝑖 ̸= 0, тодi заборона ⟨𝑎𝑖, 0⟩ мiститься в
системi ̂︀𝐴𝑒𝑥𝑝𝑙. Тому для деякого iншого вектора 𝑧 виконується (𝑎𝑖, 𝑧) = 𝑧𝑖,
звiдки 𝑧𝑖 ̸= 0. Отже, з 𝑧(𝑡𝑟)𝑖 ̸= 0 випливає 𝑧𝑖 ̸= 0.
Розглянемо лiнiйнi заборони виду ⟨𝑏(𝑑)𝑖 , 𝑔⟩, де
𝑏
(𝑑)
𝑖 = (0, 0, . . . , 0, 𝑑, 0, . . . , 0, 0) та довiльний ненульовий елемент поля 𝑑
мiститься на позицiї з номером 1 ≤ 𝑖 ≤ 𝑛. Якщо 𝑧(𝑡𝑟)𝑖 ̸= 0 (а тодi i 𝑧𝑖 ̸= 0 —
це було доведено ранiше), то для фiксованого номера 𝑖 в систему
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−1 · 𝑔 · 𝑧(𝑡𝑟)𝑖 = 𝑔.
Отже, в системi мiстяться заборони виду (𝑏(𝑑)𝑖 , 𝑥) ̸= 𝑔, де
𝑑 ∈ F*2𝑘 ∖ {(𝑧
(𝑡𝑟)
𝑖 )
−1𝑔}. Тодi для деякого iншого вектору 𝑧 розглянемо, при
яких значеннях компоненти 𝑧𝑖 ∈ F*2𝑘 вектор 𝑧 не буде розв’язком. Для
цього обчислимо (𝑏(𝑑)𝑖 , 𝑧𝑖) = 𝑑 · 𝑧𝑖, тодi має виконуватись 𝑑 · 𝑧𝑖 = 𝑔, звiдки
𝑧𝑖 = 𝑑
−1 · 𝑔. Оскiльки 𝑑 приймає усi значення з мультиплiкативної групи
поля, окрiм значення (𝑧(𝑡𝑟)𝑖 )
−1𝑔, то вектор 𝑧 не може бути розв’язком для
всiх таких значень 𝑑, за виключенням 𝑑 = (𝑧(𝑡𝑟)𝑖 )
−1𝑔. Таким чином,
вiдкинули усi можливi значення 𝑧𝑖, окрiм
𝑧𝑖 = 𝑑
−1 · 𝑔 = 𝑧(𝑡𝑟)𝑖 𝑔−1 · 𝑔 = 𝑧
(𝑡𝑟)
𝑖 .
Отже, з 𝑧(𝑡𝑟)𝑖 ̸= 0 випливає 𝑧𝑖 = 𝑧
(𝑡𝑟)
𝑖 , тобто всi ненульовi компоненти вектора
𝑧(𝑡𝑟) збiгаються з усiма ненульовими елементами вектора 𝑧.
Нехай для фiксованого iндексу 𝑖, де 1 ≤ 𝑖 ≤ 𝑛, компонент 𝑧(𝑡𝑟)𝑖 = 0,
тодi в систему лiнiйних заборон попадуть усi заборони ⟨𝑏(𝑑)𝑖 , 𝑔⟩ з
ненульовим 𝑑 на позицiї 𝑖. Тому для будь-якого iншого вектору 𝑧
виконується (𝑏(𝑑)𝑖 , 𝑧) = 𝑑 · 𝑧𝑖 ̸= 𝑔. Покажемо, що такi заборони виключать
усi можливi вектори, в яких 𝑧𝑖 ∈ F*2𝑘 . Оскiльки 𝑑 пробiгає усi елементи
F*2𝑘 , то 𝑧𝑖 ̸= 𝑔 · 𝑑
−1, де {𝑔 · 𝑑−1|𝑑 ∈ F*2𝑘} = F
*
2𝑘 , тому залишається єдиний
варiант 𝑧𝑖 = 0. Отже, з 𝑧
(𝑡𝑟)
𝑖 = 0 випливає 𝑧𝑖 = 0.
Таким чином, для будь-якого 𝑧 ∈ F𝑛2𝑘 маємо 𝑧 = 𝑧
(𝑡𝑟).
Зауваження. Доведене твердження виконується для
випадку 𝑧(𝑡𝑟) = 0.
Зауваження. Вибiр 𝑔 в означеннi матриць ̂︀𝐴𝑡𝑟𝑢𝑒 та ̂︀𝐴𝑒𝑥𝑝𝑙 є
несуттєвим, головне щоб 𝑔 не дорiвнював нулю. Можна обрати,
наприклад, 𝑔 = 1, оскiльки всi результати з побудовою i аналiзом матрицî︀𝐴𝑒𝑥𝑝𝑙 не залежать вiд вибору 𝑔, а потребують лише 𝑔 ∈ F*2𝑘 . Але будемо
наводити всi твердження для довiльного 𝑔 ∈ F*2𝑘 , вважаючи, що вiн
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завжди фiксований деякою константою.
Виявляється, можна точно обчислити кiлькiсть векторiв у
множинi ̂︀𝐴𝑒𝑥𝑝𝑙.
Твердження 2.8. Кiлькiсть векторiв в матрицi ̂︀𝐴𝑒𝑥𝑝𝑙
становить (2𝑘 − 1) · 𝑛.
Доведення. Будемо користуватись введеними у твердженнi 2.7
позначеннями 𝑎𝑗 та 𝑏
(𝑑)
𝑗 , де 1 ≤ 𝑗 ≤ 𝑛, 𝑑 ∈ F*2𝑘 .
Нехай 1 ≤ 𝑖 ≤ 𝑛 — фiксована ненульова позицiя вектору 𝑧(𝑡𝑟). Тодi
рiвно одна заборона ⟨𝑎𝑖, 0⟩ потрапить в ̂︀𝐴𝑒𝑥𝑝𝑙. Кiлькiсть заборон типу




виконано (𝑏(𝑑)𝑖 , 𝑧
(𝑡𝑟)) = 𝑔, тобто порушиться умова приналежностi матрицî︀𝐴𝑒𝑥𝑝𝑙. Iншим виключенням є 𝑑 = 0. Отже, одна ненульова компонента
додає 2𝑘 − 2 + 1 = 2𝑘 − 1 заборон в ̂︀𝐴𝑒𝑥𝑝𝑙.
Нехай тепер 1 ≤ 𝑖 ≤ 𝑛 — фiксована нульова позицiя вектору 𝑧(𝑡𝑟).
Тодi жодна заборона ⟨𝑎𝑖, 0⟩ не потрапить в матрицю ̂︀𝐴𝑒𝑥𝑝𝑙, оскiльки
скалярний добуток (𝑎𝑖, 𝑧(𝑡𝑟)) буде дорiвнювати нулю. Кiлькiсть заборон
⟨𝑏(𝑑)𝑖 , 𝑔⟩, якi потраплять в матрицю, буде становити 2𝑘 − 1, оскiльки яка б




дорiвнювати нулю, а фiксований 𝑔 гарантовано не є нулем. Залишається
лише зауважити, що в означеннi вектору 𝑏(𝑑)𝑖 на 𝑖-iй компонентi стояв
ненульовий елемент поля 𝑑, тому кiлькiсть таких векторiв буде
дорiвнювати 2𝑘 − 1 + 0 = 2𝑘 − 1. Отже, нульова компонента також додає
2𝑘 − 1 заборон в ̂︀𝐴𝑒𝑥𝑝𝑙.
Загальна кiлькiсть заборон в множинi ̂︀𝐴𝑒𝑥𝑝𝑙 буде дорiвнювати
𝑛 · (2𝑘 − 1). Зауважимо також, що кiлькiсть лiнiйних заборон виду ⟨𝑎𝑖, 0⟩,
де 1 ≤ 𝑖 ≤ 𝑛, збiгається з кiлькiстю ненульових елементiв вектора 𝑧(𝑡𝑟),
тому за всiма можливими заборонами такого виду можна точно
вiдтворити усi ненульовi позицiї вектору 𝑧(𝑡𝑟).
Твердження 2.9. Для систем лiнiйних заборон з фiксованим
розв’язком та заборонами, в яких правi частини дорiвнюють нулю або
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фiксованому 𝑔 ̸= 0, точка насичення 𝑆 ≤ (2𝑘 − 1) · 𝑛.
Доведення. За твердженням 2.7 матриця ̂︀𝐴𝑒𝑥𝑝𝑙 має рiвно один
розв’язок та є пiдмножиною ̂︀𝐴𝑡𝑟𝑢𝑒, тому ця матрицю є насиченою за
означенням. За твердженням 2.8 така матриця мiстить (2𝑘 − 1) · 𝑛 рiзних
векторiв, а оскiльки в означеннi точки насичення мiнiмум знаходиться по
всiм насиченим матрицям, то величина (2𝑘 − 1) · 𝑛 буде верхньою оцiнкою
для точки насичення.
Розглянемо таку множину лiнiйних заборон з ненульовими правими





Ця множина є якомога повною множиною заборон для фiксованого
вектору 𝑧(𝑡𝑟).
Твердження 2.10. Нехай ̂︀𝐴′𝑒𝑥𝑝𝑙 ⊂ ̂︀𝐴′𝑡𝑟𝑢𝑒 — це система лiнiйних
заборон, яка складається з усiх можливих заборон одного з двох типiв.
1) Заборони, в яких одна компонента дорiвнює 1, всi iншi
компоненти дорiвнюють нулю та права частина також дорiвнює нулю.
2) Заборони, в яких одна компонента дорiвнює фiксованому
ненульовому елементу поля 𝑟, всi iншi компоненти дорiвнюють нулю, а
права частина дорiвнює довiльному ненульовому елементу поля 𝑠.
Тодi така система має єдиний розв’язок 𝑧(𝑡𝑟).
Доведення. Покажемо, що побудована таким чином система
лiнiйних заборон є еквiвалентною системi ̂︀𝐴𝑒𝑥𝑝𝑙 з твердження 2.7 для
фiксованого вектору 𝑧(𝑡𝑟), вiдносно яких цi системи були згенерованi.
Фiксовану праву частини ̂︀𝐴𝑒𝑥𝑝𝑙 будемо позначати 𝑔. Побудуємо бiєктивне
вiдображення мiж множинами заборон ̂︀𝐴′𝑒𝑥𝑝𝑙 та ̂︀𝐴𝑒𝑥𝑝𝑙, а також покажемо,
що таке вiдображення для кожної з заборон зберiгає множину розв’язкiв.
Будемо користуватись введеними у твердженнi 2.7 позначеннями 𝑎𝑗
та 𝑏(𝑟)𝑗 , де 1 ≤ 𝑗 ≤ 𝑛, 𝑟 ∈ F*2𝑘 .
Побудуємо вiдображення 𝑓 : ̂︀𝐴′𝑒𝑥𝑝𝑙 → ̂︀𝐴𝑒𝑥𝑝𝑙 таким чином.
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1) Якщо заборона 𝑦 має вид ⟨𝑎𝑖, 0⟩, то 𝑓(𝑦) просто повертає 𝑦.
2) Якщо заборона 𝑦 має вид ⟨𝑏(𝑟)𝑖 , 𝑠⟩, де 𝑠, 𝑟 ̸= 0 та 𝑟 — фiксований
елемент ̂︀𝐴′𝑒𝑥𝑝𝑙, то 𝑓(𝑦) повертає заборону ⟨𝑏(𝑟𝑠−1𝑔)𝑖 , 𝑔⟩, де 𝑔 — фiксований
елемент ̂︀𝐴𝑒𝑥𝑝𝑙.
Оскiльки ̂︀𝐴′𝑒𝑥𝑝𝑙 та ̂︀𝐴𝑒𝑥𝑝𝑙 згенерованi одним i тим самим фiксованим
вектором 𝑧(𝑡𝑟), то для кожної заборони з ̂︀𝐴′𝑒𝑥𝑝𝑙 завжди буде iснувати
заборона з ̂︀𝐴𝑒𝑥𝑝𝑙 вiдповiдно до заданого вiдображення.
Перевiримо iн’єктивнiсть та сюр’єктивнiсть.
1) Iн’єктивнiсть. Покажемо, що з 𝑦1 ̸= 𝑦2 випливає 𝑓(𝑦1) ̸= 𝑓(𝑦2).
Для заборон виду ⟨𝑎𝑖, 0⟩ це слiдує з iн’єктивностi тотожної функцiї.
Покажемо для заборон другого типу. Нехай для фiксованої позицiї
1 ≤ 𝑖 ≤ 𝑛 заборони 𝑦1 = ⟨𝑏(𝑟)𝑖 , 𝑠1⟩, 𝑦2 = ⟨𝑏
(𝑟)




𝑖 , 𝑔⟩, 𝑓(𝑦1) = ⟨𝑏
(𝑔𝑠−12 𝑟)
𝑖 , 𝑔⟩, а збiгатись вони можуть тодi i
тiльки тодi, коли 𝑔𝑠−11 𝑟 = 𝑔𝑠
−1
2 𝑟, тобто коли 𝑠1 = 𝑠2, а це суперечить
припущенню.
2) Сюр’єктивнiсть. Покажемо, що для кожної заборони 𝑦 ∈ ̂︀𝐴𝑒𝑥𝑝𝑙
iснує розв’язок рiвняння 𝑓(𝑥) = 𝑦. Для заборон виду ⟨𝑎𝑖, 0⟩ це випливає з
iн’єктивностi тотожної функцiї. Покажемо для заборон другого типу. Нехай
𝑦 = ⟨𝑏(𝑑)𝑖 , 𝑔⟩ для деякого 𝑑 ̸= 0. Тодi можемо покласти 𝑥 = ⟨𝑏
(𝑟)
𝑖 , 𝑔 · 𝑑−1𝑟⟩ та
обчислити значення функцiї 𝑓 вiд цього аргументу:
𝑓(𝑥) = ⟨𝑏(𝑟·𝑔
−1𝑑𝑟−1·𝑔)
𝑖 , 𝑔⟩ = ⟨𝑏
(𝑑)
𝑖 , 𝑔⟩.
Таким чином, побудували бiєкцiю мiж множинами ̂︀𝐴′𝑒𝑥𝑝𝑙 та ̂︀𝐴𝑒𝑥𝑝𝑙. З цього
випливає, що кiлькiсть заборон в цих системах є однаковою.
Тепер покажемо, що кожна заборона 𝑥 ∈ ̂︀𝐴′𝑒𝑥𝑝𝑙 буде еквiвалентна
заборонi 𝑓(𝑥) ∈ ̂︀𝐴′𝑒𝑥𝑝𝑙, тобто кiлькiсть їх розв’язкiв збiгається. Для
заборон типу ⟨𝑎𝑖, 0⟩ це очевидно виконується, тому будемо доводити лише
для заборон другого типу.
Нехай 𝑧 є розв’язком заборони ⟨𝑏(𝑟)𝑖 , 𝑠⟩ ∈ ̂︀𝐴′𝑒𝑥𝑝𝑙 для деякого 𝑠 ̸= 0 та
фiксованого 1 ≤ 𝑖 ≤ 𝑛. Тодi для цього вектору 𝑧 виконується (𝑏(𝑟)𝑖 , 𝑧) ̸= 𝑠,
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тобто 𝑟 · 𝑧𝑖 ̸= 𝑠, звiдки 𝑧𝑖 ̸= 𝑠 · 𝑟−1. Вiдповiдна їй заборона з ̂︀𝐴𝑒𝑥𝑝𝑙 буде
мати вид ⟨𝑏(𝑟𝑠
−1𝑔)
𝑖 , 𝑔⟩. Покажемо, що будь-який 𝑧, для якого 𝑧𝑖 ̸= 𝑠 · 𝑟−1,
буде також розв’язком заборони ⟨𝑏(𝑟𝑠
−1𝑔)
𝑖 , 𝑔⟩. Помножаючи обидвi частини
заборони 𝑧𝑖 ̸= 𝑠 · 𝑟−1 на 𝑟𝑠−1𝑔 маємо: 𝑟𝑠−1𝑔 · 𝑧𝑖 ̸= 𝑔, звiдки випливає, що
такий 𝑧 є розв’язком заборони ⟨𝑏(𝑟𝑠
−1𝑔)
𝑖 , 𝑔⟩.
Аналогiчно можна показати, що будь-який розв’язок заборони
⟨𝑏(𝑑)𝑖 , 𝑔⟩ ∈ ̂︀𝐴𝑒𝑥𝑝𝑙 для фiксованих 𝑑 ̸= 0 та позицiї 1 ≤ 𝑖 ≤ 𝑛 є розв’язком
заборони ⟨𝑏(𝑟)𝑖 , 𝑔 · 𝑑−1𝑟⟩ ∈ ̂︀𝐴′𝑒𝑥𝑝𝑙. Отже, множини розв’язкiв вiдповiдних
лiнiйних заборон збiгаються, а тому збiгаються i множини розв’язкiв
систем лiнiйних заборон ̂︀𝐴𝑒𝑥𝑝𝑙 та ̂︀𝐴′𝑒𝑥𝑝𝑙.
Припустимо є джерело випадкових заборон 𝑂𝑟, яке в кожний
момент часу генерує заборону ⟨𝑎, 𝑎0⟩, де 𝑎 ∈ F𝑛2𝑘 та 𝑎0 ∈ F2𝑘 . Припустимо
також, що не можна побудувати усю матрицю ̂︀𝐴′𝑡𝑟𝑢𝑒, тому що наявнi
обмеженi за часом ресурси. Виникає питання, чи можемо в такому разi
робити певнi локальнi припущення про вектор 𝑧(𝑡𝑟). В цьому випадку має
мiсце таке спостереження: якщо 𝑂𝑟 ще не згенерувало заборону ⟨𝑎𝑖, 0⟩ для
деякого 1 ≤ 𝑖 ≤ 𝑛, то не можна точно вiдрiзнити двi ситуацiї — заборона
⟨𝑎𝑖, 0⟩ ̸∈ ̂︀𝐴′𝑡𝑟𝑢𝑒 або 𝑂𝑟 ще не встигло її згенерувати. По цiй самiй причинi
не можемо вiдновити жодну з матриць ̂︀𝐴𝑒𝑥𝑝𝑙 або ̂︀𝐴′𝑒𝑥𝑝𝑙. Виникає питання
чи можна в такому разi отримувати деяку iнформацiю про 𝑧(𝑡𝑟).
Твердження 2.11. Нехай 𝑏(𝑑)𝑖 = (0, . . . , 0, 𝑑, 0, . . . , 0), де 𝑑 ∈ F*2𝑘
мiститься на позицiї з номером 1 ≤ 𝑖 ≤ 𝑛. Тодi виконуються такi
твердження.
1) Якщо 𝑂𝑟 згенерувало заборону ⟨𝑏(𝑑)𝑖 , 0⟩, то 𝑖-та компонента
вектора 𝑧(𝑡𝑟) ̸= 0.
2) Якщо 𝑂𝑟 згенерувало вектор ⟨𝑏(𝑑)𝑖 , 𝑔⟩, де 𝑔 ̸= 0, то 𝑖-та
компонента вектора 𝑧(𝑡𝑟) або дорiвнює нулю або не дорiвнює нулю та
елементу 𝑔 · 𝑑−1 одночасно.
Доведення. Розглянемо два випадки.
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1) Якщо 𝑂𝑟 згенерувало ⟨𝑏(𝑑)𝑖 , 0⟩, то (𝑏
(𝑑)
𝑖 , 𝑧
(𝑡𝑟)) = 𝑑 · 𝑧(𝑡𝑟)𝑖 ̸= 0. Вiд
супротивного: припустимо, що 𝑧(𝑡𝑟)𝑖 = 0, тодi (𝑏
(𝑑)
𝑖 , 𝑧
(𝑡𝑟)) = 0, тобто маємо
суперечнiсть.
2) Якщо 𝑂𝑟 згенерувало вектор ⟨𝑏(𝑑)𝑖 , 𝑔⟩, то (𝑏
(𝑑)
𝑖 , 𝑧
(𝑡𝑟)) = 𝑑 · 𝑧(𝑡𝑟)𝑖 ̸= 𝑔.
Якщо 𝑧(𝑡𝑟)𝑖 = 0, то 𝑑 · 𝑧
(𝑡𝑟)
𝑖 = 0 ̸= 𝑔. Якщо 𝑧
(𝑡𝑟)
𝑖 ̸= 0, то 𝑑 · 𝑧
(𝑡𝑟)
𝑖 ̸= 𝑔, звiдки
випливає 𝑧(𝑡𝑟)𝑖 ̸= 𝑔 · 𝑑−1.
Таким чином, якщо заборони мають певний вигляд, то можна
робити припущення про невiдомий вектор. З цього випливає, що системи
лiнiйних заборон, в яких велика кiлькiсть заборон з однiєю ненульовою
компонентою в лiвiй частинi, надають змогу оптимiзувати перебiр всiх
можливих варiантiв.
2.6 Пошук алгоритму розв’язку систем лiнiйних заборон над
скiнченним полем
Перейдемо до спроб побудувати алгоритм для розв’язку системи
лiнiйних заборон. Найпростiший спосiб — це перебирати усi можливi
вектори розмiру 𝑛 над полем F2𝑘 та для кожного з векторiв перевiряти чи
є цей вектор розв’язком.
Алгоритм 2.2. Вхiд. F2𝑘 , матриця 𝐴 розмiру 𝑚× 𝑛 над полем F2𝑘 .
Для кожного вектору 𝑥0 ∈ F𝑛2𝑘 :
1) Покласти 𝑖𝑛𝑑 = 1, 𝐷 = ∅.
2) Для кожного 𝑗 = 1,𝑚:
а) Перевiрити чи виконується (𝑎(𝑗), 𝑥0) ̸= 0.
б) Якщо не виконується, то покласти 𝑖𝑛𝑑 = 0 та перервати
внутрiшнiй цикл.
3) Якщо 𝑖𝑛𝑑 = 1, то додати 𝑥0 до множини 𝐷.
Вихiд. Множина розв’язкiв 𝐷.
Складнiсть методу повного перебору становить 𝑚 · 𝑛 · 2𝑛𝑘 операцiй
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множення в полi. Будемо враховувати лише операцiї множення в полi,
оскiльки операцiя XOR потребує набагато менше обчислювальних
ресурсiв та нею можна знехтувати.
При дослiдженнi математичного об’єкта одним з основних
iнструментiв є зведення до наявних задач або спроба застосувати наявнi
методи. Системи лiнiйних заборон за своєю структурою схожi на системи
лiнiйних нерiвностей, системи рiвнянь зi спотвореними правими
частинами та системi лiнiйних рiвнянь. Виникає iдея спробувати
перенести алгоритми розв’язку для перелiчених об’єктiв на системи
лiнiйних заборон. Наведемо перелiк деяких методiв та аргументуємо,
чому вони не застосовнi до систем заборон або не надають прискорення у
порiвняннi з методом повного перебору.
1) Система лiнiйних нерiвностей складається з виразiв виду
(𝑎, 𝑥) < 𝑎0 та (𝑎, 𝑥) > 𝑎0. Виникає iдея замiнити заборону на пару
вiдношень «<» та «>», тобто перетворити заборону типу (𝑎, 𝑥) ̸= 0 на
(𝑎, 𝑥) < 0 та (𝑎, 𝑥) > 0. Тодi б отримали 2 ·𝑚 нерiвностей i можна було б
застосувати до них вiдомi методи, але вiдношення «<» та «>» не мають
сенсу для скiнченного поля, оскiльки на елементах поля не визначено
вiдношення порядку. Тому з такими лiнiйними заборонами не можна
оперувати як з нерiвностями у випадку поля F2𝑘 .
2) Виконаємо таке перетворення над вхiдною системою — додамо до
кожного рiвняння штучнi змiннi, якi будемо вважати випадковим шумом,
та замiнимо усi знаки «̸=» на знаки «=»:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑎
(1)
1 𝑥1 + 𝑎
(1)
2 𝑥2 + . . .+ 𝑎
(1)
𝑛 𝑥𝑛 + 𝜀1 = 0
𝑎
(2)
1 𝑥1 + 𝑎
(2)
2 𝑥2 + . . .+ 𝑎
(2)




1 𝑥1 + 𝑎
(𝑚)
2 𝑥2 + . . .+ 𝑎
(𝑚)
𝑛 𝑥𝑛 + 𝜀𝑚 = 0
,
де 𝜀𝑗 ̸= 0 для 𝑗 = 1,𝑚. Отримана система нагадує систему зi
спотвореними правими частинами, тому виникає гiпотеза застосувати
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вiдповiднi методи. Проблема полягає в тому, що розв’язок систем зi
спотвореними правими частинами сильно залежить вiд припущень щодо
розподiлу шуму, а в даному випадку не можемо висунути нiяких (навiть
суто практичних) гiпотез щодо розподiлу шуму, тому можемо вважати що
вiн є рiвноймовiрним на всiй множинi елементiв поля F2𝑘 . В такому разi
оцiнка максимальної правдоподiбностi не зможе знайти найiмовiрнiших
кандидатiв у розв’язок серед векторiв розмiру 𝑛 над полем F2𝑘 .
3) Для зручностi перенумеруємо додатковi змiннi, якi були введенi
у минулому пунктi: 𝜀𝑛+1, 𝜀𝑛+2, . . . , 𝜀𝑛+𝑚. Матриця, яка вiдповiдає новiй
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2 . . . 𝑎
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Якщо матриця приведена до виду трапецiї, то ранг матрицi дорiвнює
кiлькостi ненульових рядкiв, тому rank ̂︀𝐴 = 𝑚. Кiлькiсть змiнних в
системi дорiвнює 𝑛 + 𝑚, тому система буде мати безлiч розв’язкiв. Для
цього щоб описати всi цi розв’язки необхiдно обрати базис системи
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розв’язкiв. Якщо останнiй рядок матрицi 𝐴 записати у виглядi рiвняння,
то вiн буде мати такий вигляд:
𝜀𝑚 + 𝑏
(𝑛)





За базис можна обрати множину {𝜀𝑚+1, . . . , 𝜀𝑛+𝑚}, розмiр якої становить
𝑛. Тепер можемо записати 𝜀𝑚 у цьому базисi та пiдставити його у (𝑚− 1)
рiвняння системи. Таким чином, система вже не буде включати 𝜀𝑚. При
повтореннi цiєї процедуру на деякому кроцi отримаємо вираз для 𝑥𝑛
𝑥𝑛 + 𝑏
(𝑛)
𝑛+1𝜀𝑛+1 + . . .+ 𝑏
(𝑛)
𝑚 𝜀𝑚 + 𝑏
(𝑛)
𝑚+1𝜀𝑚+1 + . . .+ 𝑏
(𝑛)
𝑚+𝑛𝜀𝑛+𝑚 = 0.
Аналогiчно виражаємо усi 𝑥1, . . . , 𝑥𝑛−1. Отже, через цей базис
виражаються 𝑚 − 𝑛 штучних змiнних 𝜀𝑛+1, 𝜀𝑛+2, . . . , 𝜀𝑚 та 𝑛 початкових
змiнних 𝑥1, 𝑥2, . . . , 𝑥𝑛. Залишається пiдставити деякий набiр значень
(𝜀𝑚+1, . . . , 𝜀𝑛+𝑚) та обчислити невiдомi змiннi, але в цьому випадку
принциповим є те, що всi 𝜀𝑖 для 𝑖 = (𝑛+ 1),𝑚 не можуть дорiвнювати
нулю. Таким чином, приходимо до задачi, дуже подiбної до початкової:
необхiдно розв’язати систему лiнiйних рiвнянь вiдносно 𝜀, враховуючи
заборону на 𝜀, але ця система має простiший вигляд за рахунок
приведення до форми трапецiї. Виходить, що застосувавши метод Гауса,
отримуємо незначну оптимiзацiю при переборi значень (𝜀𝑚+1, . . . , 𝜀𝑛+𝑚),
оскiльки отримана система буде мiстити бiльше нулiв, але початкова
складнiсть задачi при цьому зберiгається. З цього можемо зробити
висновок, що типовими лiнiйними методами систему лiнiйних заборон не
можна розв’язати.
З огляду на розглянутi спроби, робимо висновок, що потрiбно
шукати перетворення iншого типу. Щобiльше, це перетворення має
задовольняти такiй властивостi: при введеннi нових змiнних чи будь-яких
iнших операцiях зi змiнними не потрiбно явно накладати якiсь обмеження
на цi змiннi (такими обмеженнями можуть виступати лiнiйнi заборони). У
випадку, коли в рамках перетворення необхiдно накладати заборони,
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отримуємо початкову задачу, представлену в iншому виглядi, тобто її
обчислювальна складнiсть зберiгається.
Альтернативним перетворенням може бути так званий «трюк
Рабiновича». Полягає вiн в наступному: нехай нам потрiбно заборону
𝑥 ̸= 0, для 𝑥 ∈ F2𝑘 замiнити на рiвнiсть. Можемо ввести нову змiнну
𝛾 ∈ F2𝑘 i замiнити дану заборону на рiвняння 1 + 𝛾 · 𝑥 = 0. Покажемо, що
при такiй замiнi множина розв’язкiв початкової системи заборон
залишається незмiнною з точнiстю до введених штучних змiнних.
Твердження 2.12. Множина розв’язкiв лiнiйної системи заборон
виду ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(𝑎(1), 𝑥) ̸= 0
(𝑎(2), 𝑥) ̸= 0
. . .
(𝑎(𝑚), 𝑥) ̸= 0
,
збiгається з множиною розв’язкiв лiнiйної системи рiвнянь виду⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1 + 𝛾1 · (𝑎(1), 𝑥) = 0
1 + 𝛾2 · (𝑎(2), 𝑥) = 0
. . .
1 + 𝛾𝑚 · (𝑎(𝑚), 𝑥) = 0
,
з точнiстю до штучних змiнних 𝛾1, 𝛾2, . . . , 𝛾𝑚, де 𝛾𝑗 ∈ F2𝑘 для 𝑗 = 1,𝑚.
Доведення. Нехай ̃︀𝐷 — це множина розв’язкiв системи заборон,
яка складається з векторiв розмiру 𝑛, а 𝑅 — множина розв’язкiв системи
рiвнянь, яка складається з векторiв розмiру 𝑛+𝑚. Домовимось, що кожний
вектор з множини 𝑅 спочатку мiстить 𝑥1, 𝑥2, . . . , 𝑥𝑛, а потiм 𝛾1, 𝛾2, . . . , 𝛾𝑚.
Будемо позначати 𝑥1:𝑛 — першi 𝑛 компоненти вектору 𝑥.
Покажемо, що якщо 𝑥 ∈ ̃︀𝐷, то iснує 𝑦 ∈ 𝑅 такий, що 𝑦1:𝑛 = 𝑥. Якщо
𝑥 є розв’язком системи лiнiйних заборон, то для нього iснує такий набiр
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елементiв 𝑧1, 𝑧2, . . . , 𝑧𝑚, 𝑧𝑗 ̸= 0 для 𝑗 = 1,𝑚, що виконуються рiвностi⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(𝑎(1), 𝑥) = 𝑧1
(𝑎(2), 𝑥) = 𝑧2
. . .
(𝑎(𝑚), 𝑥) = 𝑧𝑚
.
Пiдставляємо всi 𝑧𝑖 , 𝑖 = 1,𝑚, у систему рiвнянь та маємо:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝛾1 · 𝑧1 = 1
𝛾2 · 𝑧2 = 1
. . .
𝛾𝑚 · 𝑧𝑚 = 1
.
Покладемо 𝛾𝑗 = (𝑧𝑗)−1 для 𝑗 = 1,𝑚 i отримуємо розв’язок 𝑦, який
належить множинi 𝑅, i в якому першi 𝑛 компонент збiгаються з
вектором 𝑥.
Покажемо, що якщо 𝑦 ∈ 𝑅, то 𝑦1:𝑛 ∈ ̃︀𝐷. Якщо 𝑦 є розв’язком системи
рiвнянь, то ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1 + 𝑦𝑛+1 · (𝑎(1), 𝑦1:𝑛) = 0
1 + 𝑦𝑛+2 · (𝑎(2), 𝑦1:𝑛) = 0
. . .
1 + 𝑦𝑚 · (𝑎(𝑛), 𝑦1:𝑛) = 0
.
Звiдси випливає, що (𝑎(𝑗), 𝑦1:𝑛) не дорiвнює нулю для 𝑗 = 1,𝑚, оскiльки у
разi, коли для деякого номеру 1 ≤ 𝑖 ≤ 𝑚 вираз (𝑎(𝑖), 𝑦1:𝑛) перетворюється в
нуль, маємо суперечнiсть 1 = 0. А це своєю чергою й означає, що 𝑦1:𝑛 ∈ ̃︀𝐷.
Отже, ̃︀𝐷 та 𝑅 збiгаються з точнiстю до 𝑛 перших компонент вектору.
Зауваження. При такому перетвореннi кiлькiсть розв’язкiв в
множинi 𝑅 збiгається з кiлькiстю розв’язкiв в множинi ̃︀𝐷, тобто
|𝑅| = | ̃︀𝐷|. Це забезпечує, що у множинi 𝑅 не мiстяться копiї деякого
60
початкового розв’язку з рiзними 𝑚 останнiми компонентами вектору.
Зауважимо, що наявнiсть вiльних змiнних у правих частинах нiяк
не впливає на хiд доведення. Отже, отримали таку систему квадратичних
рiвнянь над полем F2𝑘 :⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1 + 𝑎
(1)
0 𝛾1 + 𝑎
(1)
1 𝑥1𝛾1 + 𝑎
(1)
2 𝑥2𝛾1 + . . .+ 𝑎
(1)
𝑛 𝑥𝑛𝛾1 = 0
1 + 𝑎
(2)
0 𝛾2 + 𝑎
(2)
1 𝑥1𝛾2 + 𝑎
(2)
2 𝑥2𝛾2 + . . .+ 𝑎
(𝑛)




0 𝛾𝑚 + 𝑎
(𝑚)
1 𝑥1𝛾𝑚 + 𝑎
(𝑚)
2 𝑥2𝛾𝑚 + . . .+ 𝑎
(𝑚)
𝑛 𝑥𝑛𝛾𝑚 = 0
.
Отримана система є частковим випадком задачi MQ. Вiдомо, що
задача MQ є 𝒩𝒫-повною задачею. Запропонований пiдхiд пов’язує
системи лiнiйних заборон з системами квадратичних рiвнянь, отже до
систем лiнiйних заборон можуть бути використанi методи дослiдження
систем квадратичних рiвнянь. Такi методи розглянутi в пiдроздiлi 1.1.
Введемо такi позначення:
Γ = diag(𝛾1, 𝛾2, . . . , 𝛾𝑚) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝛾1 0 . . . 0
0 𝛾2 . . . 0
. . .
0 0 . . . 𝛾𝑚
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠














тодi систему можна записати в такому виглядi:
Γ · 𝐴 · 𝑥 = ̂︀𝑎0.
Зауважимо, що в такому представленнi принциповим є те, що
дiагональна матриця Γ мiститься в лiвiй частинi системи. Для того, щоб
вiддiлити Γ вiд 𝐴, необхiдно помножити обидвi частини цiєї рiвностi на
Γ−1. Згiдно з критерiєм iснування оберненої матрицi має виконуватись




параметризувати добуток 𝛾𝑖, 𝑖 = 1,𝑚, деяким ненульовим елементом 𝑔,
тобто покласти
∏︀𝑚
𝑖=1 𝛾𝑖 = 𝑔 ∈ F*2𝑘 , то можна переписати систему у виглядi
𝐴 · 𝑥 ̸= Γ−1 · ̂︀𝑎0. Таким чином, отримуємо ще одне перетворення, подiбне
до введення ненульового шуму в систему, яке має декiлька недолiкiв.
По-перше, у системi з’являється рiвняння
∏︀𝑚
𝑖=1 𝛾𝑖 = 𝑔 степеню 𝑚,
по-друге, таку систему необхiдно розглядати для всiх можливих
параметрiв 𝑔, тобто замiсть однiєї вихiдної системи необхiдно розглядати
набiр з 2𝑘 − 1 систем. З цього можна зробити висновок, що матрицю Γ
доцiльно не вiддiляти вiд лiвої частини системи.
Висновки до роздiлу 2
Сформульовано та доведено критерiй iснування розв’язку системи
лiнiйних заборон. Цей критерiй зводить задачу перевiрки iснування
розв’язкiв системи лiнiйних заборон до задачi перевiрки полiнома на
тотожну рiвнiсть нулю над скiнченним полем. Оскiльки полiном задано у
виглядi добутку лiнiйних функцiй, то складнiсть такого зведення є
полiномiальною. На основi цього критерiю побудовано полiномiальний
iмовiрнiсний алгоритм перевiрки iснування розв’язку для випадку
𝑚 ≤ 2𝑘−1. Проведено аналiз цього алгоритму та обчислено iмовiрнiсть
його односторонньої помилки, яка дорiвнює 2−𝑑, де 𝑑 — це деяке
фiксоване число, яке визначає порядок точностi алгоритму. Цей алгоритм
було iмплементовано та перевiрено на деякому наборi вхiдних параметрiв.
Доведено властивостi розв’язку систем лiнiйних заборон у випадку
нульових правих частин. Цi властивостi характеризують структуру
множини розв’язкiв системи лiнiйних заборон та надають змогу
знаходити додатковi розв’язки у ситуацiї, коли хоча б один розв’язок є
вiдомим.
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Розглянуто випадок, коли система лiнiйних заборон згенерована
невiдомим фiксованим вектором. Такий випадок виникає у практичних
застосуваннях, оскiльки невiдомим фiксованим вектором може бути
певний параметр, який необхiдно вiдновити (наприклад, ключ
шифрування). Дослiджено питання принципової можливостi вiдновити
невiдомий вектор за системою лiнiйних заборон, яка мiстить максимально
можливу кiлькiсть заборон. Оскiльки систему лiнiйних заборон, яка
мiстить максимально можливу кiлькiсть заборон, складно побудувати на
практицi, то було сформульовано задачу побудови системи лiнiйних
заборон, яка мiстить вiдносно невелику кiлькiсть лiнiйних заборон, але
надає змогу однозначно вiдновити невiдомий вектор. Запропоновано один
з можливих способiв розв’язання цiєї задачi за допомогою побудови
системи спецiального виду, яка мiстить 𝑛 · (2𝑘 − 1) заборон та вiдкидає усi
вектори розмiру 𝑛, окрiм того вектора, яким цю систему було
згенеровано.
Оскiльки система лiнiйних заборон за структурою своїх лiвих
частин є подiбною до системи лiнiйних рiвнянь та системи лiнiйних
рiвнянь зi спотвореними правими частинами, то була проаналiзована
можливiсть застосування наявних методiв розв’язку систем лiнiйних
рiвнянь зi звичайними та спотвореними правими частинами до системи
лiнiйних заборон. Серед усiх розглянутих методiв було видiлено «трюк
Рабiновича», який надає змогу перетворити систему лiнiйних заборон у
систему квадратичних рiвнянь, яка є частковим випадком задачi MQ.
Тому для перетвореної таким чином системи можна застосовувати наявнi
алгоритми розв’язку задачi MQ.
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3 ДОСЛIДЖЕННЯ СКЛАДНОСТI ЗАДАЧ, ПОВ’ЯЗАНИХ IЗ
СИСТЕМАМИ ЛIНIЙНИХ ЗАБОРОН
З точки зору теорiї складностi, пошук невiдомого розв’язку системи
лiнiйних заборон є обчисленням, яке потребує певних ресурсiв. В
практичних застосуваннях обов’язковою умовою є ефективнiсть такого
обчислення, оскiльки в iншому разi для роботи алгоритму можуть
знадобитись занадто великi ресурси. Саме тому важливим етапом аналiзу
математичного об’єкта є оцiнка складностi задач, якi пов’язанi з цим
об’єктом. Оскiльки рiзнi обчислювальнi пристрої можуть мати рiзну
архiтектуру, то необхiдно абстрагуватись вiд конкретного пристрою та
вимiрювати складнiсть задачi у кiлькостi певних елементарних операцiй.
Тому унiверсальним способом оцiнки складностi задачi є доведення
приналежностi цiєї задачi певному класу складностi. В цьому роздiлi для
деяких задач, пов’язаних з системами лiнiйних заборон, визначаються
їхнi класи складностi та дослiджуються властивостi цих задач з
обчислювальної точки зору.
3.1 Основнi задачi, пов’язанi iз системами лiнiйних заборон
Сформулюємо задачу iснування розв’язку довiльної системи лiнiйних
заборон над скiнченним полем.
Задача 3.1 (SLR-decision). Вхiд. F2𝑘 , матриця 𝐴 розмiру 𝑚× 𝑛 над
полем F2𝑘 , вектор 𝑎0 розмiру 𝑚× 1.
Необхiдно з’ясувати чи iснує розв’язок над полем F2𝑘 у системи
лiнiйних заборон 𝐴𝑥 ̸= 𝑎0.
Вихiд. «Так», якщо розв’язок iснує, «Нi», iнакше.
Зауважимо, що в формулюваннi задачi на вхiд подається все
поле F2𝑘 . Це необхiдно для того, щоб при iтерацiї всiх елементiв поля,
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представлених у виглядi масиву з бiтових рядкiв, залишитись в рамках
полiномiального обчислення. Якби на вхiд подавався тiльки степiнь
розширення поля, то цикл по всiм елементам поля вважався би не
ефективним обчисленням. Таке кодування вхiдних даних не є занадто
надлишковим, оскiльки перебiр всiх можливих векторiв фiксованої
довжини над скiнченним полем залишається експоненцiйним
обчисленням.
Найбiльш унiверсальний спосiб оцiнки складностi задачi — це
доведення приналежностi цiєї задачi деякому класу складностi. Для
задачi SLR-decision можна побудувати полiномiальний алгоритм
перевiрки розв’язку, тому вона належить класу складностi 𝒩𝒫 .
Елементарними операцiями в подальших твердженнях будемо вважати
операцiї добутку елементiв в полi. Операцiями додавання в полi можна
знехтувати.
Твердження 3.1. Задача SLR-decision належить класу задач 𝒩𝒫.
Доведення. Для того, щоб довести приналежнiсть класу 𝒩𝒫 ,
покажемо для SLR-decision iснує сертифiкат, довжина якого обмежена
полiномом вiд довжини входу, а також те, що процедура перевiрки
сертифiкату є полiномiальною за часом вiд довжини входу задачi.
Iснування полiномiального сертифiката. Сертифiкатом для цiєї
задачi є розв’язок системи лiнiйних заборон (𝑥1, 𝑥2, . . . , 𝑥𝑛). Довжина
цього вектору становить 𝑛, що, очевидно, обмежено полiномом вiд
розмiру вхiдних даних.
Полiномiальна перевiрка сертифiкату. Перевiрка сертифiкату
полягає фактично в пiдставленнi (𝑥1, 𝑥2, . . . , 𝑥𝑛) в систему лiнiйних
заборон i перевiрцi чи задовольняє цей вектор усiм заборонам. Процедуру
перевiрки можна формалiзувати таким алгоритмом.
Вхiд. Вектор (𝑥1, 𝑥2, . . . , 𝑥𝑛).
1) Для кожного 𝑗 = 1,𝑚:
а) Перевiрити чи виконується 𝑎(𝑗)1 𝑥1 + 𝑎
(𝑗)
2 𝑥2 + . . .+ 𝑎
(𝑗)
𝑛 𝑥𝑛 ̸= 𝑎(𝑗)0 .
б) Якщо не виконується, то повернути «Нi».
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2) Повернути «Так».
Вихiд. «Так», якщо (𝑥1, 𝑥2, . . . , 𝑥𝑛) є розв’язком системи лiнiйних
заборон, «Нi» iнакше.
Процедура перевiрки потребує 𝑛 · 𝑚 операцiй множення в полi F2𝑘 ,
отже є полiномiальною вiд довжини вхiдних даних задачi.
Нагадаємо, що критерiй 2.1 зводив питання iснування розв’язку до
перевiрки полiнома на тотожну рiвнiсть нулю, але не надавав можливiсть
знаходити сам розв’язок. Оскiльки на практицi часто необхiдно знаходити
сам розв’язок, то сформулюємо задачу знаходження розв’язку системи
лiнiйних заборон.
Задача 3.2 (SLR-search). Вхiд. F2𝑘 , матриця 𝐴 розмiру 𝑚 × 𝑛 над
полем F2𝑘 , вектор 𝑎0 розмiру 𝑚× 1.
Необхiдно знайти хоча б один розв’язок над полем F2𝑘 у системи
лiнiйних заборон 𝐴𝑥 ̸= 𝑎0.
Вихiд. Розв’язок системи лiнiйних заборон 𝐴𝑥 ̸= 𝑎0 або «⊥», якщо
його не iснує.
Розглянемо твердження, яке, в певному сенсi, зводить задачу пошуку
розв’язку по задачi перевiрки iснування розв’язку.
Твердження 3.2. Задачi SLR-decision та SLR-search є
еквiвалентними вiдносно звiдностi по Тюрiнгу:
SLR-decision =𝑇 SLR-search.
Доведення. Для того, щоб довести еквiвалентнiсть по Тюрiнгу двох
задач, необхiдно i достатньо показати, що кожна з цих задач є звiдною по
Тюрiнгу до iншої.
SLR-decision ≤𝑇 SLR-search. Щоб довести цю звiднiсть, необхiдно
показати, що iснує полiномiальний алгоритм 𝐵, який за допомогою
полiномiальної кiлькостi звернень до оракула, що розв’язує задачу
SLR-search, розв’язує задачу SLR-decision.
В цьому алгоритм 𝐵 будується таким чином: отримуючи на вхiд
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(F2𝑘, 𝐴, 𝑎0), 𝐵 звертається до оракула SLR-decision, отримує 𝑥 — розв’язок
системи лiнiйних заборон, якщо вiн iснує; iнакше отримує «⊥».
Вiдповiдно, якщо вiн отримав 𝑥, то повертає вiдповiдь «Так», iнакше
повертає «Нi».
SLR-search ≤𝑇 SLR-decision. Щоб довести цю звiднiсть, необхiдно
показати, що iснує полiномiальний алгоритм 𝐵, який за допомогою
полiномiальної кiлькостi звернень до оракула, що розв’язує задачу
SLR-decision, розв’язує задачу SLR-search.
Iдея полягає в тому, щоб за допомогою звернень до оракула
SLR-search, покомпонентно вiдновлювати шуканий вектор
𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑛). Для вiдновлення першої компоненти 𝑥1 вектору 𝑥
переносимо доданок 𝑎(𝑗)1 𝑥1 у праву частину для всiх 𝑗 = 1,𝑚 (за
твердженням 2.3 це не змiнює множину розв’язкiв системи) та послiдовно
фiксуємо значення 𝑥1 елементами поля F2𝑘 . Якщо на деякому елементi 𝑑
отримали вiдповiдь «Так», то фiксуємо компоненту 𝑥1 цим значенням 𝑑
та модифiкуємо початкову систему лiнiйних заборон, замiнюючи правi




1 𝑑 для 𝑗 = 1,𝑚. Переходимо до пошуку наступної
компоненти з модифiкованими матрицею 𝐴′ розмiрностi 𝑚 × (𝑛 − 1) та
вектором 𝑎′.
З обчислювальної точки зору для вiдновлення однiєї компоненти
необхiдно щонайбiльше |F2𝑘| = 2𝑘 операцiй звернення до оракула. Для
всiх компонент вектору необхiдно 𝑛 · 2𝑘 операцiй звернення до оракула,
що є полiномiальною кiлькiстю вiд довжини входу (оскiльки на вхiд
отримуємо поле F2𝑘 та значення 𝑛).
Коректнiсть алгоритму випливає з того, що при пошуку кожної
наступної координати фiксуємо лише те значення, при якому iснує
розв’язок всiєї системи. Процес пошуку вектору 𝑥 можна представити у
виглядi дерева, де кожна вершина має |F2𝑘| нащадкiв, а кiлькiсть листiв
дерева складає 2𝑘𝑛. Задача пошуку полягає в знаходженнi шляху до
листу дерева, що вiдповiдає значенню вектора 𝑥, який є розв’язком
системи лiнiйних заборон, а оракул, фактично, допомагає запобiгти
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перебору всiх можливих шляхiв, тобто шукати шлях рiвень за рiвнем,
вiдкидаючи на кожному рiвнi експоненцiйну кiлькiсть помилкових
варiантiв. Оскiльки на кожному кроцi обираємо саме те значення
компоненти вектора, при якому увесь вектор з урахуванням невiдомих
компонент є розв’язком, то гарантовано знаходимо розв’язок. Таким
чином, розв’язок не вiдновиться тiльки в тому випадку, якщо на деякому
кроцi обрали гiлку зi значенням компоненти вектору 𝑥, на яке було
отримано вiдповiдь оракула «Нi». Якщо система розв’язкiв не має, то на
першiй же компонентi отримаємо вiд оракулу всi вiдповiдi «Нi».
3.2 Алгоритми пошуку розв’язку систем лiнiйних заборон
Для отримання полiномiального iмовiрнiсного алгоритму пошуку
розв’язку у випадку 𝑚 ≤ 2𝑘−1 алгоритм 2.1 можна скомбiнувати з
результатами теореми 3.2.
Теорема 3.2 описує спосiб вiдновлення вектору-розв’язку системи
лiнiйних заборон за допомогою 𝑛 · 2𝑘 звернень до оракула. Замiсть
звернення до оракула будемо використовувати алгоритм 2.1. Вiн дозволяє
з урахуванням умови 𝑚 ≤ 2𝑘−1 розв’язувати задачу пошуку розв’язку
систем лiнiйних заборон з односторонньою помилкою 2−𝑑, де 𝑑 — це
фiксована точнiсть, яка встановлюється заздалегiдь. Складнiсть цього
алгоритму становить 𝑑 · 𝑚 · 𝑛 операцiй множення в полi. Будемо
позначати цей алгоритм 𝑆𝑜𝑙_𝑒𝑥𝑖𝑠𝑡𝑠.
Алгоритм 3.1. Вхiд. F2𝑘 , матриця 𝐴 розмiру 𝑚 × 𝑛 та вектор 𝑎0
розмiру 𝑚× 1, де 𝑚 ≤ 2𝑘−1.
Вiдсортувати елементи поля F2𝑘 в полiномiальному базисi як бiтовi
рядки за порядком зростання. Цi бiтовi рядки будуть формувати масив 𝐵,
де |𝐵| = 2𝑘.
Зафiксувати 𝑑 ∈ N, тодi помилка одного запуску 𝑆𝑜𝑙_𝑒𝑥𝑖𝑠𝑡𝑠 буде 2−𝑑.
Цикл по 𝑖 вiд 1 до 𝑛:
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1) Цикл по 𝑗 вiд 1 до 2𝑘:
а) Сформувати матрицю 𝐴′ з матрицi 𝐴, видаливши в лiвих
частинах усiх заборон доданок з 𝑥𝑖. Сформувати вектор 𝑎′0 з вектора 𝑎0,




𝑖 𝐵𝑗 для 𝑗 = 1,𝑚.
б) Обчислити 𝑑 = 𝑆𝑜𝑙_𝑒𝑥𝑖𝑠𝑡𝑠(F2𝑘, 𝐴′, 𝑎′0).
в) Якщо 𝑑 = «Так», то покласти 𝑥𝑖 = 𝐵𝑗, 𝐴 = 𝐴′, 𝑎0 = 𝑎′0 та
перервати цикл по 𝑗.
2) Якщо 𝑑 = «Нi», то повернути «⊥».
Повернути вектор (𝑥1, 𝑥2, . . . , 𝑥𝑛).
Вихiд. Вектор (𝑥1, 𝑥2, . . . , 𝑥𝑛) або «⊥».
Зауваження. Наведений алгоритм пошуку розв’язку можна
спростити, якщо алгоритм 2.1, окрiм вiдповiдi «Так», буде ще повертати
вектор, на якому виконується 𝐹 (𝑥) ̸= 0. Тодi для пошуку розв’язку буде
необхiдно лише 𝑛 перевiрок для першої компоненти. Але в такому разi
алгоритм 3.1 втратить свою унiверсальнiсть. Тому цей алгоритм
побудовано так, щоб замiсть алгоритму 2.1 можна було використовувати
довiльний полiномiальний алгоритм перевiрки iснування розв’язку з
односторонньою помилкою 2−𝑑.
Отже, загальна складнiсть алгоритму в найгiршому випадку
складає 𝑂(𝑛2 ·𝑚 · 2𝑘 · 𝑑) i залишається полiномiальною вiд довжини входу.
Оскiльки значення 𝑑, яке фiксує порядок помилки, встановлюється
заздалегiдь, то можна обрати його набагато бiльшим за кiлькiсть iтерацiй
iмовiрнiсного алгоритму, щоб запобiгти накопиченню помилки в рамках
усього алгоритму. В такому разi помилка не буде накопичуватись,
оскiльки кiлькiсть звертань до 𝑆𝑜𝑙_𝑒𝑥𝑖𝑠𝑡𝑠 є полiномiальною, а функцiя
2−𝑑 зменшується експоненцiйно зi збiльшенням 𝑑.
Зауважимо, що такий алгоритм можна застосовувати i у випадку
𝑚 > 2𝑘−1, але тодi вiн стає емпiричним, оскiльки в такому разi вiдсутнє
теоретичне обґрунтування коректностi його роботи. Можливiсть його
використання спричинена тим, що алгоритм 2.1 перевiрки iснування
розв’язкiв має односторонню помилку, тобто вiн може випадково
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вiдкидати деякi дiйснi розв’язки, але нiколи не повертає вектори, якi не є
розв’язками. Таким чином може бути ситуацiя, коли розв’язок системи
лiнiйних заборон iснував, а алгоритм пошуку розв’язку повернув «⊥», але
не може бути ситуацiї, коли цей алгорим повернув вектор, який не є
розв’язком.
Розглянемо емпiричний алгоритм, який дозволяє шукати декiлька
розв’язкiв системи лiнiйних заборон. Пiд 𝐹𝑖𝑛𝑑_𝑜𝑛𝑒_𝑠𝑜𝑙(F2𝑘, 𝐴, 𝑎0) будемо
позначати полiномiальний iмовiрнiсний алгоритм 3.1, який знаходить
один розв’язок системи лiнiйних заборон з високою iмовiрнiстю. Можна
застосувати алгоритм знаходження одного розв’язку таким чином:
знайшовши деякий розв’язок, накласти на нього заборону, та продовжити
iтеративно запускати iмовiрнiсний алгоритм для пошуку наступних
розв’язкiв, додаючи для кожного з них вiдповiднi заборони в систему. В
цьому випадку, час роботи алгоритму вже не обмежено полiномом,
оскiльки кiлькiсть розв’язкiв системи лiнiйних заборон потенцiйно може
бути експоненцiйною, тобто не обмеженою полiномом вiд довжини
вхiдних даних. Для випадку нульових правих частин теорема 2.2 надає
представлення про структуру розв’язкiв, а точнiше вона стверджує, що
кiлькiсть розв’язкiв становить 𝑠 · (2𝑘 − 1), де 𝑠 — кiлькiсть класiв
еквiвалентностi за вiдношенням пропорцiйностi. Таким чином, для
випадку нульових правих частин пiсля знаходження одного розв’язку
необхiдно додати в множину розв’язкiв його клас еквiвалентностi, тобто
множину пропорцiйних йому векторiв.
Щоб реалiзувати такий алгоритм, необхiдно вмiти для знайденого
розв’язку шукати заборону. Такою забороною може бути вектор,
ортогональний знайденому розв’язку. Задача пошуку ортогонального
вектора не є складною, можна скористатись детермiнованим
алгоритмом 3.2.
Алгоритм 3.2 (𝑂𝑟𝑡ℎ_𝑠𝑒𝑎𝑟𝑐ℎ). Вхiд. Вектор 𝑥 ∈ F𝑛2𝑘 .
1) Якщо 𝑥 = 0, то повернути вектор 𝑢 = (1, 0, . . . , 0).
2) Якщо 𝑥 ̸= 0, то iснує принаймнi одна ненульова компонента.
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Будемо позначати позицiю цiєї компоненти 𝑖, де 1 ≤ 𝑖 ≤ 𝑛.






4) Повернути вектор 𝑢 такого виду:
𝑢 = (1, 1, . . . , 1, 𝑥−1𝑖 · 𝑠, 1, . . . , 1),
де 𝑥−1𝑖 · 𝑠 мiститься на позицiї з iндексом 𝑖.
Вихiд. Вектор 𝑢 ̸= 0 такий, що (𝑢, 𝑥) = 0.
Переконаємось, що 𝑢 ̸= 0 справдi є ортогональним до 𝑥:
(𝑢, 𝑥) = 1 · 𝑥1 + . . .+ 𝑥−1𝑖 𝑠 · 𝑥𝑖 + . . .+ 1 · 𝑥𝑛 = 𝑠+ 𝑠 = 0.
Зауважимо, що запропонований спосiб побудови ортогонального
вектора не єдиний. Нехай 1 ≤ 𝑖 ≤ 𝑛 — це iндекс ненульової компоненти
вектора 𝑥, тодi можна випадково згенерувати 𝑛 − 1 елемент поля





Тодi якщо 𝑢𝑖 = 𝑥−1𝑖 · 𝑠, то отриманий вектор 𝑢 теж буде ортогональним
вектору 𝑥.
Маючи процедуру пошуку ортогонального вектора, можемо
сформулювати алгоритм 3.3 пошуку декiлькох розв’язкiв системи
лiнiйних заборон.
Алгоритм 3.3. Вхiд. F2𝑘 , матриця 𝐴 розмiру 𝑚×𝑛, вектор 𝑎0 розмiру
𝑚× 1, де 𝑚 ≤ 2𝑘−1.
Iнiцiалiзувати 𝐷 = ∅, 𝐴′ = 𝐴.
Повторювати:
1) 𝑑 = 𝐹𝑖𝑛𝑑_𝑜𝑛𝑒_𝑠𝑜𝑙(F2𝑘, 𝐴′, 𝑎0).
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2) Якщо 𝑑 не дорiвнює «⊥», то:
а) Якщо 𝑎0 = 0, то 𝐷0 = {𝑐 · 𝑑, 𝑐 ∈ F*2𝑘}, iнакше 𝐷0 = {𝑑}.
б) Оновити 𝐷 = 𝐷 ∪𝐷0.
в) Знайти вектор 𝑢 = 𝑂𝑟𝑡ℎ_𝑠𝑒𝑎𝑟𝑐ℎ(𝑑).
г) Оновити матрицю 𝐴′, додавши туди вектор 𝑢. Оновити вектор
𝑎0, додавши туди елемент 0.
Поки 𝑑 не дорiвнює «⊥».
Вихiд. Пiдмножина 𝐷 множини розв’язкiв системи лiнiйних заборон
𝐴 · 𝑥 ̸= 𝑎0.
Цей алгоритм є евристичним, оскiльки коли додаємо заборону на
кожному кроцi, то вiдкидаємо не гарантовано 1 розв’язок (або 2𝑘 − 1
розв’язкiв у випадку 𝑎0 = 0), а щонайменше 1 (або 2𝑘 − 1 у випадку
𝑎0 = 0), — може трапитись, що в множинi розв’язкiв знайшовся розв’язок,
ортогональний заборонi, яку додали до системи лiнiйних заборон. Пiд час
практичного застосування цього алгоритму було емпiрично встановлено,
що найкращi результати вiн показує, коли потужнiсть множини
розв’язкiв є невеликою. Наприклад, у випадку поля F8 та 𝑛 = 5 при
кiлькостi розв’язкiв приблизно 2− 10, алгоритм знаходив всi цi розв’язки.
Отже, цей алгоритм доцiльно застосовувати в ситуацiї, коли система
лiнiйних заборон має достатню кiлькiсть лiнiйних заборон та її множина
розв’язкiв складається з невеликої кiлькостi векторiв.
3.3 Складнiсть часткових випадкiв задачi перевiрки
iснування розв’язку систем лiнiйних заборон
Оскiльки наразi невiдома бiльш точна оцiнка складностi задачi
SLR-decision, анiж приналежнiсть класу 𝒩𝒫 , то сформулюємо частковi
випадки цiєї задачi та оцiнимо їхню складнiсть.
Розглянемо версiю задачi SLR-decision, в якiй поле є фiксованим i
дорiвнює F2.
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Задача 3.3 (F2-SLR-decision). Вхiд. Матриця 𝐴 розмiру 𝑚 × 𝑛 над
полем F2, вектор 𝑎0 розмiру 𝑚× 1 над полем F2.
Необхiдно знайти хоча б один розв’язок над полем F2 системи
лiнiйних заборон 𝐴𝑥 ̸= 𝑎0.
Вихiд. «Так», якщо розв’язок iснує, «Нi», iнакше.
Розглянемо твердження, яке стосується складностi задачi
F2-SLR-decision. Зауважимо, що за своєю структурою ця задача подiбна
задачi XORSAT.
Твердження 3.3. Задача F2-SLR-decision належить класу
складностi 𝒫.
Доведення. Якщо поле в умовi задачi є фiксованим i дорiвнює F2,
то для системи лiнiйних заборон⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑎
(1)
1 𝑥1 + 𝑎
(1)
2 𝑥2 + . . .+ 𝑎
(1)
𝑛 𝑥𝑛 ̸= 𝑦1
𝑎
(2)
1 𝑥1 + 𝑎
(2)
2 𝑥2 + . . .+ 𝑎
(2)




1 𝑥1 + 𝑎
(𝑚)
2 𝑥2 + . . .+ 𝑎
(𝑚)
𝑛 𝑥𝑛 ̸= 𝑦𝑚
,
де 𝑎(𝑗)𝑖 , 𝑦𝑗 ∈ F2 для 𝑖 = 1, 𝑛, 𝑗 = 1,𝑚, можна отримати еквiвалентну їй
систему рiвнянь, виконавши замiну ̃︀𝑦𝑗 = 𝑦𝑗 + 1 для 𝑗 = 1,𝑚:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑎
(1)
1 𝑥1 + 𝑎
(1)
2 𝑥2 + . . .+ 𝑎
(1)
𝑛 𝑥𝑛 = ̃︀𝑦1
𝑎
(2)
1 𝑥1 + 𝑎
(2)
2 𝑥2 + . . .+ 𝑎
(2)




1 𝑥1 + 𝑎
(𝑚)
2 𝑥2 + . . .+ 𝑎
(𝑚)
𝑛 𝑥𝑛 = ̃︁𝑦𝑚
.
Для розв’язку таких систем iснують полiномiальнi алгоритми, наприклад,
метод Гауса. Вiн може бути використаний для обчислення рангу матрицi,
яка задає систему лiнiйних рiвнянь, а маючи ранг матрицi, можна надати
вiдповiдь на питання чи iснують розв’язки в вихiднiй системi лiнiйних
рiвнянь. Складнiсть алгоритму Гауса є кубiчною вiдносно довжини
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вхiдних даних, тому вона обмежена полiномом вiд довжини вхiдних
даних.
Розглянемо апроксимацiйну версiю задачi SLR-decision, в якiй не
обов’язково знаходити розв’язок для всiх лiнiйних заборон в системi, а
можна знайти частковий розв’язок, який задовольняє щонайменше
1 ≤ 𝑙 ≤ 𝑚 лiнiйних заборон.
Задача 3.4 (Max-SLR-decision). Вхiд. F2𝑘 , матриця 𝐴 розмiру 𝑚×𝑛
над полем F2𝑘 , вектор 𝑎0 розмiру 𝑚× 1, число 𝑙, де 1 ≤ 𝑙 ≤ 𝑚.
Необхiдно з’ясувати чи iснує розв’язок над полем F2𝑘 у системи, що
утворена щонайменше з 𝑙 лiнiйних заборон вхiдної системи лiнiйних
заборон 𝐴𝑥 ̸= 𝑎0.
Вихiд. «Так», якщо розв’язок iснує, «Нi», iнакше.
Покажемо, що ця задача належить класу складностi 𝒩𝒫 .
Твердження 3.4. Задача Max-SLR-decision належить класу
задач 𝒩𝒫.
Доведення. Доведення є аналогiчним до твердження 3.1.
Iснування полiномiального сертифiката. Сертифiкатом для цiєї
задачi як i у випадку SLR-decision є вектор (𝑥1, 𝑥2, . . . , 𝑥𝑛).
Полiномiальна перевiрка сертифiкату. Перевiрка сертифiкату
полягає в пiдставленнi вектору (𝑥1, 𝑥2, . . . , 𝑥𝑛) в систему лiнiйних заборон
i пiдрахунку кiлькостi лiнiйних заборон, для яких (𝑥1, 𝑥2, . . . , 𝑥𝑛) є
розв’язком. Розлянемо алгоритм перевiрки сертифiкату.
Вхiд. Вектор (𝑥1, 𝑥2, . . . , 𝑥𝑛).
1) Встановити 𝐶𝑜𝑢𝑛𝑡𝑒𝑟 = 0.
2) Для кожного 𝑗 = 1,𝑚:
а) Перевiрити чи виконується 𝑎(𝑗)1 𝑥1 + 𝑎
(𝑗)
2 𝑥2 + . . .+ 𝑎
(𝑗)
𝑛 𝑥𝑛 ̸= 𝑎(𝑗)0 .
б) Якщо виконується, то 𝐶𝑜𝑢𝑛𝑡𝑒𝑟 = 𝐶𝑜𝑢𝑛𝑡𝑒𝑟 + 1.
3) Якщо 𝐶𝑜𝑢𝑛𝑡𝑒𝑟 ≥ 𝑙, повернути «Так», iнакше повернути «Нi».
Вихiд. «Так», якщо 𝑥 є розв’язком щонайменше 𝑙 лiнiйних заборон,
«Нi» iнакше.
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Як i у випадку минулої задачi, процедура перевiрки потребує 𝑛 · 𝑚
операцiй множення в полi F2𝑘 , отже є полiномiальною вiд довжини вхiдних
даних задачi.
Для доведення 𝒩𝒫-повноти задачi Max-SLR-decision будемо
використовувати задачу Max-XORSAT.
Твердження 3.5. Задача Max-SLR-decision є 𝒩𝒫-складною.
Доведення. Для доведення необхiдно показати, що
Max-XORSAT ≤𝑝 Max-SLR-decision.
Нагадаємо яким чином формулюється задача Max-XORSAT. На
вхiд задачi подається формула, представлена у КНФ, в якiй усi операцiї
диз’юнкцiї в диз’юнктах замiненi на операцiю XOR. Формула мiстить 𝑛
змiнних (𝑥1, 𝑥2, . . . , 𝑥𝑛) та 𝑚 виразiв зi XOR, якi для скорочення будемо
називати XOR-виразами. В XOR-вираз може входити як змiнна, так i її
заперечення. Також на вхiд подається 𝑙, де 𝑙 — натуральне число, яке не
перебiльшує кiлькостi XOR-виразiв. Необхiдно визначити чи iснує набiр
значень, який задовольняє щонайменше 𝑙 XOR-виразiв в заданiй формулi.
Цю формулу можна записати у виглядi системи рiвнянь,
прирiвнявши кожний XOR-вираз до одиницi, тодi питання буде полягати
в тому, чи можна знайти набiр, який є розв’язком для щонайменше 𝑙
рiвнянь цiєї системи. Слiд зауважити, що усi операцiї заперечення в
XOR-виразах можна замiнити на XOR змiнної з одиницею. Тодi в лiвих
частинах рiвнянь залишаться лише змiннi, а правi частини рiвнянь будуть
дорiвнювати нулю у випадку, коли в XOR-виразi мiстилась непарна
кiлькiсть змiнних з запереченням, та одиницi у всiх iнших випадках.
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де 1 ≤ 𝑘𝑙 ≤ 𝑛 для 𝑙 = 1,𝑚 — це кiлькiсть змiнних в кожному з XOR-
виразiв, 𝑖(𝑙)𝑗 ∈ {1, 2, . . . , 𝑛} для 1 ≤ 𝑗 ≤ 𝑘𝑙, 𝑙 = 1,𝑚 — це iндекси, якi
задають змiннi, що потрапили в кожний з XOR-виразiв (зауважимо, що в
XOR-виразi не можуть мiститись змiннi з однаковими iндексами або змiнна
та її заперечення одночасно), 𝑦𝑙 ∈ {0, 1} для 𝑙 = 1,𝑚 — це набiр значень,
якi приймають вiдповiднi XOR-вирази.
Бачимо, що iндекси в такому записi фактично вiдображають
присутнiсть деякої змiнної з набору (𝑥1, 𝑥2, . . . , 𝑥𝑛) в деякому з 𝑚 рiвнянь.
Цей запис можна спростити, якщо ввести штучнi змiннi, кожна з яких
буде iндикатором того, чи присутня деяка змiнна в деякому рiвняннi.
Тодi ця система набуває такого виду:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑎
(1)
1 𝑥1 + 𝑎
(1)
2 𝑥2 + . . .+ 𝑎
(1)
𝑛 𝑥𝑛 = 𝑦1
𝑎
(2)
1 𝑥1 + 𝑎
(2)
2 𝑥2 + . . .+ 𝑎
(2)




1 𝑥1 + 𝑎
(𝑚)
2 𝑥2 + . . .+ 𝑎
(𝑚)
𝑛 𝑥𝑛 = 𝑦𝑚
,
де 𝑎(𝑗)𝑖 ∈ {0, 1} для 𝑖 = 1, 𝑛, 𝑗 = 1,𝑚 — цi штучнi змiннi та 𝑦𝑗 ∈ {0, 1} для
𝑗 = 1,𝑚. Зауважимо, що таке перетворення впливає лише на
представлення системи рiвнянь та не змiнює множину розв’язкiв.
Оскiльки 𝑦𝑖 для 𝑖 = 1,𝑚 приймає лише два значення, то можемо
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позначити ̃︀𝑦𝑖 = 𝑦𝑖 + 1 для 𝑖 = 1,𝑚. Тодi система має вигляд:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑎
(1)
1 𝑥1 + 𝑎
(1)
2 𝑥2 + . . .+ 𝑎
(1)
𝑛 𝑥𝑛 ̸= ̃︀𝑦1
𝑎
(2)
1 𝑥1 + 𝑎
(2)
2 𝑥2 + . . .+ 𝑎
(2)




1 𝑥1 + 𝑎
(𝑚)
2 𝑥2 + . . .+ 𝑎
(𝑚)
𝑛 𝑥𝑛 ̸= ̃︀𝑦𝑚
.
Отримали систему лiнiйних заборон над полем F2. Отже, задача
Max-XORSAT фактично є частковим випадком задачi Max-SLR-decision.
Функцiя зведення 𝑓 , яка ставить у вiдповiднiсть кожному екземпляру
задачi Max-XORSAT екземпляр задачi Max-SLR-decision, — це описане
вище перетворення булевої формули з XOR-виразами у систему лiнiйних
заборон над F2.
Функцiя 𝑓 зберiгає при вiдображеннi множину екземплярiв задачi
Max-XORSAT з вiдповiддю «Так», тобто Max-XORSAT(𝑥) = 1 тодi й
тiльки тодi, коли Max-SLR(𝑥) = 1. Це випливає з побудови функцiї 𝑓 —
на кожному кроцi виконувались лише еквiвалентнi перетворення
початкової булевої формули, тому в результатi була побудована система
лiнiйних заборон, в якої множина розв’язкiв спiвпадає з множиною входiв
булевої формули, на яких вона приймає значення 1. Складнiсть
обчислення функцiї 𝑓 обмежена полiномом вiд вхiдних даних, оскiльки
вона потребує лише декiлькох iтерацiй матрицi 𝐴 та вектору 𝑎0.
Наслiдок 3.1. Задача Max-SLR-decision є 𝒩𝒫-повною.
Сформулюємо версiю задачi SLR-decision, наклавши обмеження
𝑚 ≤ 2𝑘−1 на кiлькiсть лiнiйних заборон в системi. Зауважимо, що
сформульована таким чином задача є задачею типу promise. Це означає,
що в рамках цiєї задачi не на всi можливi вхiднi данi необхiдно надавати
вiдповiдь «Так» або «Нi» — на частину входiв, для яких 𝑚 > 2𝑘−1, можна
нiчого не повертати.
Задача 3.5 (Restricted-SLR-decision). Вхiд. F2𝑘 , матриця 𝐴 розмiру
𝑚× 𝑛 над полем F2𝑘 , вектор 𝑎0 розмiру 𝑚× 1, де 𝑚 ≤ 2𝑘−1.
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Необхiдно з’ясувати чи iснує розв’язок над полем F2𝑘 у системи
лiнiйних заборон 𝐴𝑥 ̸= 𝑎0.
Вихiд. «Так», якщо розв’язок iснує, «Нi», iнакше.
Покажемо, що задача Restricted-SLR-decision належить класу
складностi ℛ𝒫 .
Твердження 3.6. Задача Restricted-SLR-decision належить класу
задач ℛ𝒫.
Доведення. Щоб довести цей факт, необхiдно показати, що iснує
полiномiальний iмовiрнiсний алгоритм 𝐵, такий що:
1) якщо Restricted-SLR(F2𝑘, 𝐴, 𝑎0) = 1, то 𝑃𝑟[𝐵(F2𝑘, 𝐴, 𝑎0) = 1] ≥ 12 ;
2) якщо Restricted-SLR(F2𝑘, 𝐴, 𝑎0) = 0, то 𝑃𝑟[𝐵(F2𝑘, 𝐴, 𝑎0) = 1] = 0.
Побудуємо такий алгоритм 𝐵.
Вхiд. F2𝑘 , матриця 𝐴 розмiру 𝑚 × 𝑛, вектор 𝑎0 розмiру 𝑚 × 1,
де 𝑚 ≤ 2𝑘−1.
1) Випадково рiвноймовiрно генеруємо (𝑟1, 𝑟2, . . . , 𝑟𝑛), де 𝑟𝑖 ∈ F2𝑘
для 𝑖 = 1, 𝑛.
2) Обчислюємо 𝐹 (𝑟1, 𝑟2, . . . , 𝑟𝑛), де 𝐹 (𝑥) =
∏︀𝑚
𝑖=1 [(𝑎
(𝑖), 𝑥) + 𝑎
(𝑖)
0 ].
3) Якщо 𝐹 (𝑟1, 𝑟2, . . . , 𝑟𝑛) ̸= 0, то повертаємо «Так», iнакше
повертаємо «Нi».
Вихiд. «Так», якщо iснує розв’язок системи 𝐴𝑥 ̸= 𝑎0, «Нi», iнакше.
В цьому випадку скористались критерiєм iснування розв’язкiв
системи лiнiйних заборон 2.1: розв’язок iснує тодi й тiльки тодi, коли
полiном, що складається з добутку усiх лiвих частин, тотожно не
дорiвнює нулю.
Цей алгоритм є полiномiальним вiд довжини входу, оскiльки потребує
𝑚× 𝑛 операцiй множення в полi.
Переконаємось у виконаннi умов.
1) Припустимо, що Restricted-SLR(F2𝑘, 𝐴, 𝑎0) = 0, тодi 𝐹 (𝑥) ≡ 0. В
такому разi у всiх можливих випадках буде вiдповiдь «Нi», оскiльки для
полiнома, тотожно рiвного нулю, не iснує набору значень, при якому його
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значення буде вiдрiзнятись вiд нуля.
2) Припустимо, що Restricted-SLR(F2𝑘, 𝐴, 𝑎0) = 1, тодi 𝐹 (𝑥) ̸≡ 0. В
такому разi iмовiрнiсть того, що 𝐹 (𝑥) буде дорiвнювати нулю можна
оцiнити за допомогою леми Шварца-Зiпеля:






Можемо обчислити iмовiрнiсть протилежної подiї:




Оскiльки вiдповiдь «Так» надається лише у випадку, коли полiном не
дорiвнює нулю, то iмовiрнiсть того, що алгоритм 𝐵 надасть вiдповiдь
«Так», бiльша за 0.5.
Матриця помилок алгоритму наведена в таблицi 3.1.
Таблиця 3.1 – Матриця помилок алгоритму розв’язку задачi
Restricted-SLR-decision
«Так» «Нi»
Restricted-SLR(𝑦) = 1 ≥ 12 ≤
1
2
Restricted-SLR(𝑦) = 0 0 1
Обчислення помилок алгоритму завершує доведення.
З огляду на розглянутi частковi випадки SLR-decision та аналiтичнi
властивостi систем лiнiйних заборон, виникло двi гiпотези щодо уточнення
складностi задачi SLR-decision.
Перша гiпотеза полягає в тому, що задача SLR-decision є 𝒩𝒫-повною.
На користь цiєї гiпотези можна навести такi спостереження.
1) Множина розв’язкiв системи лiнiйних заборон не має певної
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структури, як у випадку систем лiнiйних рiвнянь. Це вказує на те, що
перевiрка iснування розв’язку довiльної системи лiнiйних заборон в
загальному випадку потребує експоненцiйного обчислення.
2) Систему лiнiйних заборон можна представити у виглядi системи
квадратичних рiвнянь над скiнченним полем, а задача MQ в загальному
випадку є 𝒩𝒫-повною. Звiсно, при перетвореннi системи лiнiйних
заборон на систему квадратичних рiвнянь отримана система має особливу
структуру, але наразi не вiдомо як скористатись цiєю структурою.
3) У випадку 𝒩𝒫-повної задачi SAT її спрощена версiя XORSAT
належить класу 𝒫 , а її апроксимацiйна спрощена версiя Max-XORSAT є
𝒩𝒫-повною задачею. Така сама ситуацiя з частковими випадками
F2-SLR-decision та Max-SLR-decision. Звiсно, у задачi Max-SLR-decision
вибiр поля не обмежується полем F2, але при доведеннi 𝒩𝒫-повноти
достатньо лише випадку F2.
Друга гiпотеза полягає в тому, що для задачi SLR-decision iснує
полiномiальний, можливо iмовiрнiсний, алгоритм розв’язку. На користь
цiєї гiпотези можна навести такi спостереження.
1) Всi лiвi частини заборон в системi є лiнiйними вiдносно XOR. Тому
не можна застосувати мiркування, аналогiчнi до доведення 𝒩𝒫-повноти
задачi MQ, оскiльки в задачi 3SAT кожний диз’юнкт в КНФ має нелiнiйну
вiдносно XOR структуру.
2) Задача SLR-decision еквiвалентна задачi перевiрки тотожної
рiвностi полiнома нулю у випадку скiнченного поля, а та ж сама задача у
випадку нескiнченного поля належить класу складностi ℛ𝒫 .
3) Задача Restricted-SLR-decision належить класу складностi ℛ𝒫 .
Уточнення оцiнки складностi для задачi SLR-decision планується у
подальших дослiдженнях.
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Висновки до роздiлу 3
В даному роздiлi визначенi задачi перевiрки iснування та пошуку
розв’язку системи лiнiйних заборон над скiнченним полем. Доведено
еквiвалентнiсть за Тюрiнгом цих задач, тобто розв’язок однiєї з цих задач
можна застосувати для розв’язку iншої. Отже, якщо буде побудовано
ефективний алгоритм розв’язку SLR-decision, то для задачi SLR-search
такий ефективний алгоритм також можна побудувати.
Оскiльки доведення еквiвалентностi задач SLR-decision та
SLR-search є конструктивним, то iмовiрнiсний алгоритм перевiрки
iснування розв’язку у випадку 𝑚 ≤ 2𝑘−1 було використано для побудови
алгоритму пошуку розв’язку у випадку 𝑚 ≤ 2𝑘−1. Проведено аналiз цього
алгоритму i встановлено, що вiн є полiномiальним. Також цей алгоритм
було iмплементовано та перевiрено на деякому наборi вхiдних даних. На
основi алгоритму пошуку розв’язку було побудовано евристичний
алгоритм пошуку декiлькох розв’язкiв. Цей алгоритм використовує
процедуру пошуку ортогонального вектора, щоб виключати з множини
розв’язкiв системи знайдений розв’язок. В загальному випадку, такий
алгоритм не є полiномiальним та не гарантує знаходження усiх
розв’язкiв. Цей алгоритм було iмплементовано та перевiрено на деякому
наборi вхiдних даних. Також експериментально встановлено, що у
випадку достатньої кiлькостi заборон в системi та невеликої потужностi
множини розв’язкiв, цей алгоритм вiдновлює бiльшiсть цих розв’язкiв.
Сформульовано частковi випадки задачi SLR-decision та визначено
клас складностi для кожного з цих випадкiв. Запропоновано декiлька
гiпотез щодо уточнення складностi задачi SLR-decision та розглянутi
фактори, якi потенцiйно вказують на кожну з цих гiпотез. Розглянутi
фактори враховують структуру систем лiнiйних заборон, наявнi
алгебраїчнi властивостi систем лiнiйних заборон та частковi випадки, для
яких визначено класи складностi.
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ВИСНОВКИ
В ходi дослiдження виконано такi завдання.
1) Формалiзовано задачу вiдновлення невiдомого вектора за
частковою iнформацiєю, представленою у формi лiнiйних залежностей, за
допомогою введення нотацiї системи лiнiйних заборон над скiнченним
двiйковим полем. Сформульовано та доведено критерiй iснування
розв’язку системи лiнiйних заборон. На основi цього критерiю побудовано
полiномiальний iмовiрнiсний алгоритм перевiрки iснування розв’язку для
випадку 𝑚 ≤ 2𝑘−1. Проведено аналiз цього алгоритму та обчислено
iмовiрнiсть помилки, яка є односторонньою i становить 2−𝑑, де 𝑑 — це
фiксоване число, яке визначає порядок точностi алгоритму. Цей алгоритм
було iмплементовано та перевiрено на певних наборах вхiдних параметрiв.
2) Розглянуто випадок, коли систему лiнiйних заборон згенеровано
невiдомим фiксованим вектором, та дослiджено принципову можливiсть
вiдновлення невiдомого вектора в такому випадку. Це дослiдження
надало змогу побудувати систему лiнiйних заборон, яка мiстить невелику
кiлькiсть лiнiйних заборон (у порiвняннi з кiлькiстю усiх можливих
лiнiйних заборон в системi), але має єдиний розв’язок. Цей результат
надав змогу отримати нетривiальну оцiнку на точку насичення у випадку
ненульових правих частин.
3) Сформульовано задачi перевiрки iснування розв’язку та пошуку
розв’язку для системи лiнiйних заборон. Доведено еквiвалентнiсть цих
задач за Тюрiнгом, що надало змогу побудувати полiномiальний
iмовiрнiсний алгоритм пошуку хоча б одного розв’язку системи лiнiйних
заборон у випадку 𝑚 ≤ 2𝑘−1. Алгоритм було iмплементовано та
апробовано на певних наборах вхiдних даних. На основi цього алгоритму
було побудовано iнший евристичний алгоритм для пошуку декiлькох
розв’язкiв системи лiнiйних заборон. В ходi апробацiї було виявлено, що
найкращi результати цей алгоритм показує у випадку, коли потужнiсть
82
множини розв’язку системи лiнiйних заборон становить приблизно 1 − 10
векторiв.
4) Встановлено клас складностi задачi перевiрки iснування
розв’язку системи лiнiйних заборон. Також для цiєї задачi сформульовано
певний набiр задач, якi є частковими випадками початкової задачi. Для
всiх часткових випадкiв встановлено їх приналежнiсть вiдповiдним
класам складностi. Цi результати надали змогу висунути гiпотези щодо
уточнення складностi задачi перевiрки iснування розв’язку системи
лiнiйних заборон.
В подальших дослiдженнях планується виконати пошук
полiномiального iмовiрнiсного алгоритму перевiрки iснування розв’язку
системи лiнiйних заборон над скiнченним полем в загальному випадку.
Також планується дослiдити можливiсть уточнення оцiнки складностi
задачi перевiрки iснування розв’язку системи лiнiйних заборон.
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