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The value distribution of the Riemann zeta function ζ(s) is a classical question. Despite the fact
that values of ζ(s) are approximately Gaussian distributed, ζ(s) can be very large for infinitely
many s as |=s| → ∞. Exponential sums and random matrix theory have been extensively employed
to study the behaviour of extreme values of ζ(s). This thesis is focused on extreme values of L-
functions using the resonance method together with recent developments on greatest common
divisor sums.
This thesis consists of five chapters. The first chapter gives some history and recent progress
on the extreme values of L-functions in the critical strip.
In Chapter 2, we consider large values of the Dedekind zeta function ζK(s) in the critical strip,
where K is an arbitrary number field . We present two different approaches to the problem: one is
to use Phragmen-Lindelöf principle, and the other is to use the convolution method. This is based
on joint work with S. Baluyot and A. Zaharescu.
In Chapter 3, we focus on large values of degree 1 L-functions in the Selberg class in relation
to other L-functions. It is believed that values of distinct primitive L-functions behave like inde-
pendent random variables. For example, if we let ρ denote a zero of a Dirichlet L-function, we can
ask what the behaviour of ζ(ρ) is. The method is based on the study of simple zeros of ζ(s), and
the results apply to general L-functions in the Selberg class satisfying appropriate conditions.
In Chapter 4, we discuss small values of the derivative of the Dedekind zeta function. It is
believed that ζ ′K(ρ) cannot be zero from the Grand Simplicity Conjecture. We show that ζ
′
K(ρ)
can be very small for infinitely many ρ. This is a generalization of a result of N. Ng to number
fields beyond Q.
The last chapter lists all the references.
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ε, c, β, a,A, α, δ (absolute) positive constant that may differ from line to line
χ, ψ Dirichlet characters
logk x the k-th iterate of the natural logarithm of x
φ(n) Euler’s totient function
µ(n) Mobius function
d(n) the number of divisors of n
ω(n) the number of distinct prime factors of n
τk(n) the number of ways of writing n as a product of k terms
Λ(n) the von Mangoldt function, Λ(pa) = log p, and Λ(n) = 0 otherwise







GL(m,K) the general linear group over K
f = O(g), f  g there exists a positive constant C such that |f | ≤ Cg
f(x) = o(g(x)), x→∞ limx→∞ f(x)/g(x) = 0
x↘ a x approaches a from above
x↗ a x approaches a from below
#S, |S| the number of elements of a set S
∂G the boundary of a region G
<(s) the real part of a complex number s
vi
=(s) the imaginary part of a complex number s
‖x‖1 the L1-norm of the sequence x, ‖x‖1 =
∑
n |xn|
‖x‖∞ the L∞-norm of the sequence x, ‖x‖∞ = maxn |xn|
lcm(a, b) the least common multiple of a and b
ζ(s) the Riemann zeta function
L(s, χ) the Dirichlet L-function
ζK(s) the Dedekind zeta function associated to a number field K
H(K) the residue of ζK(s) at s = 1
hK the class number of K
DK the absolute discriminant of a number field K
I, J integral ideals of a number field K
p prime ideals of a number field K
N(p) the absolute norm of p
ρ a zero of an L-function in the class S∗
γ the imaginary part of ρ
σ the real part of s = σ + it
R the field of real numbers
C the field of complex numbers




The study of the value distribution of the Riemann zeta function began with the work of H. Bohr.
Using the theory of almost periodic functions, he showed that ζ(s) takes any nonzero complex value
z infinitely often in any strip 1 < <(s) < 1 + ε. Later in [7], together with B. Jessen, he showed
that log ζ(σ+ it) has a continuous limiting distribution on the complex plane for any σ > 1. On the
critical line, A. Selberg [73, 72] showed that log |ζ(12 + it)| is approximately Gaussian distributed




t ∈ [T, 2T ] : log |ζ(12 + it)|√1






2/2dx, as T →∞. (1.0.1)
This implies that the typical size of |ζ(12 + it)| is exp
(√
1
2 log log T
)
. Regarding the exceptional
large values of |ζ(12 + it)|, the Lindelöf Hypothesis asserts that |ζ(
1
2 + it)| = O(t
ε) for any ε > 0.
Assuming the Riemann Hypothesis, one can show ([50, 15]) that









for some absolute constant c. D. Farmer, S. Gonek, and C. Hughes [24] conjectured that the






log T log log T
)
by treating the local
maxima of log |ζ(12 + it)| as statistically independent variables satisfying the central limit theorem
(1.0.1). For omega results, E. C. Titchmarsh first showed that there exist arbitrarily large t with
|ζ(12 + it)| ≥ exp(log
α t) for any α < 1/2 (cf. Theorem 8.12 in [78]). In [56], under the Riemann
Hypothesis, H. Montgomery proved that there exist arbitrarily large values of t such that










Unconditionally, R. Balasubramanian and K. Ramachandra [4], showed that there are arbitrarily
large t such that














2kdt. Later, K. Soundararajan [76] introduced the resonance method and obtained
(1.0.2) for c = 1 + o(1). More recently, A. Bondarenko and K. Seip in a series of papers [11, 10, 12]
proved that for any 0 ≤ β < 1 and 0 ≤ c ≤
√
1− β, if T is sufficiently large, then
max
Tβ≤t≤T








The proof is based on the resonance method, a result on certain large greatest common divisor
(GCD) sums, and some convolution formulas.
1.1 Large Values of ζK(s) in the critical strip
In Chapter 2, we investigate the extreme values of the Dedekind zeta function ζK(s) over an
arbitrary number field. When K = Q, the large values of ζK(s) = ζ(s) in the critical strip were
studied by Montgomery in [56], where he proved that for 1/2 < σ < 1 and T ≥ T (σ), there exists
a t in [T (σ−1/2)/3, T ] such that
<
(
e−iθ log ζ(σ + it)
)
≥ 120(σ − 1/2)
1/2 (log T )
1−σ
(log log T )σ
.
As a corollary, when θ = 0 and T ≥ T (σ), there exists a t in [T (σ−1/2)/3, T ] such that













When K is a quadratic field over Q with discriminant d, U. Balakrishnan [3] showed that for
1
2 < σ < 1, 0 < ε <
1




3−2σ − log2 T, T ] such that







where c(σ, ε) is a constant depending on σ and ε. Under the Riemann Hypothesis for ζK(s), he
further showed that there are arbitrarily large values of t such that









When K is an arbitrary number field of degree [K : Q] = n0 > 2, his results only apply to the
region σ ≥ 1− 1n0 . O. M. Fomenko [25] recently improved these results to arbitrary number fields
by applying a result of Balasubramanian and Ramachandra [4]. Let c be an arbitrary positive
constant and T ≥ T (c) be large enough. Fomenko proved that for any Y in [(log T )c, T ], there exist
positive constants D1 and D2 such that
max
T≤t≤T+Y








and that for 12 < σ < 1,
max
T≤t≤T+Y







We further improve on the results of Fomenko for ζK(s) in the critical strip.




. There exist arbitrarily large values of t such that








Theorem 1.1.2. Let K/Q be an algebraic number field of degree n0. Then, there exist arbitrarily
3
large values of t such that for 12 + 1/ log log t ≤ σ ≤ 1− 1/ log log t,









where ν(σ) is a positive and continuous function on (12 , 1) with the asymptotic behaviour
ν(σ)→ c
√
| log(2σ − 1)|, as σ ↘ 1
2
,
and c is a positive constant depending on the field K.
When K/Q is Galois, we can improve the constants inside the exponential by a factor of n0.
The details can be found in Chapter 4.
1.2 Large Values of ζ(ρ)
In Chapter 3, we investigate large values of degree 1 L-functions at discrete points on the critical
line. X. Li and M. Radziwi l l[49] considered the large values of ζ(12 + it) in vertical arithmetic
progressions on the critical line. J. Kalpokas and P. Sarka [47] considered large values at generalized
Gram points. We consider the large values of the Riemann zeta function and Dirichlet L-functions
at the zeros of other L-functions.
Theorem 1.2.1. Let χ be a primitive Dirichlet L-functions with conductor q > 1. If all zeros of











(log log |T |)2
)
,
where c1 is some absolute positive constant.
This can be improved if we assume the Riemann Hypothesis holds for all Dirichlet L-functions.
Theorem 1.2.2. Let χ and ψ be two different primitive Dirichlet characters. Under the assumption
4












for every constant 0 < c < 1√
2
− ε, where d is the least common multiple of the conductors of χ and
ψ.
It is believed that the values of distinct primitive L-functions are uncorrelated. For example,
it is conjectured that different primitive Dirichlet L-functions have no common nontrivial zeros
([29], Conjecture 3). A. Fujii [28] proved this is true for a positive proportion of distinct primitive
Dirichlet characters. Under the Riemann Hypothesis, B. Conrey, A. Ghosh, and S. Gonek [18]
showed that at most two-thirds of the zeros of ζ(s) are also zeros of L(s, χ), where χ is a non-
principal Dirichlet character. Later they established similar results for Dirichlet L-functions with
inequivalent characters in [19] under the Generalized Riemann Hypothesis. R. Garunkštis and J.
Kalpokas [30] gave a lower bound for the proportion uniformly in the size of the conductors of the
characters.
The Riemann zeta function and Dirichlet L-functions are degree 1 L-functions from the Selberg
class, which is defined by four axioms. Many results mentioned above have been generalized to
L-functions in the Selberg class with additional conditions. For example, E. Bombieri and D.
Hejhal [8] proved that {log(Lj(12 + it))}
N
j=1 behave like independent Gaussian distributed random
variables for certain Lj ’s in the Selberg class. A short interval analogue was proved by E. Bombieri
and A. Perelli [9]. In the same paper [9], they also considered the simultaneous non-vanishing in
the setting of the Selberg class under certain additional hypotheses. Some unconditional results
for cuspidal automorphic representations have been established by R. Raghunathan [66]. In terms
of large values of L-functions in the Selberg class, C. Aistleitner and L. Pańkowaski [1] have some
results for L-functions in the Selberg class with polynomial Euler products. We also generalize
Theorem 1.2.2 and Theorem 1.2.1 to functions in the Selberg class satisfying certain properties.
We denote by S∗ the class of such functions (cf. (3.1.2)).
Theorem 1.2.3. Let F be an L-function in S∗ ( c.f (3.1.2)) and assume F (z) has no pole at
5













for some positive constant c1 depending on F . Let χ (mod q) be a Dirichlet character such that Fχ̄
has no pole at z = 1. If there exist some positive constants c2 = c2(F, χ) and A = A(χ, F ) such
that L(s, χψ), F and Fψ for all ψ with conductor  TA have no zeros in the region <(s) ≥ 1− c2,












In particular we can take F to be a holomorphic cusp form of SL(2,Z). So as a corollary of
Theorem 1.2.3, we have the following theorem.
Theorem 1.2.4. Let f be a holomorphic primitive cusp form of weight k ≥ 1, level q and let χ











(log log T )2
)
.
1.3 Small Values of ζ ′K(ρ)
Let K/Q be a Galois extension and let ζK(s) be the Dedekind zeta function of K. In Chapter 4, we
consider the small values of ζ ′K(ρ) where ρ is a zero of ζK(s). If ζ
′
K(ρ) is small, then it is expected
that there is a small gap between consecutive zeros of ζK nearby. On the other hand, it is believed
that ζ ′K(ρ) cannot be zero, as all zeros of ζK(s) are conjectured to be simple. If K is a cyclotomic
field K = Q(ζq) over Q, then ζK(s) =
∏
χ L(s, χ), where χ runs through all Dirichlet characters
modulo q. The non-simultaneous vanishing conjecture is a consequence of the Linear Independence
conjecture (LI) introduced by A. Wintner [81], which says that non-negative imaginary parts of
the non-trivial zeros of Dirichlet L-functions corresponding to primitive characters are linearly
6
independent over the rationals. More recently, LI has been connected to prime number races by M.
Rubinstein and P. Sarnak in [68]. Even though LI is still out of reach, progress towards interesting
consequences from LI has been established. For example, LI implies L(12 , χ) 6= 0. This is known to
hold for at least one-third of the even primitive characters by H. Iwaniec and P. Sarnak [41], and
for at least 78 of the quadratic characters with conductor divisible by eight by Soundararajan [75].
Theorem 1.3.1. Let K/Q be a Galois extension of degree n0 and let ζK(s) be the Dedekind zeta
function of K. If the Riemann Hypothesis holds for ζK(s), then there exist arbitrary large values
|γ| such that








where c is some positive constant. A valid choice for the constant c is
√
2/3− ε for any ε.
When K = Q, this recovers a result of N. Ng [63] on the small values of ζ ′(ρ). If K is
a quadratic number field, then ζK(s) = ζ(s)L(s, χ) for a quadratic character. Since ζ
′
K(s) =
ζ(s)L′(s, χ) + ζ ′(s)L(s, χ), we see ζ ′K(ρ) = ζ
′(ρ)L(ρ, χ) if ζ(ρ) = 0 or ζ(ρ)L′(s, χ) if L(ρ, χ) = 0.
From Chapter 3, we know that ζ(ρ) could be large at zeros of L(s, χ) = 0. So our result does not
follow from Ng’s result.
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Chapter 2
Large Values of ζK(s)
The large values of ζK(s) are obtained using the resonance method introduced by Soundararajan
[76], where he gave an unconditional omega result for |ζ(12 + it)|. Soundararajan’s idea was to use
a Dirichlet polynomial R(t) =
∑
m∈N r(m)m
−it to resonate ζ(12 + it). The large value of ζ(
1
2 + it)
follows from the inequality
max
t∈[T,2T ]
























and Ψ(t) is a smooth function with compact support in [1, 2], taking values in [0, 1] and Ψ(t) = 1
for t ∈ [5/4, 7/4]. The resonance methods have been used to give large values for other L-functions
in the Selberg class in [1]. Recently, Boundarendo and Seip [11] were able to use a longer resonator
to pick out the large values of ζ(12 + it). However, their improvements have not been established
for other L-functions. One reason is due to the fact that the coefficients of a general L-function
are not always positive or always negative. However, in the setting of the Dedekind zeta function
of a number field, we do have non-negativity of the coefficients, which allows us to obtain such
improvements. We modify the resonator coefficients to make use of the non-negativity of the
coefficients of the Dedekind zeta function. The first step is to use a Dirichlet polynomial to
approximate ζK(
1
2 + it). As the degree of the number field gets larger, we need a longer Dirichlet
polynomial to approximate ζK(
1
2 + it). This results in a large contribution from the pole of ζK(s)
8
in the error term. There are two ways to handle this problem. One is to use the Phragmen-Lindelöf
principle to get a contradiction. If the values of ζK(
1
2 + it) are much smaller, we can then use a
much shorter Dirichlet polynomial to approximate ζK(
1
2 + it), which do obtain large values. The
other way is to introduce a kernel function to temper the effect of the pole. This is the convolution
method as in the most recent work of Boundarendo and Seip [10]. It produces more information on
the location of the large values in comparison with the first method. However, we need an estimate
of the second moment of ζK(
1
2 + it). K. Chandrasekharan and R. Narasimhan [16] proved
∫ T
1
|ζK(σ + it)|2dt Tn0(1−σ) logn T, for
1
n0
≤ σ ≤ 1− 1
n0
.
The use of the upper bound of the second moment results in a longer interval on which the maxima
occurs and a smaller constant inside the exponential. Using a result of Health-Brown [37], which
says ζK(
1




|ζK(σ + it)|2dt Tn0(1−σ)/3+1+ε logn T,
which yields a sharper estimate for the second moment of ζK(s) when n0 > 3.
In Section 2.1, we give some properties of the Dedekind zeta function of a number field. In
Section 2.2, we give properties of the resonator coefficients we are going to use. In Section 2.3, we
prove large values for general Dirichlet polynomials. In Section 2.4, we give a proof of the extreme
value of |ζK(12 + it)|. In Section 2.5, we give proofs for the large values of ζK(σ + it) on vertical
lines in the critical strip. In Section 2.6, we give a proof using the convolution method.
2.1 Preliminaries on Dedekind Zeta functions












where the first sum is taken over all nonzero integral ideals J of K and N(J) denotes the absolute
norm of J. In the second sum, a(n) denotes the number of integral ideals J with norm N(J) = n.
9
The function ζK(s) can be extended to the complex plane. It is analytic everywhere except for
a simple pole at s = 1 (cf. J. Neukrich, [61, p. 457]). The residue at this pole is given by






where r = r1 + r2 (with r1 the number of real embeddings and r2 the number of pairs of complex
embeddings of K), n0 = [K : Q] denotes the degree of K/Q, RK denotes the regulator, hK denotes
the class number, wK denotes the number of roots of unity in K, and DK denotes the discriminant
of K (cf. [61, p. 467]). The function ζK(s) satisfies the functional equation












The coefficients of the Dirichlet series of ζK(s) satisfy the bound
a(n) ≤ (d(n))n0−1  nε, (2.1.5)










for <(s) > 1 (see Chandrasekharan and Narasimhan [16, Lemma 9]). One also has the estimate
∑
n≤x
a(n) = H(K)x+O(x1−1/n0), (2.1.7)
where H(K) is the residue of ζK(s) at s = 1 defined above in (2.1.2) (cf. D. Marcus [54, p. 159]).
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For the second discrete moments we have
∑
n≤x
a(n)2  x logn0−1 x (2.1.8)
for any number field K. If K/Q is a Galois extension, then we have
∑
n≤x
a(n)2 ∼ C(K)x logn0−1 x, (2.1.9)
where C(K) is a constant that depends on the field K (cf. [16, Theorem 3]). Let OK be the set of











 log(N(p)), if J = p
m,m > 0,
0, otherwise.















log(N(p)), if n = pm,m > 0,
0, otherwise,
where fp is the inertial degree of p | p. Thus the inequality Λ̃K(n) ≤ n0Λ(n) follows from the fact
that
∑
p|p epfp = n0 and N(p) = p
fp , where ep is the ramification index of p | p.
If K/Q is Galois, then we have a factorization ζK(s) = ζ(s)
∏
λ 6=1 L(λ, s), where λ runs over
the non-trivial irreducible representations of Gal(K/Q). In the following, we record some known
theorems in algebraic number theory.
11
Theorem 2.1.1. Let K/Q be a number field of degree n0. Then as x→∞,








Proof. This is a corollary of Chebotarev Density Theorem [79]. It is Corollary 13.6 in [61].
Next, we give a lower bound on the density of primes in Q that are norms of primes p ∈ K.
Lemma 2.1.2. Let K/Q be an algebraic number field of degree n0. Then we have




(1 + o(1)), as x→∞.
Proof. Let fp be the inertial degree of p | p, so that we have N(p) = pfp . Thus a(p) ≥ 1 if there is a
prime p | p such that fp = 1. Since there are only finitely many primes that ramify, we can restrict
our consideration to unramified primes. For ν = 0, 1 . . . , n0, let Pν denotes the set of rational
primes that are unramified in K and divisible by exactly ν primes p in K with fp = 1. If p ∈ Pν
then a(p) = ν. Let L be the Galois closure of K, that is, the smallest L containing K such that





















|{τ ∈ G : |{σ ∈ G : τ ∈ σGσ−1}| = |H|ν}|.
Thus
#{p ≤ x : a(p) ≥ 1}
#{p ≤ x}


















and a(p) ≥ n0.
Lemma 2.1.3 (Growth in Vertical Strips). Let K/Q be a number field of degree n0 with absolute










ζ(1 + η)n0 .
Proof. This is Theorem 4a in H. Rademacher [65].
Lemma 2.1.3 is a consequence of the following theorem from complex analysis of one variable.
Theorem 2.1.4 (Phragmén-Lindelöf Theorem). Let G be a simply connected region and f : G 7→ C
be a holomorphic function. Suppose that there exists a function φ : G 7→ C that never vanishes and
is bounded on G. Let C > 0 and ∂∞G = A∪B, where ∂∞G = ∂G∪ {∞} are the boundaries of G.
Suppose that
1. lim supz→a |f(z)| ≤ C,∀a ∈ A.
2. lim supz→b |f(z)||φ(z)|η ≤ C,∀b ∈ B, η > 0.
Then we have
|f(z)| ≤ C,∀z ∈ G.
Proof. See J. Conway [21, p. 138].
2.2 Properties of Resonator Coefficients
Fix a large integer N . Let P be the set of all primes p such that
1. e logN log2N < p ≤ logN exp((log2N)γ) log2N .
2. p splits completely in K if K/Q is Galois; p is chosen such that a(p) ≥ 1 if K/Q non-Galois.







p(log p− log2N − log3N)
(2.2.1)
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for p ∈ P and f(p) = 0 otherwise.





























1 + f(p)2 + f(p)p−1/2
1 + f(p)2
.
Also f(p) < (log3N)


































∫ logN exp((log2N)γ) log2N
e logN log2N
1
x(log x− log2N − log3N)
dS(x)




∫ logN exp((log2N)γ) log2N
e logN log2N
S(x)








∫ logN exp((log2N)γ) log2N
e logN log2N
1























In Lemma 2.2.2 we use the terminology divisor closed as in [11] . A set of positive integers
M is said to be divisor closed if d is in M whenever m is in M and d divides m.
Lemma 2.2.2. There exists a divisor-closed set of integers M of cardinality at most N such that
max
m∈M












d = o(AN,K), N →∞.
Proof. The proof is essentially the same as Lemma 2 in [11]. Let Pk be the set of primes p such
that ek logN log2N < p ≤ ek+1 logN log2N, k = 1, . . . , [(log2N)γ ]. Let Mk be the set of integers
that have at least a logN
k2 log3N
prime divisors in Pk, where 1 < a < 1/γ is fixed. Let M
′
k be the set of






The only difference between ourM and that in [11] is that our f(p) is only supported on P , which
is a proportion of 1n0 of the set of primes considered in [11]. So |M| ≤ N follows from the argument























 exp (2 logN log2N) .
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ek logN log2N<p≤ek+1 logN log2N
(






























since k ≤ (log2N)γ and γ < 1. Since numbers in Mk have at least
a logN
k2 log3N
prime divisors and f(n)



































p(log p− log2N − log3N)2
≤ (1 + o(1)) logN log2N
log3N





≤ (1 + o(1)) logN
k2 log3N
. (2.2.7)









































if b is chosen close to 1 so that −a log b+ (b− 1) < 0 since a > 1.



















where the implicit constant only depends on ε.




























= o (1) .




































































Choosing δ = 1log2N














for each n ∈M.
2.3 Large Values of Dirichlet Polynomials




























where Φ(t) = e−
t2
2 . The implicit constant is independent of X.
Proof. This is Lemma 4 in [11].




ns be a Dirichlet polynomial such that 0 ≤ an ≤ n
ε and
an ≥ 1 for n ∈ M as defined in Lemma 2.2.2. Suppose that 0 < c < 1n0
√
min(1/2, 1− β) is given.
If T is sufficiently large and M ≥ exp(e
√
log T log2 T log3 T/2), then
max
Tβ≤t≤T








Proof. We retain notation from the previous section. Let R(t) =
∑
m∈M′ r(m)m
−it with |M′| ≤ N .
Denote Φ(t) := e−t
2/2 and define























Then we have the following inequality
max
Tβ≤t≤T




Let N = [T κ] with κ < min(1/2, 1− β) and choose 0 < γ < 1 such that c < 1n0γ
√
κ. Let J be the
set of integers j such that
[(1 + T−1)j , (1 + T−1)j+1) ∩M 6= ∅,
and let mj be the minimum of [(1 + T











for every m ∈ N . Note that |N | ≤ |M| ≤ N . From page 12-13 in [11], we have




























Next we give a lower bound for M2(R, T ). First note that from Lemma 2.3.1 and the fact that














 T ε max(T β, T
1




 max(T β, T
1















2 (log T )
2

















Therefore, from (2.3.2), (2.3.6), and (2.3.7),
M2(R,D, T ) = I(R, T ) +O
(





















Since an ≥ 0, a lower bound for I(R,D, T ) is given by





















































By multiplying (2.3.10) by ak/
√
k and summing over k ∈M∩ [1,M ], we derive from (2.3.9) that






















where the last inequality follows from the fact that an/d ≥ 1 by definition of DM (s) and that M















































Combining (2.3.3), (2.3.5), (2.3.8), and (2.3.11), we see that
max
Tβ≤|t|≤T








for T large enough since c < 1n0γ
√
κ by definition.
2.4 Large Values of ζK(
1
2 + it)
We prove Theorem 1.1.1 by contradiction. Suppose Theorem 1.1.1 is false. Then for some 0 < δ < c,
there exists T0 = T0(δ) sufficiently large such that
ζK(
1








for all t ≥ T0. We show that (2.4.1) contradicts the existence of large values of DM (12 + it) proved
in Theorem 2.3.2. To do this, we first prove two lemmas assuming (2.4.1).
Lemma 2.4.1. Suppose (2.4.1) is true for some 0 < δ < c and T0 sufficiently large. Then




log t log3 t
log2 t
)
holds uniformly for 12 ≤ σ ≤ 2 and t ≥ T0(δ).
Proof. Let G be the simply connected region on the complex plane
G := {s ∈ C : 12 ≤ <s ≤ 2,=s ≥ T0}.
Let













and φ(s) = es
2
. Then we have |f(s)| ≤ 1 for <s = 12 ,=s ≥ T0 by assumption (2.4.1). Since
|ζK(s)|  1 on the line segments <s = 2,=s ≥ T0 and 12 ≤ <s ≤ 2,=s = T0, we have |f(s)|  1 on
∂G. From Lemma 2.1.3, we know that |ζK(σ + it)|  tλ uniformly for 12 ≤ σ ≤ 2. Thus we have
lim
t→∞
|f(σ + it)φ(σ + it)|  1.
Applying Theorem 2.1.4, we have |f(s)|  1 in G. Note that when t ≥ T0 and s ∈ G we have
















Lemma 2.4.2. Suppose (2.4.1) is true for some 0 < δ < c and T0 sufficiently large. Then for any
T ≥ T0 and 0 ≤ |t| ≤ T ,
ζK(
1





















where H(K) = Ress=1 ζK(s) (cf. (2.1.2)).








































2 + it+ w)Γ(w)T
wdw. (2.4.2)
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We move the line from <s = 2 to the curve ΓT defined as E1 ∪ E2 ∪ E3, where
E1 = {s : <s ≤ 0, |s| = 1log T }, E2 = {it :
1




































2 + it+ w)Γ(w)T
wdw. (2.4.3)
If w ∈ E1, we make a change of variable w = 1log T e
iθ. Then we have
dw = ilog T dθ (2.4.4)
|Γ(w)|  log T, (2.4.5)




2 + it+ w) = B(
1
2 + it+ w)ζK(
1
2 − w − it),
we find that B(s) (2.1.4) can be bounded by |B(s)|  |=s|n0(
1
2−σ) from Stirling’s formula. Com-
24
bining this with the assumption (2.4.1) and Lemma 2.4.1, we have




































































If w ∈ E2, then we have <w = 0, and 1log T ≤ |=w| ≤ log T . Thus, |T
w|  1 and |Γ(w)|  log T ,
and by the assumption (2.4.1), we have

















2 + it+ w)Γ(w)T
wdw








))√ log T log2 T
log3 T
)
 log2 T exp
(





















2 )(log T+=w)  1. (2.4.9)
25
From (2.4.7), (2.4.8) and (2.4.9), we see that (2.4.3) becomes
ζK(
1



























































Now we are ready to prove Theorem 1.1.1. Let

















T β 1, ∀t ≥ T β,
it follows that























From Lemma 2.3.2, for n ≤ M = exp(e
√
log T log2 T log3 T/2), we have e





































































which contradicts (2.4.1). When K/Q is Galois, we have a(p) ≥ n0 for p ∈ P , which allows one to
improve the exponent by a factor of n0. The details can be found in Chapter 4, Theorem 4.2.3.
2.5 Extreme Values of ζK(σ + it) for
1
2 + 1/ log2 T ≤ σ ≤ 1− 1/ log2 T
Consider the resonator R(t) =
∑
n∈N r(n)n
−it, where N and r(t) are defined in (2.3.4) Section 2.3.
Let f(n) be a multiplicative function supported on squarefree numbers and defined below on the
primes. Let P be the set of primes p satisfying
1. e logN log2N ≤ p ≤ logN exp((2σ − 1)−α) log2N , for a suitable α, 0 < α < 1.





| log(2σ − 1)|
1
p1−σ(log p− log2N − log3N)
,














1 + f(p)2 + f(p)p−σ
1 + f(p)2
,
where the last equality follows from the multiplicativity of f(n).
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Similarly to Lemma 7 in [12], we have
A(N, σ) ≥ exp
(
(α+ o(1))
| log(2σ − 1)|3/2






for 12 + 1/ log2 T ≤ σ ≤ 1− 1/ log2 T when T →∞. The extreme set M defined below is the same
as that in [12]. Let Pk be the set of all primes p such that e
k logN log2N < p ≤ ek+1 logN log2N
for k = 1, . . . , b(2σ − 1)−αc. Fix 1 < a < 1/α. Let Mk be the set of integers that have at least
a logN
k2| log(2σ−1)| prime divisors in Pk, and let M
′
k be the set of integers from Mk that have prime factors















M2(σ,R,D, T ) :=
∫
Tβ≤|t|≤T

















From [12], we have |M| ≤ N by choosing a and α suitably depending on σ. (The closer σ is to










f(d)dσ = o (A(N, σ)) , N →∞























As before, we have
max
Tβ≤|t|≤T









When |t| ≥ T , we have Φ( log TT t) e










































Choosing |N | = bT κc with κ < min
(
1− β, (1− σ) logMlog T
)
gives









































































, ν(σ) = (α+ o(1))κ1−σ
| log(2σ − 1)|3/2
1 + | log(2σ − 1)|
.
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Suppose that for some 0 < δ < ν(σ) and t ≥ T (σ, δ) large enough,








Then, similarly to Lemma 2.4.1, we have |ζK(σ′+ it)| ≤ exp
(





for σ ≤ σ′ < 1.
As in Lemma 2.4.2, we have





















2 log T . Therefore,










































Combining (2.5.3) and (2.5.5), we see that
max
Tβ≤t≤T












This contradicts (2.5.4). Consequently, there exits T →∞ such that
max
Tβ≤|t|≤T








with c < min( 1






In this section, we give the second proof of Theorem 1.1.1 and Theorem 1.1.2 by introducing a
kernel function.
Lemma 2.6.1. Let K/Q be a number field of degree n0. Suppose that 1/2 ≤ σ < 1, and let










when |x| → ∞. Then, for every real t, we have
∫ ∞
−∞









Proof. Let Y be a large positive number and R(Y ) be the rectangle with corners at σ ± iY and
3/2 ± iY . If we define f(z) := ζK(z + it)G(iσ − iz), then f(z) has a pole at z = 1 − it. By the



























|ζK(x+ i(t+ Y ))G(Y − i(x− σ))|dx (Y + |t|)
5n0
4 Y −2n0  Y −1/2. (2.6.4)
Hence, by (2.6.3) and (2.6.4),
∫ ∞
−∞






2 + i(t+ u))G(u− i(
3
2 − σ))du+ 2πG(t− i(1− σ)),





































Theorem 2.6.2. Let K/Q be a number field of degree n0 and let 0 ≤ β < 11+n0/12 be given. If T
is large enough, then
max
Tβ≤t≤T





log T log3 T
log2 T
)













≤ σ ≤ 1− 1log2 T ,
where c is a positive number less than 1n0
√
1− β and ν(σ) is a positive continuous function of σ.





















For x large enough,
max
σ−2≤y≤0






Thus we can apply Lemma 2.6.1, and we have
∫ ∞
−∞










|ζK(σ + i(t+ u))|G(u)dudt





|ζK(σ + i(t+ u))|G(u)dudt









 T β + T β/2T (n0/6+1)β/2  T β+
βn0
12 , (2.6.7)
where we used |ζK(12 + it)|  t
n0/6 from [37] in (2.6.7).






































































































































dt ε log TM1(R, T ).























































































log T log3 T
log2 T
)













≤ σ ≤ 1− 1log2 T ,





Large Values of L(ρ, χ)
We prove Theorem 1.2.3 for L-functions in the Selberg class with certain conditions S∗ ( cf. Defi-
nition (3.1.2)), and we deduce Theorem 1.2.1, Theorem 1.2.2 and Theorem 1.2.4 as consequences.










X(ρ)Y (1− ρ), (3.0.2)









ns . If <ρ =
1





|L(ρ, χ)| ≥ |S1|
S0
.
To compute the values of L(ρ, χ) at zeros of F , we use the method of Conrey, Ghosh and Gonek
[20] in the study of simple zeros of ζ(s). This was also used by Ng [63] in studying extreme values
of ζ ′(ρ). The size of the resonator requires a large zero free region so that the error terms can be







constant c if there is no Siegel zero. The non-existence of Siegel zeros for L-functions of GL(2)
attached to cusp forms was established by J. Hoffstein and D. Ramakrishnan [38]. The case for
GL(3) cuspidal automorphic L-functions was proved by W. Banks [5]. The non-existence of Siegel
zeros is still an open problem for GL(1) L-functions. However, we still can handle some cases using
the fact that Siegel zeros are very rare if they exist. If we assume the Grand Riemann Hypothesis,
which says zeros of all L-functions in the Selberg class are on the line <(s) = 12 , we can take the
36
length of the resonator M to be T 1/2−ε. This will give a bound of the form (1.0.2).
In Section 3.1, we give some basic properties of the Selberg class S and S∗. In Section 3.2, we
give some examples of S∗ and some discussions on the conditions of S∗. In Section 3.3, we give an
estimate of S0(3.0.2). In Section 3.4, we give the asymptotic for S1(3.0.1) for F ∈ S∗. In Section
3.5, we define the resonator coefficients and give some properties of the resonator. In Section 3.6,
we give a proof of Theorem 1.2.3 and Theorem 1.2.1.
3.1 Selberg Class
3.1.1 Definition
The Selberg class S consists of functions F with the following properties.
(1) Dirichlet Series representation: For <(s) > 1, F (s) can be represented as an absolutely con-





(2) Analytic continuation: There exists a non-negative integer m such that (s − 1)mF (s) is an
entire function of finite order.
(3) Functional equation: F (s) satisfies the functional equation
ΞF (s) = wFΞF (1− s̄),
where





with positive real numbers Q,λj and complex numbers µj , wF with <µj ≥ 0, |wF | = 1.
(4) Ramanujan hypothesis: an  nε for any fixed ε > 0, where the implicit constant only depends
on ε.
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where b(pk) are some coefficients satisfying b(pk) pkθF , for some constant θF < 1/2.
We call Q,λj , µj and wF the data of F (s) and (5) implies that a(n) is multiplicative. We say F ∈ S
is primitive if F (s) = F1(s)F2(s) with F1, F2 ∈ S implies F1 = 1 or F2 = 1. There are some further
notation and properties of F ∈ S that we will use.









, <(s) > 1,
where ΛF (n) is only supported on prime powers and ΛF (n) ≤ b(n) log n.


















(5) Number of zeros: Let NF (T ) denote the number of zeros of F (s) in the region 0 < <(s) < 1,
0 < =(s) ≤ T . Then,










, for <(s) > 1.
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It is conjectured that Fψ has a meromorophic continuation to the complex plane and satisfies a
functional equation. More precisely, we have the twisted conjecture (cf. [64], [46], and [73]).
Conjecture 3.1.1 (Twisted conjecture). If F ∈ S with conductor qF ∈ N , m ∈ N with (m, qF ) = 1
and ψ (modm) is a primitive Dirichlet character, then
(1) Fψ ∈ S,
(2) F is primitive if and only if Fψ is primitive,
(3) qFψ = qFm
dF .
The study of L-functions twisted by characters has many applications, such as converse theorems
(cf. [80]) and determination of modular forms (cf. [52, 58] for GL(2) and [59] for GL(3)). We use
the twisted L-functions to obtain an asymptotic formula for S1 (3.0.1). We define a class
S∗ ⊆ S (3.1.2)
consists of L-functions that satisfy the following conditions.
(1) Fψ ∈ S for any primitive character ψ.
(2) If Fψ is entire for all primitive characters ψ, with at most one exception.
(3) Fψ has a zero free region <s ≥ 1− clog qFψ (|=s|+2) for all primitive Dirichlet characters ψ (mod g),
where c is an absolute constant and qFψ is the conductor of Fψ.
(4) θF = 0.
Condition (2) is true if we consider Dirichlet L-functions. It is believed that this is the only case
when Fψ can possibly be not entire. Preicisely, for general L-functions, Selberg has the following
conjecture.
Conjecture 3.1.2 (Orthogonality Conjecture). Selberg [73] made the following conjectures:





= nF log log x+O(1).
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If Selberg’s Orthogonality Conjecture is true, then (2) will be true as long as Fψ1 , Fψ2 ∈ S.
This has been proved for automorphic L-functions of degree less than or equal to 4. Condition (3)
is an analogue of the standard zero free-region for L-functions. These results are known in many
cases (see Section 3.2). Though (3) excludes the existence of a Siegel zero, there are certain cases
where all ψ involved have “good” conductors. Condition (4) is used for technical reasons, which
could be relaxed if we have more knowledge of a(n) in short intervals. We discuss more on the
class S∗ in Section 3.2. There are similar classes of L-functions considered by other authors, such
as G. Molteni [55], W. Duke and H. Iwaniec [23] and E. Carletti etc [14].
3.1.2 Properties of S and S∗
Lemma 3.1.3. Let F be an L-function in the Selberg class S, x > 1, T ≥ 2 and let nx be the
nearest integer to x. Then for any ε > 0, we have
∑
0<γ≤T






i log( xnx )
+Oε
(





where −F ′F (s) =
∑∞
n=1 ΛF (n)n
−s and ΛF (n) is supported on prime powers with ΛF (n) ≤ nθF log n.
Proof. This is Lemma 2 in [27].
Lemma 3.1.4. If F ∈ S, then uniformly in σ, as |t| → ∞,
F (σ + it)  |t|(
1
2−σ)dF |F (1− σ + it)|.
Proof. This is Theorem 6.8 in [77].
Theorem 3.1.5. Define
µF (σ) = lim sup
|t|→∞




Then, µF (σ) is a convex function, and
µF (σ) ≤

0, if σ > 1,
1
2dF (1− σ), if 0 ≤ σ ≤ 1,
(12 − σ)dF , if σ < 0.
Proof. This is the second part of Theorem 6.8 in [77].
Lemma 3.1.6. If F ∈ S∗, then for any primitive Dirichlet character ψ, the following hold:







(κ−1)α , for κ > 1.
(3) dds logFψ(s) log
2(|=s|+ 2), for <(s) ≥ 1− c/ log qFψ(|=s|+ 2).
(4) Fψ(s) log(|=s|+ 2), for <(s) ≥ 1− c/ log(|=s|+ 2).
Proof. From the definition of S∗, (1) is true. For (2), we have
∞∑
n=1






n−σ  (σ − 1)−α.
(3) can be proved by logarithmically differentiating the functional equation, using Stirling’s formula
and the fact that s has distance  1log(|=s|+2) away from the zeros and poles of F . To that end,
d
ds









(4) follows from the functional equation (3.1.1), Stirling’s formula and the fact that s is away from
the poles of Fψ with distance  1/ log(|=s|+ 2).
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3.2 Remarks and Examples of the class S∗
3.2.1 Twists
There are many examples such that Fψ is still in the Selberg class. Let π be an irreducible cuspidal















be the global L-function attached to π (cf. R. Godement and H. Jacquet [33], H. Jacquet and J.
















, for <(s) > 1.
Note that ΛF (p) = aπ(p) log p for primes p. It is known that L(s, π) can be analytically continued
to an entire function
Φ(s, π) = N s/2γ(s, π)L(s, π), (3.2.1)
which satisfies the functional equation
Φ(s, π) = επΦ(1− s, π),
where Φ(s) = Φ(s̄) and γ(s, π) =
∏m
j=1 ΓR(s + µj),ΓR(s) = π
s/2Γ(s/2), µj ∈ C, |επ| = 1. Given a
Dirichlet character ψ mod g, where (g,N) = 1, let



















(s, π ⊗ ψ) = − d
ds





, <(s) > 1.
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It is known that L(s, π ⊗ ψ) can be analytically continued to an entire function, and furthermore
Φ(s, π ⊗ ψ) = (gmN)s/2γψ(s, π)L(s, π ⊗ ψ)
is an entire function of order 1 satisfying the functional equation
Φ(s, π ⊗ ψ) = επ,ψΦ(1− s, π ⊗ ψ),
where Φ(s, π ⊗ ψ) = Φ(s̄, π ⊗ ψ), γψ(s, π) =
∏m
j=1 ΓR(s+ µj,ψ), µj,ψ ∈ C, |επ,ψ| = 1.
3.2.2 Rankin-Selberg Convolutions
The construction of Fψ is a special case of a Rankin-Selberg convolution. The Rankin-Selberg
convolution for cusp forms on GL(2) over Q is the original discovery of R. Rankin [67] and Selberg
[71]. H. Jacquet [42] extends this to cusp forms of GL(2,K) for any global field K. We state the
Rankin-Selberg convolution in a more general setting (cf. H Jacquet, I. Piatetskii-Shapiro, and J.
Shalika [43]). Let π be a cusp form on GL(n) over a number field K. To each prime ideal p, the








If πp is unramified at p, then απ(p, i) are non-zero complex Satake parameters. If πp is ramified,
then some of the απ(p, i) may be zero. The απ(p, i)’s satisfy the bound
|απ(p, i)| ≤ N(p)1/2−1/(n
2+1)
by the work of W. Luo, Z. Rudinick and P. Sarnak [53]. At each archimedean place v, a set of n






where ΓR(s) = π
−s/2Γ(s/2), and ΓC(s) = 2(2π)






from [53]. Let π̃ be the contragradient representation of π. It is an irreducible representation of
GL(n,A), and at each place v it is equivalent to complex conjugation (cf. [32]). Let L(s, π) be the





If S∞ denotes the set of infinite places, then we have the completed L-function Λ(s, π) defined as
Λ(s, π) = L(s, π)
∏
v∈S∞ L(s, πv), which is entire and satisfies
Λ(s, π) = W (π)q(π)1/2−sΛ(s, π̃),
where q(π) is called the arithmetic conductor and W (π) is called the root number, which has
modulus 1.
Let π and π′ be cuspidal representations of GL(n,A) and GL(n′,A). The Rankin-Selberg
L-function at a prime ideal p is defined as






1− απ×π′(p, i, j)N(p)−s
)−1
,
where απ×π′(s, i, j) satisfies |απ×π′(p, i, j)| ≤ N(p)1−1/(n
2+1)−1/(n′2+1). If either πp or π
′
p is un-
ramified at p, then απ×π′(p, i, j) = απ(p, i)απ′(p, j). At each infinite place v, the local L-function
is





ΓFv(s+ µπ×π′(v, i, j)),
where µπ×π′(v, i, j) satisfies <(µπ×π′(v, i, j)) ≤ 1 − 1n2+1 −
1




µπ×π′(v, i, j) = µπ(v, i) + µπ′(v, j).
The L-function
L(s, π × π′) =
∏
p<∞
L(s, πp × π′p)
was shown to be convergent in <(s) > 1 by H. Jacquet, I. Piatetskii-Shapiro, and J.Shalika through
Rankin-Selberg integrals in [43]. The completed L-function
Λ(s, π × π′) = L(s, π × π′)
∏
v∈S∞
L(s, πv × π′v)
extends to a meromorphic function on C and is bounded (away from its poles )in vertical strips of
order 1. It satisfies the functional equation
Λ(s, π × π′) = W (π × π′)q(π × π′)1/2−sΛ(s, π̃ × π̃′).
The locations of the poles are also known.
Theorem 3.2.1 (Theorem 4.2 [17]). If m < n, L(s, π1×π2) is entire. If m = n, L(s, π1×π2) is has
at most simple poles, and they occur if and only if π ' π̃2⊗| det |iσ and are then at s = 1− iσ,−iσ.
If the central characters of π and π′ normalized to be trivial on the product of positive reals
R+ when embedded diagonally into the archimedean places of the idéles, then Λ(s, π × π′) and
L(s, π×π′) are entire if only if π′ 6= π̃. When π′ = π̃, both Λ(s, π× π̃′) and L(s, π× π̃) have simple
poles at s = 1 and s = 0. (see [17] for more details on the theory of Rankin-Selberg convolutions).
If we have m = 1, then π2 = ψ is an automorphic representation of GL(1), and
L(s, π1 × π2) = L(s, π1 ⊗ ψ),
where π2 ⊗ ψ is the representation defined by (π1 ⊗ ψ)(g) = ψ(det(g))π1(g).
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3.2.3 Zero-free Region and Siegel zeros
Theorem 3.2.2 (Theorem 5.39, [40]). Let f be a holomorphic primitive cusp form of level q and
weight k ≥ 1. There exists an absolute constant c > 0 such that L(f, s) has no zeros in the region
σ ≥ 1− c
log q(|t|+ k + 3)
,
except for possibly one simple real zero β < 1 in which case f is self-dual (i.e. L(f, s) has real
coefficients). Let g be a primitive Maass form of level q and eigenvalue λ = 14 + r
2. There exists
an absolute constant c > 0 such that L(g, s) has no zero in the region
σ ≥ 1− c
log q(|t|+ |r|+ 3)
,
except for possibly one simple real zero β < 1 in which g is self-dual.
The exceptional zero is called a Siegel zero. It is believed that the only possibility of a Siegel
zero is from a quadratic Dirichlet L-function. C. Moreno [57] as well as F. Grupp [35] proved that
there is at most one Siegel zero for cusp form of GL(2) over Q. J. Hoffstein and D. Ramakrishnan
proved that there is no Siegel zero for a cusp forms on GL(2).
Theorem 3.2.3 (J. Hoffstein and D. Ramakrishnan, Theorem C part (3), [38] ). Let π be a cusp
form of GL(2) over a number field K. Then there is an absolute constant c > 0 such that L(s, π)
has no zero in the region
{










, DK is the absolute norm of the discriminant of K and N(qf )
is the absolute norm of the conductor of f , µj are defined in the Gamma factor of the functional
equation (3.2.1).
For GL(3) L-functions, the non-existence of Siegel zeros can be proved if Hypothesis 6.1 in [38]
is satisfied and indeed this was proved by W. Banks [5].
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Theorem 3.2.4 (W. Banks, Theorem 1, [5]). Let F be an algebraic number field, with A its ring
of adéles, and let π be a unitary cuspidal automorphic representation of GL(3,A). Then L(s, π)
does not admit a Siegel zero.
Given f a cusp form on GL(2) with nebentypus χ, the symmetric square L-function defined by
L(s, sym2f) = L(s, f ⊗ f)L(s, χ)−1
can be thought as an L-function of an irreducible automorphic representation on GL(3) by the
work of S. Gelbart and H. Jacquet [31]. Thus, Theorem 3.2.4 shows that there are no Siegel zeros
for the Rankin-Selberg L-functions L(s, f ⊗ f).
Theorem 3.2.5 (W. Banks, Theorem 2,[5]). Let ω be the central character of π, and let ψ be
a Hecke character. Then, the partial L-function LS(s, π, Sym
2 ⊗ ψ) extends to a meromorphic
function of s ∈ C, with possible poles at s = 0, 1. There is no pole unless ψ3ω2 = 1.
When f 6= g, L(s, f ⊗ g) is an L-series for GL(4), however, a Siegel-Walfisz type theorem was
considered by Y. Ichihara [39].
Theorem 3.2.6 (Y. Ichihara, Theorem 1, [39]). Denote Sk(Γ) as the space of cusp forms for
Γ = SL(2,Z). Let f ∈ Sk(Γ), g ∈ Sl(Γ) and ψ (mod d) be a primitive Dirichlet character. Then
there exists a constant c = c(f, g) > 0 such that Lψ(s, f ⊗ g) has no zero in the region
<(s) ≥ 1− c
log d(|t|+ 2)
,
except for at most one simple real zero when ψ is a real primitive character.
From this we can derive that the exceptional zeros are rare.
Theorem 3.2.7. Let f, g and ψ be as above. Then there exists a constant c = c(f, g) > 0 such
that Lψ(s, f ⊗ g) has no zero in the region




for all primitive characters ψ with conductor up to Q, except for at most one simple real zero when
ψ is a real primitive character.





, i = 1, 2. (3.2.2)
From (2.8) of [39], we have
−
L′ψi(σ, f ⊗ g)
Lψi(σ, f ⊗ g)
< ci log d1 −
1
σ − βi
, i = 1, 2, (3.2.3)
and
−
L′ψ1ψ2(σ, f ⊗ g)
Lψ1ψ2(σ, f ⊗ g)
≤ c3 log d1d2. (3.2.4)
Also from (2.4), (2.5) and (2.6) of [39], we see that
−L
′(σ, f ⊗ g)







′(s, f ⊗ g)
L(s, f ⊗ g)
−
L′ψ1(s, f ⊗ g)
Lψ1(s, f ⊗ g)
−
L′ψ2(s, f ⊗ g)
Lψ2(s, f ⊗ g)
−
L′ψ1ψ2(s, f ⊗ g)




Λf⊗g(1 + ψ1(n))(1 + ψ2(n))n
−s ≥ 0. (3.2.6)









+ c5 log d1d2.
Thus there exists c6 small enough such that





which contradict (3.2.2) if c(f, g) = 12c6.
On the other hand, F. Brumley [13] proved a narrower zero free region that applies to all cases.
Let Autn(≤ Q) be the set of all cuspidal representations of GLn(A) with analytic conductor ≤ Q.
Theorem 3.2.8 (F. Brumley, Corollary 6 [13]). Let π ∈ Autn(≤ Q), π′ ∈ Autn′(≤ Q), and t ∈ R.




≤ σ ≤ 1.
Combining the above, we have the following theorem.
Theorem 3.2.9. Let f and g be two cusp forms for SL(2,Z), and let Q be a sufficiently large
integer. Then, there exists a quantity BQ which is either 1 or a prime of size  log2Q such that




whenever the conductor of ψ is coprime to BQ. All implied constants only depend on f and g.
Proof. From Theorem 3.2.7, we see that for all primitive characters with conductor at most Q,










Thus, qψQ  (logQ)1/3A and it follows that there exists BQ  log qψQ  log2Q such that
Lψ(s, f ⊗ g) has no zero in the region




for all Dirichlet characters ψ with conductor at most Q and coprime to BQ.
This is an analogue of the following theorem for Dirichlet L-functions.
Lemma 3.2.10 (Landau-Page). For Q ≥ 100, there exists BQ which is either 1 or a prime
 log2Q such that 1 − σ  1logQ(|t|+1) whenever L(σ + it, χ) = 0 and χ is a Dirichlet character
mod q with q ≤ Q, (q,BQ) = 1.
Proof. This is Corollary 6 in [26].
3.2.4 Selberg’s Orthogonality Conjecture
Let π, π′ be automorphic irreducible cuspidal representation of GL(m,A), GL(n,A) respectively.






 log log x+O(1), π ' π
′,
O(1), π 6' π′.






which is trivial if the Ramanujan conjecture is true. When m = 1, it is trivial, and when m = 2, it
is true from the bounds toward Ramanujan conjecture (cf. [69]). For m = 3, it was proved by Z.
Rudnick and P. Sarnak [69] and for m = 4 it was proved by H. Kim and P. Sarnak [48]. The case
π 6' π′ was proved by J. Liu, Y. Wang, and Y. Ye under the same condition and unconditionally
when both m and n are less than or equal to 4.
3.2.5 Coefficients of F
In Theorem 1.2.3 we assume that θF = 0. This is needed to apply Perron’s formula. It is possible
to assume some weaker conditions. For example, one may assume some properties of the ΛF ∗ψ(n)
in short intervals and use a different form of Perron’s formula introduced by J. Liu and Y. Ye
in [51]. It is possible that the Selberg’s class coincides with the class of automorphic L-functions
50












The Ramanjujan Conjecture then implies that |αj(p)| ≤ 1 and thus θF = 0. It is known from W.
Luo, Z. Rudnick and P. Sarnark [53] that |αj(p)| < pc with c = 12 −
1
m2+1
. When K = Q and
m = 2, Kim and Sarnak [48] improved the bound to |αj(p)| ≤ 764 based on the work of Kim on
the symmetric fourth L-functions. V. Blomer and F. Brumley [6] extended this bound to general




3.3 Moments of the Resonator








ns , M = T
θ, θ < 1/2 and xn, yn 
M1/2T ε. Then, we have an asymptotic for S0 defined in (3.0.2)
















































m . For the off-diagonal terms, from
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+ E1 + E2 + E3 + E4. (3.3.2)











Using the fact that |xn| M
1
2





















































M3+θF log2 T. (3.3.3)




































M2+ε log T. (3.3.5)
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In this section, we need to assume some properties of F in order to obtain asymptotic formulas for
S1 defined in (3.0.1).
Theorem 3.4.1. Let F ∈ S∗, and χ be a primitive character modulo q. Denote ψ (mod g) as
the one character ψ 6= χ̄ such that Fψ(s) has a pole at s = 1. Suppose |xn|, |yn|  M1/2+ε are
multiplicative and supported on squarefree integers whose prime factors are congruent to 1 modulo










































T ε(‖y‖∞M2 + ‖y‖1) + T 1/2+ε‖x‖1(‖x‖∞ + ‖xn/n‖1)
)







































+ f̃0 + f̃1(z − 1) + . . . ,











































































If there exist some positive constants A = A(χ, F ) and a = a(χ, F ) such that Fψ, L(s, χψ) have no
zeros in the region <(s) ≥ 1 − a for all ψ with conductor  TA, then the error terms E ′0, E ′′0 can




if M  min(T a/10, TA).
3.4.1 Set up
First we recall the functional equations and definitions of F (s) and L(s, χ),
F (s) = ∆F (s)F (1− s), F (s) = F (s̄), (3.4.1)


































χ(m)eq(m), τ(χ̄) = χ(−1)τ(χ).

















(1− s)B(s)L(1− s, χ̄)X(s)Y (1− s)ds (3.4.6)
:= −SR + SL −H,
where C is the positively oriented rectangle with vertices at 1− κ+ iT, κ+ iT, 1− κ+ 2iT, κ+ 2iT ,




, T is chosen so that the nearest zeros of F (s, χ) are  1log T
























(1− s̄)B(s)L(1− s, χ̄)X(s)Y (1− s)ds. (3.4.9)
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From Lemma 3.1.4, Lemma 3.1.6 and (3.4.10), we have the bounds
F ′
F
(σ + it) dF log2 t+ log λQ2,








, 1/2 ≤ σ ≤ 1− A
log T
,
L(σ + it) log t, σ > 1− A
log t
,
L(σ + it) = B(σ)ζ(1− σ − it) t1/2 log t,− A
log t




















































L(s, χ)X(s)Y (1− s)ds. (3.4.11)
Next, we use the following lemma to evaluate SR.
Lemma 3.4.2. Denote D(s) :=
∑∞
n=1 αnn
−s. Let k be a non-negative integer and κ = 1 +
O (1/ log T ). Suppose that there exists α > 0 such that
∑∞
n=1 |αn|n−σ  (σ − 1)−α as σ → 1.
Suppose that |αn|  nθD+ε and that the coefficients xn, yn satisfy ||xn/n||1, ||yn/n||1  T ε. Then



















+O(T θD+ε + T ε(||y||∞M2 + ||y||1)).
Proof. From (3.4.10), we have
∆′F
∆F
















(− log(λQ2tdF ))k +Ok(Lk−1t−1)D(s)X(s)Y (1− s)ds.






























:= Jd + Jnd +O(T
ε||y||1),
where s = κ + it, Jd consists of the diagonal terms v = nu, and Jnd consists of the off-diagonal
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terms v 6= nu. Note that
∫ 2T
T
logk(λQ2tdF )dt = dkFTPk(log((λQ
2)1/dF T )) +Ok(1),
















































































| log(v/(v − s))|
+
1
| log(v/(v + s))|
)















‖y‖1 + ‖y‖∞M2 logM
)
,
which completes the proof.
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Theorem 3.4.3. Let F be an L-function in the class S∗ defined in (3.1.2). If xn and yn are








−dFP1 (log ((λQ2)1/dF T))−∑
d|n
ΛF (d)χ(d̄)
+O(T ε(||x||∞M2 + ||x||1).
Proof. Apply Lemma 3.4.2 with k = 1, α = χ and k = 0, α = ΛF ∗ χ. The assumptions in Lemma
3.4.2 can be verified from Lemma 3.1.6.
3.4.4 Left integral
Initial Manipulations
































(s)B(1− s)L(s, χ)X(s)Y (1− s)ds
:= IL,

























































To prove Lemma 3.4.4, we need the following lemmas.
















1−arae−ir+πi/4 + Ea(r,A,B), if A < r ≤ B ≤ 2A,
Ea(r,A,B), if r ≤ A or r > B,


















Proof. This is Lemma 2 in [34].





B̄(1− s)r−sds = τ(χ̄)
q
δq(r)eq(−r) + E(r, κ)r−κ, (3.4.13)















Proof. From (3.4.4), (3.4.10),





























































































































|T − 2πrq |+ T 1/2
.
Proof of Lemma 3.4.4. Applying Lemma 3.4.6, we write





































∣∣∣∣+ T 1/2)−1 . (3.4.16)
For E1, we have















For E2, we write E2 = E21 + E22 + E23 corresponding to the following cases
(i)




∣∣∣T − 2πmqk ∣∣∣ ≤ T/2;
(iii)
∣∣∣T − 2πmqk ∣∣∣ ≤ √T .
















In case (ii), without loss of generality we can assume
√
T ≤ 2πmqk −T ≤ T/2. We can divide this range
into  log T intervals of the form T +P < 2πm/kq ≤ T + 2P with
√
T  P  T . Thus, m lies in
intervals of the form I := [ qk2π (T + P ),
qk
2π (T + 2P )]. Note that we have |a(m)|  τ(m)m
θF logm,
and this gives







































 T 1/2M θF+ε‖x‖∞‖y‖1.
For case (iii), we have |T − 2πmqk | ≤
√






































 T 1/2M θF+ε‖x‖∞‖y‖1.
Combining all three cases, we have




+ T 1/2M θF+ε‖x‖∞‖y‖1. (3.4.18)
Lemma 3.4.4 thus follows from (3.4.14), (3.4.17), and (3.4.18).
Main Term Set up




















k′ , where (m












Next, we write the sum over ψ in terms of primitive characters. If ψ mod k′ is induced by the








































































∑∗ denotes the sum is over primitive characters. Using the Möbius inversion formula for an
arbitrary function f (cf. (5.10) [20]), we have





































































































δ(g, kq, d, ψ),
where






























































































(ΛF ∗ χ)(hu)ψ(u). (3.4.25)
Lemma 3.4.7. Let α, β be real numbers and let a, q, k be integers. Suppose that 0 < α, β < 1/2,












uniformly in a, q, t, provided that q < t1−α and tβ < u ≤ t.
Proof. This is Theorem 2 in [74].
Lemma 3.4.8. Let T  w  T 2 and M ≤
√




(τk ∗ x)(n) u(log t)k−1‖xn/n‖1,
where u = wU−1, exp(c
√





, and w/2 ≤ t− u ≤ t ≤ w.
Proof. This is Lemma 6.4 in [62].
Lemma 3.4.9. Let j,D ∈ N and let f1, . . . , fj be arithmetic functions. Given a decomposition of
integers D = d1d2 · · · dj, define the integers Di =
∏j−i
u=1 du for 1 ≤ i ≤ j − 1 and Dj = 1. Then we










f1(m1dj)f2(m2dj−1) · · · fj(mjd1), (3.4.26)
∑
(m,k)=1













Proof. This is Lemma 6.1 in [62]. The case j = 2 follows from the identity












Lemma 3.4.10. Let F ∈ S∗, χ be a non-real primitive character modulo q > 1 and ψ a primitive


















kφ((k,q))X1(h, k) + χ(h)xX2(h, k), if χψ is principal,
χ(h)xΦ(1; k, χψ)L(1, χψ)f−1, if χψ is non-principal,
and






















































If there exists some absolute constant a > 0 such that L(s, χψ) and Fψ have no zeros in the region
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Proof. The proof is similar to the proof of the prime number theorem in arithmetic progressions.
Let























nκ(1 + U | log(x/n)|)
)
for κ = 1 + O((log x)−1). We have ΛF ∗ χ(hu)ψ(u)  τ(h)τ(n) log n, since θF = 0. This is one of


















τ(n) min(1, U−1| log(x/x− n)|−1)











From Lemma 3.4.8, the first sum is  xU log x. Dividing the second sum into K  U intervals of






















































A1(z; a, b)A2(z; a, b) (3.4.28)
where




















, if pl | h, p - k,
ΛF (a), if a = p
l, p | k,
0, else.
Using the following notation



















we can represent the A(z) in (3.4.28) as















χ(h/pl)L(s, χψ)Φ(z; plk, χψ)ΛF (p
l)
:= B1(z) +B2(z) +B3(z).
From the fact that F ∈ S∗ (see definition (3.1.2)) and Lemma 3.1.6, we deduce that G(z;ψ) has




























where σ0(U) = 1− clog(U+2) for some positive constant c. From Lemma 3.1.6, we have
|G(z, ψ)|  log2 |z|, for <(z) ≥ 1− c/ log(|=(z)|+ 2),

































(l + r) log p
pr
j(hk) logU  (log h)2j(hk) logU.
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Since h, k  T and U ≤ T , we see that
A(z) =B1(z) +B2(z) +B3(z)
 j(k) logU
(
log2 U + log k
)
+ τ(h)j(hk) logU(log h)2 + log hj(hk) logU
 τ(h)j(h)j(k)L3.


















du xσ0(U)τ(h)j(h)j(k)L4  xτ(h)j(h)j(k)L3 exp
(




If we choose U = exp(β
√








If L(s, χψ) and Fψ have no zeros in the region <(s) ≥ 1 − a, then we can choose σ0(U) = 1 − a,




. Next we compute the residue at








+ c0 + c1(z − 1) + c2(z − 1)2 + · · · ,
Φ(z; k, χψ) = Φ(1; k, χψ) + Φ′(1; k, χψ)(z − 1) + 1
2
Φ(2)(1; k, χψ)(z − 1)2 + · · · ,









































Φ(1; plk, χψ) =






=χ(h)Φ(1; k, χψ) (c−1(f0 − η(1; k, ψ)) + c0f−1)















+ χ(h)(log(x/e)Φ(1; k, χψ) + Φ′(1; k, χψ))f−1c−1.
If χψ is principal, then ψ = χ̄ and thus c−1 = 1. From (3.4.29), we have




(1− p−1) = φ(k)(k, q)
kφ((k, q))
,















































If χψ is non-principal, the only possible pole of A(z) arises from G(z;ψ), in which case it is a simple
pole at z = 1, and
Resz=1A(z)x
























kφ((k,q))X1(h, k) + χ(h)xX2(h, k), if χψ is pricipal,
χ(h)xΦ(1; k, χψ)L(1, χψ)f−1, if χψ is non-principal,
and
































We apply Lemma 3.4.10 to evaluate (3.4.25). Write




















































To estimate the error E , we need some lemmas on arithmetic functions.
Lemma 3.4.11. For d, k, q, ` ∈ N, ψ a primitive character modulo g` and kq  T , we have the
inequality
δ(g`, kq, d, ψ) (d, kq/g`)
φ(kq)
.
Proof. From equation (3.4.24), we have









since 1 ∗ φ = id.
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Now we are ready to estimate E . From Lemma 3.4.11 and (k, q) = 1,





























































































where the last inequality follows from j(m) exp(o
√
logm) and M  T .
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Main Term Evaluation























x̄svψ(v)R(x, h, k, ψ)
:=M′0 +M′′0,
where M′0 is the contribution from χ̄ and M′′0 is the contribution from ψ 6= χ̄ such that G(z, ψ)




















where k′ = kq(m,kq) and m
′ = m(m,kq) and q | k
′. Since x, y are supported on integers that are coprime
to q, we see that (m, kq) = (m, k)(m, q). Thus if q | k′, we have (m, q) = 1, so k′ = qk/(k,m) and
m′ = m/(m, k). Write l = (m, k), k = lk1, and m = lm1, and then replace k1 by k and m1 by m.














































































































































where the last inequality follows from j(M)  exp(o
√
logM), and M ≤ T . Upon writing l = sh






















































































































 1, if u = 1,0, if u > 1,




















By (2) in the definition (3.1.2) of S∗, there is at most one primitive character ψ 6= χ̄ with conductor































where k′ = kq(kq,m) ,m
′ = m(kq,m) and g0`0 | k
′. We further choose x, y supported on integers that
are coprime to qg0. Since (k, q) = 1, (g0, q) = 1, g0`0 | k′ | kq, we must have g0 | k, from which
we derive g0 = 1 since (k, g0) = 1. Therefore, ψ is a character modulo `0 with `0 | q. If we write













































































































































































































Now we further require that x, y be supported on squarefree integers whose prime factors are ≡ 1
mod qg0. It follows that χ(n) = ψ(n) = 1 if xn 6= 0 and







(1− p−1) = φ(k)(k, qg0)
kφ((k, qg0))
.

























L(1, χψ)χ(h)f̃−1 + E ′′0 ,
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where E ′′0 is estimated by (3.4.37). Now we replace `l by sh and then replace h by `h as before.













































































































































+ E ′′0 .
To summarize, if x, y are multiplicative functions supported on squarefree integers whose prime





































































+ E ′0 + E ′′0 ,
where
δ(u) =




















f̃−1 = Resz=1G(z, ψ),
























































In this section, we define the resonator coefficients and give the properties of the resonator.
Let χ be a Dirichlet character and denote ψ (mod g) as the Dirichlet character 6= χ̄ such that
Fψ(s) has a pole at s = 1. If no such character exists, set g = 1. Let f(n) be multiplicative
and supported on squarefree integers n ≤ M . Let d = lcm(g, q), K =
√
logM log2M , Q =
exp(c
√




, if K2 ≤ p ≤ exp((logK)2), p 6= BQ, p ≡ 1 (mod d), (3.5.1)
and 0 otherwise. Then, we have the following estimates of norms involving f .
Lemma 3.5.1. Let f(n) be defined by (3.5.1). Then for M sufficiently large, we have
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(1) |f(n)| ≤ n1/2,
(2)
∥∥∥f(n)n ∥∥∥1  exp( 1φ(d)(1 + o(1)) K2logK2) ,









∥∥∥f(n)2n ∥∥∥1  exp( 12φ(d)(1 + o(1)) K2(logK2)2) ,
















where j(n) is defined in (3.4.33).
Proof. (1) Since K2 ≤ p, we see that f(p) ≤ √p K√p log p ≤
√
p. Thus f(n) ≤
√
n by multiplicativity.



















































































































(5) Similarly to part (3), we have ‖f2‖1 ≤M
∥∥∥f2(n)n ∥∥∥1.














Since j(p) = 1 +O(
√
p), f(p) = Klog p , and (τk ∗ f)(p) =
K










































































































































1 + f(p)2pα−1 + f(p)pα−1
)
(3.5.3)






































1 + f(p)2pα−1 + f(p)pα−1
))
.
Note that the ratio of the error to the main term is bounded by
 exp






















= Q1(1 + o(1)).















































































where we use the fact that ΛF (p) log p since θF = 0.
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3.6 Proof of Theorem 1.2.3
Now we are ready to prove Theorem 1.2.3. Let F ∈ S∗ and χ (mod q) be a Dirichlet character and
ψ (mod g) be the Dirichlet character 6= χ̄ such that Fψ(s) has a pole at s = 1. Let xn = yn be
multiplicative functions and xp = yp = xp. Then, xn, yn are supported on squarefree integers whose
prime factors are ≡ 1 (mod lcm(q, g)). Using Theorem 3.4.1 and Lemma 3.5.1, we see that the error
term becomes o(T ) upon taking M = exp( c10
√
log T ). If there exist positive constants a and A only
depending on F , and χ such that L(s, χψ), F , Fψ have no zeros in the region <(s) ≥ 1− a for all
ψ with conductor bounded by TA, then we can take M = Tmin(a/10,A)−ε for some small positive
constant ε. It remains to compute the main terms. Let g be the multiplicative function supported
on squarefree integers with g(p) = 1 + f(p)
2






































































where we used (2) and (4) from Lemma 3.5.2. Next, we give an upper bound for the terms involving







































































































































































































































2)1/dF T )Q1(1 + o(1))Q1 +O (TQ1K log2M) .




























By an application of Theorem 3.3.1, as T →∞,








= (NF (2T )−NF (T ))Q0(1 + o(1)) +O (TQ0K log2M) .
























, then we can chose K =
√















c/5. In the second part, we can take M = T c for some c < min(c2/10, A).
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Chapter 4
Small Values of ζ ′K(ρ)
In this chapter, we give a proof of Theorem 1.3.1. The ideas are similar, with the main difference
being that the choice of the resonator is different. In particular, the coefficients are no longer
positive. We focus on the Galois case, which gives the details for the claim that the constant in
the exponent in Theorem 1.1.1 can be improved by a factor of n0.
4.1 Mean Value Theorem for Dirichlet Polynomials
Lemma 4.1.1 (Montgomery-Vaughan). Let {xn}∞n=1 be a sequence of real or complex numbers

















−s be a Dirichlet polynomial. From Chapter 2, we can choose T1 and T2
such that ζK(σ + iTj)





















We first give an asymptotic formula for S2.




ns , M = T













where NK(T ) is the number of zeros of ζK(s) in the region 0 ≤ <(s) ≤ 1, 0 ≤ =s ≤ T .
Proof. Since ζK(s) is in the Selberg class, we may apply Theorem 3.3.1 to obtain the result.
Next we give an asymptotic formula for S1.
Theorem 4.2.2. Suppose that ζK(s) satisfies the Riemann Hypothesis and almost all zeros of




−s,<(s) > 1. Let M = T θ, θ < 2/3. Then, for
































+ |DK |O((log T )





















with c = 1 + O((log T )−1). If we move the contour left to the line <(s) = 1 − c, then the residue




















































, for <(s) > 1,
where µ(J) is the Mobius function defined as
µ(J) =
 (−1)



























where Md corresponds to the diagonal terms k = nu, and where Mnd corresponds to the off-
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Note that for x 6= 1, we have
∫ T2
T1

































































, j ≤ 2M.


























































where the first summand corresponds to a bound for 0 ≤ <(s) ≤ 1 and the second summand
corresponds to a bound for <(s) ≤ 0 and <(s) ≥ 1. From our choice of T1 and T2, we have that
ζK(σ + iTj)
−1  T εj . Combining these, we have























































From Lemma 2.1.3, we see that
|ζK(1− s)|  |DK |O((log T )
−1)(log T )n0 . (4.2.3)
Combining (4.2.2), (4.2.3), and applying the Cauchy-Schwarz inequality and Lemma 4.1.1, we have
IL  |DK |O((log T )









 |DK |O((log T )










 |DK |O((log T )













 |DK |O((log T )












which completes the estimate of S1.
To prove Theorem 1.3.1, first we consider f(n), a multiplicative function supported on squarefree
integers. Let L =
√




p log p , if L
















































Proof. (1), (2) and (4) can be proved in the same way as in Lemma 3.5.2. For (3), the proofs are


























































































Proof. The proofs are very similar to those in Lemma 3.5.1. The only difference is that now the
support of the primes have density 1n0 instead of
1
φ(d) in the range L
2 ≤ p ≤ exp((logL)2).
Now let xn = µ(n)
√




















+ o(T ). (4.2.6)
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Since f(p) is supported on primes that split completely, only integers all of whose prime factors
































+ o(T ). (4.2.7)































where the last inequality follows from (4) of Lemma 4.2.3.
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[80] A. Weil. Über die Bestimmung Dirichletscher Reihen durch Funktionalgleichungen. Math.
Ann., 168:149–156, 1967.
[81] A. Wintner. On the distribution function of the remainder term of the prime number theorem.
Amer. J. Math., 63:233–248, 1941.
102
Appendix A
Summation Techniques and Formulae
A.1 Rankin’s trick



























































−xxz−1dx and Bn is the nth Bernoulli number. See [70, p. 421-424] or [60] for
proofs.
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