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Abstract
Sensitivity analysis w.r.t. the long-range/memory noise parameter for probability
distributions of functionals of solutions to stochastic differential equations is an im-
portant stochastic modeling issue in many applications. However, we have not found
theoretical results on this topic in the literature.
In this paper we consider solutions {X Ht }t∈R+ to stochastic differential equations
driven by fractional Brownian motions and two sensitivity problems when the Hurst
parameter H of the noise tends to the critical Brownian parameter H = 1
2
. We first
get accurate sensitivity estimates of time marginal probability distributions of X H . We
second develop a sensitivity analysis for the Laplace transforms of the first passage
times of X H at given thresholds.
Our technique requires accurate Gaussian estimates on the density of X Ht . The
Gaussian estimate we obtain in Section 5 may be of interest by itself.
Key words: Fractional Brownian motion, Malliavin calculus, first hitting time.
1 Introduction
In many applied situations where continuous-time stochastic differential equations are
used, one chooses Markovian dynamics for natural reasons: a huge literature exists on
their analysis, calibration and simulation; probability distributions of functionals of their
paths can be obtained by solving partial differential or integro-differential equations, or by
means of stochastic numerical methods; their semimartingale property allows to use the
stochastic calculus theory; asymptotic properties are proved by well developed techniques
(homogenization, mean-field limits, convergence to equilibrium analysis, etc.).
However, the statistical nature of the driving noise is a difficult issue, and noises having
the semi-martingale property may often be seen as arbitrary idealizations of the reality.
Empirical studies actually tend to show memory effects in biological, financial, physical
data: see e.g. Rypdal and Rypdal [33] for a statistical evidence in climatology and Berzin
et al. [8] for the statistics of stochastic differential equations with memory. The Markov
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structure then becomes questionable and it justifies to propose new models driven by noises
with long-range memory such as fractional Brownian motions rather than Lévy processes.
A natural question then arises. As emphasized by Jolis and Viles [20], choosing the
Hurst parameter H of the noise (for example by means of statistical methods) does not close
the noise modelling problem: since in practice the estimation of H is inevitably crude, one
needs to check that the model does not exhibit a large sensitivity w.r.t. H. More precisely,
one needs to study the sensitivity w.r.t. H of probability distributions of smooth and non
smooth functionals of the paths of solutions to stochastic differential equations.
First passage times at prescribed thresholds is an important class of non smooth func-
tionals in many applications. For example, this issue appears in the study of default risk
in mathematical finance, ruin probabilities in insurance or spike trains in neuroscience
(spike trains are sequences of times at which the membrane potential of neurons reach
limit thresholds and then are reset to a resting value, are essential to describe the neuronal
activity). This issue also appears in complex simulations, e.g. the simulations of stochastic
particle systems which are confined in cells (see e.g. Bernardin et al. [7, Sec.3]) and in
extremely various situations in physical sciences (for nice surveys, see e.g. Metzler et al.
[24]).
Markov properties are crucial to get equations or to construct numerical algorithms for
first passage time probability distributions: See e.g. Deaconu and Herrmann [14] and cita-
tions therein. On the contrary, the long-range dependence leads to analytical and numerical
difficulties: see e.g. Jeon et al. [19] and Dalang and Sanz-Solé [13].
To summarize the preceding discussion, it seems worth developing sensitivity analyses
w.r.t. the long-range/memory parameter for solutions to stochastic differential equations
and the probability distributions of their first passage times at given thresholds. Here we
consider the case of stochastic differential equations driven by fractional Brownian motions
and the sensitivity, w.r.t. the Hurst parameter of the noise, of probability distributions of
certain functionals of the trajectories of the solutions.
Our main results. The fractional Brownian motion {BHt }t∈R+ with Hurst parameter H ∈
(0,1) is the only Gaussian process with stationary increments which is self-similar of order
H (up to centering of the mean and normalization of the variance). Its covariance reads:
RH(s, t) =
1
2

s2H + t2H − |t − s|2H , ∀s, t ∈ R+.
Given H ∈ (1
2
, 1), we consider the process {X Ht }t∈R+ solution to the following stochastic
differential equation driven by {BHt }t∈R+:
X Ht = x0+
∫ t
0
b(X Hs ) ds+
∫ t
0
σ(X Hs ) ◦ dBHs , (1.1;H)
where the last integral is a pathwise Stieltjes integral in the sense of Young [34] (the notion
of solution is explained in Section 2). For H = 1
2
the process X solves the following SDE in
the classical Stratonovich sense:
X t = x0+
∫ t
0
b(X s) ds+
∫ t
0
σ(X s) ◦ dBs. (1.1;12)
Our first theorem concerns the sensitivity w.r.t. H around the critical Brownian parameter
H = 1
2
of time marginal probability distributions of {X Ht }t∈R+ .
2
Theorem 3.1. Let H ∈ (1
2
, 1), and let X H and X be as before. Suppose that b and σ are
smooth enough and σ is strongly elliptic (see Section 3 for a precise condition), and that ϕ is
bounded and Hölder continuous of order 2+ β for some β > 0. Then, for any T > 0, there
exists CT > 0 such that for any H ∈ [12 , 1):
sup
t∈[0,T]
Eϕ(X Ht )−Eϕ(X t)≤ CT (H − 12).
Our next theorem concerns the first passage time of X H at threshold 1, assuming x0 < 1:
τXH := inf{t ≥ 0 : X Ht = 1}. The probability distribution of the first passage time τH of a
fractional Brownian motion is not explictly known. Molchan [25] obtained the asymptotic
behaviour of its tail distribution function and Decreusefond and Nualart [15] obtained an
upper bound on the Laplace transform of τ2HH . The recent work of Delorme and Wiese [16]
proposes an asymptotic expansion (in terms of H− 1
2
) of the density of τH formally obtained
by perturbation analysis techniques. Related works are those of Nourdin and Viens [26] on
the density of supt∈[a,b] BHt −E

supt∈[a,b] BHt

where 0 < a < b, and Baudoin et al. [5] on
hitting probabilities of multidimensional fractional diffusions.
Theorem 4.1. Suppose that b and σ are smooth enough and σ is strongly elliptic (see Section
4 for a precise condition), and let x0 < 1. There exist constants λ0 ≥ 1, µ≥ 0 (both depending
on b and σ only) and 0 < η0 <
1−x0
2
such that: for all ε ∈ (0, 1
4
) and 0 < η ≤ η0, there exist
α > 0 and Cε,η > 0 such that
∀λ≥ λ0, ∀H ∈ [12 , 1),
Ee−λτXH−Ee−λτX12≤ Cε,η(H− 12) 14−ε e−αS(1−x0−2η)(p2λ+µ2−µ),
where S : R+ → R+ is an increasing function defined in Section 4. In the pure fBm situation
(where b ≡ 0 and σ ≡ 1) the result holds with λ0 = 1 and µ= 0.
To prove the preceding theorem we need accurate estimates on the density of X Ht . Our
Theorem 5.1 below, which improves estimates in [6, 9], may be of interest by itself.
A sensitivity analysis of the density of τXH would certainly be useful for applications.
Our estimate on the Laplace transform of τXH gives information on the robustness of this
density around time 0 when H is close to 1
2
. This seems interesting since the simulations
in [16] suggest that, when H > 1
2
, the density of supt∈[0,1] BHt is unbounded near 0. To
go further, we have tried to start from Proposition 4.4 below which provides an expression
for E

e−λτXH
−Ee−λτX1/2 whose inverse Laplace transform can be computed in principle.
However, we have not succeeded to solve technical issues raised by terms whose Malliavin
derivatives are highly singular.
Organization of the paper. In Section 2 we review elements of stochastic calculus for
fractional Brownian motion and gather a few asymptotic properties of its first passage times.
In Section 3 we prove Theorem 3.1. In Section 4 we prove Theorem 4.1. Our technique
requires a Gaussian-type upper bound on the density of X H (Theorem 5.1 which is proven
in Section 5). Various technical lemmas are gathered in Appendix A and B.
Notations. If γ ∈ (0,1), the Hölder norm of a bounded function f defined on an interval
[a, b] is denoted by ‖ f ‖γ,a,b := supa≤s<t≤b | f (t)− f (s)|(t−s)γ . We use the same notation for γ ∈
3
(1,∞)\N and adopt the definition of [23, p.3], that is, we denote by Cm+γ(Rd) the space of
bounded functions with bounded derivatives up to order m≥ 0 such that f (m) is a γ-Hölder
continuous function.
The supremum norm is denoted by ‖ · ‖∞,a,b or simply ‖ · ‖∞ when no confusion can
exist.
We denote by C any constant which may change from line to line but does not depend
on the Hurst parameter H. When necessary we emphasize that a constant depends on the
final time horizon T : we then denote it by CT . Identically, α will be a constant in the
exponential of Theorem 4.1 that might change from line to line.
We will consider Brownian and fractional Brownian motion (B and BH), Brownian and
fractional Brownian diffusions (X and X H), which, unless stated otherwise, all start from
the same initial condition x0. W.l.o.g. the first hitting time threshold is fixed at the value 1
and therefore, except when explicitly mentioned, we consider x0 < 1.
2 Stochastic calculus for fractional Brownian motion and some
preliminary results
2.1 Elements of stochastic calculus for fractional Brownian motion
with H ≥ 1
2
In this section, we briefly review the definitions of Skorokhod, Stieltjes and Stratonovich
integrals w.r.t. fractional Brownian motion (fBm). The material comes from [6, Section 2],
[9] and Nualart [27].
Let T > 0. For fixed H ∈ (1
2
, 1), the covariance RH(s, t) of the fBm is given by: for any
s, t ∈ [0, T],¨
RH(s, t) =
1
2
 
s2H + t2H − |s− t|2H= αH ∫ s0 ∫ t0 |u− v|2H−2 dudv
αH = H(2H − 1).
The Cameron-Martin spaceHH(T ) (simply writtenHH if there cannot be any confusion)
associated to the covariance RH is defined as the closure of the space of step functions with
respect to the following scalar product:
〈ϕ,ψ〉HH = αH
∫ T
0
∫ T
0
|u− v|2H−2ϕ(u)ψ(v) dudv .
Note thatH 1
2
= L2[0, T].
A natural subspace of HH will be needed in the sequel: |HH | is the Banach space of
measurable functions ϕ on [0, T] such that
‖ϕ‖2|HH | := αH
∫ T
0
∫ T
0
|ϕs| |ϕt | |s− t|2H−2 dsdt <∞. (2.1)
Operators. For any H ∈ (1
2
, 1) define the integral operator KH by its kernel KH(θ ,σ):
∀σ ≥ θ > 0, KH(θ ,σ) := 0,
∀θ > σ > 0, KH(θ ,σ) := cH (H − 12) σ
1
2
−H
∫ θ
σ
uH− 12 (u−σ)H− 32 du,
4
where
cH :=
 
2H Γ(3/2−H)
Γ(H + 1
2
) Γ(2− 2H)
!1
2
.
Now define the operator K∗H as follows: for any ϕ ∈HH ,
K∗Hϕ(s) :=
∫ T
s
∂ KH
∂ θ
(θ , s) ϕ(θ) dθ
= (H − 1
2
)cH
∫ T
s

θ
s
H− 1
2
(θ − s)H− 32 ϕ(θ) dθ .
Notice that
〈ϕ,ψ〉HH = 〈K∗Hϕ, K∗Hψ〉L2[0,T] .
In addition, one can easily verify that cH tends to 1 as H → 12 and thus ∂∂ θ KH(θ ,σ) converges
in the distributional sense to the Dirac measure at point σ, which implies that K∗H tends to
the identity operator.
Representation of fBm as non-anticipating stochastic integrals. The fBm BH can be
represented as follows: for some standard Brownian motion B ≡ B 12 ,
∀t ≥ 0, BHt =
∫ t
0
KH(t, u) dBu,
which results from:
RH(s, t) =
∫ s∧t
0
KH(s, u)KH(t, u) du . (2.2)
Malliavin calculus for fractional Brownian motion. Similarly to the usual Malliavin
derivative D associated to the Brownian motion B, given the fBm BH , the Malliavin deriva-
tive DH is defined as on operator on the smooth random variables with values in HH . The
domain of DH in Lp(Ω) (p > 1) is denoted by D1,p and is the closure of the space of smooth
random variables with respect to the norm:
‖F‖p1,p = E(|F |p) +E
‖DH F‖pHH .
Equivalently, DH can be defined as DH = (K∗H)−1D (cf [27, p.288]). In particular, we see
that for any s, t ∈ [0, T]:
DHs B
H
t = 1[0,t](s) and DsB
H
t = K
∗
H

DH· B
H
t

(s) = K∗H(1[0,t](·))(s) = KH(t, s). (2.3)
In case p = 2, D1,2 is a Hilbert space and is identical to the usual D1,2 space of Brownian
motion [27, p.288]. The spaces Dk,p are defined by iterating Malliavin differentiation and
the corresponding norms are denoted by ‖ · ‖k,p.
Finally, D1,2(|HH |) is defined as the space of |HH |-valued random variables such that
E‖u‖2|HH |+E‖DHu‖2|HH | <∞,
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where ‖ · ‖2|HH | was defined in (2.1). See Nualart [27, p.31 and p.288] for properties of this
space. Similarly to Dk,p, one can define Dk,p(|H |).
Given T > 0, the divergence operator δ(T )H is defined by the duality relation E
〈u, DH F〉HH=
E

Fδ(T )H (u)

, which holds for any F in D1,2 and u in the domain of δ(T )H , denoted by
domδ(T )H ⊂HH(T ). In case the context is clear, we will simply write δH for δ(T )H .
δH is also related to the Skorokhod integral w.r.t. the Brownian motion B: for any u such
that K∗Hu ∈ dom δ,
δH(u) = δ(K
∗
Hu).
It can be shown that domδH = (K∗H)−1(domδ). A sufficient condition for a process being in
domδH is that it belongs to D1,2(HH)⊂ domδH .
In the sequel, the Skorokhod integral δH(1[0,t]u) is denoted by
∫ t
0
us dB
H
s .
Stochastic integrals and Itô’s formula for fractional Brownian motion. Except when
H = 1
2
, the fBm is not a semimartingale, thus stochastic integrals w.r.t. BH cannot be defined
in the Itô sense. However, it is well known from Young [34] that Stieltjes integrals
∫ T
0
fs◦dgs
can be defined if f is β-Hölder continuous and g is γ-Hölder continuous with β + γ > 1.
Therefore, if the process {ut}t∈[0,T] is in Cβ a.s. with β > 12 , and the Hurst parameter is
H > 1
2
, then the stochastic integral
∫ T
0
us ◦ dBHs can be defined pathwise (see also [35] and
[32]). In addition, if {ut}t∈[0,T] belongs to D1,2(|HH |) and satisfies∫ T
0
∫ T
0
|DHs ut | |s− t|2H−2 dsdt <∞, (2.4)
and if the map t 7→ ut is continuous in D1,2, then
∫ T
0
us◦dBHs coincides with the Stratonovich
integral w.r.t. BH ([27, Chap.5,Rk.2]) and the following equality holds true:∫ T
0
us ◦ dBHs = δH(u) +αH
∫ T
0
∫ T
0
DHs ut |s− t|2H−2 dsdt (2.5)
(see Alòs and Nualart [3] and Nualart [27, Prop.5.2.3]).
In the case of Stratonovich integrals and functions F whose first derivative F ′ has a
Hölder regularity larger than 1−H, the Itô formula is the classical chain rule:
F
∫ t
0
us ◦ dBHs

= F(0) +
∫ t
0
F ′
∫ s
0
uσ ◦ dBHσ

us ◦ dBHs . (2.6)
Observe that if F ′
∫ s
0
uσ ◦ dBHσ

us satisfies condition (2.4) (this is the case in particular if
F is a C2 function and u ∈ D2,2(|HH |)), Formula (2.5) allows to express the right-hand side
of (2.6) in terms of Skorokhod stochastic integrals. This will be useful in Section 3 when
we will need to evaluate expectations of terms which are of the type of the left-hand side:
the Skorokhod integral has mean zero whereas E(
∫ t
0
us ◦dBHs ) cannot be computed directly.
Solutions to the stochastic differential equation (1.1;H). We consider pathwise solu-
tions to (1.1;H) as defined in Nualart and Rascanu [29], based on the generalized Stieltjes
6
integrals defined in Zähle [35]. We mentioned in the previous paragraph that these inte-
grals (generalized Stieltjes, Young, Stratonovich) may coincide if enough regularity on the
integrand is assumed, as this will be the case in this paper.
As in [28], the solutions to (1.1;H) that appear here are strong solutions, in the sense that
X H is an adapted process with Hölder continuous sample paths of order H − ε, ∀ε > 0.
Note that other notions of solutions for such fractional SDEs were defined at the same
period, see e.g. [12].
2.2 Strict inequalities for Laplace transform of passage times
In this section, we denote by τH the first passage time at threshold 1 of the fBm (BHt )t∈R+
starting from x0 < 1. For H >
1
2
, Decreusefond and Nualart [15] get the following bound
for the Laplace transform of τH :
∀λ≥ 0, Ee−λτ2HH ≤ Ee−λτ1/2= e−(1−x0)p2λ.
The inverse inequality holds for H < 1
2
: see Lei and Nualart [22].
Consider now x0 = 0 for simplicity. These inequalities are sub-optimal when λ → 0.
Indeed, Molchan [25] obtained
P

τ2HH > t
∼ t− (1−H)2H as t →∞.
Hence, it results from a classical Tauberian theorem [10, p.334] that, for any H ∈ (1
3
, 1)
and some constant C ,
1−Eexp(−λτ2HH )∼ C λ (1−H)2H
when λ→ 0.
However, the above estimates on Laplace transforms are accurate for H > 1
2
and λ→∞.
For H > 1
2
, one actually has (see [1, p.90]):
P(τ2HH ≤ ε) = P
 sup
s∈[0,ε 12H ]
BHs ≥ 1
= P sup
s∈[0,1]
BHs ≥ ε−
1
2

∼
ε→0Ψ(ε
−1
2 ),
where Ψ is the Gaussian tail distribution function. As Ψ(ε−
1
2 ) ∼ ε−1/2, de Bruijn’s Taube-
rian theorem ([10, Thm.4.12.9]) yields:
− logEexp(−λτ2HH )∼p2λ as λ→∞.
Similarly one can get asymptotics on the Laplace transform of τH (and not of τ
2H
H as
above):
E
 
exp(−λτH)∼ 1− C λ1−H as λ→ 0,
− log E exp(−λτH)∼1+ 12H

H1/(2H+1) λ
2H
2H+1 as λ→∞.
7
3 Sensitivity of time marginal distributions of fBm-driven dif-
fusion processes w.r.t. their Hurst parameter
Consider {X Ht }t∈[0,T] and {X t}t∈[0,T] as in (1.1;H) and (1.1;12). We aim to estimate the
convergence rate of the law of X Ht to the law of X t for every t. We assume the following
conditions:
(H1) There exist some γ ∈ (0,1) such that b,σ ∈ C1+γ(R);
(H2) The function σ satisfies a strong ellipticity condition: ∃σ0 > 0 such that |σ(x)| ≥
σ0,∀x ∈ R.
Under (H1) a unique strong solution to (1.1;H) exists for each H ∈ [1
2
, 1) (even weaker
regularity conditions are sufficient: see [28]).
The aim of this section is to prove the following theorem.
Theorem 3.1. Let X H and X be the solutions to (1.1;H) and (1.1;1
2
) respectively. Suppose
that b and σ satisfy the hypotheses (H1) and (H2), and ϕ is Hölder continuous of order 2+β
for some β > 0. Then, for any T > 0, there exists CT > 0 such that
∀H ∈ [1
2
, 1), sup
t∈[0,T]
Eϕ(X Ht )−Eϕ(X t)≤ CT (H − 12).
We will discuss in Section 6 the hypothesis (H2) as well as possible extensions of Theo-
rem 3.1.
3.1 Reduction to σ(x)≡ 1 by the Lamperti transform
Consider the Lamperti transform F(x) :=
∫ x
0
1
σ(z)
dz. The process Y Ht := F(X
H
t ) satisfies the
following SDE:
Y Ht = F(x0) + B
H
t +
∫ t
0
b˜(Y Hs ) ds. (3.1)
with b˜(Y Hs ) =
b(F−1(Y Hs ))
σ(F−1(Y Hs ))
. Hence for Theorem 3.1 to hold true, it suffices for it to be true for
Y H , Y and ϕ ◦ F−1 instead of ϕ. Notice that σ ∈ C1+γ implies that ϕ ◦ F−1 ∈ C2+γ∧β and b˜
is in C1+γ.
Hence without loss of generality we hereafter assume that X H is defined as a solution
to (3.1), or equivalently as a solution to (1.1;H) with σ ≡ 1.
3.2 Preliminary results
We start with proving Hölder norm estimates for X H and its Malliavin derivatives.
Lemma 3.2. Let b satisfy hypothesis (H1). For any α < H it a.s. holds that
‖X H‖∞,[0,T] ≤ CT (1+ |x0|+ ‖BH‖∞,[0,T]),
‖X H‖α ≤ ‖BH‖α+ CT (1+ |x0|+ ‖BH‖∞),
‖DH· X H· ‖∞,[0,T]2 ≤ CT ,
sup
r≤t
|DHr X Ht − 1|
t − r ≤ CT ,∀t ∈ [0, T] .
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Proof. The process X H satisfies
‖X H‖∞,[0,T] ≤ C |x0|+ ‖BH‖∞,[0,T]+ C T,
|X Hs − X Ht | ≤ |BHs − BHt |+ C |t − s|(1+ ‖X H‖∞,[0,T]).
To obtain estimates for the Malliavin derivatives of X H , we use the following represen-
tation (see Nualart and Saussereau [30]):(∀r > t, DHr X Ht = 0,
∀r ≤ t, DHr X Ht = 1+
∫ t
r
DHr X
H
s b
′(X Hs ) ds.
(3.2)
As b′ is bounded, Gronwall’s lemma leads to:
|DHr X Ht | ≤ 1{t≥r} exp
 ‖b′‖∞ (t − r) .
The last desired inequality also follows from (3.2).
Now consider the following parabolic PDE with initial condition ϕ at time t ∈ (0, T]:(
∂
∂ s
u(s, x) + b(x) ∂
∂ x
u(s, x) + 1
2
∂ 2
∂ x2
u(s, x) = 0, (s, x) ∈ [0, t)×R,
u(t, x) = ϕ(x), x ∈ R. (3.3)
Lemma 3.3. Let ϕ ∈ C2+β(R) for some 0 < β < 1. Suppose that b satisfies the hypoth-
esis (H1). Let u be the solution to (3.3). Then for any x ∈ R, ∂su(·, x) and ∂xu(·, x) are
bounded. For each H > 1
2
one has∫ T
0
∫ T
0
|r − s|2H−2 DHr (∂xu(s, X Hs )) drds <∞ a.s.
In addition, for H = 1
2
one has
∫ T
0
Ds(∂xu(s, X s))2 ds <∞ a.s.
Proof. In view of Lunardi [23, p.189], there exists C > 0 such that
‖u‖C1,2+β ([0,T]×R) ≤ C ‖ϕ‖C2+β (R).
As DHr

∂xu(s, X Hs )

= DHr X
H
s ∂
2
x x u(s, X
H
s ), the result follows from Lemma 3.2.
We now are in a position to prove Theorem 3.1.
3.3 Proof of Theorem 3.1
We start with representing Eϕ(X Ht )−Eϕ(X t) in integral form by using the solution u of the
PDE (3.3). For any s ∈ [0, t] and x ∈ R we have
u(s, x) = Ex
 
ϕ(X t−s)

.
In particular, u is a C1,2([0, T] × R) function. Using the integration-by-parts formula for
Stieltjes integrals we thus get
u(t, X Ht ) = u(0, x0) +
∫ t
0

∂su(s, X
H
s ) + ∂xu(s, X
H
s )b(X
H
s )

ds+
∫ t
0
∂xu(s, X
H
s ) ◦ dBHs .
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In view of Lemma 3.3 we can use Equality (2.5). Using also Equality (3.2) for r > s, we
get:
u(t, X Ht ) = u(0, x0) +
∫ t
0

∂su(s, X
H
s ) + ∂xu(s, X
H
s )b(X
H
s )

ds+δH

1[0,t]∂xu(·, X H· )

+αH
∫ t
0
∫ s
0
|r − s|2H−2DHr

∂xu(s, X
H
s )

drds
= u(0, x0) +
∫ t
0

∂su(s, X
H
s ) + ∂xu(s, X
H
s )b(X
H
s )

ds+δH

1[0,t]∂xu(·, X H· )

+αH
∫ t
0
∫ s
0
|r − s|2H−2DHr X Hs ∂ 2x xu(s, X Hs ) drds.
Using the definition of u and the fact that the Skorokhod integral has zero mean we get
Eϕ(X Ht )−Ex0ϕ(X t) = Eu(t, X Ht )− u(0, x0)
=−1
2
E
∫ t
0
∂ 2x xu(s, X
H
s )ds+αHE
∫ t
0
∫ s
0
|r − s|2H−2∂ 2x xu(s, X Hs )drds
+αHE
∫ t
0
∫ s
0
|r − s|2H−2(DHr X Hs − 1)∂ 2x xu(s, X Hs ) drds
= E
∫ t
0
∂ 2x xu(s, X
H
s )

Hs2H−1− 1
2

ds
+αHE
∫ t
0
∫ s
0
|r − s|2H−2(DHr X Hs − 1)∂ 2x xu(s, X Hs ) drds
=:∆1H +∆
2
H .
We bound |∆1H | as follows:
|∆1H |=

∫ t
0
∂ 2x xu(s, X
H
s )

Hs2H−1− 1
2

ds

≤ (H − 1
2
)‖∂ 2x xu‖∞
∫ t
0
(1∨ s2H−1) (1+ 2H| log s|) ds
≤ C (H − 1
2
) .
To bound |∆2H | we use the last inequality of Lemma 3.2. It comes:
|∆2H | ≤ CαH
∫ t
0
∫ s
0
(s− r)2H−2 (s− r) ∂ 2x xu(s, X Hs ) drds
≤ C‖∂ 2x xu‖∞αH
∫ t
0
∫ s
0
(s− r)2H−1 drds
≤ C(H − 1
2
).
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4 Sensitivity of first passage time Laplace transform of fBm
driven diffusion process w.r.t. their noise Hurst parameter
The aim of this section is to prove the following theorem which estimates the sensitivity of
first passage time Laplace transform of (X Ht )t∈R+ solution to the SDE (1.1;H) and fractional
Brownian motions w.r.t. their Hurst parameter.
We slightly reinforce the assumption on the drift and diffusion coefficients and suppose:
(H1’) b,σ ∈ C2(R).
Theorem 4.1. Assume that b and σ satisfy (H1’) and (H2) and let x0 < 1. There exist
constants λ0 ≥ 1, µ ≥ 0 (both depending only on b and σ) and 0 < η0 < 1−x02 such that: for
all ε ∈ (0, 1
4
) and 0< η≤ η0, there exist constants α > 0 and Cε,η > 0 such that
∀λ≥ λ0, ∀H ∈ [12 , 1),
Ee−λτXH−Ee−λτX12≤ Cε,η(H− 12) 14−ε e−αS(1−x0−2η)(p2λ+µ2−µ),
where S : R+ → R+ is the function defined by S(x) = x ∧ x 12H . In the pure fBm case, µ = 0
and the result holds true for λ0 = 1.
In view of Proposition B.1 we have
E

e
−λτX1
2

≤ e−C(1−x0)
p
2λ+µ2−µ

.
Part of the difficulties in the proof of Theorem 4.1 comes from the fact that we successfully
obtained a sensitivity estimate which has the same exponential decay at infinity w.r.t λ as
the preceding upper bound for E

e
−λτX1
2

and tends to 0 as (H− 1
2
)
1
4
−ε when H tends to 1
2
.
Remark 4.2. The above constant Cε,η tends to infinity either when ε→ 0 or η→ 0.
Remark 4.3. When X H is a fractional Brownian motion, we believe that the previous result
can be as follows: Let ε ∈ (0, 1
4
) and η > 0 such that 1− x0 > 2η, where x0 < 1 is the initial
position of X and X H . Then there exist constants α > 0 and Cε,η > 0 such that: for any λ ≥ 0
and any H ∈ [1
2
, 1),Ee−λτH−Ee−λτ 12≤ Cε,η(H − 12) 14−ε e−αS(1−x0−2η)T (λ),
where T (λ) = (2λ)1−
1
4H if λ≤ 1, and T (λ) =p2λ otherwise.
We start with proving Theorem 4.1 in the pure fBm case (b(x) ≡ 0 and σ ≡ 1): this
is done in Subsections 4.1 to 4.6. In Subsection 4.7, we then explain how to modify the
lengthy technicalities of the proof and treat additional terms to prove Theorem 4.1 in the
general case of Equation (1.1;H).
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4.1 An error decomposition in the pure fBm case
Our Laplace transforms sensititivity analysis is based on a PDE representation of first hitting
time Laplace transforms in the case H = 1
2
. When b(x)≡ 0 and σ ≡ 1 this procedure can be
avoided since the Laplace transform Ex0

e
−λτ 1
2

is explicitly known. However, we adopt it
even in this simple case in order to introduce the technique we need in Section 4.7 to treat
the general drift and diffusion coefficient case.
For λ > 0 it is well known that
∀x0 ∈ (−∞, 1], = Ex0

e
−λτ 1
2

= uλ(x0),
where the function uλ is the classical solution with bounded continuous first and second
derivatives to u
′′
λ(x) = 2λuλ(x), x < 1,
uλ(1) = 1,
limx→−∞ uλ(x) = 0.
(4.1)
Proposition 4.4. Let x0 < 1 be fixed. For any λ≥ 0,
E

e−λτH
−Ee−λτ 12= Eλ∫ τH
0
(2Hs2H−1− 1)uλ(BHs ) e−λs ds

(4.2)
+ lim
T→∞E

δ
(T )
H

1[0,t]uλ(B
H
· ) e
−λ·
t=τH∧T

=: I1(λ) + I2(λ). (4.3)
Proof. Let T > 0. It can be verified easily that ∀t ∈ [0, T], 1[0,t]u′λ(BH· ) e−λ· ∈ dom δ(T )H .
Hence, one can apply Itô’s formula ([2],[27, p.294]) and, as uλ satisfies (4.1), for any
t ≤ T ∧τH we get
uλ(B
H
t ) e
−λt = uλ(x0) +δ(T )H

1[0,t]u
′
λ(B
H
· ) e
−λ·
−λ
∫ t
0
uλ(B
H
s ) e
−λs ds+H
∫ t
0
u′′λ(B
H
s ) s
2H−1e−λs ds
= uλ(x0) +δ
(T )
H

1[0,t]u
′
λ(B
H
· ) e
−λ·+λ∫ t
0

2Hs2H−1− 1 uλ(BHs ) e−λs ds,
Evaluating the previous equation at T ∧τH and then taking expectations leads to
E

uλ(B
H
T∧τH ) e
−λ(T∧τH )

− uλ(x0) = λE
∫ T∧τH
0
(2Hs2H−1− 1)uλ(BHs ) e−λs ds

+
p
2λ E

δ
(T )
H

1[0,t] uλ(B
H
· ) e
−λ·
t=T∧τH

.
By the Dominated Convergence Theorem, the first three terms converge as T →∞. Thus
the expectation of the Skorokhod integral also converges.
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4.2 Estimate on I1(λ) (pure fBm case)
In view of Fubini’s theorem, we have
I1(λ) = λ
∫ ∞
0
(2Hs2H−1− 1) e−λs E1{τH≥s}uλ(BHs ) ds.
In Subsection 4.3 we will need to work with a smooth extension of uλ on (1,+∞). In
the present pure fBm setting it suffices to observe that the explicit solution
uλ(x0) = e
−(1−x0)p2λ
to (4.1) is well defined and smooth on the whole space R. This extension is still denoted
by uλ. We start with proving the following elementary lemma which will be used in this
subsection with η= 0 and later with η > 0.
Lemma 4.5. For all η ≥ 0, there exists Cη > 0 such that for any p > 0, s ≥ 0 and λ ≥ 0, we
have
E

1{BHs ≤1+η}uλ(B
H
s )
p
≤ ¨ Cη sH epηp2λ if s2H pp2λ > 1− x0+ 2η ,
e−
p
2
(1−x0−2η)p2λ if s2H p
p
2λ≤ 1− x0+ 2η .
In case η= 0 and if s2H p
p
2λ > 1− x0, we have E

1{BHs ≤1}uλ(B
H
s )
p
≤ 1.
Proof. Let Φ denote the cumulative distribution function of the standard Gaussian law. We
have
E

1{BHs ≤1+η}uλ(B
H
s )
p

= e−(1−x0)
p
2λp2+s2Hλp2
∫ r−H (1+η−x0)
−∞
e− 12 (x−sH
p
2λp2)2
p
2pi
dx
= e−(1−x0)
p
2λp2+s2Hλp2 Φ(s−H(1+η− x0)− sH
p
2λp2).
When s2H p
p
2λ > 1− x0+ 2η, we then use the inequality:
∀x > 0, Φ(−x)≤ 1p
2pix
e− x
2
2 ,
to get
E

1{BHs ≤1+η}uλ(B
H
s )
p
≤ epηp2λ e− (1+η−x0)22s2Hp
2pi

psH
p
2λ− s−H(1+η− x0)

≤ s
H
η
p
2pi
epη
p
2λ.
When s2H p
p
2λ≤ 1− x0+ 2η, we merely bound Φ(x) by 1.
Proposition 4.6. Let T be the function of λ ∈ R+ defined by T (λ) = (2λ)1− 14H if λ ≤ 1 and
T (λ) =
p
2λ if λ > 1. There exists a constant C > 0 such that
|I1(λ)| ≤ C (H − 12) e−
1
4
S(1−x0)T (λ),
where S is the function defined in Theorem 4.1.
13
Proof. First, we notice that for H ∈ (1
2
, 1) and s ∈ (0,∞),
|2Hs2H−1− 1| ≤ (H − 1
2
) (1∨ s2H−1)|1+ 2H log s|.
Therefore
λ
∫ ∞
0
|2Hs2H−1− 1| e−λs ds ≤ C (H − 1
2
)
∫ ∞
0
(1∨ s2H−1)|1+ 2H log s| λe−λs ds
≤ C (H − 1
2
). (4.4)
We now split I1 into two parts. We first consider the case s
2H
p
2λ ≤ 1− x0. Lemma 4.5
(with η= 0 and p = 1) and Inequality (4.4) imply that
λ
∫  1−x0p
2λ
 1
2H
0
|2Hs2H−1− 1| e−λs E1{τH≥s}uλ(BHs ) ds ≤ e−12 (1−x0)p2λ ∫

1−x0p
2λ
 1
2H
0
|2Hs2H−1− 1| e−λs ds
≤ C (H − 1
2
) e−
1
2
(1−x0)p2λ . (4.5)
Second, consider the case s2H
p
2λ > 1− x0. Since E

1{τH≥s}uλ(B
H
s )
≤ 1 and
(1∨ s2H−1)|1+ 2H log s|e− 12λs ≤ C ,
λ
∫ ∞

1−x0p
2λ
 1
2H
|2Hs2H−1− 1| e−λs E1{τH≥s}uλ(BHs ) ds ≤ C (H − 12)∫ ∞ 1−x0p
2λ
 1
2H
λ
2
e− λs2 ds
≤ C (H − 1
2
) e−
λ
2

1−x0p
2λ
 1
2H
. (4.6)
Thus the two estimates (4.5) and (4.6) lead to:
|I1(λ)| ≤ C (H − 12) max

e− 12 (1−x0)
p
2λ, e−
1
4
(1−x0) 12H (2λ)1− 14H

,
which is the desired result.
4.3 Estimate on I2(λ) (pure fBm case, λ≥ 1)
To complete the proof of Theorem 4.1 in the fBm case, we now aim to prove:
|I2(λ)| ≤ C(H − 12)
1
4
−εe−αS(1−x0−2η)
p
2λ. (4.7)
First observe that the optional stopping theorem does not hold for Skorokhod integrals
of the fBm. However, Proposition 13 of Peccati et al. [31] shows that:
∀T > 0, E

δ(T )(1[0,t](•)uλ(BH• )e−λ•)

t=T∧τH

= 0.
Thus, I2(λ) satisfies
|I2(λ)|=
p
2λ
 limN→∞Eδ(N)H 1[0,t](•)uλ(BH• )e−λ•t=τH∧N − δ(N) 1[0,t](•)uλ(BH• )e−λ•

t=τH∧N

=
p
2λ
 limN→∞Eδ(N) {K∗H − Id}(1[0,t](•)uλ(BH• )e−λ•)t=τH∧N

≤
p
2λ lim
N→∞E supt∈[0,τH∧N]
|δ(N) {K∗H − Id}(1[0,t](•)uλ(BH• )e−λ•) |
≤
p
2λ lim
N→∞E supt∈[0,N]

1{τH≥t}|δ(N)
{K∗H − Id}(1[0,t](•)uλ(BH• )e−λ•) | .
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Define the field {Ut(v), t ∈ [0, N], v ≥ 0} and the process {Υt , t ∈ [0, N]} by
∀t ∈ [0, N], Ut(v) = {K∗H − Id}

1[0,t](•) uλ(BH• ) e−λ•

(v),
and
Υt = δ
(N)(Ut(•)).
For any real-valued function f with f (0) = 0 one has
1{τH≥t}| f (t)| ≤ 1{τH≥t}
[t]∑
n=0
sup
s∈[n,n+1]
1{τH≥s}| f (s)− f (n)| ≤
[t]∑
n=0
sup
s∈[n,n+1]
1{τH≥s}| f (s)− f (n)|.
Therefore
|I2(λ)| ≤
p
2λ lim
N→∞E supt∈[0,N]

1{τH≥t}|Υt |
≤p2λ lim
N→∞
N−1∑
n=0
E sup
t∈[n,n+1]

1{τH≥t}|Υt −Υn|

.
(4.8)
Suppose for a while that we have proven: there exists η0 ∈ (0, 1−x02 ) such that for all
η ∈ (0,η0] and all ε ∈ (0, 14), there exist constants C ,α > 0 such that
E sup
t∈[n,n+1]

1{τH≥t}|Υt −Υn|
≤ C (H − 1
2
)
1
4
−ε e−
1
3(2+4ε)λne−αS(1−x0−2η)
p
2λ. (4.9)
We would then get:
|I2(λ)| ≤ C
p
2λ
∞∑
n=0
e−
λn
3(2+4ε) (H − 1
2
)
1
4
−εe−αS(1−x0−2η)
p
2λ
≤ C (H − 1
2
)
1
4
−εe−αS(1−x0−2η)
p
2λ,
which is the desired result (4.7). It thus remains to prove (4.9).
4.4 Proof of Inequality (4.9)
In order to estimate the left-hand side of Inequality (4.9) we aim to apply Garsia-Rodemich-
Rumsey’s lemma (see Lemma A.1 in Appendix). However, it seems hard to get the desired
estimate by estimating moments of increments of 1{τH≥t}|Υt − Υn|, in particular because
1{τH≥t} is not smooth in the Malliavin sense. We thus proceed by localization and construct
a process Υ¯t which is smooth on the event {τH ≥ t} and is close to 0 on the complementary
event. To this end we introduce the following new notations.
For some small η > 0 which will be specified later, set
∀t ∈ [0, N], U¯t(v) = {K∗H − Id}

1[0,t](•) uλ(BH• )φη(BH• ) e−λ•

(v)
and
Υ¯t = δ
(N)  U¯t ,
where φη is a smooth function taking values in [0, 1] such that φη(x) = 1, ∀x ≤ 1, and
φη(x) = 0, ∀x > 1+η.
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The crucial property of Υ¯t is the following: For all n ∈ N and n ≤ r ≤ t < n + 1,
1{τH≥t}Υr = 1{τH≥t}Υ¯r a.s. This is a consequence of the local property of δ ([27, p.47]).
Indeed, it suffices to notice that Ut and U¯t belong to D1,2(H ) and that
1{τH≥t}
 
Ur(v)− U¯r(v)= 1{τH≥t} {K∗H − Id}1[0,r](•) uλ(BH• )(1−φη(BH• )) e−λ• (v)
= 0,
where we used the fact that φη(BHs ) = 1 for any s ∈ [0, t] on the event {t ≤ τH}.
Therefore, for any n≤ N − 1,
E

sup
t∈[n,n+1]
1{τH≥t}|Υt −Υn|

= E

sup
t∈[n,n+1]
1{τH≥t}|Υ¯t − Υ¯n|

≤ E

sup
t∈[n,n+1]
|Υ¯t − Υ¯n|

.
(4.10)
In order to apply Garsia-Rodemich-Rumsey’s lemma we now need to estimate moments of
Υ¯t − Υ¯s. As we will see, one can obtain bounds on the norm
Υ¯t − Υ¯sL2(Ω) in terms of
(H − 1
2
)
1
2 . Therefore we notice that
E
|Υ¯s − Υ¯t |2+4ε≤ Υ¯t − Υ¯sL2(Ω)×E|Υ¯t − Υ¯s|2+8ε 12
and then combine Lemmas 4.7 and 4.8 below to obtain: for every [n≤ s ≤ t ≤ n+ 1],
E
|Υ¯s − Υ¯t |2+4ε≤ C (H − 12) 12 (t − s) 12−ε e−αS(1−x0−2η)p2λ× (t − s) 12+2ε e− 13λse−αS(1−x0−2η)p2λ
≤ C (H − 1
2
)
1
2 (t − s)1+ε e− 13λse−αS(1−x0−2η)p2λ.
We now are in a position to apply the Garsia-Rodemich-Rumsey lemma with p = 2+4ε and
q = 2+ε/2
2+4ε
(recall our convention that α, like C , may change from line to line but does not
depend on H):
E

sup
t∈[n,n+1]
1{τH≥t}|Υt −Υn|

≤ C (H − 1
2
)
1
2(2+4ε) e−
α
2+4εS(1−x0−2η)
p
2λ
 ∫ n+1
n
∫ n+1
s
e− 13λs(t − s) ε2−1 dtds
! 1
2+4ε
≤ C (H − 1
2
)
1
4+8ε e−αS(1−x0−2η)
p
2λe−
1
3(2+4ε)λn,
from which Inequality (4.9) follows.
It now remains to prove the above estimates on
Υ¯t − Υ¯sL2(Ω) and E |Υ¯t − Υ¯s|2+8ε 12 :
the estimates are provided by Lemmas 4.7 and 4.8 respectively stated and proven in Sub-
sections 4.5 and 4.6 below.
4.5 Lemma 4.7 and its proof
Lemma 4.7. There exists η0 ∈ (0, 1−x02 ) such that: for all 0 < η ≤ η0, for all H ∈ [12 , 1) and
for all 0< ε < 1
4
, there exist C ,α > 0 such that
∀λ≥ 1, ∀0≤ n≤ s ≤ t ≤ n+1≤ N , E|Υ¯t − Υ¯s|2+8ε 12 ≤ C (t−s) 12+2ε e− 13λse−αS(1−x0−2η)p2λ ,
where S is the function defined in Theorem 4.1.
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Proof. Setting
u¯λ := uλ φη
we have
Υ¯t − Υ¯s = δ(N)
{K∗H − Id}1(s,t](•)u¯λ(BH• )e−λ•
= δ(N)

K∗H(1(s,t](•)u¯λ(BH• )e−λ•)
−δ(N) 1(s,t](•)u¯λ(BH• )e−λ• .
We now use the following result coming from the proof of Theorem 5 of [3]: for a stochastic
process u ∈ L1,p˜H (see the definition of this space in [27, p.42]), if p˜H > 1 then
∀0≤ s ≤ t ≤ N , E
δ(N) K∗H(1(s,t]u)p˜≤ C (t − s)p˜H−1 ∫ t
s
AH(r) dr (4.11)
where AH(r) := |E(ur)|p˜ + E
∫ N
0
|DHθ ur |1/H dθ
p˜H
. Since 1(s,t](•)u¯λ(BH• )e−λ• ∈ L1,p˜1
2
∩
L1,p˜H , for any 0≤ s ≤ t ≤ N , Inequality (4.11) with p˜ = 2+ 8ε yieldsΥ¯s − Υ¯tL p˜(Ω) ≤ δ(N) K∗H(1(s,t](•)u¯λ(BH• )e−λ•)L p˜(Ω)+ δ(N) 1(s,t](•)u¯λ(BH• )e−λ•L p˜(Ω)
≤
¨
C(t − s)(2+8ε)H−1
∫ t
s
AH(r) dr
« 1
p˜
+
¨
C(t − s)4ε
∫ t
s
A 1
2
(r) dr
« 1
p˜
.
(4.12)
We now proceed in two steps: in the first step, we prove that there exist α > 0 and C > 0
such that
∀λ≥ 1,∀r ∈ R+, AH(r)≤ C e−αp˜S(1−x0−2η)
p
2λ e− 13λp˜r . (4.13)
In the second step, we conclude the proof of Lemma 4.7 by using Inequality (4.13).
First step. As u′λ(x) =
p
2λuλ(x) we have
E
∫ N
0
|DH
θ
(u¯λ(B
H
r )e
−λr)|1/Hdθ
p˜H
= e−λp˜r E
 ∫ N
0
1{θ≤r}

(
p
2λφη(B
H
r ) +φ
′
η(B
H
r ))uλ(B
H
r )
1/H
dθ
!p˜H
≤ e−p˜λr r p˜H(
p
2λ‖φη‖∞+ ‖φ′η‖∞)p˜ E

1{BHr <1+η}uλ(B
H
r )
p˜

.
The term e− 13 p˜λr r p˜H(
p
2λ‖φη‖∞ + ‖φ′η‖∞)p˜ can be bounded uniformly in r and λ ≥ 1 by a
constant which depends only on η.
When r2H p˜
p
2λ≤ 1−x0+2η, Lemma 4.5 ensures that E

1{BHr <1+η}uλ(B
H
r )
p˜
≤ e− p˜2 (1−x0−2η)p2λ.
When r2H p˜
p
2λ > 1− x0+ 2η, we now deduce from Lemma 4.5 that
e− 13 p˜λr E

1{BHr <1+η}uλ(B
H
r )
p˜

≤ Cη e− 13 p˜λr+ηp˜
p
2λ
≤ Cη exp
−p˜p2λ
1
3

1− x0+ 2η
2
1
2
+H p˜
 1
2H
λ
1
2
− 1
4H −η

 (4.14)
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from which e− 13 p˜λr E

1{BHr <1+η}uλ(B
H
r )
p˜
 ≤ Cηe−αp˜(1−x0−2η) 12H p2λ follows for some α > 0 by
choosing η small enough. Thus, for all r > 0 and λ≥ 1,
E
 ∫ N
0
|DHθ (u¯λ(BHr )e−λr)|1/Hdθ
!p˜H≤ Cηe−αp˜S(1−x0−2η)p2λe− 13 p˜λr .
Similarly, we conclude that there exist C > 0 and α > 0 such that
E

u¯λ(B
H
r )e
−λrp˜ ≤ e−p˜λr E1{BHr <1+η}uλ(BHr )p˜ ≤ C e−αp˜S(1−x0−2η)p2λ e− 13λp˜r .
This ends the proof of Inequality (4.13).
Second step. From Inequality (4.13), we now have∫ t
s
AH(r) dr ≤ C e−αp˜S(1−x0−2η)
p
2λ
∫ t
s
e− 13λp˜r dr ≤ C (t − s) e− 13λp˜s e−αp˜S(1−x0−2η)p2λ.
Then, since t − s ∈ [0,1] and H > 1
2
, (t − s)(2+8ε)H−1 ∫ t
s
AH(r) dr and (t − s)4ε
∫ t
s
A 1
2
(r) dr
are both bounded by C (t − s)1+4ε e− 13λp˜s e−αp˜S(1−x0−2η)p2λ.
Therefore, in view of Inequality (4.12), we obtain
E
|Υ¯t − Υ¯s|2+8ε 12 = ‖Υ¯t − Υ¯s‖ p˜2L p˜(Ω) ≤ C (t − s) 12+2ε e− p˜6λs e−α p˜2 S(1−x0−2η)p2λ,
which ends the proof since p˜
6
= 2+8ε
6
> 1
3
.
4.6 Lemma 4.8 and its proof
Lemma 4.8. There exists η0 ∈ (0, 1−x02 ) such that: for all 0 < η ≤ η0 and 0 < ε < 14 , there
exist C ,α > 0 such that for any n ∈ [0, N], we have
∀H ∈ [1
2
, 1), ∀n≤ s ≤ t ≤ n+1, ∀λ≥ 1, Υ¯t − Υ¯sL2(Ω) ≤ C (H−12) 12 (t−s) 12−ε e−αS(1−x0−2η)p2λ.
Proof. Recall thatH = L2[0, N]. We apply Meyer’s inequality ([27, p.80]) to ‖Υ¯t−Υ¯s‖L2(Ω)
to obtain:Υ¯t − Υ¯sL2(Ω) ≤ C E‖U¯t − U¯s‖2L2[0,N] 12 + C E‖D·(U¯t − U¯s)(·)‖2L2[0,N]2 12 . (4.15)
We only estimate the second term in the right-hand side, the first term being easier to
estimate by using similar arguments.
Let s ≤ t ∈ [n, n+ 1], then
Dr(U¯t(v)− U¯s(v)) = Dr
 ∫ N
v
1(s,t](θ)
∂ KH
∂ θ
(θ , v)u¯λ(B
H
θ )e
−λθ dθ − 1(s,t](v)u¯λ(BHv )e−λv
!
.
In view of (2.3) we have Dr B
H
θ = KH(θ , r). Set
Dr(u¯λ(B
H
θ
)) = KH(θ , r) uλ(B
H
θ
)
p
2λφη(B
H
θ ) +φ
′
η(B
H
θ )

=: KH(θ , r) uλ(B
H
θ ) Q(B
H
θ )
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(the notation omits the dependence of Q in λ and η). We have
Dr(U¯t(v)− U¯s(v)) =
∫ t
v∨s
∂ KH
∂ θ
(θ , v) KH(θ , r) uλ(B
H
θ
) Q(BH
θ
)e−λθ dθ
− 1(s,t](v) KH(v, r) uλ(BHv ) Q(BHv )e−λv.
The norm of this expression is splitted as follows:
E‖D·(U¯t − U¯s)(·)‖2L2[0,N]2 =
∫ N
0
∫ s
0
E
h 
Dr(U¯s(v)− U¯t(v))2i dv dr
+
∫ N
0
∫ N
s
E
h 
Dr(U¯s(v)− U¯t(v))2i dv dr
=: Is>v + Is≤v.
First step: estimation of Is>v.
Is>v =
∫ N
0
∫ s
0
∫ t
s
∫ t
s
∂ KH
∂ θ
(θ1, v)
∂ KH
∂ θ
(θ2, v) KH(θ1, r)KH(θ2, r) e
−λ(θ1+θ2)
×E
h
Q(BH
θ1
)Q(BH
θ2
)uλ(B
H
θ1
)uλ(B
H
θ2
)
i
dθ1dθ2 dv dr. (4.16)
In view of Equality (2.2) and since KH(θ , v) = 0 for v ≥ θ , we have
∫ N
0
KH(θ1, r)KH(θ2, r) dr =
RH(θ1,θ2) for any θ1,θ2 ∈ [0, N]. Thus, by Fubini’s theorem,
Is>v =
∫ t
s
∫ t
s
∫ s
0
∂ KH
∂ θ
(θ1, v)
∂ KH
∂ θ
(θ2, v) dv

RH(θ1,θ2) e
− 1
2
λ(θ1+θ2)
× e− 12λ(θ1+θ2)E
h
Q(BH
θ1
)Q(BH
θ2
)uλ(B
H
θ1
)uλ(B
H
θ2
)
i
dθ1dθ2 .
Notice that: ∃C > 0 such that ∀θ1,θ2 ∈ [0, N],∀λ ≥ 1, RH(θ1,θ2)e− 12λ(θ1+θ2) ≤ C . Further-
more, Lemma A.3 implies that
Is>v ≤ C e−αS(1−x0−2η)
p
2λ
∫ t
s
∫ t
s
∫ s
0
∂ KH
∂ θ
(θ1, v)
∂ KH
∂ θ
(θ2, v) dv

dθ1dθ2 ,
from which, in view of Lemma A.2,
Is>v ≤ C (H − 12)2 e−αS(1−x0−2η)
p
2λ
∫ t
s
∫ t
s
(θ1 ∨ θ2− s)H− 12 (θ1 ∧ θ2− s)H− 32 dθ1 dθ2
≤ C (H − 1
2
)2 e−αS(1−x0−2η)
p
2λ 1
H + 1
2
 
1
H − 1
2
(t − s)2H + (t − s)H+ 32
!
.
We therefore conclude that, since 0≤ t − s ≤ 1,
Is>v ≤ C (H − 12) e−αS(1−x0−2η)
p
2λ (t − s)2H . (4.17)
Second step: estimation of Is≤v.
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Let GH(θ , r) = KH(θ , r) uλ(BHθ ) Q(B
H
θ ) e
−λθ and recall that Dr u¯λ(BHθ )e−λθ = GH(θ , r).
Thus, for s ≤ v,
Dr(U¯t(v)− U¯s(v)) =
∫ t
v
∂ KH
∂ θ
(θ , v) GH(θ , r) dθ − GH(v, r)
=
∫ t
v
∂ KH
∂ θ
(θ , v) (GH(θ , r)− GH(v, r)) dθ + GH(v, r)(KH(t, v)− 1).
Therefore,
Is≤v ≤ 2E
∫ N
0
∫ N
s
∫ t
v
∂ KH
∂ θ
(θ , v) (GH(θ , r)− GH(v, r)) dθ
2
+
 
GH(v, r)(KH(t, v)− 1)2 dv dr
=: 2I (1)s≤v + 2I
(2)
s≤v
We have:
I (1)s≤v =
∫ N
0
∫ N
s
∫ t
v
∫ t
v
E
 2∏
i=1
∂ KH
∂ θ
(θi, v)(GH(θi, r)− GH(v, r))
 dθ1dθ2 dvdr
≤
∫ N
0
∫ N
s
∫ t
v
∫ t
v
2∏
i=1
∂ KH
∂ θ
(θi, v) E

(GH(θi, r)− GH(v, r))2
1
2 dθ1dθ2 dvdr. (4.18)
Intuitively, each term in the above expectations should have the same regularity as the frac-
tional Brownian motion. We thus integrate w.r.t “r” and use the Cauchy-Schwartz inequality
to get:
2∏
i=1
 ∫ N
0
E

(GH(θi, r)− GH(v, r))2

dr
! 1
2
.
Now,
E

(GH(θ , r)− GH(v, r))2
≤ 2E(KH(θ , r)− KH(v, r))2 (e−λθuλ(BHθ )Q(BHθ ))2 (4.19)
+ 2E
h
KH(v, r)
2

e−λθuλ(BHθ )Q(B
H
θ )− e−λvuλ(BHv )Q(BHv )
2i
.
(4.20)
For θ ≥ v, ∫ N
0
 
KH(θ , r)− KH(v, r)2 dr = (θ − v)2H . Therefore,∫ N
0
E

(GH(θ , r)− GH(v, r))2

dr ≤ 2(θ − v)2HEe−2λθuλ(BHθ )2Q(BHθ )2
+ v2HE

(e−λθuλ(BHθ )Q(B
H
θ )− e−λvuλ(BHv )Q(BHv ))2

≤ (θ − v)2HEe−2λθuλ(BHθ )2Q(BHθ )2
+ v2Hλ2(θ − v)2e−2λvEuλ(BHv )2Q(BHv )2
+ v2H e−2λθE

(uλ(B
H
θ )Q(B
H
θ )− uλ(BHv )Q(BHv ))2

.
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In the above inequality, the first two terms are bounded by using Lemma A.3. The last one
is bounded by using Lemma A.4. Eventually we obtain that for η small enough (see again
Eq. (4.14)), there exist C and α > 0 such that:∫ N
0
E

(GH(θ , r)− GH(v, r))2

dr ≤ C (θ − v) e−αS(1−x0−2η)p2λ e−λv. (4.21)
Inequality (4.18) thus becomes:
I (1)s≤v ≤ Ce−αS(1−x0−2η)
p
2λ
∫ N
s
∫ t
v
∫ t
v
e−λv
2∏
i=1
∂ KH
∂ θ
(θi, v) (θi − v) 12 dθ1dθ2 dv.
As s ≤ v, we have:∫ N
s
∫
[v,t]2
e−λv
2∏
i=1
∂ KH
∂ θ
(θi, v) (θi − v) 12 dθi dv
= c2H(H − 12)2
∫ t
s
dv
∫
[s,t]2
e−λv
2∏
i=1
1{θi≥v}

θi
v
H−1
2
(θi − v)H−1 dθi
= c2H(H − 12)2
∫
[s,t]2
∫ θ1∧θ2
s
e−λv
2∏
i=1

θi
v
H−1
2
(θi − v)H−1 dv dθi
≤ C (H − 1
2
)2 (t − s)2H | log(t − s)|
where the last inequality results from Lemma A.5. We thus have obtained:
I (1)s≤v ≤ C e−αS(1−x0−2η)
p
2λ (H − 1
2
)2 (t − s)2H | log(t − s)|.
We now bound I (2)s≤v. Using Lemma A.3 again,
I (2)s≤v =
∫ t
s
v2H e−2λv (KH(t, v)− 1)2 E

Q(BHv )
2uλ(B
H
v )
2

dv
≤ C e−αS(1−x0−2η)p2λ
∫ t
s
e−λv v2H (KH(t, v)− 1)2 dv
≤ C e−αS(1−x0−2η)p2λ (H − 1
2
)2 (t − s)| log(t − s)| ,
where the last inequality results from Lemma A.6.
Therefore, we obtained that
Is≤v = 2I (1)s≤v + 2I
(2)
s≤v ≤ C e−αS(1−x0−2η)
p
2λ (H − 1
2
)2 (t − s)| log(t − s)|.
since t − s ∈ [0, 1] and H ≥ 1
2
. This and Inequality (4.17) on Is>v yields:
E‖D·(U¯t − U¯s)(·)‖2L2[0,N]2 = Is>v + Is≤v ≤ C e−αS(1−x0−2η)
p
2λ (H − 1
2
) (t − s)| log(t − s)|.
In view of Inequality (4.15), this concludes the proof of this lemma.
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4.7 Proof of Theorem 4.1
We now prove Theorem 4.1 in the general case of Equation (1.1;H).
We start as in Subsection 3.1 and use the Lamperti transform. In this paragraph only,
we write τXH(x0) for the hitting time of 1 by X
H started from x0 < 1. It is easily seen that
τXH(x0) = τ
Y
H(F(x0)), where τ
Y
H(F(x0)) is the hitting time of F(1) by Y
H started from F(x0).
Thus
E

e−λτXH (x0)
−Ee−λτX12 (x0)= Ee−λτYH (F(x0))−Ee−λτY12 (F(x0)) .
We therefore bound the right-hand side of this equality, using the following notations:
y0 = F(x0) and Θ= F(1).
Let us first extend the error decomposition (4.2). The second-order ODE satisfied by
wλ(y0) := E

e−λτ
Y
1/2(y0)

is
 b˜(y)w
′
λ(y) +
1
2
w′′λ(y) = λwλ(y), y <Θ ,
wλ(Θ) = 1 ,
lim
y→−∞wλ(y) = 0 .
(4.22)
Apply Itô’s formula for Young-Stieltjes integrals: for any 0< t ≤ τYH ∧ T ,
e−λt wλ(Y Ht )−wλ(y0) =
∫ t
0
e−λs

w′λ(Y
H
s )b˜(Y
H
s )−λwλ(Y Hs )

ds+
∫ t
0
e−λsw′λ(Y
H
s ) ◦ dBHs
=
∫ t
0
e−λs

w′λ(Y
H
s )b˜(Y
H
s )−λwλ(Y Hs )

ds+
∫ t
0
e−λsw′λ(Y
H
s )dB
H
s
+αH
∫ t
0
∫ t
0
DHv

e−λsw′λ(Y
H
s )
 |s− v|2H−2 dvds .
Using DHv Y
H
s = 1[0,s](v)

1+
∫ s
0
b˜′(Y Hθ ) DHv Y Hθ dθ

and the ODE (4.22) satisfied by wλ, we
get
e−λt wλ(Y Ht )−wλ(y0) =−
∫ t
0
1
2
e−λsw′′λ(Y
H
s ) ds+αH
∫ t
0
∫ s
0
e−λsw′′λ(Y
H
s )|s− v|2H−2 dvds
+
∫ t
0
e−λsw′λ(Y
H
s )dB
H
s
+αH
∫ t
0
∫ s
0
e−λsw′′λ(Y
H
s ) I(v, s) |s− v|2H−2 dvds,
where I(v, s) = 1{v≤s}
∫ s
v
b˜′(Y Hθ ) DHv Y Hθ dθ . To simplify the notations, we now denote
τYH(F(y0)) by τ
Y
H . We apply the previous equality at time t = τ
Y
H ∧ T , take the expecta-
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tion and take the limit T →+∞ as in Proposition 4.4 to obtain
E

e−λτYH
−wλ(y0) = E∫ τYH
0

αH
∫ s
0
|s− v|2H−2 dv− 1
2

e−λsw′′
λ
(Y Hs ) ds
 (D)
+ lim
T→+∞E

δH

1[0,t]e
−λ·w′λ(Y
H
· )

t=τYH∧T

(Sk)
+E
αH ∫ τYH
0
∫ s
0
e−λsw′′λ(Y
H
s ) I(v, s) |s− v|2H−2 dvds
 , (R)
The three terms (D), (Sk) and (R) are treated below as follows:
• the difference (D) is treated below similarly to I1(λ) in Subsection 4.2. However, we
have to bound E

1{τYH≥s}w
′′
λ(Y
H
s )

which requires to estimate the density of Y Ht : see
Section 5 (Theorem 5.1). We also need estimates on w′′λ(y) which are obtained in
Appendix B (Proposition B.1);
• for (Sk), we will explain the differences with δH

1(s,t]e
−λ·u′λ(BH· )

;
• a bound for the remainder (R) will appear when estimating (Sk).
In the pure fBm case we had to extend the function uλ to the whole space. Similarly,
for any λ ≥ 0, we can extend wλ to a C 2 function on [1,+∞), still denoted by wλ, which
satisfies
∀λ≥ 0, sup
x∈[1,2]
|wλ(x)|, |w′λ(x)|, |w′′λ(x)|≤ C(1+λ),
where C is a constant independent of λ. In particular, the bounds of Proposition B.1 hold
also true on [1,+∞). One actually can set wλ(x) = ax2+ bx + c for any x ≥Θ with a =
1
2
w′′λ(1)
b = w′λ(1)−w′′λ(1)
c = 1−w′λ(1) + 12 w′′λ(1).
4.7.1 Analysis of (D)
The main ingredient is the following extension of Lemma 4.5 and Lemma 4.7:
Lemma 4.5’. There exists η0 ∈ (0, Θ−y02 ) such that: for any 0 < η ≤ η0, there exist α >
0, λ0, C > 0 such that for all p ≥ 1, s ≥ 0, λ≥ λ0,
e− 13λpsE

1{Y Hs ≤Θ+η}wλ(Y
H
s )
p
≤( C e−αp(Θ−y0+2η) 12H R(λ) if s2H pR(λ)>Θ− y0+ 2η ,
C e−
p
2
(Θ−y0−2η)R(λ) if s2H pR(λ)≤Θ− y0+ 2η ,
where R(λ) =
p
2λ+µ2−µ for some constant µ≥ 0 which only depends on b and σ.
In case η= 0 and if s2H pR(λ)>Θ− y0, we have E

1{Y Hs ≤1}wλ(Y
H
s )
p
≤ 1.
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In particular, this lemma implies that for any s ≥ 0 and any λ≥ λ0,
e− 13λpsE

1{Y Hs ≤Θ+η}wλ(Y
H
s )
p
≤ e−αpS(Θ−y0−2η)R(λ),
where S is the function defined in Theorem 4.1.
Proof. We denote by C1 > 0 the constant appearing in the upper bound of the density of
Y Ht , as obtained from Theorem 5.1. Let vλ(x0) be the Laplace transform of τ
X
1
2
(x0). Note
that vλ(x0) = wλ(F(x0)). Thus the bounds on vλ and its derivatives provided by Proposition
B.1 in the appendix apply to wλ. These bounds and the estimate of Theorem 5.1 on the
density of Y Ht yield
E

1{Y Hs ≤Θ+η}wλ(Y
H
s )
p
≤ ∫ Θ+η
−∞
e−p(Θ−y)R(λ) eC1s
e−
(y−y0)2
2s2Hp
2pis2H
dy
≤ eC1s−p(Θ−y0)R(λ)+ 12 (psHR(λ))2Φ

Θ+η− y0
sH
− psHR(λ)

. (4.23)
As in Lemma 4.5, we obtain:
E

1{Y Hs ≤Θ+η}wλ(Y
H
s )
p
≤ ¨ CηsH epηR(λ)+C1s if s2H pR(λ)>Θ− y0+ 2η ,
e−
p
2
R(λ)(Θ−y0−2η)+C1s if s2H pR(λ)≤Θ− y0+ 2η .
Indeed, the case s2H pR(λ) ≤ Θ− y0 + 2η is very similar to Lemma 4.5 and the proof in
that case follows easily after choosing λ0 appropriately (which we explain below).
We thus consider the case s2H pR(λ)>Θ− y0+ 2η in the rest of this proof.
In Eq. (4.23), the classical Gaussian bound on Φ(−x), x > 0, yields
e−p(Θ−y0)R(λ)+ 12 (psHR(λ))2Φ

Θ+η− y0
sH
− psHR(λ)

= epηR(λ)
e−
(Θ−y0+η)2
2s2Hp
2pi
 
psHR(λ)− s−H(Θ− y0+η)
≤ s
H
η
epηR(λ).
Let λ0 >
6C1
p
. For any λ ≥ λ0 and s ≥ 0, we have: sH e− 16λps+C1s ≤ C for some constant
C > 0. Thus we obtain that for any s ≥ 0 and any λ≥ λ0
e− 16λpsE

1{Y Hs ≤Θ+η}wλ(Y
H
s )
p
≤ C epηR(λ).
Using s >

Θ−y0+2η
pR(λ)
 1
2H
, we get
e− 13λpsE
 
1{Y Hs ≤Θ+η}wλ(Y
H
s )
p≤ Ce− 16λpsepηR(λ)
≤ exp
(
−pR(λ)(Θ− y0+ 2η) 12H
 
λp− 12H
6R(λ)1+ 12H
− η
(Θ− y0+ 2η) 12H
!)
.
Since λ
R(λ)1+ 12H
is bounded from below, one can choose η small enough so that: there
exists α > 0 such that for all λ ≥ λ0, for all s ≥ 0, e− 13λpsE

1{Y Hs ≤Θ+η}wλ(Y
H
s )
p
 ≤
e−αp(Θ−y0+2η)
1
2H R(λ).
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We are now in a position to study (D). Recall that C1 > 0 is the constant appearing in
the upper bound of the density of Y Ht . We will thus prove the following generalization of
Proposition 4.6:
Proposition 4.6’. Let T˜ be the function of λ ∈ R+ defined by T˜ (λ) = λR(λ)− 12H ∧R(λ).
There exist constants α, C > 0 such that for any λ > C1:
∫ ∞
0
e−λs

αH
∫ s
0
(s− v)2H−2 dv− 1
2

E

1{τYH≥s}w
′′
λ(Y
H
s )

ds
≤ C H − 12λ− C1 e−αS(Θ−y0)T˜ (λ),
where S is the function defined in Theorem 4.1.
Proof. From the inequalityαH
∫ s
0
(s− v)2H−2 dv− 1
2
= Hs2H−1− 12 ≤ (H − 12)ρ(H, s)
where ρ(H, s) = |1+ 2 log s| 1∨ s2H−1, we deduce that
|(D)|=

∫ ∞
0
e−λs

αH
∫ s
0
(s− v)2H−2 dv− 1
2

E

1{τYH≥s}w
′′
λ(Y
H
s )

ds

≤ (H − 1
2
)
∫ ∞
0
e−λsρ(H, s) E

1{τYH≥s}|w′′λ(Y Hs )|

ds.
In view of Proposition B.1, |w′′λ(y)| ≤ C(1+λ)wλ(y). Thus we can apply Lemma 4.5’ with
p = 1 and η= 0, which yields for s2HR(λ)≤Θ− y0:
E

1{τYH≥s}|w′′λ(Y Hs )|
≤ C(1+λ) E1{Y Hs ≤T}wλ(Y Hs )
≤ C(1+λ) e− 12 (Θ−y0)R(λ)+C1s .
When s2HR(λ)>Θ− y0, we have: E

1{τYH≥s}|w′′λ(Y Hs )|
≤ C(1+λ)E1{Y Hs ≤Θ}|wλ(Y Hs )|≤
C(1+λ), since wλ(y)≤ 1 whenever y ≤Θ. Therefore,
|(D)| ≤ (H − 1
2
) C(1+λ) e− 12 (Θ−y0)R(λ)
∫ Θ−y0
R(λ)
 1
2H
0
e−λseC1sρ(H, s) ds
+ (H − 1
2
) C(1+λ)
∫ ∞

Θ−y0
R(λ)
 1
2H
e−λsρ(H, s) ds,
from which the result follows when λ > C1.
4.7.2 Analysis of (Sk)
We proceed as for the bound of I2(λ) in Subsection 4.3. Similarly to I2(λ), (Sk) satisfies
the following inequality:
|(Sk)|= lim
N→+∞
EδH 1[0,t]w′λ(Y H· )e−λ·t=τYH∧N

≤ lim
N→+∞E

sup
t∈[0,N]
1{τYH≥t}
δ(N) {K∗H − Id}(1[0,t]w′λ(Y H· )e−λ·) .
25
We introduce similar notations as in Subsection 4.3 and define, for each N ∈ N: the pro-
cesses {UYt (v), t ∈ [0, N], v ≥ 0} and {ΥYt , t ∈ [0, N]} and for η > 0, {U¯Yt (v), t ∈ [0, N], v ≥
0} and {Υ¯Yt , t ∈ [0, N]}. We also keep all other notations from Subsection 4.4. We then get
|(Sk)| ≤ lim
N→∞
N−1∑
n=0
E

sup
t∈[n,n+1]
|Υ¯Yt − Υ¯Yn |

.
Lemmas 4.7 and 4.8 are extended as follows.
Lemma 4.7’. There exists η0 ∈ (0, Θ−y02 ) such that: for all 0< η≤ η0 there exist C ,α,λ0 > 0
such that: for any λ≥ λ0, for all r ∈ R+ and for all H ∈ [12 , 1),
E
 ∫ N
0
|DHθ

w′λ(Y
H
r )φη(Y
H
r )e
−λr |1/H dθ!p˜H
≤ C e−αp˜S(Θ−y0−2η)R(λ)e− 13λp˜r ,
where S and R are the functions defined respectively in Theorem 4.1 and Lemma 4.5’.
Proof. Proceed as in the proof of Lemma 4.7. Use Proposition B.1 to bound w′
λ
and w′′
λ
and
use Lemma 4.5’ instead of Lemma 4.5.
Lemma 4.8’. There exists η0 ∈ (0, 1−x02 ) such that: for all 0 < η ≤ η0 and for all 0 < ε < 14 ,
there exist C ,α > 0 such that for any n ∈ [0, N], we have
∀s ≤ t ∈ [n, n+1], ∀λ≥ λ0, ∀H ∈ [12 , 1),
Υ¯Ys − Υ¯Yt L2(Ω) ≤ C (H−12) 12 (t−s) 12−ε e−αS(Θ−y0−2η)R(λ).
Proof. One can essentially proceed as in the proof of Lemma 4.8 and easily adapt its proof.
Thus we only explain the beginning of the new proof and exhibit the few additional terms
to estimate.
Let w¯′λ := w′λφη. Observe that:
Dr w¯
′
λ(Y
H
θ ) = Dr Y
H
θ

φη(Y
H
θ )w
′′
λ(Y
H
θ ) +φ
′
η(Y
H
θ )w
′
λ(Y
H
θ )

=: Dr Y
H
θ Q
Y (Y Hθ ),
and Dr Y
H
θ = KH(θ , r) +
∫ θ
r
b˜′(Y Hσ )Dr Y Hσ dσ. Apply Meyer’s inequality to
Υ¯Ys − Υ¯Yt L2(Ω).
We thus have to estimate
D·(U¯Ys (·)− U¯Yt (·))L2(Ω),H ⊗2 . For s ≤ t ∈ [n, n+ 1], we have
Dr(U¯
Y
t (v)− U¯Ys (v)) =
∫ t
v∨s
∂ KH
∂ θ
(θ , v) Dr Y
H
θ Q
Y (Y Hθ ) e
−λθ dθ − 1(s,t](v) Dr Y Hv QY (Y Hv ) e−λv.
Therefore, the main differences with Subsection 4.6 are:
• the term Dr Y Hθ replaces KH(θ , r) in several places:
– in Eq. (4.16),
∫ N
0
KH(θ1, r)KH(θ2, r) dr appeared and is now replaced by
∫ N
0
Dr Y
H
θ1
Dr Y
H
θ2
dr.
Lemma 3.2 implies that this new integral is bounded by eC(θ1∧θ2), which is even-
tually controlled by e− 13λ(θ1+θ2).
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– Similarly to Eq. (4.19), we now have to estimate
∫ N
0
(Dr Y Hθ − Dr Y Hv )2 dr. Using
Eq. (2.3) and (3.2), we can compute Dr Y
H
t :
Dr Y
H
t = K
∗
H

DH· Y
H
t

(r) = K∗H

1[0,t](·) +
∫ t
0
DH· Y
H
σ b
′(Y Hσ ) dσ

(r)
= KH(t, r) +
∫ t
0
Dr Y
H
σ
b′(Y H
σ
) dσ.
For θ ≥ v, we thus have∫ N
0
(Dr Y
H
θ − Dr Y Hv )2 dr ≤ 2
∫ N
0
(KH(θ , r)− KH(v, r))2 dr
+ 2
∫ θ
0
 ∫ θ
v∨r
b′(Y Hσ )Dr Y
H
σ dσ
!2
dr
≤ 2(θ − v)2H + 2eC0θ (θ − v)2 .
Choosing λ0 > 3C0, we deduce that for all λ≥ λ0 and for all v ≤ θ ∈ [n, n+ 1],
e− 13λθ
∫ N
0
(Dr Y Hθ − Dr Y Hv )2 dr ≤ C(θ − v)2H , which is what we need.
– The term
∫ N
0
KH(θ , r)2dr from (4.20) now becomes
∫ N
0

Dr Y
H
θ
2
dr. It is bounded
by using the previous argument.
• Equalities (4.16) and (4.19) show that we need bounds on e−λθEQY (Y Hθ )2 and
e− 12λ(θ1+θ2)E
h∏2
i=1 Q
Y (Y Hθi )
i
. In view of Proposition B.1, QY (Y Hθ ) is bounded by C(1+
λ)1{Y H
θ
<Θ+η}wλ(Y Hθ ). Lemma 4.5’ provides the appropriate bound;
• the term E

QY (Y Hθ1 )−QY (Y Hθ2 )
2
, which appears as in Eq. (4.20) is bounded by
using Lemma A.4’ from the appendix.
Keeping in mind the above observations, one can proceed as in Subsection 4.6.
In view of Lemmas 4.7’ and 4.8’, we obtain that there exists η > 0 small enough, and
there exists C ,α and λ0 ≥ 1 such that for any n ∈ N, s ≤ t ∈ [n, n+ 1] and any λ≥ λ0,
E

(Υ¯Ys − Υ¯Yt )2+4ε
≤ C (H − 1
2
)
1
2 (t − s)1+εe− 14ηλse−αS(Θ−y0−2η)R(λ).
As in Subsections 4.3-4.4, this inequality can then be combined with Garsia-Rodemich-
Rumsey’s lemma (see Subsection 4.4) to obtain: for any λ≥ λ0,
|(Sk)| ≤ C(H − 1
2
)
1
4
−εe−αS(Θ−y0−2η)R(λ). (4.24)
Coming back to the equation E

e−λτYH
− wλ(y0) = (D) + (Sk) + (R), we are now in a
position to end the proof of Theorem 4.1. Indeed, Proposition 4.6’ and Inequality (4.24)
give the desired bound, while (R) is bounded similarly by performing the same analysis.
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5 Gaussian-type upper bound for the density of X Ht
Consider {X Ht }t≥0 the solution to (1.1;H) with initial condition x0. Assume that b and σ
satisfy the hypotheses (H1’) and (H2). Let H ∈ (1
2
, 1). Under these assumptions, the density
of X Ht is known to satisfy:
• There exists C1 > 0 such that ∀t ∈ (0, 1], ∀x ∈ R,
pt(x)≤ C1p
2pit2H
exp

−C1 (x − x0)
2
2t2H

,
(see Besalú et al. [9]).
• There exist functions of t, C (2)t and C (3)t , and constants C4, C5 such that:
pt(x)≤ C (2)t exp
 
−(|x | − C
(3)
t )
2
C4eC5 t t2H
!
,
where C (2)t diverges as t →∞ and as H → 12 (see Baudoin et al. [6]).
To improve on the two above estimates, we obtain in the following theorem a similar bound
which is accurate for all t > 0 and we prove that the constants involved are uniformly
bounded with respect to H ∈ [1
2
, 1).
Theorem 5.1. Assume that b and σ satisfy the conditions (H1’) and (H2). Then for every
H ∈ [1
2
, 1), X H has an absolutely continuous density and there exists C(b,σ) ≡ C > 0 such
that, for all t ∈ R+ and H ∈ [12 , 1),
∀x ∈ R, pt(x)≤ e
C t
p
2pit2H
exp

− (x − x0)
2
2‖σ‖2∞ t2H

. (5.1)
Proof. As in [9], the proof uses the Girsanov and Doss-Sussman transforms. We add two
improvements: we get a better bound on the Girsanov exponential martingale and our
estimates depend explicitely on H and t. Note that if t ∈ (0,1], our result coincides with
the one in [9]. Thus we fix t > 1. As above, we denote by C constants which do not depend
on t, H or x .
We recall notations from [9]. The process X H is defined on some probability space
(Ω,F ,P). Let (Ω˜, F˜ , P˜) be a second probability space, and B˜H be a fractional Brownian
motion on this space. Let Y H be the solution to Y Ht = x0 +
∫ t
0
σ(Y Hs ) ◦ dB˜Hs . Then by the
Doss-Sussman transform, Y Ht = ϕ(B˜
H
t , x0) for any t ≥ 0, where ϕ is the solution to:
∂ ϕ
∂ x
(x , y) = σ
 
ϕ(x , y)

and ϕ(0, y) = y.
Let us denote by KH the integral operator on L
2([0, T]) with kernel KH(·, ·), and K−1H its
inverse (see [28] for a definition using fractional operators). Under assumptions (H1’) and
(H2), Theorem 2 of [28] ensures that the Radon-Nikodym derivative ξt =
dPX Ht
dP˜Y Ht
exists and
is given by
ξt = exp
∫ t
0
Ms dW˜s − 12
∫ t
0
M 2s ds

,
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whereMs = K−1H
∫ ·
0
b(Y Hv )
σ(Y Hv )
dv

(s) (the explicit expression ofMs is given in equation (5.4)
below).
Let pt(x) be written as: pt(x) = p
(1)
t (x)− p(2)t (x), where p(1)t (x) and p(1)t (x) are given
by formula (43) in [9]:
p(1)t (x) = E˜

1{ϕ(B˜Ht ,x0)≥x}
ξt B˜
H
t
t2H∂xϕ(B˜Ht , x0)

,
p(2)t (x) = E˜
 
1{ϕ(B˜Ht ,x0)≥x}
〈D·

ξt∂xϕ(B˜Ht , x0)
−1 , KH(t, ·)〉L2[0,t]
t2H
!
.
We now prove that p(1)t and p
(2)
t satisfy the inequality (5.1).
First part: estimate for p(1)t (x).
Let r > 0 be arbitrary. The Hölder inequality, Inequality (45) in [9] on P˜(ϕ(B˜Ht , x0) ≥ x)
and hypothesis (H2) on σ yield:
|p(1)t (x)| ≤
C
tH
exp

− (x − x0)
2
2‖σ‖2∞ t2H
 
E˜ξ1+rt
 1
1+r . (5.2)
Consider a new measure Pˆ under which BˆH := B˜H − r(1+ r)∫ ·
0
b(Y Hu )
σ(Y Hu )
du is a fBm. Equation
(46) of [9] yields
E˜

ξ1+rt

= Eˆ

exp

r(1+ r)
2
∫ t
0
M 2s ds

.
Now we use our bound onMs from Lemma 5.2 below instead of the one from [9, Lemma
4.2]. Choose 0< γ < 1
2
. For A> 1 to be chosen later, we have∫ t
A−1
M 2s ds ≤ 2C
∫ t
A−1
(s
1
2
−H − AH− 12 )2ds+ 2CA−1+2(H−γ)
∫ t
A−1
‖B˜H‖2
γ,s−A−1,s ds.
Since (s
1
2
−H − AH− 12 )2 ≤ A2H−1 and
‖B˜H‖γ,s−A−1,s ≤ ‖BˆH‖γ,s−A−1,s + r(1+ r)
∫ ·
0
b(Y Hu )
σ(Y Hu )
du

γ,s−A−1,s
≤ ‖BˆH‖γ,s−A−1,s + r(1+ r)CAγ−1,
we deduce that∫ t
A−1
M 2s ds ≤ 2CA2H−1 t + 2CA−1+2(H−γ)
∫ t
A−1

‖BˆH‖2
γ,s−A−1,s + A
2γ−2 ds.
For s ≤ A−1, the following estimate from [9, Lemma 4.2] is enough for our purpose:∫ A−1
0
M 2s ds ≤ C
∫ A−1
0

s1−2H + ‖B˜H‖2
γ,0,A−1

ds.
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Then, using again the above bound on ‖B˜H‖γ,0,A−1 ,∫ A−1
0
M 2s ds ≤ C

A2H−2
2− 2H + A
−1‖BˆH‖γ,0,A−1 + A2γ−3

.
Combining our estimates on
∫ A−1
0
M 2s ds and
∫ t
A−1M 2s ds we get
Eˆ

exp

r(1+ r)
2
∫ t
0
M 2s ds

≤ eC t × Eˆ

exp

CA−1+2(H−γ)
∫ t
A−1
‖BˆH‖2
γ,s−A−1,s ds

≤ e
C t
t − A−1
∫ t
A−1
Eˆ
h
exp

CA−1+2(H−γ)‖BˆH‖2
γ,s−A−1,s
i
ds.
We now need estimates on the tail probabilities of ‖BH‖2γ,a,b, which are used without proof
in [9, 18]. In these papers, the dependence of the constants in the Hurst parameter is not
made explicit and we could not find it in the literature. We thus use our Lemma 5.3 below
with ε= 1
2
(H − γ) and get
Eˆ
h
exp

CA−1+2(H−γ)‖BˆH‖2
γ,s−A−1,s
i
=
2C
A1−2(H−γ)
∫
R
xeCA
−1+2(H−γ)x2Pˆ
‖BˆH‖γ,s−A−1,s > x dx
≤ 2C
A1−2(H−γ)
∫
R
(4+
p
2A−2)xeCA−1+2(H−γ)x2−K(γ)AH−γ x
2
2 dx ,
where K(γ) := K(γ, H−γ
2
) is the constant in Lemma 5.3. Hence for A large enough (which
depends on b and σ), the integral on the right-hand side is convergent. Since γ < 1
2
, the
above integral is finite for any H ∈ [1
2
, 1). This yields:
E˜

ξ1+rt
≤ eC t . (5.3)
In view of Inequality (5.2), we conclude that p(1)t satisfies the inequality (5.1).
Second part: Estimate for p(2)t . Set Zt = ξt ∂xϕ(B˜
H
t , x0)
−1. Applying first the Cauchy-
Schwarz inequality and then the Hölder inequality, we have
|p(2)t (x)| ≤
1
t2H
E

1{ϕ(B˜Ht ,x0)≥x}‖D·Zt‖L2[0,t]‖KH(t, ·)‖L2[0,t]

≤ 1
tH
E

1{Y Ht ≥x}‖D·Zt‖L2[0,t]

≤ 1
tH
P˜(Y Ht ≥ x)1/p E˜

‖DZt‖qL2[0,t]
1/q
with p−1+ q−1 = 1, where
DuZt =
Duξt
∂xϕ(B˜Ht , x0)
− KH(t, u)ξt ∂
2
x xϕ(B˜
H
t , x0)
|∂xϕ(B˜Ht , x0)|2
.
The derivatives of ϕ are controlled by ‖σ‖∞,σmin and ‖σ′‖∞, thus
E˜‖DZt‖qL2[0,t]
1/q ≤ C E˜‖Dξt‖qL2[0,t]1/q + C tH E˜ξqt1/q .
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Let us bound the norm of Duξt , which reads:
Duξt = ξt

Mu+
∫ t
0
DuMs dW˜s −
∫ t
0
Ms DuMs ds

=:Nu(t).
Now choose q ∈ (1, 2),
E˜‖Dξt‖qL2[0,t]
1/q
=

E˜ξqt‖N·(t)‖qL2[0,t]
1/q
≤ E˜ξ2q/(2−q)t (2−q)/(2q)E˜‖N·(t)‖2L2[0,t]1/2
Each of the three summands in the definition of Nu(t) can be bounded by using similar
arguments. We only detail the calculations for the second one.
E˜
∫ t
0
D·MsdW˜s
2
L2[0,t]

= E˜
∫ t
0
∫ t
0
DuMsdW˜s
2
du

=
∫ t
0
E˜
∫ t
0
(DuMs)2 ds

du.
Since Y Ht = ϕ(B˜
H
t , x0), we have DuY
H
t = KH(t, u) ∂xϕ(B˜
H
t , x0) = KH(t, u)σ(Y
H
t ), and there-
fore:
DuMs = K−1H
∫ ·
0
KH(v, u)σ(Y
H
v )∂x

b
σ

(Y Hv ) dv

(s).
We then bound |DuMs| by using the same argument as in the proof of Lemma 5.2. Hence,
E˜
∫ t
0
D·MsdW˜s
2
L2[0,t]

≤ C
∫ t
0
∫ t
0
KH(s, u)
2
(s 12−H − AH− 12 + 1)2+ E˜

‖B˜H‖2
γ,s−A−1,s

A1−2(H−γ)
 ds du
≤ C
∫ t
0
∫ t
0
KH(s, u)
2
n
(s
1
2
−H − AH− 12 + 1)2+ 1
o
ds du
≤ C t2.
We deduce that E˜

‖N·(t)‖2L2[0,t]

is bounded by C t2. Furthermore

E˜ξ2q/(2−q)t
(2−q)/(2q)
is
bounded as in (5.3). We conclude that p(2)t satisfies Inequality (5.1).
Lemma 5.2. Let γ < H. With the notations of the previous proposition, we have that for any
A> 0, H ∈ [1
2
, 1) and s > A−1, almost surely:
|Ms| ≤ C

AH− 12 − s 12−H + A− 12+H−γ ‖B˜H‖γ,s− 1A ,s

.
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Proof. Ms is given by the following formula (see [9, Eq.(39)]):
Ms = s
H− 1
2
Γ(3
2
−H)
s1−2H b(Y Hs )σ(Y Hs ) + (H − 12)
∫ s
0
s
1
2
−H b(Y Hs )
σ(Y Hs )
− u 12−H b(Y Hu )
σ(Y Hu )
(s− u)H+ 12 du
 (5.4)
=
s
1
2
−H b(Y Hs )
σ(Y Hs )
Γ(3
2
−H) +
H − 1
2
Γ(3
2
−H)
∫ s
0
1− (s/u)H− 12
(s− u)H+ 12
b(Y Hu )
σ(Y Hu )
du+
H − 1
2
Γ(3
2
−H)
∫ s
0
b(Y Hs )
σ(Y Hs )
− b(Y Hu )
σ(Y Hu )
(s− u)H+ 12 du
=:M 1s +M 21s +M 22s .
As in [9], we observe thatM 1s andM 21s are bounded by CsH− 12 . We boundM 22s as follows:
|M 22s |=
H − 1
2
Γ(3/2−H)

∫ s
0
b(Y Hs )
σ(Y Hs )
− b(Y Hu )
σ(Y Hu )
(s− u)H+ 12
 du
≤ H −
1
2
Γ(3/2−H)
¨
C
∫ s−A−1
0
(s− u)−(H+ 12 ) du
+
∫ s
s−A−1
 b
σ
◦ϕ(B˜Hs , x0)− bσ ◦ϕ(B˜Hu , x0)

(s− u)H+ 12 du
«
≤ C
Γ(3/2−H)
(
AH− 12 − s 12−H + (H − 1
2
)
∫ s
s−A−1
B˜Hs − B˜Hu 
(s− u)H+ 12 du
)
,
where the last term follows from the Lipschitz continuity of b
σ
and ϕ. We also notice that
H 7→ Γ(3/2− H) is bounded away from 0 for H ∈ [1
2
, 1). Hence the desired result follows
from: ∫ s
s−A−1
B˜Hs − B˜Hu 
(s− u)H+ 12 du≤ ‖B˜
H‖γ,s− 1A ,s
∫ s
s− 1A
(s− u)γ−H− 12 du
≤ 1
γ−H + 1
2
‖B˜H‖γ,s− 1A ,s A−
1
2
+H−γ .
Lemma 5.3. Let H ∈ (0, 1), γ ∈ (0, H) and ε ∈ (0, H − γ). Let BH be a fBm and fix some
0≤ a < b <∞. Then, letting K(γ,ε) = 1
2
ε(8(γ+ ε))−2:
∀x ∈ R+, P
‖BH‖γ,a,b > x≤ (4+p2(b− a)2) exp− K(γ,ε) x22(b− a)2(H−γ−ε)

.
Proof. Let ε ∈ (0, H). Observe that for any u, v ∈ [a, b],
E

exp
¨
η
|BHu − BHv |2
|u− v|2(H−ε)
«
=
1p
2pi
∫
R
exp
¦−(1
2
−η|u− v|2ε)x2© dx
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which is finite for any η < 1
2
(b − a)−2ε. For γ > 0, let ζγ be the following modulus:
ζγ(x) =
∫ x
0
uγ−1
p
log(1+ u−2)du. This modulus satisfies:
ζγ+ε(x)≤ Cε xγ (5.5)
for ε > 0 small enough, where Cε ∈ [ε−
1
2/2,ε−
1
2 ]. For γ ∈ (0, H) and ε < H − γ. Set
η := 1
2
η0(b−a)2(γ+ε−H). A corollary of Garsia-Rodemich-Rumsey’s lemma (see [17, p.576])
leads to
E

exp
¨
η
K2
sup
a≤u<v≤b
|BHu − BHv |2
ζγ+ε(v− u)2
«
≤ E
 
4∨
∫ b
a
∫ b
a
exp
¨
η
|BHu − BHv |2
|u− v|2(γ+ε)
«
dudv
!
where K := 8(γ+ε) (see [17, p.577]). Now use Inequality (5.5) and choose η0 =
1
2
(CεK)−2
to get
E

exp
n
η‖BH‖2
γ,a,b
o
≤ E
 
4∨
∫ b
a
∫ b
a
exp
¨
ηC2
ε
K2
|BHu − BHv |2
|u− v|2(γ+ε)
«
dudv
!
≤ 4+
∫ b
a
∫ b
a
E

exp
¨
ηC2
ε
K2
|BHu − BHv |2
|u− v|2(γ+ε)
«
dudv
≤ 4+
∫ b
a
∫ b
a
∫
R
1p
2pi
exp
(
−
 
1−η0C2εK2
 |u− v|
b− a
2(H−γ−ε)! x2
2
)
dxdudv
≤ 4+p2(b− a)2.
It then remains to use Tchebychev’s inequality.
6 Conclusion and perspectives
In this paper we have developed a sensitivity analysis w.r.t. the Hurst parameter of the
driving noise for the probability distribution of functionals of solutions to stochastic differ-
ential equations, including the probability distribution of first hitting times, when the Hurst
parameter is close to 1/2, that is, when the noise is close to the pure Brownian case. Our
estimates seem accurate. However many open questions deserve future works.
One first open question concerns the extension of our results to a Gaussian process
with general kernel K and estimate the sensitivity of first hitting time Laplace transforms in
terms of the L2 distance between K and K 1
2
.
Another important open question concerns the sensitivity of the first passage time den-
sity. Unfortunately, this cannot be easily derived from theorems 4.1 because of the singular-
ity of the inverse Laplace transform, so that specific methodologies need to be developed.
A last open question concerns the extension of our analysis to the case H < 1
2
.
We now comment Theorem 3.1. In [20] the convergence of Eϕ
{X Ht }t∈[0,T] when
H → H0 ≥ 12 is obtained for symmetric Russo-Vallois integrals X Ht =
∫ t
0
us ◦ dBHs rather than
for solutions to Equations (1.1;H)). Choosing us = σ(X Hs ) does not allow us to obtain this
result since we above needed that σ is elliptic. However, we do not know how to satisfy
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the strong integrability conditions on u uniformly in H imposed in [20] without assuming
the strong ellipticity of σ:
sup
H˜∈[ 1
2
,H]
∫ T
0
sup
t∈[0,T]
E|DHr σ(X Ht )|p dr <∞ .
In addition, our technique to obtain accurate convergence rate estimates is less heavy than
the one developed in [20]; where the convergence is proven for H → H0 where H0 is not
necessarily 1
2
).
This ellipticity condition (H2)may seem restrictive but it is natural in our context for the
following reasons. First, we need estimates on derivatives of the solution to the parabolic
partial differential equation associated to the diffusion process with coefficients b and σ
and initial condition ϕ. Second, the estimates on the supremum of Y H on [0, T] obtained
in [18] do not require the ellipticity of σ but depend on the Hölder norm ‖BH‖α,0,T , where
α ∈ (1
2
, H) so that, as we already mentioned it, the constants tend to infinity when H → 1
2
.
To avoid the Lamperti transform and relax hypothesis (H2) a natural attempt is as
follows. When H = 1
2
the SDE (1.1;H) can be written in the following Itô’s form:
X t = x0+
∫ t
0

b(X s) +
1
2
σ(X s)σ
′(X s)

ds+
∫ t
0
σ(X s) dWs.
Denote the new drift by b˜ and by L˜ the generator of (X t). Using parabolic PDEs driven by
L˜ and , chain rules to u(t, X Ht ) lead to
E

u(t, X Ht )
− u(0, x0) =
−E
∫ t
0
1
2
(σσ′)(X Hs ) ∂xu(s, X
H
s ) ds+αHE
∫ t
0
∫ T
0
|r − s|2H−2σ(X Hr )σ′(X Hs )∂xu(s, X Hs )drds
−E
∫ t
0
1
2
σ2(X Hs ) ∂
2
x xu(s, X
H
s ) ds+αHE
∫ t
0
∫ T
0
|r − s|2H−2σ(X Hr )σ(X Hs )∂ 2x xu(s, X Hs )drds
+αHE
∫ t
0
∫ T
0
|r − s|2H−2(Dr X Hs −σ(X Hr ))

∂ 2x xu(s, X
H
s )σ(X
H
s ) + ∂xu(s, X
H
s )σ
′(X Hs )

drds.
However so far we have not succeeded to obtain accurate enough bounds on the sup and
Hölder norm of Dr X
H
s and on the density of X
H
s to deduce relevant sensitivity estimates
w.r.t H.
In our calculations we often used our assumption λ ≥ 1. However, as already noticed
in Remark 4.3, Theorem 4.1 should extend to 0< λ≤ 1. One of the main issues consists in
getting accurate enough bounds on the term I2(λ) in Equation (4.8) and more precisely on
the quantity p
λE

sup
t∈[aλ,bλ]
1{τH≥t}|δH

1[0,t](•)uλ(BH• )e−λ•
 | ,
where aλ = λ
− 1
2H and bλ =
− logpλ
λ
with λ < 1. It is possible to get a sharp estimate on
the previous quantity in terms of the probability distribution of (ϑHt , S
H
t ), where S
H
t is the
law of the running supremum of the fBm up to time t and ϑHt is the time at which this
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supremum is attained. In the Brownian motion case, the joint law of (ϑ
1
2
t , S
1
2
t ) is known (see
[21, p.96–102]). In particular, for p ∈ (2,3) one has
∀t ≥ 0, E

1{S1/2t ≤1+η}ϑ
p
2
t

≤ C . (6.1)
Numerical simulations and formal calculations inspired by [25] and [4] let us think that
Inequality (6.1) holds also true for H > 1
2
, which should be enough to treat the case 0 <
λ≤ 1.
A Technical lemmas
Lemma A.1 (Garsia-Rodemich-Rumsey). Let {X t , t ∈ [a, b]} be an R-valued continuous
stochastic process. Then, for p ≥ 1 and q > 0 such that pq > 2,
E

sup
t∈[a,b]
|X t − Xa|

≤ C pq
pq− 2(b− a)
q− 2p E
 ∫ b
a
∫ b
a
|X s − X t |p
|t − s|pq ds dt
! 1
p

≤ C pq
pq− 2(b− a)
q− 2p
 ∫ b
a
∫ b
a
E
 |X s − X t |p
|t − s|pq ds dt
! 1
p
provided the right-hand side in each line is finite.
Proof. With the notations of [27, p.353-354], apply the general GRR lemma with ψ(x) =
x p and p(x) = xq to obtain the first line. The second line is Hölder’s inequality.
Lemma A.2. For all θ1,θ2 > 0 and all s < θ1 ∧ θ2, one has∫ s
0
∂ KH
∂ θ
(θ1, v)
∂ KH
∂ θ
(θ2, v) dv ≤
c2H(H − 12)2
2− 2H (θ1 ∨ θ2− s)
H− 1
2 (θ1 ∧ θ2− s)H− 32 .
Proof. Without loss of generality, we assume θ1 ≥ θ2. We recall from Section 2 that∫ s
0
∂ KH
∂ θ
(θ1, v)
∂ KH
∂ θ
(θ2, v) dv = c
2
H(H − 12)2
∫ s
0

θ1θ2
v2
H− 1
2  
(θ1− v)(θ2− v)H− 32 dv.
By successively using the changes of variables z = θ1−v
θ2−v and x =
θ1
θ2z
we have∫ s
0

θ1θ2
v2
H− 1
2  
(θ1− v)(θ2− v)H− 32 dv = (θ1θ2)H−12 (θ1− θ2)2H−2
×
∫ θ1−s
θ2−s
θ1/θ2
zH−3/2(θ2z− θ1)1−2H dz
= (θ1− θ2)2H−2
∫ 1
θ1(θ2−s)
θ2(θ1−s)
xH−3/2(1− x)1−2H dx .
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Since θ1(θ2−s)
θ2(θ1−s) ≤ 1,∫ s
0

θ1θ2
v2
H− 1
2  
(θ1− v)(θ2− v)H− 32 dv ≤ (θ1− θ2)2H−2θ1(θ2− s)θ2(θ1− s)
H− 3
2
∫ 1
θ1(θ2−s)
θ2(θ1−s)
(1− x)1−2H dx
≤ (θ1− θ2)
2H−2
2− 2H

θ1(θ2− s)
θ2(θ1− s)
H− 3
2

s(θ1− θ2)
θ2(θ1− s)
2−2H
≤ s
2−2HθH−
3
2
1 θ
H− 1
2
2
2− 2H (θ1− s)
H− 1
2 (θ2− s)H− 32 ,
and since s < θ2 ≤ θ1, this gives the desired result.
The following lemma extends Lemma 4.5 and Lemma 4.7. We keep the notation of
Subsection 4.6.
Lemma A.3. Assume that η ∈ (0, 1−x0
2
) is small enough. Then there exist constants C ,α > 0
such that for all H ∈ [1
2
, 1), λ≥ 1 and θ1,θ2 ∈ R+,
E
 
2∏
i=1
e−
1
4
λθiQ(BH
θi
) uλ(B
H
θi
)
!
≤ C e−αS(1−x0−2η)p2λ .
Proof. By using Cauchy-Schwartz inequality we get
E

e− 12λθQ(BHθ )
2 uλ(B
H
θ )
2

≤ (
p
2λ‖φη‖∞+ ‖φ′η‖∞)2 e− 12λθE

1{BH
θ
<1+η}uλ(BHθ )
2

.
Use Lemma 4.5 and proceed as in the second step of the proof of Lemma 4.7. Note that the
constant C depends on η but not λ and H. The constant α appearing here is strictly smaller
than 1 (see Equation (4.14)).
Lemma A.4. Assume that η ∈ (0, 1−x0
2
) is small enough. There exist positive constants C and
α such that
e−λθE

(uλ(B
H
θ )Q(B
H
θ )− uλ(BHv )Q(BHv ))2
≤ C (θ − v) e−αS(1−x0−2η)p2λ,
for all λ≥ 1 and θ ≥ v ≥ 0.
Proof. By using Itô’s formula for fractional Brownian motion we have
E

(uλ(B
H
θ )Q(B
H
θ )− uλ(BHv )Q(BHv ))2

= E
 δH(1(v,θ](uλQ)′(BH· )) +H ∫ θ
v
(uλQ)
′′(BHs )s
2H−1 ds
!2
≤ 2E
h
δH

1(v,θ](uλQ)
′(BH· )
2i
+ 2H2E
 ∫ θ
v
(uλQ)
′′(BHs )s
2H−1 ds
!2 .
(A.1)
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Using now Meyer’s inequality we obtain
E

δH

1(v,θ](uλQ)
′(BH· )
2≤ C‖1(v,θ](uλQ)′(BH· )‖2L2(Ω,HH )+ C DH· 1(v,θ](uλQ)′(BH· )2L2(Ω,H ⊗2H ) .
(A.2)
Note that
(uλQ)
′(x) = uλ(x)

Q′(x) +
p
2λQ(x)

, (A.3)
(uλQ)
′′(x) = uλ(x)

Q′′(x) + 2
p
2λQ′(x) + 2λQ(x)

. (A.4)
Hence
DH· 1(v,θ](uλQ)′(BH· )2L2(Ω,H ⊗2H ), is bounded by
E
1(v,θ](s)1[0,s](r)(uλQ)′′(BHr )2H ⊗2H ≤ α2H
 
θ 2H−1
H − 1
2
!2
E
1(v,θ](s)1[0,s](r)(uλQ)′′(BHr )2L2([0,T]2) ,
where we used the inequality between the H ⊗2H and L2([0, T]2) norms given for example
in [27, p.281]. Thus the previous inequality, Equality (A.4) and αH = H(2H−1) imply thatDH· 1(v,θ](uλQ)′(BH· )2L2(Ω,H ⊗2H ) ≤ α2H
 
θ 2H−1
H − 1
2
!2 ∫ θ
v
ds
∫ s
0
E

(uλQ)
′′(BHr )
2

dr
≤ C α2H
 
θ 2H−1
H − 1
2
!2
λ3‖φη‖23,∞
∫ θ
v
ds
∫ s
0
E

1{BHr <1+η}uλ(B
H
r )
2

dr
≤ Cη 4H2θ 4H−2λ3
∫ θ
v
ds
∫ s
0
E

1{BHr <1+η}uλ(B
H
r )
2

dr.
In view of Lemma A.3 we see that e−
1
4
λrE

1{BHr <1+η}uλ(B
H
r )
2
 ≤ Ce−αS(1−x0−2η)p2λ. There-
fore for all v and θ we get
e−λθθ 4H−2λ3
∫ θ
v
ds
∫ s
0
E

1{BHr <1+η}uλ(B
H
r )
2

dr ≤ C (θ − v) e−αS(1−x0−2η)p2λ.
We proceed similarly to estimate the first term in the right-hand side of (A.2) and the
second term in the right-hand side of (A.1) (for this last term we also use Lemma A.3). In
particular, the expectation of (A.1) is bounded by (θ − v)2.
Lemma A.4’. Let the process Y H be as in Subsection 4.7. Recall that QY (Y H
θ
) =
 
φη(Y Hθ )w
′′
λ
(Y H
θ
)+
φ′η(Y Hθ )w′λ(Y Hθ )

which slightly differs from the definition of Q in the previous lemma. All other
notations come from Subsection 4.7. Let η ∈ (0, Θ−y0
2
) be small enough. There exist constants
C ,α > 0 and λ0 ≥ 1, such that
e−λθE

(QY (Y Hθ )−QY (Y Hv ))2
≤ C (θ − v) e−αS(Θ−y0−2η)R(λ)
for all λ≥ λ0 and θ ≥ v ≥ 0.
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Proof. Apply Itô’s formula to get
E

(QY (Y H
θ
)−QY (Y Hv ))2

= E
∫ θ
v
(QY )′(Y Hs )b˜(Y
H
s ) ds+
∫ θ
v
(QY )′(Y Hs ) dB
H
s
+αH
∫ θ
v
∫ θ
v
DHr

(QY )′(Y Hs )
 |s− r|2H−2 drds2.
We then proceed as in the proof of Lemma A.4 and use Lemma 4.5’ and Lemma 3.2 to
bound DH· Y H· . The bounds on w′λ and w′′λ come from Proposition B.1.
Lemma A.5. There exists a constant C such that for any 0≤ t − s ≤ 1 and any λ≥ 1,
∫
[s,t]2
∫ θ1∧θ2
s
e−λv
2∏
i=1

θi
v
H−1
2
(θi − v)H−1 dv dθi ≤ C (t − s)2H(1+ | log(t − s)|).
Proof. Consider the integral w.r.t. the v variable and assume that θ1 > θ2. The exponential
term is bounded by e−λs. Use the same changes of variables as in Lemma A.2: z = (θ1 −
v)/(θ2− v) and then x = z−1θ1/θ2 to obtain∫ θ1∧θ2
s

θ1θ2
v2
H−1
2
(θ1− v)H−1(θ2− v)H−1 dv
= (θ1− θ2)2H−1
p
θ1θ2
∫ θ1(θ2−s)
θ2(θ1−s)
0
(1− x)1−2H  θ1− θ2 x−1 xH−1 dx .
Since θ1(θ2−s)
θ2(θ1−s) < 1 we deduce the following inequality:∫ θ1(θ2−s)
θ2(θ1−s)
0
(1− x)1−2H  θ1− θ2 x−1 xH−1 dx ≤ ∫ 1
0
xH−1

(1− x)1−2H − 1 θ1− θ2 x−1 dx
+
∫ 1
0
xH−1
 
θ1− θ2 x−1 dx .
The first integral in the right-hand side is bounded by
(H − 1
2
)
∫ 1
0
xH−1 2| log(1− x)|(1− x)1−2H(θ1− θ2 x)−1 dx ≤ C (H − 12)(θ1− θ2)−1,
so that
e−λs
∫ t
s
∫ t
θ2
p
θ1θ2(θ1− θ2)2H−1
∫ 1
0
xH−1

(1− x)1−2H − 1 θ1− θ2 x−1 dx dθ1dθ2
≤ C (t − s)2H .
38
We also have∫ 1
0
xH−1
 
θ1− θ2 x−1 dx = ∫ 12
0
xH−1
 
θ1− θ2 x−1 dx + ∫ 1
1
2
xH−1
 
θ1− θ2 x−1 dx
≤ 2
−H
H

θ1− 12θ2
−1
+ 21−H
∫ 1
1
2
 
θ1− θ2 x−1 dx
≤ 2
1−H
H
θ−11 + 2
1−Hθ−12 log
 
θ1− 12θ2
θ1− θ2
!
,
so that∫ t
s
∫ t
θ2
p
θ1θ2(θ1− θ2)2H−1
∫ 1
0
xH−1
 
θ1− θ2 x−1 dx dθ1dθ2
≤ 2
1−H
H
∫ t
s
∫ t
θ2
È
θ2
θ1
(θ1− θ2)2H−1 dθ1dθ2
+ 21−H
∫ t
s
∫ t
θ2
r
θ1
θ2
(θ1− θ2)2H−1 log
 
θ1− 12θ2
θ1− θ2
!
dθ1dθ2.
Since
∫ t
θ2
(θ1−θ2)2H−1 log

1
θ1−θ2

dθ1 ≤
∫ t−s
0
x2H−1 log

1
x

dx = 1
2H
(t−s)2H

1
2H
+ log

1
t−s

,
we finally obtain
e−λs
∫ t
s
∫ t
θ2
p
θ1θ2(θ1− θ2)2H−1
∫ 1
0
xH−1
 
θ1− θ2 x−1 dx dθ1dθ2
≤ C
∫ t
s
 ∫ t
θ2
(θ1− θ2)2H−1 dθ1
!
dθ2
+ C(t − s)2H(1+ | log(t − s)|) e−λs
∫ t
s
θ
−1
2
2 dθ2
which is the desired result.
Lemma A.6. There exists a constant C > 0 such that for all 0≤ t − s ≤ 1 and H ∈ [1
2
, 1),∫ t
s
e−λv v2H (KH(t, v)− 1)2 dv ≤ C (H − 12)2 | log(t − s)| (t − s).
Proof. Set c˜H = cH(H − 12). Observe that
v2H(KH(t, v)− 1)2 = c˜2H v
∫ t
v
uH−
1
2 (u− v)H−3/2 du
2
+ v2H − 2c˜H vH+
1
2
∫ t
v
uH−
1
2 (u− v)H−3/2 du
=
¨
c˜H v
∫ t
v
uH−
1
2 (u− v)H−3/2 du

c˜H
∫ t
v
uH−
1
2 (u− v)H−3/2 du− vH−12
«
+
¨
v2H − c˜H vH+
1
2
∫ t
v
uH−
1
2 (u− v)H−3/2 du
«
=: A1+ A2.
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Notice that
A1 = c˜H v
∫ t
v
uH−
1
2 (u− v)H−3/2 du c˜H
∫ t
v
(uH−
1
2 − vH−12 )(u− v)H−3/2 du
+ c˜H v
∫ t
v
uH−
1
2 (u− v)H−3/2 du vH−12
c˜H (t − v)H−12H − 1
2
− 1

:= A11+ A12.
Using uH−
1
2 − vH−12 ≤ (H − 1
2
) (u− v) vH−3/2, we see that A11 can be bounded from above
by C c˜2H (vt)
H−1
2 (t − v)2H , for some constant C > 0. The singularity in A12 is cancelled by
A2 which can be written as
A2 = v
2H − c˜H vH+
1
2
∫ t
v
uH−
1
2 (u− v)H−3/2 du
=−c˜H vH+
1
2
∫ t
v
(uH−
1
2 − vH−12 )(u− v)H−3/2 du+
v2H − c˜H v2H (t − v)H−12H − 1
2
 .
The absolute value of the first term in the right-hand side can be bounded by C (H −
1
2
)c˜H v2H−1 (t − v)H+
1
2 , for some positive constant C . It then remains to estimate
R :=

cH(t − v)H−
1
2 − 1

×

−v2H + c˜H vH+
1
2
∫ t
v
uH−
1
2 (u− v)H−3/2 du

= v2H

cH(t − v)H−
1
2 − 1
2
+ c˜H v
H+
1
2

cH(t − v)H−
1
2 − 1
∫ t
v
(uH−
1
2 − vH−12 )(u− v)H−3/2 du.
Observe that∫ t
s
e−λv v2H (cH(t − v)H−
1
2 − 1)2 dv ≤ c3 (H − 12)2 | log(t − s)| (t − s).
The other term in the definition of R can be bounded similarly. That ends the proof.
B Bound on vλ and its derivatives
As already noticed, in the Brownian motion case, Laplace transforms of first hitting times
are explicit, which allowed us to easily get suitable bounds on u′λ. We aim to get similar
bounds on the two first derivatives of wλ(x) := Ex

e−λτY

, where Y is the solution to
Equation (3.1) with H = 1
2
and τY is the first time Y hits Θ= F(1).
Proposition B.1. Under assumptions (H1’) and (H2) on b and σ, there exist constants C >
0, µ > 0 such that, for any x ≤ 1,λ≥ 0,
wλ(x)≤ e−C(1−x)
p
2λ+µ2−µ

w′λ(x)≤ C(1+λ) wλ(x)
|w′′λ(x)| ≤ C (1+λ)wλ(x) ,
where C ,µ depend only on the uniform norms of b, σ, σ′ and σ0 (the constant in (H2)).
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Proof. Let Y+ be defined for the same Brownian motion W as: Y+t = F(x0) +Wt + µ1 t,
where µ1 := supx∈R |b˜(x)| (which is finite by hypothesis). F(x) ≤ F(1). Denote by τ+ the
first time Y+ hits F(1). Since F is increasing, the comparison principle for SDEs implies
that a.s., Yt ≤ Y+t , ∀t ≥ 0, thus τ+ ≤ τY a.s. and thus
E

e−λτY
≤ Ee−λτ+= eµ1(F(1)−F(x))−(F(1)−F(x))p2λ+µ21 .
where the last equality can be found in [11] for example.
Observe that F(1)−F(x)≥ (1−x)σ0, by (H2). Hence, E

e−λτY
≤ e−µ1σ0(1−x)p2λµ−21 +1−1,
which is the desired inequality for wλ.
Let us now prove the estimate on w′λ. We use a trick provided to us by P-E. Jabin. In
view of (4.22) we have
w′λ(x)−w′λ(y) =−2
∫ x
y
b˜(z)w′λ(z) dz+ 2λ
∫ x
y
wλ(z) dz, ∀x , y <Θ.
Integrate w.r.t. y between x − 1 and x to obtain
w′λ(x) = wλ(x)−wλ(x − 1) +
∫ x
x−1
 
−2
∫ x
y
b˜(z)w′λ(z) dz+ 2λ
∫ x
y
wλ(z) dz
!
dy.
Since wλ is positive and increasing,
0≤ w′λ(x)≤ wλ(x) + 2‖b˜‖∞
∫ x
x−1
∫ x
y
w′λ(z) dz+ 2λ
∫ x
x−1
∫ x
y
wλ(z) dz dy
≤ C(1+λ) wλ(x),
which is the desired result.
The last desired inequality follows from the above estimate and the equation (4.22).
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