The development of a wide array of process technologies to enable the shift from 2 conventional biological wastewater treatment processes to resource recovery systems is 3 matched by an increasing demand in predictive capabilities. Mathematical models are 4 excellent tools to meet this demand. However, obtaining reliable and fit-for-purpose 5 models remains a cumbersome task due to the inherent complexity of biological wastew-6 ater treatment processes. In this work, we present a first study in the context of envi-7 ronmental biotechnology that adopts and explores the use of extents as a way to sim-8 plify and streamline the dynamic process modeling task. In addition, the extent-based 9 modeling strategy is enhanced by optimal accounting of nonlinear algebraic equilibria 10 and nonlinear measurement equations. Finally, a thorough discussion of our results 11 aims at demonstrating the benefits of extent-based modeling and its potential to turn 12 environmental process modeling into a highly automated task. cccc 13 1 Dynamic models are increasingly used to better understand, design, and operate environ-15 mental processes. 1,2 For biological wastewater treatment processes, the available activated 16 sludge model family 3,4 has been used widely despite reported challenges in model identifi-17 cation. These challenges relate to (i) the information content and the quality of calibration 18 data that limit practical identifiability, 5-10 (ii) the lack of mechanistic understanding, 11,12 19 and (iii) nonlinear and non-convex properties. [13][14][15] These issues are even more severe in the 20 case of decentralized treatment processes that are proposed to address fast societal dynamics 21 by providing straightforward upscaling of wastewater treatment operations. 16 In addition, 22 both economical and political motives are driving a paradigm shift in objectives from environ-23 mental protection to a need to generate added-value products from wastewaters. To ensure 24 both product quality and economically optimal operations, resource recovery from wastewa-25 ter requires tight management and control of the involved processes. The urine nitrification 26 process for fertilizer production developed at Eawag is an example of this. 17 Advanced con-27 trol of such high-rate processes is not possible without detailed process understanding and 28 predictive power. In addition, the diversity of available technologies is rapidly increasing.
Introduction
R k reactions are kinetically controlled, and R e reactions are considered to be at equilibrium, with R = R k + R e . The S species are split into S k kinetic species that are only 66 involved in kinetically controlled reactions (i.e., not in equilibrium reactions) and S e equi-67 librium species that are involved in equilibrium (and possibly also in kinetically controlled) 68 reactions (S = S k + S e ). The corresponding numbers of moles are n k and n e . Equilibrium 69 components are defined as the S c molecular constituents that are involved in equilibrium 70 reactions and whose concentrations are conserved. 26 TheS = S k + S c numbers of moles of 71 the kinetic species n k and the equilibrium components n c can be written as:
whereĒ of dimensionS × S relates the numbers of moles of all species n to those of the 73 kinetic species and equilibrium componentsn. 74 Example. Let us illustrate the notations through a simplified urine nitrification process model model 25 that is used in this work to simulate experimental data. This process model is selected because it is an excellent example of a biological process model based on the activated sludge model family and involving rate-controlling acid-base equilibria. There are R = 6 reactions involving S = 10 species dissolved in water. The kinetically controlled reactions are the biological nitritation and nitratation by ammonia oxidizing bacteria (AOB) and nitrite oxidizing bacteria (NOB), respectively, that is, R k = 2: 
(3)
Balance equations 85 For a batch reactor, the differential mole balance equations are written as 86ṅ (t) = V N T r n(t)/V , n(0) = n 0 (4) with N the R × S stoichiometric matrix, V the volume (assumed to be constant), r the 87 R × 1 reaction rates, and n 0 the S × 1 initial numbers of moles. Upon pre-multiplying (4) 88 byĒ, one obtains:
where g(·) expresses the R e instantaneous equilibria. least one non-zero element. Following this, (5) reduces to:
with r k the kinetically controlled reaction rates.
98
Example. Following aforementioned definitions, the stoichiometric matrix for all reactions
with the reduced stoichiometric matrix
describing the R k = 2 kinetically controlled reactions in terms of the S k = 1 kinetic 102 species and the S c = 5 equilibrium components.
103
The rate laws for the biological oxidation reactions are:
with the kinetic parameters θ AOB,1 , θ AOB,2 , θ AOB,3 , θ NOB,1 , and θ NOB,2 . The time depen-105 dence of rates and concentrations is omitted for the sake of conciseness. The two kinetic 106 expressions correspond to Haldane and Monod kinetics, respectively. Since we assume that 107 oxygen is sufficient for both oxidation processes, rate-limiting effects of oxygen can be safely 108 ignored. The balance equations describing the equilibria cover four acid-base reactions so 109 that (7) is
The instants t h , with h = 1, . . . , H and t 1 = 0, as: Example. Measurements of the total ammonia, total nitrite and total nitrate concentra-125 tions and of pH are obtained. The noise-free measurements (13) are given as:
where G is the measurement matrix 
where the diag(·) operator creates a diagonal matrix from a column vector argument. The main objective of this paper is to compare a new method for model identification to 136 a more conventional approach. To properly compare the two methods, simulated measure-137 ments are used. These measurements are obtained by solving the DAE system (6)-(8) with
138
(3) and (10)-(12) from t 1 = 0 to t H = 10 h. Measurements are obtained by means of (13)-(16) 139 at regular intervals of 10 minutes so that H = 61. All parameter values used for simulation 140 are given in Table 1 . and Haldane rate laws given in Table 2 . The initial conditionsn 0 , the stoichiometric matrix vectors for all reactions is denoted as Θ.
156
Method 1: Simultaneous model identification
During this estimation, the simulated system (18)-(22) is the same as the data-generating 
In words, an extent of reaction expresses the progress of the corresponding reaction in 188 terms of the numbers of moles of the product it has produced since t = 0. This definition 189 can be applied to multiphase systems as well. 21 In what follows, unless mentioned otherwise, 190 the term extent refers specifically to the extent of a kinetically controlled reaction. Equation
191
(8) can be integrated to give:
for each reaction individually, selected rate laws can be fitted to the experimental extents.
These steps are explained next.
Step 1 -Computation of experimental extents
198
The extents of reaction for the kinetically controlled reactions can be computed by solving 199 the following WLS problem for each sampling instant t h :
where (26) 
Example. In the simulated experiment, it follows from (1), (14), and (25) that the Jaco-214 bian consists of three rows that are computed analytically and a fourth row that is evaluated 215 numerically: 
. . , t h , . . . , t H ] and with the operator I(·) defined as
In the above problem, (32) is the objective function expressing that the ith predicted best parameter values are guaranteed to be found within the considered feasible intervals.
248
The bounding procedures required for this algorithm are given in the Supporting Information.
249
With each candidate rate law and the associated optimal parametersθ k,i and the following extent-specific WRMSR:
The rate lawr k,i is selected by trading off the WRMSR against parsimony. This is 252 repeated for every reaction, which means that the number of parameter estimation problems 253 to be solved now equals the sum of the numbers of candidate rate laws, i J i . In addition, 254 the number of parameters that are estimated in each problem is generally lower than the 255 number of parameters estimated with the first method (17)-(22). 
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