: Events, transitions and rates within a household.
Description
Transition Rate Infection (S, I) → (S − 1, E + 1) βSI/(N − 1) Infectiousness (E, I) → (E − 1, I + 1) σE Recovery (I, R) → (I − 1, R + 1) γI
We assign a distribution to each parameter (Supplemental Figure S1 ), based on physical 105 quantities to reflect the assumed prior knowledge of the etiological agent:
106
• 1 σ ∼ Gamma(6, 1/2), representing a mean exposed duration of 3 days (mode at approximately 2.5 days);
• 1 γ ∼ Gamma(6, 1/2), representing a mean infectious duration of 3 days (mode at approx-109 imately 2.5 days); and,
110
• R 0 ∼ 1 + Gamma(2, 1/2), representing a mean R 0 (the expected number of secondary 111 cases caused by an infectious individual in a fully susceptible population) of 2 (mode at 112 approximately 1.5).
113
These distributions are sampled per-simulation, i.e., sampled parameters are kept constant across 114 all households within a given epidemic. We also test the accuracy of model discrimination when 115 these parameters are known, fixed quantities β = 2 3 , σ = γ = 1 3 ; see Supplemental Figure S3 116 for results .
118
Following the first symptomatic case in a household, the number of symptomatic cases 119 within the household is observed daily; i.e., the instant that the first individual in a household 120 shows symptoms is time zero. Then, the number of cases seen before time 1 constitutes the first 121 observation, between time 1 and 2 the next observation, and so on. This proceeds for 14 days, 122 with any symptoms occurring after time 14 not observed.
124
When testing the effect of asymptomatic infections on model discrimination, we sample an 125 additional parameter, p obs , the probability that an individual shows symptoms at the time they 126 would in the model in question. We explored two scenarios: (1) p obs ∼ Beta(5, 5) (i.e., a mean 127 p obs of 0.5), and (2) p obs ∼ Beta(7.5, 2.5) (i.e., a mean p obs of 0.75).
128
Random forest model selection 129
To attempt to discriminate models, we use the approximate Bayesian random forest approach 130 of Pudlo et al. (22) . This proceeds as follows:
131
• Select a number of simulations, N s , and a number of households, N h .
132
• For each model:
133
-Sample a set of parameters θ = (R 0 , σ, γ) from the (prior) distributions.
134
-Simulate N h households given these parameters.
135
-Repeat this process N s times. 136 ered design.
138
• Construct a random forest that predicts the model label, given the simulations.
139
• Assess the accuracy of the process on a left-out test set.
140
Once a design has been chosen, to employ this process when an outbreak is observed it would be To more effectively use the household data in training the random forest, we summarize raw 147 household data as daily histograms of incidence, as in Figure 1c . That is, we count the propor-148 tion of households that, on day d, observed an incidence of i, and then use the resultant (design we wish to assess the potential for model discrimination when sampling is only performed on a 156 subset of days, rather than every day. If we choose to only sample on D < 14 days, within the S3).
196
The key design points (i.e., sampling days) for optimal designs were consistently the first 197 day (Figure 2b) , followed by other days early in the outbreak (i.e., days 2-4), and the final 198 sampling day (day 14). Days 6-13 typically had little impact on model discrimination accuracy 199 (i.e., optimal Accuracy consistently levelled off as design size increased beyond 5; Figure 1d ,
200
Supplemental Figure S3 ), and the optimal combination of these days varied due to stochasticity 201 in both training and test data. This is consistent with the feature importance used to develop 202 the heuristic (Figure 1b) , i.e., those days that were consistently optimal were those with highest 203 feature importance. (Figure 2a ), accuracy was 0.796 when p obs had a mean of 0.75, and accuracy was 210 0.653 when p obs had a mean of 0.5 (compared to 0.908 with complete observation).
211
Discussion 212 Identifying the relative timing of symptom onset and infectiousness in an emerging epidemic is 213 critical to outbreak control. We have demonstrated that it is not only possible to accurately iden-214 tify the relative timing based upon household-stratified data available early in an outbreak, but 215 that it can be done without observing each household every day. Moreover, we can use random 216 forest feature importance to inform a heuristic that vastly reduces the computation necessary to 217 choose high-accuracy designs.
219
It is remarkable that it is possible to discriminate models so accurately, given that they share 220 identical epidemic dynamics, and only differ in observation. The non-parametric nature of the 221 random forest is able to use small but clear differences between models (e.g., Figure 2c ) to 222 extract sufficient information to discriminate them. Combining the raw household data to form 223 summary statistics is critical to this: if the raw household data is used rather than the summary Figure 1 : (a) Model schematic describing: transitions between states within each household continuous-time Markov chain; the three observation models being discriminated between; and, the way that these household-level data are observed. (b) Random forest feature importance for the full 14-day design, used to construct the heuristic for smaller designs. (c) Histogram summaries of the daily household-level data under a given design, used as predictors in the random forest. (d) Resulting random forest accuracy as design size increases, for the true optimal design (solid lines) and heuristic solution (crosses with dashed line). These results correspond to households of size 5, with 10,000 training samples from each model, each with parameters drawn from the distributions displayed in Supplemental Figure S1 . 9 Figure 2 : (a) Accuracy of model discrimination in designs of size 5, as the number of households increases, and under partial observation. Note that p obs is not a fixed parameter but is sampled from a distribution; the listed value is its mean. The case with mean p obs of 0.5 was sampled from a Beta(5,5) distribution, and a mean p obs of 0.75 from a Beta(7.5,2.5) distribution. (b) Difference between heuristic designs (coloured points) and optimal designs (black boxes) as the design size increases. Note that the heuristic selects the optimal design at design sizes 4, 5, 13, and 14. (c) Distribution of training sample observations (under each model and number of households) for the most important feature under the heuristic: the proportion of households with 2 cases observed on day 1. These results correspond to households of size 5, with 10,000 training samples from each model, each with parameters drawn from the distributions that appear in Supplemental Figure S1 . Figure S3 : Impact on accuracy of optimal designs as with fixed parameters vs. parameters sampled from distributions, and with 1,000 vs. 10,000 training samples. Based on households of size 5. Figure S4 : Performance of random forest model discrimination when raw data were used as predictors, rather than histogram summaries (with results in Figure 1d ). Based on households of size 5, with 10,000 training points, and random parameters.
