Abstract. Let G be a finite p-solvable group, where p is an odd prime. We establish a connection between extendible irreducible characters of subgroups of G that lie under monomial characters of G and nilpotent subgroups of G. We also provide a way to get "good" extendible irreducible characters inside subgroups of G. As an application, we show that every normal subgroup N of a finite monomial odd p, q-group G, that has nilpotent length less than or equal to 3, is monomial.
Introduction
A finite group G is called monomial (M -group) if each of its complex irreducible characters can be induced from some linear character of some subgroup of G. One of the outstanding questions in the theory of monomial groups is Question 1. Is a normal subgroup N of an M -group G itself an M -group?
It was shown by Dornhoff [5] and independently by Seitz [18] that the answer is yes when N is a normal Hall subgroup of G, and conjectured that the answer is always yes. For M -groups of even order, Dade [3] and van der Waall [19] showed separately that the answer could be no. They constructed an example of a monomial group of order 7 · 2 9 which has a normal subgroup of index two that is not monomial. In their common example both N and G/N have even order. So Question 1 remains open when N or G/N or both have odd order. We remark, that there has been evidence (see for example [8, 10, 13, 16, 17] ) suggesting that the answer to the above question is yes if G is an odd M -group.
In [14] we prove Theorem A. If G is a monomial group of order p a q b , where p and q are odd primes and a, b are non-negative integers, then any normal subgroup N of G is again monomial.
That is, for monomial odd p a q b -groups G the answer to Question 1 is yes.
For the proof of Theorem A a special type of reductions was followed. These reductions are based on an observation of M. Isaacs, according to which the Clifford theory for abelian normal subgroups L of a group G preserves monomiality of characters (see exercise (6.11) in [7] ). Firstly we fix a monomial group G, a normal subgroup N of G and an irreducible character ψ ∈ Irr(N ). This way we form the triple T = (G, N, ψ). Now we apply Isaacs observation to normal subgroups L of G that are contained in N and linear characters of L that lie under ψ. In particular, if L is any
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normal subgroup of G contained in N , and λ is a linear character of L lying under ψ, then we may pass from G to the stabilizer G(λ) of λ in G, without loosing the monomiality of those irreducible characters of G(λ) that lie above λ. This way we get a new triple T 1 = (G(λ), N (λ), ψ λ ), that we call a direct linear reduction of T , where ψ λ ∈ Irr(N (λ)) is the λ-Clifford correspondent of ψ, and thus induces ψ. Clearly G(λ) may not be a monomial group, but every irreducible character of G(λ) lying above λ is still monomial. Repeated applications of the same type of reductions leads to a "minimal" triple T ′ = (G ′ , N ′ , ψ ′ ), where N ′ G ′ ≤ G and ψ ′ ∈ Irr(N ′ ) induces ψ to N , and where no more reductions can be performed to T ′ (a more detailed analysis on the triples and their reductions is given in Section 3 below). We call T ′ a linear limit of T . If Z(T ′ ) is the center of the induced character (ψ ′ ) G ′ , then there is a unique linear character ζ ′ of Z(T ′ ) lying under (ψ ′ ) G ′ . We call ζ ′ the central character of the triple T ′ and Z(T ′ ) the center of T ′ . Furthermore, Isaacs observation implies (see Proposition 3.17 below) that every irreducible character in Irr(G ′ ) that lies above ζ ′ is monomial. Also the kernel Ker(ζ ′ ) of ζ ′ is a normal subgroup of G ′ , while Ker(ζ ′ ) ≤ Ker(ψ ′ ). The question partially answered in [14] is Question 2. Assume that N is a normal subgroup of an M -group G. Let ψ be any irreducible character of N . Does there exists a linear limit (G ′ , N ′ , ψ ′ ) of (G, N, ψ) with the quotient group N ′ /(Ker ζ ′ ) nilpotent?
It is clear that a positive answer to Question 2 implies a positive answer to Question 1. What we actually prove in [14] is that Question 2 has a positive answer when G is an odd p, q-group.
In this paper we publish two of the main tools, Theorems B and D below, needed for the proof of Theorem A, that we think, are interesting in themselves, and provide an explanation of the approach we have used in [14] . As an easy consequence of these two theorems we prove that Question 2 has a positive answer when G is an odd p, q-group and N is a normal subgroup of nilpotent length ≤ 3, (Theorems C and E).
For the general case we used in [14] , apart from Theorems B and D, what we called there "triangular sets". This is quite a complicated machinery. Fortunately E. C. Dade came up with an easier correspondence than the one the triangular sets provide, thus we are able to prove the general case without their use as we will see in a forthcoming paper.
When applying the linear reductions described above, we often reach a situation were G satisfies the following Condition X. P is a normal p-subgroup of G, for some odd prime p, such that its center Z(P ) is maximal among the abelian G-invariant subgroups of P . Furthermore, ζ ∈ Irr(Z(P )) is a Ginvariant faithful irreducible character of Z(P ), and thus Z(P ) is a cyclic central subgroup of G.
In particular, suppose that P is a normal subgroup of G and α ∈ Irr(P ). Let (G ′ , P ′ , α ′ ) be a linear limit of (G, P, α), and assume that ζ ′ is the center of (G ′ , P ′ , α ′ ). Then the groups G ′ / Ker(ζ ′ ) and P ′ / Ker(ζ ′ ) satisfy Condition X (see Proposition 3.7 below). Assume further that N G contains P while N/P is a q-group for some prime q = p. In order to answer Question 2 in this special case, it would be enough to show that a q-Sylow subgroup Q ′ of G ′ ∩ N ′ satisfies [Q ′ , P ′ ] ≤ Ker(ζ ′ ). This is actually true, and it follows from the fact that every irreducible character of G ′ lying above ζ ′ is monomial. Theorem B handles this situation.
Theorem B.
Assume that G is a finite p-solvable group where p is some odd prime. Let P G be a normal p-subgroup of G that along with ζ ∈ Irr(Z(P )) satisfies Condition X. Assume further that S G is a nilpotent normal p ′ -subgroup of G and β ∈ Irr(S). Let χ ∈ Irr(G) be an irreducible monomial character of G, that lies above ζ × β and satisfies χ(1) p ′ = β (1) . If Q is any p ′ -subgroup of G such that P Q G, then Q centralizes P .
Based on Theorem B we actually show
Theorem C. Assume that G is a finite monomial group. Assume further that G has normal subgroups M ≤ N such that M is nilpotent with odd order and N/M is nilpotent. Then the answer to both Questions 1 and 2 above is yes.
Note that in Theorem C the group G need not be a p, q-group, not even odd. Now assume that N has nilpotent length 3. In particular, assume that Q M N are all normal subgroups of G with Q being a q-group, M/Q a p-group and N/M being a q-group, for two odd primes p = q. By induction we may assume that, after performing the necessary linear reductions, the group M is nilpotent. So the obstacle this time is of the form Q 1 P × Q 1 P ⋉ Q G, where now both G, P and G, Q 1 satisfy Condition X and in addition, every irreducible character of G lying above two specific G-invariant characters α × β ∈ Irr(P × Q 1 ) is monomial. Again, in order to answer Question 2 we need to show that Q centralizes P . But this time we can't so easily guarantee the existence of a monomial character of G with the correct degree. Observe that according to Theorem B we need a monomial character of G whose degree has the q-part equal to β (1) . If the character β extends to G then this problem is solved using some basic π-theory. Unfortunately, there is no reason for β to extend, but we can replace him with another "good" one as the following theorem shows.
Theorem D. Let P be a p-subgroup, for some odd prime p, of a finite group G. Let Q 1 , Q be q-subgroups of G, for some odd prime q = p, with Q 1 ≤ Q. Assume that P normalizes Q 1 , while Q normalizes the product P · Q 1 . Assume further that β is an irreducible character of Q 1 . Then there exists an irreducible character β ν of Q 1 such that P (β) = P (β ν ), Q(β) ≤ Q(β ν ) and N Q (P (β)) ≤ Q(β ν ), β ν extends to Q(β ν ).
Theorem B along with Theorem D, enables us to prove:
Theorem E. The answer to both Questions 1 and 2 is yes if G is an odd monomial p, q-group and N has nilpotent length 3.
Section 2 below contains the proof of Theorem B that is the key step for the proof of Theorem C. The proof of Theorem C can be found in Section 4, while in Section 3 we go through the basic definitions and properties of linear limits and we state related theorems, needed for the proof of Theorems C and E. In sections 5 and 6 we prove Theorems D and E, respectively. All the groups of this paper are assumed to be finite. In addition, all the modules have finite dimension. The notation and terminology follows [7] , with a few exceptions. That is, we write N M (K) or N (M in K) for the normalizer of M in K, whenever M, K are subgroups of a finite group G. Also if φ ∈ Irr(M ) we denote by K(φ) the stabilizer of φ in K. In addition, we use the terminology of [2] when symplectic modules are concerned. So, if F is any finite field of characteristic p, and G is any finite group, we say that a finite-dimensional FG-module B is a symplectic FG-module if B carries a symplectic bilinear form < ·, · > that is invariant by G. For any FG-submodule S of B, we denote by S ⊥ := {t ∈ B| < S, t >= {0}} the perpendicular FG-submodule to S. The FG submodule S of B is called isotropic if S ≤ S ⊥ , and it is called self-perpendicular if S = S ⊥ . We say that B is anisotropic if it contains no non-trivial isotropic FG-submodules. Furthermore, B is called hyperbolic if it contains some self-perpendicular FG-submodule S.
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Proof of Theorem B
We begin with an equivalent form of Theorem 3.2 in [2] . Theorem 2.1. Suppose that F is a finite field of odd characteristic p, that G is a finite p-solvable group, that H is a subgroup of p-power index in G, that B is an anisotropic symplectic FG-module and that S is an FG-submodule of B. Then the G-invariant symplectic form on B restricts to a G-invariant symplectic form on S. If S, with this form, restricts to a hyperbolic symplectic FH-module S| H , then S = 0.
Proof. Since B is symplectic and FG-anisotropic, so is its FG-submodule S. Theorem 3.2 of [2] , applied to S, tells us that S is FG-hyperbolic if S| H is FH-hyperbolic. In that case S is both FG-anisotropic and FG-hyperbolic. So it must be 0.
We can now prove Theorem B Proof. In view of Condition X, Z(P ) is a cyclic central subgroup of G, and it is maximal among the abelian subgroups of P that are normal in G. So every characteristic abelian subgroup of P is contained in Z(P ) and thus is cyclic. Hence P. Hall's theorem (see Theorem 4.9 in [6] ) implies that either P is an abelian group or it is the central product
where T = Ω 1 (P ) is an extra special p-group of exponent p, and
In the case that P = Z(P ) is an abelian group, Theorem B holds trivially, as P = Z(P ) ≤ Z(G) is centralized by G. Thus we may assume that P > Z(P ) and (2.2) holds.
Since χ lies above ζ × β ∈ Irr(Z(P ) × S), Clifford's theorem implies the existence of a unique irreducible character Ψ of G(β) = G(ζ × β), that also lies above ζ × β and induces χ in G.
Furthermore, the hypothesis that χ(1) p ′ = β(1), implies that |G : G(β)| is a power of p, since |G : G(β)| divides χ(1)/β(1). So we get
By hypothesis, χ is a monomial character. Furthermore, Z(P ) × S is a nilpotent normal subgroup of G. Hence we can apply Theorem 3.1 in [17] . We conclude that Ψ ∈ Irr(G(ζ × β)) is also monomial. Therefore there exists a subgroup H of G(β), and a linear character λ ∈ Lin(H) that induces Ψ = λ G(β) . Clearly λ also induces χ = λ G .
The product HS forms a subgroup of G. Furthermore, Claim 1. |G : HS| is a power of p, and (λ HS )| S = β.
Proof. Clearly Clifford's theorem implies
. Thus m is a power of p. As H ≤ HS ≤ G(β), the induced character λ HS lies in Irr(HS) and induces
Clifford's theorem also implies that λ HS | S = rβ, for some integer r. As deg(λ HS ) = |HS : H| = |S : H ∩ S| we get that both deg(λ HS | S ) and r are p ′ -numbers. But
with m a p-number. Hence r = 1, while |G(β) : HS| is a power of p. This, along with the fact that G(β) has p-power index in G, completes the proof of the claim.
The fact that λ ∈ Lin(H) induces irreducibly to G implies that the center, Z(G), of G is a subgroup of H. This, along with the fact that Z(P ) ≤ Z(G), implies
Let Q be any p ′ -subgroup of G that satisfies N := P Q G. In order to show that Q centralizes P , we can, without loss, assume that S is a subgroup of Q, or else we may work with the p ′ -group QS that also satisfies P (QS) = (P Q)S G. Let E := [P, Q]. Then E is a characteristic subgroup of N and thus a normal subgroup of G. Furthermore S centralizes E, since E is a subgroup of P . Even more, we have
Proof. Suppose not. Then E is a non-abelian normal subgroup of G contained in P = T · Z(P ). As
As E is non-abelian and Z(T ) has order p, we conclude that
is an extra special subgroup of T of exponent p, and its center is central in G. Hence the group E satisfies condition (4.3a) in [2] . In addition, Q is a p ′ -subgroup of G such that QE is normal in G (as P = [P, Q]C P (Q) and thus G = EN G (Q)). Since P is a p-group, the commutator subgroup [E, Q] = [[P, Q], Q] coincides with E = [P, Q]. Hence (4.3b) in [2] holds with Q here, in the place of K there.
As the index of HS in G is a power of p, and P Q = N is a normal subgroup of G, we conclude that HS contains a p ′ -Hall subgroup of P Q. Hence HS contains a P -conjugate of Q. Therefore, we may replace H and λ by some P -conjugates, and assume that HS contains Q. (Observe that because P ≤ G(β), the P-conjugate of H is still a subgroup of G(β) while the corresponding P -conjugate of λ induces Ψ in G(β).)
The subgroup H ∩ (E × S) of E × S is equal to (H ∩ E) × (H ∩ S), since |E| and |S| are relatively prime. This implies that
Hence H ∩ E = HS ∩ E. Thus H ∩ E is a normal subgroup of HS. Furthermore, the restriction λ| H∩E of λ to H ∩ E is a linear character of H ∩ E that is clearly H-invariant. It is also S-invariant, as S centralizes E ≥ H ∩ E. Hence λ| H∩E is HS-invariant. We conclude that the restriction of the irreducible character λ HS of HS to H ∩ E is a multiple of the linear character λ| H∩E . Of course the irreducible character λ HS of HS induces irreducibly to χ ∈ Irr(G), and lies above a non-trivial character of Z(E) (as Z(E) ≤ Z(P ) and ζ ∈ Irr(Z(P )) is faithful). Hence we can apply Lemma (4.4) and its Corollary (4.8) of [2] , using HS here in the place of H there, and λ HS here in the place of φ there. We conclude that HS ∩ E = H ∩ E is a maximal abelian subgroup of E.
LetP := P/Z(P ). ThenP is a symplectic Z p G-module, since it affords the G-invariant symplectic bilinear form c defined as c(x,ȳ) = ζ([x, y]), for all x, y ∈ P (wherex andȳ are the images of x, y inP ). According to the hypotheses of the theorem, Z(P ) is the maximal abelian G-invariant subgroup of P . HenceP is an anisotropic Z p G-module. IfĒ is the image of E inP , i.e.,Ē ∼ = E/Z(E), thenĒ is a symplectic Z p G-submodule ofP , as E is normal in G. Furthermore, E is Z p HS-hyperbolic as HS ∩ E is a maximal abelian HS-invariant subgroup of E. Since the index [G : HS] is a power of p, Theorem 2.1 forcesĒ to be trivial. Hence E = Z(E) is abelian, and the claim follows. Now E = [P, Q] is an abelian subgroup of P normal in G. According to the hypotheses of the theorem, Z(P ) is a maximal such subgroup of P . Therefore 1
This completes the proof of the theorem.
An immediate consequence is
Corollary 2.5. Assume that a finite p-solvable group G satisfies Condition X for its normal psubgroup P and the character ζ ∈ Irr(Z(P )). Assume further that χ is a monomial character of G that lies above ζ and its degree is a power of p. If Q is any p ′ -subgroup of G so that P Q G then Q centralizes P .
Linear limits
In this section we give the basic definitions and properties of ordered triples and their linear limits. A more detailed approach on the subject that actually contains most of the results that follow, can be found in [4] We denote by T the family of all ordered triples (G, N, ψ) , where G is a finite group, N is a normal subgroup of G and ψ is an irreducible character of N . Until the end of the section we fix an element T = (G, N, ψ) of T. We define the center Z(T ) of T to be the center of the induced character ψ G , and the central character ζ (T ) to be the unique linear character of Z(T ) lying under ψ G . Then Z(T ) is a normal subgroup of G contained in N , while ζ (T ) is a G-invariant linear character of Z(T ). So the restrictions of both ψ and ψ G to Z(T ) are multiples of ζ (T ) . Even more, Z(T ) is fully characterized by Proposition 2.3 in [4] , that we partly restate here.
Any other such L is a subgroup of Z(T ), and the corresponding λ is teh restriction of ζ (T ) to L, while the restriction of ψ to L equals ψ(1)λ.
We also define the kernel Ker(T ) to be the kernel of ψ G . So Ker(T ) is Core G (Ker(ψ)), and thus is contained in Ker(ψ). In addition, Ker(T ) = Ker(ζ (T ) ) (see the second section in [4] for a detailed analysis of character triples).
A subtriple of T is any triple T ′ = (G ′ , N ′ , ψ ′ ) contained in T, with G ′ being a subgroup of G, and ψ ′ being any irreducible character of N ′ = G ′ ∩ N lying under ψ. We write T ′ ≤ T to denote that T ′ is a subtriple of T . If there exists some normal subgroup L of G contained in N and a linear character λ ∈ Lin(L) lying under ψ, then the stabilizer G ′ = G(λ) of λ in G is a subgroup of G, while N ′ = N ∩G ′ is the stabilizer N ′ = N (λ) of λ in N . Furthermore, the λ-Clifford correspondent ψ ′ of ψ in N ′ , is the unique irreducible character of N ′ lying above λ and inducing ψ. So the triple T (λ) = (G ′ , N ′ , ψ ′ ) is a subtriple of T . By a direct linear reduction of T we mean any subtriple T ′ ≤ T of the form T ′ = T (λ), for some L and λ satisfying the above conditions. A direct linear reduction T ′ is called proper if T ′ = T . If the only possible direct linear reduction of T is T itself, then T is called linearly irreducible. A subtriple T ′ of T is called a linear reduction of T if there is some finite chain T 0 , T 1 , . . . , T n of subtriples T i ≤ T , starting with T 0 = T and ending with T n = T ′ , such that each T i is a direct linear reduction of T i−1 , for all i = 1, 2, . . . , n. A linear limit of T is a linearly irreducible linear reduction of T , i.e., it is a linear reduction of T that has no proper direct linear reductions.
If T ′ = T (λ) is a direct linear reduction of T then without loss (see Proposition 2.18 in [4] ) we may assume that λ is a linear character of some normal subgroup L of G satisfying Z(T ) ≤ L ≤ N . In addition, λ not only lies under ψ but also lies above the central character ζ (T ) of T . Furthermore, for any linear reduction T ′ of T we have Z(T ) ≤ Z(T ′ ) while ζ (T ) is the restriction of ζ (T ′ ) to Z(T ), see equation 2.24 in [4] . In addition Ker(T ) = Ker(ζ (T ) ) ≤ Ker(ζ (T ′ ) ) = Ker(T ′ ).
The first remarks follow easily from the above definitions.
. So we can get a linear limit S ′′ = (H ′′ , N ′′ , ψ ′′ ) of S ′ , and thus of S, with N ′′ ≤ N ′ and Z(T ′ ) ≤ Z(S ′ ) ≤ Z(S ′′ ). Furthermore, the central character ζ (T ′ ) of T ′ is the restriction of ζ (S ′ ) , and thus of ζ (S ′′ ) .
is a linear reduction of T , then we form the group H ′ = H ∩ G ′ that we call the T ′ -reduction of H. Since T ′ is a linear reduction of T , there is a chain of linear subtriples T 0 , T 1 , . . . , T n of T , starting with T 0 = T and ending with T n = T ′ such that T i is a direct linear reduction of
. Because θ ∈ Irr(H) lies above ψ, there is also a finite chain of irreducible characters θ i of H i = G i ∩ H, starting with θ 0 = θ and ending with θ n = θ ′ , such that θ i is the unique λ i -Clifford correspondent of θ i−1 , for all i = 0, 1, . . . , n. So θ i lies above ψ i , for all i = 0, 1, . . . , n. We call θ ′ the T ′ -reduction of θ. It is clear from the definition of θ ′ that it lies above ψ ′ and induces θ in H. Actually θ ′ is the unique irreducible character of H ′ with these properties by Proof. According to [4] induction is a bijection between the irreducible characters of H ′ lying above ψ ′ and those of H lying above ψ. Hence φ H is an irreducible character of H and its T ′ -reduction is φ. If, in addition, H is a normal subgroup of G, then we clearly have Remark 3.6. Assume that N ≤ H are normal subgroups of G, while θ ∈ Irr(H|ψ). So we can form the triple S = (G, H, θ).
The following is Proposition 2.21 in [4] .
and is a cyclic group, which affords a faithful
If N is a nilpotent group then we can easily see Remark 3.8. Assume that N is a nilpotent group. Let p 1 , . . . , p n be the distinct primes dividing |N |. Then N = N 1 × · · · × N n , where N i is the p i -Sylow subgroup of N , for each i = 1, . . . , n. Let ψ = ψ 1 × · · · × ψ n with ψ i ∈ Irr(N i ) for i = 1, . . . , n, be the corresponding factorization of ψ. We write T i for the triples
Assume now that N/Z(T ) is an abelian group. Then we can introduce an alternating bilinear form (see section 5 in [4] ) c from N/Z(T ) × N/Z(T ) to the multiplicative group C × of complex numbers, defined as
for all elementsx,ȳ of N/ Z(T ), where x and y are pre-images ofx andȳ respectively, in N . The action of G on N via conjugation makes c a G/N -invariant bilinear form. As in the introduction we define the perpendicular subgroup B ⊥ for any subgroup B ≤ N/Z(T ), to be This, along with Proposition 5.9 in [4] , implies
, and is a multiple of
Assume now that the abelian factor group N/Z(T ) is a symplectic G/N -group, i.e., assume that the form c defined above is non-singular. (As we noted above, if T is linearly irreducible then N/Z(T ) is a symplectic G/N -group.) Then the following proposition suggests another way to look at linear limits of T . 
, and L ⊥ is the perpendicular subgroup to L with respect to the bilinear form c. Furthermore,
Proof. This is Proposition 5.23 in [4] , combined with the earlier results of Propositions 5.18 and 5.22 in [4] .
Furthermore, the same proposition in [4] implies that λ is a restriction of the
lying above λ and under ψ 1 , we conclude that ψ 1 is the unique irreducible character of N 1 that lies above ζ (T 1 ) and induces ψ. Hence the first part of the proposition holds for a direct linear reduction. A linear limit T ′ of T is a series of direct linear reductions with starting triple T = T 0 and ending triple T ′ . Furthermore,
Hence the first part of the proposition follows.
Assume now that T ′ is a linear limit of T while N ′ /Z(T ′ ) is a nilpotent group. Then Proposition 3.12 implies that ψ ′ is fully ramified with respect to N ′ /Z(T ′ ). Hence, see Lemma 2.6 in [11] , the unique irreducible character of N ′ lying above ζ (T ′ ) is ψ ′ . This completes the proof of the proposition.
We conclude this section by proving that linear limits preserve monomial characters (see Proposition 3.17 below). Its proof is based on the following lemma, that is actually the exercise (6.11) in [7] . Lemma 3.15. Let B be a normal subgroup of a finite group G and γ be a linear character of B. Assume further that χ ∈ Irr(G|γ) is an irreducible character of G lying above γ. If χ γ ∈ Irr(G(γ)) is the γ-Clifford correspondent of χ in the stabilizer G(γ) of γ in G, then χ is monomial if and only if χ γ is monomial.
Proof. It is clear that if χ γ is monomial then χ is monomial, as χ γ induces χ in G.
So we assume that χ is a monomial character, and we will show that χ γ is also monomial. Let K = Ker(χ). Of course K G. It is clear that χ γ is monomial if and only if the irreducible character χ γ /K of the factor group G(γ)/K that inflates to χ γ , is monomial. Hence it suffices to prove the lemma in the case of a faithful irreducible character χ, as we can pass to the quotient groups G/K and (BK)/K. So in the rest of the proof we assume that K = 1.
Clifford's Theorem implies that the restriction χ| B of χ to B is a sum of G-conjugates of γ. Thus 1 = Ker(χ| B ) = s∈G/G(γ) (Ker(γ s )). But the derived group [B, B] of B is contained in the kernel of γ s for every s ∈ G, as γ is linear. Thus [B, B] ≤ Ker(χ| B ) = 1. So B is abelian.
We can now follow the hint of problem 6.11 in [7] . As χ is monomial, there exists H ≤ G and λ ∈ Lin(H) with χ = λ G . Thus the irreducible character λ HB of HB lies above a G-conjugate γ s of γ, where s ∈ G. As the G-conjugate λ s −1 ∈ Lin(H s −1 ) of λ also induces χ, we can replace H by H s −1 and λ by λ s −1 . This way λ HB is replaced by (λ s −1 ) H s −1 B = (λ HB ) s −1 , which lies above γ.
According to Mackey's Theorem
As B is abelian, the right hand side of (3.16) equals the sum of |B : H ∩ B| distinct character extensions of λ| H∩B to B, each one appearing with multiplicity one. Thus every irreducible constituent of λ HB | B appears with multiplicity one. This, along with Clifford's Theorem, (as λ HB lies above γ), implies that
where S is a family of representatives for the cosets H(γ)Bs of H(γ)B = (HB)(γ) in HB, and e is a positive integer. Furthermore, Clifford's Theorem implies the existence of an irreducible character θ ∈ Irr((HB)(γ)) lying above γ and inducing λ HB . The fact that e = 1 implies that θ| B = γ, i.e., θ ∈ Irr((HB)(γ)) is an extension of γ ∈ Irr(B) to (HB)(γ). Thus θ ∈ Lin((HB)(γ)|γ) induces λ HB . Hence θ G = χ, as λ induces χ. Therefore, θ G(γ) is an irreducible character of G(γ) lying above γ and inducing χ. As the γ-Clifford correspondent χ γ of χ is unique, we conclude that θ G(γ) = χ γ . Hence χ γ is induced from the linear character θ, and thus is monomial.
This completes the proof of the lemma in the case of an abelian B. So the lemma follows.
The above lemma implies
Then χ is monomial if and only if χ ′ is monomial. In particular, if G is a monomial group, then every irreducible character of G ′ that lies above ψ ′ is monomial.
Proof. Since T ′ is a linear limit of T , there exists some chain
is an irreducible character of G lying above ψ, and thus above ζ T , then there is also a finite chain of irreducible characters χ i ∈ Irr(G i ) starting with χ 0 = χ and ending with χ n = χ ′ , such that χ i is the unique λ i -Clifford correspondent of χ i−1 . Hence Lemma 3.15 implies that χ i is monomial if and only if χ i−1 is monomial. We conclude that χ 0 = χ is monomial if and only if χ ′ = χ n is monomial.
The rest of the proposition follows from Remark 3.5.
Proof of Theorem C
We begin with a straightforward lemma Lemma 4.1. Assume that N is a finite solvable group and let M be a nilpotent normal subgroup of N whose quotient group N/M is also nilpotent. Assume further that every p-Sylow subgroup of N centralizes the q-Sylow subgroup of M , for all primes p = q where p |N | and q |M |. Then N is also nilpotent.
Proof. Let P, Q be a p-and a q-Sylow subgroup of N , for two distinct primes p and q. Let x ∈ P and y ∈ Q be two elements of P and Q respectively. It is enough to show that [x, y] = 1. Because N/M is nilpotent while (P M )/M and (QM )/M are a p-and a q-Sylow subgroup, respectively, of
The right hand side of the last equation is an element of P , and thus has order a power of p. On the other hand x y is an element of some p-Sylow subgroup of N . So x y commutes with m p ′ by hypothesis. Therefore the order of x y · m p ′ can be a power of p only if m p ′ = 1. Similarly we have m q ′ = 1, where m = m q × m q ′ is the decomposition of m to its q-and q ′ -parts. We conclude that m = 1, and the lemma follows.
The following is the main tool for the proof of Theorem C Lemma 4.2. Assume that G is a monomial finite group. Assume further that G has normal subgroups M ≤ N such that M is nilpotent with odd order and N/M is nilpotent. If φ is any irreducible character of M , and T is the triple T = (G, M, φ), then there exists a linear limit
We also write M i for the p i -Sylow subgroup of M (some could be trivial, and by hypothesis those that are not have odd order). So M i is a normal subgroup of G, for all i = 1, . . . , k, and
Clearly the irreducible character φ of M can be written as
is the central character of T ′ i , then according to Proposition 3.14, we have
is the unique character of the quotient group Z ′ i /K ′ i that inflates to ζ ′ i , then the same proposition implies that for all i = 1, . . . , k the groups 
, (one could see [9] for the basic definitions of π-special characters). Hence there exists an irreducible p i -special character of
Therefore, that character is monomial and the p ′ i -part of its degree is 1. We can now apply Corollary 2.5 to the groups
In order to complete the proof of the lemma, it suffices to show that N ′ /K ′ is a nilpotent group. According to Lemma 4.1, it is enough to prove that every p-Sylow subgroup of N ′ /K ′ centralizes every q-Sylow subgroup of M ′ /K ′ , whenever q is a prime divisor of of |M ′ /K ′ | and and p = q is a prime divisor of
Now we can prove Theorem C that we restate here.
Theorem C. Assume that G is a finite monomial group. Assume further that G has normal subgroups M ≤ N such that M is nilpotent with odd order and N/M is nilpotent. Let ψ be an irreducible character of N . Then there exists a linear limit
Hence N is a monomial group.
Proof. We fix the character ψ ∈ Irr(N ) and an irreducible character φ of M lying under ψ. This way we can form two triples S = (G, M, φ) and T = (G, N, ψ). According to Lemma 4.2, there exists a linear limit S ′′ = (G ′′ , M ′′ , φ ′′ ) of S = (G, M, φ) so that the factor group N ′′ / Ker(S ′′ ) is nilpotent, where
is a linear reduction of T = (G, N, ψ), see Remark 3.6. Because M ′′ N ′′ while ψ ′′ lies above φ ′′ the same remark implies that
Of course, the direct linear reduction T ′′ of T does not need to be a linear limit of the latter, but certainly any linear limit of T ′′ is also a linear limit of T . Let
is also a nilpotent group. Therefore the first part of Theorem C is proved.
For the rest of the theorem, observe that ψ ′ is a monomial character of N ′ , because N ′ / Ker(T ′ ) is nilpotent and Ker(T ′ ) ≤ Ker ψ ′ . Because ψ ′ induces ψ in N , Theorem C follows.
Proof of Theorem D
The proof of Theorem D is heavily based on Theorem 5.1. Let Q be a q-group acting on a p-group P , with p = q odd primes. We identify both P and Q with their images in the semidirect product QP = Q ⋉ P . Let T be a finite-dimensional right Z q QP -module such that the action of P on T is faithful. Then there exists an element τ ∈ T such that its stabilizer (QP )(τ ) in Q ⋉ P equals Q.
Proof of Theorem 5.1. We will prove a series of claims under the Inductive Assumption. Q, P, T are chosen among all the triplets satisfying the hypothesis, but not the conclusion, of Theorem 5.1, so as to minimize first the order |QP | of the semidirect product Q ⋉ P , and then the Z q -dimension dim Zq T of T .
These claims will lead to a contradiction, thus proving the theorem. First note that T = 0.
Proof. Suppose not. Let T = T 1+ T 2 be a direct decomposition of T , where T 1 , T 2 are nontrivial Z q QP -submodules of T . For i = 1, 2 let K i be the kernel of the action of P on T i . Hence T i is a Z q Q ⋉ (P/K i )-module such that P/K i acts faithfully on it. As dim Zq T i is strictly smaller than dim Zq T , the minimality in Inductive Assumption provides an element τ i ∈ T i such that (Q ⋉ (P/K i ))(τ i ) = Q. (Here we have identifying Q with its image in the semidirect product Q ⋉ (P/K i ).) If we take as τ the sum, τ = τ 1 + τ 2 , then τ is an element of T fixed by Q, as Q fixes each one of the τ i for i = 1, 2. Furthermore for the stabilizer of τ in P we have
Since P acts faithfully on T the last intersection is trivial. Therefore (QP )(τ ) = Q, which contradicts the Inductive Assumption. Hence T is an indecomposable Z q QP -module.
Claim 2. The restriction T P of T to P is a multiple of an irreducible Q-invariant Z q P -module.
Proof. Because q does not divide |P | we can write T P as a direct sum of its Z q P -homogeneous components, i.e.,
So r ≥ 1 and there exist distinct simple Z q P -modules B 1 , B 2 , . . . , B r and positive integers m 1 , m 2 , . . . , m r such that U i ∼ = m i B i as Z q P -modules, for all i = 1, . . . , r. Observe that right multiplication by any element in QP permutes among themselves the U i . So each QP -orbit Ω of the U i leads to a Z q QP -direct summand U i ∈Ω U i of T P . According to Claim 1, the group QP acts transitively on the U i . Hence m 1 = m 2 = · · · = m r = m. Furthermore, if B 1 = B and (QP )(B) is the stabilizer of the isomorphism class of B in QP , then V i = B σ i , were 1 = σ 1 , . . . , σ r are representatives for the cosets in Q · P of (QP )(B). Thus, U := U 1 ∼ = mB = mB σ 1 , U 2 ∼ = mB σ 2 , . . . , U r ∼ = mB σr . We may pick σ 1 , . . . , σ r to be representatives of the cosets in Q of the stabilizer, Q(B), of the isomorphism class of B in Q. Note that Q(B) = Q(U) as U ∼ = mB, where Q(U) is the stabilizer in Q of U under multiplication in T . If T P is not homogeneous, then r > 1 and Q(U) = Q(B) < Q. For i = 1, . . . , r let K i be the kernel of the action of P on U i . Then for every i = 1, . . . , r the stabilizer
. For the corresponding kernels we similarly have
As U is a faithful Z q P/K 1 -module and Q(U) < Q, the minimality of |QP | in the Inductive Assumption implies that there exists an element µ ∈ U such that (Q(U) ⋉ (P/K 1 ))(µ) = Q(U).
For every i = 1, . . . , r we can define an element
is an element of P fixing µ.
for every i = 1, . . . , r.
Let τ be the sum of the µ i for i = 1, . . . , r. Then τ is an element of T fixed by Q, since multiplication by any element in Q permutes the U i and the µ i among themselves. The stabilizer P (τ ) of τ in P equals the intersection of the stabilizers of µ i in P for i = 1, . . . , r. Since (Q(U i ) ⋉ (P/K i ))(µ i ) = Q(U i ) for every such i, the latter equals the intersection of K i for i = 1, . . . , r. The faithful action of P on T implies that
Hence T has an element τ with (QP )(τ ) = Q, contradicting the Inductive Assumption. This contradiction proves Claim 2.
Claim 3. There are no Q-invariant subgroup, H < P , and Z q QH-submodule, S, of T QH such that T is the Z q QP -module S QP induced from S, i.e.,
is among the Q-invariant subgroups of P that contradict Claim 3, while |N P (H)| > |H|. So the maximality of |H| implies that H is normal in P .
Let 1 = σ 1 , . . . , σ k be coset representatives of H in P , and letσ m denote the image of σ m in P/H for m = 1, . . . , k. Then1 =σ 1 ,σ 2 , . . . ,σ k are the distinct elements of P/H. As Q acts on P/H, it has to divide theσ m , for m = 1, . . . , k, into orbits, R 1 , R 2 , . . . , R l , for some l ∈ {1, . . . , k}. We may choose R 1 to be equal to {σ 1 } = {1}. For every i = 1, . . . , l, we pick some elementσ i,1 ∈ R i . Then
j=1 where k i = |R i | and q j runs over a set Q j of coset representatives of the stabilizer, C Q (σ i,1 ), in Q. For every i = 1, . . . , l the stabilizer C Q (σ i,1 ) acts by conjugation on H and on σ i,1 H, where σ i,1 ∈ P has imageσ i,1 ∈ P/H. Furthermore, H acts transitively by right multiplication on σ i,1 H and (xh) c = x c h c for all x ∈ σ i,1 H, h ∈ H, c ∈ C Q (σ i,1 ). Hence Glauberman's Lemma (13.8 in [7] ) provides an element t i,1 ∈ σ i,1 H that is fixed by C Q (σ i,1 ). So C Q (t i,1 ) ≥ C Q (σ i,1 ). Furthermore, the opposite inclusion, C Q (t i,1 ) ≤ C Q (σ i,1 ), also holds asσ i,1 = t i,1 H. Hence,
In this way we can pick a t i,1 ∈ σ i,1 H, for every i = 1, . . . , l, such that C Q (t i,1 ) = C Q (σ i,1 ). We can even assume that t 1,1 = 1. Let t i,j denote the q j -conjugate, t q j i,1 , of t i,1 for every j = 1, . . . , k i . Hence the set of all t i,j , for i = 1, . . . l and for j = 1, . . . , k i , is a complete set of coset representatives of H in P . Furthermore the Q-orbit R i corresponds to a Q-orbit R i = {t i,1 , . . . , t i k,i }, for every i = 1, . . . , l.
Let K S be the kernel of the action of H on S. As |H/K S | < |P |, the minimality of |QP | in the Inductive Assumption implies that there exists µ ∈ S such that its stabilizer, (Q ⋉ H/K S )(µ), in Q ⋉ H/K S equals Q, or equivalently (QH)(µ) = QK S . We note here that K S < H. Indeed, if H acts trivially on S, then T is induced from a trivial module and thus contains both trivial and non-trivial irreducible Z q P -submodules, contradicting Claim 1. We also have that µ = 0 since Q = (Q ⋉ H/K S )(µ) < QH/K S . We denote by µt i,j the t i,j -translation of µ, for every i = 1, . . . , l and for every j = 1, . . . , k i . Then µt i,j is an element of St i,j such that
Let τ be the element of T defined by
We claim that τ satisfies the condition in Theorem 5.1, i.e., that (QP )(τ ) = Q. This will contradict the Inductive Assumption, and thus prove Claim 3. Indeed, R i = {t i,1 , . . . , t i,k i } is a Q-orbit for every i = 2, . . . , l. Also µ and −µ are Q-invariant as (QH)(−µ) = (QH)(µ) = QK S . Hence
If x ∈ H(τ ) then, since H ⊳ P , we get that (µt i,j )x = µx (t i,j ) −1 t i,j is an element of St i,j , for all i = 2, . . . , l and j = 1, . . . , k i , while (−µ)x is an element of S. Since τ x = τ , it follows from (5.2) that (−µ)x = −µ and (µt i,j )x = µt i,j for every i = 2, . . . , l and for every j = 1, . . . , k i . Hence x is an element of:
As H acts faithfully on T , we get that
H. We claim that τ x = τ . Indeed any x ∈ P permutes the St i,j among themselves. If x fixes τ , then it also permutes among themselves the summands −µ and µt i,j , for i = 1, of τ . Since Sx = S we have (−µ)x = µt i,j for some i = 2, . . . , l and some j = 1, . . . , k i . But as x ∈ P H we have that x = ht for some coset representative t = t i 0 ,j 0 of H in P with i 0 = 2, . . . , l and some element h ∈ H. Hence µt i,j = (−µ)x = (−µ)ht ∈ St, which implies that t i,j = t and (−µ)h = µ. This last equation leads to a contradiction as h has odd order (|P | is odd) and µ = −µ ( as S ≤ T has odd order, while µ = 0). Therefore τ x = τ whenever x ∈ P H. Hence P (τ ) = H(τ ) = 1 and (QP )(τ ) = Q, contradicting the Inductive Assumption. This contradiction proves Claim 3.
Claim 4. The restriction T A of T to any normal subgroup A ≤ P of QP is a multiple eB of a single faithful QP -invariant Z p A-module B. Hence every normal abelian subgroup A of QP contained in P is cyclic.
Proof. Let A be a normal subgroup of QP contained in P , and let T A be the restriction of T to A. According to Claim 2, and Clifford's Theorem, T A can be written as a direct sum of its Z q A-homogeneous components, i.e.,
Furthermore, P acts transitively on the W i for all i = 1, . . . , s, while Q permutes the W i among themselves (as T is a Z q QP -module). Hence Glauberman's lemma implies that Q fixes some Z q Ahomogeneous component, W, of T A . Note that Clifford's theorem implies that the homogeneous component W of T A is a Z q QP (W)-submodule of T , where P (W) is the stabilizer of W under multiplication of elements of T by elements of P . Furthermore, the Z q QP (W)-submodule W induces the Z q QP -module T = W QP . In view of Claim 3, we must have W = T . Hence T A ∼ = eB where B is an irreducible QP -invariant Z q A-submodule of T . As P acts faithfully on T , the Z q Amodule B is also faithful. If A is abelian, the existence of a faithful irreducible Z q A-module implies that A is cyclic. Therefore, the claim is proved.
The q-group Q acts on the non-trivial q-group T , fixing the trivial element 0 of T . Hence the group Q fixes at least q elements of T . So Q fixes some τ with (5.3) τ ∈ T and τ = 0.
Hence, to complete the proof of Theorem 5.1, by contradicting the Inductive Assumption, it is enough to show that P (τ ) = 1
By Claim 4 every characteristic abelian subgroup of P is cyclic. Since p is odd, Theorem 4.9 of [6] implies that either P is cyclic or P is the central product E ⊙ C, of the extra-special p-group E = Ω 1 (P ) of exponent p, and the cyclic group C = Z(P ).
According to Claim 4, the Z q Z(P )-module T Z(P ) is a multiple of a faithful irreducible QPinvariant Z q Z(P )-module B, i.e., T Z(P ) = mB. Hence Z(P ) acts fix point freely on T , as it acts fix point freely on B (or else B wouldn't be simple and faithful). If P is cyclic, then P = Z(P ). Thus P acts fix point freely on T . Hence no element of Z(P )−{1} could fix τ . Hence P (τ ) = 1. So (QP )(τ ) = Q, contradicting the Inductive Assumption. Therefore, P can't be cyclic.
Hence,
where E = Ω 1 (P ) is an extra special p-group of exponent p and C = Z(P ) is cyclic. Therefore the quotient group P = P/Z(P ) is an elementary abelian p-group. Furthermore P affords a bilinear form c : P × P → Z(E) defined, for everyx,ȳ ∈ P , as c(x,ȳ) = [x, y], where x, y are elements of P whose images in P arex andȳ respectively. With respect to that form P is a symplectic Z p (Q)-module.
Claim 5. The symplectic Z p (Q)-module P is anisotropic.
Proof. Assume not. Then there is an isotropic non-zero Z p (Q)-submoduleĀ of P . Hence c(ā,b) = 0 for everyā,b ∈Ā, becauseĀ ⊆Ā ⊥ . Therefore, the definition of the symplectic form c implies that the inverse image A ofĀ in P is an abelian subgroup of P containing Z(P ). SinceĀ is a Z p (Q)-submodule of P , the abelian group A is a normal subgroup of QP contained in P . Hence by Claim 4 , A is cyclic and properly contains Z(P ). Therefore there exists an element a ∈ A Z(P ) such that a p is a generator of Z(P ). On the other hand, equation (5.4) implies that a = ω · c where ω ∈ Ω 1 (P ) and c ∈ C = Z(P ). Hence a p = ω p · c p = c p . Since a p is a generator of the cyclic non-trivial p-group Z(P ) and c ∈ Z(P ), this last equation leads to a contradiction. This proves the claim.
Now we can complete the proof of Theorem 5.1. If (QP )(τ ) = Q then there exists a Q-invariant subgroup D = P (τ ) = 1 of P such that (QP )(τ ) = QD. Hence the center Z(D) of D is a nontrivial Q-invariant abelian subgroup of P . Therefore its image Z(D) = Z(D)Z(P )/Z(P ) in P is an isotropic Z p (Q)-submodule of P . Since P is anisotropic, Z(D) =1, i.e., Z(D) is contained in Z(P ).
As we saw, Z(P ) acts fix point freely on T . This implies that no element of Z(P ) − {1} could fix τ . Hence Z(D) = 1, contradicting the fact that Z(D) = 1. So (QP )(τ ) = Q, contradicting the Inductive Assumption. This final contradiction completes the proof of Theorem 5.1.
In terms of characters, Theorem 5.1 implies Corollary 5.5. Let Q be a q-group acting on a p-group P with p = q odd primes. Suppose that the semi-direct product Q ⋉ P acts on a q-group S such that the action of P on S is faithful. Then there exists a linear character λ of S whose kernel Ker(λ) contains the Frattini subgroup Φ(S) and whose stabilizer (QP )(λ) in Q ⋉ P is Q.
Proof. Let T be the quotient group T := S/Φ(S). Then T is a Z q QP -module. We write T * for its dual Z q QP -module, i.e., T * = Hom Zq (T , Z q ). Then P acts faithfully on both T and T * . Furthermore, according to Theorem 5.1 there is an element τ ∈ T * whose stabilizer in QP equals Q. Since the linear characters of T can be considered as the elements of T * composed with some faithful linear character of Z q , we conclude that there is a linear character λ * ∈ Lin(T ) whose stabilizer in QP is Q. Let λ be the linear character of S to which λ * inflates. Then Φ(S) ≤ Ker(λ). Furthermore, (QP )(λ) = (QP )(λ * ) = Q, and the corollary follows.
The following is a straightforward lemma.
Lemma 5.6. Let P be a p-subgroup of a finite group G and let Q 1 ≤ Q be q-subgroups of G, for some distinct odd primes p and q. If P normalizes Q 1 , and Q normalizes their product Q 1 P , then QP is also a subgroup of G with Q ∈ Syl q (QP ), P ∈ Syl p (QP ), while Q 1 P QP and Q 1 QP . Furthermore, Q is the product Q = [Q 1 , P ]N Q (P ), where
Proof. Since P normalizes Q 1 , the latter is a characteristic subgroup of Q 1 P . Therefore, the fact that Q normalizes Q 1 P implies that Q normalizes Q 1 . So Q 1 Q.
The product, QP = Q(Q 1 P ), is a subgroup of G, since Q normalizes the semidirect product Q 1 ⋊ P . That same product Q 1 P is a normal subgroup of QP = Q(Q 1 P ). We obviously have that Q ∈ Syl q (QP ) and P ∈ Syl p (QP ). By Frattini's argument for the Sylow p-subgroup P of Q 1 P QP we get
The normalizer, N QP (P ), of P in QP contains P . So it is equal to P N Q (P ). Hence (5.7a) can be written as QP = Q 1 N Q (P )P . Since Q 1 N Q (P ) ≤ Q and Q ∩ P = 1, we conclude that
Because (|Q 1 |, |P |) = 1, and P acts on Q 1 , we can write Q 1 as the product
The commutator subgroup [Q 1 , P ] is a characteristic subgroup of Q 1 P and thus is also a normal subgroup of Q, as Q normalizes Q 1 P . Therefore, (5.7b) implies 
As an easy consequence of Corollary 5.5 and Lemma 5.6 we have:
Proposition 5.8. Let Q be a q-group acting on a p-group P with p = q odd primes. Suppose that the semi-direct product Q ⋉ P acts on a q-group S such that the action of P on S is faithful. Then there exists a linear character λ of S such that C S (P ) ≤ Ker(λ) and (QP )(λ) = Q.
Proof. As P acts on S we can write S as the product S = [S, P ] · C S (P ). It is clear that the product QC S (P ) forms a group. Furthermore, QC S (P ) normalizes P and the semidirect product (QC S (P )) ⋉ P acts on [S, P ], while the action of P on [S, P ] is faithful. Then according to Corollary 5.5 there exists a linear character λ 1 of [S, P ] such that (QC S (P )P )(λ 1 ) = QC S (P ), while Φ([S, P ]) ≤ Ker(λ 1 ).
As we have seen in Lemma 5.6
Since λ 1 is a linear character of [S, P ] that is trivial on Φ([S, P ]) and C S (P )-invariant, the above inclusion implies that λ 1 has a unique extension to a linear character λ of S trivial on C S (P ). Furthermore, (QP )(λ) = (QP )(λ 1 ) = Q, and the proposition follows.
We can now prove a special case of Theorem D where P (β) is trivial. In this special case the new character we get is linear. In particular we have Lemma 5.9. Let P be a p-subgroup of a finite group G, where p is an odd prime. Let Q 1 , Q be q-subgroups of G for some odd prime q = p, with Q 1 ≤ Q. Assume that P normalizes Q 1 while Q normalizes the product Q 1 P . Assume further that β is an irreducible character of Q 1 such that P (β) = 1. Then there exists a linear character λ of Q 1 such that 1 = P (β) = P (λ), while Q(β) ≤ Q(λ) = Q and λ extends to Q.
Proof. Because Q normalizes the product Q 1 ⋊ P , it normalizes its characteristic subgroup Q 1 . Let C = N Q (P ) be the normalizer of P in Q. Frattini's argument implies that
In addition, C normalizes P and the semidirect product CP acts on Q 1 . The fact that P (β) = 1 implies that P acts faithfully on Q 1 . Therefore we can apply Proposition 5.8 to the groups C, P and Q 1 here in the place of Q, P and S there respectively. We conclude that there exists a linear character λ ∈ Lin(Q 1 ) such that C Q 1 (P ) ≤ Ker(λ) and (CP )(λ) = C.
This last equation implies that P (λ) = P (β) = 1. Since Q = CQ 1 and C fixes λ we conclude that Q also fixes λ. Furthermore we have
Therefore λ can be extended to Q.
As Q(β) ≤ Q = Q(λ), the proof of Lemma 5.9 is complete.
Finally we can now prove Theorem D, that we restate here.
Theorem D. Let P be a p-subgroup, for some odd prime p, of a finite group G. Let Q 1 , Q be q-subgroups of G, for some odd prime q = p, with Q 1 ≤ Q. Assume that P normalizes Q 1 , while Q normalizes the product Q 1 ⋊ P . Assume further that β is an irreducible character of Q 1 . Then there exists an irreducible character β ν of Q 1 such that
Proof of Theorem D. Let P (β) be the stabilizer of β in P and P 1 be the normalizer of P (β) in P . Let P 1 denote the quotient group P 1 /P (β). We write C 1 for the centralizer,
Then it is clear that P 1 acts on C 1 .
The Glauberman correspondence (Theorem 13.1 in [7] ), applied to the groups P (β) and Q 1 , provides an irreducible character β * of C 1 corresponding to the irreducible character β of Q 1 . Because P 1 normalizes both P (β) and Q 1 we get that P 1 (β * ) = P 1 (β) = P (β). If P 1 (β * ) < P (β * ) then P 1 (β * ) < N (P 1 (β * ) in P (β * )) = N (P (β) in P (β * )) = P 1 (β * ), which is impossible. Therefore
We remark here that because P (β) centralizes C 1 = C(P (β) in Q 1 ), we have P (β) ≤ C(C 1 in P 1 ) ≤ P 1 (β * ) = P (β). Hence C(C 1 in P 1 ) = P (β) and P 1 acts faithfully on C 1 .
Let C := N (P (β) in Q) be the normalizer of P (β) in Q. Then C 1 is a normal subgroup of C as Q 1 Q. Furthermore, C normalizes N (P (β) in P Q 1 ) because Q normalizes the product P Q 1 . As P 1 C 1 = N (P (β) in P Q 1 ) we conclude that C normalizes the product P 1 C 1 . Hence Frattini's argument implies that
Now we can apply Lemma 5.9 to the groups C, C 1 andP 1 and the character β * ∈ Irr(C 1 ), in the place of Q, Q 1 , P and β respectively. We conclude that there exists a linear character λ ∈ Lin(C 1 ) such thatP
Equation (5.10a) above implies that P 1 (λ) = P (β). Thus P (β) = P 1 (λ) ≤ P (λ). We actually have that P (λ) = P (β). Indeed, if P (β) < P (λ), then P (β) would be a proper subgroup of N (P (β) in P (λ)). Thus P (β) < N (P (β) in P (λ)) = N (P (β) in P )(λ) = P 1 (λ) = P (β). So
Let β ν ∈ Irr(Q 1 ) be the Glauberman P (β)-correspondent to λ. Because CP 1 normalizes both P (β) and Q 1 we get (CP 1 )(β ν ) = (CP 1 )(λ) = CP (β). Hence P (β ν ) ≥ P 1 (β ν ) = P 1 (λ) = P (β). If
and (C(P Q 1 ))(β ν ) = CP (β)Q 1 . Since C fixes β ν and normalizes P (β) we have
In order to show that β ν extends to Q(β ν ), we first observe that Q 1 P (β) = (Q 1 P )(β ν ) = (Q 1 P 1 )(β ν ) as P (β ν ) = P (β) = P 1 (β ν ). So the group Q 1 P (β) = (Q 1 P )(β ν ) is a normal subgroup of Q(β ν )P (β) as Q normalizes the product Q 1 P . Because λ extends to C while P (β) fixes λ and has coprime order to that of C, we conclude that λ can be extended to CP (β), (see Theorem 6.26 in [7] ). So we can apply the Main Theorem in [12] to the groups P (β)Q(β ν ), P (β)Q 1 and Q 1 . We conclude that β ν extends to P (β)Q(β ν ) as its P (β)-Glauberman correspondent λ can be extended to P (β)C = P (β)N (P (β) in Q(β ν )). We write β ν,e for an extension of β ν to Q(β ν ).
To complete the proof of the theorem it remains to show that Q(β) ≤ Q(β ν ). The group (Q 1 P )(β) = Q 1 P (β) is a normal subgroup of Q(β)P (β), as Q normalizes Q 1 P . Hence Frattini's argument implies that
But we have already seen that Q 1 P (β) is a normal subgroup of Q(β ν )P (β). Hence the Frattini argument implies that
Thus Q(β) ≤ Q(β ν ) and the theorem follows.
Proof of Theorem E
We first need some lemmas.
Lemma 6.1. Assume that G is a finite group and that S ≤ H are subgroups of G with S normal in G. Assume further that θ ∈ Irr(H) lies above λ ∈ Irr(S). Let θ λ ∈ Irr(H(λ)) denote the unique λ-Clifford correspondent of θ. If θ extends to its stabilizer G(θ) in G, then θ λ also extends to G(θ, λ).
Proof. A straight forward application of Clifford Theory implies that G(θ, λ) ≤ G(θ λ ). Furthermore, as G(θ) fixes θ it permutes among themselves the members of the H-conjugacy class of characters in Irr(S) lying under θ. Since λ ∈ Irr(S) lies under θ we get
In addition,
Let θ e ∈ Irr(G(θ)) be an extension of θ to G(θ). Then θ e lies above λ. Let Ψ ∈ Irr(G(θ, λ)) denote the unique λ-Clifford correspondent of θ e ∈ Irr(G(θ)). So Ψ lies above λ and induces θ e . Therefore,
Mackey's Theorem, along with (6.2), implies that
Hence (Ψ| H(λ) ) H = θ is an irreducible character of H. So the restriction Ψ| H(λ) is an irreducible character of H(λ) that induces θ and lies above λ (as Ψ lies above λ). We conclude that Ψ| H(λ) is the λ-Clifford correspondent of θ. Hence Ψ| H(λ) = θ λ . Thus Ψ is an extension of θ λ to G(θ, λ), and the lemma follows.
Applying this lemma to direct linear reductions we can prove Lemma 6.3. Let T = (G, N, ψ) be a triple, and
Proof. Assume first that T ′ is a direct linear reduction of T . So
According to Proposition 3.14, we have
. This, along with Lemma 6.1, implies that ψ ′ extends to H(ψ, λ) = H ′ (ψ) whenever ψ extends to H(ψ). But H(ψ, λ) = H(ψ ′ , λ) = H ′ (ψ ′ ), since ψ ′ is the λ-Clifford correspondent of ψ. This implies the lemma in the case that T ′ is a direct linear reduction. If T ′ is a linear reduction, then repeated applications of the above argument completes the proof of the lemma.
Lemma 6.4. Let Q be a normal q-subgroup of a finite group G, for some prime q. Assume further that E G with E ≤ Q, while λ ∈ Irr(E) and χ ∈ Irr(Q|λ). If A is a q ′ -subgroup of G then there exists a Q-conjugate λ 1 ∈ Irr(E) of λ that is A(χ)-invariant and lies under χ.
Proof. Clifford's Theorem implies that χ lies above the Q-conjugacy class of λ. The π-group A(χ) fixes χ, and normalizes E, as the latter is normal in G. Hence A(χ) permutes among themselves the Q-conjugates of λ. As (|A(χ)|, |Q|) = 1, Glauberman's Lemma (Lemma 13.8 in [7] ) implies that A(χ) fixes at least one character λ 1 of the Q-conjugates of λ.
The above lemma implies Proposition 6.5. Let Q be a normal q-subgroup of G, while A is any q ′ -subgroup of G. If χ ∈ Irr(Q) we write T for the triple T = (G, Q, χ). Then there exists a chain of linear subtriples T 0 , T 1 , . . . , T n of T starting with T 0 = T and ending with a linear limit T n = T ′ of T , so that for all i = 0, 1, . . . , n, the central character ζ (T i ) of T i is A(χ)-invariant. We call such a T ′ , an A(χ)-invariant linear limit of T .
Proof. Let T 1 = (G 1 , Q 1 , χ 1 ) be a direct linear reduction of T = (G, Q, χ). Then T 1 = T (λ 1 ), where λ 1 is a linear character of a normal subgroup E 1 with E 1 ≤ Q. According to Lemma 6.4 there is a Q-conjugate of λ 1 that is A(χ)-invariant. Thus, without loss, we may assume that λ 1 is A(χ)-invariant. So A(χ) ≤ G 1 = G(λ 1 ). Because A(χ) fixes λ 1 , while χ 1 ∈ Irr(Q 1 ) is the λ 1 -Clifford correspondent of χ in Q 1 = Q(λ 1 ), we get A(χ)(χ 1 ) = A(χ). Let Z 1 be the central subgroup of
Let T 2 = (G 2 , Q 2 , χ 2 ) be a direct linear reduction of T 1 . So T 2 = T 1 (λ 2 ), for some linear character λ 2 ∈ Irr(E 2 ), where E 2 G 1 . Since A(χ) = A(χ, χ 1 ), Lemma 6.4 implies that we can pick λ 2 to be A(χ)-invariant. Hence the λ 2 -Clifford correspondent χ 2 of χ 1 is also A(χ)-invariant. Therefore, the central character ζ 2 of T 2 is also A(χ)-invariant, while A(χ) = A(χ, χ 2 ). We proceed similarly at every direct linear reduction until we reach T ′ . Proposition 6.6. Let G be finite group of odd order such that G = N K, where N is a normal subgroup of G and (|G/N |, |N |) = 1. Let H = N ∩ K and let θ be any irreducible K-invariant character of H that induces an irreducible character θ N of N . Then θ has a unique canonical extension, θ e , to K such that (|K/H|, o(θ e )) = 1 (where o(θ e ) is the determinantal order of θ e , see p. 88 in [7] ). Also θ N has a unique canonical extension,
Proof. Let π be the set of primes that divide |N |. Then |K/H| = |G/N | is a π ′ -number, and thus is coprime to |H|. Because θ ∈ Irr(H) is K-invariant, there exists a unique extension θ e to K such that
by Corollary 6.28 in [7] .
According to Corollary 4.3 in [8] , induction defines a bijection Irr(K|θ) → Irr(G|θ N ). Therefore,
But θ N is G-invariant since θ is K-invariant and G = N K. This, and the fact that (|N |, |G/N |) = 1, implies that θ N extends to G. Let Ψ = (θ N ) e ∈ Irr(G) be the unique extension of θ N such that o(Ψ) = o(θ N ) is a π-number. Since χ lies above θ N , Gallagher's theorem (see Corollary 6.17 in [7] ) implies that χ = µ · Ψ, for some µ ∈ Irr(G/N ). We compute the degree deg(χ) in two ways. First
As χ = (θ e ) G we also have that
We conclude that deg(µ) = 1. Thus µ ∈ Lin(G/N ). Therefore
We can now compute o(χ) in two ways. First, o(Ψ) = o(θ N ) and Ψ(1) = θ N (1) are π-numbers. Since µ ∈ Irr(G/N ), we get that o(µ) is a π ′ -number. Therefore, (6.9) implies that the π ′ -number o(µ) divides o(χ).
On the other hand, (6.8) and Lemma 2.2 in [9] imply that
As G has odd order, we get that o(χ) divides o(θ e ). In view of (6.7), we have o(θ e ) = o(θ), while o(θ) |H|. We conclude that o(χ) is a π-number.
Hence the only way the π ′ -number o(µ) can divide o(χ), is if o(µ) = 1. So µ = 1, and
as desired.
Lemma 6.10. Let E Q be subgroups of a finite group G, and ζ, β be irreducible characters of E and Q, respectively, with β lying above ζ. Let T be any subgroup of G that normalizes both E and
Proof. Since T fixes β, it permutes among themselves the Q-conjugacy class of characters in Irr(E) lying under β. So T ≤ T (ζ) · Q. The other inclusion is trivial.
Now assume that T is a q-Sylow subgroup of G(β), for some prime q.
The following is a well known result that we will use repeatedly below.
Lemma 6.11. Let M = A ⋉ B be a finite solvable group where (|A|, |B|) = 1. Let β ∈ Irr(B) be M -invariant. Then there is a unique canonical extension β e of β to M . Furthermore, for any irreducible character χ of M lying above β there exists a unique irreducible character α of A such that χ = α · β e , where
for all x ∈ A and y ∈ B. We will write χ = α ⋉ β, to denote the above product.
Proof. The existence of a unique canonical extension β e of β follows from Corollary 6.28 in [7] . The rest of the lemma follows from Corollary 6.17 in [7] .
Definition 6.12. If M = A ⋉ B where (|A|, |B|) = 1, and α ∈ Irr(A) while 1 B is the trivial character of B, we write α ⋉ 1 B (or simply α ⋉ 1 if B is clear), for the unique irreducible character of M defined as α ⋉ 1(x · y) = α(x) , for all x ∈ A and y ∈ B.
In view of the above definition we slightly generalize Proposition 6.5 to Proposition 6.13. Let M = P ⋉ B be a normal subgroup of G, where P is a p-group and B is a normal p ′ -subgroup of G. Let χ ∈ Irr(M ) where χ = α ⋉ 1 and α ∈ Irr(P ). Let T be the triple T = (G, M, χ). If A is any p ′ -subgroup of G then there exists an A(χ)-invariant linear limit T ′ of T , i.e., there exists a chain of linear subtriples T i = (G i , M i , χ i ), for i = 0, . . . , n starting with T = T 0 and ending with the linear limit T n = T ′ of T so that for all i = 0, 1, . . . , n, the central character
Proof. LetT be the tripleT = (Ḡ,M ,χ), whereḠ = G/B,M = M/B ∼ = P andχ ∈ Irr(M ) is the unique irreducible character ofM that inflates to χ ∈ Irr(M ). We also writeĀ for the quotient groupĀ = (A(χ)B)/B. ClearlyĀ fixesχ, and its order is coprime to that ofM . Hence Proposition 6.5 implies that there exists a chain ofĀ-invariant linear subtriples {T i } n i=0 , so thatT 0 =T ,T i is a direct linear reduction ofT i−1 , whileT n is a linear limit ofT and the central characterζ i of each T i isĀ-invariant.
) is a subtriple of T for all such i. Furthermore, it is easy to see (with the use of Proposition 3.1) that if Z(T i ) is the center ofT i then Z(T i ) = Z i /B where Z i is the center of T i . In addition, the central character
Even more, T i is a direct linear reduction of T i−1 , for all i = 1, . . . , n. Indeed, the fact thatT i is a direct linear reduction ofT i−1 implies thatT i =T i−1 (λ i ), whereλ i is a linear character of the normal subgroupL
. Also χ i lies above λ i and thus χ i is the λ i -Clifford correspondent of χ i−1 , for all i = 1, . . . , n. We conclude that T i = T i−1 (λ i ), for all i = 1, . . . , n. In addition, λ i is A(χ)-invariant sinceλ i isĀ invariant for all such i.
To see that T n is a linear limit of T observe that the procedure described above works both ways. So any direct linear reduction of T n determines a direct linear reduction ofT n . As the latter triple is irreducible, we have that T n is a linear limit of T .
We first prove: Theorem 6.14. Assume that G is a finite group. Let L ≤ M ≤ N be normal subgroups of G, so that N/M, M/L and L are nilpotent group while N has order p a q b for distinct odd primes p, q. So L = L p × Q where Q is the q-Sylow and L p the p-Sylow group subgroup of L. Let M p be a p-Sylow subgroup of M and let H = M p L. Assume that φ ∈ Irr(L) and θ ∈ Irr(H) lies above φ. Let θ φ ∈ Irr(H(β)) be the φ-Clifford correspondent of θ. Write φ = φ p × β, for φ p ∈ Irr(L p ) and β ∈ Irr(Q). Assume further that all irreducible characters of G lying above β are monomial, while β extends to G(θ φ ). Then there exists a linear limit
where K ′ is the kernel of the triple
We fix θ ∈ Irr(H) and φ = φ p × β ∈ Irr(L) satisfying the hypothesis of the theorem. We also pick a p-Sylow subgroup A of G so that A(β) is a p-Sylow subgroup of G(β).
Because H/Q is a p-group, H is the semidirect product H = (A ∩ H) ⋉ Q, where A ∩ H is a p-Sylow subgroup of H. Let P = (A ∩ H)(φ). Then H(φ) = P ⋉ Q. Furthermore, β extends to H(φ) ≤ H(β), since (|H/Q|, |Q|) = 1. Hence, if θ φ ∈ Irr(H(φ)) is the φ-Clifford correspondent of θ, then (see Lemma 6.11) there exists a unique irreducible character α ∈ Irr(P ) such that
At this point we pick a q-Sylow subgroup B of G so that B(α) is a q-Sylow subgroup of G(α) while B(α, β) is a q-Sylow subgroup of G(α, β).
Let S = (G, Q, β). Because A(β) has coprime order to that of Q, Proposition 6.5 implies that we can get an A(β)-invariant linear limit
while β 1 is the unique character of Q 1 = Q(ζ 1 ) lying above ζ 1 , by Proposition 3.14. We write
is a nilpotent group and M 1 /H 1 is a q-group. Let θ 1 ∈ Irr(H 1 ) be the S 1 -reduction of θ. So θ 1 lies above φ 1 the S 1 -reduction of φ. Note that φ 1 = φ p × β 1 . So θ 1 lies above β 1 and thus above ζ 1 , and induces θ. Clearly all the irreducible characters of G 1 that lie above β 1 ( and equivalently above ζ 1 ) are still monomial (see Proposition 3.17).
is a p-Sylow subgroup of G 1 . Furthermore, the p-Sylow subgroup P of H(β) is contained in H 1 , and thus P is also a p-Sylow subgroup of H 1 . So H 1 = P ⋉ Q 1 . Because β extends to G(θ φ ) = QG(α, β), Lemma 6.1 implies that β 1 extends to (QG(α, β))(ζ 1 , β 1 ). Hence β 1 extends to Q 1 G 1 (α) (note that G 1 (β) = G 1 (β 1 ) = G 1 ). Let β e 1 be the unique canonical extension of β 1 to H 1 . Then there exists a unique irreducible character α ′ of P so that θ 1 = α ⋉ β 1 = α ′ · β e 1 . It is not hard to see that θ Exercise 5.3 in [7] ). Since β 1 induces β ∈ Irr(Q), Lemma 6.6 implies that (β e 1 ) H(β) = β e . So θ
lies above β and induces θ ∈ Irr(H) (because θ 1 does). Hence θ H(β) 1 = θ β , and thus α ′ = α. Therefore,
Let K 1 = Ker(ζ 1 ) and
are normal subgroups of G 1 . Furthermore, the irreducible characters β 1 , θ 1 of Q 1 and H 1 are inflated from unique irreducible characters β 1 and θ 1 of Q 1 and H 1 , all respectively. If Z 1 is the center of the triple S 1 = (G 1 , Q 1 , β 1 ) then we write Z 1 for the quotient group Z 1 /K 1 . We also write ζ 1 for the unique irreducible character of Z 1 that inflates to the central character ζ 1 ∈ Irr(Z 1 ) of S 1 . According to Proposition 3.7, the cyclic group Z 1 is the center of Q 1 , affords the faithful G 1 -invariant linear character ζ 1 , and it is maximal among the abelian normal subgroups of G 1 contained in Q 1 . SoQ 1 satisfies Condition X. Since every irreducible character of G 1 lying above ζ 1 is monomial, we get that every irreducible character of G 1 lying above ζ 1 , and equivalently above β 1 , is also monomial. Because the q-special character ζ 1 is G 1 -invariant, there exists a q-special character χ 1 of G 1 lying above ζ 1 . So χ 1 is monomial. LetP = (P K 1 )/K 1 . ThenP ∼ = P whilē P · Q 1 = H 1 G 1 . Hence we can apply Theorem B to the groups Q 1 ,P and G 1 in the place of P, S and G respectively. We conclude thatP centralizes Q 1 , and thusH 1 is a nilpotent group. Furthermore, ifᾱ is the unique irreducible character ofP that inflates to α ⋉ 1 ∈ Irr(P K 1 ), then
So bothP and Q 1 are normal subgroups of G 1 . Also, it is easy to see that
(the other inclusion holds trivially). Because β 1 extends to Q 1 G 1 (α), we get that β 1 extends to (Q 1 G 1 (α))/K 1 . So β 1 extends to G 1 (ᾱ) (note that Q 1 centralizesP and thus it is a subgroup of G 1 (ᾱ)).
Take E 1 to be the triple
where P 2 ≤P and α 2 inducesᾱ toP . Hence P 2 = P 2 /K 1 with P 2 ≤ P , while α 2 inflates to a unique irreducible character α 2 of P 2 that induces α to P . In addition,
and P 2 =P (ζ 2 ). The center Z 2 of E 2 clearly contains K 1 , even more the kernel K 2 = Ker(ζ 2 ) of ζ 2 contains K 1 . According to Propositions 3.12 and 3.14 the character α 2 is G 2 -invariant and it is the only character of P 2 that lies above ζ 2 ∈ Irr(Z 2 ). So
where the last equality follows from the fact that α 2 is the only irreducible character of P 2 that lies above ζ 2 and inducesᾱ toP .
We next observe that the E 2 -reductions leave Q 1 unchanged, i.e., Q 1 (ζ 2 ) = Q 1 , because Q 1 centralizesP . Hence Q 1 ≤ B 1 (ᾱ) ≤ G 2 . Furthermore, the E 2 -reduction of H 1 =P × Q 1 equals H 2 = P 2 ×Q 1 . In addition, the E 2 reduction of θ 1 ∈ Irr(H 1 ) equals θ 2 = α 2 ×β 1 . Note that since β 1 extends to G 1 (ᾱ), equation 6.16 implies that β 1 extends to G 2 . Because every irreducible character of G 1 lying above β 1 is monomial, Proposition 3.17 implies that every irreducible character of G 2 lying above θ 2 is still monomial.
We look at the quotient group G 2 /K 2 . Its subgroup H 2 /K 2 is a nilpotent normal subgroup, and splits as
is naturally isomorphic to Q 1 . We identify these two isomorphic groups and we considerβ 1 as an irreducible character of (Q 1 K 2 )/K 2 . As we have seenβ 1 extends to G 2 , henceβ 1 (considered as a character of (Q 1 K 2 )/K 2 extends to G 2 /K 2 . Letβ 1 ∈ Irr(G 2 /K 2 ) be such an extension. Thenβ 1 is a q-special character of G 2 /K 2 . The irreducible character α 2 of P 2 is inflated from a unique irreducible characterᾱ ′ 2 of the p-
Therefore there exists a p-special irreducible characterα 2 of G 2 /K 2 lying aboveᾱ ′ 2 . Then the productχ =α 2 ·β 1 is an irreducible character of G 2 /K 2 that lies aboveᾱ ′ 2 ×β 1 ∈ Irr(H 2 /K 2 ). In additionχ q =β 1 (1) . Observe also thatχ is monomial, because every irreducible character of G 2 lying above θ 2 is monomial, whileᾱ ′ 2 ×β 1 inflates to θ 2 ∈ Irr(H 2 ). Furthermore, Proposition 3.7 implies that Z 2 /K 2 is the center of P 2 /K 2 , it is maximal among the abelian normal subgroups of G 2 /K 2 contained in P 2 /K 2 and it affords a faithful G 2 /K 2 -invariant irreducible character that inflates to ζ 2 ∈ Irr(Z 2 ). We conclude that all the hypothesis of Theorem B are satisfied for the groups G 2 /K 2 , P 2 /K 2 and (Q 1 K 2 )/K 2 in the place of G, P and S, respectively. Hence any
Let N 2 be the E 2 -reduction of N 1 (that is N 2 = N 1 (ζ 2 ) ), and M 2 the E 2 reduction of M 1 . Then N 2 /M 2 is still a nilpotent group, while M 2 /H 2 is a q-group. Let U be a q-Sylow subgroup of
It is easy to see that the triple (G 2 , P 2 ⋉ Q 1 , α 2 ⋉ β 1 ) is a linear reduction of (G, P ⋉ Q, θ φ ). This completes the proof of the theorem.
For later use we observe that what we actually proved in Theorem 6.14 is Remark 6.17. Assume the hypothesis and the notation of Theorem 6.14. Then any A(β)-invariant
where A is a p-Sylow subgroup of G and A(β) is a p-Sylow subgroup of G(β) and K 1 is the kernel of S 1 . Furthermore, H 1 = P ⋉ Q 1 , where P is a p-Sylow subgroup of H(φ). Let E 1 be the factor triple E 1 = (G 1 ,P ,ᾱ) , where
Corollary 6.18. Assume the hypothesis of Theorem 6.14. Let B be a q-Sylow subgroup of G so that B(α) is a q-Sylow subgroup of G(α) while B(α, β) is a q-Sylow subgroup of G(α, β). Assume further that A is a p-Sylow subgroup of G with A(β) being a p-Sylow subgroup of G(β), while P = (A ∩ H)(β). Let ζ 1 be the central character of the A(β)-invariant direct linear reduction
Proof. Since S 1 is an A(β)-invariant linear limit of S, there exists a chain of linear subtriples 
is an extension of both λ i and ζ (D i−1 ) , and lies underβ i . According to Proposition 3.14,
According to Lemma 6.10, applied to the groups ζ (D i+1 ) ). In addition, the latter group normalizesQ i+1 = Q(ζ (D i+1 ) ) and fixes its irreducible characterβ i+1 . Hence G( , ζ (D i+1 ) ). The other inclusion also holds, becauseβ i+1 inducesβ i andQ i = Q(ζ (D i ) ). So for all i = 0, 1, . . . , n − 1 we get
Therefore,
But ζ (Dn) extends all the previous central characters, whileQ i is a subgroup of Q, for all i = 1, . . . , n − 1. Thus
. This completes the proof of the first part of the corollary.
Because P ≤ A(β) the characters ζ (D i ) are P -invariant. As P also fixes β we conclude that P fixeŝ
is an extension of all these characters. Becauseβ i is the only character ofQ i lying above ζ (D i ) (by Proposition 3.14), we conclude that G(α, β, ζ (D i ) ) fixes the Glauberman correspondents β * i , for all i = 0, 1, . . . , n. In addition, the group G(α, β, ζ (D i ) ) normalizes both C Z(D i ) (P ) and CQ i (P ). Therefore Lemma 6.10 implies
The group L i+1 was picked to be a normal subgroup of
for all i = 1, . . . , n − 1, while for i = 0 we have
Since ζ (Dn) = ζ 1 , the second part of the corollary follows.
The group B of Theorem 6.14 was picked so that B(α, β) is a p ′ -Hall subgroup of G(α, β). Since the latter group equals G(α, β, ζ 1 ) · C we conclude (by looking at the indexes) that B(α, β, ζ 1 ) is a p ′ -Hall subgroup of G(α, β, ζ 1 ). Of course B(α, β, ζ 1 ) = B 1 (α) and G(α, β, ζ 1 ) = G 1 (α), as G 1 = G(ζ 1 ) and it is a subgroup of G(β). Because B 1 (α) is a p ′ -Hall subgroup of G 1 (α) and K 1 is a p ′ -subgroup of B 1 we get that B 1 (α) · K 1 is a p ′ -Hall subgroup of G 1 (α) · K 1 . This completes the proof of the corollary.
We can remove the additional hypothesis on part b) of Theorem 6.14 that wants β extendible to QG(α, β), without loosing any of its conclusions, provided firstly that the group G has order p a q b , for some odd primes p and q, and secondly that we have plenty of monomial characters in Irr(G). Thus we can prove the following result.
Theorem 6.20. Assume that G is a monomial group of order p a q b , where p, q are two odd primes. Let L ≤ M ≤ N be normal subgroups of G, so that N/M, M/L and L are nilpotent groups. So L = L p × Q where Q is the q-Sylow subgroup of L and L p its p-Sylow subgroup. Let M p be a p-Sylow subgroup of M and let H = M p L. Assume that φ ∈ Irr(L) and θ ∈ Irr(H) lies above φ and let θ φ ∈ Irr(H(β)) be the φ-Clifford correspondent of θ.
Proof. The group H = M p L is a normal subgroup of G. We fix θ ∈ Irr(H) and φ = φ p × β ∈ Irr(L) satisfying the hypothesis of the theorem. We also pick a p-Sylow subgroup A of G so that A(β) is a p-Sylow subgroup of G(β).
is the φ-Clifford correspondent of θ, then (see Lemma 6.11) there exists a unique irreducible character α ∈ Irr(P ) such that
We pick a q-Sylow subgroup B of G so that B(α) is a q-Sylow subgroup of G(α) while B(α, β) is a q-Sylow subgroup of G(α, β).
According to Theorem 6.14 and Remark 6.17 there exists an A(β)-invariant linear limit S 1 = (G 1 , Q 1 , β 1 ) of S = (G, Q, β) so that the quotient group H 1 /K 1 is nilpotent, where
If ι is the natural epimorphism of G 1 onto G 1 , then ι sends P isomorphically ontoP and α ∈ Irr(P ) to some character α ∈ Irr(P ). Let F = N G (P ) and
Let R be the triple R = (F, P, α), where F = N G (P ). We take a B(α)-invariant linear limit R * = (F * , P * , α * ) of R. Then Proposition 3.14 implies that F * = F (α * ) = N G(α * ) (P ) ≤ G(α). Because B(α) is a q-Sylow subgroup of G(α) that fixes α * , it is also a q-Sylow subgroup of F * . We write ζ * for the central character of R * . We also write Z * = Z(R * ) and K * = Ker(R * ).
Let E 1 = (G 1 ,P ,ᾱ). Then any direct linear reduction R ′ = (F ′ , P ′ , α ′ ) of R determines a direct linear reduction E ′ 1 of E 1 in the following way. Assume that L P is a normal subgroup F contained in P , while λ ∈ Lin(L) lies under α so that P ′ = P (λ) and α ′ is the λ-Clifford correspondent of α. Then LK 1 P K 1 , is a normal subgroup of G 1 ≤ F K 1 , while the character
is a normal subgroup of G 1 contained inP , while the unique irreducible character λ ∈ Irr(L) that inflates to λ ⋉ 1 K 1 lies underᾱ ∈ Irr(P ). So the triple E ′ 1 = (G ′ 1 ,P ′ ,ᾱ ′ ) is a direct linear reduction of E 1 , where
Furthermore,P * is isomorphic to P * , while α * ∈ Irr(P * ) is mapped under that isomorphism toᾱ * ∈ Irr(P * ). According to Corollary 6.18
Note also that
We apply Theorem D to the q-groups Q B, the p-group A ∩ H, and the character β ∈ Irr(Q). (Clearly B normalizes (A ∩ H) · Q = H). This way we get an irreducible character β ν of Q that extends to B(β ν ) and satisfies P = (A ∩ H)(β) = (A ∩ H)(β ν ), and B(β) ≤ B(β ν ). In addition, we get that N B (P ) ≤ B(β ν ). Hence B(α) ≤ B(β ν ). Note also that B(α, β ν )Q = B(α ⋉ 1 Q , β ν ). Because B(α) is a q-Sylow subgroup of G(α), we conclude that B(α, β ν ) = B(α) is a q-Sylow subgroup of G(α, β ν ). So
Note that β ν extends not only to B(β ν ) but to QG(α, β ν ). Indeed, β ν extends to any R, where R/Q is an r-Sylow subgroup of (QG(α, β ν ))/Q, for any r = q by Corollary 8.16 in [7] . It also extends to QB(α, β ν ) where (QB(α, β ν ))/Q is a q-Sylow subgroup of (QG(α, β ν ))/Q. Hence Corollary 11.31 in [7] implies that β ν extends to QG(α, β ν ).
What is important about this new character is that H(β) = H(β ν ) = P ⋉ Q, (that is, the p-group P remains the same for the two characters β and β ν ). Furthermore, the product α ⋉ β ν is an irreducible character of H(β ν ) lying above β ν . Hence Clifford's Theorem implies that α ⋉ β ν induces an irreducible character θ ν of H. Also, G(θ ν β ν ) = QG(α, β ν ). So the groups Q ≤ H ≤ G and the characters β ν ∈ Irr(Q) and θ ν ∈ Irr(H) satisfy all the hypothesis of Theorem 6.14. Then there exists a linear limit S ν 1 = (G ν 1 , Q ν 1 , β ν 1 ) of S ν = (G, Q, β ν ) such that H ν 1 = P ⋉ Q ν 1 while H ν 1 /K ν 1 is a nilpotent group, where K ν 1 is the kernel of S ν 1 . Let B ν 1 = B ∩ G ν 1 . Then Let E ν 1 = (G ν 1 ,P ,ᾱ) Because P K ν 1 G ν 1 , Frattini's argument also implies that G ν 1 = N G ν 1 (P )K ν 1 ≤ F K ν 1 . So, as with the triple E 1 and its reduction E * 1 , the linear limit R * = (F * , P * , α * ) determines a linear reduction E ν * 1 = (G ν * 1 ,P * ,ᾱ * ) of E ν 1 , which is B ν 1 (ᾱ)-invariant. Note that P * = (P * K 1 )/K 1 ∼ = P * . Also if G ν * 1 = G ν * 1 /K ν 1 for some subgroup G ν * 1 of G ν 1 , then G ν * 1 ≤ F * K ν 1 and in addition (6.25) B ν 1 (ᾱ) ∈ Syl q (G ν * 1 ).
Furthermore, similarly to (6.22) we get (6.26)
Now let E ν 2 = (G ν 2 , P ν 2 , α ν 2 ) be a B ν 1 (ᾱ)-invariant linear limit of E ν * 1 . Then E ν 2 is also a B ν 1 (ᾱ)-invariant linear limit of E ν 1 . Hence Remark 6.17 implies that [(N ν 1 ∩ G ν 2 ) q , P ν 2 ] ≤ K ν 2 is nilpotent, where K ν 2 is the kernel of E ν 2 . (Note that we have used the fact that the group B is a q-Sylow subgroup of G so that B(α) is a q-Sylow subgroup of G(α) while B(α, β ν ) is a q-Sylow subgroup of G(α, β ν ).) By (6.25) the group B ν 1 (ᾱ) is a q-Sylow subgroup of G ν * 1 . Because E ν 2 is a B ν 1 (ᾱ)-invariant linear limit of E ν * 1 , we get that B ν 1 (ᾱ) is contained in G ν 2 ≤ G ν * 1 , and thus it is a q-Sylow subgroup of G ν 2 . Hence (6.27) [
where K ν 2 is the kernel of E ν 2 . In addition, (6.26) along with Remark 3.2 implies (6.28a)
We identify Z * with its isomorphic imageZ * = (Z * K ν 1 )/K ν 1 inside Z(E ν * 1 ). Under this isomorphism the central character ζ * ∈ Lin(Z * ) of R * is mapped to a linear character ofZ * that lies under the cental character ζ ν * 1 ∈ Lin(Z(E ν * 1 )) of E ν * 1 . Let V := P * /Z * = P * /Z(R * ). Then V is an anisotropic F * /P * -group, by Proposition 3.11. (The F * /P * -invariant bilinear form c : V × V → C × is defined (see (3.9) ) as c(x,ȳ) = ζ * ([x, y]), for allx,ȳ ∈ V ). Thus V written additively, is the direct sum
of the perpendicular F * /P * -groups V 1 = C V (N * ) and V 2 = [V, N * ], where N * = N ∩ F * . Because B(α) is a q-Sylow subgroup of F * , the group Q * = B(α) ∩ N * = B(α) ∩ N is a q-Sylow subgroup of N * . So N * = Q * ⋉ P * .
Therefore the direct summands V 1 , V 2 of V are (6.29)
Both V 1 and V 2 are anisotropic F * /P * -groups. Now let U = P ν 2 /Z(E ν 2 ). Then U is isomorphic to a section of V , by (6.28). Furthermore, U is isomorphic to the orthogonal direct sum U = U 1 ∔ U 2 , where in view of (6.29) we get U 1 = C U (Q * ) and U 2 = [U, Q * ], According to Corollary 6.18 (applied to the ν-groups), we have G ν 1 (α, β ν )C Q (P ) = G(α, β ν ). This, along with (6.24) and (6.23) implies Hence the image of B(α) ∩ N in the automorphism group of P equals that of B ν 1 (α) ∩ N . So
In view of (6.27) and (6.28b), this latter group is trivial. Hence U 2 = 0 and U 1 = C U (Q * ) = C U (B ν 1 (α, β ν ) ∩ N ). Because V = P * /Z * is an abelian anisotropic F * /P * -group, the groupP * /Z(E ν * 1 ) is also an abelian group. It also affords a bilinear G ν * 1 /P * -invariant form (see (3.9))) defined asĉ(ū,v) = ζ ν * 1 ([u, v]), for allū,v ∈P * /Z(E ν * 1 ). Identifying P * withP * and Z * withZ * we see that [P * ,P * ] ≤ Z * ≤ Z(E ν * 1 ). Henceĉ(ū,v) = ζ * ([u, v]), for allū,v ∈P * /Z(E ν * 1 ). In addition, since G ν * 1 ≤ F * K ν 1 the factor group G ν * 1 /P * is isomorphic to a subgroup of F * /P * . HenceP * /Z(E ν * 1 ) is an abelian symplectic G ν * 1 /P * . Thus we can apply Proposition 3.13 to the linear limit E ν 2 of E ν * 1 . So U is isomorphic to L ⊥ /L, where L is maximal among the G ν * 1 /P * -invariant isotropic subgroups of P * /Z(E ν * 1 ). Furthermore, L = Z(E ν 2 )/Z(E ν * 1 ) and
Hence L 2 is a self perpendicular G ν * 1 /P * -invariant subgroup ofP * /Z(E ν * 1 ).
SinceP * /Z(E ν * 1 ) ∼ = the unique irreducible character of (P 1 K 1 )/K 1 that inflates α ⋉ 1 ∈ Irr(P 1 K ′ ). Similarly we definē γ 1 ∈ Irr((O 1 K 1 )/K 1 ).
Now let R = (F, P, α) and S = (I, O, γ), where F = N G (P ) and I = N G (O). Observe that the B(η)-invariant linear limit (G ′′ , L ′′ p , η ′′ ) of (G, L p , η) determines naturally a B(η)-invariant linear reduction R ′′ = (F ∩ G ′′ , P ∩ G ′′ , α ′′ ) of R, where α ′′ is the (G ′′ , L ′′ p , η ′′ )-reduction of α. But P ∩ G ′′ = P 1 and thus R ′′ = (F ′′ , P 1 , α 1 ). Note also that in view of (6.32a) the group B(α) is a subgroup of B(η) Hence the linear reduction R ′′ of R is B(α)-invariant.
Similarly, the A(β)-invariant linear limit (G ′ , L ′ q , β ′ ) of (G, L q , β) determines naturally an A(β)-invariant linear reduction S ′ = (I ′ , O 1 , γ 1 ) of S, where I ′ = G ′ ∩ I. In addition, (6.32b) implies that A(γ) ≤ A(β). Hence the linear reduction S ′ of S is A(γ)-invariant.
Let R * = (F * , P * , α * ) be a B(α)-linear limit of R ′′ = (F ′′ , P 1 , α 1 ) and thus of R. Similarly we pick S * = (I * , O * , γ * ) to be an A(γ)-invariant linear limit of S ′ = (I ′ , O 1 , γ 1 ) and thus of S. Now we can apply Corollary 6.31. LetḠ ′′ = G ′′ /K ′′ then (P K ′′ )/K ′′ =P is isomorphic to P and under this isomorphism α ∈ Irr(P ) gets mapped toᾱ ∈ Irr(P ). IfĒ = (Ḡ ′′ ,P ,ᾱ), then Corollary 6.31 implies that R * determines naturally a linear reductionĒ * = (Ḡ * ,P * ,ᾱ * ) so that (6.33) [(Ḡ * ∩N * ) p ,P * ] ≤ Ker(Ē * ), whereP * is a p-Sylow subgroup ofH * =Ḡ * ∩ (H ′′ /K ′′ ). Observe that because R * is a linear limit of R ′′ , the reductions done inĒ are actually reductions done inside (P 1 K ′′ )/K ′′ ≤P . Because G 1 = G ′ ∩ G ′′ and K 1 = K ′ × K ′′ , the linear reductionĒ * ofĒ lifts to a linear reduction U 1 of U = (G 1 /K 1 , (P 1 K 1 )/K 1 ,ᾱ 1 ). Note that G 1 /K 1 is reduced to G 1 /K 1 ∩Ḡ * K 1 /K 1 .
Similarly we writeĜ ′ = G ′ /K ′ then (OK ′ )/K ′ =Ô is isomorphic to O and under this isomorphism γ ∈ Irr(O) get mapped toγ ∈ Irr(Ô). IfD = (Ĝ ′ ,Ô,γ), then Corollary 6.31 implies that S * determines naturally a linear reductionD * = (Ĝ * ,Ô * ,γ * ) so that (6.34) [(Ĝ * ∩N * ) q ,Ô * ] ≤ Ker(D * ), whereQ * is a q-Sylow subgroup ofĴ * =Ĝ * ∩ (J ′ /K ′ ). Furthermore, similarly to U 1 and U we get that the linear reductionD * ofD lifts to a linear reduction V 1 of V = (G 1 /K 1 , (O 1 K 1 )/K 1 ,γ 1 ). Also the group G 1 /K 1 is being reduced to G 1 /K 1 ∩ (Ĝ * K 1 )/K 1 .
The fact that M 1 /K 1 = (P 1 K 1 )/K 1 × (O 1 K 1 )/K 1 is a nilpotent group, along with Remark 3.8 provides a linear reductionT 1 ofT = (G 1 /K 1 , M 1 /K 1 ,ᾱ 1 ×γ 1 ) using the linear reductions U 1 and V 1 . The kernel ofT 1 contains the group (Ker(Ē * )K 1 )/K 1 × (Ker(D * )K 1 )/K 1 . So (6.33) and (6.34) imply that theT 1 -reduction of the group N 1 /K 1 is a nilpotent group module the kernel ofT 1 .
BecauseT 1 lifts to a reduction of the triple (G 1 , M 1 , χ 1 ) and thus of (G, M, χ), the theorem follows.
