We propose a labeling scheme for unweighted undirected graphs, that is an assignment of binary labels to vertices of a graph such that the distance between any pair of vertices can be decoded solely from their labels. Recently, Alstrup et al. n + o(n) with decoding time O(1). We believe our simple techniques are of independent value and provide a desirable simplification of the previous approaches.
Introduction
We consider an undirected graph G on n nodes and m edges. A distance labeling scheme assigns a binary string (label) label(u) to every node u ∈ V , so that the graph distance between u and v is uniquely determined by label(u) and label (v) . The size of a scheme is the maximum length of a node label in the graph.
The distance labeling problem in undirected graphs was first investigated by Graham and Pollak [7] , who provided the first labeling scheme with labels of size O(n). The decoding time for labels of size O(n) was subsequently improved to O(log log n) by Gavoille et al. [6] and to O(log * n) by Weimann and Peleg [10] .
Finally, Alstrup et al. [4] present a scheme for general graphs with decoding in O(1) time using labels of size log 3 2 n + o(n) bits. This matches up to low order terms the space of the currently best know data structure for answering distance queries with O(1) time and log 3 2 n 2 + o(n 2 ) total space in a centralized memory model, due to Nitto and Venturini [8] .
The notion of D-preserving distance labeling, first introduced by Bollobás et al. [5] , describes a labeling scheme correctly encoding every distance that is at least D. [5] presents such a D-preserving scheme of size O( n D log 2 n). This was recently improved in [3] to a D-preserving scheme of size O( . For sparse graphs, this is o(n).
The D-preserving scheme presented in [3] relies on an application of the probabilistic method and can be rephrased as follows. We fix one shortest path between every pair of nodes in the same connected component. The goal is to find a set S of vertices intersecting with (covering) many such shortest paths that are of length at least D. We proceed in stages. At each stage of the algorithm, if there are x still uncovered paths, by greedily picking a new vertex we can surely cover Ω(x · D n ) new paths. Thus, since initially there are at most n 2 paths, we obtain a set S of size O( Notation and Conventions. Even though we are mainly interested in unweighted graphs, for technical reasons we will work in a more general setting where every edge of a graph has a fixed cost from the set {0, 1}. δ(u, v) denotes the cost of a cheapest path connecting a pair of nodes u and v, and (u, v) denotes the smallest number of edges on such a path. We will require the constructed distance labeling to return the value of δ(u, v). The degree of a node v is denoted by deg(v). When analyzing the complexity of the decoding, we assume standard word RAM with logarithmic word size, where we are allowed to access log n consecutive bits of the stored binary string in constant time. All logarithms in the paper are in base 2.
From now on, we assume that the graph is connected. This is enough because we can always include the identifier of its connected component in the label of every node, and return ∞ if u and v belong to different connected components; this only induces additive O(log n) overhead to the label size.
The New Labeling Schemes
We start this section by describing the basic building block, which is an efficient method of storing a specified set of nodes and their corresponding distances. In the subsequent subsections, we show how to construct a labeling scheme for a bounded-degree graph,and then apply a standard trick to reduce the problem of constructing a labeling scheme for a graph with bounded average degree to that of constructing a labeling scheme for a bounded-degree graph on twice as many nodes. Finally, we adapt our approach to general graphs, using a variant of the proposed labeling scheme for bounded degree graphs to approximate the distance, and then encoding the difference between the estimation and the true distances.
Preliminaries: Encoding Distances and Identifiers
We choose an arbitrary spanning tree of the graph and assign preorder numbers in the tree to the nodes, i.e., node numbered 1 corresponds to the root and so on. The preorder number of a node u is denoted by name(u). Such a numbering has the following useful property.
. . , v n be the preorder sequence of all nodes. Then, for any node u,
Proof. Consider an Euler tour corresponding to the chosen spanning tree. Every node is visited at least once there, and the total length of the tour is at most 2n. Consequently, we can cut the tour into paths connecting node v i−1 with node v i , for every i = 2, 3, . . . , n. The total length of all these paths is at most 2n and the claim follows.
Lemma 2.2. For a fixed v and set S such that |S| ≤ n x , set S and all of the distances δ(v, u) for u ∈ S can be stored in O( n x log x) bits. For any constant t > 0, the representation can be augmented with O( n log t n ) additional bits so that all elements of S can be extracted one-by-one in O(|S|) total time and given any x we can check if x ∈ S (and if so, extract δ(x, v)) in O(1) time.
Proof. Let S = {v 1 , . . . , v |S| }, where name(v 1 ) < name(v 2 ) < . . . < name(v |S| ). We store name(v 1 ) and then the differences name(v 2 ) − name(v 1 ), . . . , name(v |S| ) − name(v |S|−1 ). Every difference is encoded using the Elias γ code, and the encodings are concatenated to form one binary string. We are storing up to n x integers whose absolute values sum up to at most n, so by Jensen's inequality this takes O( n x log x) bits in total. Similarly, we store δ(u, v 1 ) and then the differences δ(u, v 2 ) − δ(u, v 1 ), . . . , δ(u, v |S| ) − δ(u, v |S|−1 ). By Lemma 2.1 we are again storing up to n x numbers whose absolute values sum up to at most 2n, which takes O( n x log x) bits. All v i s can be extracted one-by-one in O(1) time each with standard bitwise operations. To facilitate checking if x ∈ S in O(1) time, we observe that it is enough to store a bitvector B[1..n], where the name(v i )-th bit is set to 1, for every i = 1, 2, . . . , |S|. Then checking if x ∈ S reduces to two rank 1 queries. A rank 1 query counts 1s in the specified prefix of the bitvector and a select 1 query returns the position of the k-th 1 in the bitvector. By the result of Pǎtraşcu [9] , for any constant t > 0, a bitvector of length n containing n x 1s can be stored using
bits so that any rank or select query can be answered in O(1)
Bounded-degree graphs
In this subsection, we assume that deg(u) ≤ ∆ for every node u. Choose any value ε ∈ (0, 1) and let D = ε log n log ∆ . 
Computing δ(u, v).
Given name(u) and name(v), we can determine δ(u, v) as follows. First we check if v ∈ B u (D ) and if so return the stored δ(u, v). Otherwise, we iterate through all nodes w ∈ B u (D ) and check if w ∈ L v (offset(v)). If so, we know δ(u, w) + δ(w, v). We return the smallest such sum.
It is clear that δ(u, w) + δ(w, v) ≥ δ(u, v) for any w, so it remains to argue that either v ∈ B u (D ) or there exists w ∈ B u (D ) such that w ∈ L v (offset(v)) and δ(u, w) + δ(w, v) = δ(u, v). Consider a shortest path (p 0 , p 1 , p 2 , . . . p ) where v = p 0 and u = p such that = (u, v). If ≤ D , v ∈ B u (D ) and there is nothing to prove, so we can assume that > D . Observe that for any i = 0, 1, . . . , , (v, p i ) = i, so in particular p α·D +offset(v) ∈ L v (offset(v)) for any α ≥ 0. We choose α = D and w = p α·D +offset(v) . Then w ∈ L v (offset(v)), w ∈ B u (D ) by the choice of α, and δ(u, w) + δ(w, v) = δ(u, v) because w lies on a shortest path connecting u and v, so indeed we are able to correctly determine δ(u, v). Size of the scheme. Encoding n and name(u) takes O(log n) bits. The sets B u (D ) and L u (offset(u)), together with the corresponding distances, are stored using Lemma 2.2 using O(n ε log n) and O( n D log D ) bits, respectively. Hence the total size of the scheme is:
Complexity of the decoding. By Lemma 2. 
Sparse graphs
Let ∆ = m+n n . We create a new graph by splitting nodes of high degree. Following the formulation from Lemma 4.2 in [1] , we obtain a graph on at most 2n nodes and at most m + n edges, such that the degree of every node is bounded by m n + 2 ≤ ∆ + 2 and the distance between two nodes in the original graph is exactly the same as the distance between their corresponding nodes in the new graph. We apply the scheme described in the previous subsection for the new bounded-degree graph and adjusting ε to obtain a scheme of size:
which returns δ(u, v) in O(n ε ) time given the labels of u and v.
Theorem 2.4. For any constant ε > 0, there exists an exact distance labeling for graphs with average degree ∆ using labels of size O(ε −1 n log(log ∆ n) log n log ∆) and a corresponding decoding scheme requiring time O(n ε ).
General graphs
We now present a simple labeling scheme of size log 2 3 2 n + o(n) for general graphs. We will first apply a similar distance labeling scheme as for sparse graphs, obtaining a 2-additive approximation of the distance between any pair of with label sizes of o(n) per node. In this approximate scheme, the label of each node u ∈ V will provide an encoding of the node identifiers of a subset S u ⊆ V and of the distances from u to all elements of S u . The sets S u will be defined so that for any pair u, v, there exists a node w ∈ S u ∩ S v , such that either w or a neighbor of w lies on the shortest path from u to v in G. We will decode the approximate distance as follows:
The construction of sets S u is performed as follows. Let τ < 1 2 log n be an appropriately chosen threshold value of vertex degree. Let V = {v ∈ V : deg(v) > τ }, and let S ⊆ V be a minimum dominating set for V , i.e., a minimum subset of V with the property: ∀ w∈V B w (1) ∩ S = ∅. By a straightforward application of the probabilistic method (cf. The approximate distance label of u consists of the following:
1. n and name(u), 2. name(v) and δ(u, v) for every v ∈ B u (D ),
4. name(v) and δ(u, v) for every v ∈ S u , 5. name(v) and δ(u, v) for every v ∈ S \ S u .
The separation of S into S u and S \ S u in the label is done to allow efficient decoding.
Computing δ(u, v).
To show the correctness of this approximate labeling scheme, fix a pair of vertices u, v ∈ V . If there exists a vertex w ∈ B u (D ) lying on a fixed shortest path P between u and v such that
, then the labeling scheme finds the shortest path distance between u and v as in Section 2.2. Otherwise, let y be the nearest vertex to u lying in P \ B u (D ); it follows from the construction that y ∈ V . Then, there exists w ∈ B y (1) such that w ∈ S u ⊆ S . In this case, the distance δ(u, w) + δ(v, w) is a 2-absolute approximation of δ(u, v).
Size of the scheme. The size of the label of a node u in the scheme can be bounded as follows:
log τ τ n), thus using Lemma 2.2 to store the sets and the corresponding distances we obtain labels of size O(n log 2 τ τ ).
Complexity of the decoding. To perform the distance decoding, for a given pair u, v ∈ V , it suffices to minimize δ(u, w) + δ(v, w) over all w belonging to B u (D ) ∪ S u which are also encoded in the label of v. Hence, distance decoding is possible in time 2 O(τ ) . Finally, we remark that by a standard argument, converting a 2-absolute approximate distance labeling into an exact one requires an additional label of size log 2 3 2 n bits per node (and an additional O( n log n ) overhead in the space, which is negligible), with each node u encoding the difference between the approximate and real distance value, δ (u, v) − δ(u, v), for all v ∈ {(u + 1) mod n, . . . , (u + n 2 ) mod n}. The time overhead of the corresponding decoding is O(1). Overall, setting 2 O(τ ) = t, we obtain the following.
Theorem 2.5. The proposed labeling scheme achieves t decoding time using labels of size log 2 3 2 n+O(n log 2 log t log t ), for any t = O(n).
Thus, setting τ as an arbitrarily small increasing function of n, for any desired decoding time t = ω(1) we can make use of labels of size log 2 3 2 n + o(n). Moreover, using this scheme, O(1) decoding time can be achieved for labels of size ( log 2 3 2 + ε) · n, for any absolute constant ε > 0.
Conclusion
We leave as an puzzling open question breaking the barrier of log 3 2 n of distributed labels, or similarly that of 
