Geometric models impose an upper bound on the number of points that can share the same nearest neighbor. A much more restrictive bound is implied by the assumption that the data points represent a sample from some continuous distribution in a multidimensional Euclidean space. The analysis of 100 data sets shows that most perceptual data satisfy the geometric-statistical bound whereas many conceptual data sets exceed it. The most striking discrepancies between the data and their multidimensional representations arise in semantic fields when the stimulus set includes a focal element (e.g., a superordinate category) that is the nearest neighbor of many of its instances. Theoretical and methodological implications of nearest neighbor analysis are discussed.
Proximity data are commonly used to infer the structure of the entities under study and to embed them in an appropriate geometric or classificatory structure. The geometric approach represents objects as points in a continuous multidimensional space so that the order of the distances between the points reflects the proximities between the respective objects (see Coombs, 1964; Guttman, 1971; Shepard, 1962a Shepard, , 1962b Shepard, , 1974 Shepard, , 1980 . Alternatively, objects can be described in terms of their common and distinctive features (Tversky, 1977) and represented by discrete clusters (see, e.g., Carroll, 1976; Johnson, 1967; Sattath& Tversky, 1977; Shepard & Arable, 1979; Sokal, 1974) .
The geometric and the classificatory approaches to the representation of proximity data are often compatible, but some data appear to favor one type of representation over another. Multidimensional scaling seems particularly appropriate for perceptual stimuli, such as colors and sounds, that vary along a small number of continuous dimensions, and Shepard (1984) made a compelling argument for the spatial nature of certain mental representations. On the other hand, clustering representations seem particularly appropriate for conceptual stimuli, such as people or countries, that appear to be characterized by a large number of discrete features.
Several criteria can be used for assessing which structure, if any, is appropriate for a given data set, including interpretability, goodness of fit, tests of critical axioms, and analyses of diagnostic statistics. The interpretability of a scaling solution is perhaps the most important consideration, but it is not entirely satisfactory because it is both subjective and vague. Furthermore, it is somewhat problematic to evaluate a (scaling) procedure designed to discover new patterns by the degree to which its results are compatible with prior knowledge. Most formal assessments of the adequacy of scaling models are based on some overall measure This work has greatly benefited from discussions with Larry Maloney, Yosef Rinott, Gideon Schwarz, and Ed Smith. Correspondence concerning this article should be addressed to Amos Tversky, Department of Psychology, Jordan Hall, Building 420, Stanford University, Stanford, California 94305; of goodness of fit, such as stress or the proportion of variance explained by a linear or monotone representation of the data. These indices are often useful and informative, but they have several limitations. Because fit improves by adding more parameters, the stress of a multidimensional scaling solution decreases with additional dimensions, and the fit of a clustering model improves with the inclusion of additional clusters. Psychological theories rarely specify in advance the number of free parameters; hence, it is often difficult to compare and evaluate goodness of fit. Furthermore, global measures of correspondence are often insensitive to relatively small but highly significant deviations. The flat earth model, for example, provides a good fit to the distances between cities in California, although the deviations from the model could be detected by properly designed tests.
It is desirable, therefore, to devise testable procedures that are sufficiently powerful to detect meaningful departures from the model and that are not too sensitive to the dimensionality of the parameter space. Indeed, the metric axioms (e.g., symmetry, the triangle inequality) and the dimensional assumptions (e.g., interdimensional additivity and intradimensional subtractivity) underlying multidimensional scaling have been analyzed and tested by several investigators (e.g., Beals, Krantz, & Tversky, 1968; Krantz & Tversky, 1975; Tversky & Krantz, 1969 Wender, 1971; Wiener-Ehrlich, 1978) . However, the testing of axioms or other necessary properties of spatial models often requires prior identification of the dimensions and construction of special configurations that are sometimes difficult to achieve, particularly for natural stimuli.
Besides the evaluation of overall goodness of fit and the test of metric and dimensional axioms, one may investigate statistical properties of the observed and the recovered proximities that can help diagnose the nature of the data and shed light on the adequacy of the representation. The present article investigates diagnostic properties based on nearest neighbor data. In the next section we introduce two ordinal properties of proximity data, centrality and reciprocity; discuss their implications; and illustrate their diagnostic significance. The theoretical values of these statistics are compared with the values observed in 100 proximity matrices reported in the literature. The results and their implications are discussed in the final section.
Centrality and Reciprocity
Given a symmetric measure d of dissimilarity, or distance, an object i is the nearest neighbor of j if rf(j, 0 < d(j, k) for all k, provided i, j, and k are distinct. The relation "i is the nearest neighbor of j" arises in many contexts. For example, i may be rated as most similar to j, i can be the most common associate of j in a word association task, j may be confused with i more often than with any other letters in a recognition task, or i may be selected as j's best friend in a sociometric rating. Nearest neighbor data are often available even when a complete ordering of all interpoint distances cannot be obtained, either because the object set is too large or because quarternary comparisons (e.g., i likes j more than k likes 1) are difficult to make.
For simplicity, we assume that the proximity order has no ties, or that ties are broken at random, so that every object has exactly one nearest neighbor. Note that the symmetry of d does not imply the symmetry of the nearest neighbor relation. If i is the nearest neighbor of j, j need not be the nearest neighbor of i. Let S -{0, 1, ..., n] be the set of objects or entities under study, and let N\, 0 s i ^ n, be the number of elements in S whose nearest neighbor is i. The value of N-, reflects the centrality or the "popularity" of i with respect to S: N-, = 0 if there is no element in S whose nearest neighbor is i, and JVi = n if i is the nearest neighbor of all other elements. Because every object has exactly one nearest neighbor, N 0 + • • • + N, = n + 1, and their average is always 1. That is,
I
To measure the centrality of the entire set 5, we use the second sample moment c=^ENf > which equals the sample variance plus 1 . The centrality index C ranges from 1 when each point is the nearest neighbor of exactly one point to (n 2 + 1)/(« + 1) when there exists one point that is everyone's nearest neighbor. More generally, C is high when S includes a few elements with high A' and many elements with zero N, and C is low when the elements of 5 do not vary much in popularity.
The following example from unpublished data by Mervis, Rips, Rosen, Shoben, and Smith (1975) , cited in Rosen and Mervis (1975) , illustrates the computation of the centrality statistic and demonstrates the diagnostic significance of nearest neighbor data. Table 1 presents the average ratings of relatedness between fruits on a scale from 0 (unrelated) to 4 (highly related). The column entry that is the nearest neighbor of each row entry is indexed, and the values of A 7 ,, 0 ^ i ^ 20, appear in the bottom line. Table 1 shows that the category name fruit is the nearest neighbor of all but two instances: lemon, which is closer to orange, and date, which is closer to olive. Thus, C = (18 2 + 2 2 + 1 2 )/21 = 15.67, which is not far from the maximal attainable value of (20 2 + 1)/21 = 19.10.
Note that many conceptual domains have a hierarchical structure (Rosch, 1978) involving a superordinate (e.g., fruit), its instances (e.g., orange, apple), and their subordinates (e.g., Jaffa orange, Delicious apple). To construct an adequate representation of people's conception of such a domain, the proximity among concepts at different levels of the hierarchy has to be assessed. Direct judgments of similarity are not well suited for this purpose because it is unnatural to rate the similarity of an instance (e.g., grape) to a category (e.g., fruit). However, there are other types of data (e.g., ratings of relatedness, free associations, substitution errors) that can serve as a basis for scaling objects together with their higher order categories. Figure 1 displays the two-dimensional scaling solution for the fruit data, obtained by KYST (Kruskal, Young, & Seery, 1973) . In this representation the objects are described as points in the plane, and the proximity between the objects is expressed by their (Euclidean) distance. The spatial solution of Figure 1 places the category name fruit in the center of the configuration, but it is the nearest neighbor of only 2 points (rather than 18), and the centrality of the solution is only 1.76 as compared with 15.67 in the original data! Although the two-dimensional solution appears reasonable in that similar fruits are placed near each other, it fails to capture the centrality of these data because the Euclidean model severely restricts the number of points that can share the same nearest neighbor.
In one dimension, a point cannot be the nearest neighbor of more than 2 points. In two dimensions, it is easy to see that in a regular hexagon the distance between the vertices and the center is equal to the distances between adjacent vertices. Consequently, disallowing ties, the maximal number of points with a common nearest neighbor is 5, corresponding to the center and the five vertices of a regular, or a nearly regular, pentagon. It can be shown that the maximal number of points in three dimensions that share the same nearest neighbor is 11. Bounds for highdimensional spaces are discussed by Odlyzko and Sloane (1979) . Figure 2 displays the additive tree (ADDTREE; Sattath & Tversky, 1977) representation of the fruit data. In this solution, the objects appear as the terminal nodes of the tree, and the distance between objects is given by their horizontal path length. (The vertical lines are drawn for graphical convenience.) An additive tree, unlike a two-dimensional map, can accommodate high centrality. Indeed, the category fruit in Figure 2 is the nearest neighbor of all its instances. This tree accounts for 82% and 87%, respectively, of the linearly explained and the monotonically explained variance in the data, compared with 47% and 76% for the two-dimensional solution. (Note that, unlike additive trees, ultrametric trees are not able to accommodate high centrality because all objects must be equidistant from the root of the tree.) Other representations of high centrality data, which combine Euclidean and hierarchical components, are discussed in the last section.
The centrality statistic C that is based on the distribution of Ni, 0 :£ i < n, measures the degree to which elements of 5 share a nearest neighbor. Another property of nearest neighbor data, called reciprocity, is measured by a different statistic (Schwarz & Tversky, 1980) . Recall that each element i of S generates a rank order of all other elements of S by their proximity to i. Let Figure 1 . Two-dimensional Euclidean solution (KYST) for judgments of relatedness between fruits (Table 1) .
Ri be the rank of i in the proximity order of its nearest neighbor. For example, if each member of a class ranks all others in terms of closeness of friendship, then R t is i's position in the ranking of her best friend. Thus, R t -1 if i is the best friend of her best friend, and R t = n if i is the worst friend of her best friend. The reciprocity of the entire set is denned by the sample mean I « + J« R is minimal when the nearest neighbor relation is symmetric, so that every object is the nearest neighbor of its nearest neighbor and R = 1. R is maximal when one element of S is the nearest neighbor of all others, so that R = (l+\+2+'-*+ n)/(n + 1) = H/2 + !/(« + 1). Note that high R implies low reciprocity and vice versa.
To illustrate the calculation of R, we present in Table 2 the conditional proximity order induced by the fruit data of Table  1 . That is, each row of Table 2 includes the rank order of all 20 column elements according to their proximity to the given row element. Recall that j is the nearest neighbor of i if column j receives the rank 1 in row i. In this case, Ri is given by the rank of column i in row j. These values are marked by superscripts in Table 2 , and the distribution of RI appears in the bottom line. The reciprocity statistic, then, is As with centrality, the degree of reciprocity in the ADDTREE solution (R = 9.38) is comparable to that of the data, whereas the KYST solution yields a considerably lower value (£ = 2,81) than the data.
Examples and Constraints
To appreciate the diagnostic significance ofR and its relation to C, consider the patterns of proximity generated by the graphs in Figures 3,4 , and 5, where the distance between points is given by the length of the path that joins them. The distributions of A' , and of Ri are also included in the figures along with the values of C and R. Recall that R is the mean of the distribution of R[ whereas C is the second moment of the distribution of N t . Figure 3 presents a binary tree where the nearest neighbor relation is completely symmetric; hence, both Cand R are minimal and equal to 1. Figure 4 presents a singular tree, also called a star or a. fan. In this structure the shortest branch is always the nearest neighbor of all other branches; hence, both C and R achieve their maximal values. Figure 5 presents a nested tree, or a brush, where the nearest neighbor of each point lies on the shorter adjacent branch; hence, C is very low because only the longest branch is not a nearest neighbor of some point. On the other hand, R is maximal because each point is closer to all the points that lie on shorter branches than to any point that lies on a longer branch. Another example of such structure is the sequence {'/2, '/>, 'A, • • •}, where each number is closest to the next number in the sequence and closer to all smaller numbers than to any larger number. This produces minimal Cand maximal R. In a sociometric context, Figure 3 corresponds to a group that is organized in pairs (e.g., married couples), Figure 4 corresponds to a group with a focal element (e.g., a leader), and Figure 5 corresponds to a certain type of hierarchical organization (e.g., military ranks) in which each position is closer to all of its subordinates than to any of its superiors.
These examples illustrate three patterns of proximity that yield low C and low R (Figure 3 ), high C and high R (Figure 4) , and low C with high R (Figure 5 ). The statistics R and C, therefore, are not redundant; both are required to distinguish the brush from the fan and from the binary tree. However, it is not possible to achieve high C and low R because they are constrained by the inequality C <. 2R -1 . To derive this inequality suppose i is the nearest neighbor of k elements so that Ni = k, 0 <: k ^ n. Because the R$ associated with these elements are their ranking from i, the set of k ranks must include a value a k, a value 2: k -1, and so forth. This relation, called the CR inequality, restricts the feasible values of these statistics to the region above the solid line in Figure 6 that displays the CR plane in logarithmic coordinates. The figure also presents the values of J? and C from the previous examples. Because both C and R are greater than or equal to 1, the origin is set at (1, 1). As seen in the figure, high C requires high R, low R requires low C, but low Cis compatible with high R. Recall that the maximal values of C and R, respectively, are (n 2 + !)/(« + 1) and n/2 + \/(n + 1), which approach n -1 and n/2 as n becomes large. These maximal values approximate the boundary implied by the CR inequality.
Geometry and Statistics
In the preceding discussion we introduced two statistics based on nearest neighbor data and investigated their properties. We also demonstrated the diagnostic potential of nearest neighbor data by showing that high centrality values cannot be achieved in low-dimensional representations because the dimensionality of the solution space sets an upper bound on the number of points that can share the same nearest neighbor. High values of C therefore may be used to rule out two-or three-dimensional representations, but they are less useful for higher dimensions C=(9 2 + R= (1*1*2 + 3+4*5+6+7*8*9)710 = 4.6 Figure 4 . A singular tree.
because the bound increases rapidly with the dimensionality of the space. Furthermore, the theoretical bound is usually too high for scaling applications. For example, a value of A/j = 18, observed in Table 1 , can be achieved in a four-dimensional space. However, the four-dimensional K.YST solution of these data yielded a maximal NI of only 4. It is desirable, therefore, to obtain a more restrictive bound that is also applicable to high-dimensional solutions. Recent mathematical developments (Newman & Rinott, in press; Schwarz & Tversky, 1980; obtained much stricter upper bounds on C and on R by assuming that S is a sample of independent and identically distributed points from some continuous distribution in a </-dimensional Euclidean space. In this case, the asymptotic values of C and of R cannot exceed 2, regardless of the dimensionality of the space and the form of the underlying distribution of points. (We will refer to the combined assumptions of statistical sampling and spatial representation as the geometric sampling model, or more simply, the GS model.) It is easy to show that the probability that a point, selected at random from some continuous univariate distribution, is the nearest neighbor of k points is Vi for k = 0, Vi for k = 1, ' A for k = 2, and 0 for k > 2. (These results are exact for a uniform distribution and approximate for other continuous univariate distributions.) In the one-dimensional case, therefore, C = ('/4 X 0) + 0/2 X 1) + ("A X 4) = 1.5. Simulations (Maloney, 1983; Roberts, 1969) suggest that the corresponding values in two and three dimensions are 1.63 and 1.73, respectively. And Newman et al. (1983) showed that C approaches 2 as the number of dimensions increases without bound. Thus, the limiting value of C, as the number of points becomes very large, ranges from 1.5, in the one-dimensional case, to 2, when the number of dimensions tends to infinity. Simulations (Maloney, 1983) show that the asymptotic results provide good approximations even for moderately small samples (e.g., 36) drawn from a wide range of continuous multivariate distributions. The results do not hold, however, when the number of dimensions is very large in relation to the number of points. For a review of the major theorems, see Tversky et al. (1983) ; the derivation of the limiting distribution of NI, under several statistical models, is given in Newman and Rinott (in press) and in Newman et al. (1983) .
Theoretical and computational analyses show that the upper bound of the GS model is fairly robust with respect to random error, or noisy data. First, Newman et al. (1983) proved that C does not exceed 2 when the distances between objects are randomly ordered. Second, Maloney's (1983) simulation showed that the addition of normal random error to the measured distance between points has a relatively small effect on centrality, although it increases the dimensionality of the space. Maloney also showed that for a uniform distribution of n points in the n-dimensional unit cube, for example, the observed centrality values exceed 2 but do not reach 3. This finding illustrates the general theoretical point that the upper bound of the GS model need not hold when the number of dimensions is very large in relation to the number of points (see Tversky et al., 1983) . It also shows that extreme values of C (like those observed in the fruit data of Table 1 ) cannot be produced by independent and identically distributed points even when the number of dimensions equals the number of data points.
The analysis of reciprocity (Schwarz & Tversky, 1980) led to similar results. The asymptotic value of J? ranges from 1.5 in the unidimensional case to 2 when the dimensionality tends to infinity or when distances are randomly ordered. The probability that one is the nearest neighbor of one's nearest neighbor is \/R, which ranges from % to l h. Again, simulations show that the results provide good approximations for relatively small samples. Thus, the GS model imposes severe bounds on the centrality and the reciprocity of data.
The plausibility of the GS model depends on the nature of the study. Some investigators have actually used an explicit sampling procedure to select Munsell color clips (Indow & Aoki, 1983) , to generate shapes (Attneave, 1957) , or to construct dot patterns (Posner & Keele, 1968) . In most cases, however, stimuli have been constructed following a factorial design, selected according to some rule (e.g., the most common elements of a class), or chosen informally without an explicit rationale. The relevance of the GS bounds in these cases is discussed in the next section.
Applications
In this section we analyze nearest neighbor data from 100 proximity matrices, covering a wide range of stimuli and dependent measures. The analysis demonstrates the diagnostic function of C and of R and sheds light on the conditions that give rise to high values of these statistics.
Our data base encompasses a variety of perceptual and conceptual domains. The perceptual studies include visual stimuli (e.g., colors, letters, and various figures and shapes); auditory stimuli (e.g., tones, musical scale notes, and consonant phonemes); and a few gustatory and olfactory stimuli. The conceptual studies include many different verbal stimuli, such as animals, occupations, countries, and environmental risks. Some studies used a representative collection of the elements of a natural category including their superordinate (e.g., apple, orange, and fruit). These sets were entered into the data base twice, with and without the category name. In assembling the data base, we were guided by a desire to span the range of possible types of data. Therefore, as a sample of published proximity matrices, our collection is probably biased toward data that yield extremely high or extremely low values of C and R. The data base also includes more than one dependent measure (e.g., similarity ratings, confusion probabilities, associations) for the following stimulus domains: colors, letters, emotions, fruit, weapons, animals, environmental risks, birds, occupations, and body parts. A description of the data base is presented in the Appendix. 
Data Analysis
Multidimensional scaling (MDS) solutions in two and in three dimensions were constructed for all data sets using the KYST procedure (Kruskal et al., 1973) . The analysis is confined to these solutions because higher dimensional ordinal solutions are not very common in the literature. To avoid inferior solutions due to local minima, we used 10 different starting configurations for each set of data. Nine runs were started from random configurations, and one was started from a metric (i.e., interval) MDS configuration. If a solution showed clear signs of degeneracy (see Shepard, 1974) , the interval solution was obtained. The final scaling results, then, are based on more than 2,000 separate KYST solutions. Table 3 presents, for each data set, the values of C and R computed from the scaling solutions and the values obtained from the observed data. The table also reports a measure of fit (Stress Formula 1) that was minimized by the scaling procedure. Table 4 summarizes the results for each class of stimuli, and Figure 7 plots the C and R values for all data sets in logarithmic coordinates.
It is evident that for more than one half of the data sets, the values of C and R exceed the asymptotic value of 2 implied by the GS model. Simulations suggest that the standard deviation of C and R for samples of 20 points from three-dimensional Euclidean spaces, under several distributions, is about 0.25 (Maloney, 1983; Schwarz & Tversky, 1980) . Hence, observed values that exceed 3 cannot be attributed to sampling errors. Nevertheless, 23% of the data sets yielded values of C greater than 3 and 33% yielded values of R greater than 3. In fact, the obtained values of C and R fell within the GS bounds (1.5-2.0) for only 37% and 25% of the data, respectively.
To facilitate the interpretation of the results, we organize the perceptual and the conceptual stimuli in several groups. Perceptual stimuli are divided into colors, letters, other visual stimuli, auditory stimuli, and gustatory/olfactory stimuli (see Tables 3  and 4 ). This classification reflects differences in sense modality with further subdivision of visual stimuli according to complexity. The conceptual stimuli are divided into four classes: categorical ratings, attribute-based categories, categorical associations, and assorted semantic stimuli. The categorical ratings data came from two unpublished studies Smith & Tversky, 1981) . In the study by Mervis et al., subjects rated, on a 5-point scale, the degree of relatedness between instances of seven natural categories that included the category name. The instances were chosen to span the range from the most typical to fairly atypical instances of the category. In the study by Smith and Tversky, subjects rated the degree of relatedness between instances of four categories that included either the immediate superordinate (e.g., rose, tulip, and. flower) or a distant superordinate (e.g., rose, tulip, and plant). Thus, for each category there are two sets of independent judgments differing only in the level of the superordinates. This study also included four sets of attribute-based categories, that is, sets of objects that shared a single attribute and little else. The attribute name, which is essentially the common denominator of the instances (e.g., apple, blood, and red), was also included in the set.
The categorical associations data were obtained from the association norms derived by Marshall and Cofer (1970) , who chose exemplars that spanned the range of production frequencies re-ported by Cohen, Bousefield, and Whitmarsh (1957) . Eleven of these categories were selected for analysis. The proximity of word i to word j was denned by the sum of the relative frequency of producing i as an associate to j and the relative frequency of producing j as an associate to i, where the production frequencies were divided by the total number of responses to each stimulus word. The proximity for the category name was estimated from the norms of Cohen et al. (1957) . All of the remaining studies involving conceptual stimuli are classified as assorted semantic stimuli. These include both simple concepts (e.g., occupations, numbers) as well as compound concepts (e.g., sentences, descriptions of people). Figure 7 and Table 4 show that some of the stimulus groups occupy fairly specific regions in the CR plane. All colors and letters and most of the other visual and auditory data yielded C and R values that are less than 2, as implied by the GS model. In contrast, 20 of the 26 sets of data that included the superordinate yielded values of C and R that are both greater than 3. These observations suggest that high C and R values occur primarily in categorical rating and categorical associations, when the category name is included in the set. Furthermore, high C values are found primarily when the category name is a basiclevel object (e.g., fruit, bird, jish) rather than a superordinatelevel object (e.g., vehicle, clothing, animal); see Rosch (1978) and Rosch, Mervis, Gray, Johnson, and Boyes-Braem (1976) . When the category name was excluded from the analysis, the values of Cand R were substantially reduced, although 12 of 22 data sets still exceeded the upper limit of the GS model. For example, when the superordinate weather was eliminated from the categorical association data, the most typical weather conditions (rain and storm) became the foci, yielding Cand R values of 3.75 and 3.81, respectively. There were also cases in which a typical instance of a category was the nearest neighbor of more instances than the category name itself. For example, in the categorical association data, doctor was the nearest neighbor of six professions, whereas the category name (profession) was the nearest neighbor of only five professions. A few data sets did not reach the lower bound imposed by the GS model. In particular, all seven factorial designs yielded C that was less than 1.5 and in six of seven cases, the value of R was also below 1.5.
The dramatic violations of the GS bound, however, need not invalidate the spatial model. A value of R or C that is substantially greater than 2 indicates that either the geometric model is inappropriate or the statistical assumption is inadequate. To test these possibilities, the nearest neighbor statistics (C and R) of the data can be compared with those derived from the scaling solution. If the values match, there is good reason to believe that the data were generated by a spatial model that does not satisfy the statistical assumption. However, if the values of C and R computed from the data are much greater than 2 while the values derived from the solution are less than 2, the spatial solution is called into question.
The data summarized in Tables 3 and 4 reveal marked discrepancies between the data and their solutions. The three-dimensional solutions, for instance, yield C and R that exceed 3 for only 6% and 10% of the data sets, respectively. The relations between the Cand R values of the data and the values computed from the three-dimensional solutions are presented in Figures 8 and 9. For comparison we also present the corresponding plots for ADDTREE (Sattath & Tversky, 1977) for a subset of 35 data sets. The correlations between observed and predicted values in Figures 8 and 9 indicate that the trees tend to reflect the centrality (r 2 = .64) and the reciprocity (r 2 = .80) of the data. In contrast, the spatial solutions do not match either the centrality (r 2 = . 10) or the reciprocity (r 2 = .37) of the data and yield low values of C and R, as implied by the statistical assumption. The MDS solutions are slightly more responsive to R than to C, but large values of both indices are grossly underestimated by the spatial representations. The finding that trees represent nearest neighbor data better than low-dimensional spatial models does not imply that tree models are generally superior to spatial representations. Other patterns, such as product structures, are better represented by multidimensional scaling or overlapping clusters than by simple trees. Because trees can accommodate any achievable level of C and R (see Figures 3-5) , and because no natural analog to the GS model is readily available for trees, C and R are more useful diagnostics for low-dimensional spatial models than for trees. Other indices that can be used to compare trees and spatial models are discussed by Pruzansky, Tverksy, and Carroll (1982) . The present article focuses on spatial solutions, not on trees; the comparison between them is introduced here merely to demonstrate the diagnostic significance of C and R. An empirical comparison of trees and spatial solutions of various data is reported in Fillenbaum and Rapoport (1971) .
A descriptive analysis of the data base revealed that similarity ratings and word associations produced, on the average, higher C and R than same-different judgments or identification errors. However, these response measures were confounded with the distinction between perceptual and conceptual data. Neither the number of objects in the set nor the fit of the (three-dimensional) solution correlated significantly with either C or R.
Finally, the great majority of visual and auditory stimulus sets had values of C and R that were less than 2, and most factorial designs had values of C and R that were less than 1.5. Extremely high values of Cand R were invariably the result of a single focal element that was the nearest neighbor of most other elements.
Moderately high values of C and R, however, also arise from other patterns involving multiple foci and outliers.
Foci and Outliers
A set has multiple foci if it contains two or more elements that are the nearest neighbors of more than one element. We distinguish between two types of multiple foci: local and global. Let Si be the set of elements in S whose nearest neighbor is i. 
. Thus, local foci suggest distinct clusters, whereas global foci suggest a single cluster. Figure 10 illustrates both local and global foci in categorical ratings of proximity between instances of furniture Data Set 61) . The nearest neighbor of each instance is denoted by an arrow that is superimposed on the two-dimensional KYST solution of these data. The reciprocity of each instance (i.e., its rank from its nearest neighbor) is given in parentheses. Figure 10 reveals four foci that are the nearest neighbor of three elements each. These include two local foci, sofa and radio, and a pair of global foci, table and desk.
The R values show that sofa is closest to chair, cushion, and bed, whereas radio is closest to clock, telephone, and piano. These are exactly the instances that selected sofa and radio, respectively, as their nearest neighbor. It follows readily that for a local focal element i, R, s fy for any a«Si. That is, the R value of an element cannot exceed the nearest neighbor count of the relevant local focus. In contrast, table and desk behave like global foci: They are each other's nearest neighbor, and they induce a similar (though not identical) proximity order on the remaining instances.
Multiple foci produce intermediate C and R whose values increase with the size of the cluster. Holding the distribution of JVi (and hence the value of C) constant, R is generally greater for global than for local foci. Another characteristic that affects R but not C is the presence of outliers. A collection of elements are called outliers if they are furthest away from all other ele- Figure 11 illustrates a collection of outliers in the categorical associations between professions derived from word association norms (Marshall & Cofer, 1970; Data Set 94) . Figure 11 reveals two local foci (teacher, doctor) and five outliers (plumber, pilot, cook, jeweler, fireman) printed in italics. These outliers were not elicited as an association to any of the other professions, nor did they produce any other profession as an association. Consequently, no arrows for these elements are drawn; they are all maximally distant from all other elements, including each other. For the purpose of computing R, the outliers were ranked last and the ties among them were broken at random.
Note that the arrows, which depict the nearest neighbor relation in the data, are not always compatible with the multidimensional scaling solution. For example, in the categorical association data, doctor is the nearest neighbor of chemist and mechanic. In the spatial solution of Figure 11 , however, chemist is closer to plumber and to accountant, whereas mechanic is closer to dentist and to lawyer.
A different pattern of foci and outliers arising from judgments of musical tones (Krumhansl, 1979 ; Data Set 24) is presented in Figure 12 . The stimuli were the 13 notes of the chromatic scale, and the judgments were made in the context of the C major scale. The nearest neighbor graph approximates two sets of global foci, (C, E) and (B, C', G), and a collection of five outliers, (A#, G#, F#, D#, C#). In the data, the scale notes are closer to each other than to the nonscale notes (i.e., the five sharps). In addition, each nonscale note is closer to some scale note than to any other nonscale note. This property of the data, which is clearly seen in the nearest neighbor graph, is not satisfied by the two-dimensional solution in which all nonscale notes have other nonscale notes as their nearest neighbors. The presence of outliers increases R but has little or no impact on Cbecause an outlier is not the nearest neighbor of any point. Indeed, the data of Figures 11 and 12 yield low C/R ratios of .66 and .68, respectively, as compared with an overall mean ratio of about 1 (see Table 4 ). In contrast, a single focal element tends to produce a high C/R ratio, as well as high C and J?. Indeed, C/R > I in 81 % of the cases where the category name is included in the set, but C/R > 1 in only 35% of the remaining conceptual data. Thus, a high C/R suggests a single focus, whereas a low C/R suggests outliers.
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Detective ( Figure 12 . Nearest neighbor relations, represented by arrows, superimposed on a two-dimensional KYST solution of judgments of dissimilarity between musical notes (Krumhansl, 1979; Data Set 24) . (The R value of each instance is given in parentheses.)
Discussion
Our theoretical analysis of nearest neighbor relations has two thrusts: diagnostic and descriptive. We have demonstrated the diagnostic significance of nearest neighbor statistics for geometric representations, and we have suggested that centrality and reciprocity could be used to identify and describe certain patterns of proximity data.
Nearest neighbor statistics may serve three diagnostic functions. First, the dimensionality of a spatial representation sets an absolute upper bound on the number of points that can share the same nearest neighbor. A nearest neighbor count that exceeds 5 or 11 could be used to rule out, respectively, a two-or a threedimensional representation. Indeed, the fruit data (Table 1) and some of the other conceptual data described in Table 3 produce centrality values that cannot be accommodated in a low-dimensional space.
Second, a much stricter bound on C and R is implied by the OS model that appends to the geometric assumptions of multidimensional scaling the statistical assumption that the points under study represent a sample from some continuous multivariate distribution. In this model both C and R are less than 2, regardless of the dimensionality of the solution space. If the statistical assumption is accepted, at least as first approximation, the adequacy of a multidimensional scaling representation can be assessed by testing whether C or R fall in the permissible range. The plausibility of the statistical assumption depends both on the nature of the stimuli and the manner in which they are selected. Because the centrality of multidimensional scaling solutions is similar to that implied by the GS model, the observed high values of C cannot be attributed to the sampling assumption alone; it casts some doubt on the geometric assumption.
Third, aside from the geometric and the statistical assumptions, one can examine whether the nearest neighbor statistics of the data match the values computed from their multidimensional scaling solutions. The finding that, for much of the conceptual data, the former are considerably greater than the latter points to some limitation of the spatial solutions and suggests alternative representations. On the other hand, the finding that much of the perceptual data are consistent with the OS bound supports the geometric interpretation of these data.
Other diagnostic statistics for testing spatial solutions (and trees) are based on the distribution of the interpoint distances. For example, Sattath and Tversky (1977) showed that the distribution of interpoint distances arising from a convex configuration of points in the plane exhibits positive skewness whereas the distribution of interpoint distances induced by ultrametric and by many additive trees tends to exhibit negative skewness (see Pruzansky et al., 1982) . These authors also showed in a simulation study that the proportion of elongated triangles (i.e., triples of point with two large distances and one small distance) tends to be greater for points generated by an additive tree than for points sampled from the Euclidean plane. A combination of skewness and elongation effectively distinguished data sets that were better described by a plane from those that were better fit by a tree. Unlike the present analysis that is purely ordinal, however, skewness and elongation assume an interval scale measure of distance or proximity, and they are not invariant under monotone transformations.
Diagnostic statistics in general and nearest neighbor indices in particular could help choose among alternative representations, although this choice is commonly based on nonstatistical criteria such as interpretability and simplicity of display. The finding of high C and R in the conceptual domain suggests that these data may be better represented by clustering models (e.g., Carroll, 1976; Corter & Tversky, 1985; Cunningham, 1978; Johnson, 1967; Sattath & Tversky, 1977; Shepard & Arable, 1979) than by low-dimensional spatial models. Indeed, Pruzansky et al. (1982) observed in a sample of 20 studies that conceptual data were better fit by an additive tree than by a two-dimensional space whereas the perceptual data exhibited the opposite pattern. This observation may be due to the hierarchical character of much conceptual data, as suggested by the present analysis. Alternatively, conceptual data may generally have more dimensions than perceptual data, and some high-dimensional configurations are better approximated by a tree than by a two-or a threedimensional solution. The relative advantage of trees may also stem from the fact that they can represent the effect of common features better than spatial solutions. Indeed, studies of similarity judgments showed that the weight of common features (relative to distinctive features) is greater in conceptual than in perceptual stimuli (Gati & Tversky, 1984) .
High centrality data can also be fit by hybrid models combining both hierarchical and spatial components (see, e.g., Carroll, 1976; Krumhansl, 1978 Krumhansl, , 1983 Winsberg & Carroll, 1984) . For example, dissimilarity can be expressed by D (x, y) + d(x) + d(y), where D(x, y) is the distance between x and y in a common Euclidean space and d(x) and (Ky) are the distances from x and y to that common space. Note that d(x) + d(y) is the distance between x and y in a singular tree having no internal structure (see Figure 4) . This model, therefore, can be interpreted as a sum of a spatial (Euclidean) distance and a (singular) tree distance. Because a singular tree produces maximal C and R, the hybrid model can accommodate a wide range of nearest neighbor data.
To illustrate this model we applied the Marquardt (1963) method of nonlinear least-squares regression to the fruit data presented in Table 1 . This procedure yielded a two-dimensional Euclidean solution, similar to Figure 1, and a function, d , that The above hybrid model is formally equivalent to the symmetric form of the spatial density model of Krumhansl (1978) . The results of the previous analysis, however, are inconsistent with the spatial density account in which the dissimilarity between points increases with the local densities of the spatial regions in which they are located. According to this theory, the constants associated with fruit and orange, which lie in a relatively dense region of the space, should be greater than those associated with tomato or coconut, which lie in sparser regions of the space (see Figure 1) . The findings that the latter values are more than twice as large as the former indicates that the additive constants of the hybrid model reflect nontypicality or unique attributes rather than local density (see also Krumhansl, 1983) .
From a descriptive standpoint, nearest neighbor analysis offers new methods for investigating proximity data in the spirit of exploratory data analysis. The patterns of centrality and reciprocity observed in the data may reveal empirical regularities and illuminate interesting phenomena. For example, in the original analyses of the categorical rating data, the superordinate was located in the center of a two-dimensional configuration (see, e.g., Smith & Medin, 1981) . This result was interpreted as indirect confirmation of the usefulness of the Euclidean model, which recognized the central role of the superordinate. The present analysis highlights the special role of the superordinate but shows that its high degree of centrality is inconsistent with a lowdimensional spatial representation. The analysis of the categorical data also reveals that nearest neighbor relations follow the direction of increased typicality. In the data of Mervis et al. (1975) , where all instances are ordered by typicality, the less typical instance is the nearest neighbor of the more typical instance in 53 of 74 cases for which the nearest neighbor relation is not symmetric (Data Sets 60-66, excluding the category name). Finally, the study of local and global foci and of outliers may facilitate the analysis of the structure of natural categories (cf. Medin & Smith, 1984; Smith & Medin, 1981) . It is hoped that the conceptual and computational tools afforded by nearest neighbor analysis will enrich the description, the analysis, and the interpretation of proximity data. (e) these data are identical to those for Data Sets 53 through 59 except that they do not include observations for the proximity between exemplars and the category names for each category.
Conceptual Stimuli
Assorted Semantic
Categorical Ratings 2 (With Superordinate)
67-70. (a) Smith and Tversky (1981) ; (b) six names of exemplars and the category name for the four categories; flowers (67), trees (68), birds (69), and fish (70); (c) natural selection; (d) relatedness judgments; (e) the exemplars are the same as for Data Sets 71 through 74; however, the data were based on independent judgments by different subjects.
Categorical Ratings 2 (With Distant Superordinate)
71-74. (a) Smith and Tversky (1981) ; (b) six names of exemplars and the name of a distant Superordinate (i.e., plant or animal) for the four categories: flowers (71), trees (72), birds (73), and fish (74); (c) natural selection; (d) relatedness judgments; (e) the exemplars are the same as for Data Sets 66 through 70; however, the data were based on independent judgments by different subjects.
Categorical Associations (With Superordinate)
75-85. (a) Marshall and Cofer (1970) ; (b) between 15 and 18 (see Table 3 ) exemplars and the category name for each of the categories: birds (75), body parts (76), clothes (77), drinks (78), earth formations (79), fruit (80), house parts (81), musical instruments (82), professions (83), weapons (84), and weather (85); (c) exemplars were selected to span the production frequencies reported by Cohen et al. (1957) ; (d) the conditional probability that a particular exemplar or the category name was given as an associate to an exemplar (computed as a proportion of all responses) was based on the Marshall and Cofer norms; the likelihood that a particular exemplar was given as a response to the category name (computed as a proportion of all responses) was based on the Cohen et al. norms; (e) the data were symmetrized by averaging.
Categorical Associations (Without Superordinate)
86-96. (a) Marshall and Cofer (1970) ; (b) between 15 and 18 (see Table 3 ) exemplars for each of the categories: birds (86), body parts (87), clothes (88), drinks (89), earth formations (90), fruit (91), house parts (92), musical instruments (93), professions (94), weapons (95), and weather (96); (c) exemplars were selected to span the production frequencies reported by Cohen et al. (1957) ; (d) the conditional probability that a particular exemplar was given as an associate to an exemplar (computed as a proportion of all responses) was based solely on the Marshall and Cofer norms; (e) the data were symmetrized by averaging and are identical to Data Sets 75 through 85, except that the proximities between the category name and the exemplars have been excluded.
Attribute-Based Categories
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