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In this issue of Neuron, McGinty et al. (2013) report that the activity of cue-responsive neurons in the rat
nucleus accumbens predicts the vigor of the subsequent approach movement. The characterization of
this network state between motivation and action lends novel mechanistic insight to a spectrum of cue-
elicited behaviors.Mogenson et al. (1980)’s anatomical and
functional conception of the nucleus
accumbens (NAcc) as a ‘‘pathway from
motivation to action’’ has undoubtedly
been refined over the decades: the NAcc
can contribute not only to the perfor-
mance of actions but also to learning,
and in the performance realm the role of
the NAcc is often better described as
modulatory (invigorating, directing) rather
than strictly necessary (Berridge, 2007;
van der Meer and Redish, 2011). Yet,
Mogenson’s phrase has endured, raising
the tantalizing question: what, exactly,
goes on in the NAcc when it is time to act?
In this issue of Neuron, McGinty et al.
(2013) isolate this precise moment in
freely moving rats, temporarily sus-
pended between motivation and action
by a fine-timescale analysis. An unpre-
dicted audio cue appears, signaling the
availability of reward contingent on a
lever press, but no approach movement
will be initiated for another few hundred
milliseconds. A feature of the simple but
revealing task design, previously shown
to require intact dopamine transmission
in the NAcc (Nicola, 2010), is that the rat
can be anywhere in the operant chamber
when the cue appears. Thus, after cue
onset, the rat needs to execute what
is probably a trial-unique movement
sequence toward the rewarded lever.
In this setting, McGinty et al. (2013)
show that an increase in activity of a
population of NAcc neurons aligns
temporally to the reward-predictive cue,
yet predicts the vigor (latency and speed)
of the subsequent movement. In other
words, the time at which the rat initiatedits approach movement, as well as the
speed of the approach, could be pre-
dicted from the activity of those NAcc
neurons that responded to the reward-
predictive cue, even though those same
neurons rarely modulated their firing at
the time of movement onset itself. This
dissociation of the cue- and movement-
related components of the neural
response suggests a mechanism along
the following lines: the reward-predictive
cue elicits a specific activity pattern—a
network state—in the NAcc, which in
turn can influence aspects of subsequent
movement, without directly releasing or
causing the movement (Figure 1).
Having identified this cue-evoked
network state in the NAcc as a key step
in the translation from motivation to ac-
tion, McGinty et al. (2013) proceed to
explore several questions raised by this
novel conceptualization. One question
concerns the relationship to so-called
‘‘multiple-systems’’ accounts of behavior:
a rat may press a lever driven primarily
by a ‘‘model-free’’ habitual system or
a ‘‘model-based’’ goal-directed system
and approach a reward location using a
response strategy or a place strategy
(reviewed in van der Meer et al., 2012
and many others). To address how the
observed NAcc activity relates to poten-
tially distinct approach behaviors,
McGinty et al. (2013) provide an uncon-
ventional but illuminating comparison.
Nicola (2010) previously reported that
NAcc dopamine transmission is required
to perform the ‘‘flexible approach’’ task
(which is the focus of McGinty et al.,
2013), but not to perform a different,Neuro‘‘inflexible approach’’ task. On this
‘‘inflexible’’ task, NAcc neurons only
weakly predicted approach response
speed, and no prediction of response la-
tency was possible.
As noted by McGinty et al. (2013), the
striking contrast between NAcc activity
on the flexible and inflexible approach
tasks may help explain why other studies
that have separated cue- and movement-
related components report no link
between NAcc activity and the vigor of
subsequent movement (e.g., Goldstein
et al., 2012). An important issue for further
work would be to isolate the precise task
difference(s) responsible for this contrast,
for instance, by separating the number
of possible approach starting locations
from the (un)predictability of the cue and
the associated re-engagement with the
task upon cue onset. Along those same
lines, the amount of experience with the
task, and its dependence on motivational
state and instrumental contingencies,
may shape differentially the extent of
NAcc involvement on the two tasks. Either
way, the findings of McGinty et al. (2013)
and Nicola (2010) provide a productive
way forward in the untangling of the role
of the NAcc in motivated behavior.
A different key question about the
cue-evoked, movement-predicting NAcc
activity concerns precisely what is en-
coded. Does this activity signal a single
number, indicating the level of vigor, or
is there more to it? The NAcc mediates
the influence of a number of so-called
‘‘decision variables’’ on behavior: these
include quantities such as expected









Figure 1. Schematic Illustration of the Main Finding in McGinty et al. (2013)
Presentation of a cue predicting the availability of reward can evoke a large (top, red trace) or small
(bottom, orange trace) response in the nucleus accumbens (NAcc), with a typical latency of 90 ms. This
activity precedes the onset of movement (green and blue boxes), yet predicts the vigor of the subsequent
approach movement (high and low vigor movements for the green and blue boxes, respectively). Approx-
imately half of the NAcc neurons recorded responded to the cue, as depicted by the neural network inset.
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Previewsothers (Tremblay et al., 2009). McGinty
et al. (2013) identify proximity to the lever
at the time of the cue as an important
determiner of NAcc activity, an obser-
vation potentially compatible with con-
tributions from a number of decision
variables, including subjective value,
delay, and effort. Untangling these
possible contributions will probably yield
new insights into the neural basis of
normal as well as dysfunctional motivated
behavior. For instance, studies of relapse
(reinstatement) of drug use indicate that,
both in humans and rodents, cues
previously paired with drug reward are
powerful drivers of relapse (Kalivas and
McFarland, 2003).
A related direction for future work
stems from the observation that the
NAcc can direct behavior in settings with
more than a single approach target.
For instance, Flagel et al. (2011) demon-
strated that in a related (Pavlovian) pro-
cedure—using a light cue, rather than a
sound, paired with reward availability—
rats either approach the cue (‘‘sign754 Neuron 78, June 5, 2013 ª2013 Elseviertracking’’) or the reward site itself (‘‘goal
tracking’’), depending on dopamine levels
in the NAcc. This and related work impli-
cating the NAcc in directing cue-
controlled behavior toward, or away
from, particular outcomes (Corbit and
Balleine, 2011) and in choice between al-
ternatives (Floresco et al., 2008) suggests
that a closer examination of cue-evoked
activity in those settings is likely to be
fruitful.
More generally, the results in McGinty
et al. (2013) provide an access point for
relating a behaviorally important network
state to (1) the intrinsic properties of
different cell types in the NAcc, (2) the
local interactions between these cells,
and (3) larger-scale interactions with
anatomically related areas. Interactions
between convergent inputs to the NAcc
are known to shape the activity of single
NAcc neurons in complex ways (Goto
and Grace, 2008). NAcc network oscilla-
tions transiently synchronize with different
inputs and outputs during behavior (van
der Meer et al., 2010), and all these phe-Inc.nomena are influenced by dopamine,
endocannabinoids, and other influences
(e.g., Cheer et al., 2007). Taken together,
these observations provide a rich back-
drop against which the mechanisms un-
derlying the generation and behavioral
impact of McGinty et al. (2013)’s findings
can be explored.ACKNOWLEDGMENTS
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