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Abstract 
Miyakoda, T., Multiplicity estimating algorithm for zeros of a complex polynomial and its applications, Journal 
of Computational and Applied Mathematics 46 (1993) 357-368. 
This paper presents a method for estimating the multiplicity of zeros of a complex polynomial when the 
Durand-Kerner method is applied to solve it. The method is based on previous (this journal, 1989, 1992) work 
of the author. Numerical examples are given which show the efficiency of our algorithm compared with 
another method. And we propose further applications for accelerating convergence and improving the 
accuracy of approximations for multiple zeros. 
Keywords: Complex polynomial; Durand-Kerner method; multiplicity estimation. 
1. Introduction 
The Durand-Kerner method is well known as a simultaneous iterative method for finding 
roots of a complex polynomial equation. Fundamental results concerning the convergence as 
well as error estimates are given by many people (cf. [7,131). We are interested in its 
convergence property around the multiple zero. Recently Fraigniaud [4] verified the quadratic 
convergence of the mean value of the approximations for the multiple zero and gave a modified 
algorithm of the Durand-Kerner method. In [9,10], we gave a significant feature, i.e., the 
balanced convergence of the approximations generated by the Durand-Kerner method around 
a multiple zero. Using this nice feature, we will construct an algorithm for estimating the 
multiplicity of zeros at each iterative step with clustering and describe the acceleration of the 
convergence to the multiple zero. Fraigniaud also gave an accelerating algorithm with the 
clustering. However, he did not give an explicit algorithm for the clustering. On the other hand, 
our clustering algorithm, which takes advantage of the balanced convergence of the iterates, 
can be considered more successful. Moreover, for the polynomial equation of degree IZ, the 
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computational complexity of our clustering algorithm is given as @(n log n), which is less than 
the complexity of the single stepping of the Durand-Kerner method, @‘(n*). Numerical 
examples will show the efficiency of our algorithm. 
Let us explain the results in [9,10] briefly. We consider a complex polynomial equation 
P(z) = $z -aj)m’=Zn+CIZ~-l + . . * +c, = 0, 
where {(YJ~=~ are its distinct zeros and mi are the multiplicities of (Y~ satisfying 
Crn,=n. 
i=l 
Hereafter we employ the following notations: 
Cl=&= **. =&=a17 lm,+l=L,+*= .** =L,+m,=~2? 
and so on. Then the Durand-Kerner method for finding lj, i = 1, 2,. . . , n, is given by 
zip+l) =zip)+ ?P/p), i = 1, 2 )...) II, 
where 
(2) 
P( ti(P)) 
QF= - j-J~~l,jti(z~P)_ZjP)) ’ i= l7 22**.7n* (3) 
Now, in order to examine the convergence of the Durand-Kerner method around the 
multiple zeros, we assume that each approximation is good enough to discriminate its goal, that 
is, when we denote the approximations for LY/ by zj,!, 1 = 1,. . . , v, j = C~:llm, + 1,. . . , C~,lm,, 
the estimate 
'j,l - al I I << E, j+k, ‘k - “1 
holds for a sufficiently small number E and zk tending to cy,, m f 1. We write P(z) as 
P(z) =P,(z)P,(z) a** PJz), where P,(z) = (z -cx~)~‘. 
Then the updating formula for an approximation, say zkP whose goal is al, may be written as 
follows: 
*=z - 
pI(zk)p2(zk) ’ ’ ’ pv(zk) 
‘k k 
ny=l,j+k(‘k -‘j) 
‘dzk) n;=2( zk - a[)m’ 
=z - 
k n21,j+k(zk-zj) ny=m,+l(Zk -zj>' 
Furthermore, we have 
rI;=,(z, -aJrn v ml (Zk -q) v m’ nni 'j,l - al -1 lYI~=m,+l(Zk-Zj) =[G,Q (Zk-Zj,l) =[=*j=l ‘- Zk-cYl 1 ’ 
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Due to the assumption for zhl, we can estimate the right-hand side to be almost equal to 1 for 
sufficiently small E. This implies that the correction $ of the Durand-Kerner method is 
generally given by 
Putting z* = zi + Fi, ui = zi - 5 and u* = z* - 5, we can write approximately 
Lly 
u* = ui - ny:i(ui - Uj) . 
This is nothing but the Durand-Kerner formula applied to p(u) = urn = 0. Hence we find 
that the convergence behaviour of the Durand-Kerner method for urn = 0 simulates those of 
general equations around the multiple zero locally. Here we refer to two theorems on the 
Durand-Kerner method applied to P(z) = zm = 0, whose proofs are given in [9,10]. 
Theorem 1.1 (Balanced convergence). When we generate the Durand-Kerner sequence applied to 
P(z) = z”’ = 0, the approximations converge to the m-ple root 0 with the relation 
z!p) 
lim -.L = exp J-1 
i 
2IT(j - 1) 
I)_)” ZIP) i m ’ 
j=l,2 m. ,*.., 
Theorem 1.2 (Modulus of correction). Suppose that the m approximations zj, j = 1, 2,. . . , m, 
converging to an m-pie zero f, are close enough to l and spaced equally on a small circle centering 
around l. Then the modulus of the correction of each approximation toward 5 is 
z<P+l) _ 
J (I=[ l-~)~z~p)-~~, j=l,2 ,..., m. 
In this paper we shall make use of these theorems to estimate the multiplicity of each zero in 
the Durand-Kerner process. 
2. Algorithm for estimating multiplicity 
As was stated in [9], we can observe the following. 
(a) If the approximations for an m-ple root are sufficiently accurate, they are situated 
approximately on a certain small circle centering at the root, and separated by an angle of 
approximately 25-r/m. 
(b) Corrections for m approximations are directed toward the center of the circle and have 
almost the same magnitude. 
(cl The convergence order is slower than in the case of a single root, i.e., the absolute value 
of an error is relatively large. 
(d) The magnitudes of the residuals for m approximations are almost equal. 
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Let the approximations of the pth step be denoted simply by {zj}yZ 1 and the associated 
corrections by {Vj},?,. Then from Theorem 1.2, if zj and zk are converging to the same m-ple 
zero, the inequality 
(e) IZj+m~-z, -mFkI <YIzj-z,I 
holds for a small constant y. 
On the basis of these considerations, we construct an algorithm for estimating the multiplici- 
ties of zeros. 
Algorithm. At each iteration step of the Durand-Kerner method, carry out the following. 
(1) Arrange (Zj}, j = l,..., ~1, with the order of magnitude of corrections and set the 
estimated multiplicity M(j), j = 1,. . . , n, to be 1. 
(2) Set m = 1 = k = 1 and let cy, /3, y be small numbers. 
(3) k + k + 1. If k > II, then go to (4); else if 
then go to (4). Calculate 
6% - Zl? 9 
dl= (Iz/+l I$l) 
(Zl -zk> w 
and d2= (lZI_ZkI P&l) 
where (x, y> means Re(xJ) for x, y E C. 
If d, < 0 or d, < 0, then go to (4); else if I d, - d, I > p, then go to (4); else m + m + 1, then 
go to (3). 
(4) If m = 1, then go to (5); else if 
Izl+~~r-z,+l--~~+, I
~z1-z1+, I 
2 Y, 
then m = 1. 
(5) Put 
M(j)=m, j=l,..., k-l. 
Set 
l=k, m = 1. 
If 1~ yt, then go to (31, else terminate the algorithm. 
Note that our algorithm only requires the additional work to sort {zj} and to calculate d, and 
d, over the Durand-Kerner method. 
In the algorithm, we need the technique of sorting in the process (1). We adopt the heap-sort 
algorithm for this purpose. As is well known, the computational complexity of the heap-sort is 
of order n log IZ, where n is the degree of the polynomial. Here the unit of computational 
complexity is that of arithmetical and logical operations. After the sorting of {zj), we compare 
only the neighbouring components for the process (2)-(5). Totally, they need the operations of 
order II. 
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Table 1 
Multiplicity estimation of our algorithm for each step 
Step Multiplicity 
1 1 1 1 1 1 1 1 1 1 1 
2 1 1 1 1 1 1 1 1 1 1 
3 10 10 10 10 10 10 10 10 10 10 
4 10 10 10 10 10 10 10 10 10 10 
5 10 10 10 10 10 10 10 10 10 10 
6 10 10 10 10 10 10 10 10 10 10 
7 10 10 10 10 10 10 10 10 10 10 
8 10 10 10 10 10 10 10 10 10 10 
9 10 10 10 10 10 10 10 10 10 10 
10 10 10 10 10 10 10 10 10 10 10 
11 1 1 1 1 1 1 1 1 1 1 
12 1 1 1 1 1 1 1 1 1 1 
13 1 1 1 1 1 1 1 1 1 1 
14 1 1 1 1 1 1 1 1 1 1 
15 1 1 1 1 1 1 1 1 1 1 
16 1 1 1 1 1 1 1 1 1 1 
17 1 1 1 1 1 1 1 1 1 1 
18 1 1 1 1 1 1 1 1 1 1 
19 1 1 1 1 1 1 1 1 1 1 
20 1 1 1 1 1 1 1 1 1 1 
21 1 1 1 1 1 1 1 1 1 1 
22 1 1 1 1 1 1 1 1 1 1 
23 1 1 1 1 1 1 1 1 1 1 
24 1 1 1 1 1 1 1 2 2 1 
25 1 1 1 1 3 3 3 2 2 1 
26 1 1 1 1 3 3 3 2 2 1 
27 1 1 1 1 3 3 3 2 2 1 
28 4 4 4 4 3 3 3 2 2 1 
29 4 4 4 4 3 3 3 2 2 1 
30 4 4 4 4 3 3 3 2 2 1 
31 4 4 4 4 3 3 3 2 2 1 
Cluster 1 Cluster 2 Cluster 3 
Using the above algorithm, we can distinguish the pth approximations into clusters by 
grouping several approximations which can be considered to converge to the same zero. Such 
clustering can be easily done by observing the table given by the algorithm (for instance, see 
Table 1). Here the estimated multiplicities are put in each row corresponding to the iteration 
step. Finally we may confirm the numerical result by counting the members in the cluster and 
by summing up all the multiplicities. 
3. Numerical examples and comparison 
We will show a numerical example to illustrate the algorithm in the previous section. 
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Example 3.1. 
P(2)=(z-cq)(z-Ly2)2(z-cy3)3(z-aj)4=o, 
where (Ye = 0.8 + 0.4 i, a2 = 0.2 + 0.7 i, (Ye = 0.2 - 0.1 i, a4 = -0.6 + 0.3 i. 
We try to make a comparison with another method to estimate multiplicity. To this end, we 
take the deflation algorithm of [ll]. There an estimation of multiplicities was made applying 
the asymptotic property of Newton’s correction for the system of nonlinear equations. Since the 
Durand-Kerner method can be regarded as a Newton iteration for the polynomial equation, 
the idea of this deflation algorithm can be immediately applied to the Durand-Kerner method. 
That is, the relations 
cl+ 1) PCZk > m-1 m 
I’!rL P(Q) = m ’ i I 
lim P’(zil+I)) = m - 1 ml, 
i 1 z-m P’(zf)) m 
imply 
Also P(zf’> P’( .z@)) . . , Pcm)(z(ki)) are calculated and it is checked whether the inequality 
I P(m-l)(z~‘)j I < E (kP”n)(zf)) I holds or not for the estimated m, where E is a small number. If 
not, the estimate of multiplicity is reset as 1. 
For simplicity we omit this check to give the following algorithm. 
Multiplicity estimating by the deflation algorithm. 
(1) Set the estimated multiplicity M(j), j = 1,. . . , ~1, to be 1 for the initial approximations 
{z(O)} j = 1 
‘(2; For ;hk’ ‘kn-stcp approximations ztk) 
J ’ 
j=l , . . . , n, calculate the corrections {V/k’], j = 
1 )...) . 
(3) Ealculate 
z!k+l) = Z(k) + q/k’, 
J 
and the correction !P/k+‘) for 
(4) For each j, calculate 
j= l,...,y1. 
q’!k + 1) 
aj= J 
I I 
qr,Ck’ * 
J 
If I1 - aj I < E, then we put M(j) +-M(j); else M( j> = [(l - ail-‘]. If M( j> < 1, then M( j> + 1. 
If M( j> > n, then M( j> + ~1. 
Now we set E = 0.0001. Both of the algorithms, coded in BASIC, ran in double-precision 
arithmetic, and cr = p = 0.1 and y = 0.05. An initial guess is given by 
z~)=5exp((~+l)Gi)+S, j=1,2 ,..., y2. 
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Table 2 
Multiplicity estimation of the deflation algorithm for each step 
Step Multiplicity 
1 1 1 1 1 1 1 1 
2 8 10 10 10 9 8 10 
3 10 10 10 10 10 10 10 
4 10 10 10 10 10 10 10 
5 10 10 10 10 10 10 10 
6 10 10 10 10 10 10 10 
7 10 10 10 10 10 10 10 
8 10 10 10 10 10 10 10 
9 10 10 10 10 10 10 10 
10 10 10 10 10 10 10 10 
11 10 10 9 10 10 10 10 
12 10 10 9 10 10 10 10 
13 10 10 9 9 10 10 10 
14 10 10 9 9 10 10 10 
15 10 10 9 9 10 10 9 
16 10 10 8 9 10 10 9 
17 10 10 8 9 10 10 9 
18 10 10 8 8 10 10 8 
19 10 10 7 8 10 9 7 
20 10 10 7 7 10 8 6 
21 10 9 7 7 1 7 5 
22 10 7 6 6 1 6 6 
23 2 6 6 6 8 5 5 
24 1 5 6 6 2 4 8 
25 2 4 5 6 3 3 4 
26 2 4 5 4 3 3 3 
27 2 4 5 4 4 3 3 
28 2 4 4 4 4 3 3 
29 2 4 4 4 4 3 3 
30 2 4 4 4 4 3 3 
31 2 4 4 4 4 3 3 
r 1 
10 10 
10 10 
10 10 
10 10 
10 10 
10 10 
10 10 
10 10 
10 10 
10 10 
10 9 
10 9 
10 9 
10 9 
10 8 
10 8 
1 8 
1 9 
1 5 
5 2 
10 1 
4 1 
2 1 
2 1 
3 1 
3 1 
3 1 
3 1 
3 1 
3 1 
- 
1 
9 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
9 
8 
7 
5 
4 
3 
3 
3 
2 
2 
2 
2 
2 
2 
2 
In Table 1 we show the numerical result of our multiplicity estimating algorithm. Table 2 
shows the estimates of multiplicity by the deflation algorithm. In both algorithms, we took 
6 = -c&r. 
Example 3.2. 
This is the case of separate zeros with the same multiplicity, which is similar to an example 
as used in [33. We show the numerical result of our algorithm in Table 3. 
In our procedure, the discrimination between different clusters is based on a sorting of 
Durand-Kerner corrections to the previous round of approximations in order of magnitude. 
Therefore, in case the separate zeros are close, sometimes the discrimination fails. In this 
example the result is not complete. For the polynomial P(z) = (z* + z + 2j4(z2 + z + 3>4 used 
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Table 3 
Multiplicity estimation of our algorithm for each step 
Step Multiplicity 
38 i i i ii i 1 i ii i 1 i I i i 
39 1111111111111111 
40 1111111111111111 
41 1111111111111111 
42 1111111111111111 
43 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
44 11111111 4 4 4 4 4 4 4 4 
45 11111111 4 4 4 4 4 4 4 4 
46 4 4 4 4 4 4 4 4 11111111 
47 4 4 4 4 4 4 4 4 11111111 
1111111111111111 
1111111111111111 
1111111111111111 
1111111111111111 
1111111111111111 
Cluster 1 Cluster 2 
in [3], we can see the same ill-posedness. But in case of the zeros being clearly separate, for 
instance P(z) = (z 2 + z + 1j4(z2 + 2z + 5j4, our procedure succeeds to discriminate between 
the different clusters of approximations to zeros. 
In the numerical example, we discriminated a multiple zero only within the accuracy of 
single-precision arithmetic. Furthermore, our numerical result slightly depends on the preas- 
signed numbers (Y, /3 and y, so that more heuristic considerations on these numbers may be 
needed for a numerically stable procedure. 
Although our theorems have been proved only for local approximations consisting of one 
cluster, our numerical algorithm works well for general location of roots. 
4. Acceleration and accuracy improvement 
Our algorithm for the estimate of multiplicity has the following special features. 
(i) It does not fix the decision, i.e., we compute the estimates of multiplicity at each step 
(dynamical computation). 
(ii) It reflects the geometric arrangement of all approximations. 
So it is easy to distinguish the group of approximations. 
As seen in Example 3.1, usually we take the initial approximations on a comparatively large 
circle. In the general situation the Durand-Kerner method is known to be linearly convergent 
in global sense. However, taking the arguments in Theorems 1.1 and 1.2 into account, we can 
accelerate the iterations to the true zeros. Even in an early stage of iterations, adequate 
approximations happen to give the estimated multiplicity close to the true one via our 
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algorithm. Then, we know the location of zeros as being the mean values of the approximations 
of the same cluster. Moreover, Theorem 1.2 tells us the equality 
holds approximately. Note that the approximate equality is satisfied when all the Durand- 
Kerner approximations locate rather far from the true zeros, for the approximations regard the 
true zeros as if they are one n-ple zero. This suggests the way of acceleration for the correction 
of the Durand-Kerner method even in its early stage. 
The above consideration leads us to the following modification of the Durand-Kerner 
method with acceleration. 
Modified Durand-Kerner algorithm. 
begin Find some starting approximations {z,?‘), j = 1,. . . , ~1. 
When the accuracy is not sufficient, do 
begin Compute the next iterate {zjk+ ‘I>, j = 1,. . . , n. Using the values of corrections, 
arrange the order of the approximations and do 
begin Estimate the multiplicities {m -}, j = 1,. . . , 
G If m-> 1 then z!‘+‘)=z!~) 
n. Split the approximations into clus- 
ters G1,..., . I ’ J + ml% F;k’, where ml? means a relaxed 
number of mjPCompute the accuracy of the approximations. 
end; 
end; 
end. 
We show the result carrying out this algorithm to Example 3.1. By the original Durand- 
Kerner method, we get the results of Table 4 for the error tolerance E = 10-15. 
When we take the relaxed number m* as 
m* = m(1 - $j(m - 1)) 
Table 4 
Result of original algorithm terminated after fifty iterates 
Approximate roots 
Real part Imaginary part 
M(j) Modulus of 
residual 
-5.99913219.10-’ 
-5.99845141.10-’ 
-6.00154803.10-’ 
-6.00086718~10~’ 
1.99998175.10-’ 
2.00002192.10P’ 
1.99999637.10-’ 
2.00000042~10-’ 
1.99999958.10P1 
8.00000000~10-’ 
3.00154745~10~’ 
2.99913248.1OW’ 
3.00086750.10-’ 
2.99845281.10-l 
- 1.00001474~10-’ 
- 1.00000847~10-’ 
-9.99976809.10P2 
7.00000027~10~1 
6.999 999 73.10 - ’ 
4.000 000 00.10 1 
4 7.86. lo-l6 
4 7.86.10P16 
4 7.87. lo- l6 
4 7.85. 10P1h 
3 4.17.10-‘s 
3 4.16.10P18 
3 4.16. lo-‘a 
2 5.40.10-‘6 
2 5.38.10-16 
1 6.61. 10P15 
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Table 5 
Estimated multiplicity and maximum of residuals at each step 
Iteration 
number 
Multiplicity estimate of 
each approximation 
Max of modulus 
residuals 
17 i 1 1 1 1 1 1 1 1 1 4.44.10-4 
18 1 1 1 1 1 1 1 2 2 1 1.43.10-4 
19 1 1 1 1 1 1 1 1 1 1 4.59.10-5 
20 1 1 1 1 3 3 3 2 2 1 1.41.10-5 
21 1 1 1 1 1 1 1 2 2 1 4.42. 1O-6 
22 4 4 4 4 1 1 1 2 2 1 1.38.10F6 
23 1 1 1 1 1 1 1 1 1 1 1.01’ 10-s 
24 1 1 1 1 3 3 3 1 1 1 2.77.10P10 
25 1 1 1 1 1 1 1 1 1 1 7.95 lo- l1 
26 1 1 1 1 1 1 1 1 1 1 2.35.10-l’ 
27 4 4 4 4 1 1 1 1 1 1 7.11.10-12 
28 1 1 1 1 3 3 3 1 1 1 7.10~10-‘5 
29 1 1 1 1 1 1 1 1 1 1 1.34.10-‘5 
30 1 1 1 1 1 1 1 1 1 1 9.61. lo- l6 
1 1 1 1 1 1 1 1 1 1 1.89.10+7 
1 1 1 1 1 1 1 1 1 1 4.23.10+6 
10 10 10 10 10 10 10 10 10 10 1.22.1o+6 
1 1 1 1 1 1 1 1 1 1 6.56.10+2 
the above modified algorithm shows the results of Table 5. At the final stage, the result is as in 
Table 6. 
As is seen in the numerical results, the application of the modified algorithm may not 
provide correct values for the multiplicity after the acceleration process. The acceleration 
violates the geometric relations in the process (3) of our multiplicity estimating algorithm. This 
modification therefore can give a less number of iterations, but no improvement of accuracy. 
-6.00102368.10-’ 
-6.00155990.10-’ 
-5.99870810.10-’ 
-5.99935062.10-’ 
1.99999671.10-’ 
1.99998426.1OF’ 
2.00001822.10-’ 
2.00000053~10-’ 
1.99999960.10-’ 
8.00000000~10~’ 
2.99844609.10-l 
3.00083446.10P’ 
2.99925694.10-l 
3.00129608.10-’ 
-9.99977377~10~* 
-1.00001102~10~’ 
- 1.00000549~10-1 
7.00000030~10-’ 
6.99999968.10-l 
4.00000000~10-’ 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
Table 6 
Result of the modified algorithm terminated after thirty iterates 
Approximate roots 
Real part Imaginary part 
M(j) Modulus of 
residual 
9.61. lo-l6 
7.75~10-16 
3.87.10-‘6 
3.42.10Fi6 
3.83.10-16 
2.29. lo- ‘* 
2.24. lo- l8 
8.15.10F’6 
5.78.10F16 
3.57.10-‘7 
T. Miyakoda / Multiplicity of zeros of complex polynomials 367 
Table 7 
Averaged values of original algorithm’s data after thirty iterates 
Approximate roots 
Real part Imaginary part 
M(j) Modulus of 
residual 
-5.99999999.10-’ 
-5.99999999.1OV’ 
-5.99999999.10-’ 
-5.99999999.10-l 
2.00000000~10~’ 
2.00000000~10-’ 
2.00000000~10~’ 
2.00000000~10-’ 
2.00000000~10-’ 
8.00000000~10-’ 
2.99999999.10-l 
2.99999999.10-l 
2.99999999.10-’ 
2.99999999.10-’ 
- 1.00000000~10~’ 
- 1.00000000~10-’ 
- 1.00000000~10~’ 
7.00000000~10-’ 
7.00000000~10-’ 
4.00000000~10-’ 
4 2.15.10-‘7 
4 2.15.10-‘7 
4 2.15.1OF” 
4 2.15.10-” 
3 0.00~10+” 
3 0.00~10+” 
3 0.00~10+” 
2 2.09.10-” 
2 2.09.1OV” 
I 6.61. lo- I5 
However, Theorem 1.1 tells us that the average value of the approximations in the same 
cluster may give a more accurate one. Carrying out our algorithm through the iterations, we can 
easily distinguish the approximations into some clusters. In Table 7 we will show the results of 
such “extrapolation” applied to the polynomial of Example 3.1. The results show that the 
average value of approximations in the same cluster extremely improves the accuracy. 
These results were also pointed out by Terano et al. [5,12]. They analysed the asymptotic 
behaviour of errors and pointed out that the mean value of the errors of approximations to an 
m-ple zero shows a faster convergence, similar in case of a simple zero. Further, when the 
polynomial has a multiple zero or a nearly multiple zero, they proposed the way for enhancing 
the efficiency of computation for zeros using the Gerschgorin circle’s property. Fraigniaud also 
described the idea of clustering in order to accelerate convergence and improve the computed 
accuracy of approximations to a multiple zero, although he did not incorporate it in the 
method. 
When only comparing the cost performance in the estimation of multiplicity, our algorithm 
proposed in Section 3 might spend much work in the sorting process. Our algorithm however 
has an advantageous feature in that it is easy to distinguish the group of approximations for a 
certain zero from those for an another zero. Once accomplishing the clustering, it implies the 
multiplicity estimation. Taking advantage of this feature, we may easily make an acceleration 
for the approximations belonging to the same cluster. However, to clarify the feature of our 
algorithm, more detailed comparison is needed with other methods. 
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