Abstract. Image quality characterizes the perceived image degradation and is of great importance in many industrial applications which use image quality assessment as their first step to select images. The accuracy and efficiency of the image quality assessment method is critical in many real time applications, e.g. on-line monitoring. In this paper, an efficient and effective image quality assessment method is proposed for on line weld pool monitoring. The proposed method assesses the image quality with a better stability compared to other evaluated state of art methods. In addition, the computation speed of the proposed method is also fast and suitable for on line applications.
Introduction
It is difficult to quantify the image quality since its perception is subjective. The automatic assessment of image quality has the goal of quantifying this subjective element and defining objective and repeatable measures of human evaluation of image quality. Because of this goal, automatic assessment of image quality becomes difficult since it is hard to compute an objective measure of image quality that correlates well with the subjective human perception. The need for such objective measures has been growing with the variety of vision applications.
The monitoring [1] - [6] of weld pool becomes more and more popular for the on-line control of the welding process. To increase the monitoring efficiency, image quality assessment for each captured weld pool image is necessary to determine if it contains the desired feedback information and is worthy of further processing.
The diagram of our developed monitoring system is shown in Fig. 1 (a) . A laser (Lasiris Powerline 500) is used to generate continuous laser lines which are projected onto the dynamic weld pool surface. The laser lines are reflected by the specular weld pool and imaged on the diffusive plane P1. The horizontal plane P0 on which the work piece lies is treated as the reference plane z=0. During calibration, the laser lines are projected onto a horizontal diffusive plane and camera C1 is used to calculate the length of the straight laser lines and their distances to each other in the world coordinate system with the MATLAB calibration toolbox [7] . Then the horizontal diffusive plane is replaced by a horizontal mirror plane which reflects the laser lines onto the vertical diffusive plane P1. The calibrated camera C2 is used to calculate the lengths of the imaged straight laser lines in the world coordinate system. Then the ratio of laser line on P1 over the laser line on P0 can be computed and it can be used to estimate the size of the weld pool during on line monitoring. The distance, d between the P1 and weld pool is critical for the quality of the captured image. Fig. 1 (b) shows three captured images at different distances, 40 mm, 53 mm and 86 mm. As can be seen, the quality of these captured images varies significantly. The subjective analysis of these three images is as follows. In (1), the reflected laser is clear and the edges are sharpening. So its quality is the best among the three images. In (2) , the reflected laser is blurry, but the quality is acceptable for further processing. In (3), the reflected laser is very weak and most of the welding pool information is lost. Consequently, it is unacceptable for further processing.
Please note that the distances between the diffusive plane P1 and the weld pool is only one of many factors that affect the quality of the captured images. Similarly, the quality of the captured image also changes when the welding conditions change. Thus, we need to determine the image quality automatically on line. To this end, we proposed an efficient image quality assessment method which is better than the referenced state of art fast image assessment methods. 
State of Art Fast Image Quality Assessment Methods
There are many image quality assessment methods [8] [9] proposed in the past decades. In this paper, we only evaluate the most basic ones which are fast and reliable. We use the three images shown in Fig. 1 (b) to evaluate their performances in this section.
Edge Counting Method
Good quality images are expected to have more edge information while poor quality images are expected to have less edge information due to the blur. Edge detection is applied first and then the number of the detected edges in the image is counted. The more the edges are detected in an image, the more probably it has good quality. The number of the edges of the image is calculated as follows:
Where and are the vertical size and horizontal size of the image respectively. is the image after edg e detection. The computed number of edges for the image with a distance 40 mm shown in Fig. 1 (b) is 14913, the computed number of edges for the image with a distance 53 mm is 13845 and the com puted number of the edges for the image with a distance 86 mm is 4628. Fig. 2 shows the correspond ing detected edge images. It is seen that a pre-defined threshold of the edge number can determine if the image has acceptable quality correctly. Frequency Spectrum Based Method
Eq.2 shows the two dimensional discrete Fourier transform. Where M and N are the vertical size and horizontal size of the image respectively. From Eq.2, it is seen that each term of ( , )
all the values of ( , ) f x y which are modified by the values of the exponential terms. Since frequency is directly related to the rate of intensity change, it is not difficult to associate frequencies in the Fourier transform with patterns of intensity variations in an image. It is obvious that most intensity variations occur at the edge position. In another word, the edges in an image are related with its high frequency elements in the frequency domain. Thus, it is plausible to judge the image quality in the frequency domain by computing the number of high frequency elements. The spectrums of the three images are shown in Fig. 1 (b) are shown in Fig. 3 with the high frequency elements shifted to the center. We choose the region of interest (ROI) 50×50 in highest frequency domain to compute the total number of high frequency elements. The computed number of high frequency elements for the image with a distance 40mm shown in Fig. 1 (b) is 1774600, the computed number of high frequency elements for the image with a distance 53 mm is 1167100 and the computed number of high frequency elements for the image with a distance 86 mm is 1101700. As can be seen, the quality of the captured images can be determined by the frequency method correctly. 
Entropy Based Method
When an image is degraded, its gray level tends to be a uniform distribution and the information it contains decreases. Based on this fact, the quality of the image can be assessed by entropy. An image with higher quality is expected to contain more information, so it should have higher entropy. The equation to compute the entropy of an image is as follows.
Where i P is the probability distribution of the image gray level. L is the maximum gray value of the image. The computed entropy for the first image is 6.3092, the computed entropy for the second image is 5.7969 and the computed entropy for the third image shown is 5.2794. As can be seen, the entropy method assesses the image quality correctly.
Image Contrast Based Method
The image contrast is defined as the difference in brightness between the bright and dark areas of an image. It is computed by the following equation.
Where max i I and min i I are the maximum and minimum grayness value of the th i row of the image. M is the number of the rows the image contains. The computed contrast for the first image is 124, the computed contrast for the second image is 86 and the computed contrast for the third image shown is 49. By choosing the image with the highest contrast, the image with the best quality can be selected.
However, this method might lack robustness because some unexpected bright noise will affect the accuracy greatly. In this welding pool imaging application, unexpected bright noise occurs frequently. As a result, this method is not suitable for the weld pool monitoring.
Image Variance Based Method
Image variance is related to information content and determines the ability to extract useful information. An image with a better quality tends to have a higher image variance. The equation for the image variance is as follows:
Where M and N are the vertical size and horizontal size of the image respectively. ( , ) I i j is the pixel grayscale value at position ( , ) i j and g is the gray mean of the image. In this work, the computed variance for the first image is 3.4487e+008, the computed variance for the second image is 1.2300e+008 and the computed variance for the third image is 1.1112e+008, which is also correct.
Gray Mean Based Method
If the gray mean of an image is too small or too large, the contrast of the image will be very low. Hence, gray mean can be used to measure the quality of the image. The gray mean is computed as follows.
Where g is the gray level of the image and P is the probability of the gray level. The computed gray mean for the first image is 45.4059, the computed gray mean for the second image is 31.9111 and the computed gray mean for the third image is 23.2096. As can be seen, the image with the highest gray mean has the best quality because it is closer to 128 compared to the other two values.
Gray Standard Deviation Based Method
The gray standard deviation reflects the contrast of an image. A high gray standard deviation usually means a high image quality. The equation to compute the standard deviation is as follows.
Where g is the gray level of the image, g is the gray mean of the image and P is the probability of the gray level. The computed gray standard deviation for the first image is 26.8031, the computed gray standard deviation for the second image is 16.0080 and the computed gray standard deviation for the third image is 15.2662, which correlates correctly with subjective assessment.
Root Mean Square Based Method
This assessment method reflects the spatial gray level change of the image. It is computed as follows.
  
RRMS I i j I i j MN
Where RRMS reflects the row spatial gray change and CRMS reflects the column spatial gray change. M is the vertical size of the image and N is the horizontal size of the image. ( , ) I i j is the gray level value of the image at position ( , ) i j . The computed root mean square for the first image is 26.0617, the computed root mean square for the second image is 13.3604 and the computed root mean square for the third image is 16.9390. Although this method can detect the best quality image, it failed to detect the worst quality image among these three images. Hence it lacks robustness for automatic image quality assessment. Fig. 4 shows the gray level distribution of the three images shown in Fig. 1 (b) . As can be seen, the gray level distribution of the first image is close to 0 at about 130, the gray level distribution of the second image is close to 0 at about 90 and the gray level distribution is close to 0 at about 50. From these gray level distributions, it is seen that the first image has the best quality while the third image has the worst quality because the good quality image tends to have an evenly and wider histogram distribution while the histogram of a poor quality image tends to distribute narrowly and unevenly. Based on the gray level distribution, the logarithm sum method is proposed to assess the quality of the image which is formulated as: (13) Where g is the gray level of the image and P is the probability of the gray level. L is defined as maximum gray scale value that has a non-zero probability.
The Proposed Image Quality Assessment Method
Suppose there are only two probabilities, 1 P and 2 P . They meet the condition 1 2 1 P P   . The most evenly and wider distribution of these two probabilities is 1 0.5 P  and 2 0.5 P  , where the sum of the 1 log( ) P and 2 log( ) P reaches the maximum. On the contrary, when one of the probability equals 1 and the other equals 0, the sum is minus infinity and the distribution is the most unevenly and narrowest. Hence, the proposed method reflects the span and evenness of the histogram distribution. The images shown in Fig. 1 (b) are used to test the proposed method. The computed histogram logarithm sum for the image is -7.4128, the computed histogram logarithm sum for the second image is -7.6189 and the computed histogram logarithm sum for the third image is -8.8864. As can be seen, the first image has the maximum histogram logarithm sum which means that it has a wider and more evenly histogram distribution, which also indicates the correctness of the proposed method. In addition, the computation complexity of the proposed method is reduced compared to most of the evaluated methods, which is critical for real time monitoring.
Experimental Results
Twenty adjacent frames of the weld pool monitoring videos captured at a distance of 40mm, 53mm and 86mm respectively are used to test the proposed image quality assessment method versus the referenced methods. These images are shown in Fig. 5, Fig. 6 and Fig. 7 respectively.
We plot the assessment results (excluding the image contrast method) in Fig. 8 . As can be seen, root mean square method fails in finding the images with the worst quality and the edge detection method failed to distinguish the best quality images from the second best. The frequency spectrum method failed once for 20 tests and it is also difficult to specify a threshold to distinguish the worst images from the second worst.
For the other five assessment methods (including the proposed logarithm sum method), they can assess the quality of these image sequences correctly. Thus, we need more strict criteria to compare them. From Figs. 5-6, it is seen that the images in the same sequence has similar quality. Accordingly, the image quality assessment method should give similar quality values for each image in the sequence. As can be seen in Fig. 8 , the proposed method has the best stability compared to other referenced methods. In addition, it should be easy for the assessment method to set a threshold to distinguish images with different quality. A simple, but effective method to set the threshold is to compute the average values of the three sequences. The threshold is then computed as the mean of two average values. As can be seen, the proposed method has the most uniform intervals between the computed quality values of different sequences. Hence, it can distinguish different image quality more effectively than other methods. At last, we compare the computation time of these methods in processing 60 images in Table 1 . As can be seen, the proposed method can achieve similar speed to the fastest method. Special Signs. For example, α γ μ Ω () ≥ ± • Γ {11 2 0} should always be written in with the fonts Times New Roman or Arial, especially also in the figures and tables. 
Conclusions
In this paper, different image quality assessment methods are evaluated for on line weld pool monitoring. A novel image quality assessment method is proposed to assess the weld pool image efficiently and robustly. Experimental results verified its advantage over the referenced state of art image quality assessment methods.
