Abstract. We extend the study of the relationship between behavioural equivalence and the indistinguishability relation [4, 7] to the simply typed lambda calculus, where higher-order types are available. The relationship between these two notions is established in terms of factorisability [4] . The main technical tool of this study is pre-logical relations [8] , which give a precise characterisation of behavioural equivalence. We then consider a higher-order logic to reason about models of the simply typed lambda calculus, and relate the resulting standard satisfaction relation to behavioural satisfaction.
Introduction
This work is a contribution to the understanding of the relationship between behavioural equivalence and the indistinguishability relation. These notions arose from the study of data abstraction in the context of algebraic specifications. Behavioural equivalence identifies models which show the same behaviour for any program yielding an observable value. This formalises an intuitive equivalence between two programming environments that show the same behaviour to programmers, regardless of differences in the representation of non-observable data types. The indistinguishability relation is a partial equivalence relation which identifies values in a model that are interchangeable with each other in any program context. This provides an abstract view of the programming environment based on behaviour, rather than denotation.
These two notions are useful when reasoning about specifications, and their relationship has been studied in a series of papers beginning with [4] by Bidoit, Hennicker and Wirsing. They established the key idea of factorisability to relate behavioural equivalence and the indistinguishability relation. Their framework is infinitary first-order logic over algebras. Hofmann and Sannella [7] extended the logic over algebras to higher-order logic, which enables us to quantify over predicates and axiomatise the indistinguishability relation when the underlying signature is finite.
We further extend the target of reasoning to a language having higher-order types and functions. Higher-order functions enable us to write program-parameterised programs, and are useful in program development. Thus we are interested in reasoning about specifications in such languages.
In this paper, we take the simply typed lambda calculus as the formalisation of higher-order typed languages, and give the semantics of the lambda calculus by typed combinatory algebras, which subsume a wide range of semantic frameworks including Henkin models, type frames and full-type hierarchies. stricted notion of behavioural equivalence, called closed observational equivalence, was studied in [10] . Mitchell showed representation independence theorem; if there exists a binary logical relation between two models such that the relation is bijective on the observable types, then these two models are closed observationally equivalent. He showed that the converse is also true when the underlying signature has only first-order constants. However this is not satisfactory for two reasons; one is the above restriction to first-order constants, and the other is that in general logical relations do not compose, despite the fact that behavioural equivalence is a transitive relation.
To solve these problems, we use pre-logical relations [8] by Honsell and Sannella instead of logical relations. They are a generalisation of logical relation, and have several characterisations; a relation is pre-logical iff it satisfies the basic lemma (theorem 1 below), and a pre-logical relation can be seen as a correspondence in the sense of Schoett [12] between two combinatory algebras. Roughly, a pre-logical relation is a relation satisfying
. Thus pre-logical relations allow flexibility at higher-order types while logical relations are determined uniquely at all types from the relations at base types. Of course logical relations are included in pre-logical relations, but also the reachability predicate and other relations are included in this class. Another advantage of pre-logical relations is that they are closed under composition, which is a desirable property for characterising behavioural equivalence. This paper is organised as follows: section 2 introduces basic definitions of the simply typed lambda calculus, pre-logical relations and partial equivalence relations(PERs). Section 3 establishes a relation between behavioural equivalence and existence of prelogical relations. We also introduce another model equivalence and show that it is equivalent to behavioural equivalence. In section 4 we study properties of the indistinguishability relation, which turns to be a pre-logical PER over the underlying model. In section 5 we show that behavioural equivalence is factorisable by indistinguishability. We move to higher-order logic and its semantics in section 6. We introduce two semantics; one is the standard model and the other is the relative model w.r.t. some PER. We show that the quotient model of higher-order logic by a PER and the behavioural model w.r.t. the PER are logically equivalent. We prove this by showing that they are behaviourally equivalent w.r.t. boolean observations. In section 7 we apply these results to reasoning about specifications.
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Semantics of the Simply Typed Lambda Calculus
In this study, we take typed combinatory algebras as the basis for the semantics of the simply typed lambda calculus. The reason is twofold: one is that they are general enough to subsume other classes of models, such as Henkin models and type frames, and the other is that combinatory algebras and the notion of pre-logical relation, introduced later, are compatible. Indeed the class of combinatory algebras is closed under quotient by pre-logical PERs(proposition 2).
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Pre-logical Relations
First, some definitions. A relation between
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Pre-logical relations were proposed by Honsell and Sannella [8] , and are a generalised notion of logical relations. In this paper, we adopt the following definition of pre-logical relations. 
Definition 5 (Pre-logical Relations[8]). A relation
We contrast the above to the definition of logical relations. A logical relation is a typeindexed family of binary relations
. Thus when we give a logical relation, we perform the following steps: we first give a relation ¤ on base types, then extend it to higher-order types using the above scheme and check whether the interpretations in ¡ and ¢ of each of the constants are related by ¤ . In contrast, the definition of pre-logical relations lacks rightto-left inclusion in the above scheme. 2 Thus it allows flexibility of choice of relations at higher-order types. We note that logical relations are also pre-logical relations, since the above scheme implies that the relation
combinators at all types. In [8] various characterisation of pre-logical relations are studied. One notable characterisation is via the basic lemma. Another notable property of pre-logical relations is that the composition of two prelogical relations is again a pre-logical relation.
Theorem 1 (Basic Lemma for Pre-logical Relations[8]). Let
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Theorem 2 (Composability of Pre-logical Relations[8]). Let
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is pre-logical (or logical), we call î a pre-logical (or logical) PER. The quotient of a combinatory algebra by a pre-logical PER is again a combinatory algebra. We establish a link between behavioural equivalence and pre-logical relations. The result is a natural extension of [8] to allow free variables of observable types, and an extension of [12] to handle higher-order types.
Proposition 2 ([8]).
The definition of behavioural equivalence is adapted from [7] . There are other possibilities for the treatment of free variables, but we do not discuss them. For detail, see [7] . We fix a set 
We also give another formalisation of behavioural equivalence. We first introduce a program equivalence in a model, then we say two models are behaviourally equivalent if the program equivalence in both models coincides. 
We introduce observational pre-logical relations to characterise behavioural equivalence (c.f. Schoett's correspondence [12] ). 
Definition 10 (Observational Pre-logical Relations
We can easily show that ¤ relates the interpretation of all constants, and by definition, it is bijective on
Example 3. In [9] , the notion of constructive data refinement is formalised in terms of the existence of a pre-logical relation. They demonstrate that an implementation of 3 The proof of theorem 3 does not rely on particular properties of combinatory algebras. Thus we can expect that it holds over lambda applicative structures. 4 In fact " ! $ # ¤ is a pre-logical relation but not a logical relation. For details, see [9] . We believe that we can replace closed observational equivalence with behavioural equivalence and we can still construct a model
Indistinguishability Relations
We introduce an equivalence of values called indistinguishability based on their behaviour rather than their denotation. We regard two values in a model as "behaviourally" indistinguishable if they are interchangeable in any program. This is shown by performing a set of experiments; we fit one value into a program yielding a visible result, and see whether any difference is detected when we exchange the one with the other. If two values pass the above experiment over all possible programs, then we say that they are indistinguishable. This identification of values is more suitable to provide an abstract aspect of specifications.
There are several ways to formalise the above idea. In this paper we adopt the same definition of indistinguishability as [7] for combinatory algebras. 
Definition 11 (Reachable
The indistinguishability relation is defined on each combinatory algebra. Thus 
Factorisability
We have seen two approaches to obtain abstract models of specifications; behavioural equivalence on the one hand and indistinguishability relation on the other hand. Both of them naturally arise from the motivation of reasoning about specifications from a behavioural point of view. Thus we are interested in considering their relationship. The key idea is the notion of factorisability [4] . 
Definition 13 (Factorisability
We say ú is factorisable by î if both of the above hold.
In this section we show that behavioural equivalence is factorisable by the indistinguishability relation. First we prove left-factorisabilty. 
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In [7] , Hofmann and Sannella represented the indistinguishability relation and the "experiments" for behavioural equivalence in a higher-order logic, then showed that the satisfiability of the experiments coincide in each model when quotients of two models are isomorphic. However this approach seems not to work in this paper, since their method depends on the finiteness of specifications to represent the indistinguishability relation, while combinatory algebras have a countably infinite number of types and g ' P y
-combinators. The proof of right-factorisability is essentially the same as the one in [7] .
Theorem 7 (Right-Factorisability
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ô õ 6 Higher-Order Logic to Reason About Higher-Typed Languages
We consider a higher-order logic to reason about specifications in the higher-order typed languages. We introduce two models of the higher-order logic; one is the standard model, which equates two programs when they have the same denotations, and the other is the behavioural model, which equates two programs when they have the same behaviour. The latter model is useful when we reason about specifications based on behaviour of programs. We then relate standard satisfaction and behavioural satisfaction.
Syntax
The higher-order logic considered in this section is designed to reason about combinatory algebras over a signature . Thus the logic has constants for the application operator and g ' P y
-combinators corresponding to those in combinatory algebras. The syntax of the higher-order logic can be formalised in the framework of the simply typed lambda calculus-it is just a lambda calculus over a certain signature (which is an extension of ) providing a type of propositions and constants for logical connectives.
Although we can reuse definitions, syntax and terminology of the simply typed lambda calculus, we re-define them for higher-order logic to make it clear which calculus we are talking about. We use a different function type symbol Example 4. The higher-order logic considered in this section is dedicated to reasoning about the combinatory algebras providing the semantics of the lambda calculus. Thus the higher-order logic has the axiom schema for g and y combinators (see definition 2). We may need to add extra axioms depending on the properties of the underlying combinatory algebra. If one assumes that it is a Henkin model, one adds the axiom scheme of extensionality:
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Proof systems for the higher-order logic and its soundness and completeness are not covered in this paper. For details see [6] .
Standard Satisfaction and Behavioural Satisfaction
We apply the semantic framework of the simply typed lambda calculus to give semantics to the higher-order logic. A model of the higher-order logic, say , is built on top of a combinatory algebra ô õ
Related Work
The work by Bidoit, Hennicker and Wirsing [4] established the key idea of factorisability to relate behavioural equivalence and the indistinguishability relation, and they used this to reason about the semantics of behavioural and abstractor specifications. Subsequent work by Bidoit and Hennicker [3] discussed a proof method for showing behavioural equivalence in first order logic, and considered finitary axiomatisation of behavioural equality. The above work is extended by Hofmann and Sannella [8] to higher-order logic. This work is an extension of their work from first-order -algebras to combinatory algebras. Bidoit and Tarlecki [5] gave a categorical generalisation of [4] . See the end of section 5 for comments on the relationship to the present paper. Our characterisation of behavioural equivalence is related to Mitchell's representation independence theorem [10] . Honsell and Sannella [8] removed the restriction on the constants by using pre-logical relations instead of logical relations. This paper shows a similar result about behavioural equivalence, which subsumes closed observational equivalence.
In [5] , Bidoit and Tarlecki give a relationship between behavioural satisfaction, behavioural equivalence, indistinguishability and correspondences in an abstract setting using concrete categories (a faithful functor to the category of (type-indexed) sets). By instantiating their concrete categories with various real examples, such as the category of multi-sorted algebras and regular algebras, we can derive suitable notions of behavioural equivalence, indistinguishability, etc. and theorems on them.
We can instantiate their abstract framework with the category of -combinatory algebras B # V 1
, and obtain various results on behavioural equivalence and indistinguishability. Pre-logical relations correspond to spans (moreover correspondences), and pre-logical PERs correspond to partial congruences in their terminology. Category # 1
satisfies certain properties, 6 thus we can obtain a theorem characterising behavioural equivalence via correspondences (see theorem 28 of [5] ).
Their definitions of indistinguishability and behavioural equivalence are abstract: they define the indistinguishability relation 
Conclusion
We have extended the study of the relationship between behavioural equivalence and indistinguishability [4, 7] to the simply typed lambda calculus, where higher-order types are available. We characterised behavioural equivalence between two combinatory algebras by pre-logical relations, and showed that behavioural equivalence is factorised by indistinguishability. We also showed that standard satisfaction over ¡ B ae î is equivalent to behavioural satisfaction w.r.t. a PER î over ¡ . It is interesting to restrict the class of models from combinatory algebras to Henkin models, where the extensionality axiom holds. This changes the properties of the class of models; in particular it is not closed under quotient by pre-logical PERs. It will be interesting to see how behavioural equivalence and the indistinguishability relation are characterised in the class of Henkin models.
