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Proteine geho¨ren zu den wichtigsten Bausteinen des Ko¨rpers. Sie verleihen den Zellen
ihre Struktur und u¨bernehmen wichtige Funktionen wie z. B. den Sauerstofftransport
oder die Biokatalysation. Um diese Funktionen ausu¨ben zu ko¨nnen, muss jedes Protein
seine ganz spezielle drei-dimensionale Form eingenommen haben. Diese erha¨lt es wenige
(Milli-)Sekunden nach seiner Synthese, indem es sich faltet. Eine falsche Faltung kann
bedeuten, dass das Protein seine Aufgabe im Ko¨rper u¨berhaupt nicht oder nicht richtig
ausu¨ben kann. Die Folge ko¨nnen Krankheiten wie Alzheimer oder BSE sein.
Deshalb ist es von ho¨chster Bedeutung den Faltungsvorgang zu verstehen. Doch die
Faltung ist nicht einfach zu beobachten, denn dabei mu¨sste die Bewegung einzelner
Atome sichtbar gemacht werden - und das auch noch innerhalb sehr kurzer Zeitspan-
nen. Deshalb verfolgt die Faltungssimulation in silicio verschiedene Methoden, die auf
energetischen Berechnungen aufbauen. Das Proteinkraftfeld ECEPP/3 setzt dabei auf
Coulomb-, Van-der-Waals-, Wasserstoffbru¨ckenbindung- und Torsionswechselwirkungen.
Mittels empirisch bestimmter Parameter berechnet es die Energie einer Konformation.
Auf dieser Basis kann mit Hilfe von Monte Carlo Algorithmen der Konformationsraum
eines Moleku¨ls untersucht werden, um mo¨gliche Faltungswege aufzuzeigen.
Bei der Berechnung dieser Wechselwirkungen tritt die Berechnung des Abstandes zweier
wechselwirkender Atome in den Vordergrund. Der Rechenaufwand wa¨chst fu¨r eine ein-
zelne Energieberechnung quadratisch zur Problemgro¨ße an, da jedes Atom mit jedem
Atom wechselwirkt. Außerdem sind fu¨r eine gute Abdeckung des Konformationsraumes
viele Berechnungen no¨tig, sodass sich ein enormer Rechenbedarf ergibt.
Heutige Supercomputer bewa¨ltigen solche Aufgaben durch Parallelisierung u¨ber Mehr-
kernprozessoren. Die Cell Broadband Engine stellt in diesem Feld allein als Multicore-
Prozessor, der aus zwei wesentlichen Komponenten besteht. Zum einem dient ein PowerPC
als Steuereinheit und acht einfache Co-Prozessoren als treibende Recheneinheiten. Die
Co-Prozessoren verfu¨gen u¨ber eine SIMD-Recheneinheit, mit der vier Floating-Point-
Operationen parallel berechnet werden ko¨nnen. Eine effiziente Ausnutzung verspricht
eine gute Performance-Steigerung in der Faltungssimulation fu¨r Proteine.
Diese Arbeit wird kurz in die biologischen und physikalischen Hintergru¨nde einfu¨hren.
Sie wird die Hardware vorstellen und wichtige Details zur Programmierung erkla¨ren.
Darauf folgt die Beschreibung der Implementierung eines Moduls, dass die Energiebe-
rechnung des Proteinkraftfeldes ECEPP/3 auf den Co-Prozessoren der Cell Broadband
Engine durchfu¨hrt. Dabei werden nacheinander drei Ansa¨tze untersucht.
Zum Schluß wird das Laufzeitverhalten mit Implementierungen auf anderen Architek-




Proteine geho¨ren zu den strukturgebenden Grundbausteinen der Zellen und erfu¨llen als
Enzyme, Ionenpumpen, Hormone und in vielen anderen Einzelauspra¨gungen wichtige
Funktionen im Ko¨rper. Ohne sie wa¨re er nicht lebensfa¨hig. Daher ist der Name Protein
wahrscheinlich auch von dem griechischemWort protos (das Erste/Wichtigste) abgeleitet.
Die wohl ha¨ufigste Proteinstruktur beim Menschen ist die des Kollagens. Gut 13 des
Ko¨rpers besteht aus Kollagenen, die als Strukturproteine fu¨r Haut und Bindegewebe
dessen Beschaffenheit maßgeblich bestimmen. Haare bzw. Fell, Na¨gel/Klauen, Schup-
pen, Federn, Schna¨bel oder Ho¨rner werden aus dem Faserprotein Keratin aufgebaut.
Im Ko¨rper selbst u¨bernehmen die Proteine Funktionen als Enzyme, Transportproteine,
Rezeptoren, Hormone, Antiko¨rper, etc.
Als Enzyme oder auch Biokatalysatoren ermo¨glichen und beschleunigen sie Reaktionen
unter Ko¨rperbedingungen, die normalerweise z. B. erst unter ho¨heren Temperaturen oder
wesentlich langsamer verlaufen wu¨rden. Die Reaktionspartner (Substrate) werden dazu
im sogenannten aktiven Zentrum des Enzyms gebunden. Das aktive Zentrum ist bei
den meisten Enzymen substratspezifisch und ein Protein katalysiert meist eine spezielle
Reaktion. Fu¨r die Reaktion setzt das Enzym die Aktivierungsenergie der Reaktion her-
unter. Das bedeutet, dass es Energie bereit stellt um die Reaktion einzuleiten.
Ionenkana¨le oder -pumpen regulieren passiv oder aktiv (unter Energieverbrauch) die
Ionenkonzentration innerhalb einer Zelle. Durch sie ko¨nnen sich Ionen durch Zellwa¨nde
und in Zellorganellen bewegen. Auch Proteine selbst wandern durch entsprechende Kana¨le,
um in Zellorganellen zu gelangen. Fu¨r diesen Transport mu¨ssen sie sich allerdings wieder
vollsta¨ndig ent- und danach zuru¨ckfalten.
Als Rezeptoren dienen Proteine als eine Art Nachrichtenempfa¨nger der Zelle. Sie besit-
zen spezielle Bindungsstellen an denen sich Botenstoffe anlagern, wodurch ein Signal an
die Zelle gesendet wird. So besitzen z. B. manche Ionenkana¨le Rezeptoren. Auf ein Signal
hin o¨ffnet sie ihre Pore. Ein anderes Beispiel sind Rezeptoren an Enzymen. Durch das
Andocken eines spezifischen Botenstoffes vera¨ndert sich das aktive Zentrum des Enzyms.
Dadurch wird die Enzymta¨tigkeit ausgeschaltet, weil das Substrat nun nicht mehr in das
aktive Zentrum passt. So wird z. B. die Enzymaktivita¨t reguliert.
Zudem gibt es Proteine, die mit fu¨r die Muskelkontraktion verantwortlich sind oder als
Reserven zur Energiegewinnung in lebenswichtigen Organen vorkommen.
Doch woraus sind Proteine aufgebaut, wie werden sie im Ko¨rper hergestellt und was
macht sie zu den speziellen Funktionstra¨gern? Dieses Kapitel bescha¨ftigt sich basierend




Ein Protein - auch Eiweiß genannt - ist ein aus Aminosa¨uren aufgebautes Makromoleku¨l.
Im menschlichem Ko¨rper kommen Hunderttausende verschiedener Proteine vor, wobei
die Struktur der Proteine wesentlich fu¨r ihre Funktion ist. Sie bestehen aus einer Kette
von Aminosa¨uren, was man dann (Poly-)Peptid nennt. Polypeptide, die eine eindeutige
ra¨umliche Struktur aufweisen, bezeichnet man als Protein. Sie unterscheiden sich an ihrer
unterschiedlichen Sequenz aus Aminosa¨uren. Diese stellt die erste von vier Struktur-
ebenen des Proteinaufbaus dar. Nachfolgend werden die vier Strukturebenen erkla¨rt.
Doch zuna¨chst folgen Details zu den Aminosa¨uren.
2.1.1 Aminosa¨uren
Die Aminosa¨uren, aus denen Proteine aufgebaut sind, bestehen selbst wiederum aus
einzelnen Atomen. Dabei besitzen sie mindestens eine Carboxylgruppe (−COOH) und
eine Aminogruppe (−NH2). Sie unterscheiden sich lediglich in ihren Seitenketten - auch
Reste genannt. Verbunden werden sie durch eine Peptidbindung zwischen der Amino-
gruppe eines Bausteins und der Carboxylgruppe eines Anderen [3]. An der Proteinsyn-
these sind die sogenannten proteinogenen Aminosa¨uren beteiligt. Diese geho¨ren zu den
α-Aminosa¨uren, deren Aminogruppe am zweiten Kohlenstoffatom gebunden ist.












Abbildung 2.1: Glycin - die kleinste α-Aminosa¨ure. Wie jede der Aminosa¨uren besteht sie aus einer
Carboxylgruppe (rot) und einer Aminogruppe (blau), die zwei Kohlenstoffatome voneinander entfernt
sind. Am zweiten Kohlenstoffatom, dem C-α, ha¨ngt die Seitenkette (gru¨n), die bei Glycin lediglich ein
Wasserstoffatom ist.
Insgesamt sind derzeit 22 proteinogene Aminosa¨uren bekannt. Davon sind 20 u¨ber so-
genannte Codons oder auch Basentripletts in der Erbsubstanz codiert. Die Abfolge von
drei Basen in der Erbsubstanz definiert genau eine Aminosa¨ure. Man nennt diese 20
Aminosa¨uren deshalb kanonisch.
Die verschiedenen Aminosa¨uren haben vielfa¨ltige Eigenschaften (z. B. sauer, basisch,
groß, klein, flexibel, starr, hydrophob, hydrophil, etc.), die sich unterschiedlich auf die
Faltung auswirken. So findet man die hydrophoben (wasserhassenden) Aminosa¨uren vor-
wiegend im Inneren eines Proteins.
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2.1.2 Strukturebenen
Der Aufbau von Proteinen wird hierarchisch in vier Strukturebenen aufgeteilt:
Die Prima¨rstruktur beschreibt - wie oben erwa¨hnt - die Aminosa¨uresequenz innerhalb
der Kette. Das heißt, sie beschreibt die Folge der Aminosa¨uren, die u¨ber Peptidbin-
dungen verbunden sind. Diese kovalenten Bindungen ”ermo¨glichen die Rotation der sie
verbindenden Atome [...]. Ein Makromoleku¨l ko¨nnte deshalb prinzipiell eine nahezu unbe-
grenzte Anzahl an Formen, oder Konformation, einnehmen [...]“[1]. Die Prima¨rstruktur
gibt also keinerlei Aufschluß u¨ber die ra¨umliche Anordnung des Proteins.
Abbildung 2.2: Prima¨rstruktur: Aminosa¨uresequenz von Thryptophan. Die Prima¨rstruktur eines Proteins
ist die Reihe von Aminosa¨uren, aus denen es aufgebaut ist. Die Namen der Aminosa¨uren werden hier
in der ga¨ngigen Dreibuchstabennotation geschrieben. Dabei ist die Leserichtung von der Carboxyl- zur
Aminogruppe.
Als Sekunda¨rstruktur bezeichnet man ha¨ufig auftretende Motive fu¨r den lokalen ra¨um-
lichen Aufbau einer bestimmten Aminosa¨uresequenz. Dazu geho¨ren die α-Helices, β-Falt-
bla¨tter und β-Schleifen. Sie stellen einzelne Untereinheiten des Proteins dar.
Abbildung 2.3: Sekunda¨rstrukturarten: α-Helix, β-Faltblatt und β-Schleife. Diese sche-
matische Darstellung zeigt die α-Helix und das β-Faltblatt als Ba¨nder, die β-Schleife im
Sta¨bchenmodell. Quelle: [4]
Die α-Helix ist ein oft auftretendes Sekunda¨rstrukturmotiv. Sie stellt eine
rechtsga¨ngige Spirale dar, deren Gangho¨he 0,54 nm betra¨gt. Pro Umdrehung
sind das ungefa¨hr 3,6 Seitenketten. Damit hat sie eine a¨ußerst kompakte
Struktur, bei der die Aminosa¨uren nur 0,15 nm entfernt sind. Stabilisiert
wird sie durch Wasserstoffbru¨ckenbindungen. Dabei gehen immer die Kohlen-
wasserstoffgruppe an Position n mit der Gruppe aus Stickstoff und Wasser-
stoff an Position n+4 eine solche Bindung ein.
Das β-Faltblatt verdankt seinen Namen seiner Zickzack-Form, das einem ge-
falteten Blatt a¨hnelt. Es besteht aus mindestens zwei sogenannten β-Stra¨ngen,
die entweder parallel oder antiparallel verknu¨pft sind. Dies beschreibt die
Anordnung der beiden Stra¨nge zueinander. Diese Verknu¨pfung wird durch
Wasserstoffbru¨ckenbindungen gebildet. Allerdings betra¨gt hierbei der Ab-
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stand benachbarter Aminosa¨uren 0,35 nm.
Die Verbindung zwischen α-Helices und β-Faltbla¨ttern stellen β-Schleifen
dar. Sie fu¨hren zum Abknicken der Polypeptidketten und treten bevorzugt
an den Oberfla¨chen von Proteinen auf.
Durch die nicht-kovalenten Bindungen (z. B. Van-der-Waals-Kra¨fte, Wasserstoffbru¨cken-
bindungen) zwischen nicht benachtbarten Atomen faltet sich das Protein und bildet
damit die Tertia¨rstruktur aus. Diese Wechselwirkungen sind a¨ußerst schwach. Jedoch
ko¨nnen eine Vielzahl dieser schwachen Bindungen die Bewegungen der Aminosa¨urenkette
einschra¨nken, sodass diese einen bevorzugten gefalteten Zustand einnimmt.
Abbildung 2.4: Tertia¨rstruktur des Protein Myoglobin. Die Sekunda¨rstruktur von Myoglobin weißt acht
α-Helices auf. Die ra¨umliche Anordnung dieser definiert die Tertia¨rstruktur. Myoglobin war das erste
Protein, dessen Tertia¨rstruktur mittels Kristallstrukturanalyse ermittelt werden konnte. Quelle [5]
Oft bilden mehrere Proteine einen gemeinsamen Komplex. Diese Formation zu einem
Makromoleku¨l ist die Quarta¨rstruktur, deren einzelnen Teile man auch Monomere
nennt. Manche Monomere besitzen auch als eigensta¨ndiges Protein ihre Funktion, andere
erlangen sie erst in einem solchen Zusammenschluß.
2.2 Proteinbiosynthese
Unter der Proteinbiosynthese versteht man die Herstellung eines Proteins in der Zelle.
Der Bauplan fu¨r ein Protein ist die Desoxyribonukleinsa¨ure (DNA). Sie wird in einem
ersten Schritt der Proteinbiosynthese, der Transkription, gelesen und in Messenger-
Ribonukleinsa¨ure (mRNA) umgesetzt. In einem zweiten Schritt, der Translation, wird
dann mit Hilfe der Informationen der mRNA das Protein gebaut. Beides soll nachfolgend
genauer beschrieben werden.
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2.2.1 Transkription
Die Transkription wird mit Bindung des Enzyms RNA-Polymerase an eine DNA-Sequenz
eingeleitet. Sie trennt die DNA-Doppelhelix in einem Bereich einiger Basenpaare zu
zwei DNA-Einzelstra¨ngen auf. Damit verla¨uft die Transkription a¨hnlich wie die DNA-
Replikation. An einem der beiden Stra¨nge - dem sogenannte codogenen Strang - lagern
sich an den Nukleinbasen der DNA (Adenin, Thymin, Guanin und Cytosin) die komple-
menta¨ren Nukleinbasen der RNA (anstelle von Thymin Uracil, ansonsten identisch zur
DNA) an. Die Transkription endet an einer bestimmten Basensequenz, dem Terminator.
Die pra¨-mRNA sowie die Polymerase lo¨sen sich von der DNA.
Fu¨r Prokaryoten - Lebewesen ohne Zellkern - wa¨re die mRNA reif und ko¨nnte fu¨r die
Translation zu den Ribosomen geleitet werden. Bei Eukaryoten - entsprechend Lebewe-
sen mit Zellkern - muss die pra¨-mRNA noch das Capping und Splicing durchlaufen. Beim
Capping wird noch ein Abschluß an die mRNA-Sequenz geha¨ngt, um einen stabileren
Zustand fu¨r den Transport aus dem Zellkern ins Cytoplasma zu den Ribosomen zu er-
reichen. Das Splicing entfernt nicht-codierende Abschnitte (Introns) und fu¨gt die mRNA
somit neu zusammen. Eine Besonderheit stellt dabei das alternative Splicing dar. Dabei
wird erst beim Vorgang selbst von Splicefaktoren entschieden, welche Abschnitte Introns
sind. Damit entstehen unterschiedliche mRNAs und spa¨ter somit auch unterschiedliche
Proteine aus einem Gen.
Abbildung 2.5: Modellvorstellung der Transkription. Diese Abbildung zeigt, wie die Aminosa¨urekette
in einem kleinen Bereich durch die RNA-Polymerase aufgetrennt wurde und sich dort am codogenen
Strang die komplementa¨ren Nukleinbasen der RNA an die der DNA lagern. Dabei bilden Adenin und
Thymin sowie Guanin und Cytosin immer ein Paar, wobei Thymin in der RNA durch Uracil zu ersetzen
ist. Quelle: [6]
2.2.2 Translation
Nach der Transkription gelangt die reife mRNA im Cytoplasma zu einem Ribosom. Ein
Ribosom ist ein Komplex aus Proteinen und RNA. Im Ribosom la¨uft der zweite Teil der
Proteinbiosynthese, die Translation, ab.
KAPITEL 2. DIE PROTEINFALTUNG 11
2.3. PROTEINFALTUNG
Eingeleitet wird dieser Prozess durch einen sogenannten Initiationskomplex, der an das
Ribosom gebunden wird. Danach bindet die mRNA an das Ribosom und wird im ver-
arbeitenden Teil des Ribosoms bis zum Start-Basentriplett AUG geschoben.
Jeweils drei aufeinanderfolgende Nukleotide der mRNA - ein Basentriplett oder auch
Codon genannt - definieren eine bestimmte Aminosa¨ure des Proteins. Das Ribosom
katalysiert den Prozess die Aminosa¨uren miteinander zu verknu¨pfen. Dazu bringt es die
Codons der mRNA mit entsprechenden Anticodons von tRNA zusammen. Die tRNA
dient dabei als Adapter fu¨r Aminosa¨uren. An einer Seite bindet die tRNA eine Amino-
sa¨ure. An der anderen Seite besitzt sie eine Bindungsstelle, die genau zu einer Sequenz auf
der mRNA passt. Innerhalb eines Ribosoms werden Codon und Anticodon von mRNA
und tRNA zusammengebracht, so dass die zwei Aminosa¨uren eine Peptidbindung mitein-
ander eingehen ko¨nnen. Danach wandert das Ribosom ein Triplett weiter. Auf der einen
Seite entla¨sst es eine tRNA ohne gebundene Aminosa¨ure. Auf der Anderen bindet es eine
neue tRNA mit Aminosa¨ure. Dabei wa¨chst die Kette der Aminosa¨uren immer weiter bis
das Ribosom bei einem Stopp-Codon auf der mRNA angelangt ist. Daran kann keine
tRNA binden und der Prozess der Synthese endet damit, dass sich die Aminosa¨urenkette
vom Ribosom lo¨st.
Abbildung 2.6: Modellvorstellung der Translation. Diese Abbildung illustriert, die Translation. Innerhalb
des Ribosoms docken tRNAs an Basentripletts der mRNA an. Dadurch werden die daran gebundenen
Aminosa¨uren so nah zusammengebracht, dass sie eine Peptidbindung miteinander eingehen. Aminosa¨ure
fu¨r Aminosa¨ure wird an die Kette geknu¨pft und bilden ein neues Protein. Quelle: [7]
2.3 Proteinfaltung
Durch Proteinfaltung erha¨lt eine Aminosa¨uresequenz eine feste Struktur und damit ei-
ne eindeutig definierte Funktion. Eine falsche Faltung hat zur Konsequenz, dass das
Protein seine Aufgabe nicht (richtig) erfu¨llen kann oder gar andere (krankhafte) Funk-
tionen ausu¨bt. Deshalb ist die Erforschung dieses Prozesses so wichtig.
Die Einnahme des gefalteten Zustandes geschieht dabei nicht zufa¨llig, wie ein Gedan-
kenexperiment - das Levinthal-Paradoxon - zeigt.
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2.3.1 Das Levinthal-Paradoxon
Das Levinthal-Paradoxon stellt ein kombinatorisches Problem dar. Geht man davon aus,
dass jeder Aminosa¨urerest nur zwei verschiedene Zusta¨nde annehmen kann, so ga¨be es
bei einer Aminosa¨urekette mit n Gliedern 2n mo¨gliche Konformationen, die das Protein
einnehmen kann. Nimmt man weiter an, dass die A¨nderung von einer Konformation
in eine Andere 10−13 Sekunden beno¨tigt, dann wu¨rde ein Protein mit 150 Aminosa¨uren
2150∗10−13s = 1, 4∗1032 Sekunden oder 4, 6∗1024 Jahre beno¨tigen (im Vergleich: das Alter
der Erde: 4, 55 ∗ 109 Jahre). Einfach ausgedru¨ckt: ”selbst ein kleines Polypeptid wu¨rde
eine nahezu unendliche Zeit brauchen, um alle mo¨glichen Konformationen zu testen,
um die richtige Struktur (mit der kleinsten Energie) zu finden“[8]. Da sich ein Protein
in wenigen Millisekunden bis Sekunden in seinen nativen Zustand faltet, kann dieser
nicht u¨ber ein Durchprobieren gefunden werden. Vielmehr vermutete schon Levinthal,
dass ein jedes Protein einem Faltungsweg in einen energetisch gu¨nstigeren Zustand folgt.
2.3.2 Der
”
neue Weg“ und alte Modellvorstellungen
Diese Vorstellung wurde weiter zum sogenannten ”neuenWeg“ entwickelt[9]. Er verbindet
die zwei vorher widersprechenden Vorstellungen nach denen die treibende Kraft die Ki-
netik oder Thermodynamik ist. Nach Levinthal folgt ein Protein bei seiner Faltung einem
eindeutig definierten Weg und findet so sehr schnell seinen Endzustand. Einer Idee von
Anfinsen nach spielt der ungefaltete Ausgangszustand keine Rolle fu¨r den Endzustand.
Dem ”neuen Weg“ nach hat man sich einen n-dimensionalen Trichter vorzustellen, der
die Energielandschaft verschiedener Konformationen beschreibt. Diese Landschaft ist
nicht glatt sondern zerklu¨ftet und ha¨lt damit einige Fallen bereit. Ein Protein gelangt
(normalerweise) aus verschiedenen ungefalteten Zusta¨nden zum gleichen endgu¨ltig Ge-
falteten. Doch gibt es auf dem Abstieg im Trichter viele Wege. Ein Weg der stetig
bergab fu¨hrt, ein anderer, bei dem Teilstu¨cke ohne Energiea¨nderung oder mit erneuten
Anhebungen bewa¨ltigen werden mu¨ssen. Die Trichterbreite beschreibt dabei die ”Bewe-
gungsfreiheit“ (Entropie), die mit immer tieferem Abstieg immer geringer wird. Auf dem
Boden des Trichters hat ein Protein seinen stabilen Zustand gefunden hat.
Abbildung 2.7: Illustration des zerklu¨fteten Faltungstrich-
ters. Dem
”
neuen Weg“ nach, muss das Protein einen
komplexen Abstieg auf seinem Faltungswegs in einem n-
dimensionalen Raum zuru¨ckzulegen. Es muss tiefe lokale
Minima und lange ebene Plateaus u¨berwinden bis es seinen
stabilen, gefalteten Zustand gefunden hat. Diese Abbildung
deutet dies im dreidimensionalen Raum an. Quelle: [10]
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Ein Faltungsweg, der stetig bergab fu¨hrt, verla¨uft sehr schnell. Dabei gibt es fu¨r das Pro-
tein nur zwei (beobachtbare) Zusta¨nde - den ungefalteten und gefalteten Zustand. Da
man am Anfang der Erforschung der Proteinfaltung nichts anderes beobachten konnte
herrschte diese Vorstellung des Zwei-Zustandsmodells lange vor.
Bei einem Weg mit la¨ngeren Ebenen auf einem Energielevel werden Zwischenzusta¨nde
(Intermediate) eingenommen. Dies wurde erstmal 1992 von Kim und Baldwin als das
sequenzielle Modell beschrieben. Diese Modellvorstellung wurde zum sogenannten
Nucleationsmodell weiterentwickelt. Es beschreibt, dass die Intermediate unterschied-
lich schnell eingenommen werden. Dies la¨sst sich aber ebenso wie die vorherigen Modelle
mit dem Trichtermodell erkla¨ren. Je nach der Steigung innerhalb der Energielandschaft
wird der na¨chste Zustand entsprechend schnell oder langsam beobachtet. Intermediate,
die lange erhalten bleiben, weil der Wechsel zum na¨chsten Zustand lang dauert nennt
man dabei kinetischen Nucleus (dt. Kern).
2.3.3 Denaturierung
Die Umkehrung der Proteinfaltung ist die Denaturierung - die Auflo¨sung der Sekunda¨r-
und Tertia¨rstrukturen. Hervorgerufen wird dieser Vorgang z. B. durch große Hitze oder
Ka¨lte, durch Drucka¨nderung oder chemische Einwirkung von Sa¨uren, Basen und orga-
nischen Lo¨sungsmitteln. Es gibt sowohl reversible als auch irreversible Denaturierung.
In den meisten Fa¨llen ist der Vorgang der Denaturierung nicht von selbst umkehrbar.
Das bedeutet: ohne a¨ußere energetische Einflu¨sse kann der Ausgangszustand nicht mehr
erreicht werden und das Protein ist somit unbrauchbar.
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3 Simulation der Proteinfaltung mit
ECEPP/3
In Kapitel 2 hat man einen Eindruck davon erhalten wie komplex aber zugleich auch
schnell die Faltung ist. Es gibt verschiedene Modellvorstellungen, die versuchen den
Faltungsprozess zu erkla¨ren, doch bleibt er noch weitgehend ungelo¨st.
Es geho¨rt zur Grundlagenforschung diese Versta¨ndnislu¨cke zu schließen. Sie stellt unter
anderem die Basis fu¨r medizinische und pharmazeutische Forschungen dar, die es sich
z. B. zum Ziel gesetzt haben durch Fehlfaltung hervorgerufene Krankkeiten zu verhindern.
Experimentell ist es nicht mo¨glich den Faltungsweg zu beobachten. Es ist lediglich
mo¨glich den Ausgangs- und Endzustand sowie evtl. stabile Intermediate zu beobach-
ten. Die Simulation am Rechner - in silicio - soll Aufschlu¨sse u¨ber den Ablauf der Pro-
teinfaltung geben. Es soll z. B. die Frage nach der Ha¨ufigkeit oder der Struktur von
Intermediaten beantwortet werden.
Die Simulationen basieren auf verschieden Modellen, die mit unterschiedlichen Para-
metrisierungen arbeiten. Die Ergebnisse liefern Ha¨ufigkeitsverteilungen von bestimmten
Strukturen, die wiederum experimentell besta¨tigt werden ko¨nnen. Experimentelle Struk-
turbestimmung und die Simulation in silicio erga¨nzen also einander.
3.1 Das Modell
Fu¨r die Modellierung von Proteinen gibt es verschiedene Ansa¨tze aus den Bereichen der
Quanten-Mechanik und Molekular-Mechanik. Ihnen gemeinsam ist das Ziel: sie versu-
chen diejenige Konformation zu finden, die die kleinste Energiebilanz aufweist. Denn
”ein Protein faltet im Allgemeinen in eine Form, in der die Freie Energie (G) ein Mi-
nimum aufweist“[1]. Um diese Konformation zu finden durchla¨uft das Protein nach der
Modellvorstellung des Faltungstrichters (s. 2.3.2) als auch in der Simulation zahlreiche
andere Konformationen, die sich als mehr oder minder stabil erweisen.
Bei quantenmechanischen Ansa¨tzen werden die Elektronen eines Systems behandelt.
Selbst wenn davon einige ignoriert werden, ist die Anzahl so groß, dass die Berechnung
sehr zeitintensiv ist. Kraftfeld-Methoden ignorieren dagegen die elektronischen Bewegun-
gen und berechnen die Energie anhand der Atom-Positionen (frei u¨bersetzt nach [11]).
ECEPP/3 verfolgt das klassische Modell. Es setzt auf dem elektronischen Charakter
der Atome auf, der intramolekulare Wechselwirkungen zwischen den Atomen hervor-





Kovalente Bindungen oder auch Atombindungen sind chemische Bindungen, die fu¨r den
festen Zusammenhalt der einzelnen Atome in einem Moleku¨l sorgen. Ein Atom kann je
nach Typ ein bis vier kovalente Bindungen ausbilden. Um dies zu verstehen folgt ein
kleiner Exkurs zum (bohrschen) Atommodell[1]:
Im Zentrum findet man den Kern, der den Großteil der Atommasse bestimmt. Er entha¨lt
eine Anzahl an Protonen und Neutronen, entsprechend der Periodenzahl des Atoms. Da-
her ist der Kern elektrisch positiv geladen. Um ihn herum stellt man sich konzentrische
Elektronenschalen vor, die insgesamt mit genauso vielen Elektronen besetzt sind, wie es
Protonen gibt. Dabei tra¨gt die erste Schale maximal 2 Elektronen, die zweite und dritte
Schale maximal acht und die Vierte und Fu¨nfte 18 Elektronen. In der Regel sind immer
die kernnahen Schalen besetzt, weil die Anziehung dort aufgrund der Na¨he zum Kern
ho¨her ist. Die stabilste Anordnung fu¨r das Atom ist eine volle Besetzung der na¨chsten
Schalen. Dies ist aber nur fu¨r die Gruppe der Edelgase so gegeben. Atome in lebenden
Organismen haben keine voll besetzte a¨ußere Schale und sind daher um so reaktions-
freudiger desto mehr Elektronen ihnen zu einer vollen a¨ußeren Schale fehlen bzw. zu viel
sind. Die Atome sind stets bestrebt, den stabilsten Zustand einzunehmen. Um dies zu
erreichen verfolgen sie zwei Methoden:
Die erste ist das Teilen von Elektronen. Teilen sich zwei Atome Elektronen liegen sie
nah beieinander, sodass sich ihre Orbitale u¨berschneiden und die Elektronen mal um
das eine Atom, mal um das Andere kreisen. Dabei gehen sie eine kovalente Bindung ein.
Es ist immer gerade das Atom positiv geladen, um das das zu teilende Elektron nicht
kreist. Außerdem unterscheidet man zusa¨tzlich zwischen Einfach- und Doppelbindungen,
je nachdem ob sich die zwei Atome ein oder mehrere Elektronen teilen.
Die zweite Methode ist der Elektronenaustausch. Dabei gibt ein Atom einzelne Elek-
tronen, die nur leicht auf der a¨ußeren Schale gebunden sind, an ein anderes Atom ab.
Dadurch ko¨nnen beide zu einer voll besetzten a¨ußeren Schale und damit zu einem sta-
bileren Zustand gelangen. In diesem Fall spricht man von einer ionischen Bindung, da
beide Atome nun als Ionen - als elektrisch geladene Teilchen - vorkommen.
Im Allgemeinen ko¨nnen Kraftbeitra¨ge vom Strecken von Bindungsla¨ngen, dem O¨ff-
nen und Schließen von Winkeln sowie Rotationen um einzelne Bindungen eine Rolle
spielen. In ECEPP/3 sind die Bindungsla¨ngen und -winkel fu¨r jede kovalente Bindung
fest vorgegeben. Der einzige Freiheitsgrad ist die Rotation um Bindungen, sodass ver-
schiedene Torsionwinkel ausgebildet werden.
Der Torsions- oder auch Diederwinkel beschreibt den Winkel zwischen zwei Ebenen, die
zwischen jeweils drei von vier Atomen aufgespannt werden. Spannen die Atome A, B
und C die erste Ebene auf und B, C und D die zweite, so beschreibt der Torsionswinkel
die ra¨umliche Anordnung der vier Atome zueinander. Die Winkel werden nochmals in
Φ-, Ψ und Ω-Winkel eingeteilt. Φ bestimmt dabei den Abstand zweier Carbonyl-Kohlen-
stoffatome (Kohlenstoffatom mit doppelt gebundenen Sauerstoffatom), Ψ den Abstand
zweier Amid-Stickstoffe (Stickstoff-Rest-Verbindung anstatt der Hydroxylgruppe) und
Ω zwischen zwei α-Kohlenstoffen (Kern einer Aminosa¨ure).
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Abbildung 3.1: Torsionswinkel innerhalb eines Moleku¨lausschnittes. Φ ist der Winkel zwischen C, N, C-α
und dem na¨chsten C; Ψ zwischen N, C-α, C, N; Ω zwischen C-α, N, C, C-α. Ausgehend vom C-α-Atom
in der Mitte sind die Rotationsachsen der Torsionswinkel Φ und Ψ eingezeichnet. Der Winkel Ω tritt zu
einer weiteren Ebene an einem na¨chsten C-α-Atom in der Kette auf. Quelle: [12]
Die Torsionskra¨fte entstehen durch die Rotation der kovalenten Bindungen. Eine Ein-
fachbindung zwischen zwei Atomen erlaubt zumeist eine freie Rotation eines Moleku¨ls
relativ zum Anderem. Doppelbindungen dagegen sind ku¨rzer und sta¨rker als Einfach-
bindungungen und fixieren dadurch die Anordnung der Atome. Sie treten nur mit Ω ≈ 0◦
und Ω ≈ 180◦ auf.
3.1.2 Nicht-kovalente Bindungen
Nicht-kovalente Bindungen sind keine chemischen Bindungen, sondern elekrostatische
Wechselwirkungen. Dazu za¨hlen Coulomb- und van-der-Waals-Wechselwirkungen sowie
Kra¨fte, die von Wasserstoffbru¨ckenbindungen ausgehen.
Das Coulomb-Gesetz besagt, dass sich zwei gleichnamige Ladungen abstoßen und zwei
ungleichnamige anziehen. Fu¨r die resultierende Energie sind die Ladungen und ihr Ab-
stand ausschlaggebend. Die Energie ha¨ngt proportional mit dem Produkt der Ladungen
und antiproportional mit dem Abstand zusammen.
Die van-der-Waals-Wechselwirkungen sind sehr schwache Wechselwirkungen zwischen
einzelnen Atomen oder auch verschiedenen Moleku¨len. Sie treten z. B. zwischen Dipolen
auf. Ein Dipol ist in diesem Fall ein Atom oder Moleku¨l, das zwei ra¨umlich getrennte
elektrische Pole aufweist. Das heißt eine Seite ist elektrisch positiv geladen, die Andere
hingegen elektrisch negativ. Bei Atomen herrscht aufgrund der sich bewegenden Elek-
tronen auf den Elektronenbahnen eine stetige Ladungsverschiebung vor. Diese kann zu
dipol-a¨hnlichen Eigenschaften fu¨hren. So kann eine Ladungsverschiebung in einem Atom,
eine Ladungsverschiebung in einem anderen hervorrufen und dies fu¨hrt sich kettenartig
fort. Auf Grund wechselnder Ladungsverteilungen sind diese Kra¨fte nur schwach und
wirken nur innerhalb sehr kurzer Reichweiten.
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Wasserstoffbru¨ckenbindungen treten ha¨ufig als Fixierung innerhalb von α-Helices auf.
Sie werden zwischen den sogenannten Wasserstoffdonator und -Akzeptor geschlossen.
Der Wasserstoffdonator (z. B. Stickstoff oder Sauerstoff) ist kovalent an ein Wasserstoff-
atom gebunden. Dieser ist negativ geladen, sodass das Wasserstoffatom positiv geladen
ist. Kommen sich das Wasserstoffatom und ein negativ geladener Akzeptor nah, so bildet
sich eine Wasserstoffbru¨cke aus. Einzelne Atome geho¨ren der einen (Donator) oder an-
deren Gruppe (Akzeptor) an als auch Atome die beiden oder keiner Gruppe angeho¨ren.
3.2 Das Proteinkraftfeld ECCEP/3
ECEPP/3 (Empirical Conformational Energy for Peptides and Proteins) ist ein klas-
sisches Kraftfeld, dessen Parametrisierung auf empirischen Werten aus Messungen an
kleinen Peptiden und quantenmechanischen Berechnungen basiert. Wie vorher schon
erwa¨hnt, sind dabei Bindungsla¨ngen und -winkel fest und nur die Torsionswinkel frei.
In die Energieberechnung gehen Coulomb- und van-der-Waals-Wechselwirkungen, Ener-
gien von Wasserstoffbru¨ckenbindungen und Torsionskra¨fte ein.



























Darin beschreibt der erste Term das Coulomb-Potential. Es wird in den meisten Protein-
kraftfeldern zur Beschreibung der elektrostatischen Wechselwirkung zwischen Atomen
verwendet. Im zweiten Term werden die van-der-Waals-Wechselwirkungen beru¨cksich-
tigt. Sie werden durch das 12-6-Lennard-Jones-Potential beschrieben. Dabei bilden sie
den anziehenden Teil des Lennard-Jones-Potentiales. Allerdings fallen sie mit der sechs-
ten Potenz des Abstandes ab. Auch die Wasserstoffbru¨ckenbindungen (der dritte Term)
werden u¨ber das Lennard-Jones-Potential beschrieben. Sie sind aber noch kurzreich-
weitiger als die van-der-Waals-Wechselwirkungen und fallen mit der zehnten Potenz des
Abstandes im 12-10-Potential ab.
Dabei beschreiben A, B, C und D jeweils spezielle Parameter, die fu¨r die entsprechende
Atompaarung fu¨r dieses Merkmal experimentell bestimmt werden konnten.
3.2.1 Lennard-Jones-Potential
Das Lennard-Jones-Potential na¨hert die Wechselwirkung zwischen nicht-kovalent gebun-








Der vordere Teil der Gleichung beschreibt die abstoßenden Kra¨fte, der hintere die An-
ziehenden. Die abstoßenden Kra¨fte beruhen darauf, dass sich die Orbitale der Atome,
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die sich zu nahe kommen, u¨berschneiden. Nach der Pauli-Repulsion stoßen sich dann
Elektronen mit dem gleichen Spin ab. Die Anziehung ha¨ngt von der Bindungsenergie
des Atompaares ab. Diese ist umso gro¨ßer je na¨her sich die Atome kommen und fa¨llt mit
der Entfernung stark ab.
Das 12-6-Lennard-Jones-Potential, wie es fu¨r die van-der-Waals-Wechselwirkungen be-














Abbildung 3.3: Das 12-6-Lennard-Jones-Potential. Das 12-6-Lennard-Jones-Potential na¨hert in
ECEPP/3 die van-der-Waals-Wechselwirkungen an. Es wird die Energie gegen den Abstand zweier Ato-
me aufgetragen. ε beschreibt die Tiefe des Potentialminimums und σ die Nullstelle. Der Abstand des
Minimums vom Ursprung wird durch die Beziehung xmin = 2
1
6 σ beschrieben.
Die Wasserstoffbru¨ckenbindungen werden in ECEPP/3 ebenfalls durch ein Lennard-
Jones-Potential beschrieben. Allerdings nicht wie die van-der-Waals-Kra¨fte mit dem
12-6-Potential, sondern mit dem 12-10-Potential. Außerdem gehen andere Parameter
ein, sodass spa¨ter in der Berechnung zwischen Wasserstoffbru¨cken- und van-der-Waals-
Bindung unterschieden werden muss.
Der letzte Term der Gleichung charakterisiert die Torsionskra¨fte. Die Rotation bedarf
vergleichsweise wenig Energie, sodass man sie als weichen Freiheitsgrad bezeichnet.
Allerdings muss man hinzufu¨gen, dass nicht alle Terme bedingungslos in die Energie-
bilanz eingehen. So werden alle Wechselwirkungen zwischen zwei Atomen, die zwei Bin-
dungen und weniger voneinander entfernt sind, nicht mit einbezogen. Fu¨r die Simulation
ist nur die Energiedifferenz zwischen verschiedenen Konformationen relevant. Die Ener-
gien fu¨r die Wechselwirkungen zwischen diesen nahen Atompaaren sind aber u¨ber die
Simulation hin konstant. Somit ko¨nnen sie innerhalb der Simulation ignoriert werden.
Die Bindungspartner, die genau drei Bindungen voneinander entfernt sind - sogenannte
1-4-Nachbarn - gehen nur mit dem Faktor 12 im abstoßenden van-der-Waals-Term ein.
Dieser Wert ist auf Erfahrung aufgebaut und bringt in das klassische Kraftfeld quanten-
mechanische U¨berlegungen ein. Dadurch wird begu¨nstigt, dass innerhalb der Simulation
nahgelegene Atome sich aneinander vorbei bewegen ko¨nnen.
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Hinzu kommt, dass fu¨r jede Paarung entweder der van-der-Waals-Term oder der Wasser-
stoffbru¨ckenbindungs-Term relevant ist. Dies ha¨ngt davon ab, ob diese Paarung aufgrund
ihrer Atomtypen eine Wasserstoffbru¨cke ausbilden kann.
3.3 Simple Molecular Mechanics for Proteins (SMMP)
SMMP[13][14][15] ist ein open source Paket verschiedener Algorithmen zur Simulation
von Proteinen. Dazu stellt es mehrere Kraftfelder zur Verfu¨gung, die das reale Potential,
das man nicht kennt, anna¨hern sollen.
Schon vom Levinthal-Paradoxon (s. 2.3.1) her weiß man, dass es selbst unter vereinfa-
chenden Annahmen zu lange dauern wu¨rde, wenn das Protein jede mo¨gliche Konfor-
mation durchprobieren wu¨rde. Die Energieberechnung zum Auffinden des Minimums
wa¨re daher nicht schneller. Vielmehr versucht man mittels Monte-Carlo-Simulation von
einer Konformation ausgehend zufa¨llige A¨nderungen vorzunehmen und einen abstei-
genden Weg durch die Energielandschaft zu wa¨hlen. Doch allein das Kriterium des
abwa¨rts Gehens, garantiert nicht, dass man das globale Minimum innerhalb der Land-
schaft erreicht. Aufgrund der rauhen Energielandschaft landet man leicht in einem
lokalen Minimum und findet nicht mehr heraus. Deshalb arbeitet SMMP z.B. mit dem
Metropolis-Algorithmus, der manchmal auch ein Wegstu¨ck ”bergauf“ wa¨hlt.
3.3.1 Monte-Carlo-Simulation
Die Monte-Carlo-Simulation ist ein stochastisches Verfahren, das auf oft wiederholten
Zufallsexperimenten basiert. Dabei lo¨st die Monte-Carlo-Simulation nicht nur stochas-
tische Probleme, sondern auch Deterministische, wie z. B. mehrdimensionale Integrale:∫
x∈Ω
P (x)A(x)dnx
Die Integration verla¨uft in diesem Fall u¨ber alle mo¨glichen Konformationen des Proteins
(x ∈ Ω). Da dies aber eine unendlich große Anzahl ist, versucht man den Raum Ω
mit zufa¨lligen Konformationen abzudecken. A(x) ist die Observable. Die Ha¨ufigkeit mit
der eine bestimmte Konformation auftritt wird u¨ber P (x), der kanonischen Verteilung,
ermittelt. Die kanonische Verteilung beschreibt die Wahrscheinlichkeit eines Zustandes




e−βE mit β =
1
kBT
Dabei ist kB die Bolzmannkonstante, T die Temperatur des System und Z die Zustands-
summe, die selbst so beschrieben wird:
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In unseren Simulationen wird z. B. ein kanonisches Ensemble behandelt - ein System mit
konstanter Anzahl an Teilchen N, Volumen V und Temperatur T.
Die Konformationen ergeben sich aus einer zufa¨lligen A¨nderung an einem zufa¨llig gewa¨hl-
ten Freiheitsgrad. Der Freiheitsgrad ist ein beliebiger Torsionswinkel. Dadurch vera¨ndern
sich die kartesischen Koordinaten aller Atome, die hinter diesem Winkel gelegen sind.
Dies resultiert in anderen relativen Absta¨nden der Atome untereinander und die Energie
des System muss neu berechnet werden.
Eine solche neue zufa¨llige Konformation wird in der Monte-Carlo-Simulation als Schritt
auf dem Weg zum Minimum angenommen, wenn die Energie geringer als die der alten
Konformation ist. Damit ist ein stetiges Abfallen der Energie garantiert. Jedoch besteht
aufgrund der rauhen Energielandschaft die große Gefahr in einem lokalen Minimum zu
landen. Um dies zu verhindern wird der Metropolis-Algorithmus verwendet.
3.3.2 Metropolis-Algorithmus
Dieser Algorithmus dient dazu den gesamten Konformationsraum einschließlich des glo-
balen Minimums zu erkunden. Der Algorithmus erlaubt es mit einer gewissen Wahr-
scheinlichkeit auch einen Iterationsschritt zu akzeptieren, der eine ho¨here Energie auf-
weist.
Dabei wird beibehalten, dass ein Schritt akzeptiert wird, wenn die Energie der neuen
Konformation geringer ist. Fu¨r den anderen Fall wird die Energiedifferenz zwischen alter
und neuer Konformation betrachtet. Die Akzeptanzwahrscheinlichkeit pa betra¨gt
pa = min(1, e
− ∆E
kBT ).
Zur Entscheidung wird dieser Wert mit einer Zufallszahl zwischen 0 und 1 verglichen.
Ist pa kleiner der Zufallszahl wird der Schritt angenommen, ansonsten abgelehnt.
3.3.3 Parallel Tempering
Der Metropolis-Algorithmus garantiert, dass bei einer unendlich langen Simulation das
globale Minimum gefunden wird. Jedoch wird der Faltungsweg eine lange Zeit in ei-
nem kleineren Gebiet des Faltungstrichters verlaufen, da nur kleine A¨nderungen an der
Konformation geschehen. Das Parallel Tempering, auch Replica Exchange genannt, deckt
innerhalb ku¨rzerer Rechenzeiten ein weitra¨umigeres Gebiet ab, indem es gro¨ßere Spru¨nge
erlaubt[16].
Die Idee, die dahinter steckt, ist M Kopien eines Proteins bei verschiedenen Tempera-
turen zu simulieren. Dabei ist die Kopie bei der ho¨chsten Temperatur dazu in der Lage
den gro¨ßten Raum abzutasten, wa¨hrend Kopien bei geringeren Temperaturen innerhalb
kleinerer Bereiche suchen.
Das Problem bei kleineren Temperaturen ist, dass der Weg in einem lokalen Minimum
enden ko¨nnte. Parallel Tempering sieht unter bestimmten Bedingungen einen Tausch
der Konformationen bzw. Temperaturen zweier Kopien vor. Durch eine Erho¨hung der
Temperatur kann eine Konformation zusa¨tzliche Energie erhalten, um evtl. ein solches
KAPITEL 3. SIMULATION DER PROTEINFALTUNG MIT ECEPP/3 21
3.3. SIMPLE MOLECULAR MECHANICS FOR PROTEINS (SMMP)
lokales Minimum zu u¨berwinden.
Die M Kopien sind eigensta¨ndige kanonische Ensembles, die alle bei einer anderen
Temperatur Ti simuliert werden. Dabei sind die Temperaturen in der Regel aufsteigend
entlang der Prozessoren sortiert. Ein Tausch erfolgt meist zwischen zwei benachtbarten
Kopien, wenn:
Pij = e−∆β∆E .
Fu¨r die Konformationsbestimmung der nativen Struktur sieht es so aus, als wenn Rechen-
zeit vergeudet wu¨rde, da man M -mal das gleiche Protein simuliert. Letzendlich hat sich
aber herausgestellt, dass eine Parallel Tempering Simulation mehr als 1M mal so effizient
ist als eine Standard Monte Carlo Simulation bei einer Temperatur um das Minimum
zu finden. Diese gesteigerte Effizienz stammt daher, dass Konformationen von niedriger
Temperatur erlaubt wurde Regionen zu erreichen, die sie nie ha¨tten erreichen ko¨nnen,
wenn sie bei einer normalen Simulation bei einer Temperatur und M -mal so viel Zeit
ausgefu¨hrt worden wa¨ren (frei u¨bersetzt nach [16]).
Fu¨r die Entschlu¨sselung des Faltungsweges ist aber der Weg das Ziel. Parallel Tempering
fu¨hrt eine Reihe von mo¨glichen Faltungsvorga¨ngen durch. Dadurch wird die gesamte
Energielandschaft erkundet und es ko¨nnen Pfade erkannt werden. Diese ko¨nnen evtl.
Aufschluss daru¨ber geben nach welchen Kriterien sich ein Protein faltet.
Hinzu kommt, dass eine solche Aufgabe gut fu¨r Parallelrechner und Cluster geeignet ist.
Denn es ist ein einfaches paralleles Rechnen mo¨glich und der Kommunikationsaufwand
sehr gering. Daher soll er nun auf der Cell Broadband Engine implementiert werden.
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4 Die Cell Broadband Engine
Die Proteinfaltung ist ein rechenintensives Themenfeld der Biophysik. Der Zeitaufwand
fu¨r die Energieberechnung einer Konformation steigt in ECEPP/3 quadratisch mit der
Anzahl an Atomen. Um dem Aufwand bei der Suche nach der optimalen Konformati-
on gerecht zu werden, kommt man nicht umhin auf parallele Rechnerarchitekturen zu
setzen. Der Trend geht zu Mehrkern-Prozessoren, weil sich dadurch leichter mehr Tran-
sistoren auf einem Chip unterbringen lassen. Wollte man stattdessen nur die Taktrate
erho¨hen, wu¨rde der Stromverbrauch immens steigen. Mit einer effizienten Ausnutzung
von Parallelrechnern kann man aber auch bei geringeren Taktraten gleiche Leistungen
erreichen.
Dieses Kapitel soll die Hardware der Cell Broadband Engine (CellBE) und die daraus
fu¨r die Programmierung resultierenden Konsequenzen vorstellen.
4.1 Die Hardware
Die Cell Broadband Engine wurde entwickelt um an Effizienz mit FPGAs mithalten zu
ko¨nnen und an die Vielseitigkeit von Heim-PCs heran zu reichen. Eigens dafu¨r schlossen
sich die Firmen Sony, Toshiba und IBM zu einer Allianz, bekannt unter dem Namen
STI, zusammen. Die neuartige Architektur, die u¨ber 4 Jahre hinweg entwickelt wurde,
zeichnet sich dabei durch hohe Rechenleistung bei vergleichbar kleiner Chipgro¨ße, gerin-
gem Stromverbrauch und damit verbundener Abwa¨rme aus.
Dieser Mikroprozessor verbindet heterogene Systemkomponenten. Da wa¨re zum einem
ein PowerPC Processing Element - kurz PPE - als Initiator und zum anderen 8 Synergi-
stic Processing Elements - kurz SPE - als schnelle Recheneinheiten. Verbunden werden
sie u¨ber den Element Interconnect Bus (EIB) mit großer Daten-Bandbreite.
Doch neun Kerne allein machen die Cell Broadband Engine nicht ohne weiteres zu dem
Rechenku¨nstler, die sie ist. Mit zeitgleichem Multithreading sowie Pipelining schafft
man ein hohes Maß an Parallelita¨t. Top-Performance erreicht man aber erst mit der
Ausnutzung der Vektorrecheneinheit auf den SPEs - auch wenn dies mit zusa¨tzlichem
Programmieraufwand und komplexerem Code einhergeht.
Seinen ersten Einsatz fand der Cell-Prozessor in der Sony Playstation 3. Anwendungen in
der Medienverarbeitung ko¨nnen die Vektoreinheit effizient ausnutzen. So findet er eben-
so in Toshibas Home Entertainment Produkten seinen Platz. Spitzenpla¨tze erreicht er
auch beim wissenschaftlichen Rechnen in IBM’s BladeServern. Das Cell-basiertes Hybrid-
system Roadrunner at Los Alamos National Laborator setzte sich im Juni 2008 als erster
Peta-Flop-Rechner auf Platz eins der Top500[17]. Die ersten vier Pla¨tze der Green500




Abbildung 4.1: Schematische Darstellung des Cell-Prozessors. Diese Abbildung stellt die Struktur der
Cell Broadband Engine dar. An den Element Interconnect Bus (EIB - Mitte) sind die acht Synergistic
Processing Elements (SPE - oben), das I/O-Interface (rechts unten), der Memory Inferface Controller
(MIC - Mitte unten) sowie das PowerPC Processing Element (links unten) angeschlossen. Der Prozessor
des PPE wird durch 2 Cache-Stufen unterstu¨tzt. Der Memory Flow Controller (MFC) des SPE ist von
der SPU getrennt und kann gleichzeitig auf den Local Store (LS) zugreifen. Quelle: [19]
4.1.1 PowerPC Processing Element (PPE)
Das PPE ist ein 64-Bit Power-PC - ein Performance Chip (PC) mit Leistungsoptimierung
durch erweiterte RISC-Architektur. Bei dieser Erweiterung handelt es sich um ein zusa¨tz-
liches Instruction Set fu¨r Vektorrechnung. Dieses kann die Ausfu¨hrung auf den SPEs
vorbereiten. Weiter verfu¨gt es u¨ber zwei 32KB große Level-1-Caches – jeweils einen fu¨r
Daten und einen fu¨r Befehle. Diese werden durch einen 512KB großen Level-2-Cache
unterstu¨tzt. Die Taktrate des Prozessors ist 3,2GHz.
Das PPE ist die Programmsteuereinheit, dessen Aufgabe die Kontrolle der SPEs ist.
Es kann die Ausfu¨hrung auf den SPEs starten, unterbrechen und stoppen. Dabei muss
es vor allem ihre Einsa¨tze synchronisieren. Es u¨bernimmt also die Verwaltungsarbeit
und u¨bergibt die rechenintensiven Teilaufgaben an die SPEs. Mit der Fa¨higkeit zwei
Threads gleichzeitig ausfu¨hren zu ko¨nnen, kann es neue Threads fu¨r die SPEs erstellen
und parallel sequentielle Programmteile abarbeiten.
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4.1.2 Synergistic Processing Element (SPE)
Die SPEs sind acht identische on-Chip Co-Prozessoren. Sie bestehen jeweils aus einer
eigenen Synergistic Processing Unit (SPU), einem eigenen Local Store (LS) sowie einem
Memory Flow Controller (MFC). Die SPU verfu¨gt u¨ber eine Arithmetical Logical Unit
(ALU), die eine Operation auf jedes Element eines Vektors anwenden kann. Zu den
ma¨chtigen Operationen des SPU Instruction Sets geho¨rt beispielsweise ein Multiply-
Add-Befehl. In einem Prozessortakt ko¨nnen damit in den 128 128-Bit Registern zwei
Vektoren der La¨nge 4 multipliziert und das Ergebnis auf einen dritten Vektor addiert
werden - das macht 8 Floating-Point-Operationen pro Takt bzw. 25,6GFlop/s. Kann
man diese Funktionen richtig ausnutzen, erzielt man hohe Rechenleistung.
Bei einem 256KB großen LS, der nicht durch einen Cache unterstu¨tzt wird, mu¨ssen die
Daten schnell ausgetauscht werden ko¨nnen. Dies u¨bernimmt der MFC – Hardware die
den Datentransfer mittels Direct Memory Access (DMA) zwischen Hauptspeicher (HS)
und LS bzw. zwischen LS und LS verschiedener SPEs auslo¨st. Da mit dem Cache auch
die Caching-Strategien fehlen, muss der Programmierer selbst dafu¨r Sorge tragen, dass
z. B. nicht mehrere SPEs auf eine Hauptspeicheradresse schreiben. Allerdings liegen auch
alle Optimierungsmo¨glichkeiten beim Programmierer.
4.1.3 Element Interconnect Bus (EIB)
Der EIB ist ein 4-fach unidirektionaler Ringbus. Jeweils zwei Ringe versenden mit und
zwei gegen den Uhrzeigersinn. Somit ist die maximale Anzahl an Stationen, fu¨r eine
Nachricht bei 12 Teilnehmern am Bus, sechs. Jeder Teilnehmer kann mit 16Byte pro
Takt lesen und schreiben. Wichtig fu¨r den Durchsatz ist seine Taktrate. Diese liegt bei
der Ha¨lfte des Prozessors. Bei 4 Ringen, die jeweils 3 Operationen von 16Byte alle zwei
CPU-Takte u¨bertragen, kommt man auf eine U¨bertragungsgeschwindigkeit von 96Byte
pro Takt. Die 12 Teilnehmer sind zum einem die PPE und die SPEs, hinzu kommen der
Memory Inferface Controller (MIC) und zwei I/O Interfaces. Der MIC ist zusta¨ndig fu¨r
den Zugriff auf den HS, wa¨hrend die I/O Interfaces zum Datenaustausch zwischen den
zwei Prozessoren eines Blades dienen.
4.2 Die Programmierung
Aufgrund der Hardwarebeschaffenheit der Cell Broadband Engine ru¨ckt fu¨r die Program-
mierung das Master-Worker-Konzept in den Vordergrund. Dabei ist ein Prozess als
Master ausgezeichnet, der die Aufgaben verwaltet und den Workern die dazu zugeho¨rigen
Daten bereitstellt. Die Worker arbeiten ihre Aufgabe ab, liefern das Ergebnis zuru¨ck und
bekommen eine neue Aufgabe. Die SPEs erfu¨llen mit ihrer starken Rechenleistung die
Aufgabe der Worker, das PPE u¨bernimmt den Teil des Masters.
Die Parallelisierung der Cell Broadband Engine la¨sst sich grundsa¨tzlich in zwei Modelle
einteilen. Beim datenparallelen Modell gibt es ein SPE-Programm, dass auf allen SPEs
mit verschiedenen Datensa¨tzen ausgefu¨hrt wird. Bei diesem Modell kann man bei einer
gleichma¨ßigen Datenaufteilung mit einer guten Lastbalancierung rechnen.
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Das zweite - das taskparallele - Modell entspricht einem Pipelining u¨ber die Prozessoren.
Ein Datensatz wird von SPE zu SPE geschickt und erfa¨hrt auf jedem einen anderen Be-
arbeitungsschritt. Um dabei eine gute Ausnutzung der Prozessoren zu erzielen sollten
die Ausfu¨hrzeiten der einzelnen Aufgaben nicht zu sehr voneinander abweichen. An-
sonsten entstehen zu große Wartezeiten und die Funktion mit der la¨ngsten Ausfu¨hrung
bestimmt die Gesamtausfu¨hrung. Sind die Zeiten aber anna¨hernd gleich, bekommt man
ab dem ersten fertigen Datensatz in gleichma¨ßigen Absta¨nden Ergebnisse geliefert. Eine
Mischung aus beiden Modellen ist ebenso mo¨glich.
Doch wie oder womit programmiert man auf der Cell Broadband Engine im Detail?
Die maschinenna¨chste Programmierung ist die Assembler-Programmierung. Aber es gibt
auch andere Methoden.
Das Software Development Kit (SDK) stellt zusa¨tzlich zum normalen C/C++-Sprach-
umfang Intrinsics zur Verfu¨gung. Diese erlauben das Starten von Routinen auf den SPEs
von dem PPE, regeln Datentransfer, nutzen die SIMD-Vektoreinheit auf den SPEs, etc.
Eine Abstraktionsstufe ho¨her steht die Programmierung mit den Schnittstellen OpenMP
und MPI fu¨r shared-Memory bzw. distributed-Memory-Systeme. OpenMP[20] wu¨rde da-
bei ein Ersatz fu¨r die Intrinsics zum Starten von SPE-Routinen darstellen, da beides
parallele Threads auf den SPEs ermo¨glicht. MPI dagegen arbeitet auf Prozess-Ebene.
Damit kann man bei einem Cell-Cluster u¨ber die Knoten parallelisieren.
Noch eine Stufe daru¨ber steht das Framework CellSuperScalar (CellSS). Es bietet a¨hn-
lich OpenMP die Mo¨glichkeit mit Pragmas innerhalb eines sequentiellen Codes Bereiche
zu markieren, die parallel gerechnet werden. Der Compiler macht dann daraus u¨ber
die SPEs parallelisierten Binary-Code, der auch die SIMD-Einheit ausnutzt. Der Vor-
teil von CellSS ist es, dass der Code ebenso fu¨r andere Architekturen compilier- und
ausfu¨hrbar ist.
Doch so einfach ist es nicht ein Programm auf die Cell Broadband Engine zu portieren.
Zusa¨tzlich zu dem generellen Geru¨st, um Threads auf den SPEs zu starten, und ein
paar SIMD-Funktionen bedarf es mehr. Es gilt eine Parallelisierung u¨ber mehrere SPEs
vorzunehmen. Die Daten dafu¨r mu¨ssen verteilt werden. Außerdem muss dabei besonde-
re Acht auf Datenstrukturen gelegt werden. Fu¨r die Berechnung mit SIMD-Funktionen
mu¨ssen meist entsprechende Anpassungen am Algorithmus vorgenommen werden. All
dies soll nun im Detail erkla¨rt werden.
4.2.1 PPE: Aufteilung u¨ber die SPEs
Im Folgenden werde ich das grundlegende Vorgehen auf Seiten des PPE vorstellen, das
zum Anstoßen der SPE-Threads beno¨tigt wird. Allerdings werde ich dabei nicht explizit
auf die einzelnen Parameter in den Aufrufen eingehen, da dies an dieser Stelle zu weit
fu¨hren wu¨rde. Fu¨r Details diesbezu¨glich verweise ich auf Programmierhandbu¨cher[21][22].
Der wichtigste Bestandteil fu¨r einen SPE-Thread ist sein Context. Dieser ist die logische
Repra¨sentation des SPE. Er ha¨lt Informationen u¨ber das Executable, den Programm-
counter, Umgebungsvariablen, etc. und wird auf dem PPE erzeugt und dem Aufruf dem
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SPE mitgegeben. Mit dem Befehl spe context create wird dieser angelegt. In einem
na¨chsten Schritt soll er mit dem SPE-Executable verbunden werden. Verfolgt man al-
lein das datenparallele Modell, dann kann sofort mit spe program load ein Handle,
das ein Pointer auf das Executables ist, u¨bergeben werden. Verfolgt man allerdings das
taskparallele Modell oder eine Mischung aus beiden, dann mu¨ssen den SPEs verschiedene
Executable zugewiesen werden. Dazu weist man dem Handle explizit eines zu. Dies ge-
schieht u¨ber spe image open. Erst danach verbindet man das Handle mit dem Context.
Fu¨r ein Programm, das zwei verschiedene SPE-Executable anstoßen soll, sieht das wie
folgt aus:
1 // Namen der SPU−Executables
char spe names [ 2 ] [ 2 0 ] = {”spu1/ spu main1” , ” spu2/ spu main2” } ;
3 // S c h l e i f e ueber d i e SPEs um:
for (num=0; num<2; num++){
5 // den Context zu e r s t e l l e n
i f ( ( data [num ] . spe c tx = sp e c on t e x t c r e a t e (0 , NULL) ) == NULL) {
7 per ro r ( ” f a i l e d c r e a t i n g context ” ) ; e x i t (1 ) ;
}
9 // das Image des Executables zu laden und
i f ( ! ( program [num] = spe image open(&spe names [num ] [ 0 ] ) ) ) {
11 per ro r ( ” f a i l opening image” ) ; e x i t (1 ) ;
}
13 // mit dem Context zu verbinden
i f ( spe program load ( data [num ] . spe ctx , program [num] ) ) {
15 per ro r ( ” f a i l e d load ing program\n” ) ; e x i t (1 ) ;
}
17 }
Als na¨chstes ist es wichtig, das SPE-Programm in einem eigensta¨ndigen Thread zu star-
ten. Sonst wartet das PPE mit seiner weiteren Ausfu¨hrung auf die Beendigung des SPE.
Dazu definiert man sich folgende Funktion, die einen neuen Thread startet und diesen
auf dem SPE ausfu¨hrt:
1 // erzeugt Thread auf dem SPE und fueh r t dort den Context aus
void ∗ spu pthread (void ∗ arg ) {
3 spu data t ∗datp = ( spu data t ∗) arg ;
u i n t 32 t entry = SPE DEFAULT ENTRY;
5 i f ( spe contex t run ( datp−>spe ctx ,&entry , 0 , datp−>argp ,NULL,NULL)<0){
per ro r ( ” Fa i l ed running context ” ) ; e x i t (1 ) ;
7 }
pth r ead ex i t (NULL) ;
9 }
Bei dem Aufruf kann ein Argument an das SPE-Programm u¨bergeben werden. Deswegen
werden die Daten fu¨r den SPE-Thread fu¨r ein SPE gebu¨ndelt in einer Struktur gehalten.
Diese entha¨lt den Context, den pthread sowie den Argumentpointer.
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1 //Datenstruktur f u e r SPE−Threads
typedef struct spu data {
3 s p e c on t e x t p t r t spe c tx ;
pthread t pthread ;
5 void ∗argp ;
} spu data t ;
7 // Instanzen
spu data t data [ANZAHL SPES ] ;
Hat man fu¨r beide SPEs die Datenstruktur gefu¨llt und den pthread gestartet, laufen die
Programme vollkommen unabha¨ngig voneinander. Das PPE kann in dieser Zeit andere
Arbeit leisten. Sei es fu¨r das Programm no¨tige Rechenarbeit oder die Vorbereitung neuer
SPE-Threads. Dabei wartet es auf die Beendigung der SPE-Threads. Dies geschieht
u¨ber pthread join. Am Ende eines Programmes folgt dann nur noch das Schließen des
Images: spe image close und das Zersto¨ren des Contexts: spe context destroy, um
den Speicher freizugeben.
4.2.2 U¨bertragung von Datenstrukturen
Es bedarf des DMA-Transfers, um die SPEs mit genu¨gend Daten zu versorgen, da-
mit diese sta¨ndig Berechnung durchfu¨hren ko¨nnen. Dieser ist darauf ausgelegt große
Datenmengen vom HS in den LS zu transferieren. Fu¨r kleine Benachrichtigungen zur
Synchronisation zwischen PPE und SPE gibt es die Kommunikation u¨ber Mailboxes.
Der DMA-Transfer kann sowohl von dem PPE als auch dem SPE eingeleitet werden, wo-
bei die Namen der Befehle durch unterschiedliche Pra¨fixe gekennzeichnet sind. Von dem
PPE eingeleitet beginnen die DMA-Kommandos mit spe mfcio – von dem SPE mit
mfc . Fu¨r einen solchen Transfer wird vorher ein Tag vereinbart, der bei jedem Transfer
mitgegeben wird. Insgesamt sieht ein Programm mit DMA-Transfer wie folgt aus:
//Tag r e s e r v i e r e n
2 i f ( ( t a g i d=mfc t ag r e s e r v e ( ) )==MFC TAG INVALID) {
p r i n t f ( ”SPE: ERROR − can ’ t r e s e r v e a tag ID” ) ; return 1 ;
4 }
//Daten aus dem Hauptspeicher in den LS holen
6 mfc get (HS Daten , LS Daten , Groesse , tag id , 0 , 0) ;
do something ( ) ;
8 //Daten aus dem LS in den Hauptspeicher zurueckschre iben
mfc put (HS Daten , LS Daten , Groesse , tag id , 0 , 0) ;
10 //Tag f r e i g e b en
m f c t a g r e l e a s e ( t a g i d )
Zusa¨tzlich kann der DMA-Transfer von LS zu LS erfolgen. Jedoch wurde dies in dieser
Arbeit nicht verwendet, sodass an dieser Stelle nicht weiter darauf eingegangen wird.
Die maximale Transfergro¨ße einer U¨bertragung liegt bei 16 kByte und Peak-Performance
erreicht man bei Gro¨ßen, die ein Vielfaches von 128Byte betragen. Doch abgesehen von
eher unu¨blichen Transfergro¨ßen fu¨r den DMA-Transfer wie 1, 2, 4, 8 Byte muss die
Datengro¨ße ein Vielfaches von 16Byte sein. Dies setzt voraus, dass jede Datenstruktur,
sei es ein Array oder ein Objekt einer Klasse, ein Vielfaches von 16Byte ist. Jede Da-
tenstruktur so mit Padding aufgefu¨llt werden, dass ein solches Alignment gegeben ist.
Zu transferierende Daten du¨rfen nicht beliebig im Speicher abgelegt sein. Sowohl die
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Hauptspeicheradresse als auch die Local-Store-Adresse zwischen denen die Daten u¨bert-
ragen werden sollen, mu¨ssen auf einer 16-Byte-Grenze liegen. Das heißt, dass die Adresse
ohne Rest durch 16 teilbar ist.
Dies hat der Programmierer im Code selbst zu beru¨cksichtigen. Dafu¨r sind folgende
Methoden vorgesehen:
• der Attributzusatz attribute ((aligned(16)))
sorgt dafu¨r, das die Startadresse der zugeho¨rigen Variable oder des zugeho¨rigen
Objektes auf einer 16-Byte-Grenze beginnt. Acht zu geben ist z. B. bei Arrays.
Dieses Attribut stellt nur sicher, dass der Beginn des Arrays auf einer solchen
Grenze gegeben ist. Will man aber vielleicht erst ab einem bestimmt Array-Element
Daten u¨bertragen, so ist nicht garantiert, dass auch dieses Element entsprechend
auf einer 16-Byte-Grenze startet. Davon kann man nur ausgehen, wenn ein Array-
Element 16Byte oder ein Vielfaches davon lang wa¨re oder die La¨nge multipliziert
mit dem Index ein Vielfaches von 16 ergibt.
• malloc align(size, alignment)
fordert dynamisch erzeugten Speicherplatz an, der auf einer bestimmten Byte-
Grenze beginnt. Entsprechend des zweiten Parameters beginnt der angeforderte
Speicherplatz an einer Adresse, die ohne Rest durch 2alignment teilbar ist. Mit
malloc align angeforderter Speicher muss auch wieder mit free align freigege-
ben werden. Außerdem sollte man auch hier davor gewarnt werden unachtsam mit
Pointerarithmetik zu arbeiten.
Zudem ist fu¨r die Programmierung mit C++ zu beachten, dass die Default-Konstruktoren
das normale malloc verwenden. Will man aber auch Klassenobjekte auf die SPEs u¨ber-
tragen, so muss das new und delete entsprechend u¨berladen werden, damit die Objekte
jeweils auf 16-Byte-Grenzen beginnen. Dafu¨r ist es vorteilhaft eine Basis-Klasse anzule-
gen, in der dies implementiert ist und von der entsprechend abgeleitet werden kann.
4.2.3 SIMD-Funktionen nutzen
Fu¨r die effektive Ausnutzung der SPE-Rechenleistung muss man die Vektoreinheit mit
ihren besonderen Funktionen nutzen. Die ALU des SPE verfu¨gt u¨ber Vektorregister und
u¨ber entsprechende Befehle, die einen ganzen Vektor von vier Floating-Point-Zahlen
verarbeiten ko¨nnen. Damit erfu¨llt das SPE die Eigenschaft fu¨r eine SIMD (Single-
Instruction-Multiple-Data)-Architektur nach der Flynnschen Rechnerklassifikation[23].
Eine Operation kann also gleichzeitig auf mehrere Daten angewendet werden. So ko¨nnen
z. B. mit einer SIMD-Funktion zwei vierkomponentige Float-Vektoren aufaddiert wer-
den. Das Ergebnis wird ebenfalls auf einem Vektor gespeichert.
KAPITEL 4. DIE CELL BROADBAND ENGINE 29
4.2. DIE PROGRAMMIERUNG
Abbildung 4.2: Single-Instruction-Multiple-Data (SIMD) Berechnung. Eine SIMD-Operation fu¨hrt eine
Operation auf zwei Vierer-Vektoren aus. Das Ergebnis wird ebenfalls wieder in einen solchen Vektor
geschrieben. In diesem Fall wird eine Addition durchgefu¨hrt. Es sind aber auch boolsche Operationen
oder Verschiebeoperationen mo¨glich. Quelle: [24]
Mit dem Vektorbefehl Multiply-Add werden nicht nur vier, sondern sogar acht, Floating-
Point-Operationen in einem ausgefu¨hrt. Das bedeutet: ist die Operations-Pipeline einmal
gefu¨llt, erha¨lt man damit acht Flop pro Prozessortakt, sofern man einfach genau rech-
net. Beno¨tigt man doppelte Genauigkeit halbiert sich die Leistung entsprechend auf vier.
Genau dieser Faktor ist maßgeblich fu¨r die Beschleunigung des Programmes.
Das Fu¨llen der Operationspipeline dauert einige Taktzyklen. Diese Latenzzeit betra¨gt
fu¨r einfach genaue SIMD-Operationen sechs Takte, fu¨r doppelt genaue weitere sieben
Takte. Dies zeigt auf, dass einzelne SIMD-Operationen la¨nger brauchen als vier einzelne
Berechnungen. Gewinn erzielt man erst bei vielen aufeinanderfolgenden Operationen.
Doch nicht jedes Problem la¨sst sich vektorisieren. Fu¨r eine Vektorisierung muss der Al-
gorithmus des sequentiellen Programmes entsprechend angepasst werden. Einschra¨nkend
wirkt sich dabei aus, dass auf allen Elementen eines Vektors nur die gleiche Operation
ausgefu¨hrt werden kann.
Gut geeignet fu¨r die Cell Broadband Engine sind Anwendungen, die mit Koordinaten
arbeiten. Denn die mathematische Darstellung ist dabei schon vektoriell. So ko¨nnte man
die drei kartesischen Koordinaten in einem Vektor ablegen. Fu¨r die Berechnungen mit
den Vektoren stehen dann die SIMD-Funktionen zur Verfu¨gung. Noch effektiver wa¨re es,
wenn man die vierte Vektorkomponente ebenfalls nutzen ko¨nnte.
Doch Problemstellungen sind selten im mathematischen Sinne vektoriell zu lo¨sen. Und
auch wenn einige Berechnungen des Algorithmus vektoriell erfolgen ko¨nnen, ist es meist
ein sehr geringer Teil des Programmes, der die Leistung der SPEs ausnutzt. Deshalb
mu¨ssen die Algorithmen speziell darauf ausgelegt werden Vektorrechnung zu benutzen,
damit keine Rechenleistung verschenkt wird.
Es lassen sich folgende grundlegende Bedingungen formulieren, die fu¨r eine Vektorisie-
rung erfu¨llt sein mu¨ssen:
• Daten, die mit einer SIMD-Funktion bearbeitet werden sollen, mu¨ssen
– vo¨llig unabha¨ngig voneinander sein
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– zu Additionen, Subtraktion, usw. gruppiert werden ko¨nnen
(dies ist einfacher, wenn die Reihenfolge der Berechnungen vertauschbar ist)
– idealerweise sollen die Berechnungen in einfacher Genauigkeit ein Vielfaches
von vier betragen, oder bei doppelter Genauigkeit in Paaren vorkommen,
um einen kompletten vector zu fu¨llen und so die komplette SIMD-Leistung
auszuscho¨pfen
• auf der gleichen Komponente innerhalb des Datentyps vector stehen, um mit-
einander verarbeitet zu werden; außerdem sollte die Position der Operanden nur
selten verschoben werden mu¨ssen
Eine relativ einfache Parallelisierung kann man bei voneinander unabha¨ngigen Schleifen-
durchla¨ufen durchfu¨hren. Dazu werden die Daten von vier Durchla¨ufen gesammelt und
parallel ausgewertet. Große Einbußen im Laufzeitverhalten muss man hinnehmen, wenn
man Verzweigungen benutzt. Die Fehleinscha¨tzung des Zweiges - also das Nachladen
der Instruktionen des zu durchlaufenden Zweiges - kostet 18-19 Taktzyklen. SIMD-
Operationen mu¨ssen also entsprechend gut vorbereitet sein, um die mo¨gliche Leistung
auch wirklich zu erzielen.
4.3 Zusammenfassung
Die Cell Broadband Engine bietet eine gute Chance zur Laufzeitoptimierung. Fu¨r die
Portierung auf die Cell Broadband Engine muss man einige Voru¨berlegungen anstellen,
inwieweit das Programm dafu¨r geeignet ist.
Das wichtigste Kriterium ist die Frage nach der Vektorisierbarkeit. Dafu¨r sollte eine
hohe Datenunabha¨ngigkeit gegeben sein, um flexibel die Operationsreihenfolge a¨ndern
zu ko¨nnen. Ohne eine effiziente Ausnutzung der Vektoreinheit wird man mit der Leistung
nicht zufrieden sein. Denn die Programmierarbeit ist mit einem Mehraufwand verbun-
den, der sich auch auszahlen soll.
Der na¨chste Blick sollte auf die Datenmenge und die U¨bertragung gerichtet werden. Der
LS verfu¨gt lediglich u¨ber 256KB, in die außer den Programmdaten auch das Programm
selbst geladen werden muss. In diesem Zusammenhang spielt die U¨bertragungsgeschwin-
digkeit zwischen HS und LS, sowie die Latenzzeit eine wichtige Rolle. Es sollten immer
große Datenmengen mit einem einzigen DMA-Transfer u¨bertragen werden, da sich sonst
die Latenzzeit in der Ausfu¨hrzeit zu stark bemerkbar macht. Außerdem sollten die Be-
rechnungszeiten zwischen einzelnen U¨bertragungen la¨nger als die U¨bertragung selbst
sein. Die Daten fu¨r diesen Zeitraum mu¨ssen dazu gesammelt in den LS passen.
Fu¨r das Erzielen einer schneller U¨bertragung sind einige Dinge bei der Erstellung der
Datenstrukturen zu beachten. Die Daten mu¨ssen dazu zusammenha¨ngend im HS auf
einer 16-Byte-Grenze abgelegt werden. Außerdem mu¨ssen sie, um auf verschieden viele
SPEs u¨bertragen werden zu ko¨nnen, ein Vielfaches von 16Byte groß sein. Dies muss
außerdem vorliegen, wenn die Datengro¨ße 16KByte u¨berschreitet und der Transfer ge-
splittet werden muss.
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5 Die Implementierung
Die Implementierung des Proteinkraftfeldes ECEPP/3 beinhaltet die Erstellung eines
SPE-Moduls, das die Energieberechnung der aus der Monte-Carlo-Simulation stammen-
den Konformationen u¨bernimmt. Ziel ist es, die Zeit dieses rechenintensiven Teils des
Programmes zu minimieren, um die Faltung gro¨ßerer Proteine zu simulieren zu ko¨nnen.
In den ersten beiden Kapiteln wurde dargestellt welche Bedeutung Proteinen und deren
Faltung beizumessen ist und auf welchen Grundlagen das Kraftfeld ECEPP/3 basiert.
Außerdem wurde die Cell Broadband Engine hardwaretechnisch vorgestellt und zusa¨tz-
lich ein paar absolut notwendige Programmierbesonderheiten gezeigt, die im Verlauf
dieses Kapitels ihre Anwendung finden werden.
Fu¨r die Umsetzung des Moduls musste man sich mit zwei wesentlichen Punkten be-
fassen: die Datenstrukturen, deren Parallelisierbarkeit und U¨bertragung auf die SPE;
und die Anpassung des Algorithmus. Dazu werden erste Voru¨berlegungen sowie drei
Entwicklungsstufen dargestellt.
5.1 Analyse
In der seriellen Implementierung verbraucht die Energieberechnung u¨ber 99% der Rechen-
zeit[25]. Daher gilt es sie effizient zu parallelisieren. Mit der Cell Broadband Engine
besteht die Mo¨glichkeit gleich mehrerer Parallelisierungen. Auf einer SPE kann die
Berechnung theoretisch 4-fach parallelisiert werden, indem SIMD-Funktionen genutzt
werden. Ein Cell-Blade verfu¨gt u¨ber 16 SPEs, die gleichzeitig genutzt werden ko¨nnen.
Außerdem besteht in einem Cluster von Cell-Blades die Mo¨glichkeit der MPI-Paralleli-
sierung u¨ber alle Blades.
Fu¨r die Proteinfaltung mit dem Parallel Tempering Monte-Carlo-Algorithmus bedeutet
dies, dass man auf jedem Blade die Simulation bei einer Temperatur vornehmen ko¨nnte.
Zusa¨tzlich kann die Energieberechnung u¨ber bis zu 16 SPEs parallelisiert werden, wobei
jedes Element fu¨r sich nochmals vektorisiert rechnet.
Die zu implementierende Berechnung besteht aus mehreren einfachen Operationen, die
alle als SIMD-Funktionen auf der Cell Broadband Engine implementiert sind. Die dar-
aus resultierenden Ergebnisse werden in einer Summe zusammengefasst. Die Reihenfolge
der Aufsummierung spielt dabei keine Rolle. Die Abstandsberechnung zweier Atome ist
der zeitlich dominierende Faktor der Berechnung. Diese ist fu¨r kartesische Koordinaten
vektoriell. Diese Problemstellung sollte also fu¨r die Implementierung auf der Cell Broad-
band Engine geeignet sein.
Der Grund fu¨r die lange Rechenzeit bei großen Moleku¨len ist die Anzahl der no¨tigen
Berechnungen fu¨r einen Simulationsschritt. Die Komplexita¨t des Algorithmus liegt bei
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0(n2). Die Anzahl der durchzufu¨hrenden Berechnungen vervierfacht sich demnach, wenn
sich die Gro¨ße des Proteins (d. h. die Anzahl seiner Atome) verdoppelt.
Da der Rechenaufwand von der Anzahl der Daten abha¨ngt, bietet sich hierbei das da-
tenparallele Modell fu¨r die SPE-Ausnutzung an. Deshalb sollte das Problem bei einer
gleichma¨ßigen Aufteilung gut u¨ber die SPEs skalieren.
5.1.1 Zielsetzung
Das Ziel dieser Arbeit ist es, die Energieberechnung fu¨r das Proteinkraftfeld ECEPP/3
mo¨glichst effizient auf der Cell Broadband Engine zu implementieren. Dazu muss sie
vektorisiert und u¨ber alle 16 SPEs eines Blades parallelisierbar sein.
Fu¨r die Implementierung ist ein geeigneter Algorithmus sowie passende Datenstrukturen
im Hinblick auf die SIMD-Konformita¨t zu konzipieren. Zu beachten ist dafu¨r, dass der
Algorithmus ein schnelles Abarbeiten von Daten ermo¨glicht. Die Daten mu¨ssen den
Alignment-Anforderungen entsprechen und in mo¨glichst großen Datenblo¨cken u¨bertra-
gen werden. Zudem mu¨ssen die Daten in den LS passen. Dafu¨r sollte es von der Daten-
struktur und vom Algorithmus her mo¨glich sein die Daten u¨ber die SPEs aufzuteilen.
Der Quellcode soll gut lesbar und versta¨ndlich sein. Außerdem soll es mo¨glich sein,
Funktionalita¨ten wieder zu verwenden, um das Projekt weiterfu¨hren zu ko¨nnen.
5.1.2 Schnittstelle
Das SPE-Modul, das die Energieberechnung durchfu¨hren soll, soll aus einem bestehen-
den Fortranprogramm, das die Monte-Carlo-Simulation u¨bernimmt, aufgerufen werden.
Um die Implementierung des Moduls unabha¨ngig vom Fortranprogramm zu ermo¨glichen,
werden die Eingabedaten der Simulation aus Dateien eingelesen und in die entsprechenden
Datenstrukturen, die als Schnittstelle zwischen PPE- und SPE-Programm zur Verfu¨gung
stehen, u¨berfu¨hrt. Spa¨ter u¨bernimmt das Fortran-Programm selbst die Bereitstellung der
Daten.
Die Datenstrukturen mu¨ssen fu¨r die U¨bertragung zwischen PPE und SPE und umgekehrt
in beiden Programmen bekannt sein und den Alignment-Anforderungen entsprechen.
Außerdem sollte die zu u¨bertragende Datenmenge so reduziert wie mo¨glich sein aber
zugleich von der PPE auch soweit fu¨r die Berechnung aufbereitet sein, damit die SPE
nur zu rechnen braucht. Verzweigungen sind sehr zeitintensiv, sodass das PPE den SPEs
mo¨glichst viele Entscheidungen abnehmen sollte.
5.1.3 Programmiersprache C++
Die Wahl der Programmiersprache fu¨r dieses Modul ist auf C++ gefallen, um ein maxi-
males Maß an Effizienz bei mo¨glichst guter Lesbarkeit zu erzielen. Da C++ zur nativen
Cell-Programmierung geho¨rt, kann man bei sorgfa¨ltiger Programmierung die System-
resourcen optimal ausnutzen. Der Programmierer hat dabei die Optimierung selbst in
der Hand. Bei den Intrinsics des SDK handelt es sich um Inline-Assembler-Code, sodass
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sie eine versta¨ndliche und zugleich maschinennahe Nutzung mo¨glich machen.
Eine Abbildung der realen Welt ist auch gut mo¨glich. So kann z. B. ein Atom oder ein
Torsionswinkel in einer eigenen Klasse modelliert werden. Dadurch wird ein intuitiverer
Zugriff auf die Daten geschaffen.
Eine Kapselung der Daten resultiert auch in einer besseren Lesbarkeit des Quellcodes.
Zudem kann das Programm durch das Klassenprinzip in funktionale Einheiten geglie-
dert werden. Dadurch kann auch ein Teil der Komplexita¨t in den Klassen ”versteckt“
und Wiederholungen vermieden werden. Außerdem ko¨nnen die Klassen wiederverwendet
werden.
Wenig Wiederholung ist gerade fu¨r gro¨ßere Programme wichtig, da sie mo¨glichst mit allen
zugeho¨rigen Daten in den LS der SPEs passen sollen. Selbst wenn unza¨hlige Instanzen
einer Klasse erzeugt wurden, sind die Methoden nur einmal referenziert und nehmen
daher auch nur einmal Speicherplatz ein.
5.1.4 Einfache oder doppelte Rechengenauigkeit
Die Cell Broadband Engine stellte in ihrer ersten und zweiten Generation (QS20+21)
nur einfach-genaue Floating-Point-Berechnungen zur Verfu¨gung. Seit QS22 sind genauso
doppelt-genaue Floating-Point-Berechnungen mo¨glich. Nutzt man diese, ist die zu erzie-
lende maximale Rechenleistung aber entsprechend nur halb so groß.
Fu¨r die Simulation an sich sind die absoluten Ergebnisse der Gesamtenergie nicht von
tragender Bedeutung. Wichtig ist, dass die Energiedifferenz zwischen zwei Schritten kor-
rekt ist. Daher haben wir uns fu¨r einfach-genaue Floating-Point-Arithmetik entschieden.
Denn es kann so eine ho¨here Leistung erzielt werden. Die Gefahr bei einfacher Genau-
igkeit besteht darin, dass aufgrund von Auslo¨schung das Ergebnis so stark beeinflusst
wird, dass die Energiedifferenz zwischen zwei Konformationen nicht richtig ist. Dieses
Problem ist im Laufe der Entwicklung im Auge zu behalten.
5.1.5 Daten
Fu¨r eine Simulation sind folgende Daten no¨tig:
• Beschreibung des Kraftfeldes
Zur Beschreibung der Lennard-Jones-Potentiales dienen die Matrizen A, B, C und
D aus der Gleichung (3.1). Sie haben die Form m ×m, wobei m die Anzahl der
Atome darstellt. Die Matrizen werden auf n×nMatrizen abgebildet, wobei n = 18
ist. Denn fu¨r das Potential sind lediglich die Atomtypen der wechselwirkenden
Paare von Bedeutung und so kann fu¨r große Problemgro¨ßen Speicherplatz gespart
werden.
Fu¨r die Beschreibung des Torsions-Potentiales gibt es drei Parameterfelder der
La¨nge n, die fu¨r jeden Torsionstypen die Tiefe und das Vorzeichen sowie die Anzahl
der Minima des Potential beinhaltet.
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• Beschreibung der Atome
Die Atome werden mit ihrer Bezeichnung, ihren Atomtypen, ihrer Ladung und
ihren kartesischen Koordinaten beschrieben. Dabei ist der Typ relevant fu¨r die
Wechselwirkungen mit anderen Atomen. U¨ber ihn werden die Parameter inner-
halb der oben genannten Matrizen indiziert und so die Berechnungen der Lennard-
Jones-Potentiale durchgefu¨hrt. Die Ladung wird fu¨r die Coulomb-Wechselwirkung
beno¨tigt.
In alle drei Terme geht der Abstand der Atompaare ein. Er la¨sst sich aus den karte-
sichen Koordinaten, der ra¨umlichen Anordnung der Atome, berechnen. Mit jedem
Simulationsschritt, in dem ein zufa¨llig gewa¨hlter Torsionswinkel zufa¨llig gea¨ndert
wird, verschieben sich alle Atome, die sich in der Sequenz hinter diesem Winkel
befinden. Zur Berechnung der neuen Konformation mu¨ssen alle Koordinaten neu
u¨bertragen werden.
• Beschreibung der Torsionswinkel
Ein Torsionswinkel besteht aus den Angaben seiner Bezeichnung, seinem Typen
und seines Wertes. Der Wert muss fu¨r die Berechnung des Kosinus im Bogen-
maß vorliegen oder dahin umgerechnet werden. Wie gerade schon erwa¨hnt, wird
mit jedem Simulationsschritt ein Winkel zufa¨llig gea¨ndert. Daher muss auch diese
Neuerung vor jeder Berechnung auf die SPE u¨bertragen werden.
• Beschreibung der nahen Nachbarn
In die Berechnung fließen diejenigen Energien nicht ein, die aus Wechelwirkungen
zwischen direkten Nachbarn und na¨chsten Nachbarn stammen. Wechselwirkungen
zwischen Atomen die genau drei Bindungen voneinander entfernt sind, gehen mit
dem Faktor 12 im van-der-Waals-Term ein. Die Gru¨nde dafu¨r wurden bereits in
3.2.1 genannt.
Nun muss dieses Wissen u¨ber die Nachbarschaftsverha¨ltnisse der Atome geeignet
gespeichert werden. Die Speicherung soll mo¨glichst wenig Speicherplatz beno¨tigen
und sich effizient auf den Algorithmus auswirken.
Die Lo¨sung sind Nachbarschaftslisten, die jeweils Atompaarungen ihrer Auspra¨gung
enthalten. Z. B. entha¨lt eine Liste alle Atomepaare, die 1-4-Nachbarn sind. Diese
Listen mu¨ssen dann von den SPEs abgearbeitet werden und ko¨nnen einfacher vek-
torisiert werden.
• Unterscheidung zwischen van-der-Waals- und Wasserstoffbru¨ckenbindungs-Term
Außer den Nachbarschaftsverha¨ltnissen muss unterschieden werden, ob eine Atom-
paarung eine Wasserstoffbru¨cke ausbilden kann oder nicht. Daru¨ber entscheiden die
Atomtypen. Je nachdem geht der van-der-Waals- oder Wasserstoffbru¨ckenbindungs-
Term in die Bilanz ein.
Dafu¨r eignet sich ebenfalls das Prinzip der Listen, sodass die Klassen weiter spe-
zifiziert werden, z. B. zu 1-4-Nachbarn die keine Wasserstoffbru¨cken ausbilden.
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5.2 Umsetzung
Zur Umsetzung des Moduls geho¨rt die Erstellung der Datenstrukturen sowie des Algo-
rithmus. Die Entwicklung eines Algorithmus wird in einem Prozess u¨ber mehrere Stufen
beschrieben. Dieser Prozess wurde maßgeblich vom Laufzeitverhalten, der Skalierung
u¨ber die SPEs und die Gro¨ße der berechenbaren Proteinstrukturen getrieben. In diesem
Zusammenhang wurden weitere Erkenntnisse gesammelt, die fu¨r spa¨tere Voru¨berlegun-
gen in anderen Projekten eine Rolle spielen ko¨nnen.
5.2.1 Datenstrukturen
Bei der Entwicklung der Datenstrukturen spielen der Speicherbedarf, das Alignment und
die Verwendung von Vektordatentypen eine wichtige Rolle. Am Beispiel des Torsions-
winkel sollen die ersten beide Punkte erkla¨rt werden.
Ein Torsionswinkel besteht aus seiner Bezeichnung, seinem Typ und seinem Wert. Diese
werden als char, int und float gespeichert. Ein int- und ein float-Wert nehmen jeweils
vier Byte ein, fu¨r den Namen beno¨tigt man drei Character.
Die Attribute des Objektes ordnet man am besten vom Gro¨ßtem zum Kleinsten an.
Denn dann wird am wenigsten Padding vom Compiler hinzugefu¨gt, um einen Datentypen
auf einer bestimmten Grenze beginnen zu lassen. In diesem Fall steht zuerst der Typ
und Winkel, danach die Bezeichnung. Dies sind insgesamt 11 direkt aufeinanderfolgende
Byte. Der Compiler wu¨rde nun ein Byte Padding hinzufu¨gen, damit der na¨chste Daten-
typ auf einer 4-Byte-Grenze anfa¨ngt. Um aber bei einem Array von Torsionswinkeln eine
fehlerfreie U¨bertragung fu¨r jedes Element einzeln garantieren zu ko¨nnen, mu¨ssen min-
destens zwei weitere Byte explizit hinzugefu¨gt werden. Der Compiler wu¨rde dies durch
drei weitere (implizite) Byte auf eine 16-Byte-Grenze erga¨nzen. Damit beno¨tigt jeder
abgespeicherte Winkel 16Byte.
Fu¨r die wichtigste Struktur, das Atom, wird ein Vektordatentyp verwendet. Das Atom
besteht aus einem Namen, einem Typ, einer Ladung sowie einer Lage im R3. Die zu-
geho¨rigen Daten sind char, int und float. Die wichtigste Methode, die fu¨r ein Atom zu
definieren ist, ist die Abstandsberechnung zwischen zwei Atomen. Da diese Methode fu¨r
jede Energieberechnung einmal aufgerufen wird, ist die Laufzeit dieser Methode maß-
geblich fu¨r die Gesamtlaufzeit. Zu berechnen ist r2 = (x1−x2)2+(y1−y2)2+(z1− z2)2.
Dies kann gro¨ßtenteils mit SIMD-Funktionen (folgt in Kapitel 5.2.2) berechnet werden.
Deshalb werden die drei Koordinaten in einem float-Vektor abgespeichert. Um den vier-
ten Eintrag nicht frei zu lassen, wird die Ladung dort abgelegt. Darauf folgt der Typ und
Name. Der float-Vektor ist 16Byte lang. Damit ergeben sich insgesamt 23Byte. Diese
mu¨ssen fu¨r ein 16Byte Alignment bis auf 32Byte aufgefu¨llt werden.
5.2.1.1 U¨bertragung
Es ist fu¨r die Ausfu¨hrung besser, wenn die U¨bertragung von den SPEs selbst eingeleitet
wird. Dann ko¨nnen die SPEs gleichzeitig den DMA-Transfer fu¨r sich einleiten, wa¨hrend
das PPE ho¨chstens in seinen zwei Threads diese Aufgabe u¨bernehmen ko¨nnte. Außerdem
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ist die Latenzzeit fu¨r den SPE-seitigen DMA-Transfer ku¨rzer als fu¨r den PPE-seitigen.
Aber woher wissen die SPEs von welchen Hauptspeicheradressen sie sich wieviele Daten
holen sollen? Dafu¨r gibt es eine Kontrollstruktur, die diese Informationen bereit ha¨lt.
Handelt es sich um einzelne Daten kann dies auch u¨ber Mailbox-Kommunikation erfol-
gen. Allerdings beno¨tigt eine 64-Bit-Adresse schon zwei solcher Empfangsbefehle. Daher
ist die Kontrollstruktur die erste Wahl. Die Hauptspeicheradresse dieser Struktur ist im
Context eines jeden SPE gespeichert. Die Adresse des Contextes ist der U¨bergabepara-
meter an die SPE-Hauptfunktion.
Zur Initialisierung der Berechnung werden die Matrizen A, B, C und D zur Beschreibung
des Kraftfeldes beno¨tigt. Die Listen definieren fu¨r welche Atompaare welche Wechsel-
wirkungen berechnet werden mu¨ssen. Diese mu¨ssen zu Beginn einmalig auf die SPEs
gebracht werden. Fu¨r jede einzelne Konformation mu¨ssen die Daten der Atome und
Torsionswinkel gea¨ndert werden. Das bedeutet, dass dieser Hauptspeicherbereich immer
neu auf die SPEs u¨bertragen werden muss.
5.2.2 Vektorisierung
Die Vektorisierung des Algorithmus ist die schwierigste Aufgabe. Nicht jede Problem-
stellung la¨sst eine Vektorisierung zu und mehrere Nebenfaktoren beeintra¨chtigen die
Leistung. Um anna¨hernd einen Speedup von vier gegenu¨ber dem nicht vektorisierten
Programm zu erreichen, mu¨ssen der Algorithmus und die Datenstrukturen auf einen
schnellen Programmablauf ausgelegt sein. Eine Mo¨glichkeit ist von Fall zu Fall neu zu
entwickeln und am besten auch gegenu¨ber anderen Varianten zu testen. Denn man denkt
selten an alle Faktoren, die die Zeit herabsetzen ko¨nnen.
Am einfachsten ist die Umsetzung fu¨r Datenstrukturen, die vektoriell dargestellt werden
ko¨nnen. Ein gutes Beispiel ist die Abstandsberechnung zweier Atome, die in der Klasse
Atom bereitgestellt werden soll. Dafu¨r muss r2 = (x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2
berechnet werden. Schreibt man die Koordinaten eines Atoms als Vektor, so ist ein Teil
der Berechnung durch eine Differenz und eine Potenz darzustellen.
Dies sieht dann wie folgt aus:
(−→v1 −−→v2)2 =
 x1 − x2y1 − y2
z1 − z2
2
Danach mu¨ssen lediglich die einzelnen Komponenten des Vektors aufaddiert werden.
Damit werden acht Operationen durch zwei SIMD- und zwei Einzeloperationen ersetzt.
Fu¨r Rechnungen, in denen mehrere gleiche Operationen verwendet werden und deren
Operationsreihenfolge beliebig ist, ko¨nnten die Operationen so zusammengefasst wer-
den, dass mehrere auf einmal berechnet werden. Dies ist jedoch eher selten.
O¨fter treten Schleifen auf, deren Berechnungen unabha¨ngig voneinander sind. Diese
ko¨nnen gut vektorisiert werden, indem man die Daten fu¨r vier bzw. zwei (bei einfach
bzw. doppelter Genauigkeit) Iterationen in einem Vektor speichert und alle vier bzw.
zwei Iterationen eine SIMD-Funktion darauf ausfu¨hrt.
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Daraus ergibt sich nachfolgende Struktur:
1 v e c f l o a t a , b ;
for ( i =0; i<n ; i+=4){
3 for ( j =0; j <4; j++){
a . s [ j ] = . . . ;
5 b . s [ j ] = . . . ;
}
7 spe func ( a . v , b . v ) ;
}
Wichtig ist hierbei das Inkrement um vier in der a¨ußeren Schleife. Die dabei ”u¨bersprun-
genen“ Iterationen werden in der inneren Schleife vorbereitet und in einem Schritt in
der SIMD-Funktion verarbeitet.
5.2.3 Algorithmus
Das zu implementierende Problem la¨sst sich trotz allen Einschra¨nkungen, die im Vorhin-
ein gemacht wurden, noch auf verschiedene Arten bearbeiten. Wie der Entwicklungsweg
zur erstmal endgu¨ltigen Fassung von statten ging soll nun erkla¨rt werden.
5.2.3.1 Ausgangspunkt



























Darin gibt es drei Doppelsummen, die die Wechselwirkungen Coloumb, van-der-Waals
und Wasserstoffbru¨ckenbindungen von jedem Atom zu jedem Atom beschreiben. Die
letzte Summe la¨uft einfach u¨ber alle Torsionswinkel. Die Wechselwirkungen naher Nach-
barn (bis zwei Bindungen entfernt) werden nicht berechnet. Der Wasserstoffbru¨ckenbin-
dungsterm geht in die Bilanz ein, wenn eine solche Bru¨cke zwischen den zwei Atomen
ausgebildet werden kann (s.3.1.2). Ansonsten geht der van-der-Waals-Term ein, der bei
1-4-Nachbarn mit dem Faktor 12 im abstoßenden Teil des Lennard-Jones-Potentials zu
beru¨cksichtigen ist.
Der Ablauf eines sequentiellen Programmes sieht demnach folgendermaßen aus:
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Über alle Atome



















Abbildung 5.1: Nassi-Shneiderman-Diagramm fu¨r einen sequentiellen Programmablauf. Dieser Ablauf
ist die Folgerung aus der oben beschriebenen Formel und den genannten Einschra¨nkungen, wie man ihn
auf einer herko¨mmlichen Architektur implementieren wu¨rde. Es werden alle Atompaare durchlaufen und
anhand der Kriterien der entsprechende Summand berechnet.
Insgesamt lassen sich damit folgende Aussagen u¨ber die Problemstellung machen:
• die Komplexita¨t des Coulomb-, van-der-Waals- oder Wasserstoffbru¨ckenterms be-
tra¨gt O(n2)
• die Komplexita¨t des Torsionterms betra¨gt O(n)
• innerhalb der Berechnung sind drei Entscheidungen zu treffen:
– sind die Atome eines Atompaares direkte oder na¨chste Nachbarn, brauchen
die zugeho¨rigen Wechselwirkungen nicht berechnet zu werden
– kann zwischen den Atomen eines Atompaares eine Wasserstoffbru¨cke ausge-
bildet werden, so geht der Wasserstoffbru¨ckenterm in die Bilanz ein, ansonsten
der van-der-Waals-Term
– sind die Atome eines Atompaares 1-4-Nachbarn, so geht der abstoßenden Teil
des van-der-Waals-Terms nur mit dem Faktor 12 ein
Insgesamt ergeben sich dabei drei unabha¨ngige Klassen von Atompaaren, die in der Be-
rechnung gesondert betrachtet werden mu¨ssen: a) die weit entfernten und b) 1-4 Nach-
barn, die keine Wasserstoffbru¨cke ausbilden sowie c) alle, die sie ausbilden ko¨nnen.
Dabei gibt es weniger 1-4-Nachbarn als weit-entfernte Nachbarn und auch die Anzahl
der Atompaare die Wasserstoffbru¨cken ausbilden sind wesentlich geringer als die, die es
ko¨nnen. Dies wird fu¨r den weiteren Verlauf der Implementierung relevant werden.
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5.2.3.2 Abarbeiten von Listen
Das Konzept der Listen ist simpel. Die Listen halten die Informationen u¨ber die Atom-
paare bereit, die einer Klasse (z. B. 1-4-Nachbarn und keine Wasserstoffbru¨ckenbindung)
angeho¨ren. Eine solche Liste kann, von vorn nach hinten in Vierer-Gruppen abgearbeitet,
vektorisiert werden. Dabei gibt es keine Sonderfa¨lle, die die Befehlsfolge unterbrechen
ko¨nnen. Lediglich am Ende muss bei der Berechnung der Summe darauf geachtet werden,
dass der Vektor nicht voll besetzt ist, wenn die Liste keine durch vier teilbare Anzahl an
Elementen entha¨lt.
Der Ablauf fu¨r diese Problemstellung sieht dann wie folgt aus:
Über alle Atompaare der Liste ’weit entfernte Nachbarn, die keine Wasserstoffbrücke ausbilden’
Berechne Coulomb
Über alle Atompaare der Liste ’1−4 Nachbarn, die keine Wasserstoffbrücke ausbilden’
Berechne Coulomb
Berechne van−der−Waals
Berechne van−der−Waals mit Faktor 1/2





Abbildung 5.2: Nassi-Shneiderman-Diagramm fu¨r Listen-Programm. Mit den in 5.2.1 beschriebenen Lis-
ten ist der Programmablauf stark auf die Vektorisierung ausgelegt. Der Ablauf entha¨lt im Vergleich zum
sequentiellen Ablauf keinerlei Verzweigungen. Jedoch deuten die einfachen Schleifen im Gegensatz zu
der doppelten Schleife im sequentiellen Ablauf das Problem der großen Anzahl an Listeneintra¨gen an.
Das erste Testsystem besteht aus 33 Atomen. Daraus ergeben sich 33∗(33−1)2 = 528 zu
berechnende Atompaare. Davon gehen fu¨r das hier simulierte Peptid 87 nahe Nachbar-
Atompaare ab, sodass noch 441 u¨brig bleiben. Außerdem gibt es 15 Torsionswinkel. Fu¨r
eine Iteration der Berechnung einer solch kleinen Konformation mit knapp 900 Summan-
den, beno¨tigt man rund 4, 85∗10−5 Sekunden auf einem SPE. Inklusive der U¨bertragung
der Atom- und Torsionsdatensa¨tze sind es 5, 57 ∗ 10−5 Sekunden.
Wie ich in meiner Seminararbeit u¨ber die Vektorisierung und Parallelisierung einer
Wellengleichung[26] zeigen konnte, kann man auf dem SPE mit der Vektorisierung einen
Speedup von vier erzielen. Ein entsprechender Vergleichswert fu¨r diese Problemstellung
auf den SPEs existiert nicht. Einziger Vergleichswert sind 9, 45 ∗ 10−5 Sekunden fu¨r
das Originalprogramm auf dem PPE. Dies ist nur geringfu¨gig langsamer als die vektor-
isierte SPE-Version. Jedoch ist die SPE-Berechnung ohne Vektorisierung langsamer als
eine Berechnung auf dem PPE. Somit la¨sst dieser Vergleichswert auf einen a¨hnlichen
Speedup fu¨r die Vektorisierung schließen.
Eine Parallelisierung u¨ber die SPEs ist bei diesem Modell einfach vorzunehmen, indem
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jedes SPE einen Teil der Listen erha¨lt. Die Ergebnisse mu¨ssen am Ende nur einzeln
summiert werden. Aufgrund der guten Lastbalancierung und keinerlei Kommunikations-
bedarf der SPEs untereinander sollte das Konzept u¨ber alle 16 SPEs skalieren.
Doch so effektiv wie die Listen die Berechnung auch machen, sie haben einen sehr ho-
hen Speicherbedarf. Die vier Listen teilen sich alle zu berechnenden n(n−1)2 Atompaare
abzu¨glich der nahen Nachbarn. Dabei steigt die Anzahl der 1-4-Nachbarn und der Paare
die Wasserstoffbru¨cken ausbilden linear an. Die Anzahl der weit-entfernten Nachbarn
ohne Wasserstoffbru¨cken steigt dagegen quadratisch.
5.2.3.3 Abarbeiten von inversen Listen
Das Konzept der Listen hat sich generell als effizient erwiesen. Doch ist der Speicherbe-
darf zu optimieren. Das gro¨ßte Problem ist es, die große quadratisch ansteigende Liste
der weit-entfernten Nachbarn ohne Wasserstoffbru¨ckenbindungen zu speichern. Aber die
drei Klassen, die in der Berechnung gesondert betrachtet werden mu¨ssen, ko¨nnen auch





Der daraus sich ergebende Ablauf a¨hnelt sehr dem sequentiellen Programm:





















Abbildung 5.3: Nassi-Shneiderman-Diagramm fu¨r Programm mit inversen Listen. Um die Eingrenzung
der Klassen vorzunehmen, muss man ein Ausschlussverfahren innerhalb der Listen vornehmen. Der
Ablauf des Programmes a¨hnelt damit sehr dem sequentiellen Programm. Im Vergleich zur ersten Version
hat man wieder Verzweigungen. Man hat aber auch wieder eine doppelte Schleife. Sie deutet an, dass
der Speicheraufwand fu¨r die Listen gesunken ist.
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Das Problem ist, dass innerhalb dieses Ablaufes eine Vektorisierung nur schwer vor-
zunehmen ist. Bei dem Coulomb- und Torsionsterm gibt es kein Problem immer vier
aufeinanderfolgende Rechnungen zu einer SIMD-Rechnung zusammenzufassen. Doch ist
dies bei den Wasserstoffbru¨cken- und den zwei unterschiedlichen van-der-Waals-Termen
durch ihr unregelma¨ßiges Auftreten nicht der Fall. Dadurch kann nicht nach vier Atom-
paaren eine SIMD-Berechnung durchgefu¨hrt werden, da diese Paare nicht zu einer Klasse
geho¨ren. Es muss immer abgefragt werden, ob vier Datensa¨tze zu einer Klasse gesammelt
worden sind, damit nun eine SIMD-Operation ausgefu¨hrt werden kann. Doch wu¨rde dies
eine weiter Abfrage innerhalb eines jeden Zweiges bedeuten, sodass vier Entscheidungen
getroffen werden mu¨ssen.
Und auch wenn vier Verzweigungen nach nicht viel klingt, so beweisen die Ergebnisse,
dass dies Zeit kostet. Das gleiche System von 33 Atomen beno¨tigt fu¨r die Berechnung
einer Iteration 5, 23∗10−4 Sekunden und mit U¨bertragung 5, 27∗10−4 Sekunden. Damit
ist diese Implementierung um den Faktor 10 langsamer geworden. Dafu¨r wird zur Spei-
cherung der Listen weniger Platz im LS verbraucht, sodass gro¨ßere Proteine simuliert
werden ko¨nnten.
Der Grund fu¨r die Einbußen im Laufzeitverhalten liegt darin, dass eine falsche Vorher-
sage des zu durchlaufenden Zweiges 18-19 Taktzyklen dauert[27]. Denn es mu¨ssen die
Befehle des anderen Zweiges ins Befehlsregister geladen werden. Dies macht den Gewinn
durch die SIMD-Funktionen pro Durchlauf wieder zunichte.
5.2.3.4 Berechne zu viel und zieh es wieder ab
Die SIMD-Funktionen bringen also nur eine große Leistung hervor, wenn die Befehls-
sequenz nicht durch Verzweigungen unterbrochen wird. Doch wie vermeidet man die
Verzweigungen und umgeht gleichzeitig große Listen? Was nimmt man dafu¨r in Kauf?
Die Rechenleistung zum Erzielen von entsprechender Performance ist vorhanden, wie
man an der ersten Implementierung gesehen hat. Zu vermeiden sind lediglich Verzwei-
gungen, sodass das Programm eine Berechnung nach der Anderen ausfu¨hrt. Das nachfol-
gende Konzept setzt darauf auf. Zusa¨tzlich macht es sich die Tatsache zu Nutze, dass fu¨r
die meisten Atompaare die Coulomb- und van-der-Waals-Wechselwirkung in die Bilanz
eingehen.
Die Coulomb- und van-der-Waals-Wechselwirkungen werden zuna¨chst fu¨r alle mo¨glichen
Atompaare berechnet, egal in was fu¨r einer Klasse sie sind. Danach werden die Listen
durchlaufen. Die Coulomb- und van-der-Waals-Wechselwirkungen der nahen Nachbarn,
die gar nicht in die Bilanz eingehen, werden erneut berechnet und wieder abgezogen.
Gleiches gilt fu¨r alle Atompaare die eigentlich Wasserstoffstoffbru¨cken bilden: die van-
der-Waals-Wechselwirkung wird abgezogen, stattdessen der Wasserstoffbru¨ckenterm da-
zuaddiert. Fu¨r 1-4-Nachbarn, die keine Wasserstoffbru¨cken ausbilden, muss 12 mal der
abstoßende Teil des van-der-Waals-Terms abgezogen werden, um ihn zu korrigieren.
KAPITEL 5. DIE IMPLEMENTIERUNG 43
5.2. UMSETZUNG
5.2.3.5 Problem bei der Implementierung
Wa¨hrend des Testens ergaben sich falsche Ergebnisse. Das Problem ist die
Rechengenauigkeit. Wie bereits in 5.1.4 erkla¨rt, hatten wir uns fu¨r die einfach-
genaue Floating-Point-Rechnung entschieden um eine ho¨here Performance zu
erzielen. Jedoch nimmt man dafu¨r in Kauf, dass die Zahlendarstellung mit
weniger Stellen in der Mantisse auskommt. Dies ist gerade dann ein Pro-
blem, wenn man mit sehr großen und kleinen Zahlen rechnet. Es kommt zur
Auslo¨schung, wenn auf eine sehr große Zahl eine sehr Kleine addiert wird.
Fu¨r die Addition mu¨ssen beide Zahlen so verschoben werden, dass sie den
gleichen Exponenten haben. Liegen die beiden Zahlen weit genug auseinander
vera¨ndert sich die Gro¨ßere der beiden Zahlen nicht, da die relevanten Ziffern
der kleinen Zahl nicht mehr im darstellbaren Bereich liegen.
Allerdings kommen gerade in der Coulomb- und van-der-Waals-Wechsel-
wirkung große Summanden vor, wenn die Atome nahe Nachbarn sind. Diese
Summanden werden zwar spa¨ter wieder von der Summe abgezogen, doch
kann es zwischenzeitlich zu Auslo¨schung kommen. Um dem Fehler zu beheben
wurde zuerst die Aufsummierung, die sowieso nicht mit SIMD-Funktionen
realisiert ist, in doppelt-genauer Floating-Arithmetik vorgenommen.
Doch half die doppelte Genauigkeit nur bedingt. Fu¨r Konformationen mit
sehr eng beieinanderliegenden nahen Nachbarn nahmen die Summanden so
große Werte an, sodass dann die Summe aus dem darstellbaren Bereich her-
ausreichte.
Um den Fehler entsprechend abzufangen kommt man nicht umher, eine Ver-
zweigung einzubauen, die erkennt wann es sich um einen nahen Nachbarn
handelt. Allerdings wird diese Atompaarung fu¨r die SIMD-Rechnung nicht
u¨bersprungen. Denn dies wu¨rde wieder bedeuten, dass man nicht regelma¨ßig
SIMD-Berechnungen durchfu¨hren kann.Stattdessen wird der Betrag korrekt
berechnet, aber beim Aufsummieren nicht dazuaddiert. Man spart also nicht
die Berechnung selbst, sondern nur das nachtra¨gliche Abziehen. Aber man
bleibt SIMD-konform und muss daher nur eine Verzweigung einbauen.
Durch diese Verzweigung entstand 50% Verlust, weswegen sich noch die Frage
stellte, ob man diesen nicht minimieren kann.
Man weiß, dass eine Fehleinscha¨tzung 18-19 Taktzyklen kostet. Mit einer
Vorhersage, welcher Zweig o¨fter angenommen wird kann man die Anzahl
der Fehleinscha¨tzung auf die Anzahl der nahen Nachbarn reduzieren. Eine
Vorhersage, dass der erste Zweig o¨fter durchlaufen wird als der Zweite sieht
so aus:
i f ( b u i l t i n e x p e c t ( ( naher Nachbar ) ,0 ) )
2 ueber spr inge ( ) ;
else
4 add i e r e ( ) ;
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Jedoch kostet eine Vorhersage immer sechs Taktzyklen, sodass man dadurch
nur gewinnen kann, wenn sonst quasi immer eine Fehleinscha¨tzung gemacht
wurde. In unserem Fall kostet die Vorhersage mehr als durch das Vermeiden
der Fehleinscha¨tzung gewonnen werden konnten.
Zur Berechnung mu¨ssen wie in der vorherigen Methode nur die linear ansteigenden Listen
gespeichert werden. Die erste ”U¨berschlagsrechnung“ fu¨r alle Atompaare kann ohne Un-
terbrechung gerechnet werden und damit die volle SIMD-Leistung ausscho¨pfen. Gleiches
gilt fu¨r die Korrekturrechnung. Auch dabei ko¨nnen die Listen wieder unterbrechungsfrei
abgearbeitet werden.
Der Ablauf ergibt sich wie im folgenden Struktogramm dargestellt:
Über alle Torsionswinkel
Berechne Torsion







Über alle 1−4−Nachbarn, die keine Wasserstoffbrücken bilden
Ziehe 1/2 mal den abstoßenden Anteil der van−der−Waals ab
naher Nachbarja nein
addiereüberspringe
Abbildung 5.4: Nassi-Shneiderman-Diagramm fu¨r Programm, das Korrektur rechnet. Dieser Programm-
ablauf verbindet die Vorzu¨ge der beiden ersten Versionen: kurze Listen und keine Verzweigungen, dadurch
hohe Leistung. Dabei berechnet es Wechselwirkungen, die nicht in die Bilanz eingehen, und zieht sie
spa¨ter wieder ab.
Obwohl das Programm mehr Rechnungen als no¨tig durchgefu¨hrt hat und diese teilweise
wiederholt, um das zu viel berechnete wieder abzuziehen, und Ersatzterme berechnet,
erzielt man mit dieser Implementierung eine gute Rechenleistung.
Das Startsystem von 33 Atomen beno¨tigt nun mit 7, 37 ∗ 10−5 Sekunden nur noch ca.
1
7 der Zeit der zweiten Version. Gegenu¨ber der ersten Implementierung hat man Spei-
cherplatz im LS gewonnen. Somit ko¨nnen gro¨ßere Proteine simuliert werden. Fu¨r die
Beispiel-Datensa¨tze waren 503 Atome die Gro¨ßte Anzahl, die auf einer einzelnen SPE
durchgefu¨hrt werden konnten.
Der Algorithmus verha¨lt sich entsprechend O(n2): bei einer Verdoppelung des Problems
vervierfacht sich die Rechenzeit.
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1 33 7, 37 ∗ 10−5 - -
2 123 9, 52 ∗ 10−4 (12333 )2 = 13, 7 9,52∗10−47,37∗10−5 = 12, 92
3 503 1, 58 ∗ 10−2 (503123)2 = 16, 7 1,58∗10−29,52∗10−4 = 16, 60
5.2.3.6 Parallelisierung u¨ber die SPEs
Der letzte Schritt der Implementierung ist die Aufteilung u¨ber die SPEs. Dabei sollen
mo¨glichst viele Daten und Aufgaben verteilt werden, um den LS effizient auszunutzen
und dabei eine gute Lastbalancierung zu erzielen.
Die ”U¨berschlagsrechnung“ kann man sich in Form einer Dreiecksmatrix vorstellen. Da-
bei ist jeder Eintrag eine Atompaarung. Eine einfache aber effiziente Parallelisierung
erreicht man indem man die Zeilen dieser Matrix fortlaufend u¨ber die SPEs verteilt. Das


























Abbildung 5.5: Modell der
”
U¨berschlagsrechnung“ fu¨r vier
SPEs. Um jedeWechselwirkungen zwischen jedem Atommit
jedem anderen Atom abzubilden, arbeitet man die Eintra¨ge
dieser Wechselwirkungsmatrix ab. Dabei muss lediglich das
untere Dreieck durchlaufen werden, da im oberen die glei-
chenWechselwirkungen in die entgegengesetzt Richtung ein-
getragen sind und auf der Diagonalen die Wechselwirkungen
von jedem Atom zu sich selbst. Diese mu¨ssen aber nicht be-
rechnet werden.
Dabei hat das erste SPE drei Atompaare weniger zu berechnen als das vierte SPE. Da
maximal u¨ber 16 SPEs verteilt wird, ist der Unterschied maximal 15. Dafu¨r mu¨ssen fu¨r
diese Aufteilung der Berechnung auf jedem SPE alle Atomdaten vorhanden sein.
Bei der Korrekturrechnung u¨ber die Listen kann eine blockweise Aufteilung der Listen
vorgenommen werden, sodass alle SPEs eine gleich lange Liste abzuarbeiten haben. Dazu
muss auf jedem SPE auch nur der Block der Liste bekannt sein, der zu berechnen ist. Die
Liste der nahen Nachbarn hingegen ist relevant fu¨r die ”U¨berschlagsrechnung“, sodass
diese nicht aufgeteilt werden darf.
Das Laufzeitverhalten u¨ber die SPEs wurde fu¨r verschiedene Proteine mit 33, 123, 153,
503 und 1153 Atomen fu¨r die reine Energieberechnung und mit U¨bertragung der Daten
auf die SPEs gemessen.
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Abbildung 5.6: Laufzeitverhalten u¨ber 1-16 SPEs. Dieses Diagramm zeigt das Laufzeitverhalten bei
der Aufteilung u¨ber alle SPEs. Dafu¨r wurden Messungen der reinen Energieberechnung (Linien) und der
Energieberechnung mit U¨bertragung (Punkte) von fu¨nf Proteinen mit 33, 123, 153, 503 und 1153 Atomen
berechnet. Die gro¨ßte Problemgro¨ße konnte nur auf acht und 16 SPEs berechnet werden, da fu¨r weniger
SPEs der LS nicht ausreicht. Einschra¨nkendes Problem ist die Liste der nahen Nachbarn, die nicht
aufgeteilt werden konnte, sondern auf jedem SPE komplett vorliegt. Die kleineren Problemgro¨ßen sind
im Ausschnitt unten links dargestellt. An ihnen erkennt man den Unterschied zwischen der Berechnung
mit und ohne U¨bertragung.
Bei entsprechender Problemgro¨ße skaliert das Programm u¨ber alle SPEs. Bestes Indiz
ist der Speedup. Dieser gibt Aufschluß u¨ber das Skalierungsverhalten. Ideal ist linearer
Speedup. Das heißt, dass sich bei einer Verdopplung der SPEs die Zeit fu¨r die Berechnung
halbiert. Dies ist aber nur der Idealfall, der bei idealer Lastbalancierung und keiner
Kommunikation eintritt. Denn dann gibt es keinen Overhead durch Warten auf andere
Prozessoren.




















Abbildung 5.7: Speedup u¨ber 1-16 SPEs fu¨r 33, 123 und 503 Atome. Fu¨r 1153 kann der Speedup nicht
bestimmt werden, da kein Wert fu¨r ein SPE vorliegt. Der lineare Speedup ist gepunktet dargestellt. Dem
gegenu¨ber werden die verschiedenen Werte fu¨r die entsprechende Atomanzahlen ohne (Linien) und mit
U¨bertragung (Punkte) gestellt.
Man sieht deutlich, dass dabei die Problemgro¨ße eine wichtige Rolle spielt. Fu¨r das
kleinste Problem mit 33 Atomen skaliert es nur fu¨r vier SPEs. Danach verliert man
Rechenleistung, durch Fehleinscha¨tzung von Schleifen auf mehreren SPEs.
An den Zeiten mit U¨bertragung sieht man, dass die Latenzzeit des DMA-Transfers fu¨r
kleine Problemgro¨ßen das Skalierungsverhalten deutlich einschra¨nkt. Fu¨r gro¨ßere Prote-
ine spielt das aber mit zunehmender Gro¨ße keine tragende Rolle mehr, da die Berech-
nungzeit deutlich ho¨her als die U¨bertragungszeit ist.
5.3 Zusammenfassung
Betrachtet man zum Abschluss des Moduls den Entwicklungsweg, so ist es kein ein-
stufiger Prozess gewesen. Vielmehr bestand die Entwicklung aus einer Iteration von
Problemanalyse, Vorgehenskonzeption, Umsetzung und Testen. Der Grund dafu¨r liegt
darin, dass nicht alle auf die Ausfu¨hrzeit einwirkenden Faktoren auch gleichzeitig beru¨ck-
sichtigt wurden. Außerdem muss man sie gut gegeneinander abwa¨gen ko¨nnen. Die Op-
timierung des Codes liegt (bei der nativen Programmierung) beim Programmierer.
Die wesentliche Aussage fu¨r die SPE-Programmierung ist es gradlinig verlaufenden,
vektorisierten Code zu schaffen. Die Ergebnisse dieses Moduls zeigen, dass Verzwei-
gungen innerhalb einer Schleife rund 50% SIMD-Leistung kosten. Sie zeigen, dass nicht
nur ein Wissen u¨ber die Rechenvorschriften, sondern auch u¨ber die Daten wichtig ist.
Ohne Kenntnis u¨ber die Ha¨ufigkeitsverteilung der verschiedenen Klassen wa¨re man nicht
auf den Ansatz der letzten Implementierung gekommen.
Auf der Cell Broadband Engine ist es nicht mehr so, dass das Einsparen von Rechen-
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schritten auch weniger Rechenzeit bedeutet. Denn es kostet nicht nur die Berechnung
Taktzyklen, sondern eben auch eine Verzweigung (4 Zyklen) und die Fehleinscha¨tzung
des zu durchlaufenden Pfades (18-19 Zyklen). Im Vergleich kostet eine einfach-genaue
SIMD-Funktion 6 Taktzyklen. Das heißt, dass anstelle einer falsch eingescha¨tzten Ver-
zweigung (22-23 Takte) 16-17 SIMD-Funktionen (einmal 6 Zyklen zum Fu¨llen der Pipeli-
ne, danach jeden Takt ein Ergebnis) durchgefu¨hrt werden ko¨nnen. Das sind im Normalfall
64-68 Floating-Point-Operationen, wenn ein Multiply-Add oder -Subtract angewendet
werden kann sogar 128-136 Floating-Point-Operationen.
Der Speicherplatz auf den SPEs ist der zweite wichtige Faktor. Der LS muss das Programm,
sowie alle Daten enthalten. Die Speicherverwaltung u¨bernimmt der Programmierer.
Der LS stellt dabei den Cache der SPEs dar, in den die Daten aus dem HS mittels
DMA-Transfer geholt werden. Die U¨bertragungszeit kann dabei fu¨r ein Programm ein
beschra¨nkender Faktor sein. Um dem entgegen zu wirken gibt es auf der Cell Broadband
Engine das Prinzip des double bufferings. Denn ein SPE kann rechnen, wa¨hrend Daten
in den LS kopiert werden. Zwischen zwei Iterationen wird nur der Puffer des Datensatzes
getauscht, der berechnet werden soll und der neu geholt werden muss. Damit kann der
Anteil der U¨bertragungszeit an der Gesamtzeit auf ein Minimum reduziert werden und
der Rest bleibt hinter der Ausfu¨hrung versteckt (s. 7.2).
Das Prinzip des double bufferings steht noch als Optimierung des Moduls aus. Dadurch
kann nicht nur die Gesamtzeit weiter reduziert werden, sondern auch die Gro¨ße des
Proteins beliebig vergro¨ßert werden. Denn es mu¨ssen nicht alle Daten eines Proteins
gemeinsam in den LS, sondern ko¨nnen nachgeladen werden. Dafu¨r muss aber außer dem
Tausch der Puffer zwischen den Recheneinheiten fu¨r das double buffering auch der Algo-
rithmus und die Organisation der Listenstrukturen gea¨ndert werden, um eine korrekte
Parallelisierung vornehmen zu ko¨nnen. Es sind dann immer nur Teile der Daten der
Atome im LS, was eine zeilenweise Aufteilung der ”U¨berschlagsrechnung“ nicht mo¨glich
macht.
Die letzte Version erzielt erfreulicherweise fu¨r das Protein mit 33 Atomen wieder Zeiten
in der Gro¨ßenordnung 10−5 der ersten Version. Außerdem skaliert diese Version u¨ber
alle 16 SPEs bei einer entsprechenden Problemgro¨ße. Somit kann man den Algorithmus
fu¨r die Cell Broadband Engine als effizient einstufen. Wie er im Vergleich zum Original-
Algorithmus auf der PPE und anderen Architekturen abschneidet wird in Kapitel 6
behandelt.
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6 Vergleich zu anderen Architekturen
Die Rechnerarchitektur beschreibt den internen Aufbau der einzelnen Komponenten und
deren Zusammenspiel. Zu den grundlegenden Komponenten eines Rechners geho¨ren die
CPU, der Speicher und das Bussystem. Doch nicht nur Gro¨ßen wie Taktgeschwindig-
keit oder U¨bertragungsbandbreite sind entscheidend. Auch designspezifische Fragen wie
z. B. die Art des Befehlssatzes, die Einstufung nach der Flynnschen Rechnerklassifi-
kation oder die Fa¨higkeit zu Multi-Threading sind ausschlaggebend fu¨r die Leistung
eines Computers. Dabei wirkt sich manche Eigenschaft positiv auf eine Art von Anwen-
dungen aus, andere Eigenschaften wieder auf ganz andere Anwendungen.
Wie die Implementierung der Energieberechnung gezeigt hat, musste der Algorithmus fu¨r
die Cell Broadband Engine speziell angepasst werden, um ihre Vorzu¨ge auszunutzen und
damit mehr Leistung zu erzielen. Zum Vergleich steht das originale Fortran-Programm
aus SMMP. Der Programmcode ist auf keine Architektur hin optimiert. Eine solche Op-
timierung kann nur eventuell von Seiten des Compilers vorgenommen werden.
Nachfolgend werden die Vergleichs-Architekturen vorgestellt und diskutiert wie die Cell
Broadband Engine im Vergleich zu den anderen Architekturen abschneidet.
6.1 Die Vergleichs-Architekturen
Zum Vergleich wurden folgende Systeme des Ju¨lich Supercomputing Centre herangezogen:
JuiceNext - Juelich Initiative Cell Cluster next generation Der JuiceNext ist
ein Cluster aus Cell-Prozessoren. Es besteht aus 2,5 BladeCenter H, mit insgesamt 35
QS22 Blades. Jedes Blade verfu¨gt u¨ber zwei PowerXCell 8i Prozessoren mit jeweils 8
SPEs. U¨ber die zwei I/O Interfaces sind die Prozessoren miteinander verbunden, sodass
auf einem Blade eine Parallelisierung u¨ber bis zu 16 SPEs mo¨glich ist. Die einzelnen
Blades sind u¨ber Infiniband 4x verbunden.
Jump - Juelich MultiProcessor Der aktuelle Jump basiert seit dem Upgrade im
Mai 2008 auf einem IBM POWER6-System. Er setzt sich aus 14 symmetrischen Multi-
prozessorsystem-Knoten (SMP) zusammen. Jeder Knoten besitzt 32 simultan multi-
threadfa¨hige (SMT) Prozessoren. Die MPI-Kommunikation verla¨uft ebenfalls u¨ber Infi-
niband.
Jugene - Juelicher BlueGene/P Jugene ist Deutschlands und Europas schnellster
Supercomputer. Er belegt derzeit Platz drei der aktuellen Top500-Liste (Stand: Juni
2009). Seine Architektur ist IBMs BlueGene/P. 72 Racks mit jeweils 32 Nodecards, die
aus 32 Knoten mit vierfach SMT-Prozessor bestehen, ergeben 294.912 Prozessoren. Das
Netzwerk der Knoten ist ein dreidimensionaler Torus.
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Juropa - Juelich Research on Petaflop Architectures Juropa ist der neueste
Supercomputer in Ju¨lich. Er ist aufgeteilt in zwei Teile: Juropa-JSC und HPC-FF (High
Performance Computing For Fusion). Zusammen verfu¨gt er u¨ber 3288 Knoten. Jeder
Knoten besteht aus zwei Intel Xeon X5570 (Nehalem-EP) Quad-Core Prozessoren. Ins-
gesamt sind das u¨ber 26304 Prozessoren. Der JSC-Teil besteht dabei aus dem Sun Blade
System 6048, der HPC-Teil aus Bull NovaScale R422-E2 Technologie. Momentan ist er
in der Top500 auf Platz 10 (Stand: Juni 2009).
6.1.1 Kenngro¨ßen
Die wichtigsten Kenngro¨ßen der Systeme sind in der nachfolgenden Tabelle aufgefu¨hrt:
JuiceNext Jump Jugene Juropa
Architektur QS22 Power6 BlueGene/P IntelXeon X5570
Taktfrequenz 3.2 GHz 4.7 GHz 850 MHz 2.93 GHz
Knoten 35 14 73.728 3288
Rechenkerne
pro Knoten 18 32 4 8
insgesamt 630 448 294.912 26.304
Hauptspeicher
pro Knoten 8 GB 128 GB 2 GB 24 GB
insgesamt 280 GB 1,8 TB 144 TB 79 TB
Stromverbrauch
insgesamt 4,7 kW 55 kW 2,52 MW 1,5 MW
pro Knoten 134,29 W 3.928,57 W 34,18 W 456,2 W
pro Rechenkern 7,46 W 122,76 W 8,54 W 57,03 W
Leistung
Peak 7 TF 8,4 TF 1 PF 308 TF
Linpack - 5,4 TF 825,5 TF 274,8 TF
6.2 Vergleich
Der Vergleich der Cell-Implementierungen untereinander und das Skalierungsverhalten
machen noch keine Aussage u¨ber das Potential der Cell Broadband Engine. Es stellt sich
die Frage, ob der Cell im Vergleich zu anderen Architekturen konkurrenzfa¨hig ist. Ist
die Leistung allein u¨berzeugend genug, Aufwand in eine Neuimplementierung zu stecken
oder gibt es andere ausschlaggebende Faktoren? Oder lohnt es u¨berhaupt nicht?
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6.2.1 Vergleichbarkeit
Ein direkter Vergleich des Original-Programmes mit dem neuem Modul ist mit etwas
Vorsicht zu genießen. Davon mal abgesehen, dass zum Vergleich zwei vollkommen unter-
schiedliche Algorithmen antreten, die außer dem Ergebnis nichts gemeinsam haben, so
ist das Modul noch nicht in sein eigentliches Umfeld eingebettet.
Das Fortranprogramm berechnet vor der eigentlichen Energieberechnung zuerst die Koor-
dinaten der neuen Konfiguration. Die Konfiguratonsberechnung nimmt nur wenig Zeit
im Vergleich zu Berechnung ein, jedoch ist sie in der Zeitmessung mit enthalten.
In der Cell-Implementierung ist dieser Anteil nicht mit enthalten. Dafu¨r sollte dabei
nicht nur die reine Berechnung sondern auch die zugeho¨rige U¨bertragung der Daten auf
die SPEs mit dazu gerechnet werden, da sie zu jeder Iteration dazu geho¨ren. Weil aber
mit double buffering versucht werden kann, den Transferanteil hinter der Berechnung
zu verstecken, werden fu¨r den folgenden Vergleich beide Zeiten ausgewiesen. Wie das
double buffering funktioniert wird im Ausblick (s. 7.2) beschrieben.
6.2.2 Alanin 15
Ein erster Vergleich der Rechenzeit auf Basis des aus 15 Aminosa¨uren bestehenden Po-
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Abbildung 6.1: Vergleich der Architekturen fu¨r Alanin 15. Bei diesem Diagramm handelt es sich um den
zeitlichen Vergleich zwischen den folgenden fu¨nf Architekturen: Juropa (rot), Jump (gru¨n), JuiceNext
(nur PPE - blau), Jugene (magenta) und JuiceNext (nur SPE - reine Berechnung tu¨rkis, mit U¨bertragung
gelb). Die Zeit (in Sekunden) wird gegenu¨ber der Anzahl von 1 bis 16 Prozessoren aufgetragen. Das
simulierte Peptid besteht aus 15 Alaninen (Ala15).
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Deutlicher ”Sieger“ ist Juropa mit knapp 37 Sekunden auf einem Rechenkern. Mit mehr
als der doppelten Zeit von 86 Sekunden ist Jump der Zweitschnellste. JuiceNext erreicht
sowohl mit dem Original-Programm, das u¨ber die PPEs parallelisiert wurde, als auch
mit der SPE-Parallelisierung etwas bessere Zeiten als Jugene. Damit braucht die Cell
Broadband Engine ungefa¨hr vier mal so lang wie Juropa.
Bis auf den Lauf auf der PPE des JuiceNext skalieren die Programme auf allen Archi-
tekturen bis zu acht Prozessoren fu¨r diese Problemgro¨ße. Bei der Parallelisierung u¨ber
16 Prozessoren stagniert oder verschlechtert sich die Skalierung. Lediglich die reine Be-
rechnung auf den SPEs folgt dem linearen Trend, doch die U¨bertragung macht diesen
Vorteil in der Gesamtstatistik zunichte.
Auf den ersten Blick erstaunlich, dass der drittschnellste Rechner der Welt in diesem
Vergleich so schlecht abschneidet. Seine Leistung zieht er jedoch aus seiner großen An-
zahl an Prozessoren. Ein einzelner Prozessor kann aber nicht mit den ho¨her getakteten
Prozessoren Juropas mithalten.
6.2.3 Arginin 50
Der zweite Vergleich basiert auf dem gro¨ßten Beispiel, das aus dem vorangegangen Ka-
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Abbildung 6.2: Vergleich der Architekturen fu¨r Arginin 50. Wiederum der zeitliche Vergleich zwischen
den fu¨nf Architekturen. Das Protein besteht aus 50 Argininen. Nicht fu¨r jede Architektur konnte bei
jeder Prozessoranzahl ein Wert ermittelt werden. Nur auf Juropa konnte das gesamte Spektrum von 1
bis 64 Prozessoren gemessen werden. Fu¨r die Cell-Implementierung waren nur Messungen auf 8 und 16
SPEs mo¨glich, da bei kleineren Aufteilung die Listen nicht komplett in den LS passten. Fu¨r Jump und
Jugene stehen keine Werte mit 1 und 2 Prozessoren (Jump), 1 bis 4 Prozessoren (Jugene) zur Verfu¨gung,
weil die Rechnung mehr als 1800 s gedauert ha¨tte, was auf diesen beiden Systemen das Limit fu¨r kleine
interative Jobs ist.
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Die Rangfolge in Punkto Schnelligkeit hat sich mit dem gro¨ßeren Problem natu¨rlich nicht
vera¨ndert. Doch sieht man nun, dass das Skalierungsverhalten fu¨r das Fortran-Programm
bei entsprechender Problemgro¨ße auch weiter als bis zu acht Prozessoren reicht. Auch
hierbei bleibt der Abstand zwischen Juropa und der Cell Broadband Engine beim Vier-
fachem. Eine Zeit auf zwei bzw. vier Prozessoren des Juropa entspricht in etwa der Zeit
von acht bzw. 16 SPEs der Cell Broadband Engine.
Dass fu¨r die Cell-Implementierung nur Zeiten fu¨r acht und 16 SPEs vorliegen, liegt
daran, dass die kompletten Atom- und Torsiondaten plus die komplette Liste der nahe
Nachbarn und die Teillisten der 1-4-Nachbarn und Wasserstoffbru¨ckenbindungen so groß
sind, dass erst bei einer Aufteilung auf acht SPEs alle Daten in den LS passen.
6.2.4 Warum dann Cell?
Im direkten Vergleich hat die Cell Broadband Engine weniger gut abgeschnitten. Die Im-
plementierung ist gut doppelt so langsam wie auf Jump und viermal so langsam wie auf
Juropa. Aber sie ist vergleichbar mit Jugene, dem weltweit drittschnellsten Supercom-
puter. Wenn man sich die Tabelle der Kenngro¨ßen (s. 6.1.1) betrachtet, so sieht man,
dass sie noch in einer zweiten Gro¨ße vergleichbar sind: in ihrem Stromverbrauch pro
Prozessor. Na¨hern wir uns der Frage also aus dieser Richtung: wieviel Leistung erzielt
man mit der Cell Broadband Engine wenn man den Stromverbrauch betrachtet.
Dazu eine einfache Gegenu¨berstellung:
Fu¨r das letzte Beispielprotein aus 1153 Atomen brauchte Juropa mit dem Fortran-
Programm auf vier Prozessoren ungefa¨hr genauso lang, wie der Jump auf acht oder
der Jugene/die Cell Broadband Engine auf 16 Prozessorkernen/SPEs. Rechnet man die
Anzahl der Prozessoren einmal um auf den Stromverbrauch ergibt sich folgende Statistik:
1. 134,29 W Cell Broadband Engine (1 Blade/Knoten)
2. 136,64 W Jugene (16 Kerne)
3. 228,12 W Juropa (4 Kerne)
4. 982,03 W Jump (8 Kerne)
Die beiden Letzten in der zeitlichen Statistik schneiden nun am besten ab. Juropa erzielt
die vierfache Leistung pro Kern, braucht aber auch fast das doppelte an Strom bei glei-
cher Leistung. Der Jump bildet das absolute Schlußlicht als gro¨ßter Stromverbraucher.
Fu¨r die Einstufung der Green500, die den energiesparendsten Supercomputer sucht,
werden die Flops pro Watt gewertet. Dies ist hier jedoch nicht angebracht, da der Algo-
rithmus der Cell-Implementierung mehr Floating-Point-Operationen ausfu¨hrt als das
Original-Programm. Doch wurde dieser Umweg ja nur aus Leistungsgru¨nden gemacht
und sollte deshalb nicht noch zusa¨tzlich positiv gewertet werden.
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6.3 Zusammenfassung
Um die Leistung eines Computers zu steigern erho¨ht man die Anzahl der Prozessoren
und achtet auf eine gute Vernetzung. Doch heißt eine Steigerung der Prozessoren auch
eine Steigerung der Transistoren und damit auch des Stromverbrauchs. Um der Rechen-
leistung, deren Bedarf in den na¨chsten Jahren noch stark steigen wird, gerecht zu werden
muss auch der Faktor Energiebedarf einkalkuliert werden.
In dieser Hinsicht macht die Cell Broadband Engine einen Schritt in die richtige Rich-
tung. Nicht umsonst basiert der aktuell fu¨hrende Top500-Rechner auf einem Hybrid-
System mit Cell-Prozessoren als Rechenbeschleuniger. Das Ergebnis la¨sst sich bzgl.
Energieeffizient zeigen, denn platziert es sich in der Green500 auf Platz drei.
Alles im Allem wurde eine Leistung erzielt, die sich nicht von den derzeitigen Super-
computern abschu¨tteln la¨sst. Dabei muss man einra¨umen, dass die Ergebnisse nur mit
einfach-genauer Floating-Point-Arithmetik erzielt wurden. Die Anwendungen fu¨r die
Cell Broadband Engine sollten nicht nur deswegen sorgfa¨lltig ausgewa¨hlt werden. Doch
nimmt man dies in Kauf und steckt entsprechenden Aufwand in die Neuimplementierung,
kann man gute Leistungen erwarten.
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Wie Kapitel 6 gezeigt hat, schneidet diese Implementierung auf der Cell Broadband
Engine gegenu¨ber den Supercomputer nicht schlecht ab. Außerdem steht bei der jetzi-
gen Cell-Implementierung noch Optimierungsarbeit an. Denn bis jetzt wurde erstmal
nur das beste Vorgehen fu¨r die Berechnung gefunden.
Wie man in Abbildung 5.6, dem Skalierungsverhalten u¨ber die SPEs, sieht, nimmt die
U¨bertragung der Daten zwischen den Berechnungen gerade bei den kleinen Problemen
viel Zeit in Anspruch. Im Abschnitt 5.3 wurde bereits angerissen, dass dieser Faktor mit
double buffering auf ein Minimum reduziert werden kann. Zudem begu¨nstigt eine zusa¨tz-
liche Vera¨nderung der Parallelisierung, dass die Problemgro¨ße kein begrenzender Faktor
fu¨r diese Implementierung ist. Doch der erste Verbesserungsschritt wa¨re ein reduzieren
der u¨bertragenen Datenmenge.
In diesem letzten Kapitel sollen die Gru¨nde fu¨r eine Verbesserung und erste Ansa¨tze fu¨r
die Umsetzung gekla¨rt werden. Am Ende jeder der drei folgenden Verbesserungsschritte
wa¨re das Programm lauffa¨hig, sodass der Zeitgewinn gemessen werden kann.
7.1 Reduzieren der Datenmenge
Zu Beginn jeder Energieberechnung mu¨ssen die Daten der Atome und Torsionswinkel auf
die SPEs u¨bertragen werden. Ein Atom wird durch seine Bezeichnung, seinen Typ, seine
Ladung und seine kartesischen Koordinaten beschrieben. Ein Torsionswinkel durch seine
Bezeichnung, seinen Typ und seinenWert. Bislang wird jeweils die komplette (gepaddete)
Datenstruktur auf die SPEs transferiert. Dabei a¨ndern sich zwischen zwei Energieberech-
nung eines Proteins die Atome und Winkel nicht komplett. Lediglich die Koordinaten der
Atome und die Werte der Winkel werden durch die Monte-Carlo-Simulation vera¨ndert.
Nur wenn die sich vera¨nderten Werte zusammenha¨ngend abgespeichert werden, ko¨nnen
sie mit einem DMA-Transfer auf die SPE geholt werden. Dafu¨r mu¨ssen sie separat
modelliert werden. Fu¨r die Klasse Atom bedeutet dies eine Klasse Koordinaten. Die
Funktion der Abstandsberechnung in der Klasse Atom muss entsprechen angepasst
werden, um auf die Koordinaten korrekt zuzugreifen. Fu¨r etwas anderes werden die Koor-
dinaten innerhalb der Energieberechnung nicht beno¨tigt, deshalb sollte auch der Zugriff
darauf nur u¨ber die Klasse Atom mo¨glich sein. Zudem bleibt damit die Benutzung der
Funktion wie gehabt intuitiv und es muss im Programm nichts gea¨ndert werden.
Fu¨r die Torsionswinkel gilt das Gleiche. Fu¨r dessen Werte mu¨sste eine neue Klasse
erstellt werden und der Zugriff u¨ber die Klasse Torsion geschehen. Vorsicht ist dabei beim
DMA-Transfer bzgl. der Transfergro¨ße geboten. Die Koordinaten des Atoms werden als
Vektordatentyp, der 16 Byte groß ist, u¨bertragen. Der Wert des Torsionswinkels nimmt
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aber nur 4 Byte ein. Bei der U¨bertragung muss daher die Gro¨ße entsprechend aufgefu¨llt
werden und auch der Empfangspuffer entsprechend groß angelegt werden, damit keine
anderen Daten versehentlich u¨berschrieben werden. Fu¨r die U¨bertragung mu¨ssen nur
die Hauptspeicheradressen der beiden neuen Klassen auf den SPEs u¨ber den Context
bekannt gemacht werden.
7.2 double buffering
Das Prinzip des double bufferings kommt aus der Computergrafik. Fu¨r die Ausgabe von
Videosequenzen oder Spielegrafiken mu¨ssen zum einem die aktuellen Bilddaten aus dem
Speicher gelesen werden und gleichzeitig die Daten fu¨r das na¨chste Bild berechnet und
gezeichnet werden. Ohne double buffering wu¨rde der Speicher aus dem gelesen wird mit
den neu gezeichneten Daten u¨berschrieben. Dadurch, dass beides parallel stattfindet,
kann es zu Bildflackern kommen. Deshalb wurde der Speicher in einen Front- und Back-
puffer geteilt. Die Daten im Frontpuffer werden zur Ausgabe gelesen, neu berechnete
Daten werden in den Backpuffer geschrieben. Zwischen zwei Ausgaben mu¨ssen dann nur
die Adressen der Puffer getauscht werden. Das Prinzip bleibt das Gleiche, nur dass es
darum geht Daten in den Speicher zu holen und nicht auszugeben.
Da die SPU und der MFC getrennt voneinander arbeiten ko¨nnen, kann man die U¨bert-
ragungszeit mit Berechnungen verstecken, indem sie parallel verlaufen. Dazu mu¨ssen auf
dem SPE zwei Puffer fu¨r zu empfangende Daten reserviert sein. Zwischen zwei Berech-
nungen tauscht man dann die Adressen aus, wohin neue Daten geschrieben werden sollen
und mit welchen gerechnet wird. Dies wa¨ren die Koordinaten der Atome und die Werte
der Torsionswinkel.
Der Nachteil des Prinzips ist, dass der doppelte Speicherplatz beno¨tigt wird. Da der LS
nur 256KB groß ist, grenzt dies erstmal die Gro¨ße der zu berechnenden Proteine ein.
Das Problem ist, dass alle Daten fu¨r eine Berechnung und nun auch fu¨r die Na¨chste im
LS liegen mu¨ssen. Dieser Missstand soll im letzten Schritt behoben werden.
7.3 Blockweise Parallelisierung
Eine andere Parallelisierung soll helfen dieses Problem zu beheben. Denn fu¨r die derzei-
tige Parallelisierung der ”U¨berschlagsrechnung“ sind alle Daten der Atome no¨tig. Mit
einer blockweisen Parallelisierung der Wechselwirkungsmatrix wa¨re es mo¨glich mit nur
einem Teil der Daten, die immer wieder nachgeladen werden, die Energieberechnung fu¨r
beliebig große Proteine zu vollziehen. Durch das double buffering macht sich auch eine
Einteilung in kleinere U¨bertragungen nicht in der Ausfu¨hrzeit bemerkbar.
Nacheinander werden den SPEs Blo¨cke der Wechselwirkungsmatrix zugewiesen, wobei
Blo¨cke u¨ber der Diagonalen u¨bersprungen werden. Dazu werden die zugeho¨rigen Atom-
daten der entsprechenden Zeilen und Spalten des Blockes geliefert.
Zu beru¨cksichtigen sind bei diesem Verfahren die Listen. Zu jedem Block muss es auch
jeweils Listen geben, die nur die Eintra¨ge fu¨r diesen Block enthalten, da nur dann die
zugeho¨rigen Atomdaten auf dem SPE verfu¨gbar sind.
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Fu¨r die Berechnung des Torsionsanteils werden die Torsionswinkel nun ebenfalls block-
und nicht zeilenweise u¨ber die SPEs verteilt.
Außer, dass diese Parallelisierung es mo¨glich macht, beliebig große Proteine zu berech-
nen, sollte auch die Lastbalancierung bei der ”U¨berschlagsrechnung“ verbessert werden.
Bis auf die Blo¨cke, die u¨ber die Diagonale ragen, haben alle SPEs die gleiche Anzahl an
Berechnung durchzufu¨hren.
Die neue Verteilung der Listen ist nicht mehr so, dass jedes SPE gleich viele Listenele-
mente erha¨lt. Allerdings sollte dies kein großer Nachteil sein. Die Wasserstoffbru¨cken-
bindungen sind zufa¨llig u¨ber die Matrixeintra¨ge verteilt, sodass diese Liste weitgehend
gleichma¨ßig verteilt sein wird. Nahe Nachbarn finden sich zur Ha¨lfte immer in der Na¨he
der Diagonalen, sodass ein mo¨glicher Overhead dadurch abgefangen wird, da dort weni-
ger Berechnungen fu¨r die ”U¨berschlagsrechnung“ zu machen sind.
Es ist aber zu testen, was die beste Blockgro¨ße ist. Sie sollte so groß sein, dass die kom-
plette U¨bertragung des na¨chsten Blockes durch die aktuelle Berechnung versteckt wird
und knapp unter der Gro¨ße, das der DMA-Transfer aufgrund der 16kB Grenze aufgeteilt
werden muss. Denn dann ha¨tte man eine zweite Latenzzeit.
7.4 Einsatz
Wie bereits erwa¨hnt soll das originale Fortran-Programm verwendet werden, um die
Monte-Carlo-Simulation und das Parallel Tempering auf dem PPE durchzufu¨hren und
die Energieberechnung mit diesem Modul auf die SPEs auszulagern. Mit den geplanten
Verbesserungen sollte die Zeit auf die reine Berechnungszeit reduziert werden ko¨nnen.
Eventuell verbessert sie sich aufgrund der neuen Parallelisierung sogar noch. Auf jeden
Fall macht sie es mo¨glich beliebig große Proteine zu berechnen. Damit steht die Cell-
Implementierung dem Original-Programm im Funktionsumfang in nichts nach.
Angedacht sind dann la¨ngere Monte-Carlo-Simulationen fu¨r gro¨ßere Proteine als zuvor.
Die Ergebnisse der Simulationen sollen genauere Auskunft u¨ber den Faltungswegs selbst
und die Intermediate, die zwischenzeitlich eingenommen werden, geben.
Mit der Implementierung des Proteinkraftfeldes ECEPP/3 auf der Cell Broadband Engine
war außer der Erstellung dieses Moduls und der Mo¨glichkeit der Nutzung dieser Rechen-
resource auch ein besseres Wissen u¨ber die Cell Broadband Engine zu bekommen wich-
tig. Es wurden Fallstricke und Probleme sowie erste Lo¨sungsansa¨tze aufgezeigt. Das
Laufzeitverhalten wurde bezu¨glich Leistung und Energieeffizienz mit den aktuellen Su-
percomputern des JSC verglichen. Das zwischenzeitliche Ergebnis ist im Vergleich zu
einen lang optimierten Programm als akzeptabel einzustufen und die na¨chsten Verbesse-
rungsschritte wurden gegeben. Insgesamt wurden damit alle Anforderungen im Rahmen
dieser Arbeit erfu¨llt.
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Cache Ein Cache ist ein Zwischenspeicher, der Daten zwischen einem ho¨herliegenden
Speicher in der Speicherhierarchie und der CPU redundant ha¨lt, um die Zugriffszeit
auf diese Daten zu reduzieren
Deadlock Ein Deadlock entsteht beim gegenseitigen Warten aufeinander bei Prozes-
sen/Threads, die erst dann das Signal zur Freigabe schicken, wenn sie selbst eines
erhalten haben
Eukaryont Ein Eukaryont ist ein Lebewesen, dass im Gegensatz zu Prokaryonten Zell-
kern und Zellmembran hat. Zudem besitzen sie mehrere Chromosomen.
Distributed-Memory System In einem Distributed-Memory System hat jede System-
komponente ihren eigenen Speicher
FPGA FPGA steht fu¨r Field Programmable Gate Array und steht fu¨r Schaltkreise, deren
spezielle Funktion nachtra¨glich programmiert werden kann ohne an der Hardware
etwas zu a¨ndern
Lastbalancierung Unter Lastbalancierung zwischen verschiedenen Prozessoren/Kernen
versteht man eine gleichma¨ßige Verteilung der Rechenlast
Linpack Linpack bezeichnet ein Programm zum Messen der Leistung von Supercompu-
tern. Es bedient sich dabei der gleichnamigen Programmbibliothek zum Lo¨sen von
linearen Gleichungssystemen. Das Ergebnis wird in Floating-Point-Operationen
per Second (FLOPS) angegeben. Dieser Wert gilt als Vergleichswert fu¨r das Ran-
king in der Top500.
OpenMP OpenMP ist eine Programmierschnittstelle a¨hnlich MPI fu¨r Shared-Memory-
Programmierung. Die Parallelisierung finden hier auf Threadebene statt
Shared-Memory System In einem Shared-Memory System greifen die verschiedenen
Systemkomponenten auf den gleichen Speicher zu. Das Memory Managment
System u¨bernimmt die Koordination der Speicherzugriffe. Bei Cache-basierten
Memory-Systemen werden Strategien beno¨tigt, die sicherstellen, dass auf das je-
weils aktuelle Speicherdatum zugegriffen wird. Im Falle der Cell Broadband En-
gine ist auf den SPEs kein Cache vorhanden, sodass der Programmierer beim
DMA-Transfer selbst darauf Acht geben muss
unidirektionaler Ringbus Ein Datenbus, der ringfo¨rmig mit allen Teilnehmern verbun-
den ist. Unidirektion bedeutet dabei, dass die Daten nur in eine Richtung gesendet
werden ko¨nnen
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