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Abstract
In this work, we create a quality map of a slate deposit, using the results of an investigation based on surface geology and
continuous core borehole sampling. Once the quality of the slate and the location of the sampling points have been deﬁned, different
kinds of support vector machines (SVMs)—SVM classiﬁcation (multiclass one-against-all), ordinal SVM and SVM regression—are
used to draw up the quality map. The results are also compared with those for kriging.
The results obtained demonstrate that SVM regression and ordinal SVM are perfectly comparable to kriging and possess some
additional advantages, namely, their interpretability and control of outliers in terms of the support vectors.
Likewise, the beneﬁts of using the covariogram as the kernel of the SVM are evaluated, with a view to incorporating the problem
association structure in the feature space geometry. In our problem, this strategy not only improved our results but also implied
substantial computational savings.
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1. Introduction
Slate is a rock that results from a low-grade to very low-grademetamorphic process affecting pelitic rock.Variations in
the initial thermodynamic conditions—resulting from a regional tectonic phenomenon—cause a series ofmineralogical,
textural and structural changes in the pelite, transforming it into an ornamental rock of commercial, and thereforemining,
interest.
This interest is due to the excellent feasibility and stability of slate, as also its attractiveness, all of which translate
into a high economic value. The ﬁneness and the nature of the grains, as also the impermeability of the slatey structure
[7], equip slate with physical and chemical properties that make it ideal for use in rooﬁng.
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Rooﬁng slate quarries in Spain are generally located within the Hercynic Massif, in areas of low-grade to very
low-grade regional metamorphism. This massif originated in the ﬁrst phase of the Hercynic orogenesis, which also
caused the appearance of great synclinoria and anticlinoria, as also the formation of folds and slate [6].
In this work, we analyse the quality of a new Spanish slate deposit located in theAlcañices syncline, in the province
of Zamora. As the basis on which to characterise the deposit, the outcrops were studied and continuous core borehole
sampling was performed.
In order to draw up a quality map of the deposit, and given the growing interest in applying new techniques from
the machine learning ﬁeld, it was of interest to evaluate the beneﬁts of machine learning and to compare it with a
traditional geostatistical technique such as kriging (e.g., [3,8]). One of the most popular machine learning techniques
are the support vector machines (SVMs) [22,17]. For a study of the theoretical relationship between these techniques
and kriging, as also an application to predicting the exploitability of a slate deposit, see [13].
Nonetheless, for a problem with ordinal data (such as the quality of slate), the analyst encounters different SVM
variants and has to decide which is the most appropriate in terms of criteria such as features, ease of use, computational
load, etc.
In this work, we have used a selection of the most relevant SVM models, comparing them with each other and with
a traditional geostatistical technique such as kriging. Speciﬁcally, the following SVMs were used:
1. SVM regression adapted for application to an ordinal problem such as slate quality prediction.
2. SVM classiﬁcation (the one-against-all version).
3. Ordinal SVM, following [9].
For these models we also explored the possible advantages of using the covariogram (e.g., [3,8]) as kernel, bearing in
mind the traditional absence of criteria in regard to the selection of the SVM kernel and the difﬁculty that arises in
selecting suitable parameters.
The work has been structured as follows: Below, we present our quality model for slate. Then, we make a brief
description of the different SVMs used to create the slate quality map. We apply these techniques to our problem and
compare the performance of each and ﬁnally, we summarise our conclusions.
2. Quality model
When we refer to the quality of slate, we generally think in terms of properties related to use, such as feasibility,
colour, alterability or stability, smoothness or roughness of the faces, or grain size.
On the other hand, when we refer to the quality of a slate deposit, we usually refer to the potential of the layer, degree
of fracturing, areas of alteration, and in general, the presence of discontinuities. In short, we tend to consider the kind
of slate that can be recuperated from the deposit and the useful percentage of slate that can be exploited, treated and
placed in the market [19].
It is clear, therefore, that there is a direct relationship between the quality or grade of the slate and its marketable
value, and that there is, moreover, an intimate relationship between the quality of the deposit and the reserves it
contains [18].
Slate deposits are investigated, ﬁrst of all, on the basis of a mapping of outcrops and geological structure. The
information collected is limited in nature, given that alterations of surface materials observable in the ﬁeld cannot be
extrapolated to the interior of the mass. Once an area of mining interest has been selected, therefore, continuous core
borehole sampling is performed. This permits us to analyse the slate’s ornamental potential [20], and also to establish
the degree of fracturing within the mass.
Once the exploitable areas of the mass have been determined, the next stage is to assess the quality of the slate, given
that the rooﬁng slate market acknowledges two types of product:
1. Primary quality, or special slate, with no aesthetic or other defects.
2. Secondary quality, or standard slate, with minor aesthetic defects, but complying with the necessary physical and
mechanical properties.
In addition to these two quality groups, there is a third group of slate with no market value, i.e., slate with serious
aesthetic defects and without the necessary mechanical and physical properties.
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Our classiﬁcation of slate in one of these three quality groups was made on the basis of the following variables:
millimetric or centimetric sandy intercalations; closed or quartz-ﬁlled microfractures; ﬂat-lying schistosity planes, on
occasion warped; pyrite or other sulphurs affected by oxidation; slate that is soft due to surface alterations; crenulation
schistosity affecting the plates; millimetric or centimetric kink bands.
3. Support vector machines
The SVM concept originated with the notion of an optimum separating hyperplane for a sample of data in a clas-
siﬁcation problem [21]. By considering the family of separating hyperplanes as decision frontiers, the structural risk
minimisation (SRM) method of model selection [1] can be applied, giving rise to a hyperplane that separates the sam-
ple data so that the distance between the hyperplane and the closest sample points is maximised. However, separating
hyperplanes have two major drawbacks in many application problems: they require perfect separability of the sample
data and they are linear in nature.
SVMs were developed to overcome these limitations. The most important landmarks in SVM development have
been the following:
• The prior transformation of the input space  ⊂ Rd into a space having a larger dimension (feature space),
′ = () ⊂ Rr (where r can be inﬁnite), in which, via inverse transformation, the linear frontiers of the
separating hyperplane gives rise to non-linear frontiers in the input space [2].
• The creation of the soft margin algorithm [5] to handle non-separable samples and problems in which perfect
separability is not required (noise).
• Generalisation of the SVMs to the regression problem using the Vapnik ε-insensitive loss function [17].
The quantity of literature in this area is vast, and the reader is referred to [4,10] for an overall view, as also [1]. A recent
geostatistical application is described in [14].
3.1. Support vector machines for classiﬁcation
SVMs arise from the concept of the maximum margin separating hyperplane. Given a classiﬁcation problem with
two classes and a sample of data {(xi , yi)}ni=1 with xi ∈ , yi ∈ {−1, 1}, linearly separable (i.e., separable without error
via a decision function of the form gw,b(x) = sign(fw,b(x)) with fw,b(x) = 〈w, x〉 + b; in other words, yifw,b(xi )0,
∀i ∈ {1, . . . , n}), then the optimum separating hyperplane is deﬁned as the hyperplane that separates the data so that
the distance between the hyperplane and the closest sample points is maximised. It can be shown that the optimum
separating hyperplane is obtained as a solution to the following program with constraints:{
min
w∈Rd ,b∈R
1
2‖w‖2,
yi(〈w, xi〉 + b)1, i ∈ {1, . . . , n}.
(1)
The above problem is quadratic with linear constraints, and so the Kuhn–Tucker optimality conditions are necessary
and sufﬁcient. The solution, which can be obtained from the dual problem, is a linear combination of a subset of sample
points denominated support vectors (s.v.):
w =
∑
s.v.
ixi ⇒ fw,b(x) =
∑
s.v.
i〈xi , x〉 + b. (2)
3.2. The kernel trick
Nonetheless, we continue to be restricted to linear-type solutions, which are of limited usefulness for many practical
problems. A traditional method of resolving this difﬁculty is to transform the input space into a feature space with a
larger dimension, in such a way that the linear solutions in the input space produce non-linear solutions in the original
space. But this strategy poses the problem of how to handle the inner product in the large dimension space necessary
to obtain the solution.
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The answer to this problem is given in [2], where an inner product in a large dimension space is represented by
means of a positive deﬁnite function k (kernel), such that, if the transformation chosen in  :  ⊂ Rd → Rr , then:
〈(x),(x′)〉 =
∑
i
i (x)i (x
′) = k(x, x′) (3)
is a well-deﬁned inner product. Substituting this expression for the inner product in the solution obtained for the feature
space, we resolve the problem in (1) above as follows:
w =
∑
s.v.
i(xi ) ⇒ fw,b(x) =
∑
s.v.
i〈(xi ),(x)〉 + b =
∑
s.v.
ik(xi , x) + b. (4)
Consequently, speciﬁc knowledge is not required for the features used to obtain the non-linearity of the solution, nor
is it necessary to calculate the inner product; the kernel k is sufﬁcient to determine the solution.
For the same kernel k, different transformations may exist that give rise to different feature spaces verifying the
condition in (3). Frequently cited kernel examples are the polynomial and tangent hyperbolic kernels [22]; as a particular
case, k(x, x′) = 〈x, x′〉 produces the linear model. But there are, in fact, as many models as there are positive deﬁnite
functions [4].
3.3. Soft margin
It is frequently the case in practice (due to the non-existence of noise in the data, for example) that a sample is
not linearly separable or that perfect separation is not advisable. It will therefore be necessary to admit a series of
poorly classiﬁed observations (i.e., a soft margin).Already in the feature space, this can be expressed by means of slack
variables i0, i = 1, . . . , n:
yi(〈w,(xi )〉 + b) + i1. (5)
At this point a conﬂict of interest appears between minimising the number of poorly classiﬁed observations and a
classiﬁcation that is as robust as possible. This conﬂict can be formulated as follows [5]:
min
w,b,
1
2
{
‖w2‖ + C
n∑
i=1
i
}
,
{
yi(〈w,(xi )〉 + b)1 − i
i0
∣∣∣∣ i = 1, . . . , n, (6)
where the parameter C expresses the importance assigned to the poorly classiﬁed cases. Again, we have a quadratic
program with linear constraints; its solution, as for (4), is obtained via the dual program, and takes the form
f (x) =
∑
s.v.
ik(xi , x) + b. (7)
The main advantage of the SVMs is that they deal effectively with problems of large dimensionality in the input space.
SVMs, on the other hand, are expressed in terms of the difﬁcult cases of the sample (the support vectors), which means
that they can be identiﬁed in the ﬁeld and that conclusions can be obtained in slate quality terms.
The support vectors represent points in the sample whose elimination would produce a modiﬁcation to the decision
frontiers; they therefore participate actively in the ﬁnal conﬁguration of the frontiers. Elimination of the remaining
points from the sample would not, however, affect the network calculation.
Recently, [12] has shown the convergence of the soft-margin SVM to the Bayes rule.
3.4. Support vector machines for regression
The above methodology can be extended to the regression problem by applying the Vapnik ε-insensitive loss
function [1]:
l(y, f (x)) = |y − f (x)|pε = max{0, (|y − f (x)| − ε)p},
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where p = 1 or 2 usually. As can be observed, this loss deﬁnes a margin, or band, of size ε on each side of the function
of interest and within which the loss function perceives no error. This band translates the idea of the margin described
above to the regression problem.
We can thus pose the following convex optimisation problem with linear constraints [17]: for p = 1:
min
w,b,,′
{
1
2
‖w‖2 + C
n∑
i=1
(i + ′i )
}
,
⎧⎪⎨⎪⎩
〈w,(xi )〉 + b − yiε + i
yi − (〈w,(xi )〉 + b)ε + ′i
i , 
′
i0
∣∣∣∣∣∣∣ i = 1, . . . , n (8)
forwhich theKuhn–Tucker optimality conditions are necessary and sufﬁcient. The solution, as in the previous problems,
can be obtained by means of the dual program and is resolved using (4).
Matías et al. [14] (see also [13]) describes the theoretical relationship between SVM for regression, radial basis
function networks, and kriging.
3.5. Ordinal support vector machines
Assume a sample of independent observations {(xi , yi)}ni=1, where xi ∈  ⊂ Rd , yi ∈  are realisations of random
variables and where  = {ri, . . . , rc} is a set of ordered ranks ri > rj such that rc  rc−1  · · ·  r1, where  is a
preference relation with strict order properties (irreﬂexive, asymmetric and transitive).
Likewise, assume that the ranks ri assigned by the expert are the result of a latent utility function U :  → R in
such a way that given a point x ∈  the expert assigns rank via:
y(x) = rj ⇔ U(x) ∈ [(rj−1), (rj ))], (9)
where (rj ) ∈ R, j = 1, . . . , c are the values used implicitly by the expert.
Rather than a classical loss function l0.1(y, ŷ) = 1{ŷ =y} that merely penalises classiﬁcation errors, with a view to
penalising violations in the order produced by an ordering rule g :  → with ŷ = g(x), we deﬁne the following loss
function [9]:
(yi, yj , ŷi , ŷj ) =
⎧⎪⎨⎪⎩
1 if yi ≺ yj and not ŷi ≺ ŷj ,
1 if yj ≺ yi and not ŷj ≺ ŷi ,
0 otherwise.
(10)
In this framework, the problem of determining the best ordering rule for the points in can be viewed as a classiﬁcation
problem for the space  ⊂  ×  of all the different pairs of points in  with the label z ∈ {−1,+1} deﬁned,
with i = j , as
zij = z(xi , xj ) =
{+1 if U(xi ) >U(xj )
−1 if U(xj )>U(xi )
∣∣∣∣= sign(U(xi ) − U(xj )). (11)
The sample data are now: {(xi , xj , zij ), i, j = 1, . . . , n, i = j}.
In this context, if the expert’s utility function were to apply a linear model U(x) = wTe x, then, using (11):
zij = sign(wTe xi − wTe xj ) = sign(wTe (xi − xj )). (12)
If we resolve this classiﬁcation problem using the maximum margin hyperplane (following the soft-margin approach
described above), the problem is formulated as
min
w,
⎧⎨⎩12‖w‖2 + C
n∑
i =j,i,j=1
ij
⎫⎬⎭ , (13)
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wT(xi − xj )1 − ij , i, j = 1, . . . , n, i = j . (14)
Bearing in mind that the points of the sample are now difference vectors vij = xi − xj , i = j , the solution takes the
form
ŵ =
∑
s.v.
	ij zijvij =
∑
s.v.
	ij zij (xi − xj ), (15)
where the values 	ij are obtained from the resolution of the dual problem in (13)–(14).
In the most realistic case of a non-linear utility function, we can use the kernel trick described previously and so
consider the linear functions in the feature space:
u(x) = wT(x).
The solution in (15) is converted in this case into:
ŵ =
∑
s.v.
	ij zij ((xi ) − (xj ))
and so the resulting optimum hyperplane is
fŵ(x, x
′) = ŵ((x) − (x′)) =
∑
s.v.
	ij zij ((xi ) − (xj ))T((x) − (x′))
=
∑
s.v.
	ij zij (k(xi , x) − k(xi , x′)) − k(xj , x) + k(xj , x′)
an expression that means we avoid having to determine and calculate the transformation .
Consequently, the estimated utility function is
Û (x) = ŵT(x) =
∑
s.v.
	ij zij ((xi ) − (xj ))T(x)
=
∑
s.v.
	ij zij (k(xi , x) − k(xj , x)).
Finally, to estimate the frontiers (rj ), j = 1, . . . , c for the intervals of the utility function that the expert implicitly
uses in order to determine the ranks rj all we need to do is bear in mind that the pairs (xi , xj ) that verify ij = 0 have
been classiﬁed correctly.
Therefore, if we choose a subset of pairs with ranks differing by just one unit:
A(s) = {(xi , xj ) : ij = 0, yi = rs, yj = rs+1}
the frontiers can be estimated through the mid-point of the closest points that differ by just one unit in their ranks, in
other words:
̂(rs) = 12 (U(x(1);w) + U(x(2);w))
with
(x(1), x(2)) = arg min
(x,x′)∈A(s)
{U(x′;w) − U(x;w)}.
With these frontiers, the prediction of the rank that corresponds to a new point is obtained using (9).
3.6. Construction of a slate deposit quality map
3.6.1. Data collection
To collect data for the study, 10 continuous core boreholes were made that uncovered the three levels of exploitable
slate in the deposit.
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The boreholes, 63mm in diameter, were sampled at intervals of 0.5m, in order to evaluate the factors that conditioned
the quality of the slate.
Since the exploitable layers of slate—with a potential of some 30m—lay in the direction N 110◦E, with a dip of
70◦S, the boreholes were made at an angle of 60◦ in the direction N 20◦E, with a view to cutting perpendicularly
through the main structures (axial plane schistosity).
In accordance with these directions, the samples at intervals of 0.5m cut the schistosity perpendicularly at intervals
of 0.38m. This is the maximum permissible thickness of a block of slate for saws with a 1-m diameter disk, as used in
the ﬁrst slate preparation phase in the sheds [15].
The samples taken, therefore, were characteristic of a block with the maximum thickness. Following the schistosity
plane, we took 1m × 1m as the measurement for the single block characterising the mass. Our single block had,
therefore, a volume of 0.38m3 and a thickness of 0.38m in accordance with the direction lying perpendicular to
the schistosity plane. It also coincided with the minimum size and shape of a block exploitable in-quarry, and was
characterised by the continuous core boreholes samples.
We thus obtained a sample {(xi , yi)}Ni=1 of size N = 746, where xi ∈ R3 identiﬁed the position of the block and
yi ∈ {1, 2, 3} identiﬁed the quality of the slate (with the values indicating increasingly greater quality).
With a view to comparing the different techniques, several training samples {(xi , yi)}ni=1 of different sizes n were
selected at random from the 10 boreholes in proportion to the total data for each borehole. The remaining observations
were reserved as a test sample for evaluating the behaviour of the different techniques used.The technique that performed
best would be used to create the ﬁnal slate deposit quality map.
3.7. Techniques used
The techniques used are listed as follows:
1. SVM classiﬁcation, trained using the one-against-all method, which consists of resolving three binary classiﬁcation
problems (each class against the remaining classes) and assigning to each point x, the quality label assigned with
the greatest fw,b(x) = 〈w,(x)〉 + b value of those obtained in the three classiﬁcation problems when +1 was
assigned to the class separated from the rest.
2. SVM regression, which produced an estimate of quality for each point via the formula:
ŷ(x) =
⎧⎪⎨⎪⎩
1 if fw,b(x)< 1.5,
2 if 1.5fw,b(x)2.5,
3 if fw,b(x)> 2.5.
(16)
3. Ordinal SVM (as described in the previous section).
4. Ordinary kriging, using for the estimation of quality, the same method used for SVM regression.
Two variations of these SVMs were used, described as follows: for the ﬁrst version, a Gaussian kernel k(x, x′) =
exp(−‖x − x′‖/2
2) was selected, with the parameters C, 
 and, for regression ε selected using cross-validation from
among the next grid of selected values following a prior exploration:
c ∈ {1, 5, 10, 100, 1000}, ε ∈ {0.01, 0.1, 0.2, 0.3, 0.4, 0.5},

 ∈ {0.001, 0.005, 0.01, 0.05, 0.1, 0.15, 0.2}.
For the multiclass SVM the same parameters were selected for the three binary classiﬁcation problems—which is, a
priori, a disadvantage of this kind of technique.
The aim of applying a second version of this approach was to explore the advantages of using the variograph to select
the SVM kernel.
It is quite usual in SVM model selection to focus more on determining the kernel parameters (in addition to the
selection of C and, for regression, ε) and far less on the selection of the kernel itself. Despite recent theoretical work
in this area [11,16], we are not aware of any work in which emphasis has been placed on selecting the kernel, it being
a frequent practice to select Gaussian or polynomial kernels a priori.
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In this work we evaluated the possible beneﬁts of using the covariogram as kernel (bearing in mind that it is positive
deﬁnite):
〈(x),(x′)〉 = k(x, x′) = Cov(Y (x), Y (x′)) = C(x − x′).
More speciﬁcally, an isotropic covariogram was used:
k(x, x′) = C(x − x′) = C(0) − (x − x′),
where the variogram was estimated using the values of the dependent variable for each speciﬁc problem.The variogram
therefore has the following property:
2(x − x′) = ‖(x) − (x′)‖2.
However, this can be obtained merely by deﬁning the feature vectors as (x)=Y (x). Estimating k using the variogram
enables the association structure contained in the data to be incorporated in the geometry of the feature space (where
the problem is resolved). If this is not done, then this information is ignored.
Note that, in this case, if the feasible solutions w are linear combinations of the points, then ‖w‖2 =Var(w) [13] and
the program in (8) can be interpreted as a bias-variance trade-off.
For SVM regression and ordinal SVM, the covariogram was the same as that used for kriging. The estimated
variogram was the following isotropic model:
(x − x′) = 0.1543 + 0.5115
(
1 − exp
{
−
(‖x − x′‖
0.02673
)2})
. (17)
The fact that the variogram is isotropic is explained by the quality of a slate deposit being conditioned by three
geological processes that have intervened in its creation, namely, sedimentary, metamorphic and structural processes.
These processes in combination result in a slate quality that depends on a number of variables, of different origins and
with different geometric layouts (different sedimentation directions, metamorphism and tectonics). The consequences
are geological or merely aesthetic, but together they determine a great range of possible qualities without obeying any
preference for spatial direction.
For the multiclass SVM, a different variogram was estimated for each of the three classiﬁcation problems, as follows:
1(x − x′) = 0.4151 + 0.5333
(
1 − exp
{
−
(‖x − x′‖
0.0098
)2})
,
2(x − x′) = 0.4 + 0.57 + 0.4724
(
1 − exp
{
−
(‖x − x′‖
0.034
)2})
,
3(x − x′) = 0.3360 + 0.4982
(
1 − exp
{
−
(‖x − x′‖
0.0951
)2})
. (18)
As can be observed in the above expressions, all the variograms are Gaussian and have a nugget effect of size 0.1543
for the main problem, and of 0.4151, 0.4057 and 0.3360, respectively, for the three binary classiﬁcation problems to
be resolved.
4. Results
Table 1 shows the results produced by the different techniques for a training sample of 101 observations and a test
set of 645 points. This table includes, for each technique, the estimated values for the model parameters, as also the
classiﬁcation error rate CER = (1/n)∑ni=11{ŷi =yi } and the absolute error rate AER = (1/n)∑ni=1|yi − ŷi | for the
training and test sets.
In regard to the parameters, WIDTH is the parameter of the Gaussian kernel when selected using cross-validation
(comparewith the half of the denominator of the exponent in theGaussian variogram (17)). TheREGcolumn reﬂects the
value of the regularising constant C for the SVMs, and the value of the nugget effect for ordinary kriging (measurement
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Table 1
Results for the different techniques
Model Kernel WIDTH REG Error rate Abs. error rate
Train Test Train Test
Multiclass SVM Gauss. 0.1, 0.1, 0.1 1e + 3 0.0000 0.3519 0.0000 0.4341
Covar. Eq. (18) 5e + 0 0.0594 0.3535 0.0792 0.5147
Ordinal SVM Gauss. 0.00001 1e + 3 0.0594 0.4016 0.0594 0.6326
Covar Eq. (17) 1e + 1 0.1683 0.3488 0.1683 0.4109
SVM regress. Gauss. 0.01 1e + 5 0.0000 0.3504 0.0000 0.4078
Covar. Eq. (17) 1e + 4 0.0198 0.3287 0.0198 0.4078
Ordinary kriging Gauss. 0.025 1e − 2 0.0594 0.3364 0.0594 0.4357
Covar. Eq. (17) – 0.0000 0.3473 0.0000 0.4589
Shown left to right for each model are: kernel used (kernel); parameter estimate for the kernel (WIDTH) obtained using cross-validation or an
estimate of the variogram (for the multiclass SVM three kernel were used, one for each binary classiﬁcation problem); the value of the regularising
constant C (REG) for the SVM, or the value of the nugget effect for kriging with a Gaussian kernel selected a priori; and ﬁnally, the error rate and
absolute error rate, respectively, for the training and test samples.
error variance or noise; see [14]), with the kernel selected using cross-validation. (Note that when the estimated
variogram is used, this nugget effect is already included in the kernel.)
For illustrative purposes, Fig. 1 shows three quality maps obtained using multiclass SVM for quality values of greater
than 1, 2 and 3. It can be observed that the objective zone diminishes in volume as the quality criterion is increased.
The results in Table 1 are commented as follows:
(1) Both in CER and AER terms, the best model, according to the test sample, is SVM regression with covariogram.
One advantage of the SVMs is interpretation. In theory, both the continuous output of the kriging used to predict
quality and the function of both SVM classiﬁcation and SVM regression can be interpreted as a utility function.
In this respect, it is not only the ordinal SVMs that can be interpreted in this way. However, whereas in kriging
this function is expressed in terms of all the points of the sample, in the SVMs it is expressed solely in terms of
the support vectors. It is important, therefore, to analyse the reliability of the measurements for these points, as
any erroneous value may cause a radical change in the quality frontiers. Moreover, some of these vectors (those
that delimit a change in pre-stated quality with respect to their neighbours) can be interpreted as the points that
end up conforming to the frontiers of the different quality levels.
(2) Ordinal SVMs are very sensitive to width selection. This is due to the fact that the amount of data is much greater
in the classiﬁcation problem (13)–(14) and the points tend to be very close to each other. Bearing in mind the great
amount of data implying resolution of the problem at a great computational cost, it is concluded that selection of
this parameter using cross-validation would be an onerous task with potentially imprecise results.
The use of the covariogram with these SVMs greatly assists the process (indeed, for large samples it is the only
viable solution) and, as can be observed in the table, produces very satisfactory results for this problem.
(3) In general, it can be conﬁrmed that using the covariogram as kernel is a valid option for resolving this problem,
bearing in mind the computational savings implied by not being required to perform cross-validation in order to
select the kernel parameters. Furthermore, for the SVM regression, the covariogram produces improvements in
the CER without prejudicing the AER.
In our problem the estimated covariogram was Gaussian, and so we could not evaluate the impact of having
selected, a priori and arbitrarily, a Gaussian kernel.
5. Conclusions
The evaluation of the quality of a mining deposit is crucial for the task of planning extraction work in accordance
with market requirements, which are increasingly demanding and competitive. Machine learning techniques, based on
a surface geological investigation and continuous core borehole sampling, are proving very useful in this respect.
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Fig. 1. Slate deposit qualitymaps.Maps for qualities greater than 1, 2 and 3 (reading top down) obtained usingmulticlass SVM,with the covariograms
associatedwith the variograms used as kernels for the three binary classiﬁcation problems. It can be observed that as quality improves, so the associated
area diminishes in size.
Comparing kriging and the SVMs for the construction of the quality map of a slate deposit, our conclusions are as
follows:
1. In this problem, the SVMs (specially the SVMs for regression) compete perfectly well with kriging, with the
advantage of (thanks to the support vectors) being more easily interpreted, exercising better control over outliers,
and having greater sparsity.
2. Use of the covariogram as kernel in the SVMs is a viable option (well nigh essential for the ordinal SVMs), since it
avoids the computational burden implied by cross-validation, andwith very competitive results.Moreover, it permits
the selection of the kernel model (not just the parameters of a kernel chosen arbitrarily), thereby incorporating
information available a priori on the variability structure of the problem in hand.
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