Abstract. This paper concerns itself with a family of simplicial complexes, which we call the view complexes. Our choice of objects of study is motivated by theoretical distributed computing, since the view complex is a key simplicial construction used for protocol complexes in the snapshot computational model. We show that the view complex View n can be collapsed to the wellknown complex χ(∆ n ), called standard chromatic subdivision of a simplex, and that χ(∆ n ) is itself collapsible. Furthermore, we show that the collapses can be performed simultaneously in entire orbits of the natural symmetric group action. Our results yield a purely combinatorial and constructive understanding of the topology of view complexes, and add to our knowledge about the standard chromatic subdivision of a simplex.
Introduction
Although a close connection between theoretical distributed computing and algebraic topology has by now been securely established, see e.g., [AR02, HS99, HKR14, Ko12, Ko14a, Ko14b], many questions pertaining to arising simplicial structures have remained unanswered. In this introduction we make a short excursion to the distributed context, before proceeding with a purely topological study in the following sections.
In one approach to prove impossibility of solving various tasks, one considers the so-called immediate snapshot wait-free protocols. In this computational model, a number of processes communicates through common memory using write and snapshot read operations, where the snapshot read operation reads the entire memory in one atomic step. In addition, it is required that the executions of processors can be divided into stages, where in each stage a number of processes activates, executes a simultaneous write and then immediately after that executes a simultaneous snapshot read.
If we did not have that condition, then we would have the (plain) snapshot model, in which the snapshot read operations of processes are not tied to their write operations in any way. Naturally, each protocol has more possible executions in the snapshot model, than in the immediate snapshot model.
Even though the immediate snapshot computational model is an artificial construct, it is useful for two reasons. First, clearly, any task which is not solvable for the restricted set of executions of the immediate snapshot model, will not be solvable in the snapshot model either. Thus the immediate snapshot model can be used to approach impossibility questions for the model of actual interest. Second, the topology of the protocol complexes of the immediate snapshot wait-free protocols is very easy. Namely, one can show, that each such protocol complex is a subdivision of a simplex whose vertices are indexed by the processes, see [Ko12] .
Despite the fact, that the snapshot model is more natural, the topology of the corresponding protocol complexes has received less attention since it is harder to analyze them. Still, it was shown that these complexes are always contractible, see [HKR14,  Chapter 10], [Ha04] .
A crucial and central construction in understanding the topology of immediate snapshot protocol complexes for n + 1 processes is the so-called standard chromatic subdivision χ(∆ n ), see [HKR14, Subsections 3.6.3, 8.4.1, Chapter 16], [AR02, BG93, HS99, Ko12, SZ00]. In this paper, we study the analog of this construction, which is derived from the snapshot model. We call the corresponding simplicial complex the view complex, see Definition 3.1 for a completely combinatorial description. From the point of view of distributed computing, the view complex can be seen as the protocol complex for the snapshot protocol in which each processor executes exactly one round. However, for us this is just a motivation and we study the family (View n ) ∞ n=1 of simplicial complexes from a purely topological point of view. As already the lower-dimensional examples show, starting with n = 2 the simplicial complex View n does not have to be a subdivision of a simplex. As a matter of fact, it is not a manifold, not even a pseudomanifold, since its simplices of codimension 1 may belong to more than two top-dimensional simplices. Yet, we show that it is possible to understand the topology of the complex View n rather completely. To start with, it is easy to see directly that the simplicial complex View n contains χ(∆ n ) as a subcomplex. This makes sense in the distributed computing context since every immediate snapshot execution is also an execution in the snapshot model. Our main theorem, Theorem 4.4, states that View n can be collapsed to χ(∆ n ), and that χ(∆ n ) is itself collapsible. This yields a constructive and purely combinatorial proof of contractibility of View n . However, it is stronger that the mere contractibility, being rather a statement about the involved simplicial structures. We remark, that also the fact that the standard chromatic subdvision χ(∆ n ) is collapsible is new.
The simplicial complexes View n and χ(∆ n ) are equipped with a canonical simplicial action of the permutation group S [n] . This is the reflection of the fact that the considered protocols are symmetric with respect to the renaming of processors. The statement which we actually prove in Theorem 4.4 is stronger than just collapsibility. We show that our collapses can be done in an S [n] -equivariant way, meaning that entire S [n] -orbits of collapses can be performed simultaneously, see Section 4, and specifically Definition 4.1, for the precise meaning of S [n] -collapses.
We recall, that in the theoretical distributed computing it is well-known that the snapshot and the immediate snapshot models are computationally equivalent, see e.g., [HKR14, Chapter 14].
Notations
To make the article more self-contained we shall now fix notations and define several standard notions. We refer the reader who wishes to gain deeper insight into the notion of collapse to consult [Co73] or [Ko07, Chapter 6] .
To start with, for an arbitrary positive integer n, we let [n] denote the set {0, . . . , n}. Furthermore, we shall use the symbols ⊂ and ⊃ to denote the strict inclusion. • for all x ∈ S, we have {x} ∈ K;
• if A ⊂ B, and B ∈ K, then A ∈ K.
In the context of Definition 2.1, the set S is called the vertex set of K. Each σ ∈ K is called a simplex of K. The number |σ| − 1 is called the dimension of σ and is denoted by dim σ. For brevity, and following the standard practice, when K = 2 S we shall simply call the corresponding abstract simplicial complex a simplex.
There are two simplicial complexes whose vertex set is an empty set, i.e., S = ∅, namely K = ∅, which we call the void complex, and K = {∅}, which we call the empty complex. The two complexes may appear similar, but this impression is misleading.
Given a simplicial complex, its simplices can be ordered by inclusion. The obtained partially ordered set is called the face poset F (K) of K. For the void complex, the face poset is empty; in all other cases the face poset has a single minimal element, which denotes the empty set. The face poset of a simplicial complex with at least one vertex has a single maximal element if and only if, this complex is a simplex. In this case, the face poset is also called a boolean lattice, and is denoted by B n , where n is the number of vertices of the simplex.
Given a simplicial complex K and a simplex σ of K, the link of σ in K, is a simplicial subcomplex of K defined as follows:
The next definition gives a purely combinatorial description of the notions of collapse and collapsible complex.
Definition 2.2. Assume K is an abstract simplicial complex and σ ∈ K. Set F (K) ≥σ := {τ ⊆ σ | τ ∈ K} viewed as a subposet of the face poset of F (K). We call σ free if F (K) ≥σ ≃ B t , for some t ≥ 1, where ≃ denotes the poset isomorphism.
Alternatively, a simplex σ is free if its link is a simplex.
For a free simplex σ, a collapse of K associated to σ is the process of deleting from K all the simplices in F (K) ≥σ . We denote the obtained complex by
When M is a subcomplex of K, we say that K is collapsible to M if there exists a sequence of collapses leading from K to M . We say that K is collapsible if it is collapsible to the void simplicial complex.
In particular, the void simplicial complex is collapsible, as is any simplex, while the empty simplicial complex is not collapsible. For a collapsible simplicial complex the total number of simplices in odd dimensions (including the empty simplex) must be equal to the total number of simplices in even dimensions.
When K is collapsible to M , we shall use the notation K ց M . Note that in this case, there could be many different collapsing sequences, as can be seen in the example when K is a simplex and M is void.
Topologically, each collapse can be viewed as a strong deformation retraction. In particular, if K is collapsible to M , then one can easily construct an explicit strong deformation retraction from K to M . This means, of course, that K and M have the same homotopy type, that collapsible simplicial complexes are also contractible, and that contraction can be explicitely described.
Combinatorial description of the view complex
We now proceed defining the main objects of study of this paper. As mentioned in the introduction, our definition is strongly dictated by the context of theoretical distributed computing. However, we choose to give a clean description using only combinatorial topology.
Definition 3.1. Assume we are given a natural number n. An n-view is a 2 × tmatrix of subsets of [n]
where t ≥ 1, such that the following properties are satisfied:
(2) the sets I 1 , . . . , I t are disjoint;
When n is fixed or clear from the context, we shall simply call such a 2×t-matrix a view. We shall also use the convention V t = [n].
Definition 3.2. Assume we have a natural number n, and an n-view
We set dim W := |I 1 | + · · · + |I t | − 1, and call it the dimension of the view W .
Clearly, there is exactly one n-view of dimension −1, namely
The n-views of dimension 0 are of the form
In any case we see that the n-views of dimension 0 are indexed by pairs (V, x), where V ⊆ [n] and x ∈ V . We call such a pair a local view, or sometimes more specifically a local view of x.
Definition 3.3. Assume we are given an n-view
and a local view
For an arbitrary view W , we let V (W ) denote the set of all local views belonging to W . Clearly, |V (W )| = dim W + 1.
Definition 3.4. For an arbitrary natural number n, we define an abstract simplicial complex View n as follows:
• the set of vertices is the set of all local views
• a subset S ⊆ V (View n ) forms a simplex if and only if S = V (W ) for some n-view W .
We shall identify n-views with simplices of View n . Given such a simplex W of dimension d, one obtains all of its boundary simplices of dimension d − 1 by deleting an element from one of the sets I 1 , . . . , I t . If after this the set becomes empty, one deletes the corresponding column in the 2×t-matrix, unless it is the last column. Clearly, what we get is again a view, whose set of local views is obtained from V (W ) by deleting one of the elements. Iterating this argument, we see that the conditions of Definition 2.1 are satisfied, and the simplicial complex View n is well-defined. We shall say that a view W contains a view U , and write U ⊆ W , if the simplex indexed by W contains the simplex indexed by U .
Some facts about the simplicial complex View n are immediate. It is a pure simplicial complex of dimension n, meaning that all of its maximal simplices have dimension n. It is easily seen to have (n + 1) · 2 n vertices. With a little more effort one can see that View n has (n + 1) · n · (2 · 3 n−1 − 2 n−2 ) edges. The examples of View n , for n = 1 and n = 2, are shown on Figure 3 .1.
Figure 3.1. The complexes View n for n = 1 and n = 2.
For an arbitrary set A, let S A denote the permutation group of the set A, in particular, let S [n] denote the permutation group of the set [n]. Clearly, this group is isomorphic to the symmetric group S n+1 . Furthermore, there is a natural simplicial group action of S [n] on View n induced by the permutation action on the ground set [n] .
We now define a distinguished subcomplex of View n .
Definition 3.5. Assume n is a natural number.
(1) We call an n-view Since the condition of being an immediate snapshot view is formulated using the set operations only, we see that χ(∆ n ) is a simplicial subcomplex of View n , which is also invariant under the S [n] -action above.
It is furthermore clearly seen from the condition in Definition 3.5(1) that the difference between View n and χ(∆ n ) is first visible when n = 2. When n = 1, these two complexes are the same. When n = 2 the complex View n is obtained from χ(∆ n ) by adding 6 triangles of the form {a, b} In general, the simplicial complex χ(∆ n ) is known as the standard chromatic subdivision of an n-simplex. Its topology has been studied in [Ko12] where the author showed that χ(∆ n ) is a simplicial subdivision of an n-simplex. The reader is invited to see how our description here is equivalent to the one given in [Ko12, Proposition 2.3].
It is easy to see that the S [n] -action above is the coordinate permutation action on the standard n-simplex. In the context of distributed computing it is particularly important to know that χ(∆ n ) is a pseudomanifold. This is well-known due to the work of Herlihy and others, see [HKR14, Chapter 9].
On the contrary, even though the distributed computing interpretation of the complex View n is simpler than that of χ(∆ n ), understanding its simplicial structure is harder. As a matter of fact, it is easy to use the nerve lemma, [Ko07] , in the same way as in [HKR14, Chapter 10], to show that View n is contractible. We do not detail this argument here, since a much stronger result will be shown in the next section. Namely, we show that View n is equivariantly collapsible, and provide an explicit sequence of such equivariant collapses.
Collapsing procedure
The main focus of this paper is the topology of View n . Specifically, we shall see that View n can be collapsed to χ(∆ n ). As a matter of fact, the collapses can be done in an S [n] -equivariant way. The next definition formalizes this concept.
Definition 4.1. Assume K is a simplicial complex with a simplicial action of finite group G.
(a) A simplex σ is called G-free if it is free, and for all g ∈ G, such that g(σ) = σ, we have
(b) If σ is G-free, we call the procedure of deleting all the simplices from the union g∈G F (K) ≥g(σ) the G-collapse of K.
Note, that when σ is free, each g(σ) is automatically free as well. Therefore, deleting the simplices from F (K) ≥g(σ) is also a collapse. The condition (4.1) guarantees that all these collapses can be done simultaneously and independently of each other. In particular, we see that geometrically a G-collapse yields a G-equivariant strong deformation retraction.
The simplest example of a free simplex which is not G-free is given by taking K to be a 1-simplex, and let G = Z 2 act on K by swapping the vertices. Each vertex is free, and leads to an (elementary) collapse, but they are not Z 2 -free, and the collapses cannot be performed simultaneously.
In analogy with the regular collapses we shall say that K is G-collapsible to a subcomplex M is there exists a sequence of G-collapses leading from K to M . In this case M must be G-invariant, and we use the notation K ց G M . Same way, we say that K is G-collapsible if it is G-collapsible to a void complex.
An example of an S [n] -collapsible complex is the n-simplex ∆ n . However, in contrast to the situation with regular collapses, there is a unique S [n] -collapsing sequence from ∆ n to the void complex. Namely, we must collapse ∆ n to the void complex in one single step.
We now proceed to define two functions on the set of views, which will be crucial for constituting our collapsing sequence.
Definition 4.2. For an arbitrary n-view
we set
, and
.
Furthermore, we let I(W ) denote the closed interval [Φ(W ), Ψ(W )]
in the face poset of View n .
In particular, we allow Φ(W ) to be the empty simplex. This is the case when 
n , and all π ∈ S [n] , we have π(I(W )) = I(π(W )). such that x / ∈ V t−1 , see Figure 4 .1. This means, that there exists a set S satisfying
Clearly,
To see (3) we note that we always have V t−1 = [n], hence there exists at least one local view ([n], x) ∈ V (W ), such that x / ∈ V t−1 . To show (4) assume U ⊆ W . If U is the empty simplex, then the statement is obvious, so let us assume U is not the empty simplex. We take the presentations
where J k ⊆ I k , for all k = 1, . . . , t. For the view W the presentation above is standard, but not necessarily for U . Namely, we allow some of J k 's to be empty. If they are, we can simply delete the corresponding column (unless it is the last column) to obtain the standard presentation on an n-view that we have used so far. Let 1 ≤ k ≤ t − 1 be the largest index less than t, for which J k = ∅, and set
where again we use the presentation where empty sets in the second row are allowed. In any case, we have J t ⊆ I t , and S ⊆ V t−1 , hence J t ∩ S ⊆ I t ∩ V t−1 . Together with the fact that J k ⊆ I k , for k = 1, . . . , t − 1 this implies Φ(U ) ⊆ Φ(W ). To see (5) note that, since W differs from Φ(W ) only in I t , we only need to check the condition from Definition 3.5(1) for this set. As noticed earlier, when going from Φ(W ) to W , the set I t is enlarged by some elements x / ∈ V t−1 . Hence the condition I t ⊆ [n] \ V t−1 will be satisfied for W as well, and we may conclude that W is an immediate snapshot view, if Φ(W ) is one.
To see (6) note that the definitions of Φ(W ) and Ψ(W ), hence also the definition of the interval I(W ), is formulated completely in terms of set operations, see also Note that Proposition 4.3(6) implies that in particular Φ(π(W )) = π(Φ(W )) and Ψ(π(W )) = π(Ψ(W )). Furthermore, since the intervals π(I(W )) and I(W ) are either equal or disjoint, we see that if Φ(W ) = π(Φ(W )), then I(W ) is disjoint from I(π(W )).
We are now ready to prove our main theorem.
Theorem 4.4. For every natural number n, the following statements are true.
(
Proof. 2) we see that for all U ∈ F (View n ) there exists k between 1 and c such that Φ(U ) = W k . We now want to show that starting with View n , collapsing first W 1 , then W 2 , and so on, until W c , will yield a collapsing sequence from View n to the void complex. For every 0 ≤ k ≤ c let V k be the subcomplex of View n consisting of all simplices τ , such that τ ⊇ W i , for all i = 1, . . . , k. In particular, V 0 = View n . We shall show by induction on k, 1 ≤ k ≤ c, that
We start with k = 1. If U ⊇ W 1 , then Proposition 4.3(4) implies that Φ(U ) ⊇ Φ(W 1 ) = W 1 . But we know that Φ(U ) = W l , for some l, hence we get l = 1, and Φ(U ) = W 1 . This means that U ∈ I(W 1 ). Altogether this implies that
The other direction follows from the fact that the intervals are disjoint, together with the induction hypothesis. Namely, we have
, and hence I(W k ) ⊆ F (V k−1 ) ≥W k . Summarizing, we conclude that (4.3) holds for this k.
The equality (4.3) means that for every 1 ≤ k ≤ c, the simplex W k is free in V k−1 , and that the corresponding collapse results in V k . Proposition 4.3(3) says that Φ(W ) = Ψ(W ), in particular I(W ) ≃ B t , for t ≥ 1, so the condition of Definition 2.2 is satisfied.
Since we already saw that F (View n ) is a disjoint union of the intervals I(W 1 ), . . . , I(W c ), we conclude that View n is collapsible. We shall now adjust the collapsing sequence above to first lead to χ(∆ n ), and then collapse χ(∆ n ). First, note that the condition |W 1 | ≥ · · · ≥ |W c | was strictly speaking unnecessarily strong to be able to conclude that we have a collapsing sequence. All we needed was the implication that if W l ⊃ W k , then l < k, so any linear extension of the set {W 1 , . . . , W c }, equipped with the reverse inclusion order, would do. On the other hand, note that Proposition 4.3(5) implies that for all
is a simplicial subcomplex of View n , its face poset is a lower ideal of F (View n ). In particular, the linear extension of the set {W 1 , . . . , W c } can be chosen in a special way: first take any linear extension of the subset {W 1 , . . . , W c } ∩ (F (View n ) \ F (χ(∆ n ))), and then concatenate it with any linear extension of {W 1 , . . . , W c }∩F (χ(∆ n )). By what was said above, this concatenation is a linear extension by itself. This linear extension now yields a collapsing sequence from View n to χ(∆ n ), and then from χ(∆ n ) to the void complex. To finish the proof of our theorem, we need to modufy the collapsing sequence once more, in order to incorporate the S [n] -action. Until now we did everything for an arbitrary set {W 1 , . . . , W c } such that the intervals I(W 1 ), . . . , I(W c ) cover F (View n ). We shall now specify this set. Set L := {Φ(W ) | W ∈ View n , W / ∈ χ(∆ n )}, and pick W 1 such that |W 1 | = max W ∈L |W |. By what is said above, W 1 is free in View n . Let {W 1 , . . . , W p } be any set of representatives of the orbit S [n] (W 1 ). Specifically, this means that the views W 1 , . . . , W p are all distinct, and for each π ∈ S [n] there exists i, 1 ≤ i ≤ p, such that π(W 1 ) = W i . By Proposition 4.3(6), we know that the intervals I(W 1 ), . . . , I(W p ) are disjoint, and for each π ∈ S [n] there exists i, 1 ≤ i ≤ p, such that π(I(W 1 )) = I(W i ). In other words, I(W 1 ), . . . , I(W p ) is a set of representatives of the orbit S [n] (I(W 1 )).
We can now repeat the entire procedure with F (View n ) \ ∪ p i=1 I(W i ), and then proceed iterating until the entire difference F (View n ) \ F (χ(∆ n )) is covered with chosen intervals. After that we proceed to do the same for χ(∆ n ). As a final result, we will obtain a sequence of collapses such that
• the collapses come in S [n] -equivariant batches; in each such batch, all collapses can be performed simultaneously, resulting in an S [n] -collapse; • the collapses first exhaust the difference F (View n ) \ F (χ(∆ n )), and then proceed to collapse the simplicial complex χ(∆ n ).
The arguments above adopt easily to this specific sequence of collapses, so we are finished with the proof of the theorem. 
