In this work, we present a method to generate probability distributions and classes of probability distributions, which broadens the process of probability distribution construction. In this method, distribution classes are built from predefined monotonic functions and from known distributions. With its use, we can obtain different classes of probability distributions described in literature. Beside these results, we obtain results on the support and nature of the generated distributions.
Introduction
The amount of data available for analysis is growing increasingly faster, requiring new probabilistic distributions to better describe each phenomenon or experiment studied. Computer based tools allow the use of more complex distributions with a larger number of parameters to better study sizeable masses of data.
The literature in the field describes several generalizations and extensions of symmetric, asymmetric, discrete and continuous distributions. It is worth quoting Lee et al. (2013) regarding the main methods of generating distributions and classes of probability distributions:
Generally speaking, the methods developed prior to 1980s may be summarized into three categories: (1) method of differential equation, (2) method of transformation, and (3) quantile method. Techniques developed since 1980s may be categorized as methods of combination for the reason that these methods attempt to combine existing distributions into new distributions or adding new parameters to an existing distribution. , 219) The relevance of these new models is that, according to the situation, each one of them can better fit the mass of data. Table 1 presents several classes of distributions described in literature, their nomenclature and the title of the work where they have been presented. For a comprehensive discussion about the classes of probability distributions see three excellent articles written by Lee et al. (2013) , Tahir and Nadarajah (2015) and Tahir and Cordeiro (2016) . Table 1 . Some classes of distributions described in literatura 
Mc-G type 3 defined by where a > 0, b > 0, c > 0 and t > 0
Thair and Nadarajah (2015) F (x) = 1 − (1 − G a (x)) b , where Kumaraswamy-G defined by a > 0 and b > 0
Cordeiro and Castro (2011) Kumaraswamy-G type 2
defined by a > 0 and b > 0
Thair and Nadarajah (2015)
, where b > 0 Marshall-Olkin-G defined by Marshall and Olkin (1997) (1−G(x) ) θ , where b > 0 and Marshall-Olkin-G The aim of this work is to propose a method to create distributions and probabilistic distribution classes that could unify the various methods to generate distribution classes already described in literature. The idea of this method is to generate classes from already known distributions, using monotonic functions and a cumulative distribution function.
We show that the proposed method has high power of generality. The well-known T-X class generalizes most of the classes presented in Table 1 . To get an idea of its power we will show that the T-X class appears as a sub-case of a simple sub-model of the proposed method that we will denote it by 3S1C1.2 (see Table 2 , page 907). In addition to generalizing existing classes, the new method provides a source of new probability distribution classes. This paper is organized in the following way: in Section 2, we describe two methods to generate probability distributions, establishing the conditions that must be satisfied by the used monotonic functions and probability distribution to guarantee that the proposed method indeed generates a probability distribution. In Section 3, we analyze a special case of the methods described in the previous section for the case where the monotonic functions are compositions of known probability distribution functions. Still in Section 3 we present several specific cases of these methods that may be easily used to obtain new probability distributions. At the end of this section, we demonstrate that all methods presented in Sections 2 and 3 are equivalent. In Section 4, we analyze the support and nature of the distributions generated by the methods proposed in Section 3. Section 5 presents our conclusions and directions for further works. As an application of the proposed methods, the appendix A to the article contains a table (Table 4) showing how to obtain several classes of probability distributions described in the literature using our proposed methods.
The method
The method we suggest to create distribution classes uses monotonic functions, υ : R → R,
and a cumulative distribution function (cdf ) F . The idea of this method is to generate a probability distribution integrating F from Lj(x) to Uj(x) and from Mj(x) to Vj(x) for any x ∈ R and j = 1, 2, 3, . . . , n. Theorem 1 that follows shows sufficient conditions that the Mj(x) and Vj(x) must satisfy to guarantee that the method generates a probability distribution function.
1. Theorem (T1). Method to generate distributions and classes of probability distributions.
n, be monotonic and right continuous functions such that:
[c1] F is a cdf and υ and √ are non-negative;
[c2] υ(x), Uj(x) and Mj(x) are non-decreasing and √ (x), Vj(x) and Lj(x) are non-increasing ∀ j = 1, 2, 3, . . . , n; 
where the last equality holds because F is continuous in
Conditions [c3] and [c4] guarantee that:
where the last equality holds because F is continuous in 
Thus, since, by [c1], υ and √ are non-negative, we have From the facts (i), (ii), (iii) and (iv), we may conclude that (2.1) is a cdf . Corollary 1.1 presents an alternative method to generate distributions and classes of probability distributions. [cc10] φ is a cdf without points of discontinuity or all functions Lj(x) and Vj(x) are constant at the right of the vicinity of points whose image are points of discontinuity of φ, being also continuous in that points. Moreover, φ does not have any point of discontinuity in the set { lim
Then, 
are right continuous and that F is a cdf without points of discontinuity.
As all conditions of Theorem 1 are satisfied, it follows that
is a cdf .
In the next section, we present some corollaries of Theorem 1 where the monotonic functions
and Vj(x) are compositions of monotonic functions of known probability distributions.
Monotonic functions involving probabilities distributions
In this section, we show how to generate classes of probability distributions using monotonic functions which are compositions known probability distributions. Formally, consider that u: 
We use the abbreviation (·)(x) = (G1, . . . , Gm)(x) = (G1(x), . . . , Gm(x)) to represent the vector formed by the cdf ′ s calculated on the same point of the domain x.
Corollary (C1.2). Method to generate classes of probability distributions.
. . , n, be monotonic and right continuous functions such that:
[d1] F is a cdf and u and ϑ are non-negative;
[d2] µj, mj and u are non-decreasing and ℓj, vj and ϑ are non-increasing, ∀ j = 1, 2, 3, . . . , n, in all of its variables;
[d3] If u(0, . . . , 0) ̸ = ϑ(0, . . . , 0), then u(0, . . . , 0) = 0 or µj(0, . . . , 0) = ℓj(0, . . . , 0), ∀ j = 1, 2, 3, . . . , n, and ϑ(0, . . . , 0) = 0 or mj(0, . . . , 0) = vj(0, . . . , 0), ∀ j = 1, 2, 3, . . . , n;
[d4] If u(0, . . . , 0) = ϑ(0, . . . , 0) ̸ = 0, then µj(0, . . . , 0) = vj(0, . . . , 0) and mj(0, . . . , 0) = ℓj(0, . . . , 0), ∀ j = 1, 2, 3, . . . , n;
[d10] F is a cdf without points of discontinuity or the functions ℓj(·)(x) and vj(·)(x) are constant at the right of the vicinity of points whose image are points of discontinuity of F , being also continuous in that points. Moreover, F does not have any point of discontinuity in the set {ℓj(0, . . . , 0), µj(0, . . . , 0), mj(0, . . . , 0), vj(0, . . . , 0), ℓj(1, . . . , 1), µj(1, . . . , 1), mj(1, . . . , 1), vj(1, . . . , 1), for some j = 1, 2, . . . , n}.
Then,
is a functional generator of classes of probability distributions where (·)(x) = (G1, . . . , Gm)(x).
Let us now consider a special case of Corollary 1.2 that is a functional constructor of classes of probability distributions that can be easily used. 
is a functional generator of classes of probability distributions, where (·)(x) = (G1, . . . , Gm)(x). Table 2 shows some particular cases of the functional constructor of classes of probability distributions, given by Equation (3.1), that may be more easily used for the generation of classes of distribution. Consider the following functions in the expressions from 15S1C1.2 to 20S1C1.2:
such that µ and m are non-decreasing and right continuous, and v and ℓ are non-increasing and right continuous. 
and
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Continues on the next page 2, 3, . . . , η, be monotonic and right continuous functions such that:
[cd1] φ is a cdf and u and ϑ are non-negative;
[cd2] µj, mj and u are non-decreasing and ℓj, vj and ϑ are non-increasing, ∀ j = 1, 2, 3, . . . , η, in all of its variables;
[cd3] If u(1, . . . , 1) ̸ = ϑ(1, . . . , 1), then ϑ(1, . . . , 1) = 0 or mj(1, . . . , 1) = vj(1, . . . , 1), ∀ j = 1, 2, 3, . . . , η, and u(1, . . . , 1) = 0 or ℓj(1, . . . , 1) = µj(1, . . . , 1), ∀ j = 1, 2, 3, . . . , η;
[cd4] If u(1, . . . , 1) = ϑ(1, . . . , 1) ̸ = 0, then µj(1, . . . , 1) = vj(1, . . . , 1), ∀ j = 1, 2, 3, . . . , η, and mj(1, . . . , 1) = ℓj(1, . . . , 1), ∀ j = 1, 2, 3, . . . , η;
[cd5] ℓj(0, . . . , 0) ≤ µj(0, . . . , 0) and if ϑ(1, . . . , 1) ̸ = 0, then mj(1, . . . , 1) ≤ vj(1, . . . , 1), ∀ j = 1, 2, 3, . . . , η;
[cd7] ϑ(0, . . . , 0) = 1;
[cd8] u(0, . . . , 0) = 0 or ℓj(0, . . . , 0) = µj(0, . . . , 0), ∀ j = 1, 2, 3, . . . , η − 1 and η ≥ 1;
[cd9] vj(0, . . . , 0) = mj+1(0, . . . , 0), ∀ j = 1, 2, 3, . . . , η − 1 and η ≥ 2;
[cd10] φ is a cdf without points of discontinuity or the functions ℓj(·)(x) and vj(·)(x) are constant at the right of the vicinity of points whose image are points of discontinuity of φ, being also continuous in that points. Moreover, φ does not have any point of discontinuity in the set {ℓj(0, . . . , 0), µj(0, . . . , 0), mj(0, . . . , 0), vj(0, . . . , 0), ℓj(1, . . . , 1), µj(1, . . . , 1), mj(1, . . . , 1), vj(1, . . . , 1), for some j = 1, 2, . . . , η}. Then,
is a functional generator of classes of probability distributions, where (·)(x) = (G1, . . . , Gm) (x). Let us now consider a special case of Corollary 1.3 that is a functional constructor of classes of probability distributions that can be easily used. (1, . . . , 1) = 1, νi(0, . . . , 0) = 1 and νi(1, . . . , 1) 
is a functional generator of classes of probability distributions, where (·)(x) = (G1, . . . , Gm)(x). Table 3 shows how to obtain some special cases of the function given by Equation (3.2), that may be more easily used to generate classes of distributions. It is important to emphasize that we can obtain the same constructors from 1S1C1.2 to 12S1C1.2 using 1C1.3, we omit the details here showing only how to obtain different constructors from those of Table 2 
The following theorem shows that Theorem 1 and of its corollaries are equivalent. In other words, Theorem 1 and all of its corollaries generate the same probabilistic distributions.
2. Theorem (T2). Equivalence among Theorem 1 and its corollaries. Theorem 1 and all of its corollaries generate exactly the same probabilistic distributions Proof. To demonstrate Theorem 2 we show that C1.1 is a corollary of T1, that C1.2 is a corollary of C1.1, that C1.3 is a corollary of C1.2, and finally that T1 is a corollary of C1.3.
(1) C1.1 is a corollary of T1: it is obvious, as it has been already demonstrated.
(2) C1.2 is a corollary of C1.1:
(3) C1.3 is a corollary of C1.2: In Corollary 1.2, set n = 1, u(·)(x) = 1, µ1(·)(x) = 1, 
From (1) to (4), we conclude Theorem 2.
Several classes of probability distributions existing in the literature can be obtained as special cases of the functional constructors of classes of probability distributions proposed here. Table 4 , in the Appendix A, shows how to obtain such classes using some corollaries of Theorem 1.
Support of the classes of probability distributions
In this section, we provide an analysis about the support and nature of the probability distributions generated through the methods described in Corollaries 1.2 and 1.3. These results are important to gain a deeper understanding about the proposed method, especially considering the fact that there is little work on this theme in the literature.
In order to state the results, we remind the reader that, by the definition, the support of a cumulative distribution function F is given by SF = {x ∈ R : (x) − F (x − ε) > 0, ∀ε > 0}. Theorem 3 shows that the support of the generated distribution is contained in the union of the supports of the baseline distributions Gi's.
Theorem (T3). General theorem of the supports.
Let HG 1 ,...,Gm (x) be a cumulative distribution function generated from Corollary 1.2 (respectively,  1.3) . Then,
Proof. Consider that HG 1 ,...,Gm (x) has the functional form of Corollary 1.2:
Thus, it follows that
Suppose that x / ∈ ∪ m j=1 SG j . Then, there exists ε > 0 such that Gj(x) − Gj(x − ε) = 0, for all j = 1, 2, . . . , m. Let us show that HG 1 ,...,Gm (x) − HG 1 ,...,Gm (x − ε) = 0.
First, note that
Thus, we have x / ∈ SH G 1 ,...,Gm . Therefore, SH G 1 ,...,Gm ⊂ ∪ m j=1 SG j . A similar argument works for the case where HG 1 ,...,Gm (x) has the functional form of Corollary 1.3. Corollary 3.1 shows a special case where the distribution HG 1 ,...,Gm (x) is discrete.
3.1. Corollary (C3.1). Discrete baselines generate discrete distributions. If all Gj's are discrete in Corollary 1.2 (respectively, 1.3) , then HG 1 ,...,Gm (x) is discrete.
Proof. Being all Gj's discrete, then ∪ m j=1 SG j has a countable number of values. Since, by Theorem 3, SH G 1 ,...,Gm ⊂ ∪ m j=1 SG j , then SH G 1 ,...,Gm has a countable number of values and, for this reason, HG 1 ,...,Gm (x) is acdf of a discrete random variable. Theorem 4 shows conditions when SH G 1 ,...,Gm ⊂ ∪ m j=1 SG j . 4. Theorem (T4). The support of distribution is a union of the supports of the baselines. Assume, in Corollary 1.2, (respectively, 1.3) that: 1}, ℓ1(1, . . . , 1) = inf{x ∈ R : φ(x) < 1}, u(·)(x) > 0, ∀ x ∈ R, and that µj(·)(x) or ℓj(·)(x), for some j = 1, 2, . . . , n, are strictly monotonic or vn(0, . . . , 0) = sup{x ∈ R : φ(x) < 1}, m1(0, . . . , 0) = inf{x ∈ R : φ(x) > 0}, ϑ(·)(x) > 0, ∀ x ∈ R, and that vj(·)(x) or mj(·)(x), for some j = 1, 2, . . . , n, are strictly monotonic.
Proof. As a consequence of Theorem 3, we only need to show that .  Consider that HG 1 ,...,Gm (x) has the functional form of Corollary 1.2:
. Thus, using an argument identical to that of the proof of Theorem 3, we have
Suppose that x ∈ ∪ m j=1 SG j . Then, there exists ε > 0 such that Gj(x) − Gj(x − ε) > 0 for some j = 1, 2, . . . , m. Conditions [f 1] and [f 2] imply that at least one of the integrals of the form
is different from zero for h = µj, h = ℓj, h = vj or h = mj, for some j = 1, 2, . . . , n. This fact together with the fact that u or ϑ are strictly monotonic imply that:
Thus, x ∈ SH G 1 ,...,Gm , as desired. A similar argument works for the case where HG 1 ,...,Gm (x) has the functional form of Corollary 1.3.
Theorem 5 shows some conditions that guarantee that HG 1 ,...,Gm (x) is a continuous cdf .
Theorem (T5). Generating continuous cumulative distribution functions.
Suppose that F (x), G1, . . . , Gm are continuous cdf ′ s and that µj, ℓj, u, vj, mj and ϑ are continuous functions in Corollary 1.2 (respectively, 1.3) . Then, HG 1 ,...,Gm (x) is a continuous cdf .
Proof. Consider that HG 1 ,...,Gm (x) has the functional form of Corollary 1.2
Using a similar approach as that used in the proof of Theorem 3, we obtain:
Since all functions included in the previous expression are continuous, we have:
Therefore, we shall conclude that HG 1 ,...,Gm (x) is a continuous function. A similar argument works for the case where HG 1 ,...,Gm (x) has the functional form of Corollary 1.3.
Theorem 6 shows conditions where distribution HG 1 ,...,Gm (x) will be a continuous cdf of random variables.
Theorem (T6). Generating cumulative distribution functions of continuous random variables.
Suppose that F (x), G1, . . . , Gm are cdf ′ s of continuous random variables and that µj, ℓj, u, vj, mj and ϑ are continuous and differentiable functions in Corollary 1.2 (respectively, 1.3) . Then, HG 1 ,...,Gm (x) is a cdf of a continuous random variable.
Since F (x), G1, . . . , Gm are cdf ′ s of continuous random variables and µj, ℓj, u, vj, mj and ϑ are continuous and differentiable functions , then HG 1 ,...,Gm (x) is a cdf of a continuous random variable with density given by:
where (·)(x) = (G1, . . . , Gm)(x). A similar argument works for the case where HG 1 ,...,Gm (x) has the functional form of Corollary 1.3.
The next theorem shows an alternative way of generating discrete distributions.
7. Theorem (T7). Integrals with respect to discrete distributions generate discrete distributions.
Suppose that the probability distribution F (x) is discrete and that u(·)(x) = ϑ(·)(x) = 1, in Corollary 1 .2 (respectively, 1.3) . Then, HG 1 ,...,Gm (x) is discrete independent from the monotonic functions that are used as limits of the integration.
Proof. We can write the following
Since F (x) is a cdf of a discrete random variable, then F (x) assumes a countable number of different values. Thus, as HG 1 ,...,Gm (x) is given by the sum of differences of F (x) evaluated in at most 4n distinct points, it also can only assume a countable number of different values and, therefore, it is a cdf of a discrete random variable.
Conclusions
The method to generate distributions and classes of probability distributions that we presented in this paper combines several methods to generate classes of distribution that have already been described in the literature. By this unification, we could draw conclusions on the supports of generated classes. Using the proposed method, we can generate any probability distribution in different ways. The only necessity is to modify the monotonic functions involved in the method. As a further step, we aim to explore several classes of distribution which may be generated using this method, developing their properties and applying them to model several datasets. In a parallel work, we are proposing a method for generating multivariate distributions.
It is important to stress that a model can better describe a phenomenon by increasing its number of parameters, providing higher flexibility. On the other hand, we should not forget that increasing the number of parameters may cause identifiability and computational problems in the estimation of the parameters. Moreover, a large number of parameters increase the chance of overfitting, which is a problem particularly in forecasting and prediction studies. Thus, the best approach is to choose a method that best describes the analyzed phenomenon or experiment with the lowest possible number of parameters.
Appendix A. how to obtain generalizations of already existing class models
In this appendix we will show some applications to obtain some very special examples of functions generating classes of probabilistic distributions by finding probability distribution classes that have already been described in literature. Table 4 shows how to obtain classes of probability distributions already existing in the literature by the use of some corollaries of Theorem 1. Table 4 . 
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