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Abstract
We derive a functional central limit theorem for the empirical spectral measure or discretely
averaged (integrated) periodogram of a multivariate long range dependent stochastic process in a
degenerating neighborhood of the origin. We show that, under certain restrictions on the memory
parameters, this local empirical spectral measure converges weakly to a Gaussian process with
independent increments. Applications to narrow-band frequency domain estimation in time series
regression with long range dependence, and to local (to the origin) goodness-of-4t testing are
o5ered.
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1. Introduction
We are concerned with p-vector-valued stochastic processes (Xt)t∈Z that admit a
spectral density matrix of the form
f() ∼ −1G−1 as → 0+; (1)
where  = diag(H1−1=2; : : : ; Hp−1=2), the symbol “∼ ” means that the ratio of the
left- and right-hand sides tends to unity (element-by-element), and G is a p × p
real, symmetric, positive de4nite matrix. Such processes are said to have long range
dependence or strong dependence since the autocorrelations decay hyperbolically in
contrast to the much faster exponential rate in the weak dependence case.
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The parameters H1; : : : ; Hp determine the memory of the process and the components
of (Xt), say (Xat), may have separate memory parameters, Ha. If Ha¿ 0, (Xat) is
invertible and admits a linear representation, and if Ha¡ 1 it is covariance stationary.
If Ha = 1=2, the spectral density is bounded at the origin, and the process has only
weak dependence. Sometimes (Xat) is said to have negative memory, short memory,
or long memory when Ha¡ 1=2, Ha =1=2, or Ha¿ 1=2, respectively. Throughout this
paper we shall be concerned with the long memory case (and the short memory special
case) since this is the dominant case in many applications, including in econometrics,
hydrology, 4nance, and other 4elds. For a review of the properties of long range
dependent processes, see e.g. Robinson (1994b) and Beran (1994).
Two well known parametric models satisfying (1) are the fractional Gaussian noise
and the fractionally integrated autoregressive moving-average (FARIMA) models, see
Mandelbrot and Van Ness (1968), Adenstedt (1974), Granger and Joyeux (1980), and
Hosking (1981).
We are concerned with the weak convergence near the origin of the empirical spec-
tral measure of multivariate long range dependent stochastic processes. The empirical
spectral measure over a degenerating frequency band near the origin is an estimate of
the spectral distribution function local to the origin, i.e.
F() =
∫ 
0
f() d; ∈ (−; ]; (2)
for some ‘small’ , which will be made precise in the next section. The typical
element, Fab()=
∫ 
0 fab() d, is the cross spectral distribution function between series
(Xat) and (Xbt). Here, f() is the matrix of spectral density functions de4ned by
(j) =
∫ 
− e
ijf() d, where (j) is the jth autocovariance matrix of (Xt), with
typical element fab(), the cross spectral density between (Xat) and (Xbt).
For the remainder of the paper we distinguish between the terms ‘discretely aver-
aged periodogram’ and ‘empirical spectral measure’. For the integrated periodogram
evaluated at a particular frequency, we use the term ‘discretely averaged periodogram
(DAP)’. When the integrated periodogram is considered a stochastic process over a
band of frequencies, we use ‘empirical spectral measure’.
The main goal of the present paper is to derive a functional central limit theorem
for the local (to the origin) empirical spectral measure. To this end, we 4rst prove a
central limit theorem for the DAP where the averaging is over a degenerating band of
frequencies near the origin. This theorem is of interest in its own right, e.g. to derive
the asymptotic distribution of the narrow-band least squares estimator, see Section 3.
In addition, it is used to prove the functional central limit theorem which is the ultimate
goal of the analysis. The asymptotic properties of spectral estimates, and the weak con-
vergence of the empirical spectral measure, are well understood for weakly dependent
processes, see e.g. Grenander and Rosenblatt (1957), Brillinger (1969, 1981), and the
references therein. However, the processes that we consider in this paper do not belong
to this class as they exhibit spectral poles at the origin.
Recently, the integrated periodogram of long memory processes has been an object
of considerable interest in the literature. For scalar-valued processes with fully param-
eterized spectral density functions, Kokoszka and Mikosch (1997) derived a functional
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central limit theorem for the empirical (normalized and randomly centered) spectral
measure. Under complete speci4cation of the spectral density and at the cost of (pos-
sibly many) more moments they show that the empirical (normalized and randomly
centered) spectral measure converges to a Gaussian process for any H ∈ [1=2; 1). In
contrast, our results are valid only for H ∈ [1=2; 3=4) but rely on weaker assumptions
especially in the sense that we do not need to fully parameterize the spectral den-
sity. In the case where the spectral density function is only locally parameterized,
Lobato and Robinson (1996) derived the limiting distribution of the DAP for Gaussian
scalar-valued processes. The consistency of the DAP for multivariate processes was
proved by Lobato (1997). In related work, Yajima (1989) derived a central limit the-
orem for the discrete Fourier transform of long memory processes at 4nitely many ,
and Robinson (1995b) derived the limiting moments of the discrete Fourier transform
when allowing for an increasing (to in4nity) number of  on a degenerating interval.
Thus, our results are also extensions of their work.
The obvious advantage of specifying the spectral density only in a neighborhood
of the origin as in (1) and (2) is the nonparametric treatment of the process at other
frequencies, assuming only mild regularity conditions such as integrability implied by
covariance stationarity. Thus, in applications one would not have to worry about cor-
rect speci4cation of the short-run dynamics of the process, e.g. the autoregressive and
moving average orders in a FARIMA model. Previously, this type of local speci4-
cation, termed semiparametric by Robinson (1994a), has been applied in methods for
estimation of the memory parameter(s) by Geweke and Porter-Hudak (1983), Robinson
(1994a, 1995a, b), Lobato and Robinson (1996), and Lobato (1999) among others.
We present two applications of our results. First, we apply the central limit theorem
for the DAP to narrow-band least squares estimation in time series regression with long
range dependent regressors and errors. The narrow-band estimator was 4rst suggested
by Robinson (1994a) who showed that, even when the regressors and errors are corre-
lated and long range dependent, consistent estimates can be obtained if the estimation
is carried out in the frequency domain using a degenerating band of frequencies around
the origin. This type of estimate thus enjoys the advantages of local speci4cation, as
discussed above. With our new limiting distribution theory, we are easily able to derive
the asymptotic distribution of the narrow-band least squares estimator and show that it
is normal.
Our second application is to goodness-of-4t testing in the frequency domain based on
the empirical spectral measure. The goodness-of-4t tests are modelled after the corre-
sponding tests in empirical process theory, e.g. Shorack and Wellner (1986). This idea
was explored by Bartlett (1955) and Grenander and Rosenblatt (1957). Some recent
treatments are Anderson (1993) and Kokoszka and Mikosch (1997), who considered
stationary processes with weak dependence and long range dependence, respectively.
In particular, we consider local (to the origin) versions of the popular Kolmogorov–
Smirnov and CramRer–von Mises testing procedures. The tests are derived from the
functional central limit theorem for the local empirical spectral measure, and thus the
tests can be considered measures of goodness-of-4t for the spectral density near the
origin. Indeed, as mentioned above, they do not depend on the form of the spectral den-
sity away from the origin under some mild regularity conditions. Since the processes
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we consider have long memory their spectral mass is concentrated around a peak at
the origin. Hence, goodness-of-4t near the origin should be given preference. We show
that the limiting processes are functionals of time-transformed Brownian Motion, unlike
the Brownian Bridge limits in the standard theory, e.g. Shorack and Wellner (1986),
Anderson (1993), and Kokoszka and Mikosch (1997). This is of course due to the
fact that our process is not tied down at frequency , as is the case in all the above
studies, where the spectral density is completely parameterized.
The remainder of the paper is organized as follows. In Section 2 we present our
assumptions and the main results, the proofs of which are in Sections 4 and 5. Section
3 o5ers a discussion with applications of our results to narrow-band estimation in time
series regression with long range dependence, and to local Kolmogorov–Smirnov and
CramRer–von Mises goodness-of-4t testing. Section 6 contains some auxiliary lemmas.
2. Main results
Suppose we observe a sample of size n from (Xt). De4ne the normalized discrete
Fourier transform (DFT) and periodogram matrix of (Xt)t=1; :::; n by
w() =
1√
2n
n∑
t=1
Xteit and I() = w()w∗(); ∈ (−; ]; (3)
where the asterisk denotes transposition combined with complex conjugation. The
cross-periodogram between series (Xat) and (Xbt) is thus Iab() = wa()wb(), where
the bar is complex conjugation and wa() is the ath component of w().
Our statistic of interest is the discretely averaged periodogram
Fˆ(m) =
2
n
m∑
j=1
Re(I(j)); (4)
where j=2j=n are the Fourier frequencies. The (a; b)th component, denoted Fˆab(m),
is the discretely averaged cross-periodogram between series (Xat) and (Xbt). Since we
consider only a degenerating neighborhood of the origin where f() and thus also
F() is real, see (1), we use only the real part of the periodogram in the averaging
in (4). The number m = m(n) is a user-chosen bandwidth parameter, denoting the
largest periodogram point that will be used in the averaging. The zero-frequency is
excluded to render the statistic invariant to location shifts. Note that we could also
have considered the continuously averaged periodogram F˜() =
∫ 
0 Re(I()) d, but
we prefer the discrete version because of the location invariance and its computational
simplicity.
The basic setup follows that of Lobato (1997), who showed the consistency of (4)
as an estimate of (2) when the bandwidth m= m(n) tends to in4nity at a slower rate
than n. Let (Xt)t∈Z be a covariance stationary p-vector-valued stochastic process with
ath component (Xat), mean , and suppose (Xt) admits the linear representation
Xt =  +
∞∑
j=0
Ajt−j; t ∈Z; (5)
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with square summable coeUcients, i.e.
∑∞
j=0 ‖Aj‖2¡∞. The innovation sequence (t)
satis4es E(t |Ft−1) = 0 and E(t′t |Ft−1) = Ip, where Ft = ({s; s6 t}) and Ip is
the p-dimensional identity matrix. Similarly to (3), de4ne the DFT and periodogram
of (t) which we denote v() and J (), respectively.
Let A() be the Fourier transform of (Aj), i.e. A()=
∑∞
j=0 Aj exp(ij). Then, under
(5) and the above assumptions on (t), the spectral density matrix of (t) is f() =
Ip=2 and the spectral density matrix of (Xt) is f() = A()A∗()=2.
We now state the assumptions used to prove the central limit theorem for the DAP.
Our assumptions strengthen those in Lobato (1997), and are a multivariate generaliza-
tion of those in Robinson (1994a, 1995a), see also Lobato (1999). They are in some
respects much weaker than those employed by Lobato and Robinson (1996) in the
univariate case. In particular, we avoid their assumption of Gaussianity.
Assumption 1. The spectral density matrix of (Xt) in (1) with typical element fab(),
the cross spectral density between (Xat) and (Xbt), satis4es
|fab()− Gab1−Ha−Hb |=O(1+!−Ha−Hb) as → 0+; a; b= 1; : : : ; p; (6)
for some !∈ (0; 2], where Gab is the (a; b)th element of G.
Assumption 2. The innovations in (5) have square summable coeUcient matrices, i.e.∑∞
j=0 ‖Aj‖2¡∞, and satisfy, almost surely, E(t |Ft−1) = 0; E(t′t |Ft−1) = Ip; and
the matrices 3=E(t⊗t′t |Ft−1) and 4=E(t′t⊗t′t |Ft−1) are nonstochastic, 4nite,
and do not depend on t, with Ft = ({s; s6 t}).
Assumption 3. As → 0+
dAa()
d
=O(−1‖Aa()‖); a= 1; : : : ; p;
where Aa() is the ath row of A() =
∑∞
j=0 Aje
ij.
Assumption 4. The bandwidth parameter m= m(n) satis4es
1
m
+
m1+2!
n2!
→ 0 as n→∞:
Some comments on our conditions are in order. Assumptions 1 and 3 specialize (1)
by imposing smoothness conditions on the spectral density matrix of (Xt) commonly
employed in the literature. They are satis4ed with != 2 if, e.g., (Xt) is a vector frac-
tional Gaussian noise or a vector FARIMA process. Assumption 2 is a straightforward
multivariate generalization of the corresponding condition in Robinson (1995a), and
imposes a linear structure on (Xt) with square summable coeUcients and martingale
di5erence innovations with 4nite fourth moments. It is satis4ed, for instance, if (t)
form an i.i.d. process with 4nite fourth moments. Finally, Assumption 4 restricts the
expansion rate of the bandwidth parameter m = m(n), the weakest constraint being
implied by != 2 in which case the condition is m= o(n4=5).
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We now derive the limiting distribution of the DAP for any 4xed fraction r ∈ (0; 1]
of the bandwidth m. Thus, we consider
Fn(r) =
√
m−1m m(Fˆ([mr])− F(mr))m; (7)
where m = diag(
H1−1=2
m ; : : : ; 
Hp−1=2
m ) and [x] denotes the integer part of x.
The most important tool for proving our results below, and indeed most of the results
cited above, is the (Bartlett) approximation
Fˆ([mr]) =
2
n
[mr]∑
j=1
Re(I(j))
∼ 2
n
[mr]∑
j=1
Re(A(j)J (j)A∗(j));
see e.g. Hannan (1970, p. 248) and the proof of Lemma 4 below, which also gives the
order of magnitude of the remainder terms of the approximation. Following Robinson
(1995a), the right-hand side can, when suitably normalized and centered, be further
approximated by the sum of a martingale di5erence array allowing us to invoke simple
martingale central limit theorems. The details of this approximation and its proof are
given as Lemma 4 in Section 6.
We now provide, for a 4xed r ∈ (0; 1], a central limit theorem for (7) which is
proved in Section 4.
Theorem 1. Under Assumptions 1–4 and 1=26Ha¡ 3=4, a = 1; : : : ; p, the p × p
matrix-valued function in (7), for a 4xed r ∈ (0; 1], is asymptotically normal with
mean zero and covariance
lim
n→∞Cov(Fa1b1 ;n(r); Fa2b2 ;n(r)) =
1
2
(Ga1a2Gb2b1 + Ga1b2Ga2b1 )
×
∫ r
0
s2−Ha1−Ha2−Hb1−Hb2 ds:
The limiting distribution in Theorem 1 is asymptotically normal, paralleling the well
known weak dependence case. When the memory parameters violate the condition that
Ha¡ 3=4, a = 1; : : : ; p, it is conjectured that the DAP is non-normal and converges
to a function of the Rosenblatt process (see Rosenblatt 1961, 1979; Taqqu (1975)).
This dichotomy may seem strange at 4rst, since in both cases the model is covariance
stationary, but is due to the fact that the spectral density in (6) cannot be square
integrable in the latter case, even in an arbitrarily small neighborhood of the origin.
Furthermore, Kokoszka and Mikosch (1997) show that, under complete speci4cation
of the spectral density and at the cost of (possibly many) more moments, the empirical
(normalized and randomly centered) spectral measure converges to a Gaussian process
for any H ∈ [1=2; 1), i.e. not a Rosenblatt process. This is not surprising since the
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normalization (by the transfer function) in e5ect removes the spectral pole at the origin,
see their Eq. (1.3), and thus avoids the problem of non-square integrability of the
spectral density. However, in this paper we focus on the behavior of the empirical
spectral measure near the origin and this is naturally reVected in our di5erent results
for the limiting distributions.
The parameters appearing in the limiting distribution in Theorem 1 can be re-
placed by consistent estimates. For instance, the multivariate log-periodogram estimates
in Robinson (1995b) or the multivariate local Whittle pseudo-likelihood estimates in
Lobato (1999), which both have nice asymptotic properties, are easy to calculate,
and local in the same sense as the statistics of the present paper.
Theorem 1 indicates the asymptotic normality of the DAP for any given fraction of
the frequency m. We now turn to our main objective which is the weak convergence
of the stochastic process
(Fn(r) =
√
m−1m m(Fˆ([mr])− F(mr))m)06r61 (8)
in the space Dp×p[0; 1], the space of p × p matrix-valued cadlag functions on the
unit interval. This space is isomorphic with Dp
2
[0; 1], and may be endowed with a
metric that makes it complete and separable, see Billingsley (1999, Chapter 3). We
are able to establish weak convergence of (Fn(r))06r61 under the same conditions as
Theorem 1.
Theorem 2. Under Assumptions 1–4 and 1=26Ha¡ 3=4, a = 1; : : : ; p, the stochas-
tic process (Fn(r))06r61 de4ned in (8) converges weakly in Dp×p [0,1] to a p × p
matrix-valued Gaussian process (Y (r))06r61 with Y (0) = 0 a.s., mean zero, and co-
variance structure
Cov(Ya1b1 (r1); Ya2b2 (r2)) =
1
2
(Ga1a2Gb2b1 + Ga1b2Ga2b1 )
×
∫ min(r1 ;r2)
0
s2−Ha1−Ha2−Hb1−Hb2 ds:
The limiting process in Theorem 2 is Gaussian, has mean zero and independent incre-
ments, and is easily seen to be a time-transformed matrix-valued Brownian
Motion (and hence to have continuous sample paths almost surely). In empirical
process theory, the limits are typically functionals of the Brownian Bridge process,
e.g. Shorack and Wellner (1986). In previous studies of weak convergence for em-
pirical spectral measures, this property has been found to carry over to the frequency
domain, see e.g. Anderson (1993) and Kokoszka and Mikosch (1997). The Brow-
nian Bridge process appears in the limit since the empirical distribution function
and empirical spectral measure are tied down at r = 1, when the full spectral band
(−; ] is considered and the spectral density is fully parameterized. This is not the
case here, and hence we get the time-transformed Brownian Motion process in the
limit.
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3. Discussion
The DAP is a statistic of signi4cant independent interest. The properties of its uni-
variate counterpart have long been well known for the weak dependence case, and
have recently been explored for univariate long range dependent processes in Robinson
(1994a) and Lobato and Robinson (1996). There, the DAP is applied in semipara-
metric estimation of H for univariate long range dependent processes. Thus, a distri-
bution theory for the multivariate DAP is essential in extending this estimator to the
multivariate case as in (1). However, a full discussion would be lengthy and superior
semiparametric estimators with likelihood interpretations are available, see e.g. Lobato
(1999), so we leave this issue for future research.
Another application suggested by Robinson (1994a) in the stationary case, and de-
veloped by Robinson and Marinucci (1998) in the nonstationary case, is narrow-band
frequency domain least squares (FDLS) estimation of ( in the model (bivariate for
simplicity)
yt = (xt + et ; t ∈Z;
where (xt) and (et) have spectral densities fx() ∼ Gx1−2Hx and fe() ∼ Ge1−2He ,
respectively. The narrow-band FDLS estimator of ( is
(ˆm = Fˆ−1xx (m)Fˆxy(m); (9)
which Robinson (1994a, pp. 537–538) proved to be consistent for (. The asymptotic
distribution theory for (ˆ is easily derived as a special case of our Theorem 1. De4ne
the vector w′t=(xt ; et), with spectral density fw() given by (1) with G=diag(Gx; Ge).
Diagonality of G can be considered a local version of the usual orthogonality condition
from least squares theory. Suppose further that Assumptions 1–4 are satis4ed for wt
(with obvious implications for yt).
With our new distribution theory it is straightforward to derive the asymptotic distri-
bution for the narrow-band FDLS estimator (9). First, by Theorem 1 of Lobato (1997),
2Hx−2m Fˆxx(m)→p 2Hx−2m Fxx(m) = Gx=(2− 2Hx). Then, by our Theorem 1
√
mHe+Hx−2m Fˆxe(m)→d N (0; -xe);
where -xe = GxGe=(6− 4Hx − 4He). Thus, it follows that
√
mHe−Hxm ((ˆm − () = 2−2Hxm Fˆ−1xx (m)
√
mHe+Hx−2m Fˆxe(m)
→d N
(
0;
2Ge(1− Hx)2
Gx(3− 2Hx − 2He)
)
:
If Hx=He=H ∈ [1=2; 3=4) the distribution is particularly simple, as the normalization
is free of H (it is in fact
√
m) and the variance is 2Ge(1−H)2=Gx(3− 4H), admitting
very simple asymptotic inference on the regression coeUcients.
Recently, the narrow-band FDLS estimator and extensions to weighted and general-
ized least squares have been considered in detail by Christensen and Nielsen (2001) and
Nielsen (2002). Christensen and Nielsen (2001) discuss the empirical applicability of
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the narrow-band FDLS estimator and give an application to volatility forecasting with
4nancial data. It is demonstrated that empirically relevant conclusions may be drawn
from the application of the narrow-band FDLS estimator even when the OLS estimator
is inconsistent, and indeed, that improvements in inference over the OLS estimator
may be obtained. In Nielsen (2002) the 4nite sample properties of these narrow-band
estimators are also illustrated through Monte Carlo experiments. The Monte Carlo study
shows that the performance of the estimators is very good in 4nite samples and that
the asymptotic distribution replicates the 4nite sample behavior in a satisfactory way
even for small to medium sized samples, e.g. n= 256.
Finally, we consider the statistical implications of Theorem 2 for goodness-of-4t
testing. To simplify the discussion we consider the case of a scalar-valued stochastic
process (xt) with spectral density fx() ∼ G1−2H satisfying the assumptions of The-
orem 2. As it simpli4es nicely, the weak convergence of the local empirical spectral
measure (Fx;n(r)=
√
m2H−2m (Fˆx([mr])−Fx(mr)))06r61 in the scalar case is stated as
a corollary.
Corollary 3. Under the assumptions of Theorem 2, (Fx;n(r))06r61 converges weakly
in D[0; 1] to the time-transformed Brownian Motion
y(r) = (3− 4H)−1=2GB(/H (r)); 06 r6 1;
where /H (r) = r3−4H and B is standard Brownian Motion on [0; 1].
Thus, we are able to derive the limiting distribution of some standard goodness-of-4t
test statistics in this new setting. The following results are obtained from Corollary 3
and the Continuous Mapping Theorem:
(i) Local Kolmogorov–Smirnov test: Under the assumptions of Corollary 3,
LKS = max
16j6m
|Fx;n(j=m)| →d G√
3− 4H sup06r61|B(/H (r))|:
(ii) Local CramRer–von Mises test: Under the assumptions of Corollary 3,
LCvM =
m∑
j=1
Fx;n(j=m)2 →d G
2
3− 4H
∫ 1
0
B(/H (r))2 dr:
Note that we could equivalently have considered the continuous versions of these statis-
tics, i.e. LKS′=sup06r61|Fx;n(r)| and LCvM′=
∫ 1
0 Fx;n(r)
2 dr. The limiting distributions
are the same as for their discrete counterparts. It is also worth noting that these lim-
iting distributions are not functionals of the Brownian Bridge process as in the usual
case, e.g. Shorack and Wellner (1986), Anderson (1993), and Kokoszka and Mikosch
(1997). Instead, they are functionals of the Brownian Motion since the local empirical
spectral measure is not tied down at r = 1.
Hence, we may consider testing the null hypothesis K0 : f() = f0() as  → 0+
against the alternative KA : f() = f0() as  → 0+ for some (locally) speci4ed
f0(), e.g. f0() = G01−2H0 . The test of K0 vs. KA is a test of goodness-of-4t near
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the origin, and (G0; H0) may be determined by e.g. a particular FARIMA model. For
instance, if goodness-of-4t over the entire spectral band (−; ] has been rejected, a test
of K0 vs. KA could be informative in determining whether the rejection was caused by
misspeci4cation near the origin. Furthermore, the test statistics LKS and LCvM may be
employed directly (no need to estimate any parameters) in this setup and their critical
values are easily derived from Table 1 (see below).
Alternatively, since we are in the class of spectral densities given by f()=G1−2H
as  → 0+, we may test the null hypothesis K1 : H = H0 against the alternative
KB : H = H0 inserting an estimate Gˆ = Gˆ(H0) of G. Testing H0 = 1=2 would be a
leading example, i.e. a test of the null of only weak dependence. For the purpose of
testing K1 we consider the feasible test statistics
FLKS = Gˆ−1 max
16j6m
|Fx;n(j=m; Gˆ)| →d 1√
3− 4H sup06r61|B(/H (r))|;
FLCvM = Gˆ−2
m∑
j=1
Fx;n(j=m; Gˆ)2 →d 13− 4H
∫ 1
0
B(/H (r))2 dr;
where Gˆ= Gˆ(H) is any consistent estimate of G (which is strictly positive with prob-
ability one) under the null hypothesis, and the notation Fx;n(j=m; Gˆ) means that Gˆ is
inserted for G in the de4nition of F(). We note that testing K0 vs. KA is the same
as testing K1 vs. KB when G = G0 is known. Thus, the only di5erence between the
two null hypotheses (and between the LKS and LCvM test statistics and their feasible
counterparts) is the treatment of the scale parameter, G.
The critical values for the FLKS test may be recovered from the relation
P
(
sup
06r61
|B(/H (r))|¿b
)
= P
(
sup
06r61
|B(r)|¿b
)
= 2(1− 2(b)); (10)
where 2(·) is the cumulative distribution function of the standard normal distribu-
tion, whereas the critical values for the FLCvM test can be found by simulation. The
Table 1
Means, variances, and critical values of the FLKS and FLCvM test statistics
H FLKS FLCvM
Mean Variance 90% 95% 99% Mean Variance 90% 95% 99%
0.50 0.781 0.368 1.645 1.960 2.576 0.509 0.347 1.211 1.681 2.817
0.55 0.879 0.462 1.839 2.191 2.880 0.700 0.683 1.675 2.350 3.913
0.60 1.001 0.631 2.124 2.530 3.326 1.057 1.638 2.576 3.615 6.051
0.65 1.209 0.982 2.601 3.099 4.073 1.808 5.169 4.522 6.336 10.86
0.70 1.624 2.151 3.678 4.383 5.760 4.271 31.07 10.99 15.44 26.47
The critical values for the FLKS test are derived from (10). The means and variances and the critical
values for the FLCvM test are based on simulations of 50,000 replications with 1000 steps to approximate
the time-transformed Brownian motion (100,000 steps for the underlying Brownian motion).
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Table 2
Rejection frequencies with G = G0
Sample size H LKS LCvM
m = n0:5 m = n0:7 m = n0:5 m = n0:7
n = 128 0.50 0.06126 0.07504 0.05478 0.05078
0.55 0.15678 0.13200 0.15220 0.11514
0.60 0.31572 0.24400 0.31402 0.24122
0.65 0.52298 0.42284 0.52352 0.43502
0.70 0.71022 0.61440 0.71102 0.63286
n = 256 0.50 0.06786 0.08008 0.05412 0.04988
0.55 0.21862 0.18726 0.20136 0.16242
0.60 0.50578 0.42956 0.48590 0.42288
0.65 0.77184 0.71570 0.75774 0.72116
0.70 0.92314 0.90092 0.91530 0.90650
n = 512 0.50 0.07092 0.08420 0.05276 0.04828
0.55 0.32276 0.29242 0.29048 0.25986
0.60 0.72602 0.70852 0.69630 0.69896
0.65 0.94434 0.94908 0.93220 0.94970
0.70 0.99344 0.99560 0.99134 0.99604
Based on simulations of 50,000 replications.
critical values, means, and variances of the test statistics are presented in Table 1.
The simulated values are based on 50,000 replications of the underlying Brownian
motion B(r) with 100,000 steps of equidistant r. Then 1000 steps were picked from
this Brownian motion according to /H (r)= r3−4H to approximate the time-transformed
Brownian motion B(/H (r)).
To evaluate the performance of the tests we conduct a small Monte Carlo study. We
have simulated 50,000 replications from a mean-zero process, say (xt), with spectral
density
fx() =
1
2
(2 sin =2)1−2H ;
where H = 0:5; 0:55; : : : ; 0:7. We consider sample sizes n = 128; 256; 512 and band-
width parameters m = [n0:5] and m = [n0:7]. Thus, (xt) is a FARIMA(0; d; 0) pro-
cess with d = H − 1=2, see Granger and Joyeux (1980) or Hosking (1981), and the
spectral density is equal to G01−2H with G0 = 1=2 as  → 0+. The replications
were generated according to the Choleski decomposition method, see Beran (1994,
pp. 215–217).
Table 2 presents the results for the LKS and LCvM tests (at 5% level) of K0 :
fx() = G0 as → 0+. Thus, under the null hypothesis the spectral density is known
and 4nite at the origin. In this case, the size of both tests is close to the nominal 5%
level with a tendency for the LKS test to be slightly oversized (the size varies from
0.06 to 0.08 for the di5erent sample sizes and bandwidth choices). The power of the
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Table 3
Rejection frequencies with G = Gˆ
Sample size H FLKS FLCvM
m = n0:5 m = n0:7 m = n0:5 m = n0:7
n = 128 0.50 0.04590 0.02062 0.04198 0.01446
0.55 0.13474 0.05978 0.13200 0.05836
0.60 0.30242 0.16528 0.30352 0.17610
0.65 0.51846 0.35970 0.52018 0.38696
0.70 0.72672 0.60026 0.72724 0.63608
n = 256 0.50 0.05524 0.03180 0.04304 0.01992
0.55 0.20694 0.12854 0.19038 0.11338
0.60 0.49920 0.39402 0.47766 0.39114
0.65 0.77852 0.72454 0.76166 0.73418
0.70 0.93312 0.92724 0.92364 0.93222
n = 512 0.50 0.06278 0.04350 0.04504 0.02506
0.55 0.31514 0.25466 0.28062 0.22428
0.60 0.72664 0.72288 0.69330 0.70846
0.65 0.94774 0.96626 0.93446 0.96514
0.70 0.99512 0.99866 0.99234 0.99882
Based on simulations of 50,000 replications.
tests increases rapidly as H increases and appears to be slightly higher for the lower
value of the bandwidth parameter, i.e. m= [n0:5].
In Table 3 the results are given for the FLKS and FLCvM tests (at 5% level) of
K1 : H =0:5, i.e. of the null hypothesis of only weak dependence. Thus, an estimate of
G is needed and we use the simple estimate Gˆ=var(xt)=2. As before, the size is close
to the nominal level of the tests although the tests with the higher bandwidth parameter,
m= [n0:7], tend to be undersized. When the lower bandwidth tests are considered, the
power of the tests is virtually unchanged compared to the case in Table 2 with a
known G. However, the higher bandwidth tests have substantially lower power, both
compared to the lower bandwidth tests and compared to the case with a known G.
This is particularly true for small deviations from the null.
Overall, our small simulation study has shown that the local goodness-of-4t tests
are indeed applicable in practice and that their properties are rather good for realistic
sample sizes, with the caveat that choosing the bandwidth too high may erode the
power of the feasible tests.
4. Proof of Theorem 1
The proof of asymptotic normality of the DAP employs the martingale di5erence ap-
proximation technique of Robinson (1995a) and Lobato (1999). Applying the
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CramRer–Wold device, we need to examine the linear combination (/ is a p2-vector)
/′
√
m−1m (m ⊗ m)(vec Fˆ([mr])− vecF(mr))
=
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m (Fˆab([mr])− Fab(mr))
=
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m

2
n
[mr]∑
j=1
Re(Iab(j))− Fab(mr)

 ;
which by Lemma 4 can be approximated by
n∑
t=1
′t
t−1∑
s=1
ct−s;ns; (11)
where
ctn =
1
2n
√
m
[mr]∑
j=1
j cos(tj);
j =
p∑
a=1
p∑
b=1
/a(p−1)+bHa+Hb−1m Re(A
′
a(j) XAb(j) + A
′
b(j) XAa(j));
and the dependence on r has been suppressed for notational convenience.
Hence, ztn = ′t
∑t−1
s=1 ct−s;ns is a martingale di5erence array with respect to the
4ltration (Ft)t∈Z, Ft = ({s; s6 t}), and we can apply the CLT if
n∑
t=1
E(z2tn|Ft−1)−
p∑
a1=1
p∑
b1=1
p∑
a2=1
p∑
b2=1
/a1(p−1)+b1/a2(p−1)+b2
×-a1(p−1)+b1 ;a2(p−1)+b2 →p 0; (12)
n∑
t=1
E(z2tn1(|ztn|¿5))→ 0; 5¿ 0; (13)
see Brown (1971) or Hall and Heyde (1980, Chapter 3.2). Here, - is the covariance
matrix of the vectorized Fn(r) (c.f. the statement of Theorem 1) with (a1(p − 1) +
b1; a2(p− 1) + b2)th element given by
-a1(p−1)+b1 ;a2(p−1)+b2 =
1
2

Ha1+Hb1+Ha2+Hb2−3
m
∫ mr
0
Re(fa1a2 ()fb2b1 ()
+fa1b2 ()fa2b1 ()) d:
A suUcient condition for (13) is
n∑
t=1
E(z4tn)→ 0: (14)
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First, to show (12),
n∑
t=1
E(z2tn|Ft−1) =
n∑
t=1
E
(
t−1∑
s=1
t−1∑
r=1
′sc
′
t−s;nt
′
tct−r;nr|Ft−1
)
=
n∑
t=1
t−1∑
s=1
′sc
′
t−s;nct−s;ns (15)
+
n∑
t=1
t−1∑
s=1
∑
u =s
′sc
′
t−s;nct−u;nu; (16)
where (16) is negligible by Lemma 5. So we need to show that the mean of (15) is
asymptotically equivalent to
∑p
a1=1
∑p
b1=1
∑p
a2=1
∑p
b2=1 /a1(p−1)+b1/a2(p−1)+b2
-a1(p−1)+b1 ;a2(p−1)+b2 . Thus,
E(15) =
n∑
t=1
t−1∑
s=1
tr(c′t−s;nct−s;n)
=
n∑
t=1
t−1∑
s=1
[mr]∑
j=1
1
42n2m
tr(′jj) cos
2((t − s)j) (17)
+
n∑
t=1
t−1∑
s=1
[mr]∑
j=1
[mr]∑
k =j
1
42n2m
tr(′jk) cos((t − s)j) cos((t − s)k): (18)
Rewriting (18) as
∑n
t=1
∑t−1
s=1 cos((t − s)j) cos((t − s)k)
∑[mr]
j=1
∑[mr]
k =j (4
2n2m)−1
tr(′jk) we notice that, since j = O(1) by construction and
∑n
t=1
∑t−1
s=1 cos((t − s)
j) cos((t − s)k) = −n=2, see Robinson (1995a, pp. 1645), (18) is O(
∑[mr]
j=1∑[mr]
k =j (n
2m)−1n) = O(m=n), so that we may focus on (17).
Next, tr(′jj) equals
∑p
a1=1
∑p
b1=1
∑p
a2=1
∑p
b2=1 /a1(p−1)+b1/a2(p−1)+b2

Ha1+Hb1+Ha2+Hb2−2
m times
tr(Re(A∗b1 (j)Aa1 (j) + A
∗
a1 (j)Ab1 (j))Re(A
′
a2 (j) XAb2 (j) + A
′
b2 (j) XAa2 (j)))
= 42(fa1a2 (j)fb2b1 (j) + fa1b2 (j)fa2b1 (j)
+fb1a2 (j)fb2a1 (j) + fb1b2 (j)fa2a1 (j))
by de4nition of f(). Since (x + Xx)=2 = Re(x) for any complex number x, (17) is
n∑
t=1
t−1∑
s=1
[mr]∑
j=1
2
n2m
p∑
a1=1
p∑
b1=1
p∑
a2=1
p∑
b2=1
/a1(p−1)+b1/a2(p−1)+b2
Ha1+Hb1+Ha2+Hb2−2
m
×Re(fa1a2 (j)fb2b1 (j) + fa1b2 (j)fa2b1 (j)) cos2((t − s)j): (19)
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The summation over j can be replaced by an integral, viz.
2
n
[mr]∑
j=1
Re(fa1a2 (j)fb2b1 (j) + fa1b2 (j)fa2b1 (j))
∼
∫ mr
0
Re(fa1a2 ()fb2b1 () + fa1b2 ()fa2b1 ()) d:
Using this approximation and the relation
∑n−1
t=1
∑n−t
s=1 cos
2(sj) = (n − 1)2=4, we
can rewrite (19) as
(19)∼
p∑
a1=1
p∑
b1=1
p∑
a2=1
p∑
b2=1
/a1(p−1)+b1/a2(p−1)+b2
×Ha1+Hb1+Ha2+Hb2−2m
(
n∑
t=1
t−1∑
s=1
cos2((t − s)j)
)
× 1
nm
∫ mr
0
Re(fa1a2 ()fb2b1 () + fa1b2 ()fa2b1 ()) d
=
p∑
a1=1
p∑
b1=1
p∑
a2=1
p∑
b2=1
/a1(p−1)+b1/a2(p−1)+b2

Ha1+Hb1+Ha2+Hb2−3
m
2
×
∫ mr
0
Re(fa1a2 ()fb2b1 () + fa1b2 ()fa2b1 ()) d
and we have shown (12).
Thus, we only have to show (14) which is easy from the above analysis since, by
Assumption 2,
n∑
t=1
E(z4tn) =
n∑
t=1
E

 t−1∑
s=1
′sct−s;nt
′
t
t−1∑
u=1
ct−u;nu
t−1∑
p=1
′pct−p;nt
′
t
t−1∑
q=1
ct−q;nq


6C
(
n∑
t=1
tr
(
t−1∑
s=1
c′t−s;nct−s;nc
′
t−s;nct−s;n
)
+
n∑
t=1
tr
(
t−1∑
s=1
c′t−s;n
t−1∑
u=1
ct−u;nc′t−u;nct−s;n
))
for some constant C¿ 0. As in the proof of Lemma 5, this expression can be bounded
by O(n(
∑n
t=1 ‖c2tn‖)2) = O(n−1), which completes the proof.
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5. Proof of Theorem 2
We have already seen in Theorem 1 that the one-dimensional distributions converge
as required, i.e. Fn(r1) →d Y (r1); 06 r16 1. Next, consider (Fn(r1); Fn(r2)); 06 r1¡
r26 1, or equivalently (Fn(r1); Fn(r2)−Fn(r1)). The proof in Section 4 carries through
almost unchanged to this case, so we just outline the di5erences.
Applying the CramRer–Wold device we need to examine /′1vecFn(r1)+/
′
2vec (Fn(r2)−
Fn(r1)), for p2-vectors /1 and /2. As in the proof of Theorem 1 and using
Lemma 4, this can be approximated by the sum
∑n
t=1 ztn of the martingale di5erence
array ztn = ′t
∑t−1
s=1 ct−s;ns, where
ctn =
1
2n
√
m

[mr1]∑
j=1
1j cos(tj) +
[mr2]∑
j=[mr1]+1
2j cos(tj)

 ;
ij =
p∑
a=1
p∑
b=1
/i;a(p−1)+bHa+Hb−1m Re(A
′
a(j) XAb(j) + A
′
b(j) XAa(j)); i = 1; 2:
To apply the CLT we need to show that
∑n
t=1 E(z
2
tn|Ft−1) converges as required.
The Lindeberg condition (13) or (14) follows as in Section 4. Thus, as before
n∑
t=1
E(z2tn|Ft−1) =
n∑
t=1
t−1∑
s=1
′sc
′
t−s;nct−s;ns +
n∑
t=1
t−1∑
s=1
∑
u =s
′sc
′
t−s;nct−u;nu; (20)
where the last term is negligible by Lemma 5. The mean of the 4rst term is
n∑
t=1
t−1∑
s=1
1
42n2m
[mr1]∑
j=1
tr(′1j1j) cos
2((t − s)j) (21)
+
n∑
t=1
t−1∑
s=1
1
42n2m
[mr2]∑
j=[mr1]+1
tr(′2j2j)cos
2((t − s)j) (22)
+
n∑
t=1
t−1∑
s=1
1
42n2m
[mr1]∑
j=1
[mr1]∑
k =j
tr(′1j1k) cos((t − s)j) cos((t − s)k) (23)
+
n∑
t=1
t−1∑
s=1
1
42n2m
[mr2]∑
j=[mr1]+1
[mr2]∑
k =j
tr(′2j2k) cos((t − s)j) cos((t − s)k) (24)
+
n∑
t=1
t−1∑
s=1
2
42n2m
[mr1]∑
j=1
[mr2]∑
k=[mr1]+1
tr(′1j2k) cos((t − s)j) cos((t − s)k); (25)
where the terms corresponding to j = k (i.e. terms (23) and (24) corresponding to
Eq. (18) of the proof of Theorem 1 in Section 4) are negligible precisely as before.
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We therefore examine (25) and terms (21) and (22) corresponding to Eq. (17) of the
proof of Theorem 1 in Section 4.
By application of the same methods as for Eq. (17) in Section 4, (21) converges to
=
p∑
a1=1
p∑
b1=1
p∑
a2=1
p∑
b2=1
/a1(p−1)+b1/a2(p−1)+b2

Ha1+Hb1+Ha2+Hb2−3
m
2
×
∫ mr1
0
Re(fa1a2 ()fb2b1 () + fa1b2 ()fa2b1 ()) d; (26)
and (22) converges to
=
p∑
a1=1
p∑
b1=1
p∑
a2=1
p∑
b2=1
/a1(p−1)+b1/a2(p−1)+b2

Ha1+Hb1+Ha2+Hb2−3
m
2
×
∫ mr2
mr1
Re(fa1a2 ()fb2b1 () + fa1b2 ()fa2b1 ()) d: (27)
In particular, this convergence is reached by approximating the sums
∑[mr1]
1 and∑[mr2]
[mr1]+1 by the integrals
∫ mr1
0 and
∫ mr2
mr1
, respectively.
We are left with (25), which is O(
∑[mr1]
j=1
∑[mr2]
k=[mr1]+1 (n
2m)−1n) = O(mn r1(r2 − r1))
as for (18). This implies, in particular, that (Y (r)) has independent increments. By the
Continuous Mapping Theorem we have shown that (Fn(r1); Fn(r2)) →d (Y (r1); Y (r2)).
Precisely the same argument applies for (Fn(r1); : : : ; Fn(rk)), for any 4nite parti-
tion 06 r1¡r2¡ · · ·¡rk6 1. Thus, the 4nite dimensional distributions of (Fn(r))
converge to those of (Y (r)) as required.
By Prohorov’s Theorem, weak convergence follows if we show that (Fn(r)) is tight,
see Billingsley (1999, Section 5). It follows from Billingsley (1999, Problem 5.9) that
we only need consider the marginal distribution of each coordinate (Fab;n(r)), and from
Billingsley (1999, Theorem 13.5) this is tight if
E(|Fab;n(r)− Fab;n(r1)|2|Fab;n(r2)− Fab;n(r)|2)
6K(r3−2Ha−2Hb2 − r3−2Ha−2Hb1 )2 (28)
for 06 r16 r6 r26 1 and K 4nite, which recasts the problem into one similar
to showing (14). Again, we apply the approximation in Lemma 4, i.e. Fab;n(r2) −
Fab;n(r1) =
∑n
t=1 
′
t
∑t−1
s=1 ct−s;n(r1; r2)s with
ctn(r1; r2) =
1
2n
√
m
[mr2]∑
j=[mr1]+1
j cos(tj);
j = Ha+Hb−1m Re(A
′
a(j) XAb(j) + A
′
b(j) XAa(j));
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and we 4nd that the left-hand side of (28) is
E


∣∣∣∣∣
n∑
t=1
′t
t−1∑
s=1
ct−s;n(r1; r)s
∣∣∣∣∣
2 ∣∣∣∣∣
n∑
t=1
′t
t−1∑
s=1
ct−s;n(r; r2)s
∣∣∣∣∣
2


6C1
n∑
t=1
tr
(
t−1∑
s=1
ct−s;n(r; r2)′ct−s;n(r; r2)ct−s;n(r1; r)′ct−s;n(r1; r)
)
(29)
+C2
n∑
t=1
tr
(
t−1∑
s=1
t−1∑
u=1
ct−s;n(r; r2)′ct−s;n(r; r2)ct−u;n(r1; r)′ct−u;n(r1; r)
)
(30)
by Assumption 2 as in the proof of (14).
Since the intervals [r1; r] and [r; r2] are disjoint, both (29) and (30) can be written as
C(r3−2Ha−2Hb2 − r3−2Ha−2Hb)(r3−2Ha−2Hb − r3−2Ha−2Hb1 );
by the same analysis as above (leading from (20) to (26) and (27)) and in the proof of
Theorem 1 (from (15) and (16) onwards). The last expression is obviously not greater
than the right-hand side of (28). Since r; r1, and r2 are arbitrary tightness follows, and
we have shown the theorem.
6. Auxiliary lemmas
In this section we prove the martingale approximation (11) and the negligibility of
(16) in the proof of Theorem 1. Note that both lemmas and their proofs apply with
hardly any change (except some notational overhead) in the case of Theorem 2. How-
ever, to conserve space we give the proofs only under the assumptions of Theorem 1.
Lemma 4. Approximation (11) holds under the assumptions of Theorem 1.
Proof. We need to examine
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m

2
n
[mr]∑
j=1
Re(Iab(j))− Fab(mr)


=
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m
2
n
[mr]∑
j=1
Re(Iab(j)− Aa(j)J (j)A∗b(j)) (31)
+
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m
2
n
[mr]∑
j=1
Re(Aa(j)J (j)A∗b(j)
−fab(j)) (32)
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+
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m

2
n
[mr]∑
j=1
Re(fab(j))− Fab(mr)

 : (33)
and consider (31)–(33) in turn.
First, we can use Eq. (C.2) in Lobato (1999), which states that
[mr]∑
j=1
Re(Iab(j)− Aa(j)J (j)A∗b(j))
=Op
(
1−Ha−Hbm
(
m1=3(logm)2=3 + logm+
m1=2
n1=4
))
to show that (31) is negligible since it implies (31) is Op(m−1=6(logm)2=3 + m−1=2
(logm) + n−1=4) = op(1).
Next, the term inside the parenthesis in (33) is, as n→∞,
[mr]∑
j=1
∫ j
j−1
Re(fab(j)− fab()) d
=Gab
[mr]∑
j=1
−Ha−Hbj
∫ j
j−1
(
j −
(

j
)−Ha−Hb

)
d+ r;
where r=o(!+2−Ha−Hbm ) by (6) and the 4rst term on the right-hand side is
O(n−2
∑[mr]
j=1 
−Ha−Hb
j )=O(m
−12−Ha−Hbm ), see Lobato (1997, pp. 148). It follows that
(33) is O(m−1=2) + o(m1=2+!n−!) = o(1) by Assumption 4.
Finally, Eq. (32) can be written
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m
2
n
×
[mr]∑
j=1
Re

Aa(j) 12n
∣∣∣∣∣
n∑
t=1
teitj
∣∣∣∣∣
2
A∗b(j)−
1
2
Aa(j)A∗b(j)


=
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m
2
n
×
[mr]∑
j=1
Re
(
Aa(j)
(
1
n
n∑
t=1
t′t − Ip
)
A∗b(j)
)
(34)
+
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m
2
n
×
[mr]∑
j=1
Re

Aa(j) 12n
n∑
t=1
∑
s =t
t′se
i(t−s)jA∗b(j)

 : (35)
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To bound (34), de4ne D = n−1
∑n
t=1 t
′
t − Ip which satis4es ‖D‖= Op(n−1=2) since
(t′t − Ip) is a martingale di5erence sequence with respect to the 4ltration (Ft)t∈Z by
Assumption 2. Then, since ‖Aa(j)‖=O(
√
faa(j)), (34) is bounded by
max
a;b
1√
m
Ha+Hb−1m

 [mr]∑
j=1
‖Aa(j)‖2‖D‖2‖Ab(j)‖2


1=2
=max
a;b
Op

 1√
m
Ha+Hb−1m ‖D‖

 [mr]∑
j=1
faa(j)fbb(j)


1=2


=max
a;b
Op

 1√
mn
Ha+Hb−1m

 [mr]∑
j=1
faa(j)


1=2
 [mr]∑
j=1
fbb(j)


1=2


which is Op(
1=2
m ) = op(1). Eq. (35) is
p∑
a=1
p∑
b=1
/a(p−1)+b
√
mHa+Hb−2m
1
n2
[mr]∑
j=1
Re

Aa(j) n∑
t=1
∑
s =t
t′se
i(t−s)jA∗b(j)


=
n∑
t=1
′t
t−1∑
s=1
p∑
a=1
p∑
b=1
/a(p−1)+b
√
m
n2
Ha+Hb−2m
[mr]∑
j=1
Re(A′a(j)e
i(t−s)j XAb(j))s
=
n∑
t=1
′t
t−1∑
s=1
ct−s;ns
with ctn =
∑p
a=1
∑p
b=1 /a(p−1)+b
√
m
n2 
Ha+Hb−2
m
∑[mr]
j=1 Re(A
′
a(j)e
itj XAb(j)). Eq. (11)
follows.
Lemma 5. Under the assumptions of Theorem 1,
n∑
t=1
t−1∑
s=1
∑
u =s
′sc
′
t−s;nct−u;nu = op(1):
Proof. We show convergence to zero in mean-square. The left-hand side has mean
zero and variance
O

n
(
n∑
s=1
‖csn‖2
)2
+
n∑
t=3
t−1∑
u=2
(
u−1∑
s=1
‖cu−s;n‖2
u−1∑
s=1
‖ct−s;n‖2
) ; (36)
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following the analysis in Robinson (1995a, pp. 1646). Since ‖j‖=O(1) by construc-
tion,
‖csn‖=O

 1
n
√
m
m∑
j=1
‖j‖

=O(√m
n
)
:
Since
∑k
j=1 |cos(sj)|=O(n=s), another bound is
‖csn‖=O

 1
n
√
m
m∑
j=1
‖j‖| cos(sj)|

=O( 1
s
√
m
)
:
This is a better bound for ‖csn‖ when s¿n=m. Thus, we 4nd that
n∑
s=1
‖csn‖2 = O

[n=m]∑
s=1
m
n2
+
n∑
s=[n=m]+1
1
s2m


=O(n−1);
implying that the 4rst term of (36) is O(n−1). The second term of (36) is bounded by
O
(
n
(
n∑
s=1
‖csn‖2
)([n=2]∑
s=1
s‖csn‖2
))
;
see Robinson (1995a, pp. 1646–1647). The summand in the second sum is O(sm=n2 +
(sm)−1). Choosing the 4rst bound when s6 [n=m2=3], the second sum is
O

[n=m2=3]∑
s=1
sm
n2
+
[n=2]∑
s=[n=m2=3]+1
1
sm

=O( 1
m1=3
)
;
and (36) is O(n−1 + m−1=3).
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