Abstract. We refine a recent technique introduced by Pellegrino, Santos, Serrano and Teixeira and prove a quite general anisotropic regularity principle in sequence spaces. As applications we generalize previous results of several authors regarding Hardy-Littlewood inequalities for multilinear forms.
Pellegrino, Santos, Serrano and Teixeira [21] and Bayart [5] . It is interesting to note that, en passant, a sharper version of the Hardy-Littlewood inequalities for m-linear forms, not encompassed by several recent attempts (for instance, [4] ), is provided as application. In fact, we show that under the same hypothesis of (1.1) we have m , using the definitions of mixed norm L p spaces from [6] , the mixed norm sequence space ℓ p (X) := ℓ p1 (ℓ p2 (· · · (ℓ pm (X)) · · · )) gathers all multi-index vector valued matrices x := (x j ) j∈N m with finite p-norm; here j := (j 1 , . . . , j m ) stands for a multi-index as usual. Notice that each norm · p k is taken over the index j k and that each index j k is related to the · p k norm. For instance, when p ∈ [1, ∞) m a vector matrix x belongs to ℓ p (X) if, and only if,
Over the last years, many different generalizations of the theory of absolutely and multiple summing operators were obtained. A natural anisotropic approach to multiple summing operators is the following: For r, p ∈ [1, +∞) m , a multilinear operator T : X 1 × · · · × X m −→ Y is said to be multiple (r, p)-summing if there exists a constant C > 0 such that for all sequences
The class of all multiple (r, p)-summing operators is a Banach space with the norm defined by the infimum of all previous constants C > 0. This norm is denoted by π (r,p) (·) and the space that gathers all such operators by Π m (r;p) (X 1 , . . . , X m ; Y ). When r 1 = · · · = r m = r, s 1 = · · · = s m = s we simply write (r; p), (r; s), respectively.
Inclusion Theorems.
Basic results from the theory of summing operators are inclusion theorems. For linear operators, it is folklore that p-summability implies q-summability whenever 1 ≤ p ≤ q. More generally, although basic, the following is quite useful (see [12] ).
Linear Inclusion Theorem. If s ≥ r, q ≥ p and Theorem 1 (Pellegrino, Santos, Serrano and Teixeira). Let m be a positive integer, r, p, q ∈ [1, +∞) be such that q ≥ p and 
In the next section we prove the following inclusion theorem; the techniques are inspired by [21] and contained in the proof of the forthcoming Regularity Principle, in Section 3:
for each k ∈ {1, . . . , m}, and the inclusion operator has norm 1.
The new Inclusion Theorem
Despite of the general status of the result, only basic facts are used along its proof. The first one is the classical linear inclusion. We need other standard inclusion type result that we write for future reference.
The last ingredient is a corollary of one of the many versions of Minkowski's inequality (see [14, Corollary 5.4 
.2]):
Minkowski's inequality. For any 0 < p ≤ q < ∞ and for any scalar matrix (a ij ) i,j∈N ,
The proof of Theorem 3.
The argument is inspired on the Regularity Principle of [21, Theorem 2.1]. We will proceed by induction on m. The initial case bilinear is a straightforward application of classical inclusion of linear operators and ℓ p spaces. The ideas used are revealed in the case m = 3, thus we it discuss in details. Let T ∈ Π 3 (r;p) (X 1 , X 2 , X 3 ; Y ). Then there exists a constant C > 0 such that
for all x 3 ∈ X 3 . By (2.1) we obtain, for all
,
Let us take
, we observe that (2.2) leads us to
, i.e., v 2 ∈ Π (s3;p2) X 2 ; ℓ (s3,s3) (Y ) . By the linear inclusion theorem, v 2 ∈ Π (s2;q2) X 2 ; ℓ (s3,s3) (Y ) with q 2 ≥ p 2 , s 2 ≥ s 3 and
Now let us fix x k ∈ ℓ w q k (X k ) with k = 2, 3 and let us define, for all x 1 ∈ X 1 ,
.
Thus v 1 ∈ Π (s2;p1) X 1 ; ℓ (s2,s3) (Y ) . By combining (2.3) and the linear inclusion theorem, we get that v 1 ∈ Π (s1;q1) X 1 ; ℓ (s2,s3) (Y ) with q 1 ≥ p 1 and s 1 ≥ s 2 such that
By choosing
. Now we shall conclude the proof by an induction argument. Let us suppose the result is true for m − 1 and let T ∈ Π m (r;p) (X 1 , . . . , X m ; Y ), i.e.,
belongs to Π m−1 (r;p2,...,pm) (X 2 , . . . , X m ; ℓ r (Y )). Consequently, by induction hypothesis, norm inclusion and the Minkowski inequality,
with r ≤ s m ≤ · · · ≤ s 2 and 1 we have that u ∈ Π (s2;p1) X 1 ; ℓ (s2,...,sm) (Y ) . Applying the classical linear inclusion on (2.4), with q 1 ≥ p 1 and
we gain u ∈ Π (s1;q1) X 1 ; ℓ (s2,...,sm) (Y ) . Taking
. . , X m ; Y ). Also note that the inclusion operator has norm 1, since the constant C is preserved. This concludes the proof.
It is important to highlight the difference between Theorems 1, 2 and 3. Under the hypothesis of Theorem 3, by using the usual inclusion of ℓ p spaces and Theorem 2 with 
A new Regularity Principle for sequence spaces
The investigation of regularity-type results in this setting was initiated in [20] and expanded in [21] . In this short section we present a stronger version of these results.
Let m ≥ 2 and Z 1 , V and w 1 , . . . , W m be arbitrary non-empty sets and Z 2 , . . . , Z m be vector spaces. Let also
for all scalars λ ≥ 0 and j, k ∈ {2, . . . , m}. We shall work with each p k ≥ 1 and also assuming that
Despite the abstract context, the proof is similar to the the proof of Theorem 3, and we omit the details.
Theorem 4 (Anisotropic Regularity Principle
Assume that there exists a constant C > 0 such that
∈ Z k and n k ∈ N, k = 1, . . . , m, with
. . , m}.
Applications: Hardy-Littlewood's inequalities
The Hardy-Littlewood inequalities have been investigated in depth in the recent years (see, for instance, [1, 2, 3, 4, 10, 11, 13, 17, 19, 21, 22] ). Here X p stands for ℓ p if p < ∞ and X ∞ := c 0 . 
|A(e j1 , . . . , e jm )|
For every continuous m-linear form A : X p1 × · · · × X pm → K. Moreover, the exponent is optimal.
The above exponent 
Recently, W.V. Cavalcante has shown that (4.1) is a consequence of the inclusion result for multiple summing operators due to Pellegrino et al. combined with Theorem 5 (see [10] ). The standard isometries between L(X p , X) and ℓ w p * (X), for 1 < p ≤ ∞, allow us to read the previous Theorems 5, 6, 7 as coincidence results (see [12] ). The key point is to begin with the coincidence below, obtained by revisiting Theorem 5 as a coincidence result with s 1 = · · · = s m = 2 and
for all Banach spaces X 1 , . . . , X m , and use an inclusion-type result. We shall combine these isometries with the inclusion result Theorem 3 to gain refined inclusions and coincidences. 
Proof. Since each p k ≤ 2m and Bringing Theorem 8 to the context of sequence spaces, the announced anisotropic result will be achieved. The main result of this section reads as follows. It is obvious that the above exponents are better than the estimates of Theorem 6 that provides
The following example is illustrative:
Example 1. Suppose m = 3 and p = 4. By Theorem 6 we know that (4.2) holds with
whereas by Corollary 2 we have s 1 ≥ 4, s 2 ≥ 3 and s 3 ≥ 12/5.
