This paper, complementing the recent 1-D Pn time-term analysis of Song et al. (2001a) , presents tomographic inversions of regional Pn traveltimes to image lateral variations of seismic velocity and anisotropy within the uppermost mantle beneath Germany. As such our study fills a gap of previous regional 2-D anisotropic Pn studies for France and Italy by expanding anisotropic Pn tomography to a continental scale covering much of Europe. In a novel way, the resolving power of the used Pn tomography system is investigated through a series of checkerboard tests combined with tradeoff analyses between resolution and covariance of the models. Methodologically important and commonly interesting problems of seismic tomography are addressed with the data set, such as model parametrization for a given source-receiver configuration, effects of time terms on the model parameters, and ambiguity between lateral velocity perturbations and anisotropy. The reliability and significance of various inversion models (1-D, 2-D, isotropic, anisotropic) is investigated in detail using statistical F tests. The latter indicate that, while both 2-D isotropic and anisotropic models provide better fits of the Pn data than a standard homogeneous, isotropic upper mantle, the most significant improvement arises from a large-scale 1-D anisotropy ellipsoid with the fast Pn-velocity axis in 25
I N T RO D U C T I O N
In seismic studies of the Earth's interior structure, Pn head waves are useful in retrieving both isotropic and anisotropic velocity structure of the uppermost mantle. Since the pioneering work of Hess and others (e.g. Hess 1964; Backus 1965; Raitt et al. 1969) , the everincreasing quantity and quality of seismic data sets, and improved tomographic inversion techniques, has allowed detailed 2-D Pnvelocity investigations in numerous regions of the world, particularly in recent years. For example, Zhao & Xie (1993) and McNamara et al. (1997) imaged lateral velocity variations of the uppermost mantle beneath the Tibetan plateau and Hearn & Ni (1994) those beneath the Turkish-Iranian plateau. Beghoul & Barazangi (1990) and Zhao (1993) analysed the Pn velocity and possible anisotropy beneath the Basin and Range province, concomitant to similar studies of Hearn et al. (1991) and Hearn (1996) of the entire uppermost mantle velocity and anisotropy structure in the western USA. More recently, Brazier et al. (2000) inverted for Pn velocities beneath the Tanzania craton and adjacent rifted mobile belts in East Africa using regional data.
In Europe Parolai et al. (1997) and Mele et al. (1998) mapped the lateral variations of Pn-wave velocity beneath Italy and surrounding regions. Judenherc et al. (1999) studied the anisotropy and velocity of the lithosphere in France and adjacent regions. On a larger scale, Hearn (1999) studied the uppermost mantle structure of southern Europe, and, globally, Smith & Ekström (1999) presented maps of the Pn anisotropy beneath continents. Hence, this study complements other regional-scale studies by expanding the investigation of 2-D anisotropic Pn studies to a continental scale for Europe.
Studies of 1-D Pn-velocity anisotropy underneath southern Germany are well known since the refraction studies of Bamford (1973 Bamford ( ,1977 and Fuchs (1977 Fuchs ( ,1983 . Later, Enderle et al. (1996) extended these investigations to lateral variations of Pn including seismic anisotropy in southern Germany. These investigations demonstrated the existence of Pn velocity anisotropy in the uppermost mantle underneath Germany.
Using regional earthquake traveltimes, Schlittenhardt (1999) showed for the first time qualitatively that the corresponding Pn residuals display an azimuthal pattern matching the anisotropy in the region. This phenomenon was further investigated by Song et al. (2001a) , hereafter referred to as SKKS2001, by means of a 1-D time-term analysis of more than 2000 Pn regional traveltimes. They showed that an anisotropic velocity ellipsoid with the fast-axis in the direction of 25
• NE and an anisotropy level of about 3.5-4 per cent reduces the data variance by up to 64 per cent. Since these findings coincide with those of the aforementioned anisotropic refraction studies in southern Germany and with the surface wave study of Friederich & Huang (1996) , the SKKS2001 study provides additional evidence that Pn anisotropy is a large-scale upper-mantle feature over much of central Europe.
Using the same data as in SKKS2001, we extend in the present paper their 1-D time-term analysis to 2-D Pn isotropic and anisotropic tomographic inversions of the uppermost mantle velocity beneath Germany. The time-term method is modified to include an exact nonlinear anisotropic ray tracer. An iterative non-linear least-squares method is used, whereby a powerful conjugate gradient method (CG) is employed to solve the damped linear system of equations within each non-linear iteration. The reliability of an inverse solution is checked by means of a two-prong resolution test that combines a classical checker-board test on synthetic data and a new, CG-based method for calculating the full resolution matrix of the model. The ever-interesting issue of lateral isotropic velocity heterogeneities versus anisotropic variations will be tackled during the 2-D isotropic and anisotropic inversions of the real Pn data. By means of a statistical F test we will attempt to answer the question of whether the 2-D-results provide a significant improvement to the explanation of the regional earthquake data compared to the 1-D interpretation of SKKS2001. Finally, the seismic results are put into a tectonic and petrologic framework for Germany.
P n D ATA A N D R E V I E W O F R E S U LT S O F 1 -D T I M E -T E R M A N A LY S I S
The Pn-traveltime data used in this study have been discussed in detail in SKKS2001, where the results of the 1-D time-term analysis were also reported. We will briefly review them for completeness.
The 2149 Pn data were obtained by first excluding the most probably mislabelled Pn phases through inspecting the plot of the raw Pn traveltimes versus epicentral distances, then by requiring that each event is recorded by at least five stations and each station provides at least five Pn recordings (see fig. 2 of SKKS2001 for a plot of the original Pn traveltime versus epicentral distance). These Pn traveltimes, corrected for station elevations, correspond to 220 events from the years 1978-1999 recorded at 70 stations at epicentral distances of 150-700 km. The stations were distributed throughout Germany and neighboring countries. The magnitudes M L of these seismic events range from 2.1 to 5.9. The average event depth is 6.8 km with a maximum depth of 23 km. The events, the recording stations, and the corresponding Pn ray path coverage are shown in Fig. 1 . The names and locations of the 70 stations are listed in Table 1 . As will also be corroborated during the resolution analysis, the ray path coverage is satisfactory, except for the northeastern section of the study area. Note that this data set covers a much larger area than the previous Pn refraction studies within Germany (e.g. Bamford 1973 Bamford , 1977 Enderle et al. 1996) . As our Pn data have no significant correlation with distance (SKKS2001), an anomalous mantle velocity gradient is ruled out, which means that a detailed uppermost mantle depth structure is not resolvable by our data, unlike as in the refraction studies of Hirn et al. (1973) . Therefore, we model the Pn waves simply as head waves.
In SKKS2001, the analysis including line fit and the time-term method resulted in an average Pn velocity of 7.98-8.09 km s −1 . An azimuth-dependent pattern of the residuals provided clear evidence for the presence of upper-mantle Pn anisotropy and could be quantified by an adaptation of the 1-D time-term method of Bamford (1977) . This resulted in an anisotropy level of 3.5-4 per cent (with maximum and minimum velocities of 8.25 km s −1 and 7.95 km s −1 , respectively), and a direction of the maximum velocity of 25
• NE. These results are in agreement with the time-term analyses of seismic refraction data (Bamford 1973 (Bamford , 1977 Enderle et al. 1996 ) in Germany.
T H E O R E T I C A L D E S C R I P T I O N O F P n -WAV E T O M O G R A P H Y

Formulations of the forward and inverse problems
As a head wave, the Pn wave traveltime consists of three time-terms: the first term describes the traveltime from the source to a refracting point, the second is the traveltime along the refractor (Moho) and the third is the traveltime between the refracting point and the station. In Pn-wave tomography, the 2-D horizontal subMoho domain is usually discretized into a set of blocks. The Pn traveltime residual t ij for the ith event and the jth station with respect to the reference model is given by (cf. Hearn 1996) 
where a i and b j are the event and station time terms (delays), respectively, l ijk is the ray length in cell k, and s k the slowness perturbation in cell k. There are various formulations for anisotropic tomography (e.g. Chapman & Pratt 1992; Michelena et al. 1993 . Here we use an elliptical anisotropy to describe azimuthal dependence of the Pn phase. Correspondingly, the squared group slowness s 2 has the form (SKKS2001),
where ϕ is the azimuthal angle of a ray direction, A is the isotropic component, and B and C are the anisotropic coefficients. The e t h e r l a n d s B el gi um F r a n c e S w i t z e r l a n d Italy A u s t r i a Czech Republic P o l a n d direction, denoted by , of the maximum velocity axis is determined by 1 2 arctan(C/B) and the amplitude is equal to √ B 2 + C 2 . For one cell, the total slowness perturbation in eq. (1) can be explicitly written as
where s 0 represents the current slowness model. From eq. (3), we can set up several inversion models all of which will be applied: (1) a purely isotropic model without the anisotropic perturbations B and C; (2) an isotropic model with a fixed Pn anisotropy, i.e. with constrained anisotropic parameters B and C; (3) a simultaneous inversion of velocity and anisotropy with A, B and C as free parameters. Eq. (1), together with eq. (3), can be written as a linear inverse problem in a compact matrix form
where t is the n-dimensional traveltime residual vector and m is the m-dimensional unknown model vector, which can be partitioned as m = (m d , m p , m q ) T , where the vector m d contains event and station time terms and the vectors m p and m q are the isotropic and anisotropic slowness perturbation components, respectively. As such, the Fréchet or Jacobian matrix G of the theoretical traveltime with respect to the unknown model parameters is itself partitioned as G = (G d , G p , G q ) , where the matrix G d consists only of the elements zero and one, and elements of the matrices G p and G q are the ray path lengths, scaled by the corresponding coefficients in eq. (3). The matrix G is constructed during the ray tracing procedure as described in Koch (1993a) .
A formal solution m sol to eq. (4) is obtained via solving the damped normal equations
which is directly derived by minimizing a (Lagrangian) functional of the data misfits and the model perturbation constraints. The regularizing matrix W is free to be chosen for convenience and here is simply set to a diagonal matrix that damps the magnitude of the solution vector m, i.e.
where λ d , λ p , and λ q control the relative importance among the time terms, isotropic and anisotropic variations, respectively. For the solution to eq. (5), the resolution matrix R is computed through
and the covariance matrix C through
where σ 2 is the uniform variance of the data. The model resolution and covariance matrices provide a way to evaluate the reliability C 2004 RAS, GJI, 157, [645] [646] [647] [648] [649] [650] [651] [652] [653] [654] [655] [656] [657] [658] [659] [660] [661] [662] [663] of the inverted models (Aki & Richards 1980; Koch 1992) . The resolution matrix R describes the averaging level for the model estimates. The closer R is to an identity matrix, the better are the model parameters determined independently. The model covariance quantifies the uncertainties of the estimated parameters associated with data, kernels, and errors. Note that there is a (Backus-Gilbert) tradeoff between the resolution and covariance in the inversion. In other words, one may get a high resolution, but at the expense of a high covariance, and vice versa.
Solution method: conjugate gradient and calculation of resolution and covariance
There are several basic methods available for solving eq. (5). The singular value decomposition (SVD) of G (cf. Aki & Richards 1980) explicitly constructs the generalized inverse of G and both the resolution and covariance matrices, but its computation is very timeconsuming or even prohibitive for large tomographic systems. In view of this point, fast iterative solution techniques such as the algebraic (ART) and the simultaneous iterative reconstruction techniques (SIRT) and the conjugate gradient (CG) methods (Van der Sluis & Van der Vorst 1987) have been developed and are preferred in the seismic tomography community. In particular, several variants of the CG method exist, in which CGLS and LSQR (Paige & Saunders 1982) are the most popular in solving traveltime tomography problems (e.g. Scales 1987; Van der Sluis & Van der Vorst 1987). The CGLS-type algorithm we employ is based upon that proposed by Song et al. (2001b) for solving the damped least squares problem.
Recently, a number of authors have put efforts to approximately calculate the resolution and covariance matrices using Lanzcos-type iterative schemes (e.g. Vasco et al. 1998; Yao et al. 1999) , which is to partially approximate the associated eigenvalues and eigenvectors of the system matrix. As pointed out by Vasco et al. (1998) , the success of the Lanczos-type algorithm is critically dependent on the reorthogonalization of the Lanczos vectors during the iteration process.
Here we would like to present a technique proposed by Koch (1992) to calculate the resolution (eq. 7) and covariance matrices (eq. 8) via an iterative technique such as the CG method. Rewriting eqs (7) and (8) in the component forms
where e i is the jth column of the m × m identity matrix I (m = number of unknowns) and r j and c j is the jth column of the resolution and covariance matrices R and C, respectively: we observe that eqs (9) and (10) have a similar form to that of eq. (5), except that the right-hand-side vectors are different. This means that the available CG algorithm for eq. (5) can be used separately to calculate the specified column r j and c j in eqs. (9) and (10) and, eventually, the full resolution and covariance matrices may be constructed if desired, by simply setting the corresponding initial CG iteration vectors in the algorithm. This means, namely, for eq. (9), that the initial vectors are set as
and for eq. (10), initial vectors are set as r 0 = r j , p 0 = r 0 , where G j is the jth column of matrix G, h 0 and f 0 are two auxiliary vectors, and r 0 and p 0 are the residual vectors and conjugate vectors in the CG algorithm. For more details, see Song et al. (2001b) .
Optimal regularization of the inverse problem
One of the most intriguing issues in inverse theory is the optimal regularization of the highly ill-posed 3-D seismic inverse problem. Since each damping-or regularization parameter λ in eq. (5) results in a particular solution m sol , arbitrary regularization generates a whole manifold of models. Because of the inherent trade-off between various solution characteristics, regularization will: on one side have a positive effect of reducing oscillations in the model vector and its statistical covariances; but, on the other side will deteriorate the goodness of data fit, induce a widening of the resolution kernels, as is conceptualized in the Backus & Gilbert (1968) formalism, and introduce a statistical bias, as discussed by Koch (1992 Koch ( , 1993a . The ultimate issue in general inverse theory is then the determination of an optimal solution m {opt} from a particular regularization parameter λ {opt} , which possesses trade-off characteristics that are somehow a best compromise compared with all other solutions m sol .
In the last decades, several optimal regularization techniques (ORTs) have been developed under different names, and often independently, for the stabilization of ill-posed inverse problems in various scientific disciplines. Such are the Tikhonov (1963) regularization (cf. Tikhonov & Arsenine 1976) , the ridge regression, the method of Backus subjective, optimal filtering (stochastic inverse), the Bayes estimator, and the method of Backus and Gilbert. Most of these methods rely on some kind of statistical a priori information on the model.
In a study of the 3-D inversion of teleseismic traveltimes (Koch 1992 ) and of local traveltimes for simultaneous structure and hypocentres (Koch 1993a,b) , it was demonstrated that a reliable inversion should comprise the concurrent use of several of these ORTs to obtain stable, optimal models. Because of the different optimum criteria used in each of the methods, they usually do not perform equally well in restricting an optimal solution for some of the models. However, the various ORTs often appear to complement each other and are thus, despite of some mathematical similarities, not redundant. Among the ORTs those of Tikhonov and a new technique called Backus subjective have been found particularly efficient, whereas the widely used methods of optimal filtering and of Backus and Gilbert have not been found satisfactory, due to the inability of defining an optimal solution appropriately. Unfortunately the method of Backus subjective relies on a certain amount of a priori information on the model which, in most applications, is not available. On the other hand, because of their theoretical inception (cf. Koch 1992) the ORT's of Tikhonov (1963) and of Backus & Gilbert (1968) are the only ones which, in principle, can be used without a priori information and they will be applied here.
S Y N T H E T I C T E S T S O F S TAT I S T I C A L R E L I A B I L I T Y A N D R E S O LV I N G P O W E R O F T H E P n D ATA
To evaluate at first how well the selected Pn data can resolve the upper mantle in the region under study and to estimate the quality of the inverse solutions obtained, a series of checkerboard synthetic tests is performed. This is done by calculating theoretical traveltimes for both isotropic and/or anisotropic target models with a specified block size, using the source and station distributions of the real Pn data set. These synthetic traveltimes, which may include traveltime errors to mimic random noise in the data, are then inverted and the computed models are compared to the input checkerboard models.
Analysis of isotropic models
Choice of block size
Given the Pn-ray distribution of Fig. 1 , we first need to determine an optimal block size to be used in model parametrization in the subsequent Pn tomography. This is carried out by the combined analysis of a series of checkerboard tests with noise-free data and the associated (Backus-Gilbert) trade-off between the resolution and covariance. Three isotropic checkerboard target models (left panels of Fig. 2 ) with different block sizes of 20 × 20 km, 30 × 30 km, and 50 × 50 km were set up, assuming a velocity contrast of ±2.5 per cent relative to a reference velocity of 8 km s −1 . The inverted checkerboard images (right panels of Fig. 2 ) visually illustrate that the resolution of the 50 × 50 km block model is consistently good. On the other hand, the resolution for the 30 × 30 km and the 20 × 20 km models deteriorates at the northern boundaries of the model area and may even be insufficient in southern Germany that is of particular interest in the present study.
Analysis of Backus-Gilbert trade-off between resolution and covariance
Another basis for the choice of a good model-block size and more quantitative insight into the solution quality can be gained from the trade-off curves for covariance and resolution of the inverse solution, as epitomized in the Backus and Gilbert formalism (e.g. Aki & Richards 1980) . Fig. 3 (a) shows the average (co)variance C ii versus the average resolution R ii for various values of the damping parameter λ p for the three models of Fig. 2 . In the three trade-off curves ( Fig. 3a) one notices the textbook-style monotonous decrease of C ii with increasing R ii , as the damping factor λ is increased, with a well-defined knee-point on the trade-off curve that defines an optimal damping factor λ {opt} , and hence an optimal solution m {opt} . Although the λ {opt} for all noise-free models in Fig. 3 (a) is about equal (λ {opt} ≈ 30), the resulting average covariance C ii for the 20 × 20 km model (Fig. 3a) is two times higher than for the 50 × 50 km model. The associated average resolution element R ii is only about 0.55 for the 20 × 20 km, but about 0.85 for the 50 × 50 km model, demonstrating that the balance between covariance and geometrical resolution for both the 20 × 20 km and the 30 × 30 km model cannot be achieved satisfactorily.
Based on the above discussion, we conclude that the 50 × 50 km block size is the optimal one for the present data set. Fig. 3(b) depicts the trade-off curve for the 50 × 50 km model, however, now with data noise included, whereby the synthetic traveltimes were corrupted with Gaussian-distributed traveltime errors of standard deviation σ T = 0.1 s and, in addition, by Gaussian-distributed event location errors with standard deviations σ x = 1 km and σ y = 1 km in the horizontal directions. Due to these data errors, one expects less resolution and a larger covariance of the inverse solution compared to the corresponding noise-free model, as is illustrated clearly in ( Fig. 3b) , the resolution is of O (0.8) at the optimal knee-point and the corresponding variance is acceptable, confirming quantitatively that this block size is appropriate for the present tomographic study.
Tikhonov regularization and the effects of time terms on the velocity solution
Another well-heeded technique to obtain an optimal solution m {opt} of an ill-posed inverse problem is based on the Tikhonov regularization (TR) method. Here a weighted linear combination of the data residuals squared ||r s || 2 and the norm of the model ||m|| 2 , written as a Lagrangian function L = || t − Gm|| 2 + λ ||m|| 2 is minimized, resulting directly in the damped normal eq. (5) (Aki & Richards 1980; Koch 1992) . Since this is mostly not the case, the usual procedure consists in the graphical inspection of the trade-off curves between ||m|| 2 and ||r s || 2 to find λ {opt} and the associated m {opt} (cf. Lawson & Hanson 1974; Hansen 1998) .
The TR method will be applied here to find out how the time terms m d affect the velocity solution m p . As described in Section 3.1, in addition to the isotropic slowness (velocity) unknowns m p , the total solution vector m consists of the time-term subvector m d . The latter explains part of the observed residuals, for it absorbs most of the local station anomalies, event mislocations and systematic errors of the crustal structure (cf. Bamford 1973; Hearn 1984; Hearn 1996) . Fig. 4 depicts the trade-off curves between the residual norm ||r s || 2 = ( t − Gm) T ( t − Gm) and the norm of the slowness vector ||m p || 2 as a function of the damping parameter λ p for two very different values of the time-term damping parameters λ d for noise-free ( Fig. 4a ) and noisy data (Fig. 4b) . In both cases, the two trade-off curves shown have a more or less constant offset. Interesting here is that the slowness norms ||m p || 2 at the optimal damping parameter λ P defined by the knee-points of the two tradeoff curves are approximately identical, although the corresponding residual norms ||r s || 2 differ by about 30 per cent for the noise-free case, being, ||r s || 2 ≈ 12 at λ d = 500 and ||r s || 2 ≈ 9 at λ d = 0.1. These results indicate that the time terms are required to explain part of the observed traveltime residuals, but there is actually not much trade-off between the velocity image and the time terms. It means that the model subspaces m d and m p project into different subspaces of the data space and can, thus, be resolved independently from each other. Fig. 5 shows the results of the inversion of the noisy data (σ T = 0.1 s, σ x = 1 km, σ y = 1 km) for time-term damping factor λ d = 0.1 (Fig. 5a ) and λ d = 10 (Fig. 5b) , using the optimal slowness damping factor λ p = 60, as retrieved from Fig. 4 . One notices that, although the checkerboard velocity variations are recovered very well in both cases for this noise level, the inverted model with λ d = 0.1 (Fig. 5a ) exhibits somewhat less artifacts at the borders of the model region than the one with λ d = 10 where time terms are damped more and velocity perturbations less (Fig. 5b) . Obviously, the larger time-term variations arising from the smaller λ d in Fig. 5(a) have been able to partially absorb some of the data errors that still project into the velocity solution when λ d is chosen large as in Fig. 5(b) .
Non-linearity of the inverse problem
In this section the non-linearity of the present inverse problem, i.e. the need for updating ray paths and traveltimes for the current model after each CG inversion, is investigated. For noise-free data, Fig. 6(a) displays the inverted model after the first and Fig. 6(b) after the second iteration. Compared with the corresponding target model in Fig. 2(d), Fig. 6 (b) is a clear improvement over Fig. 6(a) and recovers well the velocity pattern in the whole model area, except for the boundaries and the northeastern part, which is sparsely covered by rays (see Fig. 1 ). In addition, the non-linearity of the inverse problem can be observed from the curve in Fig. 7 that shows the variation of the non-linear total sum of residual squared, TSS = (t − t cal ) T (t − t cal ), with iteration number, where t is the observed traveltime vector and t cal is the theoretical traveltime vector for the updated model. One notices that TSS decreases significantly only in the first and second iteration and moves gradually towards a minimum within five iterations.
Analysis of anisotropic 2-D models
Setup of the models
In this section we investigate synthetic anisotropic checkerboard models where, in addition to a lateral velocity perturbation v p /v ref 
Trade-off between lateral velocity perturbations and anisotropy
Figs 8(b)-(d) illustrate inversion results for different combinations of damping factors λ p and λ q for slowness and anisotropy parameters (cf. eq. 6). When using λ p = 60, λ q = 60 (Fig. 8b) , the ve- locity image has some serious distortions, particularly around the boundaries of the model, and the anisotropy ellipsoids are somewhat random. These features may indicate that the damping amplitude is not big enough to suppress the influence of noise in the solution. By increasing λ p to λ p = 200, while keeping λ q = 60, the velocity structure has largely improved, but not so for the anisotropy retrieval (Fig. 8c) . Only when λ q is augmented to λ q = 500 and λ p = 200 is retained, is the original anisotropy image mostly recovered, except at the borders of the model, while the isotropic component of the velocity image appears to have somehow deteriorated (Fig. 8d ). This illustrates a certain amount of ambiguity or trade-off between lateral velocity perturbations and anisotropy level, although the two inversions are, in principle, statistically equivalent, as measured by the model fit TSS, which is TSS = 30 s 2 for Fig. 8(c) , and TSS = 32 s 2 for Fig. 8 (d) (starting from an initial TSS = 824 s 2 ). To further investigate this problem, the same synthetic (noisy) traveltimes used in the inversions of Figs 8(b)-(d) are now inverted for an isotropic model by setting the G q submatrix in the matrix eq. (4) equal to zero. Fig. 9 shows the results of two inversions with damping factors λ p = 200 (Fig. 9a) and λ p = 1000 (Fig. 9b) . Both images reveal similar velocity patterns, except that the higher damping in Fig. 9(b) reduces the absolute velocity variations. In both cases the inverted features have obviously nothing to do with the input checkerboard velocity model of Fig. 8 Velocity(km s −1 ) that anisotropy cannot be discarded in the inversion if the traveltime data has been generated otherwise. An extremely stringent, though somewhat unrealistic, anisotropic checkerboard test is shown in Fig. 10 . Here it is assumed in the target model (Fig. 10a) , that the direction of the anisotropic ellipsoid is alternating from one block to another between 0
• and 90
• , while keeping the same anisotropy level δ = 5 per cent. The anisotropically inverted model of Fig. 10(b) illustrates that, although the systematic anisotropy variations are not too well recovered, the isotropic velocity perturbations are well retrieved. Similar to Fig. 9 , a pure isotropic inversion (m q = 0) of the synthetic data set has been carried out and Fig. 10(c) shows the results for two different λ p . Nevertheless, unlike in Fig. 9 , the isotropic part of the checkerboard model is now well reconstructed, with a TSS nearly as low as for the full anisotropic inversion of Fig. 10(b) . That the anisotropy part of this particular target model is not well retrieved, should be of no surprise since, owing to the 2θ terms implicitly contained in B and C coefficients of eq. (2), the anisotropy traveltime effects are largely cancelled from the alternating slow and fast velocity directions in adjacent blocks during the forward calculations of the traveltimes. Although such a regular checkerboard anisotropy pattern as assumed in this test is petrologically highly improbable underneath Germany, the inversion method behaves appropriately and is still able to retrieve the isotropic velocity anomalies.
In conclusion, the various checkerboard tests have shown that the 2-D time-term tomographic inversion of the real Pn data is feasible, allowing independent determination of time terms, lateral (isotropic) and, except for some extreme anisotropic pattern, the anisotropic seismic features in the upper mantle of the study region in a reliable manner.
2 -D -I S O T RO P I C A N D A N I S O T RO P I C T O M O G R A P H I C I N V E R S I O N O F A C T UA L P n -D ATA
2-D isotropic inversions
Pure 2-D isotropic inversion
The purpose of this inversion is to further investigate if lateral variations of isotropic velocity alone can reasonably model the azimuthdependent residuals described in SKKS2001. Fig. 11 shows inversion results for slowness damping factors λ p = 800 (Fig. 11a) and λ p = 2000 (Fig. 11b) . One notices that the inverted Pn-velocity variations have a quite similar pattern, except that the higher damping in Fig. 11(b) has reduced the absolute magnitude of the velocity perturbations there. In either case, however, a large-scale low velocity zone extends in N-S direction throughout most of the model region (similar to such a pattern in Fig. 9 ). In any case, the derived velocity structure in Fig. 11 is seismologically completely unrealistic, since, other than in certain areas of the southern Rhine graben rift zone (Koch 1993b) , Pn velocities <7.9 km s −1 , as indicated in Figs 11 (a) and (b) for the upper mantle of southern Germany, have never been reported in related studies. Thus, one may believe that the actual Pn data cannot be explained with such an isotropic model alone, and that anisotropy is needed in addition.
2-D isotropic inversion with 1-D anisotropy constraint
To support this argument further, we inverted the data for a 2-D isotropic velocity model where a fixed large-scale 1-D anisotropy ellipsoid with δ = 3.5 per cent and = 26.7
• NE, as found in SKKS2001 for the upper mantle underneath the study region, is introduced as an a priori constraint. As Fig. 12 illustrates, the largescale low velocity zone of Fig. 11 has now completely disappeared in this constrained model. However, the high velocity zone near 48.5
• N/11.5
• E around the Ingolstadt-Regensburg area, which was present in the unrealistic model of Fig. 11 , persists in Fig. 12 . To a certain extent, it reliably illustrates the seismic feature of the region. Note that the data variance after inversion (describing the linear model fit) is σ 2 = 0.37 s 2 for this anisotropic model, compared with only σ 2 = 0.44 s 2 for the (unrealistic) isotropic model of Fig. 11 , which indicates again that a significant part of the Pntraveltime residuals can only be explained by large-scale uppermantle anisotropy underneath Germany.
2-D anisotropic inversions
Finally, we execute 2-D simultaneous inversions for both velocity anomalies and anisotropy parameters. The left and right panels of Fig. 13 show results for these two parameter groups, respectively, for different combinations of λ p (isotropic) and λ q (anisotropic damping factor). From top to bottom, the first three panels (a)-(c) of Fig. 13 are arranged in decreasing order of λ q (λ q = 3000, 2000, and 1000, respectively), with λ p fixed to λ p = 2000. Because of the relative weighting of λ p and λ q , one may expect that the anisotropic perturbation parameters trade-off somewhat with the isotropic lateral velocity anomalies. However, the left panels of Fig. 13 show almost identical patterns of the isotropic velocity variations. Moreover, they are very similar to those of the 1-D constrained model of Fig. 12 . The inversion appears to be very stable, since the associated right panels illustrate that neither the anisotropy contrasts δ, nor the directions of the fast velocity axes, change significantly as λ q decreases. The directions of the fast-velocity axes in the right panels of Fig. 13 , which is of particular interest in the tectonic sense, exhibit a trend to rotate towards the east when going from south to north. Overall, is dominated by the direction of 25
• NE even in the plot with further reduced damping factors λ p = 1000 and λ q = 800 (Fig. 13d) . These results may thus be taken as additional evidence that the Pn-velocity anisotropy is a large-scale seismic phenomenon in the upper mantle underneath most of Germany.
Additional support for the model of Fig. 13(d) is provided by the associated diagonal elements of the resolution matrix, depicted in Fig. 14 for the isotropic (Fig. 14a ) and anisotropic components ( Fig. 14b) . The resolution ranges between 0 and 0.6, depending on location. As expected, the well-sampled central and southern parts of the model area are moderately well resolved, with resolution values of about 0.4 or higher, whereas the outer circumferences of the model are only poorly resolved. However, as discussed previously, the resolution trades-off with the solution covariance (or standard deviation) the latter being itself sensitive to data errors. For the optimal damping factor used in this example, the average standard deviation associated with isotropic and anisotropic parameters are ±0.039 km s −1 and ±0.046 km s −1 , respectively. Therefore we think that both resolution and standard errors of the actual Pn data tomographic models are satisfactory enough to allow a seismological interpretation.
D I S C U S S I O N S A N D C O N C L U S I O N S
F-test significance of the various tomographic models
In the present study we have extended the 1-D time-term analysis in SKKS2001 of regional Pn earthquake traveltimes underneath Germany to a non-linear 2-D isotropic and anisotropic tomographic inversion of the same traveltime data. Through various checkerboard tests the statistical properties and the resolution of the inverted models have been tested, so that we are confident about the reliability of the various isotropic and anisotropic tomographic Pn-velocity models obtained. In particular, we conclude from Figs 11-13 that one large-scale Pn-velocity anisotropy is sufficient for much of Germany to explain the observed traveltime residuals, whereas laterally isotropic velocity anomalies are somewhat less important, except for the two detected high velocity anomalies (see below). This brings up a well-heeded general principle of inverse theory, namely that of parsimony of an inverse model. Since it is always possible to fit an observed data set arbitrarily close using a sufficiently large number of model parameters, though, at the sake of possibly fitting data noise, parsimony means that one should try to explain the data with the least number of model parameters (cf. Koch 1992) . This is also sometimes called Occam's razor principle.
In the following we employ F-test statistics to discuss whether a particular inversion model, say m 2 , with p 2 model parameters, results in a statistically significant improvement of the data fit over that of another model m 1 with p 1 ( p 1 < p 2 ) model parameters. Basically, the F test answers the question whether a decrease in sum-of-squares of the more complicated model m 2 is worth the cost of the additional variables p 2 -p 1 as compared with the simpler model m 1 . Or, in other words, if the simpler model m 1 is really correct, what is the chance that one randomly obtains data that fits the more complicated model much better? The F test is widely used in non-linear regression analysis (cf. Beck & Arnold 1977; Draper & Smith 1981; Seber & Wild 1989) for the discrimination of different models (i.e. it is the basis of the method of stepwise regression employed in some classical methods of hypocentral determination), or the establishment of confidence regions of the minimum solution. While it is argued by some statisticians that the F test is not always very discriminatory against different models, as it is sensitive on the critical threshold level α (see below), it still can provide some assessment of the worth of complicated regression models.
The F test is based on the statistical theorem that TSS(m)/σ 2 (with TSS(m), the a posteriori estimated non-linear sum of residuals squared for the model and σ 2 , the a priori covariance of the data), has approximately a X 2 -distribution with n− p degrees of freedom, with n, the number of data, and p, the number of parameters of the model. Then the ratio
for the TSS(m) of two different models m 1 and m 2 possesses an F-distribution with ( p 2 − p 1 , n − p 2 ) degrees of freedom (Draper & Smith 1981) . Although eq. (11) is strictly valid only in linear estimation, for a non-linear objective function f (m) it is approximately (Draper & Smith 1981) . Using the F test the H 0 hypothesis that the m 2 model results in a statistically significant improvement of the model fit over the m 1 model, can be tested. Then H 0 is accepted at the α = (100 − 95) per cent = 5 per cent rejection level, whenever F cal > F 0.95 ( p 2 − p 1 , n − p 2 ). Note, although the F test has been used mostly for testing hypotheses that nested subvectors m sub = m 2 − m 1 = 0, Seber & Wild (1989) clearly state that this nesting is not necessary. In fact, this is the situation in some of the following tests below, where isotropic against anisotropic models are tested. In any case, one should be aware that the F test does not have the power to decide that a model m 2 is physically correct, i.e. in our case to provide an unequivocal proof that anisotropy really exists.
The results of F-test statistics on various combinations of pairs of different inversion models are summarized in Table 2 . Starting with the 1-D isotropic inversion of the Pn data considered to be the baseline model, the first comparison is the 1-D anisotropic time-term results of SKKS2001. Since F cal is much larger than F 0.95 (=F table ) for this case, the H 0 hypothesis that the second model is statistically better than the first model, has to be accepted. In the next step, we compare the 2-D isotropic model with the standard 1-D isotropic time-term analysis. The H 0 hypothesis is still being accepted, although the F ratio is much lower than in the first case. At first glance, this would indicate that a large amount of the observed residuals can only be explained through lateral isotropic Pn-velocity anomalies. However, the corresponding isotropic model shown in Fig. 11 exhibits Pn velocities that are seismically much too low and is, therefore, discarded. In fact, the subsequent model pair test 2-D iso-vs. 1-D ani-inversion in Table 2 , providing a statistical confirmation of this surprising result. Here we test the hypothesis H 0 whether the 2-D isotropic inversion model of Fig. 11 is statistically better than the 1-D anisotropic time-term method of SKKS2001. Although the TSS for the 2-D isotropic model is lower than for the 1-D anisotropic model, namely 692 s 2 vs. 745 s 2 , which is a consequence of increasing the number of unknowns from 293 to 472, this hypothesis has to be rejected. It is just this particular property of the F test that accounts for the different numbers of degrees of freedom of the data fit when comparing two models. The pair of 2-D iso-/1-D ani-constraint vs. 1-D ani-inversion shows that the 2-D isotropic inversion with 1-D anisotropy constraint of Fig. 12 is somewhat better than the 1-D anisotropic model in a statistical sense, since F cal = 1.71 > F 0.95 = 1.00. This test indicates that lateral velocity variations play a role in accounting for the observed traveltime residuals.
The F test of the next model pair 2-D ani-vs. 2-D iso-inversion in Table 2 , which would also suggest that the addition of anisotropy in the 2-D isotropic model is statistically necessary, since F cal = 1.24 > F 0.95 = 1. This is consistent with the previous test of Table 2 that has already proven the 2-D isotropic reference model, statistically, to be of no improvement over the 1-D anisotropic inversion and, in addition, to be unrealistic. Also, note that TSS for the 2-D anisotropic model is reduced to 514 s 2 , compared to only 692 s 2 for the 2-D isotropic model.
The next model pair 2-D ani vs. 1-D ani inversion is the most revealing. Here, we compare how the aim of the present paper, namely, the development of the 2-D anisotropic inversion method has paid off against the simple 1-D anisotropic time-term method of SKKS2001. Although the TSS for the 2-D anisotropic model is further reduced to 514 s 2 , from 745 s 2 for the 1-D anisotropic model, owing to the fact that the number of unknowns has increased by a factor of more than two for the former model, the value of F cal = 1.08 is only slightly larger than F 0.95 = 1. This indicates that the H 0 hypothesis may be accepted, but with less certainty. The result of this F test is also vindicated by Fig. 13 , which shows that most of the anisotropic velocity ellipsoids are mostly similar and agree well with the large-scale 1-D anisotropic velocity ellipsoid of SKKS2001. This argument is furthermore supported by the final pair of 2-D ani-vs. 2-D iso-/1-D ani-constraint inversion, where the decrease of TSS from 630 to 514 s 2 , when 2-D anisotropy is included on top of the 2-D isotropic/1-D anisotropy constraint, is not sufficient to accept the H 0 hypothesis. Therefore, the lateral variation of the anisotropy ellipsoids around the mean large-scale 1-D anisotropic velocity ellipsoid of SKKS2001 are statistically not significant.
In conclusion of this section, the F tests indicate that, while it may theoretically always be possible to minimize a non-linear objective misfit function to an arbitrarily small value by increasing the complexity of the inverse models, the corresponding improvements may statistically not be significant, as they are largely due to a fit of data noise. Thus, such high-dimensional models violate the principle of parsimony (Occam's razor) and will lead to spurious geophysical over-interpretation of the results.
Tectonic implications and discussion
Obviously, the large-scale upper-mantle Pn-velocity anisotropy ellipsoid of SKKS2001, with the fast-axis in 25
• NE direction, is not much altered by the more complex 2-D anisotropic tomographic models of the present paper, notwithstanding the fact that the latter indicate a few areas with strong positive lateral velocity heterogeneities in the uppermost mantle (cf. Figs 12 and 13) as discussed below. As far as the pure anisotropy is concerned, our results support the findings of earlier anisotropic refraction studies (Bamford 1973; Fuchs 1983; Enderle et al. 1996) and the surface wave dispersion study of Friederich & Huang (1996) in southern Germany. Moreover, since the Pn ray coverage of our study is much more dense and extends over a larger area than the spotty refraction lines used in the named earlier studies, we provide additional convincing evidence that Pn-wave anisotropy is a large-scale lithospheric feature over much of central Europe. Fuchs (1983) provided a thorough seismotectonic and petrological explanation of the anisotropy in terms of upper-mantle olivine sheared by the prevailing plate motion in central Europe.
With respect to lateral velocity heterogeneities, several features stand out from Figs 12 and 13. In particular, we mention the high velocity patch in central Bavaria near Ingolstadt that was also found, but not discussed at all, by Enderle et al. (1996) , although they used a completely different data set than was used in this study. Since both refraction data and regional earthquake data show this pattern in nearly the very same region, it cannot be an artefact, resulting from either the path distribution or data errors. The Pn velocity of 8.4 km s −1 hints at the existence of ultra-mafic rocks as could be generated from an ancient process of underplating of upper-or lower-mantle material, possibly generated from historical plume activity in this area. Since the Kaiserstuhl in the southern Rhine graben, as well as numerous volcanic structures in the Hegau or near Urach, and, most notably, the volcanic structures of the Bohemian massif, such as associated with the Eger rift in northwestern Bohemia (e.g. Peterek et al. 1997) , are witnesses of tertiary volcanism near the northern margin of the Alpine orogeny, such an aborted underplating mechanism may be considered as an explanation. However, whether volcanism or other unknown tectonic processes (e.g. partial melting induced by the Alpine collision) might be responsible for the underplating proposed as a tectonic explanation for the high velocity patch, is undoubtedly of speculative nature.
In addition, Enderle et al. (1996) used their results for anisotropy and mantle Pn velocities and put them in a framework of petrological models of mantle xenoliths found in these locations. Although gravity maps of southern Germany, as well as heat flow maps, do not show any anomaly associated with this high-velocity structure in central Bavaria, this does not disprove our argument, given the usually high degree of non-uniqueness of the former in resolving deep mantle structures.
A particularly intriguing and supporting coincidence is that the high-velocity patch in central Bavaria is in close proximity to a region of anomalous seismicity, which was highlighted by a swarm-like episode of a few dozen of events in the years 1914-1918. It suggests a subtle interrelationship between these two seismological observations that awaits a future seismotectonic explanation.
The second major high-velocity patch is found in the northern part of the study region, although it may be affected more by a lack of resolution. Geographically this region is located between the Harz mountains and the Vogelsberg volcanic complex. Based on the high velocities found (8.3-8.4 km s −1 ), a similar generating mechanism for this upper-mantle structure, as for the region in central Bavaria, may thus be suggested.
In addition, our study yields a few areas with lower than average velocities, such as in the southwestern part of the Rhenish massif. These results are in agreement with a similar study by Judenherc et al. (1999) for France, who found also subaverage velocities in the region adjacent to the southwest, as are the elevated velocities under- neath the Vosges mountains, compatible with our study. Moreover, it is interesting to note that for the Eifel region, where a plume structure is located at larger depths (Ritter et al. 2000) , no anomalous Pn velocities are found. On the other hand, we find lower velocities for two regions in the Swiss and Austrian Alps and underneath an area beneath the upper Main river, south of the Rhön.
Finally we show in Fig. 15 the time-term station delays obtained simultaneously with the anisotropic model of Fig. 13(d) . One may recognize a few surprisingly well defined groupings of zones with negative or positive station delays over the model region. As negative delays may indicate either a thin crust and/or a higher crustal velocity relative to the reference crustal model, and positive delays the opposite, the inspection of Fig. 15 allows for the analysis of a few basic crustal features in southern Germany. Note, for example, the negative station-delay zone in the southern Rhine graben, which extends from the Kaiserstuhl eastwards into the Black forest. It might be interpreted as another indication of the now wellestablished crustal updoming of the Moho, first discovered by Edel et al. (1975) and corroborated numerous times since then (cf. Koch 1993b for a further discussion). Interestingly enough, negative station delays were also obtained in the upper Rhine graben in the more recent Pn studies of Parolai et al. (1997) and of Judenherc et al. (1999) , which provides additional independent support for our results.
In contrast, a large grouping of positive station delays is found underneath the east Austrian Alps and southern Bavaria. This might be taken as evidence for crustal thickening, as was found in previous studies such as Waldhauser et al. (1998) . They determined the 3-D topography and lateral continuity of seismic interfaces using 2-D controlled-source seismic reflector data. The Alpine crust-mantle boundary was found to consist of three distinct interfaces: the European, the Adriatic, and the Ligurian Moho. The European Moho is southward dipping, deepening from 28 km underneath the Bavarian molasse to the north of the Alps to more than 55 km in the central part of the Alps. Here it is underthrusting the Adriatic Moho, which itself is underthrusting the Ligurian Moho when moving further south. Hence, from these tectonic features of the Moho underneath the Alps, the positive time terms observed for the stations in this region are the outcome of increased crustal thickness with the seismic rays composing the Pn phase spending more time in the crust than on average elsewhere.
Positive station delays are also consistently observed in the lower Rhine area, where the sedimentary basin structure will cause a systematic decrease in the average crustal velocity and thus be responsible for an increased part of the traveltime spent in the crust. Besides, in the northwestern part of the study area, the Moho depth is gradually increasing to 35 km (Ansorge et al. 1992) . Similar arguments must be considered for stations in the northeast, where sedimentary and Moho structure is responsible for an increased time term and hence a positive residual. Interestingly, the elements of the Gräfenberg (GRF) array show no systematic trend in the station time terms, except for GRA1, indicating the array to be based on an average crustal structure.
All in all our results for the time-term station delays are consistent with crustal structural findings of other studies that used different data sets and methodologies. However, without a full simultaneous inversion for crustal structure and hypocentres, presently under way, it is not possible to unambiguously associate the observed time-term station delays with particular crustal seismic features. Figures in this paper were plotted using GMT software (Wessel & Smith 1998) .
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