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Abstract
In this paper, we present two randomized distributed algorithms in wireless ad hoc networks.
We consider that the network is structured into pairs of nodes (sender, receiver) in a decay space.
We take into account the following: Each node has its own power assignment and the distance
between them does not follow the symmetry property. Then, we consider a non-uniform network
or a realistic wireless network, which is beyond the geometry. Our model is based on the Signal
to Interference plus Noise Ratio (SINR) model. In this work, the main problem is to solve
the scheduling task aiming the successful transmission of messages in a realistic environment.
Therefore, we propose the first randomized scheduling and power selection algorithm in a decay
space and is called as SPAIDS. In order to solve the problem in this non-uniform network, we
introduce a new way to study the affectance (the interference) among the links, which is defined
as Weighted Average Affectance (WAFF). Moreover, we study the online broadcast problem in
a metric space, in which the nodes are activated in case that they receive packets. We propose
an online algorithm in a metric space which is denoted as OAMS. Our aim is to obtain the
maximum subset of nodes that receive the message from a sender node with enough energy
supplies. Finally, we compare the performance of OAMS to the optimal.
1 Introduction
In wireless networks, a great challenge is the management of simultaneous transmissions among
nodes in an environment which is characterized by real conditions. We are concentrated on the
scheduling problem, where the nodes are located in an arbitrary decay space. In this space, the
transmission signal may be reduced by the interference of other communication links, the obstacles,
the reflections and the shadowing. Thus, we consider two conditions: Firstly, the distances between
nodes are not symmetrical. Secondly, each of the nodes has not the same transmission power. These
two conditions add a greater degree of difficulty in our study. Therefore, our aim is to seek the
fewest number of different time slots needed to schedule all the communication links in such a
network. The key point of our study is to ensure the successful transmission of messages in a decay
space. Then, we use acknowledgement messages and determine guards to protect the transmissions
providing quality of services.
Also in this paper, we are focused on the broadcast problem, where a sender node transmits
messages to all the nodes in the network when they follow the symmetry property. In particular, we
present an online mechanism in a metric space that each receiver node is activated to get a message
from its sender. We consider that each mobile user has a limited battery capacity or equivalently
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battery-feasibility. In [19] and [20], the authors study online mechanism and mainly under budget
of an user (agent) in an online procurement market.
We adopt the Signal-to-Interferences-and-Noise-Ratio (SINR) physical model which is based on
the physical assumptions that the strength of signals reduces gradually because of the cumulative
interference of other communication links. The SINR model recently acquires the attracted study
of algorithmic community. Moscibroda and Wattenhofer [17] initiated a scheduling algorithm in
the SINR model in which a set of links is successfully scheduled into polylogarithmic number of
slots. In [18], randomized distributed algorithms were proposed for the scheduling problem, where
a transmission probability is used, as a parameter which works for short schedules. Jurdzinski et
al. [1] presented a randomized algorithm, in which all nodes start the algorithm at the same time,
and a randomized algorithm, in which the source node is only actived during the initiation phase of
the algorithm. They studied this problem in an uniform network using a communication graph in a
metric space with a distance function at most 1. Bodlaender and Halldo´rsson [2] used an abstract
SINR model in order to solve the capacity problem with uniform power in a decay space. In [22],
the authors presented a randomized multiple-message broadcast protocol.
1.1 Additional Related Work
The study of scheduling (and capacity) problem in the SINR model through algorithmic analysis
using oblivious power schemes presented recently in the literature. In these schemes, the power
chosen for a link depends only on the link length itself and these can be categorized into three
cases: 1) the uniform power; 2) the linear power; and 3) the mean power scheme. The first
O(log log ∆)-approximation algorithm for oblivious power schemes is presented in [7, 6] for the
wireless scheduling problem and the weighted capacity problem, where ∆ is the ratio of the maximum
and minimum link lengths. The result is achieved by the representing of interference by a conflict
graph. However, the unweighted Capacity problem admits constant-factor approximation according
to [27]. The WCapacity problem admits O(log∗∆)-approximation according to [6, 7]. The result for
the scheduling problem is O(log n)-approximation. In the case of the grouping of link lengths, the
O(log ∆)-approximation, is according to [24, 25, 11]. A O(log∗∆)-approximation for the scheduling
problem is presented at [7, 6], which is the best bound.
Note that in [9], Halldo´rsson and Wattenhofer prove that the wireless scheduling problem is
in APX. More, in [11], the author present an approximation algorithm for the wireless scheduling
problem with ratio O(log n · log log ∆). These results hold also for the weighted capacity problem.
In [28], an algorithm for the capacity problem that achieves O(log log ∆)− is proposed. In addition,
T. Tonoyan [26] prove that a maximum feasible subset under mean power scheme is always within
a constant factor of subsets feasible under linear or uniform power scheme for the capacity problem.
1.2 Contribution
Following [1], we study the scheduling problem in a more general space, in an arbitrary decay space.
This means that the strength of a transmitted signal of any sender node is vulnerable because of
interference of other nodes, obstacles, reflections and shadowing. Therefore, there is a reduction
of the strength signal and the receiver may not get the message from its sender. In this paper,
we achieve the ideal solution of the scheduling problem using power control through two different
efficient algorithms. The main contributions are summarized:
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Firstly, we propose the first randomized distributed algorithm in order to control the power of
each node and to solve the minimum scheduling problem in a non-uniform network. The algorithm
is based on the coloring method in [1], which assigns probability/color to each node taking part in
an implementation. We propose a scheduling and power selection algorithm in a decay space, which
is called as SPAIDS. Therefore, we propose an O(log∗∆ log n) randomized algorithm, where n is
the number of nodes and ∆ is the ratio between the maximum and the minimum power assignment.
More details:
• We determine a set of probability transmissions to each node in order to achieve transmissions
of the messages in the network and we separate it into K subsets. The SPAIDS algorithm
needs a O(log∗∆) time in order to assign colors in the nodes because of the separation into
feasible subsets.
• We consider that the message is successfully received when the sender receives an acknowl-
edgement message from its receiver because the nodes are located in a decay space.
• We use guards in order to protect the receiver from interference of other links and to boost
the signal. Also, we protect the sending of an acknowledgement message from a receiver.
Then, we guarantee the successful transmission and the quality of service.
Secondly, we propose online algorithm in a metric space, which is called as OAMS, in order to
control the power of each node and to achieve the deliver of messages to all nodes in the space. We
focus on the online broadcast problem that each receiver node is activated at each time step. Each
mobile user has a battery, who can store power at most CB. Also, we assume that there is unknown
distribution of nodes in our network. The algorithm assigns probability/color to each node taking
part in an implementation. The proposed algorithm is constant-competitive.
1.3 Paper Organization
The rest of this paper is organized as follows: Section 2 describes the system model used in this
work and gives some useful definitions. Section 3 presents a conflict graph and its properties in
a decay space as well as upper bounds. Section 4 presents the scheduling and power selection
algorithm (SPAIDS). Section 5 presents the online algorithm in a metric space (OAMS).
2 System Model and Definitions
In this section, we describe the proposed model of wireless ad-hoc networks, which consists of pairs
of nodes. A pair of nodes is denoted as a quasi-link qi = (si, ri), where si is the sender and ri
is the receiver of quasi-link i. We consider that quasi-links are the communication links in decay
spaces (Section 2.2). The model is characterized by the following components: SINR formula,
decay signal among nodes using quasi-metrics and bounded growth properties. We study the case
that the power transmission is non-uniform in all the nodes as well as the case that the distances
among nodes are not symmetrical. Thus, our proposed model is characterized as a realistic model.
Moreover, we introduce a new notion of affectance, the Weighted Average Affectance (WAFF).
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2.1 System Model
We consider that a wireless network can be represented as a graph G = (V,E), where V is the set of
nodes and E is the set of edges (or quasi-links). Each directed edge qi is denoted as a communication
request from a sender si to a receiver ri in decay spaces. We consider S = {q1, ..., qn} is a set of
quasi-links. Each sender i transmits packets to its receiver at power Pi multiplied by the gain Gij .
The gain represents the distance between sender and receiver, which is denoted as Gij = 1/d
a
ij ,
where a ∈ (2, 6) is the path-loss exponent and daij = d(si, rj)a = q(si, rj) is the quasi-distance (in
Section 2.2) among two nodes i and j.
In our model, we use the SINR interference model and assume that vi is the noise (constant) at
the receiver i and βi is a threshold of SINR. The signal transmission can be successful if and only
if SINR ≥ βi for all the senders i, where SINRi = Pi/l
a
i∑
i 6=j Pj/d
a
ji + vi
≥ βi.
2.2 Metric and Decay Spaces
In [6, 7, 1], the nodes of network are embedded in a general metric space. A metric space consists
of an ordered pair of (V, d), where V is a set of nodes and d : V × V → R+ is a distance function.
d is defined as a metric such that for any u, v, w ∈ U , the following holds: (i) symmetry property,
(ii) triangle property and (iii) non-negativity property [14].
On the other hand, a real network has not the symmetry property. In [2], the authors study their
network in a metric space when there is not the symmetry property. This metric space is defined as a
decay space or else quasi-metric. A quasi-metric on a set V is defined as a function q : V ×V → R≥0
such that for all v, u, w ∈ V : (i) q(u, v) ≥ 0, (ii) q(u, v) = q(v, u) = 0 ⇔ u = v and (iii)
q(u, v) ≤ q(u,w)+q(w, v) [13]. We denote the quasi-distance of two nodes i, j: q(si, rj) = d(si, rj)a,
where a ∈ (2, 6). Each quasi-link i is qi = q(si, ri) = d(si, ri)a.
Moreover, we bound the arbitrary growth of space. The bounded growth decay space consists
of two properties: (i) Doubling Dimension. This property is the infimum of all numbers δ > 0 such
that every ball of radius r > 0 has at most C−δ points of mutual distance at least r where C ≥ 1
is an absolute constant δ > 0 and 0 <  ≤ 1. Metrics with finite doubling dimensions are said
to be doubling. (ii) Independent Dimension. In the decay spaces, the concept of independence-
dimension D is applied in [2, 3] and is defined as follows: Let (V, q) be a metric space and v ∈ V . A
set I ⊆ V \{v} is called independent with respect to v if B(w, q(v, w))∩ I = {w} for all w ∈ I. The
size of the largest independent point set is called the independent-dimension of (V, q) and denoted
by D.
2.3 Power Conditions
In addition, we give two conditions for the power assignments: (i) Pv ≥ cβNqv for some constant
c > 1. (ii) If q−1v ≤ q−1w then Pv ≤ Pw and Pv · q−1v ≤ Pw · q−1w , that large quasi-link in a decay
space has small power assignment. While small quasi-link has better power condition in order to
transmit a message to the receiver in a decay space.
2.4 Affectance
In this part, we introduce a new notion of affectance. It is defined as a ”Weighted Average Affectance
(WAFF)” and depends on the quasi-link lengths, the power assignments and the density bounding
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properties. Note that the measure of affectance is introduced by [9] and recently reused by [6]. In
[6, 7, 9], the authors study only the quasi-link lengths.
We study the model in decay spaces when the distances between of nodes are not symmetrical.
Thus, we have d(x, y) 6= d(y, x). Also, the nodes have not the same power assignment. The next
definition means that if each quasi-link qj has weighted affectance on a quasi-link qi then we have
the weighted average affectance WAFF (S, i) of a set of quasi-links S on a quasi-link qi, where the
nodes are located in a decay metric space. In this paper, the weight of a node i is the transmitted
probability pi of node i. For simplicity we redefined the WAFF (S, i) as Dap(S, i). Then, we have:
Definition 1. Let S be a set of quasi-links. We consider a quasi-link i /∈ S. The ”Weighted
Average Affectance” of S on i in a decay space is defined as follows:
WAFFp(S, i) = Dap(S, i) =
∑
j∈S pj · aP (j, i)∑
j∈S pj
, (1)
where ap(j, i) = max
{
R · qi
q(sj , ri)
,
R · qi
q(rj , ri)
,
R · qi
q(sj , si)
,
R · qi
q(rj , si)
}
is the affectance of quasi-link j on
quasi-link i using power assignments Pi and Pj in a decay space, respectively. The decay distance
is q(·, ·) and R = Pj/Pi.
3 Conflict Graph in Decay Space
In this section, we study conflict graphs and their properties in non-uniform wireless networks. Note
that conflict graphs are graphs defined over a set of links (quasi-links in decay spaces). Our interest
is situated in the case of the non-symmetry property and the non-uniform power assignment. Useful
definition is the independence of quasi-links, as it determines the less distance of quasi-links when
they are not in conflict. Let qi = (si, ri) /∈ S be the quasi-link in which si sends a message to ri.
Our goal is to seek an upper bound of the WAFF of a set S of quasi-links on the given quasi-link
qi /∈ S.
In this paper, our study is based on non-unit balls (of radius r 6= 1) because of quasi-links.
We divide the set S in annuli disks (or n-spheres in distance D ≥ 3) centered at the ri (or si)
of quasi-link i. In Figure 1, the concentric disks surrounded around the endpoint of quasi-link i
are represented. The set S consists of equilength subsets Sk ⊆ S. Let Bk(ri, dk) be the annulus
disk with center ri and radius dk for each k disk. Each Sk has a number of active nodes, which
can cause an affectance on the quasi-link i. Each k disk has a number of annuli disks Bkλ(vkλ, ρ)
and Bkλ(vkλ, aρ), where ρ is the radius at the small disk and aρ at the large disk. The large disk
Bkλ(vkλ, aρ) is at most a factor of the radius dk. In the following part, we introduce the concepts
of DP-feasible and acknowledgment messages. Also, we seek lower and upper bounds.
3.1 Feasibility
A set S of quasi-links is called as DP-feasible if the SINR holds for each quasi-link i ∈ S in
case that we use a power assignment P . The set S is feasible if there exists a power assignment
P for which S is DP-feasible. Thus, a set S of quasi-links is feasible if and only if the average
weighted affectance satisfies: Dap(S, i) ≤ 1/C2β. A set of quasi-links is called β-DP-feasible if it is
DP-feasible. The Proposition 1 gives the feasibility of WAFF.
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Figure 1: Concentric disks surrounded around the endpoint of quasi-link i.
Proposition 1. We assume C1 and C2 are the upper and the lower bound of the sum of probabilities
of the transmitted nodes, correspondingly. A set of quasi-links S is DP-feasible if and only if
Dap(S, i) ≤ 1/ (β · C2).
Proof. Initially, we use the WAFF and the fact that the affectance of a set of links S on the
quasi-link i is upper bounded by the value 1/β according to [6]. In [1], the authors use unit
balls in uniform networks. In decay spaces, we consider the following: Let disks k > 1. For
each node j, there is a color p such that the sum of probabilities of this color, in ball B′ ≡⋃
k>1
(
Bk(i, Rqγ1 +
k−1
2 · q) \Bk−1(i, Rqγ1 + k−22 · q)
)
, is at least C2 whp:
∑
j:pj=p
j∈B′
pj ≥ C2, where
R is the ratio of power assignment (
Pj
Pi
), γ1 > 0 is a constant; and q is the decay distance.
Then, Dap(S, i) =
∑
j∈S pj · aP (j, i)∑
j∈S pj
≤
∑
j∈S pj
βC2
≤ 1
βC2
.
Proposition 2. Two quasi-links i,j in a decay space with qj ≥ qi are γ1-independent iff q(j, i) >
γ1qi and are (R, γ1)-independent iff q(j, i) >
1
2 · Rγ1qi or q(j, i)q(i, j) > 14 · γ21qiqj with probability
of transmitting pj ≥ 1/2.
Proof. Let S be a set of links. We consider power Pi for each link i. A set S is DP-feasible
iff Dap(S, i) =
∑
j∈S
Dap(j, i) < 1/ (β · C2). From the feasibility of S holds the next inequality:
q(j, i) >
Pj
Pi
· qi · C2 · β and therefore the quasi-distance links i, j, where we denote γ1 = C2 · β, is
defined by q(j, i) >
Pj
Pi
· qi · γ1 or q(j, i) > 12 ·R · qi · γ1. Then, q(j, i)q(i, j) > 14 · γ21qiqj .
In general decay space, we introduce a lower bound in the WAFF for each node k ∈ B(j, qji), as
follows: A set of quasi-links S is GDP-feasible if and only if Dap(S, i) ≥ δ1/CDI , where 0 < δ1 < 1
and CDI is an upper bound of the sum of probabilities of the transmitted nodes in independent
dimension D.
3.2 Acknowledgements
In this part, we study the reverse case that a receiver ri transmits an acknowledgement message to
its sender si in order to be known that ri successfully received the message. The transmission of an
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acknowledgement message needs a proper power assignment. We take into account that the nodes
are located in a decay space. We need to study the affectance of quasi-link qj = l
a
j by quasi-link
qi = l
a
i in the case of acknowledgement transmissions, where li and lj are links in uniform networks.
Also, we compare the affectance of acknowledgments with the standard Dap affectance.
Definition 2. Let a quasi-link qi = (si, ri) and its reverse quasi-link q
∗
i = (ri, si) for the acknowl-
edgement transmission. We consider that a quasi-link i has a power assignment Pi > 0. However,
the acknowledgement transmission needs a power P ∗i > 0 in order to arrive at the sender. We
consider that the power P ∗i is defined by P
∗
i =
Pi·q∗i ·qji
qi·qji∗ =
Pi·l∗i a·daji
lai ·daji∗
.
Lemma 1. For all quasi-links of a set S, it holds that aP ∗(q
∗
i , q
∗
j ) = O(aP (qi, qj)) when the sym-
metry property is not satisfied and each node has its own power assignment P .
Proof. The affectance of acknowledgement of quasi-link qj by quasi-link qi = l
a
i in a decay space
is: aP ∗(i, j) = aP ∗(q
∗
i , q
∗
j ) =
P ∗j ·l∗i a
P ∗i ·d∗jia . By the Definition 2, aP
∗(l∗i , l
∗
j ) =
P ∗j ·l∗i a·lai ·daji∗
Pi·l∗i a·daji·d∗jia ≤
Pj ·lai ·daji∗
Pi·daji·d∗jia ≤
Pj ·lai
Pi·daji = O(aP (qi, qj))
By the triangle inequality, it holds the last inequality: dji∗ = d(j, i
∗) = d(sj , si) ≤ d(sj , ri) +
d(ri, si) ≤ lj + li + d(rj , si) + l∗i ≤ (1 + 1R1−·γ1 ) · d(rj , si)
= (1 + 1
R1−·γ1 ) · d(j∗, i∗) = (1 + 1R1−·γ1 ) · d∗ji.
However, we want: min
{
dji∗ , d
∗
ji
}
≤ min
{
(1 + 1
R1−·γ1 ) · d∗ji, d∗ji
}
= d∗ji.
Lemma 2. For all quasi-links of a set S, it holds that DaP∗(q
∗
i , S
∗) = O(DaP (S, qi)) when the
symmetry property is not satisfied.
3.3 Upper Bound Graphs
A conflict graph for a set of quasi-links is an upper bound graph, if each independent set in this
conflict graph is DP -feasible using a power assignment. A conflict graph for a set of quasi-links is
a lower bound graph, if each DP -feasible set is an independent set in this conflict graph. Therefore,
upper and lower bounds for the scheduling problem are sought. In [6, 7], the authors introduce
the initial idea to seek bounds and show that there are O(log log ∆)-approximation algorithms for
Scheduling and WCapacity using oblivious power schemes in a metric space.
In the case of doubling dimension, we seek an upper bound of the WAFF of an set S of quasi-links
on a given quasi-link qi /∈ S. The set S consists of equilength subsets Sk ⊆ S. Each Sk has a number
of nodes. The set S is divided into two subsets S′ and S′′. The subset S′ contains the quasi-links that
are closer to sender of quasi-link i: S′ = {j ∈ S : D1 ≥ D2}, where D1 = min {q(sj , ri), q(rj , ri)}
and D2 = min {q(sj , si), q(rj , si)}. The subset S′′ contains the quasi-links that are closer to re-
ceiver of quasi-link i: S′′ = {j ∈ S : D3 ≤ D4}, where D3 = min {q(sj , ri), q(rj , ri)} and D4 =
min {q(sj , si), q(rj , si)}.
Lemma 3. Let γ1 ≥ 1, S be a set of 1-independent quasi-links. The quasi-links i, j are (R, γ1)-
independent, ∀j ∈ S. Then, the WAFF in a decay space is given as follows:
DaR(S, i) ∈ CDI
C2
O
(
γm−21
qi
q
Rm−1(1 + (Rγ)−1)
)
(2)
where the transmission probability of nodes in each k disk is bounded by CDI and C2.
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Proof. The affectance of quasi-link i by quasi-link j in a decay space is:
ap(j, i) =
Pj · qi
Pi · q(j, i) =
R · qi
(Rqγ1 + (k − 2)q) (3)
Then, the weighted average affectance for each k disks is calculated as follows:
1∑
j∈Sk\Sk−1 pj
∑
j∈Sk\Sk−1
pjap(j, i) ≤ 1
C2
∑
j∈Sk\Sk−1
pjap(j, i) ≤ 1
C2
∑
j∈Sk\Sk−1
pj
Rqi
Rγ1q + (k − 2)q
≤ C1
C2
R
qi
q
∑
k≥2
|Sk| 1
(Rγ1 + k − 1)2 =
C1
C2
O
(
γm−21
qi
q
Rm−1(1 +Rγ)
) (4)
Corollary 1. Let L be a 1-independent set of links. The quasi-links i, j s.t. qi ≥ qj and are
(R, γ1)-independent, ∀j ∈ L. There exists m > 1 and the path-loss a > m, the power of link i is
greater than the power of link j, Pj = O(Pi). Then, the weighted average affectance in a decay space
is given by Da(L, i) = C1C2O
(
γm−21
)
,where the transmission probability of nodes in each k disk is
bounded by the parameters C1 and C2.
4 Scheduling and Power Selection Algorithm in a Decay Space
In this section, we propose a randomized distributed algorithm in order to control the power of
each node and to solve the minimum scheduling problem in a non-uniform network. The algorithm
is based on the coloring method in [1], which assigns probability/color to each node taking part
in an implementation. Also, we consider that the message is successfully received when the sender
receives an acknowledgement message to inform it.
In Section 4.2, we prove the existence of a dense ball that the message is successfully received
with high probability. In Section 4.3, we prove that there is a set of guards that is guarding the
receiver of quasi-link qi. We use guards in order to protect the receiver from interference of other
quasi-links and to boost the signal. Also, we prove that there is a set of guards that is guarding
the sender of quasi-link qi. In the last case, we want to protect the sending of an acknowledgement
message from its receiver. Then, we guarantee the successful transmission.
4.1 Overview of the Algorithm
First of all, we consider that Algorithm 1 determines a probability/color pi from the set of prob-
ability transmissions
{
C1
2nµ(
pmax−C1/2n
K )|µ ∈ [0,K] & K = 2C1β
′
β
}
to each node in order to achieve
transmissions of the messages in the network. Then, the number of colors is O(log∗∆), where ∆ is
the ratio between the maximum and the minimum power assignment as well K = 2C1β
′
β using the
Theorem of [9] and the Theorem of [7]. Then, it holds the following: any β/C1- feasible set can be
partitioned into d2C1β′β e subsets, each of which is β′- feasible.
In the next step of Algorithm 1, we use a restriction in order to schedule quasi-links whose the
quasi-distance is at most pjR
1− · q · γ1 + (k− 1)q, where R is the ratio of the power assignments of
quasi-links i and j, 0 <  < 1 and k is a constant which indicates the disk k. Then, we control three
states: 1) The restriction of affectance on quasi-link qi by other quasi-links qj , 2) The verification
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Algorithm 1 Scheduling and Power Selection Algorithm in a Decay Space (SPAIDS)
Initialization: We consider a set of quasi-links q1, ...qn and a set of probability transmissions
C1/2n, ..., pmax and K = d2C1β′/βC2e. The initial set of feasible links S = ∅ and 0 < γ1 < 1
Procedure:
for t = 1 to T do
for µ = 0 to K − 1 do
for pi =
C1
2n + µ(
pmax−C1/2n
K ) to
C1
2n + (µ+ 1)(
pmax−C1/2n
K )
do
if
(
q(j, i) < (pjR
1− · q · γ1 + (k − 1)q)
)
then
Calculate: Dap(j, i) = min
(
1, ci
pjqi
piqji
)
if (Dap(S, i) ≤ C1/ (β · C2)) and DT (i) and PF (i)
and (Dap(S, i) ≤ CD/ (β · C2))
then
i quits with color pi
Si = Si−1 ∪ qi
pi = 2pi
end if
end if
Output S
i quits with color 2
(
C1
2n + (µ+ 1)(
pmax−C1/2n
K )
)
end for
end for
end for
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if the messages are received with success (Algorithm 3) and 3) The verification if the network is
density (Algorithm 3).
Algorithm 2 controls the sum of probabilities pi in a ball B and waits acknowledgement trans-
missions. This algorithm returns true if the sum of probabilities pi in a ball B is at most C1, where
0 < C1 < 1. It means that the expected affectance from a set of quasi-links on a quasi-link is not
large when all nodes wants to transmit concurrently using a probability transmission each of them.
Algorithm 3 controls the density. It means that the probability transmission is constant. More,
Algorithm 2 Controls if the messages are received with success
Procedure DT (i) :
while success 6= true do
for c0 log n rounds do transmit with probability pi
wait for acknowledgment
if receives at least c1 log n messages then
return True
end if
end for
applying the technique of [1], Algorithm 3 blocks the sum of probabilities in a ball B to overcome
the constant C1. This happens because of the positive results of both Algorithm 2 and Algorithm 3.
After each successful transmission of nodes i, they disable and the sum of probabilities is reduced.
More, there is the case that a probability transmission can overcome pmax, it happens in sparse
Algorithm 3 Controls the density
Procedure PF (i) :
while success 6= true do
for c2 log n rounds do transmit with probability pi · c
wait for acknowledgment
if receives at least c3 log n messages then
return True
end if
end for
area. Then, Algorithm 1 is executed (the last line of algorithm) and the sum of probabilities is at
least C2.
4.2 Without Guards
In Lemma 4, we show that there is a dense ball in a ball B using real conditions. In Lemma 5, we
seek the probability of receiving a message using the case of acknowledgment transmissions.
Lemma 4. Let B ≡ ⋃k>1 (Bk(i, Rqγ1 + (k − 1)q)\Bk−1(i, Rqγ1 + (k − 2)q)). For each node i /∈ S,
we assume a ball B , whenever
∑
j∈B pj ≥ C1/2, there exists wk, which is the center of B(wk, q/2)
and is included in Bk(i, Rqγ1 + (k− 1)q+ δ) \Bk−1(i, Rqγ1 + (k− 2)q− δ). Let B1k = B(wk, q/2),
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B2k = B(wk, hq/2) \B(wk, q/2) and B3k = B(wk, q) \ (B1k ∪B2k). Then,
s ≤
∑
j∈B1k(wk,q/2)
pj ≤ 1/2, ∀k > 1 (5a)∑
j∈B(x,q/2)
pj ≤ ζms, ∀x ∈ B2k ∪B3k (5b)
∑
u∈B(j,Rqγ1+(k−1)q−δ1)
pu ≥ C1
2χ(q, qRγ1 + (k − 1)q) , ∀j ∈ B1k (5c)
Proof. Let i /∈ S be a receiver node andB ≡ ⋃k>1 (Bk(i, Rqγ1 + (k − 1)q)\Bk−1(i, Rqγ1 + (k − 2)q)).
We consider that
∑
j∈B pj ≥ C1/2. Also, we assume that B′ ball with center x′ and radius q/2
is the largest mass of probability that B′ ⊆ B. Then, ∑j∈B′ pj ≥ C12χ(q/2,qRγ1+(k−1)q) . If there is
a node x in a ball B(x′, Rqγ1 + (k − 1)q − δ1) and satisfies the inequalities (5a), (5b) then is also
satisfied the (5c) inequality (as it is proved in [1]).
In addition, we consider a ball B′0 ≡ B(x0, r0) ⊆ B. The average probability mass of B′0 ⊆ B
is at least s. The average probability mass of B′ ⊆ B is at least s, where B′0 ⊆ B′ and B′ is the
ball of radius q/2 with the highest probability mass. If the (5b) inequality is satisfied for a node
x0 then (5c) is also satisfied. If the (5b) inequality is not satisfied for a node x0, there is a ball of
radius r0 and the probability mass is at least ζ
ms in distance at most q/2 from x0. Then, there is
a ball B′1 ⊆ B with radius q/ζ and probability mass at least s, which are guaranteed by bounded
growth property. Thus, a sequence of balls is created with probability mass at least s that a ball
B′n has radius rn = q/ζn for n > 0. The distance between B′n and B′n+1 according to their centers
is d(B′n, B′n+1) ≤ q2(1 + 1/2ζ + ... + 1/2ζn) ≤ q, which means that (5b) inequality is not satisfied.
If (5b) is satisfied for some node xn and radius rn = q/2ζ
n then the center of the ball B′n is in
distance at most q/2
∑
n 1/ζ
n ≤ q ≤ Rqγ1 + (k − 1)q − δ1. According to [15], we have an event
success.
Lemma 5. Let B(i, Rqγ1+(k−1)q) be a ball satisfying the previous Lemma 4, where k > 1. Then,
for every j ∈ B(i, Rqγ1+(k−1)q)), the probability of receiving a message p(i) ≥ s16 ·(14)(2Rγ1+2k−4)
ξ·s.
Proof. Seek the probability that the receiver i of a quasi-link successfully gets the message that
can be affected by other nodes j ∈ B(i, Rqγ1 + (k − 1)q) ≡ B. We use the acknowledgement
transmission to inform its sender in odrer to guarantee the successful reception of message. Then,
the probability of successfully receiving a message from a node is computed from the joint of the
following probabilities:
• Event E1. The message is transmitted from only one node, which belongs to the disk Dk =
Bk \ Bk−1. Using Fact 4 of [1]: Pr[E1] := Pr[exactly one node j ∈ {1, ...,m} transmits &j ∈
Dk] ≥ s2 , as s =
∑
j∈Dk pj ≤ 1/2. Thus, Pr[E1] ≥ s2 .
• Event E2. There are not sender-nodes in the ball Bk−1. Using Fact 5 of [1]: There are
m nodes with probabilities pj ≤ 1/2 for each node j ∈ {1, ...,m} and j ∈ Bk−1 then
Pr[no node j transmits, j ∈ {1, ...,m}] ≥ (14)∑j∈Bk−1 pj . Also, we observe that the ball
Bk−1(i, Rqγ1 + (k − 2)q) consists of (2Rγ1 + 2k − 4)ξ balls with radius q/2 and ξ be the
dimension. Then,
∑
j∈Bk−1 pj ≤ (2Rγ1 + 2k − 4)ξ · s. Thus, Pr[E2] ≥
(
1
4
)(2Rγ1+2k−4)ξ·s.
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• Event E3. The sender j ∈ Dk receives the acknowledgement message from its receiver,
given that a message is transmitted from the sender-node j. Let Ackj be the random vari-
able, that is equal to 1 if the message is successfully received, otherwise 0. Thus, we com-
pute Pr[Ackj = 1|j transmits &j ∈ Dk]. Using Markov inequality in the second inequality:
Pr[Ackj = 0|j transmits & j ∈ Dk] ≤ Pr[
∑
j Dap(j, i) · Ackj ≥ C1βC2 ] ≤
βC2
C1
E[
∑
j Dap(j, i) ·
Ackj ] =
βC2
C1
∑
j ap(j, i) · q ≤ 12 . The transmission probability is
q ≤ 12β2−ξ(C2C1 )3−ξ, for S′ =
{
i ∈ S : ∑j ap(j, i) ≤ C1C2O(γξ−21 )}. Therefore, Pr[E3] ≥ 12 .
• Event E4. The WAFF by nodes from the union of disks Dk+1 ∪ Dk+2 ∪ ... ∪ DK on quasi-
link i is at most C1C2O(γ
ξ−2
1 ). Let S
′ = {j ∈ BK−r+1 \BK−r ≡ Dk+1 ∪Dk+2 ∪ ... ∪DK}
be a set of nodes. By Markov inequality, Pr[Dap(S
′, i) ≥ C1C2O(γ
ξ−2
1 )] ≤ C2·E[Dap(S
′,i)]
C1·O(γξ−21 )
.
The expected value is given by E[Dap(S′, i)] = E
[ ∑
j∈S′
ap(j,i)pj∑
j∈S′
pj
]
≤ 1C2
∑
j∈S′
ap(j, i) · ζξ · s =
1
C2
∑
K−r≥2
∑
j∈BK−r+1\BK−r
ap(j, i)·ζξ·s ≤ R·qiC2·q
∑
K−r≥2
|BK−r+1|−|BK−r|
Rγ1+k−2 ·ζξ·s ≤
R·qi
C2·q
∑
K−r≥2
2Rγ1+2(k−r)ξ−1
Rγ1+k−2 ·
ζξ · s ≤ R·qiC2·q
∑
K−r≥2
2Rγ1 + 2(k − r)ξ−2 · ζξ · s.
Therefore, we choose s ≤ 14 ·
q·C22O(γξ−21 )
ζξ· ∑
K−r≥2
2Rγ1+2(k−r)ξ−2 in order to bound the expected value by
C2·
2·C1 ·O(γ
ξ−2
1 ). Thus, Pr[E4] ≥ 12 .
• Event E5. The WAFF by nodes from outside of the ball BK is at most C1C2O(γ
ξ−2
1 ). Then,
Pr[E5] ≥ 12 . The proof is based on the division of the space that nodes are located outside
the ball BK . The idea of the proof is same as the previous event.
Therefore, the probability of receiving a message is p(i) ≥ s16 · (14)(2Rγ1+2k−4)
ξ·s.
Lemma 6. Let B1k(wk, q/2) ⊆ B(i, Rqγ1 + (k − 1)q) be a ball satisfying the previous Lemma 4,
where k > 1. Then, for every j ∈ B1k(wk, q/2), the probability of receiving a message p(i) ≥
s
16 · (14)(2Rγ1+2k−4)
ms.
4.3 With Guards
In this part, we seek a set of nodes that is guarding a receiver/sender node from the affectance
of other quasi-links in a metric decay space, which is bounded-growth. This space has bounded
independence dimension and bounded doubling dimension, which is defined in [2]. Specifically, we
use guards in order to protect the receiver from the interference of other quasi-links and to boost
the signal. Then, we show that there is a set of guards which is guarding a sender of a quasi-
link i. Thus, we protect the sending of an acknowledgement message of its receiver from various
interference types, such as the simultaneous transmissions of quasi-links.
First of all, we need the following definition in order to prove the Lemma 8. We define a (µ−δ)/λ-
density-dominant node in order to provide an efficient measure with regard to the transmission
probability of nodes and the number of active nodes. In particular, we assume two disjoint subsets
of nodes, the set of receiver R and the set S \R, where S is a set of nodes. We take a node b ∈ S \R
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Figure 2: Concentric disks surrounded around the endpoint ri of quasi-link i. The node ri is
guarded by a set of guards. The nodes b, b′ ∈ Bk(wk, q/2) and protect the node ri.
and we create a ball around b. Then, we determine the relation of the probability of transmission
of nodes of two above sets using the ratio (µ − δ)/λ. This means that the ball around b either
contains (µ− δ)/λ more nodes c ∈ B(b, d1) ∩ (S \ R) than the nodes e ∈ B(b, d1) ∩ R or contains
(µ − δ)/λ higher sum of probability of transmissions ∑c∈B(b,d1)∩(S\R) pc than ∑e∈B(b,d1)∩R pe. In
[3], the authors take into account only the number of nodes which are in the ball around b and not
the sum of probabilities of transmissions of nodes.
Definition 3. Let µ, λ be positive constants, µ > λ and 0 < δ < 1/2. We consider two disjoint
sets of nodes in a metric decay space (V, d), the set of receivers R and the set S \ R, where S is
a set of nodes. Then, a node b ∈ S \ R has a (µ − δ)/λ-density-dominant if every ball B(b, d1)
contains (µ − δ)/λ more density of nodes ∑
c∈B(b,d1)∩(S\R)
pc than
∑
e∈B(b,d1)∩R
pe and is expressed as
follows: ∑
c∈B(b,d1)∩(S\R)
pc >
(µ− δ)
λ
∑
e∈B(b,d1)∩R
pe (6)
Moreover, we define a set of guards which is guarding a receiver/sender. Also, we assume
that each guard has a probability of transmission. Then, we bound the sum of probabilities of
transmissions of guards. The definition is used in the Lemma 7 and is expressed as follows:
Definition 4. Let R be a set of receiver nodes and let i ∈ R. Let S \ R be a set of nodes and
R ∩ (S \ R) = ∅. Also, we assume a subset of nodes G ⊆ (S \ R), which is called as a set of
guards on receiver node i if for each b ∈ (S \ R) \ G we have that ∑g∈Bk(b,q)∩G pg ≤ s/2 with
Bk(b, q) ∩G 6= ∅ and q is the quasi-distance of b to i.
Property 1. For all nodes v ∈ V , there is a set of guards Gv ⊂ V of at most D points that guards
v: minw∈Gv q(z, w) ≤ q(z, v),∀z ∈ V \ {v}.
Obsevation 1. A guard node can be active when there are j = 1, ...J nodes in its range guarding
with
∑
j pj ≥ s/2, s > 0.
In Lemma 7, we prove that there is a set of guards in a ball B and it is guarding the receiver
of a quasi-link. The receiver is the center of B which consists of concentric disks. Thus, we prove
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that there is a set of guards in a disk Dk (≡ Bk \Bk−1). This set is activated in order to guard the
receiver when there is a dense ball of nodes in B.
Lemma 7. Let B ≡ ⋃k>1 (Bk(i, Rqγ1 + (k − 1)q)\Bk−1(i, Rqγ1 + (k − 2)q)) be a ball. For each
receiver i, whenever
∑
j∈B pj ≥ C1/2 there exists always a set of guards Gk ⊆ Dk (≡ Bk \Bk−1),
with mass of probability of guards gk ∈ Gk is at least CDk that is guarding the receiver node i.
Then,
∑
gk∈Dk pgk ≤ CDk .
Proof. Let S be a set of nodes. We separate S into k concentric disks with center i /∈ S and Sk ⊆ S.
We construct a ball B around the node i and the ball is divided into k concentric disks, where
B = ∪k>1Bk \Bk−1 and Sk ≡ Bk \Bk−1. The initial ball B1 = ∅. We seek a set of guards which is
guarding the receiver i. This set is denoted as G and is defined by a disjoint of subsets G1∪ ...∪Gk,
where Gk ⊆ Sk and k > 1. We assume that G1 = S1 = ∅.
Let i be the center of B such that
∑
j∈B pj ≥ C1/2 then there is a dense ball Bk(wk, q/2) which is
included in B according to Lemma 4. Thus, there are active nodes j, where s ≤∑j∈Bk(wk,q/2) pj ≤
1/2, for each k > 1 disk and
∑
j∈Bk(x,q/2) pj ≤ ζξ ·s for each x ∈ B2k∪B3k when B2k = B(wk, hq/2)\
Bk(wk, q/2) and B3k = Bk(wk, q) \ (B(wk, q/2) ∪B2k).
We add a node to an initially empty set Gk, where k > 1, when the resulting set remains
independent with respect to i, there is not affectance on the node i. Then, Gk ⊆ Bk is guarding i
by the nodes j ∈ Dk. We assume that there is not a set Gk ⊆ Bk, which is guarding the receiver i,
with
∑
g∈Gk pg ≤ CDk . Then,
∑
g∈Gk pg ≥ CDk and the nodes g can affect the node i. There is a
node b ∈ B \Gk. We assume that b ∈ Dk \Gk. By Definition 4 and from our previous assumption,
we have that
∑
j∈B(b,d)∩Gk
pj ≥ s2 , where d = d(b, i). Then,
• Let b ∈ Bk(wk, q/2) as is represented in Figure 2. From Lemma 4: s ≤
∑
j∈Bk(wk,q/2) pj ≤ 1/2.
On one hand, the node b /∈ Gk. On the other hand, we added a node b′ in a setGk\Bk(b, d) and
it is happend because the distance d(b′, i) is less than d(b, i), where d(b, i) ≤ kq when Rγ1 = 1
and k > 1. The node b′ was added before b. Note the Observation 1 in which a guard node can
be active when there are b nodes in its range. Thus, b ∈ B(b′, d(b, i)) ⇔ d(b′, b) ≤ d(b, i). In
the last inequality, we use the Property 1. We conclude to b′ ∈ B(b, d). It is a contradiction.
• Let b ∈ Bk(x, q/2) for x ∈ B2k ∪ B3k. From Lemma 4:
∑
j∈Bk(x,q/2) pj ≤ ζξ · s. This case is
divided into three subcases: 1) b ∈ Gk−1 then there is b′ ∈ Gk−1\B(b, d), 2) b ∈ Gk then there
is b′ ∈ Gk \B(b, d), and 3) 1) b ∈ Gk+1 then there is b′ ∈ Gk−1 \B(b, d), where d(b, i) ≤ kq+ δ
when Rγ1 = 1, δ ≤ q/2 and k > 1. We conclude to b′ ∈ B(b, d) as in the first case, which is a
contradiction.
Lemma 8. Let B ≡ ⋃k>1 (Bk(i, Rqγ1 + (k − 1)q)\Bk−1(r,Rqγ1 + (k − 2)q)) be a ball. Let Dk ≡
(Bk \ Bk−1) be a kth disk. Let R be the set of receivers and a constant 1 ≤ h ≤ 2. For each
sender s ∈ Dk, there is a receiver node r which transmits an acknowledgement message to its
sender with probability pr ≥ 1/2 in a ball B. If
∑
j∈B pj ≥ C1/2 and
∑
j∈B(s,h·q/2)∩(Dk\R)
pj >
(µ−δ)
λ
∑
e∈B(s,h·q/2)∩R
pe then
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• There is always a guard g ∈ Gk, where Gk ⊆ Dk and k > 1, with mass of probability at least
C ′Dk and is given by
∑
g∈Dk pg ≤ C ′Dk .
• There is a density-dominant in a ball Bk with
∑
j∈(Bk\R)
pj >
(µ−δ)
λ · C ′Bk
∑
e∈R
pe.
Proof. Let S be a set of nodes. We separate S into k concentric disks with center i /∈ S and
Sk ⊆ S. This means that we construct a ball B around the node i. The idea of this proof is the
same as Lemma 7. Thus, this ball is divided into k concentric disks, where B = ∪k>1Bk \ Bk−1
and Sk ≡ Bk \Bk−1. The initial ball B1 = ∅.
Firstly, we seek a set of guards which is guarding the sender s. This set is denoted as Gk and is
defined by a disjoint of subsets G1k ∪G2k. We assume that s is the center of a ball with radius q/2
and s ∈ Dk. Also, we consider a larger annulus ball around s with radius a · q/2, where 1 < a < 2.
Therefore, G1k is included in B(s, q/2) and G
2
k is included in B(s, a · q/2). Also, G11 = G21 = ∅.
We add a node to an initially empty set Gk, when the resulting set remains independent with
respect to s, there is not affectance on the node s. Then, Gk ⊆ Dk is guarding s by the nodes
j ∈ Dk.
We assume that there is not a set Gtk ⊆ Bk for t = 1, 2, which is guarding the receiver s,
with
∑
g∈Gk pg ≤ C ′Dk . This means that
∑
g∈Gk pg ≥ C ′Dk and the nodes g can affect the node s.
The sender may not receive an acknowledgement message from its receiver. Thus, there is a node
b ∈ Dk \Gk and the rest of this proof consists of two cases:
• Let b ∈ Bk(s, q/2),
∑
j∈B pj ≥ C1/2 and
∑
j∈B(s,q/2)∩(Dk\R)
pj >
(µ−δ)
λ
∑
e∈B(s,q/2)∩R
pe. The
node s has a (µ−δ)λ density-dominant in B(s, q/2). It means that there are more senders than
receivers and therefore the affectance on s is larger by other sender nodes in this region.
Also, there is a node b′ in Gk \ Bk(b, q(b, s)) and this node was added before b in this set
because the quasi-distance q(b′, s) is less than q(b, s), where q(b, s) ≤ q. Note the Observation
1 in which a guard node can be active when there are b nodes in its range. Thus, b ∈
B(b′, q(b, s))⇔ q(b′, b) ≤ q(b, i). In the last inequality, we use the Property 1. Therefore, we
conclude to b′ ∈ B(b, q(b, s)). It is a contradiction.
• Let b ∈ Bk(s, h · q/2) \Bk(s, q/2),
∑
j∈B(s,h·q/2)∩(Dk\R)
pj >
(µ−δ)
λ
∑
e∈B(s,h·q/2)∩R
pe for 1 ≤ h ≤ 2
and
∑
j∈B pj ≥ C1/2. The node s has a (µ−δ)λ density-dominant in B(s, h · q/2). It means
that there are more senders than receivers and therefore the affectance on s is larger by other
sender nodes in this region. Also, there is a node b′ in Gk \ Bk(b, h · q(b, s)) and this node
was added before b in this set because the quasi-distance q(b′, s) is less than q(b, s), where
q(b, s) ≤ q. We conclude to b′ ∈ B(b, q(b, s)) as in the first case, which is a contradiction.
Secondly, we seek a density-dominant in a ball Bk that
∑
j∈(Bk\R)
pj >
(µ−δ)
λ · C ′Bk
∑
e∈R
pe, where
there are receiver nodes less than nodes j ∈ (Bk \ R). By using the first part of this lemma, we
have a probability mass of guards at most a constant C ′Dk in the disk Dk. Then, we can conclude
to a constant C ′Bk in a ball Bk which consists of k disks. That constant is the finite independence-
dimension in a metric space.
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5 Power Selection with Markov Chains - Online Algorithm
In this section, we propose a new algorithm that is based on the procedures of SPAIDS algorithm
of Section 4 as well as the acknowledgement messages of Section 3.2 in order to study another
fundamental problem of wireless ad hoc networks, the broadcast problem. Also, we consider that the
distances between nodes apply the symmetry property. Our aim is to find the expected successfull
transmissions, the expected consumption of power and to compare the performance of the new
proposed algorithm with the optimal algorithm in simple (metric) spaces. Thus, we study the
online broadcast problem that each mobile device has a battery. Let CB be the maximum power
that can be stored in the mobile device. We assume that there are n users/nodes in the wireless
network. Let N = {1, ..., n} be the set of nodes. We consider that a node is activated in case that
it receives packets (or else appears in online state) at each time step t ∈ T . There is unknown
distribution of nodes in our network.
Then, an algorithm is constructed by a power function p and an affectance function F . The
power function p : Rn+ → Rn+ gives a vector of powers consumption of a sender-node to send a mes-
sage to the online node-receivers in our network. In particular, pj(x) reflects the power of consump-
tion of the sender when user j receives the message, where x is a vector that depends on the distance
of nodes and the power of other nodes which simultaneously transmit a message. The affectance
function F chooses a subset S ⊆ F , where S :=
{
users/nodes j : ap(j, i) =
pj ·lai
pi·d(j,i)a ≤ 1/β
}
. For
simplicity, in this case of affectance, the distances apply the symmetry property since the nodes
in this network are in a metric space and not in a decay environment. We denote the following
property as ”battery-feasibility”.
Property 2. The usage of mobile-phone is restricted, the maximum power that can be used is CB
such that
∑
i pi ≤ CB
The goal is to take the maximum subset of users that get the message from a sender node with
a battery storage (capacity) at most CB when the constraint of affectance is satisfied. Also, we
need an optimal solution in order to compare the solution of OAMS algortihm. This means that
we compare the performance of OAMS to the optimal. Full proofs and additional properties of this
section are provided in the Appendix G.
Consider that a sender transmits with power p1 =
CB
n to r receivers. Using power pi then the
sender wants to transmit the message to rpinCB receivers. Thus, the algorithm is separated into three
cases according to the number of receivers who can successfully receive the message. Also, the
algorithm waits acknowledgment messages. In the first case, if the number of receivers is at least
r(1 + /2), then the algorithm updates the state i to i− 1 and the power pi to pi−1. In the second
case, if the number of receivers is at most r(1 − /2). Then, the algorithm updates the state i to
i+ 1 and the power pi to pi+1. Otherwise, the state i and the power pi remain the same.
Also, we use an index s in order to choose an ideal power state with a probability q that the
message is successfully received. It means that the next conditions are satisfied: ps−1 < CBnqs−1 and
ps ≥ CBnqs . Additional condition to determine the ideal power is the restriction of affectance. Thus,
the definition of an ideal power state is given as follows:
Definition 5. Let pi be the transmission power. The power pi is defined as ideal when 1) the
condition of affectance is satisfied ap(S, i) ≤ 1/β, 2) the probability that a receiver get the message
with power pi: qi >
(1−)CB
pin
; and 3) the inequality of indexes i ≤ s. Therefore, the set of ideal
16
powers is defined as PID =
{
pi : i ≤ s & ap(S, i) ≤ 1/β & qi > (1−)CBpin
}
.
Algorithm 4 Online Algorithm in a Metric Space (OAMS)
Initialization: We consider a set of links l1, ...ln and a set of power transmissions p1 =
CB/n, p2 = λ · CB/n, ..., pi = λ · pi−1 and CB/a · s < pk < CB/s for 1 ≤ i < k. Let 0 < γ ≤ 1
and  = 0.1. The initial set of feasible links S = ∅ and the initial state of power is pi = pk.
Procedure SP(i):
for rpinCB receivers do transmit with power pi
if ap(S, i) ≤ γ then
wait for acknowledgment
if at least r(1 + /2) receivers successfully get m
then
update i to i− 1 and quits with power pi = pi−1
else if at most r(1− /2) receivers successfully get m
then
update i to i+ 1 and quits with power pi = pi+1
else
quits power pi
S = S ∪ {li}
end if
end if
Output S
In Lemma 9 and Lemma 10, we determine the process of power in order to find, with high
probability, the ideal power state.
Lemma 9. Consider power p = pi and p
∗ ∈ PID. If p < p∗, ∀p∗ then the algorithm updates the
power state from pi to pi+1 with Pr[#receivers ≤ (1− /2)r] ≥ 1− ( 12r − 1r ).
Proof. Let p = pi be the power. The expected number of receivers who successfully get the
message with p is given as follows:E[#successes with p] = rnpCB ·
qp
2 . By Chebyshev’s inequality,
Pr[#receivers ≥ (1 − /2)r] < rnpqp2(1−)rCB . Then, the probability that a message is successfully
received using power p is given by qp >
2(1−)CB
np .
In case that the probability is small (qp ≤ 2(1−)CBnp ), then the expected number of receivers is
at most (1− )r. By Chebyshev’s Inequality, Pr[#receivers ≥ (1− /2)r] ≤ (1−)r
(r)2
.
Lemma 10. Consider power p = pi and p
∗ ∈ PID. If p > p∗, ∀p∗ then the algorithm updates the
power state from pi to pi−1 with Pr[#receivers ≥ (1 + /2)r] ≥ 1− ( 12r − 1r ).
Proof. We examine the case that the probability qp is more than qps >
2(1−)CB
nps
. Given p > p∗
and ps ≥ p∗, we observe that it holds qps > 2(1−)CBnps ≥
2(1−)λCB
np >
2(1−)CB
np . Then, the expected
number of receivers is at least (1 − )r. By Chebyshev’s Inequality, we have Pr[#receivers ≤
(1 + /2)r] ≤ (1−)r
(r)2
.
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The effectiveness of the algorithm ”OAMS” can be analyzed through the study of Markov
chains. Let Ch1 be a Markov chain. Thus, the algorithm ”OAMS” can be represented as Ch1.
Specifically, the chain includes states 1 ≤ i ≤ k. Also, there are three cases of transitions from state
i to another state with a transition probability, i.e. i to i− 1, i to i+ 1; and i to itself. However,
we need a simpler algorithm in order to compare our algorithm. Thus, the simple algorithm can be
interpreted as a Markov Chain which is defined as Ch2. The chain Ch2 includes states i > 0 and
there are two cases of transitions from state i to another state with a transition probability, i.e. i
to i− 1 with high transition probability 1− ( 1
2r
− 1r ) and i to i+ 1 with low transition probability
1
2r
− 1r .
Lemma 11. Let Ch1 and Ch2 be two Markov Chains. The Ch1 and Ch2 include states i ∈ {1, ..., k}
and i > 0, respectively. In Ch2, the state 0 is an absorptive state. The Ch1 is coupled with the Ch2
as follows: the pair (it, jt) reflects the current states it of Ch1 and jt of Ch2, for each time step
t ≥ 0. Let i0 = i and j0 = mins∈PID {|i− s|, |i− s+ 1|} be the beginning states of Ch1 and Ch2, re-
spectively. If im /∈ PID in the Ch1 for all i0 ≤ im ≤ it−1, then jt ≥ mins∈PID {|it − s|, |it − s+ 1|}
for the pair (it, jt).
Proof. We consider that the current states of Ch1 and Ch2 is (i, j). Then, we examine the next
cases: Firstly, if the state i is in PID then we have an arbitrary pair (i, j). Secondly, if the state i
is not in PID then there is a state u which is closer to PID than i. We assume that u is the closest
state of i and l is in PID. We have the following subcases: 1) If i < s then u = i+ 1 for each s. 2)
If i > s then u = i− 1 for each s.
In Ch1, the transition i to u holds with ai probability; and the transition i to i holds with ζi
probability. In the pair (Ch1, Ch2), the update of (i, j) to (u, j−1) holds with transition probability
1
2r
− 1r . The update of i to u holds with transition probability ai − 12r − 1r , the update of i to
i holds with si. The update of i to 2i − u holds with 1 − ai − ζi. The update of j to j + 1
holds with 1 − 1
2r
− 1r . Therefore, if there are two consecutive state pairs that it−1 /∈ PID then
jt − jt−1 ≥ mins∈PID {|it − s|, |it − s+ 1|} −mins∈PID {|it−1 − s|, |it−1 − s+ 1|}.
Lemma 12. The algorithm OAMS makes at most rnaξ(a−1+b) successful transmissions in expectation
and consumes at most
r(1+ 
2
)aCB
ξ(a−1+b) of the maximum power in expectation, which is stored in the
mobile device, where b =
(
1
2r
− 2r
)
(1− a2)
Proof. We consider that the Ch1 is coupled with the Ch2. The pair (it, jt) reflects the current states
it and jt of the first and the second Markov chain, respectively, for each time step t ≥ 0. More, the
starting state of the Ch1 is i0 = i and the starting state of Ch2 is j0 = mins∈PID {|i− s|, |i− s+ 1|}.
Thus, the rest of this proof consists of four cases:
• If state i = j0 + s then the OAMS algorithm successfully sends the message to rpinCB receivers
in expectation which is equal to rpsna
j0
CB
. Also, the algorithm consumes at most r(1 + /2)pi
in expectation and is equal to r(1 + /2)psa
j0 .
• If state i = s− j0. The OAMS successfully sends the message to rpinCB receivers in expectation
which is equal to rpsna
−j0
CB
. Also, the algorithm consumes at most r(1 + /2)pi in expectation
and is equal to r(1 + /2)psa
−j0 .
• If state i = s− 1− j0, the behaviour of the algorithm is the same.
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• If state i = s− 1 + j0, the behaviour of the algorithm is the same.
Therefore, the expected number of receivers who successfully get the message with pi is given
by E[#successes with pi] ≤
T−1∑
t=0
rnpi
CB
=
T−1∑
t=0
rnpsajt
CB
= rnpsa·(a
j−1)
(a−1+b)CB , where b =
1
2r
− 2r − a
2
2r
+ 2a
2
r =(
1
2r
− 2r
)
(1−a2). The result of the equality is given by the linear recurrence. Also, we consider that
the algorithm starts in the k-th state that the initial power is pi = pk. Then, pk = a
k−1p1 = ak−1CBn .
Also, pk ≤ CBξ , it means that ak−1 ≤ nξ .
Therefore, E[#successes with pi] ≤ rnpsa·(a
k−s−1)
(a−1+b)CB <
rnpsa2−sn
(a−1+b)CBξ =
rnas−1CBa2−sn
(a−1+b)CBnξ =
rna
ξ(a−1+b) .
The expected consumption of power is given by E[power consumption] ≤
T−1∑
t=0
r(1 + 2)pi =
T−1∑
t=0
r(1 + 2)psa
jt =
r(1+ 
2
)psa·(aj−1)
a−1+b . Using the inequalities pk ≤ CBξ and ak−1 ≤ nξ , we have the
following expectation: E[power consumption] ≤ r(1+

2
)aCB
ξ(a−1+b) , where b =
(
1
2r
− 2r
)
(1− a2).
Theorem 1. The OAMS algorithm is constant-competitive, in which the number of receivers who
can successfully get the message is more than C ·CB/ps, where C is a constant, with high probability.
Proof. Seek the probability that a number of receivers can successfully receive the message from
a sender node and we prove that it is more than (C · CB)/ps, where C is a constant, with high
probability. The proof is comprised of two cases:
In the first case, we consider that CBps ≥ K, where K is a nonnegative constant. This bound
determines that the OAMS runs the procedure SP(i) many times until the ratio C · CBps goes beyond
the number of receivers who can successfully get the message. The probability of this case is
calculated by the union of five following events. Also, the finding of the ratio bound is preferred
when the five events are not happened.
• Event E1. The number of receivers that is greater than 20rnaξ(a−1+b) using Lemma 12, where b =(
1
2r
− 2r
)
(1− a2). In this event, we calculate the number of receivers from the initialization
of OAMS algorithm. Using Markov’s inequality, Pr[E1] ≤ 1/20.
• Event E2. The maximum quantity of power which is consumed and is larger than 20r(1+

2
)aCB
ξ(a−1+b) ,
where b =
(
1
2r
− 2r
)
(1− a2). Then, Pr[E2] ≤ 1/20 by Markov’s inequality.
• Events E3 and E4. We take into account the ideal power state. Then, Pr[E3] ≤ 1/20 and
Pr[E4] ≤ 1/20 by Markov’s inequality.
• Event E5. The number of receivers which is at most r(1− 2). Then, Pr[E5] ≤ 1/20.
Therefore, the probability that the number of receivers can successfully receive the message from
a sender node is more than C · CB/ps with high probability. This means that this probability is
equal to 1−
5∑`
=1
Pr[E`] ≥ 3/4.
In the second case, we assume that CBps ≤ K, where K > 0 is a constant. Then, the total
power, which is stored in the mobile device, is consumed. Thus, the number of receivers who can
successfully get the message is more than CBK·ps , with high probability.
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6 Conclusion
In this paper, we proposed the first randomized scheduling and power selection algorithm in a decay
space (SPAIDS), where each node has its own power assignment and the distances between nodes
are not symmetrical. We studied a realistic wireless network, which is beyond the geometry. Our
model was based on the SINR model. The SPAIDS achieves O(log log ∆ log n) rounds whp, where
∆ is the ratio of the maximum and minimum power assignments and n is the number of nodes.
Our idea was to assign probability/color to each node using the coloring method of [1] and taking
into account sets of guards to ensure the successful transmission of messages through a complex
space. Also, we proposed an online algorithm in a metric space (OAMS) that solves the broadcast
problem where nodes are activated to receive packets. We computed the maximum subset of nodes
that received the message from a sender node using a battery capacity. We showed that the OAMS
is a constant-competitive algorithm.
In the future, the reduction of the time complexity can be investigated through alternative
methods in a more general network using additional strict conditions (Rayleigh and Ricing fading)
as well as acknowledgement messages. More, the online version of the proposed algorithm can be
studied in a decay space.
References
[1] Jurdzinski, Tomasz and Kowalski, Dariusz R. and Rozanski, Michal and Stachowiak,
Grzegorz. On the Impact of Geometry on Ad Hoc Communication in Wireless
Networks. Proceedings of the 2014 ACM Symposium on Principles of Distributed Computing
ACM, PODC ’14 , 2014.
[2] Bodlaender, Marijke HL and Halldorsson, Magnus M. Be-
yond geometry: towards fully realistic wireless models.
Proceedings of the 2014 ACM symposium on Principles of distributed computing, ACM,
2014.
[3] Goussevskaia, Olga and Wattenhofer, Roger and Halldorsson, Magnus M and Welzl, Emo.
Capacity of arbitrary wireless networks. INFOCOM 2009, IEEE, 2009.
[4] Selmi, Asma and Siala, Mohamed and Boujemaa, Hatem. Efficient combination of hybrid
ARQ with Adaptive Modulation and Coding and Power Control operating in tracking mode.
PIMRC , 2013.
[5] Selmi, Asma and Siala, Mohamed and Boujemaa, Hatem Optimum joint Adaptive Modulation
and Coding and Power Control for packet transmission over fading channels using the ARQ
protocol. Information Science, Signal Processing and their Applications (ISSPA), 2012 11th
International Conference on IEEE, 2012.
[6] M. M. Halldo´rsson and T. Tonoyan. The Price of Local Power Control in Wireless Scheduling.
CoRR, abs/1502.05279, 2015.
[7] Halldo´rsson, Magnu´s M and Tonoyan, Tigran. How Well Can Graphs Represent Wireless Inter-
ference?. Proceedings of the Forty-Seventh Annual ACM on Symposium on Theory of Computing,
ACM, 2015.
20
[8] M. Halldorsson and J. Bang-Jensen. A Note on Vertex Coloring Edge-Weighted Digraphs.
Technical Report 29, Institut Mittag-Leffler, Preprints Graphs, Hypergraphs, and Computing,
2014.
[9] Halldo´rsson, Magnu´s M. and Wattenhofer, Roger. Wireless Communication Is in APX.
Proceedings of the 36th International Colloquium on Automata, Languages and Programming: Part I,
Springer-Verlag, ICALP ’09, 2009.
[10] Halldo´rsson, Magnu´s M. Wireless scheduling with power control.
ACM Transactions on Algorithms (TALG), ACM, 2012.
[11] Magnu´s M. Halldo´rsson. Wireless scheduling with power control.
ACM Transactions on Algorithms, 2012.
[12] Haipeng Luo and Robert E. Schapire. Achieving All with No Parameters: Adaptive Normal-
Hedge. CoRR, abs/1502.05934, 2015.
[13] Romaguera, Salvador and Sanchis, Manuel. Semi-Lipschitz functions and best approximation
in quasi-metric spaces. Journal of approximation theory, Elsevier, 2000.
[14] A. Gupta. Introduction to Metrics. Lecture Notes: Metric Embeddings and Methods, 2003.
[15] Jurdzinski, Tomasz and Stachowiak, Grzegorz. Probabilistic algorithms for the wake-up prob-
lem in single-hop radio networks. Theory of Computing Systems, Springer, 2005.
[16] Gupta, Piyush and Kumar, Panganmala R. The capacity of wireless networks.
IEEE Transactions on information theory, IEEE, 2000.
[17] Moscibroda, Thomas and Wattenhofer, Roger. The Complexity of Connectivity in Wireless
Networks. IEEE Transactions on information theory, INFOCOM, 2006.
[18] Kesselheim, Thomas and Vo¨cking, Berthold. Distributed contention resolution in wireless
networks. International Symposium on Distributed Computing, Springer, 2010.
[19] Badanidiyuru, Ashwinkumar and Kleinberg, Robert and Singer, Yaron
Learning on a budget: posted price mechanisms for online procurement.
Proceedings of the 13th ACM Conference on Electronic Commerce, ACM, 2012.
[20] Singer, Yaron. Budget feasible mechanisms. Foundations of Computer Science (FOCS), 2010
51st Annual IEEE Symposium on IEEE, 2010.
[21] Babaioff, Moshe and Blumrosen, Liad and Dughmi, Shaddin and Singer, Yaron. Posting Prices
with Unknown Distributions. ICS, 2011.
[22] Yu, Dongxiao and Hua, Qiang-Sheng and Wang, Yuexuan and Tan, Haisheng and Lau, Francis
CM. Distributed multiple-message broadcast in wireless ad hoc networks under the SINR
model. Theoretical Computer Science, Elsevier, 2016.
[23] Abramson, Norman. THE ALOHA SYSTEM: another alternative for computer communica-
tions. Proceedings, fall joint computer conference, ACMACM, 1970.
21
[24] Fu, Liqun and Liew, Soung Chang and Huang, Jianwei. Power controlled scheduling with con-
secutive transmission constraints: complexity analysis and algorithm design. INFOCOM 2009,
IEEE, 2009.
[25] Goussevskaia, Olga and Oswald, Yvonne Anne and Wattenhofer, Rogert. Complexity in Ge-
ometric SINR. Proceedings of the 8th ACM International Symposium on Mobile Ad Hoc Net-
working and Computing, MobiHoc, 2007.
[26] Tonoyan, Tigran. On the Capacity of Oblivious Powers. Algorithms for Sensor Systems, Lec-
ture Notes in Computer Science, Springer Berlin Heidelberg, 2012.
[27] Kesselheim, Thomas. A Constant-factor Approximation for Wire-
less Capacity Maximization with Power Control in the SINR Model.
TProceedings of the Twenty-second Annual ACM-SIAM Symposium on Discrete Algorithms,
SODA, 2011.
[28] Halldo´rsson, Magnu´s M and Holzer, Stephan and Mitra, Pradipta
and Wattenhofer, Roger. The power of non-uniform wireless power.
Proceedings of the Twenty-Fourth Annual ACM-SIAM Symposium on Discrete Algorithms,
SIAM, 2013.
22
