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Abstract
We consider the constructive ordinal notation system for the ordinal ε0
that were introduced by L.D. Beklemishev. There are fragments of this sys-
tem that are ordinal notation systems for the smaller ordinals ωn (towers of
ω-exponentiations of the height n). This systems are based on Japaridze’s
provability logic GLP. They are closely related with the technique of ordinal
analysis of PA and fragments of PA based on iterated reflection principles.
We consider this notation system and it’s fragments as structures with the
signatures selected in a natural way. We prove that the full notation system
and it’s fragments, for ordinals ≥ ω4, have undecidable elementary theories.
We also prove that the fragments of the full system, for ordinals ≤ ω3, have
decidable elementary theories. We obtain some results about decidability of
elementary theory, for the ordinal notation systems with weaker signatures.
1 Introduction
The problems of calculation of the proof-theoretic ordinal of a theory are well-
known in proof theory. G. Gentzen was the pioneer in this field [9]; there is an
overview on this subject by M. Rathjen [16].
Proof-theoretic ordinals of theories normally are calculated in the terms of con-
structive ordinal notation systems. The general theory of such a systems is due to
A. Church and S.C. Kleene[12][7]. The classical method to encode ordinal notation
systems is Kleene O[12]. The ordinal analysis usually involve the ordinal notation
systems in another form; we describe the typical kind of systems that are used in
ordinal analysis. Some functions f0, f1, . . . from ordinals to ordinals are considered.
These functions may have different arity and some of them are 0-ary functions, i.e.
constants. The set T of all closed terms built of f0, f1, . . . is considered. There is
the binary predicate <v that compares the values of the terms from T . For systems
∗This work was partially supported by RFFI grant 12-01-00888 a and Dynasty foundation.
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that are normally considered, the predicate <v is computable by a simple algorithm.
An ordinal α is such that, for every ordinal β < α, the ordinal β is equal to the
value of some term from T . From the recursiveness of <v it follows that the term
value equality predicate =v is recursive too. And also, it follows that the predicate
Pα(x)
Pα(t)
def
⇐⇒ β < α, where β is the value of a term t
is recursive. Hence the recursive structure ({t ∈ T | Pα(t)}/=v, <v) is isomor-
phic to (α,<). We consider the ordinal notation system as the recursive structure
(T/=v, <v, f0, f1, . . .).
In the present paper we consider the decidability of the elementary theory prob-
lem for some ordinal notation systems.
For ordinals without additional structure the decidability of elementary theory
problem were studied by A. Tarski and A. Mostowski [17][11]. It were shown that,
for every ordinal α, the elementary theory Th(α,<) is decidable. Later this result
was strengthen by U.R. Bu¨chi. He had shown that, for every ordinal α, the weak
monadic theory of the structure (α,<) is decidable [6]. He also had constructed an
interpretation of the elementary theory Th(2α, <,+) in the weak monadic theory of
(α,<). Thus he had shown that the first is decidable.
The ordinal ε0 is the proof-theoretic ordinal of PA [9]. A cofinal sequence for
an ordinal α is a sequence of ordinals β0, β1, . . . such that every βi < α and sup{βi |
i ∈ ω} = α. There is the standard choice of cofinal sequences for the ordinals less
than ε0. L. Braud [5] had proved the decidability of the weak monadic theory of
(α,<,Cs), where α is some ordinal less than ε0 and Cs(x, y) is the predicate
Cs(β, γ)
def
⇐⇒ γ is a member of the standard cofinal sequence for β.
There are several different “natural” ordinal notation systems for the ordinals
below ε0 [14]. One of them were introduced by L.D. Beklemishev [2]; we give it
in the form that is slightly different from the form from [2]. There is a set W ω,
an equivalence relation ∼ on W ω, and a binary relation ≺ on W ω such that ≺
is compatible with ∼; (ε0, <) and (W ω/∼,≺) are isomorphic. There is a constant
Λ ∈ W ω and functions ai : W ω → W ω, for every number i. Functions ai are
compatible with ∼. Every element ofW ω is the value of the unique closed term built
of Λ, a0, a1, . . .. Structure (W ω/∼,≺, Λ, a0, a1, . . .) is an ordinal notation system up
to ε0. For every n, we denote by W n the set of the values of all terms built of
Λ, a0, . . . , an. The structures (W n/∼,≺, Λ, a0, . . . , an) are ordinal notation systems
for the smaller ordinals ωn+1. Here ordinals ωn are defined as the following:
1. ω0 = 1;
2. ωn+1 = ω
ωn;
3. ωω = ε0 = lim
n→ω
ωn.
We prove that the elementary theory Th(W ω/∼,≺, Λ, a0, a1, . . .) is undecidable.
For every ordinal α ∈ [3, ω], we prove that the elementary theory Th(W α/∼,≺
, a1, a3) is undecidable. Also, for every α ∈ [2, ω], we show that the elementary
theory Th(W α/∼,≺, Λ, a0, a1, a2) is decidable.
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There is a natural binary operation ∧ : W ω×W ω →W ω; ∧ is compatible with
∼. For every α ≤ ω, the set W α is closed under ∧. In [15] it was shown that the
elementary theory Th(W α/∼,∧) is undecidable, for every α ∈ [2, ω]. In that paper
it was also proved that the elementary theory Th(W α/∼,∧) is decidable, for every
α ∈ {0, 1}. There were shown that, for every α ≤ ω, the relation ≺ and functions
ai are definable in the structure (W α/∼,∧). In the present paper we consider
structures with the same domains as in the paper [15] but our signatures have less
definability power than the signatures from [15]. This weakening have impact on
decidability-undecidability border for α. The elementary theory Th(W 2/∼,∧) is
undecidable, but the elementary theory Th(W 2/∼,≺, Λ, a0, a1, a2) is decidable.
1.1 Ordinal analysis of PA by iterated reflection principles
In the subsection we briefly describe the origin of the ordinal notation system
under consideration (there are more information on the subject in [1], [2], [3]).
We consider recursively axiomatizable theories in the language of the first order
arithmetic (0, S,+, ·) as algorithms enumerating non-logical axioms. It is well-known
that one can formally work with recursively axiomatizable theories within powerful
enough arithmetic theories.
There are classes of arithmetical formulas Σn. For a number n, the class Σn
consists of all formulas of the form
∃x1 . . .∃xm1∀xm1+1 . . .∀xm2 . . .Qnxmn−1 . . .QnxmnA,
where A is a formula with bounded quantifiers, Qn = ∀, if n is even and Qn = ∃, if n
is odd. There are formulas RFNΣn(x) such that, for every number n and arithmetic
recursively axiomatizable theory T, the proposition RFNΣn(T) means “for every
formula A(x) ∈ Σn, if T proves A(k), for every individual number k, then ∀xA(x)
is true.” We note that RFNΣ0(U) is equivalent to a proposition that means “U is
consistent.”
There is a relation on arithmetic recursively axiomatizable theories <Con:
U1 <Con U2
def
⇐⇒ U2 ⊢ RFNΣ0(U1).
We consider suitable subtheory T0 of Peano Arithmetic PA; we choose T0 = I∆0+
Exp (there is a definition of this theory in [10]), to be precise. We give operations
R0,R1,. . . on arithmetic recursively axiomatizable theories:
Rn : U 7−→ T0 + RFNΣn(U).
If T and U are arithmetic recursively axiomatizable theories with equal sets of
theorems, then we write T ≡ U.
We consider the set of arithmetic recursively axiomatizable theories Sω; Sω
is the closure of {T0} under the application of all Rk. Note that (Sω,T0,≡
, <Con,R0,R1, . . .) is isomorphic to combinatorially defined structure (W α, Λ,∼
,≺, a0, a1, . . .); we will define the later structure in the next section. We call ele-
ments of W ω and Sω corresponding, if they are the images of each other under the
isomorphism.
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We consider he theory that is axiomatizable by all axioms of theories from Sω.
That theory is just an alternative axiomatization of PA. By a transfinite induction
on (W ω,≺) it can be proved that the theories from Sω are consistent. From the
later it follows that PA is consistent. In fact the the step of the transfinite induction
can be proved in the weak subtheory of PA. Thus (W ω/∼, Λ,≺, a0, a1, . . .) is an
ordinal notation system up to ε0 that is extracted directly from the described proof
of the consistency of PA.
2 Ordinal notation system
In the section we give a new combinatorial definition of the ordinal notation
system we are interested in. Note that early this system were considered in the
context of Japaridze’s provability logic GLP [1][4]. The equivalency of the new
definition with the older one can be proved using several propositions from [4];
essentially, we show that in Fact 1.
We denote by W ω the set of all strings over the alphabet of all natural numbers
0, 1, . . .. We call elements of W ω words. We denote words by symbols A,B,C,D,. . ..
For all A,B ∈ W ω we denote by AB the concatenation of A and B. For a word
A ∈ W ω and a number n ∈ ω we denote by A
n the word AA . . .A︸ ︷︷ ︸
n times
. We denote by
Λ the empty word. We denote by |A| the length of A.
For every k ∈ ω, we denote by S k the set of all words A from W ω such that all
symbols from A are ≥ k. For α ≤ ω, we denote by W α the set of all words A from
W ω such that all symbols from A are ≤ α.
We start the definition of the preorder - on W ω. In the terms of - we give an
equivalence relation ∼ and binary relation ≺:
A ∼ B
def
⇐⇒ A - B&B - A,
A ≺ B
def
⇐⇒ A - B&¬B - A.
Further without any additional comments we use - as the standard preorder on
W ω. The previous sentence apply to notions related to some comparing, i.e. “the
minimal element of a set A ⊆W ω”, “a word A is less (greater, not less, not greater)
than a word B”, etc. We say that a sequence (A1, . . . ,An) of elements of W ω is
lexicographic not greater than a sequence (B1, . . .Bm) of elements of W ω iff either
n ≤ m and Ai ∼ Bi or there exists s < min(m,n) such that, for numbers i from 1
to s, we have Ai ∼ Bi and As+1 - Bs+1. Note that if - is a linear preorder on a
set A ⊆ W ω, then the lexicographical comparison on the set A
<ω of all sequences
with elements from A is a linear preorder.
By definition we put Λ - Λ.
Suppose r is a natural number and--comparisons are defined for all pairs (A′,B′)
such that, for some n, the word A′B′ lies in Sn ∩W n+r−1. Let us determine the --
comparison for all pairs (A,B) such that AB ∈ Sn∩W n+r, for some n. We consider
pair (A,B) such that AB ∈ Sn ∩W n+r, where n is the minimal symbol from AB.
Obviously, we can find the unique number k, words A1, . . . ,Ak ∈ Sn+1∩W n+r, nat-
ural number l and words B1, . . . ,Bl ∈ Sn+1 ∩W n+r such that A = A1n . . . nAk and
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B = B1n . . . nBl. Note that we have all pairwise --comparison between elements
of {A1, . . . ,Ak,B1, . . . ,Bl}. Suppose (C1, . . . ,Cf) and (D1, . . . ,Dg) are lexicograph-
ically maximal subsequences of (A1, . . . ,Al) and (B1, . . . ,Bk), respectively. We give
the --comparison of A and B as the lexicographical comparison of the sequences
(C1, . . . ,Cf) and (D1, . . . ,Dg).
By simultaneous induction on r we prove the two following propositions, for all
r:
1. for all n, the binary relation - is a linear preorder on the set Sn ∩W n+r;
2. Remark 1, for the case of A1, . . . ,Ak ∈ Sn+1 ∩W n+r and B1, . . . ,Bl ∈ Sn+1 ∩
W n+r.
Remark 1. Suppose we have a natural number n, words A1, . . . ,Ak ∈ Sn+1, and
words B1, . . . ,Bl ∈ Sn+1. And suppose (C1, . . . ,Cf) and (D1, . . . ,Dg) are lexi-
cographically maximal subsequences of (A1, . . . ,Ak) and (B1, . . . ,Bl), respectively.
Then A1n . . . nAk - B1n . . . nBl iff (C1, . . . ,Cf) is lexicographically not greater than
(D1, . . . ,Dg).
Thus - is a linear preorder on W ω.
Fact 1. For all n1, . . . , nk, m1, . . . , ml we have the following equivalences:
1. n1 . . . nk ≺ m1 . . .ml ⇐⇒
Rnk(. . . (Rn1(T0)) . . .) <Con Rml(. . . (Rm1(T0)) . . .);
2. n1 . . . nk ∼ m1 . . .ml ⇐⇒
Rnk(. . . (Rn1(T0)) . . .) ≡ Rml(. . . (Rm1(T0)) . . .).
Proof. Essentially, we prove that the ordinal notation system that we have defined
is equivalent to the ordinal notation system from [2][4]. System from [2][4] is based
on Japaridze’s provability logic GLP. We don’t give a definition of the logic GLP
here, in this proof we assume that a reader is familiar with the logic GLP.
Suppose A = n1 . . . nk is a word from W ω. We denote by A
⋆ the theory
Rnk(. . . (Rn1(T0)) . . .). We denote by A
# the polymodal formula 〈nk〉 . . . 〈n1〉⊤.
For polymodal formulas ϕ and ψ, we denote by ϕ <0 ψ the formula ψ → 〈0〉ϕ.
As far as the author knows, it is unknown whetherGLP is complete with respect
to arithmetical semantics with the basis theory T0 = I∆0 + Exp. We prove the
completeness for the specific class of formulas. Let us show that for an arbitrary
words A,B ∈W ω we have the following:
1. GLP ⊢ A# ↔ B# ⇐⇒ A⋆ ≡ B⋆,
2. GLP ⊢ A# <0 B
# ⇐⇒ A⋆ <Con B
⋆.
Both⇒ implications here follows from the arithmetic correctness for the logic GLP
[3, Lemma 5.3]. The reverse implications ⇐ holds, because
1. from [4, Proposition 3] and [4, Proposition 4] it follows that at least one of the
following propositions holds:
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(a) GLP ⊢ A# <0 B
#,
(b) GLP ⊢ A# ↔ B#,
(c) GLP ⊢ B# <0 A
#;
2. from irreflexivity of <Con on ω-correct theories (it follows from Go¨del Second
Incompleteness Theorem) and transitivity of <Con(it follows from arithmetical
correctness ofGLP [3, Lemma 5.3]) it follows that at most one of the following
propositions holds:
(a) A⋆ <Con B
⋆,
(b) A⋆ ≡ B⋆,
(c) B⋆ <Con A
⋆.
From the partial arithmetic completeness of GLP it follows that, for words
A,B,C ∈W ω, we have
A⋆ ≡ B⋆ ⇒ (AC)⋆ ≡ (BC)⋆.
Using our partial arithmetic completeness we reformulate some of results of [4].
From [4, Lemma 1(iv)] it follows that, for a number n ≥ 0, words A,B ∈ Sn+1, and
word C ∈W ω, the following holds:
A⋆ ≡ B⋆ ⇒ (CnA)⋆ ≡ (CnB)⋆.
From [4, Lemma 2] and [4, Corollary 8] it follows that for numbers n ≥ 0, k ≥ 2
and words A1,A2, . . . ,Ak ∈ Sn+1 such that A
⋆
k−1 <Con A
⋆
k we have
(A1n . . . nAk−2nAk−1nAk)
⋆ ≡ (A1n . . . nAk−2nAk)
⋆.
We consider the binary relation R on the set W ω
B1 R B2
def
⇐⇒ (B⋆1 ≡ B
⋆
2) ∨ (B
⋆
1 <Con B
⋆
2).
From [4, Proposition 3] and [4, Proposition 4] we conclude that R is a linear preorder
on W ω. From this four facts we conclude that for a number n ≥ 0 and words
A1, . . . ,Ak ∈ Sn+1 we have
(A1n . . . nAk)
⋆ ≡ (C1n . . . nCf)
⋆,
where (C1, . . . ,Cf) is the lexicographically maximal subsequence of the sequence
(A1, . . . ,Ak), with respect to the linear preorder R.
We prove by induction on m − n that, for all m ≥ n and A,B ∈ Sn ∩Wm, we
have
A - B ⇐⇒ A R B;
clearly, from the induction hypothesis the fact follows. Obviously, the induction
basis holds. Assume that the induction hypothesis holds for n+1 and m. We claim
that for two R-monotone non-decreasing sequences (A1, . . . ,Ak) and (B1, . . . ,Bl)
with all elements from Sn+1 ∩Wm we have
(B1, . . . ,Bl) is R-lexicographically not less than (A1, . . . ,Ak) ⇒
A1n . . . nAk R B1n . . . nBl.
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We consider two sequences (A1, . . . ,Ak) and (B1, . . . ,Bl) as above such that the
sequence (B1, . . . ,Bl) is R-lexicographically not less than (A1, . . . ,Ak) and show
that
A1n . . . nAk R B1n . . . nBl.
Clearly, for some s from 0 to min(r, l), the sequence (A1, . . . ,As,Bs+1, . . . ,Bl) is the
lexicographically maximal subsequence of (A1, . . . ,As,As+1, . . . ,Ak,Bs+1, . . . ,Bl)
and the words A1, . . . ,As are R-equivalent to the words B1, . . . ,Bs, respectively.
Obviously, for every C,D ∈W ω, we have C R CD. Thus,
A1n . . . nAk R A1n . . . nAsnBs+1n . . . nBl.
Therefore, because (A1n . . . nAsnBs+1n . . . nBl)
⋆ ≡ (B1n . . . nBl)
⋆, we have the re-
quired
A1n . . . nAk R B1n . . . nBl.
Because R is a linear preorder, the induction hypothesis for n and m follows from
the claim.
We define operators a0, a1,. . . on W ω:
an : A 7−→ An.
From Fact 1 it follows that the structures (Sω,T0, <Con,R0,R1, . . .) and (W ω, Λ,≺
, a0, a1, . . .) are isomorphic.
2.1 Properties of words comparison
In this subsection we prove some basic properties of≺. Some of them were known
before and were proved using the definition based on the Japaridze’s provability logic.
We prove these properties using our combinatorial definition.
In the proofs in the present subsection we need several technical notions. We
consider monotonically increasing finite sequences of non-zero natural numbers; we
call them index collections. We say that an index collection (s1, . . . , sm) is n-bounded,
if every si ≤ n. Every n-bounded index collection (s1, . . . , sm) corresponds to the
subsequence (As1, . . . ,Asm) of a sequence (A1, . . . ,An); note that a subsequence of a
sequence can corresponds to more than one index collection. We say that n-bounded
index collection ismaximal for (A1, . . . ,An), if it corresponds to the lexicographically
maximal subsequence of (A1, . . . ,An).
Lemma 1. Suppose (A1, . . . ,An) is a sequence of words from Wω. Then there exists
the unique n-bounded index collection (s1, . . . , sm) that is maximal for (A1, . . . ,An).
m, s1, s2, . . . , sm are determined by the following equations for m, s0, s1, . . .:
1. s0 = 0;
2. sk+1 = min{f ∈ ω | ∀l ∈ ω(sk < l ≤ n→ Al - Af )}, if sk 6= n;
3. sk+1 = n, if sk = n;
4. m = min{f ≥ 1 | sf = n}.
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Proof. Suppose the numbers m, s0, s1, . . . are given by the equations 1, 2, 3, and 4.
Note that (s1, . . . , sm) is an n-bounded index collection.
By induction on k we show that the only possible first min(k,m) indexes of an n-
bounded index collection that is maximal for (A1, . . . ,An) are s1, . . . , smin(k,m). The
induction basis (k = 0) and the induction step in the case of k > m obviously holds.
Suppose the induction hypothesis holds for k−1. We claim that, for an index h from
sk−1 + 1 to n such that h 6= sk, the index collection (s1, . . . , sk−1, h) is not a prefix
of some n-bounded index collection that is maximal for (A1, . . . ,An); clearly, the
induction hypothesis for k follows from the claim. In the case of Ah ≁ Ask , we have
Ah ≺ Ask , hence the sequence (As1 , . . . ,Ask) is lexicographically greater than any
sequence with a prefix that is equal to (As1, . . . ,Ask−1 ,Ah); therefore, in this case,
the claim holds. Let us consider the case of Ah ∼ Ask . Obviously, h > sk. Hence,
for every n-bounded index collection (s1, . . . , sk−1, h, u1, . . . , ul), the corresponding
subsequence is lexicographically less than the subseqence that corresponds to the
index collection (s1, . . . , sk, h, u1, . . . , ul). Thus (s1, . . . , sk−1, h) is not a prefix of an
n-bounded index collection that is maximal for (A1, . . . ,An).
Lemma 2. Suppose (A1, . . . ,An) and (B1, . . . ,Bm) are non-empty word sequences
and maximal index collections for them are an n-bounded index collection (g1, . . . , gr)
and an m-bounded index collection (h1, . . . , ht), respectively. Then the (n + m)-
bounded index collection (g1, . . . , gk, n+ h1, . . . , n+ ht) is maximal for the sequence
(A1, . . . ,An,B1, . . . ,Bm), where k = max({0} ∪ {i | 1 ≤ i ≤ r,Bh1 - Agi}).
Proof. We put C1 = A1, . . . ,Cn = An,Cn+1 = B1, . . . ,Cn+m = Bm. We con-
sider the sequence si that is given by equations from Lemma 1 for the sequence
(C1, . . . ,Cn+m). Let us prove that s1 = g1, . . . , sk = gk, sk+1 = n + h1, . . . , sk+t =
n+ hk+t; clearly, the later is equivalent to the lemma.
We put g0 = 0. Hence, for i from 1 to k, we have gi = min{f ∈ ω | ∀l ∈ ω(gi−1 <
l ≤ n→ Al - Af}. From Lemma 1 it follows that Bh1 is the maximal element of the
sequence (B1, . . . ,Bm). Thus, for i from 1 to k, we have ∀l ∈ {n+1, . . . , n+m}(Cl -
Cgi). Therefore, for i from 1 to k, we have si = min{f ∈ ω | ∀l ∈ ω(gi−1 < l ≤ n→
Cl - Cf)} = gi.
Note that if k = r, then sk = gk = n, hence the required straightforward follows
from Lemma 1. Now we consider the case of k < r. For i from sk + 1 to n, we
have Ci - Csk+1. From the definition of k it follows that Csk+1 ≺ Cn+h1. Thus, for
every i from sk+1 + 1 to n, by transitivity of -, we have Ci - Cn+h1. Therefore
sk+1 = n + h1. From Lemma 1 it follows that, for all i from 1 to t, we have
sk+i = n + hi. It completes the proof of the lemma.
Lemma 3. Suppose k ∈ ω, A,B ∈Wω and A ∼ B. Then Ak ∼ Bk.
Proof. We prove the lemma for all A,B ∈ W ω by induction on the length of AB.
Induction basis obviously holds, i.e. the case of AB = Λ. Let us prove the induction
step. Suppose the minimal symbol of AB is n. Thus if k < n, then the comparison
of Ak and Bk can be reduced to the lexicographical compare of sequences (A, Λ) and
(B, Λ); the last two sequences, obviously, are lexicographically equivalent. Further
we assume that k ≥ n.
We consider the only q, l ∈ ω, A1, . . . ,Aq ∈ Sn+1, and B1, . . . ,Bl ∈ Sn+1
such that A = A1nA2n . . . nAq and B = B1nB2n . . . nBl. Suppose (s1, . . . , sr) and
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(h1, . . . , ht) are maximal index collections for (A1, . . . ,Al) and (B1, . . . ,Bq), respec-
tively. Note that from A ∼ B it follows that we have r = t and Asi ∼ Bhi for all i
from 1 to r
We consider the case of k = n. In order to compare Ak and Bk we need
to compare lexicographically maximal subsequences of sequences (A1, . . . ,Af , Λ)
and (B1, . . . ,Bg, Λ). From Lemma 2 it follows that this sequences are equal to
(As1, . . . ,Asr , Λ) and (B1, . . . ,Bht, Λ), respectively. Thus from equivalency of the
words A and B it follows that Ak and Bk are equivalent.
Now we consider the case of k > n. Note that sr = f and ht = g. Hence Af ∼ Bg.
Therefore from the induction hypothesis it follows that Afk ∼ Bgk. We consider
the index collections (s
′
1, . . . , s
′
r
′ ) and (h
′
1, . . . , h
′
t
′ ) that are maximal for sequences
(A1, . . . ,Af−1,Afk) and (B1, . . . ,Bg−1,Bgk), respectively. From Lemma 1 it follows
that r
′
= max({0}∪{i ∈ {1, . . . , r} | Afk - Asi})+1, si = s
′
i, for i from 1 to r
′
−1,
and sr′ = f . Similarly, t
′
= max({0} ∪ {i ∈ {1, . . . , t} | Bgk - Bhi}) + 1, hi = h
′
i,
for i from 1 to t
′
− 1, and ht′ = g. Therefore t
′
= r
′
,
Asi = As′i ∼ Bh′i = Bhi , for i ∈ {1, . . . , r
′
− 1},
and A
s
′
r
′
= B
h
′
r
′
. Thus Ak ∼ Bk.
We define the set of all words in normal form NF . We define the property “A
is an element of NF” by induction on the length of A:
• Λ ∈ NF ;
• suppose n is a number, k ≥ 2, and A1, . . . ,Ak ∈ Sn+1, then A1n . . . nAk ∈ NF
iff Ak - Ak−1 - . . . - A1 and A1, . . . ,Ak ∈ NF .
By trivial induction on the length of a word A, we prove that there exists the
unique B ∈ NF such that |B| ≤ |A| and A ∼ B. Therefore, for every A ∈ W ω,
there exists the unique B ∈ NF such that A ∼ B.
We introduce operators 〈n〉 on the set NF . For every A ∈ NF we consider B
such that B ∼ An and B ∈ NF ; we put 〈n〉A = B.
Note that the restriction of - to NF is a non-strict linear order, and the restric-
tion of ≺ to NF is a strict linear order.
For every α ∈ [0, ω], we denote by W Nα the set W α ∩NF .
From Lemma 3 it follows that
Proposition 1. For every n ∈ ω and A1,A2 ∈ Wω such that A1 ∼ A2, we have
an(A1) ∼ an(A2). Moreover, for all n ∈ ω, A1 ∈ W
N
ω and A2 ∈ Wω such that
A1 ∼ A2, we have 〈n〉A1 ∼ an(A2)
From Proposition 1 it follows that the structures (W α/∼,≺, 〈ai | i ∈ ω, i ≤ α〉)
and (W Nα ,≺, 〈〈i〉 | i ∈ ω, i ≤ α〉) are isomorphic, for all α ∈ [0, ω].
Lemma 4. Suppose A,B,C,D ∈ Wω are such that the length of A is equal to the
length of B and, for all symbols c1 and c2 that lies in positions with the same indexes
in A and B, respectively, we have c1 ≤ c2. Then A - DBC. Moreover, if either
C 6= Λ or the last symbols of A and B are different, then A ≺ DBC.
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Proof. We prove the lemma by induction on the length of DBC. The induction
basis, i.e. the case of |DBC| = 0, is trivial. Now we prove the induction step.
Suppose n is the minimal symbol of DAC and the word A have the form
A1nA2n . . . nAk, where A1, . . . ,Ak ∈ Sn+1. Suppose (s1, . . . , sl) is the index col-
lection that is maximal for (A1, . . . ,Ak). For every i from 1 to l, the word B have
the form EiFiGi, for some words Ei, Fi, Gi such that |Ei| = |A1n . . . nAsi−1n|,
|Fi| = |Asi|, |Gi| = |nAsi+1n . . . nAsk |. We consider the minimal u ∈ {1, . . . , l} such
that either the first symbol of Gu is not equal to n or u is equal to l. For i from 1
to u, we denote by Hi the longest postfix of Ei without symbol n.
We choose B1, . . . ,Bf ∈ Sn+1 such that B1nB2n . . . nBf is equal to DBC. We
find the minimal g1, g2, . . . , gu such that, for all i from 1 to u, we have
∑
j=1,2,...,gi
|Bjn| ≥ |D|+ |Ei|+ |Fi|+ 1.
Clearly, for all i from 1 to u− 1, we have
∑
j=1,2,...,gi
|Bjn| = |D|+ |Ei|+ |Fi|+ 1
and 1 ≤ g1 < g2 < . . . < gu ≤ f . Note that Bgi = HiFi, for i from 1 to u − 1, and
Bu is equal to HiFiI, for some I ∈ Sn+1.
Clearly, if the sequence (Bg1, . . . ,Bgu) is lexicographically greater (not less) than
the sequence(As1, . . . ,Asl), then A ≺ DBC(A - DBC). By induction hypothesis,
we have Asi - HiFi, for i from 1 to u. Thus the sequence Bg1, . . . ,Bgu is lexico-
graphically not less than As1, . . . ,Asu . If, moreover, I 6= Λ or the last symbol of Fu
is not equal to the last symbol of Asu then by induction hypothesis Asu ≺ HuFuI,
hence Asu ≺ Bgu , and therefore A ≺ DBC.
If u < l, then I 6= Λ, and hence A ≺ DBC.
Let us consider the case of u = l. If C = Λ and the last symbols of B and A are
equal, then we already have A - DBC. If either C 6= Λ or Gu 6= Λ then either I 6= Λ
or f > gu. If I 6= Λ, then A ≺ DBC. If f > gu, then, because (Bg1 , . . . ,Bgu ,Bf) is
lexicographically greater than (As1 , . . . ,Asl), we have A ≺ DBC. Now we consider
the last case: C = Λ, Gu = Λ, and the last symbols of A and B are not equal.
Note that in this case the last symbols of Fu and Asu are not equal too. Hence, by
induction hypothesis, Asu ≺ HuFu = Bgu. Thus A ≺ DBC. This finishes the proof
of the lemma.
3 Ordinal notation systems with undecidable el-
ementary theories
In this section we prove that for all α from 3 to ω the theory Th(W Nα ,≺, 〈1〉, 〈3〉)
is decidable. We will prove that for all α from 3 to ω the set W N3 is first-order defin-
able in (W Nα ,≺, 〈1〉, 〈3〉). After that, we use the technique based on hereditary un-
decidable theories and right total interpretations in order to prove (W Nα ,≺, 〈1〉, 〈3〉).
The elementary theory Th(L2fin) of all finite sets with a pair of linear orders on them
is hereditary undecidable [13]. We show that there exists a relative right total inter-
pretation of Th(L2fin) in Th(W
N
3 ,≺, 〈1〉, 〈3〉). From the late straightforward follows
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the undecidability of Th(W N3 ,≺, 〈1〉, 〈3〉). Thus for every α ∈ [3, ω] the elementary
theory Th(W Nα ,≺, 〈1〉, 〈3〉) is undecidable.
In this section and further we consider theories in model theoretic manner, i.e.
as sets of propositions of a signature σ (signature of a theory) that include all
theorems of predicate calculus for signature σ and is closed under the rule Modus
Ponens. Here we use predicate calculus with equality and don’t include equality
symbol in signatures.
The elementary theory of a class of structures A with the same signature σ is
the set of all propositions of signature σ that are true in all models of the class A.
We denote the elementary theory of a class of models A with the same signature by
Th(A). The elementary theory of a model A is Th({A}); we denote it by Th(A).
Suppose we have a model A with domain A. A set E ⊂ A×A× . . .×A︸ ︷︷ ︸
n times
is
definable in A if there is a first-order formula F(x1, . . . , xn) of the signature of the
model A such that, for all a1, . . . , an ∈ A we have
(a1, . . . , an) ∈ E ⇐⇒ A |= F[a1, . . . , an/x1, . . . , xn].
We consider every n-ary predicate A as a subset of A×A× . . .×A︸ ︷︷ ︸
n times
. Also we
consider every function
f : D → A, where D ⊂ A×A× . . .×A︸ ︷︷ ︸
n times
as the subset
{(a1, . . . , an, f(a1, . . . , an)) | (a1, . . . , an) ∈ D} ⊂ A×A× . . .×A︸ ︷︷ ︸
n + 1 times
.
Thus we can talk about first-order definability of predicates and function in A.
Lemma 5. For an ordinal α from 3 to ω the set WN3 is definable in (W
N
α ,≺
, 〈1〉, 〈3〉).
Proof. For α = 3 the lemma obviously holds. Let us prove the lemma in the case of
α ≥ 4. We consider property of an element x ∈W Nα :
x 6= Λ&∀y ≺ x(〈3〉y ≺ x).
Let us prove that the one symbol word 4 is the first element x ∈ W Nα such that it
satisfies the property under consideration. We claim that for any word A ∈W Nα we
have
A ∈W N3 ⇐⇒ A ≺ 4.
From Lemma 4 it follows that the word 4 is the minimal element of W Nα \W
N
3 .
Note that from Lemma 4 it follows that, for every word B ∈ W 3, there is n such
that B ≺ 3n. Obviously, for every number n, we have 3n ≺ 4. Therefore, for every
B ∈W N3 , we have B ≺ 4, 〈3〉B ∼ B3 ≺ 4, hence the claim holds. Hence the word 4
satisfies the required property. Every B ∈W N3 \ {Λ} is equal to Ck, for some k ≤ 3
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and C ∈ W N3 , hence 〈3〉C ∼ C3 - B. Also from Lemma 4 it follows that C ≺ B.
Thus every element ofW N3 doesn’t satisfies the property under consideration. Hence
the word 4 is the minimal element of the set W Nα that satisfies the property under
consideration.
Thus in (W Nα ,≺, 〈1〉, 〈3〉) the element 4 is definable. Above we have showed that
for any word A ∈W Nα we have
A ∈W N3 ⇐⇒ A ≺ 4.
The late gives us the required definition.
Suppose A ∈ W N3 \ {Λ} and B ∈ W
N
3 \ {Λ} are words such that A =
C10C20 . . . 0Cn, B = C10C20 . . . 0Cm, for some n ≥ m ≥ 1, Ci ∈ S 1. In this
case we say that B is a slice of A. We give the predicate Sl(x, y) as the following:
Sl(A,B)
def
⇐⇒ B is a slice of A.
Lemma 6. The predicate Sl(x, y) is definable in the model (WN3 ,≺, 〈1〉, 〈3〉).
Proof. Let us prove that for all A,B ∈W N3 :
Sl(A,B) ⇐⇒ A 6= Λ&B 6= Λ&B - A&A ≺ 〈1〉B. (1)
We consider words A,B ∈ W N3 . Suppose we have numbers n, m and words
A1, . . . ,An,B1, . . . ,Bm ∈ S1 ∩ NF such that A = A10A20 . . . 0An and B =
B10B20 . . . 0Bm.
Assume that B is a slice of A. Let us prove that the right side of (1) holds. From
our assumption we conclude that A 6= Λ and B 6= Λ. Also, from the assumption it
follows that m ≤ n and Bi = Ai, for all i from 1 to m. From the definition of NF
it follows that Aj - Ai, for 1 ≤ i ≤ j ≤ n. Therefore, because of Remark 1, we
have B - A. Note that Am ≺ Am1 and the lexicographically maximal subsequence
of the sequence (A1,A2, . . .Am−1,Am1) is equal to (A1,A2, . . . ,As,Am1), for some
0 ≤ s < m and As+1 ≺ Am1. Therefore A ≺ B1, hence A ≺ 〈1〉B.
Now we assume that a pair (A, B) satisfies the right side of (1). Let us prove that
B is a slice of A. From the conditions B 6= Λ and B - A it follows that there exists a
natural number l from 0 to min(m,n) such that, for all i from 1 to l, we have Ai = Bi.
Also, either l = m ≤ n or both l < min(m,n) and Bl+1 ≺ Al+1. Let us prove by
contradiction that l = m ≤ n. Assume that l < min(m,n) and Bl+1 ≺ Al+1. Clearly,
we have 〈1〉C - I and 〈1〉C = C1, for all C, I ∈ S 1 ∩ NF such that C ≺ I. Let
us prove that B1 - A10 . . . 0Al0Bl+11. We consider the lexicographically maximal
subsequence of the sequence (B1, . . . ,Bm−1,Bm1). In the case of Bm = Bl+1 this
subsequence can be given in the form (A1, . . . ,Al,Bl+11). In the case of Bm ≺
Bl+1 this subsequence can be given in the form (A1, . . . ,Al,Bl+1, . . . ,Bs,Bm1), for
some s from l to m − 1. Obviously, in both cases B1 - A10 . . . 0Al0Bl+11. Hence
〈1〉B ∼ B1 - A10 . . . 0Al0Bl+11 - A10 . . . 0Al0Al+1 - A. The late contradicts with
A ≺ 〈1〉B. Hence l = m ≤ n. Therefore the left side of (1) holds.
We denote by Is the word 3
s2. For natural numbers k and h such that 1 ≤ k ≤ h,
we denote by Kh,k the word Ih−1 . . . Ik+1Ik3
k, and we denote by Lh the word Ih−1 . . . I1.
Note that, for all k and h such that 1 ≤ k ≤ h, we have
Ih−1 . . . Ik3
k−1 - Lh ≺ Ih−1 . . . Ik3
k = Kh,k.
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Note that
Kh,1 ≺ Kh,2 ≺ . . . ≺ Kh,h.
Suppose A ∈W N3 is equal to Ar0Ar−10 . . . 0A1, where all Ai ∈ S 1∩W
N
3 . We put in
the correspondence with A the finite sequence of words u(A) = (u1(A), . . . , ur(A)),
where for every i ∈ {1, . . . , r} we put ui(A) = 〈3〉Ar0Ar−10 . . . 0Ai.
Lemma 7. Suppose we have non-zero natural numbers h ≥ 1, r and a collection of
natural numbers k1, . . . , kr ≤ h. Then there exists a word A ∈ W
N
3 such that the
sequence u(A) is equal to the sequence Kh,k1, . . . ,Kh,kr .
Proof. For i from 1 to r we denote by Ci the word Ih−1 . . . Iki3
ki−1. We put:
A = (Lh1)
r−1Cr0(Lh1)
r−2Cr−1 . . . (Lh1)
0C1.
Let us consider a number i from 1 to r. The word ui(A) is equal to the normal
form of the word (Lh1)
r−1Cr0(Lh1)
r−2Cr−1 . . . (Lh1)
i−1Ci3. Because Lh ≺ Kh,ki, we,
using the definition of -, conclude that (Lh1)
i−1Ci3 ∼ Kh,ki, hence the normal form
of (Lh1)
iCi3 is equal to Kh,ki. Also, from the definition of - and the fact that
Lh ≺ Kh,ki we have (Lh1)
j−1Cj ≺ Kh,ki ∼ (Lh1)
iCi3, for all j from 1 to r. Thus the
normal form of (Lh)
r−1Cr0(Lh)
r−2Cr−1 . . . (Lh1)
iCi+10(Lh1)
i−1Ci3 is equal to Kh,ki.
Hence u(A) satisfies the required conditions.
We will give the definition of parametric relative right total interpretation. Sup-
pose we have signatures σ1 and σ2 and first-order variables p1, . . . , pn. We consider
the notion of parametric relative translation with parameters p1, . . . , pn from the
first-order language of the signature σ1 to the first-order language of the signature
σ2. A translation tr of the considered type is determined by formula Dtr(x, p1, . . . , pn)
of the signature σ2 that defines the domain of translation and formulas of signature
σ2 that are interpretations of symbols from σ1; the late formulas have additional
arguments p1, . . . , pn. We obtain the tr-translation of an arbitrary firs-order formula
of the signature σ1 as the extension of the translation of symbols from σ1 with quan-
tifiers relativised to D(x, p1, . . . , pn). Suppose T1 is a theory of the signature σ1,
T2 is a theory of the signature σ2. Suppose we have a translation of the considered
type tr : ϕ 7−→ ϕ∗:
{A | A is a proposition of the signature σ1 and T2 ⊢ ∀p1, . . . , pn(A
∗)} ⊂ T1.
Then we call tr a parametric relative right total interpretation of T1 in T2 with
parameters p1, . . . , pn.
Let us consider the case when T1 is the elementary theory of a class of models
B , T2 is the elementary theory of a model A. Suppose we have a translation
tr : ϕ 7−→ ϕ∗ of considered type. Let us construct a family of models I(p1, . . . , pn)
of the signature σ1. For a1, . . . an ∈ A the domain of the model I(a1, . . . , an) is
the set I (a1, . . . , an) = {b ∈ A | A |= Dtr(b, a1, . . . , an)}. Also, for a1, . . . , an ∈ A
and k-ary predicate symbol P from σ1, the interpretation of P in I(a1, . . . , an) is
{(b1, . . . , bk) | b1, . . . bk ∈ I (a1, . . . , an),A |= P
∗(a1, . . . , an, b1, . . . , bk)}; for a k-ary
functional symbol f from σ1 we give the interpretation of f in I as the following:
I |= f(b1, . . . , bk) = c ⇐⇒ A |= F
∗(b1, . . . , bk, c, a1, . . . , an),
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where F is the formula f(x1, . . . , xk) = y. Thus we defined the family of models
I(p1, . . . , pn). If, for everyB fromB , there are a1, . . . , an ∈ A such that I(a1, . . . , an)
is isomorphic to B, then the translation tr is a parametric relative right total inter-
pretation of T1 in T2.
We call a theory T hereditary undecidable if every subtheory T′ ⊂ T is undecid-
able.
The following well-known fact obviously holds:
Fact 2. Suppose T1 is a theory with the finite signature, and T2 is a theory such
that T1 is hereditary undecidable, and there is a parametric relative right total in-
terpretation of T1 in T2. Then the theory T2 is undecidable.
Lemma 8. The theory Th(WN3 ,≺, 〈1〉, 〈3〉) is undecidable.
Proof. We consider the class L2fin of all models (B , L1, L2) such that B is a finite set,
L1 and L2 are strict linear orders on it. The elementary theory of L
2
fin is hereditary
undecidable [13].
Let us built a parametric relative right total interpretation tr : ϕ 7−→ ϕ∗ of
Th(L2fin) in Th(W
N
3 ,≺, 〈1〉, 〈3〉); if we will built this interpretation then by Lemma
2 we will prove the lemma. p will be the only parameter of the interpretation. We
put
1. Dtr(x, p)⇋ Sl(p, x);
2. (x1L1x2)
∗ ⇋ x1 ≺ x2;
3. (x1L2x2)
∗ ⇋ 〈3〉x1 ≺ 〈3〉x2.
From tr we obtain the family of models I(p). Let us show that for every model
(B , L1, L2) ∈ L
2
fin there exists A ∈W
N
3 such that I(A) is isomorphic to (B , L1, L2).
We put h = |B |. We enumerate elements of B with respect to L1: b1L1b2L1 . . . L1bh.
Suppose we have: bs1L2bs2L2 . . . L2bsh . By Lemma 7, there is A such that u(A) =
(Kh,s1,Kh,s2, . . . ,Kh,sh). Clearly, I(A) is isomorphic to (B , L1, L2). Therefore, tr is
the required parametric relative right total interpretation.
Using Lemma 8 and Lemma 5 we conclude
Theory 1. For every α ∈ [3, ω] the theory Th(WNα ,≺, 〈1〉, 〈3〉) is undecidable.
Theory 2. For every α ∈ [3, ω] the theory Th(WNα ,≺, Λ, 〈〈i〉 | i ∈ ω, i ≤ α〉) is
undecidable.
4 Some theories of ordinals and words
In this section we prove that, for α ∈ [2, ω), theories Th(W Nα ,≺, Λ, 〈0〉, 〈1〉, 〈2〉)
are undecidable. For every α ∈ [2, ω), we will construct an interpretation of
Th(W Nα ,≺, Λ, 〈0〉, 〈1〉, 〈2〉) in the weak monadic theory of (ωα,R); here R is a binary
relation that is related to the standard cofinal sequences. The weak monadic theory
of (ωα,R) is decidable [5]. In order to construct this interpretation, we construct
the following sequence of interpretations of structures, for all α ∈ [2, ω):
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1. an interpretation of (W Nα ,=,≺, 〈0〉, 〈1〉, 〈2〉) in (ωα, <, ψ)
′′ (the structure con-
sists of the ordinals below ωα, the finite multisets of ordinals below ωα, the
standard order on ordinals, a special function ψ on ordinals, and some natural
predicates for work with multisets), we construct the interpretation in Lemma
12;
2. an interpretation of (ωα, <, ψ)
′′ in (ωα, <, ψ)
′ (the structure consists of the
ordinals below ωα, the finite sets of ordinals below ωα, the standard order on
ordinals, the function ψ, and the predicate ∈), we construct the interpretation
in Lemma 13;
3. an interpretation of (ωα, <, ψ)
′ in (ωα,R)
′ (the structure consists of the ordinals
below ωα, the finite sets of ordinals, the relation R, and the predicate ∈), we
construct the interpretation in Lemma 14.
Note that Th((ωα,R)
′) essentially is the weak monadic theory of (ωα,R).
There are functions on : NF∩Sn → On . We simultaneously define the functions
(essentially, we recall the definition of the functions on from [4, Section 6]):
• on(n
k) = k;
• on(A1nA2n . . . nAk) = ω
on+1(A1) + ωon+1(A2) + . . . + ωon+1(Ak), where k ≥ 1,
A1, . . . ,Ak ∈ Sn+1 and Ak - Ak−1 - . . . - A1 6= Λ.
Cantor normal form of an ordinal α is the form α = ωα1 + . . . + ωαn, where
α1 ≥ . . . ≥ αn and n ≥ 0. There is the only Cantor normal form for a given ordinal.
We prove by induction on k that, for every k and n, the function on is an
isomorphism of (Sn ∩W
N
n+k,≺) and (ωk+1, <).
In this section we use many-sorted predicate calculus. The models of the many-
sorted predicate calculus are models with several domains, i.e. with one domain
for every type of variables. The notions of elementary theory, definable predicate,
definable set, and definable function can be reformulated in a natural way for the
case of models of many-sorted predicate calculus.
For every set A, we denote by P<ω(A) the set of all finite subsets of A . We
call a function f a finite multiset if the domain dom(f) is finite and the range
ran(f) is included in [1, ω). Multiset f is included in g, if dom(f) ⊂ dom(g) and
for all x ∈ dom(f) we have f(x) ≤ g(x); in this situation we write f ⊂M g. We
define if(x) the multiplicity of x in a finite multiset f . If x ∈ dom(f), then we put
if(x) = f(x). Otherwise, we put if(x) = 0. For every x and multiset f we define
x ∈M f
def
⇐⇒ if(x) > 0. For every set A, we denote by P
<ω
multi(A) the set of all finite
multisets f such that all elements of f are from A.
We consider a model A of one-sorted predicate calculus with the domain A.
We define two models that extends A with an additional domain. The model A′
is the extension of A by the additional domain P<ω(A) and the predicate ∈ on
A×P<ω(A). The A′′ is the extension of A by the additional domain P<ωmulti(A), the
predicate ∈M , on A × P
<ω
multi(A) and the predicate ⊂M on P
<ω
multi(A) × P
<ω
multi(A).
Note that Th(A′) is the weak monadic theory of A.
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Further, we will prove several lemmas about definability of several predicates in
models (α,<), (α,<)′, and (α,<)′′, where α is an ordinal; note that we use von
Neumann ordinals and hence
α = {β ∈ On | β < α}.
Obviously, all sets, predicates, and functions that are definable in (α,<) are also
definable in (α,<)′ and (α,<)′′.
Lemma 9. Suppose α > 0 is a limit ordinal. Then the following predicates, func-
tions, and elements are definable in the model (α,<):
1. function S : On→ On, S : β 7−→ β + 1, restricted to α;
2. element 0;
3. predicate x ∈ Lim, where Lim is the class of all non-zero non-successor
ordinals, restricted to α;
4. equivalence relation FinDif(x, y), where
FinDif(β, γ)
def
⇐⇒ ∃n ∈ ω(β + n = γ ∨ β = γ + n),
restricted to α.
Proof. For every β, γ ∈ α the following equivalences holds:
1. S(β) = γ ⇐⇒ β < γ&∀δ ∈ α(γ ≤ δ ∨ δ ≤ β);
2. β = 0 ⇐⇒ ∀δ ∈ α(β ≤ δ);
3. β ∈ Lim ⇐⇒ β 6= 0&∀δ1 ∈ α(δ1 < β → ∃δ2 ∈ α(δ2 < β&δ1 < δ2));
4. FinDif(β, γ) ⇐⇒ β = γ ∨ (β < γ&∀δ ∈ α(β < δ ≤ γ → δ 6∈ Lim))∨
(γ < β&∀δ ∈ α(γ < δ ≤ β → δ 6∈ Lim)).
The equivalences show that the functions, predicates, and elements under con-
siderations are definable.
We denote by ∅M the empty multiset.
Lemma 10. Suppose α ∈ On. Then the function
min: P<ω(α) \ {∅} → α
is definable in (α,<)′ and the function
min: P<ωmulti(α) \ {∅
M} → α
is definable in (α,<)′′.
Proof. For every Q ∈ P<ω(α) \ ∅ and β ∈ α, we have the following equivalence
min(Q) = β ⇐⇒ β ∈ Q&∀γ ∈ α(γ < β → γ 6∈ Q).
We have built the required definition in (α,<)′. Similarly, we construct the required
definition in (α,<)′′.
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Lemma 11. Suppose A is a one-sorted model with the domain A. Then the follow-
ing predicates are definable in the model A′′:
1. the predicate CLess(x,X,Y) such that for all (a,Q1,Q2) ∈ A × P
<ω
multi(A) ×
P<ωmulti(A) we have CLess(a,Q1,Q2) iff the multiplicity of a in Q1 is less than
the multiplicity of a in Q2;
2. the predicate CEq(x,X,Y) such that for all (a,Q1,Q2) ∈ A × P
<ω
multi(A) ×
P<ωmulti(A) we have CEq(a,Q1,Q2) iff the multiplicity of a in Q1 is equal to the
multiplicity of a in Q2;
3. predicate CS(x,X,Y) such that for all (a,Q1,Q2) ∈ A×P
<ω
multi(A)×P
<ω
multi(A)
we have CS(a,Q1,Q2) iff the multiplicity of a in Q1 is equal to the multiplicity
of a in Q2 minus 1.
Proof. Obviously, for all triples (a,Q1,Q2) ∈ A×P
<ω
multi(A)×P
<ω
multi(A), the following
equivalences holds:
1. CLess(a,Q1,Q2) ⇐⇒ ∃Q3 ∈ P
<ω
multi(A)(∀b ∈ A(b ∈M Q3 ↔ a = b)&Q3 ⊂M
Q2&¬Q3 ⊂M Q1).
2. CEq(a,Q1,Q2) ⇐⇒ ¬CLess(a,Q1,Q2)&¬CLess(a,Q2,Q1).
3. CS(a,Q1,Q2) ⇐⇒
CLess(a,Q1,Q2)&∀Q3 ∈ P
<ω
multi(A)(¬(CLess(a,Q3,Q2)&CLess(a,Q1,Q3))).
Therefore, the required predicates are definable.
We define function ψ : On → On :
• ψ(0) = ω;
• ψ(ωα1 + ωα2 + . . .+ ωαn) = ωα1 + ωα2 + . . .+ ωαn−1 + ωαn+1, where n ≥ 1 and
α1 ≥ α2 ≥ . . . ≥ αn.
We say that an ordinal α is closed under ψ, if for every β < α we have ψ(β) < α.
Remark 2. An ordinal α is closed under ψ iff either α = 0 or α = ωω·β, for some
β > 0.
Below in several lemmas we construct interpretations of some individual many-
sorted models in other individual many-sorted models. We construct an interpreta-
tion of a many-sorted model A in a many-sorted model B by
1. a choice of the corresponding type of B, for every type of A;
2. a choice of injective functions fi : x 7−→ x
I from domains of A to the corre-
sponding domains of B;
3. a choice of formulas Di(x) in the language of B that defines the full images
under fi of the corresponding domains of A;
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4. for all predicates and functions from the signature of A, a choice of a formula
that defines in B the image under functions fi of this predicate or function.
Lemma 12. Suppose α is an ordinal from 2 to ω. Then the model (WNα ,≺
, Λ, 〈0〉, 〈1〉, 〈2〉) is interpretable in (ωα, <, ψ)
′′.
Proof. We note two facts. From Remark 2 it follows that ωα is closed under ψ. The
function o1 is a bijection from W
N
α ∩ S 1 to ωα.
We consider a word A ∈W Nα and give it’s interpretation A
I . We can represent
in the unique way the word A in the form A10 . . . 0An, where n ≥ 0 and A1, . . . ,An ∈
W Nα ∩ S 1. We put the multiplicity of γ ∈ ωα in A
I to be equal to the number of i
from 1 to n such that o1(Ai) = γ. Obviously, we have defined a bijection A 7→ A
I
from W Nα to P
<ω
multi(ωα).
We define a predicate ≺I the interpretation of the predicate ≺:
X ≺I Y ⇋ ∃x(CLess(x,X ,Y )&∀y > x(CEq(y,X ,Y ))).
Let us prove that for words A,B ∈W Nα we have
A ≺ B ⇐⇒ AI ≺I BI .
We find A1, . . . ,An,B1, . . . ,Bm ∈ S 1 such that A is equal to A10A20 . . . 0An and B
is equal to B10B20 . . . 0Bm. We denote by A the interpretation A
I and we denote
by B the interpretation BI . Let us prove that
A10A20 . . . 0An ≺ B10B20 . . . 0Bm ⇐⇒ (ωα, <, ψ)
′′ |= A ≺I B .
Suppose we have (ωα, <, ψ)
′′ |= A ≺I B . Let us prove that A10A20 . . . 0An ≺
B10B20 . . . 0Bm. There exists an ordinal γ such that the multiplicity of γ in A is
less than the multiplicity of γ in B and for all δ ∈ (γ, ωα) the multiplicity of δ
in A and the multiplicity of δ in B are equal. Suppose the multiplicity of γ in
A is equal to l. Suppose k is the (l + 1)-th element of {i | o1(Bi) = γ} in the
sense of standard ordering of natural numbers; note that from definition of ≺I it
follows that we can find such a number k. Then from the definition of NF it
follows that for all i from 1 to k − 1 we have Ai = Bi. We have either n = k − 1 or
Ak ≺ Bk. Thus the sequence (A1, . . . ,An) is lexicographically less than (B1, . . . ,Bm)
and A10 . . . 0An ≺ B10 . . . 0Bm.
Now we assume that A10 . . . 0An ≺ B10 . . . 0Bm. Let us show that (ωα, <, ψ)
′′ |=
A ≺I B . From the definitions of - and NF it follows that there exists k such that
for all i from 1 to k−1 we have Ai = Bi and either n = k−1 or Ak ≺ Bk. From the
late it follows that for all i from k to n we have Ai ≺ Bk, and hence o1(Ai) < o1(Bk).
We take o1(Bk) as x from the definition of ≺
I , hence (ωα, <)
′′ |= A ≺I B . Thus ≺I
is the interpretation of ≺.
The function 〈0〉 and the element Λ is definable in (W Nα ,≺) and we obtain
interpretations of 〈0〉 and Λ for free.
Note that for a word A ∈ NF ∩ S 1 we have ψ(o1(A)) = o1(〈2〉A).
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We define the functions 〈1〉I and 〈2〉I that will be the interpretations of 〈1〉 and
〈2〉, respectively:
〈1〉IX = Y ⇋ (X = ∅M → Y = ∅M)&(X 6= ∅M →
∀x > S(min(X ))(CEq(x,X ,Y ))&
CS(S(min(X )),X ,Y )&
∀x < S(min(X ))(¬x ∈M Y )),
〈2〉IX = Y ⇋ (X = ∅M → Y = ∅M)&(X 6= ∅M →
∀x > ψ(min(X ))(CEq(x,X ,Y ))&
CS(ψ(min(X )),X ,Y )&
∀x < ψ(min(X ))(¬x ∈M Y )).
We claim that 〈2〉I is an interpretation of 〈2〉; we omit the proof of the fact that
〈1〉I is an interpretation of 〈1〉, because it is similar to our claim. We consider
a word A ∈ W Nα of the form A10 . . . 0An, where A1, . . . ,An ∈ W
N
α ∩ S 1. From
Lemma 1 it follows that the lexicographically maximal subsequence of the sequence
(A1, . . . ,An−1,An2) is of the form (A1, . . . ,Ak,An2), where k ∈ {0, . . . , n−1}. And,
for all i from 1 to k, we have An2 - Ai, hence, for all i from k+1 to n− 1, we have
Ai ≺ An2. Therefore 〈2〉
I is an interpretation of 〈2〉.
Lemma 13. Suppose an ordinal α is closed under ψ. Then (α,<, ψ)′′ is interpretable
in (α,<, ψ)′.
Proof. We will interpret an ordinal β ∈ α by the ordinal βI = ω · β. Clearly, we
have define an injection of α into itself. For a given set A ∈ P<ωmulti(α) we build
AI ∈ P<ω(α) the interpretation of A. Suppose β1, . . . , βn are pairwise different
ordinals below α such that every ordinal that have non-zero multiplicity in A is
some βi. We denote by k1, . . . , kn ∈ ω the multiplicities of the ordinals β1, . . . , βn in
A, respectively. We put AI = {ω · βi + (ki − 1) | i ∈ {1, . . . , n}}.
Note that the mapping (β, k) 7−→ ω ·β+(k−1) is a bijection between α×(ω\{0})
and α. Thus the mapping A 7−→ AI is an injection. Let us show that the set U 1
of all interpretations of ordinals is definable in (α,<, ψ)′. Really, for every β ∈ α
β ∈ U 1 ⇐⇒ β ∈ Lim ∨ β = 0.
Now we show that the setU 2 of all interpretations of multisets is definable (α,<, ψ)
′.
For every A ∈ P<ω(α) we have
A ∈ U 2 ⇐⇒ ∀β ∈ α∀γ ∈ α((β ∈ X&γ ∈ X )→ (FinDif(β, γ)↔ β = γ)).
We give ∈IM , ⊂
I
M , <
I , ψI the interpretations of ∈M , ⊂M , <, ψ, correspondingly.
x ∈IM X ⇋ x ∈ U 1&X ∈ U 2&∃y ∈ X (FinDif(x, y));
x <I y ⇋ x ∈ U 1&y ∈ U 1&x < y;
ψI(x) = y ⇋ x ∈ U 1&y ∈ U 1&(x = 0→ y = ψ(ψ(0)))&(x 6= 0→ y = ψ(x));
X ⊂IM Y ⇋ X ,Y ∈ U 2&∀x ∈ X∃y ∈ Y (FinDif(x, y)&x ≤ y).
Clearly, the definitions give us the required interpretation.
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There is the standard choice of cofinal sequences for ordinals less than ε0. For
every ordinal α ∈ Lim with the Cantor normal form ωα1 + . . .+ ωαk , α[n] the n-th
member of the standard cofinal sequence for α is given as following:
1. α[n] = ωα1 + . . .+ ωαk−1 + ωβ(n+ 1) if αk 6∈ Lim and αk = β + 1;
2. α[n] = ωα1 + . . .+ ωαk−1 + ωαk[n] if αk ∈ Lim .
With the use of cofinal sequences we define the relation R on ordinals less than ε0:
αRβ
def
⇐⇒ β = α + 1 ∨ ∃n ∈ ω(α = β[n]).
Clearly, the transitive closure of R is the standard order on ordinals <.
Laurent Braud [5] have proved the following theorem:
Theory 3. For all α ∈ [1, ε0), the theory Th((α,R)
′) is decidable.
Lemma 14. The model (α,<, ψ)′ is interpretable in the model (α,R)′.
Proof. We only need to show that ψ is definable in (ωα, <,R)
′. Suppose β ∈ ωα is
a non-zero ordinal. Let us show that ψ(β) is the second ordinal γ such that βRγ.
Suppose the Cantor normal form of β is ωβ1 + . . .+ ωβk−1 + ωβk + . . .+ ωβk︸ ︷︷ ︸
n times
, where
k, n ≥ 1 and β1 ≥ β2 ≥ . . . ≥ βk−1 > βk. Clearly, ψ(β) = ω
β1 + . . .+ ωβk−1 + ωβk+1.
Obviously, βRψ(β) and βR(β + 1). Let us prove by a contradiction that for all
γ ∈ (β + 1, ψ(β)) we don’t have βRγ. Suppose γ ∈ (β + 1, ψ(β)) and βRγ. Then
the Cantor normal form of γ is ωβ1 + . . .+ωβk−1 + ωβk + . . .+ ωβk︸ ︷︷ ︸
n times
+ωγ1 + . . .+ωγs,
where s ≥ 1 and βk > γ1. From the definition of R it follows that γ ∈ Lim and for
some n we have γ[n] = β. But γ[n] = ωβ1 + . . . + ωβk−1 + ωβk + . . .+ ωβk︸ ︷︷ ︸
n times
+ωγ1 +
. . . + ωγs−1 + (ωγs)[n] and (ωγs)[n] 6= 0. Thus γ[n] > β. The late contradicts βRγ.
Hence ψ(β) is really the second γ such that βRγ.
From the previous paragraph it follows that, for all β, γ < ωα, we have ψ(β) = γ
iff
(β = 0→ γ ∈ Lim&∀δ < γ(δ 6∈ Lim))&
(β 6= 0→ βRγ&∃!δ < γ(βRδ))
Hence the function ψ is definable in (ωα, <,R)
′.
Using Lemmas 12, 13, 14, and Theorem 3 we conclude that the following theorem
holds:
Theory 4. For all α ∈ [2, ω), the theory Th(WNα ,≺, Λ, 〈0〉, 〈1〉, 〈2〉) is decidable.
5 Elementary equivalence of some models
In the section we show that (W Nω , Λ,≺, 〈0〉, 〈1〉, 〈2〉) and (W
N
3 , Λ,≺, 〈0〉, 〈1〉, 〈2〉)
are elementary equivalent. Thus we show that Th(W Nω , Λ,≺, 〈0〉, 〈1〉, 〈2〉) is decid-
able. We give a stronger form of Theorem 4. Here we use the classical result by
A. Ehrenfeucht about elementary equivalency [8] .
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Remark 3. Further, we consider the notions of ordinals, pairs, functions, and se-
quences in the set-theoretic fashion. We use von Neuman ordinals α = {β | β < α}.
We use the Kuratowski definition of ordered pair (x, y) = {{x}, {x, y}}. We con-
sider functions f as the set of pairs {(x, f(x)) | x ∈ dom(f)}. We consider sequences
〈aβ | β < α〉 as the functions {(β, aβ) | β < α}.
Suppose A is a structure without functional symbols in the signature. We define
model A+ with the signature that extends the signature of A by the binary predicate
symbol ∈ and the unary predicate symbol At. The domain of the model A+ is the set
A+. The set A+ is the minimal set such that A× {ω} ⊂ A+ and P<ω(A+) ⊂ A+.
Obviously, A+ exists and unique. We define standard embedding piA : A→ A
+, for
every a ∈ A, we put piA(a) = (a, ω). Note that a
+ ∈ A+ is of the form (x, ω) iff
a+ ∈ piA[A]. Interpretations of a predicate symbol P(x1, . . . , xn) from the signature
of A in the model A+ is the following:
A
+ |= P(a+1 , . . . , a
+
n )
def
⇐⇒ a+1 , . . . , a
+
n ∈ piA[A] and A |= P(pi
−1
A (a
+
1 ), . . . , pi
−1
A (a
+
n )).
For every a+ ∈ A+
A
+ |= At(a+)
def
⇐⇒ a+ ∈ piA[A].
For all a+1 , a
+
2 ∈ A
+
A
+ |= a+1 ∈ a
+
2
def
⇐⇒ a+2 6∈ piA[A] and a
+
1 ∈ a
+
2 .
We have defined the model A+. If a+ ∈ A+ such that A+ |= At(a+), then we call
a+ ∈ A+ an atom.
We define the notion of ω-tail of an ordinal α with the Cantor normal form
ωα1 +ωα2 + . . .+ωαn. If α < ωω, then ω-tail of α is equal to α. If α ≥ ωω, then the
ω-tail of α is the ordinal ωω +ωαk + . . .+ ωαn, where k is the minimal number such
that αi < ω, for all i from k to n.
In [8] A. Ehrenfeucht have proved that models (α1, <)
+ and (α2, <)
+ are ele-
mentary equivalent, for α1 and α2 with the same ω-tail. Note that for all α ∈ [2, ω]
the ω-tails of ωα are the same.
Lemma 15. For an ordinal α ∈ Lim the model (ωα, <, ψ)′ is interpretable in (α,<
)+.
Proof. Clearly, all axioms of ZF, but Infinity Axiom and Extensionality Axiom,
holds in (α,<)+. A natural modification of Extensionality Axiom holds in (α,<)+
∀x, y(¬At(x)&¬At(y)&∀z(z ∈ x↔ z ∈ y)→ x = y).
Thus in (α,<)+ we can formalize the notions from Remark 3.
Suppose β ∈ ωα and ωβ1 + . . . + ωβn is the Cantor normal form of β. Then
we put βI = (piα(β1), . . . , piα(βn)). In (α,<)
+ the set of all interpretations of or-
dinals is definable as the set of all monotone non-decreasing sequences of atoms.
For a set A ∈ P<ω(ωα), the interpretation of A is AI = {βI | β ∈ A}. Obvi-
ously, the set of all interpretations of sets is definable in (α,<)+. The predicate
∈ is interpretable in a natural way. We define <I the interpretation of < as the
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lexicographic order on monotone non-decreasing sequences of atoms. Let us define
function ψI the interpretation of ψ. ψI((piα(β1), . . . , piα(βn))) is equal to lexicograph-
ically minimal sequence that ends with piα(βn + 1) and is lexicographically greater
than (piα(β1), . . . , piα(βn)).
Note that the translations that can be extracted from the proofs of Lemmas 12,
13, and 15 are independent of parameters of pairs of structures. Hence from Lemma
15 it follows that the following corollaries holds:
Corollary 1. For all α1, α2 ∈ [3, ω], the models (ωα1 , <, ψ)
′ and (ωα2, <, ψ)
′ are
elementary equivalent.
Corollary 2. For all α1, α2 ∈ [3, ω], the models (ωα1 , <, ψ)
′′ and (α2, <, ψ)
′′ are
elementary equivalent.
Corollary 3. Suppose α ∈ [3, ω]. Then the models (WNα , Λ,≺, 〈0〉, 〈1〉, 〈2〉) and
(WN3 , Λ,≺, 〈0〉, 〈1〉, 〈2〉) are elementary equivalent.
From Corollary 3 and Theorem 4 we obtain the following stronger version of
Theorem 4:
Theory 5. For all α ∈ [2, ω], the theory Th(WNα , Λ,≺, 〈0〉, 〈1〉, 〈2〉) is decidable.
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