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Abstract
We introduce ðP; RÞ-partitions as a generalization of the ðP;oÞ-partitions of Stanley. When
P is a Gaussian poset the generating function for P-partitions with largest part at most n
factors as
Q
xAP
1qgðxÞþn
1qgðxÞ for certain integers gðxÞ: Although trees are not in general Gaussian
posets, we show that if P is a tree then R can be chosen so that the generating function for
ðP; RÞ-partitions has a similar factorization.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Throughout this article, let Z; N and P denote the set of integers, non-negative
integers and positive integers, respectively. For a set S; we denote the cardinality of S
by jSj: From now on, P is a partially ordered set (poset) and is assumed to be ﬁnite.
Let o be a labeling of P; i.e. o is a bijection from P to f1; 2;y; jPjg: A ðP;oÞ-
partition is a map j from P to N satisfying the following conditions:
(i) jðxÞ  jðyÞX0 if xoy in P; i.e. P is order reversing.
(ii) jðxÞ  jðyÞX1 if xoy and oðxÞ4oðyÞ:
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For a ðP;oÞ-partition j; the values jðxÞ ðxAPÞ are called the parts of j: We denote
the set of ðP;oÞ-partitions by AðP;oÞ: When p is a linear extension, a ðP; pÞ-
partition is simply called a P-partition. We can easily see that j is a P-partition if
and only if j is an order-reversing map from P to N:
We say that P has hook lengths if there exists a map h from P to P satisfyingX
qjjj ¼
Y
xAP
1
1 qhðxÞ;
where the sum is over all P-partitions and where jjj :¼PxAP jðxÞ: A hook length
poset is a poset which has hook lengths and we say that hðxÞ is the hook length of x:
A poset P is said to be Gaussian if there exists a map g from P to P such that, for any
nAN;X
qjjj ¼
Y
xAP
1 qgðxÞþn
1 qgðxÞ ;
where the sum on the left-hand side is over all P-partitions with largest part at most
n: In particular, Gaussian posets are hook length posets.
Note that the order in the above deﬁnition of hook length posets is the dual of the
order in the original deﬁnition by Sagan [4].
For a partition l ¼ ðl1; l2;y; lrÞ; we deﬁne PðlÞ :¼ fði; jÞAP2 : 1pjplig with an
order given by ði; jÞpði0; j0Þ if and only if iXi0 and jXj0: A poset of this form is
known as a ‘shape’. Moreover, PðlÞ is known to be a hook length poset with hði; jÞ
deﬁned by hði; jÞ ¼ li þ l0j  i  j þ 1; where ðl01; l02;y; l0kÞ is the conjugate of l:
A tree T is a ﬁnite connected poset with a maximum element such that every element
except the maximum element is covered by exactly one element. Any tree T is also
known to be a hook length poset with the hook length hðxÞ deﬁned by hðxÞ ¼
jfyAT : ypxgj:
Recently, in [3], Proctor and Peterson proved that d-Complete posets, which
include shapes and trees, are hook length posets (see [2] for the deﬁnition of
d-Complete posets). For kAP; the shape Pððk; k;y; kÞÞ is a Gaussian poset but we
can easily see that shapes and trees are not always Gaussian posets (see [1] for more
detailed information).
Let l ¼ ðl1; l2;y; lrÞ be a partition and let ol be the labeling of PðlÞ deﬁned by
olði; jÞ :¼
Pi
k¼1 lk  j þ 1 for ði; jÞAPðlÞ: It is well known that for any nAP;X
qjjj ¼ q
P
iX1
ði1Þli Y
ði;jÞAPðlÞ
1 qnþ1þji
1 qhði;jÞ ; ð1Þ
where the sum on the left-hand side is over all ðPðlÞ;olÞ-partitions with largest part
at most n (cf. [5]). However, an analogous formula for trees has hitherto not been
found. Our aim is to ﬁnd such a formula for trees by introducing generalized ðP;oÞ-
partitions.
We now introduce some deﬁnitions and notation in order to state our main result
explicitly.
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For x; yAP; we use the notation x}y if and only if x is covered by y; i.e. xoy and
no element zAP satisﬁes xozoy: We put
CovðPÞ :¼ fðx; yÞAP 
 P : x}yg;
CðxÞ :¼ fyAP : y}xg:
An edge labeling of P is a map from CovðPÞ to Z and we denote the set of edge
labelings of P by ELðPÞ: Let RAELðPÞ: A ðP; RÞ-partition is a map from P to N
such that jðxÞ  jðyÞXRðx; yÞ for all ðx; yÞACovðPÞ: We denote the set of ðP; RÞ-
partitions by AðP; RÞ:
For example, let P be a ﬁnite poset deﬁned by
We have CovðPÞ ¼ fðd; bÞ; ðd; cÞ; ðb; aÞ; ðc; aÞg and a map R from CovðPÞ to Z
deﬁned by Rðd; bÞ :¼ 1; Rðd; cÞ :¼ 0; Rðb; aÞ :¼ 1 and Rðc; aÞ :¼ 0 is an edge labeling
of P: From now on, we express RAELðPÞ by putting Rðx; yÞ beside the edge ðx; yÞ of
the Hasse diagram of P for all ðx; yÞACovðPÞ: Hence, in our example, R is expressed
as follows:
Note that for a labeling o of P; there always exists RAELðPÞ satisfying AðP; RÞ ¼
AðP;oÞ; but for RAELðPÞ satisfying RðCovðPÞÞDf0; 1g; there does not always exist
a labeling o of P such that AðP; RÞ ¼AðP;oÞ: For example, for R in the ﬁgure
above, no labeling o of P satisﬁes that AðP; RÞ ¼AðP;oÞ:
For nAZ; we deﬁne
AðP; R; nÞ :¼ fjAAðP; RÞ : jðxÞpn for all xAPg;
UnðP; R; qÞ :¼
X
jAAðP;R;nÞ
qjjj;
where we put jjj :¼PxAP jðxÞ:
For RAELðPÞ; we can easily see that there exists a unique j0AAðP; RÞ satisfying
jj0jpjjj for any jAAðP; RÞ:
We denote the above j0 by j
R
0 :
We denote the set of maximal elements of P (resp. the set of minimal elements
of P) by MaxðPÞ (resp. MinðPÞ). For x; yAP; we put
Cðx; yÞ :¼
[
rX0
fðz0; z1;y; zrÞAPrþ1 : x ¼ z0}z1}?}zr ¼ yg:
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For RAELðPÞ and C ¼ ðz0; z1;y; zrÞACðx; yÞ; we put
wRðCÞ :¼
Pr1
i¼0
Rðzi; ziþ1Þ if rX1;
0 if r ¼ 0:
8><>:
For RAELðPÞ; we deﬁne two conditions (RX) and (RN) as follows:
(RX) wRðCÞX0 for all CA
S
xAP;yAMaxðPÞ Cðx; yÞ;
(RN) wRðCÞX0 for all CA
S
xAMinðPÞ;yAP Cðx; yÞ:
We denote the set of edge labelings of P satisfying condition (RX) (resp. condition
(RN)) by RXðPÞ (resp. RNðPÞ).
From now on, T is a tree with jT jX2: For RAELðTÞ; we deﬁne a map zR from
T to Z by
zRðxÞ :¼
1 if xAMinðTÞ;
maxfzRðyÞ  Rðy; xÞ þ 1 : yACðxÞg otherwise;
(
where for a ﬁnite subset A of Z; max A means the maximum element in A: For xAT ;
we put Tx :¼ fyAT : ypxg; i.e. Tx is the principal order ideal of T generated by x:
For RAELðTÞ; we deﬁne a condition (T) as follows:
(T) For each xAT\MinðTÞ; if CðxÞ ¼ fy1; y2;y; yrg and
Rðyk; xÞ  zRðykÞpRðykþ1; xÞ  zRðykþ1Þ
for any kAf1; 2;y; r  1g; then
Rðyk; xÞ  zRðykÞ þ jTyk j ¼ Rðykþ1; xÞ  zRðykþ1Þ ð2Þ
for any kAf1; 2;y; r  1g:
For example, let R1 and R2 be edge labelings given by
Then,
Note that for RAELðTÞ; we expressed the map zR from T to Z by replacing x with
zRðxÞ for all xAT in the Hasse diagram of T : We can easily check that R1 and R2
satisfy condition (T). In particular, if T is a chain, any edge labeling of T satisﬁes
condition (T).
Finally, we can state our main result.
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Theorem 1.1. For RARXðTÞ-RNðTÞ satisfying condition ðTÞ; we have
UnðT ; R; qÞ ¼ q
jjR
0
jQjT j
i¼1 ð1 qnþzRðx0Þþ1iÞQ
xAT ð1 qhðxÞÞ
ð3Þ
for any nXmaxfjR0 ðxÞ : xATg; where x0 is the maximum element in T ; and where
hðxÞ ¼ jfyAT : ypxgj:
Let A be a set and let B be an additive group. For maps f and g from A to B;
we deﬁne a map f þ g (resp. f  g) from A to B by ð f þ gÞðxÞ :¼ f ðxÞ þ gðxÞ
(resp. ð f  gÞðxÞ :¼ f ðxÞ  gðxÞ) for xAA:
This article is organized as follows: In Section 2, we deﬁne compatible edge
labelings and we show that UnðP; R þ R0; qÞ can be expressed in terms of UmðP; R; qÞ
if R0 is a compatible edge labeling of P; RARXðPÞ-RNðPÞ; and R þ R0ARNðPÞ:
We devote Section 3 to proving Theorem 1.1. In Section 4, productive edge labelings
and hook edge labelings are deﬁned as edge labelings R whose generating function
UnðP; R; qÞ is analogous to (1). For a tree T and RARXðTÞ-RNðTÞ; we show that
R is a productive edge labeling of T if and only if R is a hook edge labeling
of T : Moreover, we give a partial result about our conjecture that, for
RARXðTÞ-RNðTÞ; R satisﬁes condition (T) if and only if R is a hook edge
labeling of T :
2. Compatible edge labelings
For x; yAP; we put
CðPÞ :¼
[
xAMinðPÞ;yAMaxðPÞ
Cðx; yÞ:
For RARXðPÞ; if R satisﬁes
wRðC1Þ ¼ wRðC2Þ for all C1; C2ACðPÞ;
we say that R is a compatible edge labeling of P and we denote the set of compatible
edge labelings of P by CELðPÞ: In particular, for RACELðPÞ; we can deﬁne
mR :¼ wRðCÞ for CACðPÞ:
Also, for RAELðPÞ; if Rðx; yÞX0 for all ðx; yÞACovðPÞ; we say that R is a non-
negative edge labeling of P and we denote the set of non-negative edge labelings of P
by NELðPÞ: Note that NELðPÞDRXðPÞ-RNðPÞ:
Example 2.1. Let
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For edge labelings R1; R2 and R3 deﬁned by
we have R1ACELðPÞ-NELðPÞ; R2ANELðPÞ\CELðPÞ; R3ACELðPÞ\RNðPÞ:
By the deﬁnitions of compatible edge labelings and non-negative edge labelings,
we can easily obtain the following and the proof is therefore omitted.
Lemma 2.2. For RAELðPÞ; there exists R0ANELðPÞ-CELðPÞ such that R þ
R0ANELðPÞ:
Moreover, we have the following.
Lemma 2.3. For RARXðPÞ and R0ACELðPÞ; we have
(i) jR
0
0 ðxÞ ¼ wR0 ðCÞ for all xAP and CA
S
uAMaxðPÞ Cðx; uÞ;
(ii) jR0 þ jR
0
0 ¼ jRþR
0
0 :
By noting that
jR0 ðxÞ ¼ max wRðCÞ : CA
[
uAMaxðPÞ
Cðx; uÞ
8<:
9=;
for RARXðPÞ and xAP; this lemma is easily obtained and the proof is therefore
omitted.
For the generating function of ðP; RÞ-partitions, we have the following.
Proposition 2.4. Let RARXðPÞ-RNðPÞ and R0ACELðPÞ: If R þ R0ARNðPÞ; for
any nAZ;
UnðP; R þ R0; qÞ ¼ qjjR
0
0
jUnmR0 ðP; R; qÞ: ð4Þ
Proof. By Lemma 2.3, we have jRþR
0
0 ðxÞ ¼ jR0 ðxÞ þ mR0 for any xAMinðPÞ: We can
easily see that for R˜ARNðPÞ and jAAðP; eRÞ;
maxfjðxÞ : xAPg ¼ maxfjðxÞ : xAMinðPÞg: ð5Þ
Therefore, we can obtain that UnmR0 ðP; R; qÞ ¼ 0 if and only if UnðP; R þ R0; qÞ ¼ 0:
Hence, we show (4) in the case that the both sides of (4) are not equal to 0. By
Lemma 2.3(i) and our assumptions, we can deﬁne the map f from AðP; R; n  mR0 Þ
toAðP; R þ R0; nÞ by f ðjÞ :¼ jþ jR00 : Also we can see that f is a bijection such that
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j f ðjÞj ¼ jjj þ jjR00 j for any jAAðP; R; n  mR0 Þ: Therefore, we obtain
UnðP; R þ R0; qÞ ¼
X
jAAðP;R;nmR0 Þ
qj f ðjÞj
¼ qjjR00 jUnmR0 ðP; R; qÞ
and this completes the proof of the proposition. &
3. Proof of main result
For the map zR; the following lemma holds.
Lemma 3.1. Let RAELðTÞ:
(i) If RARNðTÞ; we have zRðxÞpjTxj for all xAT :
(ii) For R0ACELðTÞ; xAT and CxA
S
uAMinðTÞ Cðu; xÞ; we have
zRþR0 ðxÞ ¼ zRðxÞ  wR0 ðCxÞ: ð6Þ
Proof. (i) If xAMinðTÞ; since zRðxÞ ¼ 1; we have zRðxÞ ¼ jTxj: We show (i) in the
case xAT\MinðTÞ: By the deﬁnition of the map zR; there exists a chain C ¼
ðw0; w1;y; wrÞA
S
uAMinðTÞ Cðu; xÞ such that zRðwiþ1Þ ¼ zRðwiÞ  Rðwi; wiþ1Þ þ 1 for
all iAf0; 1;y; r  1g: Hence, we have zRðxÞ ¼ r  wRðCÞ þ 1: Thus, by condition
(RN), we have zRðxÞpjTxj and (i) holds. (ii) If xAMinðTÞ; since wR0 ðCxÞ ¼ 0; we can
easily obtain (6). For xAT\MinðTÞ; we suppose that (6) holds for all yATx\fxg and
we show (6) for x: By our induction hypothesis and the fact that wR0 ðCxÞ 
wR0 ðCyÞ ¼ R0ðy; xÞ for any yACðxÞ; we can obtain (6). &
For condition (T), we have the following.
Lemma 3.2. Let RAELðTÞ satisfy condition (T) and let R0ACELðTÞ: Then R þ R0
and R  R0 satisfy condition (T).
This result is easy to prove using Lemma 3.1(ii) and the proof is therefore omitted.
For RAELðTÞ and xAT with CovðTxÞa|; we denote the restriction of R to
CovðTxÞ by Rx; i.e. RxAELðTxÞ:
For a; b; nAZ; we put
½n :¼ 1 q
n
1 q ;
½n! :¼
0 if no0;
1 if n ¼ 0;
½n½n  1! if n40;
8><>:
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ab
" #
:¼
½a!
½a  b!½b! if 0pbpa;
0 otherwise:
8><>:
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. We can easily see that (3) is equivalent to
UnðT ; R; qÞ ¼ q
jjR
0
j½jT j!Q
xAT ½hðxÞ
n þ zRðx0Þ
jT j
" #
ð7Þ
for any nAZ: Hence, we prove (7). First, we show (7) in the case RANELðTÞ: Note
that if no0; by Lemma 3.1(i), (7) is easily obtained. We show the theorem by
induction on jT j: In the case jT j ¼ 2; by direct calculation, (7) holds. We suppose
that (7) holds when jT jpj  1 and we show the equality in the case jT j ¼ j ð jX3Þ:
Since R satisﬁes condition (T), we may assume that Cðx0Þ ¼ fy1; y2;y; yrg satisfy
(2). By noting that, for jAAðT ; R; nÞ; if jðx0Þ ¼ a then a þ Rðyk; x0ÞpjðxÞpn for
all xATyk ; UnðT ; R; qÞ can be thus written as follows:
UnðT ; R; qÞ
¼
X
aX0
qa
Y
1pkpr;ykeMinðTÞ
UnaRðyk ;x0ÞðTyk ; Ryk ; qÞqjTyk jðaþRðyk ;x0ÞÞ


Y
1pkpr;ykAMinðTÞ
Xn
i¼aþRðyk ;x0Þ
qi:
If ykeMinðTÞ; by our induction hypothesis, we have
UnaRðyk ;x0ÞðTyk ; Ryk ; qÞ
¼ q
jjRyk
0
j½jTyk j!Q
xATyk
½hðxÞ
n  a  Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
:
On the other hand, if ykAMinðTÞ; we can calculateXn
i¼aþRðyk ;x0Þ
qi ¼ q
jTyk jðaþRðyk ;x0ÞÞ½jTyk j!Q
xATyk
½hðxÞ
n  a  Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
:
Therefore, we can obtain
UnðT ; R; qÞ ¼ q
jjR
0
jQ
xAT\fx0g½hðxÞ
X
aX0
qjT ja


Yr
k¼1
n  a  Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
½jTyk j!:
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By (2), we can calculate thatYr
k¼1
n  a  Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
½jTyk j!
¼ n  a  Rðy1; x0Þ þ zRðy1ÞjT j  1
" #
½jT j  1!:
Note that if n  a  Rðyk; x0Þ þ zRðykÞojTyk j; we can easily obtain n  a 
Rðy1; x0Þ þ zRðy1ÞojT j  1: Hence, by the well-known formula thatX
kX0
qmk
n  k
m  1
" #
¼ n þ 1
m
" #
for mAP and nAZ; we have
UnðT ; R; qÞ ¼ q
jjR
0
j½jT j!Q
xAT ½hðxÞ
n  Rðy1; x0Þ þ zRðy1Þ þ 1
jT j
" #
:
By (2) and the deﬁnition of zR; we can easily see that zRðx0Þ ¼ zRðy1Þ  Rðy1; x0Þ þ 1
and we get (7) in the case RANELðTÞ: Next, we show the theorem in general. By
Lemma 2.2, there exists R0ACELðTÞ-NELðTÞ such that R þ R0ANELðTÞ: By
Lemma 3.2, R þ R0 also satisﬁes condition (T). Hence, by our above result, Lemma
2.3(ii), Proposition 2.4 and Lemma 3.1, we can obtain (7). &
Remark 3.3. Let RARXðTÞ-RNðTÞ satisfy condition (T). By (7), we have
UjT jzRðx0ÞðT ; R; qÞ ¼ qjj
R
0
j ½jT j!Q
xAT ½hðxÞ
:
4. Productive edge labelings
For RAELðPÞ; if there exist maps cR and hR from P to Z such that
UnðP; R; qÞ ¼ qjjR0 j
Y
xAP
1 qnþcRðxÞ
1 qhRðxÞ
for any nXmaxfjR0 ðxÞ : xAPg; we say that R is a productive edge labeling of P and
we denote the set of productive edge labelings of P by PELðPÞ: In particular, for
RAPELðPÞ; if P is a hook length poset and fhRðxÞ : xAPg ¼ fhðxÞ : xAPg as
multisets, where hðxÞ is the hook length of x; we say that R is a hook edge labeling of
P and we denote the set of hook edge labelings of P by HELðPÞ:
Using this terminology, a Gaussian poset P is a poset whose edge labeling R
deﬁned by Rðx; yÞ ¼ 0 for all ðx; yÞACovðPÞ is a hook edge labeling of P with
cR ¼ hR: Therefore, HELðPÞa| for a Gaussian poset P:
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Example 4.1. (i) For a shape l ¼ ðl1; l2;y; lrÞ; we deﬁne RlAELðPðlÞÞ by
Rlðði; jÞ; ði0; j0ÞÞ :¼
0 if i ¼ i0;
1 if j ¼ j0
(
for ðði; jÞ; ði0; j0ÞÞACovðPðlÞÞ:
We can easily see that jAAðPðlÞ; RlÞ if and only if jAAðPðlÞ;olÞ: Therefore, it
follows from (1) that RlAHELðPðlÞÞ:
(ii) We deﬁne RAELðPðð2; 2ÞÞÞ as follows:
:
By direct calculation, we can obtain
UnðP; R; qÞ ¼ q
2ð1 qnÞð1 qnþ1Þð1 qnþ2Þð1 qnþ3Þ
ð1 q4Þð1 q3Þð1 qÞ2
for any nX1: Hence, RAPELðPðð2; 2ÞÞÞ\HELðPðð2; 2ÞÞÞ:
Using the following proposition, we can make new productive edge labelings from
known productive edge labelings.
Proposition 4.2. For RAPELðPÞ-RXðPÞ-RNðPÞ and R0ACELðPÞ; if R þ
R0ARNðPÞ; we have
UnðP; R þ R0; qÞ ¼ qjjRþR
0
0
j Y
xAP
1 qnþcRðxÞmR0
1 qhRðxÞ
for any nXmaxfjRþR00 ðxÞ : xAPg: In particular, R þ R0APELðPÞ:
By Lemma 2.3(ii), Proposition 2.4 and (5), this proposition is easily obtained and
the proof is therefore omitted.
Note that the proposition obtained by replacing PELðPÞ with HELðPÞ in
Proposition 4.2 is also valid.
For example, for l ¼ ð3; 2Þ; let Rl be an edge labeling deﬁned in Example 4.1(i)
and let R1; R2 be edge labelings as given in Example 2.1. We can see that Rl þ R1 ¼
R2 and we can easily check that RlARXðPðlÞÞ-RNðPðlÞÞ; R1ACELðPðlÞÞ and
R2ARNðPðlÞÞ: Also, by Example 4.1, RlAHELðPðlÞÞ: Therefore, by Proposition
4.2, R2AHELðPðlÞÞ:
For trees, we have the following.
Theorem 4.3. For a tree T ; we have
HELðTÞ-RXðTÞ-RNðTÞ ¼ PELðTÞ-RXðTÞ-RNðTÞ:
For the proof of this theorem we need two lemmas.
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Lemma 4.4. For RARXðTÞ-RNðTÞ; we haveX
jAAðT ;RÞ
qjjj ¼ q
jjR
0
jQ
xATð1 qhðxÞÞ
: ð8Þ
Proof. We can easily prove that (8) holds when RANELðTÞ: By Lemma 2.2, there
exists R0ACELðTÞ such that R þ R0ANELðTÞ: Hence, by Lemma 2.3(ii) and
Proposition 2.4, (8) holds. &
Lemma 4.5. Suppose a1; a2;y; ar; b1; b2;y; brAP satisfy
½a1½a2?½ar ¼ ½b1½b2?½br:
Then
fa1; a2;y; arg ¼ fb1; b2;y; brg as multisets:
We can prove the result by induction on r and by considering the lowest degree
non-constant term. Therefore the proof is omitted.
Proof of Theorem 4.3. For RAPELðTÞ; we obtain
X
jAAðT ;RÞ
qjjj ¼ lim
n-N
qjj
R
0
j Y
xAT
1 qnþcRðxÞ
1 qhRðxÞ ¼
qjj
R
0
jQ
xAT ð1 qhRðxÞÞ
:
Hence, by Lemmas 4.4 and 4.5, we have fhRðxÞ : xATg ¼ fhðxÞ : xATg as multisets.
Thus, Theorem 4.3 holds. &
For a tree T ; by Theorem 1.1, RARXðTÞ-RNðTÞ satisfying (T) is a hook edge
labeling of T : Let T be a tree with the maximum element x0 and C
ðx0Þ ¼
fy1; y2;y; yrg: For kAf1; 2;y; rg; let Rk be an edge labeling of Tyk and let R be an
edge labeling of T satisfying that Ryk ¼ Rk for kAf1; 2;y; rg and Rðyk; x0Þ 
zRkðykÞ þ jTyk j ¼ Rðykþ1; x0Þ  zRkþ1ðykþ1Þ for kAf1; 2;y; r  1g: Then, if every Rk
satisﬁes condition (T), we can easily see that R also satisﬁes condition (T). Therefore,
for a tree T ; by proceeding inductively on jT j; we can make an edge labeling of T
satisfy condition (T). Hence, by Lemmas 2.2, 3.2 and Theorem 1.1, HELðTÞa| for
an arbitrary tree T : We conjecture the following.
Conjecture 4.6. For RARXðTÞ-RNðTÞ; the following are equivalent:
(i) R satisfies condition (T).
(ii) RAHELðTÞ:
In Theorem 1.1, we proved that if (i) holds, then (ii) is valid. We have the following
result about the converse direction.
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Theorem 4.7. Let RARXðTÞ-RNðTÞ: If RxAHELðTxÞ for any xAT\MinðTÞ; R
satisfies condition (T).
Note that for RAHELðTÞ-RXðTÞ-RNðTÞ and xAT\MinðTÞ; Rx is not always
a hook edge labeling of Tx: For example, let
We can easily see that R satisﬁes condition (T) and RAHELðTÞ-RXðTÞ-
RNðTÞ\NELðTÞ: But Rc is not a hook edge labeling of Tc:
Proof of Theorem 4.7. First, we prove the theorem in the case RANELðTÞ by
induction on jT j: In the case jT j ¼ 2; we can easily see that R satisﬁes condition (T).
We suppose that this theorem holds when jT jpj  1 and we show the theorem in the
case jT j ¼ j ð jX3Þ: For any xAT\ðfx0g,MinðTÞÞ; by our induction hypothesis,
RxANELðTxÞ and Rx satisﬁes condition (T). It follows from (7) that for any nAZ;
UnðTx; Rx; qÞ ¼ q
jjRx
0
j½jTxj!Q
yATx ½hðyÞ
n þ zRðxÞ
jTxj
" #
:
Let CðxÞ ¼ fy1; y2;y; yrg satisfy
Rðyk; x0Þ  zRðykÞ þ jTyk jpRðykþ1; x0Þ  zRðykþ1Þ þ jTykþ1 j ð9Þ
for all kAf1; 2;y; r  1g: We can obtain that for any nAZ;
UnðT ; R; qÞ ¼ q
jjR
0
jQ
xAT\fx0g½hðxÞ
XnRðyr;x0ÞþzRðyrÞjTyr j
a¼0
qjT ja


Yr
k¼1
n  a  Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
½jTyk j!: ð10Þ
Since RAHELðTÞ; there exists a map cR from T to Z such that
UnðT ; R; qÞ ¼ qjjR0 j
Y
xAT
1 qnþcRðxÞ
1 qhðxÞ ð11Þ
for any nXmaxfjR0 ðxÞ : xATg: Let s ¼ Rðyr; x0Þ  zRðyrÞ þ jTyr j: By (9) and (10), we
can see that UsðT ; R; qÞa0 and we have sXmaxfjR0 ðxÞ : xATg: Hence, by (10) and
(11), we can obtain
Y
xAT
½s þ cRðxÞ ¼ ½jT j
Yr
k¼1
s  Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
½jTyk j!:
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Therefore, using Lemma 4.5 and the equality ½jT j þ 1 ¼ ½jT j þ qjT j; we haveY
xAT
½s þ cRðxÞ þ 1 ¼ ð½jT j þ qjT jÞ
Yr
k¼1
s þ 1 Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
½jTyk j!:
ð12Þ
On the other hand, by (10) and (11), we can obtainY
xAT
½s þ cRðxÞ þ 1 ¼ ½jT j
Yr
k¼1
s þ 1 Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
½jTyk j!
þ ½jT jqjT j
Yr
k¼1
s  Rðyk; x0Þ þ zRðykÞ
jTyk j
" #
½jTyk j!: ð13Þ
Comparing (12) and (13) we have
½1
Yr
k¼1
½s þ 1 Rðyk; x0Þ þ zRðykÞ
¼ ½jT j
Yr
k¼1
½s þ 1 Rðyk; x0Þ þ zRðykÞ  jTyk j: ð14Þ
Let ak :¼ s þ 1 Rðyk; x0Þ þ zRðykÞ  jTyk j for kAf1; 2;y; rg: By (9), we have
a1Xa2X?Xar ¼ 1: ð15Þ
By (14) and Lemma 4.5, we have
fa1 þ jTy1 j; a2 þ jTy2 j;y; ar þ jTyr jg ¼ fjT j; a1; a2;y; ar1g
as multisets. Hence, by (15), for any kAf1; 2;y; r  1g; we can obtain that ak ¼
akþ1 þ jTykþ1 j and we have (2). Therefore, we have proved the theorem in the case
RANELðTÞ: Next we prove the theorem in general. By Lemma 2.2, there exists
R0ACELðTÞ-NELðTÞ such that R þ R0ANELðTÞ: We can easily see that
R0xACELðTxÞ-NELðTxÞ and ðR þ R0ÞxANELðTxÞ for any xAT\MinðTÞ: Hence,
by Proposition 4.2, we can obtain that ðR þ R0ÞxAHELðTxÞ-NELðTxÞ for any
xAT\MinðTÞ: It follows from our above result that R þ R0 satisﬁes condition (T).
Thus, by Lemma 3.2, we can see that R also satisﬁes condition (T). This completes
the proof of the theorem. &
Note that by the proof of Theorem 4.7, if the following can be proved, then
our conjecture is true. If RANELðTÞ-HELðTÞ; then RxAHELðTxÞ for any
xAT\MinðTÞ:
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