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We study a q-analog Qr(n,q) of the partition algebra Pr(n). The
algebra Qr(n,q) arises as the centralizer algebra of the ﬁnite
general linear group GLn(Fq) acting on a vector space IRrq coming
from r-iterations of Harish–Chandra restriction and induction. For
n  2r, we show that Qr(n,q) has the same semisimple matrix
structure as Pr(n). We compute the dimension dn,r(q) = dim(IRrq)
to be a q-polynomial that specializes as dn,r(1) = nr and dn,r(0) =
B(r), the rth Bell number. Our method is to write dn,r(q) as a sum
over integer sequences which are q-weighted by inverse major
index. We then ﬁnd a basis of IRrq indexed by n-restricted q-set
partitions of {1, . . . , r} and show that there are dn,r(q) of these.
© 2009 Elsevier Inc. All rights reserved.
0. Introduction
The general linear group GLn(C) and the symmetric group Sr both act on tensor space V⊗r , where
V is the natural n-dimensional representation of GLn(C) and Sr acts by tensor place permutations.
Classical Schur–Weyl duality says that these actions commute and that each action generates the full
centralizer of the other, so that as a (GLn(C), Sr)-bimodule the tensor space has a multiplicity-free
decomposition given by V⊗r ∼=⊕λ L(λ)⊗ Sλr , where the L(λ) are irreducible GLn(C)-modules and the
Sλr are the irreducible Sr-modules.
If we restrict GLn(C) to its subgroup of orthogonal matrices On(C), then the centralizer alge-
bra is Brauer’s centralizer algebra Br(n) = EndOn(C)(V⊗r). If we restrict further to the symmet-
ric groups Sn−1 ⊆ Sn ⊆ On(C) ⊆ GLr(C), then the centralizer algebras are the partition algebras
Pr(n) = EndSn (V⊗r) and Pr+ 12 (n) = EndSn−1 (V
⊗r). Furthermore, the containments reverse:
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  
centralizer algebra EndG(V⊗r): Pr+ 12 (n) ⊇ Pr(n) ⊇ Br(n) ⊇ CSr .
The Brauer algebras were introduced in 1937 by Richard Brauer. The partition algebras arose early
in the 1990s in the work of Martin [11,12] and later, independently, in the work of Jones [8] (see
also [6]). For r ∈ 12Z>0, the partition algebra Pr(n) has a basis indexed by the set partitions of{1,2, . . . ,2r} and a multiplication given by “diagram multiplication.”
If the groups GLn(C) and On(C) are replaced by their quantum groups Uq(gln) and Uq(on), respec-
tively, then their centralizer algebras become
quantum group: Uq(on) ⊆ Uq(gln)
 
centralizer algebra: BMWr(n,q) ⊇ Hr(q).
The algebra Hr(q) is the Iwahori–Hecke algebra of the symmetric group Sr , and its action on tensor
space V⊗r is due to Jimbo [7]. The algebra BMWr(n,q) is a q-analog of the Brauer algebra, called the
Birman–Murakami–Wenzl algebra [1,13]. This leads naturally to the problem of ﬁnding a q-analog of
the partition algebra. One might consider replacing the symmetric group Sn with its Iwahori–Hecke
algebra Hn(q), but Hn(q) does not have a Hopf coproduct allowing it to act on the tensor product
representation V⊗r . Furthermore, the Hecke algebra Hn(q) is not found as a subalgebra of Uq(on) (in
fact, even the containment of Uq(on) is Uq(gln) is more subtle than On(C) ⊆ GLn(C)).
In this paper, we take a different approach to deﬁning a q-partition algebra in which we replace
the underlying tensor space with a module constructed by iterations of restriction and induction
of ﬁnite general linear group modules. This approach was ﬁrst proposed in unpublished work of
T. Halverson and A. Ram and is motivated by the analogous construction of the partition algebra
through restriction and induction of symmetric group modules (see [6]). A forthcoming paper by
T. Halverson, A. Ram, and N. Thiem will further study the q-partition algebra, and the analysis of the
underlying restriction–induction module found in this paper is essential to that work.
The paper is organized as follows:
1. In Section 1, we describe the construction of a q-partition algebra Qr(n,q) as the centralizer of
the general linear GLn(Fq) over a ﬁnite ﬁeld Fq having q elements. For n  2r, Qr(n,q) is the
centralizer of GLn(Fq) acting a vector space IRrq , consisting of r iterations of Harish–Chandra
restriction and induction. At q = 1, we have IRr1 ∼= V⊗r , and we think of the symmetric group
Sn as the q → 1 limit of GLn(Fq). We show that Qr(n,q) and Pr(n,q) each have dimension equal
to the Bell number B(2r), and that for n  2r they have the same matrix block structure as
semisimple algebras.
2. In Section 2, we combinatorially study the dimension of IRkq . We show that
dim
(IRrq)= dn,r(q) = n∑
=1
S(r, )[n][n − 1] · · · [n −  + 1], (0.1)
where S(r, ) is a Stirling number of the second kind and [ j] = (q j − 1)/(q − 1) is a q-integer.
The q-polynomial dn,r(q) that appears in this formula has the property that dn,r(1) = nr and
dn,r(0) = B(r), the rth Bell number or number of partitions of {1, . . . , r} into subsets. Thus dn,r(q)
is a q-analog of both nr and B(r), and it interpolates between the two as q ranges through 0
q 1. Our method is to write the dimension as a q-weighted sum over sequences a = (a1, . . . ,ar),
where each sequence is weighted by an analog of the inverse major index imaj(a). This is done
in Proposition 2.3. We then use a Schensted bijection (see (2.1)) and the decomposition of IRrq
as a (GLn(Fq), Qr(n,q))-bimodule to prove formula (0.1).
3. In Section 3, we deﬁne (n-restricted) q-set partitions of {1, . . . , r}, and we show that dn,r(q) enu-
merates these objects. We study the module IRrq and ﬁnd a basis for it that is indexed by these
q-weighted set partitions of {1, . . . , r}.
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View Sn−1 ⊆ Sn under the natural embedding. The n-dimensional permutation module V for Sn
is isomorphic to the induced module, V ∼= IndSnSn−1(1n−1) = CSn ⊗Sn−1 1n−1, where 1n−1 is the trivial
Sn−1-module. In [6], Halverson and Ram emphasize viewing tensor products of Sn-modules via re-
striction and induction and the “tensor identity,”
IndSnSn−1Res
Sn
Sn−1(W )
∼= W ⊗ V ,
g ⊗Sn−1 w 	→ gm⊗ (g ⊗Sn−1 1n−1), (1.1)
where W is any Sn module, w ∈ W , g ∈ Sn−1. For r ∈ Z0 deﬁne,
IRr1 = IndSnSn−1Res
Sn
Sn−1 · · · Ind
Sn
Sn−1Res
Sn
Sn−1︸ ︷︷ ︸
2r functors
(1n), (1.2)
and
IRr+
1
2
1 = ResSnSn−1 Ind
Sn
Sn−1Res
Sn
Sn−1 · · · Ind
Sn
Sn−1Res
Sn
Sn−1︸ ︷︷ ︸
2r + 1 functors
(1n). (1.3)
Then, by induction, V⊗r ∼= IRr1, and therefore the partition algebra satisﬁes, for n 2r,
Pr(n) = EndSn
(
V⊗r
)∼= EndSn(IRr1),
Pr+ 12 (n) = EndSn−1
(
V⊗r
)∼= EndSn−1(IRr+ 121 ). (1.4)
Key to the decomposition of IRr1 into irreducible symmetric group modules are the restriction
and induction rules
ResSnSn−1
(
Sλn
)= ⊕
μ=λ−
Sμn−1 and Ind
Sn
Sn−1
(
Sμn−1
)= ⊕
λ=μ+
Sλn, (1.5)
where Sλn is the irreducible Sn module labeled by the partition λ 
 n, Sμn−1 is the irreducible Sn−1
module labeled by the partition μ 
 (n−1), and λ− and μ+ denote adding and removing a box
from the partition, respectively.
One can view the symmetric group Sn as the q → 1 limit of the general linear group Gn = GLn(Fq)
over the ﬁnite ﬁeld Fq . Indeed, if B is the Borel subgroup of upper triangular matrices in GLn(Fq),
then ∣∣GLn(Fq)/B∣∣= [n][n − 1] · · · [2][1],
where [n] = 1+ q + · · · + qn is a q-analog of n so that [n][n− 1] · · · [2][1] is a q-analog of n!. Further-
more, the irreducible unipotent representations of Gn are denoted Gλn and labeled by partitions λ 
 n
(see, for example, [10, §4.3]).
We view Gn−1 ⊆ Gn as a Levi subgroup with blocks of size 1 and n − 1 (see Section 3.3). Under
Harish–Chandra restriction Resf and induction Indf (see Section 3.3) these modules satisfy exactly the
same rules as (1.5), namely (see [10, §4.3]),
ResfGnGn−1
(
Gλn
)= ⊕
μ=λ−
Gμn−1 and Indf
Gn
Gn−1
(
Gμn−1
)= ⊕
λ=μ+
Gλn . (1.6)
For r ∈ Z0 deﬁne,
IRrq = IndfGnGn−1Resf
Gn
Gn−1 · · · Ind
Gn
Gn−1Res
Gn
Gn−1︸ ︷︷ ︸(1Gn ), (1.7)2r functors
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IRr+
1
2
q = ResGnGn−1 Ind
Gn
Gn−1Res
Gn
Gn−1 · · · Ind
Gn
Gn−1Res
Gn
Gn−1︸ ︷︷ ︸
2r + 1 functors
(1Gn ). (1.8)
Then, for integers n 2r, deﬁne
Qr(n,q) = EndGn
(IRrq),
Qr+ 12 (n,q) = EndGn−1
(IRr+ 12q ). (1.9)
Eq. (1.9) completely deﬁnes Qr(n,q) as an algebra of endomorphisms, however considerable work
needs to be done to ﬁnd a natural set of generators for Qr(n,q) and the relations that they satisfy.
This will be the subject of a forthcoming paper by T. Halverson, A. Ram, and N. Thiem. The analysis
in this paper will be foundational to that work.
The Bratteli diagram Bn is a graph that encodes the decomposition of IRrq . Let Bn have vertices
organized into levels indexed by r ∈ 12Z0 such that the vertices on level r are labeled by the set of
integer partitions Λrn deﬁned by
Λrn =
{
λ = (λ1, . . . , λt) 
 n
∣∣ λ2 + · · · + λt  r},
Λ
r+ 12
n =
{
μ = (μ1, . . . ,μt) 
 (n − 1)
∣∣μ2 + · · · + μt  r}. (1.10)
There is an edge in Bn from λ ∈ Λrn to μ ∈ Λr+
1
2
n or μ ∈ Λr−
1
2
n if and only if λ = μ+. For example,
the Bratteli diagram B6, for 0 r  3, is shown in Fig. 1. The edges in Bn describe the restriction and
induction rules in (1.5) and (1.6). Since Λ0n contains only the partition (n), which labels the trivial Gn
or Sn-module, the Bratteli diagram has the property that the vertices on level r label the irreducible
Gn modules which appear in IRrq or, equivalently, the irreducible Sn modules which appear in IRr .
Furthermore, the number of paths from the top of the diagram to λ ∈ Λrn is the multiplicity of Gλn in
IRrq . The number of these paths is also indicated below each vertex in Fig. 1.
From double-centralizer theory (see, for example, [6, Theorem 5.4]) we have the following proper-
ties which justify calling Qr(n,q) a q-analog of the partition algebra Pr(n). These results follow from
the fact that the decomposition of IRrq as a Gn module is the same as the decomposition of IRr1 as
an Sn-module. We assume r,n ∈ Z0 and n 2r.
1. The irreducible representations of Pr(n) and Qr(n,q) are each indexed by the partitions in Λrn .
These are the partitions which label the irreducible Sn and Gn modules which appear in IRr1
and IRrq , respectively.
2. As bimodules for (Sn, Pr(n)) and (Gn, Qr(n,q)), we have
IRr1 ∼=
⊕
λ∈Λrn
Sλn ⊗ Pλr and IRrq ∼=
⊕
λ∈Λrn
Gλn ⊗ Q λr , (1.11)
where Pλr and Q
λ
r are irreducible Pr(n) and Qr(n,q)-modules, respectively.
3. mλr = dim(Pλr ) = dim(Q λr ) equals the multiplicity of Sλn in IRr (or, equivalently, the multiplicity
of Gλn in IRrq). The value of mλr can be computed by counting paths to λ in the Bratteli diagram.
Each of these paths is a sequence of partitions obtained by iteratively removing and adding a box;
these are called r-vacillating tableaux of shape λ (see Section 2) and they are also studied in [2]
and [5].
4. By general Wedderburn theory, dim(Pr(n)) = ∑λ∈Λrn dim(Pλr )2 = ∑λ∈Λrn dim(Q λr )2 =
dim(Qr(n,q)). It follows that dim(Pr(n)) = dim(Qr(n,q)) equals the number of set partitions
of {1,2, . . . ,2r} which is the Bell number B(2r).
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λ ∈ Λr6 are the r-vacillating tableaux of shape λ, and the number of paths to λ is mλr . The label on vertex λ is mλr .
5. For r ∈ Z>0, there is a natural chain of embeddings
Qr− 12 (n,q) ⊆ Qr(n,q) ⊆ Qr+ 12 (n,q).
The restriction rule for Qr− 12 (n,q) ⊆ Qr(n,q) is given by the Bratteli diagram. Namely, the module
Q μ
r− 12
is a component of ResQr(n,q)Q
r− 12
(n,q)(Q
λ
r ) if and only if μ and λ are connected by an edge in Bn .
This same rule holds if Qr(n,q) is replaced by Pr(n).
Since restriction from Sn to Sn−1 preserves the dimension of an Sn-module, and induction from
Sn−1 to Sn increases the dimension by a factor of n, we have that dim(IRr1) = nr . This is to be
expected, since IRr1 ∼= V⊗r and dim(V ) = n. The dimension of the irreducible symmetric group
modules are dim(Sλn) = f λn , the number of standard Young tableaux of shape λ (given by the hook
formula). The dimensions of the irreducible partition algebra modules are dim(Pλr ) =mλr , the number
of r-vacillating tableau of shape λ. Computing dimensions on both sides of the ﬁrst equation in (1.11)
gives the identity
nr =
∑
λ
n
f λn m
λ
r . (1.12)
A combinatorial proof of (1.12) is given in [5] by deﬁning a Schensted-like insertion/deletion process
to ﬁnd a bijection{
(a1, . . . ,ar)
}↔ {(P , Q )}
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Young tableau of shape λ 
 n and Q is an r-vacillating tableau of shape λ 
 n. If we compute the
dimensions on each side of the second equation in (1.11) we get
dn,r(q) = dim
(IRrq)=∑
λ
f λn (q)m
λ
k , (1.13)
where now f λn (q) = dim(Gλn) is the well-known q-analog of f λn , given by the q-hook formula and
dn,r(q) is a q-polynomial which satisﬁes dn,r(1) = nr . In Section 2, we compute this dimension explic-
itly by carrying the q-weights from f λ(q) across the Schensted insertion.
2. Combinatorial computation of dn,r(q)
This section gives a purely combinatorial derivation of the formula for the q-polynomial dn,r(q). In
Section 3, we give a basis of IRrq and we count the elements of the basis to give another proof that
dim(IRrq) = dn,r(q).
2.1. The delete-insert Schensted algorithm
For n, r ∈ Z>0, deﬁne
{1, . . . ,n}r = {(a1, . . . ,ar) ∣∣ a j ∈ {1, . . . ,n}}.
This set has cardinality nr . For a partition λ 
 n, a standard tableau of shape λ is a ﬁlling of the boxes
of the Young diagram of λ with integers 1, . . . ,n such that the rows increase left-to-right and the
columns increase top-to-bottom. As in [5] we deﬁne an algorithm that maps sequences in {1, . . . ,n}r
to standard tableaux. Let a = (a1,a2 . . . ,ar) and recursively deﬁne Pi and Pi+ 12 for 0 i  r, by
P0 = ,
Pi+ 12 = Pi−1
jdt−→ ai, 0 i  r − 1,
Pi+1 = Pi+ 12
RSK←− ai, 0 i  r − 1, (2.1)
where this notation means that we ﬁrst remove the letter ai from Pi using Schützenberger’s jeu-de-
taquin to get a tableau Pi+ 12 , and then we reinsert ai into Pi+ 12 using Robinson–Schensted–Knuth row
insertion to obtain Pi+1. See [15, A1.2, 7.11] for the deﬁnitions of jeu-de-taquin and RSK insertion.
Example 1 provides an example of the application of this algorithm.
For 0 i  k, let λ(i) be the partition shape of the tableau Pi and let λ(i+
1
2 ) be the partition shape
of Pi+ 12 . The ﬁnal tableau Pa = Pr that results from the insertion of a = (a1, . . . ,ar) is the insertion
tableau. It is a standard Young tableaux of shape λ = λ(r) . The sequence of shapes that arise along the
way,
Qa =
(
(n) = λ(0), λ( 12 ), λ(1), . . . , λ(r) = λ),
is the recording tableau of the sequence. The recording tableaux that appear in this process are
uniquely described by the following properties:
1. λ(0) = (n),
2. For 0 i  r − 1, λ(i+ 12 ) is a partition of n− 1 that is obtained from λ(i) by deleting a box,
3. For 1 i  r, λ(i) is a partition of n that is obtained from λ(i− 12 ) by adding a box.
If λ = λ(r) , then a tableau satisfying these properties is called a r-vacillating tableau of shape λ. See [5]
and [2]. The partition shapes that appear in the th step in the process of inserting a ∈ {1, . . . ,n}r are
in the set
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{
λ = (λ1, . . . , λt) 
 n
∣∣ λ2 + · · · + λt  },
Λ
+ 12
n =
{
λ = (λ1, . . . , λt) 
 n − 1
∣∣ λ2 + · · · + λt  }.
The r-vacillating tableau also appear in the Bratteli diagram Bn shown in Fig. 1 for n = 6 and
0  r  3. The paths from the top of the diagram to λ on level r are the r-vacillating tableaux of
shape λ, and mλr is the number of r-vacillating tableaux of shape λ. When r  2n, the number is
independent of n. We refer to these paths as “tableaux” since they determine paths in the Bratteli
diagram in the same way that standard Young tableaux determine paths in Young’s lattice.
We let a
DI−→(Pa, Qa) denote the “delete-insert” process deﬁned in (2.1), which associates each
a ∈ {1, . . . ,n}r with a pair (Pa, Qa) consisting of a standard tableau Pa and an r-vacillating tableaux
Qa , each of shape λ ∈ Λrn . In [5] this algorithm is shown to be invertible and thus provides a bijection
{1, . . . ,n}r DI−→
⊔
λ∈Λrn
{
(P , Q )
∣∣∣ P is a standard tableau of shape λQ is a r-vacillating tableau of shape λ
}
. (2.2)
This gives a combinatorial proof of the identity
nr =
∑
λ∈Λrn
f λn m
λ
r , (2.3)
where f λ is the number of standard tableaux of shape λ (given by the hook formula), and mλr is the
number of r-vacillating tableaux of shape λ.
2.2. Delete/insertion and major index
We now show that the bijection (2.1) carries the backsteps associated to integer sequences to the
descent set on standard tableaux. We ﬁrst map sequences in {1, . . . ,n}r to permutations in Sn using
following surjection
{1, . . . ,n}r → Sn,
a = (a1, . . . ,ar) 	→ wa = RT(1,2, . . . ,n,a1, . . . ,ar), (2.4)
where RT(1,2, . . . ,n,a1, . . . ,ar) is the permutation consisting of the rightmost occurrence of each
integer in {1, . . . ,n}. For example,
a = (2,1,3,1,6,4,6,3,4) 	→ wa = RT(1,2,3,4,5,6,2,1,3,1,6,4,6,3,4)
= (5,2,1,6,3,4).
Alternatively, we can produce wa = (b1,b2, . . . ,bn) iteratively using the following algorithm.
(1) w(0) = (1,2, . . . ,n),
(2) w(i+1) is obtained from w(i) by deleting ai from w(i), and then appending ai to the
right of w(i), 1 i < r.
(3) wa = w(r). (2.5)
Applying this algorithm to a = (2,1,3,1,6,4,6,3,4), for example, yields the same wa as above:
w(0) = (1,2,3,4,5,6), w(5) = (4,5,2,3,1,6),
w(1) = (1,3,4,5,6,2), w(6) = (5,2,3,1,6,4),
w(2) = (3,4,5,6,2,1), w(7) = (5,2,1,6,4,3),
w(3) = (4,5,6,2,1,3), w(8) = (5,2,1,6,3,4),
w(4) = (4,5,6,2,3,1), wa = (5,2,1,6,3,4).
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are cycled to the right end of wa in the order that they appear in a.
The backsteps (see, for example, [9]) in a permutation w = (w1,w2, . . . ,wn) ∈ Sn are
BS(w) = {i ∣∣ i + 1 is to the left of i in w = (w1,w2, . . . ,wn)}. (2.6)
The descent set in w ∈ Sn is deﬁned by Des(w) = Des(w1,w2, . . . ,wn) = {i | wi > wi+1}, and it is easy
to check that BS(w) = Des(w−1). For example, if w = (5,2,1,6,3,4) then BS(w) = Des(w−1) = {1,4}.
If P is a standard tableau, then the descent set of P is
Des(P ) = {i | i + 1 is in a lower row than i in P }. (2.7)
For example, Des
⎛
⎝
⎞
⎠ = {2,3,6,7}. See Example 1 for an illustration of the following
proposition.
Proposition 2.1. If a ∈ {1, . . . ,n}r and a DI−→(Pa, Qa), where Pa is a standard tableau of shape λ ∈ Λrn and
Qa is an r-vacillating tableau, then
BS(wa) = Des(Pa).
Proof. The proof is by induction on the length r of a = (a1, . . . ,ar). If r = 0, then w = ∅ and Pa =
. In this case, wa = (1,2, . . . ,n) has BS(wa) = ∅ = Des(Pa).
Now let r > 0 and (a1, . . . ,ar−1)
DI−→(Pr−1, Qr−1). Then Pa = (Pr−1 jdt−→ ar) RSK←− ar , and by in-
duction Des(Pr−1) = BS(w(a1,...,ar−1)). By (2.5), the permutation w(a1,...,ar) is the same as w(a1,...,ar−1)
except that it has ar moved to the rightmost position. Since ar is now to the right of both ar − 1 and
ar + 1, and this is the only changed made, we know that
(a) (ar − 1,ar) is not a backstep in wa ,
(b) (ar,ar + 1) is a backstep in wa , and
(c) all other (i, i + 1) relationships are the same in wa as they were in w(a1,...,ar−1) .
These same relationships happen in P :
(a′) When ar is deleted from Pr−1 (via jeu-de-taquin) and then reinserted (via RSK), it ends up in the
ﬁrst row of P . Thus (ar − 1,ar) is not a descent in P .
(b′) If ar + 1 was in the ﬁrst row of Pr−1 then ar bumps it to a lower row. Otherwise, it was already
in a lower row, and either way (ar,ar + 1) is a descent in P .
(c′) Whenever i gets bumped into the next row, if i + 1 is in that row, i will bump i + 1 into a lower
row. So if (i, i + 1) is a descent it will remain a descent. If (i, i + 1) is not a descent, then we
must consider the case when i+1 gets bumped lower than i. This only happens if i and i+1 are
in the same row. But in this case a number that might bump i + 1 would have to be lower than
i + 1 and thus lower than i. So it might potentially bump i but it would not bump i + 1.
It follows by induction that Des(Pa) = BS(wa), as desired. 
The inverse major index imaj of a permutation w ∈ Sn is the sum of the backsteps in w , and the
major index maj of a standard tableau P is the sum of the descents in P . That is,
imaj(w) =
∑
i∈BS(w)
i and maj(P ) =
∑
i∈Des(P )
i. (2.8)
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terminate (in Section 3 we will specialize q to be a prime power). For λ 
 n, a q-analog of the hook
number f λn is given by
f λn (q) =
∑
T
qmaj(T ), (2.9)
where the sum is over all standard tableaux T of shape λ. Then f λn (q) is the dimension of the irre-
ducible unipotent GLn(Fq)-module labeled by λ and it is also given by the q-hook formula (see [10,
IV.6.7]).
Corollary 2.2. For all n, r ∈ Z>0 , we have∑
a∈{1,...,n}r
qimaj(wa) =
∑
λ∈Λrn
∑
(P ,Q )
qmaj(P ) =
∑
λ∈Λrn
f λn (q)m
λ
r ,
where (P , Q ) ranges over all pairs consisting of a standard tableau P of shape λ and an r-vacillating tableau
Q of shape λ, and wa is deﬁned in (2.4).
Proof. The ﬁrst equality follows immediately from the fact that the delete-insert bijection (2.2) pairs
a ∈ {1, . . .n}r with {(Pa, Qa)} and carries qimaj(wa) to qmaj(P ) . The second equality follows from (2.9)
and from the fact that mλr equals the number of r-vacillating tableaux Q of shape λ. 
Example 1. Table 1 illustrates the process of delete-inserting the sequence a = (3,5,2,3,2) ∈
{1, . . . ,6}5 to produce a pair (Pa, Qa) of shape λ = (2,2,1,1). The reader should observe that at
each step in this process the backsteps in wa equal the descents in Pa .
2.3. Set partitions and major index
For an integer i  0, deﬁne
[i] = q
i − 1
q − 1 = q
i−1 + qi−2 + · · · + 1, (2.10)
so that [i]q=1 = i. Recall that the Stirling number S(r, ) is the number of set partitions of a set of size
r into  subsets. We now compute the sum that appears in Corollary 2.2.
Proposition 2.3. For r,n ∈ Z>0,
∑
a∈{1,...,n}r
qimaj(wa) =
n∑
=1
S(r, )[n][n − 1] · · · [n −  + 1].
Proof. We begin by classifying the permutations wa that appear in the sum. For each sequence a =
(a1, . . . ,ar) ∈ {1, . . . ,n}r we deﬁne shape(a) to be the set partition of {1, . . . , r} given by the rule,
i ∼ j in shape(a) if and only if ai = a j in a.
We also let
Dn,t =
{
w = (w1, . . . ,wn) ∈ Sn
∣∣ w1 < w2 < · · · < wt},
be a distinct set of minimal-length coset representatives of Sn/St , where we naturally embed St ⊆ Sn
as the permutations of {1, . . . , t}. From this construction, we immediately have,
if shape(a) has  parts, then wa ∈ Dn,n−.
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i ai Pa a wa BS(wa) = Des(Pa)
0 ∅ (1,2,3,4,5,6) ∅
1
2 3
jdt−→ 3
1
RSK←− 3 (3) (1,2,4,5,6,3) {3}
1 12 5
jdt−→ 5
2
RSK←− 5 (3,5) (1,2,4,6,3,5) {3,5}
2 12 2
jdt−→ 2
3
RSK←− 2 (3,5,2) (1,4,6,3,5,2) {2,3,5}
3 12 3
jdt−→ 3
4
RSK←− 3 (3,5,2,3) (1,4,6,5,2,3) {3,5}
4 12 2
jdt−→ 2
5
RSK←− 2 (3,5,2,3,2) (1,4,6,5,3,2) {2,3,5}
For example, if n = 6, r = 10, and a = (2,1,3,1,6,2,6,1,3,1), then
a = (2,1,3,1,6,2,6,1,3,1︸ ︷︷ ︸
 = 4 distinct entries
) ⇒ wa = ( 4,5︸︷︷︸
n−=2
,2,6,3,1︸ ︷︷ ︸
=4
) ∈ D6,2,
shape(a) = shape(2,1,3,1,6,2,6,1,3,1) = {1,6} ∪ {2,4,8,10} ∪ {3,9} ∪ {5,7}︸ ︷︷ ︸
=4 parts
.
Note that the number of possible parts  in shape(a) is bounded both by the number r of subscripts
and the number n of possible choices of ai .
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struct the unique sequence a ∈ {1, . . . ,n}r with  distinct entries such that shape(a) = K and wa = w .
Thus, if we let Pr be the set partitions of {1, . . . , r} with  parts, then
∑
a∈{1,...,n}r
qimaj(wa) =
min(r,n)∑
=1
∑
K∈Pr
∑
a∈{1,...,n}r
shape(a)=K
qimaj(wa) =
min(n,r)∑
=1
∑
K∈Pr
∑
w∈Dn,n−
qimaj(w)
=
min(n,k)∑
=1
S(r, )
∑
w∈Dn,n−
qimaj(w),
where the last equality comes from the fact that the Stirling number S(r, ) is the number of parti-
tions of {1, . . . , r} into  parts.
To ﬁnish the proof of the proposition, we will show that∑
w∈Dn,t
qimaj(w) = [n][n − 1] · · · [t + 1], 0 t < n. (2.11)
The shape of a permutation w is the composition μ = (μ1, . . . ,μ) of n where μ1 is the ﬁrst po-
sition i where wi > wi+1, μ1 + μ2 is the next position i where wi > wi+1 and so on. The sum
in (2.11) is over all partitions whose shape μ satisﬁes μ1  t . An inversion in a permutation w is
a pair (i, j) such that i < j and wi > w j and inv(w) is the number of inversions in w . Foata and
Schützenberger [3] (see also [9, Theorem 11.4.4]) prove that the number of permutations of shape μ
having m inversions equals the number of permutations of shape μ having m backsteps. Thus,∑
w∈Dn,t
qimaj(w) =
∑
w∈Dn,t
qinv(w). (2.12)
Now, our coset representatives Dn,t for Sn/St are chosen with minimal length, so if u ∈ Dn,t and
v ∈ St , then inv(uv) = inv(u) + inv(v). Thus,
[n]! =
∑
s∈Sn
qinv(w) =
∑
u∈Dn,t
∑
v∈St
qinv(uv) =
∑
u∈Dn,t
qinv(u)
∑
v∈St
qinv(v) =
∑
u∈Dn,t
qinv(u)[t]!,
where the ﬁrst and last equalities come from the well-known result of MacMahon (see [14,
Cor. 1.3.10]) that
∑
w∈Sn q
inv(w) = [n]!. Eq. (2.11) follows by dividing by [t]! and replacing inv with
imaj. 
For n, r ∈ Z>0, deﬁne
dn,r(q) =
n∑
=1
S(r, )[n][n − 1] · · · [n −  + 1]. (2.13)
The ﬁrst few values of dn,r(q), for increasing r, are given by
dn,0(q) = 1,
dn,1(q) = [n],
dn,2(q) = [n]
([n − 1] + 1),
dn,3(q) = [n]
(
1+ 3[n − 1] + [n − 1][n − 2]),
dn,4(q) = [n]
(
1+ 7[n − 1] + 6[n − 1][n − 2] + [n − 1][n − 2][n − 3]).
When q = 0, we have [ j]q=0 = 1, so dn,r(0) =∑n=0 S(r, ), which equals the rth Bell number B(r) if
n r and which is the number of set partitions of {1, . . . , r} into at most n subsets if n < r. When q =
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These polynomials are tantalizingly close to those in the following identity of Garsia and Remmel
[4, I.17],
r∑
=1
S(r, ;q)[n][n − 1] · · · [n − r + 1] = [n]r,
where S(r, ;q) is a q-analog of the Stirling number S(r, ). Like dn,r(q), these Garsia–Remmel poly-
nomials specialize at q = 1 to nr , but they are different at q = 0, since [n]r |q=0 = 1.
The next corollary follows immediately from Corollary 2.2 and Proposition 2.3.
Corollary 2.4. For n, r ∈ Z>0 , we have
dn,r(q) =
n∑
=1
S(r, )[n][n − 1] · · · [n −  + 1] =
∑
λ∈Λnr
f λn (q)m
λ
r .
3. A basis for the IR module for GLn(Fq)
In this section we construct a module IRrq for the ﬁnite general linear group GLn(Fq) using r
iterations of Harish–Chandra restriction and induction. We ﬁnd a basis for IRrq that is indexed by
q-set partitions of {1, . . . , r}. It is easy to see that the number of these is the polynomial dn,r(q)
which appeared in Section 2, and so dim(IRrq) = dn,r(q). The module IRrq is the deﬁning space for
the q-partition algebra, which will be analyzed in a subsequent paper by T. Halverson, A. Ram, and
N. Thiem.
3.1. A family of q-analogues to set partitions
Let
Z
r
n =
{
(k1,k2, . . . ,kr) ∈ Zr
∣∣ 0 k1,k2, . . . ,kr  n− 1},
which we can think of as a conﬁguration of boxes stacked into an (n − 1) × r rectangle. That is,
(k1,k2, . . . ,kr) denotes the collection of boxes with k j boxes stacked in the jth column. For example,
n−1=5
r=7
↔ (1,4,2,0,2,5,2).
Let
Pn×r =
{
(k1,k2, . . . ,kr) ∈ Zrn
∣∣ k1 = 0, k j = h implies ki = h − 1 for some i < j}.
We have a surjection
Z
r
n → Pn×r,
k 	→ k∗, where k
∗
1 = 0 and k∗j = min
{
k j,max
{
k∗1 + 1,k∗2 + 1, . . . ,k∗j−1 + 1
}}
,
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k = 	→ k∗ =
We will refer to k∗ as the ∗-height of k.
There is a bijection,
Pn×r ↔
{
Set partitions of {1,2, . . . , r} with at most n parts},
k = (k1,k2, . . . ,kr) 	→ Kk,
where i and j are in the same part of Kk if and only if ki = k j . That is,
1 2 3 4 5 6 7
	→ {1,4} ∪ {2} ∪ {3,5,7} ∪ {6}.
To obtain q-analogues, ﬁll the boxes with elements of Fq . Let
Z
r
n(q) =
{((
k1,a
(1)), (k2,a(2)), . . . , (kr,a(r))) ∣∣ (k1,k2, . . . ,kr) ∈ Zrn, a( j) ∈ Fk jq }.
For example,
e5
b4 e4
b3 e3
b2 c2 d2 e2 f2
a b1 c1 d1 e1 f1
↔
⎛
⎜⎜⎜⎝(1, [a]),
⎛
⎜⎝4,
⎡
⎢⎣
b4
b3
b2
b1
⎤
⎥⎦
⎞
⎟⎠ ,(2,[ c2c1
])
,
(
0, ()
)
,
(
2,
[
d2
d1
])
,
⎛
⎜⎜⎜⎝5,
⎡
⎢⎢⎢⎣
e5
e4
e3
e2
e1
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ ,
(
2,
[
f2
f1
])⎞⎟⎟⎟⎠ .
The q-analogue of set partitions of {1,2, . . . , r} with at most n parts is the set
Pn×r(q) =
{((
k1,a
(1)), (k2,a(2)), . . . , (kr,a(r))) ∣∣ (k1,k2, . . . ,kr) ∈ Zrn, a( j) ∈ Fk j−k∗jq }.
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e5
b4 e4
b3 ∗
b2 ∗ ∗ ∗ ∗
a ∗ ∗ ∗ ∗ ∗
∈ P6×7(q),
where the boxes labeled by ∗ give the ∗-height for the associated element in Zrn .
An n-restricted q-set partition of {1,2, . . . , r} is an element of Pn×r(q). Given a set partition Kh with
 parts, there are
[n][n − 1] · · · [n −  + 1]
different n-restricted q-set partitions of {1,2, . . . , r} with ∗-height h. Thus,
∣∣Pn×r(q)∣∣= n∑
=1
S(r, )[n][n − 1] · · · [n −  + 1] = dn,r(q),
where dn,r(q) is deﬁned in (2.13). By the constructions of this section, we also easily obtain the
specializations,∣∣Pn×r(0)∣∣= B(r), for n r,∣∣Pn×r(1)∣∣= ∣∣Zrn(1)∣∣= nr,
where B(r) is the rth Bell number.
3.2. The Chevalley group GLn(Fq)
The general linear group Gn = GLn(Fq) has a double coset decomposition given by
Gn =
⊔
w∈Sn
U BwBn, (3.1)
where Sn is the subgroup of permutation matrices, and
Bn =
⎧⎨
⎩
⎛
⎝∗ ∗. . .
0 ∗
⎞
⎠
⎫⎬
⎭⊆ Gn and UB =
⎧⎨
⎩
⎛
⎝1 ∗. . .
0 1
⎞
⎠
⎫⎬
⎭⊆ Bn
are the subgroups of upper-triangular matrices and unipotent upper-triangular matrices, respectively.
For 1 i < j  n and a ∈ Fq , let xij(a) ∈ UB be the matrix with a in the (i, j)th position, ones on the
diagonal, and zeroes everywhere else. Note that for i < j, k < l, a,b ∈ Fq ,
xij(a)xkl(b) =
⎧⎪⎪⎨
⎪⎪⎩
xkl(b)xil(ab)xij(a), if j = k,
xkl(b)xkj(−ab)xij(a), if i = l,
xij(a+ b), if i = k, j = l,
xkl(b)xij(a), otherwise.
(3.2)
For w ∈ Sn , we have
xij(a)w = wxw−1(i)w−1( j)(a). (3.3)
Let
Ln =
{(
G1 0
0 Gn−1
)}
⊆ Gn, Un =
{(
1 ∗ · · · ∗
0 Idn−1
)}
⊆ Gn,
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Pn = LnUn =
{(
G1 ∗ · · · ∗
0 Gn−1
)}
.
For 1 k n− 1, let
wk = sksk−1 · · · s1,
where si is the simple reﬂection that switches i and i + 1. By convention, w0 = 1. Note that the wk ,
0 k n− 1, give a set of minimal-length coset representatives for Sn/(S1 × Sn−1). For 1 k n− 1
and a = (a1,a2, . . . ,ak) ∈ Fkq , let
wk(a) = sk(ak)sk−1(ak−1) · · · s1(a1), where si(ai) = xi,i+1(ai)si .
Then the decomposition
Gn =
⊔
0kn−1
a∈Fkq
wk(a)Pn (3.4)
follows from (3.1) and (3.3).
3.3. Harish–Chandra restriction and induction
To make the notation more manageable, in this section we will assume that n is ﬁxed and drop
the subscripts in Gn , Pn , Un , Ln . Let
eU = 1|U |
∑
u∈U
u,
so that xeU = eU = eU x for all x ∈ U . Since U is a normal subgroup in P , there is a surjection P →
P/U ∼= L, which gives rise to adjoint functors, called inﬂation and deﬂation, respectively,
InfPL : {Left L-modules} → {Left P -modules},
V 	→ eU V ,
DefPL : {Left P -modules} → {Left L-modules},
V 	→ eU V .
By composing with induction and restriction, we obtain two functors
IndfPL : {Left L-modules} → {Left P -modules} → {Left G-modules},
V 	→ eU V 	→ CG ⊗CP eU V ,
ResfPL : {Left G-modules} → {Left P -modules} → {Left L-modules},
V 	→ V 	→ eU V .
Let 1 denote the trivial module of G . Deﬁne the G-module
IRrq =
(
IndfGL Resf
G
L
)r
(1), for r  0, (3.5)
and the L-module
IRr+
1
2
q = ResfGL
(
IndfGL Resf
G
L
)r
(1), for r  0. (3.6)
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Let
⊗
U =
⊗
CP eU denote tensoring over CP and multiplying by eU . By construction it is clear
that
IRrq = C-span{g1 ⊗U g2 ⊗U · · · ⊗U gr ⊗ 1 | g1, g2, . . . , gr ∈ G}
= C-span{wk1(a(1))⊗U · · · ⊗U wkr (a(r))⊗ 1 ∣∣ 0 k1, . . . ,kr  n − 1, a(m) ∈ Fkmq },
IRr+1/2q = C-span{eU g1 ⊗U g2 ⊗U · · · ⊗U gr ⊗ 1 | g1, g2, . . . , gr ∈ G}
= C-span{eU wk1(a(1))⊗U · · · ⊗U wkr (a(r))⊗ 1 ∣∣ 0 k1, . . . ,kr  n− 1,
a(m) ∈ Fkmq
}
.
However, these sets are generally not linearly independent. The following lemma characterizes when
two vectors are equal.
Lemma 3.1. Fix 0 k1,k2, . . . ,kl  n− 1 and a(m) ∈ Fkmq . Let 1 i < j < n and t ∈ F×q . Then
wk1
(
a(1)
)⊗U · · · ⊗U wkl(a(l))⊗U xij(t) = wk1(a(1))⊗U · · · ⊗U wkl(a(l))⊗U 1 (3.7)
if and only if i = 1 or there exists 1 <m l such that
wkmwkm+1 · · ·wkl sends i to 1.
Proof. Note that for i = 1, eU x1 j(t) = eU and for i > 1, eU xij(t) = xij(t)eU (since U is normal in UB ).
It therefore follows from (3.2) and (3.3) that for 0 k n− 1 and a ∈ Fkq ,
wk(a) ⊗U xij(t) =
⎧⎪⎪⎨
⎪⎪⎩
xwk(i) j(t)wk(a) ⊗U 1, if k + 1 < i < j,
xwk(i), j(t)wk(a) ⊗U 1, if 1 < i  k + 1 < j,
xwk(i), j−1(t)xwk(i),k+1(−a j−1t)wk(a) ⊗U 1, if 1 < i < j  k + 1,
wk(a) ⊗U 1, if i = 1.
(3.8)
If i = 1, then (3.7) follows. If i > 1 and there exists 1 <m < l such that wkmwkm+1 · · ·wkl sends i to 1,
then using (3.8) we can push xij(t) left past the wk(a) so that
eU wkm
(
a(m)
)⊗U · · · ⊗U wkl(a(l))⊗U xij(t) = eU uwkm(a(m))⊗U · · · ⊗U wkl(a(l))⊗U 1,
where u ∈ U (since wkm · · ·wkl (i) = 1). But eU u = eU , giving (3.7).
Conversely, note that wk(a) ⊗U xij(t) = wk(a) ⊗U 1 if and only if xij(t) ∈ U . Thus, if (3.7) is true,
then as we push xij(t) to the left, at some point we must have
wk1
(
a(1)
)⊗U · · · ⊗U wkl(a(l))⊗U xij(t)
= wk1
(
a(1)
)⊗U · · · ⊗U wkm−1(a(m−1))⊗U uwkm(a(m))⊗U · · · ⊗U wkl(a(l))⊗U 1.
for some u ∈ U . By (3.8) this can only happen if wkmwkm+1 · · ·wkl (i) = 1 for some 1 <m l. 
Combinatorially, we associate a column of labeled boxes to wk(a),
n−1
ak
...
a2
a1
↔ wk(a) = sk(ak) · · · s2(a2)s1(a1). (3.9)
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e6
e5
b4 e4
b3 e3 f3
b2 c2 d2 e2 f2
a1 b1 c1 d1 e1 f1
↔ w1(a) ⊗U w4(b) ⊗U w0 ⊗U w2(c) ⊗U w2(d) ⊗U w6(e) ⊗U w3( f ) ⊗ 1.
Lemma 3.1 implies that not all choices of the vectors a,b, c,d, e, f will give different basis vectors of
W 7q . In our example, any change to the ∗-ed values in
e6
e5
b4 e4
b3 e
∗
3 f
∗
3
b2 c
∗
2 d
∗
2 e
∗
2 f
∗
2
a1 b∗1 c∗1 d∗1 e∗1 f ∗1
will not change the vector in IR7. That is, given an element of Zrn(q), Lemma 3.1 implies that the∗-height determines which entries can have arbitrary values (see Section 3.1). In particular, if the klth
entry
wk1
(
a(1)
)⊗U · · · ⊗U wkl−1(a(l−1))⊗U wkl (b) ⊗U · · ·
= wk1
(
a(1)
)⊗U · · · ⊗U wkl−1(a(l−1))⊗U x1,kl+1(b1) · · · xkl,kl+1(bkl )wkl ⊗U · · ·
has ∗-height h then for each 1 i  h, there exists 1 <mi  l − 1 such that
wkmi · · ·wkl−1(i) = 1.
By Lemma 3.1 these entries can be replaced by arbitrary entries, and for these entries we average
over all possible choices. Thus, for each element in Pn×r(q), we obtain a basis vector. Speciﬁcally, for
0 k∗  k n− 1 and a = (a1, . . . ,ak−k∗ ) ∈ Fk−k∗q , associate
n−1
k
ak−k∗
...
a1
k∗
∗
...
∗
↔ ∗wk (a) = sk(ak−k∗) · · · sk∗+1(a1) 1
qk∗
∑
b∈Fk∗q
sk∗(bk∗) · · · s1(b1). (3.10)
For K = ((k1,a(1)), . . . , (kr,a(r))) ∈ Pn×r(q), let
vK = ∗wk1
(
a(1)
)⊗U ∗wk2 (a(2))⊗U · · ·⊗U ∗wkr (a(r)) ∈ CG ⊗U CG ⊗U · · · ⊗U CG ⊗U 1n.
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v = x12(a)w1 ⊗ x45(d)x35(c)x25(b)1
q
∑
t∈Fq
x15(t)w4 ⊗ 1
⊗ 1
q2
∑
s,t∈Fq
x23(s)x13(t)w2
⊗ 1
q2
∑
s,t∈F×q
x23(s)x13(t)w2 ⊗ x67(g)x57( f )x47(e) 1
q3
×
∑
r,s,t∈Fq
x37(r)x27(s)x17(t)w6
⊗ 1
q3
∑
r,s,t∈Fq
x34(r)x24(s)x14(t)w3 ⊗ 1n.
Lemma 3.1 and the following discussion imply that the vK are linearly independent, so we have
proved the ﬁrst part of the following theorem.
Theorem 3.2. Let r ∈ Z0 . Then
(a) The G-module IRrq has a basis given by{
vK
∣∣ K ∈ Pn×r(q)},
and thus dim(IRrq) = dn,r(q).
(b) The L-module W r+1/2q has a basis given by{
vK
∣∣ K ∈ Pn×r+1(q) with k1 = 0},
and thus dim(IRrq) = dn,r+1(q)/[n].
To prove Theorem 3.2(b), it suﬃces to characterize what happens in eU IRrq . Let
Pn×r(q) →
{
K ∈ Pn×r+1(q)
∣∣ k1 = 0},
K 	→ K˜
be the surjective function given by the following algorithm.
(1) Add an empty column to the left side of K and set m = 1.
(2) If the resulting diagram is in Pn×r+1(q), stop. Else set m :=m+ 1.
(3) If column m has an unstarred box, then replace the bottom unstarred entry by ∗. Go to step (2).
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e3
e2
b3 e1
b2 c1 ∗ ∗
a2 b1 ∗ ∗ ∗ ∗
a1 ∗ ∗ ∗ ∗ ∗
m=1−→
e3
e2
b3 e1
b2 c1 ∗ ∗
a2 b1 ∗ ∗ ∗ ∗
↑
a1 ∗ ∗ ∗ ∗ ∗
m=2−→
e3
e2
b3 e1
b2 c1 ∗ ∗
a2 b1 ∗ ∗ ∗ ∗
∗
↑
∗ ∗ ∗ ∗ ∗
m=3−→
e3
e2
b3 e1
b2 c1 ∗ ∗
a2 ∗ ∗ ∗ ∗ ∗
∗ ∗
↑
∗ ∗ ∗ ∗
m=4−→
e3
e2
b3 e1
b2 c1 ∗ ∗
a2 ∗ ∗ ∗ ∗ ∗
∗ ∗
↑
∗ ∗ ∗ ∗
m=5−→
e3
e2
b3 e1
b2 ∗ ∗ ∗
a2 ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗
↑
∗ ∗ ∗
m=6−→
e3
e2
b3 e1
b2 ∗ ∗ ∗
a2 ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
↑
∗ ∗
m=7−→
e3
e2
b3 ∗
b2 ∗ ∗ ∗
a2 ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
↑
∗
Stop−→
Lemma 3.3. Let K ∈ Pn×k(q). Then eU vK = v K˜ .
Proof. Apply Lemma 3.1 to the vector
w0 ⊗U vK
to obtain the statement of this lemma. 
Proof of Theorem 3.2(b). We have that
IRr+1/2q = eU IRrq
= C-span{eU vK ∣∣ K ∈ Pn×r(q)}
= C-span{v K˜ ∣∣ Pn×r(q)},
and by Lemma 3.1, the vectors in the last set are linearly independent. 
4. Group action on IRr
In general,
gwk(a) ⊗U v = wl(b) ⊗U pv, where gwk(a) = wl(b)p.
526 T. Halverson, N. Thiem / Journal of Combinatorial Theory, Series A 117 (2010) 507–527Thus, globally the matrix of g is the matrix of g acting by left multiplication on G/P . The group G
has generators given by{
xij(t)
∣∣ 1 i < j  n, t ∈ Fq}∪ {s1, s2, . . . , sn−1} ∪ {hk(t) ∣∣ 1 k n, t ∈ F×q },
where hk(t) is the identity matrix with the kth diagonal 1 replaced by t . The generators of G act on
IRrq in the following way:
siwk(a) ⊗U v =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
wk(a) ⊗U si v, if i > k + 1,
wk+1(a1,a2, . . . ,ak,0) ⊗U v, if i = k + 1,
wk−1(a1, . . . ,ak−1) ⊗U v, if i = k, ak = 0,
wk(a1, . . . ,ak−1,a−1k ) ⊗U hk+1(−a−1k )v, if i = k, ak = 0,
wk(a1, . . . ,ai−1,ai+1,ai,ai+2, . . . ,ak) ⊗U si+1v, if i < k,
h j(b)wk(a) ⊗U v =
⎧⎨
⎩
wk(a) ⊗U h j(b)v, if j > k + 1,
wk(a1b−1, . . . ,akb−1) ⊗U v, if j = k + 1,
wk(a1, . . . ,a j−1,ba j,a j+1, . . . ,ak) ⊗U h j+1(b)v, if i < k + 1,
xij(b)wk(a) ⊗U v
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
wk(a) ⊗U xij(b)v, if i > k + 1,
wk(a) ⊗U xk+1, j(−akb) · · · x2, j(−a1b)v, if i = k + 1 = 1,
wk(a) ⊗U v, if i = k + 1= 1,
wk(a) ⊗U xi+1, j(b)v, if i < k + 1 < j,
wk(a1, . . . ,ai−1,ai + b,ai+1, . . . ,ak) ⊗U v, if i < k + 1= j,
wk(a1, . . . ,ai−1,ai + ba j,ai+1, . . . ,ak) ⊗U xi+1, j+1(b)v, if j < k + 1.
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