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ON CYLINDRICITY OF SUBMANIFOLDS OF NONNEGATIVE RICCI
CURVATURE IN A MINKOWSKI SPACE
A. BORISENKO AND Y. NIKOLAYEVSKY
Abstract. We consider Finsler submanifolds Mn of nonnegative Ricci curvature in a
Minkowski space Mn+p which contain a line or whose relative nullity index is positive.
For hypersurfaces, submanifolds of codimension two or of dimension two, we prove that
the submanifold is a cylinder, under a certain condition on the inertia of the pencil of the
second fundamental forms. We give an example of a surface of positive flag curvature in
a three-dimensional Minkowski space which is not locally convex.
1. Introduction
By Cohn-Vossen [11], a complete two-dimensional manifold of nonnegative Gauss curva-
ture which contains a line (a complete geodesic every arc of which minimises the distance
between its endpoints) is flat. Toponogov [19] generalised this result to higher dimension;
he proved that if a complete Riemannian manifold Mn of nonnegative sectional curvature
admits k independent lines, then Mn is the Riemannian product Mn−k × Ek, where Ek
is the Euclidean space of dimension k. By the Splitting Theorem of Cheeger-Gromoll,
the same is true in the case of nonnegative Ricci curvature [8]. In pseudo-Riemannian
settings, the Splitting Theorem was established by Eschenburg [12] and Galloway [13].
Recently Ohta [18] established the differentiable (resp. the isometric) Splitting Theorem
for Finsler (resp. Berwald) manifolds of nonnegative weighted Ricci curvature.
In submanifold geometry, one has the following result proved by the first author. Sup-
pose Mn is a complete, regular submanifold of a Euclidean space. If the index of relative
nullity at every point of Mn is bounded below by k ≥ 1 and if the Ricci curvature of Mn
is nonnegative, then Mn is a cylinder with a k-dimensional generatrix [5, Theorem 3.3.2];
a similar result assuming nonnegativity of the sectional curvature has been earlier estab-
lished by Hartman [15]. In the Finsler settings, similar results were obtained by the first
author for hypersurfaces of a Randers space. He proved that a complete hypersurface
of nonnegative Ricci curvature of a Randers space which contains a line is a cylinder [6,
Theorem 3]. If the latter assumption is replaced by the condition that the index of relative
nullity at every point of Mn is greater than or equal to k ≥ 1, then Mn is a cylinder with
a k-dimensional generatrix [6, Theorem 4].
In this paper, we study complete Finsler submanifolds of nonnegative Ricci curvature
in an arbitrary Minkowski space. It should be noted that the connection between the
sign of the Ricci (or of the flag) curvature of a submanifold in a Minkowski space and the
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shape of the submanifold is much weaker and is much less understood compared to that
for a submanifold of a Euclidean space (see e.g. [7]).
AMinkowski space Mn is a pair (Rn, F ), where F : Rn → [0,∞) is a continuous function
(Minkowski norm) satisfying the conditions
(1) F ∈ C∞(Rn \ {0});
(2) F is positive homogeneous, that is, F (λy) = λF (y), for all λ > 0 and y ∈ Rn;
(3) The matrix
gij =
1
2
∂2F 2
∂yi∂yj
,
where yi are Cartesian coordinates on Rn, is positive definite outside of the origin
of Rn.
A smooth Finsler metric on a smooth manifold is obtained by assigning a Minkowski
metric smoothly depending on a point to every tangent space. Given a regular submanifold
Mn in a Minkowski space Mn+p = (Rn+p, F ), the Minkowski norm F induces a Finsler
metric on Mn. We say that Mn is complete if it is (forward and backward) complete for
the induced Finsler metric. Clearly, completeness does not depend on the choice of the
Minkowski norm F for Rn+p (in particular, one can choose a Euclidean norm).
A submanifoldMn in a Minkowski space Mn+p is called a cylinder with a k-dimensional
generatrix, k ≥ 1, if Mn is the union of k-dimensional affine subspaces of Mn+p parallel
to a fixed subspace Rk ⊂ Rn+p.
Given a point P on a regular submanifold Mn ⊂Mn+p we introduce two integer invari-
ants, the index of relative nullity µ(P ) and the type j(P ). Choose an arbitrary Euclidean
metric on Rn+p and define the null-space L(P ) ⊂ TPMn to be the common kernel of all the
shape operators of Mn at P . The index of relative nullity is defined by µ(P ) = dimL(P )
[9]. The type j(P ) of the point P is defined to be the minimum of the positive index of
inertia of the second fundamental forms at P relative to the normals for which the rank
of the shape operator is maximal [3]. Note that if j(P ) = 0, then there exists a normal for
which the second fundamental form at P is positive semidefinite. One can easily verify
that µ(P ), j(P ) and L(P ) are affine invariants: they do not depend on the choice of the
Euclidean metric on Rn+p.
We prove the following.
Theorem 1. LetMn be a complete, connected, smooth, regular hypersurface in a Minkowski
space Mn+1. Suppose that
(a) the Ricci curvature of the induced Finsler metric on Mn is nonnegative;
(b) Mn contains a straight line of Mn+1;
(c) for no P ∈Mn, we have j(P ) = 1.
Then Mn is a cylinder.
An extra condition (like our condition (c)) as compared to the Euclidean case is most
likely unavoidable for the claim to hold true – in Section 4 we construct an example of a
surfaceM2 ∈M3 whose flag curvature is nonnegative, but which is locally saddle (that is,
locally j = 1). Note that in higher codimension, it gets even “worse”: by [7, Theorem 1.4],
any two-dimensional Finsler metric admits a locally saddle embedding in some M4. In
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contrast, in the Riemannian case, the fact that the Ricci curvature is nonnegative forces
the type to be zero [5, Lemma 3.3.1], in any dimension and codimension.
For submanifolds of codimension 2 we prove the following.
Theorem 2. LetMn be a complete, connected, smooth, regular submanifold in a Minkowski
space Mn+2. Suppose that
(a) the Ricci curvature of the induced Finsler metric on Mn is nonnegative;
(b) for all P ∈Mn, we have µ(P ) = k, where k ≥ 1;
(c) for no P ∈Mn, we have j(P ) ∈ {1, 2}.
Then Mn is a cylinder with a k-dimensional generatrix.
A submanifold Mn in a Minkowski space Mn+p is said to be k-ruled, k ≥ 1, if Mn
is locally foliated by domains of k-dimensional affine subspaces of Mn+p. We have the
following local result.
Theorem 3. Let Mn be a smooth, regular submanifold in a Minkowski space Mn+p.
Suppose Mn is k-ruled. If the Ricci curvature of the induced Finsler metric on Mn is
nonnegative, then µ(P ) ≥ k, for all P ∈Mn.
For surfaces, this implies the following global fact.
Theorem 4. Suppose M2 is a complete, connected, smooth, regular, ruled surface in
a Minkowski space M2+p. If the flag curvature of the induced Finsler metric on M2 is
nonnegative, then M2 is a cylinder.
Throughout the paper, “regular submanifold” means an immersed submanifold. The
differentiability conditions can be relaxed from C∞ to C4 for the Minkowski norm and to
C3 for the submanifold.
2. Preliminaries
Let Mn+p = (Rn+p, F ), n ≥ 2, p ≥ 1, be a Minkowski space with the Minkowski
function F = F (y1, . . . , yn+p), where ya, a = 1, . . . , n + p, are Cartesian coordinates on
Rn+p. Denote H = 1
2
F 2. The function H is positively homogeneous of degree 2, smooth
outside of the origin, and satisfies Hess(H) > 0 outside of the origin.
We adopt the following index convention: i, j, k, l, r, s = 1, . . . , n; α, β = n+1, . . . , n+p;
a, b = 1, . . . , n+p. In all summations below, the indices run over the corresponding ranges.
Let Mn ⊂ Mn+p be a regular submanifold and let P ∈ Mn. We choose the Cartesian
coordinates ya in such a way that P is the origin of Rn+p and that Mn is locally defined
by
yα = fα(x1, . . . , xn), yi = xi,
with fα smooth functions satisfying fα(0) = fαi (0) = 0, where here and below the function
name with a subscript denotes the partial derivative.
The induced Finsler metric on the submanifold Mn is given by
S(x, u) = F (u1, . . . , un, uif 1i , . . . , u
if pi ),
where here and below we adopt the Einstein summation convention.
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The fundamental tensor on Mn is given by
gij =
∂2
∂ui∂uj
(1
2
S2
)
= Hij +Hiαf
α
j +Hjαf
α
i +Hαβf
α
i f
β
j ,
where the partial derivatives of H are evaluated at the points of Mn [10].
In particular, at the origin x = 0 we have
(1) gij(0, u) = Hij(0, u).
The spray coefficients of Mn are given by
Gi =
1
4
gij
(
uk
∂2
∂xk∂uj
(
S2
)− ∂
∂xj
(
S2
))
=
1
2
gijfαklu
kul(Hjα +Hαβf
β
j ),
and so at the origin x = 0 we have
(2) Gi(0, u) =
1
2
hiαf
α
klu
kul =
1
2
hiακ
α,
where we denote
(3) hiα(u) = g
ij(0, u)Hjα(0, u) and κ
α(u) = fαklu
kul.
We then compute the Ricci tensor
Rik(u) = 2
∂Gi
∂xk
− uj ∂
2Gi
∂xj∂uk
+ 2Gj
∂2Gi
∂uj∂uk
− ∂G
i
∂uj
∂Gj
∂uk
at the origin x = 0. A straightforward but somewhat tedious calculation gives
Rik(u) =−
1
2
∂hiα
∂uk
fαjlsu
julus
−
(3
4
∂hiα
∂uj
∂hjβ
∂uk
+
1
2
∂
∂uk
(gij
∂
∂uj
(Hαβ − hsαHsβ)
)
κακβ
+
(3
2
∂hiα
∂uk
hjβ −
1
2
∂
∂uk
(gij(Hαβ − hsβHsα))
)
κβfαjlu
l
− 1
2
gij(
∂
∂uj
(Hαβ − hsαHsβ))κβfαklul
+ gil(Hαβ − hsαHsβ)(fβklfαjr − fβjlfαkr)ujur,
(4)
where all the partial derivatives of H are evaluated at the point (u, 0) and all the partial
derivatives of f , at the point x = 0. It follows that the Ricci curvature of the induced
Finsler metric at the origin in the direction u is given by
(5) Ric(u) = Rii(u) = ξαf
α
jlsu
julus + ζαβg
il(fβilf
α
jr − fβjlfαir)ujur − ηαβκακβ − ρiαβκβfαilul,
where
(6)
ξα = −1
2
∂hiα
∂ui
, ζαβ = Hαβ − hsαHsβ,
ηαβ =
3
4
∂hiα
∂uj
∂hjβ
∂ui
+
1
2
∂
∂ui
(
gij
∂ζαβ
∂uj
)
, ρiαβ = 3ξαh
i
β +
1
2
∂
∂uj
(gijζαβ) +
1
2
gij
∂ζαβ
∂uj
.
Later in the proofs we will use the following simple fact.
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Lemma 1. The p× p matrix ζαβ is positive definite.
Proof. From (6) and (3) we have ζαβ = Hαβ − hsαHsβ = Hαβ − gsrHrαHsβ. By specifying
the coordinates yα on Rn+p it suffices to prove that Hn+1,n+1 − grsHr,n+1Hs,n+1 > 0. But
from the cofactor decomposition, the latter expression equals detH [n+1]/ detH [n], where
H [m] denotes the top left m×m submatrix of Hess(H). 
3. Proofs of the theorems
Proof of Theorem 1. We start with the following local fact.
Proposition 1. Let Mn be a regular hypersurface in a Minkowski space Mn+1 and let
P ∈ Mn. Suppose that the Ricci curvature of the induced Finsler metric on Mn is
nonnegative at P and that j(P ) 6= 1. Then for any choice of a Euclidean metric on Mn+1,
the (Riemannian) second fundamental form of Mn at P is semidefinite and the (Ricci
and sectional) curvature of the induced Riemannian metric on Mn is nonnegative at P .
Proof. Choose the Cartesian coordinates y1, . . . , yn, yn+1 on Mn+1 as in Section 2 and
introduce the Euclidean metric on Rn+1 in such a way that they are orthonormal. From
(5) (dropping the indices α and β, as p = 1), the Ricci curvature in the direction u = (ui)
at P is given by
(7) Ric(u) = ξ(u)fjlsu
julus + κ(u)φ(u)− ζ(u)gil(u)fjlfirujur,
where φ(u) = −η(u)κ(u) − ρi(u)filul + ζ(u)gilfil. Note that the matrix of the second
fundamental form of Mn at P relative to the unit normal ν = (0, . . . , 0, 1) is given by
(fij) and that κ(u) = fiju
iuj is the normal curvature of Mn at P in the direction of u.
Let C be the isotropic cone in the orthogonal complement to the null-space L(P ), that
is, C = {u | κ(u) = 0, u ⊥ L(P )} and let C∗ = C \ {0}.
Suppose that j(P ) > 1. Then the set C∗ is nonempty and connected, and so on a
curve γ ⊂ C∗ which joins an arbitrary v ∈ C∗ to −v ∈ C∗, there exists a point u such
that fjlsu
julus = 0. From (7) it follows that ζ(u)gil(u)fjlfiru
jur ≤ 0. But ζ(u) > 0 by
Lemma 1. It follows that fjlu
j = 0, so that u ∈ L(P ), a contradiction.
Therefore j(P ) = 0, and so the second fundamental form at the point P is semidefinite.
This property does not depend on the choice of the Euclidean metric on Rn+1 and more-
over, by the Gauss equation, implies that both the sectional and the Ricci curvature of
Mn at P are nonnegative. 
Returning to the proof of the theorem, choose an arbitrary Euclidean metric on Rn+1.
As the induced Riemannian metric on the hypersurface Mn has nonnegative curvature
and as Mn contains a line, it is isometric to the Riemannian product Mn−1 × E1, with
the line being Q× E1 for some point Q ∈ Mn−1 [19]. The proof is now concluded by the
following Lemma (note that its hypothesis imposes no restrictions on the curvature).
Lemma ([4], [5, Lemma 3.3.2]). Suppose a complete Riemannian manifold Nn is isomet-
ric to the metric product Nn−k×Ek, and let ι : Nn → En+p be an isometric C0-immersion.
If for some Q ∈ Nn−k the image ι(Q × Ek) is a k-dimensional affine subspace of En+p,
then ι(Nn) is a cylinder with a k-dimensional generatrix. 
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Proof of Theorem 2. We use the following local fact.
Proposition 2. Let Mn be a regular submanifold in a Minkowski space Mn+2 and let
P ∈ Mn. Suppose that the Ricci curvature of the induced Finsler metric on Mn is
nonnegative at P . Then j(P ) ≤ 2.
The proof of Proposition 2 is based on the following algebraic (or rather topological)
lemma.
Lemma 2. Let φ1, φ2 be two quadratic forms and ψ1, ψ2 be two cubic forms on R
n.
Suppose that the positive index of inertia of any linear combination λ1φ1+λ2φ2 of maximal
rank is at least 3. Then the four forms φ1, φ2, ψ1, ψ2 have a common zero on R
n \ {0}.
Assuming Lemma 2 we give the proof of Proposition 2.
Proof of Proposition 2. Choose Cartesian coordinates y1, . . . , yn+2 onMn+2 as in Section 2
and introduce the Euclidean metric on Rn+2 in such a way that they are orthonormal. If
j(P ) > 2, then applying Lemma 2 to the restriction of the quadratic forms fαijuiuj and
the cubic forms fαijluiujul, α = n+1, n+2, to L(P )⊥ we find a nonzero vector u = (ui) ∈
TPM
n orthogonal to L(P ) and such that κα(u)(= fαijuiuj) = 0 and fαijluiujul = 0, for
α = n + 1, n + 2. But then from (5), the Ricci curvature in the direction u = (ui) at P
is given by Ric(u) = −ζαβgilfβjlfαirujur. By assumption, Ric(u) ≥ 0, and so by Lemma 1
we have fαiru
r = 0 at P , for α = n + 1, n+ 2, and all i = 1, . . . , n. But then u ∈ L(P ), a
contradiction. 
The claim of the theorem now follows from Proposition 2 and [6, Theorem 2]. 
Proof of Lemma 2. Denote C the set (the cone) of common zeros of the quadratic forms
φ1 and φ2 on R
n, and let C∗ = C \ {0}. We use a version of the Borsuk-Ulam Theorem.
Let γ′ : [0, 1] → C∗ be a path joining two antipodal points and let γ = γ′ ∪ (−γ′) (that
is, γ : [0, 2] → C∗ is defined by γ(t) = γ′(t) for t ∈ [0, 1] and γ(t) = −γ′(t − 1) for
t ∈ [1, 2]). If the cubic forms ψ1, ψ2 have no common zeros on C∗, we can define the map
Ψ : C∗ → S1 by Ψ(u) = (ψ1(u), ψ2(u))/
√
ψ21(u) + ψ
2
2(u). Note that Ψ maps antipodal
points to antipodal points, and so the loop Ψ(γ) represents a nontrivial (odd) element in
Z = pi1(S
1). If we can construct the path γ′ in such a way that γ represents an element
of a finite order in pi1(C∗), we get a contradiction (in fact, in the proof below, our γ will
always be contractible on C∗, with a single exception).
The topology of C∗ (more precisely, of its intersection with the unit sphere S
n−1)
is completely described when the pencil λ1φ1 + λ2φ2 is generic [14]. There are three
conditions which define a generic pencil. Relative to some Cartesian coordinates on Rn,
the forms φ1, φ2 are represented by symmetric matrices A1, A2 respectively. The first
condition is that det(λ1A1+ λ2A2) is not identically zero (and so we can assume that the
matrix A2 is nonsingular). The second condition is that the matrix A
−1
2 A1 is semisimple
(is diagonalisable over C). The third condition is that C∩Sn−1 is a smooth manifold; this
is equivalent to the fact that for no u ∈ C∗, the vectors A1u and A2u are linear dependent.
It is easy to see that by a small perturbation, any pencil can be made generic; however,
in our proof we have to be a little more careful not to violate the inertia assumption of
the lemma. We call the type of a pencil of quadratic forms (or of the pencil of associated
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symmetric matrices relative to some basis) the minimum of the positive index of inertia
of all its elements of the maximal rank. We will first show that any pencil of type at least
3 can be arbitrarily close approximated by a generic pencil of type at least 3. Then using
the result of [14] and the arguments in the first paragraph we will show that for every
such generic pencil λ1φ
′
1 + λ2φ
′
2, the forms φ
′
1, φ
′
2, ψ1 and ψ2 have a common zero on the
unit sphere Sn−1 ⊂ Rn. Then the claim of the lemma follows by compactness.
Without loss of generality we can assume that the common null-space of φ1 and φ2 is
trivial (as otherwise we can restrict all four forms φ1, φ2, ψ1, ψ2 to its orthogonal comple-
ment). Furthermore, using the canonical form of a pencil of symmetric matrices given
in [17, Theorem 9.2] we obtain that the condition det(λ1A1 + λ2A2) ≡ 0 implies that
Rn splits into the direct sum of subspaces V and V ′ orthogonal with respect to both φ1
and φ2, with dim(V ) = 2m+ 1, m ≥ 1, and such that the restriction of λ1A1 + λ2A2 to
V relative to a particular basis for V is given by Q(λ1, λ2) =
(
0 T (λ1,λ2)
T t(λ1,λ2) 0
)
, where
T (λ1, λ2) is the m× (m+ 1) matrix of the form
T (λ1, λ2) =


0 λ1 λ2
. .
.
. .
.
λ1 λ2 0

 .
Note that the pencil Q(λ1, λ2) has an isotropic subspace V0 of dimension m+ 1, which is
a common isotropic subspace of the forms φ1 and φ2. If m ≥ 2, then dimV0 ≥ 3. Suppose
m = 1. As the positive index of inertia of all nonzero elements of the pencil Q(λ1, λ2) is
1, the restriction of the pencil λ1φ1 + λ2φ2 to V
′ has type at least 2. Then dimV ′ ≥ 4,
and so by [17, Theorem 11.5(ii)], the forms φ1 and φ2 have a common zero u ∈ V ′ \ {0},
and hence a common 3-dimensional isotropic subspace V0 ⊕ Ru. So in all the cases, φ1
and φ2 have a common isotropic subspace of dimension 3. The unit sphere S
2 in that
subspace is a subset of C∗. The claim of the lemma now follows from the argument in the
first paragraph of the proof if we take for γ the equator of S2.
We can therefore assume that for our pencil, det(λ1A1 + λ2A2) does not vanish iden-
tically, and so without loss of generality we can assume that detA2 6= 0. We can then
consider the real Jordan form of the matrix A−12 A1. The Jordan cells determine the de-
composition of Rn into the direct sum of subspaces Vj which are pairwise orthogonal with
respect to both φ1 and φ2, and such that for each subspace Vj, there is a basis relative to
which the restrictions of the forms φ1 and φ2 are represented by a canonical pair of matri-
ces, as given in [17, Theorem 9.2]. These canonical pairs come in two forms, depending on
whether the Jordan cell corresponds to a real eigenvalue or to a pair of complex-conjugate
eigenvalues of the matrix A−12 A1.
For a subspace Vj of dimension m ≥ 1 corresponding to a real eigenvalue α, the canon-
ical form is given by the pencil of m×m symmetric matrices
λ1Q1 + λ2Q2 = η(λ1


0 1 α
. .
.
. .
.
1 . .
.
α 0

+ λ2


0 0 1
. .
.
. .
.
0 . .
.
1 0

),
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where η = ±1. Now if m ≥ 3, we replace the top-right and the bottom-left α in Q1 by
α + ε, with a small ε. It is easy to see that the inertia of the resulting pencil does not
change (outside a finite set of points on the circle λ21 + λ
2
2 = 1), but the matrix Q
−1
2 Q1
will now have two different eigenvalues, α and α+ε, so that the pencil λ1Q1+λ2Q2 splits
into the direct sum of two smaller pencils of the same form. If m = 2, we replace the
bottom-right zero in Q1 by −ε, with a small ε > 0. Again, the inertia of the resulting
pencil is the same (outside a finite set of points on the circle λ21 + λ
2
2 = 1), but the
resulting matrix Q−12 Q1 has two non-real complex-conjugate eigenvalues, α ± i
√
ε. So
by an arbitrarily small perturbation without changing the type we can obtain a pencil
such that all the subspaces Vj corresponding to the real eigenvalues of the matrix A
−1
2 A1
are 1-dimensional. The restrictions of the (perturbed) forms φ1, φ2 to the sum of these
subspaces are simultaneously diagonalisable over R.
For a subspace Vj of dimension 2m, m ≥ 1, corresponding to the pair of complex-
conjugate eigenvalues ρ±iν of A−12 A1, the canonical form is given by the pencil of 2m×2m
symmetric matrices
λ1Q1 + λ2Q2 = λ1


0 K L
..
.
. .
.
K . .
.
L 0

+ λ2


0 0 K
..
.
. .
.
0 . .
.
K 0

 ,
K =
(
0 1
1 0
)
,
L =
(
ν ρ
ρ −ν
)
.
If m ≥ 3, we replace ρ by ρ+ ε in the top-right and the bottom-left blocks L in Q1, with
a small ε. This does not change the inertia of the pencil, but the matrix Q−12 Q1 for the
resulting pencil will have two different pairs of complex-conjugate eigenvalues, ρ± iν and
ρ+ ε± iν, and so the pencil λ1Q1+ λ2Q2 splits into the direct sum of two smaller pencils
of the same form. If m = 2, we replace the bottom-right 2 × 2 zero block in Q1 by εI2,
with a small ε. It is not hard to see that the inertia of the resulting pencil is the same,
but the resulting matrix Q−12 Q1 has two different pairs of complex-conjugate eigenvalues,
ρ ± i√ν2 + ε and ρ ± i√ν2 − ε. Then the pencil λ1Q1 + λ2Q2 splits into the direct sum
of two pencils of the same form, with m = 1.
So by an arbitrarily small perturbation of the given pencil, we can obtain a pencil of
the same type such that the matrix A−12 A1 is semisimple (over C), and we can chose
coordinates (ui, vt, wt) on R
n such that the quadratic forms φ1 and φ2 are given by
(8) φ1 =
r∑
i=1
αiu
2
i +
s∑
t=1
(νt(v
2
t − w2t ) + 2ρtvtwt), φ2 =
r∑
i=1
βiu
2
i +
s∑
t=1
2vtwt,
where r, s ≥ 0, r + 2s = n, βi 6= 0 and νt > 0.
Next, we want C ∩ Sn−1 to be a smooth manifold. This is equivalent to the fact that
for no u ∈ C∗ the vectors A1u and A2u are linear dependent, which is equivalent to the
fact that the origin of R2 does not belong to the convex hull of any two vectors (αi, βi)
and (αj, βj), 1 ≤ i, j ≤ r. Assuming this condition is violated, we can replace φ1 by
φ1+2εuiuj for some small ε, without changing φ2; it is easy to check that the type of the
pencil does not change (but note that r decreases by 2 and s increases by 1). Repeating
this procedure if necessary we can assume that the quadratic forms φ1 and φ2 are given by
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(8), and for no two i, j, the origin of R2 belongs to the convex hull of the vectors (αi, βi)
and (αj , βj).
We will now continuously deform the coefficients αi, βi, νt, ρt in (8), without violating
the above condition on the pairs of vectors (αi, βi) and (αj, βj) and keeping νt positive.
Note that the inertia of the individual elements of the pencil may change in the process
of deformation (for example, we may create or destroy multiple eigenvalues of A−12 A1),
but it is not hard to see that the type of the pencil remains the same. Moreover, the
diffeomorphism type of the manifold C ∩ Sn−1 does not change, and we can reduce the
forms φ1 and φ2 to the following canonical forms [2, Theorem 1]:
(9) φ1 =
2l−1∑
j=1
(
cos 2pij
2l−1
nj∑
ij=1
u2ij
)
+
s∑
t=1
(v2t − w2t ), φ2 =
2l−1∑
j=1
(
sin 2pij
2l−1
nj∑
ij=1
u2ij
)
+
s∑
t=1
2vtwt,
where r =
∑2l−1
j=1 nj ≥ 0, s ≥ 0, r + 2s = n, and either l = 0 (we then take r = 0), or
l > 0 and then nj ≥ 1, for all j = 1, . . . , 2l − 1. If l ≥ 2, we introduce the numbers
dj = nj + · · ·+ nj+l−2, j = 1, . . . , 2l − 1, where the indices are computed modulo 2l − 1.
Then the type of the pencil defined by φ1 and φ2 equals s + min(dj) when l ≥ 2, and
equals s when l ≤ 1. Therefore by our assumption, we have the following inequalities:
(10) s ≥ 3, when l ≤ 1; s + dj ≥ 3, j = 1, . . . , 2l + 1, when l ≥ 2.
By [14] the submanifold C ∩ Sn−1 is diffeomorphic to
(i) the unit tangent bundle of Ss−1, if r = 0, s > 1;
(ii) the product Ss−1 × Sr+s−2, if r > 0, l = 1, s > 0;
(iii) the product Sn1−1 × Sn2−1 × Sn3−1, if r > 0, l = 2, s = 0;
(iv) the connected sum #2l−1j=1 (S
dj+s−1 × Sr−dj+s−2), if r > 0, l ≥ 2, l + s > 2
(there is also a case C ∩ Sn−1 = ∅ when r = 0, s ≤ 1, or when r > 0, l = 1, s = 0,
which may not occur with our assumption on the type). But then from inequalities (10)
we can easily see that all the spheres in the above classification are of dimension at least
2, and so C ∩ Sn−1 is always connected and is simply connected in the last three cases,
and pi1(C ∩ Sn−1) = Z2 in the first case. This concludes the proof of the lemma. 
Note that for the proof, we need much less than the diffeomorphism type of C ∩ Sn−1:
it is sufficient to show that the condition on the type of the pencil implies that C∗ is
connected and that its first Betti number is zero. Instead of the classification theorem of
[14] one could have used the results of [16, §2]; however, we cannot see how to avoid the
linear-algebraic “preparation”.
In the Riemannian case, the type of a point of a submanifold of an arbitrary codimension
in a Euclidean space at which the Ricci curvature is nonnegative is 0 [5, Lemma 3.3.1].
This is no longer true in the Minkowski settings: the possibility j(P ) = 1 realises already
for a two-dimensional surface of positive flag curvature in M3 (as in the example in
Section 4). On the other hand, by Proposition 1 and Proposition 2, for p = 1, 2, the type
of a point of a submanifold of codimension p of a Minkowski space at which the Ricci
curvature is nonnegative is at most p. It may be interesting to ask what happens in higher
codimension. In that case, constructing the canonical form of a pencil by changing a basis
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is hopeless, but one may use the spectral sequence from [1, Theorem 1] to compute the
homology of the common set of zeros of the quadratic forms.
Proof of Theorem 3. Let P ∈ Mn. Choose Cartesian coordinates y1, . . . , yn+p on Mn+p
as in Section 2 and introduce the Euclidean metric on Rn+p in such a way that they are
orthonormal. In a direction u = (ui) tangent to a k-dimensional generatrix ofMn passing
through P (there may be more than one such generatrix) we have κα(= fαiju
iuj) = 0 and
fαijlu
iujul = 0 at P , for all α = n + 1, . . . , n + p. Then from (5), the Ricci curvature
in the direction u = (ui) at P is given by Ric(u) = −ζαβgilfβjlfαirujur. By assumption,
Ric(u) ≥ 0, and so by Lemma 1 we have fαirur = 0 at P , for all α = n + 1, . . . , n+ p and
all i = 1, . . . , n. It follows that the tangent space to the k-dimensional generatrix passing
through P lies in the null-space L(P ). 
Proof of Theorem 4. By Theorem 3 we have µ(P ) ≥ 1, for all P ∈ M2. Choose an
arbitrary Euclidean metric on R2+p. Then the induced Riemannian metric on M2 is flat
and complete, and so the claim follows from [15, Theorem 1.1]. 
4. Example
We show that there exists a smooth Minkowski metric on R3, a smooth surfaceM2 ⊂ R3
and a point P ∈M2 such that:
• the Gauss curvature of M2 at P is negative (relative to any choice of a Euclidean
metric on R3);
• the flag curvature of M2 at P , with any flagpole, is nonnegative (even positive).
Define the Minkowski function F = F (y1, y2, y3), where yi, i = 1, 2, 3, are Cartesian
coordinates on R3 in such a way that H = 1
2
F 2 is given by
H(y1, y2, y3) = A((y1)2 + (y2)2) + ε1y
3 3y
2(y1)2 − (y2)3
(y1)2 + (y2)2
+ (y3)2
(
B + ε2
(y1)6 − 15(y1)4(y2)2 + 15(y1)2(y2)4 − (y2)6
((y1)2 + (y2)2)3
)
,
(11)
where A and B are large positive constants, and ε1 and ε2 are small positive constants;
relative to the cylindrical coordinates r, θ, z, where y1 = r cos θ, y2 = r sin θ, y3 = z, the
function H is given by
H(r, θ, z) = Ar2 + ε1zr sin(3θ) + z
2(B + ε2 cos(6θ)).
Note that the Minkowski metric so defined is reversible.
Define the surface M2 by y3 = f(x1, x2), y1 = x1, y2 = x2, with f a smooth function
satisfying f(0, 0) = fi(0, 0) = 0 and take P to be the origin x
1 = x2 = 0.
From (5) and (6), the flag curvature of the surface M2 at the point P with the flagpole
u = (u1, u2) is given by
Ric(u) =
2ε1u
2(3(u1)2 − (u2)2)
A((u1)2 + (u2)2)2
fijku
iujuk +
P (u)
4A2((u1)2 + (u2)2)2
(f11f22 − f 212)
+
Q11(u)f11 +Q12(u)f12 +Q22(u)f22
A2((u1)2 + (u2)2)4
(f11(u
1)2 + 2f12u
1u2 + (u)f22(u
2)2),
(12)
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where
P (u) = (4AB + 4Aε2 − 9ε21)(u1)6 + 3(4AB − 20Aε2 + 15ε21)(u1)4(u2)2
+ 3(4AB + 20Aε2 − 25ε21)(u1)2(u2)4 + (4AB − 4Aε2 − ε21)(u2)6,
Q11(u) = 6(u
1)2((3Aε2 − 3ε21)(u1)6 + (33ε21 − 51Aε2)(u1)4(u2)2
+ (65Aε2 − 65ε21)(u1)2(u2)4 + (11ε21 − 9Aε2)(u2)6),
Q22(u) = 3(u
2)2((18Aε2 − 27ε21)(u1)6 + (115ε21 − 130Aε2)(u1)4(u2)2
+ (102Aε2 − 81ε21)(u1)2(u2)4 + (ε21 − 6Aε2)(u2)6),
Q12(u) = 3u
1u2((24Aε2 − 33ε21)(u1)6 + (181ε21 − 232Aε2)(u1)4(u2)2
+ (232Aε2 − 211ε21)(u1)2(u2)4 + (23ε21 − 24Aε2)(u2)6).
We now choose the third derivatives fijk at zero in such a way that
f111(u
1)3 + 3f112(u
1)2u2 + 3f122u
1(u2)2 + f222(u
2)3 = Cu2(3(u1)2 − (u2)2),
where C is a very large positive number. Then the first term in (12) is large and positive
everywhere except for on the three lines Ru, u = (1, 0), (1,±√3), where it is zero. It
therefore suffices to choose the second derivatives fij at zero in such a way that the sum
T (u) of the other two terms in (12) is positive at these three points and that f11f22−f 212 <
0. We have
T (1, 0) =
1
4A2
(a1(f11f22 − f 212) + 72a2f 211),
T (1,±
√
3) =
1
2A2
(2a1(f11f22 − f 212) + 9a2(f11 + 3f22 − 2
√
3f12)
2),
where a1 = 4AB + 4Aε2 − 9ε21, a2 = Aε2 − ε21. Take f11 = f22 = 1, f12 =
√
1 + ε3, where
ε3 > 0. Then f11f22 − f 212 < 0, and for ε1 and ε3 small enough, T (1, 0), T (1,±
√
3) > 0.
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