Each set of operations selected from union, intersection, complement, star, quotients, derivatives, word-reversal, and homomorphisms is investigated with respect to its closure of an arbitrary family of word-sets, as well as to its closure of an arbitrary family of regular languages. Certain sets are Shown to produce a finite closure for every finite family of word-sets; others, to produce a finite closure only for every finite family of regular languages; in either case, the closure for a given family of regular languages can be calculated by algorithm. For a third class of sets, the closure is not necessarily finite even for finite families of regular languages.
INTRODUCTION
An unpublished proof, by Ginsburg and Greibach, that the sets accepted by one-way stack automata are context-sensitive, makes use of the fact that any finite family of regular languages has finite (joint) closure under the intersection and quotient operations? (The left-quotient of two word-sets is the set of all z with yz in the dividend for some y in the divisor, and the right-quotient is defined analogously). The result on closure is presented here, together with some generalizations involving sets of operations selected from union, intersection, complement, the star-operation (also called "Kleene closure"), quotients, derivatives (i.e., quotients in which the divisor consists of a single word), word-reversal and homomorphisms.
The underlying problem is to place each such set of operations into one of the following three classes. Class I consists of those sets of operations under which every finite family of word-sets has finite closure; class II, of those under which every finite family of regular languages, but not every finite family of word-sets, has finite closure; class III, of those under which some finite family of regular languages has infinite closure. This classification has been achieved in the following cases. If the set of operations consists of union, intersection and complement, or union and star, or complement and star, together with word-reversal and homomorphisms that do not increase length, then it is in Class I (cf. Sec. 2) . If the set consists of union, intersection, complement, quotients and derivatives, or star and derivatives, together with word-reversal and homomorphisms that do not increase length, then it is in Class II (cf. Sec. 3) . If the set includes star, together with either intersection, or union and a quotient, or union and a derivative (other than the identity), then it is in Class III (cf. Sec. 4) . If the set consists of star and a quotient, or complement, star and a quotient, or complement, star and a derviative, then the classification is unknown, although (since star and derivative form a set in Class II) the set cannot be in Class I.
In all cases that a set of operations is shown to be in Class I or Class II, there is an algorithm for exhibiting the actual regular languages in the closure of any given finite family of regular languages (cf. Remark 2, after Lemma 2.1). Thus the present results appear potentially applicable to algorithmic questions (such as decision problems) involving regular languages.
I. PRELIMINARIES
Throughout this paper, 2~ = {a i ,..., am} is assumed to be a fixed, finite, nonempty alphabet of symbols. By a word (word-set) is meant any element (subset) of the free semigroup with identity generated under concatenation by Z'. For word-set X, we denote by X* the set [.)i~oX~. ~ By an (n-ary) operation let us understand any function of n word-set variables (for some finite n) with word-sets as values. For any family ~g" of word-sets and set 3" of operations, let cgga-(Yr ) denote the (joint) closure of ~ under J-, i.e., the family of word-sets defined inductively thus:
(1.2) if n-ary operation T ~ 3-and W i ..... W, E ~gg~-(~/'), then r(w~ ..... wn) ~ ~(~0; (1. 3) a word-set ~ r only as required by (1 .I) and (1.2) .
In order to prove that a proposition P(W) holds for every We c~.(~/-), it suffices to use a proof "by induction corresponding to the inductive definition of cg~a-(Yg'),"
For word-sets X and 17, XY = {xy[x e X, y ~ II}. Let X e = {e} where e is the identity element (or "empty word"). For i > 0, let X ~ = X~-xX. Thus 2~* is the set of all worde. 57x/2/2-3 ~osE which consists of showing (for the basis) that P(W) holds for all W~q#" and (for the induction step) that, if n-ary operation T63-, W 1 .... , WnEC~da-(~F ") and P(Wa) ..... P (W, , ) hold, then P(T(W 1 , ..., Wn) ) holds.
Four fundamental propositions are now easily proved.
(1.4) If3-~3 7-', ~r W", then ~tCa-(#')_C c~da~,, (#~'). (1.5) If, for all T ~ ~-, CYg'r($/# ) C "#~, then ~{~r(# r) C 3r (1.6) For all T ~ J-, ~fTC~fa-(#/') _C c~d~r(YF').
(1.7) ~Z..<r~f,.-("#/) = ~/.~("/F').
(For (1.4), (1.5) , and (1.6), use inductions corresponding to the inductive definitions of W~'a-(#'), ((Za-(#'), and c-YdTcC'.~r(~#~'), respectively. Then (1.7) is a corollary.) Let * denote the operation taking X into Ui~>o Xi. In addition, let U, 0, --, C, \,/, ~D and D~ (for each x E ~*) denote respectively union, intersection, (set-theoretic) difference, complement, left-quotient, right-quotient, left x-derivative and right x-derivative, defined thus as operations, i.e., functions of word-set variables X and Y.
X U Y = {ziz ~ X or z ~ Y}, X n Y ----{zlz E X and z ~ Y}, X~ Y = {z/z ~ X and z ~ Y},
The infinite set {~J), D~/x ~ 27*} of operations is denoted by ~.
Let R denote word-reversal, i.e., the additive operation defined thus: 8 By a homomorphism is meant any additive unary operation ~-satisfying l ,(e) = e, ~(x) ~ Z*(x ~ 27), ~(x~ "" x3 = ~(xh "" ~(xD(l > O, x~ .... , x~ ~ S) .
Let us call a homomorphism r nonincreasing if [ r(x) [ ~< ! x I for all x E 27*, length-
The set of all nonincreasing homomorphisms is denoted by .~. Note that Off forms a finite semigroup with identity under composition, z a Unary operation T is called additive if T(X)= ~d~exT(x) for all X ~ 27*. (Here T(x) abbreviates T({x}). As a rule, we use the notation {x} and x interehangeably, providing the meaning is clear). Note that T(~) --~, where r denotes the empty set.
lixl denotes the length of x, i.e., El = 0, ixx..-xtl = l(l> 0, xx ..... xl~').
The composition ST of unary operations S and T is defined by ST(X) = S(T(X)) (all X _c 2:*).
A homomorphism ~r mapping 27 onto itself will be called a permutation. The set of all permutations is a subgroup of ~. Remark 1. Each one of the foregoing operations preserves regularity, i.e. the value is a regular language whenever each argument is a regular language; ~ in fact, given regular arguments (in terms of fsa defining them), the value can be found algorithmically. (Cf. in this connection [2] - [5] ), Moreover, each unary, operation except the star-operation * is additive. Additional general properties fundamental to subsequent proofs are given in Lemmas 1. consists of all sets of the form W 1 n ..-n W,~ with the W~ in c~ [u(r ) , and, since u is distributive over ~, every union of such sets can be expressed in the same form. Hence, it follows at once by induction corresponding to the inductive definition of ~r cgflc~(~/') that cg [~ c.gg'r.(,r ) C_ egg' m cgveu(r and the reverse inclusion follows similarly. Thus, ~[u cggm(~162 = cgYm cgs The equality with cgYm.u(~r ) then follows with the aid of (1.4)-(1.6).
The remaining set-inclusion follows immediately from the De Morgan laws, i.e.,
C(X u Y) = C(X) m C(Y), C(X n Y) =: C(X) u C(Y).
The proofs of Lemmas 1.2-1.4 follow without difficulty from the definitions of the operations concerned.
For any word-sets X, Y and word u,
DuC(X) = CD~(X).
s A finite-state acceptor (abbreviated fsa, also frequently called in the literature automaton or finite-state automaton) is a 5-tuple (K, 27, 8, Po, F) where K is a finite nonempty set, 8 is a mapping of K x 2: into K, P0 is a distinguished element of K and F is a subset of K. 3 is extended to K x 27* by defining 8(p,c) =p, 8(p, xy) = 8(8(p,x) ,y)(all pEK, xe27*--{e},yEZ'). A word-set X is a regular language if there exists an fsa such that X = (x [8(p o , x) 
E F}.
7 That is, for arbitrary family ~ of word-sets, cgg~gu(~g" ) ff ~gu ~g~(~"), etc. L~:m~, 1.3. 
~-(x*) = ~x)*,

~-~D(X) -=.(~>D.(X), rD~(X) = D.~;c(X)
if .e.~,
.~R(X) = RT(X).
Hence ~r ~du C_ ~[u Wd~e , ~d~ ~[t~ C_ ~ ~d~,, ~f~ ~dc = ~dc ~d~ ,
SETS OF OPERATIONS IN CLASS I
We show that for any finite family ~f of word-sets, ~{u.c~.c.R}uao(#0, ~d{u ..R}w~e(Yl/" ) and c~f{c...R}ujr($//" ) are finite (Theorems 2.1-2.3). Hence by (1.5) ~t'{u.c~.c.~qv:("tU' ) = ~t/" so that (i) follows by (1.4) . Thus the lemma is proved. It follows easily by induction on i (using Lemma 2.1 for i = 0) that the families W-k, ,~i, y~Tzi are finite. We will show that ~'Eu(~#/'m), ~dt~(#:m), W:c(~/Ym), ~ER(3iP ~) and ~fx(3qr'~), hence by (1.5) ~f{u.m.c.R}uae(3CUm) are included in #"% Then, since ~'f C #'m, it will follow that ~.d{u.r~,c.Riuae(#" ) is a subfamily of #~'~ and therefore finite.
With the aid of (1.7) and Lemma 1.1, we easily obtain
We prove next that
(ii) ~dR(# ~*) = ~r,, using induction on i. The basis is immediate by (1.6). For the induction step, assume that 0 < i ~< m and (ii) holds for i --1. With the aid of Lemmas 1.3 and 1.4 we have W:
In a similar way one can prove
We show now that 
We now prove (v) ~6r(#'9 C ~', using induction on i. We now complete the induction step for (v). ~{~(Yr = ~g'ae cgP'u("/Ir2i-i) _C [Lemma
This completes the proof of Theorem 2.1.
, it is clear that any family of word-sets has the same closure under {W,~,--,C,R}w~ as under {w,~,C,R}w~, hence {w, ~, --, C, R} ~) ~ is also in Class I. Little is known about membership in Classes I, II, and III for sets of operations that include substitutions other than homomorphisms, even when such substitutions are restricted to finite subsemigroups like the lengthpreserving (nonincreasing) substitutions (i.e., substitutions e such that l yl = i xl (] y [ ~< I x l) for all y e e(x), x e X*) and the inverses of length-preserving homomorphisms (where the inverse r -x of the homomorphism ~-is defined by r-l(X) = {y/r(y) e X}). It is known, however, that Theorem 2.1 is no longer true when m > 1 and o~ is replaced by the pair of substitutions p and ~ where p(ai) = ai = e(a~), p(a~) = {al, az} =-: e(al). In fact {n, p, a} is in Class III, since it is easily shown that W~'(c~.o.,)({ax*axa.,az*, a~*axa~ax*}) includes the infinite family {ax*ax~aia~a~*ih ~ 0}. Proof. Given any finite family y/r of word-sets, define Y/"' --<e~' <., .<e~', <e~',.., ~# <e~,,("Ur), which is clearly finite. Hence, it suffices to show that (i) cgE{v .,..}Uae(~cr) C ~f'.
We note first that for any word-sets X, Y, (it) (X* u r*)* = (x* t9 Y)* = (X t.) Y)*. Therefore by (1.4) and (1.5), ~Eic.,.R}u~,({X})_C cg~,{c.,.~}u~,(Yr ~") =-~", which is clearly finite. Therefore, for any finite family g/" of word-sets, Wd(c.,.R}u~(Y/P) = Ux~' ~fE[c.*.RIu~({X}) is finite. Thus the lemma is proved.
THEor~F.M 2.3. The set of operations {C,*,R}Uo%~'/s in Class I.
Proof. Because all operations involved are unary, it suffices to show that c~E{c ., n}vae({X}) is finite for every word-set X.
For each i ~< m, let Z' i denote the subalphabet {a 1 .... , ai} and Ci the operation defined by C,(X) = 27,* --X(~I X _C 27*).
Using essentially the same proof as in Lemma 2. for some j < m and permutation r,. In the latter case, since Z*-;-x e 3r C ~;, =r(W) e ~f~fl _C yf'-,, hence z(W) --: rr-~0rr(W)) e c~(~f-,,) = ~m.
Case 2. No z(A~ --B~) contains ~. Then r(W) =-= r(Z) v (A: -~*) u "" u (A* -B:).
We now have two subcases, depending upon whether ~-maps each symbol occurring in words in W into a different symbol, or not. Thus the theorem is proved.
SETS OF OPERATIONS IN CLASS II
In this section we consider only sets 3" of operations including a quotient or a nontrivial derivative (i.e., ,D or Du, u ~ e). No such set .5 r is in Class I. (Thus, let W={u2~/p >~0}. On the other hand, if * is absent, then r~da-(#" ) is finite whenever W" consists of finitely many regular languages so that ~" is in Class II (cf. Theorem 3.1). Similarly (*, R) u .~ u ~ is in Class II (cf. Theorem 3.2). Certain sets containing * will be assigned to Class III in Section 4. Proof. Given any finite family 4: of regular languages, choose for each We an fsa (K~v, Z, 8w, Pw, Fw) Remark 6. Let Fa denote the binary operation defined by xFa(Y) --{z/Xz C_ Y} (cf. [5] ). Since xFa(Y) = O,~xxD(Y) , it follows at once that c~ea(fr ) = Yg "n', hence by the above argument {u, n, C, R, \,/, Fa} U o~r ~ k) N is also in Class II.
The proof that {*, R} u .~ t.) 9 is in Class II is based on the representation of regular languages by means of nondeterministic finite-state acceptors (abbreviated nondeterministic fsa).
[A nondeterministic fsa is a 5-tuplc (K, Z, 3, So, F) where K is a finite nonempty set, 8 is a mapping of K • 27 into 2 K (the set of subsets of K) and S O and F are subsets of K. Let 8 be extended to 2 x • Z* by defining 8(p, ,) -{p}, 8(P, x) = U,~v~(p, x) and ~(P, xy) = 8 (8(P, x) , y) (all p ~ K, P_CK, xCZ, y r 27* --{E}). It is then easily proved that 8(P, xy)=-8(8(P, x), y) = Uv~v3(p, xy) (all P C K, x, y ~ 27*). It is known (of. [4] ) that a word-set X is a regular language if and only if there exists a nondeterministic fsa such that X = {x /8(So, x) (i) 8(p, x) _c 8,(p, x) , (ii) if 8,(p, x) t~ F ~ ~, then S o ~ 8,(p, x) (all p 9 K, x 9 ~'* --{E}).
We now prove Next, given u e 2* --{E}, let ,,A == (K, 27, 8, 8(S O , u) , V). Since 8(3(S o , u) 
Proof.
Let W be any regular language. Then W={x/3(So, x) nF:~ ~} for some nondeterministic fsa Aw = (K, Z, 3, S O ,F) It was mentioned in Section 1 that each operation in {*, R} u ,,W u ~ preserves regularity, hence it follows that the above families consist of regular languages and therefore, in view of (i), all the families are finite.
By ( By (ii), (iii) and (1.4)-(1.7) it follows that ff~(,.R}u~,,u~(~,F) C ~'~, which is finite, and the theorem is proved. Proof. It suffices to treat {w, *,,,D}, since ~Eu...,,D(W')CWEu..\(#" k){u}), while the treatment of right-quotients and derivatives is analogous. Thus, let u = ula (u 1 e X*, a e Z') be an arbitrary non-e word. Select a symbol b 9 Z-{a} and let z = uxbaab, x -ulbbab, y = ulbabb. Now define (i) If ~s --fl or s~ = fl with ~, fl 9 {u, z, x, y}* and s ~ X*, then s 9 {u, z, x, y}*; moreover, if fl 9 {u, z, x, y}, then either a --fl or s = ft.
(ii) u*z(xy) i C_ X~ .
(iii) X* C {u, z, x, y)* z{u, z, x, y}* U x*, Y,* ~ {u, z, x,y}* z{u, z, x,y}* wy*. We prove next that, for allj > i, (iv) 2:*(xy)J{,, x} n X* = ~.
Proof is by induction on i, with obvious basis. For the induction step, assume that j > i > 0 and (iv) holds for i --1. We show first that for all k ~> i (v) 2:*(xy)k{x, xy) n Y* i--I = ~" 9 For the case that ~" is a one-symbol alphabet, the classification is unknown.
