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We derive a well-defined renormalized version of mutual information that allows to estimate the
dependence between continuous random variables in the important case when one is deterministically
dependent on the other. This is the situation relevant for feature extraction and for information
processing in artificial neural networks. We illustrate in basic examples how the renormalized mutual
information can be used not only to compare the usefulness of different ansatz features, but also
to automatically extract optimal features of a system in an unsupervised dimensionality reduction
scenario.
Introduction. – One of the most useful general concepts
in the analysis of physical systems is the notion of collec-
tive coordinates. In many cases, ranging from statistical
physics to hydrodynamics, the description of a complex
many-particle system can be dramatically simplified by
considering only a few collective variables like the cen-
ter of mass, an order parameter, a flow field, or vortex
positions. However, when encountering new situations,
it is not clear a priori which low-dimensional “feature”
y = f(x) is best suited as a compact description of the
high-dimensional data x. This is the domain of unsuper-
vised feature extraction in computer science, where large
datasets like images or time series are to be analyzed [1].
In assessing the quality of a proposed feature, a sys-
tematic approach is provided by the mutual information
[2, 3]. In general, the mutual information I(x, y) answers
the following question: if two random variables y and x
are dependent on one another, and we are provided with
the value of y, how much do we learn about x? Techni-
cally, it is defined via I(x, y) = I(y, x) = H(y)−H(y|x),
where H(y|x) is the conditional entropy of y given x [3].
Maximization of mutual information can be used to ex-
tract “optimal” features [4], as sketched in Fig. 1.
There exists, however, a well-known important prob-
lem in evaluating the mutual information for continuous
variables with a deterministic dependence [5, 6], which is
exactly the case relevant for feature extraction. In this
case, I(x, y) diverges, and it is not clear a priori how to
properly cure this divergence without losing important
properties of I. Specifically, reparametrization invariance
turns out to be crucial: applying a bijective function to
obtain y′ = g(y) does not change the information con-
tent, and thus I(x, y′) = I(x, y).
In this work, we introduce a properly renormalized ver-
sion of mutual information for the important case of fea-
ture extraction with continuous variables:
I˜(x, y) = H(y)−
∫
dxPx(x) ln
√
|∇f(x) · ∇f(x)|, (1)
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Figure 1. Feature extraction, where a high-dimensional "mi-
croscopic" description x is mapped to a low-dimensional fea-
ture y = f(x). This is the case where the renormalized mu-
tual information presented in this article is needed for feature
optimization.
where x ∈ RN , y = f(x) ∈ RK ; we use | . . . | as a short-
hand notation for the determinant, as well as ∇f(x) ·
∇f(x) as a short-hand for (∑i ∂ifµ∂ifν)µν , with 1 ≤ i ≤
N and 1 ≤ µ, ν ≤ K, i.e. the K × K matrix resulting
from the product of the (K×N) Jacobian matrix ∇f(x)
and its transpose. The quantity I˜ is well-defined and
finite. In addition, it preserves fundamental properties of
mutual information – among which the invariance under
reparametrization of the features:
I˜(x, g(y)) = I˜(x, y). (2)
for a bijective function g : RK → RK . We will derive,
discuss, and illustrate below the meaning and usefulness
of the renormalized quantity I˜.
Mutual Information is used in many cutting edge ma-
chine learning applications, helping to improve the in-
termediate layers of a neural network in image recogni-
tion and classification tasks [7, 8], to increase the inter-
pretability of Generative Adversarial Networks represen-
tations [9], to analyze the behavior of neural networks
during training [10, 11] through the Information Bottle-
neck method [12, 13], and for feature extraction via mu-
tual information optimization [14]. Practical estimation
of mutual information is a non-trivial task [15], but the
recent development of carefully designed upper and lower
bounds of mutual information [16] permitted to use deep
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2neural networks to perform the estimation [17], making
it feasible also in high-dimensional spaces.
However, as mentioned above, there is a problem when
dealing with deterministically-dependent continuous fea-
tures: the conditional entropy H(y|x) formally diverges
as − log δ(0) whenever y is a deterministic function of
x. To understand why, it is enough to take its defini-
tion, H(y|x) = − ∫ dxdyPx(x)P (y|x) lnP (y|x), and plug
in P (y|x) = δ(y − f(x)). This is specific to continu-
ous variables: for discrete random variables conditional
entropy would be zero in this case and mutual infor-
mation would coincide with the entropy of one of the
variables. Therefore, it is clear that, to be able to deal
with a deterministic continuous dependence, it is neces-
sary to redefine mutual information in some way. In the
past, usual remedies to mutual information divergence in-
volved adding noise to the feature y or (equivalently) to
simply consider the non-diverging term H(y) [14, 18], as
briefly suggested in the seminal InfoMax paper [4]. How-
ever, those remedies lead to a very undesireable property:
they break the fundamental reparametrization invariance
of mutual information. In this scheme, when features
are unconstrained, any two features (with non-zero vari-
ance) can be made to have the same entropy H(y) simply
by rescaling. Thus, in the context of feature optimiza-
tion, they would be considered equally favorable, even if
they represent very different information about the high-
dimensional data x. The reason for these problems is that
such a scheme completely ignores the diverging quantity
H(y|x). In contrast, we will show that H(y|x) contains a
non-trivial finite dependence on the feature f(x), which
must be taken into account to obtain consistent results.
Renormalized Mutual Information. – In any physical
system, there are small pre-existing measurement uncer-
tainties associated with extracting the microscopic ob-
servables x. Thus, loosely speaking, when trying to de-
duce information about x given the value of y, we will
have to be content with resolving x up to some spread
ε. Motivated by this, we first consider a finite regular-
ized quantity Iε(x, y). It is defined as the mutual infor-
mation between the stochastic observable x and the fea-
ture function applied to a noisy version of the observable:
y = f(x + ελ), where ε ∈ R is the noise strength and
λ ∈ RN is a random multidimensional Gaussian vari-
able of zero mean and unit covariance matrix. In the
limit ε → 0 we recover the original definition of mu-
tual information, which diverges logarithmically. As we
show below, even in that limit, the nature of the adopted
noise distribution (e.g. isotropy, independence of x) still
matters, and it corresponds to imposing some hypothesis
about the observed quantities x (for example the same
measurement uncertainty in all variables). We discuss
these generalizations at the end of this work. Consider
the conditional distribution
P (y|x) =
∫
dλPλ(λ)δ(y − f(x+ ελ)). (3)
When ε 1, we can expand f(x+ελ) ' f(x)+ελ·∇f(x).
By explicit calculation, it can be easily found that P (y|x)
is a Gaussian distribution of zero mean and covariance
matrix ε2∇f(x) · ∇f(x) = ε2 (∑i ∂ifµ∂ifν)µν . We can
now calculate the conditional entropy [see Supplementary
Material] and get
H(y|x) =
∫
dxPx(x) ln
√
|∇f(x) · ∇f(x)|+KHε (4)
where Hε is the entropy of a one-dimensional Gaussian
variable with variance ε2. We see that the first term only
depends on the features, and the second only depends on
the noise variables. Only this term diverges when ε→ 0.
As a consequence, the quantity
I˜ε(x, y) = Iε(x, y) +KHε (5)
has a well defined limit ε→ 0 and it still contains all the
dependence on f(x). By performing the limit we obtain
our main result, Eq. (1).
We can easily show that Eq. (1) is invariant under fea-
ture reparametrization. Consider an invertible function
g(y) : RK → RK and its associated renormalized mutual
information I˜(x, z = g(f(x)). We can rewrite the en-
tropy of z as the entropy of y plus an extra term, which
cancels exactly with the term that appears by applying
the chain rule of differentiation to ln |∇g(f(x))|. There-
fore, we get Eq. (2). We emphasize the importance of
this property: if we perform an invertible transformation
on the variable y, no information should be lost, and the
new variable should have the same mutual information
with x as the old one. As briefly mentioned above, if
one were to regularize by adding some Gaussian noise η
to the features y instead of to x, i.e. y = f(x) + εη,
the final result would depend on the feature only via
H(y). Reparametrization invariance (Eq. (2)) would
not hold anymore under this alternative regularization:
we have Iε(x, g(f(x) + εη)) = Iε(x, f(x) + εη) but not
Iε(x, g(f(x)) + εη) = Iε(x, f(x) + εη).
The small price to pay for making mutual information
between two deterministically-dependent variables finite
is that when there is no dependence, e.g. y = const., we
don’t get zero anymore but −∞ (similar to the entropy
of a delta distribution). In addition, note that given the
different roles that x and y play, renormalized mutual
information is not symmetric anymore in its arguments.
To look at it from a different perspective, Eq. (1) can
be expressed as a particular kind of Information Loss
[19, 20] [see Supplementary Material]
Mutual information obeys inequalities like
I(x, (y1, y2)) ≥ I(x, y1), which also translates to
the regularized versions Iε. However, naively
implementing the renormalization and taking
the limit ε → 0 results in an empty inequality
I˜(x, (y1, y2)) +∞ ≥ I˜(x, y1). By contrast, starting from
I(x, (y1, y2)) ≥ I(x, y1)+ I(x, y2)− I(y1, y2), we can take
the same limit and obtain a useful finite result:
I˜(x, (y1, y2)) ≥ I˜(x, y1) + I˜(x, y2)− I(y1, y2). (6)
In the special case where the dimensions of y1 and y2
add up to the dimension N of x, and where the map-
3ping x 7→ (y1, y2) is bijective, reparametrization invari-
ance produces I˜(x, (y1, y2)) = I˜(x, x) = H(x), such that
we find
H(x) ≥ I˜(x, y1) + I˜(x, y2)− I(y1, y2) . (7)
If one constructs y2 to be independent of y1, the third
term on the right-hand-side vanishes as well. However,
note that it would be impermissible to drop I˜(x, y2), since
it can have any sign.
Feature comparison. – In practice, the observable x
might be a high-dimensional vector describing all the gen-
eralized coordinates of a many-particle system or all the
values of a fluctuating field on a lattice. The renormal-
ized mutual information I˜ can be used to find out how
useful any given “macroscopic” quantity (i.e. a feature
y = f(x)) would be in characterizing the system. The re-
sult depends on the statistical distribution of x. It might
be the Boltzmann distribution in equilibrium or a distri-
bution of “snapshots” of the system configuration during
some arbitrary time evolution. When control parame-
ters such as temperature or external fields change the
distribution of x, the optimal feature can change. Intu-
itively, observing a feature with higher I˜ is more effective
in narrowing down the set of underlying configurations x
compatible with the observed value, thus indeed yielding
more descriptive power about the system.
In Fig. 2, we illustrate these general ideas in a straight-
forward model. We consider a fluctuating 1D field on a
lattice and place a wavepacket of fixed shape at a ran-
dom position. For comparison, we evaluate I˜ for a va-
riety of possible features. Because of reparametrization
invariance (Eq. (2)), the scaling of any of these features
is irrelevant, as is any bijective nonlinear transforma-
tion. In this example, we find there is a sharp transi-
tion, as a function of noise strength, in the choice of the
“best” feature (within the given finite set of features). De-
pending on the regime, different one-dimensional features
with clearly distinct physical meaning become optimal.
Among the features, we also consider Principal Compo-
nent Analysis (PCA) [21], which is the simplest and most
well-known algorithm for linear feature extraction. In
the present setting, PCA corresponds to a feature func-
tion f(x) =
∑
j xjuj , where u is the eigenvector associ-
ated to the largest eigenvalue of the covariance matrix
〈xixj〉 − 〈xi〉 〈xj〉. Several of the features we considered
are nonlinear in x and, as Fig. 2b shows, one of them
yields a higher I˜ than PCA. In Fig. 2c,d, we show an-
other example, this time analyzing two-dimensional fea-
tures: a many-particle system forming drops of fluctu-
ating shapes. Again, the inspection of I˜ reveals when a
given feature is more descriptive.
Unconstrained feature optimization. – Instead of com-
paring different plausible ansatz feature functions, we can
also consider a whole class of parametrized features and
optimize the renormalized mutual information I˜ over the
parameters to get the best feature. For a low-dimensional
x-space, we can discretize x on a lattice and directly carry
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Figure 2. Comparison of features using the renormalized mu-
tual information I˜, for examples with high-dimensional data
x. (a) Example: Fluctuating 1D field on a lattice, with a
randomly placed “wave packet” (we depict one single ran-
dom sample). (b) I˜ for several features, as a function of
the size of the field fluctuations. We consider as possible
features: the average field f(x) = 1
N
∑N
j=1 xj , the position
j weighted by the field amplitude, 1
N
∑N
j=1 jxj , or weighted
by the field intensity, 1
N
∑N
j=1 jx
2
j , as well as the “normal-
ized” feature
∑N
j=1 jx
2
j/
∑N
i=1 x
2
i (similar to an expectation
value in quantum mechanics) and the principal component
analysis (PCA) with one component [xj = ξj + e−(j−¯)
2/δj2
with ξj i.i.d. Gaussian random variables, δj = 9, ¯ uniformly
random ∈ [30, 70], N = 100. We plot I˜ vs.
√〈
ξ2j
〉
]. (c)
Example: Two-dimensional “drops” with elliptical shapes of
fixed area but with fluctuating deformation amplitude δr and
orientation. Initially randomly placed particles were thermal-
ized using a generalized Lennard-Jones type interaction po-
tential, constrained by the shape of the drop (we depict three
random samples with different deformation and orientation).
(d) Renormalized mutual information vs. deformation spread√〈δr2〉 for two-dimensional features f(x): the two best linear
features according to PCA, and a nonlinear feature sensitive
to shape deformations, f(x) = ( 1
N
∑
j(x
(1)
j )
2, 1
N
∑
j(x
(2)
j )
2).
In the insets, we show the entropy H(f(x)) for the same fea-
tures. Note that this quantity is not reparametrization invari-
ant.
out the integrations needed for I˜. Many parametriza-
tions of f(x) are possible, but for generality we opted
for a multilayer neural network [22], where f(x) = fθ(x)
with θ representing the weights and biases of the net-
work. This allows to represent arbitrary feature func-
tions (given sufficiently many neurons). Then, gradient
ascent on I˜(x, fθ(x)) can be implemented easily, e.g. with
Tensorflow [23]. In Fig. 3 we show the optimization of
a nonlinear one-dimensional feature for a non-Gaussian
two-dimensional distribution. The contour lines of the
4optimal feature turn out to be essentially orthogonal to
the curved “main axis” of the spiral-shaped distribution.
The convergence of the feature is best in the regions
of highest probability weight (where getting the feature
right is most important), while low-probability regions
are less reliable (but also less relevant). It is interesting
to highlight that the feature space has an extra degree of
freedom, given by the class of invertible endomorphisms
in that space that leave renormalized mutual information
unchanged. This can be exploited to enforce additional
constraints on the extracted features. Also, before com-
paring different feature functions, for example obtained
through the training of two independent neural networks,
it is important to first “normalize” them. This gauge fix-
ing transformation can be applied after the optimal fea-
ture has been found.
The use of a deep neural network for a low-dimensional
feature fθ(x) is directly suitable, in the manner described
above, also for a high-dimensional x-space (e.g. given
by images or configurations of many-particle systems).
Furthermore, the estimation of regularized mutual in-
formation is more challenging, but still feasible also in
the case of a feature with a larger dimension. To eval-
uate the second term in Eq. (1), one can rely on sta-
tistical sampling of x. Indeed, one can immediately
obtain the required ∇f , since neural networks are dif-
ferentiable functions. Some more care is needed to ef-
ficiently approximate the first term of Eq. (1), H(y).
We have no access to the functional form of Py(y), but
we can sample from it (since y = f(x)). For exam-
ple, one can introduce a reference distribution Pr(y) and
rewrite H(y) = −〈lnPr(y)〉y∼Py(y) −KL(Py||Pr), where
the last term is the Kullback-Leibler divergence [22] be-
tween Pr(y) and Py(y). This term can be estimated by
means of adversarial network techniques [24], i.e. by op-
timizing over an auxiliary “discriminator” neural network
D(y):
H(y) = −〈lnPr(y)〉y∼Py(y)+
+ min
D
(
〈D(y)〉y∼Py(y) + 〈e−D(y)〉y∼Pr(y) − 1
)
. (8)
For convenience, Pr(y) could be chosen to be a Gaussian
distribution. This is related to the technique proposed
in [17] to estimate mutual information, while properly
allowing for the renormalization discussed here.
In the examples above, all the components xj had the
same physical meaning (e.g. particle coordinates). For
components with different dimensions (e.g. positions and
momenta), it is clear that one needs to decide how to
compare fluctuations along these different components.
To deal with that, a slight change in the regularization
procedure is required. Most generally, we can consider an
arbitrary distribution of the regularizing noise λ, with a
covariance matrix Σ(x) of the noise distribution P (λ|x).
This can also be x-dependent, to allow for a “resolution”
that depends on location. We find that it is only neces-
sary to replace the matrix ∇f(x) · ∇f(x) in Eq. (1) with
∇f(x)Σ(x)∇f(x), thus effectively introducing a metric
a UncertaintyAverage Feature b Single run c
x1
x2
Optimization step
Renormalized Mutual Information
x1 x1
x2x2
d
0
0.04
y = 0.08
0
0.2
Px(x)
Figure 3. Unconstrained feature optimization for a 2D non-
Gaussian distribution. (a) Result of the numerical optimiza-
tion of the renormalized mutual information I˜. The 1D fea-
ture y = f(x1, x2), shown as contour lines atop the distri-
bution Px(x), is parametrized with a fully-connected neural
network with 150 neurons for each of the 3 hidden layers.
Here we average over the results from 20 independent opti-
mization runs (each suitably normalized) and show the mean
resulting feature. We “normalized” the features obtained in
independent runs by applying an invertible transformation
yˆ =
∫ y
−∞ dy
′Py(y′) to the output of the neural network so that
yˆ always has a uniform distribution between 0 and 1. (b) Nor-
malized feature for a single run. (c) Standard deviation of the
features obtained in several independent optimization runs.
(d) Renormalized mutual information during the optimiza-
tion steps for many runs. [The distribution is obtained using
x1 = x
′
1 cosαr−x′2 sinαr and x2 = x′1 sinαr+x′2 cosαr, where
x′1 and x′2 are Gaussian random variables, r =
√
x21 + x
2
2, and
α a fixed parameter.]
on x-space. Note that this changes the inequality men-
tioned above (Eq. (7)).
Outlook. – We believe that renormalized mutual infor-
mation can be useful in many areas of statistical analysis,
machine learning, and physics.
It can be directly applied in the most diverse physical
scenarios. Also, many interesting variations and exten-
sions are possible. In statistical physics, it is reasonable
to expect that different phases of matter may yield differ-
ent optimal features. Moreover, one could optimize for
feature fields (order parameter fields) by using convolu-
tional layers in the neural network that parametrizes the
features. The locations of defects like domain walls and
vortices could be discovered as relevant features.
In general, an optimized low-dimensional description of
a high-dimensional system can be used to make at least
partial predictions for the time evolution. In dynamical
systems, particularly in chaotic ones, the renormalized
mutual information could thus help to discover the re-
maining underlying regularities of the system. Even in
the presence of chaos, the evolution of collective variables
can be predictable (and still non-trivial).
Quantum mechanical systems could be analyzed as
well, e.g. by sampling configurations x according to a
many-body state, or sampling parameters in the Hamil-
tonian and looking at the expectation values x of a set
of commuting observables in the corresponding ground
5state.
Renormalized mutual information can be used as a
general tool to analyze deterministic representations of
a dataset. Here we illustrated the approach only in
settings with a very low-dimensional feature space (i.e.
we looked at most at a two-dimensional feature), but it
should be feasible to efficiently evaluate it also for higher-
dimensional feature spaces, for example, starting from
what we suggested in Eq. (8). In this manner, the ap-
proach could be used to study the behavior of a neural
network from an information-theoretic point of view, for
example by analyzing the renormalized mutual informa-
tion between the input and an intermediate layer of a
neural network during its training. This could be help-
ful for concepts like the “information bottleneck” [12, 25],
which is known to be affected by the problem of the di-
vergence of mutual information with deterministically-
dependent variables. Moreover, the important challenge
of finding an optimized general representation of a high-
dimensional dataset (like images) can benefit: feature ex-
traction through renormalized mutual information max-
imization provides a general-purpose representation that
is purely defined by its information content (and not
by the capability to accomplish some arbitrarily selected
tasks). Therefore, it could hopefully be useful in transfer
learning scenarios, in which many classifiers can be built
starting from the same high-level initial representation.
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6Appendix A: Derivation of Renormalized Mutual Information
In this Appendix, we derive the renormalized mutual information equation in the general case in which the reg-
ularizing noise also depends on x. We consider the observable distribution x ∼ Px(x), with x ∈ RN . Let λ be the
input-noise variable. It has a zero-mean gaussian distribution with covariance matrix Σ(x). In the case in which we
have no assumptions on the observables, we can just choose Σ(x) = IN . Let ε ∈ R represent the strength of the noise.
At the end of the calculation, we want to perform the limit ε→ 0. First of all, we define renormalized feature
y = f(x+ ελ).
Its probability distribution is given by
Py(y) =
∫
dxPx(x)dλPλ(λ|x)δ(y − f(x+ ελ)).
By definition, Pλ(λ|x) is a gaussian distribution with zero mean. The contribution of large values of λ in the δ-function
are suppressed by the factor Pλ(λ|x). As a consequence, when ε ≈ 0, we can consider the expansion of the feature
function, f(x+ ελ) ≈ f(x) + ε∇f(x) · λ. We employ the Fourier representation of the δ-function
δ(y) =
1
(2pi)k
∫
dseisy
and plug in the expression of the distribution of the noise,
P (λ|x) = 1√
(2pi)N |Σ(x)|e
− 12λΣ(x)−1λ.
We get
P (y|x) =
∫
ds
(2pi)k
eis(y−f(x))
∫
dλ√
(2pi)N |Σ(x)|e
− 12λΣ(x)−1λ−isε∇f(x)·λ =
∫
ds
(2pi)k
e−
ε2
2 s(∇f(x)Σ(x)∇f(x))s+i(y−f(x))s.
Now, we can also perform the Gaussian integral in s and get
P (y|x) = 1√
(2piε)k|∇f(x)Σ(x)∇f(x)|e
− 1
2ε2
(y−f(x))(∇f(x)Σ(x)∇f(x))−1(y−f(x)).
This is a Gaussian distribution with mean f(x) and covariance matrix ε∇f(x)Σ(x)∇f(x). By explicit calculation,
the conditional entropy H(y|x) is given by
H(y|x) = −
∫
dxdyPx(x)Py(y|x) lnP (y|x) = K
2
ln 2pieε2 +
1
2
∫
dxPx(x) ln |∇f(x)Σ(x)∇f(x)|.
We define
I˜(x, y) = lim
ε→0
[H(y)−H(y|x) +KHε] = H(y)−
∫
dxPx(x) ln
√
|∇f(x)Σ(x)∇f(x)|,
with Hε = 12 ln 2pieε
2. This equation is more general than Eq. (1) and it reduces to it if we consider an isotropic noise
matrix, i.e. Σ(x) = IN .
Appendix B: Connection with Information Loss
The concept of information loss was introduced in a series of interesting papers [19, 20], as the difference between
two mutual informations, I(x, y)− I(x, z), where the random variables y and z are functions of the random variable
x. The key point is that both I(x, y) and I(x, z) formally diverge to infinity, but their difference remains finite. Here
we show that our renormalized mutual information can be interpreted as an information loss.
Indeed, the diverging mutual information I(x, y = f(x)) can be made finite in at least two different ways: either
by adding noise to the input variables to obtain I(x, y = f(x+ ελ)), or by adding noise to the output variables to get
7I(x, z = f(x) + ελ). Here we assume that in both cases λ are Gaussian variables with zero mean and unit variance.
A straightforward calculation shows that in the limit ε 1 we have
I(x, f(x+ ελ)) = H(y)−KHε −
∫
dxPx(x) ln
√
∇f(x) · ∇f(x), (B1)
I(x, f(x) + ελ) = H(y)−KHε, (B2)
with Hε = 12 ln 2pieε
2.
By subtracting the second equation from the first one and adding H(y), we see that the divergent term KHε cancels
out, and that we obtain a relation between the our finite renormalized mutual information and the information loss:
I˜(x, f(x)) = H(y) + lim
ε→0
[I(x, f(x+ ελ))− I(x, f(x) + ελ)] .
According to [19, 20] the limit above represents the information lost by changing the description of x from f(x+ ελ)
to f(x) + ελ.
Appendix C: Reparametrization Invariance
In this section, we verify that renormalized mutual information is invariant under feature reparametrization. Con-
sider an invertible function g(y) : RK → RKand the associated random variable z = g(y). Renormalized mutual
information between x and z can be expressed as
I˜(x, z) = H(z)−
∫
dxPx(x) ln
√
|∇g(f(x)) · ∇g(f(x))| (C1)
By employing the properties of differential entropy, we can rewrite
H(z) = H(y) +
∫
dxPx(x) ln
∣∣∣∣dgdy
∣∣∣∣ .
The second term of Eq. (C1) can be expanded via the chain rule of differentiation
∇g(f(x)) = dg
dy
· ∇f(x)
and by using the properties of the determinant
|∇g(f(x)) · ∇g(f(x))| =
∣∣∣∣dgdy
∣∣∣∣2 |∇f(x) · ∇f(x)|.
By putting all together, we get
I˜(x, z) = H(y)−
∫
dxPx(x) ln
√
|∇f(x) · ∇f(x)| = I˜(x, y)
as we wanted to show.
Appendix D: Feature Extraction in a Low-Dimensional Setting
In this Appendix, we show how we implemented Eq. (1) to extract the feature in Fig. 3. In particular, in this very
simple case we extract a one-dimensional feature from a two-dimensional space. In a low-dimensional setting, it is still
conceivable to discretize the x space in a square region, with lattice constant ∆x. We will also discretize y, and let
∆y be the size of each bin. We keep f(x) continuous and we parametrize it with a neural network, i.e. f(x) = fθ(x),
8where θ are the weights and the biases of the neurons of the network. To implement Eq. (1) in TensorFlow, we need
to write it as a differentiable function. By looking at Eq. (1), we see that the first term H(y) must be approximated
in some way; the second term can be directly used. The easiest way to approximate H(y) is to estimate Py(y) with
a histogram, and then use it to compute the sum H(y) = −∆y∑k Py(yk) logPy(yk). By definition, we would have
Py(yk) = ∆x
2
∑
ij
Px(xij)χ[yk−∆y2 ,yk+ ∆y2 ](f(xij))
where χI(y) is the function that is 1 only if y ∈ I and 0 otherwise. However, χ is not differentiable, and in the regions
where it is, it has a zero gradient. This is not convenient for our purpose. So, we replace it with
dk(f(xij)) =

1
∆y +
1
∆y2 (f(xij)− yk) yk−1 < f(xij) ≤ yk
1
∆y − 1∆y2 (f(xij)− yk) yk < f(xij) ≤ yk+1
0 otherwise
In other words, instead of assigning each point to a single bin of the histogram, this function assigns it to two bins,
in a way linearly proportional to the distance from the center of the bins.
The optimization of Eq. (1) is performed through gradient ascent: at each step, we calculate fθ(xij) for all the
points of the x-grid and use it to estimate Py(y). In particular, we always fix the bounds of the histogram betwen
minij fθ(xij) and maxij fθ(xij). We calculate I˜(x, y = fθ(x)) and use backpropagation to update each parameter of
the neural network, i.e.
θ′ = θ + η
∂I˜θ
∂θ
,
where η is a fixed parameters of the algorithm. The procedure is repeated until convergence.
Clearly, the aim of this example was only to show the behavior of our quantity in a very controlled setting. High-
dimensional implementations for practical situation will undoubtedly require a more clever technique to approximate
the first term of Eq. (1), as discussed at the end of the main text.
