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“Given a choice between dancing pigs and security, users
will pick dancing pigs every time,” warns an oft-cited quote
from well-known security researcher Bruce Schneier [132].
This issue of understanding how to make security tools and
mechanisms work better for humans (often categorized as us-
ability, broadly construed) has become increasingly important
over the past 17 years [7], [159], as illustrated by the growing
body of research. Usable security and privacy research has
improved our understanding of how to help users stay safe
from phishing attacks [12], [62], [77], [105], [109], [129],
[138], create strong passwords [39], [73], [130], [152], and
control access to their accounts [16], [33], [93], [139], as just
three examples.
One key technique for understanding and improving how
human decision making affects security is the gathering of
self-reported data from users. This data is typically gathered
via survey and interview studies, and serves to inform the
broader security and privacy community about user needs,
behaviors, and beliefs. The quality of this data, and the
validity of subsequent research results, depends on the choices
researchers make when designing their experiments.
Contained here is a set of essential guidelines for conducting
self-report usability studies distilled from prior work in survey
methodology and related fields. Other fields that rely on self-
report data, such as the health and social sciences, have
established guidelines and recommendations for collecting
high quality self-report data [10], [42], [55], [57], [70], [82],
[98], [103], [119], [136], [148], [149].
I. BEST-PRACTICES & PITFALLS: LEARNING FROM
OTHER DISCIPLINES
The guidelines below are distilled from more than 100
relevant books and research articles from the survey method-
ology, psychology, and sociology fields to distill suggestions
for conducting self-report interview and survey studies. In the
following, an overview is provided of these best practices
in the context of studying usability for security and privacy.
These findings can be largely grouped around questionnaire
writing (Section II), sampling (Section III), and pre-testing
(Section IV).
II. QUESTIONNAIRE WRITING
The process of responding to a given questionnaire or
interview item can be modeled in four steps (Figure 1) [32].
Respondents must first comprehend the question, then second
attempt to retrieve the information necessary to answer it.
Third, the respondent must judge whether this information
Fig. 1. Figure from Cannell et al. [32]: cognitive process of survey response.
is sufficient to answer the question, whether they wish to
provide that information, and which answer choice most
closely matches their desired response. Fourth, the respondent
actually reports their answer.
In order to ensure that respondents can successfully com-
plete this process, best practices with regard to word choice,
question phrasing and ordering, question context, sensitive
and demographic questions, survey length, Likert scales, and
specific study modes (e.g. online vs. face-to-face) must all be
considered. Each of these considerations is addressed below.
A. Choose Wording Carefully
Many possible problems can arise with word choice. The
two largest such problems are different respondents having
inconsistent understanding of terms in a survey and question
writers using technical or abstract words that the respondent
does not understand. Prior work in survey methodology has
shown that even common words may be understood in multi-
tude of different ways by respondents—for example, the word
‘usually’ was interpreted in 24 different ways by one study’s
participants [20], [68]. Such variations in understanding can
creat data that cannot easily be compared [68]. Pre-testing
(addressed in Section IV) is a key mechanism for ensuring
that respondents understand terms consistently and in the way
that you expect.
The problem of terms that respondents do not understand is
particularly severe for security and privacy studies, which are
riddled with technical concepts and terms. “The problem of
unfamiliar or technical terminology is all the more serious,”
notes a meta-analysis of survey literature on this problem, “be-
cause evidence indicates that respondents often ignore written
definitions provided with the question” [148]. How then should
we solve this problem? One option is to identify and use
terms with which respondents are more comfortable, rather
than technical or formal terms; Bradburn et al. found that this
approach (e.g., using “sex” rather than “sexual intercourse”)
resulted in more accurate responses [26]. Identifying such
terms may sometimes be challenging, but focus groups can be
used to successfully identify the language respondents use to
discuss a concept [148]. When asking about a topic with which
respondents are unfamiliar, definitions cannot be avoided, but
it is recommended to thoroughly pre-test the questionnaire
to ensure respondents consistently read and understand the
definition.
To help with refining question wording, researchers can
apply a tool such as QUAID [2] to automatically check
for several common wording pitfalls, including technical and
ambiguous terms.
Select Appropriate Likert Scales. One special case of the
need for careful question wording is Likert scales, which are
widely used to collect participants’ agreement with statements
or another nuanced opinion. Prior work shows that providing
too few or too many points on the scale may negatively impact
the validity and interpretability of the results. Scale lengths
between five and ten have been shown to optimal: fewer
options can create bias by requiring the respondent to pick
something that doesn’t quite fit, while too many options might
render differences in responses meaningless. For example,
when considering the difficulty of remembering a password on
a scale from 1-100, what is the difference between responses
of ‘72’ and ‘76’ [69], [82], [111], [123]? Thus, researchers
should take care to select a Likert scale of appropriate length.
In addition, researchers should consider whether to choose
an odd or even number of scale points. Both odd and even
scales should be balanced; that is, they should contain an
even number of options on each side of neutral (e.g., Very
Bad, Somewhat Bad, Neither Good nor Bad, Somewhat Good,
Very good) [78], [92]. Odd scales will thus have an explicit
neutral option (Neither Good Nor Bad), while even scales will
not. Even scales can therefore elicit stronger responses from
respondents [9], [51].
Finally, word choice in Likert-scale options is also very
important. For example, research has shown that the word
“often” is very ambiguous and may be interpreted in a range of
ways by respondents, leading to measurement error [20], [68].
Before creating a new scale, first consider whether an existing,
validated scale can be applied. Vagias provides a good list of
validated Likert scales [153]. If a new scale must be made,
care should be taken to select unambiguous words and to pre-
test the scale.
Avoid Double-Barreled Questions. In addition to taking
care in their word choice, researchers must be careful to avoid
double-barreled questions that implicitly ask more than one
question. For example, asking a question such as, “Do you
believe that your employer should require you to update your
computer and change your password every six months?” (Yes,
No, I Don’t Know) requires respondents to provide a single
answer about both a requirement to update their computer and
a requirement to change their passwords, even though they
may agree with one requirement but disagree with the other.
Prior work shows that such questions can negatively impact
the validity of responses and may cause respondent frustration,
leading them to drop out of the survey [42], [55], [69], [82],
[148].
B. Consider Question Context
It is important to consider not only the text of the questions
themselves, but also the context of these questions. Prior work
shows strong evidence that the context in which a question is
shown, including the questions asked previously, any adver-
tisements shown in a web survey, and the sponsor and topic
provided for the survey, may greatly affect responses [44],
[46], [56], [69], [74], [133], [134], [148]–[150].
The effect of prior questions can be mitigated by asking
questions about a number of different topics, diffusing the im-
pact of any particular question on later questions. For example,
Schwarz found that asking a question about marital happiness
had a “pronounced effect on answers to a subsequent question
about general life satisfaction when respondents marriages
were the only specific life domain that the earlier questions
asked about. When the earlier questions also asked about
leisure time and jobs, the effect of marital happiness item
on answers to the question on general life satisfaction was
significantly reduced” [134]. A second, complementary way to
mitigate such effects is to randomize the order in which ques-
tions are asked [82], [95]—while this does not remove order
bias, it ensures that the bias is randomly distributed [119].
To ensure a closed-answer question includes all poten-
tially necessary answer choices, the literature recommends
focus-group or interview studies that solicit open-ended an-
swers [103], [148]. Alternatively, if an open-answer question
is used in a structured survey or interview, the responses
should be systematically coded using open coding to achieve
a concrete set of answers [103], [133]. For semi-structured
interviews, on the other hand, it is recommended to begin with
an open-answer question followed by prompts to elicit deeper
answers from the participants or remind them of potential
answers they may have forgotten to discuss [108].
Further, the sponsor, topic, and title of a study can all
influence both who responds (response bias) and how they
respond. It can be beneficial to emphasize that a study is being
conducted by a university, as university sponsors (compared
to unknown or corporate sponsors) elicit higher response
rates [56]. However, it may be helpful to be opaque when
stating the survey topic or title, as the topic may not only
create response bias but also influence respondents to answer
in ways they think the survey provider wants or expects [74],
[107], [140]. For example, asking a question about software
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updating in a survey titled “Improving Computer Security”
may lead to overreporting of the importance of updates.
Finally, to avoid bias from unknown images or ads that may
also be displayed on the survey page, use an online survey
platform that includes only your survey on a standardized
template (such as Qualtrics) [44], [46].
Our experience suggests that question context can be critical
for self-report studies in the domain of security and privacy,
but there has been unfortunately little prior research on this
specific topic. Here, are some hypotheses drawn from loosely
related prior work and our own anecdotal research experiences
in the security and privacy field. It is possible that the issue
of prior questions may be especially salient for privacy, as
asking personal questions first might increase respondents’
reported privacy concern. Relatedly, in behavioral studies,
administering a pre-experiment questionnaire querying respon-
dents’ privacy preferences or requesting personal information
may subsequently impact respondents’ security and privacy
behavior by changing the context in which they are behaving.
Framing about how the data will be used also can affect
disclosure of sensitive data [8].
It is also possible that providing a trustworthy sponsor
for your study (e.g. listing your university name) may be
especially important for security and privacy studies in which
security-sensitive and privacy-sensitive respondents may be
hesitant to participate for fear of having their information
compromised by an untrustworthy entity [131]. On the other
hand, a trustworthy sponsor that leads a participant to feel
safe may result in higher willingness to engage in behavior
that might feel unsafe in another context [38].
C. Carefully Order Response Choices
The order in which answer choices are presented may also
impact the survey results [75], [87], [95]. Prior work has found
that in written (or online) surveys, the first answer choice is
selected most often, while in phone and face-to-face surveys
the last answer choice is more likely to be selected [19], [124].
To mitigate this effect, it is important to randomize the order of
the answer choices, evenly distributing the occurrence of the
the order bias [82]. Likert scales experience similar effects: for
example, a Likert-scale item with the left-most answer option
being positive (e.g., Strongly Agree (5)) is more likely to result
in a higher overall set of responses [21], [37], [85], [157]. To
address this, survey designers may wish to reverse the scale
direction for a randomly selected half of respondents.
D. Be Aware of Sensitive Questions
While it is important to consider the phrasing and placement
of all questions, extra consideration should be given to sen-
sitive questions. A plethora of prior research summarized by
Tourangeau and Yan [150] has shown that respondents tend
to under-report socially-undesirable behaviors such as drug-
and alcohol-use, bankruptcy, energy use, criminal behavior,
and racist attitudes [59], [63], [102], [104], [150], while over-
reporting desirable behaviors such as church attendance, eco-
friendliness, exercise, library use, wearing a seatbelt, and
voting [18], [72], [117], [144], [150]. Given the number of
domains in which the effect of this desirability bias has been
proven, it seems clear that such bias will be an issue for
questions regarding security and privacy behaviors and beliefs,
as well.
Desirability bias can be mitigated through a number of
different methods [150]; here are three of the easiest. First,
sensitive questions can be asked not about the respondent
directly (e.g., “Do you behave securely?”), but rather indirectly
(“Do you think your friends behave securely”) [76]. Second,
questions can be softened with “forgiving wording,” such as an
introductory sentence that makes clear to the respondent that
all answer choices are acceptable (e.g., “People have many
different reasons for choosing to update or not to update their
phones. Which of the following best describes what you do
when an update is available for your phone? . . . ”) [69], [145],
[150]. Third, questions should be balanced: e.g., “If there is
a serious fuel shortage this winter, do you think there should
or should not be a law requiring people to lower the heat
in their homes?” where the bold text is used to balance the
question [135].
A number of more advanced techniques for ensuring that re-
spondents answer sensitive questions honestly also exist [103],
[150]. One example is the use of a list experiment (also
known as the unmatched count technique) [24], [43], [48],
[52], [79], [150], which involves the following procedure: (1)
divide respondents into a control and treatment group, (2) ask
control respondents to report the number of items on a list
that they wish to answer ’yes’ to, rather than asking them to
answer yes/no about each item individually, (3) ask treatment
respondents to do the same, but add the sensitive question
of interest to the list, and (4) compute the proportion of
respondents who answered yes to the sensitive item of interest
by comparing the answers of the two groups. This technique
was recently employed to study the prevalence of snooping
on other people’s mobile phones [110]. Other techniques
include the randomized response technique [155] and the
bogus pipeline [150]. Given the power of these techniques
to improve measurement validity for sensitive security and
privacy questions, it is strongly recommended that researchers
consider increased exploration and application of both simple
and more advanced techniques for reducing desirability bias.
Finally, before we can mitigate desirability bias for sensitive
questions, we must identify which items are sensitive. Thank-
fully, prior work shows that researchers are typically very
accurate in their assessment of whether or not a question is
sensitive [27]. If the researcher is unsure of whether a question
is sensitive, a brief pilot test in which respondents are asked to
rate question sensitivity on a Likert scale can be helpful [150].
Desirability bias is especially important for security and
privacy studies, as respondents may feel pressure to over-report
knowledge [88] or behaviors they perceive to be “good” such
as patching. This may be especially true in the case of a lab or
telephone study, if they know the interviewer to be someone
who cares about security. There is some preliminary evidence
of issues of over- and mis-reporting privacy behaviors [142]
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due to desirability bias. This issue may also play a small role
in the “privacy paradox” [15] in which respondents have a
tendency to report more privacy sensitivity than their activities
warrant. Thus, security and privacy researchers should take
great care in designing questions that ask about security and
privacy behaviors and preferences, items for which respon-
dents may be inclined to over- or mis-report.
Demographic Questions. Demographic questions are a
special subset of sensitive questions. They are not only
sensitive, but may be associated with significant stereotype
threat that can affect survey measurements [116]. For example,
asking demographic questions at the beginning of the survey
frames the context of that survey in terms of respondent
demographics: in one experiment, women performed worse
on a math-related task when asked to provide their gender
first than when asked to provide it afterward [116]. Thus,
prior work suggests avoiding asking demographic questions
at the beginning of a survey containing questions with “right
or wrong” answers, such as math problems, and for surveys
containing questions about sensitive topics or topics with
socially-desirable answers [41], [56], [64], [91], [128], [143],
[150], [158]. For questionnaires regarding less sensitive topics
with no discernible socially-desirable or “correct” answer (e.g.,
“How many gallons of milk did you purchase this week?”),
some research suggests that demographic item placement may
not negatively impact on survey answers, and may increase
response rates to demographic items (in surveys where respon-
dents drop off before finishing the survey) [58], [71], [147].
More specifically, research on the U.S. Census has found
that placing the Hispanic ethnicity item (e.g., “Are you of His-
panic origin?”) prior to a question about race results in lower
non-response for both items [113]. It is always recommended
to ask ethnicity and racial identity as separate questions, but in
the case of severe space constraints where only one question
can be asked, the question should be formatted as a multiple
response item, where respondents can select, for example,
both Hispanic and White as their answer to the singular
race/ethnicity question [115].
In security and privacy research, it is often tempting to ask
demographic questions near the beginning of a survey, in order
to use up time while some computational task (e.g., processing
a participant’s social media posts in order to ask privacy or
access-control questions) runs in the background. However,
given that security and privacy behaviors are potentially sen-
sitive topics (similar to health behavior), it is recommended
that researchers follow the literature-supported best practice of
placing demographic questions at the end of the survey [41],
[56], [64], [91], [128], [143], [150], [158].
E. Keep Surveys to a Reasonable Length
Since recruiting participants can be difficult and time-
consuming, it is often tempting to bombard each participant
with as many questions as possible at once. However, extend-
ing the time it takes to participate in the survey may lead to
a lower response (or completion) rate [54], [107], [137].
The inclusion of a completion bar has been shown to
increase completion rates for closed-answer surveys [47];
contrastingly, misrepresenting the length of a survey (e.g.,
advertising a five-minute survey that really takes 10 minutes
to complete) will significantly reduce the completion rate [50].
F. Consider Your Survey Mode
The mode (online, telephone, face-to-face) that you employ
to conduct your study may have additional considerations. For
example, telephone and face-to-face surveys and interviews
may be impacted by interviewer effects, discussed below;
online surveys, which enable researchers to easily require that
respondents answer questions, have different considerations.
Interviews and Interviewers. One key consideration for
interview studies is interview style. Semi-structured or conver-
sational interviewing, which allows the interviewer to slightly
modify questions or supply clarification and definitions, has
been shown to result in more accurate measurements for stud-
ies about sensitive topics [146]. However, these approaches are
also more subject to error from stereotype threat and social-
desirability biases [70].
In interview studies and telephone or face-to-face surveys
the gender, race, and age of an interviewer may influence
responses [86], [96], [150]. Additionally, the quality of the
interviewing, and the prompts the interviewer provides can
also significantly affect the survey measurements [89].
There are three main mechanisms to mitigate these ef-
fects. The first is to thoroughly train interviewers to provide
neutral prompts and read the interview or survey protocol
as it is written [67], [89]. Fowler and Mangione found that
interviewers who had less than one day of training were
significantly worse at reading the questions correctly and
prompting respondents when they gave incomplete or ambigu-
ous answers [70]. Second, participants should be randomly
assigned to different interviewers, preferably with differing
demographic characteristics, in order to diffuse bias. The third
method is to calculate and report the statistical interviewer
effect metric [82].
Behave Ethically When Requiring Responses. Requir-
ing respondents to provide answers to every question on a
survey, without offering a “don’t know” (DK) or “prefer not
to answer” option, is considered unethical: it is in direct
violation of the American Association for Public Opinion
Research code of ethics [6], and is explicitly disallowed by
many Institutional Review Boards [5]. It can also affect the
quality of responses offered, and may lead to respondent
frustration and survey drop-offs [42], [57], [82], [103]. This
problem is most prevalent in web surveys, as interviewers are
not typically able to force respondents to answer questions
(although respondents who refuse to answer certain questions
may be removed from a study). While there are legitimate
reasons to want to require some answer to each question (e.g.,
being charged per response, wanting better data quality), it
is highly recommended that a DK or “prefer not to answer”
option be offered in all cases, including for demographic
questions [107]. There is unfortunately little research into the
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trade-offs between offer a DK answer choice, a “prefer not to
answer,” choice, and simply making the question optional, so
researchers must (at least for now) use their best judgment.
G. Reuse Existing, Validated Questions When Possible
Using survey questions and scales that have previously been
validated and tested by other researchers can improve the
soundness of study results, provide a baseline of results from
prior work to compare against, and save researchers significant
time and energy that would otherwise be spent on carefully
framing and then pre-testing these questions. While formally
validated scales are most authoritative, questions previously
pre-tested and used by other researchers also provide compara-
bility with prior work and can save time and effort. While it is
rare to be able to rely entirely on previously existing questions,
including as many of them as possible (especially when
dealing with topics that arise frequently in many security and
privacy studies) can be highly beneficial. This is a commonly
supported best practice in survey design [65], [82].
Some experimentally validated measures that may be use-
ful for security and privacy researchers include scales for
assessing internet skill, privacy inclination, security behavior
intention, and usability [28], [61], [83], [120]. Pew surveys
and the Roper database provide large banks of previously
written and pre-tested items [35], [36]. Note that these existing
scales and questions were developed and tested in particular
contexts; researchers should carefully consider their strengths
and weaknesses when deciding whether re-use of a particular
item is appropriate.
III. SAMPLING
Representative samples ensure that the opinions of one sub-
set of the population (those who are over-represented) are not
inaccurately magnified while ignoring or under-reporting the
opinions of another subset (those who are under-represented,
or not represented at all) [82], [100], [103]. The classic
illustration of the importance of sampling is the 1936 Literary
Digest poll on the U.S. presidential election: Using a 2.4-
million-respondent sample, the poll predicted Alfred Landon
would win with 57% of the vote, when in fact Roosevelt
won with 62%. The poll was so wrong largely because of
its severely biased sample: Literary Digest subscribers, who
tended to be older, wealthier, and more politically conservative
than the general population [13], [29], [53], [141]. As shown
by this example, even large samples cannot make up for
sampling bias. In fact, in the same year, a much smaller Gallup
poll (50,000 respondents) with a significantly better sampling
strategy successfully predicted the election results [53].
In usable security and privacy research, different sampling
methods may be more or less appropriate for different studies.
Below, is an outline of four prominent sampling methods and
literature-based suggestions for when they should be used. The
majority of our discussion centers around quantitative (e.g.,
survey) sampling methods and recommendations, rather than
on qualitative (e.g., interview) sampling methods, as the time-
intensive nature of qualitative studies restricts the feasibility
of many sampling strategies.
A. Convenience and Snowball Samples
Convenience sampling typically involves sampling from the
most accessible participants (e.g., university students, social-
network contacts) [70], [82], [112]. This sampling method
is very low cost, but “may result in poor quality data and
lacks intellectual credibility,” as the recruited participants tend
not to be very representative of the researcher’s target pop-
ulation [112]. Snowball sampling involves using a somewhat
more rigorous approach to recruiting initial participants (e.g.,
using demographic quotas) and then recruiting the friends
of those initial participants as additional respondents in the
sample [23]. Snowball sampling is similarly low cost, with
potentially low data quality [23], [81].
Qualitative Sampling. While convenience and snowball
samples can be largely rejected outright for quantitative sur-
veys, the majority of qualitative studies must rely on some
form of convenience sampling due to time, travel, and cost
considerations that restrict qualitative sample sizes [49], [112],
[118]. These approaches may also be necessary when the
target population is very difficult to reach, such as users
with very specific security experiences or visually impaired
users. To mitigate the inherent drawbacks of these sampling
strategies and maximize result validity, prior work suggests
that researchers should construct a theoretical model of the
factors that will impact the results of their study and then
attempt to screen and select respondents who represent a
diverse sample of these factors [112]. For security and privacy
research, factors such as demographics, internet skill and
beliefs about security may often be relevant [125], [126],
[156].
B. Crowdsourced and Social Media Samples
Another commonly used sampling method is sampling from
crowdsourcing platforms such as Amazon Mechanical Turk
(MTurk). These platforms will provide more representative
and less biased samples than most convenience samples (e.g.,
as compared to selecting only local university undergradu-
ates) [30], [34], but they still suffer from sample bias [90].
For example, MTurk users tend to be more highly educated,
younger, and more technically-savvy than the general pop-
ulation [90], [97], and they may have different values and
personality characteristics [80]. This sample bias may have
important implications for the results of security and privacy
studies [97], [99]. Similarly, social media platforms, and
specifically Twitter, are increasingly used as sources of data.
This data may represent a biased sample population, as only
13% of Internet users use Twitter, for example, and the users
of social media tend to be non-representative on lines of class,
gender, and education [60], [84], [151].
This is not to say, however, that these samples should not
be used. MTurk samples provide significantly better sample
diversity than convenience samples [30], [34] and may be
particularly useful for studying young, educated populations.
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Further, MTurk (and newer competitors, such as Prolific 1),
allow behavioral tasks beyond the simple answering of survey
questions (e.g., testing out a new security tool and providing
feedback); crowdsourcing allows for far larger sample sizes
for these behavioral experiments than could be reasonably be
obtained in a laboratory setting [34]. MTurk samples also offer
researchers relatively easy access to respondents from a variety
of countries, a population that was previously challenging to
reach [106]. Social media data, on the other hand, provides the
opportunity for researchers to observe users’ online behavior
and language without any intervention; this type of ecolog-
ical validity and observation is impossible to obtain with a
traditional representative survey. Moreover, most social media
data is available publicly, for free, consequently lowering the
barrier of entry for research. For some studies, these benefits
will outweigh the sampling drawbacks; for others the lack of
representativeness may be a critical problem.
C. Online Census-Representative Samples
An alternative to convenience, crowdsourced, and social-
media samples is to use quota sampling from an online
panel to achieve a census-representative sample distribution.
Online survey samples are typically obtained from panels,
which are put together by companies such as Qualtrics 2
and Forsa 3 [14]. These companies may recruit participants
from all over the world via paper mailings, airline frequent
flyer programs, mailing lists, and other methods. These online
panels are made up of thousands of potential respondents, who
are compensated for their participation when they take a sur-
vey [14], [45]. Researchers can submit requests to have their
survey distributed to a set number of these panel respondents,
based on demographic criteria. For example, researchers can
request a 500-person sample that is census-representative of
their country with regard to age, income, education, gender,
race/ethnicity, and household size. Response prices for such
samples begin at around $3 per response, depending on the
panel and criteria selected, but can be much higher.
While these panel samples are more representative than
crowd-sourced, social media, and convenience samples, they
are still subject to sample bias. Of panel members who are
invited to take a given survey, over 90% chose not to respond.
This high rate of non-response, may lead to response bias, the
extent and effects of which is not yet fully understood [14].
Thus, while online census-based quota panel samples provide
a more representative set of respondents, researchers should
be careful to avoid overclaiming about generalizability to the
entire population on the basis of results from these samples.
D. Probabilistic Samples
Probabilistic samples—that is, samples in which every per-
son in the given population (e.g., the U.S.) had a non-zero
probability of taking a given survey—are the gold-standard of




researchers to use statistical weighting techniques to estimate
the true prevalence of their results in the entire sample popu-
lation. Probabilistic samples are rarely used in usable security
and privacy [125], [127], [142], but hold significant promise
for providing findings regarding true prevalence of behaviors
and beliefs in the population and for studying populations that
are typically under-represented in online panel, convenience,
and crowd-source samples (e.g., low-SES or low-internet-skill
users). However, such samples can be extremely expensive,
with individual responses typically costing $12 to $30.
While probabilistic samples are typically created by contact-
ing potential respondents via mail or via telephone, two mech-
anisms exist for conducting nearly-probability-based online
surveys: Google Consumer Surveys 4 and KnowledgePanel 5.
These methods use IP and internet behavior patterns to dis-
cern users’ demographics, cross-reference this information
with local census information, and apply stratified weighting
techniques accordingly to create a representative sample [14],
[114]. Given the inferences that must be made, these meth-
ods are not fully probabilistic and thus cannot be used to
infer prevalence to the entire sample population. Further,
KnowledgePanel can be nearly as expensive as traditional
probabilistic samples, while Google Consumer Surveys allows
researchers to ask a maximum of 10 items per survey, in-
cluding demographic items, which limits its applicability for
many research tasks. However, with these limitations in mind,
preliminary research suggests that these nearly-probabilistic
methods may provide results that are as representative as
probabilistic methods [114].
E. Choosing a Sampling Method
All of the methods discussed above have both benefits
and drawbacks. Researchers must often make tradeoffs that
balance the desire for the highest-possible-quality data with
resource and feasibility constraints. Thus, researchers should
carefully consider how the properties of different sampling
methods apply in the context of their specific research ques-
tion: while representativeness is always important, reaching
specific under-represented populations may be more important
for some questions than for others. Perhaps most critically,
researchers should always clearly describe why their sampling
approach was selected and how its limitations affect the
scope and generalizability of their results [106]. As a specific
limitation in the context of privacy, it also seems likely that
individuals with very high privacy concerns are less likely
to participate in research studies at all and may therefore
be underrepresented [131]; researchers should take care to
consider this possibility when drawing conclusions.
IV. PRE-TESTING
As mentioned in Section II, respondents frequently interpret
words in different ways, and may hesitate to report answers
due to social-desirability bias. Additionally, while writing




or accidentally include technical words that our respondents
do not understand. Pre-testing surveys and interview protocols
can help prevent these and other measurement errors and
ensure that self-report survey and interview measurements are
as accurate as possible [57], [66], [82], [103], [122], [148].
Further, best-practices literature also recommends reporting
pre-testing results, in addition to using those results to form
better surveys, as the results of such pre-tests can aid future re-
searchers [122], [154]. Below, these three different methods—
which are optimally used together—are presented for pre-
testing self-report user studies.
A. Piloting
Field tests or pilots are perhaps the most common form of
survey pre-testing, and have been used in the social sciences
since the 1930s [20], [122]. Piloting surveys involves running
the survey or interview protocol on a small set of respondents,
and then examining the data and feedback from the inter-
viewers to identify potential problems [122]. Piloting is useful
for identifying technical issues, consistent misunderstandings,
and problems for interviewer implementation (in the case of
an interview study or face-to-face/phone survey). However,
traditional piloting can do little to identify issues of respondent
misinterpretation, missing answer choices, or even stress and
discomfort, as respondents are not aware that the survey or
interview protocol is being evaluated [20], [122], [160].
B. Cognitive Interviewing
Cognitive interviews—which involve asking respondents to
think aloud as they complete a survey as well as asking them
questions about each survey item—can help to identify more
subtle measurement errors. Per-item questions might include
“How did you feel answering that question?” or “What does
[a particular term] mean to you?” Cognitive interviewing is
broadly recommended as a necessary and highly-important
pre-testing measure in the survey literature [11], [17], [40],
[103], [122], [160]. The required sample size for these inter-
views is small, with only 10 participants typically illuminating
more than 50% of potential survey problems [25]. Such pre-
testing has been shown to significantly reduce measurement
error [22], [31], [121].
C. Expert Reviewing
Cognitive interviewing and piloting may not catch the most
basic of best-practice errors, such as missing DK options and
too-short Likert scales (Section II. To identify these errors
before deployment, prior work [31], [46], [82], [122] suggests
that it may be helpful for researchers to solicit expert reviews
from colleagues with expertise in survey methodology or
human-computer interaction, or from their campus statistical
and survey consulting department (e.g., [1], [3], [4]), if
available.
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