Abstract. Numerical stability of two main direct methods for solving the symmetric saddle point problem are analyzed. The first one is a generalization of Golub's method for the augmented system formulation (ASF) and uses the Householder QR decomposition. The second method is supported by the singular value decomposition (SVD). Numerical comparison of some direct methods are given.
Introduction
We consider a symmetric saddle point problem where A ∈ R m×m is symmetric positive definite and B ∈ R m×n has full column rank, n =rank(B) ≤ m. Then there is a unique solution (x * , y * ) of (1) (i.e. M z * = f ) and (x * , y * ) is a saddle point for the Lagrangian L(x, y) = 1 2
for the following equality-constrained quadratic programming problem:
For any x ∈ R m and y ∈ R n , we have L(x * , y) ≤ L(x * , y * ) ≤ L(x, y * ).
Such problems appear in many applications, e.g., in nonlinearly constrained optimization, structural mechanics, least squares problems (see [2] ).
Often A and B are large, sparse and ill-conditioned. Some existing algorithms (direct or iterative) are not accurate up to the limitations of data and conditioning of the problem. Structure of the problem leads to the application of the block algorithms. Block algorithms are very appropriate for parallel implementation. They allow to split data on a separate memories and computation between different computers.
The paper is organized as follows. Section 2 provides a detailed exposition of direct solvers of (1) . We consider also two important methods for solving (1) which use orthogonal decomposition of matrices. They are natural generalizations of the algorithms analyzed by Å. Björck and C. C. Paige in [3] for the augmented system formulation (ASF), i.e. for the system (1) with A = I, where I denotes the identity matrix. The augmented system formulation (ASF) contains two important optimization problems. If c = 0 then (1) for A = I represents the linear least squares problem (LS), and for b = 0 represents the problem B T By = −c (for more details see [12] and [3] ). Section 3 is devoted to the perturbation theory of the system (1). In Section 4, we study the numerical properties of Algorithms III-IV (forward and backward stability). Section 5 contains numerical tests to illustrate the behaviour of some direct methods for solving (1) .
Throughout this paper, · denotes the matrix or vector two-norm depending upon context.
Algorithms
We start with describing the well-known algorithm for solving the system (1).
First we eliminate the variable x from the first equation of (1), i.e. we write
Then from the second equation we get
Here, (−S) is the Schur complement. This is block Gaussian elimination applied to (1) . Since A is symmetric and positive definite (SPD), the Cholesky decomposition can be used to reduce the costs of algorithms. The algorithm can be described as follows.
Algorithm I (Schur).
-Find the Cholesky decomposition: A = LL T , where L is a lower triangular matrix. -Solve the system LZ = B and solve Lz = b.
-Compute the Schur complement S = Z T Z.
-Solve the Schur complement system Sy = Z T z − c.
-Find x from LL T x = b − By (by solving two triangular systems: Lu = b − By and L T x = u).
In Section 5, we show that Algorithm I is not forward stable in sense of (15) and might have a poor property if the Schur complement S is illconditioned. Sometimes it is better to use Gaussian Elimination with Partial Pivoting (GEPP), which is forward stable.
Algorithm II (GEPP). Apply GEPP for the system M z = f .
The third approach is a generalization of Golub's method for the augmented system formulation (ASF) (see [1] , [3] and [4] , pp. 64, 122). In this case, the Householder QR decomposition is used (see, e.g., [6] , pp. 119-121, [8] , pp.
209-226).
Algorithm III (QR).
-Find the Householder QR decomposition of B, i.e.
where Q ∈ R m×m is orthogonal and R ∈ R n×n is upper-triangular and nonsingular.
Then the system (1) is equivalent to Âx +Ry =b,
, withÂ 11 (n × n).
Notice thatÂ is SPD, soÂ 11 andÂ 22 are also SPD. -Solve the following system -Finally, compute x = Qx.
Next method uses the singular value decomposition (SVD).
Algorithm IV (SVD).
-Find the SVD of B, i.e.
where U ∈ R m×m and V ∈ R n×n are orthogonal and
Then the system (1) is equivalent to (3) Âx +Σy =b, Σ Tx =ĉ.
.
-Solve the following system (4)
Apply block backward reduction to (4) .
-Finally, compute x = Qx and y = Vŷ.
Perturbation theory
In this section, we answer the question "How sensitive are the solutions z * , x * and y * of the system (1) to perturbations in the data?" Of course, it depends on the structure of the perturbations of the matrix M . Problem is ill-conditioned if small changes in data cause very large changes in the solution.
First we remind the well-known normwise perturbation result (see, e.g. [5] , pp. 61-70). Let κ(M ) be the condition number of M in the 2-norm, i.e.
, pp. 132-134) Assume that (M + ∆M )ẑ = f and M z * = f . Furthermore, assume that ∆M ≤ M , where > 0 and κ(M ) < 1. Then M + ∆M is nonsingular and we have
We see that the condition number measures the sensitivity of the system M z = f with respect to the normwise perturbation in the data M . Now, we obtain error bounds for the components x * and y * of the solution z * under structured perturbations of M . We use the explicit form of the inverse of M (see, e.g., [2] , p. 18). We have the formula
where
Here, (−S) denotes the Schur complement, i.e.
To derive new perturbation results we use the concept of the matricial norm (see, e.g., [9] - [11] ). Definition 3.1. For a given matrix real matrix
In similar way, for a given real vector z = x y , the matricial norm of z is defined as
Matricial norms are very useful. Notice that for block matrices Z, Z 1 , Z 2 and a vector z, partitioned conformally, we have
Here, inequalities between matrices and vectors are understood to hold componentwise.
The following theorem is an analogue of Theorem 2.2 from [10] .
Theorem 3.2. Assume M z * = f and letẑ be the solution of the perturbed system (1)
If Ω < 1 then we have
Here inequalities in (13) are understood to hold componentwise.
Proof. From (10), we get Mẑ − f = −∆Mẑ. From this, we obtain
Taking matricial norms, we have
From (10), we obtain
This, together with (11), gives Since µ(∆M ) ≤ µ(M ), we conclude that
This completes the proof.
The assumption Ω < 1 is quite natural. It is easy to check (see, e.g., [10] ) that the following inequality holds
Theorem 3.2 yields information about the sensitivity of the components x * and y * of the solution z * = x * y * under structured perturbations.
By Definition 3.1 and (7),
This, together with (12), gives
From Theorem 3.2, it follows that for nonzero x * we obtain the following error bound
where cond x (A, B; z * ) is the condition number of the solution x * ,
where cond y (A, B; z * ) is the condition number of the solution y * ,
Here Ω ij are from (14), so we have the formulae
and
It is important to realize that even when the augmented matrix M in (1) is well-conditioned (i.e. κ(M ) is small), the matrix B can be very illconditioned! The following example illustrates it.
Example 3.1. Let t ∈ R be given and define matrices
Clearly, A is symmetric positive definite for all t > 1. We see that for large t our matrix A is very ill-conditioned but the matrix M is perfectly well-conditioned! Now, we show that sometimes our problem can be ill-conditioned with respect to the components x * and y * for well-conditioned matrix M .
Let x * = (1, 1) T and y * = 1 be the exact solutions to (1). Then b = Ax * + By * and c = B T x * . The following table gives information on the condition numbers cond x (A, B; z * ) and cond y (A, B; z * ). 4. Numerical stability Now, we introduce the concepts of numerical stability of algorithms for our symmetric saddle point problem (1) . If a numerically stable algorithm is applied to a well-conditioned system, then the computed solution will be very close to the exact solution. 
• forward stable for computing x * if
• forward stable for computing y * if
• backward stable for computing z * ifz is the exact solution to a slightly perturbed system
• strongly backward stable for computing z * if (18)-(19) hold with ∆ 1 B = ∆ 2 B (i.e. the computed solutionz is the exact solution to a slightly perturbed saddle point problem).
are modestly growing functions of m and n.
Clearly, if both x * and y * are forward stable solutions to (1) (i.e. they satisfy (16)-(17)) then z * satisfies (15), that is, z * is computed in a stable way. The opposite implication is not true, see Example 5.1.
It is easy to show that backward stability implies forward stability for computing x * and y * , i.e. (18)-(19) imply (16)-(17). Our proof is similar to the proof of Theorem 3.2 (for = L 4 ε M ). We only give the main ideas of the proof.
Write (18) as (M + δM )z = f where
which completes the proof.
One may ask When backward stability implies strong backward stability? The answer is not so obvious. The following theorem provides a criterion for that.
Theorem 4.1. Let (18)-(19) hold andx = 0. Assume that there exists a small constant L 5 depending only on m and n such that
Then we have
Proof. Take δB = ∆ 2 B and then the system (18) is equivalent to
We rewrite it as follows
Notice thatỹ
Next, we rewrite (23) as
Here
It is easily seen that
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Taking norms, we get
This, together with (19), yield to
From this and the assumption (20) we obtain (21).
What can be said about the numerical properties of the considered algorithms in the paper? We review some important facts on the numerical stability of Algorithms I-IV.
• Bad numerical reputation of Algorithm I (Schur) is known (see, e.g. [2] ).
It is not surprising because Algorithm I is block Gaussian elimination (a generalization of unstable, in general, Gaussian elimination without pivoting).
• Algorithm II (GEPP) is forward stable in sense of (15) (see, e.g., [5] , Sect.
5.3). However, Gaussian elimination with partial pivoting (GEPP) does not preserve the structure of the augmented matrix M .
• Algorithms III-IV use numerically stable orthogonal decomposition of matrices. Orthogonal matrices are perfectly well-conditioned and have very good numerical properties (see, e.g., [6] , p. 124).
• M. Arioli (see [1] ) has recently proved the backward stability of Algorithm III (QR) (in sense of (18)- (19)).
• Algorithm IV (SVD) supported by backward stable the Singular Value Decomposition (SVD) is also backward stable (in sense of (18)- (19)). The proof of this fact is entirely analogous to the proof of Theorem 3.1 in [1] . For this reason, we don't give a detailed error analysis of Algorithm IV.
Numerical experiments
We present a comparison of Algorithms I-IV. Numerical tests were done in MATLAB with machine precision ε M ≈ 2.2 · 10 −16 . H=hilb(m); A=H; randn('state',0); B=randn(m,n); x=t*randn(m,1); y=randn(n,1)/t; b=A*x+B*y; c=A'*x;
Here A = H, where H(m × m) is the Hilbert matrix:
The matrix B is computed by the MATLAB commands randn. The distribution is N (0, 1) and the MATLAB command randn('state',0) is used to reset the random number generator to its initial state. Here 0 = t ∈ R is a parameter that can be used to produce x and y to have a different magnitude.
We observe that in the above example A is very ill-conditioned. It is evident that Algorithm I (Schur) is unstable since it gives the results which have no one correct decimal digit! Algorithms II-IV produce forward stable solutions to (1). 
It is known that T is positive definite. Notice that in the above example the matrices A and B are very large. The matrix M of the system (1) is quite well-conditioned in comparison with the matrices A and S. Clearly, Algorithms II-IV are superior to Algorithm I. 8.64e-11 9.48e-12 9.62e-13 3.07e-12 2.50e-10 2.67e-10
2.99e-13 8.29e-14 7.84e-14 6.83e-14 5.85e-13 5.96e-13
z QR −z * z * 3.25e-13 8.50e-14 8.20e-14 6.40e-14 5.86e-13 6.30e-13
3.52e-13 1.62e-13 1.58e-13 1.59e-13 5.88e-13 6.30e-13 condx(A, B; z * ) 2.15e+3 2.94e+2 2.76e+2 2.75e+2 1.88e+5 1.88e+7
x Schur −x * x * 1.03e-10 9.48e-12 9.57e-13 3.07e-12 1.76e-8 1.88e-6
x GEP P −x * x * 3.61e-13 8.20e-14 7.72e-14 6.74e-14 4.10e-11 4.19e-9
x QR −x * x * 3.93e-13 8.35e-14 8.5e-14 6.29e-14 4.11e-11 4.41e-9
4.25e-13 1.61e-13 1.56e-13 1.58e-13 4.11e-11 4.41e-9
condy(A, B; z * ) 3.72e+2 1.14e+4 1.12e+6 1.12e+8 2.62e+2 2.60e+2
y Schur −y * y * 3.49e-11 4.16e-11 1.43e-9 1.50e-7 3.37e-11 3.53e-11 y SV D −y * y *
1.04e-13 3.26e-12 3.33e-10 3.32e-8 1.01e-13 1.03e-13
Example 5.3. We modify slightly Example 2. We scale the matrix A: A = 100000 T , where T (m × m) is defined in (24). In this case, the 2-norm of the matrix A is large in comparison with the 2-norm of B. Note that the condition numbers κ(A) and κ(S) remain unchanged but the matrix M becomes ill-conditioned. Moreover, the condition number cond y (A, B; z * ) also becomes very large! 7.92e-9 1.07e-8 1.08e-8 1.03e-8 1.62e-10 3.33e-11
z GEP P −z * z *
1.47e-9 2.04e-9 2.24e-9 1.96e-9 4.29e-11 2.92e-11
z QR −z * z * 9.14e-10 1.58e-9 1.54e-9 1.19e-9 1.87e-11 2.26e-13
2.03e-9 2.31e-9 2.37e-9 2.36e-9 3.39e-11 3.61e-13
condx(A, B; z * ) 2.75e+2 2.75e+2 2.75e+2 2.75e+2 2.77e+2 4.63e+2
x Schur −x * x * 2.37e-12 3.99e-12 6.81e-13 4.25e-12 4.71e-12 8.09e-12
x GEP P −x * x * 1.04e-13 1.14e-13 1.20e-13 1.08e-13 1.59e-13 1.19e-11
x QR −x * x * 6.17e-14 8.33e-14 8.06e-14 6.29e-14 7.37e-14 9.77e-14
x SV D −x * x * 1.59e-13 1.60e-13 1.56e-13 1.58e-13 1.59e-13 1.67e-13 condy(A, B; z * ) 1.12e+07 1.12e+9 1.12e+11 1.12e+13 1.12e+5 1.38e+3
y Schur −y * y *
1.37e-8 1.51e-6 1.52e-4 1.44e-2 1.62e-10 3.33e-11
y GEP P −y * y * 2.54e-9 2.87e-7 3.16e-5 2.80e-3 4.29e-11 2.92e-11
y QR −y * y *
1.58e-9 2.23e-7 2.16e-5 1.70e-3 1.87e-11 2.26e-13
y SV D −y * y * 3.50e-9 3.25e-7 3.33e-5 3.30e-3 3.39e-11 3.61e-13
We see that Algorithms II-IV produce forward stable solutions but sometimes Algorithm II (GEPP) gives less accurate solutions than Algorithms III-IV. It is interesting that Algorithm III (QR) gives similar results as much expensive Algorithm IV (SVD). It is clear that often it is not possible to compute both x and y with high relative accuracy because the condition numbers cond x (A, B; z * ) and cond y (A, B; z * ) can have a different magnitude.
