Abstract. Motivated by the work of Fleming [5] , we shall provide the general framework to associate inf-sup type values with the Isaacs equations. We shall show that upper and lower bounds for the generators of inf-sup type are upper and lower Hamiltonian in differential games respectively. In particular, lower (resp. upper) bound corresponds to progressive (resp. strictly progressive) strategy. Under Dynamic Programming Principle and identification of the generator, we can prove that the inf-sup type game is characterized as the unique viscosity solution of the Isaacs equation. We also discuss about the Isaacs equation with Hamiltonian of convex combination between lower and upper Hamiltonians.
Introduction

Let us consider dynamics of state x(s)
∈
J(t, x; a, β[a]). (1.4)
In (1.3), supremum is taken over any b(·) and infimum is taken on a set of mapping α from b(·) to a(·), which is considered as a class of strategies for minimizing player. (1.4) is interpreted in the same way.
In conventional differential game, it is considered as a basic problem to find appropriate class of strategies which enable us to characterize V , W and to identify V with W under min-max (Isaacs) condition. Evans and Souganidis [4] answered to these problems by using theory of viscosity solutions. In [4] , by taking Elliott-Kalton strategy (see Definition 2.2 in the present paper) for strategy class, it is showed that Dynamic Programming Principles (DPPs) hold: For 0 ≤ t < t + δ ≤ T, x ∈ R N , V (t, x) = inf 
l(s, x(s), a(s), β[a](s))ds + W (t + δ, x(t + δ))].
(1.6)
Then, by using DPPs, it is proved that V and W are characterized as the unique viscosity solution in the following Isaacs equations: Here, we point out that the order of inf and sup in DPPs is flipped in the Isaacs equation.
Since comparison theorems for Isaacs equations are proved under some condition and H ≤ H holds, one can have V (t, x) ≤ W (t, x)
Note that under min-max condition H = H, we can see that V (t, x) = W (t, x) because of uniqueness of viscosity solutions (see details in [4] ).
In the above problem, both of minimizing and maximizing players are treated equally. On the other hand, we can give a special role to maximizing player. For instance, maximizing player is regarded as disturbance in H ∞ -control (cf. [2] ). In this interpretation, inf-sup type value (1.3) is preferable to sup-inf type value (1.4) . Recently, Fleming [5] considers inf-sup type value in terms of max-plus stochastic control which gives a generalization of H ∞ -theory. In [5] , sup-inf type value W in Elliott-Kalton sense is identified with inf-sup type value defined by smaller class of strategies than Elliott-Kalton strategies by using discretization method (see Theorem 4.1, [5] ).
The aim of the present paper is to provide general framework how to relate infsup type games with the corresponding Isaacs equations. To utilize viscosity solution methods, we have to work with two steps: one is DPP and the other is identification of infinitesimal generator (cf. Chapter II, [7] ). When we give a class of strategy, we can define a inf-sup type value by (1.3). Then, it would be natural to expect that DPP holds in the form of (1.5). If DPP (1.5) holds, we formally have the following equation:
Indeed, this can be rewritten as follows:
where F t,s is defined for given function φ : R N → R as follows
In general, it is known that V is not smooth. So, we consider (1.9) for smooth function ϕ(t, x) instead of V :
In Section 2, we shall study the infinitesimal generators (1.10). We give upper and lower bounds of (1.10) for quite general classes of strategies. In fact, lower bound is given by H and upper bound by H. In general, it is not easy to find a class which has infinitesimal generator. However, we can show that the lower bound of generators corresponds to Elliott-Kalton strategy (which we call progressive in this paper) and the upper bound corresponds to strictly progressive strategy.
Relationships between DPP and infinitesimal generator are discussed in Section 3. Once the infinitesimal generator is obtained, we can consider the corresponding Isaacs equation. Following the general ideas of viscosity theory, we shall prove that if we have infinitesimal generator and DPP, the inf-sup value is a viscosity solution of the corresponding Isaacs equation. In this procedure, we also have to see if DPP holds. DPP for Elliott-Kalton case is proved in [4] . We shall show that DPP holds for strictly progressive strategy.
One of the interesting problems is to find a strategy class whose inf-sup value is characterized as viscosity solution of Isaacs equation with Hamiltonian different from H, H. In Section 3, we consider Isaacs equation with Hamiltonian given by convex combination of H, H. Instead of giving a strategy class, following the techniques of Souganidis in [9] , [10] , we consider approximated differential game. We prove that approximated value converges to viscosity solution of the Isaacs equation with the convex combination of the Hamiltonians.
Infinitesimal generators for game values
As we mentioned in Introduction, it is an important step to study infinitesimal generators associated to game values. In this section, we shall give bounds for infinitesimal generators of inf-sup type value for general class of strategies. In particular, we shall identify infinitesimal generators for progressive and strictly progressive strategies.
In the rest of all the arguments, we always suppose the followings:
A, B are compact subsets of Euclidean space.
(A.1)
f, l and Φ are bounded and continuous.
Note that f and l are uniformly continuous on 
where
Proof 
where x δ (·) is a solution of (1.1) with initial condition x δ (t δ ) = x δ . Note that for solution
, we can see that
where o(δ) is uniform on a and b(·). Thus, we have
Therefore, (2.4) implies from (2.6).
By taking supremum over b ∈ B t δ ,t δ +δ and then taking infimum over α ∈ Γ t δ ,t δ +δ ,
In the same way as the proof of (2.4), we can prove that
Then, by (2.8) and (2.9), we obtain (2.5).
In general, it is not obvious to find an explicit form of infinitesimal generators. However, we can identify the limit for progressive and strictly progressive strategies. We introduce these two notions of strategies. Definition 2.2. (cf. [3] , [8] , [11] ) α ∈ Γ 0 t,s is called progressive strategy for minimizing player if the following condition is satisfied:
We denote by Γ P t,s the set of progressive strategies for minimizing player. Progressive strategy for maximizing player β ∈ ∆ 0 t,s is defined in a similar way and the set of progressive strategies for maximizing player is denoted by ∆ P t,s . Definition 2.3. (cf. [5] ) α ∈ Γ P t,s is strictly progressive strategy if for any β ∈ ∆ P t,s , there exist a ∈ A t,s and b ∈ B t,s such that
We denote the set of strictly progressive strategies as Γ We define the operators associated with these two classes of strategies:
We also introduce the corresponding inf-sup type game values: We first give the form of the generator for progressive case. The proof is implicitly done in [4] . However, we shall give another proof for convenience.
Proof. Note that uniform convergence of (2.10) on each compact set is equivalent to the followings:
So, we shall prove the other side of inequality
We take arbitrary θ > 0. Following the argument of Lemma 4.3 (b) in [4] , we can construct a measurable mappingā : B → A satisfying
In (2.12), if we takeā =ᾱ[b](s), b = b(s) and integrate both of sides on [t δ , t δ + δ], we have
By (A.1)-(A.3) and (2.7), we can see that
and θ. Then, from (2.13) and (2.14), we have
By sending θ to 0 and dividing both of sides by δ, we finally have
In the next result, we shall prove the infinitesimal generator associated to strictly progressive strategy corresponds to upper Hamiltonian H(t, x, p) .
Proof. As the proof of Proposition 2.5, it is enough to show that
Take arbitrary θ > 0. In the same way as the argument in the proof of Proposition 2.5 (see the proof of Lemma 4.3 (b), [4] ), there exists a measurable mappingb : A → B such that
We define a new strategyβ ∈ ∆ 0 t δ ,t δ +δ :
In fact, we can see thatβ ∈ ∆ 
From (A.1)-(A.3) and (2.7),
where o(δ) is uniform on a,β, θ. Thus, we have 
Since α ∈ Γ t δ ,t δ +δ is arbitrarily taken,
By taking θ → 0 and dividing by δ, we obtain
Dynamic programming principle and Isaacs equations
In the present section, we shall study relationships between Dynamic Programming Principle (DPP) and its infinitesimal generators. More precisely, if DPP holds and the infinitesimal generator is identified, the inf-sup type game value is a viscosity solution of the corresponding Isaacs equation. Furthermore, if the Hamiltonian of the Isaacs equation satisfies certain structural conditions, the value is characterized as the unique viscosity solution.
In progressive and strictly progressive case, we can show DPPs hold. By combining results in Section 2, we shall prove that value defined by progressive (resp. strictly progressive) strategy is characterized as a unique viscosity solution for lower Isaacs equation (resp. upper Isaacs equation).
Firstly, we give a general result on relationship between DPP and the Isaacs equation. For given class of strategies Γ t,s ⊂ Γ 0 t,s , 0 ≤ t < s ≤ T , we define inf-sup type game value V (t, x) as (2.1). For given class Γ t,s , DPP is described as follows: For 0 
l(s, x(s), α[b](s), b(s))ds + V (t + δ, x(t + δ))].
This is reformulated in terms of (2.2):
Proposition 3.1. Suppose that (3.1) holds and the infinitesimal generator is identified, i.e., there exists H(t, x, p) such that for
ϕ ∈ C 1 ((0, T ) × R N ), 1 δ (F t,t+δ ϕ(t + δ, ·)(x) − ϕ(t, x)) → ∂ϕ ∂t ϕ(t, x) + H(t, x, ∇ϕ(t, x)), δ → 0 + . (3.2)
Then, V (t, x) is a viscosity solution of the equation:
Proof. Suppose that ϕ is smooth function on (0,
is a local maximum point of V − ϕ. We note that for sufficiently small δ > 0,
In fact, since (t, x) is a local maximum point of V − ϕ, there exists r > 0 such that
i.e.
V (s, y) − V (t, x) ≤ ϕ(s, y) − ϕ(t, x), ∀(t, x) ∈ [t − r, t + r] ×B r (x). (3.5)
By the definition of F t,t+δ and (3. 
l(s, x(s), α[b](s), b(s))ds + V (t + δ, x(t + δ)) − V (t, x)] = 0.
By continuity of solution on initial point (2.7), we can take sufficiently small δ 0 > 0 uniformly on α and b such that
Then, from (3.5) and (3.6), we obtain (3.4).
By (3.2) and (3.4), we have
Thus, V is a viscosity subsolution of (3.3).
The proof of viscosity supersolution is the same as the above argument.
We shall next apply Proposition 3.1 to progressive and strictly progressive cases. In Section 2, we proved that infinitesimal generators for progressive strategies and strictly progressive strategies have explicit forms. To associate the values defined by these classes with the corresponding Isaacs equation, we need to prove DPP.
In progressive case, DPP and characterization of V P (t, x) as viscosity solution is proved in [4] (See Theorems 3.1, 4.1, [4] ). By using DPP in [4] , we can apply Propositions 2.5 and 3.1 to obtain characterization result for V P .
Proposition 3.2 (Theorem 3.1, [4]). V P (t, x) satisfies DPP:
We have another proof for characterization of V 
where x 2 (·) is a solution of (1.1) with initial condition
Define a new strategyᾱ : B t,T → A t,T : For
where x 1 (·) is a solution of (1.1) with controls α [b| [t,t+δ] ], b| [t,t+δ] . We used the notation b| [s,r] for restriction of b on [s, r].
We shall show thatᾱ ∈ Γ SP t,T . Take arbitrary β ∈ ∆ P t,T . For givenâ 2 ∈ A t+δ,T , define β 1 : A t,t+δ → B t,t+δ as follows:
(3.12)
Here a 1 ⊕â 2 is defined by 
(3.14)
If we setā =ā 1 ⊕ā 2 ,b =b 1 ⊕b 2 , then we have from (3.11), (3.13), (3.14),
Therefore we proved thatᾱ ∈ Γ SP t,T . By definition of α , (3.9), (3.10), a solution of (1.1) withᾱ [b] , b. Thus, we have
Since > 0 is arbitrary, we finally obtain
we introduce a strategy α 1 : B t,t+δ → A t,t+δ :
(3.15)
Note that α 1 does not depend on the choice ofb 2 because α ∈ Γ P t,T . We shall see that α 1 ∈ Γ SP t,t+δ . For given β 1 ∈ ∆ P t,t+δ , we can find β ∈ ∆ P t,T such that
For instance, we can construct β as follows:
In (3.15), if we takeb 2 =b| [t+δ,T ] , we have from (3.16)
For any > 0, there exists b 1 ∈ B t,t+δ such that
Define α 2 : B t+δ,T → A t+δ,T as follows:
In order to prove that α 2 ∈ Γ SP t+δ,T , we take anyβ 2 ∈ ∆ P t+δ,T . Defineβ : A t,T → B t,T :
It is easy to see thatβ ∈ ∆ 
Hence
where x 2 (·) is solution with initial condition
T is arbitrarily taken, we have 
J(t, x; α[b], b)
.
In the previous sections, we gave a general framework to relate DPP and the corresponding Isaacs equations. Particularly, V P (resp. V SP ) is characterized as the unique viscosity solution of lower Isaacs equation (resp. upper Isaacs equation). As Proposition 2.1 indicates, it is an interesting problem to study some class Γ t,s for which the infinitesimal generator is different from H and H and V (t, x) satisfies DPP. However, it seems not easy to find such class immediately.
In this section, we consider an approximation problem for Hamiltonian H (γ) of convex combination between H and H:
We shall introduce an approximation of game problem by following techniques of Souganidis in [9] , [10] . We use the product of F P t,s , F SP t,s with some weight related to γ to define discrete game problem. Then, by taking the limit with respect to the size of sub-interval, we shall show that the discrete game value converges to the unique viscosity solution of (3.3) with Hamiltonian
t,s as follows:
At first, we obtain the result on infinitesimal generator for (4.1).
Proof. It is enough to show that for each sequence (t δ , x δ ) converging to (t,
From (4.1), we have
where x δ (·) is solution of (1.1) with initial condition x δ (t δ ) = x δ and controls α [b] , b. By continuity on initial condition (2.7) and Proposition 2.6,
where o(δ) is uniform on α, b. Thus, from (4.2) and Proposition 2.5, we have
This completes the proof of the present proposition.
For given partition π :
We consider the asymptotics of V is a viscosity solution of (4. We may suppose that (t, x) is a strictly local maximum point without loss of generality. is a viscosity subsolution of (4.6).
The proof of supersolution is proved in a similar way.
