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Mach-Zehnder interferometry of fractional quantum Hall edge states.
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We propose direct experimental tests of the effective models of fractional quantum Hall edge
states. We first recall a classification of effective models based on the requirement of anomaly
cancellation and illustrate the general classification with the example of a quantum Hall fluid at
filling factor ν = 2/3. We show that, in this example, it is impossible to describe the edge states
with only one chiral channel and that there are several inequivalent models of the edge states
with two fields. We focus our attention on the four simplest models of the edge states of a fluid
with ν = 2/3 and evaluate charges and scaling dimensions of quasi-particles. We study transport
through an electronic Mach-Zehnder interferometer and show that scaling properties of the Fourier
components of Aharonov-Bohm oscillations in the current provide information about the electric
charges and scaling dimensions of quasi-particles. Thus Mach-Zehnder interferometers can be used
to discriminate between different effective models of fluids corresponding to the same filling factor.
They therefore can be used to test fundamental postulates underlying the low-energy effective theory
of edge states. An important ingredient of our analysis is the tunneling Hamiltonian of quasi-
particles, the form of which is discussed in detail.
PACS numbers: 73.23.-b, 03.65.Yz, 85.35.Ds
I. INTRODUCTION.
The quantum Hall effect1,2 (QHE) is a fascinating ex-
ample of macroscopic quantum phenomena. It continues
to attract much attention among experimental and the-
oretical physicists. Its large-scale physics is governed by
the requirement of anomaly cancellation at the boundary
of the system. It provides an example of the so called
“holographic principle”,3,4 which means that the physics
of the system confined to some region is encoded in the
physics of the degrees of freedom at the boundary of this
region (see Fig. 1). Understanding the physics of the
quantum Hall (QH) edge states is therefore important
for an understanding of the QHE in general.
In the theoretical description of incompressible quan-
tum Hall fluids, the “holographic principle” manifests
itself in the presence of chiral edge channels in the
low-energy effective theory.1 These boundary channels
are thought to be described by chiral conformal field
theory.6,7 The possible structure of this description is
highly constrained by the requirements of locality, the
gauge invariance (charge conservation), and the presence
of excitations describing electrons (i.e., with quantum
numbers of an electron or hole) in the spectrum. These
requirements allow one to classify possible effective low-
energy models for all observed filling factors.8,9 However,
without taking into account microscopic properties of
a particular incompressible QH state, the requirements
mentioned above usually do not determine the low-energy
effective theory uniquely. Already in examples of incom-
pressible Hall fluids corresponding to simple fractions,
such as ν = 2/3, 2/5, etc., there are several physically
inequivalent models satisfying all the requirements even
if one limits one’s attention to models with the smallest
possible number of edge channels. This situation calls for
experimental tests of the theory.
FIG. 1: (Color online) Illustration of the holography in a QH
system. The Hall current in the bulk (blue arrows) has an
anomaly at the edge (i.e., it is not conserved). This anomaly
must be canceled by the anomaly of the edge current (red
arrows).5 Therefore, there is an anomalous boundary action
Γ[a] that is constrained by the requirement of anomaly can-
cellation in the bulk effective action S[A].
There are several proposals to test the QH edge
physics. Concrete attempts for such tests have been
made in three directions: measurement of the electric
charge, of the statistical phase, and of the scaling dimen-
sion of excitations (quasi-particles and electrons). The
scaling dimension of the electron field operator may be
tested via the I-V curve at a tunnel junction.10 This idea
has been experimentally implemented in Refs. [11,12].
The results of these experiments caused an extensive dis-
cussion of the well known “2.7 problem”.13 The inter-
pretation of the experiments described in Refs. [11,12] is
not straightforward, and one may need to take into ac-
count the existence of compressible strips14 at the edge,
of disorder,15 and of electron-phonon interactions.16 The
charge of quasi-particles may be probed by measur-
2ing the Fano factor of the tunneling current.17 Cur-
rently, fractional charges have been observed in several
experiments18,19 at different filling factors. Several pro-
posals have been made to use the Fabry-Perot20 (FP)
and the Mach-Zehnder21 (MZ) electronic interferometers,
which utilize QH edge channels, in place of optical beams,
for measurements of fractional charge and of anyon statis-
tics of quasi-particles.22−26
In this work we propose an experiment that would
allow one to find out which effective model describes
a particular filling factor. The idea is to use an MZ
interferometer in order to measure simultaneously the
charge and the scaling dimension for each species of
quasi-particles that may tunnel through a quantum point
contact (QPC). Aharonov-Bohm (AB) oscillations in an
MZ interferometer have recently been investigated ex-
perimentally in Refs. [27-30] and showed surprising be-
havior. This has been addressed in several theoretical
works.31,32,33,34,35 The main result of the present work,
Eqs. (68) and (70) describing the AB-oscillating contri-
bution to the current through an MZ interferometer at
low and high temperatures, shows that the Fourier spec-
trum of the current as a function of the flux can be used
to extract the scaling dimensions and charges of quasi-
particles. As an example, we consider the well observed
filling factor ν = 2/3 in some detail. We present possi-
ble effective models for this filling factor and discuss how
they can be distinguished from each other with the help
of their spectra of scaling dimensions.
An important property of the ν = 2/3 state is that all
minimal models of its edge degrees of freedom contain
two edge channels. A similar situation is encountered
at ν = 2, where it has been shown that the long-range
Coulomb interaction between the channels leads to some
universalities.35 In this paper we show that Coulomb in-
teractions fix a freedom in the choice of the edge Hamil-
tonian, so that scaling dimensions are fully determined
by the matrix (30) of statistical phases of electrons (see
Sec. V).
We start our paper by recalling the effective theory
of QH edges and the classification of possible models.
In Sec. II we formulate general requirements that any
model must satisfy. We illustrate the implementation
of these requirements with the example of fluids with
ν = 1/(2k + 1), where a simple hydrodynamic approach
can be used, and discuss limitations of this approach.
In Sec. III, we discuss general multi-channel edge mod-
els and recall the construction of local excitations and of
their correlation functions. In Sec. IV we explicitly de-
termine the spectrum of scaling dimensions for the most
plausible (minimal) models corresponding to ν = 2/3.
Section V is devoted to an analysis of the role of Coulomb
interactions. Finally, in Sec. VI, we investigate transport
trough an electronic MZ interferometer and show how
scaling dimensions of excitations can be extracted from
AB oscillations of the current through the interferometer.
Our form of the tunneling Hamiltonian, which is an im-
portant ingredient of the theory, is thoroughly discussed
in Appendix C.
II. EFFECTIVE THEORY OF QH EDGES
The effective theory presented in this section provides
a description of the low-energy physics of a QH edge.
While the correct model of edge states may depend on mi-
croscopic details of a two dimensional electron gas, there
are general physical requirements that greatly reduce the
number of relevant models.6,7 These requirements are as
follow:
• Cancellation of anomaly. It is well known that the
Chern-Simons theory of an incompressible quan-
tum Hall state is anomalous, i.e., in the presence of
a boundary, its gauge variation is given by a non-
vanishing boundary term. The effective model of
edge states has to be chosen in such a way as to
cancel the anomaly of the bulk action in order for
the complete theory to be gauge invariant.
• Existence of an electron operator. A two-
dimensional electron gas consists of electrons.
Thus, on a microscopic level, the quantum Hall
state is described by an electron wave function.
This implies that, in the effective edge theory, there
should exist at least one local operator describing
the creation or annihilation of an electron or hole,
i.e., with a charge e and Fermi statistics.
• Single-valuedness in the electron positions. Simi-
larly, because the QH state describes electrons, its
wave function must be single-valued in the electron
positions, irrespective of whether quasi-particles
are present. As a consequence, in the effective the-
ory the mutual statistical phase of a quasi-particle
and an electron must be an integer multiple of π.36
Below we use these requirements to construct the most
simple effective models of QH edge states and to classify
various multi-field models in Sec. III.
A. Chern-Simons theory and gauge anomaly
First of all, in an incompressible quantum Hall fluid
the electric current density, j, in the bulk of the system8
is related to the electromagnetic potential A by Hall’s
law
jµ = σHǫ
µνλ∂νAλ, (1)
where the constant σH = ν/2π is the Hall conductiv-
ity and the rational number ν is the filling factor; (here
and below, we use units where e = ~ = 1, and the Ein-
stein summation convention is followed, unless specified
otherwise). The effective action that leads to Hall’s law
3(1) via jµ = δScs/δAµ is the three-dimensional Chern-
Simons action
Scs =
σH
2
∫
D
d3r ǫµνλAµ∂νAλ, (2)
where D is the product of the time axis and some spatial
domain.
Action (2) is anomalous, i.e., it has a nonvanishing
gauge variation in the presence of a boundary. Indeed,
gauge transforming the potential Aλ → Aλ + ∂λf in Eq.
(2) by an arbitrary gauge function f(r) and integrating
by parts, we obtain the variation of the action:
δScs =
σH
2
∫
∂D
d2r ǫνλ∂νAλf. (3)
This anomaly originates from the fact that the current (1)
is not conserved at the boundary: ∂µj
µ 6= 0, for r ∈ ∂D.
Indeed, taking the derivative of Eq. (1), we find that
∂µj
µ = σHǫ
µνλ∂νAλ∂µθD, (4)
where the function θD takes values θD = 1 and θD = 0
inside and outside the domain D, respectively.
The anomaly must be compensated by boundary de-
grees of freedom coupled to the electromagnetic field.
Namely, the total effective action, after the boundary
fields are integrated out, is given by a sum of two terms,
Stot[A] = Scs[A] + Γ[a], (5)
where a is the electromagnetic field at the boundary,
a = A|∂D, and Γ[a] is an anomalous action at the edge.37
The anomaly in Γ must be such that, under a gauge
transformation aλ → aλ+∂λf , this action acquires a vari-
ation that cancels exactly the one of the bulk action, see
(3): δΓ = −δScs. Under this condition, Stot[A] is gauge-
invariant. Consequently, the edge current J, defined as
Jµ = δ(Scs+Γ)/δaµ, is anomalous, with divergence given
by
∂µJ
µ = σHǫ
µν∂µaν (6)
This divergence cancels the divergence (4) of the bulk
current. Below we discuss various models that incorpo-
rate these general ideas, starting from a simple hydrody-
namical model.
B. Hydrodynamics of incompressible edge
deformations
Next, we recall some arguments in Ref. [38], with some
modifications taking into account the physics related to
long-range Coulomb interactions. Edge excitations can
be viewed as deformations of the boundary of an incom-
pressible QH liquid caused by the bulk current flowing
towards the edge (see Fig. 2). We parametrize these
deformations by a function y = h(x, t) and consider a
low-energy limit, so that h ≪ ℓh, where ℓh is the char-
acteristic wave length of the deformations. Introducing
an auxiliary boundary at a distance y0 from the edge,
with ℓh ≫ y0 ≫ h, we represent the edge current J ≡ Jx
as the integral J =
∫ h
−y0 dyjx, and, for the accumulated
charge density at the edge, ρ ≡ Jt, we write ρ = n0h,
where n0 = νB/2πc is the density of the QH liquid and
B is the magnetic field value.
FIG. 2: Deformations of the boundary (thick line) of an in-
compressible QH fluid (shown in gray) are parameterized by
the function y = h(x, t). The auxiliary boundary, where
bulk and edge currents match, is indicated by the dashed
line y = −y0.
An unpleasant aspect of this approach is that the
edge current explicitly depends on the auxiliary cutoff
at y = −y0. However, we show that the resulting equa-
tion of motion for the edge deformations, h(x, t), does
not contain this cutoff, and hence the edge current can
be redefined to depend on h only. Indeed, charge con-
servation implies that ∂tρ + ∂xJ = jy, where the bulk
current density jy is taken at the boundary y = −y0.
Using Eq. (1) and fixing the gauge ax = 0, we write
J = σH [ϕ(x, h) − ϕ(x,−y0)], where ϕ(x, y) is the to-
tal electrostatic potential in the plane of the QH fluid.
Substituting this expression for the current in the con-
tinuity equation, we observe that the terms containing
y0 cancel, and the equation of motion takes the form
∂tρ + σH∂xϕ = 0. Finally, we split the potential ϕ into
two parts and write ∂xϕ = ∂xϕh − E˜x, where ϕh is the
potential at the edge caused by its deformation, and E˜x
is the external electric field evaluated at y = h. While E˜x
depends on h in general, in the low-energy limit it can
be taken at y = 0, to leading order in h. The equation of
motion then reads,
∂tρ+ σH∂xϕh = σHE˜x. (7)
After a redefinition of the edge current, J = σHϕh, the
cutoff parameter y0 is gone.
In order to close the equation of motion, we need a
relation between the deformation h and the potential
ϕh. In the long wave-length limit, we can simply write
ϕh = −∂ρH = −(1/n0)∂hH , where H is the density of
electrostatic energy at the edge. This leads to an equa-
tion that is, in general, non-linear in the field ρ. Passing
to a low-energy limit, this equation can be linearized, and
we arrive at the result:
∂tρ− v∂xρ = σHE˜x, (8)
4where v = (σH/n
2
0)∂
2
hH(0) is the group velocity of the
edge excitations. For a stable QH liquid, ∂2hH(0) is posi-
tive, and this equation describes the propagation of chiral
excitations.
There are two contributions to the electrostatic energy:
one is due to the confining potential at the edge and the
second one is due to Coulomb interactions. Consequently,
the group velocity of edge excitations can be written as
a sum of two terms,
v = cE/B + σHV, (9)
where the first term is the velocity of drift in the electric
field E at the edge of the QH liquid, and the second term
is proportional to the integral V =
∫
dx′UC(x − x′) of
the Coulomb interaction potential UC at the edge. This
integral is logarithmically divergent and has to be cut
off at the distance, d, to the metallic gate and at the
microscopic width of the edge a, so that V ∼ ln(d/a).
Here an important remark is in order. The first term
in Eq. (9) may be interpreted as a bare velocity, v0, of
excitations. Restoring physical units, it can be estimated
as v0 ∼ (eE/~)l2B, where lB is the magnetic length. The
ratio α := σH/v0 ∼ e2/~v0 plays the role of a dimension-
less interaction constant. Depending on the confinement
at the edge, it is always larger than 1, and, in a typical
experiment,21,27,28,29,30 α ≥ 10, which may justify the
hydrodynamical model considered here. Moreover, the
long-range character of the Coulomb interaction and the
fact that d ≫ a leads to a large parameter V . As a re-
sult, the hydrodynamical charged mode is always present
in the spectrum and determines the scaling dimension in
non-chiral models, as we demonstrate in Sec. V.
C. Quantization of edge excitations
In order to quantize edge excitations, we consider the
total electrostatic energy density H(ρ) = (v/2σH)ρ
2 as a
Hamiltonian that generates the homogeneous version of
the equation of motion (8), see Ref. [38]. This equation is
diagonal in Fourier space, ∂tρk−ivkρk = 0. We therefore
write the Hamiltonian as
Hk =
v
σH
ρkρ−k, (10)
where k > 0. We identify the “momentum” with Pk = ρk
and the “coordinate” with Xk = iρ−k/σHk, so that the
equations of motion take the form ∂tXk = ∂Hk/∂Pk and
∂tPk = −∂Hk/∂Xk. Then the canonical commutator
[Xk, Pk′ ] = iδkk′ leads to the commutator [ρ(x), ρ(x
′)] =
iσH∂xδ(x− x′) in real space.
Next, we construct an electron operator. For this pur-
pose it is convenient to represent the charge density in
terms of a field φ(x),
ρ(x) =
√
ν
2π
∂xφ(x), (11)
with commutation relations
[φ(x′), φ(x)] = iπ sgn(x− x′). (12)
Here, and in the following, we use the term “filling frac-
tion”, ν, and “Hall conductivity”, σH , synonymously;
but we always mean the latter. Then the electron oper-
ator takes the form
ψ = eiqφ (13)
of a local vertex operator; see, e.g., Ref. [39]. For this
operator to describe the creation and annihilation of an
electron or hole, we require that
[Qem, e
iqφ] = eiqφ, (14)
where Qem =
∫
dxρ = (
√
ν/2π)
∫
dx∂xφ is the total elec-
tric charge at the edge. This requirement implies that
the charge of an electron is equal to −1. Using the com-
mutation relations (12) we find that
q = 1/
√
ν. (15)
In addition, an electron operator (13) must obey
fermionic commutation relations. Applying the
Baker-Campbell-Hausdorff formula, we find that
eiqφ(x)eiqφ(x
′) = eiπq
2
eiqφ(x
′)eiqφ(x). Using Eq. (15) and
imposing Fermi statistics, we conclude that
eiπ/ν = −1. (16)
This implies that the filling factor is given by ν = 1/m,
where m is an odd integer number. In the Sec. III, we
show that this limitation can be overcome by construct-
ing a multi-channel edge model.
According to the third principle formulated at the be-
ginning of this section, the theory may describe quasi-
particles with the vertex operators eipφ that must be local
relative to the electron operator eiqφ. Thus the statistical
phase, θ, of such quasi-particles with respect to an elec-
tron has to be an integer multiple of π. Using again the
commutation relation (12), we arrive at the result that
θ = πp · q = πn,
and the quasi-particle operator takes the form:
ψn = e
in
√
νφ(x), (17)
where n is an integer. Such operators describe Laugh-
lin quasi-particles.40 The correlation functions of quasi-
particle operators may be calculated easily, with the re-
sult 〈0|ψ†n(x, t)ψn(0, 0)|0〉 = (x + vt)−νn
2
, where |0〉 de-
notes the ground state of a quantum Hall fluid with filling
fraction ν. Taking into account that ν = 1/m, the prop-
erties of the operators (17) are as follows: they carry
a charge q(n) = n/m and have the scaling dimensions
∆(n) = n2/m. Thus, for an elementary quasi-particle
with charge 1/m, we have that ∆min = 1/m, and, for an
electron, ∆el = m.
5D. Gauge-invariant formulation
In this section we reformulate the theory of edge exci-
tations presented above in a gauge-invariant form suit-
able for a generalization to multi-channel fluids con-
sidered in Sec. III. We first rewrite the action S =∫
dt
∑
k>0[Pk∂tXk −Hk] in the linear approximation as
S[φ] =
1
4π
∫
dtdx[∂tφ∂xφ− v(∂xφ)2 + 2
√
νφE˜x], (18)
where we have included a term describing the coupling
to an electric field E˜x. This action can easily be gen-
eralized to nonlinear edge modes by replacing the term
(v/4π)(∂xφ)
2 with the full Hamiltonian H(ρ).
Next, we replace derivatives ∂µφ in action (18) with
their gauge-invariant form
Dµφ ≡ ∂µφ+
√
νaµ, (19)
and integrate the last term by parts using the relation
E˜x = ǫ
µλ∂µaλ. We then arrive at the following action
S[φ] =
1
4π
∫
dtdx[DtφDxφ− v(Dxφ)2]
+
√
ν
4π
∫
dtdxǫµλaµ∂λφ. (20)
It is easy to check that by fixing the gauge ax = 0, one
returns to action (18).
The first term in action (20) is invariant under the
gauge transformation aµ → aµ + ∂µf , φ → φ −
√
νf .
The second term yields the gauge variation δS[φ] =
−(ν/4π) ∫ dtdxǫµλ∂µaλf , i.e., the edge action has the de-
sired anomaly: It exactly cancels the anomaly (3) of the
bulk action. Thus, the effective theory described by the
total action Stot = Scs[A] + S[φ] is gauge-invariant. The
boundary effective action Γ[a] in Eq. (5) is obtained by
integrating out the field φ.
One may then check that the gauge-invariant edge cur-
rent has the correct anomalous divergence (6). To see
this, we take a variational derivative of the total action
with respect to the boundary potential a. This yields the
following expression for the edge current:
Jt =
√
ν
2π
Dxφ, Jx = −
√
ν
2π
vDxφ. (21)
In a gauge where ax = 0, this expression reproduces def-
inition (11) of the charge density as well as the definition
of electron operator (13). Indeed, expression (21) for the
edge current follows from point-splitting of the operator
ψ†ψ in the presence of an electromagnetic field. Note
that the current satisfies the relation Jx = −vJt, which
exhibits its chiral nature. Finally, by varying action (20)
with respect to φ, we obtain the equation of motion for
φ, which is used to evaluate the divergence of the current
(21). We then arrive at Eq. (6), i.e., the edge current has
the desired anomalous divergence.
We conclude that the hydrodynamical model, when
applied to QH states with ν = 1/m where m is an odd
integer, satisfies all the requirements formulated at the
beginning of this section. In Sec. III, we show that by
considering more than one bosonic mode at the edge of
a QH liquid, one can construct effective edge models for
general filling factors.
III. MULTI-CHANNEL EDGE MODELS
As shown in Sec. II C, a single-channel hydrodynamical
model of the QH edge cannot describe all observed fill-
ing fractions. We therefore consider more general multi-
channel edge models. A natural generalization of single-
field action (20) to many fields is given by
S[φi] =
1
4π
∑
i
∫
dtdx[σiDtφiDxφi − vi(Dxφi)2]
+
1
4π
∑
i
∫
dtdx[Qiǫ
µλaµ∂λφi], (22)
where σi = ±1 encodes the chirality of the ith channel,
vi is the propagation speed, and Qi is the constant of
electromagnetic coupling of the field φi. The covariant
derivatives are defined by Dµφi = ∂µφi + σiQiaµ. We
emphasize that any quadratic gauge-invariant action for
chiral bosons can be brought to the unique form (22) by
redefining the fields. Here we consider the general case
with different propagation speeds, vi, for different edge
modes, because recent experiments27,28,29,30 show that
this can occur.
The requirement of anomaly cancellation for edge ac-
tion (22) implies that∑
i
σiQ
2
i = ν. (23)
One can see that, in contrast to a single-channel edge
where the last term in action (20) is uniquely fixed by
the Hall conductivity, in the multi-channel situation only
the “length” of the vector Qi is fixed to be
√
ν, while, at
this point, its direction is still arbitrary.
A. Kinematics of edge models
In order to check the second physical requirement, the
existence of excitations with the quantum numbers of
electron, we consider a general vertex operator
ψ = exp
(
i
∑
j
qjφj
)
, (24)
where qj are some constants. Taking into account com-
mutation relations
[∂xφi(x, t), φj(x
′, t)] = −2πiσiδijδ(x − x′), (25)
6which follow from Eq. (22), we find that the statistical
phase of operator (24) is given by:
θ = π
∑
i
σiqiqi. (26)
The electric charge operator is given by Qem =
(1/2π)
∑
iQi
∫
dx∂xφi, in accordance with Eq. (22).
Therefore, one finds with the help of Eq. (25) that the
charge of field operator (24) is given by
Qem =
∑
i
σiQiqi. (27)
Here, as in the integer QHE, it is possible to have sev-
eral electron operators differing from each other by some
quantum numbers. The origin of these quantum numbers
is discussed in Appendix D. We label different electron
operators by an additional index α,
ψα = exp
(
i
∑
j
qαjφj
)
, (28)
and assume that the number of electrons coincides with
the number of channels.41 All electron fields must have a
unit charge, which implies that∑
i
σiQiqαi = 1, (29)
and appropriate relative statistical phases, πKαβ , com-
patible with relative locality and Fermi statistics. This
implies that the numbers
Kαβ =
∑
i
σiqαiqβi (30)
must be integers and that, for α = β, these numbers must
be odd integers.
In Fig. 3 we schematically illustrate conditions (29)
and (30) for the simple example of two channels with the
same chiralities. One sees that in contrast to the single-
channel case, in multi-channel models there is a freedom
in choosing electron operators, even if the coupling con-
stants Qi are fixed. This freedom implies that different
microscopic QH wave-functions may lead to the same ac-
tion in the low-energy limit. In this case the low-energy
projections of electronic operators may in principle be
different. In fact, multi-channel models are fully deter-
mined by the numbers qiα, while the values of coupling
constants Qi can be obtained by solving Eq. (29):
Qi = σi
∑
α
q−1iα . (31)
The physical requirements for the effective theory can
therefore be formulated as constraints on the q-matrix.
Namely, the requirement that elements of the matrix K
given by Eq. (30) are integer numbers has to be accom-
panied by the condition that∑
α,β
K−1αβ = ν, (32)
which follows from the requirement of anomaly cancella-
tion (23) and from equation (31).
FIG. 3: (Color online) Schematic illustration of the condi-
tions for electron operators in a chiral two-field model. The
requirement for the statistical phase of an electron operator
to be fermionic is q2α1 + q
2
α2 = 2k + 1. This means that
the end points of vectors qα ≡ {qαi} (drawn in blue) lie on
the circle of radius
√
2k + 1. The condition of unit charge,
Q1qα1 +Q2qα2 = 1, implies that the end points of vectors qα
lie on the line perpendicular to the vector Q ≡ {Qi}. The
length of this vector is fixed by the anomaly cancellation con-
dition (23), namely |Q| = √ν. Therefore the distance from
the line through the end points of the vectors qα to the origin
is fixed to be 1/
√
ν. We denote the angle between Q and the
q1 axis by ϑ+, and the angle between the electron vectors by
ϑ−.
Note that we have reformulated the constraints on the
matrix q as constraints on the matrix K. In Sec. III B we
show that the kinematic information about an effective
model is encoded in the matrix K. More precisely, the
spectra of statistical phases and charges of quasi-particles
are entirely determined by K. For every filling factor this
matrix takes values from a discrete set. For instance, in
two-channel models this corresponds to the discrete set
of choices of lengths of electronic vectors qα and their
relative angle ϑ− (see Fig. 3). From the relation (30)
it follows that the remaining freedom in the matrix q
for a given matrix K is the angle ϑ+ of the simultaneous
rotation of two vectors qα. In Sec. III B we show that the
dynamical properties of the model, such as the correlation
functions, are not determined by the matrix K only, but
depend on the whole matrix q, e.g., on the angle ϑ+ in
the case of two fields.
B. Local excitations
Next, we determine all quasi-particle operators in ac-
cordance with the requirement that they have integer sta-
tistical phases relative to all electron fields (28). Quasi-
7particle operators are vertex operators of the form
ψ = exp
(
i
∑
j
pjφj
)
. (33)
Their statistical phases relative to electronic fields are
given by
θpqα = π
∑
i
σipiqαi = πnα. (34)
The numbers nα must be integers. The solution of Eq.
(34),
pi = σi
∑
β
q−1iβ nβ , (35)
is a linear combination with integer coefficients. There-
fore, the whole set of allowed quasi-particle operators
forms a lattice, which is dual to the lattice spanned by
electronic vectors qαi (see Appendix E and Ref. [8] for a
detailed discussion of this point).
It is interesting to note that the statistical phase and
the charge of a quasi-particle operator labeled by the
numbers nα can be expressed solely in terms of the matrix
K. For the statistical phase we have that
θ
π
=
∑
i
σipipi =
∑
α,β
nαK
−1
αβnβ . (36)
It also follows from Eqs. (31) and (35) that the charge of
the operator in (33) is given by
Qem =
∑
i
σiQipi =
∑
αβ
K−1αβnβ . (37)
Note that the summation over the index α in this equa-
tion may be viewed as the multiplication by the vector
(1, 1, . . . , 1).
It may happen that different matrices K generate the
same set of quasi-particles. This is the case when corre-
sponding electronic vectors qαi form different bases of
the same lattice (see the discussion in Appendix E).
An example of such an equivalence is depicted in Fig.
4. In the language of matrices q, an equivalence is the
consequence of the fact that an integral transformation
q′αi =
∑
β Tαβqβi (i.e., one with the elements Tαβ and
T−1αβ being integer numbers) is nothing but an automor-
phism of the integral lattice generated by a change of
basis. Using definition (30), this equivalence may also be
written as
K ↔ K ′ = TKT T , (38)
Since the matrix T transforms an electronic basis, it pre-
serves the charge of an electron. Taking into account Eq.
(37), this important condition implies that the matrix T
should preserve the vector (1, 1, . . . , 1).
In conclusion, we propose the following strategy to find
inequivalent models for a given filling factor. First of all,
one must find all solutions, K, of Eq. (32) for a given ν,
up to equivalence defined by proper integral transforma-
tions (38). This procedure fixes the kinematic content
of the theory.42 Second, one must fix those parameters
that are not constrained by the general conditions for-
mulated at the beginning of Sec. II. These parameters
are the propagation speeds, vi, of chiral edge modes. Fi-
nally, one should choose an explicit basis, qα, of vectors
labeling electron field operators and consistent with the
chosen matrix K.
C. Scaling dimensions of local excitations
We conclude this section by presenting the correlation
functions of the quasi-particle operators (33). A detailed
calculation of this function is contained in Appendix B
and yields
〈0|ψ†(x, t)ψ(0, 0)|0〉 ∝ eiϕ0(n)
∏
i
(x+ σivit)
−δi(n), (39)
where the exponents are given by
δi(n) = p
2
i =
[∑
α
q−1αi nα
]2
. (40)
Here n ≡ {nα}, and ϕ0 is a phase, the exact value of
which is discussed in Sec. VI.
The scaling dimension of the correlation function, de-
fined via its long-time behavior, is given by
∆(n) =
∑
i
δi(n). (41)
Expressed in terms of the q-matrix, it reads
∆(n) =
∑
i
p2i =
∑
α,β
nα(qq
T )−1αβnβ . (42)
An explicit calculation of ∆ in the non-chiral case with
two fields is given in Appendix A. The scaling dimen-
sions ∆ are not fully determined by the matrix K, while
according to Eq. (36), the statistical phases
θ
π
=
∑
i
δiσi (43)
are given by the matrix K. Comparing Eqs. (41) and
(43) we conclude that ∆ ≥ θ/π, where equality holds in
a purely chiral case.
IV. MINIMAL MODELS FOR ν = 2/m, AND
SCALING DIMENSIONS OF THEIR
QUASI-PARTICLE FIELDS
In this section we apply the ideas discussed above to
the particular case of filling factors ν = 2/m. In Ref.
8[15] it has been shown that models with a large number
of edge channels may be unstable under the influence
of disorder. To avoid such complications, we limit our
analysis to models with the smallest possible number of
fields (see also the discussion at the end of Appendix D).
Moreover, we consider models with minimal statistical
phases of electron field operators, because they are most
relevant physically.43
A direct solution of Eq. (32) is complicated. Fortu-
nately, in Ref. [8], some general results have been proven
for the case where the statistical phases of electron opera-
tors are smaller than 7π: all two-field models for ν = 2/m
are described by matrices K of the following form:
Ka =
(
a b
b a
)
. (44)
Equation (32) then imposes the following constraint on
matrix (44):
ν =
2a− 2b
a2 − b2 =
2
a+ b
. (45)
Thus, for ν = 2/m, the parameters a and b are related
by a + b = m, where the odd integer a enumerates the
models.
For a purely chiral model, the scaling dimensions of
correlation functions (42) are given by the statistical
phases. Therefore, for a K-matrix of the form (44), they
are given by the expression
∆(n) =
1
a2 − b2 [a(n
2
1 + n
2
2)− 2bn1n2], (46)
and the charge of excitations can be evaluated as
Qem =
n1 + n2
m
. (47)
For non-chiral models, the expression for the charges of
quasi-particles remains the same, while the scaling di-
mensions (42) depend on an additional parameter, ϑ+,
(see Appendix A). In Sec. V, we show that, in the limit
of strong Coulomb interactions, this parameter takes the
universal value ϑ+ = 0. The scaling dimensions are then
given by
∆(n) =
1
b2 − a2 [b(n
2
1 + n
2
2)− 2an1n2]. (48)
We have already mentioned that any two-field solution
of Eq. (32) corresponds to one of the matrices (44), up to
equivalence described by the transformations (38). An
important example is the K-matrix proposed, e.g., in
Ref. [44]:
K =
(
1 0
0 −3
)
. (49)
This matrix describes a non-chiral model of the ν = 2/3
state obtained by particle-hole conjugation of the ν = 1/3
FIG. 4: (Color online) Illustration of equivalence of two QH
lattices. For two channels of different chiralities, the statis-
tical phase satisfies θ/pi = q21 − q22 . Using this fact, one can
easily see that the red vectors correspond to K-matrix (49)
and the blue vectors correspond to the K-matrix (50). Note
that these pairs of vectors are just different bases of the same
lattice (which is dual to the one shown in the figure). There-
fore the spectra of statistical phases in models (49) and (50)
are identical. Finally, the dashed line constrains the charge
of the electrons to be 1. The fact that all electron vectors lie
on the same line implies that the constants Qi are the same
for both models. This means that the charges Qem =
P
qiQi
of excitations in one model coincide with those in the second
model. Here we choose the angle ϑ+ = 0, in accordance with
the conclusion of Sec. V.
state. In this state, the density at the edge first increases
to ν = 1 and then drops to zero, which implies the pres-
ence of two edge channels with opposite chiralities. An-
other K-matrix for ν = 2/3 state appears in the context
of the composite fermion approach:45
K =
(
1 2
2 1
)
. (50)
It turns out that model (49) is equivalent to (50), in the
sense of (38). Indeed, one can apply an integral change of
variables transforming one K-matrix into the other one:(
1 0
2 −1
)(
1 0
0 −3
)(
1 2
0 −1
)
=
(
1 2
2 1
)
.
This transformation is of the type of (38), because it has
the property that(
1 0
2 −1
)−1
=
(
1 0
2 −1
)
,
and it leaves the vector (1, 1) invariant. The equivalence
of these two models is illustrated in Fig. 4.
For ν = 2/3, the matrices (44) with the smallest di-
agonal elements (i.e., with smallest statistical phases of
electron operators) are the following ones:
K3 =
(
3 0
0 3
)
, K5 =
(
5 −2
−2 5
)
(51)
9and
K1 =
(
1 2
2 1
)
, K−1 =
( −1 4
4 −1
)
(52)
Note that the matrices (52) have negative determinants,
and hence, in contrast to the matrices (51), they describe
non-chiral states. We summarize the values of scaling
dimensions of excitations in models (51) and (52) in Table
I.
Ka ∆(n) ∆0,∆ 1
3
,∆ 2
3
,∆1,∆el
K5
1
21
(5(n21 + n
2
2) + 4n1n2)
6
21
, 5
21
, 2
3
, 11
7
, 5
K3
1
3
(n21 + n
2
2)
2
3
, 1
3
, 2
3
, 5
3
, 3
K1
2
3
(n21 + n
2
2 − n1n2) 2, 23 , 23 , 2, 2
K−1
2
15
(2(n21 + n
2
2) + n1n2)
6
15
, 4
15
, 2
3
, 8
5
, 4
TABLE I: Scaling dimensions of excitations in different mod-
els of the ν = 2/3 state. For each model described by a
matrix Ka, we provide the general expression for the scal-
ing dimensions ∆(n) of quasi-particle operators labeled by
pairs of integer numbers (n1, n2). The minimal values ∆q for
excitations of charge q, as well as the scaling dimensions of
electron operators are listed in the right column.
It is important to note that, for every model, the min-
imal scaling dimension is ∆min = ∆1/3, i.e., the operator
of the Laughlin quasi-particle is the most relevant one.
We note that between four models, the model K1 is pre-
sumably most stable with respect to disorder, because it
has the largest scaling dimension ∆0. Moreover, the elec-
tron operator in this model is the most relevant operator
among operators with unit charge. In addition, numeri-
cal simulations46 and some microscopic considerations44
confirm that the model with matrix K1 is most likely
to describe the ν = 2/3 state. However, some signs
of a phase transition in the ν = 2/3 state have been
observed.47 This indicates that other models may also
be realized under certain conditions; see Ref. [8].
V. THE ROLE OF COULOMB INTERACTIONS
We have shown in Sec. III C (see also Appendix A)
that, in the non-chiral case, the scaling dimensions of ex-
citations depend not only on the “kinematic” structure
of the theory encoded in the K-matrix, but also on the
angle ϑ+. This angle parametrizes the relation between
the propagating modes and the electron operators. There
is, however, an important class of systems in which this
parameter appears to be uniquely and universally fixed.
This is, for instance, the case in a system with two edge
modes and strong Coulomb interactions. This fact has
been discussed in Ref. [35]. The results of the analysis in
Ref. [35] are essentially in perfect agreement with the ex-
perimental data of Refs. [27,28,29,30]. Although in Ref.
[35] only the case ν = 2 is considered, we will show be-
low that the conclusion of this analysis applies without
significant changes to fractional fluids, too.
Let us assume that effects of disorder are negligible.
This may be a reasonable assumption for an electronic
MZ interferometer, the size of which is typically only a
few microns. In this case, the generic form of the Hamil-
tonian is given by a sum of the free Hamiltonian, the
Coulomb interaction term, and a term describing the in-
teraction with an external electromagnetic field aµ:
H = H0 +HC +Hint[a]. (53)
We show below that the actual form of the free Hamilto-
nian H0 is not important.
Assuming the distance, a, between the edge channels
to be of the order of their thickness, l, or smaller (see
Fig. 5 for notations), the Coulomb interaction term can
be written as:
HC = (1/2)
∫
dxdx′ρem(x)UC(x− x′)ρem(x′), (54)
where ρem(x) is the total one-dimensional charge density
at the point x, and UC(x − x′) is the Coulomb poten-
tial. We further assume that the interaction is screened
at distances d, with L≫ d≫ a, where L is the size of the
interferometer. This screening can occur due to the pres-
ence of the back gate, or the massive air bridge (see Ref.
[35] for a more detailed discussion). As a consequence,
we can neglect the dispersion of the Coulomb interaction
and write UC(x− y) = V δ(x− y), where the interaction
constant, V ∼ ln(d/a), is large. Finally, the interaction
with an external electromagnetic field is described by
Hint[a] = −
∫
dxρem(x)at(x), (55)
in the gauge ax = 0.
In the limit when ln(d/a) ≫ 1, the Coulomb interac-
tion exceeds the correlation energy. One of the most im-
portant consequences of this fact is that, independently
of the form of free Hamiltonian, the full Hamiltonian is
diagonal in the basis where one mode, φ1, is charged,
with Q1/2π∂xφ1 = ρem, and the other one, φ2, is a dipole
mode of total charge zero. Thus we can write
H = 1
4π
∑
i
∫
vi(∂xφi)
2 − 1
2π
Q1
∫
at∂xφ1, (56)
where the speed of the charged mode, v1 = σHV , is much
larger than the speed v2 of the dipole mode determined
by the free Hamiltonian (see the discussion at the end of
Sec. II B). Comparing Eq. (56) with (22), we conclude
that Q2 = 0, which means that the dipole mode does not
couple to the external electromagnetic field. The condi-
tion of the anomaly cancellation (23) therefore implies
that Q1 =
√
ν. Thus, the angle between the vector Q
and the q1-axis is fixed to the universal value ϑ+ = 0.
This is illustrated graphically in Fig. 5.
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FIG. 5: (Color online) Illustration of the effects of the strong
long-range Coulomb interaction. Left panel: important spa-
tial scales at the QH edge are shown: the width of the chan-
nels l, the distance between two channels a, and the screening
length of the Coulomb interaction d. The universal limit is
achieved when d ≫ a, l. Right panel: possible configuration
of electronic excitations (blue vectors) in the universal strong
interaction limit. Exactly this situation arises at ν = 2, as
shown in Ref. [35].
VI. EXPERIMENTAL DETERMINATION OF
CHARGES AND SCALING DIMENSIONS OF
QUASI-PARTICLES
We have shown in Sec. IV that, for the filling factor
ν = 2/3, there are several possible models satisfying all
the physical requirements formulated in Sec. II. It is
worth noticing that all these models have the same min-
imal fractional charge, 1/3, but different spectra of scal-
ing dimensions. The experiment proposed in this section
may allow one to determine scaling dimensions and, as
a result, to identify the physically relevant model of the
QH edge. This experiment is based on the idea to make
use of an electronic MZ interferometer.
Electronic MZ interferometers have been realized and
investigated experimentally in Refs. [27,28,29,30]. The
experimental sample consists of a two-dimensional elec-
tron gas confined to a region of the shape of a so called
Corbino disk (see Fig. 6). In the QHE regime, several ef-
fectively one-dimensional conducting channels are formed
at the edge. The modes in these edge channels are used
as beams in the electronic MZ interferometer, while two
QPCs serve as beam splitters. Two Ohmic contacts con-
nected to the Corbino disk emit and absorb electrons.
One contact is biased with a voltage △µ > 0, and the
other one is grounded and serves as a sink for a current
I.
There are two paths for quasi-particles to travel from
the upper Ohmic contact to the lower one. The first pos-
sibilities are to pass the left QPC and to be reflected off
the right QPC. The second possibilities are to bounce off
the left QPC and then to pass the right one. It is easy
to see that a nonzero magnetic flux is enclosed by these
two paths. Consequently, the current I oscillates as a
function of the magnetic flux through the interferometer.
The AB flux may be varied with the help of a modula-
tion gate near one of the arms of the interferometer that
can slightly change the length of this arm (see also the
FIG. 6: (Color online) A Mach-Zehnder interferometer is
schematically shown as a Corbino disk, containing a two-
dimensional electron gas, shown in gray shadow. In a strong
magnetic field, at a filling factor ν = 2/3, two 1D chiral chan-
nels are formed at the edges and propagate along the bound-
aries of the two-dimensional electron gas (shown by thin black
lines). Both channels are partially transmitted at the left and
right QPCs. A bias voltage ∆µ, applied at the upper Ohmic
contact, causes a current I to flow to the lower Ohmic con-
tact. This current is caused by scattering of quasi-particles
at the QPCs and involves an interference contribution sensi-
tive to the magnetic flux Φ that can be changed by a slight
modulation of the length of one of the arms.
discussion in Appendix C 2).
We assume that there are several types of excitations,
labeled by integers nα, which can tunnel between the
arms at the QPCs. They are created by operators
ψn = exp
(
i
∑
j
pj(n)φj
)
, pj(n) = σj
∑
α
q−1αj nα. (57)
Thus, the tunneling Hamiltonian is given by
HT =
∑
ℓ,n
tℓ,nψ
†
U,n(xℓ)ψD,n(xℓ) + h.c. ≡
≡
∑
ℓ,n
(
Aℓ,n +A
†
ℓ,n
)
, (58)
where the subscripts U,D indicate that the quasi-
particles are created and annihilated at the upper arm
and at the lower arm of the interferometer (see Fig. 7),
i.e., at the outer edge and at the inner edge of the Corbino
disk. Moreover, tℓ,n are the tunneling amplitudes of par-
ticles of type n at the left and right QPCs, ℓ = L,R.
These amplitudes include the AB phase shift:
arg
tR,n
tL,n
= 2πiQem(n)
Φ
Φ0
, (59)
where Φ is the flux through the interferometer and Φ0 =
hc/e is the flux quantum. Our choice of tunneling Hamil-
tonian requires justification, which is presented and dis-
cussed in detail in Appendix C.
The current through the MZ interferometer is de-
fined as a rate of change of the electromagnetic charge
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Qem =
∑
i(Qi/2π)
∫
dx∂xφi in one of the arms of the
interferometer (see Fig. 7 for notations):
Iˆ = i[H, Qem] = i[HT , Qem]. (60)
Calculating the commutator in Eq. (60) with HT as in
Eq. (58), we arrive at the following expression for the
current operator:
Iˆ =
∑
ℓ,n
iQem(n)(Aℓ,n −A†ℓ,n). (61)
We evaluate the average current, I = Tr(ρˆIˆ), to leading
order in the tunneling amplitudes tℓ
I =
∑
ℓ,ℓ′,n
Qem(n)
∫ +∞
−∞
dt〈[A†ℓ,n(t), Aℓ′,n(0)]〉, (62)
where the operators A†ℓ,n, Aℓ,n are taken in the interac-
tion representation, and averaging is defined as 〈. . . 〉 :=
Trρˆ0(. . . ), where ρˆ0 is the density operator of discon-
nected arms. In Eq. (62) we have taken into account that
〈ψ†nψm〉 ∝ δn,m, which is a consequence of zero-modes.
jAB
x x
L R
L
L
U
D
FIG. 7: Schematic representation of the MZ interferometer.
Quasi-particles of electric charge Qem(n) tunnel at points xL
and xR, with tunneling amplitudes tL,n and tR,n, respectively.
They propagate along paths of length LU and LD and acquire
an Aharonov-Bohm phase ϕAB = 2piQem(n)Φ/Φ0. The upper
arm is biased with ∆µ.
It is easy to see that expression (62) for the current is
a sum of four terms: I =
∑
ℓℓ′ Iℓℓ′ , where ℓ, ℓ
′ = L,R.
The first two terms,
Iℓℓ =
∑
n
Qem(n)
∫ +∞
−∞
dt〈[A†ℓ,n(t), Aℓ,n(0)]〉, (63)
correspond to incoherent tunneling at either one of the
two QPCs. The other two terms depend on the magnetic
flux Φ and lead to interference:
IΦ ≡ ILR + IRL
= 2
∑
n
Qem(n)Re
∫ +∞
−∞
dt〈[A†R,n(t), AL,n(0)]〉. (64)
We focus our attention on the interference term, because
it allows us to discriminate between contributions from
different excitations. Using Eq. (58), we write:
IΦ = 2
∑
n
Qem(n)Re tL,nt
∗
R,n
∫ +∞
−∞
dt
{
〈ψD,n(xR, t)ψ†D,n(xL, 0)〉〈ψ†U,n(xR, t)ψU,n(xL, 0)〉
−〈ψ†D,n(xL, 0)ψD,n(xR, t)〉〈ψU,n(xL, 0)ψ†U,n(xR, t)〉
}
.
(65)
The correlation functions are evaluated in Appendix B.
The result is:
i〈ψ†n(x, t)ψn(0, 0)〉 ∝ exp[iϕ0(n)]
×
∏
i
{
vi
πT
sinh[πT (t+ σi
x
vi
)]
}−δi(n)
. (66)
The phase ϕ0(n) in this equation is determined by
the structure of zero-modes and requires a separate
consideration. Introducing zero-modes φi and πi via
φi(x) = φi + 2πxπi + osc., we write the correspond-
ing term in Eq. (56) as H0 = πW
∑
i viπ
2
i , where W
is the total size of the system. The total charge at
an edge is given by Qem = W 〈π1〉. The expectation
values of the zero-modes can be related to the applied
voltage bias ∆µ by appealing to the well known elec-
trostatic formula ∆µ = δ〈H0〉/δQem. From this equa-
tion it follows that 〈π1〉 = ∆µ/v1, while for the dipole
mode 〈π2〉 = 0, because it is not biased.48 We assume
that charge fluctuations are negligible due to the large
capacitances of edge channels connected to Ohmic con-
tacts. Thus, the contribution of zero-modes is given by
〈e2πipjπj(x+σjvj t)〉 = e2πipj〈πj〉(x+σjvjt). Substituting the
expectation values of zero modes, we find the phase of
correlation function (66):
ϕ0(n) ≡
∑
i
pi〈πi〉(x + σivit)
= ∆µ(t+ σi
x
v1
)
∑
α
q−1α1 nα. (67)
Apparently, this phase is linear in the bias ∆µ.
In the zero-temperature limit, T = 0, the correlation
functions are given by formula (39). The time integral in
Eq. (65), at small biases ∆µ ≪ vi/Lα, α = U,D, then
yields
IΦ =
∑
n
Cn(∆µ)
2∆(n)−1 cos
[
2πQem(n)
Φ
Φ0
]
, (68)
where the Cn are some (unimportant) constants. In the
high-temperature limit, correlation function (66) scales
as
i〈ψ†n(x, t)ψn(0, 0)〉 ∝ exp
[−∑
i
πTδi(n)|t+σi x
vi
|]. (69)
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The oscillating part of the current at small bias then
takes the following form (see Appendix B):
IΦ
∆µ
=
∑
n
C′nT
2∆(n)−1e−πT/T0(n) cos
[
2πQem(n)
Φ
Φ0
]
,
(70)
where the C′n are constants, and the characteristic energy
scale is given by
1
T0(n)
= min
α′,i′
∑
α,i
δi(n)|σiLα
vi
− σi′Lα′
vi′
|. (71)
For a symmetric interferometer, in the limit v1 ≫ v2, this
expression simplifies to
T−10 (n) = min(δ1(n), δ2(n))
L
v2
. (72)
The range of applicability of our result (68) is lim-
ited by the conditions ∆µ ≪ vi/Lα, α = U,D. Out-
side of this range, the dependence of the visibility on
the bias is non-monotonic, because of charging effects, as
has been observed in the experiments [27-30]. Moreover,
the behavior (68) is valid only if ∆µ > T . For typi-
cal experiments27,28,29,30 this implies that 1µV < ∆µ <
10µV . We conclude that it would not be easy, but possi-
ble, in principle, to extract the exponents of the power-
law behavior in Eq. (68).
To summarize, in contrast to theoretical works where
ad-hoc Klein factors are used,24 we predict periods of AB
oscillations larger than Φ0; (for a discussion of Klein fac-
tors see Appendix C). The easiest way to experimentally
detect larger periods is to compare periodicities in the
weak tunneling and in the weak backscattering regimes.
Eqs. (68) and (70) are the central results of our paper.
They can be used to discriminate between different ef-
fective models. Namely, they can be fitted by measuring
the current through an MZ interferometer as a function
of the magnetic flux Φ and of the bias ∆µ. Evaluating
the Fourier transform with respect to Φ, one can investi-
gate the scaling in ∆µ of different harmonics correspond-
ing to contributions of the most relevant excitations for
any charge Qem. To identify the correct model, one must
compare the experimentally measured scaling dimensions
∆ with those in the table of Sec. IV. Once the correct
model (i.e., its K-matrix) is identified, one may use the
temperature dependence (70) as an independent check of
the theory.
VII. CONCLUSION
In the last decade, several proposals for experimental
tests of the physics at a QH edge have been made. They
are based on measurements of the electric charge, the
statistical phases and the scaling dimensions of quasi-
particles. Some of them have been realized and have
shed light on the properties of fractional QH edges. How-
ever, some experiments have brought up open questions.
For instance, in the experiment [12], the I-V curve has
shown a perfect power-law behavior. However, the mea-
sured exponents, which are thought to be proportional
to the scaling dimensions of the quasi-particle operators,
have turned out to be different from those predicted by
theory. Thus, MZ interferometers, which have already
shown several interesting features, may be considered to
be promising tools for probing the properties of the QH
edge.
In this paper, we have reviewed the construction of
a low-energy theory8,9 of fractional QH edges based on
anomaly cancellation. We have shown that for ν = 1/m,
where m is an odd integer, it can be described by a hy-
drodynamical model, while other filing factors require the
introduction of several edge channels (22). Quasi-particle
operators in each model are found to be indexed by vec-
tors in the dual of an odd, integral lattice.8 Their charges
and statistical phases are given by Eqs. (36) and (37).
We have illustrated the classification of effective models
with the example of fluids with filling fraction ν = 2/m,
and, in particular, with ν = 2/3. We have shown that,
for ν = 2/3, there are at least four inequivalent models
satisfying all physical conditions and having the smallest
possible number of fields. It is important to note that,
in every effective model, the minimal fractional charge is
1/3.
For models with two fields, we have shown that
Coulomb interactions lead to universal values of electro-
magnetic couplings. This universality allowed us to eval-
uate the scaling dimensions of quasi-particles, see (42),
with the result given in Eq. (48). We have calculated the
AB-oscillating contribution to the current through anMZ
interferometer at low and high temperatures, Eqs. (68)
and (70), and shown that the Fourier spectrum of the
current as a function of the flux can be used to extract
the scaling dimensions of quasi-particle operators. This,
in turn, leads to the possibility to discriminate between
different effective models.
Our method to identify the correct model can be ap-
plied to fluids with arbitrary filling fractions and can be
summarized as follows:
• First, for a given filling fraction ν, one should find
solutions of Eq. (32) for K-matrices, up to equiv-
alence, as described in Eq. (38). In other words,
one must identify the effective models satisfying the
physical requirements formulated in Sec. II. The
most interesting solutions are those with the small-
est possible number of fields and minimal statistical
phases of electron field operators.
• Second, using Eqs. (37) and (42), one should calcu-
late the spectra of charges and scaling dimensions
for every model.
• Finally, one should attempt to measure the ∆µ-
scaling of the Fourier components of the current
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trough an MZ interferometer and compare it with
theoretical predictions, in order to identify a correct
model.
An important aspect of our theory is that it predicts
AB oscillations with quasi-particle periodicity in the gate
modulated magnetic flux, i.e., with periods equal to sev-
eral electronic periods. This periodicity allows one to
separate the contributions of different excitations to the
current. In the context of our theory, the quasi-particle
periodicity is related to our choice of a tunneling Hamilto-
nian, which is different from the one in Refs. [24] and [26]
and leads to a non-commutativity of tunneling Hamilto-
nians at different spatial points. This non-commutativity
originates from the topological character of quasi-particle
excitations in a fractional QH state and is a consequence
of open boundary conditions specific to the MZ interfer-
ometer.
We think that the non-commutativity of tunneling
Hamiltonians calls for additional theoretical analysis and,
possibly, for experimental tests. A theoretical analysis of
this problem should include a concrete model of Ohmic
contacts, which may influence the physics of processes
in an MZ interferometer. It is also interesting to gener-
alize our analysis to fractions, such as ν = 5/2, which
are possibly described by non-Abelian QH states, and to
the case of FP interferometers, where new physics may
emerge.
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APPENDIX A: CALCULATION OF SCALING
DIMENSIONS.
Using expression (40) for δi, we calculate the total scal-
ing dimension ∆. As it has already been mentioned, in
the general (non-chiral) case, the scaling dimension is a
function of the full matrix q. Therefore, apart from the
matrix K, it depends only on one additional variable,
which can be fixed by choosing the Hamiltonian. We are
interested in a matrix K of the following form:
K =
(
a b
b a
)
. (A1)
The connection between matrices K and q in the non-
chiral case is K = qσqT . Therefore we can introduce the
following parametrization of the matrix q,
q/
√
a =
(
coshϑ1 sinhϑ1
coshϑ2 sinhϑ2
)
, (A2)
where cosh(ϑ2 − ϑ1) = b/a. Although the case a < 0
requires a different parametrization, it leads to the same
result.
The evaluation of the scaling dimension ∆(n) =
n(qqT )−1n requires to invert the matrix:
qqT = a
(
cosh 2ϑ1 cosh(ϑ1 + ϑ2)
cosh(ϑ1 + ϑ2) cosh 2ϑ2
)
. (A3)
For convenience, we introduce the angle ϑ+ = ϑ1 + ϑ2
which takes arbitrary values, and the angle ϑ− = ϑ1−ϑ2
which is fixed by the condition
coshϑ− = b/a. (A4)
Inverting the matrix qqT (see Eq. (A3)), we find the fol-
lowing expression for the scaling dimensions:
∆(n) =
1
b2 − a2
(
n1
n2
)T (
A− B
B A+
)(
n1
n2
)
, (A5)
where
A± = b coshϑ+ ±
√
b2 − a2 sinhϑ+,
B = −a coshϑ+.
We see that ∆ indeed depends on the additional free
parameter, the angle ϑ+.
If we assume that the strong long-range Coulomb in-
teraction is a dominant contribution to the Hamiltonian,
then we may approximate q11 = q12, or equivalently,
ϑ2 = −ϑ1. This condition leads to coshϑ+ = 1 and
sinhϑ+ = 0, so that the expression for the scaling di-
mension simplifies:
∆(n) =
1
b2 − a2
(
n1
n2
)T (
b −a
−a b
)(
n1
n2
)
. (A6)
Calculating the product, we arrive at the final result (48).
Next, we evaluate the exponents δ1 and δ2. In the
chiral case, which we consider as an example, K = qqT ,
and the following parametrization is required
q/
√
a =
(
cosϑ1 sinϑ1
cosϑ2 sinϑ2
)
(A7)
with the condition that cos(ϑ2 − ϑ1) = b/a. Then, using
definition (40), we find
δ1(n) =
a
a2 − b2 (n1 cosϑ1 − n2 cosϑ2)
2, (A8)
δ2(n) =
a
a2 − b2 (n1 sinϑ1 − n2 sinϑ2)
2. (A9)
Thus, we see that by measuring the exponents δ1 and
δ2 one can in principle extract the parameter ϑ+. How-
ever, we stress again that, for strong Coulomb interac-
tion, ϑ+ = 0. In this case, expressions for exponents
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simplify. Namely, taking into account that a + b = 2/ν,
we find that
δ1(n) =
(n1 − n2)2
2(a− b) , δ2(n) =
ν
4
(n1 + n2)
2. (A10)
In the non-chiral case, analogous calculations lead to sim-
ilar expressions
δ1(n) =
(n1 − n2)2
2(b− a) , δ2(n) =
ν
4
(n1 + n2)
2. (A11)
APPENDIX B: CORRELATION FUNCTION AT
FINITE TEMPERATURE AND ASYMPTOTICS
OF TUNNELING CURRENT
Using the Gaussian character of the edge fields
φi, the correlation functions for the operators ψn =
exp
(
i
∑
j pj(n)φj
)
may be written in the following form:
i〈ψ†n(x, t)ψn(0, 0)〉 = eiϕ0Kn(x, t), (B1)
where the first factor is the zero-mode contribution given
by Eq. (67), while the functionKn is the fluctuation part:
ln[Kn(x, t)] =
∑
ij
pi(n)pj(n)〈[φi(x, t)−φi(0, 0)]φj(0, 0)〉.
(B2)
Introducing the notationXj ≡ x+σjvjt, we express fields
in terms of creation and annihilation operators,
φj(x, t) = i
∑
k
√
2π
Wk
[
aj(k)e
ikXj + a†j(k)e
−ikXj ], (B3)
where W is the system size. Substituting this expression
into Eq. (B2), we obtain
ln[Kn] =
∑
j
p2j(n)
∫ Λ
0
dk
k
{
fj(k)(e
−ikXj − 1)
+ [1 + fj(k)](e
ikXj − 1)} , (B4)
where fj(k) = [exp(βvjk)−1]−1 are the boson occupation
numbers, and Λ is an ultraviolet cutoff.
The best way to proceed is to expand the oc-
cupation numbers in Boltzmann factors, fj(k) =∑∞
m=1 exp(−βvjmk), and integrate each term sepa-
rately. This gives
ln[Kn] = −
∑
j
p2j(n)
∞∑
m=−∞
ln[Λ(iβvjm−Xj)]. (B5)
Combining this expression with Eq. (B1), we finally ar-
rive at the following result:
i〈ψ†n(x, t)ψn(0, 0)〉 ∝ eiϕ0
∏
i
[
vi
πT
sinh
(
π
TXi
vi
)]−δi(n)
.
(B6)
The scaling exponents δi are calculated in Appendix A.
Next, we use high-temperature limit (69) of the cor-
relation function (B6) to calculate the high-temperature
asymptotics of the tunneling current. Substituting the
correlation function (69) into Eq. (65), we obtain the fol-
lowing expression:
IΦ ∝ Re
∫ +∞
−∞
dt ei∆µtT 2∆(n)e
−πT P
i,α
|t+σiLα/vi|δi(n)
(B7)
In the limit T ≫ ∆µ, we approximate ei∆µt ≃ 1 + i∆µt,
where only the second term makes a non-zero contribu-
tion:
IΦ ∝ ∆µT 2∆(n)
∫ +∞
−∞
dt t · e
−πT P
i,α
|t+σiLα/vi|δi(n)
(B8)
In the high-temperature limit, the largest contribution
to this integral comes from a small region around one
of the points t = −σiLα/vi, where the argument of the
exponential function acquires the smallest absolute value.
Then the time integral can be estimated as
∫ +∞
−∞
dt t · e
−πT P
i,α
|t+σiLα/vi|δi(n) ∝ T−1e−πT/T0(n),
(B9)
where the energy scale T0(n) is given by Eq. (71). Using
this result, we finally arrive at the asymptotics (70) of
the oscillating part of the current.
APPENDIX C: TUNNELING HAMILTONIAN
In this appendix, we discuss two important ques-
tions concerning the form of tunneling Hamiltonians.
The first question is whether one needs to introduce
Klein factors22 to ensure commutativity of the tunnel-
ing Hamiltonians at spatially separated points. We ar-
gue that the correct choice of the tunneling Hamiltonian
generally leads to AB-oscillations in the quasi-particle
current. The second question is about the value of the
AB phase shift that should be included in tunneling am-
plitudes.
1. Non-commutativity and Klein factors
For simplicity let us consider the case of filling factor
ν = 1/m, where only one channel at each edge of the MZ
interferometer is present. Tunneling of Laughlin quasi-
particles is described by the HamiltonianHL+HR,where
Hℓ = tℓψ†U (xℓ)ψD(xℓ) + t∗ℓψ†D(xℓ)ψU (xℓ), ℓ = L,R,
(C1)
are the contributions at two spatially separated points
xL and xR. It is interesting to calculate the commutator
of HL and HR. For this purpose, we first have to find
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the commutation relations for quasi-particle operators in
a system with two edges.
We remind the reader that only local excitations may
tunnel at QPCs. One of the conditions of locality reads:
[∂xφU , ψD] = 0, [∂xφD, ψU ] = 0, (C2)
which means that a quasi-particle at one edge does not
create a charge density at the other edge. This condition
implies that [ψU , ψD] = 0. On the other hand, for quasi-
particle operators at the same edge, in the case of open
boundary conditions, we have that
ψα(x)ψα(x
′) = e(iπ/m)sign(x
′−x)ψα(x′)ψα(x), (C3)
where α = U,D, and the coordinate x starts at the Ohmic
contact and increases in the direction of the chirality of
the corresponding channel.
The sign of the statistical phase in this expression is
determined by the sign of the right-hand-side of Eq. (12)
and depends on the chirality of the channel. Assuming
xR > xL (see Fig. 7), we arrive at the following result:
ψ†U (xL)ψD(xL)ψ
†
U (xR)ψD(xR)
= e2πi/mψ†U (xR)ψD(xR)ψ
†
U (xL)ψD(xL). (C4)
Thus we conclude that for the tunneling Hamiltonians
defined in Eq. (C1), [HL,HR] 6= 0. Note that this is
not the case for a Fabry-Perot type interferometer, where
the order of tunneling points with respect to chirality is
different on different arms. Therefore contributions to
the statistical phase from inner and outer edges cancel,
and the Hamiltonians HL and HR commute.
FIG. 8: (Color online) The Mach-Zehnder interferometer and
Wilson lines are schematically shown. Tunneling Hamiltoni-
ans may be expressed in terms of integrals along the lines
between Ohmic contacts, see Eq. (C5). Panel a: the Wil-
son line (drawn in blue) corresponds to tunneling at the left
QPC, described by the Hamiltonian HL. Panel b: the Wil-
son line (drawn in red) for the Hamiltonian HR. Panel c:
“time-expanded” representation of the product HRHL. We
see that the two lines cannot be “topologically exchanged”,
which means that the two Hamiltonians HL and HR do not
commute.
There is a useful geometrical illustration of the com-
mutation relations discussed above. It is a well known
fact about the Chern-Simons effective theory that the
quasi-particle operator can be represented as a Wilson
line.49 According to the boundary conditions for the ex-
citations in the MZ interferometer, we choose the Ohmic
contacts as end points of Wilson lines (see the discussion
in Appendix D). Thus the tunneling Hamiltonians are
given by Wilson lines going from one Ohmic contact to
the other:
Hℓ = tℓ exp
[ i√
m
∫
γℓ
drµbµ
]
+ t∗ℓ exp
[ i√
m
∫
−γℓ
drµbµ
]
,
(C5)
where bµ is the Chern-Simons field, and γℓ is the line
going from the upper Ohmic contact to the lower one
through the ℓ-th QPC, see Figs. 8a and 8b.50 The prod-
uct of these operators, HRHL, is represented by the con-
figuration of Wilson lines shown schematically in Fig. 8c.
On the other hand, the permutationHLHR of these oper-
ators may be represented by the lines oppositely ordered
in time. According to Chern-Simons theory the corre-
sponding braidings again yield result (C4). Interestingly,
for a FP interferometer, the corresponding braidings are
trivial (see Fig. 9); therefore the tunneling Hamiltonians
commute.
FIG. 9: (Color online) The Fabry-Perot interferometer and
Wilson lines are schematically shown. Panel a: Wilson line
(drawn in blue), which represents the Hamiltonian HL, differs
from the one for the MZ interferometer. Panel b: Wilson
line (drawn in red) for the Hamiltonian HR. Panel c: time-
expanded representation of twoWilson lines. One can see that
the lines are topologically identical, therefore Hamiltonians
HL and HR commute.
Non-commutativity of tunneling Hamiltonians has of-
ten been claimed in the literature to be unphysical. It
has therefore been proposed to use Klein factors to en-
sure their commutativity. To clarify the nature of Klein
factors, we consider for a moment the boundary condi-
tions which correspond to a closed geometry. In this case
the quasi-particle operators ψα = e
(i/
√
m)φα(x) are m-
fold multi-valued operators. This is because the field
φα(x) is in fact an integral of the density ρα over a
closed contour that can have different numbers of wind-
ing, κ = 0, 1, . . . ,m− 1. Hence we can write
φα(x) = φα + 2π(x+ κWα)πα + osc., α = U,D, (C6)
where φα and πα are the zero modes, and Wα is the
length of the boundary α.
We stress that only relative branch numbers are phys-
ically observable. Indeed, the two zero modes πα, where
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α = U,D, are quantized as Wαπα = Nα/
√
m. However,
any closed electronic system contains an integer number,
N , of electrons, which imposes the following constraint on
the total charge operator: (WUπU +WDπD)/
√
m = N .
This limitation on the eigenvalues of the operators πα,
which any physically allowed state should satisfy, leads
to the fact that
F ≡ e(2πi/
√
m)WUπU = e−(2πi/
√
m)WDπD . (C7)
We use the winding number κ as an additional index
that denotes the quasi-particle branch, ψα,κ = ψαF
κ.
Here ψα stands for the case where κ = 0, i.e., for the
branch that starts from one of the Ohmic contacts. In
the language of Wilson lines, every branch is given by a
line with the corresponding number of windings.
If several branches are present, then one should
take into account all possible processes in the tunnel-
ing Hamiltonian including those that change the quasi-
particle branch number. Therefore, in general, the tun-
neling Hamiltonian can be written as
Hℓ =
∑
κ′
tℓ,κ′ψ
†
D,κ(xℓ)ψU,κ+κ′(xℓ) + h.c. (C8)
The commutation relations for quasi-particle operators
(C3) are easily generalized:
ψκ(x)ψκ′ (x
′) = e(2iπ/m)(κ−κ
′)
× e(iπ/m)sign(x′−x)ψκ′(x′)ψκ(x), (C9)
and we arrive at the important conclusion that, in gen-
eral, Hamiltonians (C8), taken at different spatial points,
do not commute.
In order to put our discussion into the context of pre-
vious work, we rewrite Hamiltonian (C8) in a slightly
different form:
Hℓ =
∑
κ
tℓ,κF
κψ†D(xℓ)ψU (xℓ) + h.c., (C10)
where the operator F introduced earlier obviously plays
the role of a Klein factor. Interestingly, in the specific
case when only the amplitudes tL,1 and tR,0 are non-zero,
tunneling Hamiltonians (C10) do commute at different
spatial points. Moreover, in the language of Wilson lines
the multiplication of the tunneling Hamiltonian with the
Klein factor F is equivalent to adding a loop to the corre-
sponding Wilson line, so that it goes all the way around
the interferometer. It is easy to see that adding such
a loop to the blue line in Fig. 8 makes it topologically
equivalent to the red line. Therefore the Hamiltonians,
after such manipulation, indeed commute.
Here we have to admit that the Klein factors intro-
duced earlier in the literature are usually supposed to
commute with the quasi-particle operators ψα (see, for
instance, Refs. [22] and [25]). In other words, they act
on some additional Hilbert space. This situation, how-
ever, is not satisfactory, because it contradicts the very
well known aspect of the QHE that there exists a gap for
excitations in the bulk, and the only degrees of freedom
available are the edge excitations φα(x), including zero
modes φα and πα. Therefore, we think that Klein factors
should be expressed in terms of the same modes as the
operators ψα (see, e.g., Ref. [51]). On the other hand,
choosing specific Hamiltonians that commute does not
appear to be physical and needs, to say the least, addi-
tional justification. Moreover, it is important that Klein
factors may be introduced only in a system with a closed
geometry, where multivalued excitations may exist. The
strong coupling to Ohmic contacts, as in the case of an
MZ interferometer considered in this paper, requires open
boundary conditions. Therefore we insist that our form
(C1) of the tunneling Hamiltonian is correct and use it
in Sec. VI for calculations.
Our next remark concerns the statement made in the
literature24,26,52,53 that it is impossible to observe a co-
herent part of the quasi-particle current. It has been
claimed that several degeneracies are present in a sys-
tem which lead to strong dephasing via two mechanisms.
Within our approach the first mechanism24 can be inter-
preted as being based on the fact that there exists a set
of quasi-degenerate states which correspond to a shift of
both edges.6 One may parametrize them as following:
WUπU√
m
= N +
l
m
,
WDπD√
m
= N − l
m
, (C11)
where l = 0, . . . ,m − 1. We denote these states with
|l〉, and write |l + 1〉 = ei(φU+φD)/
√
m|l〉. The density
matrix for the interferometer, with the QH edges in an
equilibrium state, can be written as
ρ0 =
m−1∑
l=0
rl|l〉〈l|. (C12)
The coherent part of the current generated by tunneling
Hamiltonian (C8) and averaged with the density matrix
(C12) reads
ILR ∝
∑
l
∑
κ,κ′
rltL,κt
∗
R,κ′〈l|Fκ−κ
′ |l〉. (C13)
In our paper we use tunneling Hamiltonian (C1) with
κ = κ′. Therefore the summation over the quantum num-
ber l is trivial,
∑
l rl = 1, and does not lead to any phys-
ical effect. In contrast, using additional Klein factors24
implies that κ−κ′ = 1. Thus, in Eq. (C13), the contribu-
tion from every shifted state |l〉 acquires the phase factor
〈l|F |l〉 = e2πil/m. Law et al.24 further assumed equal
population rl = 1/m, so that, after summation over l,
the coherent part of the quasi-particle current vanishes.
In the argument sketched above, in addition to the spe-
cific choice κ − κ′ = 1 that has been addressed earlier,
the assumption of the degeneracy of states |l〉, or equiva-
lently, the high temperature limit rl = 1/m, is of crucial
importance. We note, however, that the shift (C11) leads
to charging of the edges, and the corresponding energy
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is not small. The experiments [27-30] have been done
in the regime where the temperature and the bias are
smaller than this charging energy, and we do not see any
difficulties, in principle, to achieve such a regime in the
fractional QHE case.
A second possible mechanism of dephasing is described
in Ref. [52]. An additional Berry phase shift between two
tunneling paths may appear if some number l of localized
quasi-particles are present in the bulk. In this case the
coherent contribution to the tunneling current acquires
the phase factor e2πil/m, which is similar to the one en-
countered in the first mechanism of dephasing discussed
above. If the number, l, of quasi-particles fluctuates,
then the coherent part of the quasi-particle current may
vanish,
ILR ∝
∑
l
e2πil/m → 0,
as a result of averaging over these fluctuations. We would
like to stress that this mechanism may be avoided ei-
ther by reducing the temperature, so that the activation
of spontaneous phase slips is slow, or by using a high-
quality sample. For instance, in the integer QHE case
such telegraph processes have indeed been observed in
the experiment [30] and then reduced by tuning the sys-
tem’s parameters.
To conclude, we recall that the MZ interferometer,
being a system that is strongly coupled to Ohmic con-
tacts, requires open boundary conditions. This leads to
the non-commutativity of tunneling Hamiltonians taken
at different spatial points. We think that the non-
commutativity of spatially separated operators naturally
follows from the topological character of the effective the-
ory, according to which the quasi-particles are not com-
pletely local objects, because they have “tails” in form
of Wilson lines. Moreover, the non-locality in the ef-
fective theory does not contradict the local character of
the underlying microscopic theory which does not neces-
sary manifest itself in the low-energy limit. The Klein
factors, which have been introduced in earlier papers to
ensure the commutativity of tunneling Hamiltonians, re-
quire in fact closed boundary conditions and are therefore
not applicable to MZ interferometers. Moreover, we have
shown that even when Klein factors may be used, they
cannot guarantee the commutativity of tunneling Hamil-
tonians in general, while the specific choice proposed in
Refs. [22] and [24] needs further justification. Finally, we
remark that the strong suppression of the phase coher-
ence suggested in Refs. [24] and [52] is not a fundamental
property of the fractional QHE, and may be avoided in
future experiments at sufficiently low temperatures.
2. Periodicity in magnetic flux and modulation
gate voltage
The purpose of this discussion is to clarify the origin
of the quasi-particle periodicity in physical observables.
Let us first analyze the dependence of the energies of the
zero modes eigenstates |l〉 (see Appendix C 1) of a QH
fluid at ν = 1/m on the singular magnetic flux Φ thread-
ing the Corbino disk. This problem has been considered
by Thouless and Gefen in Ref. [54]. Following their argu-
ment, we note that the main contribution to the energy
comes from Coulomb interactions. Therefore, under vari-
ation of the flux Φ, the energies of zero modes eigenstates
of a QH fluid, isolated inside a Corbino disk, follow the
branches with a fixed number of electrons. However, if
the Corbino disk is weakly coupled to metallic reservoirs,
the number of electrons in the QH fluid is not conserved.
Therefore, if the ground state energy initially grows with
the flux Φ, it then switches to another branch by chang-
ing the number of electrons by 1 and starts to decrease
with the flux. This behavior (shown by the red line in
Fig. 10) repeats periodically with a period equal to mΦ0.
The electronic periodicity is restored if one takes into
account the possibility of quasi-particle tunneling be-
tween the inner and outer edges of the Corbino disk. Such
a perturbation mixes the states |l〉, with l = 0, . . . ,m− 1
and opens a gap at the degeneracy points (see Fig. 10).
As a result, under an adiabatic variation of the magnetic
flux, the QH fluid will follow the lowest energy state with
the electronic period Φ0.
  
FIG. 10: (Color online) The energy spectrum of a QH fluid
at ν = 1/3 in a Corbino disk is schematically shown. The
dashed lines show the Coulomb charging energy of an iso-
lated QH fluid, as a function of the magnetic flux Φ threading
the Corbino disk. Different branches correspond to different
numbers of quasi-particles at the edges. In the presence of
inter-edge quasi-particle tunneling, and for weak coupling to
metallic reservoirs, an energy gap opens at the degeneracy
points, where different branches intersect. If the flux varies
adiabatically, the QH fluid follows the ground state, so that
the energy is a periodic function of the flux with the elec-
tronic period Φ0. If the variation of the flux is relatively fast
(quasi-particle tunneling is weak), the QH fluid follows the
“electronic” branch (shown in red) along the lines l=0 and
l=3, so that the number of electrons at the edge changes by
one. In this case the energy oscillates with the quasi-particle
period 3Φ0.
Far away from equilibrium, when a potential difference
is applied to metallic reservoirs and a charge current flows
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through an MZ interferometer, the physical situation is
generally more complicated. However, one can still rely
on the effective theory by taking into account the de-
scribed above dependence of the energy of zero modes on
the magnetic flux and writing the Hamiltonian as
H =
∑
s=U,D
vs
4π
∫
dx
(
∂xφs +
2π
Ws
√
m
Φ
Φ0
)2
. (C14)
We stress that the the insertion of the singular flux
does not affect the AB phase. This follows form the
fact that there are two contributions to the integral
δϕAB = (1/
√
m)
∫
γ
drµδbµ over the MZ contour γ. One
contribution arises from the change in the field bµ due
to the variation of the external field Aµ, as follows from
relation (D7). The second contribution comes from the
variation of the total charge inside the MZ contour, re-
pelled by the singular flux, according to relation (D1).
These two effects cancel each other exactly, which can be
viewed as a result of screening of the external field Aµ by
the QH system.
To determine the current through the interferometer
the averaging in the linear-response formula (65) must
be done with respect to the equilibrium density matrix
ρ0 = e
−βH/Z0. In the thermodynamic limit, the fields
∂xφs can be shifted when performing the averaging so as
to eliminate the dependence on the magnetic flux from
Hamiltonian (C14). This implies that the only physical
consequence of the insertion of the singular magnetic flux
in a finite size Corbino disk is the Coulomb blockade
effect which has an electronic periodicity. However, this
effect is absent in MZ interferometers due to the strong
coupling to Ohmic contacts.
The modulation of the AB phase via the insertion of
a point-like flux is an idealization. In a typical experi-
ment, the magnetic field can be changed only uniformly.
In this case the phase acquired by a quasi-particle is no
longer a topological number and may depend, e.g., on
the processes in Ohmic contacts in a complicated way.
Therefore, it appears to be more appropriate to inves-
tigate the periodicity of AB oscillations by changing the
modulation gate voltage instead of changing the magnetic
field.
A gate voltage applied at the edge of a QH liquid
leads to the displacement y(x) of the edge at the point
x. This displacement may be described as an accu-
mulation of background 1D charge densities, δρi(x) =
σiQ
2
i y(x)/2πl
2
B, in the edge channels. In the presence
of these densities, the fields φi are redefined as ∂φi →
∂φi + σiQiy(x)/l
2
B. As a consequence, the correlation
function 〈ψ†(x, t)ψ(0, 0)〉 of an excitation ψ = eipiφi ac-
quires a phase shift δϕ0 = σipiQi
∫ x
0
dx′y(x′)/l2B. This
phase shift is proportional to the charge of the quasi-
particle, Qem(n) =
∑
i σipiQi, and to the area of the
deformation S =
∫ x
0 dx
′y(x′). Therefore the phase shift
may be interpreted as an AB phase:
δϕ0(n) = Qem(n) · S/l2B = 2πQem(n)
δΦ
Φ0
, (C15)
where δΦ is the variation of the magnetic flux through the
closed path of the MZ interferometer, resulting from the
deformation. For simplicity of notations, this additional
phase (C15) is included in the tunneling amplitudes in
Eq. (59).
To conclude, in our model, the periodicity of AB os-
cillations in the average current is determined by the
charges of quasi-particles that tunnel. To verify this pre-
diction, one should compare the periodicity in the weak
tunneling regime, where only electron tunneling is pos-
sible, with the one in the weak backscattering regime,
where the tunneling of quasi-particles is most relevant.
APPENDIX D: CHERN-SIMONS THEORY AND
ILLUSTRATION OF HOLOGRAPHY
In this appendix we illustrate the holographic principle
by constructing the bulk effective models and showing
that they determine the minimal edge models discussed
in Sec. III. We assume that the edge currents originate
as deformations of incompressible fluids. These fluids
are described by a family of separately conserved bulk
currents, jiµ, with ∂µj
µ
i = 0. We solve the continuity
equations by introducing potentials biµ,
jiµ =
1
2π
ǫµνλ∂
νbλi , (D1)
where the Einstein summation convention is assumed.
The currents are invariant under the gauge transforma-
tions biµ → biµ+∂µfi. By counting dimensions, it is easy
to see that the gauge invariant action for these potentials,
Sbulk[bi] = (1/4π)
∑
i
σi
∫
D
d3rǫµνλb
µ
i ∂
νbλi , (D2)
has zero dimension, while all other possible terms have
lower dimensions, i.e., are irrelevant at low energies. For
example, the Maxwell-like action has dimension −1.
The total electric current can be written as a linear
combination of incompressible currents jµem =
∑
iQij
µ
i .
Hence the term in the action describing the interaction
with an external electromagnetic field is:
Sint[bi, A] =
∫
D
d3rAµj
µ
em
= (1/2π)
∑
i
∫
D
d3rAµQiǫ
µνλ∂νbiλ. (D3)
Integrating out the fields biµ, we arrive at an effective
action for the electromagnetic field in the Chern-Simons
form:
Seff [A] = (1/4π)
∑
i
σiQ
2
i
∫
D
d3rǫµνλAµ∂νAλ. (D4)
Comparing this result to Eq.˜(23), we conclude that the
constraint on the coupling constants Qi is the same as in
the edge theory, namely
∑
i σiQ
2
i = ν.
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Action (D2) appears in the context of topological the-
ory, where excitations are given by Wilson lines.49 For
instance, a general local excitation at the point r may be
written as:
ψq(r) = exp
(
i
∑
j
qj
r∫
r0
drµbjµ
)
. (D5)
The statistical phase of two excitations of type (D5) is
given by braiding of the corresponding Wilson lines.49
Considering two excitations labeled with q1j and q2j
we arrive, after a simple calculation of braiding, at the
following expression for the statistical phase: θ12 =
π
∑
i σjq1jq2j . It is important that this expression co-
incides with the one for the edge excitations. Moreover,
if we define the charge operator as an integral over a
space-like plane Qem = (Qi/2π)
∫
d2rǫνλ∂
νbλi , then the
charge of the excitation (D5) is Qem =
∑
i σiQiqi, i.e., it
takes the same form as in the edge theory.
The coincidence of bulk and edge expressions for
charges and statistical phases of excitations illustrates
the holographic principle at work in QH systems. Indeed,
it is easy to see that the whole classification of effective
models at the edge applies also to the bulk. Further-
more, Fro¨hlich and Pedrini55 proposed an exact mapping
between edge and bulk models, assuming that the edge
excitations originate from incompressible deformations of
QH liquids. Below we summarize the main steps of this
construction.
FIG. 11: (Color online) The construction of edge excitations
as incompressible deformations of a QH liquid. The Wilson
line (drawn in blue) starts from the Ohmic contact (drawn in
white) and goes to the physical edge y = hi(x, t) of the ith
QH liquid (solid line) along the auxiliary boundary at y = y0
(dashed line), and ends at the point r.
The key idea is to represent the insertion of an operator
exp
(
i
∑
jqjφj
)
at the edge as insertion of a Wilson line
(D5) of the bulk theory by placing the end point r at the
boundary and r0 in the Ohmic contact. To realize this
idea we choose a particular Wilson line shown in Fig. 11.
Parametrizing incompressible deformations of QH liquids
by the set of functions y = hi(x, t), one may introduce
the boundary fields:
φi(x, t) =
hi(x,t)∫
y0
dy′biy(x, y′, t)+
x∫
x0
dx′bix(x′, y0, t), (D6)
where y = y0 is the auxiliary boundary and x0 is the
coordinate of the Ohmic contact.
Integrating out the bulk fields biµ, we find that
56
biµ = σiQiAµ. (D7)
Taking the derivative of Eq. (D6) with respect
to x, one obtains σi∂xφi = QiAy(x, hi, t)∂xhi +
Qi
∫ hi
y0
dy′∂xAy(x, y′, t) + QiAx(x, y0, t). In the low-
energy limit we may neglect the term proportional to
∂xhi. Then, taking into account that the magnetic field
is constant ∂xAy−∂yAx = 1/l2B, we relate the derivatives
∂xφi to the edge densities
57 ρi(x, t) = σiQ
2
i [hi(x, t) −
y0]/2πl
2
B:
ρi(x, t) =
1
2π
[
Qi∂xφi + σiQ
2
iAx(x, hi, t)
]
. (D8)
This expression for the charge densities of the edge chan-
nels coincides with the one derived from action (22), pro-
vided we further assume that hi is small in the low-energy
limit and replace Ax(x, hi, t) → Ax(x, y0, t). In other
words, we assume linear coupling to the electromagnetic
field.
The continuity equations ρ˙i+∂x
∫ hi
y0
jix = jiy, after the
substitution of Eq. (D1), take the form:
Qih˙i
2πl2
+ ∂x
∫ hi
y0
dy′[∂y′bit(x, y′, t)− ∂tbiy(x, y′, t)]
= ∂xbit(x, y0, t)− ∂tbix(x, y0, t). (D9)
Linearizing this equation with respect to hi, we find the
equations of motion for the boundary fields σi∂tDxφi =
−Qi∂xat, where aµ is the boundary value of the electro-
magnetic vector potential, and Dµφi = ∂µφi + σiQiaµ
are covariant derivatives. These equations of motion can
be derived from the action
S ∝
∑
i
∫
dtdx(σiDtφiDxφi +Qiǫµνa
µ∂νφi), (D10)
which agrees with action (22) in the case vi = 0. The
velocities of edge modes in the above analysis are zero,
because we have not taken into account the confining
potential and the interaction effects at the edge.
It is important to note that the bulk-edge correspon-
dence described above does not always hold. For in-
stance, compressible strips may be present at the edge.14
In this case, the edge theory will contain more fields than
the bulk theory. Nevertheless, bulk excitations should be
always present in the edge spectrum. In the present work
we only consider minimal models of the edge, for the fol-
lowing reasons. First of all, in the case when the number
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of chiral fields at the edge is large, scaling dimensions
of extra electrons associated with these fields are usually
large,8 i.e., these excitations are not observable in the
low-energy limit. Second, non-chiral models with addi-
tional fields are likely to be unstable against disorder.15
However, the possible relevance of models with a large
number of channels deserves a separate, detailed analy-
sis.
APPENDIX E: MATHEMATICAL ASPECTS OF
THE THEORY OF QH LATTICES
In this section we wish to briefly describe the QH lat-
tice construction proposed in Refs. [8,55]. This construc-
tion is a mathematical reformulation of physical require-
ments for the effective theory of a QH system discussed
in Secs. II and III. It provides a method, based on us-
ing invariants of lattices, to classify physically allowed
low-energy effective models of QH edge states. The main
physical consequences of the lattice construction include
a determination of the minimal charge of quasi-particle,
of the minimal number of edge channels, for given filling
factor, etc. Here we summarize the lattice construction
and present the results without proof.
First, we recall that action (22) of the effective theory
is parameterized by the vector of coupling constants, Qi,
introduced in Sec. III. Local excitations are represented
by vertex operators, exp
(
i
∑
j qjφj
)
, and labeled by vec-
tors q = {qi}; so the sum of two such vectors corresponds
to the product of operators. Defining the scalar product:
〈a,b〉 =
∑
i
aibiσi, (E1)
where σi is the chirality of ith channel, we represent the
electric charge (27) of an excitation corresponding to the
vector q and the statistical phase (26) of two excitations
corresponding to q1 and q2 as
Qem = 〈Q,q〉, θ12 = π〈q1,q2〉, (E2)
respectively.
As discussed in Sec. III, after fixing the coupling con-
stants Qi (i.e. fixing the action), we have to choose elec-
tronic excitations. We denote them with qα. Multi-
electron excitations form an integral lattice Γ:
Γ = {kαqα|kα ∈ Z}. (E3)
It has been mentioned in Sec. III B that choosing some
different sets of elementary electronic excitations is equiv-
alent to choosing different bases in the same lattice Γ.
Thus, the lattice Γ describes an effective theory in a
basis-independent way. The condition that the electric
charge 〈Q,q〉 of any combination of electrons q ∈ Γ is
integer implies that the vector of couplings Q belongs to
the dual lattice Γ∗. Thus, by choosing the lattice Γ and
a vector Q of its dual, one selects a particular effective
model.
Next, important physical constraints on the effective
models discussed in Sec. II can be formulated as follow-
ing:
• The condition of anomaly cancellation, for a given
filling fraction ν, implies that 〈Q,Q〉 = ν.
• The correct charge of electronic operators is guar-
anteed if the greatest common divisor of the coor-
dinates of Q in Γ∗ is equal to 1, because this divisor
is equal to the minimal value of 〈Q,q〉 for q ∈ Γ.
• The correct statistical phase of electronic excita-
tions is a consequence of the condition 〈Q,q〉 ≡
〈q,q〉 (mod 2), ∀q ∈ Γ.
The spectrum of allowed local excitations follows from
the requirement that the wave function of the QH
state is single-valued in the presence of an excitation
exp
(
i
∑
jpjφj
)
. We mentioned in Sec. II that this con-
dition is equivalent to having integer relative statistical
phases between electrons and quasi-particles:
〈p,qα〉 ∈ Z. (E4)
Thus, the lattice of allowed excitations is Γ∗ ⊇ Γ. As
we have shown in Sec. III, the scaling dimension, ∆, of
the correlation function of the excitation p does not de-
pend on the Hamiltonian in a purely chiral theory. It is
equal to the statistical phase ∆ = 〈p,p〉. So, for purely
chiral models, the pair (Γ,Q) provides complete infor-
mation about the effective theory. In order to do explicit
calculations, one needs to introduce a particular basis
for Γ. It is, however, not trivial to verify whether two
different bases generate the same lattice. To distinguish
effective models and, therefore, classify them, one needs
basis-independent information about lattices. Such in-
formation is provided by lattice invariants.
To classify the pairs (Γ,Q) satisfying the conditions
discussed above, we introduce most important lattice in-
variants. Obvious invariants are the filling factor ν =
nH/dH , with nH and dH as coprime integers, and the
dimension (or rank) of the lattice N = dimΓ. One may
show that, for any basis, {eα}, of Γ, the determinant of
the Gram matrix ∆Γ = det〈eα, eβ〉 is also an invariant.58
An interesting property of this determinant is the factor-
ization ∆Γ = ldH , where l is an integer number called
level. Moreover, one may show that, for any basis {eα}
of Γ∗, the greatest common divisor g = gcd(Q1, . . . , QN )
of the numbers Qα = ∆Γ〈Q, eα〉 is an invariant, and
that l = λg, where λ is an integer. This number λ is an
important parameter often called the charge parameter.
It determines the minimal possible electric charge of a
quasi-particle:
e∗ = min
p∈Γ∗,〈Q,p〉6=0
|〈Q,p〉| = 1
λdH
. (E5)
Finally, one introduces two further invariants, called
minimal and maximal relative angular momenta. The
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minimal relative angular momentum is defined as
ℓmin = min
q∈Γ,〈Q,q〉=1
〈q,q〉. (E6)
Introducing the set, BQ, of all possible electronic bases,
{qα}, of Γ, for a given Q (i.e., such that ∀α : 〈Q,qα〉 =
1), one defines the maximal relative angular momentum
as
ℓmax = min{qα}∈BQ
(
max
α
〈qα,qα〉
)
. (E7)
The invariants ℓmin and ℓmax cannot take arbitrary val-
ues. For instance, in purely chiral models, they are con-
strained by the inequality 1/ν ≤ ℓmin ≤ ℓmax.
The simplest examples of such lattice construction
appear in the case of dimension N = 1. For one-
dimensional lattices, there is only one independent in-
variant ℓmax = ℓmin = ∆Γ = m, where m is an odd
integer. This number is nothing but the statistical phase
of an electron, therefore Q = 1/
√
m and the filling fac-
tor ν = 1/m. Moreover, it is easy to see that the level
l = ∆Γ/dH = 1, hence the charge parameter λ = 1, and
we find that the minimal electric charge is e∗ = 1/m. We
conclude that the QH lattices
Γm = {n
√
me|n ∈ Z} (E8)
with coupling Qm = e/
√
m and ν = 1/m are the only
ones allowed for N = 1.
For the two-field case, N = 2, the construction of al-
lowed lattices is more complex. From the definition of
relative angular momenta it follows that we may choose
electronic bases with a Gram matrix of the following
form:
K =
(
ℓmin b
b ℓmax
)
. (E9)
We consider lattices with ℓmax < 7, which are physically
most relevant.43 Then one may simply list all models by
going through all possible values of ℓmax, ℓmin and b.
8 Fur-
thermore, we limit our attention to the case ℓmin = ℓmax,
which is most important in the context of our paper.
For convenience, we choose coordinates such that Q =
(
√
ν, 0). The condition of unit charge, 〈Q,qα〉 = 1, for
α = 1, 2, partially fixes the form of electron vectors, qα,
in these coordinates. Namely, q1 = (1/
√
ν, s) and q2 =
(1/
√
ν,−s), where the number s is yet to be determined.
It follows from the requirement |q1|2 = |q2|2 = ℓmax that
s2 = ℓmax − 1/ν. The mutual statistical phase of two
electrons, θ12 = π(1/ν − s2), should be an integer. This
implies that ℓmax + θ12/π = 2/ν is an integer number.
Thus we see that the special case ℓmin = ℓmax corresponds
to ν = 2/m where m is an integer. Note that, for ℓmax <
7, the converse statement is also true, i.e., for ν = 2/m,
all the two dimensional lattices have ℓmin = ℓmax.
After some elementary calculations, we find that, for
ν = 2/m, Gram matrix (E9) may be expressed as:
K =
(
ℓmax ℓmax − l
ℓmax − l ℓmax
)
. (E10)
From condition (32), applied to Eq. (E10), we find that
the level l = 2ℓmax−m = 2s2. Therefore, all the lattices
in the case ν = 2/m can be parameterized by only two
numbers, m and l. It is important to observe that, for
all these lattices, λ = 1. Hence, for two-field models
with ν = 2/m, the minimal charge is always e∗ = 1/m.
Introducing a pair of orthogonal vectors, e1,2, so that
q1,2 =
√
m/2e1 ±
√
l/2e2, the lattices may be written
explicitly as
Γml = {
√
m/2(n1 + n2)e1
+
√
l/2(n1 − n2)e2|n1,2 ∈ Z}, (E11)
and the couplings Qml =
√
2/me1. Finally, we stress
that K-matrices (51) and (52) proposed in Sec. IV are
exactly the Gram matrices (E10) for the particular case
ν = 2/3.
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