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1. Introduction
Consider a Coxeter diagram of spherical type An , Cn , Dn , ..., F4 with a
natural labelling of its nodes as in Bourbaki [1]. The following examples
will be considered in the present paper:
An M
1
M
2
M
3
} } } M
n&2
M
n&1
M
n
and Cn M
1
M
2
M
3
} } } M
n&2
M
n&1
M
n
.
Each of these diagrams corresponds to a class of buildings (Tits [16]). If
the node labelled i is singled out, we get a diagram called An, i or Cn, i
respectively. Geometrically, this amounts to the construction of a line space
(the definition is given below) with a distinguished type (namely i) of
vertices in a building 2 of type Xn , where Xn is a Coxeter diagram of
spherical type. The point-set P of this line space is the set of all i-elements
of 2; a subset l of P is a line if and only if there exists a flag F of cotype
i such that l is the set of all i-elements incident with F. We call this line
space an Xn, i-building space and we denote it by S(2, i). We can make a
similar construction from any geometry in the sense of Tits [16].
The An, 1-building spaces correspond exactly to projective spaces (Tits
[16]) and the classical work of Veblen and Young [17] characterizes the
latter in terms of points and lines. BuekenhoutShult's characterization of
polar spaces [4] gives an analogous result for Cn, 1-building spaces. It
seems reasonable to try to find a similar characterization for all building
spaces An, i , Cn, i , ..., F4, i . Many authors (e.g., Cameron [5], Cooperstein
[10], Cohen [6, 7], Buekenhout [3], CohenCooperstein [9]. Hanssens
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[12, 13], HanssensThas [14]) have worked on this problem. For a recent
survey, see Cohen [8].
The first open case (in alphabetical order) is Cn, n&1 ; it is a difficult one
in view of earlier approaches. It is the purpose of the present paper to take
care of this case. The particular case where n=3 is discussed in Lehman
[15]. This is the basis for an inductive approach in the general case.
A line space 1 is a pair (P, L) where P is a set whose elements are called
points and L is a set of subsets of P called lines such that each line contains
at least two points. Two distinct points p and q are called collinear if there
exists a line which contains these two points; we denote this fact by ptq
and the fact that p and q are not collinear by pt% q. A line space 1 is called
a partial linear space if any two distinct points are contained in at most
one line. A subspace 1 $ of a partial linear space 1 is a pair (P$, L$) such
that P$/P, L$/L and two points of P$ are collinear in 1 if and only if
they are collinear in 1 $. If 1 is a partial linear space and if ptq then we
denote by pq the unique line containing these two points. A path between
two points p0 and pk is a sequence of points p0 , p1 , p2 , ..., pk such that
pi tpi+1 for each i=0, ..., k&1. A circuit is a path such that p0 and pk are
equal. A line space 1 is called connected if there exists a path between any
two points.
Let 1 be a connected and partially linear space. Let n be an integer such
that n3. We introduce more structure on 1 together with conditions in
order to define 1 as a cuboctahedral space of rank n.
In 1, we distinguish two families of subspaces called projective subspaces
(abbreviation: projs) and cuboctahedral subspaces. More precisely, as to
cuboctahedral subspaces, we define, for each integer k, with 0<k<n, the
familly of cuboctahedral subspaces of rank k (abbreviation: CO(k)'s). The
projs and CO(k)'s are submitted to a set of axioms noted P1, P2, P3, C1a,
C1b, C2, C3, C4 and C5.
We give an inductive definition of the CO(k)'s. The CO(1)'s are the
points of 1 ; the CO(2)'s are the subspaces isomorphic with a generalized
quadrangle and maximal for this property. We define cuboctahedral sub-
spaces of rank k as the subspaces isomorphic with cuboctahedral spaces of
rank k that are maximal for this property, and 1 is called a cuboctahedral
space of rank n if all of the next axioms are verified.
P1. Every proj is isomorphic with a projective space of rank n&1.
P2. Two distinct projs intersect in at most one point.
P3. Every subspace of 1 isomorphic with a projective space is
included in a proj.
C1a. Two distinct and not disjoint CO(n&1)'s intersect in a
CO(n&2).
153building spaces of type Cn, n&1
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C1b. Two distinct and not disjoint CO(n&2)'s intersect in either a
CO(n&3), or in a CO(n&4). (If n&i<1, then the corresponding
possibility does not exist.)
C2. Every CO(k) is included in a CO(k+1). (With 0<k<n&1).
C3. A CO(k) and a non-disjoint proj intersect in a projective sub-
space of rank k&1. (With 0<k<n).
C4. If two CO(n&2)'s intersect in a CO(n&3), then there is a
CO(n&1) containing these two C0(n&2)'s.
C5. Every subspace of 1 isomorphic with a projective space of rank
k, is included in a CO(k+1).
We will prove that these nine properties characterize buildings of type
Cn, n&1; more precisely, we prove the following results.
Theorem 1. Let 2 be a building of type Cn . Then the building space
S(2, n&1) is a cuboctahedral space of rank n.
Theorem 2. If S is a cuboctahedral space of rank n, then there is a
building 2 of type Cn such that S is isomorphic to S(2, n&1).
2. Cuboctahedral Spaces of Rank 3
Many proofs of our arguments about cuboctahedral spaces are made by
induction on the rank and it is necessary to know that the cuboctahedral
spaces of [15] are exactly the cuboctahedral spaces of rank 3, namely the
lowest interesting case. In this section, we give some definitions and
propositions about cuboctahedral spaces. All proofs can be found in [15].
2.1. Definition. Let 1 be a connected partial linear space. By defini-
tion, a plane (resp. a quad ) of 1 is a subspace of 1 which is a projective
plane (resp. a maximal (with respect to inclusion) generalized quadrangle).
We are interested in the following properties:
CO1. Any two distinct planes intersect in at most one point.
CO2. Any two distinct quads intersect in at most one point.
CO3. Every line is contained in at least one plane.
CO4. Every line is contained in at least one quad.
CO5. The intersection of a plane and a quad is a line or the empty
set.
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A connected partial linear space with these 5 properties is called a
cuboctahedral space.
It is easy to see that a partial linear space is a cuboctahedral space if and
only if it is a cuboctahedral space of rank 3.
Given a cuboctahedral space 1, we define an incidence system of rank 3,
denoted by G(1 ), whose types are called point, plane and quad, as follows:
the elements of G(1 ) of type point (resp. plane, quad) are the points (resp.
planes, quads) of 1. The incidence is the natural one: for the points the
incidence is defined by inclusion and a plane is incident with a quad if and
only if their intersection is a line. We call such an incidence system a
cuboctahedral geometry. We prove in [15] that it is a geometry of type C3 .
2.2. Proposition. Let 2 be a building of type C3 . Then the building
space S(2, 2) is a cuboctahedral space.
2.3. Proposition. If S is a cuboctahedral space, then there is a building
2 of type C3 such that S is isomorphic to S(2, 2).
3. Cuboctahedral Geometry of Rank n
We freely use definitions and notation about geometries as in Lehman
[15].
3.1. Definition. Given a cuboctahedral space 1 of rank n, we define an
incidence system of rank n, denoted by G(1 ), whose types are called point,
proj and CO(i) with 2i<n, as follows: the elements of G(1 ) of type
point (resp. proj, CO(i)) are the points (resp. projs, CO(i)'s) of 1. The
incidence is the natural one: for the points, the incidence is defined by
inclusion, the incidence between a CO(i) and a CO( j) is symmetric inclu-
sion and a proj is incident with a CO(i) if and only if their intersection is
a projective space of rank i&1. We call such an incidence system a
cuboctahedral geometry of rank n. We shall prove that it is indeed a
geometry (see Proposition 3.3).
Remark. We often identify a CO(i) (resp. a proj) of a cuboctahedral
geometry with the set of all points contained in it.
3.2. Lemma. Let n3 and let G(1 ) be a cuboctahedral geometry of
rank n.
(1) Each flag of cotype point has at least two points incident with it.
(2) Each flag of cotype proj has at least two projs incident with it.
155building spaces of type Cn, n&1
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(3) Each flag of cotype CO(n&1) has at least two CO(n&1)'s
incident with it.
(4) Each flag of cotype CO(k) with k<n&1 has at least two CO(k)'s
incident with it.
Proof. (1) If a proj is incident with a CO(2), then by axiom C3 they
contain a line and, so at least two points.
(2) Given a point of a CO(2), there are at least two distinct lines of
this CO(2) containing that point. Axiom P3 shows that each of these two
lines is contained in a proj, and by axiom P2, these projs are distinct.
(3) Let us prove first that if the intersection of a CO(n&1)V and a
CO(n&2)W contains a projective space of rank(n&3), then W/V. Let V$
be a CO(n&1) containing W. By axiom C1a, V and V$ intersect in a
CO(n&2)W$. The CO(n&2)'s W and W$ intersect in a projective space of
rank(n&3) and by axiom C1b are equal. Let P be the proj and W be the
CO(n&2) of the initial flag. By axiom C3, we know that P & W is a projec-
tive space of rank(n&3). We know that there are at least two projective
spaces of rank(n&2) containing this and included in P. Each of these are
contained in a CO(n&1) which are incident with the initial flag.
(4) By (3), for a CO(k+1) say X and a CO(k&1) say Y, included
in X, there are at least two CO(k)'s containing Y and included in X. K
3.3. Proposition. A cuboctahedral geometry of rank n is a geometry.
Proof. Two distinct elements of the same type cannot be incident
by definition of the incidence. Moreover Lemma 3.2 implies that every
comaximal flag is contained in at least two chambers. K
3.4. Lemma. Let n3.
(1) The residue of a flag of cotype proj-CO(n&1) in a cuboctahedral
geometry of rank n is a generalized digon.
(2) The residue of a proj in a cuboctahedral geometry of rank n is a
projective geometry of rank n&1.
(3) The residue of a CO(n&1) in a cuboctahedral geometry of rank n
is a cuboctahedral geometry of rank n&1.
(4) A cuboctahedral geometry of rank n is residually connected.
Proof. (1) By axiom C3 and by the definition of incidence, a
CO(n&1) and a proj both incident with a point p contain a common pro-
jective space of rank n&2 and so they are incident.
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(2) By axioms C3 and C5, there is an obvious bijection between the
set of CO(k) incident with a proj P and the set of projective subspaces of
rank k&1 of P. Moreover, axiom P1 shows that a proj is a projective
space of rank n&1.
(3) By axioms C3 and P1, there is an obvious bijection between the
set of proj incident with a CO(n&1) and the set of projective subspaces of
rank n&2 contained in it; this bijection preserves the incidence with all
CO(k)'s included in this CO(n&1).
(4) We prove this by induction. If n=3 it is given by Proposition 2.3.
If n>3, then as 1 is connected, we only need to prove that every residue
of a comaximal flag is residually connected. The residue of a proj typed flag
is residually connected because, by (2), such a residue is a projective space
and then it is residually connected.
The residue of a CO(n&1) typed flag is residually connected because, by
(3), such a residue is a cuboctahedral space of rank n&1 and, then by the
induction hypothesis, it is residually connected.
The residue of a CO(k) typed flag with 1k<n&1 is the connected
sum of the residue of a flag of type (proj, CO(1), CO(2), ..., CO(k)) which
is residually connected with the residue of a flag of type (CO(n&1),
CO(n&2), ..., CO(k)) which is also residually connected. K
3.5. Corollary. A cuboctahedral geometry is a geometry of type Cn .
Proof. We prove this by induction. If n=3, Proposition 2.3 applies. If
n>3, it follows immediately from (1), (2), and (3) in Lemma 3.4 and from
the induction hypothesis. K
4. Proof of Theorem 1
Let us prove it by induction on n. If n=3, it is given by Proposition 2.2.
Let us prove it for n>3.
We often identify the lines of S(2, n&1) and the flags of type [n&2, n]
of 2. We denote the n-, (n&1)-, (n&2)-, and (n&k)-elements of 2 by sym-
bols such as A, B, C and Y.
First Part. The building space S(2, n&1) is a partial linear space.
Proof. Since 2 is a building and since a building is firm, each line of
S(2, n&1) contains at least two points. Thus S(2, n&1) is a line space.
Moreover S(2, n&1) is a partial linear space because two distinct (n&1)-
elements of 2 are incident with at most one (n&2)-elements of 2 and with
at most one n-elements of 2.
157building spaces of type Cn, n&1
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Second Part. A subspace #=(P$, L$) of S(2, n&1) is a projective
space of rank n&1 if and only if there is a n-element of 2 such that P$ is
the set of (n&1)-elements of 2 incident with it.
Proof. If there is a n-element of 2 such that P$ is the set of (n&1)-
elements of 2 incident with it, then # is obviously a projective space of rank
n&1 because the residue of a n-element in a building of type Cn is a projec-
tive space of rank n&1.
Let #=(P$, L$) be a subspace of S(2, n&1) which is a projective space
of rank at least 2. We claim that there is a n-element of 2 incident with
every point of P$. Indeed, let B and B$ be two distinct points of #. Since #
is a projective space, these two points are collinear. Let CA be the line of
# containing these two points. We know that B and B$ are both incident
with A (which is a n-element of 2). We shall prove that all points of # are
incident with A. Let B" be a point of # different from B and B$. If B" is con-
tained in CA, then B" is obviously incident with A. Hence we may assume
that B" is not contained in CA. Since # is a projective space, BtB" and
B$tB". Let C$A$ (resp. C"A") be the line containing B and B" (resp B$
and B"). We can easily see that all of the (n&2)-elements C, C$ and C" are
incident with each of the n-elements A, A$ and A" (because the incidence is
symmetric inclusion).
Note that (B, CA, B$, C"A", B", C$A$) is a circuit of length 6 in #. Let 6
denote the set of (n&2)-elements of 2 which are incident with each of the
elements A, A$ and A". There is an element of 2 such that the set 6 is the
set of all (n&2)-elements incident with it; we can prove this property in
S(2, 1) which is a polar space; there the property amounts to the fact that
the intersection of three maximal projective subspaces is either a projective
subspace of codimention 0, 1 or 2. Obviously 6 cannot be a unique
(n&2)-element, otherwise C=C$=C" and (B, CA, B$, CA", B", CA$)
would be a circuit of length 6 completely contained in the residue of C
which is a generalized quadrangle. Using S(2, 1), we can also prove that
there is no (n&1)-element of 2 such that 6 is the set of (n&2)-elements
incident with it. Indeed, in that case, at most two of the n-elements A, A$
and A" are equal. This means that in S(2, 1) at least two of the three sub-
spaces A & A$, A & A" and A$ & A" are comaximal projective subspaces and
are equal to 6. Moreover if A & A$ (resp. A & A", A$ & A") is a comaximal
projective subspace, it must be B (resp. B$, B") and then two of those three
(n&1)-elements are equal, contradicting the fact that we have assumed
them to be distinct. Then there is a n-element of 2 such that 6 is the set
of all (n&2)-elements incident with it. This n-element must be equal to
A=A$=A" (indeed, in S(2, 1), if the intersection of three maximal projec-
tive subspaces is a maximal projective subspace then the three maximal
projective subspaces are equal) and then B" is incident with A.
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Since no projective space of rank n&1 contains a proper subspace
isomorphic to a projective space of rank n&1 and since the set of all
(n&1)-elements incident with a n-element A of 2 is itself a projective space
of rank n&1, we know that for each projective space # of rank n&1 in
S(2, n&1) there exists a n-element A of 2 such that # is the set of all
(n&1)-elements incident with A
Third Part. A subspace #=(P$, L$) of S(2, n&1) is a projective space
of rank k with 1kn&2 if and only if there is a n-element and a
(n&k&1)-element of 1 such that P$ is the set of (n&1)-elements of 1 inci-
dent with them.
Proof. If there are a n-element and a (n&k&1)-element of P$ such that
P$ is the set of (n&1)-elements of 2 incident with them, then # is obviously
a projective space of rank k because the residue of such a flag in a building
of type Cn is a projective space of rank k.
The second part of the proof of theorem 1 and axiom P3 show that there
is a n-element A such that every-point of # is a (n&2)-element contained
in A. Let $ be a subspace of S(2, n&1) in which points are the maximal
projective subspaces of A and a set l of maximal projective subspaces of A
is a line if and only if there is a comaximal projective subspace of A con-
taining all points of l. We see that $ is the dual of A and then # is a sub-
space of $ isomorphic to a projective space of rank k if and only if there
is a projective subspace of corank k of A which is contained in every point
of #. As a projective subspace of corank k of A is a (n&k&1)-element of
2, the proof of the third part is finished.
Fourth Part. A subspace #=(P$, L$) of S(2, n&1) is a maximal
generalized quadrangle if and only if there is a (n&2)-element of 2 such that
P$ is the set of (n&1)-elements of 2 incident with it.
Proof. We reduce the proof to the following three statements:
A. If there is a (n&2)-element of 2 such that P$ is the set of (n&1)-
elements of 2 incident with it, then # is a generalized quadrangle.
B. If # is a generalized quadrangle, then for each pair of points of P$
there is a (n&2)-element of 2 which is incident with these two points.
C. If # is a generalized quadrangle, then there is a (n&2)-element of
2 which is incident with every point of P$.
We show that A, B and C imply the fourth part. If # is a generalized
quadrangle, then by statement C there exists a (n&2)-element C of 2 such
that every point of # is a (n&1)-element incident with C. Moreover, if C
is a (n&2)-element of 2, the set of all (n&1)-elements incident with p is
itself a generalized quadrangle and then # can be a maximal generalized
quadrangle only if there is a (n&2)-element C of 2 such that P$ is the set
159building spaces of type Cn, n&1
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of all (n&1)-elements incident with C. The converse is also true. Indeed, if
C is a (n&2)-element of 2 and if P$ is the set of all (n&1)-elements inci-
dent with C, then # is a generalized quadrangle. Moreover, for each sub-
space #$ of S(2, n&1) which is a generalized quadrangle, there is a (n&2)-
element C$ such that every point of #$ is a (n&1)-element incident with C$.
Thus # is maximal generalized quadrangle.
Proof of A. If there is a (n&2)-element of 2 such that P$ is the set
of (n&1)-elements of 2 incident with it, then # is clearly a generalized
quadrangle because the residue of a (n&2)-element of 2 is a generalized
quadrangle.
Proof of B. Let #=(P$, L$) be a subspace of S(2, n&1) which is a
generalized quadrangle. We claim that for any two points of P$ there exists
a (n&2)-element of 2 such that the two chosen points are two (n&1)-
elements of 2 both incident with it. Indeed, let B1 and B2 be two points of
P$. If these two points are collinear, then there is a flag CA of type
[n&2, n] such that B1 and B2 are incident with CA and so with C. If these
two points are not collinear, then there is a point-line circuit of length 8 in
# including B1 and B2 (because # is a generalized quadrangle). Let (B1 ,
C1A1 , B3 , C3A3 , B2 , C2A2 , B4 , C4 A4) be such a circuit. We get the
following relations:
 The (n&1)-element B1 of 2 is incident with the n-elements A1 and
A4 of 2.
 The (n&2)-element C2 of 2 is incident with the (n&1)-elements
B4 and B2 of 2 which are respectively incident with the n-elements A3 and
A4 of 2. This implies that C2 is incident with A3 and A4 .
It is trivial that A1 and A4 are different, otherwise, since the residue of
a n-element is a projective space of rank n&1, there would be a (n&2)-
element of 2 (say C ) such that B3 and B4 are both incident with C. As the
line CA1 of S(2, n&1) contains each of the points B3 and B4 of #, it is a
line of #. The contradiction follows from the fact that (B1 , C1 A1 , B3 , CA1 ,
B4 , C4 A1) is point-line circuit of length 6 in a generalized quadrangle. We
also know that C2 is incident with A1 ; otherwise, we can prove that in
S(2, 1) every point of the corank 2 projective subspace C2 is collinear with
all points of the maximal projective subspace A1 , which is impossible in a
polar space of rank n. Indeed, let p be a point of S(2, 1) contained in the
maximal projective subspace A1 of S(2, 1) and let D be a line of S(2, 1) on
p which does not intersect B1 & B3 and which is not contained in A1 . Let
p$ (resp. p") be the point of S(2, 1) common to D and B1 (resp. to D and
B3). Let p3 be a point of C2 . Since p3 and p$ (resp. p3 and p") are contained
in the maximal projective subspace A4 (resp. A3) of S(2, 1), they are
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collinear and as p3 is collinear with two points of D, it is collinear with all
points of D (because S(2, 1) is a polar space) and so with p.
Finally, we see that C2 is incident with both B2 and B1 ; indeed, in
S(2, 1), the comaximal projective subspace B1 is the intersection of the
maximal projective subspaces A1 and A4 ; and since C2 is contained in A1
and A4 , C2 is contained in B1 .
Proof of C. Let B and B$ be two distinct collinear points of #. Since B
and B$ are collinear, there is a flag of type [n&2, n] (denoted by CA) such
that B and B$ are two (n&1)-elements of 2 incident with CA. Let B" be
a point of # distinct from B and B$. We shall prove that C is incident with
B". If the points B, B$ and B" of # are collinear, then the point B" of # is
contained in the line CA of #, and so B", is incident with C. Therefore we
may assume that the points B, B$ and B" of # are not collinear. By B, we
know that there exists a (n&2)-element C$ (resp. C") of 2 such that B and
B" (resp. B$ and B") are both incident with C$ (resp. C"). The (n&1)-
element B" of 2 is not incident with the n-element A of 2, otherwise, since
the line C$A (resp. C"A) of S(2, n&1) has two of its points in P$, it would
be a line of # and there would exist a point-line circuit of length 6 (B, CA,
B$, C"A, B", C$A) in a generalized quadrangle.
Moreover, the (n&2)-elements C$ and C" of 2 are equal, otherwise, in
S(2, 1), the comaximal projective subspace B" would be the only one con-
taining these two corank 2 projective subspaces and the corank 2 projective
subspaces C$ and C" of S(2, 1) are contained respectively in the com-
aximal projective subspace B and B$ of S(2, 1) themselves contained in the
maximal projective subspaces A of S(2, 1). The contradiction follows from
the fact that the (n&1)-element B" of 2 is contained in the n-element A of
2. Moreover C is equal to C$ because in S(2, 1) they belong to B and B$
and the intersection of two distinct comaximal projective subspaces cannot
contain more than one corank 2 projective subspace. Finally, the last
equality proves that the (n&1)-element B" of 2 is incident with the (n&2)-
element C of 2.
Fifth Part. Let k be an integer such that 1kn&1. A subspace
#=(P$, L$) of S(2, n&1) is a maximal cuboctahedral space of rank k if and
only if there is a (n&k)-element of 2 such that P$ is the set of (n&1)-
elements of 2 incident with it.
Proof. We prove this part by induction on k. If k=1, then it is obvious.
If k=2, then it corresponds with the fourth part of Theorem 1. We shall
reduce the proof of the case k>2 to the proof of the following two
statements:
Let us denote S(2, 1) by 6.
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D. If there is a projective subspace of corank k of 6 such that P$ the
set of all comaximal projective subspaces of 6 containing it then # is a
cuboctahedral space of rank k.
E. If # is a cuboctahedral space of rank k, then there is a projective
subspace of corank k of 6 such that P$ is contained in the set of all
comaximal projective subspaces of 6 containing it.
In fact, if E is true, then for every cuboctahedral space #=(P$, L$) of
rank k, there is a projective subspace of corank k of 6 such that P$ is con-
tained in the set of all comaximal projective subspaces of 6 containing it;
and if D is true, then this set has the structure of a cuboctahedral space of
rank k. Then the subspace #=(P$, L$) of S(2, n&1) is a maximal cubocta-
hedral space of rank k only if there is a (n&k)-element of 2 such that P$
is the set of (n&1)-elements of 2 incident with it.
The converse is also easy to prove. In fact, let Y be a projective subspace
of corank k of 6. If D is true, then the set of all comaximal projective sub-
spaces of 6 containing Y has a structure of cuboctahedral space of rank k
and as E is true all cuboctahedral spaces are contained in such a space then
the subspace #=(P$, L$) of S(2, n&1) is a maximal cuboctahedral space of
rank k if there is a (n&k)-element of 2 such that P$ is the set of (n&1)-
elements of 2 incident with it.
Proof of D. Let Y be a projective subspace of corank k of 6. The
induction hypothesis on n (see the beginning of the proof of Theorem 1)
gives the fact that the set of all comaximal projective subspaces of 6 con-
taining Y has a structure of cuboctahedral space of rank k because the
residue of a projective subspace of corank k is a cuboctahedral space of
rank k.
Proof of E. Let # be a subspace of 1 which is a cuboctahedral space of
rank k. Axiom P1 shows that every proj of # is a projective space of rank
k&1 and the third part that there are a projective subspace of corank k of
6 and a maximal projective subspace of 6 respectively denoted by Y and
A such that the points set of this proj is the set of all comaximal projective
subspaces of 6 containing Y and included in A. So we can see the projs of
# as flags (projective subspace of corank k, maximal projective subspace)
of 6.
Let YA be a proj of #. We prove that every point of # is a comaximal
projective subspace B of 6 containing (the projective subspace of corank
k of 6 noted) Y.
As a cuboctahedral geometry of rank k is residually connected there is
a point-proj path between YA and B of minimal length. Let 2i be the
length of this path.
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We prove by induction on i that B contains Y.
If i=1, then B is incident with the flag YA and then Y/B.
If i=2, then we denote (YA, B$, Y$A$, B) a path of length 4 between YA
and B.
As the points B and B$ of # are contained in a same proj Y$A$ of #, they
are collinear. Let CA" be the line of # containing these two points. As two
distinct comaximal projective subspaces of 6 cannot be contained in more
than one maximal projective subspace of 6, we see that A$=A". Axiom C5
shows us that the line CA$ of # is contained in a CO(2) of #. The fourth
part and the fact that two distinct comaximal projective subspaces of 6
cannot contain more than one projective subspace of corank 2 of 6 show
us that this quad and the proj YA intersect in a line of #. By the fact that
two distinct comaximal projective subspaces of 6 can neither be contained
in more than one maximal projective subspace of 6, nor contain more than
one projective subspace of corank 2 of 6, we see that this line is the set of
all comaximal projective subspaces of 6 containing C and included in A.
(1)
By the fact that the line CA of # is contained in the proj YA of #, we see
that every comaximal projective subspaces of 6 containing C and included
in A must contain Y. Then C contains Y. (2)
With (1) and (2), we prove that B contains Y.
It is interesting to remark that Y=Y$. This is true because every point
of the proj Y$A$ contains Y.
If i>2, then let YA, B1 , Y1 A1 , B2 , ..., Bi&1 , Yi&1Ai&1, B be a path of
length 2i between YA and B.
By the case i=2, we see that Y=Y1 . Moreover as YA1 , B2 , ...,
Bi&1Yi&1 , B is a path of length 2i&2 the induction hypothesis on i shows
us that B contains Y.
Sixth Part. The building space S(2, n&1) is a cuboctahedral space of
rank n.
We already know that S(2, n&1) is a partial linear space and that the
projs (resp. the CO(k)'s) can be identified with the n&(resp. (n&k)-)
elements of 2. We only need to check the five properties P1, ..., C5.
In S(2, 1) property P1 becomes: ``Every projective space of rank n&1
has a structure of projective space of rank n&1 where the points (resp.
lines) are its projective subspaces of rank n&2 (resp. of rank n&3).'' This
is obvious. This structure corresponds with the dual structure of a projec-
tive space of rank n&1.
In S(2, 1) property P2 becomes: ``Two distinct projective spaces of rank
n&1 cannot contain more than one projective space of rank n&2.'' This
is straightforward because S(2, 1) is a polar space of rank n.
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In S(2, 1) property P3 becomes: ``Every flag of type (projective space of
rank (n&k&1)-projective space of rank n) is incident with a projective
space of rank n.'' This is straightforward in every geometries.
In S(2, 1) property C1a becomes: ``If two points are contained in a pro-
jective space of rank n&2, then they are collinear.'' This is straightforward
by the definition of a projective space.
In S(2, 1) property C1b becomes: ``If two lines are included in a projec-
tive space of rank n&2, then they generate either a projective plane or a
projective space of rank 3.'' This is an obvious property of projective
spaces.
In S(2, 1) property C2 becomes: ``Every projective space of rank (n&k)
contains a projective space of rank (n&k&1).'' This is an obvious
property of projective spaces.
In S(2, 1) property C3 becomes: ``Every projective space of rank n&2
included in a projective space of rank n&1 and containing a projective
space of rank (n&k) is incident with a flag of type (projective space of
rank (n&1)-projective space of rank (n&k)).'' This is straightforward in
every geometry.
In S(2, 1) property C4 becomes: ``If two distinct lines are included in a
projective plane, then they intersect in a point.'' This is straightforward by
the definition of a projective plane.
In S(2, 1) property C5 becomes: ``Every flag of type (projective space of
rank (n&k)-projective space of rank n) is incident with a projective space
of rank (n&k).'' This is straightforward in every geometry. K
5. Proof of Theorem 2
We shall prove this theorem by induction on n. If n=2, the proof is
obvious. If n=3, Proposition 2.3 applies.
We suppose that n>3 and that this property is true for n$=n&1.
We shall denote the CO(n&1)'s, CO(n&2)'s, CO(n&3)'s, and
CO(n&i)'s of G(1 ) by symbols such as Y, X, Z and W.
First Part. Let 1 be a cuboctahedral space of rank n. Let X be a
CO(n&2) of G(1 ) and Y be a CO(n&1) of G(1 ) non incident with X. Then
there is a CO(n&1)&CO(n&2) path of length 4 between X and Y.
Proof. We reduce the proof of this part to the proof of the following
statement: If (X, Y$, X$, Y", X", Y ) is a CO(n&1)&CO(n&2) path
between X and Y, then there is a CO(n&1)&CO(n&2) path of length 4
between X and Y. Indeed, by Lemma 3.2.4, 1, is residually connected,
and so there is an integer m>1 and a point-quad path of length 2m
164 serge lehman
F
ile
:5
82
A
26
40
14
.B
y:
B
V
.D
at
e:
17
:0
1:
96
.T
im
e:
11
:3
1
L
O
P
8M
.V
8.
0.
P
ag
e
01
:0
1
C
od
es
:
26
08
Si
gn
s:
21
19
.L
en
gt
h:
45
pi
c
0
pt
s,
19
0
m
m
between X and Y. We can prove this part using the statement (m&2)
times.
To prove the statement, we distinguish three cases:
(1) X$ and X" are not disjoint.
By axiom C1b, X$ and X" intersect in a CO(n&i), say W, with i=3 or 4.
As W is contained in X$ and X" themselves included in Y and Y$, the
CO(n&1) Y and Y$ are not disjoint. By axiom C1a, Y and Y$ intersect in
a CO(n&2), say X1 . The path (X, Y$, X1 , Y) is a path of length 4 between
X and Y.
(2) X and X$ (resp. X$ and X") are non-disjoint (resp. disjoint).
By axiom C1b, X and X$ intersect in a CO(n&i), say W, with i&3 or 4.
As W is contained in X$ itself included Y", the CO(n&i) W is contained
in Y".
If i=3, then we denote Z=W otherwise, let Z be a CO(n&3) contained
in X (and so in Y") and containing W. The existence of Z follows from the
axiom C2 applied in X.
By the induction hypothesis, there is a CO(n&2)&CO(n&3) path of
length 4 between Z and X" in Y". Let (Z, X1 , Z$, X") be such a path. By
axiom C4, there is a CO(n&1) containing X and X1 . We call it Y1 . By
axiom C1a, Y and Y1 intersect in a CO(n&2) say X2 .
The path (X, Y1 , X2 , Y) is a path of length 4 between X and Y.
(3) X and X$ (resp. X$ and X$) are disjoint.
By the induction hypothesis, there is a CO(n&2)&CO(n&3) path of
length 5 between X and X$ in Y$. Let (X, Z, X1 , Z$, X$) be such a path. As
Z$ is contained in X$ itself included in Y", the CO(n&3) Z$ is contained
in Y". By the induction hypothesis, there is a CO(n&2)&CO(n&3) path
of length 4 between Z$ and X" in Y". Let (Z$, X2 , Z", X") be such a path.
By axiom C4, there is a CO(n&1) say Y1 containing X1 and X2 . As Z" is
contained in X2 and X" themselves included in Y1 and Y, the CO(n&1)'s
Y1 and Y are not disjoint. By axiom C1a, Y1 and Y intersect in a
CO(n&2), say X3 .
The path (X, Y$, X1 , Y1 , X3 , Y) is a path satisfying the hypothesis of (2)
and it shows that there is a CO(n&1)&CO(n&2) path of length 4
between X and Y.
Second Part. Let 1 be a cuboctahedral space of rank n. Let X be a
CO(n&2) of G(1 ) and Y be a CO(n&1) of G(1 ) non incident with X. If
there is two distinct CO(n&1)&CO(n&2) path of length 4 between X and
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Y say (X, Y$, X$, Y) and (X, Y", X", Y), then every CO(n&1) incident with
X is incident with a CO(n&2) itself incident with Y.
Proof. To prove this part, we distinguish two cases:
(1) There is a CO(n&3) incident with X and X$ (or with X and X").
We can suppose without loss of generality that there is a CO(n&3) say
Z incident with X and X$. As Z is contained in X$ itself included in Y, Z
is contained in Y. Let Y1 be a CO(n&1) incident with X. If Y1=Y$, then
Y1 is incident with X$ itself with Y. If Y1 {Y$, then as Z is contained in
X itself included in Y1 , Z is contained in Y1 . Axiom C1a gives that Y and
Y1 are incident with a CO(n&2), say X1 . We remark that Y1 is incident
with X1 itself with Y.
(2) There is no CO(n&3) incident with X and X$ (nor with X and
X").
Let Z be a CO(n&3) incident with X. As Z is contained in X itself
included in Y$ and Y", Z is contained in Y$ and Y". As Y$ (resp. Y") is a
CO(n&1), it follows from induction hypothesis that there is a CO(n&2)&
CO(n&3) path of length 4 between Z and X$ (resp. Z and X") say (Z, X1 ,
Z$, X$) (resp. (Z, X2 , Z", X")). Moreover X{X1 (resp. X{X2) because
there is no CO(n&3) incident with X and X$ (resp. X and X"). As X1 and
X2 are incidents with a same CO(n&3), axiom C4 shows that X1 and X2
are incident with a same CO(n&1), say Y1 . As Z$ (resp. Z") is contained
in X1 (resp. X2) itself included in Y$ and Y1 (resp. in Y" and Y1), Z$ (resp.
Z") is contained in Y$ and Y1 (resp. in Y" and Y1). Moreover, as Z$ (resp.
Z") is contained in X$ (resp. in X") itself included in Y, Z$ (resp. Z") is
contained in Y. It follows from axiom C1a that there is a CO(n&2), say
X3 incident with Y, Y1 , Z$ and Z".
Let Y2 be a CO(n&1) incident with X. As (X, Y$, X1 , Y1) and (X, Y",
X2 , Y1) are two path between X and Y1 and as X and X1 are incident with
Z, the first case shows that there is a CO(n&2) say X4 incident with Y1
and Y2 . As Z is contained in X itself included in Y2 , Z is contained in Y2 .
As Y1 and Y2 are incident with Z and X4 , axiom C1a shows that X4 is inci-
dent with Z. As Y1 is a CO(n&1), as (Z, X1 , Z$, X3) and (Z, X2 , Z", X3)
are two CO(n&2)&CO(n&3) paths of length 4 contained in Y1 between
Z and X3 and as X4 is incident with Z, it follows from induction hypothesis
that there is a CO(n&3) incident with Y1 , X3 and X4 . We note it Z1 . As
Z1 is contained in X3 and X4 , themselves included in respectively Y and
Y2 , Z1 is contained in Y and Y2 , then it follows from axiom C1a that there
is a CO(n&2), say X5 , incident with Y and Y2 .
Third Part. We reach a conclusion.
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Proof. The first two parts show that S(G(S ), quad) is a polar space.
Moreover, Corollary 3.5 shows that G(S ) is a geometry of rank n. There-
fore the geometry G(S ) is a building of type Cn such that S(G(S ), point)
is equal to S. K
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