ABSTRACT Distributed state estimation system is beneficial in power grids with complex structures and large quantities of measurements because of its advantages, such as high computational efficiency and enhanced reliability. This study investigates a novel multi-area distributed state estimation algorithm for large-scale interconnected power systems. The state estimation model of the entire power grid is effectively decomposed into a group of estimation models that can be locally solved using an area estimator. The global information required by an estimator in solving its estimation model is effectively synthesized as two average values, and an average consensus-based algorithm is developed for an area estimator to access the required global information in a distributed fashion. Bad data are identified and eliminated after the convergence of the iterative estimation process. Simulation results of the IEEE 14-bus test system are provided to show the correctness and effectiveness of the proposed algorithm. Solution accuracy, computational efficiency and state estimation speed are compared with those of existing centralized, hierarchical and distributed methods by the numerical example in the IEEE 300-bus test system. INDEX TERMS Distributed state estimation, Lagrange multiplier method, multi-area system, average consensus, boundary measurement.
I. INTRODUCTION
Power grid state estimation (SE), which supports many important tasks, such as power flow optimization and voltage control, has become a key function of power system monitoring and control. Traditionally, solution algorithms for SE problems have been centralized in nature ( [1] and references therein). In a large-scale modern power system, the number of interconnections has considerably increased, and power generation has become increasingly decentralized with the recent advances in renewable energy [2] . Consequently, power grid SE problems have become large scale and computationally intensive, thereby making the centralized, top-down, and sequentially executed solution approaches practically infeasible [3] . This case motivates researchers to focus on solution algorithms for SE problems that have low dimensions, high parallelization, and consequently high computational performance.
As a popular topic in parallel SE studies, hierarchical SE often has a two-level structure of ''coordination centersubarea'' [4] , [5] . The interconnected power grid is divided into several regions; the local estimator of each area performs
The associate editor coordinating the review of this manuscript and approving it for publication was Theofanis P. Raptis. its own SE by using local measurements and exchanges border information at a coordination state estimator. In [6] , a hierarchical concept was used to solve the static SE problem for large-scale composite power systems. In the lower level, a conventional SE was simultaneously performed for all subsystems. The tie line power flow that was part of the boundary estimation results of the first layer was used by a coordinator in the upper level to correct the phase angle of the reference node of each sub-area. However, boundary power injection measurements could not be utilized in this arrangement, thus reducing the system measurement redundancy. In the SE solution scheme proposed in [7] , the adjacent areas were treated as ''super nodes'' and interconnected by equivalent tie lines, and a coordinator was used to correct the estimated phase angle of each sub-area. However, this scheme only superimposed the same correction value based on the local estimation result of each area. In summary, hierarchical SE schemes often have a high risk of system corruption, especially in cases of coordinator strike or communication link failure [8] - [11] .
In recent years, distributed SE approaches based on the cooperation of sub-area estimators rather than the intervention of a central coordinator have been of significant research interest [12] - [18] . The algorithm for the distributed SE solution proposed in [19] was based on the alternating direction method of multipliers. Such algorithm leveraged existing SE solvers, exhibited a low communication load, and guaranteed convergence to the centralized estimates, even in the absence of local observability. However, the communication links between the sub-area estimators were a heavy burden because a large amount of information should be exchanged in each iteration cycle. The SE solution in [20] adopted a gossip algorithm to share necessary information in the estimation between nodes, but it was only applicable to interconnected power grids with acyclic graph topology. In [21] , a normal SE model was decomposed into two independent parts on the basis of decoupled versions that behave adequately for the usual power networks. However, the detailed implementation of the local information exchange mechanism had not been presented. A fully distributed SE algorithm was proposed in [22] for a wide-area monitoring system. Such algorithm utilized subgradient-based distributed optimization to solve the global SE model with the cooperation of local estimators. However, this algorithm was studied under strong assumptions that voltage magnitudes at all buses were 1.0 per unit (p.u.) and branch impedances were j1.0 p.u., and the method for node voltage magnitude estimation was not presented. In [23] , a fully decentralized adaptive re-weighted SE scheme was proposed for a power system via network gossiping. The enabling technique was the proposed Gossip-based Gauss-Newton algorithm, which could harness the computation capability of each area to obtain an accurate global state collaboratively. In summary, the performance of a distributed SE approach in locally solving the optimization model is heavily dependent on the technologies for global optimization model decomposition and solution and the information sharing mechanism. This paper presents a fully distributed multi-area SE algorithm for interconnected power grids. Each area estimator performs SE locally and in parallel, and it shares necessary information in the estimation process with its neighbors via an average consensus protocol. The major innovations of this study are as follows: 1) The SE model of the overall power grid, which consists of two models based on internal and boundary measurements, is effectively decomposed into a group of estimation models that can be locally solved by an area estimator. The decomposition process is a truly equivalent transformation such that no simplification on the original SE model is required and the introduction of any additional model is avoided. This case guarantees a high solution accuracy for the distributed SE algorithm without complicating the estimation process.
2) The global information required by an estimator in solving its SE model is effectively synthesized as two average values obtained from the local estimation results based on boundary measurement. This approach facilities the development of the algorithm for global information sharing. 3) A simple average consensusbased algorithm that is embedded into the local estimation process of an area estimator is developed to access the global information. Although the speed of the estimation process is slightly degraded because the embedded algorithm is an iterative computation in nature, this approach can achieve a fully distributed SE system for interconnected power grids.
The remainder of this paper is structured as follows: The model of our multi-area distributed SE is presented in Section II. The distributed solution approach based on the Lagrange multiplier method and average consensus is formulated in Section III. The bad data processing method is discussed in Section IV. The implementation of the proposed strategy is described in Section V. Illustrative case studies of SE using the proposed algorithm are presented in Section VI. Finally, the main findings of this study are summarized in Section VII.
II. MULTI-AREA SE MODEL

A. SE FRAMEWORK
The general structure of an interconnected power grid partitioned into r non-overlapped areas is presented in Fig. 1 . A power line connecting two areas is called tie line, and other power lines are internal lines of the corresponding area. A node is termed as the boundary node of an area if it is an end point of a tie line; otherwise, it is classified as an internal node. Each area is equipped with a centralized estimator to perform SE locally on the basis of measurements that are provided by the supervisory control and data acquisition (SCADA) system, such as node voltage amplitude, node power injection, and power line flow. The voltage amplitudes and injected powers of internal nodes and the power flows of internal lines are called the internal measurements. By contrast, the voltage amplitudes and injected powers of boundary nodes and the power flows of tie lines are categorized as the boundary measurements.
Each area estimator performs SE in the same manner. Thus, on the one hand, it utilizes a centralized estimation approach to estimate the internal state of the area it serves in accordance with the internal measurements. On the other hand, it conducts a global estimation on the basis of the boundary measurements and information received from other estimators to obtain the boundary estimation of the area. The estimated internal and boundary state values are synthesized to modify the state quantities for the estimation in the next iteration cycle. The final estimation results can be obtained when the estimated errors of all areas decrease to below the preset thresholds.
The previous explanation shows that our SE approach is characterized by a centralized process executed by area estimators independently and in parallel. A distributed information exchange process is used to share information between estimators that are required in the centralized estimation process. Thus, deploying a high-level estimator to govern or coordinate the entire estimation process is unnecessary.
B. ESTIMATION MODEL BASED ON INTERNAL MEASUREMENTS
This model is used by an area estimator to perform local estimation in accordance with the internal measurements. For area S i , the local estimation model can be formulated as
where i = 1, 2, . . . , r (where r is the total number of areas),
is the vector composed of m i internal measurements, and
is the state vector of area S i (where δ i ∈ R n i ×1 and V i ∈ R n i ×1 are the vectors of node phase angle and voltage amplitude, respectively, and n i is the number of nodes of area S i ). To develop the estimation model (Equation (1)) in a unified manner, the voltage angle of the reference node of each area is treated as a state variable, and the estimation result is unaffected. Vector e i ∈ R m i ×1 is the measurement error. We assume that the errors of the same type of measurements are independent and identically distributed (i.i.d.) random variables.
) is the internal measurement covariance matrix, where σ i,j (j = 1, 2, . . . , m i ) is the standard deviation of measurement j.
Nonlinear mapping matrix
→ R m i ×1 can be obtained from basic power flow equations as follows:
1) Voltage amplitude measurement of an internal node
where l 1 = 1, 2, . . . , m i,1 ; V l 1 and V l 1 ,meas are the actual and measured values of the voltage amplitude of node l 1 , respectively; and e V l 1 is the measurement error. 2) Power flow measurement of an internal line
where l 2 = 1, 2, . . . , m i,2 ; P l 2 /Q l 2 and P l 2 ,meas /Q l 2 ,meas are the actual and measured values of the active/reactive power of internal line l 2 , respectively; and e P l 2 and e Q l 2 are the measurement errors of active and reactive powers, respectively. Assuming that the two end nodes of line l 2 are m and n and the reference direction for line powers is from node m to n, the powers flowing through line l 2 can be expressed as (6) where V m and V n are the voltage amplitudes of nodes m and n, respectively, δ mn is the phase difference of the voltages of these two nodes, and g mn + jb mn and g m0 + jb m0 are the series and shunt admittance of internal line l 2 , respectively. 3) Power injection measurement of an internal node
where l 3 = 1, 2, . . . , m i,3 ; P l 3 /Q l 3 and P l 3 ,meas /Q l 3 ,meas are the actual and measured values of the active/reactive power injected into node l 3 , respectively, and e P l 3 and e Q l 3 are the measurement errors of the injected active and reactive powers, respectively. Assuming that the set of nodes connected directly to node l 3 is α(l 3 ), (7) and (8) can be rewritten as (10) where V l 3 and V k are the voltage amplitudes of nodes l 3 and k, respectively, δ l 3 k is the phase difference of the voltages of these two nodes, and G l 3 k and B l 3 k are the conductance and susceptance of the power line connecting nodes l 3 and k, respectively.
The total number of the three types of measurement is m i , i.e., m i,1 + 2m i,2 + 2m i,3 = m i .
C. ESTIMATION MODEL BASED ON BOUNDARY MEASUREMENTS
This model is used to estimate the state of the entire system in accordance with the boundary measurements of all areas, and it can be formulated as
where vector z ci ∈ R m ci ×1 (i = 1, 2, . . . , r) is composed of m ci boundary measurements of area S i and vector z c = (z c1 , . . . , z cr ) ∈ R m c ×1 is composed of all the boundary measurements, wherein
is the state vector of the entire system, where n = r i=1 n i . e c ∈ R m c ×1 is the boundary measurement error vector of which the elements of the same type of measurements are i.i.d. random variables.
) is the 117582 VOLUME 7, 2019 covariance matrix associated with all boundary measurements, where σ ci,j (i = 1, 2, . . . , r, j = 1, 2, . . . , m ci ) is the standard deviation of the boundary measurement j of area S i .
We assume that the SCADA system of area S i can provide m ci,1 voltage amplitude measurements of the boundary nodes, m ci,2 power measurements of tie lines, m ci,3 power injection measurements of boundary nodes, and m ci = m ci,1 +2m ci,2 + 2m ci, 3 . SE accuracy and speed can be improved by simultaneously using the three measurements.
III. SOLUTION OF THE SE MODEL A. SOLUTION BASED ON LAGRANGE MULTIPLIER METHOD
By synthesizing r local (Equation (1)) and global (Equation (11)) estimation models, the SE of a power grid with r non-overlapped areas can be modeled as the following optimization problem:
where J(x) is the optimal goal function, r i (
is the internal SE residual vector of area S i , and r c (x) = z c − h c (x) is the boundary SE residual vector of the entire system. The optimization model (Equation (12)) can be reformed using classical Lagrange multiplier method as follows:
where λ ∈ R m c ×1 is the Lagrange multiplier vector. On the basis of the principle of Lagrange multiplier method, the optimal solutions of (13) satisfies
where
is the Jacobian matrix associated with the internal measurements of area S i , H c (x)=(∂h c (x))/(∂x) ∈ R m c ×2n is the Jacobian matrix related to all boundary measurements, and
m c ×2n i is the Jacobian matrix associated with the boundary measurements of area S i . The variable with a symbol ''^'' represents the optimal solution.
Equations (15) and (16) can be synthesized as
By expanding h i (x) and h c (x) at the initial values x i0 and x c0 , respectively, and ignoring the high-order terms, the nonlinear set of (14) and (17) can be solved iteratively as
. . .
where matrix
and k is the iteration number. Moreover,
Equation (18) can be further reformed as
Equation (19) can be decomposed into the following iterative computation process:
where:
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Equation (22) presents that vector x k i used to modify the state x k i of area S i can be decomposed into two parts, i.e., vectors y k i and w k i . Equation (20) shows that solving vector y k i only involves the information of area S i ; thus, it can be locally and independently computed by the estimator of this area. However, global information, including ρ c and G c (x k ), is required in the computation of λ k , which is a key in solving modification vector w k i . Therefore, obtaining λ k in a distributed manner plays a crucial role in the implementation of our distributed SE strategy.
B. DISTRIBUTED ALGORITHM FOR OBTAINING GLOBAL INFORMATION
We rewrite (24) by integrating (25) and (26) as
λ k can be obtained by solving two average values. By treating each estimator as a node and the communication link between estimators as an edge, we can represent the local communication network covering all area estimators as an un-direct graph G = {S, E}, where S = {S 1 , S 2 , .., S r } is the set of estimators and E ⊆ S × S is the connection of communication links. The neighbor set of the estimator of area S i is denoted by N i = {j ∈ S : (i, j) ∈ E}. Element l ij of the Laplacian matrix of graph G is defined as
where |N i | is the number of elements in set N i . A simple discrete-time consensus algorithm for reaching an agreement regarding the state of r nodes can be expressed as
The collective dynamics of the group of nodes following the protocol (Equation (29)) can be written as
where d is the iteration number, u = (u 1 , u 2 , . . . , u r ) T is the vector of the state variable, and P = I − εL, L is the graph Laplacian of the communication network, where ε > 0 is the iteration step. In [24] , local interactions proved that the linear discretetime system (Equation (30)) guarantees asymptotical convergence to a 1D agreement space characterized by the following equation: (20)- (23)) can be executed by each estimator locally and in parallel, without the intervention of a high-level estimator or coordinator.
IV. BAD DATA PROCESSING
In practical systems, the measurement data provided by SCADA is not constantly accurate and reliable due to various factors, such as gross measurement error, telemetry fault, and communication noise. Measurement error is an important factor that affects the accuracy of SE.
Normalized residual test method [25] is applied in this study to perform bad data identification and elimination immediately after the convergence of the SE process. When the normalized residual value corresponding to the measurement is larger than 3, a 99.7% confidence indicates that it is bad data. Bad data are removed individually, until the largest normalized residual is less than 3. Normalized residualsr . . .
where:r
To calculate r i and r c separately, (33) can be further reformed as
By combining (32) and (34), we can obtain
where: Fig. 2 shows the implementation flowchart of our distributed SE strategy for the estimator of area S i . The estimation process is specifically described as follows.
V. IMPLEMENTATION OF THE DISTRIBUTED SE STRATEGY
A. INITIALIZATION STAGE
The estimator a) collects the parameter values of the power grid zone it serves and those of the tie lines linked to other areas; b) accesses the internal measurement z i , boundary measurement z ci , and covariance matrices R i and R ci ; c) calculates Jacobian matrices H i (x k i ) and H ci (x k i ) and matrix G i (x k i ); and d) initializes state vector x i and sets k = 1.
B. ITERATION COMPUTATION STAGE
The estimator performs the following process: 1) Calculates y k i using (20); 2) Calculates G ci (x k i ) and ρ k ci using the interior expression of the summation symbol of (25) and (26) ρ k ci using the consensus protocol (Equation (30)); 4) Calculates λ k using (24) and then w k i using (21); 5) Calculates the modification quantity x k i using (22) and then x k+1 i using (23); 6) Ends the process if the 2-norm of x k k is less than the preset threshold; otherwise, returns to step (1) with k = k + 1; 7) Identifies and eliminates bad data using the method presented in Section IV. Our SE strategy involves an initialization process, iteration computation process, and, if necessary, bad data processing. This strategy can be implemented by an area estimator independently and in parallel. In each iteration cycle, the average consensus protocol should be determined to obtain the global information required in solving λ k . The solution speed of the SE problem of the entire power grid is determined by the area estimator with the lowest speed.
VI. NUMERICAL EXAMPLE VALIDATION A. IEEE 14-BUS TEST SYSTEM
We initially perform a simulation of the IEEE 14-bus standard test system to verify the effectiveness of the proposed distributed SE strategy. The target system is divided into VOLUME 7, 2019 FIGURE 3. IEEE 14-bus system and measurement configuration. four areas, of which the numbers of nodes are n 1 = 3, n 2 = 4, n 3 = 4, and n 4 = 3, as shown in Fig. 3 . The base values of the power capacity and voltage are 100 MVA and 23 kV, respectively. Node 1 is selected as the reference node for phase angle estimation. Table 1 lists the specific internal and boundary measurements of each area. White Gaussian noises with standard deviations of 0.01, 0.01, and 0.003 are added into the measurements of line power flow, node power injection, and node voltage amplitude, respectively. The topology of the communication network among four area estimators forms a looped network, as shown in Fig. 4 .
As an example, Fig. 5 shows the evolutions of the first and second elements of ρ 1 ci and elements (1,1) and (1,4) of matrix G ci (x 1 i ) in the first iteration cycle. Fig. 5 reveals that in the first iteration cycle, the sampled elements in ρ 1 ci and G ci (x 1 i ) of the four areas converge to be of the same initial values, with six iteration cycles at the most. These results verify that each estimator can effectively access the global information with the aid of the proposed average consensus algorithm.
We define an index, namely, maximum absolute error (MAE), to evaluate the performance of the proposed DSE strategy:
where x i,j and x i,j k represent the actual value and the value calculated in the k-th iteration cycle of the j-th state variable of area S i , respectively.
Figs. 6 and 7 illustrate the MAE evolutions of the node voltage amplitude and phase angle and the final estimated results, respectively. Fig. 8 shows the topology of the IEEE 300-bus system with five non-overlapped areas. Table 2 summarizes the node, internal power line, and tie line numbers.
We compare the performance of our DSE (hereinafter called ''distributed SE 1 (DSE1)'') strategy with those of the SE algorithm with a central coordinator proposed in [27] (hereinafter called ''hierarchical SE (HSE)''), the centralized version utilizing weighted least square method in [28] (hereinafter called ''centralized SE (CSE)''), and the distributed SE algorithm proposed in [29] (hereinafter called ''distributed SE 2 (DSE2)''). The comparisons are performed under three scenarios of measurement configuration: 1) configuration 1 (power flows of all lines), 2) configuration 2 (boundary node power injections and those of configuration 1), and 3) configuration 3 (power injections of all nodes and those of configuration 1). Configuration 2 has the same internal measurement as configuration 1, but it has more boundary measurement than the latter. Configuration 3 can provide more internal measurement than configuration 2.
We initially consider a communication interruption that occurs between the estimators of areas 1 and 5. The estimation system is then partitioned into two estimation islands that operate independently. Island 1 is composed of areas 1, 2, 3, and 4, and island 2 is composed of area 5 only. SE results are shown in Fig. 9 and summarized in Table 3 for DSE1 with configuration 3. Fig. 9 shows that the SE can still be performed using strategy DSE1 even under the interruption of a communication link failure. Thus, the distributed estimation system is robust. Table 3 reveals that the accuracy of the estimation results (node voltage amplitude and phase angle) slightly decreases after the interruption of a communication link. Tables 4 and 5 summarize the time durations for the algorithm initialization and iterative computation of the four strategies, respectively. For HSE, the time consumption is the sum of the computation time of the coordinator and the maximum time duration of all area estimators, whereas for CSE, it is only determined by the total time duration. The values listed in the brackets of these two tables are the percentages of the time consumption saved by HSE, DSE1, or DSE2, as compared with CSE. Tables 4 and 5 show that for each strategy, the time consumption in the initialization and iterative computations will increase with a large measurement number. The time durations under measurement configuration 3 are always the longest. Comparison of the data listed in Table 4 indicates that under each measurement configuration, CSE constantly consumes the longest time for algorithm initialization because it should consider the entire power grid. As for HSE, DSE1, and DSE2, the time consumption values in initialization, which are essentially the same, can be saved by 71.75%, 70.72%, and 67.80% for measurement configuration 1; 71.32%, 71.26%, and 68.60% for configuration 2; and 66.99%, 67.10%, and 61.43% for configuration 3, respectively. The time consumption of DSE2 is longer than those of HSE and DSE because the area of DSE2 has overlapping boundary nodes, leading to a higher number of calculations. In addition, the efficiency of initialization computation can be further improved for HSE, DSE1, and DSE2 with a large quantity of measurements.
The CSE also consumes the longest time for iteration computation under the three measurement configurations because it involves the entire grid, as shown in Table 5 . By contrast, HSE, DSE1, and DSE2 can reduce the time consumption in the iteration by effectively decreasing the system solution scale through the parallel estimation of all area estimators. The time consumption of DSE2 is longer than those of HSE and DSE1 because it coordinates the boundary nodes overlapping between adjacent regions with low efficiency and several iterations. Table 5 shows that the time required by DSE1 in the iteration process is relatively longer than that of HSE under each measurement configuration, which is mainly due to the average consensus-based process that is introduced to obtain the required global information. However, the reliability of the estimation system utilizing the DSE1 strategy can be considerably improved because the centralized coordinator, which is a system vulnerability of the HSE algorithm, is no longer needed. This approach avoids the risk of estimation system crash for the one-point failure of the coordinator. Table 6 summarizes the estimation errors for the four algorithms. Table 6 shows that the estimation errors of the node voltage amplitude and phase angle for the four algorithms are the same. Therefore, the DSE1 can guarantee the same estimation system accuracy as the HSE, CSE, and DSE2.
VII. CONCLUSION
This paper proposes a fully distributed multi-area SE strategy for large-scale interconnected power grids. Each area estimator performs SE locally and in parallel on the basis of the measurements provided by the SCADA system of the area to which it belongs. An average consensus-based algorithm is developed to facilitate an area estimator for obtaining the required global information in its estimation solution. The simulation results in the IEEE 14-bus and 300-bus test systems verify that our algorithm has the same solution accuracy as centralized and hierarchical SE algorithms. Compared with centralized algorithm, our algorithm can effectively reduce the time consumption in the initial and iterative computations and improve the solution efficiency under any scenario of measurement configuration. The solution speed of our algorithm is slightly lower than that of a hierarchical algorithm due to the embedding of an average consensus-based protocol that is used by an area estimator to access global information. However, our SE algorithm is a fully distributed version that can be implemented without the deployment of a centralized coordinator. Therefore, the algorithm completely avoids the risk of system corruption related to the failure of the coordinator and effectively improves the reliability of the entire SE system. 
