Abstract. In the first part of the paper we prove a bi-parameter version of a well known multilinear theorem of Coifman and Meyer. As a consequence, we generalize the Kato-Ponce inequality in nonlinear PDE. Then, we show that the double bilinear Hilbert transform does not satisfy any L p estimates.
Introduction
Let f ∈ S(IR 2 ) be a Schwartz function in the plane. A well known inequality in elliptic PDE says that
for 1 < p < ∞, where ∆ =
is the Laplace operator. To prove (1) one just has to observe that ∂ 2 f ∂x 1 ∂x 2 = cR 1 R 2 ∆f where R j f (x) = IR 2 ξ j |ξ| f (ξ)e 2πixξ dξ j = 1, 2 are the Riesz transforms and they are bounded linear operators on L p (IR 2 ) [18] . An estimate of a similar flavour in non-linear PDE is the following inequality of Kato and Ponce [9] . If f, g ∈ S(IR 2 ) and D α f (ξ) := |ξ| α f(ξ) α > 0, is the homogeneous derivative, then
for 1 < p, q ≤ ∞, 1/r = 1/p + 1/q and 0 < r < ∞. Heuristically, if f oscillates more rapidly than g, then g is essentially constant with respect to f and so D α (f g) behaves like (D α f )g. Similarly, if g oscillates more rapidly then f then one expects D α (f g) to be like f (D α g) and this is why there are two terms on the right hand side of (2) . In order to make this argument rigorous, one needs to recall the classical Coifman-Meyer theorem [4] , [7] , [11] . Let m be a bounded function on IR 4 , smooth away from the origin and satisfying
for sufficiently many β. Denote by T m (f, g) the bilinear operator defined by T m (f, g)(x) = IR 4 m(ξ, η) f(ξ) g(η)e 2πix(ξ+η) dξdη.
Then, T m maps L p × L q → L r as long as 1 < p, q ≤ ∞, 1/r = 1/p + 1/q and 0 < r < ∞. This operator takes care of the inequality (2) in essentially the same way in which the Riesz transforms take care of (1) . The details will be presented later on in the Appendix (see also [9] ).
But sometimes (see [10] ), in non-linear PDE one faces the situation when a partial differential operator such as D α 1 D β 2 f (ξ 1 , ξ 2 ) := |ξ 1 | α |ξ 2 | β f (ξ 1 , ξ 2 ) α, β > 0, acts on a nonlinear expression such as the product of two functions. It is therefore natural to ask if there is an inequality analogous to (2) for these operators. The obvious candidate, according to the same heuristics, is the following inequality.
If one tries to prove it, one realizes that one needs to understand bilinear operators whose symbols satisfy estimates of the form
Clearly, the class of symbols verifying (6) is strictly wider then the class of symbols satisfying (3) . These new m's behave as if they were products of two homogeneous symbols of type (3), one of variables (ξ 1 , η 1 ) and the other of variables (ξ 2 , η 2 ). The main task of the present paper is to prove L p estimates for such operators in this more delicate product setting. Our main theorem is the following. Theorem 1.1. If m is a symbol in IR 4 satisfying (6), then the bilinear operator T m defined by (4) maps L p × L q → L r as long as 1 < p, q ≤ ∞, 1/r = 1/p + 1/q and 0 < r < ∞.
Particular cases of this theorem have been considered by Journé (see [8] and also [3] ) who proved that in the situation of tensor products of two generic paraproducts, one has L 2 × L ∞ → L 2 estimates. Our approach is different from his and is based on arguments with a strong geometric structure. The reader will notice that part of the difficulties of the general case comes from the fact that there is no analogue of the classical Calderón-Zygmund decomposition in this bi-parameter framework and so the standard argument [4] , [11] , [7] used to prove such estimates, has to be changed.
The paper is organized as follows. In the next section, we discretize our operator and reduce it to a biparameter general paraproduct. In the third section we present a new proof of the classical one parameter case. This technique will be very helpful to handle an error term later on in section six. Sections four, five and six are devoted to the proof of our main theorem (1.1). Section seven contains a counterexample to the boundedness of the double bilinear Hilbert transform and then, the paper ends with some further comments and open questions. In the Appendix we explain how theorem 1.1 implies inequality (5) .
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Reduction to bi-parameter paraproducts
In order to understand the operator T m , the plan is to carve it into smaller pieces well adapted to its biparameter structure. First, by writing the characteristic functions of the planes (ξ 1 , η 1 ) and (ξ 2 , η 2 ) as finite sums of smooth cones centered at the origin, we decompose our operator into a finite sum of several parts. Since the new resulted operators can be treated in the same way, we will discuss in detail only one of them, which will be carefully defined below (in fact, as the reader will notice, the only difference between any arbitrary case and the one we will explain here, is that the functions MM, SS, MS, SM defined later on at page 6, have to be moved around). 
and then define
Note that C ′ is a cone in the (ξ 1 , η 1 ) plane, smooth away from the origin, whose spine is the Oη 1 axis, while C ′′ is a cone in the (ξ 2 , η 2 ) plane whose spine is the Oξ 2 axis. As we said, we will study now the operator whose symbol is m · C ′ · C ′′ . It can be written as
where
Then, we write (7) as
where we denoted
The above expression can be further discretized as
Consequently, the operator T m·C ′ ·C ′′ (f 1 , f 2 ) splits as
where T n 1 , n 2 , n 3 , k, l is the operator whose trilinear form is Λ n 1 , n 2 , n 3 , k, l . Clearly, by Fatou's theorem it is enough to prove estimates for the operator Using Lemma 5.4 in [1] and scaling invariance, it is enough to show that for every set
. If this is true, then by using the symmetry of our form, the symmetry of our arguments plus multilinear interpolation as in [14] , we would complete the proof.
In order to construct the set E ′ 3 we need to define the "maximal-square function" and the "square-maximal function" as follows.
For
Then, we also define the following "double square function"
where in general I k,l is the dyadic interval 2 −k [l, l + 1]. Finally, we recall the biparameter Hardy-Littlewood maximal function
where R ranges over all rectangles in the plane, whose sides are parallel to the coordinate axes.
The reader should not worry too much about the presence of the supremums over κ, λ, ν 1 , ν 2 , ν 3 in the above definitions. They need to be there for some technical reasons, but their appearance is completely harmless from the point of view of the boundedness of the corresponding operators.
It is very well known that both the biparameter maximal function MM and the double square function SS map [2] . Similarly, it is not difficult to observe, by using Fubini and Fefferman-Stein inequality [6] , that the operators MS, SM, are also bounded on L p (IR 2 ) if 1 < p < ∞ (first, one treats the SM function iteratively, as we said, and then one simply observes that the MS function is pointwise smaller than SM).
We then set
Also, define
Clearly, we have |Ω| < 1/2, if C is a big enough constant, which we fix from now on. Then, we define E
is an average of some other forms depending on
10 , it is enough to prove our inequality (15) for each of them, uniformly with respect to ( κ, λ, ν 1 , ν 2 , ν 3 ). We will do this in the particular case when all these parameters are zero, but the same argument works in general. In this case, we prefer to change our notation and write the corresponding form as
where the P 's are biparameter tiles corresponding to the indices k
More precisely, we have
and
P will be a finite set of such biparameters tiles. Note that P 1 , P 2 , P 3 are the biparameter Heisenberg boxes of the L 2 normalized wave packets Φ P 1 , Φ P 2 , Φ P 3 respectively. These new functions Φ P j are just the old functions Φ j, k, l previously defined, for j = 1, 2, 3. We therefore need to show the following inequality
in order to finish the proof. This will be our main goal in the next sections. At the end of this section we would like to observe that it is very easy to obtain the desired estimates when all the indices are strictly between 1 and ∞. To see this, let
Proof of the one-parameter case
In the particular case when P = P ′ × P ′′ and all the funtions f j are tensor product type functions (i.e.
, our biparameter paraproduct splits as
In this section we describe an argument which proves L p estimates for these one-parameter paraproducts Λ P ′ and Λ P ′′ . One one hand, this method will be very useful for us in Section 6 and on the other hand it provides a new proof of the classical Coifman-Meyer theorem. A sketch of it in a simplified " Walsh framework " has been presented in the expository paper [1] .
If I is an interval on the real line, we denote byχ I (x) the functioñ
where M > 0 is a big and fixed constant. For simplicity of notation we will suppress the "primes" and write (for instance) Λ P ′ (f
Notice that in this case, as P runs inside the finite set P, the frequency supports supp Φ P j , j = 2, 3 lie inside some intervals which are essentially lacunarily disjoint, while the frequency intervals supp Φ P 1 are crossing each other. In order to deal with this expression (18) we need to introduce some definitions.
Definition 3.1. Let P be a finite set of tiles as before. For j = 1 we define
and for j = 2, 3 we set
Also, for j = 1, 2, 3, we define
where D ranges over all subsets of P such that the intervals {I P : P ∈ D} are disjoint.
The following John-Nirenberg type inequality holds in this context (see [14] ).
Lemma 3.2. Let P be a finite collection of tiles as before and j = 2, 3. Then
We will also need the following lemma (see also [14] ).
Lemma 3.3. Let P be a finite collection of tiles and j = 2, 3. Then, we have
The following proposition will be very helpful.
Proposition 3.4. Let j = 1, 2, 3, P ′ a subset of P, n ∈ Z and suppose that
Then, we may decompose
and that P ′′′ can be written as a disjoint union of subsets T ∈ T such that for every T ∈ T, there exists an interval I T (corresponding to a certain tile) having the property that every P ∈ T has I P ⊆ I T and also such that
Proof The idea is to remove large subsets of P ′ one by one, placing them into P ′′′ until (19) is satisfied.
Case 1: j = 1. Pick a tile P ∈ P ′ such that |I P | is as big as possible and such that
Then, collect all the tiles P ′ ∈ P ′ such that I P ′ ⊆ I P into a set called T and place T into P ′′′ . Define I T := I P . Then look at the remaining tiles in P ′ \ T and repeat the procedure. Since there are finitely many tiles, the procedure ends after finitely many steps producing the subsets T ∈ T. Clealy, (19) is now satisfied and it remains to show (20). To see this, one can write
since by construction, our intervals I T are disjoint. Then, the right hand side of the above equality is smaller than
Case 2: j = 2, 3. The algorithm is very similar. Pick again a tile P ∈ P ′ such that |I P | is as big as possible and such that
Then, as before, collect all the tiles P ′ ∈ P ′ such that I P ′ ⊆ I P in a set named T and place this T into P ′′′ . Define, as in Case 1, I T := I P . Then look at the remaining tiles P ′ \ T and repeat the procedure which of course ends after finitely many steps. Inequality (19) is now clear, it remains to understand (20) only.
Since the intervals I T are disjoint by construction, we can write
by using lemma (3.3), and this ends the proof.
By iterating the above lemma, we immediately obtain the following consequence.
Corollary 3.5. Let j = 1, 2, 3. There exists a partition
such that for every n ∈ Z we have
Also, we may write each P n as a disjoint union of subsets T ∈ T n as before, such that
We now prove the following proposition.
Proposition 3.6. Let P be a set as before. Then,
for any 0 ≤ θ 1 , θ 2 , θ 3 < 1 such that θ 1 + θ 2 + θ 3 = 1 with the implicit constant depending on θ j , j = 1, 2, 3.
Proof During this proof, we will write for simplicity S j := size P (f j ) and E j := energy P (f j ), for j = 1, 2, 3. If we apply Corollary 3.5 to the functions
, j = 1, 2, 3 we obtain a decomposition
such that each P j n can be written as a union of subsets in T j n satisfying the property of that Corollary 3.5. In particular, one can write the left hand side of our wanted inequality (21) as
. By using Hölder inequality on every T ∈ T n 1 ,n 2 ,n 3 together with Lemma 3.2, one can estimate the sum in (22) by
where (according to the same Corollary 3.5) the summation goes over those n 1 , n 2 , n 3 ∈ Z satisfying
On the other hand, Corollary 3.5 allows us to estimate the inner sum in (23) in three different ways, namely
and so, in particular, we can also write
whenever 0 ≤ θ 1 , θ 2 , θ 3 < 1 with θ 1 + θ 2 + θ 3 = 1. Using (25) and (24), one can estimate (23) further by
which ends the proof.
Using this Proposition 3.6, one can prove the L p boundedness of one-parameter paraproducts, as follows. We just need to show that they map
,∞ , because then, by interpolation and symmetry one can deduce that they map L p × L q → L r as long as 1 < p, q ≤ ∞, 0 < r < ∞ and 1/p + 1/q = 1/r.
Let f 1 , f 2 ∈ L 1 be such that f 1 1 = f 2 1 = 1. As before, it is enough to show that given E 3 ⊆ IR |E 3 | = 1, one can find a subset E ′ 3 ⊆ E 3 with |E ′ 3 | ∼ 1 and
. For, we define the set U by U := {x ∈ IR : M(f 1 )(x) > C} ∪ {x ∈ IR : M(f 2 )(x) > C} where M(f ) is the Hardy-Littlewood maximal operator of f . Clearly, we have |U| < 1/2 if C > 0 is big enough. Then we define our set E 
After that, by using lemma (3.3), we observe that size
−N d for an arbirarily big number N > 0. We also observe that
. By applying Proposition 3.6 in the particular case θ 1 = θ 2 = θ 3 = 1/3, we get that the left hand side of (26) can be majorized by
1 as wanted and this finishes the proof of the one-parameter case. The reader should compare this Proposition 3.6 with the corresponding Proposition 6.5 in [16] . Our present "lacunary setting" allows for an L 1 -type definition of the "energies" (instead of L 2 -type as in [16] ) and this is why we can obtain the full range of estimates this time.
Proof of Theorem 1.1
We reduced our proof to showing (17) . Clearly, this inequality is the bi-parameter analogue of the inequality (26) above. Unfortunately, the technique just described in Section 3, so useful when estimating (26), cannot handle our sum in (17) this time. In fact, we do not know if there exists a satisfactory bi-parameter analogue of Proposition 3.6 and this is where some of the main new difficulties are coming from. Hence, we have to proceed differently.
We split the left hand side of that inequality into two parts, as follows
Estimates for term I
We first estimate term I. The argument goes as follows.
Since I P ∩ Ω c = ∅, it follows that
We are now going to describe three decomposition procedures, one for each function f 1 , f 2 , f 3 . Later on, we will combine them, in order to handle our sum.
First, define
and so on. The constant C > 0 is the one in the definition of the set E ′ 3 in Section 2. Since there are finitely many tiles, this algorithm ends after a while, producing the sets {Ω n } and {T n } such that P = ∪ n T n .
Independently, define
and so on, producing the sets {Ω ′ n } and {T ′ n } such that P = ∪ n T ′ n . We would like to have such a decomposition available for the function f 3 also. To do this, we first need to construct the analogue of the set Ω 0 , for it. Pick N > 0 a big enough integer such that for every P ∈ P we have |I P ∩ Ω |I P | where we defined
Then, similarly to the previous algorithms, we define
and so on, constructing the sets {Ω ′′ n } and {T ′′ n } such that P = ∪ n T ′′ n . Then we write the term I as n 1 ,n 2 >0,n 3 >−N P ∈Tn 1 ,n 2 ,n 3
. Now, if P belongs to T n 1 ,n 2 ,n 3 this means in particular that P has not been selected at the previous n 1 − 1, n 2 − 1 and n 3 − 1 steps respectively, which means that |I P ∩ Ω n 1 −1 | < 1 100
|I P | and |I P ∩ Ω |I P |. But this implies that
In particular, using (29), the term in (28) is smaller than n 1 ,n 2 >0,n 3 >−N P ∈Tn 1 ,n 2 ,n 3
where Ω Tn 1 ,n 2 ,n 3 := P ∈Tn 1 ,n 2 ,n 3
On the other hand we can write
Similarly, we have
and also
for every α > 1. Here we used the fact that all the operators SM, MS, SS, MM are bounded on L s as long as 1 < s < ∞ and also that |E ′ 3 | ∼ 1. In particular, it follows that
for any 0 ≤ θ 1 , θ 2 , θ 3 < 1, such that θ 1 + θ 2 + θ 3 = 1. Now we split the sum in (30) into
To estimate the first term in (32) we use the inequality (31) in the particular case θ 1 = θ 2 = 1/2, θ 3 = 0, while to estimate the second term we use (31) for θ j , j = 1, 2, 3 such that 1 − pθ 1 > 0, 1 − qθ 2 > 0 and αθ 3 − 1 > 0. With these choices, the sum in (32) is O(1). This ends the discussion on I.
Estimates for term II
It remains to estimate term II in (27). The sum now runs over those tiles having the property that I P ⊆ Ω. For every such P there exists a maximal dyadic rectangle R such that I P ⊆ R ⊆ Ω. We collect all such distinct maximal rectangles into a set called R
By using Journé's Lemma [8] in the form presented in [13] , we have that for every ǫ > 0
Our initial sum in II is now smaller than
We claim that for every R ∈ R d max we have
for a big number N > 0. If (35) is true, then by combining it with (33), we can estimate (34) by
which would complete the proof. It remains to prove (35).
As a consequence, the left hand side in (35) splits into three sums. Since all are similar, we will treat only the first one.
Recall that every I P is of the form I P = I P ′ × I P ′′ and let us denote by L the set
and observe that
Then, we can majorize the left hand side of (35) by
where we redefined
· χĨc. Let us observe that if P is such that I P ′ = K ′ then the one-parameter tiles P ′ j , j = 1, 2, 3 are fixed and we will denote for simplicity Φ P ′ j := Φ j K ′ . We also denote by
With these notations, we rewrite our sum as
Next we split P K ′ as
As a consequence, (37) splits into
To estimate the first term on the right hand side of (38) we observe that
where N is as big as we want. Similarly, we have
Using these inequalities and applying Proposition 3.6, we can majorize that first term by
also by using (36). Then, to handle the second term on the right hand side of (38), we decompose
where It is not difficult to observe that in fact we have the constraint
Then the term splits accordingly as
This time, the functions f 1 , f 2 are defined on the real line. It is known (see [12] ) that B satisfies many L p estimates. However, regarding B d we have the following theorem. Proof It is based on the following simple observation. Let f (x, y) = g(x, y) = e ixy . Since (x − t 1 )(y − t 2 ) + (x + t 1 )(y + t 2 ) = 2xy + 2t 1 t 2 one can formally write
Of course, we would like to quantify it and so we need the following lemma.
Lemma 7.2. There are two universal constants C 1 , C 2 > 0 such that
as long as N > C 2 .
Proof Since
, there is a constant C > 0 such that
whenever x > C. Then,
Since the function x → actually O(1) . To estimate the second term in (47) we observe that since x > C/N it follows that Nx > C and so, by using (46) we can write
and this ends the proof of the lemma, if N is big enough.
Now coming back to the proof of the theorem, we define
and observe that The reader should compare our argument with C. Fefferman's counterexample in [5] . At the end of this section, we would like to observe that, in the same manner, one can disprove the boundedness of the following operator considered in [15] . Let V be the trilinear operator V defined by
The following theorem holds (see [15] ).
Proof First, by a simple change of variables one can reduce the study of V to the study of V 1 defined by
Also, we observe that the behaviour of V 1 is similar to the behaviour of V 2 defined by
The counterexample is based on the following observation, similar to the one before. Consider f (x) = h(x) = e ix 2 , g(x) = e −ix 2 and since
we can again formally write
To quantify this, we define
and observe as before that 
Further remarks
First of all, we would like to remark that theorem (1.1) has a straightforward generalization to the case of n-linear operators, for n ≥ 2.
Let m ∈ L ∞ (IR 2n ) be a symbol satisfying the bi-parameter Marcinkiewicz-Hörmander-Mihlin condition
for many multiindices α and β. Then, for f 1 , ..., f n Schwartz functions in IR 2 , define the operator T m by
We record
as long as 1 < p 1 , ..., p n ≤ ∞, 1/p 1 + ... + 1/p n = 1/p and 0 < p < ∞.
Here, when such an n + 1-tuple (p 1 , ..., p n , p) has the property that 0 < p < 1 and p j = ∞ for some 1 ≤ j ≤ n then, for some technical reasons (see [14] ), by L ∞ one actually means L 
for many α, β and δ. Then, for f 1 , f 2 Schwartz functions on IR 3 , define T m by
m(ξ, η, γ) f 1 (ξ 1 , η 1 , γ 1 ) f 2 (ξ 2 , η 2 , γ 2 )e 2πix·((ξ 1 ,η 1 ,γ 1 )+(ξ 2 ,η 2 ,γ 2 )) dξdηdγ.
Question 8.2. Does this 3-parameter operator T m satisfy the same estimates as the ones in theorem (1.1) ?
As before, it is easy to see that such a T m satisfies the desired estimates when all the indices involved are strictly between 1 and ∞. But the general statement seems to be very interesting and complex and the authors plan to study this problem separately, sometime in the future. 
Our theorem says that if dim(Γ 1 ) = dim(Γ 2 ) = 0 then we have many L p estimates available. On the other hand, the previous counterexamples show that when dim(Γ 1 ) = dim(Γ 2 ) = 1 then we do not have any L p estimates. But it is of course natural to ask Question 8.3. Let dim(Γ 1 ) = 0 and dim(Γ 2 ) = 1 with Γ 2 non-degenerate in the sense of [14] . If m is a multiplier satisfying (55) does the corresponding T m satisfy any L p estimates ?
Appendix: differentiating paraproducts
In this section we describe how the Kato-Ponce inequality (2) can be reduced to Coifman-Meyer theorem and also how the more general inequality (5) can be reduced to our theorem 1.1.
The argument is standard and is based on some "calculus with paraproducts". We include it here for the reader's convenience.
In what follows, we will define generic classes of paraproducts. First we consider the sets Φ and Ψ given by 
for every f, g Schwartz functions on IR.
Proof It is based on the following equalities
