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On Korn’s constant for thin cylindrical domains
Roberto Paroni∗ and Giuseppe Tomassetti†
Abstract
We consider an ε–parametrized collection of cylinders of cross section εω, where
ω ⊂ R2, and of fixed length `. By Korn’s inequality, there exists a positive constant Kε
such that
∫
Ωε |sym∇u|2d3x ≥ Kε
∫
Ωε |∇u|2d3x provided that u ∈ H1(Ω;R3) satisfies
a condition that rules out infinitesimal rotations. We show that Kε/ε2 converges to
a strictly positive limit, and we characterize this limit in terms of certain parameters
that depend on the geometry of ω and on `.
Keywords: Korn’s constant, Thin structures, Linear elasticity, Γ–convergence, Elastic
stability.
AMS classification: 74K10, 74B05, 49R05.
1 Introduction and main results
Let ω ⊂ R2 and ` > 0. For ε > 0 a small parameter, let Ωε denote the cylinder whose typical
point has the form x = (x, x3) with x = (x1, x2) ∈ εω and x3 ∈ (0, `), that is,
Ωε := εω × (0, `). (1)
Consider the collection of continuously–differentiable displacement fields u(x) =
(u1(x), u2(x), u3(x)) satisfying one of the following conditions:
u(x) = 0 for x3 = 0 and x3 = `, (dd)
u(x) = 0 for x3 = 0, (dn)∫
Ωε
u d3x = 0, and
∫
Ωε
W (u) d3x = 0, (nn)
where W (u) := 1
2
(∇u−∇uT ). Let us set E(u) := 1
2
(∇u+∇uT ). Korn’s inequality
asserts that there exists a constant Kε > 0, that does not depend on u, such that
Kε
∫
Ωε
|∇u|2d3x ≤
∫
Ωε
|E(u)|2d3x. (2)
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Hereafter, Kε shall denote the largest constant satisfying (2), that is,
Kε := infRε(u), (3)
where
Rε(u) :=
∫
Ωε
|E(u)|2d3x∫
Ωε
|∇u|2d3x
(4)
is Rayleigh’s quotient, and where the infimum in (3) is taken over the set of displacements
fields u satisfying one of the conditions (dd)–(nn). For convenience, we shall refer to Kε as
Korn’s constant — although most references use this name for 1/Kε. In this paper we are
concerned with the asymptotic behavior of the scaled Korn’s constant :
κε :=
Kε
ε2
. (5)
We show that there exists κ > 0 such that
lim
ε→0
κε = κ, (6)
and, more importantly, we characterize κ in terms of ω and ` for each of the cases (dd)–(nn).
The depedence of κ on ω is expressed in terms of four parameters: the area |ω|, the
moments of inertia
J1 :=
∫
ω
x22d
2x, J2 :=
∫
ω
x21d
2x, (7)
and the torsional moment of inertia:
Jt := inf
ψ∈C1(ω)
∫
ω
∣∣∇ψ + x⊥∣∣2 d2x, with x⊥ := (−x2, x1). (8)
We remark that
Jt =
∫
ω
∣∣∇ψm + x⊥∣∣2 d2x = ∫
ω
∇ψm · x⊥ + |x|2d2x, (9)
where ψm is the unique solution of the Neumann problem:
∆ψm = 0 in ω,
(∇ψm + x⊥) · ν = 0 on ∂ω,∫
ω
ψmd
2x = 0.
(10)
The four parameters |ω|, J1, J2, and Jt determine a characteristic length `# (the subscript #
stands for dd, dn, or nn) in a way that depends on the particular case considered, according
to the following formulas:
`2dd =
pi2
2|ω|
Jt
2
, `2dn =
pi2
8|ω|min
{
Jt
2
, J1, J2
}
, `2nn =
pi2
2|ω|min
{
Jt
2
, J1, J2
}
. (11a)
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We show that
κ =
(
`#
`
)2
, # = dd, dn, nn. (11b)
Our approach is based on the variational characterization of Kε and on standard results
from the theory of Γ–convergence. We proceed as follows: in Section 2 we reformulate the
problem of minimizing the Rayleigh quotient Rε as a variational problem on a function space
that does not depend on ε (see (21)), by mapping Ωε into the cylinder
Ω = ω × (0, `); (12)
in the same section, we prove a compactness result (Proposition 1) for a sequence of dis-
placements satisfying a certain renormalization condition (see (24)), and we characterize
the limit of any such sequence (Proposition 2); we use this characterization in Section 3 to
identify the Γ–limit (Propositions 3 and 4) and to prove (6) via Theorem 1; in Section 4 we
provide a general formula (see (60)) for the minima of the Γ– limit. It turns out that one
can equivalently compute κ by minimizing
R(w, θ) :=
∫ `
0
J1(w
′′
1)
2 + J2(w
′′
2)
2 + |ω|(w′3)2 +
Jt
2
(θ′)2dx3
2|ω|
∫ `
0
(w′1)
2 + (w′2)
2 + θ2dx3
, (13)
wherew = (w1(x3), w2(x3), w3(x3)) and θ = θ(x3), and where each prime superscript denotes
differentiation. Minimizing R is of course much easier than minimizing Rε. This allows us
to determine the explicit formulas (11), a task we carry out in Section 4.
Looking at (13), the connection with rod theory becomes apparent: the numerator of the
right–hand side of (13) is the elastic energy of a slender beam undergoing flexure and torsion,
provided that the shear and the Young modulus are set equal to 1 and 2, respectively. The
functions w and ϑ are to be understood as, respectively, the displacement of the axis of the
cylinder, and the rotation of the cross section. Indeed, the approach we use in this paper is
similar to that adopted to justify beam theories by Γ–convergence, see for instance [1, 50].
As a matter of fact, the analysis carried out in this paper can be repeated for thin-walled
beams [14, 15], and also for plate–like domains by using the same approach that is used to
justify standard plate theories, see for instance [7, 42] in the setting of simple materials, and
[43, 44, 49, 35, 36] in the setting of non–simple materials.
The inequality (2) was first stated by Korn [27], who provided a proof in two cases: when
the displacement vanishes on the entire boundary of the domain, and when the average
rotation is zero. Both cases exclude infinitesimal rotations from the collection of admissible
displacements. In the first case, the proof of Korn’s inequality is elementary, being based
on integration by parts. The second case is much more complicated. Friedrichs had to
provide another proof in [16], pointing out in the same paper that he was not able to
verify Korn’s original proof. Alternative proofs have been given by several other workers
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[48, 12, 39, 25, 7, 54], with generalizations to exponents 1 < p < +∞ [31], to non–constant
coefficients in the form |sym(∇uF p)|2, where F p is the plastic strain [34], and to non–
gradient (incompatible) tensorial fields [37, 38].
As extensively reviewed by Horgan [22], Korn’s inequality has many applications in con-
tinuum mechanics. It provides the key estimate needed to establish the solvability of the
boundary value problem of linear elastostatics [40, 7], and it can be used to establish several
global and pointwise bounds on its solutions [55]. Furthermore, Korn’s inequality enters in
the estimate of the critical load in elastic stability theory [21, 20] and it is involved in the
estimates of the rate of convergence for finite elements approximations, see for instance [5].
Needless to say, the accuracy of the bounds obtained in all these applications is contingent
on the precise estimate of Korn’s constant. The first such estimate was given by Bernstein
and Toupin [2] for spheres and disks. For these two types of domains, the exact value of
Korn’s constant was computed by Payne and Weinberger [48]. In the planar case, the result
of Payne and Weinberger was extended by Dafermos to circular rings [9].
Although the exact value of Korn’s constant is known only in a few cases, a large variety
of results is available concerning its dependence on the geometric properties of the domain.
An estimate for star–shaped domains was derived in [26]. Estimates for thin domains, such
as rods and plates, can be found, for instance, in [24, 32, 1, 7]. Other estimates have been
derived for domains obtained by joining rods and plates [6, 8, 33, 18, 3, 4].These results are
of extreme importance for the mathematical justification of models of common use in the
engineering practice.
As a general rule, Korn’s inequality degenerates as the thickness of the domain tends to
zero (unless one imposes some additional restrictions on the displacement, see for instance
[29]). For domains like the ones defined in (1), it is known that Kε scales as ε2. Indeed, the
bound
Kε ≤ C1ε2 (14)
is readily established by using the ansatz u(x) = (w(x3), 0,−x1w′(x3)) in (3). This ansatz
yields
∫
Ωε
|W (u)|2 dx3 = O(ε2), and ∫
Ωε
|E(u)|2 dx3 = O(ε4). Thus, roughly speaking,
thinner bodies can accommodate rotations that are much larger than the strain.
A more careful analysis, see [24, 1], shows that the bound (14) is asymptotically optimal,
in the sense that there exists a constant C2 > 0 such that
C2ε
2 ≤ Kε. (15)
Remarkably, the asymptotic estimates (14)–(15) hold also for thin plates (for a simple deriva-
tion, see [41]).
Among the above cited papers, the closest in spirit to ours is [26], where Kondrat’ev and
Oleinik prove that for a domain Ωε as defined in (1), with ω a disk of unit radius, Korn’s
constant for the (dn) case satisfies the inequality
Cko
`2 + ε2
≤ K
ε
ε2
= κε,
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where Cko does not depend on ε and `. From (11a) and (11b) we find, for this particular
geometry, that
κ =
pi2
32`2
,
and hence from (6), we deduce that Cko ≤ pi2/32.
The results presented in this paper were announced in [45].
2 Scaling and compactness
Through this paper, we assume ω to be open, bounded, connected, simply connected, and
with Lipschitz–continuous boundary. Such regularity guarantees that Korn’s inequality holds
true [40] (counterexamples may be found in [19, 56]). The requirement that ω be simply
connected guarantees that a planar irrotational vector field has a potential, a fact we use in
the proof of Proposition 2. Without loss of generality, we also assume∫
ω
x1x2d
2x = 0 and
∫
ω
xαd
2x = 0 α = 1, 2. (16)
The appropriate function space for the minimization of Rayleigh’s quotient is:
H1#(Ω
ε;R3) :=
{
u ∈ H1(Ωε;R3) : u satisfies (#)
}
, # = dd, dn, nn. (17)
With this definition, we have:
Kε = inf
u∈H1#(Ωε;R3)
u 6=0
Rε(u). (18)
We find it convenient to reformulate equation (18) by means of functions defined on the
domain Ω specified by (12), and to rescale the in–plane components of the displacement.
Namely, to each displacement u ∈ H1#(Ωε;R3) we associate the scaled displacement v ∈
H1#(Ω;R3) defined by:
v(x) =
εu1(xε)εu2(xε)
u3(x
ε)
 where xε =
εx1εx2
x3
 . (19)
It then follows that
∇u(xε) = ∇εv(x), (20)
where
∇εv :=

1
ε2
∂v1
∂x1
1
ε2
∂v1
∂x2
1
ε
∂v1
∂x3
1
ε2
∂v2
∂x1
1
ε2
∂v2
∂x2
1
ε
∂v2
∂x3
1
ε
∂v3
∂x1
1
ε
∂v3
∂x2
∂v3
∂x3
 .
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A simple computation based on (18), on (5), and on (20) leads to
κε = inf
v∈H1#(Ω;R3)
v 6=0
∫
Ω
|Eε(v)|2d3x∫
Ω
|Hε(v)|2d3x
, (21)
where
Eε(v) := sym∇εv, Hε(v) := ε∇εv. (22)
We henceforth consider a sequence {vε} ⊂ H1#(Ωε;R3) such that∫
Ω
|Eε(vε)|2d3x∫
Ω
|Hε(vε)|2d3x
≤ C. (23)
Note that, for whatever λε 6= 0, (23) is still satisfied if we replace vε with λεvε. Thus in order
to have compactness for vε we need some renormalization condition. As renormalization
condition we choose the following: ∫
Ω
|Hε(vε)|2d3x = 1. (24)
The next proposition will be crucial in our analysis. The proof we provide draws upon
[1] and [17, 13]. In the statement below, we denote by H1#(Ω;R
3×3
skw ) the Sobolev space of
skew–matrix valued functions satisfying the same boundary conditions as (dd) and (dn) for
the cases # = dd and # = dn. For the remaining case we set
H1nn(Ω;R3×3skw ) =
{
W ∈ H1(Ω;R3×3skw ) :
∫
Ω
Wd3x = 0
}
. (25)
Proposition 1 (Compactness). Let {vε} be a sequence satisfying the equi–boundedness
condition (23) and the renormalization condition (24). Then there exist v ∈ H1#(Ω;R3),
E ∈ L2(Ω;R3×3sym), and W ∈ H1#(Ω;R3×3skw ) such that
vε
L2→ v, Eε(vε) L2⇀ E, Hε(vε) L2→W (26)
for some subsequence (not relabeled). Moreover,
∂W
∂xα
= 0. (27)
Proof. We provide the proof for the case # = dd, the other cases being similar. From
(23)–(24) we have ∫
Ω
|Eε(vε)|2d3x ≤ C, (28)
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whence (26)2. Moreover, for ε sufficiently small, we have ‖E(vε)‖L2(Ω) ≤ ‖Eε(vε)‖L2(Ω);
thus, by (28) and by Korn’s inequality (on the domain Ω), supε ‖vε‖H1(Ω) ≤ C, and hence
(26)1 follows by weak compactness and by Rellich’s theorem.
We next replace vε with its trivial extension to ω × (−∞,+∞), and we introduce the
shorthand notation:
Hε(x) ≡ (Hε(vε))(x). (29)
We begin by showing that for every x3 ∈ (0, `) there exists a skew–symmetric matrix W ε(x3)
such that ∫
ω
∫ x3+2ε
x3−2ε
|Hε(y)−W ε(x3)|2d3y ≤ ε2C
∫
ω
∫ x3+2ε
x3−2ε
|Eε(vε)|2d3y, (30)
where C is a constant independent on ε and x3. In order to establish (30), we consider the
displacement field uε ∈ H1(εω × (−∞,+∞);R3) defined by
uε(yε) =
vε1(y)/εvε2(y)/ε
vε3(y)
 where yε =
εy1εy2
y3
 ,
that is, by reversing the scaling (19). Since Korn’s inequality is invariant under homothetic
rescaling, there exists a constant C independent on ε such that∫
εω
∫ x3+2ε
x3−2ε
|∇uε(yε)− ε−1W ε(x3)|2d3yε ≤ C
∫
εω
∫ x3+2ε
x3−2ε
|E(uε)|2d3yε
where ε−1W
ε
(x3) =
1
4ε3|ω|
∫
εω
∫ x3+2ε
x3−2ε W (u
ε)d3yε is the average rotation in the slice εω ×
(x3 − 2ε, x3 + 2ε). By going back to the integration variable y, and by recalling (20) and
(22), we obtain∫
ω
∫ x3+2ε
x3−2ε
|ε−1Hε(y)− ε−1W ε(x3)|2d3y ≤ C
∫
ω
∫ x3+2ε
x3−2ε
|Eε(vε)|2d3y,
whence (30).
We next define
H
ε
(x3) :=
1
|ω|
∫
ω
∫ +∞
−∞
ψε(x3 − y3)Hε(y)d3y, (31)
where ψε(x3) =
1
ε
ψ(x3
ε
), with ψ a standard mollifier with support in [−1,+1] and such that∫ +∞
−∞ ψdx3 = 1. On denoting by a prime superscript the derivative with respect to x3, we
have
(H
ε
)′(x3) =
1
|ω|
∫
ω
∫ +∞
−∞
(ψε)′(x3 − y3)Hε(y)d3y.
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Since supp(ψε) ⊆ [−ε,+ε] and ∫ +ε−ε (ψε)′dx3 = 0,
(H
ε
)′(x3) =
1
|ω|
∫
ω
∫ x3+ε
x3−ε
(ψε)′(x3 − y3)(Hε(y)−W ε(x3))d3y.
By using Ho¨lder’s inequality, noting that
∫ +ε
−ε |(ψε)′|2dx3 = Cε−3, and recalling (30), we
arrive at∣∣(Hε)′(x3)∣∣2 ≤ C
ε3
∫
ω
∫ x3+ε
x3−ε
∣∣Hε(y)−W ε(x3)∣∣2d3y ≤ C
ε
∫
ω
∫ x3+2ε
x3−2ε
∣∣Eε(uε)∣∣2d3y. (32)
From (32) we obtain: ∫ +∞
−∞
∣∣(Hε)′∣∣2dx3 ≤ C∫
Ω
∣∣Eε(uε)∣∣2d3x. (33)
Since supp(H
ε
) ⊆ (−ε, ` + ε), it follows from (28) and (33) that Hε is bounded in
H1(R;R3×3), and that there exists a subsequence (not relabeled) such that
H
ε L2→W , (34)
with W ∈ H1(R;R3×3) satisfying
W (0) = W (`) = 0.
We next estimate:∫
ω
∫ x3+ε
x3−ε
|Hε(z3)−Hε(z)|2d3z
≤ 2
∫
ω
∫ x3+ε
x3−ε
|Hε(z3)−W ε(x3)|2d3z + 2
∫
ω
∫ x3+ε
x3−ε
|Hε(z3)−W ε(x3)|2d3z. (35)
The second term on the right–hand side of (35) is immediately estimated using (30). We
therefore turn our attention to the first term. Since
∫ +ε
−ε ψ
εdx3 = 1, we have, by (31),
H
ε
(z3)−W ε(x3) = 1|ω|
∫
ω
∫ z3+ε
z3−ε
ψε(z3 − y3)(Hε(y)−W ε(x3))d3y. (36)
On using Jensen’s and Ho¨lder’s inequalities, and the fact that
∫ +ε
−ε |ψε(x3)|2dx3 = C/ε, we
deduce that
|Hε(z3)−W ε(x3)|2 ≤ C
ε
∫
ω
∫ x3+2ε
x3−2ε
|Hε(y)−W ε(x3)|2d3y if z3 ∈ (x3 − ε, x3 + ε),
and hence,∫
ω
∫ x3+ε
x3−ε
|Hε(z3)−W ε(x3)|2d3z ≤ C
∫
ω
∫ x3+2ε
x3−2ε
|Hε(z)−W ε(x3)|2d3z. (37)
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By (35), (37), and (30), we have∫
ω
∫ x3+ε
x3−ε
|Hε(z3)−Hε(z)|2d3z ≤ Cε2
∫
ω
∫ x3+2ε
x3−2ε
|Eε(uε)|2d3z. (38)
On integrating (38) with respect to x3, recalling (28), and extending H
ε
in the following
manner
H
ε
(x) := H
ε
(x3) for all x ∈ Ω,
we arrive at
‖Hε −Hε‖L2(Ω) → 0. (39)
Thus, on letting
W (x) := W (x3) for all x ∈ Ω,
the claimed strong convergence (26)3 follows from (39) and (34).
Finally, since symHε = εEε(vε) converges strongly to zero in L2, we have that symW =
0, and hence W is a function taking values in the space of skew-symmetric matrices.
We now characterize some of the components of the tensor fields E and W defined in
Proposition 1.
Proposition 2 (Identification of the limit). Under the assumptions of Proposition 1, the
limits v, E, and W in (26) satisfy:
Eαi(v) = 0, E33(v) = E33, Wα3(v) = Wα3, (40)
for α = 1, 2 and i = 1, 2, 3. Furthermore, there exists ϕ ∈ L2(0, `;H1(ω)) such that(
E13
E23
)
=
1
2
(
x⊥
∂W21
∂x3
+∇xϕ
)
, (41)
where ∇xϕ =
(
∂ϕ
∂x1
, ∂ϕ
∂x2
)
.
Proof. For ε sufficiently small, we have |Eαi(v)| ≤ ε|Eεαi(v)|, therefore, by (26)2 and by lower
semicontinuity,
‖Eαi(v)‖L2(Ω) ≤ liminfε→0 ‖Eαi (vε)‖L2(Ω) ≤ liminfε→0 ε‖Eεαi(vε)‖L2(Ω) = 0,
whence (40)1. Next, (40)2,3 follow by passing to the limit in the identities E33(v
ε) = Eε33(v
ε)
and (skwHε(vε))α3 = Wα3(v
ε). Moreover, for W ε(vε) := skwHε(vε), we have
∂W ε21(v
ε)
∂x3
=
∂Eε23(v
ε)
∂x1
− ∂E
ε
13(v
ε)
∂x2
in D′(Ω),
whence, by a passage to the limit,
∂W21
∂x3
=
∂E23
∂x1
− ∂E13
∂x2
in D′(Ω). (42)
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Now, let γ ∈ L2(Ω;R2) be defined by(
γ1
γ2
)
= 2
(
E13
E23
)
−
(−x2
x1
)
∂W21
∂x3
,
then (42) can be rewritten as
∂γ2
∂x1
− ∂γ1
∂x2
= 0 in D′(Ω).
By using the extension of Poincare´’s Lemma provided in [23], we conclude that, for almost
every x3 ∈ (0, `), there exists ϕ(·, x3) ∈ H1(ω) such that
∂ϕ
∂x1
= γ1 and
∂ϕ
∂x2
= γ2,
whence (41).
3 Γ–convergence and asymptotic behaviour of the
scaled Korn’s constant
We find it convenient to reformulate the minization problem (21) in terms of the functional
Rε : L2(Ω;R3)× L2(Ω;R3×3)→ R ∪ {+∞} defined by:
Rε(v,H) :=

∫
Ω
|Eε(v)|2d3x if (v,H) ∈ V and
∫
Ω
|H|2d3x = 1,
+∞ otherwise,
where
V :=
{
(v,H) ∈ H1#(Ω;R3)× L2(Ω;R3×3) : H = Hε(v)
}
.
It is readily seen that
κε = minRε. (43)
The next two propositions show that Rε Γ–converges in the space L2(Ω;R3) × L2(Ω;R3×3)
to the functional
R(v,W ) :=

∫
Ω
(∂v3
∂x3
)2
+
Jt
2|ω|
(∂W21
∂x3
)2
d3x if (v,W ) ∈ VBN and
∫
Ω
|W |2d3x = 1,
+∞ otherwise,
(44)
where Jt is the constant defined in (8) and
VBN :=
{
(v,W ) ∈ H1#(Ω;R3)×H1#(Ω;R3×3skw ) :
∂W
∂xα
= 0, Eαi(v) = 0, Wα3(v) = Wα3
}
.
(45)
In the last definition, the meaning of the subscript # is the same as in (17).
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Proposition 3 (Lower bound). Let {(vε,Hε)} ⊂ L2(Ω;R3) × L2(Ω;R3×3) be a sequence
such that (vε,Hε)
L2→ (v,W ). Then
R(v,W ) ≤ lim inf
ε→0
Rε(vε,Hε). (46)
Proof. We assume, without loss of generality, that Rε(vε,Hε) ≤ C. Then, ∫
Ω
|Hε|2d3x = 1,
and hence, by passing to the limit, ∫
Ω
|W |2d3x = 1. (47)
Futhermore, we have
∫
Ω
|Eε(vε)|2d3x ≤ C and Hε(vε) = Hε, and hence, by Propositions 1
and 2,
Eε(vε)
L2
⇀ E, E33 =
∂v3
∂x3
, (v,W ) ∈ VBN . (48)
By (47) and (48)3, we have
R(v,W ) =
∫
Ω
(
∂v3
∂x3
)2
+
Jt
2|ω|
(
∂W21
∂x3
)2
d3x. (49)
Moreover, by (48)1,
lim inf
ε→0
R(vε,Hε) = lim inf
ε→0
∫
Ω
|Eε(vε)|2d3x ≥
∫
Ω
|E|2d3x
≥
∫
Ω
E233 + 2(E
2
13 + E
2
23)d
3x. (50)
By (41), (48)2 and (50), we have
lim inf
ε→0
R(vε,Hε) ≥
∫
Ω
(
∂v3
∂x3
)2
+
1
2
∣∣∣∣x⊥∂W21∂x3 +∇xϕ
∣∣∣∣2 d3x. (51)
Now, let ψm be the solution of (10). We observe that∫
ω
∣∣∣x⊥∂W21
∂x3
+∇xϕ
∣∣∣2d2x ≥ (∂W21
∂x3
)2 ∫
ω
∣∣∣x⊥ +∇ψm∣∣∣2d2x = (∂W21
∂x3
)2
Jt
for a.e. x3 ∈ (0, `). The above inequality is trivial if ∂W21∂x3 (x3) = 0; if, instead, ∂W21∂x3 (x3) 6= 0,
it is recovered by setting ϕ = ∂W21
∂x3
(x3)ψ and by minimizing with respect to ψ, bearing in
mind (8) and (9). Integrating with respect to x3, we obtain
1
2
∫
Ω
∣∣∣∣x⊥∂W21∂x3 +∇xϕ
∣∣∣∣2 d3x ≥ Jt2|ω|
∫
Ω
(
∂W21
∂x3
)2
d3x. (52)
By putting together (49), (51), and (52) we obtain the thesis.
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Proposition 4 (Upper bound). For every (v,W ) ∈ L2(Ω;R3)× L2(Ω;R3×3) there exists a
sequence {(vε,Hε)} ⊂ L2(Ω;R3)× L2(Ω;R3×3) such that
(vε,Hε)
L2→ (v,W ) and lim sup
ε→0
Rε(vε,Hε) ≤ R(v,W ).
Proof. We restrict our attention to the same case considered in the proof of Proposition 1,
i.e., # = dd, the other cases being similar. Let (v,W ) ∈ L2(Ω;R3) × L2(Ω;R3×3) be such
that R(v,W ) < +∞. Then (v,W ) ∈ VBN ,
W =
 0 −θ W13(v)θ 0 W23(v)
W31(v) W31(v) 0,
 ,
and
R(v,W ) =
∫
Ω
(
∂v3
∂x3
)2
+
Jt
2|ω|
(
∂θ
∂x3
)2
d3x. (53)
Let {θε} ⊂ C∞0 (0, `) be a sequence such that
‖θε − θ‖H1(0,`) → 0 and ε‖θε‖H2(0,`) → 0,
and let ψm ∈ H1(ω) be the function defined in (10). Moreover, let
vε := v + εθε (−x2e1 + x1e2) + ε ∂θ
ε
∂x3
ψme3, H
ε
:= Hε(vε).
Then,
Eε(vε) =
(
∂v3
∂x3
+ εψm
∂2θε
∂x23
)
e3 ⊗ e3 + ∂θ
ε
∂x3
symΓ
and
H
ε
= W − 2(θε − θ)skw(e1 ⊗ e2) + ε ∂θ
ε
∂x3
Γ + ε
(
∂v3
∂x3
+ ε
∂2θε
∂x23
ψm
)
e3 ⊗ e3,
where we have set Γ :=
 0 0 −x20 0 x1
∂ψm
∂x1
∂ψm
∂x2
0
. With these definitions it follows that
(vε,H
ε
)
L2→ (v,W ) in L2(Ω;R3)× L2(Ω;R3×3), and recalling (9), we deduce
lim
ε→0
∫
Ω
|Eε(vε)|2d3x =
∫
Ω
(
∂v3
∂x3
)2
+
(
∂θ
∂x3
)2
|symΓ|2d3x = R(v,W ). (54)
We next define:
vε :=
vε
‖Hε‖ and H
ε :=
H
ε
‖Hε‖L2
. (55)
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Since H
ε L2→W and ‖W ‖L2 = 1, we have also that ‖Hε‖L2 → 1. Since
∫
Ω
|Eε(vε)|2d3x =
Rε(vε,Hε) from (54) we have
(vε,Hε)
L2→ (v,W ) and lim
ε→0
Rε(vε,Hε) = R(v,W ),
as required.
The next result follows from the thory of Γ-convergence, see [10] . For completeness we
give a proof.
Theorem 1. Let {(vε,Hε)} ⊂ L2(Ω;R3)× L2(Ω;R3×3) be a sequence such that
Rε(vε,Hε) ≤ κε + ζ(ε), (56)
where ζ(ε)→ 0 as ε→ 0. Then there exists a subsequence (not relabeled) such that
vε
L2→ v, Hε L2→W , (57)
and
κε → κ = R(v,W ) = minR.
Proof. It is easily seen that supεR
ε(vε,Hε) < +∞, thus by Proposition 1 we have that
vε
L2→ v, and Hε L2→W . By Proposition 3 and (56) it follows that
R(v,W ) ≤ lim inf
ε→0
Rε(vε,Hε) ≤ lim inf
ε→0
κε. (58)
Let (v¯, W¯ ) ∈ L2(Ω;R3)×L2(Ω;R3×3). By Proposition 4 there exists a sequence {(v¯ε, H¯ε)} ⊂
L2(Ω;R3)× L2(Ω;R3×3) such that (v¯ε, H¯ε) L2→ (v¯, W¯ ) and
lim sup
ε→0
κε ≤ lim sup
ε→0
Rε(v¯ε, H¯
ε
) ≤ R(v¯, W¯ ). (59)
From (58) and (59) it immediately follows that
R(v,W ) ≤ lim inf
ε→0
κε ≤ lim sup
ε→0
κε ≤ R(v¯, W¯ ),
for every (v¯, W¯ ) ∈ L2(Ω;R3) × L2(Ω;R3×3). Hence R(v,W ) = minR = κ, and taking
(v¯, W¯ ) = (v,W ) we deduce that limε→0 κε = κ.
4 Characterization of minima and minimizers of the
Γ–limit
As shown in Theorem 1, see the previous section, the computation of the limit κ boils down
to the minimization of the Γ–limit defined in (44). In this section, we compute explicitly the
minimum of the Γ–limit, and we show that:
κ =
1
2|ω| min
{
Jt
2
c
(0)
# , J1c
(1)
# , J2c
(1)
#
}
, # = dd, dn, nn, (60)
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where,
c
(0)
# = min
θ∈H1#(0,`)
∫ `
0
|θ′|2dx3∫ `
0
|θ|2dx3
, c
(1)
# = min
w∈H2#(0,`)
∫ `
0
|w′′|2dx3∫ `
0
|w′|2dx3
, (61)
and
H1dd(0, `) =
{
f ∈ H1(0, `) : f(0) = f(`) = 0
}
, H1dn(0, `) =
{
f ∈ H1(0, `) : f(0) = 0
}
,
H1nn(0, `) =
{
f ∈ H1(0, `) :
∫ `
0
fdx3 = 0
}
,
H2dd(0, `) =
{
f ∈ H2(0, `) : f(0) = f(`) = f ′(0) = f ′(`) = 0
}
,
H2dn(0, `) =
{
f ∈ H2(0, `) : f(0) = f ′(0) = 0
}
,
H2nn(0, `) =
{
f ∈ H2(0, `) :
∫ `
0
fdx3 =
∫ `
0
f ′dx3 = 0
}
.
Poincare´’s constants defined in (61) can be explicitly computed by solving the Euler–
Lagrange equation corresponding to each variation problem, or by means of results from
Fourier Analysis, adapting an argument from [11, p. 47]. One finds:
c
(0)
dd =
(pi
`
)2
, c
(1)
dd =
(
2pi
`
)2
c
(0)
dn = c
(1)
dn =
( pi
2`
)2
, c(0)nn = c
(1)
nn =
(pi
`
)2
. (62)
In order to establish (60), let us consider a pair (v,W ) ∈ L2(Ω;R3)× L2(Ω;R3×3) such
that R(v,W ) < +∞. Then, by (44),
R(v,W ) =
∫
Ω
(
∂v3
∂x3
)2
+
Jt
2|ω|
(
∂W21
∂x3
)2
d3x, (63)
and (v,W ) ∈ VBN . Thus,
Eαi(v) = 0, Wα3(v) = Wα3,
∫
Ω
|W |2d3x = 1, (64)
and there exists θ ∈ H1#(0, `) such that
W21(x) = θ(x3). (65)
Therefore,
R(v,W ) =
∫
Ω
(∂v3
∂x3
)2
d3x+
Jt
2
∫ `
0
(θ′)2dx3. (66)
Next, we invoke the following result from [28, Section 4.1]:
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Proposition 5. Let v ∈ H1#(Ω;R3) satisfy Eαi(v) = 0. Then there exist wα ∈ H2#(0, `) and
w3 ∈ H1#(0, `) such that
v(x) = w(x3)− xαw′α(x3)e3 (67)
for all x ∈ Ω.
By (64)2,3, (65), and (67), we have
1 =
∫
Ω
|W |2d3x = 2|ω|
∫ `
0
w′1
2
+ w′2
2
+ θ2 dx3, (68)
and, on recalling (7), ∫
Ω
(∂v3
∂x3
)2
d3x =
∫ `
0
J2w
′′
1
2
+ J1w
′′
2
2
+ |ω|w′32dx3 (69)
(here we use the choice of x1 and x2 as the principal centroidal axes of the cross section, see
(16)).
Using (66), (69), and (61), we have
R(v,W ) =
∫ `
0
J2w
′′
1
2
+ J1w
′′
2
2
+ |ω|w′32 +
Jt
2
(θ′)2dx3 (70)
≥ J2
∫ `
0
(w′′1)
2dx3 + J1
∫ `
0
(w′′2)
2dx3 +
Jt
2
∫ `
0
(θ′)2dx3 (71)
≥ J2c(1)#
∫ `
0
(w′1)
2dx3 + J1c
(1)
#
∫ `
0
(w′2)
2dx3 +
Jt
2
c
(0)
#
∫ `
0
θ2dx3 (72)
≥ min
{
Jt
2
c
(0)
# , J1c
(1)
# , J2c
(1)
#
}∫ `
0
θ2 + (w′1)
2 + (w′2)
2dx3. (73)
We note on passing that (13) follows from the first line of the above chain. Taking into
account (68), we arrive at
R(v,W ) ≥ 1
2|ω| min
{
Jt
2
c
(0)
# , J1c
(1)
# , J2c
(1)
#
}
. (74)
We next show that the lower bound (74) is attained for some (v,W ). To this aim, we pick
two functions g ∈ H1#(0, `) and h ∈ H2#(0, `) such that∫ `
0
|g′|2dx3 = c(0)# ,
∫ `
0
|g|2dx3 = 1,∫ `
0
|h′′|2dx3 = c(1)# ,
∫ `
0
|h′|2dx3 = 1.
Then, for
θ = Ag, w1 = Bh, w2 = Ch, w3 = 0,
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we define
v(x) := w(x3)− xαw′α(x3)e3, W :=
 0 −θ w′1θ 0 w′2
−w′1 −w′2 0
 (75)
(cf. (67), (64)2, and (65)). We then have (v,W ) ∈ VBN . Moreover, we have
∫
Ω
|W |2d3x =
2|ω| (A2 +B2 + C2). Thus, provided that
A2 +B2 + C2 =
1
2|ω| , (76)
we have
R(v,W ) = c
(0)
#
Jt
2
A2 + c
(1)
# J2B
2 + c
(1)
# J1C
2. (77)
By performing a minimization of the right–hand side of (77) with the constraint (76), we
find the optimal choice for A, B, C:
A2 = 1
2|ω| , B = C = 0 if
Jt
2
c
(0)
# < min{J1c(1)# , J2c(1)# },
B2 = 1
2|ω| , A = C = 0 if J1c
(1)
# < min{Jt2 c(0)# , J2c(1)# },
C2 = 1
2|ω| , B = C = 0 otherwise.
(78)
With this choice,
R(v,W ) =
1
2|ω| min
{
Jt
2
c
(0)
# , J1c
(1)
# , J2c
(1)
#
}
,
so that the lower bound in (74) is attained, and (60) is established.
We now write (60) explicitly. We first discuss case (dd). To this aim, it is useful to note
that Jt ≤
∫
ω
|x⊥ +∇xψ|2d2x, for every ψ ∈ H1(ω). In particular, by taking ψ = x1x2 and
ψ = −x1x2, we have
Jt
2
≤ 2 min{J1, J2}. (79)
Because of (62) and (79), we see that
Jt
2
c
(0)
dd =
Jt
2
(pi
`
)2
≤ 2
(pi
`
)2
min {J1, J2} <
(
2pi
`
)2
min {J1, J2} = min
{
J1c
(1)
dd , J2c
(1)
dd
}
.
Thus, by (60)
κ =
1
2|ω|
Jt
2
c
(0)
dd =
1
2|ω|
(pi
`
)2 Jt
2
for case (dd).
For case (dn), we have by (60) and (62)
κ =
1
2|ω| min
{
Jt
2
c
(0)
dn , J1c
(1)
dn , J2c
(1)
dn
}
=
1
2|ω|
( pi
2`
)2
min
{
Jt
2
, J1, J2
}
.
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For case (nn), we have, instead,
κ =
1
2|ω| min
{
Jt
2
c(0)nn , J1c
(1)
nn , J2c
(1)
nn
}
=
1
2|ω|
(pi
`
)2
min
{
Jt
2
, J1, J2
}
.
We have thus proven (11a)-(11b).
Remarkably, the limit κ is always ruled by Jt in the case (dd), that is, the critical mode
is torsional, see the discussion after Remark 2 below, leading to (81). The next couple of
examples show that in the cases (dn) and (nn) the minimum in (11a) may be determined
either by Jt/2 or by J1 and J2.
Remark 1. For an ellipsoidal cross-section with semi-axes a and b we have
J1 =
piab3
4
, J2 =
pia3b
4
, Jt =
pia3b3
a2 + b2
,
see [51] (p. 121-122, where Jt is denoted by D/µ). Let λ := b/a be the ratio between the
semi-axes. Then, for λ ≥ 1 we have that J2 ≤ J1 and
Jt
J2
=
4
1 + 1/λ2
. (80)
We first note that as λ → +∞ we have that Jt/J2 → 4 and hence inequality (79) is sharp.
Also, for λ > 1 we deduce, from (80), that Jt/J2 > 2, thus
κ =
1
2|ω|
( pi
2`
)2
J2 =
pi2
32
(a
`
)2
,
for case (dn), while
κ =
1
2|ω|
(pi
`
)2
J2 =
pi2
8
(a
`
)2
,
for case (nn).
Remark 2. For a square cross-section of side a we have
J1 = J2 =
a4
12
, Jt ≈ 1.68a
4
12
,
see [51] (p. 132). Thus Jt/2 < J1 = J2, and hence
κ =
1
2|ω|
( pi
2`
)2 Jt
2
≈ pi
2
57.14
(a
`
)2
,
for case (dn), while
κ =
1
2|ω|
(pi
`
)2 Jt
2
≈ pi
2
14.28
(a
`
)2
,
for case (nn).
17
The fact that the critical mode in the case (dd) is always torsional may appear counter-
intuitive to a reader conversant with elastic stability. For this reason, a brief sketch of the
connection of our results with that theory is worthwhile. Let us think of Ωε as a homoge-
neous rod made of a isotropic material and subject to a uniform stress field, see [30, 52, 53],
of the form:
T˚ = −Σe3 ⊗ e3, Σ ≥ 0.
The rod is infinitesimally stable if∫
Ωε
L[E(u)] ·E(u) + T˚ · ∇uT∇u d3x ≥ 0
for every admissible displacement field u, where L is the incremental elasticity tensor (see
for instance [30, 46, 47]). Loss of stability occurs as soon as Σ attains the value
Σε = inf
∫
Ωε
L[E(u)] ·E(u)d3x∫
Ωε
e3 ⊗ e3 · ∇uT∇u d3x
.
By using the approach of the present paper, one could prove that Σε scales as ε2, and that,
as ε tends to zero, the scaled multipler σε = Σε/ε2 converges to a limit σ. In particular, if
L is an isotropic tensor, the limit σ is the minimum of
S(w, θ) =
∫ `
0
|ω|Ew′23 + EJ2w′′21 + EJ1w′′22 +GJtθ′2dx3
|ω|
∫ `
0
w′21 + w
′2
2 dx3
, (81)
where E and G are the Young modulus and the shear modulus. At variance with R, the
denominator of S does not contain θ. In this case, minimizers satisfy θ = 0 and hence
torsional modes are ruled out.
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