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Abstract In this paper we provide more counterexamples to Happel’s question and Snashall-Solberg’s
conjecture which generalize many counterexamples to these conjectures studied in the literature. In par-
ticular, we show that a family of Zn ×Zn-Galois covering algebras of quantized exterior algebra Aq in two
variables answer negatively to Happel’s question, and meanwhile, the one-point coextensions of Zn and
Zn × Zm-Galois covering algebras of Aq negate the Snashall-Solberg’s conjecture.
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1. Introduction
Let Λ be a finite-dimensional k-algebra (associative with identity) over a field k. Denote by
Λe the enveloping algebra of Λ, i.e., the tensor product Λ⊗k Λop of the algebra Λ and its opposite
Λop. Then by Cartan-Eilenberg [1] the i-th Hochschild homology and cohomology groups of Λ are
identified with the k-spaces
HHi(Λ) = Tor
Λe
i (Λ,Λ), HH
i(Λ) = ExtiΛe(Λ,Λ)
respectively. The Hochschild cohomology ring HH∗(Λ) =
⊕∞
i=0 HH
i(Λ) has a so-called Gersten-
haber algebra structure under the cup product and the Gerstenhaber bracket [2]. It is well known,
as a noncommutative analogy of differential forms and polyvector fields, that Hochshild homology
and cohomology of an associative (noncommutative) algebra have been a starting point of noncom-
mutative geometry and play an important role due to the classic Hochschild-Kostant-Rosenberg
theorem.
It is also well known that the homological properties of an algebra are closely related to the
properties of its Hochschild (co)homology groups. For example, if a finite dimensional algebra over
an algebraically closed field has finite global dimension, then all its higher Hochschild cohomology
groups vanish. The inverse is known as Happel’s question and it has been shown that the conjecture
does not hold for the quantized exterior algebra Aq = k〈x, y〉/(x2, xy+ qyx, y2) (or more generally,
for the quantized complete intersection) when q ∈ k∗ = k \{0} is not a root of unity in [3, 4, 5, 6].
However, the homology version of Happel’s question comes to be known as “Han’s conjecture” and
remains still open [7].
Motivated by support variety for finitely generated modules over group algebras defined by
Carlson in [8], Snashall and Solberg developed support variety theory of finitely generated modules
over a finite-dimensional algebra in [9]. They found that the finiteness condition of Hochschild
cohomology ring modulo nilpotence HH∗(Λ)/N played an important role in support variety the-
ory, where N denotes the ideal of HH∗(Λ) generated by all homogeneous nilpotent elements.
Moreover, they also conjectured that the Hochschild cohomology ring modulo nilpotence of any
finite-dimensional algebra is a finitely generated algebra, and the conjecture was proved to be
true for many classes of algebras, such as finite-dimensional algebras of finite global dimension[3],
finite-dimensional monomial algebras[10, 11], finite-dimensional self-injective algebras of finite
representation type over an algebraically closed field[12], any block of a group ring of a finite
group[13, 14] and so on. Until 2008, Xu F. provided the first counterexample to the conjecture
by studying the Hochschild cohomology ring modulo nilpotence of a seven-dimensional category
algebra in the case of chark = 2 [15], which is isomorphic to a Koszul algebra [16]. Furthermore,
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2it was proved that the Hochschild cohomology ring modulo nilpotence of the above Koszul algebra
as well as its quantized algebra is not a finitely generated algebra irrespective of the characteristic
of the base field k[16, 17].
Let Λq be the algebra introduced in the first paragraph of the section 2, which arises from a
formal deformation with infinitesimal in HH2(Λ) and occurs in the study of the Drinfeld double
of the generalized Taft algebras and of the representation theory of Uq(sl2). Snashall and Taillefer
proved the Hochschild cohomology rings modulo nilpotence of Λ and Λq are finitely generated
commutative algebras of Krull dimension two and hence Snashall-Solberg’s conjecture holds for
this class of algebras[18, 19]. However, Parker and Snashall showed in [20] that Λq is an infinite
family of counterexamples to Happel’s question when ζ = q0q1 · · · qm−1 is not a root of unity.
Furthermore, we prove that, for the algebra Γq introduced in the first paragraph of the section
2 which can be viewed as a one-point coextension of Λq, HH
∗(Γq)/N is not a finitely generated
algebra if ζ = q0q1 · · · qm−1 is a root of unity and thus provides an infinite family of counterexamples
to Snashall-Solberg’s conjecture.
Note that, when q0 = q1 = · · · = qm−1, the algebra Λq is just a Zn-Galois covering algebra
of the quantized exterior algebra Aq [21], while the algebra Γq can be viewed as a one-point
coextension of the Zn-covering algebra Λq. So it seems that the following question arises naturally:
if an algebra A (for example, the quantized exterior algebra Aq) answers negatively to Happel’s
question, does it so for any finite Galois covering algebra A˜ of A, and meanwhile, will the one-
point (co)extension of A˜ provide a family of counterexamples to the Snashall-Solberg’s conjecture?
Let G be a finite group, A a G-graded k-algebra, and A˜ the covering algebra with the Galois group
G. It was shown in [22, 23] that there is a ring monomorphism from HHi(A˜) to HHi(A) for i ≥ 0.
As a consequence, if A is a counterexample to Happel’s question, then so is A˜. Indeed, this is the
case for the Z2-graded quantized exterior algebra Aq and its Galois covering algebra with Galois
group Z2 (even more generally, Zn) [24, 20]. However, if A is only a k-algebra (unnecessarily G-
graded), then there is only a monomorphism from HHi(A˜)G to HHi(A) for i ≥ 0, and the explicit
descriptions of these maps for i = 0, 1 are provided in [25].
In this paper, we first employ Snashall and Taillefer’s strategy in [19] to consider the structure
of the Hochschild cohomology rings modulo nilpotence HH∗(Λq)/N of the algebras Λq by comput-
ing the graded center of its Koszul dual E(Λq) in the section 2. As a consequence, we show that
they are not finitely generated as algebras when ζ is a root of unity, and thus provide more coun-
terexamples to Snashall-Solberg’s conjecture, which include and generalize all the counterexamples
studied in [15, 16, 17]. Next, we consider a family of algebras Λm,nq as well as their one-point
coextensions Γm,nq , where q = (q00, q01, · · · , qn−1,m−1) ∈ (k
∗)mn. In the case that qij = q00 for
all i, j, Λm,nq is just a covering algebra of the quantized exterior algebra Aq with the Galois group
Zn × Zm. We determine the structure of Hochschild cohomology ring of Λ
n,n
q and show that Λ
n,n
q
answers negatively to Happel’s question when ξ =
∏n−1
i,j=0 qij ∈ k
∗ is not a root of unity in the sec-
tion 3, and meanwhile, Γm,nq provides an infinity family of counterexamples to Snashall-Solberg’s
conjecture when η =
∏n−1
i=0
∏m−1
j=0 qij ∈ k
∗ is a root of unit in the section 4 as expected.
2. Graded center of E(Γq)
Throughout this section we always assume that Λ = kQ/I is a class of selfinjective Koszul
algebras, where the quiver Q is of the form in the left hand side of Figure 1 below, and the
ideal I is generated by the set R = {aiai+1, bi−1bi−2, aibi − bi−1ai−1 | 0 ≤ i ≤ m − 1}. Let
Λq, q = (q0, q1, · · · , qm−1) ∈ (k∗)m, be their socle deformations (i.e. Λq are selfinjective with
Λq/soc(Λq) ∼= Λ/soc(Λ)), see also [18, 19]. Throughout we always assume that all the subscripts
of arrows are identified with their residues modulo m.
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Figure 1. The quivers Q and Q′
Let Γq = kQ
′/I ′q, where Q
′ is the finite quiver with m+1 vertices {0, 1, . . . ,m− 1}∪{−1} and
3m arrows pictured in Figure 1 as well, and I ′q is the ideal generated by R
′ = {aiai+1, bi+1bi, qiaibi−
bi−1ai−1, aici+1 | 0 ≤ i ≤ m − 1, am = a0} and q = (q0, q1, · · · , qm−1) ∈ (k∗)m. In the case of
m = 1, Γq is isomorphic to the quantized Koszul algebra studied in [17] (in which the “commuta-
tive” relation is ab + qba) and used to provide a family of counterexamples to Snashall-Solberg’s
conjecture. Throughout the section we assume m ≥ 2.
Denote by ei the trivial path in kQ
′ and write the composition of arrows from left to right.
Note that the left length lexicographic order by choosing e0 < · · · < em−1 < e−1 < a0 < · · · <
am−1 < b0 < · · · < bm−1 < c0 < · · · < cm−1 provides an admissible order on kQ′ and thus the set
R′ is just a (noncommutative) quadratic reduced Gro¨bner basis of I ′q[26]. So Γq is Koszul by [27].
Recall that the Ext-algebra E(Γq) is just the Koszul dual of Γq. Thus E(Γq) = kQ
op/I ′
⊥
q ,
where I ′
⊥
q = 〈q
−1
i (aibi)
o + (bi−1ai−1)
o, (bici)
o〉 and xo ∈ Qo denotes the opposite arrow of the
arrow x in Q. Moreover, any left kQop-module can be viewed as a right kQ-module, so we may
consider E(Γq) as the quotient of kQ modulo the ideal generated by q
−1
i aibi + bi−1ai−1, bici for
i = 0, 1, · · · ,m− 1.
In a similar way to [19], we denote by γsi and δ
t
i the paths aiai+1 · · · ai+s−1 and bi+t−1 · · · bi+1bi
respectively. Unless otherwise specified, we do not distinguish a path with its image in E(Γq). Thus
any typical monomial in E(Γq) has the form γ
s
i δ
t
j for some integers s, t and 0 ≤ i, j ≤ m− 1. The
algebra E(Γq) is a bigrading algebra graded with the lengths of paths and with the degree induced
by choosing the degree of ei, aj , cj and bj to be 0, 1, 1,−1 respectively. Thus any monomial element
γsi δ
t
j has the length s + t and degree s − t. we denote by |z| the length of a length-homogeneous
element z in E(Γq). Denote by Zgr(E(Γq)) the graded center of E(Γq).
It is easy to see that z ∈ Zgr(E(Γq)) if and only if z satisfies the following conditions:
(1) ejz = zej, for j = −1, 0, 1, · · · ,m− 1;
(2) ajz = (−1)
|z|zaj, for 0 ≤ j ≤ m− 1;
(3) bjz = (−1)|z|zbj, for any 0 ≤ j ≤ m− 1;
(4) cjz = (−1)|z|zcj, for any 0 ≤ j ≤ m− 1.
Lemma 2.1. If a homogeneous element z ∈ Zgr(E(Γq)), then z ∈ k, or z has the form
z =
m−1∑
i=0
uiγ
s0
i δ
t0
i , ui ∈ k
with s0 ≡ t0(mod m), t0 ≥ 1, and for 0 ≤ j ≤ m− 1,
uj+1 = (−1)
s0(qj+1 · · · qj+t0)
−1uj = (−1)
t0(qj+1 · · · qj+s0 )
−1uj . (2-1)
4Proof. By (1), we can write z =
∑m−1
i=−1 eizei. Note that for any 0 ≤ i ≤ m − 1, a typical
monomial in eiE(Γq)ei has the form γ
s
i δ
t
i , where s, t ≥ 0, and s ≡ t(modm). In particular,
e−1E(Γq)e−1 = e−1. Moreover, Zgr(E(Γq)) is generated by the elements which are both length
homogeneous and degree homogeneous. Therefore, if the length of z is 0, then z =
∑m−1
i=−1 diei,
where di ∈ k; otherwise, z has the form
∑m−1
i=0 uiγ
si
i δ
ti
i , where ui ∈ k, si, ti ≥ 0, si ≡ ti(modm).
The degree homogeneity implies that si − ti = s0 − t0 and the length homogeneity implies that
si + ti = s0 + t0 > 0, and hence we have si = s0 and ti = t0 for i = 0, 1, · · · ,m− 1. So
z =
m−1∑
i=0
uiγ
s0
i δ
t0
i .
Here we also take the subscripts modulo m (in particular, u0 = um).
We next consider the condition (2). If the length of z =
∑m−1
i=−1 diei is zero, then dj+1aj =
aj
∑m−1
i=−1 diei = (
∑m−1
i=−1 diei)aj = djaj , and we have z = d0
∑m−1
i=0 ei + d−1e−1. On the other
hand, if the length of z is not zero, we have
ajz = uj+1ajγ
s0
j+1δ
t0
j+1 = uj+1γ
s0+1
j δ
t0
j+1
and
zaj = ujγ
s0
j δ
t0
j aj = (−1)
t0uj(qj+1 · · · qj+t0)
−1γs0+1j δ
t0
j+1.
The condition (2) implies that uj+1 = (−1)s0(qj+1 · · · qj+t0)
−1uj 6= 0 and similarly, the condition
(3) implies that uj+1 = (−1)t0(qj+1 · · · qj+s0)
−1uj 6= 0 for 0 ≤ j ≤ m− 1.
By the condition (4), we know that if the length of z is zero, then d−1cj = cj(d0
∑m−1
i=0 ei +
d−1e−1) = (d0
∑m−1
i=0 ei + d−1e−1)cj = d0cj , so d−1 = d0, and thus z = d0(
∑m−1
i=−1 ei) = d0.
Otherwise, z =
∑m−1
i=0 uiγ
s0
i δ
t0
i satisfies 0 = cjz = (−1)
s0+t0zcj = (−1)s0+t0
∑m−1
i=0 uiγ
s0
i δ
t0
i cj for
all 0 ≤ j ≤ m − 1 in E(Γq), which forces that t0 ≥ 1 by the definition of I ′
⊥
q . We complete the
proof of the lemma. 
Remark. Comparing with the result in [19], we have Zgr(E(Γq))\k = {z =
∑m−1
i=0 uiγ
s0
i δ
t0
i ∈
Zgr(E(Λq)) | t0 ≥ 1}. Using the formula (2-1) recursively, one can obtain that
ui = (−1)
is0
i∏
k=1
(qk · · · qk+t0−1)
−1u0 = (−1)
it0
i∏
k=1
(qk · · · qk+s0−1)
−1u0,
for i = 1, 2, . . . ,m− 1. In particular,
u0 = um = (−1)
ms0(q0 · · · qt0−1)
−1(q1 · · · qt0)
−1 · · · (qm−1 · · · qm−2+t0)
−1u0.
Since u0 6= 0, we have (q0 · · · qt0−1)
−1(q1 · · · qt0)
−1 · · · (qm−1 · · · qm−2+t0)
−1 = (−1)ms0 . Let ζ =
q0q1 · · · qm−1, then ζt0 = (−1)ms0 . Similarly, ζs0 = (−1)mt0 .
Proposition 2.2. If ζ is not a root of unity, then Zgr(E(Γq)) = k.
Proof. For any element z ∈ Zgr(E(Γq)), if the length of z is not zero, then ζt0 = (−1)ms0
and ζs0 = (−1)mt0 . Since ζ is not a root of unity, then s0 = t0 = 0, this yields a contradiction.
Thus the length of z is zero. By Lemma 2.1 we have z ∈ k. On the other hand, it is evident that
k ⊆ Zgr(E(Γq)), therefore, Zgr(E(Γq)) = k as desired. 
Now we assume that ζ is a primitive d-th root of unity, that is, d ≥ 1 is the minimal integer
such that ζd = 1. The proof of the following proposition is similar to that of [19, Prop.2.4, 2.5]
and hence we omit all the details and leave only the sketch of the proof.
Proposition 2.3. Suppose that ζ is a primitive d-th root of unity. Then
Zgr(E(Γq)) ∼=
{
(k[x, y, w]/〈w2m − ǫdxy〉)x∗ , if m is odd, chark 6= 2, and d ≡ 2(mod 4);
(k[x, y, w]/〈wm − ǫdxy〉)x∗ , otherwise.
5where (k[x, y, w]/〈wp − ǫdxy〉)x∗ denotes the subalgebra of k[x, y, w]/〈wp − ǫdxy〉 that does not
contain the subspace spanned by the xi for i = 1, 2, · · · , and
ǫd =


∏m−1
l=1
∏ld
k=1(−1)
md/2(qk · · · qk+d−1)−1, if m is even or chark = 2;∏m−1
l=1
∏ld
k=1(qk · · · qk+d−1)
−1, if m is odd, chark 6= 2, and d ≡ 0(mod 4);∏2m−1
l=1
∏ld/2
k=1(qk · · · qk+d/2−1)
−1, if m is odd, chark 6= 2, and d ≡ 2(mod 4);∏m−1
l=1
∏2ld
k=1(qk · · · qk+2d−1)
−1, if m is odd, chark 6= 2, and d is odd.
Proof.∗ Clearly, k ⊆ Zgr(E(Γq)). Note that Zgr(E(Γq)) \ k = {z =
∑m−1
i=0 uiγ
s0
i δ
t0
i ∈
Zgr(E(Λq)) | ui ∈ k, t0 ≥ 1} by the remark above.
Case 1. m is even or chark = 2. With a similar but lengthy analysis as in [19, Prop.2.4],
any homogeneous element z ∈ Zgr(E(Γq)) \ k can be written as
z = u0
(m−1∑
i=0
(−1)is
i∏
k=1
(qk · · · qk+s−1)
−1γsi δ
s
i
)(m−1∑
i=0
γdmi
)α(m−1∑
i=0
δdmi
)α+h
, (2-2)
where s = ld for 0 ≤ l ≤ m−1. Set w =
∑m−1
i=0 (−1)
id
∏i
k=1(qk · · · qk+d−1)
−1γdi δ
d
i , x =
∑m−1
i=0 γ
md
i ,
y =
∑m−1
i=0 δ
md
i and ǫd = (−1)
md/2
∏m−1
l=1
∏ld
k=1(qk · · · qk+d−1)
−1. Then wm = ǫdxy. Moreover,
by the formula (2-2), any homogeneous element z =
∑m−1
i=0 uiγ
s0
i δ
t0
i ∈ Zgr(E(Γq)) \ k can be
written as a scalar multiple of xiyjwl with j + l > 0 since t0 ≥ 1. The condition j + l > 0
implies that xi, i ≥ 1, does not belong to Zgr(E(Γq)). With the same argument as in [19, Lemma
2.3], the elements x, y, w don’t have additional relation except wm = ǫdxy in Zgr(E(Γq)). So
Zgr(E(Γq)) ∼= (k[x, y, w]/〈wm − ǫdxy〉)x∗ .
Case 2. m is odd and chark 6= 2.
(i) If d is odd, writing t0 = αdm + t, s0 = βdm + s, then any homogeneous element z ∈
Zgr(E(Γq)) \ k can be written as
z = u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1γ
dl/2
i δ
dl/2
i (
m−1∑
i=0
γ2dmi )
α/2(
m−1∑
i=0
δ2dmi )
β/2, or
z = u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1γ
d(l/2+m)
i δ
d(l/2+m)
i (
m−1∑
i=0
γ2dmi )
(α−1)/2(
m−1∑
i=0
δ2dmi )
(β−1)/2
depending on whether α is even or odd. Set w =
∑m−1
i=0
∏i
k=1(−1)
i(qk · · · qk+2d−1)−1γ2di δ
2d
i ,
x =
∑m−1
i=0 γ
2md
i , y =
∑m−1
i=0 δ
2md
i and ǫd =
∏m−1
l=1
∏2dl
k=1(qk · · · qk+2d−1)
−1. Then wm = ǫdxy.
Moreover, any homogeneous element z ∈ Zgr(E(Γq)) \ k can be written as a scalar multiple of
xiyjwl with j + l > 0. And there is no additional relation in Zgr(E(Γq)) except w
m = ǫdxy.
(ii) If d is even and d ≡ 0(mod 4), then any homogeneous element z ∈ Zgr(E(Γq)) \ k can be
written as
z = u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1γ
dl/2
i δ
dl/2
i (
m−1∑
i=0
γdmi )
α(
m−1∑
i=0
δdmi )
β .
Set w =
∑m−1
i=0
∏i
k=1(qk · · · qk+d−1)
−1γdi δ
d
i , x =
∑m−1
i=0 γ
md
i , y =
∑m−1
i=0 δ
md
i and ǫd =
∏m−1
l=1
∏dl
k=1
(qk · · · qk+d−1)−1. Then wm = ǫdxy. And we can write homogeneous element z ∈ Zgr(E(Γq))
which is not in k as a scalar multiple of xαyβwl/2 with β + l/2 > 0. In particular, any scalar
multiple of xi does not lie in Zgr(E(Γq)), for i = 1, 2, · · · . Also, there is no additional relation in
Zgr(E(Γq)) except w
m = ǫdxy.
∗For the referee’s convenience, we leave the complete proof of the proposition in the appendix.
6(iii) If d is even and d ≡ 2(mod 4), then we can write any homogeneous element z ∈ Zgr(E(Γq))
that is not in k as
z = u0
m−1∑
i=0
i∏
k=1
(−1)il(qk · · · qk+dl/2−1)
−1γ
dl/2
i δ
dl/2
i (
m−1∑
i=0
γdmi )
α(
m−1∑
i=0
δdmi )
β .
Set w =
∑m−1
i=0
∏i
k=1(−1)
i(qk · · · qk+d/2−1)
−1γ
d/2
i δ
d/2
i , x =
∑m−1
i=0 γ
md
i , y =
∑m−1
i=0 δ
md
i and ǫd =∏2m−1
l=1
∏dl/2
k=1(qk · · · qk+d/2−1)
−1, then w2m = ǫdxy. And we can write homogeneous element z ∈
Zgr(E(Γq)) which is not in k as a scalar multiple of x
αyβwl with β + l > 0, which implies that
any scalar multiple of xi does not lie in Zgr(E(Γq)), for i = 1, 2, · · · . Again, there is no additional
relation in Zgr(E(Γq)) except w
2m = ǫdxy. 
By [9, 28], we know that HH∗(Γq)/N ∼= Zgr(E(Γq))/NZ , where NZ denotes the ideal of
Zgr(E(Γq)) generated by all nilpotent elements. It follows directly from the above two propositions
that NZ = 0. As a result, we have, in fact, characterized the structure of HH
∗(Γq)/N and provided
more counterexamples to Snashall-Solberg’s conjecture by the following theorem.
Theorem 2.4. Let q = (q0, q1, · · · , qm−1) ∈ (k∗)m, and ζ = q0q1 · · · qm−1. If ζ is a not root of
unity, then HH∗(Γq)/N ∼= k; If ζ is a root of unity, then HH
∗(Γq)/N ∼= Zgr(E(Γq)) is not finitely
generated as algebra.
Proof. From the proposition 2.3, we know that if ζ is a root of unity, then HH∗(Γq)/N ∼=
(k[x, y, w]/〈wp − ǫxy〉)x∗ . Note that xiy lies in (k[x, y, w]/〈wp − ǫxy〉)x∗ but xi does not, for i =
1, 2, · · · , then xiy can not be generated by the elements of lower degree in (k[x, y, w]/〈wp−ǫxy〉)x∗ ,
and thus HH∗(Γq)/N is not finitely generated algebra when ζ is a root of unity. 
3. The Hochschild cohomology ring of Λm,nq
Throughout this section, we assume Λm,nq = kQ¯/Iq, where Q¯ is a torus-like finite quiver which
has mn vertices {(i, j) | i ∈ Zn, j ∈ Zm}, and 2mn arrows: {aij : (i, j) → (i, j + 1)} ∪ {bij :
(i, j) → (i + 1, j)} pictured as in Figure 2, and Iq = 〈aijai,j+1, bijbi+1,j, aijbi,j+1 + qijbijai+1,j |
i ∈ Zn, j ∈ Zm〉, qij ∈ k∗. Denote by eij the idempotent of Λm,nq at the vertex (i, j). Note that
Λm,nq is the Zn × Zm-Galois covering algebra of the quantized exterior algebra Aq if qij = q00 for
i ∈ Zn, j ∈ Zm.
For x ∈ {e, a, b}, define xij < xpl if and only if i < p or i = p but j < l; and set ei1j1 <
ai2j2 < bi3j3 . Then the length-left-lexicographic order provides an admissible order for kQ¯, and
R = {aijai,j+1, bijbi+1,j , aijbi,j+1+qijbijai+1,j} forms a noncommutative quadratic reduced Gro¨ber
basis of the ideal Iq = 〈aijai,j+1, bijbi+1,j , aijbi,j+1+qijbijai+1,j〉, thus Λ
m,n
q is a Koszul algebra[26,
27].
In this section, we first construct a minimal projective bimodule resolution of Λm,nq , and then
determine the structure of Hochschild cohomology ring of Λm,nq when m = n and ξ =
∏n−1
i,j=0 qij
is not a root of unity, and thus provide another family of counterexamples to Happel’s conjecture.
For the convenience of notations, we denote by Λnq the algebra Λ
n,n
q unless otherwise specified in
this section. If n = 1, then Λ1q is just the quantized exterior algebra Aq; if n = 2, the Hochschild
homology and cohomology of Λ2q have been considered in [30] and the k-dimension of HH
∗(Λ2q) is
4 in the case that q is not a root of unity. From now on we assume n ≥ 3 in this section.
Let
g0 = {g00,i,j = eij};
g1 = {g10,i,j = aij , g
1
1,i,j = bij};
g2 = {g20,i,j = aijai,j+1, g
2
1,i,j = aijbi,j+1 + qijbijai+1,j , g
2
2,i,j = bijbi+1,j}.
7.
 

.
 

.
 

.
 

.
 

.
.
 

.
 

.
 

.
 

.
 

.
.
 

.
 

.
 

.
 

.
 

.
. 

.
 

.
 

.
 

.
 

.
.
 
 .
 
 .
 
 .
 
 .
 
 .
.
 
 .
 
 .
 
 .
 
 .
 
 .
.
 
 .
 
 .
 
 .
 
 .
 
 .
.
 
 .
 
 .
 
 .
 
 .
 
 .
.
 
 .
 
 .
 
 .
 
 .
 
 .
. . . . . .
.
 

.
 

.
 

.
 

.
 

.
. . . . . .
.
 

.
 

.
 

.
 

.
 

.
.
 
 .
 
 .
 
 .
 
 .
 
 .
(0,1)
(0,0)
(0,m-1)
(0,2)
(1,1)
(1,2)
(1,0)
(1,m-1)
(n-1,1)
(n-1,0)
(n-1,m-1)
(n-1 ,2
 )bn-2,1
bn-2,0
bn-2,m-1
bn-2,2
b1,1
b1,2
b1,0
b1,m-1
a0,0
a0,m-1
a0,1
bn-1,1 b0,1
Figure 2. The quiver Q¯
Moreover, we set gl−1,i,j = 0 = g
l
l+1,i,j , and when l ≥ 3, g
l = {glpij | 0 ≤ p ≤ l}, where
glpij = aijg
l−1
p,i,j+1 + qijqi,j+1 · · · qi,j+l−p−1bijg
l−1
p−1,i+1,j . (3-1)
Define Pl = Λ
n
q ⊗E kg
l ⊗E Λnq , where Λ
n
q = E ⊕ r and E
∼= Λnq /r
∼= k × k × · · · × k. We denote
⊗E by ⊗ for legibility. Set g˜lpij = 1⊗g
l
pij⊗1 for 0 ≤ p ≤ l, l = 0, 1, 2, · · · and define dl : Pl → Pl−1
for l ≥ 1 as follows
dl(g˜
l
pij) = aij g˜
l−1
p,i,j+1 + qijqi,j+1 · · · qi,j+l−p−1bij g˜
l−1
p−1,i+1,j + (−1)
lg˜l−1p−1,i,jbi+p−1,j+l−p
+(−1)lqi,j+l−p−1 · · · qi+p−1,j+l−p−1 g˜
l−1
p,i,jai+p,j+l−p−1.
Lemma 3.1. The complex (P, d)
· · · → Pl+1
dl+1
−→ Pl
dl−→ · · ·
d3−→ P2
d2−→ P1
d1−→ P0 → 0
is a minimal projective bimodule resolution of Λnq .
Proof. Let X = span{aij , bij | i, j ∈ Zn}. Since Λnq is Koszul, it suffices to prove that the set
gl forms a k-basis of Kl := ∩s+t=l−2XsRXt by [31, Sec.9], where, by abuse of notation, R stands
for the k-space spanned by the set {aijai,j+1, bijbi+1,j , aijbi,j+1 + qijbijai+1,j | i, j ∈ Zn}.
We will first show that gl ⊆ Kl by induction on l. It is clear when l = 2. Assume that it holds
for l − 1. It is not difficult but lengthy to verify that
glpij = g
l−1
p−1,i,jbi+p−1,j+l−p + qi,j+l−p−1 · · · qi+p−1,j+l−p−1g
l−1
p,i,jai+p,j+l−p−1, 0 ≤ p ≤ l.
Then by the formula (3-1) and the above formula, we have gl ⊆ XKl−1 ∩Kl−1X ⊆ Kl.
On the other hand, each element glpij in g
l contains exactly p many b-class arrows, and hence
the elements in gl are linearly independent. Moreover, the Koszul dual of Λnq is just the quadratic
dual kQ¯op/I⊥q , where I
⊥
q = 〈(aijbi,j+1)
o − q−1ij (bijai+1,j)
o〉, so the Betti numbers of a minimal
projective bimodule resolution of Λnq are {bl = (l + 1)n
2}, and thus dimKl = (l + 1)n2, which
coincides with the number of elements in gl.
The differential d is obtained from [32] directly. The proof is completed. 
In order to compute the Hochschild cohomology of Λnq when ξ is not a root of unity, we first
recall some notations from [29]. We say a path α is uniform if there exist (i, j), (i′, j′) ∈ Q¯0, such
8that α = eijαei′j′ . Two paths α and β are said to be parallel, and denoted by α//β, provided
that they have the same source and target. If X and Y are sets of some uniform paths in Q¯, then
X//Y := {(α, β) ∈ X × Y | α//β} and we denote by k(X//Y ) the k-vector space with the set
X//Y as basis.
Applying the functor Hom(Λnq )e(−,Λ
n
q ) to the minimal projective bimodule resolution (P, d) of
Λnq , we obtain the Hochschild cochain complex C
∗(P):
0→ Hom(Λnq )e(P0,Λ
n
q )
d1
−→ · · ·
dn
−→ Hom(Λnq )e(Pn,Λ
n
q )
dn+1
−→ Hom(Λnq )e(Pn+1,Λ
n
q )
dn+2
−→ · · · ,
where di := Hom(Λnq )e(di,Λ
n
q ), i = 0, 1, 2, · · · .
Let B = {eij , aij , bij , aijbi,j+1 | i, j ∈ Zn} be a k-basis of Λnq . Thanks to the isomorphism in
[29], that is, k(gl//B)
φ
∼= Hom(Λnq )e(Pl,Λ
n
q ), where φ : (g
l
pij , x) 7→ f(glpij ,x), x ∈ B, and f(glpij ,x)(1⊗
gl
p′ i′ j′
⊗ 1) = δpij,p′ i′ j′x. Here δpij,p′ i′ j′ denotes the Kronecker sign, that is, δpij,p′ i′ j′ = 1 if
(p, i, j) = (p′, i′, j′) (i.e. p = p
′
, i = i
′
, j = j
′
) and 0 otherwise. Under the isomorphism the
complex (C∗(P), d∗) changes into
(M•, δ•) = 0→ k(g0//B)
δ1
−→ · · ·
δl
−→ k(gl//B)
δl+1
−→ k(gl+1//B)
δl+2
−→ · · · ,
where
δl(gl−1pij , x) = φ
−1dlφ(gl−1pij , x)
= (glp,i,j−1, ai,j−1x) + qi−1,j · · · qi−1,j+l−p−2(g
l
p+1,i−1,j , bi−1,jx) + (−1)
l(glp+1,i,j , xbi+p,j+l−p−1)
+(−1)lqi,j+l−p−1 · · · qi+p−1,j+l−p−1(glp,i,j , xai+p,j+l−p−1).
By definition, we know that HHl(Λnq ) = Kerδ
l+1/Imδl, thus
dimkHH
l(Λnq ) = dimkKerδ
l+1 − dimkImδ
l
= dimkM
l − dimkImδ
l+1 − dimkImδ
l.
Since the set B = {eij , aij , bij , aijbi,j+1} is a k-basis of Λnq , the elements in (g
l//B) has the form
of (glpij , x) with x ∈ B. Note that l stands for the length of g
l
pij and p describes the number of
b-class arrows appearing in each monomial of glpij , and g
l
pij is uniform with the source (i, j) and
the target (i+ p, j + l − p). Thus (glpi′j′//eij) implies (i
′, j′) = (i, j) and l = l0n, p = un for some
integers u, l0 with 0 ≤ u ≤ l0. Similarly, the elements in g• parallel to aij , bij , aijbi,j+1 have the
form of gl0n+1un,i,j , g
l0n+1
un+1,i,j , g
l0n+2
un+1,i,j respectively, where 0 ≤ u ≤ l0. Therefore,
dimkM
l = dimk(Γl//B) =


(l0 + 1)n
2, if l = l0n;
2(l0 + 1)n
2, if l = l0n+ 1;
(l0 + 1)n
2, if l = l0n+ 2;
0, otherwise.
(3-2)
Since M l0n+2 = k(gl0n+2//B) = k{(gl0n+2un+1,i,j, aijbi,j+1) | 0 ≤ u ≤ l0, i, j ∈ Zn}, we have δ
l0n+3 = 0
by the definition of δ•. Also, for 3 < i ≤ n, δl0n+i = 0 since M l0n+i−1 = 0. Thus the complex
(M•, δ•) has the forms of
0→M0
δ1
−→M1
δ2
−→M2
0
−→ · · ·
0
−→M l0n
δl0n+1
−→ M l0n+1
δl0n+2
−→ M l0n+2
0
−→ · · · ,
where M l = k(gl//B). So it suffices to consider dimkImδl0n+1 and dimkImδl0n+2.
The order < on B induces an order on (gl//B) as follows: (glpij , x) ≺ (g
l
p′i′j′ , x
′) if and only
if p < p′, or p = p′ but x < x′. By abuse of notation, we denote still by δl the matrix of the
differential δl under the ordered bases above. Then by the description of δl, δl0n+1 and δl0n+2 have
9the following form respectively:
δl0n+1 =


A0
B0
A1
B1
. . .
. . .
Al0
Bl0


; δl0n+2 =


C0 D0
C1 D1
. . .
. . .
Cl0 Dl0

 ,
where Ai = diag{Ai0, Ai1, · · ·Ai,n−1}, and if we set ri =
∏n−1
j=0 qij , cj =
∏n−1
i=0 qij , then
Aij =


(−1)lci0 1
(−1)lci1
. . .
. . . 1
1 (−1)lcin−1


n×n
;
Bi =


(−1)lIn r
l0−i
0 In
(−1)lIn
. . .
. . . rl0−in−2In
rl0−in−1In (−1)
lIn


n2×n2
;
Ci =


(−1)lIn −r
l0−i
0 In
(−1)lIn
. . .
. . . −rl0−in−2In
−rl0−in−1In (−1)
lIn


n2×n2
,
where In denotes the identity matrix of size n× n; Di = diag{Di0, Di1, · · · , Di,n−1}, and
Dij =


(−1)l+1ci0 1
(−1)l+1ci1
. . .
. . . 1
1 (−1)l+1cin−1


n×n
.
Lemma 3.2. Suppose that n ≥ 3 and ξ is not a root of unity. Then
dimkImδ
l0n+1 = dimkImδ
l0n+2 =
{
n2 − 1, if l0 = 0;
(l0 + 1)n
2, otherwise.
Proof. We first consider the matrix δl0n+1. Since, for 0 < i ≤ l0, det(Ai) = (det(Ai0))n =
((−1)nlξi + (−1)n+1)n 6= 0 by the condition that ξ is not a root of unity, the last l0n2 columns of
δl0n+1 are linearly independent. We assert that
rank
(
B0
A0
)
=
{
n2, if l0 > 0;
n2 − 1, if l0 = 0.
10
Indeed, by adding (−1)l+1rl0i -multiple of the (i+1)-th block-column of B0 to the (i+2)-th block-
column of B0 in turn for i = 0, 1, . . . , n− 2, we obtain
B0 −→


(−1)lIn
. . .
(−1)lIn
rl0n−1In · · · (−1)
(l+1)(n−2)(rn−1r1 · · · rn−3)l0In (−1)(l+1)(n−1)ξl0In + (−1)lIn

 .
Thus det(B0) =
(
(−1)(l+1)(n−1)ξl0 + (−1)l
)n
, which is nonzero if l0 > 0. Thus rank
(
B0
A0
)
= n2
in the case when l0 > 0. If l0 = 0, by adding the (i + 1)-th block-column to the (i + 2)-th
block-column in turn for i = 0, 1, . . . , n− 2, we obtain
(
B0
A0
)
−→


−In
. . .
−In
In · · · In 0
A00 A00
. . .
...
A0,n−2 A0,n−2
A0,n−1


.
Since A00 = A01 = · · · = A0,n−1 and rankA00 = n− 1, we have rankδl0n+1 = rank δ1 = n2 − 1 in
the case when l0 = 0 as desired. Therefore,
dimkImδ
l0n+1 = rank δl0n+1 = l0n
2 + rank
(
B0
A0
)
=
{
n2 − 1, if l0 = 0;
(l0 + 1)n
2, otherwise.
We complete the proof of the first part of this lemma.
Next, we consider the rank of δl0n+2. With a similar argument as for δl0n+1, det(Di) =
(det(Di0))
n = ((−1)n(l+1)ξi + (−1)n+1)n 6= 0 for 0 < i ≤ l0 since ξ is not a root of unity.
Therefore, the last l0n
2 rows of δl0n+2 are linearly independent and it suffices to consider the rank
of (D0|C0). We claim that
rank
(
D0 C0
)
=
{
n2, if l0 > 0;
n2 − 1, if l0 = 0.
In fact, by adding (−1)lrl0i -multiple of the (i+2)-th block-row of C0 to the (i+1)-th block-row of
C0 in turn for i = n− 2, n− 1, . . . , 0, we obtain
C0 −→


−(−1)l(n−1)ξl0In + (−1)lIn
−(−1)l(n−2)(rn−1 · · · r1)l0In (−1)lIn
...
. . .
−rl0n−1In (−1)
lIn

 .
So det(C0) =
(
− (−1)l(n−1)ξl0 + (−1)l
)n
6= 0, if l0 > 0. Thus rank(D0|C0) = n2 in the case when
l0 > 0. If l0 = 0, then, by adding the (i + 1)-th block-row to the (i + 2)-th block-row in turn for
i = 0, 1, . . . , n− 2, we obtain
(D0|C0) −→


D00 In
. . .
...
. . .
D0,n−2 In In
D00 · · · D0,n−2 D0,n−1 0 · · · 0 0

 .
11
Since D00 = D01 = · · · = D0,n−1 and rankD00 = n− 1, we have rankδl0n+2 = rank δ2 = n2 − 1 in
the case when l0 = 0, which proves our claim. Therefore,
dimkImδ
l0n+2 = rank δl0n+2 = l0n
2 + rank(D0|C0) =
{
n2 − 1, if l0 = 0;
(l0 + 1)n
2, otherwise.

With the help of Lemma 3.2, we immediately have the following theorem.
Theorem 3.3. If n ≥ 3 and ξ is not a root of unity, then we have
dimkHH
l(Λnq ) =


1, if l = 0 or 2;
2, if l = 1;
0, otherwise.
Thus HH∗(Λnq ) is a finite dimensional algebra of dimension 4.
Proof. It follows directly from Lemma 3.2 and the formula
dimkHH
l(Λnq ) = dimkM
l − dimkImδ
l+1 − dimkImδ
l.

Remark. Note that our result still holds true for n = 2 (cf. [30]). Moreover, it also shows
that, when ξ is not a root of unity, Λnq provides a family of counterexamples to Happel’s question
as expected.
Corollary 3.4. If ξ is not a root of unity, then HH∗(Λnq )
∼= ∧(u, v), the exterior algebra.
Proof. For legibility, we do not distinguish the parallel path in M l with its image in HHl(Λnq ).
Moreover, it is straightforward to calculate that HH0(Λnq ) = span{
∑
i,j(g
0
0ij , eij)}
∼= k, HH1(Λnq ) =
span{
∑
i,j(g
1
0ij , aij),
∑
i,j(g
1
1ij , bij)}, HH
2(Λnq ) = span{
∑
i,j(g
2
1ij , aijbi,j+1)}. Under the isomor-
phism φ : k(gl//B) → Hom(Λnq )e(Pl,Λ
n
q ), we have f
1
a =
∑
i,j f(g10ij ,aij) and f
1
b =
∑
i,j f(g11ij ,bij)
also form a k-basis of HH1(Λnq ), and f
2
ab =
∑
i,j f(g21ij ,aijbi,j+1) a k-basis of HH
2(Λnq ). We define
bimodule maps
ψ0 : P1 → P0,
{
g˜10,i,j 7→ 0,
g˜11,i,j 7→ bij g˜
0
0,i+1,j ;
ψ1 : P2 → P1,


g˜20,i,j 7→ 0,
g˜21,i,j 7→ −qijbij g˜
1
0,i+1,j;
g˜22,i,j 7→ −bij g˜
1
1,i+1,j
Now it is easy to check that the following diagram is commutative:
P2
d2
//
ψ1

P1
ψ0

f1b
  A
A
A
A
A
A
A
A
P1
d1
//
f1a @
@
@
@
@
@
@
@
P0
µ
// Λnq
Λnq
where µ is the multiplication. Thus the composition f1aψ1 : P2 → Λ
n
q is just the Yoneda product
f1a ∗ f
1
b in HH
2(Λnq ), which is f
2
ab and thus is nonzero in HH
2(Λnq ). By the graded commutativity of
HH∗(Λnq ), we have f
1
a ∗f
1
b = −f
1
b ∗f
1
a , and f
1
a ∗f
1
a = 0 = f
1
b ∗f
1
b when chark 6= 2. These still hold by
a direct calculation when chark = 2. Denote u = f1a , v = f
1
b for simplicity. So HH
∗(Λnq )
∼= ∧(u, v).
12
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Figure 3. The quiver Q˜
4. The graded center of E(Γm,nq )
Let Γm,nq = kQ˜/I˜q, where Q˜ is a wheel-like finite quiver withmn+1 vertices: {(i, j) | i ∈ Zn, j ∈
Zm} ∪ {−1} , and 3mn arrows: {aij : (i, j)→ (i, j + 1)} ∪ {bij : (i, j)→ (i+ 1, j)} ∪ {cij : (i, j)→
−1}(see Figure 3), and I˜q = 〈aijai,j+1, bijbi+1,j , aijci,j+1, aijbi,j+1 + qijbijai+1,j〉, qij ∈ k∗. In
fact, the algebra Γm,nq can be regarded as a one-point coextension of the algebra Λ
m,n
q defined in
the previous section. Throughout this section, we assume that η =
∏n−1
i=0
∏m−1
j=0 qij , and denote
by eij the idempotent of Λ
m,n
q at the vertex (i, j) and by e−1 the idempotent at the vertex −1.
In this section, we will describe the graded center of E(Γm,nq ) by applying Snashall and Taillefer’s
method in [19] to the algebra Γm,nq .
In a similar way to the previous sections, we can show that Γm,nq is a Koszul algebra. Moreover,
its Koszul dual E(Γm,nq ) = kQ˜
op/I˜⊥q , where I˜
⊥
q = 〈(bijci+1,j)
o, (aijbi,j+1)
o − q−1ij (bijai+1,j)
o〉 and
xo denotes the arrow in Q˜op corresponding to x in Q˜. Moreover, E(Γm,nq ) can be viewed as a
quotient of kQ˜ modulo the ideal generated by bijci+1,j , aijbi,j+1 − q
−1
ij bijai+1,j for i ∈ Zn, j ∈ Zm.
Denote still by Zgr(E(Γ
m,n
q )) the graded center of E(Γ
m,n
q ).
In this section, we do not differentiate the path in kQ˜ and its image in E(Γm,nq ). Since eijz =
zeij and e−1z = ze−1 for any z ∈ Zgr(E(Γ
m,n
q )), we can write z =
n−1∑
i=0
m−1∑
j=0
eijzeij + e−1ze−1. Let
αij and βij denote the path aijai,j+1 · · · ai,j+m−1 and bijbi+1,j · · · bi+n−1,j respectively. Using the
relation aijbi,j+1 = q
−1
ij bijai+1,j for i ∈ Zn, j ∈ Zm repeatedly, an element z satisfying z = eijzeij
can be written as the form z = uijα
sij
ij β
tij
ij for some uij ∈ k. Moreover, e−1ze−1 = e−1.
Noting that Zgr(E(Γ
m,n
q )) can be generated by some elements which are length homogeneous,
we denote by |z| the length of such an element z and z must satisfy the following additional
conditions:
(1) aijz = (−1)|z|zaij, for i ∈ Zn, j ∈ Zm;
(2) bijz = (−1)|z|zbij , for any i ∈ Zn, j ∈ Zm;
(3) cijz = (−1)|z|zcij, for any i ∈ Zn, j ∈ Zm.
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Lemma 4.1. For any homogeneous element z ∈ Zgr(E(Γm,nq )), we have z ∈ k or z can be
written as
z =
n−1∑
i=0
m−1∑
j=0
uijα
s0
ij β
t0
ij
with uij = (−1)
(i+j)(ms0+nt0)(
∏j−1
l=0
∏n−1
p=0 q
t0
pl )(
∏i−1
p=0
∏m−1
l=0 q
−s0
pl )u00 ∈ k
∗ and t0 ≥ 1. Moreover,
ηt0 = (−1)m(ms0+nt0), ηs0 = (−1)n(ms0+nt0).
Proof. We consider the condition (1). If |z| = 0, then z =
∑n−1
i=0
∑m−1
j=0 uijeij + u−1e−1 with
uij , u−1 ∈ k, and aijz = (−1)|z|zaij implies that uij = ui,j+1 for i ∈ Zn, j ∈ Zm. If |z| 6= 0, then z
has the form z =
∑n−1
i=0
∑m−1
j=0 uijα
sij
ij β
tij
ij with msij + ntij = ms00 + nt00. Moreover,
aijz = aij · ui,j+1α
si,j+1
i,j+1 β
ti,j+1
i,j+1 = (qij · · · qi+n−1,j)
−ti,j+1ui,j+1α
si,j+1
ij β
ti,j+1
ij aij ,
and zaij = uijα
sij
ij β
tij
ij aij . Thus the equality aijz = (−1)
|z|zaij implies that sij = si,j+1, tij =
ti,j+1 and ui,j+1 = (−1)ms00+nt00(qij · · · qi+n−1,j)ti,j+1uij . Recursively, we have u0,0 = u0,m =
(−1)m(ms00+nt00)ηt00u00.
Similarly, the condition (2) implies that if |z| = 0, then ui+1,j = uij . Thus we have z =
u00
∑n−1
i=0
∑m−1
j=0 eij + u−1e−1 with u00, u−1 ∈ k. Moreover, if |z| 6= 0, then si+1,j = sij , ti+1,j =
tij and (−1)ms00+nt00(qij · · · qi,j+m−1)−sijuij = ui+1,j. Moreover, we have that u0,0 = un,0 =
(−1)n(ms00+nt00)η−s00u00 recursively. For legibility of notations, we denote s00 and t00 by s0 and
t0 respectively. So, taking the condition (1) into consideration, we have sij = s0, tij = t0, and
z =
∑n−1
i=0
∑m−1
j=0 uijα
s0
ij β
t0
ij with uij = (−1)
(i+j)(ms0+nt0)(
∏j−1
l=0
∏n−1
p=0 q
t0
pl)(
∏i−1
p=0
∏m−1
l=0 q
−s0
pl )u00.
Moreover, Since u00 6= 0, we have ηt0 = (−1)m(ms0+nt0) and ηs0 = (−1)n(ms0+nt0).
Finally, we consider the condition (3). If |z| = 0, then u−1cij = cijz = zcij = u00cij , which
yields u00 = u−1, and thus z = u00 ∈ k. If |z| 6= 0, then z =
∑n−1
i=0
∑m−1
j=0 uijα
s0
ij β
t0
ij . Thus
0 = cijz = (−1)
|z|zcij forces t0 ≥ 1 as desired because βijcij lie in I˜
⊥
q but αijcij do not for
i ∈ Zn, j ∈ Zm. The proof of this lemma is finished. 
With a similar argument as in the proof of Proposition 2.2, if z /∈ k, then ηt0 = (−1)m(ms0+nt0)
and ηs0 = (−1)n(ms0+nt0), which implies that η is a root of unity. Thus we immediately have
Proposition 4.2. If η is not a root of unity, then Zgr(E(Γ
m,n
q )) = k.
Proposition 4.3. Let η =
∏n−1
i=0
∏m−1
j=0 qij be a primitive d-th root of unity. If chark = 2 or
m,n are even, then Zgr(E(Γ
m,n
q ))
∼= k ⊕ k[x, y]y.
Proof. In the case that chark = 2 or m,n are even, we have ηs0 = ηt0 = 1, and thus d|s0, d|t0
since η is a primitive d-th root of unity. We assume s0 = sd, t0 = td for some integers s ≥ 0 and
t ≥ 1 by t0 = td ≥ 1.
Recall that for any homogeneous element z ∈ Zgr(E(Γm,nq )), if z /∈ k, then
z = u00
n−1∑
i=0
m−1∑
j=0
(−1)(i+j)(ms0+nt0)(
i−1∏
p=0
m−1∏
l=0
q−s0pl )(
j−1∏
l=0
n−1∏
p=0
qt0pl )α
s0
ij β
t0
ij
= u00
n−1∑
i=0
m−1∑
j=0
(
(
i−1∏
p=0
m−1∏
l=0
qpl)
−1αij
)s0(
(
j−1∏
l=0
n−1∏
p=0
qpl)βij
)t0
= u00
( n−1∑
i=0
m−1∑
j=0
(
i−1∏
p=0
m−1∏
l=0
qpl)
−1αij
)s0( n−1∑
i=0
m−1∑
j=0
(
j−1∏
l=0
n−1∏
p=0
qpl)βij
)t0
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= u00
( n−1∑
i=0
m−1∑
j=0
(
i−1∏
p=0
m−1∏
l=0
qpl)
−1αij
)sd( n−1∑
i=0
m−1∑
j=0
(
j−1∏
l=0
n−1∏
p=0
qpl)βij
)td
. (4-1)
Set x =
( n−1∑
i=0
m−1∑
j=0
(
∏i−1
p=0
∏m−1
l=0 qpl)
−1αij
)d
and y =
( n−1∑
i=0
m−1∑
j=0
(
∏j−1
l=0
∏n−1
p=0 qpl)βij
)d
. Then we have
yx = ηd
2
xy = xy by αijβij = ηβijαij , and thus z can be written as a scalar multiple of x
syt with
t ≥ 1. In addition, since {xsyl−s | 0 ≤ s ≤ l} is a linearly independent set for any fixed l, there is
no additional homogeneous relation in Zgr(E(Γ
m,n
q )), and hence Zgr(E(Γ
m,n
q ))
∼= k ⊕ k[x, y]y. 
Proposition 4.4. Suppose that η is a primitive d-th root of unity, chark 6= 2 and m,n have
the different parity. Then Zgr(E(Γ
m,n
q ))
∼= k ⊕ k[x, y]y.
Proof. Without loss of generality, we assume that n is even andm is odd. Then, by Lemma 4.1,
the equalities ηt0 = (−1)m(ms0+nt0) and ηs0 = (−1)n(ms0+nt0) imply ηs0 = 1 and ηt0 = (−1)ms0 .
And thus we can write s0 = sd for some integer s.
(i) If d is even, then ηt0 = (−1)ms0 = (−1)msd = 1, thus d|t0 as well. With the same argument
as that in the proof of Proposition 4.3 we have Zgr(E(Γ
m,n
q ))
∼= k ⊕ k[x, y]y as desired.
(ii) If d is odd, then η2t0 = 1, which implies that d|2t0 and thus d|t0. We assume that t0 = td
with t ≥ 1. Since 1 = ηt0 = (−1)ms0 and m is odd, we have s0 is even, and s0 = sd implies that s is
even as well. As what we have done in the proof of Proposition 4.3, for any homogeneous element
z ∈ Zgr(E(Γm,nq )) \ k, we have the equality (4-1). Set x =
( n−1∑
i=0
m−1∑
j=0
(
∏i−1
p=0
∏m−1
l=0 qpl)
−1αij
)2d
and y =
( n−1∑
i=0
m−1∑
j=0
(
∏j−1
l=0
∏n−1
p=0 qpl)βij
)d
. Then we have yx = η2d
2
xy = xy and z = u00x
s/2yt
with u00 ∈ k
∗, t ≥ 1 and s/2 = 0, 1, 2, · · · . Again, there is no additional homogeneous relation in
Zgr(E(Γ
m,n
q )). Therefore, Zgr(E(Γ
m,n
q ))
∼= k ⊕ k[x, y]y. 
Proposition 4.5. Let η be a primitive d-th root of unity. If chark 6= 2 and both m and n are
odd, then
Zgr(E(Γ
m,n
q ))
∼=
{
(k ⊕ k[x, y]y)ev, if d is odd;
k ⊕ k[x, y]y, otherwise,
where (k⊕k[x, y]y)ev denotes the subalgebra of k⊕k[x, y]y spanned by all even degree homogeneous
elements as k-vector space.
Proof. If chark 6= 2 and m,n are odd, then ηs0 = ηt0 = (−1)s0+t0 , and thus d|2s0, d|2t0.
(i) In the case that d is odd, we have d|s0 and d|t0. We assume that s0 = sd and t0 = td
for s ≥ 0 and t ≥ 1. Moreover, 1 = ηs0 = ηt0 = (−1)s0+t0 = (−1)s+t implies that s + t is
even. In a similar way to the proof of Proposition 4.3, set x =
( n−1∑
i=0
m−1∑
j=0
(
∏i−1
p=0
∏m−1
l=0 qpl)
−1αij
)d
and y =
( n−1∑
i=0
m−1∑
j=0
(
∏j−1
l=0
∏n−1
p=0 qpl)βij
)d
. Then we have that yx = ηd
2
xy = xy, and that z ∈
Zgr(E(Γ
m,n
q ))\k can be written as a scalar multiple of x
syt with t ≥ 1 and s+ t is even. Moreover,
yx = xy is the sole relation in Zgr(E(Γ
m,n
q )). So Zgr(E(Γ
m,n
q ))
∼= (k ⊕ k[x, y]y)ev.
(ii) If d is even, then (d/2)|s0 and (d/2)|t0. We write s0 = s(d/2) and t0 = t(d/2) with s ≥ 0
and t ≥ 1. By ηs0 = ηt0 = (−1)s0+t0 , we have ηs0+t0 = 1, which implies that d|s0 + t0. Since
s0 + t0 = d(s+ t)/2, we have s+ t is even. Thus 1 = (−1)d(s+t)/2 = (−1)s0+t0 = ηs0 = ηt0 , which
yields d|s0 and d|t0. Therefore, the rest of the proof in this case is the same as the proof of the
Proposition 4.3 and we omit it. So Zgr(E(Γ
m,n
q ))
∼= k ⊕ k[x, y]y. 
From the above four propositions, we haveNZ = 0, whereNZ denotes the ideal of Zgr(E(Γm,nq ))
generated by all nilpotent elements. By the isomorphism HH∗(Γq)/N ∼= Zgr(E(Γq))/NZ in [9, 28],
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we have HH∗(Γq)/N ∼= Zgr(E(Γq)). Therefore, as is shown in the following theorem, Γm,nq provides
more counterexamples to Snashall-Solberg’s conjecture.
Theorem 4.6. Let Γm,nq be the algebras defined in the beginning of this section. Then
HH∗(Γm,nq )/N
∼=


k, if η is not a root of unity;
(k ⊕ k[x, y]y)ev,
if chark 6=2, η is a d-th primitive root of unity
and d,m,n is odd;
k ⊕ k[x, y]y, otherwise.
As a consequence, if η is a root of unity, then HH∗(Γm,nq )/N is not finitely generated as algebra.
Proof. The first part of this theorem follows directly from Propositions 4.2-4.5, and the proof
of the second part is similar to that of Theorem 2.4. 
Remark. Our result is still true when m = 1 or n = 1. Moreover, if m = n = 1, the above
result coincides with that of [16, 17].
Appendix.
In this appendix we give a complete proof of Proposition 2.3, which is a bit subtle modification
of the proofs of the propositions 2.4 and 2.5 in [19].
Proof of Proposition 2.3. We divide into two cases to finish the proof.
Case 1. m is even or chark = 2. In this case we have ζt0 = ζs0 = 1. Since ζ is a primitive d-th
root of unity, d|s0 and d|t0. We recall that s0 ≡ t0(mod m), so t0 = rm + s0, for some integer r.
Moreover, we have u1 = (−1)
s0(q1 · · · qt0)
−1u0 = (−1)
t0(q1 · · · qs0)
−1u0. If m is even or chark = 2,
then (−1)s0 = (−1)t0 , and thus q1q2 · · · qs0 = q1q2 · · · qt0 . If s0 ≥ t0, then qt0+1qt0+2 · · · qs0 = 1; on
the other hand, if t0 ≥ s0, then qs0+1qs0+2 · · · qt0 = 1. So in both cases, we have ζ
r = 1, and thus
d|r. So we can write t0 = dhm+ s0 for some integer h.
For any z ∈ Zgr(E(Γq)), if z is not in k, z =
∑m−1
i=0 uiγ
s0
i δ
t0
i with t0 ≥ 1, and ui =
(−1)is0
∏i
k=1(qk · · · qk+t0−1)
−1u0 = (−1)it0
∏i
k=1(qk · · · qk+s0−1)
−1u0 for i = 1, 2, . . . ,m− 1.
(i) We first consider the case s0 = 0 and t0 ≥ 1. Then z =
∑m−1
i=0 uiδ
t0
i =
∑m−1
i=0 uiδ
dhm
i with
ui = (−1)it0u0 = u0, and thus
z =
m−1∑
i=0
u0δ
dhm
i = u0(
m−1∑
i=0
δdmi )
h.
(ii) When s0, t0 ≥ 1, without loss of generality, we may assume s0 ≤ t0. Then
z =
m−1∑
i=0
(−1)it0
i∏
k=1
(qk · · · qk+s0−1)
−1u0γ
s0
i δ
t0
i
=
m−1∑
i=0
(−1)is0
i∏
k=1
(qk · · · qk+s0−1)
−1u0γ
s0
i δ
s0
i δ
dhm
i
= u0
(m−1∑
i=0
(−1)is0
i∏
k=1
(qk · · · qk+s0−1)
−1γs0i δ
s0
i
)(m−1∑
i=0
δdmi
)h
.
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We assume s0 = αdm + s, 0 ≤ s ≤ dm − 1. Then (−1)s0 = (−1)s, and qkqk+1 · · · qk+s0−1 =
ζαdqkqk+1 · · · qk+s−1 = qkqk+1 · · · qk+s−1. And the above equality changes into
z = u0
(∑m−1
i=0 (−1)
is
∏i
k=1(qk · · · qk+s−1)
−1γαdm+si δ
αdm+s
i
)(∑m−1
i=0 δ
dm
i
)h
= u0
(∑m−1
i=0 (−1)
is
∏i
k=1(qk · · · qk+s−1)
−1γsi (
∑m−1
i=0 γ
αdm
i δ
αdm
i )δ
s
i
)(∑m−1
i=0 δ
dm
i
)h
= u0
(∑m−1
i=0 (−1)
is
∏i
k=1(qk · · · qk+s−1)
−1γsi δ
s
i
)(∑m−1
i=0 γ
dm
i
)α(∑m−1
i=0 δ
dm
i
)α+h
.
(A-1)
Since d|s0 and s0 = αdm+s, we have d|s and 0 ≤ s ≤ dm−1, and thus s ∈ {0, d, 2d, · · · , d(m−1)}.
We assume s = jd, and define
zj =
m−1∑
i=0
(−1)ijd
i∏
k=1
(qk · · · qk+jd−1)
−1γjdi δ
jd
i
for 0 ≤ j ≤ m. In particular, z0 = 1. Moreover, we have that
zjz1 =
(m−1∑
i=0
(−1)ijd
i∏
k=1
(qk · · · qk+jd−1)
−1γjdi δ
jd
i
)(m−1∑
i=0
(−1)id
i∏
k=1
(qk · · · qk+d−1)
−1γdi δ
d
i
)
=
m−1∑
i=0
(−1)i(j+1)d
i∏
k=1
(qk · · · qk+jd−1)
−1
i∏
k=1
(qk · · · qk+d−1)
−1γjdi δ
jd
i γ
d
i δ
d
i
= (−1)jd
jd∏
k=1
(qk · · · qk+d−1)
−1
(m−1∑
i=0
(−1)i(j+1)d
i∏
k=1
(qk · · · qk+(j+1)d−1)
−1γ
(j+1)d
i δ
(j+1)d
i
)
= (−1)jd
jd∏
k=1
(qk · · · qk+d−1)
−1zj+1.
Thus we have zj1 = (−1)
∑j−1
i=1
id(
∏j−1
l=1
∏ld
k=1(qk · · · qk+d−1)
−1)zj , for j = 1, 2, · · · ,m. In particular,
zm1 = (−1)
∑m−1
i=1
id
(m−1∏
l=1
ld∏
k=1
(qk · · · qk+d−1)
−1
)
zm
= (−1)md/2
(m−1∏
l=1
ld∏
k=1
(qk · · · qk+d−1)
−1
)(m−1∑
i=0
(−1)imd
i∏
k=1
(qk · · · qk+md−1)
−1γmdi δ
md
i
)
= (−1)md/2
(m−1∏
l=1
ld∏
k=1
(qk · · · qk+d−1)
−1
)(m−1∑
i=0
γmdi
)(m−1∑
i=0
δmdi
)
.
Set x =
∑m−1
i=0 γ
md
i , y =
∑m−1
i=0 δ
md
i , w = z1 =
∑m−1
i=0 (−1)
id
∏i
k=1(qk · · · qk+d−1)
−1γdi δ
d
i and
ǫd = (−1)md/2
∏m−1
l=1
∏ld
k=1(qk · · · qk+d−1)
−1. Then wm = ǫdxy. Moreover, by the formula (A-1),
we have z ∈ k or z has the form z = u′0w
jxαyα+hfor any homogeneous element z ∈ Zgr(E(Γq)),
where u′0 ∈ k, s0 = s + αdm = (j + αm)d > 0, that is, j + αm > 0, and thus j + α > 0.
Similarly, if s0 ≥ t0, then z = u′′0w
jxα+hyα wit hu′′0 ∈ k and j + α > 0. Therefore, in both cases,
any homogeneous element z ∈ Zgr(E(Γq)) \ k can be written as a scalar multiple of x
iyjwl with
j + l > 0 and wm = ǫdxy. In particular, any scalar multiple of x
i does not lie in Zgr(E(Γq)), for
i = 1, 2, · · · .
As what Snashall and Taillefer have done in [19, Lemma 2.3], we claim that the elements
x, y, w don’t have additional relation except wm = ǫdxy in Zgr(E(Γq)).
Indeed, since the elements xiyn−i have different degree, for i = 0, 1, · · · , n, thus they are lin-
early independent in Zgr(E(Γq)). So any additional relation in Zgr(E(Γq)) is length homogeneous
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of the form
f0(x, y) + f1(x, y)w + · · ·+ fm−1w
m−1 = 0, (A-2)
where fi(x, y) =
∑ni
j=0 kijx
jyni−j ∈ k[x, y], and |f0(x, y)| = |f1(x, y)|+ |w|, which implies n0|y| =
n1|y|+ |w|, and thus n0md = n1md+ 2d, that is, n0m = n1m+ 2.
If m = 1, then w = ǫdxy, and thus any element z ∈ Zgr(E(Γq)) can be generated by x, y. So
there is no additional relation in Zgr(E(Γq)).
Now we consider the case m ≥ 2. n0m = n1m + 2 implies m = 2 and n0 = n1 + 1. Then
|x| = |y| = |w| = 2d, and we may choose the minimal n0 such that f0(x, y) + f1(x, y)w = 0 with
|f0(x, y)| = 2n0d and |f1(x, y)| = 2(n0−1)d. Since xn0 /∈ Zgr(E(Γq)), f0(x, y) =
∑n0−1
j=0 k0jx
jyn0−j
and f1(x, y) =
∑n0−1
i=0 k1jx
jyn0−j−1. Then f20 (x, y) = f
2
1 (x, y)w
2 = ǫdf
2
1 (x, y)xy. Compar-
ing the coefficients of y2n0 and x2n0−1y, we have k00 = k1,n0−1 = 0, and then f1(x, y) =∑n0−2
j=0 k1jx
jyn0−j−1 and f0(x, y) = ǫ
−1
d f
′
0(x, y)w
2 with f
′
0(x, y) =
∑n0−1
j=0 k0,j+1x
jyn0−j−1, thus
ǫ−1d f
′
0(x, y)w + f1(x, y) = 0, which contradicts to the minimality of n.
Case 2. m is odd and chark 6= 2. By the conditions ζs0 = (−1)mt0 and ζt0 = (−1)ms0 , we
know that ζ2s0 = ζ2t0 = 1. Since ζ is a primitive d-th root of unity, d|2s0, and d|2t0. Recall
that s0 ≡ t0(mod m), that is, s0 = t0 + rm for some integer r, and u1 = (−1)s0(q1 · · · qt0)
−1u0 =
(−1)t0(q1 · · · qs0)
−1u0. If s0 ≥ t0, then qt0+1qt0+2 · · · qs0 = (−1)
s0−t0 ; on the other hand, if t0 ≥ s0,
then qs0+1qs0+2 · · · qt0 = (−1)
t0−s0 . So, in both cases, we have ζ2r = 1, and thus d|2r. Then
dm|2(t0 − s0). We assume that s0 = αdm + s and t0 = βdm + t, where 0 ≤ s, t ≤ dm − 1, then
dm|2(s− t), without loss of generality, we assume s ≥ t, then 2(s− t) = 0 or 2(s− t) = dm.
Now we assert that 2(s − t) = 0 and thus t = s. Otherwise, we will have 2(s − t) = dm.
Since m is odd and d is even, s − t and s0 − t0 have the same parity. Moreover, (−1)s0−t0 =
ζr = ζ(s0−t0)/m = ζ(α−β)d+(s−t)/m = ζ(s−t)/m = ζd/2 = −1. Therefore, s − t is odd and d/2 is
odd. We can also get the equality (−1)s0+t0 = (−1)m(s0+t0) = (−1)ms0(−1)mt0 = ζs0+t0 = ζs+t =
ζ2t+s−t = ζ2t+(dm)/2 = ζ2t(−1)m = −ζ2t. So ζ4t = 1, and thus d|4t and (d/2)|2t. Moreover,
since d/2 is odd, (d/2)|t. We assume that t = ld/2 for some integer l. If t is even, then l is even,
and we have 1 = (−1)t = (−1)t0 = ζt0 = ζs = ζt+(s−t) = ζ(l+m)d/2 = ζl+m = −1, this yields a
contradiction. Therefore, t is odd, then l is odd, s = t+ (s− t) = (l+m)d/2 is even, and we have
1 = (−1)s = (−1)s0 = ζt0 = ζt = ζld/2 = (−1)l = −1, a contradiction again. So 2(s− t) = 0 and
thus t = s as desired.
Since t0 = αdm+ t, s0 = βdm+ s and t = s, we have s0− t0 = (α−β)dm and 1 = ζ(α−β)dm =
ζs0−t0 = (−1)m(t0−s0) = (−1)t0−s0 = (−1)(β−α)dm. So αdm and βdm have the same parity, and
thus αd and βd have the same parity. By squaring the equality ζt = ζt0 = (−1)ms0 , we know
ζ2t = 1, and thus d|2t with 0 ≤ 2t < 2dm. We assume 2t = dl for some integer 0 ≤ l < 2m.
Now, we will describe any homogeneous element in Zgr(E(Γq)). We recall that if z is not in
k, z =
∑m−1
i=0 (−1)
it0
∏i
k=1(qk · · · qk+s0−1)
−1u0γ
s0
i δ
t0
i with t0 ≥ 1.
(i) If d is odd, then by 2t = dl, we have l is even and since αd, βd have the same parity, 1 =
ζdl/2 = ζt = ζt0 = (−1)ms0 = (−1)s0 = (−1)αdm+s = (−1)αd+t = (−1)(α+l/2)d = (−1)(β+l/2)d. So
(α+ l/2)d and (β+ l/2)d are even with 0 ≤ l < m. If α is even, then l/2 and thus t0 = βdm+dl/2
is even. So we have
z = u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+s0−1)
−1γs0i δ
t0
i
= u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1γ
αdm+dl/2
i δ
βdm+dl/2
i
= u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1γ
dl/2
i δ
dl/2
i (
m−1∑
i=0
γ2dmi )
α/2(
m−1∑
i=0
δ2dmi )
β/2.
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Similarly, if α is odd, then l/2 is odd, and t0 is even, we have
z = u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+s0−1)
−1γs0i δ
t0
i
= u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1γ
αdm+dl/2
i δ
βdm+dl/2
i
=
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1u0γ
d(l/2+m)
i δ
d(l/2+m)
i (
m−1∑
i=0
γ2dmi )
(α−1)/2(
m−1∑
i=0
δ2dmi )
(β−1)/2.
As what we have done in the case 1, we define
zj =
m−1∑
i=0
i∏
k=1
(qk · · · qk+2dj−1)
−1γ2dji δ
2dj
i
for j = 1, 2, · · · ,m, then z1 =
∑m−1
i=0
∏i
k=1(qk · · · qk+2d−1)
−1γ2di δ
2d
i . Moreover, by a straightfor-
ward verification,
z1zj =
2dj∏
k=1
(qk · · · qk+2d−1)
−1zj+1,
for j = 1, 2, · · · ,m. Thus, zj1 =
∏j−1
l=1
∏2dl
k=1(qk · · · qk+2d−1)
−1zj , for j = 1, 2, · · · ,m. In particular,
zm1 =
m−1∏
l=1
2dl∏
k=1
(qk · · · qk+2d−1)
−1zm
=
m−1∏
l=1
2dl∏
k=1
(qk · · · qk+2d−1)
−1(
m−1∑
i=0
γ2dmi )(
m−1∑
i=0
δ2dmi ).
Set x =
∑m−1
i=0 γ
2md
i , y =
∑m−1
i=0 δ
2md
i , w = z1 and ǫd =
∏m−1
l=1
∏2dl
k=1(qk · · · qk+2d−1)
−1. Then
wm = ǫdxy. Moreover, if α is even, then any z ∈ Zgr(E(Γq))\k is a scalar multiple of x
α/2yβ/2wl/4
with β/2 + l/4 > 0 (because t0 = βdm+ dl/2 > 0). Similarly, if α is odd and z ∈ Zgr(E(Γq)) \ k,
then z is a scalar multiple of x(α−1)/2y(β−1)/2w(l/2+m)/2 with (β − 1)/2 + (l/2 + m)/2 > 0. In
both cases, z ∈ Zgr(E(Γq)) \ k can be written as a scalar multiple of xiyjwl with j + l > 0 and
wm = ǫdxy. Note that any scalar multiple of x
i does not belong to Zgr(E(Γq)), for i = 1, 2, · · · .
With a similar argument as in the case 1, we can assert that x, y, w have no additional homo-
geneous relation except wm = ǫdxy. Indeed, it suffices to note that n0|x| = 2n0dm = |f0(x, y)| =
|f1(x, y)| + |w| = n1|y| + |w| = 2n1dm + 4d, and thus (n0 − n1)m = 2 has no solution in Z. So
there is no additional homogeneous relation of the form (A-2) as required.
(ii) Now we consider the case d ≡ 0(mod 4). We assert that l is even with 0 ≤ l/2 < m, and
thus t0 is even. Otherwise, if l is odd, then, by −1 = (−1)l = (ζ(d/2))l = ζt = ζt0 = (−1)ms0 =
(−1)s0 = (−1)αdm+s = (−1)s = (−1)t = (−1)dl/2 = (−1)d/2, we have that d/2 is odd, which
contradicts to d ≡ 0(mod 4). Therefore, for any given homogeneous element z ∈ Zgr(E(Γq)) \ k,
we have
z = u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1γ
αdm+dl/2
i δ
βdm+dl/2
i
= u0
m−1∑
i=0
i∏
k=1
(qk · · · qk+dl/2−1)
−1γ
dl/2
i δ
dl/2
i (
m−1∑
i=0
γdmi )
α(
m−1∑
i=0
δdmi )
β .
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We define zj =
∑m−1
i=0
∏i
k=1(qk · · · qk+dj−1)
−1γdji δ
dj
i , for j = 1, 2, · · · ,m. Then it is clear that
zjz1 =
∏dj
k=1(qk · · · qk+d−1)
−1zj+1, for j = 1, 2, · · · ,m. Thus, z
j
1 =
∏j−1
l=1
∏dl
k=1(qk · · · qk+d−1)
−1zj ,
for j = 1, 2, · · · ,m.
Set x =
∑m−1
i=0 γ
md
i , y =
∑m−1
i=0 δ
md
i , w = z1 and ǫd =
∏m−1
l=1
∏dl
k=1(qk · · · qk+d−1)
−1. Then
wm = ǫdxy. And we can write any homogeneous element z ∈ Zgr(E(Γq)) \ k as a scalar multiple
of xαyβwl/2 with β + l/2 > 0. In particular, any scalar multiple of xi is not in Zgr(E(Γq)), for
i = 1, 2, · · · .
Similarly, we can also prove that x, y, w have no additional relation except wm = ǫdxy. Thus
we have Zgr(E(Γq)) ∼= (k[x, y, w]/〈wm − ǫdxy〉)x∗ , where ǫd =
∏m−1
l=1
∏ld
k=1(qk · · · qk+d−1)
−1.
(iii) If d is even with d ≡ 2(mod 4), then d/2 is odd, and t0 and l have the same parity by
t0 = βdm + ld/2, where 0 ≤ l < 2m. So we can write any homogeneous element z ∈ Zgr(E(Γq))
that is not in k as
z = u0
m−1∑
i=0
i∏
k=1
(−1)il(qk · · · qk+dl/2−1)
−1γ
αdm+dl/2
i δ
βdm+dl/2
i
= u0
m−1∑
i=0
i∏
k=1
(−1)il(qk · · · qk+dl/2−1)
−1γ
dl/2
i δ
dl/2
i (
m−1∑
i=0
γdmi )
α(
m−1∑
i=0
δdmi )
β .
Similarly, define
zj =
m−1∑
i=0
i∏
k=1
(−1)ij(qk · · · qk+dj/2−1)
−1γ
dj/2
i δ
dj/2
i ,
for j = 1, 2, · · · , 2m. Then we can verify that zjz1 =
∏dj/2
k=1(qk · · · qk+d/2−1)
−1zj+1, and thus
zj1 =
∏j−1
l=1
∏dl/2
k=1(qk · · · qk+d/2−1)
−1zj , for j = 1, 2, · · · , 2m.
Set x =
∑m−1
i=0 γ
md
i , y =
∑m−1
i=0 δ
md
i , w = z1 and ǫd =
∏2m−1
l=1
∏dl/2
k=1(qk · · · qk+d/2−1)
−1. Then
w2m = ǫdxy. And we can write any homogeneous element z ∈ Zgr(E(Γq)) \ k as a scalar multiple
of xαyβwl with β + l > 0 since t0 = βdm+ ld/2 > 0.
Again, there is no additional relation in Zgr(E(Γq)) except w
2m = ǫdxy, and any scalar multiple
of xi is not in Zgr(E(Γq)), for i = 1, 2, · · · . So we have Zgr(E(Γq)) ∼= (k[x, y, w]/〈w2m − ǫdxy〉)x∗ ,
where ǫd =
∏2m−1
l=1
∏ld/2
k=1(qk · · · qk+d/2−1)
−1 in this case. 
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