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1. Introduction 
Time-delay dynamic systems are an interesting field of research in dynamic systems and functional 
differential equations because of intrinsic theoretical interest because the formalism lies in that of 
functional differential equations, then infinite dimensional and because of the wide range of applicability 
in modelling of physical systems, like transportation systems, queuing systems, tele-operated systems, 
war/ peace models, Biological systems, finite impulse response filtering, etc., [8],  [11], [18],  [20]. 
Important particular interest has been devoted to stability, stabilization and model-matching of control 
systems where the object to be controlled possess delayed dynamics and the controller is synthesized 
either with delayed dynamics or it is delay-free (see, for instance, [3-5], [8-10], [12-15], [17], [20]). The 
properties are formulated as either being independent of or dependent on the sizes of the delays. An 
intrinsic problem which generated analysis complexity is the presence of infinitely may characteristic 
zeros because of the functional nature of the dynamics. This fact generates difficulties in the closed-loop 
pole–placement problem compared to the delay-free case, [17], as well as in the stabilization problem, 
[3-4], [9-13], [15], [20], [23-28], including the case of singular time-delay systems where the solution is 
sometimes non-unique , and impulsive, because of the dynamics associated to a nilpotent matrix, [23].  
The properties of the associated evolution operators have been investigated in [4], [11] and [13]. This 
paper is devoted to obtain results relying on a  comparison and an asymptotic comparison of the 
eigensolutions between a nominal (unperturbed) functional differential equation involving wide classes 
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of delays and a perturbed version (describing the current dynamics)  with some smallness in the limit 
assumptions on the perturbed functional differential equation. The nominal equation is the limiting 
equation of the perturbed one since the parameters of the last one converge asymptotically to those of its 
limiting counterpart. The problem is of interest in practice is since very often the perturbations related to 
a nominal model in dynamic systems occur during the transients while  they are asymptotically 
vanishing in the steady-state or, in the more general worst case, they grow at a smaller rate than the 
solution of the nominal differential equation. In this context, the nominal differential equation may be 
viewed as the limiting equation of the perturbed one. The comparison between the solutions of the 
limiting differential equation and those of the perturbed one based on Perron-type results have been 
studied classically for ordinary differential equations and more recently for the case of functional 
equations [1-2], [19]. Particular functional equations of interest are those involving both point and 
distributed delays potentially including the last ones Volterra-type terms, [3-6],  [11].  
 
Notation: { }0:0 ∪= ++ RR , { }0z:z: >∈=+ RR , { }0:0 ∪= −− RR  , { }0z:z: <∈=− RR , 
{ }0zRe:z0 ≥∈=+ CC , { }0zRe:z: >∈=+ CC , { }0zRe:z:0 ≤∈=− CC , { }0zRe:z: <∈=− CC  
{ }0:0 ∪= ++ ZZ , { }0z:z: >∈=+ ZZ   
where R, C and Z are the sets of real , complex and integer numbers, respectively. The complex 
imaginary unity is 1−=i . A finite subset of j consecutive positive integers starting with 1 is denoted 
by { }j,...,2,1:j = .The set [ ) +− ∪−= 0h 0,h RR  will be used to define the solution of functional 
differential equations on +0R  including its initial condition on [ ]0,h− . 
( ) ( )mi ,C ++ 00 RR  is the set of m-vector real functions of class ( )iC and definition domain +0R  and 
( ) ( )mi ,CP ++ 00 RR  is the set of  m-vector real functions in ( ) ( )mi ,C ++− 001 RR  whose i-th derivative 
is piecewise continuous. Similar sets of functions are defined when the ranges are complex as  
( ) ( )mi ,C ++ 00 CR  and ( ) ( )mi ,PC ++ 00 CR . 
 
For the delayed system, [ ) )X(L,:T →∞0  is the inverse Laplace transform of the resolvent mapping 
)s(Tˆ , which is holomorphic where it exists, with X being the real  Banach space of n-vector real 
functions endowed with the supremum norm on their definition domain defined for any such a complex 
or real vector function φ  of definition domain D by ( )( )ατα τφφ Dsup∈=  where α.  denotes any 
of the standard vector norms for 2=α  ; i.e. Euclidean (also called Froebenius or 2l )- norm, 1=α  for 
the norm1 −l , ∞=α  for the norm−∞l , etc. Similar notations are used for the corresponding matrix 
induced norms. The un-subscripted symbol .  is used for absolute values of real, complex and integer 
numbers, as usual. It is said that the delays  associated with Volterra- type dynamics are infinitely 
distributed because of the contribution  of the delayed dynamics  is made under an integral over  [ 0 , ∞ ) 
as t →∞ ,  i. e.  x ( t - τ -h i' ) acts on the dynamics of  x (t) from τ  =0  to τ  =t  for finite t and as  t  
→∞  . 
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Dom (H) is the definition domain of the operator H and ( )Asp  is the spectrum (i.e. the set of distinct 
eigenvalues) of the square matrix A. The matrix measure of the norm- dependent complex-valued matrix 
A is defined by ( ) ( )AReAIlim:A in
0
λδ
δδκ α
δ
α ≥
−+=
+→
, ( )Aspi ∈∀λ . 
2. Problem statement and basic first results 
Consider the following linear nominal functional differential systems with point and, in general, both 
Volterra- type and finite distributed delays: 
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Eq. (2.1) is the limiting equation of the perturbed equation (2.2), subject to (2.3), for ( ) 0x,tf t →  as 
∞→t under the following technical hypothesis: 
 
H.1: The initial conditions of both differential equations (2.1) and (2.2) are real n-vector functions 
)h(C e −∈φ  where )}h(B,)h(C:{:)h(C 02121e −∈−∈+==− φφφφφ , ( ) 0x0 =φ , with 
[ ]( ){ }X,0,hC:)h(C 0 −=−  ; i.e., the set of continuous mappings from  [ - h , 0 ] into the Banach 
space X with norm { }0th:)t(Sup: ≤≤−== ααα φφφ  ;  .  denoting the Euclidean norm of 
vectors in C n and matrices in C n x n ,  and  [ ]{ }X0,h::)h(B 0 →−=− φ  is the set of  real bounded  
vector functions on X endowed with the supremum norm having support of zero measure. Roughly 
speaking, )h(B 0 −∈φ  if and only if it is almost everywhere zero except at isolated discontinuity points 
within [- h , 0] where it is bounded. Thus, )h(C e −∈φ if and only if it is almost everywhere continuous 
in [- h, 0] except possibly on a set of zero measure of bounded discontinuities. )h(C e − is also 
endowed with the supremum norm since 21 φφφ += , some )h(C1 −∈φ , )h(B 02 −∈φ  for each  
)h(C e −∈φ . In the following, the supremum norms on L (X) are also denoted with  . . 
Close spaces of functions are ( ) [ )( )nh ,,hC:C CR ∞−=−  which is the Banach space of continuous 
functions from [ )∞− ,h  into nC  endowed with the norm ( )( )ατα τφφ ∞<≤−= h sup ; 
( ) [ )( )ne ,0,hC:hC C−=−∈∀φ  being an initial condition, for some given vector norm α. , . 
Note that for +∈ 0t R , the solution which satisfies (2.2) subject to (2.3) is in 
( ) ( )n00e ,C:C CRR ++ = , the Banach space of continuous functions from +0R  into nC  which 
satisfies (2.2)-(2.3), )h(C e −∈∀φ  , endowed with ( )( )ατα τφφ ∞<≤= 0 sup  . 
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Thus, ( ) nheC:L CR →− is a bounded linear functional defined by the right hand-side of (2.1). 
 
H.2: All the operators  ( )mkA k ≤≤0  , ( )"' mmkA k +≤≤0α  are in  L ( X ) ( )X,XL:= , the set of 
linear operators on X, of dual X *, and  kh  and 
´h l  ( k = 1 , 2 , ... , m ;  l  = 0, 1 , ... , m' + m " ) are 
nonnegative  constants with  000 == 'hh  and ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
+≤≤≤≤
)h(Max,)h(MaxMax:h 'i
m'mi1
i
ni1 "
.                
H3: The linear operators )X(LA i∈α , with  abbreviated notation 0A α = αA ,  are closed and densely 
defined linear operators with respective domain and range ( )
i
AD α  and ( ) XAR i ⊂α  (i = 0, 1, ... , m ' 
+ m " ). The functions [ )( ) )(VB,,0C loc0i +∩∞∈ CCα  ( i = 0, 1, ... , m ') and 
[ )( )C,0,hC 0i −∈α (i=0, 1,..., m ' + m ") being every- where differentiable with possibly bounded 
discontinuities on subsets of zero measure  of their definition domains with ∞<α∫∞ ν )t(de i0 t  some 
nonnegative real constant ν  (i = 0 , 1 , ... , m') . If ( ).iα  is a matrix function  
[ ) ( )**i X,XLX,0: →×∞α  then it is in [ )( ) ( )nnnn CC ×+× ∩∞ loc0 VB,,0C  with  
∞<∫ ∞ )t(de i0 t αν  and its entries being everywhere time-differentiable  with possibly bounded 
discontinuities on a  subset of zero measure of their definition domains.                                        
  
H.4 It is assumed that ( ) nh00 C:f CRR →× −+ and 000 == 'hh ,
 [ )
⎩⎨
⎧
>
≤→−=⎟⎠
⎞⎜⎝
⎛ −
t,0
t,X,h:x
:x h
C
t τ
ττR
, satisfying ( ) ( )ttx φ= , [ ]0,ht −∈∀ , is a string of the 
solution of (2.2)-(2.3) . Another strings of the solution trajectory of interest in this manuscript are ( )+0C
tx
R
 which pointwise defined by x (t) within the interval [ ]t,0  and zero, otherwise, and subject to 
the constraint ttx φ= within ( )[ ]t,ht,hmax −−  for any real ht ≤  and being zero outside this 
interval. Finally, tx denotes the solution string within [ ]t,ht −  pointwise defined by the solution x(t) 
to (2.2)-(2.3) for each hRt −∈  being zero outside [ ]t,ht −  and subject to the constraint 
ttx φ= within ( )[ ]t,ht,hmax −−  for any real ht ≤  and being zero outside this interval.       ? 
 
iA and kA α and [ ) nni ,:A~ ×→∞ C0  and  [ ) nni ,:A~ ×→∞ C0  (i = 0 , 1, ... , m ; k = 0  1 , ... , m '+  m " ) 
belong to the spaces of constant real matrices and  real matrix functions,  respectively. The last ones are 
also unbounded operators on a Banach space of n-vector real  functions x ∈ X endowed with the 
supremum norm where the vectors of point and distributed constant delays are: 
  
( )m21 h...,,h,h,0:hˆ =  and T' m'm' 2'm' 1'm::' 'm'2'1T'2::'1' "TT h,...,h,hh,...,h,h,0:hˆhˆhˆ ⎟⎠⎞⎜⎝⎛=⎟⎠⎞⎜⎝⎛= +++ , respectively, 
with 0≥ih  and 'kh ≥ 0 ( i = 1 , 2 , ... , m ' + m " ) being , respectively, point and distributed delays, 
with 0hh '00 == , AA 0 ≡ , αα AA 0 ≡  and ).().(0 αα ≡ . The first ´m distributed delays are 
associated with Volterra- type dynamics. In other words, the infinitely distributed delays give 
contributions ( )'it0 i htxA)(d i −−∫ ττα α   with finite  real constants ´ih  with ( i = 1 , 2 , ... m ' ) to ( )tx&  
which are point delays under the integral symbol. The functions [ ) C→∞,0:iα  and [ ] C→'kk h,: 0α  are continuously differentiable real functions within their definition domains except 
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possibly on sets of zero measure  where  the time-derivatives have bounded discontinuities. All or some 
of the ( ).iα  may be alternatively matrix functions [ ] nni t,: ×→ C0α ( ´m,...,1,0i = ) for +∈ Rt   
and [ ] nn'ki h,0: ×→Cα ( ´´m´m,...´m,´mi +++= 21 ) with ( ) 00 =iα ; ´´mm´,...,,i += 10 . On 
the other hand, the perturbation vector function ( )tx,tf  in (2.2) , defined in (2.3) , with respect to the 
limiting equation (2.1)  is defined by the function ( ) nnh0 C:f ×+ →−× CRR  which describes a 
perturbed dynamics associated with the delays plus a perturbation function 
( ) nnh00 C:f ×+ →−× CRR  which is not included in the remaining terms of the function f  in (2.3). 
Note that both the delayed differential systems (2.2)-(2.3) and its limiting version (2.1) are very general 
since it includes point-delayed dynamics, like, for instance in typical war/ peace models or the so-called 
Minorski' s problem appearing when controlling the lateral dynamics of a  ship, [11]. It also includes real 
constants 'ih  ( i=0, 1, ... , m ' ), with 0h
'
0 = ,  associated with infinitely distributed  delayed 
contributions  to the dynamics through integrals, related to the  ; i = 0 , 1 , ... , m '. Such delays are 
relevant, for instance, in viscoelastic fluids, electrodynamics and population growth [3], [8-9]. In 
particular, an integro-differential Volterra's type term is also included through 0h ´0 = . Apart from those 
delays, the action of finite distributed delays characterized by real constants ´ih  (i = 0, 1, .... , m ' + m " ) 
is also included in the limiting equation (2.1) and in the equation (2.3) . That kind of delays is well-
known, for instance, in econometric models related to production rate, [9].  
 
The integrability of the (.)iα -functions (or matrix functions) on [ t - h i'  , t ] ;   m ´ + 1 follows since 
their definition domain is bounded. The technical hypothesis H1-H4 guarantee the existence and 
uniqueness of the solution in ( ) ( )n00 ,C:C CRR ++ =  of the functional differential systems (2.1) 
and (2.2)-(2.3) for each given initial condition )h(C e −∈φ . Take Laplace transforms in (2.1) by using 
the convolution theorem and the relations ττατα d)()(d &= . It follows that 
)()s(ˆs)s(ˆd iii 0ααα −= , where ( )tfLap:)s(fˆ =  denotes the Laplace transform of  f(t). Thus, the 
unique solutions of both the limiting equation (2.1) and that of (2.2) –(2.3) in ( )+0C R , subject to (2.3); 
+∈∀ 0t R , for the same given initial conditions )h(C e −∈φ  are, respectively, defined by: 
( ) ( ) ( ) ( ) ( ) τττφτ dU,tT)0(x0,tTty 0 h∫ −+ +=                                                                   (2.4)                                                  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ττττττφτ τ dx,f,tTdU,tT)0(x0,tTtx t00 h ∫∫ ++= −+
                         (2.5) 
where  U (t) is the unit step (Heaviside) function and T(t, τ)  is the evolution operator , [4],[7],[11] , of the 
linear equation (2.1)  whose Laplace transform, everywhere it exist,  is given by the resolvent: 
( ) ⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛ −−−== −+
+=
−
=
∑∑ sh
"mm
1'mi
i
shm
0i
in
'
i
i
'
'
i
i
'
e1A)s(ˆeA)s(ˆIs0) T(t,Lap:sTˆ αα αα sh
m
0i
i ieA-
−
=
∑ +   
           αα A)( 0  + shm
0i
i
'
i
i
'
eA)0( −
=
∑ αα  + 110
1
−
⎥⎦
⎤⎟⎠
⎞⎜⎝
⎛ − −
+
+=
∑ shmm
mi
i
'
i
i
"'
'
eA)( αα                 (2.6) 
 6
As usual, it is said though the manuscript that (2.1) is the limiting equation of (2.2)-(2.3) irrespective of 
the fact that ( )tx,tf  converges or not to zero as ∞→t . The evolution operator is a convolution 
operator so that ( ) ( ) ( )τττ −=−= tT0,tT,tT  if the Volterra – type dynamics is zero or if the associate 
differentials in the Riemann- Stieljes integrals ( ) tdtd ii χα =  with the iχ  being real constants. In this 
case, the limiting linear functional differential equation is, furthermore, time –invariant. Note that the 
limiting equation (2.1) is guaranteed to be globally exponentially uniformly stable if and only if 
)s(Tˆ exists within some region including properly the right-complex plane. In other words, if it is 
compact for Re s >- α 0 , for some  r constant R∈0α  located to the right of all the real parts of all the 
zeros of ( )sTˆdet 1−  (also often called the characteristic zeros of the limiting equation (2.2) or, simply, its 
eigenvalues), since then all the entries of its Laplace transform T(t) decay with exponential rate on +0R  
for  )h(C e −∈φ and then )t(x  decays with exponential rate on R + . The main results addressed in 
[5] and [9-12] is the investigation of the global uniform exponential stability of (1). The stability of the 
limiting system (2.1) is investigated in [3-4] provided that any auxiliary system formed with any of the 
additive parts of the dynamics of (2.1) has such a property and provided that an impulsive- solution 
dependent input exists. The compactness of the relevant input- output and input-state operators under 
forcing external inputs and impulsive forcing terms is also investigated in [4]. The basic mathematical 
tool used is that in those papers is that the unique solution of the homogeneous (2.1) for each function of 
initial conditions )h(C e −∈φ  may be equivalently written in infinitely many cases by first rewriting 
(2.1) by considering different  'auxiliary' reference homogeneous systems plus additional terms 
considered as forcing actions. The objective of this paper is to compare the solutions (2.1) and (2.2), 
subject to (2.3), of the limiting and current functional differential equations (2.1) and (2.2) by using a 
Perron – type result using a similar technique as that used in [2]. The subsequent theorem is a 
generalization of a classical Perron type theorem for ordinary differential equations to Eq. (2.2), subject to 
Eq. (2.3) compared to Eq. (2.1) (see [1, Chapter IV, Theorem 5] and of Theorem 1.1 in [2] for functional 
differential equations which includes several kinds of delays such as point and distributed delays and 
Volterra-type dynamics with infinite delays. The results extends the perturbation term to include constant 
upper-bounding terms in the perturbation functional (2.3) and characteristic zeros of the limiting equation 
(2.2) (i.e. zeros ( )sTˆdet 1− ) of multiplicity greater than unity (being degenerated or non-degenerated) in 
the limiting dynamics defined by Eq. (2.1).  
 
Theorem 2.1. Let x be a solution of (2.2), subject to (2.3), on +0R  subject to initial conditions 
)h(C e −∈φ  such that  
 ( ) ( ) αααα γ 0tt Kxtx,tf +≤ ,   +∈ 0Rt                                                                  (2.7) 
 
 for some norm-dependent +∈ 00K Rα  where ( ) ( )++∈ 000 ,C RRαγ is also norm-dependent  and 
satisfies ( ) 0sdse
!
t1t
t
t
k
1
k
k →∫ +
−
ασβ
ϑ
γϑ as ∞→t where 0=β  if there is no Volterra term in (2.1) 
and 1=β , otherwise and kσ  are the real parts of the zeros of ( )sTˆdet 1− of the limiting equation (2.2) 
with respective multiplicities kϑ . Then, the following properties hold: 
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∞→ , R∈∀b . If 01k ≥μ or if (2.7) holds 
with 0K 0 =α   then either 1kμ  it is the real part of a zero of ( )sTˆdet 1− , for  which the resolvent ( )sTˆ  
trivially exists and it is bounded,  or ( ) 0txelim tb
t
=
∞→ , R∈∀b .  
 (iii) Assume that all the zeros of ( )sTˆdet 1−  have real negative parts and (2.7) holds only for some 
constants +∈ Rα0K  . Then, either the limits ( ) 0
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and Property (i) has been proved. 
 
(ii) From (2.7), ( ) ( ) ( )tKxtx,tf 0tt ααααα ωγ −+= ,   +∈ 0Rt , some 
( ) ( )++∈ 000 ,CP RRαω . Then, one gets from (2.5)-(2.6): 
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                                                                                                                                                    (2.9) 
from the limiting hypothesis on the integral of the function αγ , for any arbitrary small real  norm-
dependent constant +∈ Rαε , there exists a finite +∈ Z0t ( only for a simple constructive proof easily 
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extendable to +∈ R0t ), dependent on αε  and  the given α -norm , such that one gets from (2.9) by 
taking initial conditions at 0t : 
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with μ  being the real part of a characteristic zero of ( )sTˆ 1−  of multiplicity ν  and 
( )t0t jt:zmaxj ≥∈= +Z  is dependent on t . Note that if the solution x (t) is unbounded for the given 
initial conditions then there exist, by construction, a finite and +∈ Z0t and a subsequence ( )ktx  
valued at the real increasing sequence { }∞0kt  (then ∞→kt  as ∞→k ) such that 
( ) ( )αττα xsuptx k0 tttk ≤≤−=  so that from (2.10) and for some bounded vector 
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( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ⎟⎟⎟⎠
⎞
⎜⎜
⎜
⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−+−−≤=
−+−−−
≤≤− αα
μμ
αμ
ν
αα φμνααεβα 0
htt
0
tt
1
0k
1
1
1t
tttt
k K
e1etxe
!
tt
KK1xsuptx
0k
0k
k0k
                                                                                                                           (2.11) 
provided that αε  is sufficiently small to guarantee ( )αε α 1K1 >  in the case that 1=β  and 
independently of αε  if  0=β . Furthermore, if 0≠μ  then 0>μ  if the solution is unbounded since, 
otherwise, ( )αt
tttt
xsup
k0k ≤≤−
 is bounded from (2.7) which contradicts the made assumption that it is 
unbounded. The equivalent contrapositive proposition to the last above one is that if 
( )αt
tttt
xsup
k0k ≤≤−
 is uniformly bounded then 0≤μ . Equivalently, if  furthermore 0=μ , then 
1=ν (i.e. μ  is the real part of a simple real characteristic zero of ( )sTˆ 1−  associate with the limiting 
equation (2.2) or there are two simple complex conjugate ones with real part μ ). Otherwise , some 
unbounded lower-bound  may be obtained similarly to (2.10) with the replacement  of one of the plus 
signs in the right-hand-side terms to a minus sign affecting  some unbounded term caused by 
( ) ∞→− −
!
tt 10
ν
ν
as ∞→t if 1≠ν . This implies that the solution is unbounded which contradicts the 
fact that it is bounded. Note from (2.10) that  if 0>μ then real increasing sequence { }∞0kt of (2.10): 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )k0t
ttt
0
htt
0
tt
1
0k
1t
ttt
t,tgxsupK
e1e
txe
!
tt
Kxsup
k
k0k
0k
0k
j
k0j
ατααα
μμ
αμ
ν
αα εβφμνα −⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎠
⎞⎜⎝
⎛++−+−=⎟⎠
⎞⎜⎝
⎛
≤≤−
−+−−
≤≤−
( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−⎥⎥⎦
⎤
⎢⎢⎣
⎡ +−+−−≤
−+−−−
k00
htt
0
tt
1
0k
1
1
1 t,tgK
e1etxe
!
ttKK1
0k
0k ααα
μμ
αμ
ν
α φμνααεβ
                                                                                                                                                      (2.12) 
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which takes the form ( ) ( ) ( ) ( )k0tt10kt
tttt
t,tgMe
!
ttxsup 0k
k0k
αμ
ν
να −
−= −
−
≤≤−
, where 
+∈ 0M R  depends on 0t ( finite) , α1K , α0K , β , αε , αφ and the α -norm, for some bounded 
vector function ( ) ( )++∈ 000 ,CPg RRα  which depends on 0t ,  the initial conditions, β and αε  
provided that αε  is sufficiently small to guarantee ( )αε α 1K1 >  in the case that 1=β  and 
independently of αε  if  0=β . Assume that the solution x(t) is not a trivial solution what is guaranteed 
if ( ) 0txelim tb
t
≠
∞→
, R∈∀b .Then, it follows from (2.12) that 0
t
xnl
suplim
t
tttt k0k
>=⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
≤≤−
μν α  for 
sufficiently large +∈ 00t Z  , irrespective of the −α norm, since ( ) 0
t
t,tglnlim 0
t
=
∞→ ν
α  for any 
−α norm . By taking ∞→∋+ 00 tZ , it follows that 0
t
xnl
lim
t
t
>=
∞→
μν α . The result may also be 
extended to the case 0=μ  since then either the solution is unbounded for some initial conditions and 
multiplicity 1>ν of the characteristic zero of ( )sTˆ 1−  whose real part is μ , or it is bounded (in 
particular, always if 1=ν ). As a result, if 0≥μ  and there is no R∈b such that ( )txe tb  converges to 
zero as ∞→t then μν α =∞→ t
xnl
lim
t
t
 and μν α =+∞→ lt
xnl
lim
t
t
; +∈∀ Zl since 
( ) 0sdse
!
t1t
t
t
k
1
k
k →∫ +
−
ασβ
ϑ
γϑ as ∞→t  for all the characteristic zeros of the limiting equation 
(2.2). If (2.7) holds, in particular, with 0K 0 =α  then the above result is also valid from (2.12) for a 
negative value of μ . Property (ii) has been proved.  
 
(iiii) If (2.7) does not hold for 0K 0 =α and all the characteristic zeros of  the limiting equation (2.2) 
have negative real parts then it follows by using close reasoning to that used in  (ii) that the solution 
cannot converge asymptotically  to zero but it is uniformly bounded from (2.12) since 
( ) 0sdse
!
t1t
t
t
k
1
k
k →∫ +
−
ασβ
ϑ
γϑ as ∞→t  and such an integral is bounded, +∈∀ Rt . Thus, 0k =μ , 
1kk ≥∀  and 1kμ  is not the real part of a  characteristic zero of the limiting equation (2.2) since it is not 
a negative real number.                                                                                                                   ? 
 
The real limit 
1kμ of Theorem 2.1 (ii)-(ii), provided that it exists,  is called the strict Lyapunov exponent 
of the solution of (2.2)-(2.3) with the perturbation function ( )tx,tf , subject to the hypotheses of 
Theorem 2.1, which is the real part of an eigenvalue (or characteristic zero) of the limiting equation (2.1) 
if either it is positive or if it takes any arbitrary value in the case that Eq. (2.7) holds for 
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0K0 =α [Theorem 2.1 (ii)]. If all the characteristic zeros of (2.1) have negative real parts but (2.7) is not 
fulfilled with 0K0 =α  then the strict Lyapunov exponent, if it exists,  is zero so that it is not the real part 
of a characteristic zero of the limiting equation (2.1) [Theorem 2.1(iii)]. The main extension of Theorem 
2.1 for the very general functional differential equation (2.2)-(2.3) with respect to parallel previous results 
(see [1, Chapter IV, Theorem 5 for ordinary differential equations; 2, Theorem 1.1, for functional 
differential equations] and [19]) is that the perturbation function in (2.7) is not vanishing for bounded 
solutions or slightly growing solutions since any bounded functions are primarily admitted as 
perturbations in (2.2). The extension concerning the result in [1] is restricted to the form of (2.1) which 
involves a wide type of delayed dynamics involving any finite numbers of point delays, finite distributed 
delays and delays generated by Volterra- type dynamics. 
A notation for the subsequent lemma and theorem  is the following (see [18, Chapter 7]). If Λ  is a finite 
set of eigenvalues of (2.1), then ΛP  and ΛQ  denote the generalized eigenspace associated with Λ  and the 
corresponding complementary subspace of ( )+0C R , respectively. The phase space ( )+0C R  is 
decomposed by Λ  into the direct sum ( ) ( ) ( )+++ ⊕= 000 RRR ΛΛ QPC . The projections of the solution 
( )+∈ 0RCx  of (2.2), subject to (2.3), for any  initial condition )h(C e −∈φ , onto  the above subspaces 
are denoted by ( )+0Px RΛ and ( )+0Qx RΛ , respectively, +∈∀ 0t R  . Note that although the initial 
conditions of (2.2)-(2.3) are in general in ( )hC e − , the corresponding  unique solution of (2.2), subject 
to (2.3),  for +∈ 0t R are in ( )+0C R . The whole solutions in h−R  which includes any given initial 
condition )h(C e −∈φ  then satisfying ( ) ( )ttx φ= , [ ]0,ht −∈∀ , and the differential equation (2.2), 
subject to (2.3),  for +∈ 0t R  are in ( ) ( ) ( )hehhe QPC −−− ⊕= RRR ΛΛ  where ( )heQ −RΛ is the 
complementary subspace of ( )hP −RΛ in ( )heC −R  . The projections of the solution onto those 
subspaces are ( )hPx −RΛ  and ( )heQx −RΛ , respectively, ht −∈∀ R . The following technical result is 
direct without proof. 
 
Lemma 2.2. Assume that the initial condition of (2.2)-(2.3) is ( ) ( )ttx φ= , [ ]0,ht −∈∀ for any given 
)h(C e −∈φ . The unique solution of (2.2), subject to (2.3) on +0R  , and identified with ( )tφ  
[ ]0,ht −∈∀ , satisfies with unique decompositions: 
 
( ) ( )++ +++ += 00 RR ΛΛ Q htP htht xxx ; +∈∀ 0Rt  
( ) ( )heh Q
t
P
tt xxx −− += RR ΛΛ ; +∈∀ 0t R  
( ) ( ) ( ) ( ) ( ) ( ) ( )hehhehh QPQPPPP xxx −−−−++− +=+==== RRRRRRR ΛΛΛΛΛΛΛ φφφφφ 00000000 00                    ? 
 
The meaning of Lemma 2.2  is that for 0t ≥ , x(t) is decomposed uniquely as a sum of  a function in 
( )+0P RΛ  and another one in its complementary in ( )+0C R , even  for initial conditions in ( )hC e − , 
rather than in the more restrictive set ( )hC − . However, for 0t ≤ , since 00x φ=  for any given 
( )hC e −∈φ , the complementary set ( )heQ −RΛ  of ( )hP −RΛ  in ( )hC −R  replaces ( )+0Q RΛ . Note that 
( ) ( )heh Q
t
P
ttx
−− += RR ΛΛ φφ , +∈∀ 0t R  is untrue except for ( )hC −∈φ . 
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Theorem 2.3. Let x be a solution of (1.2)-(1.3) satisfying the hypotheses of Theorem 2.1 with a finite 
strict Lyapunov exponent ( ) μμμ ==
1kx . Consider generalized eigenspaces ( ) ( )++ = 000 0 RR ΛPP , ( ) ( )++ = 001 1 RR ΛPP  and  ( ) ( )++ = 00 RR ΛQQ  for +∈ 0t R and, also,  generalized eigenspaces ( ) ( )hh PP −− = RR 00 Λ , ( ) ( )hh PP −− = RR 11 Λ and  ( ) ( )hhe eQQ −− = RR Λ  for ht +∈ R , where the 
spectral sets 0Λ , 1Λ  and Λ  each  generating the two corresponding eigenspaces,  are defined by: 
 
( ) ( ){ }μλλλμΛΛ ==== − Re,0Tˆdet:: 100                                                                                     (2.13) 
( ) ( ){ }μλλλμΛΛ >=== − Re,0Tˆdet:: 111                                                                                       (2.14) 
( ) ( ){ }μλλλμΛΛΛΛ ≥===∪= − Re,0Tˆdet:: 110                                                                     (2.15) 
Then, the following properties hold: 
 (i)  
      (i.1) ΦΛ ≠0  and ΦΛ ≠  if +∈ 0Rμ   
      (i.2) ΦΛ ≠0  if R∈μ  and, furthermore, Eq. (2.7) holds with 0K 0 =α . 
      (i.3) ΦΛΛΛ === 10  if all the eigenvalues of (2.1) have negative real parts and, furthermore, 
Eq.(2.7) does not hold with  0K 0 =α . 
      (i.4) ΦΛ =1  if  any of the following conditions hold: 
                (1) No eigenvalue of (2.1) is in +0R . 
                (2) No eigenvalue of (2.1) is in +R and, furthermore, (2.7) does not hold with 0K 0 =α . 
                (3) Eq. (2.7) holds with 0K 0 =α . 
 
(ii) The solution of (2.2) under arbitrary initial conditions )h(C e −∈φ , subject to a perturbation function 
(2.3), satisfies: 
 
( ) ( ) ( )+++ ++++ ++= 00100 RRR Q htP htP htht xxxx ; +∈∀ 0t R                                                               (2.16)        
( ) ( ) ( )hehh Q
t
P
t
P
tt xxxx −−− ++= RRR 10 ; +∈∀ 0t R                                                               (2.17) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )hehhhehhh QPPQPPPPP xxxxxx −−−−−−++− ++=++==== RRRRRRRRR 0000000000 101000000 φφφφ     
                                                                                                                                                     (2.18) 
 (iii) The solution of (2.2) under arbitrary initial conditions )h(C e −∈φ , subject to a perturbation 
function (2.3), satisfies: 
 
( ) ( ) ⎟⎠
⎞⎜⎝
⎛= ++ ++ 0001 P htP ht xOx RR , ( ) ( ) ⎟⎠
⎞⎜⎝
⎛= ++ ++ 000 P htQ ht xOx RR , ( ) ⎟⎠
⎞⎜⎝
⎛= +++ 00P htht xOx R ; +∈∀ 0t R  
                                                                                                                                                     (2.19) 
( ) ( ) ⎟⎠
⎞⎜⎝
⎛= −− h0h1 PtPt xOx RR , ( ) ( ) ⎟⎠
⎞⎜⎝
⎛= −− h0he PtQt xOx RR , ( ) ⎟⎠
⎞⎜⎝
⎛= − h0Ptt xOx R ; +∈∀ 0t R  
                                                                                                                                                     (2.20) 
Furthermore, if Eq. (2.7) holds with 0K 0 =α then, as ∞→t : 
 
( ) ( ) ⎟⎠
⎞⎜⎝
⎛= ++ ++ 0001 P htP ht xox RR , ( ) ( ) ⎟⎠
⎞⎜⎝
⎛= ++ ++ 000 P htQ ht xox RR , ( ) ⎟⎠
⎞⎜⎝
⎛= +++ 00P htht xox R ; +∈∀ 0t R  
                                                                                                                                                    (2.21) 
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( ) ( ) ⎟⎠
⎞⎜⎝
⎛= −− h0h1 PtPt xox RR , ( ) ( ) ⎟⎠
⎞⎜⎝
⎛= −− h0he PtQt xox RR , ( ) ⎟⎠
⎞⎜⎝
⎛= − h0Ptt xox R ; +∈∀ 0t R  
                                                                                                                                                    (2.22) 
 (iv) The solution of the limiting equation (2.1) satisfies (2.21)-(2.22) as ∞→t . 
 
(v) The solution of (2.2), under arbitrary initial conditions )h(C e −∈φ and subject to a perturbation 
function (2.3), satisfies: 
 
Q
ht
P
ht
P
htht xxxx ++++ ++= 10 ; +∈∀ 0t R                                                                                 (2.23)        
eQ
t
P
t
P
tt xxxx ++= 10 ; +∈∀ 0t R                                                                                     (2.24) 
which is identical to  
 
Q
t
P
t
P
tt xxxx ++= 10 ; hRt −∈∀                                                                                       (2.25) 
 
under the restriction  )h(C −∈φ for the initial conditions with ( ) ( )ttx φ= . Also,  
 
⎟⎠
⎞⎜⎝
⎛= 01 PtPt xOx ,  ⎟⎠
⎞⎜⎝
⎛= 0PtQt xOx , ⎟⎠
⎞⎜⎝
⎛= 0Ptt xOx ; +∈∀ 0t R                  (2.26) 
 
)h(C e −∈∀ φ . If Eq. (2.7) holds with 0K 0 =α  then, as ∞→t : 
 
⎟⎠
⎞⎜⎝
⎛= ++ 01 P htP ht xox , ⎟⎠
⎞⎜⎝
⎛= ++ 0P htQ ht xox , ⎟⎠
⎞⎜⎝
⎛= ++ 0P htht xox ; +∈∀ 0t R               (2.27) 
which leads to  
 
⎟⎠
⎞⎜⎝
⎛= 01 PtPt xox ,  ⎟⎠
⎞⎜⎝
⎛= 0PtQt xox , ⎟⎠
⎞⎜⎝
⎛= 0Ptt xox ; +∈∀ 0t R                    (2.28) 
 
under the restriction  )h(C −∈φ for the initial conditions with ( ) ( )ttx φ= .The solution of the limiting 
equation (2.1) satisfies (2.27)-(2.28) as ∞→t . 
 
Proof: Property (i) is a direct consequence of Theorem 2.1 [(ii)-(iii)]. Property (ii) is a direct consequence 
of Lemma 2.2 since 0Λ  and 1Λ  are disjoint sets what implies that 
( ) ( ) ( ) ( )++++ ⊕⊕= 001000 RRRR ΛQPPC and ( ) ( ) ( ) ( )hehhhe QPPC −−−− ⊕⊕= RRRR Λ10 . Eqs. 
(2.19)- (2.20) are a direct consequence of Property (ii). Eqs. (2.21)- (2.22) are a direct consequence of 
(2.19)-(2.20) if (2.7) holds for 0K 0 =α  so that Property (iii) follows. Property (iv) follows from 
Property (iii) as particular case for ( ) 0x,tf t = ; ht −∈∀ R in Eq. (2.3). Property (v) is a direct 
consequence of Properties (i)–(iv)   In particular, the relative growing “O”-properties of the various parts 
of the solution of (2.2)-(2.3) are embedded from Property (iii) into similar properties for the solution 
strings of length h. The part of Property (v) concerning the relative growing “o”-properties                                 
of the various parts of the solution of (2.2)-(2.3) and that concerning the limiting equation follows under a 
close reasoning.                                                                                                                                   ?                                             
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Note that in Theorem 2.3 , the various results obtained for “Landau´s small -o” notation, referred to limits 
as ∞→t  imply, as usual,  that parallel results for “Landau´s big -O” notation stand for all +∈ 0t R but 
the converse is not true. The results concerning “Landau´s big -O” notation in Theorem 2.3 (iii) for the 
perturbed functional equation (2.2)-(2.3) are new for the studied class of functional equations, related to 
the background literature, since the perturbation function is permitted to take bounded  nonzero values 
even if the limiting equation is globally asymptotically stable and it is not requested  to grow 
asymptotically  at most linearly with tx . The results concerning “Landau´s big -O” notation imply that 
the solution of the perturbed functional equation is uniformly bounded for any bounded function of initial 
conditions of the given class for all time so that  the functional differential equation is globally  uniformly 
Lyapunov´s stable provided that the perturbation (2.3) satisfies the given hypotheses. A technical result 
concerning the boundedness of the evolution operator, which will be then useful to derive further results,  
and  stability properties of  the differential systems (2.1) and (2.2)-(2.3) follows: 
 
Theorem 2.4. The following properties hold: 
 
(i) The evolution operator of the limiting functional differential equation (2.1) satisfies the subsequent 
relations: 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛≤
−
t
1
n1 e!
t,1maxIK0,tT μ
ν
αα να ; +∈∀ 0t R                                            (2.29) 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛≤ ∑−
=
−−+−− 2
0i
hi1i1t
1
n1 eht,1maxe!
t,1maxIK0,tT
ν μννμναα να ; +∈∀ 0t R  
                                                                                                                                                              (2.30) 
( ) ( ) ( ) αττα α
+
≤≤
≤ 0C
t0
2 TsupK0,tT
R& ; +∈∀ 0t R                                                                 (2.31) 
( ) ( ) ( ) αττα α
+
≤≤
≤ 0C
t0
2 TsupK0,tT
R                                                                                     (2.32) 
         ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛≤ ∑−
=
−−+−− 2
0i
hi1i1t
1
n21 eht,1maxe!
t,1maxIKK
ν μννμνα ναα ; +∈∀ 0t R  
                                                                                                                                                              (2.33) 
Proof: (i) The evolution operator satisfies the limiting functional differential equation (2.1): 
( ) ( ) ),t(TA)(d,htTA)(d0,htTA)0,t(T
i
' "'
'
'
ii
m
0i
t
0
mm
1mi
0
h i
'
iii
m
0i
i τταττα αα∑ ∫ ∑ ∫∑ =
+
+==
+−+−=&
 
                                                                                                                                                               (2.34) 
for +∈ 0t R subject to initial conditions ( ) nI0,0T =  (i.e. the n-th identity matrix) and ( ) 00,tT = , 
[ )0,ht −∈ . Thus, it satisfies also the unforced (2.9) (i.e. for 0K 0 === ααα φγ ).  This leads directly 
to (2.29). Eq. (2.30) follows by using the Newton binomial to expand ( ) ( )ht1 e
!
ht +−+ μν
ν and the fact 
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that the maximum of the real exponential function within the real interval [ ]t,0 is reached at the 
boundary.  Eq. (2.31) follows by inspection from (2.34) for some norm-dependent ( ) +∈ Rα2K which 
depends on the various matrices of parameters of the limiting functional differential equation (2.1). Eq. 
(2.32) follows from Eqs. (2.31) and (2.34). Finally, Eq. (2.33) follows from Eqs. (2.32) and (2.30).   
property (i) has been proved. 
 
(ii) For sufficiently small constant ( )αεβ , the evolution operator as a function of time is of exponential 
order whose norm time-function  satisfies: 
 
( ) ( ) ( )( ) ( ) ( ) ( )[ ] ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−≤= −
−−
≤≤− α
μναα νααεβα n
tt
1
0k
1
1
1t
tttt
Ie
!
tt
KK1xsup0,tT 0k
k0k
  
                                                                                                                                                          (2.35) 
which converges exponentially to zero as ∞→t  if the strict Lyapunov exponent μ is negative . In this 
case, the limiting differential functional equation is globally uniformly exponentially Lyapunov´s stable 
whose solution satisfies asymptotically: 
 
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ⎟⎟⎟⎠
⎞
⎜⎜
⎜
⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −+−−≤=
−+−−−
≤≤− α
μμ
αμ
ν
αα φμνααεβα
htt
0
tt
1
0k
1
1
1t
tttt
k
e1etxe
!
tt
KK1xsuptx
0k
0k
k0k
 
                                                                                                                                                          (2.36) 
so that it converges exponentially to zero as ∞→t for any admissible function of initial conditions. The 
differential equation (2.2) , subject to (2.3) is globally uniformly Lyapunov´s  stable if 0≤μ and its 
solution satisfies for large  t : 
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ⎟⎟⎟⎠
⎞
⎜⎜
⎜
⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−+−−≤=
−+−−−
≤≤− αα
μμ
αμ
ν
αα φμνααεβα 0
htt
0
tt
1
0k
1
1
1t
tttt
k K
e1etxe
!
tt
KK1xsuptx
0k
0k
k0k
 
                                                                                                                                                          (2.37) 
and converges exponentially to zero (i.e. it is globally uniformly exponentially Lyapunov´s stable) if 
0<μ  and the perturbation function has an upper-bounding function with 0K 0 =α . 
 
(ii) It follows directly from (2.9).                                                                                                             ? 
 
The evolution operator nn0:T CCR →×+ which makes explicit the solutions of the limiting equation 
Eq. (2.4) and the perturbed one Eq. (2.5) for each function of initial conditions. Then, let 
( )( ) +∈ 0ts tT R  be the solution semigroup of the linear autonomous equation (2.1), which is unique for 
+∈ 0t R  for each ( )hC e −∈φ  and whose infinitesimal generator is A  satisfying ϕϕ A=& , 
( ) ( ) ( ) ( ) ( ){ }0L0t,C:C:ADom 00he ϕϕϕϕϕ =∧∈∀∈∃∈=∈∀ ++− && RRR . Thus, the string 
( ) ( ) ( )tTx st φφ =  of the solution of the limiting functional differential equation (2.1) within [ ]t,ht −  
is defined  from (2.4) as follows: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) τττφτθθφφ dU,tT)0(x0,tT:tTx 0 hst ∫ −+ −+−== , ( )[ ]h,tmin,0∈∀θ ; and   
( ) ( ) ( ) 0tTx st == φφ , ( )] [ ( )[ ] +∩=∈∀ 0h,tmin,0:h,tmin,0 Rθ                               (2.38) 
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+∈∀ 0t R ; and the corresponding solution string of the perturbed functional differential equation  (2.2) – 
(2.3) is then defined follows: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) τττθτττφτθθφφ τ dx,f,tTdU,tT)0(x0,tT:tTx t00 hst ∫∫ −+−+−== −+  
, ( )[ ]h,tmin,0∈∀θ ; and   
( ) ( ) ( ) 0tTx st == φφ , ( )[ ] R∩∈∀ h,tmin,0θ  ; +∈∀ 0t R                                            (2.39) 
 
The transposed equation associated with (2.1) is: 
( ) ( ) )(dA)(y)(dAhtyAhty:yL)t(y **m
0i
t
0
mm
1mi
t
ht
**'
i
m
0i
*
it
*
ii
' "'
'
'
iiii
ταττατ αα∑ ∫ ∑ ∫∑ =
+
+= −=
+−−+−==&
 
                                                                                                                                                           (2.40) 
where the superscript * denotes the  adjoint operators of the corresponding un- superscripted ones. In 
particular, for matrices, it denotes the conjugate transposes of the corresponding un- superscripted ones. 
Thus, y (t)  is a n- dimensional complex row vector. The phase space for (2.40) on +0R  is 
( ) ⎟⎠⎞⎜⎝⎛= ++
*n
00
´ ,C:C CRR . Corresponding spaces of functions taking into account the more general 
spaces for initial conditions are ( ) [ ] ⎟⎠⎞⎜⎝⎛=
*n´ ,h,0C:hC C , ( ) [ ] ⎟⎠⎞⎜⎝⎛=
*n´
e ,h,0C:hC C and 
( ) ⎟⎠⎞⎜⎝⎛= −− *nhh´ ,C:C CRR . Let Λ  be a finite set of eigenvalues of (2.1) and let ΛΦ  be a basis  for 
the generalized eigenspace ΛP , [1-2]. Then, there exists a square n-matrix ΛB , with ( ) ( )ΛΛ spBsp = , 
such that the subsequent relations hold: 
 
 ΛΛΛ ΦΦ BA = ,  ( ) ( ) [ ]( ) ( ) tBB e0,tT,0,he0 ΛΛ ΛΛτΛΛ ΦΦτΦτΦ =−∈∀=       (2.41) 
The relations (2.41) yield via direct computation Property (i) of the subsequent result since ΛB  
commutes with tBe Λ . Property (ii) is a direct consequence  of (2.34) subject to  ( ) nI0,0T = and 
( ) 00,tT =  for 0t < . 
 
Proposition 2.5. The two following properties hold: 
(i) The following relations hold, +∈∀ 0t R  : 
( ) ΛΛΛΛ ΛΦΦ BeB0,tT tB= ( ) ΛΛΛΛ ΦΦΦ ΛΛ 0,tTAeAeB tBtB ===                            (2.42) 
( ) tB2 eBB0,tT ΛΛΛΛΛ ΦΦ =& ΛΛΛΛΛ ΛΛΛ ΦΦΦ BeAeAeBA tBtB2tB ===                (2.43) 
                      ΛΛΛ ΛΦ BeB tB= ( ) ( ) ( ) ΛΛΛΛΛ ΦΦΦ 0,tTABA0,tTB0,tT 22 ===             (2.44) 
                       ( ) ( ) ΛΛΛ ΦΦ A0,tTAB0,tTA ==                                                                              (2.45) 
 
(ii) The evolution operator of the solution of (2.1) is uniquely given by: 
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                                                                                                                                                     (2.46) 
+∈∀ 0t R  with ( ) nI0,0T = and ( ) 00,tT =  for [ ]0,ht −∈ .                                                              ? 
 
Eqns. (2.41)-(2.46) are useful for the asymptotic analysis of comparison of the solutions of (2.2)-(2.3) 
with that of its limiting equation obtained from (2.1) which follows. The solutions of ΛP can be 
extended to R∈∀ t by ( ) aea0,tT tBΛΛΛ ΦΦ = ,  where a is of dimension compatible with the order of 
ΛΦ . Let ΛQ  be the complementary eigenspace to ΛP  . Now, use appropriate notations for the 
corresponding subspaces on +0R  and their extensions to h−R  to consider more general initial 
conditions (on ( )hC e − ) for (2.1) and (2.2)-(2.3) than bounded continuous functions in a Banach space 
leading to the uniquely defined decompositions ( ) ( ) ( )hehhe QPC −−− ⊕= RRR ΛΛ and 
( ) ( ) ( )+++ ⊕= 000 RRR ΛΛ QPC . Then, given a function of initial conditions )h(C e −∈φ  the 
decomposition ( ) ( )heh
t
QP
t
−−
= +==
RR ΛΛ φφφφ 000 0 is unique. Also, the unique solution of (2.1) and that 
of (2.2), subject to (2.3) , are uniquely decomposable in +0R as  
 
( ) ( )++ +++ += 00 Q htP htht xxx RR ΛΛ                                                                                                          (2.47) 
( ) ( ) ( )+++ ∈=+ 00 RR ΛΛΛ ΨΦΛ Px,x htP ht , ( ) ( ) ( )++++ ∈−= ++ 000 RRR ΛΛΛ Qxxx P hthtQ ht                (2.48)            
 
+∈∀ 0t R , via  the direct sum of subspaces ( ) ( ) ( ) Q PC +++ ⊕= 000 RRR ΛΛ . The whole  solution  in 
h−R including initial conditions defined by ( ) ( )ttx φ=  for [ ]0,ht −∈  is uniquely decomposable in 
h−R  as 
( ) ( )heh Q
t
P
tt xxx
−− += RR ΛΛ                                                                                                              (2.49) 
( ) ( ) ( )htPt Px,x h −∈=− RR ΛΛΛ ΨΦΛ , ( ) ( ) ( )hePttQt Qxxx hhe −∈−= −− RRR ΛΛΛ                   (2.50)            
 
+∈∀ 0t R , via  the direct sum of subspaces ( ) ( ) ( ) Q PC hehhe −−− ⊕= RRR ΛΛ . 
 
3. Asymptotic behavior 
 
The string solution (2.5) of (2.2)-(2.3) for [ ]t,ht −∈θ ,  pointwise defined by ( ) ( )ttx φ= , 
[ ]0,ht −∈  , any given ( )hC e −∈φ , and  
( ) ( ) ( ) ( ) ( ) ( ) ( ) τττθτττφτθθθ τθ dx,f,tTdU,tT)0(x0,tTtx t00 h ∫∫ +−+ +++++=+
  
                                                                                                                                                       (3.1) 
; [ ]0,h−∈∀ θ , ht ≥ , may be expressed equivalently via the solution semigroup of the limiting 
equation (2.1) as 
 
( ) ( ) ( )[ ] ( ) ( )( )( ) ( )[ ] ( )ττθ ττθθφττθθφθφ x,f,tKd0,tTx,f,tKd,x,x t0st0*tt ∫∫ ++=++= +
  
               
( ) ( ) ( ) ( ) ( ) ( ) τττθτττφτθφθ τθ dx,f,tTdU,tT)0(0,tT t00 h ∫∫ +−+ +++++=
   
                                                                                                                                                       (3.2) 
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where [ ] [ ] nn*(.) 0,ht,ht:x CC →−××−  , defined by, 
 
( ) ( )( )( ) ( ) ( ) ( ) ( ) τττφτθφθθφθφ dU,tT)0(tT:0,tT,x 0 hs*t ∫ −+ +++==                 (3.3)
   
 
, [ ]0,h−∈∀θ , ht ≥  , and  ( )( )( ) ( ) ( )θφθφθφ == ,x0,0T 0s , [ ]0,h−∈∀θ with ( ) ( )00 φ=x  is the 
unique solution of the limiting equation (2.1), and the kernel ( ) [ ] nt,0:.,tK C→
  
of ( )0,tTs , +∈∀ 0t R  
is  defined by 
 
( ) ( ) ( ) ττθθ dtXs,tK s0∫ −+= , [ ]0,h−∈∀ θ , +∈∀ 0t R                                              (3.4) 
where X is the fundamental matrix of (2.1) with initial values ( ) n0 I0X =  and ( ) 0X 0 =θ , 
[ ]0,h−∈∀θ . The following technical result holds: 
 
Lemma 3.1. The following relations hold: 
( ) ΛΛθφ QtPttt xx,xx +==   , ht ≥∋+R                                                                               (3.5) 
( )( ) ( ) ( ) ( )( ) ( ) τθττθφ ΛΛΛ τ dx,f,tT0,tTx t0 PsPsPt ∫+=    
( )( ) ( ) ( )( ) ( ) ( ) ττθτθφ τΛΛ dx,fX,tT0,tT t0 P0sPs ∫+=
( ) ( ) ( ) ( ) ( ) ( ) τττθτττφτθφθ τΛΛΛ dx,fX,tTdU,tT)0(0,tT P0t0P0 hP ∫∫ +++++= −+   
                                                                                                                                 (3.6)   
( )( ) ( ) ( ) ( )( ) ( ) τθττθφ ΛΛΛ τ dx,f,tT0,tTx t0 QsQsQt ∫+=   , ht ≥∋+R   
       ( ) ( ) ( )[ ]( ) ( ) ( )ττθτθφ ΛΛ x,f,tKd0,tT t0 QQs e ∫+⎟⎠⎞⎜⎝⎛= , ht ≥∋+R               (3.7) 
( ) ( ) ( ) ( )[ ]( )( ) ( ) ( ) ττθττθφφ τΛΛΛΛ dx,f,tKdX,tT0,tTx t0 QP0sQPst e ∫ ++⎟⎠⎞⎜⎝⎛ ⎟⎠⎞⎜⎝⎛ +=  
                                                                                           , ht ≥∋+R    (3.8) 
where 
( )0X P0 ΛΛΨΦΛ = ,  ( ) ( ) ( )( )τΨΦττ ΛΛΛ ,tK,,tK,tK Q −=                               (3.9) 
Also, the following relations hold for ( )hC e −∈φ , +∈∀ Rε  being sufficiently small:  
( ) ( ) ΛΛ φφ εμ Pt1P eM0,tT −≤  , ( ) ( ) t1P0 eMX0,tT εμΛ −≤ ; −∈∀ 0t R                  (3.10a) 
( ) ( ) ee Qt1Q eM0,tT ΛΛ φφ εμ −≤ ,    +∈∀ 0t R                                                                (3.10b) 
for some ( ) +∈= Rε11 MM  irrespective of the multiplicity of the eigenvalue of the limiting equation 
(2.1) whose real part is μ . 
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Proof. Eqs. (3.5)-(3.7) hold for any ht0 ≥∋+R  from Theorem 2.3, the definition of the set Λ  in Theorem 
2.1,  Eq. (2.15), Lemma 2.2  and (2.47)-(2.49) . To obtain (3.5)-(3.7), the following identities are used: 
 
( ) ( )( ) ( ) ( )( ) ( ) ( ) ( ) ( ) τττθττθττθττ ττθ τ ΛΛΛ dx,fX,tTdx,fX,tTdx,f,tT P0t0t0 P0st0 Ps +== ∫∫∫ +
 
( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) ττθττθτττθττ τθ ττ ΛΛΛ dx,fX,tTdx,f,tTdx,f,tT t0 P0st0 Pst0 Ps ∫∫∫ == +
 
since ( ) 0x,f =ττ for 0<τ and ( ) 0,tT =τ  for t>τ and [ ]0,h−∈θ . Eq.(3.8) follows directly by 
substitution of (3.6)-(3.7) into (3.5). The norm relations (3.9) hold directly from (3.5)-(3.7) through (3.8).  
                                                                                                                                                                 ? 
It turns out that for any ( )hC e −∈φ , the above relations hold also for any ht −∈ R by replacing 
eQQ ΛΛ → in (3.5)-(3.7). Eqs. (3.9) also hold for ht −∈ R since ( )hC e −∈φ  is bounded. The second 
relation in (3.5) may be rewritten as ( ) ( ) t1Q eM0,tT εμΛφ −≤  for any ht0 ≥∋+R  and extended to 
any +∈ 0t R if φ is continuous on its definition domain [ ]0,h− . A direct consequence of Lemma 3.1 Eq. 
(3.8) and Proposition 2.5 is that if ( )tux Pt ΛΦΛ = , +∈∀ 0t R  then u is a solution of the ordinary 
differential equation ( ) ( ) ( ) ( )tx,tf0tuBtu ΛΛ Ψ+=& , [2], which is given explicitly by: 
 
( ) ( ) ( ) ( )( )ττΨ τΛτΛΛ dx,f0e0uetu t0 BtB ∫ −+=  
        ( ) ( ) ( ) ( ) ττΨ τΛτΛΛ dx,f0e0ue t0 tBtB ∫ −+=  
         ( ) ( ) ( ) ( ) ( ) ττΨΦτΦΦΦ τΛΛΛΛΛ dx,f0,tT0u0,tT t0 11 ∫ −− +=  
         ( ) ( ) ( ) ( ) ( )( )ττΨΦτΦΦ τΛΛΛΛ dx,f0,tT0u0,tT t01 ∫+= −  
 
for ( ) ( ) ( ) ττφτΛ de0u 0 h tB∫ − −=  so that 
  
( ) ( ) ( ) ( ) ( ) ( ) ττΨΦτΦΦ τΛΛΛΛΛ dx,f0,tT0u0,tTtux t0Pt ∫+==  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tt0 11 x,tf0dx,f0,tTB0u0,tTBtu ΛτΛΛΛΛΛΛΛ ΨττΨΦτΦΦΦ ++= ∫ −−&  
        ( ) ( ) ( ) ( ) ( )( ) ( ) ( )tt01 x,tf0dx,f0,tT0u0,tT ΛτΛΛΛΛ ΨττΨΦτΦΦ ++= ∫− &&  
It is now proved that the asymptotic difference function between some eigensolution of (2.1), i.e. a finite 
sum of solutions of (2.1) corresponding to the set ( )μΛ 0  of the form ( ) tetp λ  ,where p  is a nC - 
valued polynomial and ( )μΛλ 0∈ , and some corresponding solution of (2.2)-(2.3)  grows non faster 
than linearly with the norm of the solution of the limiting equation (2.1), [16]. If ( )tγ  converges to zero 
exponentially then the asymptotic difference function between both solutions has strict Lyapunov 
exponent smaller than that of the corresponding limiting eigensolution. As a result, a solution of (2.2)-
(2.3) is of the same exponential order as that of its limiting equation for sufficiently large time.  Define 
the set of distinct eigenvalues of  the limiting equation (2.1) as : 
 ( )( ){ }++− ⊂∈∀⊂∈∀==∈= ZZC CERiCE1ijj Ini,Inj;0Tˆdet,Re::CE iii μμμ λμλλ    
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                                                                                                                                                              (3.11) 
It is obvious that the cardinal of CE may be infinity (since (2.1) is a functional differential equation), but 
always numerable. The also denumerable subsets iCEIn and CERIn of the set of positive integers are 
indicator sets for all distinct members of CE with real part iμ and for all the distinct real parts of the 
members of CE, respectively. It follows that ( ) ∑
∈
≤=
CERIni
0CEiInCardCECard χ . The total number 
of eigenvalues taking account for their multiplicities jiν CERiCE Ini,Inj; ∈∀∈∀ is  
 ( )∑ ∑ ∑
∈ ∈ ∈
=≥=
CER iCE CERIni Inj Ini
CEiCEiij InCardCECardInCardνϑ                       (3.12) 
 
In particular, ( ) 0CECard χ=  ( 0χ  standing for infinity denumerable cardinal as opposite to a non-
numerable infinity cardinal typically denoted by ∞ ) or ( )CECard  is finite. The above definition relies 
on the fact distinct (non real) eigenvalues
ijμλ of (2.1), iCEInj ∈∀ can have identical real part. Similar 
sets of eigenvalues of (2.1) as those in (2.13)-(2.15) may be defined being associated to each member of 
CE as follows:  
 ( ) { }ii0 Re:CE: μλλμΛ =∈=    ;    ( ) { }ii1 Re:CE: μλλμΛ >∈=                            (3.13a) 
 ( ) ( ) ( ) { }ii1i0i Re:CE: μλλμΛμΛμΛ ≥∈=∪=                                                                    (3.13b) 
 
The following result holds concerning an asymptotic comparison of eigensolutions of (21) with the 
corresponding associated solution of (2.2)-(2.3) under a special form of the perturbation function: 
 
Theorem 3.2. Suppose that at least one CE∈μλ  has real part μ  being identical  strict Lyapunov 
exponent of some solution of (2.2) under (2.3). Suppose also that ( )tx,tf  satisfies the hypotheses of 
Theorem 2.1. Then, a solution of (2.2)-(2.3) satisfies ( ) ( ) ( )tceOtytx +=  , +∈∀ 0t R and 
any μ>∋ cR . Also, ( ) ( ) ( )t1 etOtytx μν −+=   for any ( )tx,tf satisfying the hypotheses of 
Theorem 2.1 with ν  being the largest multiplicity among those of all distinct CE∈μλ .  
Assume, in addition, that 0K 0 =α  for any norm α and ++ → 00: RRγ  satisfies ( ) ( )taeot −=γ  as 
∞→t for some +∈ Ra  (i.e. ( ) 0t →γ  as ∞→t exponentially). Then, +∈∃ Rε and a nontrivial 
eigensolution of (2.1) corresponding to the set ( )μΛ 0  such that ( ) ( ) ( )( )teotytx εμ −+=  as ∞→t . 
 
Proof: Note that for any norm α ,  ( ) ⎟⎠
⎞⎜⎝
⎛= − αh0
P
tt xOx
R ; +∈∀ 0t R [ Theorem 2.3 (ii)] with 
( ) ( ) ( )hehhe QPC −−− ⊕= RRR ΛΛ , ( ) ( ) ( )h1h0h PPP −−− ⊕= RRR ΛΛΛ  with ( )h0P −RΛ  being the eigenspace 
associated with ( )μΛ 0  for ht −∈ R . For ht ≥ , the related direct sum decomposition 
( ) ( ) ( )+++ ⊕= 000 QPC RRR ΛΛ , ( ) ( ) ( )+++ ⊕= 01000 PPP RRR ΛΛΛ  since may be used for the eigensolutions of 
(2.1) since the solution is time-differentiable for +∈ 0t R . Thus, ( ) ( )tceOtx =  and ( ) ( )tceOty =  
 20
so that ( ) ( ) ( )tceOtytx =−  for any given perturbation function ( )tx,tf satisfying the constraints of 
Theorem 2.1  and all μλμ Rec =>∋R , CE∈μλ . 
 If all CE∈μλ  are simple then ( ) ( ) ( )tceOtytx =− , μλμ Rec =≥∋R for any given perturbation 
function ( )tx,tf satisfying the constraints of Theorem 2.1. 
Otherwise (i.e. at least one CE∈μλ is not simple) , ( ) ( ) ( )( ) ( )tct eOetpOtytx u ==− μλ   
for some μ>∋− cR  with [ ] nt,0:p u C→λ  being a polynomial of degree ν  equating the largest 
multiplicity among those of  all  distinct CE∈μλ . 
The first part of the result has been fully proved. Now, note that Eq. (3.8) in Lemma 3.1 can be 
equivalently rewritten as 
 
( ) ( )[ ]( )( ) ( ) ( ) ττθττ τΛΛ dx,f,tKdX,tTyx t0 QP0stt ∫ +=− , ht ≥∋+R                       (3.14) 
  
Also, if ( ) ( )taeot −=γ  as ∞→t and since  ( )( )tt eox εμ +=  as ∞→t , irrespective of the 
multiplicity of μλ ,  from the definition of the strict Lyapunov exponent, one gets by using 
( ) ( )ταεμγττγ −+≤ eMMx x from (2.7) with 0K 0 =α (since ( ) ( ) 0eot ta →= −γ  as ∞→t ) and 
(3.10b): 
 
( )[ ]( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )tt220t2t0 Q eoe2MdeeMdx,f,tKd εμεμταεεματ εα αταττθτ Λ −−−∞− =−≤≤ ∫∫            
                                                                                                                           ,  +∈∀ 0t R               (3.15) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )tt220t3t0 P0s eoe2MdeeMdx,fX,tT εμεμταεεματ εα αταττθτ Λ −−−∞− =−≤≤ ∫∫    
                                                                                                                           , +∈∀ 0t R                (3.16) 
since ( ) ( ) ( ) ( ) ∞<== αΛααΛ θΛΛΛΛ ΨΦθΨΦθ B2P0 e00X  , [ ]0,h−∈∀θ  provided that  
2
0 αε << . Then, ( )( )ttt eoyx εμ −=−  as ∞→t , +∈∀ Rε  satisfying 20 αε <<  .                   ? 
 
Remark 3.3. An important observation follows. Note that the error between any eigensolutions of the 
limiting equation (2.1) and the associated solution of (2.2)-(2.3) satisfying ( )( )ttt eoyx εμ −=−  as 
∞→t if ( ) ( )taeot −=γ  as ∞→t  and 0K 0 =α  for sufficiently small +∈Rε (proven in Theorem 
3.2) does not imply that ( )( )tt eox εμ −= , ( )( )tt eoy εμ −=  as ∞→t  if ( ) ( )taeot −=γ  as 
∞→t for sufficiently small +∈Rε . 
The asymptotic behaviors  if ( ) ( )taeot −=γ  and 0K 0 =α as ∞→t  are as follows: 
 ( )tt eoy μ=  , ( )( ) ( ) ( )( ) ( )tttttt eoeoeoeoyx μεμμεμ =+=+= −−  as ∞→t  
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for sufficiently small +∈Rε if CE∈μλ is real simple or there are two CE2,1 ∈μλ simple complex 
conjugate ones. In the above , equations, ( )tt eoy μ= , ( )tt eox μ=  hold  even  if 0K 0 ≠α  
provided that μλ fulfils some of the above constraints. Furthermore,  
( )tct eoy =  , ( )( ) ( ) ( )( ) ( )tcttcttt eoeoeoeoyx =+=+= −− εμεμ  as ∞→t  
for sufficiently small +∈Rε and all real μλμ Rec =>  if CE∈μλ is multiple ( i.e. of multiplicity 
greater then unity). Also, ( )tctt eOyx =− ( ) ( )tcttct eOyeOx =∧=⇒ , +∈∀ 0t R , 
μλμ Rec =>∀ irrespective of the multiplicity of μλ  for any generic perturbation function ( )tx,tf  
satisfying the hypothesis  of Theorem 2.1. However, the above implication is true for any arbitrary such 
a function and μ=c , only if μλ  is an eigenvalue of multiplicity unity of the limiting equation (2.1).  ? 
 
Theorem 3.2 leads directly to the subsequent stability result by taking also into account Remark 3.3: 
 
Corollary 3.4.  Suppose that there exists a (nonnecessarily unique) CE∈μλ  with 0<μ  being the 
strict Lyapunov exponent of some solution of (2.2) under (2.3) and that ( ) ( )μΛμΛ =0 ; i.e. 
( ) ∅=μΛ 1 . Suppose also that ( )tx,tf  satisfies the hypotheses of Theorem 2.1 and, furthermore, 
0K 0 =α (for any α -norm) and ( ) ( )taeot −=γ  as ∞→t for some +∈ Ra . Then, +∈∃ Rε  such 
that any solutions of (2.1) and (2.2)-(2.3) satisfy: 
 
( ) ( ) ( ) ( ) 0eoetotyeotytx tct1t →⎟⎠⎞⎜⎝⎛→⎟⎠⎞⎜⎝⎛→→⎟⎠⎞⎜⎝⎛+= −−−+− μνεμ  exponentially as ∞→t .  
for some μ≥∋− cR  with ν being equal to the largest multiplicity of among those of all 
distinct CE∈μλ . The above relations hold with μ=c  if and only if all the eigenvalues of (2.1) 
satisfying the given assumptions are simple. As a result, both functional equations (2.2)-(2.3) and its 
limiting one are globally asymptotically Lyapunov´s stable with exponential stability.  
 
Proof: Theorem 3.2 applies for μ>c  with μλ  being the spectral radius and 0<μ the spectral (or 
stability) abscissa, i.e. there is no member of CE with real part to the right of 0<μ since ( ) ∅=μΛ 1 . If 
all such CE∈μλ  are simple then the result applies also for μ≥c  (see Remark 3.2).    Define  the 
bounded real non-negative function [ ) +→×∞ 0n0 ,t:V RC  as ( )( ) ( ) 22tx:tx,tV =  for any finite  
+∈ 00t R . Note that ( ) 00,tV =  and ( )( )tx,tV  is strictly monotonically increasing with ( )tx  . It 
follows from (2.2)-(2.3) that ( ) [ )( )RC ,,tPCV n01 ×∞∈∃ & , pointwise defined  by 
( )( ) ( ) ( )txtx2:tx,tV **&& = , and 
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 ( )( ) ( )( ) ( )( ) ( ) 0eKdx,Vtx,tVtx,tV0 0
0
ttc2t
t00 →≤+=≤
−−∫ τττ&  exponentially as ∞→t .   
Then , ( )( ) ( ) ( ) ( )( ) 0tx,tVdxxlim2dx,Vlim 00tt *tttt 00 ≤−==∃ ∫∫ ∞→∞→ ττττττ && which is finite since 
0t  is finite and the solution to (2.2)-(2.3) is everywhere continuous on its definition domain. By 
assuming +∈∃¬ 00t R  such that ( )( ) 0tx,tV ≤& , [ )∞∈∀ ,tt 0  then 
∃¬ ( )( ) ( )( ) 0tx,tVdx,Vlim 00ttt 0 ≤−=∫∞→ τττ&  what is a contradiction to the already proven 
existence of such a limit. As a result, ( ) +∈∃ 00t Rfinitebutlargelysufficient such that ( )( ) 0tx,tV ≤& , 
[ )∞∈∀ ,tt 0  and ( )( ) 0tx,tV <&  on some subinterval (non-necessarily connected) on infinite measure 
of [ )∞,t 0  with ( )( ) 0tx,tV →&  as ∞→t then necessarily there is a connected terminal subinterval 
[ )∞⊂⎟⎠⎞⎢⎣⎡ ∞ ,t,´t 00  of infinite measure where ( )( ) 0tx,tV <& . Thus, ( )( )tx,tV is nonnegative and 
converges exponentially to zero  with  non-positive time- derivative which also converges to zero within 
some interval of infinite measure.  As a result, ( )( )tx,tV  is a Lyapunov function with negative time-
derivative within a connected real interval of infinite measure  which has zero limit.                               ? 
 
Note that the limiting differential functional equation is , furthermore,   globally uniformly 
asymptotically Lyapunov´s stable under the asymptotic stability conditions of Corollary 3.4. Note that 
0K 0 >α (for any α -norm) in (2.3) implies that 0K ´0 >α  for any other norm ´α and conversely. 
Also, 0K0K ´00 =⇔= αα . The above result concerns with global asymptotic stability with 
exponential decay rate. Global uniform Lyapunov´s stability (i.e. boundedness of solutions with a 
common upper-bound for all time for any bounded function of initial conditions) holds under weaker 
conditions; i.e.  0K 0 >α  and 0=μ if CE∈μλ  associated with the strict Lyapunov exponent have 
unity multiplicities or if they have any multiplicities but 0K 0 =α . The precise related stability result 
follows which proofs follows directly from Corollary 3.4 and Theorem 3.2. 
 
Corollary 3.5.  Suppose that there exists at least one CE∈μλ with 0≤μ  being the strict Lyapunov 
exponent of some solution of (2.2) under (2.3) and that ( ) ( )μΛμΛ =0 ; i.e. ( ) ∅=μΛ 1 . Suppose also 
that ( )tx,tf  satisfies the hypotheses of Theorem 2.1 with 0K 0 ≥α (for anyα -norm) and 
( ) ( )taeot −=γ  as ∞→t for some +∈ Ra . Then, +∈∃ Rε  such that any solutions of (2.1) and (2.2)-
(2.3) satisfy: 
 
( ) ( ) ( ) ⎟⎠⎞⎜⎝⎛→→⎟⎠⎞⎜⎝⎛+= −− tt eOtyeOtytx μμ , +∈∀ 0t R  
 
As a result, the limiting equation (2.1) as well as (2.2)- (2.3) are both globally uniformly Lyapunov´s 
stable if all CE∈μλ have any multiplicities and 0<μ  or if they have all unity multiplicities and 
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0=μ . Eqs (2.1) and  (2.2)- (2.3) are both globally Lyapunov´s asymptotically stable with exponential 
decay rate if 0<μ  and 0K 0 =α , satisfying: 
( ) ( ) ( ) ( ) 0eoetpotyeotytx tctt
u
→⎟⎠
⎞⎜⎝
⎛→⎟⎠
⎞⎜⎝
⎛→→⎟⎠
⎞⎜⎝
⎛+= −−− μλμ  exponentially as ∞→t .  
 
for some μ≥∋− cR  with [ ] nt,0:p u C→λ  being a polynomial of degree equal to the largest 
multiplicity of all such distinct CE∈μλ . The above relations hold with μ=c if and only if all the 
eigenvalues of (2.1) satisfying the given assumptions are simple, [16].                                                   ? 
 
A parallel result to Theorem 3.2 obtained under weaker conditions on the perturbation function (2.3) 
follows. 
 
Theorem 3.6. Suppose that at least one CE∈μλ  has real part μ  being identical strict Lyapunov 
exponent of some solution of (2.2) under (2.3). Suppose also that ( )tx,tf  satisfies the hypotheses of 
Theorem 2.1. Suppose, in addition, that 0K 0 =α  for any norm α , and ++→ 00: RRγ satisfies either 
( ) ∞<∫ ∞ − tdtt0 1 γν  or ( ) ( )νγ −≤ 1tot  as ∞→t , with the inequality being strict if 1=ν ,  where ν  
is the largest multiplicity among those of all distinct CE∈μλ . Then, +∈∃ Rε and a nontrivial 
eigensolution of (2.1) corresponding to the set ( )μΛ 0  such that ( ) ( ) ( )teotytx μ+=  as ∞→t . 
Furthermore, ( ) ( )t1etotx μν −=  and ( ) ( )t1etoty μν −= . 
 
Proof: One gets for sufficiently small +∈ Rε   from ( ) ∞<∫ − dtttt0 1γν  and Theorem 3.2 , Eqs. (3.15)- 
(3.16) and  0K 0 =α  : 
 
( )[ ]( ) ( ) ( ) ( ) ( ) ( ) ( ) ττγτ
τ
αττθτ
ν
ν
τμετμετμματΛ d
eeeeMdx,f,tKd 2
1
2
10
t
4
t
0
Q
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
≤
−
−
+−−∞∫∫
                                                                                                                                                          (3.17) 
( ) ( ) ( )[ ] ( ) ( ) 2/11220t52/12102/11220t4 deeMddeeM ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛≤⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛≤ −
−∞−∞
−
−∞ ∫∫∫ τταττγτττα ν
τμεμν
ν
τμεμ      
                                                                                                               ,  +∈∀ 0t R                   (3.18) 
where ( ) ( ) ( )( )tSupMM
t0
45 γαα ∞<≤≥  which is a finite real constant since ( )tγ  is continuous on 
+0R and has zero limit as ∞→t  so that it is uniformly bounded. Now, if +∈ Rμ for 
⎟⎠
⎞⎜⎝
⎛∈∋+ 2,0
μεR , ( ) −− ∈−=>∋ RR νμε2:bd  and 1
bd
00 e:tt
−
−
+ =≥∋ νR :  
( ) ( ) ∞<−=≤≤⎟⎟⎠
⎞
⎜⎜⎝
⎛ −∞
−
−∞ ∫∫ νεμτττ
τ
ν
τμε
2
d
1dede dt1
22
t 00
; 
( )
∞<≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
∫ −
−
6
t
0 1
22
Mde0 ττ ν
τμε
 
                                                                                                                                                              (3.19) 
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since 0t  is finite. Now from (3.19) into (3.18): 
 
( )[ ]( ) ( ) ( ) ≤∫ ατ ττθτ Λ dx,f,tKdt0 Q ( ) ( )( ) ( )tt65 eoe2MM μμνεμα =−+       
                                                                                                                                       as ∞→t        (3.20) 
if +∈ Rμ . If −∈ 0Rμ  then Eqs. (3.10) of Lemma 3.1 may be replaced for −∈ 0Rμ  by taking 
0=ε with  
( ) ΛΛ φφ μν Pt11P etM0,tT −−≤  , ( ) t11P0 etMX0,tT μνΛ −−≤ ; −∈∀ 0t R          (3.21) 
( ) ee Qt11Q etM0,tT ΛΛ φφ μν −−≤ ;   +∈∀ 0t R                                                                  (3.22) 
By using (3.22), Eq. (3.18) may be replaced −∈ 0Rμ with  
( )[ ]( ) ( ) ( ) ( ) ( ) ( )( ) ττγταττθτ ντματΛ deMdx,f,tKd 1tt04t0 Q −−−∫∫ ≤  
                                                                     ( ) ( ) ( ) ∞<≤≤ −∞∫ αττγτα ν 7104 MdM , +∈∀ 0t R  
On the other hand, ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛=⇒∞< −−∞∫ 110 t
1otdt ν
ν γττγ  ∞→tas  so that one gets for 
−∈ 0Rμ from Theorem 3.2, Eq. (3.15), since the integrals in (3.19) are bounded: 
 
( )[ ]( ) ( ) ( ) ( ) ( ) τταττθτ τενματΛ deeMdx,f,tKd t21t0t4t0 Q −−∫∫ ≤  
                       ( ) ( ) ( ) ( ) τταττα τενμτενμ de
2
eM2de
2
eM2 t10
t
4
t1t2
0
t
4
−−∞−− ⎟⎠
⎞⎜⎝
⎛≤⎟⎠
⎞⎜⎝
⎛≤ ∫∫  
                       ( ) ⎟⎠⎞⎜⎝⎛=≤ − tt8 eoeM μμα  as ∞→t , irrespective of the norm α . 
As a  final result , one has ( )[ ]( ) ( ) ( ) ( )tt0 Q eodx,f,tKd ματ ττθτ Λ =∫  as ∞→t  , 
R∈∀ μ , and , furthermore, ( )[ ]( ) ( ) ( ) ( )tt0 Q eOdx,f,tKd ματ ττθτ Λ =∫ , −∈∀ 0Rμ , 
+∈∀ 0t R , irrespective of the norm α . Similar properties follow under close proofs for 
( ) ( ) ( ) ατ ττθτ Λ dx,fX,tTt0 P0s∫ . Thus, =− tt yx  ( )teo μ  as ∞→t  by using the above 
results in (3.18) and =− tt yx ( )teO μ , +∈∀ 0t R . The properties ( ) ( )t1etotx μν −=  and 
( ) ( )t1etoty μν −=  of the solutions of (2.1) and (2.2)- (2.3) under the given  hypothesis follow directly 
by using the appropriate reasoning quoted from  Remark 3.2.                                                               ? 
 
Lyapunov´s stability properties in terms of boundedness of the solutions and their asymptotic or 
exponential convergence to the equilibrium obtained from Theorem 3.6 are immediate as given in the 
following direct result. 
 
Corollary 3.7. Corollaries 3.4-3.5 also apply “mutatis-mutandis” under the assumptions of Theorem 3.6.  
                                                                                                                                                                     ? 
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4. Some direct consequences and applications 
Some particular cases of the functional differential equations (2.1) and (2.2)-(2.3) are of interest 
concerning stability issues as follows: 
 
4.1 Functional differential equations with point delays 
 
The functional differential equation (2.2) can be equivalently described in the absence of finite 
distributed delays and Volterra- type dynamics by the n-the order system of n functional first-order 
differential equations: 
 
( ) ( )tim
0i
i x,tfhtxA)t(x +−= ∑=&                                                                                             (4.1)         
where 0h 0 = . Its limiting differential system is defined in the same way from (4.1) for a perturbation 
function ( ) 0x,tf t ≡ . The generic form of such a function is given in (2.2) and can include nonzero 
dynamics of finite distributed delays and Volterra- type dynamics. Thus, ( ) 1shm
0i
in ieA-IssTˆ
−−
= ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛= ∑  
everywhere the inverse exists.  Remember for later use that a matrix-valued function mr0:G
×+ →CC  
is in the Hardy space ∞H if it is analytic in +C , ( ) ( )ωωσσ ii GGlim0 =++→  for almost all +∈ 0Rω  
and ( ) ( ) ∞<==
∈∈ +∞
)(Gsup)s(Gsup:G
0s
ωσσ
ω
i
RC
 with σ ( )G denoting the largest singular value of 
G . ∞HR  is a the subset of ∞H  of real-rational matrix valued functions then being proper and stable (i.e. 
they have no more zeros than poles and all the poles are in −C ), [21]. Note that the used norm notation 
∞G for ∞∈ HG is similar to the notation for ∞l - matrix /vector norms but no confusion is expected 
from the different context of use. If ( ) ( )** sGsG =  then ( ))(Gsup:G
0
ωσ
ω
i
R +
∞ ∈
=  
The following result holds: 
 
Theorem 4.1.The following properties hold: 
(i) The limiting differential system associated with (4.1) is globally asymptotically stable independent of 
the delays (i.e. +∈∀ 0ih R ( )mi ∈∀  if 0A is a stability matrix and there exist +∈ Riβ ( )mi ∈∀  such 
that 1
m
1i
2
i =∑= β ,  and 
[ ] 1A,...,AAI
2m
1
r1
1
1
1m
0i
in <⎟⎟⎠
⎞
⎜⎜⎝
⎛ − −−−
=
∑ ββωi , +∈∀ 0Rω                                        (4.2) 
or 
[ ] ( )022m1r111 AA,...,A κββ −<−−                                                                                (4.3) 
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This implies as a result that ( ) 0A 02 <κ and that any matrix ⎟⎟⎠
⎞
⎜⎜⎝
⎛ + ∑
∈ kJi
i0 AA  is a stability matrix, 
mJ k ⊆∀ , where  k
sk
m J:J
m∈
∪=  is the union of all the ms  denumerable sets  obtained by 
combining members of m (i.e. mJ is the set of  parts of m ). 
 
(ii) If Property (i) holds then  n00 IAA ρ+=  is a stability matrix for all [ )00 ,0 ρρ ∈∋+R  with 
2
1
00 A/1:
−=ρ . The differential system (4.1) is globally asymptotically stable independent of the size 
of the delays with stability (or spectral) abscissa of at least ( ) 0,min: 02010 <−=− ρρρ , with 
 
2
1
010 A/1:
−=ρ                                                                                                                           (4.4)  
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= −
=∈
−
=∈∞
−
=
∑∑∑
++
1m
0i
in
1m
0i
in
s
1m
0i
in20 AIsupAIssupAIs/1:
00
ωσσρ
ω
i
RC
 
                                                                                                                                                            (4.5) 
provided that: 
. 0A is a stability matrix 
. Eq. (4.2) holds for some +∈ Riβ ( )mi ∈∀  such that 1m
1i
2
i =∑= β    
or if ( )[ )02 A,0 κρ ∈ and, furthermore,  
 [ ] ( ) 0AA,...,A 022m1r111 <+−<−− ρκββ                                                                       (4.6) 
so that the limiting differential system (4.1) is globally asymptotically stable independent of the delays 
with stability abscissa of at least ( ) 0A 02 <−κ  
 
Proof: (i) Property (i) follows from results in [20, Proposition 4.8] with Eq. (4.2) as follows. Note that 
0h i = , mi ∈∀ , the (delay-free) system (4.1) is globally asymptotically stable so that 
∞<⎟⎟⎠
⎞
⎜⎜⎝
⎛ − ∞
−
=
∑ 1m
0i
in AIs  so that ∞<⎟⎟⎠
⎞
⎜⎜⎝
⎛ − ∞
−
=
−∑ 1m
0i
sh
in ieAIs . Then,  the limiting 
differential system associated with (4.1) is globally asymptotically stable independent of the delays if  Eq. 
(4.2) holds  which is obtained by guaranteeing the inverse below on +0C under a necessary and 
sufficiency- type text on the complex imaginary axis: 
 
( ) 1m
0i
in
1shm
0i
i
1m
0i
sh
in AIse1AeAIs ii
−
=
−−
=
−
=
− ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=⎟⎟⎠
⎞
⎜⎜⎝
⎛ − ∑∑∑  
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(ii)  Since property (i) holds, then Eq.  (4.2) holds so that there exist +∈ Riβ ( )mi ∈∀ (which are in 
general distinct from those in Property (i) but we keep the same notation) such that 1
m
1i
2
i =∑= β , and for 
any [ )020 ,0 ρρ ∈∋+R , +∈∀ 0Rω :  
  [ ]
∞⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−⎟⎟⎠
⎞
⎜⎜⎝
⎛ − −−
−
−
==
∑∑ m1r111
1
1m
0i
inn
m
0i
in A,...,AAIsIAIs ββρ      
[ ]
2m
1
r1
1
1
1
1m
0i
inn
m
0i
in A,...,AAIIAI
−−
−
−
== ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∑∑ ββωρω ii  
[ ] 1
AI1
1A,...,AAI
2
m
0i
in
2m
1
r1
1
1
m
0i
in
1
1 <
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −≤
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
=
−−
= −
−
∑
∑
ωρ
ββω
i
i  
                                                                                                                                                             (4.7) 
and the above ∞H - norm exists if ∞<⎟⎟⎠
⎞
⎜⎜⎝
⎛ − ∞
−
=
∑ 1m
0i
in AIs  from Banach´s Perturbation Lemma, 
[22]. On the other hand, if 0A is stability matrix then n0 IA ρ+  is still a stability matrix if  Eq. (4.4) 
holds by applying the min max computation approach for the eigenvalues of n0 IA ρ+  which are 
largest than those of 0A since the identity matrix is positive definite. As a result, if global asymptotic 
stability independent of delays holds then it also holds with stability abscissa 00 <− ρ . The first part of 
property (ii) has been proven. The second part follows by replacing Eq. (4.3), through the use of the 
properties of the matrix measure [20], [22], with  
 [ ] ( ) ( ) 0AIAA,...,A 02n022m1r111 <+−≤+−<−− ρκρκββ                                          ? 
 
Theorem 4.1 can be  directly combined with Corollaries 3.4-3.5 as follows: 
 
Corollary 4.2. Assume that the functional limiting differential system (4.1) satisfies Theorem 4.1. Thus, 
both the perturbed and the nominal functional differential systems have a negative strict Lyapunov 
exponent which satisfies ( )( ) 0A,,min 022001 <−≤ κρρμ  . The solution of (4.1), subject to (2.3) 
with the hypotheses in Theorem 2.1, and that of its limiting differential system are both globally 
asymptotically stable independent of the delays.  
If, furthermore,  ++→ 00: RRγ  satisfies one of the subsequent conditions : 
    (a)   ( ) ( )taeot −=γ  as ∞→t  
     (b)   ( ) ∞<∫ ∞ − tdtt0 1 γν  as ∞→t  
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     (c)  ( ) ( )νγ −≤ 1tot  as ∞→t  
then any solution of the perturbed functional differential system (4.1) fulfils either Corollaries 3.4- 3.5 to 
Theorem 3.2 [under the condition (a)]  or Corollary 3.7 to Theorem 3.6 [under the condition (b) or the 
condition (c)] .                                                                                                                                         ?         
 
A parallel result to theorem 4.1 (i)  may be obtained from the subsequent remark. 
 
Remark 4.3. Note tat Eq. (4.2) holds if 
( ) ( ) [ ] 1A,...,AAIsIAAIsIAIs m1r111
1
1m
0i
inn
m
0i
i
1
0nn0n <∞⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛−−− −−
−
−
==
− ∑∑ ββρ  
, +∈∀ 0s C  provided that ( ) ( ) 1m
0i
i
1
0nn0n AAIIAI
−
=
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛−−− ∑ωω ii  exists , +∈∀ 0Rω . 
This inverse exists provided that 0A  is a stability matrix, as it has been assumed, since then it has no 
imaginary eigenvalues or real ones at the origin and,  furthermore, 
( ) 1aAAIs 0m
1i
i
1
0n <≤⎟⎟⎠
⎞
⎜⎜⎝
⎛− ∞∑=
− . If   
( ) 1baAAIsAIs 00m
1i
i
1
0n
1m
0i
in <≤≤⎟⎟⎠
⎞
⎜⎜⎝
⎛−≤⎟⎟⎠
⎞
⎜⎜⎝
⎛ − ∞∑∑ =
−
∞
−
=
ρρρ  
 ( ) ( ) [ ] 1A,...,AAAIIAI
2m
1
r1
1
1
1m
0i
i
1
0nn0n <⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛−−− −−−
=
− ∑ ββωω ii , +∈∀ 0Rω                                  
provided that ( ) ( ) 1m
0i
i
1
0nn0n AAIIAI
−
=
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛−−− ∑ωω ii  exists , +∈∀ 0Rω . This inverse 
exists provided that 0A  is a stability matrix, as it has been  assumed, since then it has no imaginary 
eigenvalues or real ones at the origin and  furthermore ( ) 1aAAIs 0m
1i
i
1
0n <≤⎟⎟⎠
⎞
⎜⎜⎝
⎛− ∞=
− ∑ . Then, 
the system (4.1) is globally asymptotically stable independent of the delays if  
( ) 1aAAIs 0m
1i
i
1
0n <≤⎟⎟⎠
⎞
⎜⎜⎝
⎛− ∞=
− ∑  (what implies that 0A is a stability matrix) and 
[ ] 102m1r111 aA,...,A −−− <ββ . The more general  constraint Eq. (4.7) is guaranteed  with any 
1
00 a
−+ <∋ ρR if [ ]
0
0
2m
1
r1
1
1 a
a1A,...,A ρββ −<−−  which guarantees global asymptotic 
stability independent of the delays of the limiting differential  system of  (4.1) and 0A is a stability matrix 
of spectral abscissa of at least 0<− ρ .                                                                                                    ? 
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4.2 Functional differential equations with mixed finite point and varying distribute  delays 
Assume that (2.2)-(2.3) consist of a single finite constant point delay 0h 1 ≥  and a single distributed 
time-varying one [ ] +→− 00,1:h R leading to the functional differential system: 
  ( ) ( ) ( )( ) ( )t0 1i1
0i
i x,tfhtxdhtxA)t(x +−+−= ∫∑ −= ττα&                                                    (4.8) 
with 0h 0 =  . The perturbation function is defined by (2.3) and satisfies the hypothesis of Theorem 2.1. 
The limiting equation is defined for identically zero perturbation function.  Eq. (4.8) is equivalent to:  
( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( ) ( )( ) ( )t0 11110 x,tftxhtxdtxhtxAtx10AA)t(x +−−+−−+−−++= ∫− ττααα&
 
                                                                                                                                                               (4.9) 
so taht the characteristic equation of  the limiting equation is: 
( ) ( )( )τατλ∫−− −−− 0 1sh10n deAAIsdet 1                                                                              (4.10) 
         ( ) ( )( ) ( ) ( )( )τατλαα ∫−− −−−−+−= 0 1sh10n deA10AIsdet 1                              (4.11) 
         ( ) ( )( ) ( ) ( ) ( )( ) 0d1eA10AAIsdet 0 1sh110n 1 =−−−−−++−= ∫−− τατλαα       (4.12) 
for any continuous function ( )tλ mapping [ ]0,1−  on the unit circle centred at the origin of the complex 
plane provided that α is non-atomic at zero. The following result is concerned with the global asymptotic 
stability of the differential system (4.8): 
 
Theorem 4.4. The following properties hold: 
(i) Assume that 0A  is  a stability matrices, so that +∈∃ R1ρ : ( ) 0A 102 <−≤ ρκ . Thus, if  
( ) ( ) ( ) 1IAIsdA
1 1
n10n
2
0
1
2
1
<−−
+ ∞
−
−∫
ρτατλ                                                      (4.13) 
then the limiting equation associated with (4.8) is globally asymptotically stable independent of the 
delays. 
 (ii) Assume that 0A  and ( ) ( )( )10A 0 −−+ αα  are both stability matrices, so that +∈∃ R2ρ : 
( ) ( )( ) 010A 202 <−≤−−+ ραακ . Thus, if  
( ) ( ) ( ) ( )( ) 1I10AIs10A
1 1
n20n
222
1
<−−+−−+ ∞
−
+
ραααα                    (4.14) 
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then the limiting equation associated with (4.8) is globally asymptotically stable independent of the 
delays. 
(iii) Assume that ( ) ( )10AA 10 −−++ αα  is stability matrix so that +∈∃ R3ρ : 
( ) ( )( ) 010AA 3102 <−≤−−++ ραακ . Thus, if  
( ) ( ) ( ) ( )( ) 1I10AAIs10A2
1 1
n310n
222
1
<−−+−−−+ ∞
−
+
ραααα            (4.15) 
then the limiting equation associated with (4.8) is globally asymptotically stable independent of the 
delays. 
Proof: Property (i) is direct by using a similar  reasoning to that in  Theorem 4.1 by extending a result in  
[20,  Section 4.4.5] for a single distributed delayed dynamics, the limiting differential system associated 
with  (4.8) is globally asymptotically stable if and only if   for any non- characteristic zero of the limiting 
equation , ( ) 0deAAIsdet 0
1
sh
10n ≠⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−− ∫
−
− τατλ , +∈∀ 0s C , or equivalently, if  the inverse 
below exists for +∈∀ 0s C  by using the re-arrangement Eq. (4.10) : 
( ) ( ) ( ) ( ) ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−−−−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−− −
−
−−−
−
− ∫∫ 1
0
1
sh
1
1
n10nnn10n
1
0
1
sh
10n deAIAIsIIAIsdeAAIs τατλρρτατλ
 
                                                                                                                                                                (4.16) 
Such an inverse exists within +0C  under the conditions in Property (i) so that the evolution operator 
exists ( )0,tT  since its associate resolvent exists and it is compact in +0C . Properties (ii)-(iii)  are direct 
alternative sufficient conditions to those in Property (i) by using a similar  re-arrangements for an inverse 
matrix as Eq. (4.16) by using Eq. (4.11) and Eq.(4.12) , respectively , instead of Eq. (4.10) .                 ? 
 
A parallel result to Corollary 4.2 now follows from Theorem 4.4 . 
 
Corollary 4.5. Assume that the functional limiting differential system of equations (4.8) satisfies any of 
the Properties of Theorem 4.4. Thus, both the limiting and the perturbed functional differential equation 
have a negative strict Lyapunov exponent satisfying 0<−≤ ρμ  with ρ  equalizing the corresponding 
iρ  (i = 1, 2, 3). Corollary 4.2 holds “mutatis- mutandis”.                                                                     ? 
The extension of Theorem 4.4 and Corollary 4.5 to the case of multiple point and distributed delays is 
direct and then omitted. 
 31
ACKNOWLEDGMENTS 
The author is very grateful to the Spanish Ministry of Education by its partial support of this work 
through project DPI2006-00714. He is also grateful to the Basque Government by its support through 
GIC07143-IT-269-07, SAIOTEK SPED06UN10 and SPE07UN04. 
 
REFERENCES 
[1] W.A. COPPEL, Stability and Asymptotic Behavior of Differential Equations, Heath, Boston, 1965. 
[2] M. PITUK, “Asymptotic behavior and oscillations of functional differential equations”, Journal of 
Mathematical Analysis and Applications, Vol. 322, pp. 1140-1158, 2006. 
[3] M. DE LA SEN and N.S. LUO, “On the uniform exponential stability of a wide class of linear time-
delay system”, Journal of Mathematical Analysis and Applications, Vol. 289, No.2, pp. 456-476, 2004. 
[4] M. DE LA SEN, “Stability of impulsive time-varying systems and compactness of the operators 
mapping the input space into the state and output spaces”, Journal of Mathematical Analysis and 
Applications, Vol. 321, pp. 621-650, 2006. 
[5] R.F. DATKO, "Time-delayed perturbations and robust stability", Differential Equations, Dynamical 
Systems and Control Science. Lecture Notes in Pure ands Applied Mathematics, Vol. 152, Marcel 
Dekker, New York, pp. 457-468, 1994. 
[6] G. DA PRATO and M. IANNELLI, "Linear integro- differential equations in Banach space", Rend.  
Sem.  Math..  Padova, Vol. 62, pp. 207-219, 1980. 
[7] N. DUNFORD and J.T. SCHWARTZ, Linear  Operators.  Part I, Wiley and Sons, New York, 1958. 
[8] M. DE LA SEN and NINGSU LUO, " Discretization and FIR filtering of continuous linear systems 
with internal and external point delays", Int.  J.  of  Control , Vol. 60, No. 6, pp. 1223-1246, 1994. 
[9] C. F. ALASTRUEY, M. DE LA SEN and J. R. GONZALEZ DE MENDIBIL, "The stabilizability of 
integro-differential systems with two distributed delays", Math. Comput. Modelling, Vol. 21, No. 8, pp. 
85-94, 1995. 
[10] N.U. AHMED, "Optimal control of infinite dimensional systems governed by integro-differential 
equations", Differential Equations, Dynamical Systems and Control Science. Lecture Notes in Pure and 
Applied Mathematics, Vol. 152, Marcel Dekker, New York, pp. 383-402, 1994. 
[11] T.A. BURTON, Stability and  Periodic  Solutions of  Ordinary and  Differential Equations, 
Academic Press, New York, 1985. 
[12] M. R. S. KULENOVIC, G. LADAS and A. MEIMARIDOU, " Stability of solutions of linear delay 
differential equations" , Proc.  Amer.  Math.  Soc., Vol. 100 , pp. 433-441, 1987. 
[13] M. DE LA SEN, On impulsive time-varying systems with unbounded time-varying point delays: 
Stability and compactness of the relevant operators mapping the input space into the state and output 
spaces, Rocky Mountain Journal of Mathematics, Vol. 37, No.1, pp. 79-129, 2007. 
[14] YU JIANG and YAN JURANG, "Positive solutions and asymptotic behavior of delay differential 
equations with nonlinear impulses", Journal of Mathematical Analysis and Applications, Vol. 207, pp. 
388-396, 1997. 
 32
[15] T. SENGADIR, "Asymptotic stability of nonlinear functional differential equations", Nonlinear 
Analysis, Methods and Applications, Vol. 28, No. 12, pp. 1997-2003, 1997. 
[16] S. BARNETT, Polynomials and Linear Control  Systems, Marcel Dekker, New York (1983). 
[17] M. DE LA SEN, "An algebraic method for pole placement in multivariable systems with internal 
and external point delays by using single rate or multirate sampling", Dynamics and  Control, Vol. 10, 
pp. 5-31, 2000.  
[18] J.K. HALE, S.M. Verduyin Lunel, Introduction to Functional Differential Equations, Springer-
Verlag, New York, 1993. 
[19] M. PITUK, “A Perron type theorem for functional differential equations”, Journal of Mathematical 
Analysis and Applications, Vol. 316, pp. 24-41, 2006. 
[20] S. I. NICULESCU, Delay Effects on Stability. A Robust Control Approach, Lecture Notes in 
Control and Information Sciences, Series Editors M. Thoma an M. Morari, No. 269, Springer-Verlag, 
Berlin 2001. 
[21] MACKENROTH, U., Robust Control Systems. Theory and Case Studies, Springer-Verlag, Berlin, 
2004. 
[22] WATKINS D.S., The Matrix Eigenvalue Problem. GR and Krylov Subspace Methods, SIAM, 
Philadelphia, PA , 2007. 
[23] M. DE LA SEN, “On positivity of singular regular linear time-delay time-invariant systems subject 
to multiple internal and external incommensurate point delays”, Applied Mathematics and Computation, 
Vol. 190, No.1, pp. 382-401, JUL 1, 2007. 
 
[24] F.D. CHEN and C. SHI, “Global attractivity in an almost periodic multi-species nonlinear ecological 
model”, Applied Mathematics and Computation, Vol.180, No.1, pp. 376-392, SEP 1, 2006. 
[25] XI. MENG, W. XU and L. CHEN, “Profitless delays for a nonautonomous Lotka–Volterra predator–
prey almost periodic system with dispersion ”, Applied Mathematics and Computation, Vol. 188, Issue 
1, 1 May 2007, pp. 365-378, 2007. 
[26] L. WHITE, F. WHITE, Y. LUO and T. XU, “Estimation of parameters in carbon sequestration 
models from net ecosystem exchange data”, Applied Mathematics and Computation, Vol. 181, Issue 2, 15 
October 2006, pp. 864-879. 
[27] R.R. SARKAR, B. MUKHOPADHYAY, R. BHATTACHARYYA and S. BANERJEE, “Time lags 
can control algal bloom in two harmful phytoplankton–zooplankton system ”, Applied Mathematics and 
Computation, Vol. 186, Issue 1, 1 March 2007, pp. 445-459. 
[28] L. BAKULE and J.M. ROSSELL, “Overlapping controllers for uncertain delay continuous-time 
systems”, Kybernetika, Vol. 44, No. 1, pp. 17-34, 2008. 
