ABSTRACT In this paper, a parallelogram set-membership estimation (PSME) algorithm is proposed to perform osteotomy trajectory estimation in two dimension plane with high accuracy to achieve highprecision osteotomy by an orthopedic surgery robot and meet the safety requirements of the osteotomy. First, to realize the tight envelope of the estimated set on the osteotomy trajectory, a parallelogram envelopment expression is proposed that describes the state set and the observation set. Second, a minimum-area parallelogram envelope method is applied to quickly converge the osteotomy trajectory estimation set to a reliable range. Moreover, the unknown but bounded noise model solves the robustness problem of the algorithm under non-Gaussian conditions, and realizes the accurate estimation of the osteotomy trajectory in any noise environment. Finally, the simulated and experimental results demonstrate that the estimation accuracy and anti-noise performance of the PSME algorithm are better than other estimation algorithms. In the osteotomy experiment, the average osteotomy error is less than 1 mm, which meets the safety requirements of the osteotomy. Furthermore, PSME holds great potential in other estimation problems.
I. INTRODUCTION
As a result of rapid developments in robotic technologies, orthopedic surgery robots (OSRs) have been widely utilized with a smaller incision [12] - [14] , less bleeding, and quicker post-operative recovery in minimally invasive osteotomy [6] , which is the most import step in total knee replacement (TKA) [7] . To guarantee the safety and reproducibility of OSRs, trajectory tracking with extremely high accuracy is required, in which repetitive positioning accuracy and navigation positioning accuracy need to be less than 1 mm [18] . Although an OSR has the ability of self-localization, its own localization information cannot be integrated with the The associate editor coordinating the review of this manuscript and approving it for publication was Yi Chen. complex surgical environment. Therefore, it is necessary to fuse external localization information from multiple sensors for state estimation and location.
To solve the influence of single-sensor defects on accurate localization and improve the positioning accuracy of OSRs, some scholars have carried out research on multisensor data-fusion methods. Choi proposed a passive target location method based on robust least squares (RoLS) [1] , which effectively eliminates the location error of the robot by using the RoLS combined with the special geometric features of the cross ultrasound array. Jetto proposed an adaptive Kalman filter (KF) [2] , which improves the fusion effect of the improved Kalman filter by adjusting the input and measurement noise covariance obtained by the estimation algorithm online. It is used to enhance the adaptability of the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ robot in the localization process and improve the accuracy of the localization. Roumeliotis proposed a target localization method combining KF and a Bayesian hypothesis [3] , which solved the problem of accurate localization of robots under multi-peak problems.Yuan et al. [16] proposed a multisensor information fusion method based on a particle filter (PF). Replacing the original strong distribution hypothesis with a large amount of sample information, a more accurate noise distribution is obtained and state estimation under nonGaussian noise conditions is realized [30] . All of the above methods improve the accuracy of state estimation to some extent, but there the following common problems in the above probabilistic filter estimation still exist. 1) The state estimation is strongly dependent on the accuracy of the distribution information. When the noise does not satisfy the hypothesis distribution or when the sampling information is too small, the state estimation accuracy will be seriously affected.
2) The estimated result is the maximum possible estimation result. When the sensor error increases or the motion trajectory changes suddenly at the next moment, the instantaneous estimation will have a large deviation. Therefore, in the surgical environment, in which the noise distribution is unknown, it is difficult to meet the special requirements of OSRs for safety using the probability estimation method.
To solve this problem, some scholars have proposed setmembership estimation SME methods under unknown but bounded conditions [8] , [9] , [23] . In the case of ensuring the existence of the correct estimation state, the envelope range is gradually reduced without losing the true value, and the estimation error is stabilized within a sufficiently small bounded range. Yu simplified the traditional ellipsoidal estimator estimation method by using special external environment information, realizing the precise online positioning of a mobile robot with a small amount of information [5] , [25] . However, this approach also reflects the traditional ellipsoidal setmembership filter [4] difficulties in the envelope, complex parameter adjustment, and other defects, while it is difficult to obtain the optimal solution with the ellipsoid envelope in the optimization process [20] , so there is difficulty in convergence, and the accuracy of the set is limited.
In this paper, a parallelogram set-membership estimation (PSME) algorithm suitable for the trajectory of osteotomy estimation is proposed, which improves the existing set-membership estimation algorithm. The main contributions of this paper are the following. 1) A parallelogram closed solution is proposed to describe the state set and the observation set, which utilizes the geometric properties of the parallelogram to achieve a tight envelope of the osteotomy trajectory and improve the estimation accuracy of the osteotomy trajectory. 2) A method for performing a minimum-area parallelogram envelope on an update set is proposed. The area of the state set can be converged to an effective range, which ensures the safety requirements of osteotomy surgery. 
II. MATHEMATICS A. STATEMENT OF PROBLEM
In TKA, the purpose of osteotomy is to achieve the implantation of an artificial prosthesis ( Figure 1 ) to replace worn joints [15] . Surgeons should ensure the accurate implantation of the known type of prosthesis and maximize the contact area between the prosthesis and the bone tissue when planning the operative osteotomy plane. In addition, accurate implantation of the prosthesis relies heavily on osteotomy thickness and bone flatness. Therefore, ensuring high-precision osteotomy trajectory of the planned bone surface is the key to effective osteotomy. Figure 1 shows the procedure of TKA osteotomy, where 1-a,1-b,1-c and 1-d are the osteotomy sections in TKA. Before the operation, the surgeon must determine the optimal facies ossea through the preoperative surgical planning system. Then, the osteotomy tool which is limited to movement in the plane by existing devices is clamped by the end-effector of the surgical robot, and the osteotomy is completed according to the predetermined trajectory. (Figure 2) .
To ensure the precise execution of the OSR's preoperative trajectory planning, we establish the coordinate system shown in Figure 3 according to the planned osteotomy trajectory. Taking the initial position of the osteotomy as the coordinate point O, the plane of osteotomy is the x-o-y plane, and the plane normal vector is defined as the Z axis. Since the osteotomy trajectory (as shown in Figure 3 ) is a set of parallel or perpendicular directed segments in the x-o-y plane, we define the initial osteotomy trajectory as the y axis and the vertical as the x axis. At this time, the position of the osteotomy plane relative to the OSR is uniquely determined, and the osteotomy tool can be limited to moving through the existing device in a plane determined by the doctor. Therefore, how to perform high-precision trajectory estimation in the plane is the key to osteotomy. Figure 3 shows the tibia osteotomy trajectory in TKA [21] . When the osteotomy plane is determined, three-dimensional (3D) spatial information needs to be projected into the selected 2D osteotomy plane in the planning system. The projection equation is
X real ∈ R 3 is the spatial 3D position information acquired by the sensor, T is a projection matrix of 2 × 3, and X ∈ R 2 is the position-information value projected from X real into a known 2D plane.
In the osteotomy process, for the convenience of calculation, the accuracy of the state information X real is artificially defined, and the state information itself as an approximation cannot accurately describe the osteotomy process. Therefore, the system noise w t (|w t | ≤ ε) guarantees that state-equation modeling must be introduced. However, we cannot accurately quantify the values that are rounded off, so we cannot give the exact distribution of noise w t . At the same time, in the observation part, unknown noise exists in the optical tracking sensor used to track the recorded track information. Therefore, we can only describe the observation error v t through the accuracy range of the sensor.
Therefore, when the TKA surgical robot completes the osteotomy at a given speed at the osteotomy position [24] , the system model can be abstracted into the following 2D linear system [17] :
The requirements satisfy the following constraints:
In the osteotomy system, X k = x k y k T ∈ R 2 where x k and y k are the position information of the surgical robot system at the plane of the osteotomy at time k, and Y k+1 ∈ R 2 is the position information observed by the surgical system at all times. u k is the speed information input given by the OSR at time k. A is the state matrix, which is a I 2×2 unit matrix in the osteotomy system and t is the sampling time. Matrix C is the observation matrix in the osteotomy system, and the condition required that C −1 must exist. System noise w k ∈ R 2 and measurement noise v k+1 inR 2 are irrelevant.
C. PARALLELOGRAM SET MEMBERSHIP ESTIMATION ALGORITHM(PSME)
Here, we mainly introduce an improved set-membership estimation algorithm, and deduce the iterative PSME method in detail.
For the unknown but bounded error conditions in the osteotomy system, we have adjusted the state equations and observation equations of the system. We describe the state vector and observation vector in the form of the state set and observation set, respectively. When the osteotomy system is equation of state (2), x t belongs to the closed convex set t , and the observation vector is Y k+1 ∈ Y t+1 .
1) ENVELOPING METHOD OF PARALLELOGRAM
When the state set t satisfies the condition called unknown but bounded, the outer-envelope parallelogram of the set p(θ t , X t , E t ) is defined as follows:
where
As shown in Fig. 4 , θ t is the angle between the straight line and vertical axis, and the intersection of the two lines is (x t , y t ). The envelope of the parallelogram p(θ t , X t , E t ) is obtained by shifting the distance e t1 , e t2 up and down by two intersecting lines. The intersection point (x t , y t ) of the two lines before the translation is the center point of the parallelogram. In general, we consider (x t , y t ) to be the state estimate X t at moment t, and the enveloping parallelogram is the set of state estimates at the current moment.
Since the osteotomy trajectory is a set of straight lines in the plane, when the estimated point is X 0 and the noise is w 0 , |w 0 | ≤ ε, the parallelogram upper and lower bounds p + p − VOLUME 7, 2019 are satisfied:
It can be seen that the parallelogram can achieve a tight envelope of state information.
2) STATE-SET ESTIMATE
To clearly introduce the state-set transformation, we present the following definitions.
Definition 1: Let x be a vector in the space R 2 and let X be a set in R 2 . Then, ∀x ∈ R 2 the 2D vector function f (X ) is defined by
where S is a set of these functions [22] . In a linear system, where f (X ) = AX , i.e., the vector function is a linear transformation of the set X, then
For linear transformations, if X is convex, then S is also convex.
We assume that w = 0, i.e., there are no disturbances in (2). Following the above definition of the functional transformation of sets, we can define the propagated state set as
When a state error exists and the unknown but bounded condition of Eq. (4) is satisfied, we further process the error set w t and the state set; the prior state set X t+1 is then given as
where the process error at a certain moment is always disturbed near the state quantity at that moment, so the sum of the state set and error set is defined in the sense of the Minkovski sum, i.e.,
Therefore, the state-estimation set X t+1 satisfies
When we collect the osteotomy measurement value Y t+1 through the sensor, the posterior state estimation set can be expressed as (14) where the set is the conditional state-set estimation, defined as follows:
Since the state estimation set contains the predicted value of the state information of the time (t + 1), and the formula (14) processes the observation set of the time (t + 1), the obtained set Y t+1 also contains the correct information of the state set. Therefore, set Y t+1 and set X t+1 must intersect, and the intersection set contains all true osteotomy information. However, due to the existence of process errors w and observation errors v, the two sets do not necessarily coincide completely. Therefore, the essence of the intersection of the state estimation set and observation set is that the state estimation set of the prediction part is taken as the principal part, and the non-correct information in the main part is eliminated by the observation set to complete the further update of the set.
In this paper, the method of convex hull intersection is used to calculate the state-set update process, and the parallelogram set formed by the observation set and prediction state set is used to achieve the intersection. The mathematical expression is
Next, the convex polygon is enveloped into a set of parallelograms, and the smallest-area outer-envelope parallelogram is found (see the second part for the specific process):
p_ min is the set of states at time t + 1 t+1 = p_ min (19) 3) SOLVING THE MINIMUM-ENVELOPE PARALLELOGRAM Figure 5 illustrates a sketch of a cooperative positioning target [27] created using PSME. The result of each sensor can be enveloped by a parallelogram for the true state of the uncertain target. When the positioning information of a plurality of different sensors is obtained in multiple measurements, the true state moving target should be located in all parallelograms; that is, in the intersection of multiple parallelograms. However, the polygon obtained by the intersection of multiple parallelograms is not necessarily a parallelogram. Therefore, to realize the accurate representation of the updated state value, it is convenient for the subsequent iterative calculation to realize the fast convergence of the set, and the enveloping minimum-area parallelogram envelopment of the convex polygon (Fig.6 ) is a key step of the set-member-estimation algorithm.
Definition 2:
The generalized support line G(L, φ) of the convex polygon X ∩Y t+1 is defined as follows:
where the support line L t+1 of the convex polygon X ∩Y t+1 is a support line in the φ direction, and G(L, φ) represents a generalized equation [10] in which the X ∩Y t+1 supports the line in the φ direction.
Lemma 1: For any convex polygon X ∩Y t+1 , there is a minimal enclosing parallelogram p such that for each axis of p there is one side that contains an edge of X ∩Y t+1 .
Proof: See Ref. [11] , [26] . Lemma 2:When the parallelogram vertex V , parallelogram boundary K = {k 1 , k 2 , k 3 , k 4 }, and parallelogram support line L t+1 satisfy {L t+1 ∩ ∂K } − {V i } = ∅, i = 1, 2, 3, 4, the support line is a straight line in which the sides of the parallelogram are located.
Proof: Suppose there is a straight line l that is not the side of the parallelogram and is the support line.
Contradictions, so the proposition is true.
Theorem: Under the condition that the equations of the convex polygon X ∩Y t+1 are known, the support function L p and the support line equation G(L p , φ) satisfying the outer parallelogram p(θ 1 , θ 2 , e 1 , e 2 ) of the lemma 1, 2 can be obtained:
At this time, the envelope equation of the parallelogram
A set of support lines for a convex polygon can be obtained as follows:
where w(φ) represents the distance between two parallel support lines of directions φ and φ + π, called the width of the convex set X ∩Y t+1 along the direction φ, and the function w(φ) is called the width function of the convex set X ∩Y t+1 . Definition3: Let σ denote the chord length of the convex domain X ∩Y t+1 intercepted by the straight line M . When M only intersects ∂ X ∩Y t+1 and contains M ∩ ∂ X ∩Y t+1 as the line segment, it is defined as σ = 0, φ(0 ≤ φ < 2π); then, 
Among these, under the assumption b ≤ a, 0 ≤ ≤ π 2 , is the angle of the parallelogram, and a,b is the side length of the parallelogram.
It can be seen from Lemma 1 that the tightest supportline group of the convex polygon must have a support line coincident with the edge of the convex polygon. In [11] , the parallelogram support line enveloping the convex polygon can be expressed as
Optionally, two non-parallel sides l 1 , l 2 of the convex polygon, since the vertex V i ∈ l 1 orl 2 , i = 1, 2 · · · , n of each edge is known, the linear equation of l 1 , l 2 can be obtained. Therefore, the support function can be obtained by the linear equation as follows:
where V 1 = (x 1 , y 1 ), V 2 = (x 2 , y 2 ), and we bring the above formula into the support-function equation (29) . Remark 1: When solving the outer-envelope parallelogram of convex polygon X ∩Y t+1 , if two support lines that are not parallel to each other and satisfy Lemma 1 are selected from the convex polygon, the outer-envelope parallelogram formed by the two support lines is unique.
Proof: Suppose that the two sides l 1 , l 2 of the convex polygon X ∩Y t+1 that are not parallel to each other are selected
Similarly,
given, a unique parallelogram can be determined. When L p (σ, φ), θ 1 , θ 2 is certain, the only outerenvelope parallelogram with a convex set exists. It can be seen from the figure that the parallelogram satisfies = θ 2 − θ 1 , φ = θ. Assuming that the sides of the parallelogram are a,b and −
Therefore, the parameter e in the external-envelope parallelogram p(θ, e) can be obtained as follows in (35), as shown at the bottom of this page. The above formula can be used to obtain the parallelogram p(θ 1 , θ 2 , e 1 , e 2 ) after envelopment. Then, the support function of the parallelogram is
At this time, the support line of the parallelogram is
According to Lemma 2, the support line is a parallelogram outer envelope. Remark2: Optimize the parallelograms of all tight envelope support lines as follows:
The smallest-area outer-envelope parallelogram-that is, the optimal outer-bound parallelogram-can thus be obtained.
Proof: Since the selection of the convex polygonal support line satisfies Lemma 1, there must be a minimumenvelope parallelogram among all possible parallelograms composed of the support line. Obviously, the theorem is true.
4) ALGORITHM FLOW
The algorithm flow is as follows
Step 1:Time updates to the set of stateŝ
Step 2:Enveloping by a set of known observations
Step 3:Envelope the convex polygon formed by the intersection Find the smallest area envelope parallelogram Find the support line group of convex polygon l p ← Support(Conv(X k+1 )) Optimize the area of parallelograms composed of any two sets of support lines
End

III. SIMULATIONS
We now demonstrate the feasibility and effectiveness of the multi-sensor fusion PSME algorithm by 2D in-plane simulation, and compare the performance of PSME with KF, SMF, and PF under different noise environments. The simulation is implemented using MatLab 2010b (MathWorks, USA) on a ThinkPad P52s. The system equation can be simplified as
where A. PSME ALGORITHM PERFORMANCE
The simulation process of the PSME algorithm is shown in Figure 7 , where the blue line represents the true trajectory value, the yellow line is a set of observation information recorded under uniform random noise, and the red line is the estimated value of the trajectory generated by the PSME FIGURE 7. A trajectory that reflects the performance of the PSME algorithm.
FIGURE 8. PSME algorithm error. algorithm based on the combination of the model information and the two sets of observation information. It can be clearly seen from Figure 7 that the PSME algorithm can effectively track and estimate the real trajectory and has strong filtering ability for the observation information. Figure 8 is a simulation error result graph, where blue is the error value of the sensor and the real state, and red is the PSME and the true state error. It can be seen that the tracking error of the PSME algorithm is much smaller than the sensor error, which can effectively predict the state of the dynamic system. Figure 9 shows the state-estimation comparison of four fusion algorithms: KF, PF, SMF, and PSME. Among these, the blue curve is the KF algorithm, the cyan curve the PF algorithm, VOLUME 7, 2019 FIGURE 10. Multi-algorithm simulation error.
B. COMPARISON OF MULTIPLE DATA-FUSION ALGORITHMS
the green curve the SMF algorithm, the red curve the PSME algorithm, the pink curve the state true value, and the yellow curve the observed value. In addition, the error of the SMF clustering algorithm is the boundary error, and the parame- Figure 10 is the error comparison graph of four fusion algorithms, where yellow is the observation and state true value error, green the SMF algorithm and true value error, blue the KF and true value error, and red the PSME and true value error. It can be seen from the figure that the PF has a large deviation in the state estimation at the sampling point at 100 and 150. This is because the PF algorithm solves the state estimation by the approximate posterior probability of finite parameters. In the PF re-sampling process [28] , [29] , the sample points with small confidence are discarded, and a large number of highly reliable particle points are copied. When the trajectory changes, the original particle point confidence changes. Therefore, the state cannot be reliably and accurately estimated. The other three algorithms can reliably estimate the trajectory. It can be seen from the figure that the average error of the PSME algorithm is the smallest, and the error is always within 0.06 mm. The estimation accuracy is high and the reliability is strong.
C. MULTI-SENSOR PERFORMANCE ANALYSIS UNDER DIFFERENT NOISE DISTRIBUTIONS
We chose three algorithms with high reliability-KF, SMF, and PSME-and performed simulation comparisons under different noise distributions. Figure 11 shows the error comparison graphs of the three algorithms under different distributions, where green is the error between the SMF algorithm and true value state, blue the error between the KF algorithm and true value state, yellow the error between the observed value and true value state, and red the error between the PSME algorithm and true value state. Table 1 shows the average error statistics of each algorithm under different distributions. As can be seen from the table, 1) PSME estimation accuracy is superior to that of the SMF algorithm regardless of the distribution; 2) under normal distribution, the KF algorithm precision has the lowest error, but it can be seen from Figure 11 that the PSME and KF algorithm error trends are similar, and the average error is 0.006 mm, which is only 4.6% of the actual error; and 3) under non-Gaussian distribution, the PSME error mean is always smaller than that if the KF and SMF algorithms, so the PSME algorithm is more general than the KF algorithm.
IV. EXPERIMENTS AND RESULTS
To verify the feasibility of the PSME algorithm in actual osteotomy, the osteotomy system in which the experimental validation is performed is shown in Figure 12 .
A. EXPERIMENTAL DESIGN AND SYSTEM COMPOSITION
A osteotomy was experimentally simulated. The Staubli TX60 robotic arm was used as the osteotomy surgery robot, in which the surgery tool is clamped through the flange at the end of the Staubli robot. The accuracy of the VICON system is less than 0.1mm, which is much smaller than the trajectory positioning accuracy of other optical tracking systems. In the experiment, the measurement result of VICON is considered to be the actual osteotomy status value, i.e. osteotomy status information used to evaluate algorithm performance. At the same time, two NDI Polaris [19] optical positioning and tracking systems are used to locate the end of the surgery tool with the optical positioning ball from different angles. Among them, VICON and NDI unify the coordinate system through the calibration process. Combined with the osteotomy robot and positioning system, the osteotomy space position is projected into the selected osteotomy plane, and the osteotomy trajectory is estimated by the PSME estimation algorithm. In the experiment, when the osteotomy plane is given, since the osteotomy trajectory is only performed in the 2D osteotomy plane, the osteotomy state and the observation state are modeled by the following equations
where x k and y k are the position information of the osteotomy trajectory in a given osteotomy plane.The sampling time is t = 0.05s, the process noise is w, and the observed noise is v.
B. EXPERIMENTAL RESULTS AND PERFORMANCE COMPARISON 1) ALGORITHM RESULT DISPLAY
When the projection matrix
of the osteotomy plane is given, the osteotomy trajectory is estimated as shown in Figure 13 . The VICON measurement is represented by a blue curve, the tracking trajectory observed by NDI in yellow, and the trajectory curve after being estimated by the PSME algorithm in red. The figure shows that the PSME estimation result is between the true value and the observed value, and is closer to the true value. Figure 14 shows the error of the osteotomy trajectory. The red curve represents the error value of the algorithm proposed in this paper. The maximum error is 1.40 mm and the average error is 0.4 mm. Figure 15 shows the trend of the state-set area in the parallelogram gatherer estimation algorithm. Experiments show that the error of the osteotomy track processed by the PSME algorithm is smaller than the measurement error, and the estimated set area is finally kept within 0.65 mm 2 .
Based on experiments with the same osteotomy trajectory, we compare the 2D state estimation algorithm with the traditional method which is processed by the 3D fusion algorithm and mapped to the known plane. Because a TKA osteotomy is a plane osteotomy, and the estimated osteotomy trajectory is in a 2D plane, the existing multi-sensor fusion algorithm is mostly a 3D spatial processing method. Figure 16 is the error map of the effective algorithm for estimating the osteotomy trajectory. Yellow denotes is the 3D SMF algorithm error curve, green the 2D SMF algorithm error curve, cyan is the 3D KF algorithm error curve, and blue the 2D KF, algorithm error curve, and red is the PSME algorithm error curve. The Figure 17 is the comparison of the error mean and the maximum error value of the above algorithms.
Among these, the setup algorithms SMF and PSME satisfy the bounded noise condition, in which the 3D SMF algo- 
2) COMPARISON OF ALGORITHM PERFORMANCE
The following can be seen from Table 2 and Figure 16, 1) No matter which sensor-fusion algorithm is used, the 2D trajectory estimation method is superior to the traditional method when the 2D osteotomy plane is known. Therefore, when the 2D osteotomy plane information is given, the 3D spatial information is projected onto the selected 2D osteotomy plane in the planning system, which can effectively reduce the influence of redundant information on the accuracy of the trajectory estimation. 2) Compared with the multi-sensor fusion algorithm, the PSME algorithm has the smallest average error and the highest estimation accuracy. 3) The PSME algorithm osteotomy trajectory has an error of 1.40 mm in the worst case and an average error of less than 1 mm, which meets the high safety requirements of osteotomy.
V. CONCLUSION
In this paper, a parallelogram-set filter algorithm is proposed for the trajectory of osteotomy estimation, which can improve the localization accuracy of OSRs. In this algorithm, an analytical solution of parallelograms is used to implement the envelope of the state set, and the most excellent bounding of the parallelogram set-membership estimation algorithm is calculated to ensure the convergence and accuracy of the algorithm. Furthermore, as a strong universal multi-sensor fusion algorithm, i.e., the PSME algorithm, can accurately estimate the trajectory for both in Gaussian and nonGaussian noise. The simulation results show that PSME has excellent estimation performance under Gaussian and non-Gaussian conditions. In particular, under non-Gaussian noise the estimation error of the PSME algorithm is less than that of the KF and SMF algorithms. The osteotomy experiment results show that the PSME algorithm can effectively stabilize the state set of the osteotomy trajectory within, and ensure that the estimation error of the osteotomy trajectory is less than 1 mm. The ability to realize high accuracy and strong noise immunity also lays the foundation for the safe implementation of osteotomy. In addition, this method is not only applicable to the osteotomy estimation system, but also generally applicable to other estimation problems.
DANYANG QU received the B.S. degree from the Hebei University of Technology, Tianjin, China, in 2016. She is currently pursuing the M.S. degree with the University of Chinese Academy of Sciences, Beijing, China. Her research interests include state estimation, modeling, localization, and deep learning. 
