The concept of spatial stochastic processes and the techniques of geostatistics and stochastic inversion are presented as a means for evaluating the spatial variability of thermal properties and temperature in sedimentary basins. Data from the Uinta Basin of NE Utah are used to demonstrate the analysis. Bottom hole temperatures from oil and gas wells provide the best opportunity for a spatial analysis because of the large number and wide distribution of data. Errors in bottom hole temperatures are not too large to preclude their use and stochastic inversion provides an optimum method for removing random noise while retaining spatial resolution. Corrected bottom hole temperatures from 235 wells in the Uinta Basin are used to estimate: (a) average geothermal gradient as a function of position in the basin and (b) temperature gradients in individual formations, also as a function of position in the basin. The latter analysis yields a high-resolution estimate of temperature gradient and temperature throughout the basin. The temperature field shows variations of up to 50°C at a depth of 4 km and is estimated to be accurate to better than 5 "C. This variation in temperature is consistent with conductive and advective mechanisms of heat transfer in a heterogeneous medium.
INTRODUCTION
The importance of temperature to a variety of processes within sedimentary basins is well recognized. Processes such as diagenesis, mass transport, fluid flow, hydrocarbon maturation and fission track annealing are dependent on the temperature field. However, attempts to characterize the complete temperature field within sedimentary basins have been complicated by the limited spatial extent of temperature and thermal conductivity data and by the need to characterize the physical properties of the basin sediments. Sediment properties such as lithology, mineralogy, porosity, grain size, shape and sorting vary spatially both between geologic formations and within individual formations reflecting the unique depositional environment and burial history of the sedimentary unit. This variation in physical properties must be characterized in order to determine the distribution of temperature within a basin. In this paper, we demonstrate how the techniques of geostatistics, stochastic process models and inverse tech-* Presently at: Department of Oceanography, Dalhousie University, Halifax, Nova Scotia, B3H 451, Canada. niques can be applied to thermal data to characterize the spatial variability of the temperature field and thereby provide a framework in which to analyse the problems of data quality and spatial distribution.
Early work in geostatistics quantified the spatial variability in physical properties of geologic media through the use of spatial random variables. Random variables provide a conceptual framework in which observations can be analysed as independent realizations and sets of observations used to infer statistical properties of the random variable. Matheron (1962 Matheron ( , 1963 introduced the concept of a 'regionalized variable' as a random variable that is also a function of one or more spatial dimensions. An alternative terminology has developed which refers to spatially distributed random variables or regionalized variables as spatial stochastic processes or simply stochastic processes and this alternative terminology is used in this paper. Although geostatistical methods were originally developed for analysing ore grades in mining applications (Journel & Heijbregts 1978) , the concepts were quickly applied to other geologic problems.
The principles of geostatistics and stochastic processes have proven particularly effective in the analysis of groundwater flow problems (De Marsily 1986) . Stochastic modelling studies (Delhomme 1978 (Delhomme , 1979 Bakr et al. 1978; Smith & Freeze 1979; Gutjahr 8c Gelhar 1981) and numerous field studies (e.g. Delhomme 1979; De Marsily 1986) have shown that both hydrologic properties of the sediments (porosity, permeability, hydraulic conductivity) and field values (hydraulic head, flow velocity) that depend on these physical properties can be modelled successfully as spatial stochastic processes. Properties such as porosity and permeability depend on more basic physical properties of the sediments, primarily lithology, grain size and sorting, and these sediment properties show the systematic spatial variability that is suitably described as a stochastic process.
Analysis of thermal data and temperature fields as stochastic processes is a logical extension. By analogy with the groundwater hydrology case, several physical properties and field values can be appropriately modelled as stochastic processes. Temperatures in basins are primarily a function of the thermal conductivity of the sedimentary fill, which is determined by the lithology, mineralogy, and other physical properties of the sediments (Kappelmeyer & Haenel 1974) . By identifying continuous units of smoothly varying thermal conductivity, analogous to hydrostratigraphic units in groundwater hydrology, the principles of spatial stochastic processes can be directly applied. Unfortunately, thermal conductivity data have rarely been collected explicitly for spatial variability studies. Thermal conductivity is a commonly determined parameter for heat flow measurements, but the determination of heat flow requires dense sampling vertically in individual boreholes and only rarely in the lateral dimensions. Systematic spatial variability in thermal conductivity has been demonstrated incidentally by some regional heat flow studies (Judge & Beck 1973; Majorowicz et af. 1984; Chapman et af. 1984) , and these studies generally show significant, but smooth variation of thermal conductivity within individual formations. Other physical parameters that influence the temperature field include the basal heat flow into a basin, the heat production of the sediments, and advective heat transport by migrating fluids. Each of these processes can also be expected to vary smoothly and so be modelled as a stochastic process.
Temperature could also be modelled as a stochastic process, but temperature data suffer from the same limitations as thermal conductivity. High-precision temperature logs are generally made in order to characterize heat flow at a specific site and, with the exception of exploitable geothermal areas, are not obtained with a dense spatial distribution. Temperature measurements made for heat flow determinations are also of limited depth extent, rarely being deeper than a few hundred metres. For analyses attempting to estimate temperature throughout a deep sedimentary basin, the use of these data would require questionably large extrapolations. An existing data set that does not suffer from these distribution limitations consists of bottom hole temperatures (BHTs) measured in deep oil exploration wells. Measured routinely during the logging of exploration wells, BHTs typically number in the thousands within individual basins and are measured at depths on the order of kilometres. The problem inherent to BHTs is the unknown quality of the data. BHTs are low-precision, low-accuracy measurements that are subject to many sources of noise including inaccurate measurement and recording of data, but primarily from the transient temperature change associated with the drilling of the well. Circulation of drilling mud during and after drilling cools the surrounding wall rock causing measured BHTs to be significantly less than pre-drilling equilibrium temperatures. This perturbation to the temperature must be corrected and uncertainty in the correction procedure is a major source of error (Luheshi 1983; Shen & Beck 1986) .
In spite of the limited quality, BHT data have been analysed and interpreted in many sedimentary basins. The simplest and most common analysis involves compiling BHTs from a specific region, fitting a line to these temperatures in depth and thereby obtaining an average geothermal gradient for the region (Carvalho & Vacquier 1977; Majorowicz & Jessop 1981) . While this approach may give a measure of the average geothermal gradient or regional heat flow such analyses are not capable of resolving either vertical or lateral variations in temperature beyond the linear dependence on depth.
Other studies of BHTs have attempted to resolve the temperature field in greater detail. Majorowicz et al. (1984) subdivided the sedimentary section in the Alberta foreland basin into two stratigraphic divisions and used BHTs to resolve temperature gradients independently for upper and lower sections. They also resolved lateral variations by averaging BHTs over a grid of blocks of length 30 km. A similar analysis was also used in the Williston Basin (Majorowicz, Jones & Jessop 1986) and in both cases provided temperature fields and heat flow maps with sufficient spatial detail for interpretation in terms of variations in thermal conductivity, heat production, or advection of heat by groundwater flow. Because geologic formations constitute a fundamental unit in describing Sedimentary basins, several recent BHT analyses have focused on resolving temperatures and heat flow fields by formations. Chapman et af. (1984) used thermal conductivity data to resolve temperature gradients in individual geological formations in the Uinta Basin of N E Utah and calculated heat flow as a function of position. Speece et af. (1985) introduced an inverse method to resolve temperature gradients in individual formations in the Michigan Basin. They required the gradients to be laterally constant within each formation, but obtained a variable temperature field through the variation in formation thicknesses. Temperature residuals from this inverse model also had a distinct spatial variability that they interpreted as reflecting variations in thermal conductivity and heat flow. This technique was applied to individual oil fields in the Utah-Wyoming thrust belt by Deming & Chapman (1988a, b) who obtained internally consistent heat flow estimates and found local lateral temperature variations that are explained primarily as the result of conductive heat transfer through the complex geologic structure of the thrust belt. Vasseur, Lucazeau & Bayer (1985) also used an inverse technique to estimate heat flow from a single BHT, constrained by a prwri estimates of thermal conductivity, heat flow and surface temperature.
These studies are consistent in demonstrating that careful analysis of BHTs can resolve both vertical and lateral variations in the temperature field. These studies also show that there is a clear trade-off between the ability to resolve Downloaded from https://academic.oup.com/gji/article-abstract/103/2/321/588788 by guest on 22 December 2018 spatial variability and the need to average the noise inherent in BHT data.
In this paper we demonstrate how the concepts of spatial stochastic processes and linear inverse techniques within a stochastic framework provide an explicit and optimum method for balancing the temperature resolution against the need to remove noise. The first section of the paper describes techniques for estimating stochastic processes and is primarily a review. The application to thermal data is demonstrated in the second half of the paper by application to thermal data from the Uinta Basin, an intermontane basin in NE Utah. Both thermal conductivity and temperature are analysed for systematic statistical variations and the 3-D temperature field is estimated using a method of stochastic inversion.
ESTIMATING SPATIAL STOCHASTIC PROCESSES

Statistical inference
A spatial stochastic process can be represented as a random function: d(x, lj) of a variable of state: 5, and a spatial variable: x. The state variable represents the possible variation in the space of realizations, i.e. it defines the probability density function of the random process. The probability density distribution is characterized by certain moments including the mean and variance of the process, defined, respectively, as
where ( .) denotes expected value. The covariance between two random variables d and z is defined as If z and d represent realizations of a single spatial stochastic process at different positions, then (1) defines the autocovariance. Additional statistical properties of spatial processes are often inferred or assumed. In particular, the property of stationarity is important. Stationarity implies that a spatial stochastic process has some statistical characteristics that are not spatially variable. For example, if a stochastic process is mean stationary, the expected value or mean of the function is constant throughout the spatial domain. Variance can also be constant in space, but geologic properties rarely show completely random variability. More often the variability shows a distinct pattern of spatial correlation; the closer two observations are in space, the more likely they are to be similar. This spatial correlation leads to the definition of second-order or weak stationarity. Weak stationarity implies the expected value of the function is constant:
and the autocovariance is a function only of separation distance, not absolute position:
where C is a correlation function and Ax is the distance between point x1 and x2:
If C(&) is a monotonically decreasing function, as is generally the case, there is some correlation between two observation points located close in space and this correlation decreases as the observation points are located further apart. This is a useful model for many geologic and thermal properties.
To test this statistical model or to determine the moments [expected value and cov(&)] of a stochastic process, it is necessary to make a sufficiently large number of observations of the variable of interest (e.g. d). Technically this is impossible since many realizations of d(x, 5) at a single location are needed and there exists only one realization at any location. To avoid this problem the principle of ergodicity is applied. The ergodic hypothesis states that the spatial variability of a stochastic process reproduces the variability in the space of realizations. This means that averages of observations in space can be used to estimate the statistical properties of the stochastic process. For example, the expected value of a variable at any location is estimated by the mean of a number of observations made at different points within the domain. The variance of the variable can be estimated in a similar fashion. This is the principle of statistical inference; the properties of the stochastic process are inferred from the statistics of a set of realizations distributed in space.
To determine completely the properties of a weakly stationary process it is necessary to know the covariance function C(AX), which can be estimated through the use of a semivariogram. The semivariogram of a stochastic process gives a measure of the variance of the process as a function of the separation distance and is defined as (Journel & Heijbregts 1978; Clarke 1979; Davis 1986) 
The parameter y (&) is the semivariogram and is related to the covariance function by
where C(0) is the covariance at zero distance, which is simply the variance of the stochastic process. In practice, an experimental semivariogram is constructed from a spatially distributed data set by sorting data pairs into separation distance intervals and calculating the variance from (2) within individual intervals. Functions commonly used for semivariograms include exponential, spherical, Gaussian, cubic or, for non-stationary variables, linear functions (Armstrong 1984) . If the semivariogram increases exponentialy, fractal models of spatial variability may apply (Mandelbrot 1983; Malinverno 1989) . The important properties of variograms for stationary processes include an intercept at the origin (perfect correlation), and a monotonic increase to some constant value or sill. This constant value gives the dispersion variance of the stochastic process as a*, if C(AX) -+ O as AX + 00.
Kriging
Treating a physical property as a spatial stochastic process provides a framework in which further analyses such as interpolation of existing observations can be conducted in an optimal sense. Interpolation may be important for estimating values in regions with sparse or no data, for obtaining values on an even grid for convenience and for contouring algorithms, or as is shown here, interpolation may be used to smooth observations in order to decrease the effect of random noise. The kriging operator can be found by considering the linear interpolation of a weakly stationary stochastic process (Matheron 1963; Journel & Heijbregts 1978; Davis 1986) 
For this linear case H is an M x N matrix, so that d is a linear combination of the known observations. Because d is a weakly stationary process with known expected value, the condition of no bias is met by transforming the variable so that the expected value is zero. This can be done without loss of generality. The kriging operator is obtained by finding the optimum H; optimum being defined by minimizing the expected error between the estimate d and the actual value d: e=d-d. The actual error can not be determined, but the variance of this error can be estimated and so minimized. The covariance of the error in the estimate is given as an M X M matrix: C, , . The variances of the errors are the diagonal elements of this matrix and so an optimum solution is obtained by minimizing the trace of this covariance matrix. With an expected value of zero, the covariance matrix is given as
which by substituting (4) and expanding is
The terms with expected values are just the covariance or cross-covariance matrices:
After substitution the covariance matrix can be written as 
The first two terms in (5) are independent of H. The last term is symmetric and includes the autocovariance matrix C i i as a factor. Since autocovariance matrices are positive definite the norm of this matrix must be 20. This term vanishes and so minimizes the trace of the covariance of errors if
Equation (6) is the kriging operator for a stationary process.
Equations (4) and (6) give tFe best linear unbiased estimator of d from the observations d:
Combining (6) 
The noise E is assumed to be zero-mean and uncorrelated and so has a covariance matrix C, , which is N X N and diagonal; the diagonal components are the variances of the noise in the respective observation. The estimation problem is now to find d from the noise contaminated data d. The linear estimate is
The analysis is the same as above with the estimator and estimate error variance c,,
(11) but the autocovariance matrix of the observations is now These are simply the expressions for the covariances of the observations and noise respectively so that If the noise is uncorrelated, C, , is diagonal and the optimum estimate of the parameters is obtained by adding the variance of the noise to the diagonal of the covariance matrix of the observed data. It is necessary to have an independent estimate of the noise variance, but if this is available or can be estimated, the parameter estimate is again unbiased.
Stochastic inversion
In practice, direct observations of many parameters are not available; there are only indirect observations that relate to the desired parameters through a model. This situation is expressed as where m is a vector of M unknown parameters, d is a vector of N data and A represents the model. If the model is linear, A is simply an N x M matrix; for the non-linear case A would be some non-linear operator. Only the linear case is considered in this paper. The determination of m from the data and model is the classical linear inverse problem.
When any or all of the parameters or data can be represented as random variables, the method of stochastic inversion offers an optimum solution. Stochastic inversion was proposed by Franklin (1970) and is presently in wide use (Sabatier 1977; Jackson 1979; Tarantola & Vallette 1982a, b; Menke 1984; Tarantola 1987) . Since spatial stochastic processes represent a special case of random variables, stochastic inversion provides a natural technique for inverse modelling or estimation of spatial stochastic processes.
To derive the stochastic inverse solution for spatial stochastic processes, the same analysis as was used to derive the kriging operator can be followed. The unknowns in the estimation problem consist of M parameters that are realizations of one or more statial stochastic processes and are located at f. These parameter values are combined in a single vector m(f). The known observations consist of N data assumed for now to be at the same points 2 and make up the vector, a($). The data are related to the model parameters by a linear model as in (13). Furthermore, the data contain uncorrelated, zero-mean noise of known variance, so that the observed data are
Am=d
(13)
and the model is gven as
The a priori covariance matrix of the model parameters, C, , is determined from the covariance function and the separation distances of f . If the parameters include estimates of more than one stochastic process and if these processes are independent, the covariance matrix is constructed from the independent covariance functions. Cross terms representing covariances between independent processes are zero. As in the kriging case, the covariance matrix of the errors C, , is assumed to be diagonal. The covariance matrix of the observed data can be given in terms of these covariance matrices:
The cross-covariance matrix of the parameters and data can also be determined, assuming the noise and parameters are uncorrelated: 
This equation is of the same form as (5) and by the same argument, this expression is minimized when
The covariance matrix of the parameter errors is given by the first two terms of (20): c,, = c, , -cm$jJc:2.
(22)
This equation is of the same form as (8) and (11) which give the error in the kriging estimate. The only difference is in the expressions for the covariance matrices. In the more general case of stochastic inversion these are functions of the model matrix A (16, 17) . If the inverse operator and error covariance matrix are given in terms of the parameter and noise covariance matrices, (21) and (22) become
C, , = C, ,
-C, , AT(AC, , AT
which are in the same form as the equations given by Jackson (1979) . The relationship between kriging and stochastic inversion for spatial stochastic processes can be seen by considering the case where the estimation points for the model parameters are different than the data points. In this case an estimate of the parameters m(x) is desired at locations %, given data at locations 2; The problem expressed by (13) can be extended by rewriting it in terms of partitioned matrices:
The vector of model parameters is partitioned into those parameters at the data points h(f) and those at the estimation points: ii~(%). The model matrix A is partitioned into the original matrix and zeros so that the additional parameters have no effect on the original problem or inverse solution. The data remain unchanged. The parameter covariance matrix corresponding to this problem is also partitioned:
The elements of each quadrant of the partitioned matrix are calculated from the covariance function and either the distances between the data points, the distance between the estimation points, or the distance between data and estimation points. The inverse solution to this problem can be given directly from (21) and (22) using these partitioned matrices, but the sparseness and structure of the model matrix A allows these expressions to be simplified. In fact, the solution for the original parameters m remains unchanged and is still given as (21). The solution for the parameters at the estimation points is independent of the original parameters and can be written in terms of the partitioning submatrices: (27) Since (26) and (27) are independent of the parameters at the data points, it is possible to estimate the parameters at any point in the domain without first solving (21) and (22).
The relationship of stochastic inversion to kriging is now clear. If the model parameters and data are estimates and observations, respectively, of a single stochastic process, the matrix A reduces to the identity matrix. The estimate of the process and its variance are still given by (26) and (27), but with A equal to the identity matrix, (26) and (27) reduce to (10) and ( l l ) , the expressions for kriging with noisy data. In this sense, kriging can be thought of as a special case of stochastic inversion.
The relationship can also be seen by composing the kriging operator and the stochastic inverse estimate given by (23). If (23) is used to estimate the parameters at the points fi and the kriging operator (6) is then used to interpolate this solution to a number of estimation points, the estimate of P 
Parameter and data resolution
The resolution of the model parameters by the data and model is described by the parameter resolution matrix HA. The resolution matrix relates the true values of the parameters to the parameter estimates, so that as the product HA approaches the identity matrix, the parameters are perfectly resolved. This is consistent with (24), where the error covariances go to zero as HA approaches the identity matrix. The error covariance can be partitioned into two components representing the resolving capability of the data and the propagation of the noise into the estimate (Jackson 1979 The first term represents the resolution error determined by the insufficiency of the data; the second term represents the propagation of the noise. In order to obtain a better estimate it is necessary either to increase the quantity of data, in which case HA better approximates the identity matrix and so decreases the first term, or to increase the precision of the data, reducing the covariances of the noise and so reducing the second term.
Analysis of the resolution matrix is often used to determine how well individual parameters are resolved. The structure of the resolution matrix, particularly the relative importance of the off-diagonal terms or spread, can indicate which parameters can be resolved independent of the other parameters. The special case of resolving spatial processes differs from the standard analysis of resolution in two aspects. First a direct control of the parameter resolution is provided by the a priori correlation matrices. The specified correlation functions (2) determine the spatial resolution of the parameters allowing some control over the resolution independent of the quantity and distribution of the data. The final parameter resolution depends on both the a priori information and the data distribution, but the spatial resolution is controlled primarily by the correlation distance function. Second, if the spatial process model is correct, the physical quantities represented by the model parameters have some spatial correlation in reality. Therefore, an inverse model does not need a diagonal resolution matrix in order to have perfect resolution in the sense of ability to reproduce the parameters perfectly; a model need only have resolution equal to the correlation present in the physical parameter. If the covariances are known or are estimated well by statistical inference, stochastic inversion, like kriging yields an unbiased estimate capable of reproducing these spatially correlated parameters perfectly.
In practice, estimates are not completely unbiased because of errors in the a priori information or lack of statistical homogeneity in the modelled process which can result in local small-scale perturbations which are not resolvable. These errors are not perceptable in the parameter resolution analysis, but might be noted by comparing the expected and actual data resolution.
Under certain circumstances it may be desirable to obtain a biased estimate. For example, a smoothed solution may be needed to study regional trends. This is easily done by either overestimating the noise variance or by increasing the local data density by changing the covariance function of the parameters. Increasing the noise variance gives parameter estimates everywhere closer to the a priori expected value producing a flatter solution. By assuming a larger correlation than actually exists a more highly correlated and so smoother solution is obtained. However, since either of these methods produce a biased estimate, the associated parameter error variances do not give an accurate indication of the confidence in the estimate.
In the case where the data represent a physical property or state variable, a prediction of the observed data may be useful. The estimated parameters can be used to provide a prediction of the noise free data. Defining the error in the estimate of the data as 
(31)
The data error covariance can also be expressed in terms of the parameter error covariance matrix: c, , = AC,,A~.
Equation (32) is generally the most convenient computationally, but the other forms provide some insight. Equation (31) shows that, as was the case with the parameter error covariance, the data error can be expressed as two terms, the first representing resolution error, the second representing the propagation of noise. The error variance in this case is controlled by the product AH which i s referred to as the data resolution matrix or the information density matrix. The data resolution matrix relates the observed data to the predicted data; defining a prediction of the data as d=Aik, the predicted data relate to the observed data through the data resolution matrix:
The structure of the data resolution matrix contains information on the resolvability of individual data values and, as is the case with the parameter resolution matrix, is strongly influenced by the a priori correlation functions.
APPLICATIONS TO THERMAL DATA
The Uinta Basin
In the remainder of this paper thermal data from the Uinta Basin of NE Utah are used to demonstrate some of the applications of spatial stochastic processes to thermal analyses. The Uinta Basin was selected for several reasons. First, a previous study (Chapman et a!. 1984) had noted clear spatial variations in both thermal conductivity and temperature. Second, in attempting to resolve these variations, Chapman et al. (1984) compiled numerous thermal conductivity measurements and estimates based on formation lithologies. Third, the basin has been actively explored for oil and gas since the late 1940s, resulting in over 2500 wells with available BHTs. Although only a small subset of these have been used in this study the availability of data insures good spatial coverage.
The Uinta Basin is a Laramide compressional basin comprising interbedded lacustrine, deltaic and fluvial sediments of Tertiary age (Anderson & Picard 1974; Bruhn, Picard & Beck 1983) . The basin is roughly elliptical in shape with a maximum dimension of about 200 km. The basin is asymmetric with a maximum thickness of 6 km of Tertiary sediments found in the north end of the basin, shallowing to about 2 km in the south end. Structural disruptions are rare with major faulting restricted to reverse faults bounding the basin to the north and some normal faulting in the west. The Tertiary section comprises the Wasatch Formation, a primarily fluvial unit of Paleocene age; the lacustrine Green River Formation; the Uinta Formation, an interfingering fluvial and lacustrine unit; and the Duchesne River Formation, an Oligocene fluvial unit. Individual formations are heterogeneous and contain lateral facies changes and mixed lithologies often with gradational contacts.
The spatial distribution of Uinta Basin thermal data used in this study are shown in Fig. 1 . Only two conventional heat flow measurements have been made in the basin (Sass et al. 1971; Reiter, Mansure & Shearer 1979) ; these are shown as triangles in Fig. 1 . Thermal conductivities were measured by Chapman et al. (1984) in five wells in an attempt to characterize the conductivity of the four Tertiary formations. When these conductivities showed excessive variation they used lithologic logs and lithology conductivities to estimate the conductivity in an additional 18 wells. The wells where conductivity measurements and estimates were made are identified as large open circles in Fig. 1 . The predominant thermal data for the analysis consist of bottom hole temperatures; positions of the 234 wells with 320 BHTs used in this study are shown in Fig. 1 .
The BHTs used were all corrected for the thermal disturbance of drilling and mud circulation. Of the nearly 2500 BHTs available in the basin only 103 sets were found with more than one measurement in time; these data were corrected by a Homer Plot method (Bullard 1947) , which is the most accurate correction in common use. A different correction was applied to the remainder of the data for which there were not multiple measurements. This correction is given as a function of depth and the time elapsed since the cessation of drilling mud circulation (Willett & Chapman 1987) . The corrected BHTs from the entire basin are plotted against depth in Fig. 2 . Although there is a clear increase of temperature with depth with an average geothermal gradient of 27 "C km-', there is considerable scatter about that average. Some scatter results from noise in the data, but most scatter is due to the inability of the simple model (constant geothermal gradient) to resolve the variations in the temperature field. The partitioning of the variability between noise and actual temperature variations is illustrated by considering the errors in the temperature as estimated from the applied corrections. The distribution of estimated error in the temperature data is shown in Fig. 3 . These errors were estimated from the quality of the linear regression used in the Homer Plot or, in the case of the depth-elapsed time correction are assumed to be inversely proportional to the elapsed time (Willett & Chapman 1987) . The standard deviation of the error is typically 1" to 7°C and is never greater than 10 "C. This is only a fraction of the up to 50 "C variation in the temperature data at any given depth. This suggests that the variation in the BHTs is reflecting spatial variability in thermal state.
Variability in thermal properties is observed directly in the thermal conductivity data. The thermal conductivity data compiled by Chapman et al. (1984) show distinct variations both vertically within a single well and horizontally between wells. By averaging the conductivities vertically within each formation at each well a single observation of formation conductivity is obtained. The formation conductivities of Chapman et al. (1984) have been corrected to in situ conditions and plotted as thermal resistivity (reciprocal conductivity) in Fig. 4 . The conductivity within a single formation shows distinct lateral spatial variability, although in some cases conductivity is more variable in the vertical dimension (Chapman el al. 1984) . It is important to note that the formation conductivity is an average of this variable vertical conductivity. Spatial variability of the thermal conductivity, therefore, refers to the variability of the relative proportions of high and low conductivity lithologies within the individual formations.
Kriging geothermal gradients
A simple application of a spatial stochastic process model for thermal data would be the analysis of direct observations of thermal conductivity. Unfortunately, as discussed previously, thermal conductivity data are rarely collected with a dense spatial distribution. The Uinta Basin data are no exception and, in fact, probably represent a better than average case of spatially sampled data. The sparsity of data is not an obstacle to kriging, but it does make it difficult to infer a meaningful semivariogram. Fig. 5 provides an example of this problem. The two functions represent the experimental semivariograms calculated from the thermal conductivity data from the Uinta and Green River Formations. If these data represent a sufficient spatial sample of a stationary process the functions should start from the origin and increase monotonically reaching a constant 'sill' value. Although the Uinta formation does show a correlation with proximity, the behaviour is erratic and there is some question as to whether a sill has been reached. The Green River Formation does not even show a correlation with proximity. Both these semivariograms are unstable showing strong dependence on individual data points. This suggests that the poor semivariogram behaviour is the result of insufficient sampling rather than nonstationary or uncorrelated distributions.
The temperature data have a much denser spatial distribution (Fig. 1) . Because temperature increases with depth, it cannot be kriged directly or used to infer a semivariogram. Two options are available; either the first-order variation with depth can be removed by subtracting out a 'drift' (most likely a linear function with depth), or, as is done here, temperatures can be converted to geothermal gradients and these gradients analysed. By assuming surface temperatures and calculating average geothermal gradients not only is the problem of 'drift' avoided, but the dimension of the problem is reduced from three to two. This formulation has the disadvantage of not being able to resolve the variations in temperature with depth beyond the assumed linear increase. The experimental semivariogram for the geothermal gradients in the Uinta Basin was calculated from the available 234 wells and is shown in Fig. 6 . Unlike the semivariogram for the thermal conductivity data this semivariogram shows the behaviour function fit to the data in Fig. 6 is an exponential function such that the semivariogram is given as Resistivities are based on measured thermal conductivities, corrected to in situ temperatures and porosity conditions.
where 02 is the dispersion variance, here estimated from the sill of the semivariogram to be 24("Ckm-1)2 and A is defined as the correlation length of the process, here inferred to be 17 km. One departure of the semivariogram from the theoretical behaviour of stationary processes is the failure of the semivariogram to start from the origin. This is the well-recognized 'nugget effect' that results from 
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F v 5. Experimental semivariograms for thermal conductivity of
the Uinta Formation (left axis) and the Green River Formation (right axis). Gamma is the expected value of the squared deviation from the mean conductivity and has units of (W m-' K -' ) ' . insufficient data at short separation distances and the presence of noise. The covariance function is inferred from this semivariogram and (3). With this inferred covariance structure the geothermal gradients can be estimated directly from the data and the kriging estimate given by (7). The variance of the error associated with this estimate is given by (8). Using these Gamma is the expected value of the squared deviation from the mean temperature gradient and has units of ("C km-')*. Smooth curve is an exponential function fit to the experimental data. equations to estimate the gradients on an even grid with a spacing of 10 km gives the gradient map shown in Fig. 7(a) . The gradients show significant spatial variation with a range of 13 "C km-' to over 30 "C km-'. The variance of the error in the estimate is everywhere less than the dispersion variance of 24("Ckm-')* and reaches a minimum of 2 ("C km-')'. A comparison of the variance contours of Fig.  7(a) with the data distribution in Fig. 1 shows how the variance reflects the density of data in the proximity of the estimation point, with proximity being defined by the correlation length.
The gradient data that were used to estimate the map of Fig. 7(a) were based on BHT data that are known to contain noise. The noise in each gradient datum can be estimated from the known noise variance of the corresponding BHTs, and can be included in the kriging estimate by using (lo), (11) and (12). Fig. 7(b) gives the estimated gradients with the noise variance included. This gradient map is much smoother than the map of Fig. 7(a) because the estimate is no longer constrained to fit the noisy data exactly. The error variance is somewhat higher in Fig. 7 (b) than in 7(a), an expected result since in the first case the variance was calculated with the incorrect assumption that the data were noise free and so were assumed to provide a perfect estimate of the actual gradient. However because there is noise in the data, the higher variance in Fig. 7 (b) provides a better indication of the level of confidence in the estimate. Underestimating the noise variance simply results in fitting noise, as is likely occurring in the gradient estimate of Fig. The kriged gradient map of Fig. 7(b) represents an unbiased estimate of the average geothermal gradient throughout the basin. The associated variances therefore give an accurate measure of the quality of that estimate. However, these average gradients with their variances cannot be used to obtain an unbiased estimate of temperature with depth because this model cannot resolve temperature variations more complex than a linear variation with depth. In an area such as the Uinta Basin, with known variations in thermal conductivity with depth, the temperature variation is certainly more complex and the constant gradient model does not have the required resolution.
7(a)-
Stochastic inversion for formation gradients
In order to resolve vertical variations as well as lateral variations in the thermal field, a more complex model with greater resolution is needed. By subdividing the vertical geologic section into a number of layers, generally corresponding to geologic formations, and allowing the temperature gradient to vary independently in the different layers, a more general model of the temperature field is obtained. To maintain lateral resolution, the gradient within each layer or formation is treated as an independent spatial stochastic process. Thus gradients in different formations are not explicitly correlated but gradients within the same formation are correlated according to a specific correlation function. As well as providing greater resolution, this parametrization is attractive because it is consistent with the most common model of heat transfer in basins. In a layered medium with 1-D, steady state, conductive heat transfer, temperature variation with depth is piecewise linear. Lateral temperature changes are also controlled by the heat transfer processes, but the lateral temperature and temperature gradient changes are relatively small and smooth and so are described well by a statistical model of the physical process.
With this parametrization, the temperature at any point in space is given as the sum of the product of formation gradients and thicknesses between the surface and the point of interest: temperature gradients, the equations can be written as a system of linear equations in the matrix form:
where A is an N x M matrix whose rows contain the thicknesses of the formations at each datum, m is an M( = L x N) dimensional vector of temperature gradients in each formation at each datum, and d is an N dimensional vector of the temperature drops across the secion at each datum location. This linear matrix equation is of the same form as (8) and since the data contain significant measurement noise it can also be written as (15), at which point the stochastic inversion analysis is directly applicable.
The structure of the covariance matrices needed for the stochastic inverse solution is determined by the stochastic process parametrization and the assumptions regarding noise in the data. Assuming the noise in the data is zero mean and uncorrelated, the covariance matrix of the noise is diagonal with the ith diagonal term being the variance of the noise in the measured BHT plus the variance of the noise in the estimated surface temperature. The estimated noise in the Uinta Basin data is shown in Fig. 3 . Each of these estimates thus represents an entry in the noise covariance matrix.
The parametrization with formation temperature gradients as independent spatial stochastic processes imposes a more complex structure on the model covariance matrix. Parameters that represent temperature gradients within different formations are uncorrelated; the corresponding term in the covariance matrix is zero. Any two parameters representing gradients within the same formation have a correlation specified by the appropriate covariance function and the separation distance between the two points. In general there is a different covariance function for each formation and these must be known or inferred from independent data.
The inference of these formation gradient covariance functions is complicated by the scarcity of direct observations of formation gradients. In fact, direct observations are nearly non-existent. Bottom hole temperatures provide an observation of the temperature gradient averaged over the entire section penetrated by the well, but not of individual formation gradients. The most practical way to infer statistical information about the formation gradients is from thermal conductivity data. As discussed previously, thermal conductivity data are seldom sufficient to infer complete semivariograms, but measured or estimated conductivities can be used to infer a mean and variance for individual formation temperature gradient distributions. In order to obtain temperature gradients from thermal conductivity, the heat flow and heat flow variation must be known or estimated. Heat flow is generally not well known, but conservative (large) estimates of heat flow variance still provide meaningful constraints on gradient distributions.
For the Uinta Basin, the formation gradient distributions are estimated from the thermal resistivity data compiled by Chapman et al. (1984) and an estimate of the heat flow with a large associated variance. Resistivity distributions are estimated as area weighted means and variances from the formation thermal resistivity maps shown in Fig. 4 . An estimated mean heat flow of 64 mW m-2 is used, based on the two conventional measurements made in the basin (Sass et al. 1971; Reiter et al. 1979 ). An associated variance of 100 (mW m--2)2 is assumed. Resistivity values and the resulting estimates of the temperature gradients are summarized in Table 1 . Note that the gradient means are used only to transform the problem so that all expected values are zero. It is still necessary to know the correlation distance function for each formation to construct the covariance matrix. Since it is impossible to infer these functions directly, an exponential form of the function, as in (34), is assumed. It is also assumed that the correlation length A is the same for each formation. With these assumptions the correlation length inferred from the BHTs for the average temperature gradient (Fig. 6) can be used to calculate formation gradient covariances. The semivariogram or correlation function for each formation is simply a scaled version of the semivariogram of Fig. 6 with a scaling factor proportional to the variance of the formation gradient from Table 1 .
After the parameter (formation gradient) and noise covariance matrices are constructed, the formation gradients can be calculated at any point in the basin from (26) and (27) . Using the estimates of the gradient statistics from Table 1 and the correlation length of 17 km inferred from The parameter variances reflect the data density as in a kriging estimate, but also show the effects of the model. In particular, the variances reflect the local thickness of the formation; thicker formations or regions where the formation is relatively thick tend to have lower variances. This is a consequence of the increased local resolution of the parameter by the larger sample provided by the thicker formation. The parameter variances differ between formations reflecting the relative difference in a priori value, but in well-resolved regions are generally between about 10 and 25 ("C km-')*, implying uncertainties of 3" to 5 "C km-', subject to the assumption of no bias.
Both the appropriateness of the assumptions and the bias in the estimate can be tested by demonstrating the sensitivity of the parameter estimate to the a priori model.
The most stringent test is provided by an assumption of no a priori information. This is not a realistic case since there is always some information regarding thermal state and properties, but this simulation still provides a sense of the robustness of the inverse solution. The model whose results are shown in Fig. 9 is based on an a priori model in which all parameter expected values and variances are set to the average values of 27 "C km-' and 25 ("C km-')*, respectively. The correlation length remains 17 km as inferred from the semivariogram of the average gradients. This is representative of the case in which there are temperature data, but no lithology or thermal conductivity data. Comparing Figs 9 and 8, little change in the formation gradients is observed; the patterns of variation and absolute values of gradients are nearly identical. The largest changes in parameter values are near the edges of the basin where data density is lowest and so estimates are close to the a priori expected value. Some changes in formation gradients show the sensitivity to the a priori variance. For example, the extremal values in the Uinta Formation, which has the largest variance in the model of Fig. 8 , are somewhat decreased in Fig. 9 . The lower variance reduces the magnitude of the variation. The opposite effect is seen in the Wasatch Formation where the increase in a priori variance from 21 to 25 ("C km-1)2 permits greater variability in the formation gradients and is reflected in the larger extremal values.
-i" Another important component of the a prwri model is the level of noise as specified by the a priori noise covariance matrix. Since this was estimated independently it is important to test the sensitivity of the inverse solution to this independent analysis. One test is provided by simply making a conservative estimate of the noise level. Fig. 10 shows the resulting formation gradients with the a priori parameter model as in Table 1 , but with the standard deviation of the noise double the estimated value. Again, the comparison of Fig. 10 with Fig. 8 demonstrates that reducing the assumed accuracy of the data results in only small changes in the resulting parameter estimate. Some of the variability of individual formation gradient processes is reduced. As with the previous model this is seen most where the data density is least or in the damping of the extremal values. The variance of the parameter error is more sensitive to the noise level. The parameter variances in Fig.  10 are all significantly larger than those in Fig. 8 . However, Table 1 .
even this large change in the noise level does not change the basic character of either the gradient estimates or the level of precision. The remaining and perhaps most important component of the a priori model is the correlation function. Although this is reasonably well constrained by the experimental semivariogram it is still of interest to examine the effects of changes in this function. There is also some uncertainty in the assumption that all the stochastic processes have the same correlation length. The form of the correlation function has some effect on the resulting parameter estimate, but the largest effect comes from the specified correlation length. The effect of changing the correlation length in (34) is demonstrated in Fig. 11. Fig. 11 shows the estimated gradients in the Wasatch Formation for four inverse models, each of which had an a priori model with a different correlation length. The correlation length was changed for all formations in each model; the Wasatch Formation was only singled out as an example for illustration. In these models the correlation length was varied from 8.5 km in Fig. ll(a) to 51 km in Fig. ll(d) . Fig.  ll(b) uses the inferred correlation length of 17 km and is identical to the parameter estimate of Fig. 8 . The systematic change in the formation gradients is obvious. With increasing correlation length the solution becomes smoother and the range of influence of the data becomes larger. The region of best data control, in the north-central part of the basin changes the least with the change in correlation length, but these data exert control over a greater region as the correlation length increases. In particular, note that the 40°C km-' contour is present only in Figs ll(c) and (d) and represents an extrapolation of the trend in the solution from the region of good control to the northeast into the adjacent area where data density is decreased.
The parameter error variances also show a strong dependence on the correlation length; variances decrease as the correlation length increases. This is an example of the trade-off between variance and resolution. At larger correlation lengths it is not possible to resolve shortwavelength features in the solution, so resolution decreases. However, there is a corresponding decrease in the variance as the result of sampling a larger number of data within a certain proximity; proximity being defined by the correlation length. Thus the correlation length explicitly specifies how one balances the need for resolution against the need to reduce the variance of the estimate. Under the conditions adopted for kriging this balance is specified as the optimum, unbiased estimate and would be represented by the a priori model used in Fig. ll(b) and Fig. 8 Fig. ll(b) has the smallest possible variance for an unbiased estimate and so is the optimum, unbiased estimate. However, it is conveivable that another correlation length might be desirable, either smaller, if one is concerned with resolving smaller features temperature can be made from the model and the estimated parameters. With known or estimated formation thicknesses, surface temperature and temperature gradients, the temperature at any depth can be calculated from (35). The uncertainty in the estimated temperature field is given as the data error variance calculated from (30)-(32). The temperature estimate corresponding to the parameter estimate of Fig. 8 is shown in Fig. 12 . Temperature is shown at depths of 2 and 4 km with the corresponding data error variance from (32). Several important features are apparent. As expected, the spatial pattern of temperature at any depth reflects the pattern seen in the geothermal gradients; the most prominent feature is the area of low geothermal gradient and low temperature in the north-central region of the basin. The variance of the temperature generally increases with depth, but not in a systematic fashion. This is the result of negative a posteriori correlations between temperature gradients in different formations. Negative correlations are a natural consequence of having the temperature data at depth; in order to fit the data to the level of the noise, any decrease in one formation gradient must be made up by a gradient increase in another formation at the same spatial location. The consequence is an error variance of the temperature which is nearly constant in depth in the regions with good data coverage. At depths greater than the observed data or in regions with sparse or no data the error variance increases with a squared dependence on depth.
Because the estimate of the temperature is nearly unbiased, the absolute values of the variances are important. Even at depths of 4km, the temperature variance in regions of good data coverage is typically between 4 and 9("Ckm-')*, implying an accuracy of 2" to 3°C subject to the assumption of no bias. If correct, this represents a precise estimate of the temperature field.
The estimate of the data and the associated variance depend on the a priori model in the same way as the estimate of the parameters. As an example of this dependence, Fig. 13 shows the temperature at a depth of 2 km for two models with correlation lengths of 8.5 km (Fig.  13a ) and 51 km (Fig. 13b) . Figs 13(a), 12(a) and 13(b) correspond to the parameters of Figs ll(a), (b) and (d), respectively. The response of the temperature field to the correlation length is similar to that shown by the parameter estimate; the estimate becomes smoother and extremal values which are the result of extrapolated trends become more pronounced. The error variance decreases with increasing correlation length as was the case with the parameter variance, but again, this reflects an increase in estimate bias rather than an increase in estimate accuracy.
The effects of data resolution and the dependence on the imposed correlation function can be seen by calculating residuals between the estimated temperatures and the observed temperature data. These residuals give a measure of the observed data resolution. If the a priori model is correct, the residuals should be consistent with the noise variance, at least for the case of an unbiased estimate. The residuals at each datum were calculated for the series of a priori models with different correlation lengths. The rms residual for each model is given in the first row of Table 2 . As expected the rms residual increases with increasing correlation length reflecting the decrease in resolution. All in the thermal field, or larger, if data are too sparse to adequately remove the noise.
It is important to note that unbiased in this case refers to the ability to resolve perfectly the model parameters consistent with the a priori information. If the inferred a priori model is incorrect features of the temperature or temperature gradient field are not resolved. In particular there may be temperature variations at a scale smaller than can be resolved with the imposed correlation structure. The correlation model based on the semivariogram provides an average length scale, but if the spatial processes have variable correlation lengths or isolated local features the a priori correlation model may be locally in error. This introduces some bias into the estimate and could imply larger errors in the estimated temperature and gradient than implied by the error variance. The interpretation of the error variances depends on the appropriateness of the a priori model.
Temperature resolution and variance
Although the geothermal gradients give a sense of the variation in heat flow and thermal conductivity in the basin, the temperature field may be more important for interpretation or for some applications. Since temperatures make up the data in this model, a better estimate of the Table 1. of the rms residuals are between 5" and 6°C which is approximately the noise level of the data as indicated by the distribution of Fig. 3 . The second row of Table 2 again gives the rms residual, but in this case each squared residual has been normalized by its a priori noise variance. If the estimated temperature field and the a priori model were both exact this norm would be equal to 1.0 for an unbiased model and greater than 1.0 for a biased model. Alternatively, this norm could be greater than 1.0 if the actual noise in the data were larger than assumed. Again this norm increases with correlation length, but it is always less than 1.0, even for the highly biased models. The implication is that either the a priori noise variance has been overestimated or the number of data is insufficient to resolve completely the temperature field. The latter cause seems more likely, particularly since there are large regions with a low data density which tends to increase the observed data resolution and so decrease this norm. Another test of the data resolution is provided by systematically removing data from the problem and comparing the prediction of the removed datum based on the remaining data to the observed value. If the assumption of no bias is valid the observed data and estimated data should be within the range predicted by the combined estimation error and observational error. This is not a powerful test in this case because the data have relatively large observational errors, but it is still necessary to pass this test if the conjecture of no bias is to be accepted. Table 3 shows the resulting estimates of 15 data removed in three sets of five. Relatively accurate data were selected from all areas of the basin and the temperature gradients and temperature (data) were calculated directly at the well locations. The a priori model was as in Fig. 8 Table 3 shows that the difference between predicted and observed temperature is acceptably small. In all but two cases the observed temperature is within 2u, (estimation error) of the estimated temperature; in the remaining two cases it is within the acceptable range of the combined error.
As discussed in Section 2.4, the parameter and data resolution matrices provide important information on the local resolution of temperature. The data resolution matrix AH (31) is easier to interpret since it involves only the lateral spatial dimension. As demonstrated in (33) the predicted temperature is a linear combination of the observed data with the weight of individual data given by the data resolution matrix. The entries to the data resolution matrix giving the relative weights is determined largely by the observation noise and the distance from the estimation point. As an example of this the local data resolution of two estimation points located at wells with measured temperatures is shown in Fig. 14 . In each figure the temperature being resolved is indicated by a square symbol; other wells with temperature data are given as circles; the locations of
Interpretation of the spatial variation
The ultimate test of any model, forward or inverse, is whether it yields results which are physically plausable. The inverse model of the previous sections predicts large variations in temperature and geothermal gradient across the Uinta Basin. Geothermal gradients within the basin vary from 15 "C km-' to more than 40°C km-' and result in lateral temperature differences as large as 50°C at a depth of 4 km. As discussed above, this temperature field may be dependent on the a priori model, but most of the important features of the temperature field are not sensitive to the inverse model. For example, the gradients in the north end of the the upper formations are consistently lower than the gradients in the south and central parts of the basin. These variations must be explained in terms of the physical and geologic processes affecting heat transfer in the basin.
Heat transfer through the basin is predominantly conductive, although heat advection by migrating fluids is thought to play an important role in many sedimentary basins including the Uinta Basin (Rybach et ni. 1980; Chapman et al. 1984; Garvin & Freeze 1984a,b; Andrews-Speed, Oxburgh & Cooper 1984; Majorowicz et al. 1984 Majorowicz et al. , 1986 Bodner & Sharp 1988) . If the temperature field is the result of conductive heat transfer, the spatial variation must be due to either variation in the heat flux from the underlying basement into the basin sediments or variations in the thermal conductivity of the basin sediments and flanking formations.
Variation in basal heat flux is not a likely explanation for the temperature variation. Variation in basal heat flux could be the result of either variations in mantle heat flow which acts at a depth of over 100 km or variations in crustal heat production which may be present at depths of 15-30 km. The expression of any temperature variation at depth is much smoother towards the earth's surface. Since variations in mantle heat flow or crustal heat production would not produce sharp temperature variations even at the depth at which they occur, it is difficult to produce the correlation length of 15-20 km observed in the basin temperature field by these mechanisms. This conclusion is also supported by observations of heat flow in the region. Bauer & Chapman (1986) determined a heat flow of 60-65 mW m-' directly north of the Uinta Basin. This is close to the values of 55-65 mW m-' reported by Bodell & Chapman (1982) for the Colorado Plateau immediately south of the Uinta Basin and the values of 63mWm-' (Sass et af. 1971) and 65mWm-* (Reiter et al. 1979 ) determined in the Uinta Basin. These observations suggest heat flow is consistently 55-65 mW m-' in the northern Colorado Plateau and Uinta Basin and is not the cause of the observed temperature variations.
Variations in the thermal conductivity of the basin sediments, on the other hand, do contribute to the variation in temperature and geothermal gradient. Existing measurements (Fig. 4) , while insufficient to be directly analysed for spatial variability, clearly indicate that thermal conductivity is variable across the basin. If the variation in geothermal gradient is due to variations in the conductive properties of the sediments, the thermal resistivity should be directly correlated with the geothermal gradients. There is some correlation between the measured thermal resistivity (Fig. 4) . each of these local sites are shown in Fig. 1 . The numbers give the data resolution matrix value associated with the temperature at that well. The numbers therefore represent the relative weights contributed by each point to the predicted temperature at the square. These examples each show soriie interesting features. First, both figures include all data resolution matrix components greater than 0.01. The a priori model included a correlation length of 17 km, so it is clear that no data beyond one correlation length contributes significantly to the predicted temperature. In Fig. 14(a) the estimation point is one of a large cluster of wells. The observational error in the measured temperature at the estimation point is large with respect to some of the nearby wells. The estimated temperature therefore weights the observed temperature by only 0.4. The remaining 0.6 is distributed among the surrounding points, depending on the observational errors and proximity. The effect of data quality is even more apparent in Fig.  14(b) . In this example the estimation point is near one of the heat flow study sites (Fig. l ) , denoted by a triangle in Fig. 14(b) . The temperatures measured in this well are therefore the most precise in the basin. This results in a large weight being assigned to these data. The measured temperature at the estimation point, in contrast, has a weight of only 0.11. and the estimated formation gradients (Fig. 8) . The variation in thermal resistivity of the sediments is primarily the result of proximity to the sediment source areas north and to a lesser extent, south of the basin. Source proximity results in a higher percentage of low-resistivity clastic sediments. This partially explains the low sediment resistivity and low geothermal gradients in the north end of basin relative to the southern and central regions of the basin.
The other conductive effect on the temperature field in the basin is the refraction of heat out of the edges of the basin. If the flanking rocks are more conductive than the sediment fill, heat is refracted laterally out of the basin lowering temperatures along the edges of the basin. This effect is particularly pronounced along the north edge of the basin where the Uinta Mountain Quartzite, which has a high thermal conductivity (Bauer & Chapman 1986 ) is juxtaposed with the basin sediments. The resulting heat refraction effect contributes to the observed low gradients in the north end of the basin.
These conductive effects were modelled in detail by Willett & Chapman (1987) who concluded that the observed temperatures could not be explained entirely as the result of conductive heat transfer. Willett & Chapman (1987) proposed that most of the variation in temperature was the result of advection of heat by gravity driven groundwater flow. A regional groundwater system recharging at the higher elevations along the flanks of the Uinta Mountains on the north edge of the basin and discharging in the topographic centre of the basin along the Duchesne and Green Rivers would explain much of the large amplitude variation in the temperature field. The remaining variation is likely the result of conductivity variations.
CONCLUSIONS
In this paper the concepts of spatial stochastic processes have been reviewed and applied to thermal properties and fields in a sedimentary basin environment. Although properties such as the thermal conductivity of individual sedimentary units are expected to be modelled well as spatial stochastic processes, the application is difficult to demonstrate because of the sparsity of data. Characterizing temperature or geothermal gradients as spatial stochastic processes is easier to demonstrate because of the good data distribution in sedimentary basins provided by bottom hole temperatures. The use of an experimental semivariogram and the application of kriging techniques to geothermal gradients in the Uinta Basin is an example of that characterization. Improved vertical resolution is provided by a model parametrization in which temperature gradients in individual formations are treated as spatial stochastic processes. Stochastic inversion presents a natural technique for estimation of temperature and geothermal gradients because the spatial stochastic process model provides a priori constraints which are physical in nature and easily implemented in practice. Stochastic inversion of bottom hole temperature data gives an estimate of the geothermal gradients and temperature field that balances the need for high resolution of spatial variability against the desire to reduce the noise in the data. Application of these techniques to data from the Uinta Basin leads to the foilowing conclusions.
(1) The concepts of spatial stochastic processes are useful for the analysis of thermal properties and temperature fields in sedimentary basins. Given the large, but smooth spatial variation in properties of basin sediments, a stochastic description is physically justified. Better spatial coverage in data collection may be necessary to analyse thermal conductivity or heat flow data directly.
(2) Bottom hole temperatures in many sedimentary basins provide a data set which does not suffer from spatial distribution limitations. Noise levels in BHT data are not so large as to prevent their use in analyses of temperature fields within a stochastic process framework.
(3) A parametrization that includes temperature gradients within individual formations as independent spatial stochastic processes provides a model consistent with 1-D steady-state heat transfer and a statistical description of the lateral variation in temperature and geothermal gradient. A linear inverse technique with this stochastic parametrization and bottom hole temperatures as data provides a high-resolution, nearly unbiased estimate of the temperature field.
(4) This estimate of the temperature and temperature gradients is not sensitive to the required a priori information with the exception of the characteristic correlation length. If this can be accurately inferred from an experimental semivariogram the estimate is well constrained.
(5) Uncertainties in the estimated temperature field, as characterized by the error variance of parameters and data, are typically under 5 "C and as small as 2 "C, even at several kilometres depth. However, the variance may be sensitive to the a priori model and other potential sources of bias.
(6) Analysis of thermal data from the Uinta Basin predicts a highly variable temperature field which is consistent with heat transfer by conduction through variable conductivity sediments and advection by gravity driven groundwater flow.
