Abstract Our paper deals with the interrelation of optimization methods and Lipschitz stability of multifunctions in arbitrary Banach spaces. Roughly speaking, we show that linear convergence of several first order methods and Lipschitz stability mean the same. Particularly, we characterize calmness and the Aubin property by uniformly (with respect to certain starting points) linear convergence of descent methods and approximate projection methods. So we obtain, e.g., solution methods (for solving equations or variational problems) which require calmness only. The relations of these methods to several known basic algorithms are discussed, and errors in the subroutines as well as deformations of the given mappings are permitted. We also recall how such deformations are related to standard algorithms like barrier, penalty or regularization methods in optimization.
Introduction
It is well-known that, in the context of various solution methods, statements on "stability" of the equation are helpful tools for verifying convergence.
In this paper, we show that the applicability of certain solution methods is even equivalent to some classical types of stability for equations and inclusions (also called generalized equations) as well. In other words, we present solution procedures which converge (locally and with linear order of convergence) exactly under the mentioned stability condition and present stability criteria in terms of such solution procedures. So we hope that our approach helps to decrease the gap between stability and its main applications, the behavior of solution methods.
Our basic model is the generalized equation
where p ∈ P is a canonical parameter, P, X are Banach spaces and F is a closed multifunction, i.e., F(x) ⊂ P and the graph of
System (1.1) describes solutions of equations as well as stationary or critical points of various variational conditions. It was Stephen M. Robinson who introduced in several basic papers [32] [33] [34] generalized equations as a unified framework for mathematical programs, complementarity problems and related variational problems. His work influenced much the development of stability analysis and of foundations of solution methods in the last 20-25 years, for a survey of these developments see [35] .
In particular, for optimization problems, a deep analysis of critical points is mainly required in hierarchic models which arise as "multiphase problems" if solutions of some or several problems are involved in a next one. For various concrete models and solution methods we refer, e.g. to [8, 13, 30] , while a big scope of continuity results for critical values and solutions of optimization problems in R n can be found in [2] . Several further applications of model (1.1) are known for optimization problems, for describing equilibria and other solutions in games, in so-called MPECs and stochastic and/or multilevel models. We refer, e.g. to [1, 3, 6, 8, 13, 21, 22, 30, 36] for the related settings.
We will study local stability of solutions to (1.1), i.e., we consider the map S( p) = F −1 ( p) near some particular solution x 0 ∈ S( p 0 ).
As already in [23], we intend to characterize stable behavior of the solutions by means of usual analytical techniques and by the behavior (uniform linear convergence for starting points near (x 0 , p 0 )) of methods for solving (1.1) in original form or under additional "small" nonlinear perturbations like p ∈ h(x) + F(x), h : X → P, (1.2)
where "+" denotes the elementwise sum.
Here, in contrast to [23] , we permit errors in the iteration schemes. This is essential since it allows us to consider arbitrary Banach spaces X and P and to avoid
