Abstract. Many fault-detection problems fall into the following model: There is a set of n items, some of which are defective. The goal is to identify the defective items by using the minimum number of tests. Each test is on a subset of items and tells whether the subset contains a defective item or not. Let Ma(d, n)(M(d In)) denote the maximum number of tests for an algorithm ot to identify d defectives from a set of n items provided that d, the number of defective items, is known (unknown) before the testing. Let M(d, n) mina Ma(d, n) 
1. Introduction. A feature of on-line problems 12] , 15] is that information about input is not completely given at the beginning but is collected during the process of seeking a solution. This feature makes an optimal solution very hard to attain; an option is to consider competitive algorithms, which take responsibility for producing a reasonable solution. A similar situation occurs in some searching problems.
Consider a set of n items. Some items are defective, and others are good. The problem is to identify the defective items by a sequence of tests. Each test is on a subset of items and tells us whether the subset contains a defective item or not. In the former case the subset is said to be contaminated, and in the latter case the subset is said to be pure. The problem has applications in high-speed computer networks [4] , string pattern recognition 11 ], medical examination [5] , and quantity searching [3] . It also occurs in statistics [16] , information theory [8] , and related areas [1], [2] , [10] . In the literature, the problem has been named group testing. It has two categories based on whether the tests have errors or are error free [3] , 14] . In this paper we study error-free tests.
A classic model for such a searching problem is to assume that the number of defective items is known. This assumption is somewhat artificial since in practice this number is usually unknown a priori and it can be known only after testing. If the number of defective items is unknown at Du and Hwang [7] proposed a bisecting algorithm with competitive ratio 2.75 and conjectured that there exists a bisecting algorithm A such that M(dln) < 2M(d, n) + 1 for Proof. Note that the information lower bound is log 2 
). Now, we use Stirling's formula, n! 2.v/--(n/e)ne/(zn)(O < e < 1) [13] , to obtain the following estimation.
12(n d)
(1) We will show the following.
A binary tree is a rooted tree with the property that each internal node has exactly two sons. A node is said to be the kth level of the tree if the path from the root to the node has length k 1. So the root is on the first level. Let be the number of nodes in a binary tree, and let j be the number of internal Proof. Note that (d2/dx2)(-x log2x) xln2 < 0 for x > 0. So -xlog2x is a concave function. Thus
Clearly, when n is a power of 2, the analysis is relatively easy. 
The last inequality sign holds since f(v') -v' + 2 v' is a convex function of v' and v' is n between 0 and 1. Thus T has at most -1 + d(log 2 3 + 1) internal nodes and hence at most n 2d(lg2 3 + 1) nodes.
According to the way the bisection was done, each level of T contains at most one node that is a set whose size is not a power of 2. This property plays an important role in the following. Next, we use a more accurate analysis to deal with the case of < d < 41. Next, we study the case of f(n, d) < 1. Consider the following ratio: 
For such finitely many pairs we compute MA (d In) by the following formula:
MA [4] for combining the first two tests to further combining.
Let us first describe a procedure for three items, which is given in [4] . The input for this procedure is a contaminated set of three items. With Case 2. 2 < < 8. Procedure 3-SET-TEST finds either one defective item by using at most -t-tests or one defective item and 2 good items by using at most + 2 tests. In the former subcase the total number of identified items is 2 and the total number of tests for detecting them is at most (i/2 + 1)+ (i + 1) < 1.65(log 2 + 1.031);
in the latter case the total number of identified items is 2 i+1 and the total number of tests for identifying them is at most (i/2 + 1) + (i + 2) < 1.50(log 2 2 i+1 + 1).
Applying the induction hypothesis to the remaining unidentified items and using Lemma 3.2,
we can obtain the upper bound 1.65d (log 2 + 1.031) + 5 for the total number of tests. were identified by using 1.5i +3 tests. Since/ > 2, 1.5i+2 < 1.5.2 and 1.5i+3 < 1.5.2i+1.
Case 3. > 10. Either 2 items were identified by using 1.5i + 3 tests or 2 i+1 items were identified by using 1.5i + 4 tests. Since > 10, 1.5i + 3 < 1.5.2 and 1.5i + 4 < 1.5 -2i+.
The proof is completed by applying the induction hypothesis to the remaining unidentified items and adding the bound to the inequality in each of the cases or subcases. By modifying Algorithm B, the competitive ratio could be further improved to approach 1.5. The modification can be done through studying the competitive group testing for a small number of items. For example, if instead of Procedure 3-TEST we use a procedure for testing 12 items, the competitive ratio can be decreased to be less than 1.6. However, how to push the competitive ratio down from 1.5 is unknown. 
