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A construction is given of a very special class of Hadamard matrices. This yields 
Hadamard matrices of the Williamson kind and difference sets of order 4 3*“. 
1. INTRODUCTION 
A Williamson matrix is a Hadamard matrix which arises from a 
quadruple of it x n symmetric matrices A, B, C, D which have entries i 1, 
which commute in pairs and which satisfy A* + B* + C* + D* = 4nl (see 
[ 1 I). The original Williamson construction referred to circulant matrices, but 
the only necessary property is the commuting in pairs of A, B, C, D. 
The matrices exhibited have been mentioned in ]3,4]; the construction has 
not been published anywhere, to my knowledge. The matrices are multicir- 
culant: they are defined on the elementary abelian group of order 32m. They 
can, of course, be used to define other Hadamard matrices, e.g., via the 
Goethals-Seidel construction (see, e.g. [4]). In fact, the matrices exhibited 
here are of the form 
ABCD 
B A D C 
CDAB 
D C B A 
(1) 
In the Williamson form, the Hadamard matrix is the sum of the 
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Kronecker products of A, B, C, D with the 4 x 4 quaternion units. In (l), the 
4 X 4 units are instead matrices of the group Z, x Z,. The matrix is thus not 
necessarily Hadamard equivalent to the Williamson matrix. In addition, the 
matrices constructed represent difference sets in the groups Z, x Z, x Z:” 
and Z, X Zzm. Thus, we construct a new infinite class of Williamson 
matrices. 
2. THE CONSTRUCTION 
THEOREM 1. Suppose Ai, Bi, Ci, Di are symmetric, commuting + 1 
matrices of order ni, and such that (1) is a Hadamard matrix for i = 1,2. 
Then, for i = 1, 2, they satisfy the three equations 
XY+ZW=O 
and the matrices of order n,n2 defined by 
+{(A, +B,) xA, + (A, --BJ xB,l 
~{(A,+B,)XC2+(A,-B,)xDzl 
5{(C,tDl)xAz+(C,-D,)xB~l 
+i(C, +Dd x C, + CC, -Dd x&l 
(2) 
are f 1 matrices such that (1) is a Hadamard matrix of order 4n, nz. If the 
matrices are group matrices over Gi, the new matrices are dejked on the 
group G, x G,. 
The three equations of form (2) follow from the product of the first row 
with the other three in the 4 x 4 block form (1). The four matrices exhibited 
in the statement of the theorem are clearly symmetric i 1 matrices, defined 
on the group G, x G, if the respective quadruples are defined on the groups 
Gi. Finally, we must prove the sum of squares identity 
A2 + B2 t C2 t D2 = 4nI and the three identities (2). The sum of the 
squares of the four matrices in the theorem is a times 
(A;tB;tC;+D:)x(A;+B;tC;tD;) 
+ 2(A,B, + C,D,) x (A: + C; - B: - 0:) 
+ 244: + C: 4: - 0:) x (A$, t C,D,) 
and since AiBi + C,D, = 0 for i = 1,2, the sum above is 4n,n,. The three 
identities (2) follow similarly. 
THEOREM 2. If A, B, C, D in (1) are group matrices for an abelian 
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group G they define difference sets in Z, x Z, x G and Z, X G. Such 
matrices exist if G = Zim. 
It is clear that form (1) defines a difference set, with v = 4n, n = k - J. = 
order of A, in the group Z, x Z, x G. (In [2], these are called H-sets.) In 
order for the matrices to define an H-set in Z, x G, the matrix 
ABCD 
DABC 
CDAB 
BCDA 
must also be Hadamard, so that in addition to the sum of squares identity we 
must have 
AB+BC+CD+DA=O 
AC+BD=O 
The second of these two is of form (2), whereas the first is 
(AB+CD)+(BC+DA)=O 
the sum of the other two identities (2). 
To show the existence of such matrices of order 32m, we recall that it was 
shown in [2] that all the abelian difference sets with v = 36, n = 9, can be 
described as follows: in Z, x Z,, viewed as an affine plane, pick one line of 
each slope and index them by the elements of the group of order 4. If z,, is 
the complement in Z, x Z, of L,, the difference set, up to equivalence, is 
(0, Lo) U (1, L,) U (2, Lz) U (3,L3). These reduce to seven sets. (The 
reduction to six in [2] was slightly overenthusiastic: the set in Z, x Z, x Z, 
for which 0 & L, was omitted. 0 @ L, and 0 & L, are equivalent but, in Z,, 
not to O&L2.) 
Suppose now that we take all the Li to contain 0. Then the fl incidence 
matrices they define are all symmetric, so that a matrix of the form (1) exists 
for G = Z, X Z,, and, therefore, by Theorem 1, for G = Zim. 
3. REMARKS 
The following are some simple observations about Hadamard matrices of 
the form (1). 
1. We can change the sign of any two matrices in (1). 
2. If H, is a symmetric Hadamard matrix, then H, X A ,..“, H, X D 
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defines another quadruple of the form (1). If H, and H, are commuting 
symmetric Hadamard matrices, then H, x A, H, x B, H, x C, H, x D also 
define such a quadruple. 
3. If the four matrices in (1) can be reduced simultaneously to 
diagonal form, the four corresponding eigenvalues a, b, c, d, then either three 
of these are zero and the fourth 12 fi or three are + fi and the fourth 
rfi. Assume that lal>lbl>lcl>ldl. Then, ab+cd=O implies 
lab(=lcdl, so if d=O, we have b=O, and c=O, and a=*2fi since 
a* + b* + c2 + d* = 4n, or else d # 0, so all four have absolute value fi. 
4. The construction is really symmetric in the two indices 1 and 2: 
interchanging 1 and 2 leaves the first and last of the four matrices fixed, and 
interchanges the second and third. 
The construction of Theorem 2 is suggested by construction of complex 
(= fourth roots of 1) Hadamard matrices. I am not aware of any such 
matrices except 21 -J of order 4, the ones of Theorem 2 and their 
Kronecker products. The (36, 15,6) designs defined by the difference sets in 
Z, X Z, X Z: and in Z, X Z: (by the same four 9 X 9 matrices) are not 
isomorphic. 
4. COMPARISON WITH MUKHOPADHYAY'S CONSTRUCTION 
I am very grateful to a referee for calling my attention to the paper [5 ] 
where some Williamson matrices of order 4 . 3” are constructed. 
There are several senses of the name “Williamson matrices.” In each case, 
a Hadamard matrix of order 4n is defined by a quadruple of matrices A, B, 
C, D of order II with f entries, such that 
AA’+BB’+CC’+DD’=4nI 
(i) In the original paper, Williamson took the four matrices as 
symmetric circulants. 
(ii) As I have used it, they are symmetric multicirculants, i.e., defined 
over an abelian group. 
(iii) All that is necessary for the construction is that the four matrices 
satisfy the equations 
xix; = xjx; , j#i 
(without necessarily being defined over a group). 
(iv) If the four matrices are symmetrizable by a monomial matrix R, 
i.e., X,R is symmetric for i = 1, 2, 3, 4 and the four matrices commute in 
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pairs, then the Goethals-Seidel construction applies, and a Hadamard matrix 
of order 4n can be constructed. Here, the ordinary 4 x 4 quaternion units are 
not used. 
The Mukhopadhyay construction yields four matrices of order 3” for each 
m. Three of the four matrices are equal for each m. If A,,,, B,, B,, B, is one 
quadruple, the definition is 
A m+l=(I+T+T2)XB, 
B ,+,=IxA,-(T-T2)xBm 
where T is the rotation matrix of order 3. Given A, = B, = 1, the equations 
in (iii) are satisfied. The matrices are clearly defined over 2, (but are not 
symmetric for m > 0). If a, and b, are the row sums of A, and B,, respec- 
tively, then 
so 
(a mi2, bm+J = (3~9 3bm) 
and a, = b, = 1 implies a, = b, for m even. 
Thus, the form 
A B B-B 
-B A B B 
B B-A B 
B-B B A 
will yield a design with v = 4 . 3 2m, n = 3 2m. However, it is not clear whether 
a difference set will define this design, and what its relation is to the design 
constructed in Section 2. 
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