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Abst:C8.ct '0 
The subject of this dissertation is the modeling and 
analysis of multiprogramming computing systems. 
Several cyclic queuing models are studied. The systems 
which they apl)roximate have one central processor and one or 
more peripheral processors; queues are served in order of 
arrival or accordlng to priority disciplines. Except in the 
simplont case of 'one central and one peripheral processor, 
FIFO queuing and exponential service times at both proces-
sors t, all models are e.nalysed in the steady-state. 
Expressions for the central processor utilisation fac-
tor, the rate of departures from the system, the average re-
Sidence time and, in the case mentioned above, the Laplace 
tranf:1forms of the interarrival interval and of the resldence 
time are obtained. 
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CHAPTER 1. 
Introduction. 
A possible way of describing a computing system is to 
say that it is a 'black box' which accepts programs, or 
series of instructions, and executes them. A mathematical 
model of the system, consistent with this point of view, is 
a single-server queuing process, where the server, the cus-
tomers and the queuing discipline represent the computer, 
the programs and the program scheduling strategy respectively. 
The general form of such a model (allowing for interruptions 
of service before completion) is pictured in fi~lre 1.1 . 
--.----.-------..... -.... -------.--. -... -.----.-a, 
programs requirin.g additional service 
r--------I 
I I 
lone or I 
"-liol I !"""l ------t~---_ .. 
_________ . ___ ... ______ ;:.1 more I--~, server  ____ .. __ .. _ ..~ 
new programs : queues I ' departures 
l _______ J 
Figure 1.1 
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Time-sharing strategies (those which give each program 
in turn a quantum of service and if that service is not suf-
ficient, return the program to an appropriate queue) in 
particular, have been extensively studied by means of single-
server models. A survey of researoh in this field can be 
found in 
r- -, r -, 
McKinney ~20j. More recently, O'Donovan L19J de-
veloped a general method for finding average waiting times 
in time-sharing and priority systems. 
While adequate in many cases, single-server models fail 
to capture some important aspects of present-day computing 
systems. Chief among these is the ability of different com-
ponents of the system to perform different functions in pa-
rallel. To account for this ability, we shal regard compu-
ting systems as collections of 'black boxes' , or proces-
sors; the collection, as a whole, accepts prograrns and exe-
cutes them but different processors execute different portions 
of the programs. 
One or more of the processors are designed to perform 
'calculations' ; they are usually called 'central processors' 
or 'Central Processing Units' (CPUs). Other processors are 
used for transmission of information between main storage and 
different types of secondary storage; these are sometimes 
called 'channels', or 'Data Transmission Units' (DTUs) , 
or Input/Output units (I/O units); we shall call them 
'peripheral processors'. 
Most modern computing systems are operated in 'multi-
programming' mode, executing a number of programs (or jobs, 
as they are usually called) concurrently. In general, mUl-
tiprogramming involves the formation of queues within the 
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system: for example, in a computing system consisting of 
m processors and multiprogrammed at degree n (n> m) , at 
most m jobs can be in execution at anyone time and at 
least n-m jobs must be waiting in vari.olls queues. Further-
more, computer equipment being expensive, computing systems 
are usually utilised to their full capacity. This, in prac-
tical terms, means that there are always jobs outside the 
system, ready to take the place of any job which has comple-
ted its execution, i.e. the number of jobs in the system is 
maintained at nearly constant level. 
It seems reasonable, therefore, that mathematical models 
of computing systems be based on many-server queuing networks 
in which a constant number of customers circulate between 
the servers. It is with the definition and analysis of such 
models that this dissertation is concerned. 
Survey of existing work. 
Gaver [10J (1967) was perhaps the first to study a 
many-server model of a multiprogramming system. His model 
consists of one central processor and a number of identical 
input/output units; a constant number of jobs are being mul-
tiprogrammed, each joining the central processor queue and 
the input/output queue alternately, until its demand is 
satisfied. The central processor utilisation factor is cal-
culated, for several different distributions of the central 
processor service times (the input/output service times are 
assumed to be distributed exponentially). 
Wallace and Mason l11J (1969) solved numerically a 
model with one central processor and one input/output unit. 
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A special feature of the model is that each job execution 
begins with a burst of demand for input/output. The results 
of the analysis are displayed in a series of graphs showing 
the central processor utilisation factor as a function of 
the degree of multiprogramming, the service times averages 
and the average number of input/output requests per job. 
Several cyclic queuing models of multiprogramming sys-
tems with one central and one peripheral processor have been 
studied by Ghen and Shedler L 12 ] (1969) , Shedler [13] 
(1970) , Lewis and Shedler 13J (1971) and Adiri, Hofri and 
Yadin t14) (1971) : 
L121 and l13] deal with paging systems; the basic as-
swnptions of the models are as in [10], except that here the 
central processor is the one with generally distributed ser-
vice times; 
[31 is concerned with the effect of supervisor overhead 
on the central processor utilisation factor. The supervisor 
functions are represented by additional processors in the 
calculating-input/output cycle; 
(14] deals with a case where the the number of jobs in 
the system is not fixed, an infinite queue can form in front 
of one or both processors. The service times of both proces-
sors are assumed to be distributed exponentially. 
A model of a different kind was analysed recently by 
Omahen and Schrage L15) (1972) . They assumed that the resour-
ces which a job needs in order to execute are allocated to it 
simultaneously, rather than in sequence. Thus, in a system 
consisting of three processors, a job which requires two pro-
cessors can be executed in parallel with a job which requires 
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one processor, but not with one which requires two or three 
processors. Conditions for non-saturation are derived, for 
different service disciplines. 
The contents of subsequent chapters. 
A cyclic queuing model of a.two-processor computing 
system multiprogrammed at a fixed degree, with exponentially 
distributed service times for both processors, is defined in 
chapter 2 (this model is a special case of the one used by 
Koenigsberg [16] to study coal mine operations). The transi-
ent distribution of the number of jobs in the central proces-
sor queue is obtained. 
The same model is analysed in the steady-state in chap-
ter 3 . The central processor utilisation factor, the rate 
of departures from the system and the average residence-in-
the-system time are found. Also, the distributions of queue 
sizes at specific points of time are obtained and are used 
to find the Laplace transforms of the interarrival interval 
and of the residence-in-the-system time. The definition of 
the model, part of the steady-state analysis and section 4.6 
appeared in [17J. 
An attempt to validate the model, using a real-life 
computing system for comparison, is made in chapter 4 • The 
model is then analysed under the assumption that the peri-
pheral processor service times have general distribution. 
Finally, the effect of the degree of multiprogramming on job 
turnaround is discussed. 
Chapter 5 deals with a multiprogramming system consis-
tingof one central and many peripheral processors. The peri-
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pheral processors are not assumed to be equivalent, as they 
are in 10 ; a separate queue forms in front of each of them. 
Part of this chapter appeared in [18J. 
Chapter 6 is conserned with a two-processor priority 
multiprogramming system. The jobs in the system are assumed 
to have different characteristics and to be assigned distinct 
priorities. Preemptive and non-preemptive queuing disciplines 
at the peripheral processor are considered. 
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CHAPrER 2. 
2 .. 0 Summary. 
We shall introduce here a mathematical model of a fixed-
number-of-tasks multiprogramming system with one central and 
one peripheral processor. The behaviour of the system will 
be represented by a continuous parameter stochastic process 
which, under the asswnptions of the model will have the Markov 
'memoryless' property. 
The rest of the chapter will be devoted to finding the 
transient distribution of that Markov process. A system of 
linear differential equations of first order for the distri-
bution functions will be solved by conv-erting it first to a 
system of linear algebraic equations for their Laplace 
transforms. Finally, it will be shown that the queue under 
consideration is equivalent to a M/M/1 queue with limited 
waiting room. 
2.1 The model. 
The system that we wish to analyse is pictured in fig. 
(2.1). At any time there are exactly N (N?1) customers 
(jobs, from now on) in the system; N is usually referred to 
as 'the degree of multiprogramming'. The central and the 
peripheral processors are represented by two servers which 
we denote by So and Si reGpectively. When more than one 
job requires a server, they are selected for service in order 
of arrival. We shall denote by QO(t) and Q1(t) the sizes 
of the So and the Si queues at time t. Obviously 
QO(t) + Q1(t) = N and we can therefore take QO(t), for 
example, to deseribe the state of the system at time t. 
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(Unless specified otherwise, when we talk about a queue 
it will be understood to include the job, if any, receiving 
service. Similarly, when we talk about a 'wait at a server' 
it will be understood to include the service.) 
Upon entry into the system, jobs join at the end of the 
So-queue. After being served by SO' a job either leaves the 
system, or joins at the end of the S1-queue; the former takes 
place with probability qo (qOE(0,1» and the latter with 
probability q1 = 1 - qO' After being served by S1' jobs join 
again at the e'nd of the So-queue. The above implies that K 
- the nurnber of SO-services required by a job - is a geometri-
cally distributed random variable: 
k=1 ,2, ... 
A sequence of 'waiting at So - waiting at 81 t will be 
called a 'cycle'. Thus the residence time of a job (the time 
between admission to and departure from the system) consists 
of, K-1 cycles followed by a wait at So (K=1,2, ... ). 
To maintain the number of jobs in the system constant, 
we assume that when a job leaves the system, a new one is 
admitted and joins at the end of the So-queue, the replace-
ment being instantaneous. 
Expressed in computing terms, the queuing discipline 
described above reflects the fact that the execution of a job 
consists of alternative CPU and Input/Output intervals. It 
also reflects the fact that the system is working under heavy 
demand conditions: there is a pool of jobs outside the system 
at all times, waiting and ready to be admitted for execution. 
It remains to make specific assumptions concerning the 
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distribution. of So and S1 service times. We shall assume 
that consecutive SO-service times are independent, identi-
cally distributed random variables with d.istribu.tion function 
FO(x) and that consecutive S1-service times are independent, 
identically distributed random·variables with distribution 
function F1 (x). }i'or the present, both FO(x) and F1 (x) 
will be assumed exponential distribution functions, with para-
meters and respectively; 
-m x 
FO(x) = 1 - e 0 
I1'I.ost of the results of practical interest can be obtained 
under a less restrictive assumption, namely that only one of 
the distribution functions is exponential. This will be shown 
in. chapter 4-. 
2.2 Transient behaviour of the process. 
The family of random variables QO(t), with t running 
through the set of the non-negative real numbers, is a 
(continuous parameter) stochastic process which can be in 
the finite set of states O,1, ... ,N. Furthermore, the expo-
nential form of the service times distributions and the 
geometrical distribution of the number of SO-services re-
quired by a job, ensure that {QO(t), Q·:;;;t<oo} is a Markov 
process. 
We are interested in finding the probabilities 
These probabilities will be referred to as 'the transient 
distribution of the process' or 'the time-dependent distri-
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bution of the process'. They satisfy a system of linear dif-
ferential equations of first order - the Kolmogorov's forward 
equations: 
PO'(t) = - ffi 1PO(t) + q1mOP1(t) 
P1 'et) - - (q1 ffi O+m1)P1(t) + q1 ffiOP2(t) + ffi 1PO(t) 
( 2 • 1. ) 
PN-1 'et) - - (q1 ffi O+m1)PN_1(t) + Q1 lTIoPN(t) + m1PN_2(t) 
PN'(t) = - q1 mOPN(t) + m1PN_1(t) 
Equations (2.1) together with a set of initial condi-
tions - PN(O)=1 ; Pi(O)=O ; i=0,1,· .•. ,N-1 for example - yield 
the transient distribution of the QO(t) process. 
(Note that since the init~al conditions represent a pro-
bability distribution, they must satisfy the normalising equa-
tion PO(0)+P1(0)+ ... +PN(0)=1 . It can then be seen, by adding 
all equations in (2.1) , that the normalising equation is 
satisfied for all t .) 
There are standard methods for solving a system of linear 
differential eq~ations with constant coefficients; these 
usually involve finding the eigenvalues, and then the eigen-
vectors of the coefficient matrix. We shall save a great deal 
of the work by taking Laplace transforms of both sides of 
the equations in (2.1) . 
The Laplace transform of a function f(x) is denoted 
by f*(s) and is defined as 
0(> 
f*(8) ::: (e-SXf(X)dX s>O 
prov~ded that the integral in the right-hand side converges. 
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There is a simple relationship between the Laplace trans-
form of a function and the Laplace transform of the derivative 
of the function: 
f'*(s) = - f(O) + s.f*(s) (2.2) 
whenever f*(s) exists. 
Using (2.2) we can transform (2.1) into a system of 
linear algebraic equations for the Laplace transforms 
(Pi-*(s) exist for all positive values of s because 
O~Pi(t)::;1) : 
- PO(O) + sPO*(s) = - m1PO*(s) + q1 mOP1*(s) 
- P1(O) + sP1*(s) = (q1 mO+m1)P1*(s)+ 
+ Q1 mOP2*(s) + m1PO*(s) 
PN_i(O) + sPN_i*(s) = - (Q1 ffiO+ ffi 1 )PN_1*(s) + 
+ Q1 mOPN*(s) +m1PN_2*(s) 
p.-l<-(s) 
1 
(2.3) 
Let us denote the vector (PO*(s),P1*(s), ... ,PN*(s» 
by ~~_ , the vector (PO(O),P1(O), •.. ,PN(O» by niQl, 
and let A(s) 
S+ffi1 
-ffi i 
0 
o 
o 
be the matrix (dimensions 
-Qi mO 
s+ffi i +Qi mO 
-ffi i 
o 
o 
0 
-Qi ffiO 
S+ffi1+Q1 ffiO 
o ... 
o 
(N+1xN+i) ) 
0 0 
0 0 
0 0 
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Now (2.3) can be written in matrix form as 
A(s)p*(s) = ]{Ql 
The solution of (2.4) is given, according to Cramerrs 
rule, by 
\A(i)(s)1 
I A( s)\ 
; i=1,2, ... ,N+1 (2.5) 
where 
tuting 
is the matrix formed from A(s) by substi-
for its i-th column and IAI denotes the 
determinant of matrix A. 
2.3 Explicit solution for the Laplace transfo£ms.!.. 
It is not difficult to write an expression for \A(S)\ • 
Consider the sequence of matrices Ak ; k=1,2, ... where 
Ak is given by 
a b 
c a 
0 c 
Ak = • 
· 
. 
• . 
0 0 
0 0 
o 
b 
a 
o 
o 
o 
o 
b 
o 
o 
. . . 
. . . 
o 
o 
o 
· 
· 
· 
a 
c 
o 
o 
o 
b 
a 
By manipulating A(s) one can see that 
(2.6) 
(Add the first row of A(s) to the second; the resulting 
second row to the third, etc. Then subtract the second column 
of the resulting matrix from the first; the third from the 
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second, etc. This produces an (N+1xN+1 ) matrix, with the 
main (Ndn minor equal to AN and the last row consistjng 
of N zeros followed by an s . ) 
To find 1Ak! we note that expansion along its first 
row yields, for k=2,3, .•. 
(2.7) 
where \A1! = a and, by definition, )Aol = 1 (the verifica-
tion of (2.7) for le=? is straightforward). 
The characteristic equation of the simple recurrence 
relation (2.7) is 
x 2 _ ax + bc == 0 
and its two roots are given by 
x = ![a ± (a2 1 ,2 
The general solution of (2.7) is of the form 
when 
when 
(2.8) 
where 01 and 02 are arbitrary constants. To satisfy our 
initial conditions they must be equal to 
r- 1 when x i = X2 1 °1 == x2-a when x1~ x2 x2-x1 
{(a~X1 )/(x2-x1 ) when x 1= x2 °2 == when x1~ x2 
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Substitution in (2.6) now yields 
(2.9) 
== 
and 
\A(s)l== (N+1)s(~a)N (2.90.) 
:B1ormulae for lA (i) (s)1 - the numerators in (2.5) 
b bt ' d b d' IA(i)(s)! can e 0 alne y expan lng along its i-th column; 
and although the expansion is not difficult to perform in 
the general case, the resulting expressions are very cumber-
some. We shall give the results for the case when J2{Ql, the 
right-hand side in (2.4), is defined as 
EiiU = (0,0, ... ,0,1) (2.10) 
Le. when at t=O, QO(O)==N. !A(i)(s)/ is now equal to the 
determinant left after crossing the i-th column and the last 
row out of IA( s)1 , mul tj.plied "by (-1 )N+i+1. It becomes the 
product of two determinants - one triangular with (-Q1mO) 
on the main diagonal (columns i +1 , i+2 , ... ,N+1 of lAc s)1 ) 
- and one closely resembling I Ai _1! , the only difference 
being that the element in the top left-hand corner is s+m1 
instead of a::: s + q1mO + m1 • By adding to and subtracting 
from it Q1mO we get 
\A(i)(S)! == (~1)N+i+1(-Q1mO)N-i+1(!Ai_1i - Q1moIAi_21) = 
(2.11) 
::: 
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(2.11a) 
(We point out that (2.11) is true for i=1,2, ... ,N+1 
although its derivation is only v~tlld for i),;: 2 . 'fhe same 
observation applies to (2.11a) . Strictly speaking, (2.11a) 
is irrelevant for the purpose of finding the Laplace trans-
forms because ~ as it is easy to see, x 1-/: x 2 when s> ° . 
We have included 1t for completeness, and also becCluf:le it will 
be mentioned later.) 
Substituting (2.9) and (2.11) into (2.5) 
for i=0,1, ... ,N 
p.7(-(s) 
l 
yields, 
(2.12) 
thus determining the Lapla.ce transforms of the transient 
distribution functions Pi(t) ; i=0,1, .•. sN for the initial 
conditions (2.10). 
Finding a function when its Laplace transform is given, 
is in general a laborious and costly process - mainly due to 
the complexity of the inversion formulae (one such formula, 
for example, is given on page 230 in Feller [1bl). 
In our case, however, the inversion can be performed 
quite easily because we know already the general form of the 
functions p.(t) • Going back to the system of linear diffe-
l 
rential equations (2.1) we n6te that if the coefficient 
matrix has eigenvalues which are different real numbers _ 
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denote them by v 1 ' v 2 , ... ,vN+1 - then the solution of 
the system is a linear combination of exponential functions, 
i.e. it is of the form 
. N+1 v.t 
p.(t) ="~ a .. e J ~ L_. ~ J j=1 ' 
i=O; 1 , .•• ,n (2.13) 
If that is the case, then the Laplace transforms p.*(s) 
~ 
for which we already have one expression, must be equal to 
N+1 a .. :::: ,_ ....... _-=~ ... 'JJ..J /" . j-;1" s - v. 
J 
i=O,1 , ••• ,N (2.14) 
and by comparing the right-hand sides of (2.14) and (2.12) 
we can find the unknown coefficients a. . . 
~,J 
We shall now prove that 
real numbers. 
v. ; j=1 ,2, ... ,N+1 
J 
are distinct 
If v is subtracted from the main diagonal of the (2.1) 
coefficient matrix, the result is precisely (-1)A(v), where 
A(s) is the matrix in (2.4). v j ; j::::1,2, ..• ,N+1 are, there-
fore, the roots of 
jA(v)1 = 0 (2.15) 
From (2.9) we S'3e that one of the Vj is zero, and 
the rest satisfy N+1 N+1 . f:. x2 (it is readily x1 == x 2 , x1 
seen that the value of v for which x 1 :::: x2 f- 0 , is not 
a solution of (2.15) ) . We can thus write vN+1 == 0 and, 
for j==1,2, ••• ,N 
x 1 (v. ) 2""" 2r".-J (. J ... ) • • (. J .. ) ~--~ :::: cos J N+1 + ~.s~n J N+1 
x2 (Y j ) 
(2.16) 
(the right-hand side of (2.16) is the trigonometrical repre-
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sentation of the j-th value of the N+1-st root of 1 . i is 
the imaginary unit and x 1(v j ) and x2(v j ) are given by 
(2.8) with s replaced by V. ). J 
In order to determine from (2.16) the nature of 
j=1 ,2, •.. ,N we shall use a geometrical argument: 
Let 
u. = -~(v . J J 
and it[<Vj Yj ::: 
then x1(v.) = u. + y. J J J 
ding to (2. 16) , x 1 (v j ) 
+ q1 mO +m1 ) 
+ q1 mO + m1 ) 
2 ~ ! 4<11 mOm1.l ' 
and x2(v j ) = u j - Yj • Since, accor-
and x2(V j ) are equal in modulus, 
then the vectors representing the complex numbers u. 
J 
and y. 
J 
must be perpendicular (of all parallelograms only the rec-
tangle has its two diagonals of equal size). This means that 
y. ::: i.c.u j for some real J c . We know from the quadratic 
equation for x 1 and x 2 that x1(V j )x2(V j ) ::: q1 mOm1' which 
is a real number. On the other hand, 
X1 (V J.)X2(V J.) ::: (u. + y.)(u. - y.) J J J J 
222 
:::u. + C y. 
J J 
= 
This implies that either u. J is real, and therefore y. J is 
imaginary, or u j is imaginary and Yj is real. The second 
alternative should be discarded because if u. 
J 
is imaginary, 
1. e. for some real d , then 
would also be imaginary, which is impossible. 
Since the above argument is valid for all j=1,2, ... ,N, 
it proves that all 
numbers. 
u. , and therefore all 
J Vj , are real 
Let X1(V j )::: rjexp(i.f j ) and x2(V j ) = rjexP(i.(-f j ») 
with O,ff''jt; rj = q1 mOm1 . (2.16) can be rewritten as 
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and by comparing this form of (2.16) with the old one, we 
find that .~ fj = J IT+T ; j=1 ,2, .•• ,N • Since u. J is the real 
component of xi (v j) , 
cos(f.) 
J 
we have 
which gives, for j=1,2, ... ,N 
Jt 
cos(j N+1) 
(2.17) 
Obviously Vj j=1,2, •.. ,N are distinct and also dis-
tinct from vN+1 - 0 . We have now proved that (2.13) and 
(2.14) hold. 
Turning our attention to (2.12) we note that after re-
ducing it by the factor x 1- x2 ' the fraction defining Pi*(s) 
becomes a rational function of s and the power of the 
polynomial in the numerator is lower than the power of the 
polynomial in the denominator. Furthermore, the roots of the 
denominator are precisely vi' v 2 , ••• , vN+1 • Therefore 
the reduced fraction can be represented as a linear combina-
tion of elementary fractions of the type (2.14) in a unique 
way. Denoting for short· 
( N+1 N+1) = S x 1 - x 2 = R(s) 
we can write 
a .. :::: 1,J lim s-'~v . 
J 
(s - v.)G.(s) J 1 _ 
H(s) (2.18) 
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The undeterminacy in the right-hand side of (2.18) can be 
resolved according to L'Hospital's rule: 
a .. '-1.,J 
G. (v.) 
J. J 
H'(V j ) 
i=0,1, .•• ,N j=1,2, ... ,N+1 (2.19) 
«2.19) does not hold when j=N+1 and we' shall 
deal with that case later). 
Substitution of (2.19) into (2.13) now yields expli-
cit expressions for the transient probability distribution 
functions of the stochastic process {Qo(t) , t::.;:.o} J given 
the initial conditions (2.10) ; 
v.t 
J e + 
Gi(O) 
H' (0) 
i=0,1 , ... ,N (2.20) 
where Vj ; j=1,2, •.. ,N are given by (2.17) 
2. 5 Alternative j:-llitial conditions. 
It is perhaps worth pointing out that while the eigenva-
lues do not depend on the initial condi-
tions, the coefficients a .. , in general, do. In the gene-1.,J 
ral case, the po lynomials (x1 - x 2) lA (i +1 ) (s) I should be 
substituted for Gi(s) in (2.19) , where IA(i+1)(s)\ are 
the determinants in the numerator in (2.5). However, one im-
portant property of the process is that a i ,N+1 ; i=0,1, .•. ,N 
do not depend on the vector of initial conditions r1.Ql (as 
long as the sum of its elements is 1). We shall prove this, 
and also find the values of a i ,N+1 ' because they play an 
important role in the long-run distribution of the QO(t) pro-
cess. 
Let us set s=O in lA(i)(s)i • We have 
m1 
-m1 
0 
IA(i)(o)l== 
o 
o 
-Q1 mO 
Q1 mO+m1 
-ID1 
o 
o 
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0 
-Q1 mO 
Q1 mO+m1 
o 
o 
PO(O) 
P1(0) 
P2(O) 
0 0 
0 0 
0 0 
If' all rows of' IA(i)(O)\ are added to the last one, then all 
elements of the last row will become zeros, except the i-th 
element, which will be equal to PO(0)+P1(O)+ •.. +PN(0) = 1 • 
Expansion of !A(i)(o)i by its last row will then eliminate 
the i-th column and therefore the result will be independent 
of the vector liQl : (2.19) can thus be used to determine 
whatever the initial conditions. It gives 
for i==0,1, .•• ,N. These can be simplified because 
Now the expressions become 
i =0, 1 , ••• ,N (2.21) 
The above derivation is valid only when x1(0) ~ x2 (0) . 
To find 
(2.18) 
a i ,N+1 
and use 
when Q1mO=m1 we can either go back to 
(2.9a) and (2.11a) for Gi(s) and R(s) 
resPE?ctj.vely, or we can divide the numerator and the denomi-
nator in the right-hand side of (2.21) by (Q1IDO-m1) and 
1 
= N-t-1 
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i=O, 1 , ... , N 
2.6 Com12.arison wi th an M/M/1 queue....!.. 
(2.21a) 
This completes our analysi-s of the transient behaviour 
of the QO(t) process. Before proceeding with the long-run 
analysis, we wo~ld like to make the following observation; 
Consider a one-server queuing system with Poisson arri-
vals and exponentially distributed service times, where the 
arrival rate is and the average service time is 
Add the restriction that there cannot be more than N 
customers in the system at anyone time. Now, if Q(t) is 
the number of customers in this system at time t and 
Pi(t) == p(Q(t)=i) ; i""O,1, ••• ,N , then the functions 
satisfy precisely the system of differential equations 
p. (t) 
~ 
(2.1). 
Therefore, the process {Q(t) , t :>;O} is equivalent to the 
process {Qo(t) , t ·.~O} which VIe are studying. 
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CHAP'rE!Lh 
We shall study the steady--state behaviour of the model 
defined mn the last chapter and find quantities of practical 
interest, such as average queue sizes, central proces~or 
utilisation factor, rate of departures, average stay-in-the-
system time. The latter can be found in two ways, one of 
which involves Little's theorem and the other - three embed-
ded Markov chains. We shall follow the second way and prove 
three lemmas about the equilibrium distribution of the embed-
ded Markov chains. Lemma 1 will enable us to find the Lap-
lace transforms of the interarrival interval and of the resi-
dence time steady-state distributions. 
3.1 Steady-state distri 1:mtion and average of QO (t) . 
By long-run, or steady-state behaviour of a stochastic 
process which depends on parameter t~. 0 , we mean its limi-
ting behaviour as t·_-,>oo. In particular, the steady-state 
distribution of the stochastic process {Qo(t) , t?;o} is 
defined by the limits 
lim 
t-~~ 
p. (t) 
1. 
i=0,1 , ••• ,N 
where Pi(t) are its transient distribution functions. 
The obvious question one asks in this connection, is 
Whether the limits p. 
1. 
exsist and if they do, whether they 
depend on the initial conditions of the process. Using the 
theory of stochastic processes (see, for example, Parzen [2]), 
we could say that since QO(t) is a finite-state, irreduci-
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ble Markov process, the limits p. 
1 
exist and are independent 
of the initial state. Then, to find them, we would have to 
solve the system of steady-state balance equations (obtained 
from (2.1) by substituting zeros for the left-hand sides 
and adding the equation PO+P1+ ..• +PN = 1 ). However, we shall 
arrive at the same conclusion and results by considering the 
transient distribution Pi(t) ; i=O, ... ,N , and letting t·_."U? 
First, from (2.17) it follows that 
(because of the arithmetic -geometric mean inequality). 
Now, writing again (2.20) in the form 
p. (t) 
1 = a i ,N+1 + 
N 
:Z:. 
j=1 
i=O, 1 , .•. , N 
we see that Pi(t)~ai,N+1 when t~;,-oo; i=O,1, ..• ,N , there-
.fore the steady-state distribution exists. J?urtherffiore, the 
coefficients are independent of the initial state of 
the process, as we showed in the last chapter. The distribu-
tion p. ; i=O,1, •.• ,N is thus given by (2.21) or (2.21a) 
1 
depending on whether or not q1ffiO I: ffi1 . We shall introduce 
the quantity r = ffi1/(q1mO) and rewrite the expressions as 
1 - r 
= 
J ri 1 N+1 - r 
Pi l 
r 1= 1 
N!1 r = 1 
We notice that when 
r < 1, otherwise p . _.-,? ° ; i = ° , 1 , • . • 
1 
i=O,1 , ... , N (3.1) 
provided that 
. That this should be 
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so is obvious, since when N-*c>c, QO(t) approaches an M/T'/1/1 
queuing process with traffic intensity r. It can also be 
seen that if r < 1, the expression (3.1) for p. coincides 
l 
with the steady-state conditional probability that the M/M/1 
process is in state i, given that it is not in any of the 
states N+1, N+2, ... 
The steady-state expected value of Qo is given by 
1 - (N+1)rN + NrN+1 
N 
= 2:': ip. 
i=1 l 
1 N+1 - r 
r f. 1 
r = 1 
The steady-state expectation of Q1 is, of course, equal to 
N - E ( Qo) • Vie have 
r<1 r <.1 
This, again, is what one would expect. 
3.2 Processor utilisation, rate of departures and ave-
rage residence time. 
According to the interpretation we gave to our model, 
QO(t) is the number of jobs waiting at and/or being served 
by the central processor at time t. We called N the degree 
of multiprogramming. Since Po is the steady-state probabi-
lity that the cerrtral processor is idle, 
1 - Po 
1 - r N 
f
' r N+1 
=) N1 - r 
L N+1 
r f:. 1 
u = (3.2) 
r .- 1 
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is the steady-state probability of the central processor be-
ing busy, in other words, the steady-state utilisation factor 
of the central processor (similarly, 1 - PN is the steady-
state utilisation factor of the peripheral processor). 
In most computing instalations, the CPU (central proces-
sing unit) utilisation factor is usually taken as a measure 
of the system effectiveness. This is mainly because, as we 
shall see, the throughput of jobs is directly proportional to 
it. Under the assumptions of our model, U is a monotone in-
creasing function of the degree of multiprogramming, for any 
fixed value of r. I f I' < 1 i. e. ,if, whcm both the central 
and the peripheral processors are working, requests for input/ 
output occur at a higher rate than completions of inpvt/output 
operations, then U-::o-r when N-·,.(X). Thus when the central 
processor is, in the above sense, faster than the peripheral 
processor, its utilisation factor is limited by the speed of 
the peripheral processor. If r1;-1 , then U-~1 when N-·:p. ... "Y.1. 
In real-life computing systems the CPU utilisation fac-
tor is not always a monotone increaSing function of the deg-
ree of multiprogramming. Usually, an increase of the degree 
of multiprogramming is accompanied by an increase of super-
Visor overhead which tends, after a certain optimum is rea-
ched, to reduce the utilisation factor. This was demonstra-
ted by Lewis and Shedler [3] in their model of system over-
head. Also, in time-sharing systems for example, a high 
degree of multiprogramming can lead to highly increased 
demand for input/output due to paging and that, in turn, can 
lower the CPU utilisation factor. The latter phenomenon is 
Sometimes called 'thrashing' ; we shall dwell briefly on it 
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in the fifth chapter. 
Let us find now the steady state rate of job departures 
from the system (the throughput). We know that So (the 
central processor) is busy for a proportion U of the time, 
i.e. for a fraction U per unit time, in the steady-state. 
While So is busy, jobs are served by it at a rate of mO 
per unit time. Of these, a proportion qi join the Si-queue 
and a proportion qO=i-q i leave the system. 'rhus, on the 
average, qomoU jobs leave the system per unit time. Since 
arrivals occur exactly at moments of departures, the steady-
state rate. of arrivals, L, is also given by 
(3.3) 
Of course ilL is the average length of the interarrival 
(and interdeparture) intervals. 
Our next task is to find the average residence time of 
a job (the time betvreen its admission to, and departure from 
the system) in the steady-state. This quantity can be obtained 
in two different ways. The simpler one is by using Little's 
theorem which states that in the steady-state, the number of 
customers in a queuing system (or sub-system) is, on the ave-
rage, equal to the product of the rate of arrivals and the 
average residence time of a customer (J.D.C.Little, [4J) . 
In our case, the number of jobs in the system is constant, 
N , so that Little's theorem together with (3.2) and (3.3) 
gives the following expression for the average residence time 
w . . N+i 
N 1 - r 
N r qomor r N r f 1 W 
- L = .) 1 - (3.4) 
. (N+1)/q omo \.. r = 1 
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(The behaviour of VI as a function of N and its connection 
with job turnaround will be examined in chapter four.) 
In order to use Littlets theorem we have to show that 
the conditions under which it was proved, namely that the 
arrival process is metrically transitivS (ergodic) and that 
the expectations involved are finite, are satisfied ip. our 
case. This can be done without a great deal of difficulty. 
However, we shall arrive at the same result in a different, 
although more complicated way. In doing so, we shall obtain 
additional information about the steady-state distribution 
of queue sizes at selected points of time. Some of this in-
formation will be used .later. 
3 7-. ~ Embedded Markov chains. 
Until now, we have concentrated our attention on the con-
tinuous parameter stochastic process {QO(t), t?,:O} . We shall 
introduce now three discrete parameter stochastic processes 
M1 = -[ QO (t1 k) , k= 1 , 2 , ... } 
M2 = {Qo(t2k+) k=1 ,2, .•• "} 
M3 = {Q (t3 +) o k k= 1 ,2, .•. } 
where t1k is the moment when the (N+k)-th job enters .. the 
system (and the (N+k-'\ )-st leaves it) ; t2k is the moment 
when, for the k-th time, a job leaves the So-queue and joins 
the S1-queue; t3k is the moment when, for the k-th time, 
a job leaves the S1-queue and joins the So-queue. (In the 
second and third instances, the points are of successive de-
partures, not of successive departures by a particular job.) 
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Note that while QO(t) is continuous at points t1 k , 
it is a step function at points t2k and at points t3k ,; 
that is why the limits from the right were used in the defi-
nitions of M2 and M3. The possible states of M1 and M3 
are 1,2, •.• ,N; the possible states of M2 are O,1, •.. ,N-1. 
Under the assumptions of our model, M1 , M2 and M3 
are Markov chains. Furthermore, they are finite, irreducible 
and aperiodic and therefore possess unique equilibrium distri-
butions which are, at the same time, steady-state distribu-
tions. Denote by .Q1=(p1 1 ,p1 2 ,··· ,piN) , J2£=(p20 ,p2 1 ,·· .p2N_1 ) 
and .£l=(p31 ,p3 2 , ••. ,p3N) the steady-state distributions of 
M1 , M2 and M3 respectively. We shall prove the following 
three. lemmas 
Lemma 1 : The vector JU is given by 
p. 1 - r i--1 P1 i 
~ r~1 i=1 ,2, ..• ,N (3.5) = - N r , 1 - PO 1 - r 
Lemma 2 . 1 The vector lLS is given by 
Pi 1 - r ri p2i = = r N 
rtf1 , i =0 , 1 , . . . , N -1 (3.6) 
1 - PN 1 -
Lemma 3: 'rhe vectors J22 and .I?1 are identical: 
i=1,2, ••. ,N (3.7) 
When r=1 the elements of all three vectors are equal to 
Assuming that lemmas 1, 2, 3 are true, we can proceed 
in the following way: 
From lemmas 1 and 3 it follows that, in the steady-
state, every time a job joins the So-queue, there are on the 
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aYerage- N1 jobs there (including itself) ,where N1 is 
given by 
1 NrN 
----IT 
1 - r 
r -f 1 
N 
0;;;:--""' N1 = .. _.>. ip1 i 
i=1 
:= { 1 
!(N+i) 
(3.8) 
- r 
r := 1 
From l~mma 2 it follows that, in the steady-state, 
every time a job joins the S1-queue, there are on the ave-
rage N2 jobs there (including itself) , where N2 is 
given by 
N-1 
N2 ::: 2.= (N-i)p2i i=O 
N 
{ 
N 1 - r 
- -~'(N+1 ) 
r 
r -f 1 
1 -- r 
r = 1 
(rrhe apparent discrepancy N1 + N2 -f N is due to the fact 
that the So-queue and the S1-queue are observed at diffe-
rent points of time.) 
When we described our model we mentioned that the resi-
dence time of a job requiring k services at SO' k:=1,2, ... , 
consists of k-~ cycles followed by one wait at SO. The 
average number of SO--services reqrIired by a job is 1/qo 
(from the geometric distribution) ; therefore the average num.-
ber of cycles it goes through is equal to (1/qO)-1::: q1/qO . 
The average duration of an SO-service is 1/mO and of an 
S1-service 1/m1 ; hence the average length of a cycle is 
Ni/mo + N2/m1 and the average duration of a SO-wait is Ni/mO. 
Thus we can write the following expression for the average 
residence time : 
(3.10) 
31 
Substituting (3.8) and (3.9) into (3.10) we now 
obtain the same value for ~-I as the one given by (3.4) . 
Before going on to prove the lemmas,it is perhaps worth 
pointing out that they are similar in nature to Khinchine's 
resul t (Saaty [5]) , in the sense that -they show the steady-
state distribution of queue sizes at selected moments. of time 
to be equal to the time-average steady-state distribution 
(conditioned upon the appropriate queue not being empty) . 
Khinchine's result cannot be applied directly to this model 
because the Poisson input assumption is not satisfied here. 
We shall now give the proofs of lemmas 2,3 and 1, in that 
order. All three proofs are empirical and consist of verify-
ing that the probability distribution vectors defined by 
(3.5), (3.6) and (3.7) satisfy the steady-state balance 
equations of the Markov chains M1, M2 and M3 respectively. 
This method of proof can be applied because the Markov chains 
have unique equilibrium distributions and therefore the bal-
ance equations have unique solutions. 
Proof of lemma 2 : 
---
( ) N-1 Let V2::: v2 i ,j ~,j=O denote the matrix of transition 
probabilities of M2 
i , j =0 , 1 , ••. ,N-1 
where t2k are the moments when successive jobs join the 
Si-queue. We notice first that 
y2 0 . = v2 1 . , J , J j:::O, 1 , ••. N-1 
due to the fact that if QO(t2k+)::: 0 then, inevitably, 
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a job will join the So-queue before t2k+1 ' hence the dis-
tribution of Qo(t2k+1+) will be the same as it would be if 
QO(t2k+) = 1 • 
]i'urthermore, for i=2, 3, ... ,N-1 we have 
v2 . . 2 = v2 . . 3 = ... = v2. 0 = 0 1,1- 1,1- . . 1, 
because, according to the definitiom of· t2k ,QO(t) cannot 
+ + ( decrease by more than 1 between t2k and t2k+1 • In the 
interval (t2k ,t2k+1l there can be many departures from the 
So-queue, provided that they are also departures from the 
system, in which case QO(t) does not decrease.) 
We are going to need the fact that, if Q (t2 +) 1= 0 o k 
then the time between t2k and t2k+1 is distributed expo-
nentially with parameter q1mO' This can be established as 
follovis: the number of SO-services between t2lc and t2k +1 
is distributed geometrically, with probability generating 
function 
q1 z 
G(z) = ---:....-
1 - qoz 
each SO-service is distributed exponentially, with Laplace 
transform 
if Q (t2k+) 1= 0 then in the interval (t2k ,t2k+1 ) there 
is no SO-idle period, therefore the Laplace transform of 
the distribution of the interval is equal to 
= 
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which is the Laplace transform of an exponential distribu-
tion with parameter Q1mO . 
If two activities , A1 and A2 ' with durations distri-
buted exponentially with parameters e 1 and 8 2 respective-
ly, are in progress at a given moment of time, then the pro-
bability that A1 will terminate before A2 ' is equal to 
e 1/(e 1+e 2 ) . Taking A1 to be the Succession of SO-service~ 
terminating at t2k +1 and A2 to be an 8 1-service, we get, 
for i=1, 2, ••• , N-1 
v2 . . 1 = g l,l-
where g is d.efined by 
Q1 mO 1 g ~ = (3.11) 
Q1 mO + m1 1 + r 
For a transition from state i (i=1,2, ... ,N-2) to sta-
te j (j=i,i+1, ... ,N-2) to occur, there must be exactly 
j-i+1 8 1-service completions in the interval (t2k ,t2k +1). 
Because of the memoryless property of the exponential distri-
bution we can write, for i and j in the above mentioned 
boundaries 
( ) j-i+1 v2. . = g 1-g l,J 
where g is given by (3.11) . 
For a transition from state i (i=1,2, •.. ,N-1) to sta-
te N-1 to occur, all N-i jobs in the S1-queue must be 
served by 8 1 before t2k+1 • Thus 
v2. N 1 = (1_g)N-i 
l,l -
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All elements of V2 are now known and the matrix can be 
written in full : 
g(1-g) 2 ( )N-2 (1_g)N-1 g g(1-g) .. . . g 1-g 
g(1-g) 2 ( )N-2 (1_g)N.-1 J.'f' g(1-g) g 1-g 0 
0 g g(1-g) g(1_g)N-3 (1_g)N-2 
V2 0- (3.12) 
0 0 
° 
g(1-g) ( 1-g) 2 I 
0 
° 
0 g (1-g) I 
.-~ 
It remains to show that the vector I?.~ = (p20 , ... ,p2N_ 1 ) 
defined by (3.6) satisfies 
J2.?. V 2 ::.: J2.? 
where & is treated as a row-vector and the product is 'row 
by column', This is easily done by direct substitution. As an 
example, let us calculate the scalar product of & and the 
second column of V2 ; it should be equal to p2 1 : 
1 - r 
[g(1-g) + N 1 - r 
1 - r 
N ( 1 1 - r 
2
0
/ g ( 1 - g ) r + gr -_ = 
r [1 + r + r( 1-r) J 
r)2 + 
1 
= 
1 
- r 
N r - p2 1 
- r 
The rest of the scalar products are equally easy to evaluate. 
(When r = 1 the calculations become trivial ; g is then 
equal to ~ and all columns of V2 sum to 1 .) 
Proof of lemma 3 : 
This proof proceeds along the same lines as the one of 
lemma 2 . We denote by V3 = (v3. . ) ~ . 1 the matrix of tran-J.,J 1,J= 
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sition probabilities for the Markov chain M3 : 
Now we have 
and, for i=1,2, ... N-2 
v3 i ,i+2 = v3i ,i+3 = 
i,j=i,2, ... ,N 
j=1,2, ... ,Jil 
= v3. N = 0 1, 
for reasons analogous to those for the similar properties 
of the matrix V2 . In short, an argument almost identical 
to the one in the last proof shows V3 to have the form 
,- ( i-g) g 0 0 0 
g 2 g(1-g) ( 1 --g) 0 0 
V3 = (3.13) 
g N-i gN-2(i_g) gN-3(i_g) g(i-g) (i-g) 
g N-1 gN-2(1_g) gN-3(i_g) g(i-g) (i-g) 
and it can be verified by direct substitution that the vector 
]i = (p3 i ,p3 2 ,··· ,p3N) defined by (3.7) satisfies 
Proof of lemma 1 
Again our aim is to find the matrix Vi = (vi. . ) ~ . 1 1,J 1,J= 
where 
This time, however, the procedure is more complicated due to 
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the fact that both the SO-·queue and the S1-queue can go 
through many possible transitions between t1k and t1 k+1 
(moments of successive arrivals into the system) . To get 
around this difficulty, we divide the interval (t1 k ,t1 k +1 ) 
into So-steps, where an So-step is defined as the span bet-
ween two consecutive SO-services. Thus an So-step consists 
of either one SO-service (if after the service is completed 
QO f 0 ), or one SO-service and one SO-idle period. Let 
C
n 
denote the event 'there are n So-steps in the interval 
(t1 k ,t1 k +1 )' ; n=1,2, ...• Obviously Cn is independent of 
k and of the value of QO at t1 k • The distribution of 
en is given by 
If, for n=1, 2 , •.. 
N 
= ( v . . ). . 1 ' where n;l,J 1,J= 
; n:= 1 , 2 , ••• 
we introduce the matrices 
i,j=1,2, ... ,N (3.14) 
we can express Vi as an infinite series 
(3.15) 
Familiar considerations show that, for n == 1 
- h(1_h)N-2 (1_h)N-1 h h(1-h) 
0 h h(1_h)N-3 (1_h)N-2 
V1 =1 . (3.16) I . 
I . 
0 0 h (i-h) J i I ; 0 0 0 1 I .-
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where h is the probability that the SO-service will com-
plete before the S1-service, provided that both So and 
S1 are working; h is given by 
mo 
11 = ----- = 
1 
(3.17) 
mO + m1 
(V1 is triangular because it is known that at the end of the 
So-step the departing job is replaced, therefore QO cannot 
decrease.) 
Suppose now that n ~ 2 . Consider the moments 
where tm is the end of the m-th So-step (m=1,2, •.• ,n) 
and/or the beginning of the m+1-st So-step (m=O,1 , •. ,n-1). 
Vie note first that, for i,j=1,2, ... ,N-1 and m=1,2, ... ,n-1 
the transition probabilities 
are independent of m ; this is due to the exponential dis-
tribution of s-O and s1-service times. However, 
can take the values 1,2, ••. ,N, while Qo(-t 1+), ••. ,Qo(tn _ 1+) 
can only take the values 1,2, •.. ,N-1 . rhe latter is due to 
the fact that an SO-service which terminates at one of the 
moments t 1 , t 2 , ... , t n _1 cannot result in a departure from 
the system, which is the only way to have QO = N just after 
an SO-service completion. The case m = n is different ar,ain, 
because Qo(t
n
+) can take the values 1,2, •.. ,N and also 
the transition probabilities 
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i=1 ,2, •.. ,N-1 j=1,2, ... ,N 
differ from those mentioned above (it is known that at t 
n 
the job departs from the system and is replaced). 
We shall introduce the three matrices V --
a 
Vb = (vb" .) 
,1, J and of dimentions 
(Va;i,j) 
(If....;N-1 ) 
(N-1 ~~ N-1 ) and (N-l.>(N) respectively, where 
v .. ::: 
ai1,J P[QO(t1 +)=j IQo(to +)=i,cnl; i=1, ... ,N ; j=1, ... ,N-1 ~j 
Vbii,j = P L QO (t m + ) = j I QO ( t rn -1 -r ) =i , C nJ; i, j::: 1 , • . ,N -1 ; m::: 2 , . . ,n-1 
v .. ::: C;l,J P [Qo ( t n +) = j l QO ( t n -1 +)::: i , C nJ; i::: 1 , • • • ,N -1 ; j::: 1 , • • • , N 
It is clear from these definitions and the remarks pre-
ceding them, that Va is the transition probability matrix 
for the first So-step, Vb is the transition probability 
matrix for each of the next n-2 steps and Vc is the tran-
sition probability matrix for the n-th step. We can write now 
Vn = V V n- 2V 
a b c n=2,3, •.• (3.18) 
(Power of 0 is assumed to yield the identity matrix.) 
The elements of Va ' Vb and Vc can be easily expressed 
in terms of the quantity defined by (3.17) . V a has the form 
h+h(1-h) h(1-h)2 h(1_h)N-2 (1_h)N-1 
h h(1-h) h(1_h)N-3 (1_h)N-2 
0 h h(1_h)N-4. (1_h)N-3 
Va = 
0 0 h (i-h) 
I 
0 0 ... 0 1 J 
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(,rhe two terms of the top left-hand corner element of Va 
arise becaus() the probability that QO(t 1 +) = 1 given that 
is equal to the probability that 
either the SO-ser-vice finishes before the Si-service (in 
wh1ch case the So-step will cont?-in an SO-idle period) , 
or the SO-service fin5.shes after the current Si-service 
but before the next one.) 
Vb is equal to Va without its last row 
-h+h(1-h) h(1-h)2 
h h(1-h) 
0 0 
V 
c has the form 
h h(1-h) 
0 h 
Vc = 
1_0 0 
and it can be seen that V c 
last row. 
is 
h(1_h)N"-2 (1_h)N-il 
h(1_h)N-3 (1_h)N-2 
I 
h (i-h) J 
h(1_h)N"-2 
h(1_h)N-3 
h 
equal to 
--(1_h)lJ-1 
(1_h)N-2 
(i-h) 
Vi without its 
Equation (3.18) will still hold if V 
a 
, Vb and V c 
are enlarged to become square matrices of dimentions (N",N) 
by appending 
a) a column of zeros to Va 
b) an arbitrary row and a column of zeros to Vb , 
c) an arbitrary row to V 
c 
. 
With this observation in mind we form the (NxN) matrix 
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· ........ . 
(3.19) VA ::::
1
: V : 
· a . 
· . 
I : : -_ ........... . 
According to b) , VA can be used as an enlarged Vb 
as well as an enlarged Va. According to c) , Vi can be 
used as an enlarged Vc • We can thus rewrite (3.18) as 
n:::: 1 , 2, ••. (3.20) 
Substituting (3.20) into (3.15) we obtain 
(3.21) 
It is clear that the infinite series in the right-hand side 
of (3.21) converges, since all rows of VA sum to 1 and 
q1 < 1 . (3.21) is therefore equi yalent to 
(3.22) 
where I is the identity matrix of order N and power of 
(-1) denotes i~version (it is easy to see that (r - Q1 VA) 
is non-singular). 
Now, to finish the proof, we have only to verify that 
the vector .£..1:::: (:o11,p1 2 ,···,p1 N) defined by (3.5) sa--
tisfies the system of balance equations .£..1.V1 :::: El or, in 
view of (3.22) , that it satisfies 
which is equivalent to 
(3.23) 
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After performing the necessary calculations we find that 
-1 1 Vi = h 
and that 
V1-
i (I-q1VA) 1 = h 
1 -(i-h) 0 
0 
i : 
~ 
-I-q i h 
-qi h 
0 
o 
o 
1 -(i-h) 
o 0 
o 0 
-(i-h) 
1 
-0 h 
"'1 
o 
o 
0 
-(i-h) 
1 
o 
o 
o 0 
o 0 
1 -(1--h) 
o h 
0 0 
0 0 
0 0 
1 -(i-h) 
h I 
- .• -.1 
Now (3.23) can be verified directly. As an example, 
let us take the scalar product of Q1 and the second column 
of V1-1(I-Q1VA) ; the result should be equal to QOP1 2 : 
Jlhe above calculations are valid for N ~ 3 . The case 
N = 1 is trivial. When N = 2 we have 
1 
1 
and (3.23) is just as easy to verify. 
'rhis completes the proofs of lemmas 1 ,2 and 3 and 
hence of relation (3.10) . 
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3. 4 rrh~ Laplace tr:.ansform of the interarri val_ interval. 
The task of determining the distribution of a random va-
riable is often more difficult than that of determining its 
expectation. We have not been able to find explicitly the dis-
tribution function of either the interarrivel or the residence 
time. It is possible however, to derive expressions for ·the 
Laplace transforms of these distributions. We shall do this 
in detail for the interarrival interval and only outline the 
derivation for the residence time. 
Let us consider again the embedded Markov chain M1 at 
the moments ti k ; k=i,2, ... of successive arrivals into the 
system. In addition to the matrix of transition probabilities 
Vi , we shall associate with 1111 the matrix of Laplace 
N 
where transforms L1 = (11 .. ). '-1 11. is the Laplace l,J J.,J- l,j 
transform of the distribution of the interval (t1 k ,t1 k +1 ) 
given that at t1k M1 was in state i and at t1k+1 it 
will be in state j . (M1 is thus treated as a semi-Markov 
process rather than a Markov chain.) 
, 
The Laplace transform of the interarrival time distri-
bution given that at t1k !VIi was in state i 
by 11 . 
1. 
is given by 
N 
~, 1 
= ,./_ v . .11. . j=1 l,J 1.,J 
denoted 
(3.24) 
rhe unconditional steady-state Laplace transform of the 
interarrival time distribution denoted by 11 is ob-
tained from 
N 
11 = >-.-~ pi .11 . G1 1. 1 (3.25) 
where 
tion 
a. . l,J 
ment' 
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(pi i ,pi 2 ,··· ,piN) =121 
- . the steady-state distr.i bu-·· lS 
of M1 , given by (3.5) 
If A and B are two (Nl<;M) matrices with elements 
and b .. l,J respectively, then their 'element by e1e-· 
product C (c .. = a .. b .. l,J J_,J l,J i=1, ... ,N; j=1, •.. ,M) 
will be denoted by 
(N,1) matrix 
C = (A*B) . Using this notation and the 
we can combine (3.24) and (3.25) into 
11 = n(V1·r:L1)E (3.26) 
If a name is to be given to the matrix (V1*L1) , it 
seems appropriate to call it the 'joint transition probabi-
lity-Laplace transform matrix' of M1 for the interarrival 
interval. We shall use similar names for matrices of this 
type in the future. 
To find (V1*Li) , we shall divide the interarrival 
interval into So-steps as we did in the proof of lemma 1 . 
Let C
n 
be the event of there being exactly n So-steps in 
the interarrival interval ; let Vi be the matrix defined n 
by (3.14) ; let L1n be the matrix of the Laplace trans-
forms for the interval, conditioned upon C
n 
as well as 
upon the states of M1 at tik and ti k+i . (Vi*Li) can 
now be expressed as 
iJ.;..") 
-- ~.~~ QOQi n-i (Vi n * L1 n) (3.27) 
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There is an obvious analogy between (3.27) and (3.15) , 
which extends into allowing the derivation of an expression 
for (V1n*L1n) similar to (3.20). We associate with VA 
(defined by (3.19)) the matrix of Laplace transforms 
N 
LA = (lA;i,j)i,j=1 , v/here lA .. is the IJaplace trans-; 1, J 
form of an So-step given that QO = i at the beginning and 
QO = j at the end of the step and the step is not the last 
one in the interarrival interval. The desired expression for 
(V1 n ~-L1 n) is 
(V1n*L1n) = (VA-l(-LA)1l-1(V1 f Y.-L1 1) ; n=1,2, ... (3.28) 
Here (VA*LA) and (V1 1*L1 1) are used as (enlarged) joint 
transition probability-Laplace transform matrices of QO for 
the first n-1 So-steps and for the n-th So-step respec-
tiveiy. 
The derivation of (3.28) relies on the fact that the 
Laplace transform of the convolution of the distribution .rune·-
tions of two independent random variables is equal to the pro-
duct of their respective Laplace transforms ; also on the 
exponential distribution of the S - and o S1-service times. 
The argument which leads to (3.28) is very similar to the 
one used in obtaining (3.20) and we shall omit it. 
If both So and S1 are working, then the time until 
the nearest event, be it an SO-service completion or an S1-
service completion, is distributed exponentially with para-
meter mO + m1 . VIe shall denote the Laplace transform of 
that distribution by b(s) ; the Laplace transform of an So-
service time distribution by a(s) ; the Laplace transform 
of an S1-service time distribution by c(s) : 
o.(s) = b(s) = 
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m 
c(s) = ~-­
s + m1 
It is not difficult to see that L11 is given by 
"b(s) b 2 (s) 
o b(s) 
o 0 
o 
o 
o 
o 
and that LA is given by 
where 
lA;1,1 b3(s) 
b(s) b2 (s) 
o b(s) 
o 
o 
o 
o 
bN- 1 (s) bN- 1 (8)a(s)-1 
bN- 2 (s) 'bH- 2 (s)a(s) I 
bN- 3(s) bN- 3(s)a(s) 
b(s) 
o 
bN- 1 (S) 
bN- 2 (s) 
bN- 3 (s) 
b(s) 
o 
b(s)a(s) 
a(s) 
bN- 1 (S)a.(S) 
bN- 2 (s)a(s) 
bN- 3(s)a(s) 
b(s)a(s) 
a(s) 
o 
o 
o 
o 
o 
h.b(s)c(s) + h(1-h)b2(s) 
h + h(1-h) 
(3.29) 
(3.30) 
(3.31) 
(3.32) 
(an So-step which results in a transition from state 1 to 
state 1 can contain an SO-idle period). 
All matrices in the right-hand side of (3.28) are now 
known. Substitution of (3.28) into (3.27) yields 
(3.33) 
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in the same way as (3.22) was derived from (3.20) and 
(3.15) . Substituting (3.33) into (3.26) we obtain 
(3.34) 
thus determining the Laplace transform of the steady-state 
interarrival time distribution. ' 
(3.34) can be simplified a little.by using the fact 
that all rows of (V1 1*L1 1) sum to a(s) (one would expect 
this to be so, since the last So-step of (t1 k ,t1 k +1 ) con-
sists of exactly one SO-service). In matrix notation it 
means that (V1 1'x-L1 1 )E = a(s)E and (3.3,0 becomes 
Expressions (3.31) and (3.32) are valid for 
When N = 1 11 can be found directly 
QC> 
11 = "> n -1 [ ( \ ( )] n -1 ( ) = C----' QOq1 a SjC s _ a S 
n=1 
qoa(s) 
---------
When N::: 2 
h.b(s)c(s)+(1-h)b(s)a(s) 
a(s) 
and again, the calculations are not difficult. 
(3.35) 
N ' ..... ') 
. //.." . 
In general, since the right-hand side of (3.35) is a 
rational function of s in which the polynomial in the nume-
rator is of lower degree than the one in the denominator, it 
appears that the probability density function of the steady-
state interarrival time is a linear combination of exponential 
functions. ro prove it, one would have to establish that the 
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roots of the denominator are distinct negative real numbers. 
This we have not been able to do, except for the simple cases 
N = 1 and N = 2 • 
3.5 The La1218:ce transform of the -residence time. 
The residence time of a job consists of geometribally 
distributed number of cycles (the span between two conse cu-· 
tive joinings of the So-qu.eue by the same job) 9 followod. 
by one wait in the So-queue. Let (VSO*LSO) be the joint 
transition probability-Laplace transform matrix of QO for 
a wait of a job in the So-queue and (VS1 *Ls1 ) be the 
transition probabili ty-'Laplace transform matri.x of QO for 
a wait of a job in the S1-queue. Then 
(3.36) 
is the joint transition probability-Laplace transform matrix 
of QO for one cycle and 
(3.37) 
is the joint transition probability-Laplace transform matrix 
of QO for the reside,nee time of a job. (3.37) can alao 
be written as 
(3.38) 
The steady-state distribution of QO at moments when 
jobs enter the system is given by the vector 12..:!.-, defined 
by (3.5) . fl'herefore the steady-state Lapla ce transform 
l'lD"" of the distribution of the residence timc .... is given by 
!.0 
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(3.39) 
Our task has now been reduced to finding the two matrices 
(VSO*LSO ) and (VS1 *LS1 ) . 
If, after joining the So-queue, a job finds (including 
itself) i jobs there, then its wait in the So-queue con-
sists of i SO-services. The first i-1 of them are equi-
valent from transition probabilities-La~lace transforms point 
of view, but the i--th one is different because after its com-
pletion the destination of the job is known. Let (VOA*LOA ) 
be the joint transition probability-Laplace transform matrix 
of QO for each of the first i-1 SO-services and (VOB*LoB ) 
be the joint transition probability-Laplace transform matrix 
of QO for the i-th SO-service. It can be seen then, that 
(VSO*LSO ) has the following form 
1-st row of (VOB*LOB ) 
2-nd row of (VOA*LOA ) (VOB*LOB ) 
(VSO*LSO) = (3.40) 
The elements vI. . ; i,j=1 ,2, ••• ,N of 1,J 
be expressed in terms of h , a(s) and b(s) 
j=1,2, ... ,N . , 
j", i-2 
( )N-i ( )N-i ( ) vli,N = qo 1-h b sas i=2,3, ... ,N 
can 
(3.41) 
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(Trli , j are defined as zeros for convenience, since they are 
irrelevant for the purpose of computing (VSO*LsO) .) 
(VOB*LOB ) is the matrix 
o hb(s) 
o 
o 
... 
... 
(:3.42 ) 
h(i_h)N-2bN-1(s) (i_h)N-i bN-i(s)a(s) 
h(1_h)N-3bN-2(s) (i_h)N-2bN-2(s)a(s) 
hb(s) 
o 
(i-h)b(s)a(s) 
a(s) 
(We note that (VOB*LOB ) and (Vi 1*Li i ) are equal.) 
(VS1 *LSi ) can be obtained in a similar way: 
If, after joining the Si-queue, a job leaves QO in 
state j (therefore finds N-j jobs, including itself, in 
the Si-queue) then its wait in the S~-queue consists of 
I 
N-j Si-services. Of these, the last N-j-i Si-services are 
equivalent from transition probabilities-Laplace transforms 
point of view, but the first is slightly different, because 
QO can be equal to zero at its beginning. 
Let (V iA"X-L11) and (ViB":+L1B ) be the transition pro-
bability-Laplace transform matrices of QO for the first, 
and for the remaining Si-services respectively. (VSi *LS1 ) 
has the following form 
i-st row of 
2-nd row of 
(v Si-Y.-LSi) = 
I 
N-th row of 
'--
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CS. 1J-4 ) 
---1 
C(S) 0 0 ... 0 
gd(s)c(s) (1-·g)d(s) 0 0 
(gd(s»2 C(S) g(1-g)d2(s) ( 1--g) d (S) 0 
... (1-g)d(s) 
where g is defined by (3.11) ,c(s) is defined by (3.29) 
and 
Q1 mo + ffi1 d ( s) == --:...-~--..:-- (3.45) 
S + q1 mO + ffi1 
is a Laplace transform analogous i-;o b (s) , but taking jnt 0 
account the fact that jobs join the Si-queue at a rate q1ffiO 
nhen is busy. 
gd(s)c(s) 
(gd(s»2c(s) 
(1-g)d(s) 
g(1-g)d2(s) 
o 
(1-g)d(s) 
(3.4-6 ) 
o 
o 
, 
I 
I 
\ 
o o o 
(1-g)d(s) 
o 
(The elements of the last row of (V1B*L1B ) are defined as 
zeros for conveniE:nce, since they are irrelevant for the pur-
pose of computing (V81 *L31 ) .) 
Everything needed to find lRES' for N -?- 3 , has now 
been expressed in terms of known quantities. When N == 1 , 
lRES is equal to the Laplace transform of the steady--state 
interarrival time distribution. One would suspect, in view 
of relation (3.4) , that in the general case, Ilnnro will 
lLC.0 
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be equal to the N-th power of the Laplace transform of the 
steady-state interarrival time distribution. This, however s 
is not true for N = 2 . 
Before we leave this subject WG would like to poi.nt out 
that all rows of (VOA*IJOJ.) and all rows of (VOB*LOB ) sum 
to a(s) , therefore the first row of (VSO*LSO ) sums to 
a(s) , the second to 2 a (s) , ... ,the N-th N to a (s) 
(this is also intuitively obvious) . (3.39) , after substitu-
tion of (3.38) , can thus be simplified by replacing 
(VSO*LSO)E by the matrix 
E = 1 
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CHAFTER 4. 
4.0 Summary. 
We shall deal here with the following three topics: 
Relation between the model and real-life computing systems. 
Theoretically obtained values of several quantities will be 
compared with their observed values. 
Relaxation of the exponential services assumption. The 
model will be analysed in the steady-state, assuming that only 
one of the two processors has exponentially distributed service 
times. 
Turnaround. Steady-state turna~ound will be introduced 
as an alternative (to the CPU utilisation factor) measure of 
system efficiency and its dependence on the degree of multiprog-
ramming will be discussed. 
4.1 Validity of the assumptions. 
The assumptions under which we studied our model (they 
were given in detail in chapter 2) were: 
·a. Heavy d-;mand conditions (availability of replacement 
for every departing job). 
b. Single peripheral processor. 
c. Non-priority (FIFO) service discipline at both pro-
cessors. 
d. Independent, identically exponentially distributed ser-
vice times at both processors. 
e. Geometrical distribution of the number of CPU services 
required by a job. 
Hardly any multiproL;ramrning computing systems conform to 
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assumptions (b) and (c), which are therefore the most obvious 
candidates :for mod.ification; this will be the subject of sub-
sequent chapters. On the other hand, heavy demand conditions 
exist in the majority of computing instalations - if not all 
the time, then at least during peak periods. In this sense, 
assumption (a) is a reasonable one and will be maintained 
throughout this dissertatiori. 
Very little is known about the distribution of the number 
of CPU (and input/output) intervals per job, although the 
average of that number can usually be obtained from information 
kept by accounting routines. In the absence of evidence against 
it, and since it is essential for the analysis, assumption 
(e) will also be maintained throughout this dissertation. 
Let us consider now the nature of the central and the pe-
ripheral processors' service times. We shall not discuss the 
question of whether consecutive service times are independent 
or not; it is fairly obvious that they are, for a normal job 
mix; also, none of the analysis would be possible if they 
were not. The question of whether consecutive service times 
of a given processor are identically distributed can be answ-
ered in the negative, generally. It is well known that some 
jobs are 'CPU-bound' (long intervals of calculating, short 
intervals of input/output) and some are II/O-bou.nd' (long 
I/O intervals, short CPU intervals); the average number of 
cycles also varies. The problem of modeling a system with se-
veral different job classes is closely related to that of mo-
deling a system with priority servicing; a model which incor-
porates both is considered in chapter 6. 
It is less clear whether the service times of the central 
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and peripheral processors are distributed exponentially or 
not. In order to check this, and at the same time to see how 
well, or badly, the model approximates a real system, some 
statistics were collected during the normal operation of a 
university computing installation: 
:rhe installation has an IBM 360/67 computer which is 
used by a large and varied user population (students, aca-
demic and administrative staff, some industrial users). At 
the time of the experiment, the relevant configuration con-
sisted of a central processor with half a million bytes of 
main storage, a multiple disk unit, a drum unit, a card rea-
der/punch and a line printer. It was run under the J'vlPr 11 
(Multiprogramming with Fixed number of Tasks, version two) 
Operating System. 
MFT 11 effects multiprogramming by dividing the main 
storage (that part of it which is not occupied by the super-
visor) into partitions of fixed size; when a partition beco-
mes available, the queue of jobs waiting outside (on a disk) 
is scanned for a job that will fit in it. A job in a higher 
partition has preemptive priority at the CPU, and head-of-
the-line priority for I/O, over a job in a lower partition. 
'rhe number of partitions, and thus the level of mul ti-
programming, was equal to six. The top partition was used by 
the statistics-collecting program during the experiment, and 
by a system program called 'HASP' otherwise; the next two par-
titions were used by the system's reader and writer programs. 
There was sufficient demand to keep the three user partitions 
busy for lon~ periods of time. 
Our program modified the supervisor a little, so that it 
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received control every time a job initiated or terminated an 
input/output operation and every time a job began or comple-
ted a central processor service. The pro~ram calculated the 
lengths of all CPU and I/O services and built histograms 
of their distribution. The IBM timer unit was chosen as a 
unit of time (1 timer unit = 26 microseconds). 
In the case of the I/O services,no distinction was 
made between the four peripheral processors which gave them. 
In the case of the CPU services, no distinction v,ras made 
between completions due to requests for input/output and comp--
letions due to preemptions by higher priority jobs. 
The program also recorded the number of jobs in the cent--
ral processor queue at moments selected at random by the ope-
rator. 
A typical histogram of CPU services is shown in figure 
4.1 . The numbers in the top row are the upper end points of 
the histogram steps; those in the bottom row are the observed 
frequencies (e.g. 398 CPU services had lengths between 
o and 20 timer units, 2642 services had lengths between 
20 and 40 timer units, etc.). Figure 4.2 shoVls a similar 
histogram of input/output services. Both histograms Vlere ob-
tained while running a mixed stream of short jobs (not more 
than 5 minutes residence time), of the sort that are usual-
ly run during the greater part of the day. 
Although the coefficients of variation of the two samp-
les are not far from unity, a X2 test comparing the observed 
distributions with exponential distributions gav~ negative 
results in both cases. 
So, the real computing system did not conform to the as-
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sumptions of the model, except in the general sense of being 
multiprogrammed, giYing CPU and I/O services in a cyclic fashion 
and working under heaTy demand conditions. 
However, the model can still be used to approximate rea-
lity with a reasonably high degree of accuracy, as we shall il-
lustrate by an example. 
4.2 Application of the theory. 
We shall use the steady-state formulae of chapter 3 to 
obtain numerical values for the CPU utilisation fact 'Or , the 
average residence time of a job and the average length of the 
CPU queue. 'rhe values of the parameters mO' m1 and q1 will 
be estimated using data from the real system. 
We take the value of the average CPU service time from 
1 
- = 70.5 timer units. To obtain an estimate figure 4.1 mo 
for m1 ' we divide the average length of an I/O operation 
(from figure 4.2) by four, since there are four input/output 
units 1- = 414.4 = 103.6 timer units. 
m1 4 ~. The accounting routine of our insta~ation records, among 
other things, the number of input/output requests per job. 
Using this information, the value of q1 was estimated as 
q1 = 0.9994 . 
The traffic intensity r has the value 
r = 
70.5 0.68 = == 0.9994><103.6 
According to (3.2) , for N = 6 , the CPU utilisation 
factor should be equal to 
U = Q.68 - (0.'68)7 = 
1 - (0.68)7 0.65 
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Independent measurements (see E.D.Barraclough [6]) showed 
that the actual value of this quantity, during periods of 
heavy demand, was U = 0.62 . 
Formula (3.4) gives the average residence time of a job 
as VI = ~ , where' the rate of departures IJ is given by (3.3) 
L = (IOmaU . In our case, the jobs in three of the six par-
titions are systems programs which never depart. Assuming that 
the CPU busy time is distributed equally between the parti-
tions, the real rate of departures is half of that quantity: 
L = ~qomoU . In order to obtain the result in seconds, instead 
of timer units, we multiply the 'right-hand. side by 
~ _- 6x2x70.5x26 = 56 4 d 
d 0.0006xO.65x1000000 . secon s 
-6 26",10 : 
In the real system, the average residence time of' -'. a short 
job ( jobs of this type were used in estimating mO and m1 ) 
was W = 62.1 secs. This average was provided by the account-
ing routine and was taken over all short jobs run ill a period 
of six months. 
We mentioned that the statistics-collecting program recor-
ded the number of jobs in the CPU queue at random moments of 
time. After 20 such recordings, the arithmetic mean of the 
numbers in the queue was Q = 2.1 . It should be pointed out 
that in every instance, the program itself was one of the jobs 
in the queue; we are dealing with a sequence of moments when 
the statistics-collecting program joins the CPU queue (since 
it has top priority, it goes straight into service instead of 
at the end of the queue). Therefore, the corresp6nding theore-
tical quantity is H1 , eiven by (3.8) : 
1 
N1 = 1 - 0.68 
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6 6x(0.68) 
6 = 2.47 1 - (0.68) 
These results show an agreement between theory and prac-
tice which seems close enough to justify· the use of the model 
in approximating real systems. 
4.3 Generalisation of the model. 
We shall study a model identical to the one described in 
chapter 2 , except for assumption (d) which now has the form: 
dl. Consecutive SO-service times are independent, iden-
tically distributed random variables with di.stribution function 
FO(x) = 1 - exp(-mOx) ; consecutive S1-service times are inde-
pendent, identically distributed, positive valued random vari-
ables with a general distribution function F(x) and a finite 
expectation. 
We shall obtain the steady-state central processor utili-
sation factor, and thus the rate of departures from the system 
and the average residence time of a job, by the method of the 
embedded Ivlarkov chain and semi-Markov process. 'rhis method was 
used by Lewis and Shedler [3) in their study of supervisor 
overhead. 
Let us consider the discrete parameter stochastic process 
M = {QO(tk+); k=1,2, ... } , where t1 ,t 2 , ... are the moments 
of successive departures from the S1-queue; the possible sta-
tes of M are i,2, ... ,N. Since the intervals between suc-
cessive arrivals at the Si-queue are distributed exponentially 
(with parameter QimO) when So is not idle (see chapter 3, 
proof of lemma 2) , M is a Markov chain. Denote by 
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v = (v. .)~ . 1 the transition probabili ty matrix of M . 
1,J 1,J= 
The elements of V are defined as 
(4.1) 
to find them we need the probabilities of events of the type 
'exactly i jobs arrive at the S1-queue during one S1-ser-
vice I (the intervals (t lc ,tk+1) consist of either an Sf-
service or an S1-idle period followed by an S1-service). 
Suppose that there are at least i (i=1,2, ... ) jobs at 
the so-queue at time t and let t+T. be the moment of the 1 
i-th, since t, arrival at the S1-queue. Because of the ex-
ponential distribution of the interarrival intervals, the 
random variable T. 1 has Erlangian distribution, with proba-
bility density function 
i-1 -q1 mOx 
fi(X) 
q1mO(Q1ffiO) e 
i=1 ,2, ... (4.2) = (i-1)! 
We shall need the quantities 
00 x J b. = I r~ f.(t)dt dF(x) i=1 ,2, ... (4.3) 1 o L 0]· ~ 
bi is the probability that at least i jobs arrive at the 
S1-Queue during one S1-service, given that there were at 
least i jobs at the So-queue at the beginning of the S1-
service. If there were exactly i jobs at the So-queue at 
the beeinning of the S1-service, then b. 1 is the probabi-
lity that exactly i jobs arrive at the S1-que~e during the 
S1-service. 
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The probability that exactly i jobs arrive at the S1-
queue during one Si-service, given that there were at least 
i+1 jobs in the So-queue at the beginning of the service, 
is equal to 
a. = b. 
1 1 b. 1 1+ i=1,2, ... 
rhe probability that no jobs arrive at the Si-queue dur·-
ing one Si-service, given that there was at least one job at 
the So-queue at the beginning of the service, is equal to 
We can now write the transition probability matrlx V in 
full: 
,-
b1 aO 0 0 0 
b2 a 1 aO 0 0 
V = (4.6) 
bN_1 8.N_2 aN- 3 a 1 aO 
bN_1 aN_2 aN- 3 a 1 aO 
It can be Geen from (4.3) and (4.5) that, except in 
_ r 0 . x<O , 
the trivial case F(x) which can be ignored, we 
- L 1 , , x~O 
have b. > 0 (i=1,2, ... ) and aO> 0 1 . This means that for all 
suffiCiently large values of n, all elements of Vn are 
strictly positive and therefore the Markov chain M is irre-
ducible and aperiodic. Since it is also finite, W has a uni-
que steady-state distribution Q = (Pi ,P2, ... ,PN) . The vector 
~ can be found by solving the system of linear equations 
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.£.V == II (4.7) 
(one of the first N equations is redundant). 
4.4 Expresf3ions. for U ,L and Vi. 
Note that the probability p. 
1 (i=1,2,.",N) cannot be 
interpreted as the proportion of time during which there are 
i jobs in the So-queue; only as the proportion of arrivals 
from the S1-queue which find i jobs in the So-queue. In 
order to obtain quantities like the So utilisation factor, 
for instance, we must consider the times involved. in the tran-
sitions of the Markov chain M , i.e. regard M as a semi-
IvIarkov process. 
Denote by F. . (x) 1,J (i,j=1,2, ... ,N) the distribution 
function of the interval (tk , t k +1) , given that 1(1 was in 
- + tk+1 . Then state i at t + and will be in state j at k 
N 
Fi(x) == L: v. .}t'. . (x) j=i l,J l,J 
where v .. l,J are given by (4.6) , is the distribution func-
tion of the interval (tk ,tk+1) given that M was in state 
i at t k +. To find 
F. . (x) because if 1,J 
F.(x) we do not have to determine 
1 
i < N , then (tk , tk+1 ) consists of exact-
lyone S1-service and if i=N, then (tk ,tk +1 ) consists of 
a (geometrically distributed) number of SO-services followed 
by one Si-service. Hence 
F. (x) = F(x) ; i=1 ,2, ... ,N-1 
J. 
where G(x) and 
(4.8) 
* 
denotes convolution. 
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If ~. is the expected length of the interval (tk ,tk+i ) l 
given that M was in state i at t k+ (i=i,2, ... ,N) , and 
1 is the expected length of an Si-service) it follows from -m 
(4.8) that 
1 
m. l 
1 
= -m 
i=1,2, •.. ,N-1 =_1_+1 m 
We can find now the average length t .. ]., l 
(4.9) 
(i=1 ,2, ... ,N) 
of the interval between two consecutive moments when M ent-
ers state i (this interval is called 'first passage time of 
M from state i to state it). The following expression for 
1 t.. in terms of the averages and the steady-state dist-l,l m. 
l 
ribution E = (P1,P2,.·.,PN) is a basic result in the theory 
of semi-Markov processes (see, for instance, Barlow and Pros-
chan [7J, p. 133) : 
t .. 
l,l 
= 1 E E.i 
Pi j=1 mj i=1,2, .•. ,N 
We are interested in t 1 ,1 in particular 
(4.10) yield 
_1 [1 - PH 1 1 ] 
= + p ( + -m) 
P m N q m-1 1 0 
(4.10) 
(4.9) and 
(4.11) 
Note that the first passage time of the process M from 
state 1 to state 1 is the time between the beginnings of 
two consecutive SO-busy periods; it consists of exactly one 
SO-busy period and one SO-idle period. Denoting by b the 
average length of an SO-busy period, Vie can express the stea·-
dy-state probability that So is busy (the 30 utilisation 
factor) as the ratio 
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U b 
- t 1 , 1 
(4.12) 
Busy pertods do not depend on the order in which custo--
mers are served. We can imagine therefore, that jobs entering 
the system from outside go straight into service, instead of 
at the end of the So-queue. These jobs can be regarded as ex-
tentions of the ones they replace and, to that extent, ignored. 
We can think that jobs arrive at the So-queue from the S1-
queue only, their 'extended' service times being distrtbuted 
exponentially with parameter Q1mO. Thus an So-busy period 
consists of the extended services of all jobs which arrive at 
the So-queue from the Si-queue during a ftrst passage time 
of M from state 1 to state 1 • 
We shall call the moments of arrival at the So-queue 
a 'i-moment' . Now, the steady-state proportion of i-moments 
among the tk-mo.ments is equal to Pi . Therefore, the steady--
state average number of tk -moments between two consecutive i--
moments is equal to . Hence 
Pi 
(4.13) 
Substituting (4.11) and (4.13) into (4.12) we obtain 
(4.14) 
again denoting the traffic intensity by r 
Knowing U , VIe can find, in the same way as in chapter 
3, the steady-state rate of departures from the system (L = 
qomOU) , and the steady-state ~vcrage residence time of a job 
(VI == N ---::U.., ) qODlO 
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Accepting as obvious the fact that if r >, ... 1 them U -~ 1 
as N--'>'oo, and if r<1 then PU-)-O as N-.,· .... ou,YTederive 
from (4.14) the following 
Corollary Irrespective of the distribu~ion function 
F(x) 
lim PN:::: 1 
H ---;)..(70 - . 
1 
-
r 
lim U == r r < 1 
N--1'~ 
(this corollary could be used, if better ways were not avr,j.l·-
able, to prove that in M/G/1 and G/M/i queuing systems with 
traffic intensity r < 1 , the probability that the server is 
idle is equal to 1 - r). 
Remark. The method described here can be used to analyse 
a model in which the Si-service times are distrihuted ex:po-
nentially and the SO-service times have a general distribution. 
One should then consider the Markov chain embedded at moments 
of arrival at the Si-queue, the corresponding semi-liIarkov pro·-
cess and its first passage times from state 0 to state O. 
4.5 Suecial cases. I 
a). When the Si-service times are distributed exponen-
tially, i.e. when F(x) = 1 -mx - e ,expression (4.14) should 
give the same value for U as (3.2) . Taking the integrals 
in the riGht-hand side of (4.3) VIe find that, in this case, 
the matrix V is equivalent to the matrix V3 given by 
(3.13) and therefore the solution of (4.7) is the vector 
EL given by (3.7) . 
Substitution of p3N into (4.14) gives 
67 
which is the same as (3.2) 
b). The extreme case when the length of the Si-service 
times is constant, is also of some interest and is not diffi-
cult to solve. NoVl we have 
F(x) -- {01 
and (4.3) reduces to 
1/m / i--1 
b. ~ fi(t)dt 1 -1rL:( k)-1 .- = .- e k!r 1 i=1,2, ... 
0 k=O 
which, together with (4.4) and (4.5) yields 
a. = 
1 
e-1/ r 
--.-,1 l.r 
i ==0 , 1 , ••• 
The system of linear equations (4.7), written in the form 
aOPN-1 = (1-aO)PN 
aOPN-2 = (1-a1)PN_1 - a1PN 
aOPN-3 = (1-a1 )PN_2 - a 2PN-1 - a 2PN 
- - - - - - - - -
aOP1 = (1-a1)P2 - a2P3 - ... - aN-2p~-1 - aN- 2PN 
Pi + P2 + ... + PN = 1 
can be easily solved by elimination. 
(4.15) 
PerforminG the above calculations for N = 6 , r - 0.68 
(see the example in 4.2) we obtain 
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E :::: (0.57, 0.249, 0.109, 0.047, 0.019, 0.006) 
(4.14) now gives U = 0.677 . (We had U = 0.65 in the case 
of exponentially distributed Si-service times and U = 0.62 
in the real system. This result seems to indicate that an as-
sumption of constant Si-service times is further removed from 
reality thari that of exponentially distributed Si-service 
times.) 
The average number of jobs found in the So--queue by an 
arrival from the Si-queue is equal to 
6 
2:, Lp. = 1.71 
1=1 1 
this number was equal to Ni :::: 2. '-'1-'7 in the case of exponen-
tial F(x) (see 4.2) . It appears, somewhat surprisingly, 
that an increase in the coefficient of variation of the J!l(X) 
distribution leads to an increase in the average So-queue 
size (as observed by arrivals from the Si-queue) and, at 
the same time, to a decrease in the So-utilisation factor. 
This phenomenon will be, perhaps, better illustrated by the 
following special uase, where one can also give an intuitive 
explanation of it. 
c). Going to the other extreme, we shall choose for 
the Si-service times a distribution function with practical-
ly infinite coefficient of variation. Define 
1 
o ~x< m@ 
1 
- .. ~x In:.)" . 
where (;J is a small positive number. This distribution has 
a mean of 1 
m 
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and a coefficient of variance equal to 1 - @ IJ 
Substituting F@(x) into (4.3) we find, for i=1 ,2, ... 
By choosing a sufficiently small @ vIe can make aO 
arbitrary close to 1 and a. l (i==1 ,2, ... ) arbitrary close 
to O. The solution of the system of equations (4.15) then 
becomes, approximately, 
p.,....; 0 
l 
i=1 ,2, ... ,N-1 
In this case, the. So-utilisation factor approaches its 
lowest possible value, 1~i (for a given r) , while the ave-
rage So-queue size (as observed by arrivals from the S1-
queue) approaches its highest possible value, N. 
It is easy to see why this is so. The above distribution 
of Si-service times implies that the great majority of the 
Si-services are of zero length, but the rare exeptions are ve-
ry, very long. This means that almost all arrivals at the SO-'-
queue find N jobs in it, but when a long Si-service occurs, 
then So is idle for a large period of time. Another way of 
obtaining the value of the So-utilisation factor would be as 
follows: Since there are, on the average, 1 short S1-servi--
ces between tvvo long ones, the average length of an SO-busy 
1 period is, approximately, q1 mO@' The average length of an 
SO-idle period is, approximatelylequal to that of a long S1-
service, i.e. 1 m@ . Therefore, the steady--state probability 
that So is busy is equal to 
r 
1 +r 
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4.5 Job turnaround. 
Apart from assuming heavy demand, vve have hitherto ig-
nored the flow of jobs outside the system. In real computing 
systems, there is usually a queue of jobs awaiting execution 
_ sometimes in the form of card decks, sometimes on disk, 
drum or tape;, vre shall call it the I out side queue I. l'!iany prog--
rams, especially when in the stage of development, rejoin the 
outside queue soon after being executed. In these conditions, 
the turnaround .time T (the time between joining the outside 
queue and leaving the system) becomes important. 
Computing managers usually measure the efficiency of 
their systems by the number of jobs executed. per unit time, 
i.e. the rate of departures from the system. rhis, we saw, is 
proportional to the central processor utilisation factor and 
is an increasing function of the degree of multiprogramming. 
Users, on the other hand, measure the efficiency of the system 
by the time it takes to get their programs executed, i.e. the 
turnaround time. 
The problem of determinj.ng the average turnaround time 
given the parameters of the system and of the input stream of 
demands is a difficult one and we shall not deal with it here. 
Instead, Vle shall assume that the steady-state average size 
of the outside queue is known; denote it by K (in a real-
life situation this quantity can be obtained empirically). 
Ve shall also assume that the value of K is relatively large 
and that the probability of the ou·tside queue vanishing is ner;-
ligible. Since, in the steady-state, the rate at v~lich jobs 
join the outside queue is equal to the rate of departure from 
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the system, the last assumption means that jobs join the 
outside queue at a rate approximately equal to L = qomoU 
Little's theorem now leads to the following approxima-
tion for the steady-state expectation of T : ' 
K + N EO~)'"'-' L (4.16) 
In general, K is a function of N , as well as of the 
other parameters. If, for example, K + N = const then E(T) 
is inversely :proportional to the CPU utilisation factor and 
the objects of the computer manager and the user coincide. 
In some cases' K is independend of N (e.g. when the size 
of the outside queue is artificially controlled or when the 
demand rate rises in proportion with L). We can find then an 
optimal value for N which minimises the expected turnaround 
time. 
(4.16) can be written as 
1 _ rN+1 
E er) "'" (K + N)--- .-
qomO(r - r N+1) 
(4.17) 
Figure 4.3 shows the values of N minimising (4.17) 
plotted against r, fnr four different values of K. 
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CHAP'rER 5. 
5.0 Summary. 
We shall define and analyse in the steady-state a model 
of a multiprogramming system with' onc central and several 
peripheral processors - an extens.lon of the model defined in 
chapter 2. Two cases will be considered~ 
1. The service times of all processors are distri.buted 
exponentially. In this case, explicit formulae will be obtai-
ned for the j oint distribution of queue sizes, the centra.l 
processor utilisation factor, the rate of departures from the 
system and the average residence time of a job. 
2. The central processor service times have general dis-
tribution; all others are distributed exponentially. Now an 
embedded Markov chain and a semi-Markov process can be used 
to find the above quantities. We shall give an outline of 
the derivation. 
5.1 The mode1. 
The system that we are going to study is pictured in 
figure 5.1 It consists of M+1 servers Q 8 1 ' 
n 
. uO' . .. , OM 
CM ~ 1) working in parallel; So represents the central pro-
cessor and represent the peripheral 
processors. There are exactly N CN ~ 1) customers (j obs) 
in the system at anyone time; this means that when a job de-
parts from the system it is replaced instantaneously by a 
new job from 'outside'. 
Each server serves a separate queue of jobs; denote the 
/ 
q1 
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size of the S.-queue at time 1 t by Q. (t) 1 (i=0,1, ... ,NI) 
(as before, jobs receiving service are included in their res---
pective queues). Since QO(t)+Q1 (t)+ .. '+'~T,"(t) == H , we can 1,1 
take the vector :ll:U == [Q1 (t) '(~2(t), ... ,Qhl(t)] for instance, 
to represent the state of the system at time t. 
Thus a state of the system is an integer valued. vector 
with M elements n::: (n1 ,n2 , ... ,nM) . The set s of possi-
ble states is defined as 
M 
s =={n\n.)/O; i=1,2, ... ,M; '?----,n.{.N1 
- 1" "';-__ W 1" J 
l=1 
It can be shown by induction on 1\1 that there are 
state-vectors in s . 
All queues are served in order of arrival and indepen-
dently of each other. When a job enters the system, it joins 
at the end of the So-queue. After receiving an SO-service, 
jobs either leave the system or join at the end of the S. --
1 
queue (i=1,2, ... ,M); the former occurs with probability 
(0 < qo < 1) and the latter - VIi th probability q. 
1 
(i=1,2, 
... ,M; o<qi<1; q1+ q2+···+ QIli= 1 -QO)' Jobs departing 
from the S.-queue (i=1,2, ... ,M) join at the end of the 
1 
So-queue. 
The above cyclic queuing discipline implies, in terms of 
job structure, that 
a) jobs consist of alternative central processor and in-
put/output intervals, there bein~ U types of input/output 
intervals ; 
b) if K. 
l 
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is the number of I/O intervals of type 
(1=1,2, ... ,M) required by a job and g(k1 ,k2 ,·· .,kM) = 
= P(K1=k1 ,K2=k2, ... ,Krvr=kM) then 
(k1 +k2+ ... +kr".) ! k.. k,.., k,. g (k1 ' k2 ' ••. ,-kT.I'l') = q - . .1 q Iq c.. q W . ° 1 '1 I ' l' 1 2 ... 1'.'1 (1 • [2' •.. ;::11' (5. 1 ) 
k i =O,1, ... ; i=1,2, ... M 
i. e. the j oint distribution of the number of inp"Llt/ output re--
quests of type 1,2, ... ,M per job Is 'M-dimensional geomet-
ric' • 
(If a clie with M+1 facets numbered 0,1, ... ,r:I is 
thrown repe~edlY and if, at the :!1-th throw, the probabil.-Lty 
of the i-th facet coming up is q. J. ( i =0 , 1 , • • . , tI) then 
(5.1) gives the probability that facets 1,2, ... ,M will 
come up k1 ,k2 , •.. ,kM times respectively, before the first 
coming up of facet 0.) 
The total number of input/output requests, and thus the 
number of cycles a job goes through, is distributed geome-tri-
cally with parameter qo : 
k=O,1 , ... 
This can be seen either directly or by summing (5.1) over 
all k1 ,k2 ,.·. ,lcM such that k 1+k2+· .. +kM = k 
Consecutive service times of the processor are as-
sumed to be independent, identically distributed random vari-
ables v/ith distribution function Fi (x) ; i=O,1, ... ,M . 
5. 2 E~onentiaJ.:.IY distributed service times. 
We shall assume first that the service times of all pro-
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cessors are distributed exponentially : 
i=O,1, ... ,M . Now the stochastic process 
--Jl1.X 
F. (x) == 1 .- e 1 
1 
{RlU. ,i;~O} is 
a finite, irTeducible Markov chain and therefore its steady-
state distribution exists and is independent of the initial 
distribution 91Ql. 
(rhe e~ponentiaJ. services assumption makes our model a 
special case of the model. studied by Gordon and Newell [8] : 
they considered a queuing system in which a fixed number of 
customers are served in stages, with several servers in each 
stage and constant probabilities of going to staze j after 
leaving stage i. The analysls is 'easier in our case. rJ1he 
system of equations for the joint steady-state distribution 
of queue sizes is simpler than the simLLar system in. Cordon 
and Newell's paper; this will allow us to solve it directly 
and to obtain the solution in closed form.) 
We are interested in the steady-state distribution 
(5.2) 
and s is the set of possible states for the process. The 
probabilities (5.2) satisfy the following linear system 
of balance equations 
~r (\. (I. ] f=1 LqiffiOo(nO) + 0(ni )mi p(n1 ,n2 ,··· ,uM) = 
Ivl 
= ~ ~ ( nO ) ID i P (n 1 ' • • • ,u i + 1 , • . . ,nM) + 
1=1 
N 
N-l 
N- 2. 
2. 
1 
o 
o 1 
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I • 
2 
'. 
. 
t.. 
row ~ 
re.. p re. !> I?N\ t " . U\L.. 
N-2. N-i 
Ste.o..clr ~+Q..1e.. eC\..e~(.Q. c.t~orQ..W\ for M~ 2. 
5.2. 
N 
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where no ::; H - (n1 +n,)+ ... +n,.) '- h! ~r • .+' n ·0 :ll. -. and ben) if n "':;» 0 
~quation,<3 (5.3) can bc ob [:a:Lne(l either by letting 
t- ... »C\:) in the time--depcnclent di,:rferential equa·U.orw of' the 
proceSD art) ~-- or by cons:Lderin[~ its stecvly-state l)8.lancc 
dl' a.':.. rarn (s'n_o\'!n, for r·T - 2 1'11 f"I r;"l'ro r.; r) E" ·l····'· (' ':> Q" l" ,,~ ~. . _ : - ,- - ... b ,. . ~. ,-. C~. c.l..l ,\'; . <.:J.<::,-
rams have the property that, if a region of the diagram iD 
enclosed by an imaginary line (or surface) , then the sum 
of the transition intensities 
al -to the SUl~ of the transitio~l intensities comin:; i:(lto tb.c 
. v'cloro·;Yl·r reglon. ....,11 _ ,:'>.1..--. .:..:0 the points in the diagram one 
obtain equations (5.3) . 
The system (5.3) together with the normaljsinG aqua·Lion 
(5 . ~.) 
determines the unkno'{!l1 probabLU.ties uniquely. On8 C2.11 f}Wf..:;j 
the form of the Golutioll by applying an Jntuitivc arGument: 
r. = 
1 m. 
1 
'. 
i::::1,2, ••. ,l'II 
Imagine M independent M/M/1 queuing systems with traffic 
intensities r 1 , r 2 , "'f r M respectively. The joint s·~eady­
state distribution of the number of customerG in th(~rrl is 
given by 
liT 
H! 
P(Q1=n 1 ,Q2:::n2"" ,Q~,!:.::n!") . . J,... h1 r-1 .-. .1. . (1 i=1 
provided th:J.t r.< 1 ; :i.=..;'l ,2, ••• ,i',i • 1 
JT • f 'lcl 1 .I-}, r rr' <~ i' Y']" (,.1.. l' r '1 ·t1·1'- 1. ,env, 1 VI e c c. V 1 ~ . ~...:' ,... .• .' t.. .),. ..:L t, 
n. 
r. )1". 1 
1 1 (5.5) 
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customers in the M systems must not exceed N , then t}lC 
balance equations which describe the resultant 'restricted' 
system will be precisely equations (5.3) (this remark is 
an extension of the similar one at the end of chapter 2) . 
Since the adding of the restriction does not affect the equa-
tions .in (5.3) for which nO> 9 , we knov,T that at least 
those equations are satisfied by the probabilities (5.5) . 
Direct substitution shows that the others are satisfied too. 
Thus the general solution of (5.3) is given (since 
it is a homogeneous system) by 
pCg) 
M n. 
= Aflr. 1 
. 1 1 1= 
(5.6) 
where A is an arbitrary constant. Substitution of (5.6) 
into (5.4) yields 
(5.7) 
(Note that (5.6) and (5.7) are valid for all positive 
the steady-state of the restric-
ted system always ex~ists. When the steady-state of the unres-
tricted system exists, i.e. when ri< 1 ; i=1 ,2, ... ,M , then 
(5.6) and (5.7) imply that 
where the subscripts 'res' and 'unrest mean 'in the restricted 
system' and 'in the unrestricted system'.) 
It remains to evaluate the expression in the right-hand 
side of (5.7). We shall write (5.7) in the form 
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( r:: g) 
.J • 
N . N-i . H~( i-l:-j+ ... ) k 
= L 1 ,,-.. J ~~--- ~
. r M 4-rrM_1 •.. L_. _____ . __ , r 1 1=0 J=O k=O 
The number of elements in the vector is indicated explicitly 
bv a subscript in order to enable it to be a vaI':i.able. rehe 
., 
notation 
k~n = ( xi' . . . ,xk -1 ,xk + 1 ' . . . , xn ) j k =: 2 , . . . , n -1 ; 
will also be used. 
Y(xn ) -
n i-1 
and Z(x) be the functions 
. -n 
n ll(xi - xj ) n~2 Y(x1 ) = 1 1=2 j =1 
n 
T(xn ) = n(1 - x. ) Z(xn) =: T(x )Y(x ) i:::1 1 -n --n 
We shall prove the following formula : 
1 ~1 1 ~ ( 1 )M+i N+lvI Z' ( ).~ = 'rer ."<; - yer ) ?- - r. .rI " I ) T'1 1-1 1 1 11 -,11 -il - . 
(1~he right-hand side of (5.11) is defined only vlhen 
(5.10) 
(5.11) 
r.fr. ; i,j=1,2, ... ,H , ifj . Cases when this is not so should 
1 J 
be treated individually, e~ther by applying L'llospital's rule 
or by direct summation. For example, if 
then ( ihM) ! N ! rt! . ) 
r.=1 ; i=1,2, ... ,M 
1 
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Proof of {5.11) : 
Expression (5.9) which defines Gl\fC:£riI) can be revlrit-
ten as 
N . 
---'\ l" ( ) 
= r.. I.T • r. 2: __ ~ 11 N --1 -1'·T-1 i==O \ - ... (5.12) 
thus providing a recursive relationship very sui table for in··-
duction on M . 
When M == 1 we have 
__ :> ~ r 1 i -. 1 --;. (1 - r 1 N + 1 ) 
i=01 - r 1 
which agrees with (5.11) because Y(r1) = 1 bv J deJinltion. 
Suppose that (5.11) is true for rr 
'. 
= n . Substituting 
it into (5.12) we obtain, for rir = n+1 , 
( ) ~ i{ 1 [1 ____ 1 ~(-1 )n+j N-i+nZ( )']} GN rn+1 = ?--rn+1 T(r:J" y7r r f----' r. ·I:.n 1=0 -n \-n J==1 J J. 
(common denominator) 
1 [ 1 [: N + 1 ~_ (-1) n + 1 + j r J.lT + n + 1 7. ( J' rn+ 1 ) ·-.1·f' 
= TTr~1 1 - YCr 1") rn+1 R(En+1) + ~., ... 
-n+ -n+ J·-1 - . 
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'!Ihere 
R(r
n
_
I
_1 ) (5.13) 
To complete the proof we have to show that 
Note first, that if rj = 1 ; j=1,2, ... ,n , then 
(5.14) 
Also, if r i :::: r j ; i < j 
then Y(r 1) == 0 and 
-n+ 
i=-=1 ,2, . .-. ,n-1 j=2,3, ... ,n, 
( _1)j-i-1 z(.r , ) Z( j-En +1) = l-n-.1 z( r ) = 0 k'--n+1 k;ti,j (5.15) 
(5.14) and (5.15) are direct consequences of the defini-
tions (5 . 10) . 
It folloVls from (5.14) and (5.15) that RCI' ) == 0 
-n+1 
for rj == 1 (j=1,2, ... ,n) and for r i == rj (i=1,2, ... ,n-1 
j == 2 , 3 , . . . ,n ; i < j) . T his m e an s t 11 at R ( r n + 1 ) i sdi vis i b 1 e 
by z( 1r 1) , i.e. n+ -n+ 
Since RCE
n
+1) is a polynomial of degree n in all its 
arguments and sinee r 1 ,r2 , .. · ,rn appear in Z(11+1 I n+1) in 
power n, Ri is a polynomial (of der;ree not greater than n) 
only in rn+1 . Substitution into (5.13) shows that 
~) == T' n at the 11+1 points lt1-n+1 -
n is identically equal to rn+1 
1 ,r1 ,:r,~, ... ,1' ,[wnce Ri c.. n 
Q 1" D \ .J:J ... 
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5.3 Quantities of interest. 
The steady-state central processor utilisation factor 
is given by 
which, according to (5.6), (5.S) and. (5.9) call be writ·-
ten as 
u = 
GN_1 C£'M) 
Gn(fM) 
(5.16) 
In order to examine the behaviour of U with the inc-
rease of N we shall use (5.11) and rewrite (5.16) as 
(5.17) 
Let r k = max(r1 ,r2 , •.. ,rM) . It will be seen that if 
r k < 1 then U -:>0 1 when N --?- <x>. This case is perhaps not 
very interesting in the context of computing systems because 
it means that, for all i ,the rate of input/output requests 
for Si is lower than Si'S rate of service, i.e. that no 
peripheral processor can be a bottleneck. 
Suppose then, that r k ~ 1 . Di vid.e the !lumera tor ancl the 
denominator in the right-hand side of (5.17) oy 
and let N--?"oo. Now U----? 1/rk . This agrees v:ith the intui-
tively obvious fact that the efficiency of a computing sys-
in relation to the rate of I/O requests for it. 
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When the central processor is not idle, jobs depart froD 
the system at a rate qoma' In the steady-state, the central 
pr6cessor is busy for a proportion U of the time, therefore 
the unconditional steady-state rate of departures from the 
system is given by 
rro find the average residence time of a j ob we use Li t-
tIe's theorem. Siuce jobs enter the system at exactly the mo-
ments when others leave it, (5.18) gives also the steady-
state rate of arrivals into the system. The number of jobs 
in the system is equal to N at all times. Provided that it.s 
assumptions are satisfied, Little's theorem yields 
(5.19) 
for the steady-state average residence time of a job, W . The 
assumptions we have to verify are a) the arrival process is 
metrically transitive (ergodic) and b) the residence time 
has a finite expectation. a) follows fron theorem 1.2 on 
page 460 in Doob [9] becaus'e the intervals between s1)cCeSsivi'} 
arrivals into the system are independent and, in the steady--
state, ident:l.cally distributed random variables. b) folloVJs 
from the fact that the residence time of a job consists of, on 
the average, (1 - qO)/qo full cycles followed by one wait 
at So and the cycles have finitely bounded expectations 
they do not exceed N/mO + N/min(m1 ,m 2,··· ,mM) : 
It would be interesting to St~stitute parameters from a 
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real-life computing system into our formulae and to compare 
the observed performance of the system with that predicted by 
the wodel. 
When we tested the one-peripheral-processor model on a 
computing system with four peripheral processors (see 4.2) 
we did not distinguish between the four different types of 
I/O reCluests in estimating the values of m., and q1 ' i. e. 
we assumed that the four different peripherals were equivalent 
and combined them into one. If we now take 
1 
= 70.5 
mO 
= __ 1 = 1 1 -41A 4 
ID? m3 - IIl4 - .' and 
q1 = q2 = q3 = q4 = 0.9994/4 = 0.2498 (the data from. 4.2) , 
i.e r 1 .- r 2 = r3 = r 4 = 1 .47 , then (5.16) yields U -- 0.43 
which is a worse approximation of the observed value of U 
(0.62) than that given by the simpler model. 
The explanation of this result probably lies in the fact 
that this model is more sensitive to errors in the estimates 
of the parameters than the previous one. Unfortunately, we 
have no reliable information from vlhich to obtain more accu-· 
rate estimates and thus cannot put the model to a more rigo-
rous test. 
5.4 General CPU service times. 
Suppose now, that the central processor service times 
have a general distribution FO(x) with finite mean 1/mO ' 
while the serv2.ce times of all peripheral processors are dis-
tributed exponentially , Fi(x) = 1 - exp(-mix) ; i=1 ,2, ... ,M. 
The method of analysis which was used in 4.3 and 4.4 
is applicable, with slight modifications, to the present mo-
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del. Since the stochastic process 9.iti no lonGer pOS3e~jDeS 
the lirarkov 'memoryless' proper by, we shall c·onsider an eml)ed-
ded l\ilarkov chain. 
Let t 1 , t 2 , ... be the moments when successive jobs 
leave the So-queue to join one of the o'ther queues. Vihen they 
do not begin with an 
consist of several 
SO-idle IJeriod, the intervals 't t ) \; k' k+1 
(possibly none) SO-services resulting 
in departures from the system, follo~ed by one SO-service 
resulting in a request for input/output. The distribution 
function of (tIc' t k+1) is then ei ven by 
(5.20) 
V~lere FO(i)(x) denotes i-fold convolution of FO(x) . The 
expectation of FO(X) is equal to T1.-~0)mo . 
The si;ochastic process {Q(tk+) , k::=1,2, ... } is a finite, 
irreducible and aperiodic Markov chain which has a unique 
steady-state distribution. The set of possible states of this 
Markov chain is equal to s minus the state (0,0, ... ,0) 
N+M 1 We shall denote that set again by s ; it now has CM -
elements. 
The steady-state distribution of {Q(tk+) , k=1 ,2, ... } 
will be denot ed by IS (.D) ; !! E: s , to di st ingui 8h it from the 
time-average steady-state distri button of {Q (t 1 , t ~ o} . 
To find ~(a) ; n ES , we need the transition probabilities 
v (n' n") = P [Q ( t + ) =n "1 Q (t +) =n ' ] 
- '- k+1 - k- (5. 21 ) 
for all n t ,!.!.' , E s . (It is more convenient to denote the 
states of the Markov chain by vectors. They could also be 
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N+M 
numbered from 1 to C... - 1 ; then the probabili tj_8S (5. 
M 
21) would form a (C~+M - 1)x(C~I+M -1) matrix.) 
!Vi i. 
The derivation of v(n' n' ') will be brief because it 
- '-
is similar to that of v .. l,J in 
( ) j-1 -mix m. m.x e 
f. . (x) = --:;;.l_.l'"--__ 
l,J (j-1)! 
then 
is the probability that at least 
4.3 . Denote 
i::;1,2, ... ,M j=1,2, •.. 
i=1,2, .. ,M 
j jobs arrive at the S -o 
queue from the Si-queue during the interval (tk ,tk+1) , 
provided that at t k+ there were at least j jobs in the 
Si-queue and So was not idle. If there were exactly j jobs 
in the Si-queue and So + was not idle at tk ,then bi,j 
is the probability that exactly j jobs join the So-queue 
before t+ k+1 . 
i=1 ,2, ... , M j=1,2, ... 
is the probability that exactly j jobs arrive at the So-
queue from the S.-queue during 1. given that at t k+ 
there were at least j+1 jobs in the Si-queue and So was 
not idle. 
a. 0 l, = 1 - b. 1 l, i=1 ,2, ••• ,M 
is the probability that no jobs arrive at the 
the S.-queue during l given that at 
So-queue from 
. + 
tv.- there 
_>. 
was a~ least one job at the Si-queue and So was Dot idle. 
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The probabilities (5.21) can now be expressed in terms 
of a .. J_ , J and b. . . We shall divide the set of possible sta-1, J 
tes s into the two disjoint subsets 
and deal separately with each :. 
) n ' - (n' n' n' n ' ) c: ~ a :.... - 1 ' . 2' 3"" 'M ,::.,,;:) 1 . 
The transition probabilities have non-zero values for 
the following n'I vectors: 
1. If n!' = n! + 1 1 .1 for sonw 
n' , k = n' k for all k 1= i 
, then 
v(n',n") = P(next I/O request is 
rations are completed before then) ::: 
i ( ;--12 IT) 
.. --- ,-,..., .... and 
for S. )>< P(no 
1 
I/O 
={ 1 if n>O ~Cn) 
° if n ::: 0 
ope-
(The probability of no service completions at s- is ei.ther 
.K: 
or 1 , depending on v:hether nk f 0 or 11 I 0 ) k -- . 
2. If n! I = n! + 1 1 1 for some i ( i :::: 1 ,2 , • • • , Ifl ) and 
n' , 
k 
(jk=0,1, .•. ,nk) ; k=1, .. ,i-1,i+1, .. ,M, then 
vent n' ,) :::: P(next 
- '-
I/O request is for s. )><P(no service 
1 
completions at s. )x pC jl service completions at 1 { 
k 1 . 1 " 1 1"1)-:::: , .• ,l- ,IT , .• ,' -
::: 1 q i [~( n! ) a . 0+ 1 - ~ (n! )].,( 
-<l0 1 l, 1 
(The probability of 
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J. service completions at le 
or' 1 on vrhether ther a1 . or \:, Jk 
bk . r,J1;: , depending 
n k = jk t 0 or n10;: -- jk - 0 ~ ) 
nk> jk , 
3. If n!' - n! - j, 111 for i =:: 1 , 2 , • • • ,LT , 
then 
v(n',n' ') = P(next I/O request is for one of those Cl ,:). , 1 
where there are at least j . +1 1 service comple-
tions at that s. )x p( jl service completions at 1 c 
k= 1 , • • ,i -1 ,i + 1 , • . ,M) ::: 
For all other n" , v(n' ,n' ,) ::: 0 • 
b) n'::: (111 ,n2,··· ,nr~l) E So • 
How, since So was idle at t k+, an arrival from one 
of the other queues must occur before + tk+1 . The probabili-
ty of that arrival being from the Si-queue is equal to 
S(n! )m. 
________ 1__ 1 _____ _ 
~(n1)m1+~(n2)m2+···+~(n~)mM 
Therefore, for all g"E s , 
v(n' ,n' , ) 1\1· .. I.'I ::: ~. ~ ( n! ) m]. v [( n l' , . . ,n.! -1 , . . ,n,\) ,Xl' 'J / L ___ ~ ~j ( n '. ) m . 
. 1 1 . J_ 1.1 - 1 J J 1= J= 
where (n1 , .. ,nl--1, .. ,nrV E::: S1 . 
Knowing the transition probabilities v(n' n") 
- '-
we can 
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find the steady-state distribution p(~) ne: s from the 
system of balance equations 
pen) == L_.~p(n I )v(g , ,n) ;.:g E S 
II lE S 
L,=p(:g) == 1 
nES 
5.5 E!J2.ressions for U , Land W. 
(5.22) 
(The derivation which follovrs is very simila:c to that 
in 4.4 and some of the explanations will be omitted). 
Let Fn(x) be the distribution function of the interval 
(tk ,t1c+1) , given that at its beginning Q ==!! (gE s) . If 
.!!f. s 1 ' i.e. if So was not idle at t k+, we have 
(5.23) 
rv 
with FO(X) given by (5.20). If I!ESO ' then 
where Gn(x) is the distribution function of an SO-idle pe-
riod at the beginning of vrhich .Q. == n and -lE- denotes convo-
lution. Gn(x) is given by 
(5.25) 
Denote by 1/mn the average length of (tk ,tk +1 ) , gi-
ven that Q(tk+) = n . It follows from (5.23) , (5.24) and 
(5.25) , that 
92 
We can find now the average first passage times 
from state n to state .!!' for all 11 cS 
(5.27) 
(expression (5.27) is a translation of (4.10) in terns of 
the present semi-Markov proc8cs). 
Substitution of (5.26) into (5.27) yields 
Let us say that an SO-idle period is of 'type n " for 
.!! E So ' if at i ts beginnj.n~ the hIarkov chain was in state n. 
Thus there are as many type~3 of So-j.dle periods as there are 
vectors in s o and each SO-idle perlod belongs to one of these 
types. The average length of an SO-idle period of "type n is 
equal to 
M 1/2~(n. )m .• i;-:J 1 1 
Since each first passage time from state n to state n 
for nE. So ' contains exactly one SO-idle period of type n 
(it begins with it) , the stcady-state proportion of time 
that S is idle o 'of type n ' 
In ::: [1/~S-(n. )m.] It i;-{ 1 1 22,2:); 
is equal to 
(5.29) 
The steady-state proportion of time that So io idle is equ-
al to 
(5.30) 
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and the steady-state proportion of time that So is busy 
the central processor utilisation factor -- is equ,al to 
U == 1 - I 
which, after substitution of (5.30) , (5.29) and (5.28) 
becomes 
(5.31) 
(There is a similarity in form between (5.31) and (4.14) ; 
also, 'they both give the same value for U cllen M ~ 1 and 
FO(X) and F1(x) are exponential distribu'tions.) 
To find the steady~state rate of departures from the SY8-
tern (lJ) and the ~)teadY-f3tate average residence time of a job 
(w) , we substitute (5.31) into (5.18) and (5.19) res-
pectively (these t00 expressions are independent of the ser-
vice times distributions). 
vnlen a large number of jobs are multiprogram:ned with 
time-sharing, their total memory requirements uSl., .. alJy exceed 
the main storage capacity of the computer. rphis means that 
either entire jobs, or parts of them, have to be moved fre-
quently in and out of m~in storage by the system. One or more 
peripheral processors are reserved for such 'system' input/ 
output operations and the traffic intensities at these pro-
cessors depend on the number and size of jobs competing for 
main storage. 
The model dCJcribeJ in this chapter could possibly be 
used for studying time-sharing systems by assuming that N 
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varies and that one or more of the truffic intem:;;Jties r 1 , 
r 2 , ••. , rh: depend on N. Turning our attention to i'orEwJ.<-1. 
we can see, for instance, that if some :C. 
J. 
incrca3cs 
significantly with N, there will be a drop in the central 
processor utilisation factor for large values of N. This 
phenomenon is sometimes called 'thrashing' (excessive level 
of multiproGramming). 
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CHAPTER 6. 
§ . 0 Summary!. 
In this chapter we shall study a priority multiprogram-
ming system with one central and one pCJ:'ipheral processor-. A 
cyclic que.uing model of the system will be defined 2-nd analYf3ecl 
in the steady-state. 
Two versions of the model will be considered: 
In the first version, both the central processor queue 
and the input/output queue are served according to the 'pre-
emptive r8sume' priority discipli'ne. The service times of 
all but the lowest priority job are assumed to be distributed 
exponentially. 
In the second version, the inp1.lt/output queue is served 
according to the 'head-of-the-line' priority discipline; in 
the central processor queue the priorities remain preeroptive. 
Exponentially distributed central processor service times and 
general input/output service times are assumed for all jobs. 
Procedure3 for finding the steady-sta-Le average r8sidence-
in-the-system time of a job and the steady-state central pro-
cessor utilisation factor will be derived. In both versions 
of the model,these procedu.res will be based on determining the 
steady-state ave.cage cycle time for a j ob of given priority. 
The results obtained in some special cases will be used to 
compare the performance of the two types of systems (inter-
ruptable and non-interruptable input/output operations) , and 
to draw attention to the problem of efficient allocation of 
priorities to job classes with markedly different central pro-
cessor and input/output·requirements. 
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6 . 1· Th e mo c1 e 1. 
Consider a cyclic queuing system consisting of two ser-
vel'S, So and Si (they represent the central and the peri-
pheral processors) , in tandem. The system serves a constant 
number H (N~1) of customers (jobs), each of whom is 
asslgned a distinct priority. Jobs can leave the system: when-
ever one does so, it is replaced instaritaneously by Cl new job 
of the same priority from 'outside'. In oth8r words, the 
supply of jobs of all pr:Lorities is incY.lH.1.ustible (heavy de--
mand conditions). 
Because of the one-ta-one correspondence between jobs in 
the system and priorities, both can be indexed by the intee;ers 
1,2, ... ,N (one can thus talk about 'job i' meaning 'the 
job which has priority i' ; i=1,2, ... ,N). We shall number the 
priorities in reverse order, i.e. priority 1 will be the high-
est, priority 2 the second highest, etc. 
The structure of the model is pictured in figure 6.1 . 
Jobs require alternativG So- and Si-services (alternative 
central processor and input/output intervals). After recei-
ving an SO-service, job i joins the Si-queue with proba-
bility qi (O<qi~ 1 ; i=1 ,2, ... ,N) , and leaves the system 
with probability 1-q. 1 (in the latter case a new job i re-
places it in the So-queue). After receiving an Si-service, 
jobs join again the So-queue ('queue' includes the job, 
if any, being served). 
The period of time between two consecutive joinings of 
the So-qucue by the same job wj.ll b~ calJ.cd a 
Thus, .if K. 1 (K.=1,2, ••• ) l is thc number of 
t cycle' . 
required by a job i , its residence in the system consists 
'r-! 
01 
I 
(--
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of K. -1 1 cycles fo11owed by a f'1nal stay in the 
The random variable K. 1 can be seen to be d.istri buted geomc:-
trically with parameter Cl· : 1 
( ) k-1( ) P K. = k =.: Cl. 1 -q . ; k=1, 2 , ••. 11  i=i,2, ..• ,N 
The order in wh:ich the So-queue and the Si-queue are 
served depends on the priorities of the jobs present there. 
'. 
In the So-queue, job i (i=1 ,2, ... ,N-1) has preemptive pri-
ority over jobs 1+1, i+2, .. o,N , i.e. if one of those jobs 
is being served when job i joins the queue, its service is 
interrupted and that of job i is started. 1m interrupted ser-
vice is resumed from the point of interruption when there are 
no more higher IJrj.ori ty jobs in the queue. This means, for 
instance, that when a job i leavE~s the system, the new job i 
which joins the So-queue goes straight into servi.ce (since 
the departing job i was able to complete its SO-service, all 
other jobs, if any, in the So-queue must be of lower prio-
ri ty). 
Regarding the Si-queue, we shall consider two cases: 
1. The Si-queue i3 served under the Senne preempt:L ve pri-
ority discipline as the So~queue. 
2. The priorities in the' Si-queue are of the hoad-of-
the-line type, i.e. no interruption of an Si-service is al-
lowed; when S 1 is ready to begin a nevl service, it selects 
the job with the highest priority among those present in the 
Si..,.queue. 
Real-life multiprogramming computing systems (except 
time-sharing sys·tems) usually operate under preelnptive prio-
.f 
:r 
, 
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rity discipline for the central processor queue and head-of·-
the-line priority discipline for the input/output queues . 
The reason for our considering a model with preemptive prio-
ritles for lnput/outlmt is that it is interesting to compare 
the performance of the two models. Under certain circumstan-
ses it may be desirable to implement a system with interrupt--
able input/output operations. 
Because of the ability of higher priority jobs to inter-
rupt the 3 0- and Si-services of- lower priorj.ty jobs, our 
model has now the following property: 
The execution of job i (i=1,2, .•. ,N-1) is not affected 
in any way by the existence of jobs i+1, i+2, ... , N 
This property alloY{s us to aSSUJne that N == i if we are 
interested in a quant1ty which is connected only \'rith jobs 
1,2, '0', i . 
Before proce~ding with the analysis, specific assumptions 
have to be made regarding the S -o and S1-·servic8 times of 
the jobs in the system. \'/e sh.all assume that consecutive °0-
service times and consecutive Si-service times are indepen-
dent random variables. Furthermore, for i=1,2, ... ,N-1 , the 
distribution function of the SO-service times of job i is 
given by 
F. O(x) ::: 1 -2, 
-m. OX 
e 2, i::::1,2, •.• ,N-1 
and the distrIbution fu.nction of the Si-service times of 
job i is givon by 
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-m. x 
P. 1 (x) = 1 - el, 1 
1, 
i.::1 ,2, •.. ,N-1 
• 
The SO-service times of job N have a general distribution 
function PN,o(x) with finite mean i/mn,o and the Si-ser-
vice times of job N have a general distribution function 
FN,1(x) with finite mean i/mN,1 • 
Our aim is to find the steady-state average residencc-
in-the-system tim~ of job i (i=1, 2, ... ,N) and the stead:r-
state So-utilisation factor. 
Consider the g1.'OUp of jobs 1,2, •.. , n (1 ~ n~ N). Denote 
by Pn(O) the steady-state probability that none of these jobs 
is in the So-queue; denote by Pn(l,j, •.• ,k) ,whero i<5< 
< ... <k~n , the steady-state probabilJ.ty that jobs i,j, 
••. ,k are in the S -queue 
. ° 
(job i being served and jobs 
j, •.• ,k waiting) and the rest of the n jobs are in the 
Si-queue. In this notation, the steady-state SO--uti.:U.sation 
factor is given by 
(6.1 ) 
and the steady-state Si-utilisation factor - by 
1 - PH (1 , 2 , • • . ,N) 
The SI-queue (1=0,1) goes through alternative periods 
of containing and not containing jobs from the group 1,2, 
••• ,n. These periods will be called 'SI-busy periods of 
type 11' and 'SI-idle periods of type n' (1=.0,1) respec-
tively. 
We saw that when onc job i leaves the system, the job i 
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which replaces it immediately beg:i.ns its SO-service. As far 
as the occupancy of S 
° 
is concerned, the So-service of the 
new job i can be considered as an extention of the So-ser-
vice of the old one. Bearing this in mind, we shall modify 
the model by assuming that jobs do not leave the system and 
that the distr:i.bution functions of their SO-service times 
are equal to 
1 -
-q.m. OX 
ell, i==1,2, ••• ,N-1 
(6.2) 
where F (k)(x) N,O denotes the ko-fold convolution of :I!\r O(x). , 
The steady-state 2robabilities Pn(o) and Pn(i,j, •.. ,k) 
have the same valll(-)s in the original model and in the modi-
fied model but in the latter, jobs repeat their 'So-queue-
Si-queue' cycles unceaSingly. 
Suppose that the steady--state average cycle length for 
job li (in the mocUfied model) has been found. Denote it by 
c
n 
(n=1, 2, ••• ,N) • The argument can then proceed a.s foLloVls: 
In the steady state, job n makes an average of 1/c
n 
cycles per unit tj.me, therefore it visits the So-queue, on 
the average, 1/cn times per unit time. Since job n recei-
ves exactly one SO-service per residence in the So-queue 
and since, according to (6.2), the average length of the 
So-services of job n is equal to 
state proportion of time that job n is being served by So 
is equal to 1/(qnmn,ocn). This is also the s·teadY-f.ltate pro-
babi.lity that job n is in the So-queue but no higher prio-
rity jobs are 
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Pn(n) == 1 n==i,2, ••• ,N (6.3) 
Similarly, the steady-state probability that job n is 
in the Si-queue but no higher priority jobs are, is equal to 
Pn(1,2, •.. ,n-1) ::: 1 m ., c 
n, I n 
Pi (0) = mic 
1 ,1 1 
n=2 ,3, ... , N 
Reverting to the original model, we note that while So 
is giving service to jobs n , they leave the system at rate 
(1-qn)m
n 
0 . Therefore, the steady-state rate of departure 
, . 
(arrival) of jobs n from (into) the system is equal to 
1-q n 
n==1,2, •.• ,N (6.5) 
The time that one job n spends in the system is equal 
to the interval between its and its successor's arrivals in-
to the system. This means that the steady-state average resi-
dence-in-the-system time for job n is equal to 
w - _i_ 
n - Ln n::::1 ,2 , •.• , N (6.6) 
If the averages ci ' and hence the probabilities p. (i) ~ 
and Pi(1,2, ... ,i-1) were known for all i=1,2, ... ,n , then 
the probability Pn(O) could be found from 
n=1,2, .•• ;N (6.7) 
(the So-queue is free from jobs belonging to the group 1,2, 
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••• ,n iff neither job 1 , nor job 2 , ..• , nor job n is 
being served by SO). SImilarly, the steady-state probabili-
ty P
n 
(1 ,2, •.. ,n) can be found from 
n 
p (1,2, ..• lt n ) 
n 
-- 1 - z:.Pi(1,2, ... ,i-1)' 
1==1 
i==1,2, ... ,N (6.8) 
Derivation of expressions for c 
n 
Our problem has been reduced to that of finding the 
steady-ntate ave)~age cycle length for job n (n==1, 2, ... ,N) , 
in the modi:fied model. Let (n=1 ,2, •.. ,N ; 1==0,1) be 
the steady-state average time that job n spend_s in the Sl·-
queue. Obviously, 
c
n == sn,O + s n,1 n::-:1 ,2: ..• , N (6.9) 
For n -- 1 we have 
1 1 
s1,O ---- si ,1 == q1!a1 ,0 m-I, 1 
(6.10) 
because job 1 nev·er waits. 
Let 2- ~ n' N . In the modified model, a job joining a 
queue must }:lave just completed a service at the other server, 
i.e. must h2.;.ve been the highest priority job in the other 
queue prior to the joining. This implies that whenever job n 
joins the SI-queue (1=0,1) it finds jobz 1,2, ... ,n-1 in 
the SI-queue. 
The residence time of job n in a queue ~onsists of an 
'initial wait! - the time between joining the queue and be-
ginning service - :followed by the service, interspersed vii th 
preemptions ~ A 1i ttle reflection convincerJ us that, because 
the service times of jobs 1,2, •.. ,n-1 are distributed exponen-
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tially, the steady-state average initial wait of job n in 
the SI-queue is equal to the steady-state averase rcsi.clcnce 
time of job n-i in the SI-queue, 3 n- i ,1 (1=0,1) . 
Consider the interval between the beginning and the ter-
minating of an SO-service of job n . This interval consists 
of the actual service and of all v/ai t periods ini tiatecl by 
preemptions. 
At any time 'Nhen job n is being served by SO' jobs 1, 
2, ..• ,n-1 are in the Si-queue, job 1 being served by Si . 
Thus, if the SO-service of job n is in progress at time t, 
a preemption .will occur in the interval (t,t+dt) with pro·-
bability m1,1dt . It follows that the SO-service of job n 
is preempted~ on the averag8, m1,1/(qnmn,0) times. 
Each vlai t period caused by a preemption begins with the 
a~rival in the So-queue of job 1 and ends with the departure 
from the So-queue of the last of jobs 1,2, ••. ,n-1 . In other 
words, each such period j.s an SO-busy period of typ8 n-1 . 
The steady-state average length of an SO-idle period of 
type i is equal to i/m1 ,1 ' for all i . Denoting the stea-
dy-state average length of an SO-busy period of type i by 
b. 0 ' we can write ~, 
1/m1 ,1 1 p { (0) = - - -=-b--...:----:-
.J.. , 1/ ·i ,0m1 ,1 + 1 °1 ,0 + m1 ,1 ...... 
which yields 
Adding together the steady-state average lengths of the 
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initial wait, tho total watt due to preemptions an(1 the s -
° service time, we obtain 
s n,O 
which is eCJ.uivalcnt to 
s -11,0 (6.'11) 
A similar argument, applied to ·the residence of job n 
in the S1-queue, leads to 
(6.12) 
Substitution of (6.11) and (6.12) into (6.9) yield.s 
(6.13) 
Finally, (6.7) , (6.8) , (6.3) and (6.4) can be used 
to express Pn_1(O) and Pn_1(1,2, ... ,n-1) in terms of c1 , 
c2 , ..• ,cn_1 . This gives 
__ C + S q m [1 _ ~ -.1 1 _l} -1 + 
cn n-1 L 11 n,O f':='iq·m. Oc.J l= I l J., l 
(6.14·) 
All c
n 
(n::::2,3, ... ,IT) can be determined, by repeated 
applications of (G.14) ,with c1 given by (6.10) . 
Remark: Aa can be seon from the derivation, the quanti-
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ties in which we are interested (e.g. the central processor 
utilisation factor) do not depend on the form of the distri-
bu.tions Fn,O(X) and l!'N 1 (x) , only on their averages. 
, . 
Special cases. 
a) To reduce the number of parameters a little', suppose 
that m1 , 1 = m2 , 1 == ••• == mN, 1 == m1 . 'J:~OV! the central proces-
sor utilisation factor is a function of the traffic intensi-
ties rn == m1/(qnffin,O) ; n==1,2, ... ,N • When N::: 3 , for ins-
tance, we have 
I' '1 ( 1 +r 2) (1 +r 1 +r 1 r 3 ) U == ---------
1 + r 1 + r (1 +r ) + r 2( 1 +r ) (1 +r ) 12123 
The steady···state average residence--in-the-system times 
for jobs 1,2,3 are equal to 
Note that if r 1 is close to zero, i.e. if top priori-
ty is given to jobs \'Ih08e central processor recluirements are 
negligible compared to their input/output requirements, U 
is also close to zero, while VI and \17-2 :J aloe close to infi-
nity. The throughput (the total rate of departures from the 
system) is approximately equal to m1(1-q1)/q~ . If, on the 
other hand, (or is Cl088 to zero, it is easy to 
find a combination of values for the remaining parameters 
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which will produce a greater central processor utilisat:i.on 
factor and a greater through})ut. This example demonstrates 
that the commonly accepted practice bf giving highest prio-
rity to jobs which are most 'input/output 
necessarily the most efficient. 
bound' is not 
VIe shall sce that the situation is similar when the 
priorities for input/output are of the head-of-the-line type. 
The problem of optimal allocation of priorities is interest-
ing and not trivial, especially v/hen charges and revenue arc 
to be taken into account. 
= ruw O· = mO' as well as 
~I , 
and 
. . . 
m1 ,o = m2 ,0 = ... 
= mN,1 = m1 ' all 
quantities of interest can be found explicitly. The steady-
state So-utilisation factor is equal to 
u = 
r(1 - r N) 
1 _ r N+1 
where r = m1/(qmO) • The steady-state average residenoe-in-
the-system time of job n is given by 
(1 + r + 
VI = ---
n 
+ r n-1 ',l (1 + + r ... 
n=1,2, .. ,N 
Direct summation shows that the throughput is equal to 
r(1 + r + •.. + rN-i) 
L = (i-q)mO j.J = (1-q)moU 1+r+ ... +r 
Wc see that the expressions for U and L are the same 
as in thc case when the So-queuo and thc S1.-qucue are seryed 
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in order of 'arrival (chapter 3) . This is not surprisillG 
when all jobs have tl18 same characteristics, the central pro-
cessor utilisation factor and the throuGhput are inclependent 
of the queuing disciplines. 
In this version of the model, the. Si-queue is served 
according to the head-of-the.-line priority discipline and 
the SO-clueue - according to the preemptive--resume prior.ity 
discipline. We shall make the following assumptions regarding 
the SO- and the Si-service time's : 
Consecut.ive SO-service t~mes and consecutive S'l-ser-
vice tim8S are independent random variables. The SO·-service 
times of job i are distributed exponentially with mean 
1/m. ·0 1, for all i = i,2, ... ,N . The Si-service times of 
job i have a general distribution F. i(x) , with finite 1, 
mean i/mi ,i ' for all i == i,2, ... ,N • 
We observe again that, if the model is modified by assu-
ming that jobs do not leave the system and the distribution 
functions of the SO-service-t:i.mes are given by 
G. (x) = 1 -
1 
-q.m. OX 
ell, i=1 ,2, •.. ,N 
the steady-state probabilities of the various queue configu-
rations will not change. 
Denote by ci (i=1,2, ... ,N) the steady-state avera;:;e 
cycle length for job i , in the modified model. Since the ar-
~lun8nt S '.lGccl j.n clcri ving (9.3) and· (G. 6) \'/2"1.'8 independent 
of the Si-queuing discipline, we can write, for the steady-
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state average residence-in-the-systeffi time of job i 
w. 
. 1 
Cl·c. 
=: ...,.......=;;;J_-..;;;;l_ 
1 - q. J. 
i::~1,2, ... ,N (6.6a) 
Similarly, the steady-state central processor utilisation 
factor is given by 
N 1 U ::: 2= (6.7a) 
. i=1 q.m. Oc . 1 1, ]_ 
(see (6.7) and its deri vatj on) . The throughput is equal to 
N 1 - q. 
'.t-"--"" ]- (6.5a) L = Z __ .. 
i=1 q. c. 1 1 
(sce (6.5) and its derivation). 
·The problem of finding Vii' U and L has thus been 
reduced, once more, to that of finding the averages ci (i=. 
1 ,2, •.. ,N). However, be cause low--priori. ty jobs can delay the 
Si-services of high-priority jobs, the inductive appruach 
described in the last section is no longer applicable. To 
find the ci's, we shall use the method of the embedded hlar-
kov chain and semi-Markov process. 
Let t i , t 2 , ... , tn' ... be the consecutive moments of 
+ Si-service completions. The state of the system at time t n , 
i.e. just after the n-th Si-service completion, is complete-
ly determined by the set of jobs, Q(t
n
+) , ~hich are in the 
So-queue then. O'or example, if Q (t
n
-
I
") = {i ,3 ,/~} , then we 
know that job 1is being served by SO' job 2 has just be-
gun an S1-.3ervice,. jobs 3 and 4 arC'; v/aitlng in the So-queue 
and jobs 5,6, ... ,N are waiting in the Si-queue.) 
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There are 2N - 1 (sinco Q(t
n
+) is never empty) pos-
sible states in which the system can be at tn + . These statcf3 
can be conveniently indexed by the integers ... 2 2N A I, , .•• ,--1 
in the following way : 
Working from right to left" write a 1 or a 0 in po--
Q(t
n
+) sition i , depend.ing on whether job i is in or not, 
for i=1,2, ..• ,N; treat the resulting,set of N binaI'Y di-
gits as a binary representation of an inteeer denoto that 
( +) ( +, intee;er by S tn and use it to represent the state Q tn ). 
Q(t +) r -} -'- + (For example, if n = 1 1 ,3,4 , ~hen S(tn ) = 
::= 00 •.• 01101 ~: 13 .) 
Because of the exponential distribtltio~s of the SO-ser-
vice times, the stochastic process 
is a (finite-state) hlarkov chain. It is, furthermore, irre-
ducible and aperiodic and therefore possesses a steculy-state 
(6.15) 
Let be the transition probat)ility mat--
rix of M the elements of V are defined by 
The expressions for 
this chapter. 
v. k J, \. 
IJ 
. , -1 2 2" 1 J , K- ,-, ••• , - (6.16) 
are given in the appondix of 
]~et Vi be the matrix obtained from V by subtracting 
1 from tho elements on its main diagonal and then rcplac:Lng 
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its last column VIi th a column of 1 IS. The steady-state dis-· 
tribution ~ is eiven by 
-1 
.£ ::: I,V i . (6.17) 
where I is the vector (of N 2 ·~1 elements) 
Note. Finding the inverse of Vi' is a difficult ope-
ration for large values of H. When doing it numerically, 
one should make use of the fact that V" I is a very sparse 
Consider nO\,f the times involved in the tr'J.nsi tions of 
the Markov chain M, i.c. regard M as a semi-Markov process. 
More precisely, 1et mle If (k:::1 ,2, ... ,2 -1) be the average 
length of the interval between two suceessive Barkov epochs, 
m N 
2 -1 
S (t +) == k • Ylhen 
n 
N k == 2 -1 we have 
(6.'18) 
because, if all j o'bs are :Ln the So-queue at tn + , then 
(t
n
,t
n
+i ) consists of the remaining SO-service of job 1 
plus its Si-service . When 1 {.. le < 2N -1 ,the Si-queue is not 
empty at t n+ and (tn ,tn+i ) consists of the Si-service 
of the highest priority job in the Si-queue. Hence 
1 
m =--
k ml ,1 
(6.19) 
where 1 is the position (counted from the r~ght) of the 
rightmos"t zero in the N-digit binary representation of le. 
Kl'iowing the averages mk: and thc steady-state probabi-· 
lities Pk (k==1,2, ••. ,2N_1) , we can find tk,k' the stea-
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dy-state average fi:-cf3t passage times of IVI from state k to 
state k. The well-known fornnlla in the theory of semi-Mar-
kov processes (see Barlow and Proschan I)]) yj.elds 
The reciprocal of t k,k ' 
1 
_. t --
k,le 
If k:.::1 ,2, ... ,2 -1 (6.20) 
(6.21) 
represents the steady-state aVGrage nurnoer of times that 1VI 
is in state k per unit time (the average m:unbcr, per nuj. t 
time, of fiIarkov epoch.::; such that . + Set ) = k). n 
Denote by s. (i=2,3, •.. ,N) the set of integers 
l {I ' N k 1 ~ le < 2 -2 and the rightmost zero in the N-·c.igit binary 
representation of k is in position 
riGht} . si has the prope:-cty that if 
i , cou~lted from the 
Set +) :.:: k for some 
n 
kEs. , then job i is the highest prio:city jOll in the S-
l 1 
queue at t
n
+, i.e. job i has just begun an Si-service. 
Denote by Si the set t2,4:6, ... ,2N_2,2N_1} . Si has the 
property that if Set +) = k , for some kEs'j , theYl job 1 n 
has either just begun an Si-service or will do so vrhen its 
80- service is completecl. 
Vie can find. now 
i=1 ,2, ••• ,N (6.22) 
nU.) is the steady--state a'l'crage num1)(~:r of times, per unit 
time, that job i begins an Si-service. The'reciprocal of 
this number is the Ed:cady-state avel'a2:c len~th of the intcr-
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val bet'ween two consec1.J.t.lve moments of admission into s -1 
service for job i (i=1,2, •.. ,N) . This last quantity can be 
seen t.o be precisely the steady-state average cycle length 
for job i . Thus 
1 
c i == n(l) i=1 ,2 , ••• ,n 
which, after substitution of (6.22) ,(6.21) and (6.20) 
becomes 
; i=1, 2 , ... ,N (6.23) 
§.:e.ecial cases 
a) When and 
q1=q2=" ·=qN ' the numerator in the right-hand side of (6.23) 
is equal to 
--2--(1 + r.p lIT ) 
m1 ,1 2 'j-1 
where r = m1,1/(q1m1,0) is the traffic intensity. Substi-
tution into (6. 7a) nOYl yields 
( 1 )-·1 u= r+Pn . 
2 -1 
This formula agrees with the one obtained in the case of 
FIFO queuing disciplines at both queues (chapter 4-) , pro·-
videcl that the diotr:i.butions, as well as the mean:::, of the; 
Si-service times are identical. 
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b) When and when the S1--service 
times are distributed exponentially, the probabilities Pk 
and the Sa-utiJj.sation factor can 1)e expressed in teTms of 
the traffic intensities r. = m1 1/ Cq .m. C) l , l l, (:i=1,2, .•. ,N) . 
In the case of N = 2 , for instance, 
C6.~4) 
We note that if one job class has a very low!traffic in-
tensity, a gTeat8r So-utilisation factor may be achieved by 
assigning a l6wer priority to that class. 
Finally, corapare (6.24) with the expression for U 
in the 'preemptive priorities at S I 1 model : 
Stating the results of the comparison in general terms, we 
can say that the central processor utilisation factor is 
higher in systems Yli th inte:eI'uptable input/output operat:l ons 
when the low--priority jobs are very input/outpu.t - oriented 
(r2,..... 0) ; it is higher in aystems with non-interruptablo 
input/ou.tput operations when the top-priority jobs are very 
input/ output -oriented Cr 1"" 0) . There is little clifference 
hetween the: two types of systems v1hen r 1"""r2 ' or r 1 ....... """', 
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APPENDIX 
We note first that if 
v. , == v. 1 ' J ,K J-,K 
lIJ 
... - 21. 1 J -. --. th8n 
N k= 1 ,2 , • • . , 2 -1 
because, 1J: all j01)s arc in the t + , job 1 
n 
must complete its. SO-service before anything elf3e can hap-
pen; from that moment the system behaves as if Jt started in 
state N 2 -2 . 
S tl t 1 /,·".,. ,)~ 2 L~' . ./ . / < uppo sc now la . .",-,::: J :.;:::: '-. -. - 0 e C J 1 0''';] 2 0 ....... ··· 
, , - , 
< j s, 0 be the positions (counted from the right) of the 
ones, and j1 be the position (counted. Irom th8 right) of 
the rightmost :.-Jero, in the N-dig:L t binary reprosentation of 
j . In other words, let jobs j1 0' j2 0' ... , js 0 bc the 
" , 
jobs in the So-que'l10 and job j1 be tIle highest priority job 
in the Si-queue at t + At t + job j1 will be in the 
n' n+i 
So-queue and some, or none, or all, of jobs j1,O' j2,0' .0., 
Vlill be in the Si-queue. The possible transitions, 
therefore, are 
to state 
j -1 
1 J. .!-, 2 1 Co == , 5.f the :Ls 
completed before the SO-service of job j1,O 
j1-1 2 j1 ,0-1 
to ctate k1 == j + 2 , if the SO-service of 
job j1,O ' but not that of job j2,0 ' is completed before the 
Si-service of job j1 ; 
- - - - - - - - - - - - - - - - - - ..... - - - - -' -
to state k 
,s 
j 1 0-1 
2 ' 
je- 0-1 2 u, , if the 
So-services of jobs j1,O' j2,0' .0., j8,0 are completed be-
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foro tho S1-servlce of job j1 (ks is, of course, eClual to j 1-1 
2 ). 
Donote b~ F(i 1 ,12 , ... ,in ;x) the distribution function 
of the sum of n independent random variables distributed 
exponentially with parameters q: m. 0' q. m. 0' .t. , 11 1 1 , 12 1 2 , 
q. m. ° respectively (1:::;; 1.'1 < i2 < ... < i ~ tT) • Tho proba-· In 1n' n 
bility that the SO-services of jobs j1,O' j2,O' •.• , jn,o 
(1:~ n:~ s) are completed before the Si-service of job j1 
is equal to 
vo 
-- r F(j1 0,j2 0'" ,j)l o;X)dJ?J' 'lex) Jo l' ., 1 ' 
We can write now 
Vj,k
o 
= 1 - b(j1,o;j1) 
V j , k1 == b ( j 1 , 0; j 1) - 11 ( j 1 , ° ' j 2 , 0; j 1 ) 
V j ,k
s
_
1 
- b(j1,0,j2,0,··,js-1,O;j1) 
Vj,k
n 
- b(j1,O,j2,O,···,js,O;ji) 
.... 
For all other values of k , 
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