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Tuhannen nimen lista on hitaampi aakkos-
taa kuin sadan nimen lista. Yleensäkin kun
syötteen koko kasvaa, myös tyypillisen
algoritmin ajoaika kasvaa. Vain kaikkein
triviaaleimmat ongelmat pystytään ratkai-
semaan vakioajassa riippumatta syötteen
koosta.
Hajautettujen algoritmien osalta tilan-
ne ei kuitenkaan ole näin suoraviivainen:
on olemassa useita ongelmia, joiden ratkai-
semiseen on olemassa vakioajassa toimiva
hajautettu algoritmi.
1 Verkko-ongelmia
Hajautettujen algoritmien perusidea on täy-
sin erilainen kuin tutummissa keskitetyis-
sä algoritmeissa ja rinnakkaisalgoritmeissa.
Yhteistä kaikille algoritmeille on kuitenkin
se, että niitä käytetään laskennallisten on-
gelmien ratkaisemiseen.
Hajautettujen algoritmien näkökulmas-
ta tärkeimpiä laskennallisia ongelmia ovat
verkko-ongelmat. Näissä syötteenä on jo-
kin verkko G = (V,E), joka koostuu sol-
muista v ∈V ja niitä yhdistävistä kaarista
e ∈ E; ks. kuvaa 1a.
Vaikka viittaan tässä matemaattiseen
verkkoteorian käsitteeseen (graph), voi-
daan aivan yhtä hyvin ajatella esimerkik-
si tietoliikenneverkkoa (network). Usein
tämän alan sovelluksissa verkon solmut
vastaavat tietokoneita tai muita tietoverk-
koon kytkettyjä laitteita ja kaaret vastaavat
laitteiden välisiä tiedonsiirtoyhteyksiä. Jos
verkossa on solmujen u∈V ja v∈V välillä
kaari {u,v} ∈ E, niin laitteet u ja v voivat
vaihtaa keskenään viestejä ilman muiden
laitteiden apua.
Seuraavassa on kaksi esimerkkiä tunne-
tuista verkko-ongelmista; näitä on havain-
nollistettu kuvassa 1.
• Pariutus on kaarien joukko M ⊆ E, jo-
ka täyttää seuraavan ehdon: jokaiseen
verkon solmuun liittyy enintään yksi
joukon M kaari.
Esimerkki: Yksi verkkolaite v ∈ V voi
osallistua kerralla vain yhteen tiedon-
siirtoon e ∈ E. Pariutus M kuvaa tiedon-
siirtoja, jotka voivat olla käynnissä sa-
manaikaisesti toisiaan häiritsemättä.
• Solmupeite on solmujen joukkoC⊆V ,
joka peittää kaikki kaaret: jokaisen kaa-
ren päätepisteistä ainakin toinen on jou-
kossa C.
Esimerkki: Riittää, että joukon C lait-
teet ajavat ohjelmaa, joka valvoo laittei-
siin liittyviä tiedonsiirtoyhteyksiä. Jos
kaikki joukonC laitteet ovat tyytyväisiä,
kaikki verkon yhteydet ovat kunnossa.
Näille ongelmille on helppoa löytää jokin
ratkaisu — esimerkiksi tyhjä kaarijoukko
M = /0 on pariutus ja kaikkien solmujen
joukko C =V on solmupeite. Sovelluksis-
sa halutaan kuitenkin tyypillisesti löytää
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Kuva 1: (a) Verkko: ympyrät kuvaavat solmuja ja niiden väliset viivat kaaria. (b) Suurin pariutus.
(c) Pienin solmupeite.
pariutus, jonka koko on mahdollisimman
suuri, ja vastaavasti solmupeite, jonka ko-
ko on mahdollisimman pieni.
Tulemme tässä kirjoituksessa keskitty-
mään erityisesti hajautettuihin algoritmei-
hin, jotka etsivät pieniä solmupeitteitä; lu-
vussa 3 näemme, mitä tekemistä suurilla
pariutuksilla on pienien solmupeitteiden
kanssa.
2 Hajautetut algoritmit
Mutta mitä täsmälleen ottaen tarkoittaa, et-
tä meillä on olemassa hajautettu algoritmi
solmupeitteen etsimiseen? Tämän ymmär-
tämiseksi on hyvä verrata tilannetta perin-
teisiin keskitettyihin algoritmeihin ja rin-
nakkaisalgoritmeihin.
2.1 Keskitetyt algoritmit ja
rinnakkaisalgoritmit
Keskitetyt algoritmit ovat kaikille tietojen-
käsittelytieteen opiskelijoille tuttu perusta-
paus. Esimerkiksi keskitetty algoritmi A
solmupeitteen etsimiseen tarkoittaa seuraa-
vaa:
• Meillä on käytettävissä yksi tietokone,
joka suorittaa algoritmia A .
• Voimme antaa tietokoneelle syötteenä
minkä tahansa verkon G . Täsmällisem-
min annamme merkkijonon, joka ku-
vaa verkon rakenteen. Merkkijonossa
on esimerkiksi lueteltuna verkon kaikki
solmut ja niiden väliset yhteydet.
• Tietokone tuottaa tulosteena solmupeit-
teen C. Jälleen tuloste on merkkijono,
jossa on esimerkiksi lueteltuna kaikki
joukon C solmut.
Rinnakkaisalgoritmien oleellinen ero
keskitettyihin algoritmeihin verrattuna on
se, että laskentaa pyritään nopeuttamaan
hyödyntämällä useaa suoritinta. Edelleen
koko syöte on annettuna tietokoneelle yh-
dessä paikassa merkkijonona ja koko tulos-
te tuotetaan yhteen paikkaan; ainoastaan
laskennan aikana tietoa ja sen käsittelyä on
hajautettu erillisille suoritinyksiköille.
Tilanne on sama yleisemminkin perin-
teisessä suurteholaskennassa, jossa hyö-
dynnetään esimerkiksi klusteria, joka muo-
dostuu useista tietoverkolla yhteen kyt-
ketyistä tietokoneista. Edelleen klusterin
käyttäjä toimittaa koko syötteen merkkijo-
nona yhteen paikkaan ja algoritmi puoles-
taan tuottaa koko tuloksen merkkijonona
yhteen paikkaan.
2.2 Hajautetut algoritmit
Hajautetut algoritmit eroavat edellisistä
täysin. Hajautettu algoritmi A solmupeit-
teen etsimiseen tarkoittaa seuraavaa:
• Voimme ottaa mielivaltaisen määrän tie-
tokoneita ja asentaa kuhunkin saman al-
goritmin A .
• Tämän jälkeen voimme muodostaa tie-
tokoneista mielivaltaisen verkonG . Ver-
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kon G solmuja ovat tietokoneet ja kaa-
ria ovat näiden väliset tietoliikenneyh-
teydet. Tietokoneille ei erikseen anneta
mitään syötettä.
• Tämän jälkeen käynnistämme tietoko-
neet. Algoritmin A ohjaamina tietoko-
neet alkavat viestiä keskenään.
• Lopulta kaikki tietokoneet pysähtyvät
ja tuottavat tulosteen. Kunkin tietoko-
neen osalta tuloste on 0 tai 1. Solmut,
jotka tulostavat ykkösen, muodostavat
solmupeitteen C verkossa verkossa G .
Hyvin oleellinen ero keskitettyyn las-
kentaan, rinnakkaislaskentaan tai esimer-
kiksi klustereilla tehtävään suurteholasken-
taan on se, että syötteenä olevaa verkkoa
G ei erikseen koodata merkkijonoksi, vaan
syötteenä oleva verkko G on sama kuin
kulloinkin tarkasteltavan tietoliikennever-
kon rakenne. Vastaavasti tulosta ei koota
yhdeksi merkkijonoksi, vaan riittää, että
jokainen solmu tuottaa pelkästään oman
osuutensa ratkaisusta.
Hajautetussa algoritmissa siis syöte an-
netaan hajautetusti ja ratkaisu palautetaan
hajautetusti. Aluksi jokainen verkon solmu
(tietokone) tietää vain oman yksilöllisen
tunnisteensa, ja tietokoneet joutuvat vaih-
tamaan keskenään viestejä, jotta ne saavat
selville tarkempaa tietoa verkon G raken-
teesta. Vastaavasti algoritmin päätyttyä riit-
tää, että jokainen solmu osaa tulostaa oman
osuutensa ratkaisusta.
Jos verkko-ongelmia ratkaistaan esimer-
kiksi klustereilla, meillä on kaksi eri verk-
koa: ongelman syötteenä oleva verkko G
ja klusterissa olevien tietokoneiden välisiä
tietoliikenneyhteyksiä kuvaava verkko H .
Näissä tyypillisesti verkko H on tunnettu
ja pysyy muuttumattomana; syöte G sen
sijaan vaihtelee tapauksesta toiseen. Ha-
jautettujen algoritmien kohdalla meillä on
vain yksi verkko G , joka kuvaa siis sekä
syötteen että laskentaa tekevän järjestel-
män rakenteen, ja tämä verkko vaihtelee
tapauksesta toiseen.
Hajautetun algoritmin tulee siis tulla toi-
meen, vaikka laskentaa suorittavan järjes-
telmän rakenne on tuntematon. Tämä on
luonnollisesti tyypillinen tilanne missä ta-
hansa laajassa tietokoneverkossa; esimer-
kiksi Internetissä käytettävien ohjelmisto-
jen tulee toimia oikein vaikka verkon koko
rakenne on tuntematon.
2.3 Resurssina kommunikaatio
Keskitetyissä algoritmeissa algoritmin suo-
ritusajalla tarkoitetaan tietokoneen te-
kemien laskenta-askeleiden lukumäärää.
Laskenta-askeleen täsmällinen määritel-
mä riippuu käytetystä laskennan mallis-
ta, mutta tyypillisesti yksittäisiä laskenta-
askeleita ovat esimerkiksi muistiin kirjoit-
taminen, muistista lukeminen, vertailu ja
yksittäinen peruslaskutoimitus.
Hajautetuissa algoritmeissa keskeinen
resurssi ei olekaan laskenta vaan tiedon-
siirto. Ajatuksena on, että verkossa olevien
tietokoneiden suorittama laskenta on suh-
teessa hyvin nopeaa verrattuna tietoliiken-
neverkossa tapahtuvaan tiedonsiirtoon. Ny-
kyaikainen tietokone suorittaa peruslasku-
toimituksia nanosekunneissa, mutta tieto-
liikenneyhteyksien latenssit ovat usein jo-
pa millisekuntien suuruusluokkaa. Hajau-
tetun algoritmin tehokkuuden kannalta on-
kin keskeistä, että algoritmi joutuu odot-
tamaan verkossa tapahtuvaa tiedonsiirtoa
mahdollisimman vähän.
Tämän vuoksi hajautetun algoritmin
suoritusajalla tarkoitetaan algoritmin suo-
rittamien kommunikaatiokierrosten luku-
määrää. Yhdessä kommunikaatiokierrok-
sessa verkon kaikki solmut suorittavat seu-
raavat toiminnot (tahdistettuna samanaikai-
sesti ja rinnakkain); ks. kuvaa 2:
(a) Solmu lähettää viestin kullekin naa-
purilleen.
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Yksi kommunikaatiokierros
Lopuksi
0
0
0 0
0
011
(a)
(b)
(c)
(d)
(e)
Kuva 2: Hajautetun algoritmin suoritus koostuu kommunikaatiokierroksista. Kunkin kierroksen
aikana (a) kaikki solmut lähettävät yhden viestin kullekin naapurilleen, (b) viestit etenevät verkon
kaaria pitkin vastaanottajilleen, (c) solmut vastaanottavat yhden viestin kultakin naapuriltaan,
ja (d) solmut suorittavat paikallista laskentaa ja päivittävät omaa tilaansa. Lopuksi (e) algorit-
mi päättyy ja kukin solmu tuottaa oman osansa ratkaisusta. Tässä esimerkissä algoritmi tuotti
solmupeitteen C; tuloste 1 tarkoittaa, että solmu on mukana joukossa C.
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Kuva 3: Harmaalla korostetut alueet ovat mustalla merkityn solmun 1-säteinen, 2-säteinen ja
3-säteinen paikallinen ympäristö. Jos hajautetun algoritmin ajoaika on kolme kierrosta, mustalla
merkityn solmun tuloste riippuu ainoastaan solmun 3-säteisestä ympäristöstä. Solmu tuottaa siis
saman tulosteen vasemmanpuoleisessa ja oikeanpuoleisessa esimerkkiverkossa, koska verkon
rakenne on sama solmun 3-säteisen ympäristön sisällä. Verkot ovat kauempana erilaisia, mutta
kolmessa kommunikaatiokierroksessa tieto näistä eroavuuksista ei ehdi mustaan solmuun asti.
(b) Viestit etenevät verkossa kaaria pitkin
vastaanottajilleen.
(c) Solmu vastaanottaa viestin kultakin
naapuriltaan.
(d) Solmu päivittää omaa tilaansa vas-
taanottamiensa viestien perusteella.
Lopulta verkon solmut tuottavat oman
osansa tulosteesta ja pysähtyvät. Algorit-
min suoritusaika kertoo, kuinka monen
kommunikaatiokierroksen jälkeen verkon
kaikki solmut ovat pysähtyneet. Nopea ha-
jautettu algoritmi on siis sellainen, jonka
suoritus tarvitsee mahdollisimman pienen
määrän kommunikaatiokierroksia.
Keskitettyjen algoritmien osalta suori-
tusaikaa tarkastellaan yleensä vain asymp-
toottisessa mielessä. Ajoaikojen vakioker-
toimet riippuvat käytetyn mallin yksityis-
kohdista, ja niinpä vakiot yleensä piilote-
taan O-notaatioon. Sanotaan esimerkiksi,
että algoritmin suoritusaika on O(n) eli
ajoaika kasvaa enintään lineaarisesti syöt-
teen koon kasvaessa. Hajautettujen algorit-
mien osalta on kuitenkin aivan mielekäs-
tä tarkastella täsmällistä ajoaikaa: voidaan
esimerkiksi todeta, että algoritmin ajoaika
on täsmälleen 13 kierrosta.
2.4 Paikalliset ympäristöt
Hajautetun algoritmin ajoaika liittyy hyvin
läheisesti solmujen paikallisiin ympäristöi-
hin. Solmun T-säteiseen ympäristöön kuu-
luvat kaikki verkon solmut, jotka ovat ly-
hintä polkua pitkin enintään T kaaren pääs-
sä lähtösolmusta; näitä on havainnollistettu
kuvassa 3.
Jos hajautetun algoritmin ajoaika on T,
tietyn solmun v tuottama tuloste riippuu
ainoastaan v:n T-säteisestä ympäristöstä.
Kaikki tämän ympäristön ulkopuolella ole-
vat solmut ovat yksinkertaisesti liian kau-
kana — T kierrosta ei riitä siihen, että näi-
hin solmuihin liittyvä tieto ehtisi vaikuttaa
solmun v tekemään päätökseen.
Toisaalta ajassa T solmut pystyvät ke-
räämään kaiken tiedon T-säteisistä ympä-
ristöistään. Tähän riittää varsin yksinker-
tainen algoritmi:
• 1. kierroksella kaikki solmut välittävät
oman tunnisteensa naapureille. Näin yh-
den kierroksen jälkeen kaikki solmut
tietävät 1-säteiset ympäristönsä.
• 2. kierroksella kaikki solmut välittävät
1-säteiset ympäristönsä naapureilleen.
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Näin kahden kierroksen jälkeen kaikki
solmut saavat selville 2-säteiset ympä-
ristönsä.
• Jne. . .
Toistamalla tätä T kierrosta kaikki solmut
saavat selville T-säteiset ympäristönsä.
Hajautettu algoritmi, jonka ajoaika on
T, voidaan siis määritellä aivan yhtä hyvin
kummalla tahansa seuraavista tavoista:
• Solmut vaihtavat keskenään viestejä T
kommunikaatiokierroksen ajan ja julis-
tavat tämän jälkeen tulosteensa.
• Solmun v tuottama tuloste on funktio
v:n T-säteisestä ympäristöstä.
2.5 Paikalliset algoritmit
Edellä nähtiin, että nopea hajautettu algo-
ritmi on sama asia kuin hajautettu algo-
ritmi, jossa solmut tuottavat tulosteensa
pelkästään pienisäteisen paikallisen ympä-
ristön perusteella. Paikallisten algoritmien
tutkimuksessa keskitytään tässä äärimmäi-
seen tapaukseen.
Paikallinen algoritmi [7, 9] on hajautet-
tu algoritmi, jonka ajoaika T on vakio, jo-
ka ei riipu verkon solmujen määrästä. Toi-
sin sanoen paikallisessa algoritmissa ver-
kon solmut joutuvat tekemään päätöksensä
pelkän vakiosäteisen lähiympäristönsä pe-
rusteella. Tällaiset algoritmit ovat erittäin
skaalautuvia: jos paikallinen algoritmi toi-
mii tehokkaasti pienessä verkossa, se toi-
mii aivan yhtä tehokkaasti myös mielival-
taisen suuressa verkossa.
Sinällään vakioajassa toimivat hajaute-
tut algoritmit eivät ole täysin mahdoton
ajatus. Kun syötteenä olevan verkon G ko-
ko kasvaa, verkossa olevien tietokoneiden
määrä kasvaa samaa tahtia; suuremmassa
verkossa on myös enemmän rinnakkaista
laskentakapasiteettia.
Haasteena on kuitenkin se, että vakio-
aikaisen algoritmin solmut ovat pahasti li-
kinäköisiä, kuten kuvassa 3 havainnollis-
tettiin. Onko siis olemassa mitään mielen-
kiintoisia verkko-ongelmia, joita pystytään
näin rajallisessa laskennan mallissa ratkai-
semaan?
3 Ongelmien välisiä yhteyksiä
Luonnollinen lähtökohta paikallisten al-
goritmien suunnittelulle on soveltaa kes-
kitetyistä algoritmeista tuttuja tekniikoita.
Käymme tässä luvussa läpi erään yksinker-
taisen mutta lupaavalta vaikuttavan teknii-
kan, jota voi käyttää pienien solmupeittei-
den etsimiseen.
Luvussa 1 esittelimme kaksi verkko-
ongelmaa: pariutukset ja solmupeitteet.
Äkkiseltään näillä ei tunnu olevan juuri mi-
tään yhteistä: Pariutus on maksimointion-
gelma ja solmupeite on puolestaan mini-
mointiongelma. Pariutuksessa etsitään kaa-
rien osajoukkoa, kun taas solmupeitteessä
etsitään solmujen osajoukkoa. Suurimman
pariutuksen löytämiseen on olemassa teho-
kas keskitetty algoritmi, mutta pienimmän
solmupeitteen löytäminen on laskennalli-
sesti vaikea (NP-kova) ongelma.
Osoittautuu kuitenkin, että pariutuksia
voi hyödyntää myös pienien solmupeittei-
den etsimisessä. Tätä varten tarvitsemme
maksimaalisen pariutuksen käsitteen.
Pariutusta, johon ei voida enää lisätä yh-
tään kaarta, sanotaan maksimaaliseksi. Esi-
merkiksi kuvien 4a ja 4c pariutukset ovat
maksimaalisia. Suurin mahdollinen pariu-
tus on tietysti aina myös maksimaalinen,
mutta maksimaalinen pariutus ei välttämät-
tä ole suurin pariutus — tätä havainnollis-
taa kuvan 4a esimerkki.
Maksimaalinen pariutus on hyvin help-
po löytää keskitetyllä algoritmilla: aloite-
taan tyhjästä joukosta ja lisätään vain ah-
neesti kaaria kunnes päädytään umpiku-
jaan. Toisaalta taas pienimmän solmupeit-
teen löytäminen on hyvin vaikea ongelma.
Yllättäen maksimaalisen pariutuksen avul-
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Kuva 4: (a) Eräs maksimaalinen pariutus. (b) Pariutuksen päätepisteistä muodostettu solmupeite.
Tässä tapauksessa solmupeite on myös pienin mahdollinen. (c)–(d) Toinen esimerkki maksimaa-
lisesta pariutuksesta ja sen perusteella muodostetusta solmupeitteestä. Saatu solmupeite ei ole
optimaalinen, mutta se on aina enintään kaksi kertaa pienimmän solmupeitteen kokoinen.
la on kuitenkin mahdollista löytää melko
pieni solmupeite. Algoritmi toimii seuraa-
vasti: etsitään mikä tahansa maksimaalinen
pariutus M ja poimitaan solmupeitteeseen
C mukaan kaikki M:n kaarien päätepisteet.
Tätä on havainnollistettu kuvissa 4b ja 4d.
Näin muodostettu solmujoukko C on
aina solmupeite: Jos jokin kaari e ∈ E ei
olisi peitetty, olisimme voineet lisätä kaa-
ren e mukaan pariutukseen M. Tämä taas
on ristiriidassa sen kanssa, että M on mak-
simaalinen.
Voidaan myös osoittaa, että solmupeite
C on enintään kaksi kertaa niin suuri kuin
pienin mahdollinen solmupeite: Pienim-
mänkin solmupeitteen on peitettävä verkon
kaikki kaaret, erityisesti siis myös joukon
M kaaret. Pienin solmupeite joutuu sisältä-
mään ainakin yhden solmun kutakin M:n
kaarta kohti (ja mahdollisesti muitakin sol-
muja). Joukossa C puolestaan on vain kak-
si solmua kutakin M:n kaarta kohti (eikä
muita solmuja). Siis C sisältää enintään
kaksi kertaa niin monta solmua kuin pie-
nin solmupeite — toisin sanoen peite C on
2-approksimaatio pienimmästä solmupeit-
teestä.
Edellä kuvattu algoritmi on tyypillises-
ti ensimmäisiä esimerkkejä approksimoin-
tialgoritmien kursseilla [11]. Vaikka algo-
ritmi on hyvin yksinkertainen — etsitään
ahneesti maksimaalinen pariutus ja tuloste-
taan kaikki pariutuksen päätepisteet — se
on myös lähestulkoon paras tunnettu algo-
ritmi pienien solmupeitteiden löytämiseen.
Ei esimerkiksi tunneta tehokasta algorit-
mia, joka löytäisi solmupeitteen, joka on
taatusti enintään 1,99 kertaa pienimmän
solmupeitteen kokoinen.
Nyt meillä on konkreettinen idea, jota
voimme käyttää hajautetun algoritmin laa-
timisessa: Meidän tarvitsee vain suunnitel-
la hajautettu algoritmi, joka löytää jonkin
maksimaalisen pariutuksen. Tämän avulla
voisimme tuottaa 2-approksimaation sol-
mupeitteestä. Ajatus on hyvä, mutta saako
tämän tehtyä paikallisella algoritmilla eli
vakiomäärässä kommunikaatiokierroksia?
4 Symmetrian rikkominen
Keskeinen haaste hajautetuissa algorit-
meissa on symmetrian rikkominen. Pahim-
man tapauksen verkot ovat yleensä raken-
teeltaan hyvin symmetrisiä: kaikkien sol-
mujen paikalliset ympäristöt ovat raken-
teeltaan samanlaisia. Monissa ongelmis-
sa verkon solmujen pitää tästä huolimatta
tuottaa eri tuloste, eli hajautetun algoritmin
pitää pystyä ”rikkomaan symmetria”.
4.1 Pariutus syklissä
Hyvä (paha) esimerkki symmetrisestä ver-
kosta on rengasmainen verkko eli sykli; ks.
kuvaa 5. Tällöin kaikkien solmujen paikal-
linen ympäristö on pelkkä polku.
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(a) (b) (c)
Kuva 5: (a) Sykli. (b)–(c) Syklissä kaikkien solmujen paikalliset ympäristöt ovat rakenteeltaan
samanlaisia. Esimerkiksi minkä tahansa solmun 2-säteinen ympäristö on polku, joka koostuu
neljästä kaaresta ja viidestä solmusta.
Maksimaalisen pariutuksen löytäminen
puolestaan on hyvä esimerkki ongelmasta,
jossa symmetrian rikkominen on välttämä-
töntä. Tarkastellaan esimerkiksi seuraavaa
syklin osaa, jossa a, b ja c ovat peräkkäisiä
kaaria:
ba c
Selvästikään kaikki kaaret a, b ja c eivät
voi olla samanaikaisesti mukana pariutuk-
sessa M. Toisaalta maksimaalisessa pariu-
tuksessa M tulee olla näistä kaarista aina-
kin yksi (muuten M ei olisi maksimaali-
nen). Siis näiden kaarien a, b ja c osal-
ta joudumme rikkomaan symmetrian: kaa-
rien lähiympäristöt näyttävät samanlaisilta,
mutta joudumme silti tekemään eri valin-
toja — ainakin yksi näistä kaarista on otet-
tava mukaan pariutukseen ja ainakin yksi
näistä on jätettävä pois.
Tässä kirjoituksessa keskitytään nimen-
omaan deterministisiin hajautettuihin algo-
ritmeihin, jotka eivät käytä satunnaislukuja
apuna. Tällöin edellä kuvatussa tilanteessa
ainoaksi mahdollisuudeksi jää symmetrian
rikkominen solmujen yksilöllisten tunnis-
teiden perusteella.
Jos tietäisimme, että solmujen yksilöl-
liset tunnisteet ovat esimerkiksi kokonais-
lukuja 1,2,3, . . . ja luvut esiintyvät syklis-
sä tässä järjestyksessä, ongelma olisi help-
po ratkaista. Maksimaaliseen pariutukseen
voitaisiin ottaa mukaan esimerkiksi kaaret
{2,3}, {4,5}, {6,7} jne.
Hajautettu algoritmi ei kuitenkaan voi
tietää, missä paikassa verkkoa tietyllä tun-
nisteella varustettu solmu sattuu sijaitse-
maan. Juuri tämä tekee symmetrian rikko-
misesta hankalaa.
On kyllä helppoa keksiä erilaisia rat-
kaisuideoita, mutta monet niistä on yhtä
helppo teilata. Voisi esimerkiksi harkita
algoritmia, jossa solmut, joiden tunniste
on parillinen, toimivat eri tavalla kuin sol-
mut, joiden tunniste on pariton. Mutta tämä
nimenomainen algoritmi ei riitäkään, jos
syklin jossain osassa peräkkäiset solmut
on nimetty esimerkiksi 2,4,6,8, . . . .
Onko siis mahdollista rikkoa symmetri-
aa syklissä pelkkien yksilöllisten tunnistei-
den avulla käyttämällä tiukasti paikallista
algoritmia?
4.2 Cole–Vishkin-tekniikka
Osoittautuu, että symmetrian rikkominen
syklissä on mahdollista ”melkein muttei
aivan” paikallisilla algoritmeilla. On nimit-
täin olemassa erittäin tehokas tekniikka,
jonka avulla voidaan löytää syklissä esi-
merkiksi maksimaalinen pariutus.
Algoritmin perusidean esittelivät Cole
ja Vishkin vuonna 1986 [1], ja ideaa kehit-
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tivät eteenpäin Goldberg, Plotkin ja Shan-
non [4]. Tämä nokkela bittimanipulointi-
tekniikka on esitetty muun muassa Corme-
nin, Leisersonin ja Rivestin klassisen al-
goritmioppikirjan [2] ensimmäisen painok-
sen luvussa 30.5, ja suosittelen lämpimästi
tutustumaan algoritmiin, jos se ei ole en-
nestään tuttu. Algoritmi esitetään yleensä
muodossa, jossa se etsii syklille värityksen
tai riippumattoman joukon, mutta pariutuk-
sen tapaus on aivan vastaava.
Cole–Vishkin-algoritmi ei ole kuiten-
kaan paikallinen. Sen ajoaikaa ei ole ra-
jattu millään vakiolla vaan ajoaika kasvaa,
kun syklin koko kasvaa. Algoritmin ajoai-
ka on kuitenkin äärimmäisen hitaasti kas-
vava funktio solmujen määrästä. Jos syklis-
sä on n solmua ja niiden yksilölliset tunnis-
teet ovat kokonaislukuja 1,2, . . . ,n mieli-
valtaisessa järjestyksessä, algoritmi löytää
värityksen O(log∗ n) kommunikaatiokier-
roksessa. Tässä log∗ n on iteroitu logaritmi
n:stä — se kertoo, kuinka monta kertaa lu-
vusta n on otettava kaksikantainen logarit-
mi ennen kuin tulos on alle 1.
Iteroitu logaritmi kasvaa erittäin hitaas-
ti; esimerkiksi
log∗ 3 = 2,
log∗ 5 = 3,
log∗ 10000 = 4,
log∗ 1010000 = 5.
Iteroitu logaritmi mistä tahansa käytännös-
sä vastaan tulevasta luvusta on siis hyvin
pieni kokonaisluku, mutta teoreetikko ei
tähän tietenkään tyydy. Olisiko sittenkin
mahdollista päästä aikavaativuuteen O(1)?
4.3 Mahdottomuustuloksia
Linial osoitti vuonna 1992 [6], että edel-
lä kuvattu Cole–Vishkin-algoritmi on itse
asiassa (vakiokertoimia vaille) paras mah-
dollinen algoritmi maksimaalisen pariutuk-
sen löytämiseen. Tiukasti paikallista algo-
ritmia ongelman ratkaisemiseen ei siis ole
olemassakaan. Vaikka yrittäisi laatia kuin-
ka ovelan paikallisen algoritmin, ja vaikka
antaisi algoritmin käyttää suuren määrän
kommunikaatiokierroksia — esimerkiksi
1000 kierrosta — aina löytyy syöteverkko,
jossa algoritmi väistämättä tuottaa väärän
ratkaisun.
Tämä tulos on luonteeltaan hyvin toi-
senlainen kuin tyypilliset keskitettyihin al-
goritmeihin liittyvät alarajatulokset. Usein
ongelma osoitetaan ”vaikeaksi” esimerkik-
si näyttämällä, että ongelma on NP-kova.
Tällainen alarajatulos on kuitenkin ehdolli-
nen: jos vaativuusluokat P ja NP eivät ole
samoja, ongelmaa on mahdoton ratkaista
polynomisessa ajassa, mutta emme kuiten-
kaan tiedä, päteekö P 6= NP. Linialin tulos
on sen sijaan ehdoton: se osoittaa aukot-
tomasti, ettei maksimaalista pariutusta voi
löytää syklissä millään hajautetulla algorit-
milla nopeammin kuin ajassa Ω(log∗ n).
Luonnollisesti maksimikokoisen pariu-
tuksen etsiminen on vähintään yhtä vaikea
ongelma, eikä sitäkään voi ratkaista paikal-
lisesti. Syklissä ei ole mahdollista löytää
edes ”melko suurta” pariutusta paikallises-
ti — ei ole olemassa esimerkiksi paikallis-
ta algoritmia, joka etsisi pariutuksen, jon-
ka koko on vähintään sadasosa suurimman
parituksen koosta [3].
Kombinatoriikasta ja yleensäkin mate-
matiikasta kiinnostuneille mainittakoon, et-
tä tämän kaltaisten mahdottomuustulosten
todistamisessa hyvin tehokas työkalu on
Ramseyn lause [5, 8]. Ramseyn lause ker-
too muun muassa, että vaikka kuinka nok-
kelasti yrittäisi värittää täydellisen verkon
kaaria, aina verkkoon syntyy vähintään tie-
tyn kokoinen aliverkko, jonka kaikki kaa-
ret ovat saman värisiä. Hajautettuihin algo-
ritmeihin sovellettuna lauseen yleistyksen
voi muotoilla vaikkapa näin: vaikka kuinka
nokkelasti yrittää rikkoa symmetriaa sol-
mujen tunnisteiden avulla, aina löytyy ikä-
vä syöte, jonka joissakin osissa symmet-
rian rikkominen epäonnistuu.
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(b)(a)
1,0
0,0
0,5+0,0 ≤ 1
0,0
0,0
0,0+0,3+0,2+0,0+0,0+0,5 ≤ 1
0,0
0,5
0,3
0,2
0,0
Kuva 6: (a) Maksimaalinen kaaripakkaus: kaariin on liitetty lukuja nollan ja ykkösen väliltä,
jokaiseen solmuun liittyvien kaarien summa on enintään 1, ja mitään luvuista ei voi kasvattaa
ilman, että tämä ehto rikkoutuisi. (b) Kun poimimme solmut, joihin liittyvien kaarien summa on
täsmälleen 1, saamme pienen solmupeitteen.
5 Myönteisiä yllätyksiä
Tilanne näyttää siis varsin heikolta: pariu-
tuksia ei voi löytää paikallisella algoritmil-
la, ja lupaavin lähestymistapa solmupeittei-
den löytämiseen taas perustui nimenomaan
maksimaalisiin pariutuksiin. Tästä huoli-
matta paikallisilla algoritmeilla on mahdol-
lista löytää pieniä solmupeitteitä.
5.1 Työkalun vaihto
Itse asiassa paikallisilla algoritmeilla on
mahdollista päästä täsmälleen samaan ap-
proksimointisuhteeseen 2 kuin mihin pääs-
tään maksimaalisten pariutusten avulla [12,
13]. Vakioajassa voidaan siis löytää solmu-
peite, joka on enintään kaksi kertaa pienim-
män solmupeitteen kokoinen.
Keskitetty 2-approksimointialgoritmi
solmupeitteeseen on varsin helppo ymmär-
tää, kun on ensin esitellyt oikean työkalun:
maksimaaliset pariutukset. Myös paikal-
linen 2-approksimointialgoritmi perustuu
sopivaan työkaluun, mutta kuten edellä to-
dettiin, työkaluna ei voi käyttää maksimaa-
lisia pariutuksia. Luontevalta tuntuisi etsiä
työkalua, joka täyttää nämä vaatimukset:
• Työkalu muistuttaa jossain määrin mak-
simaalisia pariutuksia.
• Työkalu ei edellytä symmetrian rikko-
mista esimerkiksi sykleissä.
• Työkalu tästä huolimatta auttaa pienien
solmupeitteiden etsimisessä.
Osoittautuu, että niin sanotut maksimaali-
set kaaripakkaukset täyttävät nämä ehdot.
5.2 Maksimaaliset kaaripakkaukset
Kaaripakkauksessa verkon jokaiseen kaa-
reen liitetään luku nollan ja ykkösen välil-
tä; ks. kuvaa 6a. Lukujen tulee toteuttaa
seuraava ehto jokaiselle verkon solmulle v:
solmuun v liittyvien kaarien summan tulee
olla enintään 1.
Jokin kaaripakkaus on tietysti helppo
löytää: jos esimerkiksi asetetaan kaikki lu-
vut nolliksi, tuloksena on varmasti kaari-
pakkaus. Oleellista on kuitenkin tarkastel-
la maksimaalisia kaaripakkauksia: sellai-
sia, joissa mitään lukua ei voi enää kasvat-
taa. Esimerkiksi kuvan 6a kaaripakkaus on
maksimaalinen: jos vaikkapa luvun 0,3 ti-
lalle vaihdettaisiin hiukan suurempi luku
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0,301, verkossa olisi solmu, johon liitty-
vien kaarien summa olisi hiukan yli 1.
Maksimaaliset kaaripakkaukset ovat lä-
heistä sukua maksimaalisille pariutuksil-
le. Itseasiassa kaaripakkaus voidaan tulkita
pariutuksen ”murtolukuversioksi”: pariu-
tuksessa kaarille annetaan vain kokonais-
lukuja 1 (kaari on mukana pariutuksessa)
tai 0 (kaari ei ole mukana pariutuksessa),
kun taas kaaripakkauksessa voidaan antaa
myös murtolukuja 0:n ja 1:n väliltä.
Oleellinen ero kaaripakkausten ja pa-
riutusten välillä on kuitenkin se, että mak-
simaalisen pariutuksen löytäminen vaatii
symmetrian rikkomista sykleissä, mutta
maksimaalisen kaaripakkauksen löytämi-
nen ei. Tätä on havainnollistettu seuraavas-
sa kuvassa — vasemmalla maksimaalinen
pariutus ja oikealla kaaripakkaus:
0,5
0,5 0,5
0,5
5.3 Kaaripakkauksen löytäminen
Osoittautuu, että tämä pieni ero riittää.
Maksimaalisia pariutuksia ei voi löytää pai-
kallisella algoritmilla, mutta maksimaali-
sia kaaripakkauksia voi löytää. Meidän tut-
kimusryhmämme on kehittänyt tähän on-
gelmaan kaksikin luonteeltaan erilaista al-
goritmia, joita voi lyhyesti luonnehtia seu-
raavasti:
• ”Puolitusalgoritmi” [12]: Algoritmi ete-
nee vaiheissa. Kussakin vaiheessa algo-
ritmi keskittyy ”väljiin” kaariin eli kaa-
riin, joihin liittyviä lukuja voi vielä kas-
vattaa. Joka vaiheessa algoritmi poistaa
yksittäiseen kaareen e liittyvästä väljyy-
destä joko kaiken tai täsmälleen puo-
let — ensimmäisessä tapauksessa kaa-
resta tulee ”tiukka” ja algoritmi on näil-
tä osin valmis; jälkimmäisessä tapauk-
sessa kaaren käsittely jatkuu seuraavas-
sa vaiheessa. Algoritmia analysoitaessa
havaitaan, että joka solmun ympäristös-
sä on kaaria, jotka muuttuvat tiukoiksi;
algoritmi siis koko ajan edistyy kohti
maksimaalista kaaripakkausta.
• ”Onnekas sattuma” [13]: Ensimmäises-
sä vaiheessa algoritmi kasvattaa kaariin
liittyviä lukuja ahneesti mutta turvalli-
sesti: lukuja kasvatetaan reippaasti, mut-
ta ne muodostavat joka tapauksessa kel-
vollisen kaaripakkauksen.
Ensimmäinen vaihe ei kuitenkaan vält-
tämättä löydä maksimaalista kaaripak-
kausta. Osoittautuu, että täsmälleen niis-
sä tilanteissa, joissa maksimaalista kaa-
ripakkausta ei löydetty, onnistuttiin löy-
tämään verkosta hiukan symmetrian rik-
komisessa auttavaa tietoa (esimerkik-
si solmuja, joilla on eri asteluvut). Toi-
sessa vaiheessa voidaan sitten täyden-
tää kaaripakkaus maksimaaliseksi hyö-
dyntämällä luvussa 4.2 mainittua Cole–
Vishkin-tekniikkaa ja ensimmäisessä
vaiheessa kerättyjä tietoja.
Teknisenä yksityiskohtana mainittakoon,
että nämä algoritmit ratkaisevat ongelman
nimenomaan verkoissa, joissa yhteen sol-
muun liittyvien kaarien määrä on rajattu.
Ilman tällaisia rajoituksia kaaripakkauksia-
kaan ei pysty löytämään.
5.4 Solmupeitteen approksimointi
Maksimaalisia kaaripakkauksia voidaan
siis löytää paikallisilla algoritmeilla, mutta
alkuperäisenä tavoitteenamme oli pienien
solmupeitteiden löytäminen. Maksimaali-
sen kaaripakkauksen avulla voidaan kuiten-
kin helposti löytää myös pieni solmupeite.
Riittää, että poimitaan joukkoonC kaik-
ki solmut, joihin liittyvien kaarien summa
on täsmälleen 1 — tätä on havainnollistettu
kuvassa 6b.
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Näin muodostettu joukko C on solmu-
peite. Jos jonkin kaaren e ∈ E päätepisteis-
tä kumpikaan ei olisi joukossa C, voisim-
me kasvattaa kaareen e liittyvää lukua hiu-
kan, mikä olisi ristiriidassa kaaripakkauk-
sen maksimaalisuuden kanssa.
Voidaan myös osoittaa, että joukko C
on enintään kaksi kertaa pienimmän solmu-
peitteen kokoinen. Kaaripakkausten avulla
voi siis löytää solmupeitteen 2-approksi-
maation samaan tapaan kuin maksimaalis-
ten pariutusten avulla.
6 Yhteenveto
Tässä kirjoituksessa olemme nähneet, mi-
tä tarkoitetaan hajautetuilla algoritmeilla
ja erityisesti paikallisilla algoritmeilla. Li-
säksi olemme nähneet joitakin edustavia
esimerkkejä paikallisiin algoritmeihin liit-
tyvistä tuloksista:
• Suuria pariutuksia ei ole mahdollista
löytää paikallisilla algoritmeilla.
• Pieniä solmupeitteitä puolestaan on
mahdollista löytää paikallisilla algorit-
meilla.
Oleellinen havainto on, että paikallisten al-
goritmien laadinnassa tarvitaan hyvin eri-
tyyppisiä tekniikoita verrattuna esimerkik-
si perinteisiin keskitettyihin algoritmeihin.
Myöskään intuitiomme siitä, mikä on tie-
tokoneelle helppoa tai vaikeaa ei suoraan
päde paikallisten algoritmien maailmassa:
• Maksimaalisen pariutuksen löytämi-
nen lienee yksinkertaisin mahdollinen
verkko-ongelma keskitettyjen algorit-
mien näkökulmasta, ja se on hyvin help-
po ratkaista ahneella algoritmilla.
• Paikallisten algoritmien näkökulmasta
maksimaaliset pariutukset ovat kuiten-
kin mahdoton ongelma — keskeinen
kompastuskivi on se, että pariutus edel-
lyttää symmetrian rikkomista.
Tämän vuoksi esimerkiksi solmupeitteen
2-approksimaation löytävä paikallinen al-
goritmi näyttääkin varsin erilaiselta kuin
vastaava keskitetty algoritmi. Kun keskitet-
ty algoritmi voi helposti etsiä maksimaali-
sen pariutuksen ja hyödyntää sitä pienen
solmupeitteen löytämisessä, paikallisen al-
goritmin tulee hyödyntää eri tekniikoita —
esimerkiksi maksimaalisia kaaripakkauk-
sia. Lisäksi maksimaalisten kaaripakkaus-
tenkaan löytäminen ei ole mitenkään il-
meistä paikallisilla algoritmeilla, mutta se
osoittautuu kuitenkin mahdolliseksi.
7 Lopuksi
Tiukasti paikallisten algoritmien tutkimus
on suhteellisen nuori ala; kiinnostus pai-
kallisia algoritmeja kohtaan alkoi toden
teolla vasta 2000-luvulla. Sekä positiivi-
sia että negatiivisia tuloksia julkaistaan ri-
peää tahtia; olen koonnut näistä yhteenve-
toa verkosta löytyvään kirjallisuuskatsauk-
seen [9].
Suuren osan alalla tehtävästä työstä voi
kiteyttää yhteen lauseeseen: oleellista on
esittää oikea kysymys. Paikallisten algo-
ritmien kaltaisia erittäin rajoittuneita las-
kennan malleja tutkittaessa on hyvin help-
po esittää vääriä kysymyksiä. Useimmiten
vastaus kysymykseen ”voisikohan ongel-
man X ratkaista paikallisella algoritmilla?”
on triviaalisti ”ei tietenkään!”
Tärkeää on hakea rajoja — etsiä kiintoi-
sia ongelmia, jotka ovat juuri sillä rajalla,
ettei olekaan ilmeistä, voiko ne ratkaista
paikallisesti. Maksimaaliset pariutukset ja
maksimaaliset kaaripakkaukset ovat hyvä
esimerkki näistä: pariutukset sattuvat sijait-
semaan hiukan rajan toisella puolella, kun
taas kaaripakkaukset juuri ja juuri onnistu-
vat paikallisesti.
Meidän tutkimusryhmässämme tehtä-
vää tutkimusta luonnehtii monellakin ta-
valla rajojen hakeminen. Esimerkiksi sol-
mupeitteen osalta tiedettiin jo ennestään,
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että kahta suurempaan approksimointisuh-
teeseen on mahdollista päästä paikallisesti,
kun taas kahta pienempään approksimoin-
tisuhteeseen ei ole mahdollista päästä. Ei
kuitenkaan tiedetty, onko mahdollista pääs-
tä täsmälleen approksimointisuhteeseen 2.
Tämän kysymyksen tutkiminen johti muun
muassa luvussa 5.3 mainittuihin uusiin tek-
niikoihin, joiden avulla voidaan löytää kaa-
ripakkauksia paikallisesti.
Rajojen hakeminen jatkuu edelleen. Mi-
tenköhän hyvin voidaan esimerkiksi pieniä
dominoivia kaarijoukkoja approksimoida
paikallisilla algoritmeilla [10]?
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