ABSTRACT. In this article, we prove that the following weighted Hardy inequality
Introduction
In the cases, when A ≡ 0, and c = 1, the Borel measure µ defined in (2) reduces to the Lebesgue measure on R d and so inequality (1) [15, p. 175f ] by Mitrinović, Pečarić, and Fink. Among them, we want shortly summarize the relation between the Hardy inequality with its optimal constant and the existence and nonexistence theory of nonnegative solutions of parabolic equations containing a critical potential. In 1984 Baras and J. Goldstein proved in [2] the following important result. Obviously, the phenomenon of existence and nonexistence is caused by the singular potential λ|x| −2 , which is controlled by Hardy's inequality (3) together with its optimal constant. Improvements of inequality (3) with or without reminder term of inequality (3) have been found, see for instance [4, 1997] by Brezis and Vázquez, [8, 1998 ] by García Azorero and Peral Alonso, [17, 2000] by Vázquez and Zuazua, [1, 2006] by W. Arendt, G. R. Goldstein, and J. A. Goldstein, as well as [10, 2011] by G. R. Goldstein, J. A. Goldstein and Rhandi, and served them in their studies about existence, nonexistence, and the qualitative behavior of solutions. In this way, for instance, the authors in [10] , have established first inequality (1) when d ≥ 3, p = 2, A ∈ R d×d is a positivedefinite symmetric matrix, and c is such that ρ dx = 1. Then, they proved the following result: In order to prove the nonexistence of global solutions of equation (5), the authors in [10] employ an approach in [5] due to Cabré and Martel. Comparing Theorem 2 with Theorem 1, one sees that the unbounded drift term Ax appearing in the symmetric Ornstein-Uhlenbeck operator L = −∆ + Ax, ∇· , has a strong influence on the qualitative behavior on the corresponding solutions of equation (5) .
In analogs with the two theorems above, we first state and prove in Section 2 of this article the weighted Hardy inequality (1). If p > d, then we deduce from inequality (1) a weighted Poincaré inequality. The proof of inequality (1) is here based on the so-called method of vector field first introduced by Mitidieri in [14] . Based on the same method, we state weighted Caffarelli-KohnNirenberg inequalities in Section 3. In the last section, we apply our Hardy inequality and use the optimality of the constant |d−p| p p to prove an existence and nonexistence result in dimension d = 1 of equation (5), where we replace the symmetric Ornstein-Uhlenbeck operator L in (5) by the nonlinear p-Kolmogorov operator
ρ . The p-Kolmogorov operator was first introduced by G. R. Goldstein, J. A. Goldstein and Rhandi in [9] . We will use an idea of Cabré and Martel in [5] . 
Main results
In this section, we study for 1 < p < +∞ the following weighted Hardy inequality with optimal constant. 
Furthermore, we can deduce from inequality (1) the following Poincaré inequality. To do so, we follow an approach introduced by Mitidieri in [14] . We take ε > 0, λ ≥ 0, which will be chosen later, and set
COROLLARY 2.2. If the matrix A is positive-definite, then for p > d,
and so
Since the set of infinitely differentiable functions with compact support lies dense in W 
And hence
Letting ε → 0+, applying Lebesgue's dominated convergence theorem and Fatou's lemma, we obtain that 
x for all x = 0, and since x t Ax ≤ |A| |x| 2 for all x ∈ R d , we have that
By the assumption, there are α 1 , α 2 > 0 such that
Hence for every β ∈ R, and in particular for β = γ or β = γ − 1 when we choose γ as in (7). Thus, ϕ(x) = |x| γ belongs to W 1,p µ , and in view of (8)- (10), we have that
and since lim
we have that
This shows that the constant |d−p| p p in inequality (1) is optimal.
Two weighted Caffarelli-Kohn-Nirenberg inequalities
We follow again the Ansatz as outlined in [14] and we prove for 1 < p < +∞ the following two weighted inequalities with optimal constant. Both inequalities reduce in the case p = 1, c = 1, A ≡ 0 to the famous Caffarelli-Kohn-Nirenberg inequalities [6] . Here and as above, the integral is taken over ]0, +∞[ if d = 1 and over 
, and proceed analogously as in the proof of Theorem 2.1. 
THEOREM 3.2. Let A ∈ R d×d be a symmetric positive semi-definite matrix, and let
β ∈ R. Then |d−(p+β)| p p |u| p |x| p+β dµ ≤ |∇u| p |x| β dµ + |d−(p+β)| p p−1 sgn(d − (p + β)) |u| p (x t Ax)
Application: A nonexistence result
In this section, we prove existence and nonexistence of nonnegative solutions to the pKolmogorov parabolic problem (13) . We define solutions in the following sense. Similar definitions can be found for example in [12] or [7] .
If such a function u is nonnegative a.e. on ]0, +∞[×]0, T[, then we call u a nonnegative weak solution locally off of zero of equation (11) . We call a function u a weak solution locally off of zero of initial value problem
u is a weak solution locally off of zero of equation (11) and satisfies
, +∞[) has a meaning. We call a weak solutions u locally off of zero of initial value problem (13) 
, there is at least one global nonnegative weak solution u off of zero of initial value problem (13) satisfying
is no global nonnegative weak solution u off of zero of initial value problem (13), which is bounded with values in L 2 µ (]0, +∞[).
In order to prove the second assertion of Theorem 4.1, we need to introduce the Steklov
Furthermore, we need the following two well-known lemmas. For a proof, we refer the interested reader, for instance, to the book [7] of DiBenedetto. 
LEMMA 4.3. If u is a weak solution locally off of zero of equation (11) and if g : R → R is Lipschitzcontinuous, then for every
PROOF. By a standard approximation argument, one sees that it is sufficient to prove the claim of this lemma for test-functions φ ∈ C 1 c (]0, +∞[). Thus, we fix φ ∈ C 1 c (]0, +∞[), and for fixed 0 < t < t + h < T, we take t 1 = t, t 2 = t + h, and multiply equation (12) by h −1 . Then equation (12) becomes
, and by the definition of Steklov averages, the last equality can be rewritten as
By the hypothesis, for any 
Now, by sending h → 0+ in the last equality and using Lemma 4.2 leads to equality (15) .
, then by Theorem 3.17 in [11] , for every nonnegative
, there exists at least one global nonnegative weak solution u off of zero of initial value problem (13) . Moreover, there is a sequence (u m ) m≥1 of strong solutions µ (]0, +∞[), and subsequently integrate from 0 to t for fixed t ≥ 0, then we obtain by Hardy's inequality (1) and by the Cauchy-Schwarz inequality that
By Lemma A.5 in the book [3] by Brezis, we can deduce from the last inequality that
, and by limit (16), we can send m → +∞ in the last inequality and see that u satisfies inequality (14) . Thus claim (i) of this theorem holds true. Let 1 < p < 2 and f ≡ 0. We suppose that there is a global nonnegative weak solution u off of zero of equation (11), with nonnegative initial value 
