Abstract. We consider the class of Levi nondegenerate hypersurfaces M in C n+1 that admit a local (CR transversal) embedding, near a point p ∈ M, into a standard nondegenerate hyperquadric in C N+1 with codimension k := N − n small compared to the CR dimension n of M. We show that, for hypersurfaces in this class, there is a normal form (which is closely related to the embedding) such that any local equivalence between two hypersurfaces in normal form must be an automorphism of the associated tangent hyperquadric. We also show that if the signature of M and that of the standard hyperquadric in C N+1 are the same, then the embedding is rigid in the sense that any other embedding must be the original embedding composed with an automorphism of the quadric.
with the classical one, is that it can be directly produced from an embedding into a hyperquadric and hence does not need any normalization procedure.
Our second main result is a rigidity property for embeddings into hyperquadrics (Theorem 1.6), where we show, under a restriction on the codimension, that any two embeddings into a hyperquadric of a given hypersurface coincide up to an automorphism of the hyperquadric.
Before stating our main results more precisely, we introduce some notation. Let H 2n+1 denote the standard Levi-nondegenerate hyperquadric with signature (0 ≤ ≤ n):
Since the hyperquadric H 2n+1 is clearly (linearly) equivalent to H 2n+1 N− , we may restrict our attention to ≤ n 2 . When = 0, H 2n+1 is the Heisenberg hypersurface, also denoted by H 2n+1 , which is locally biholomorphically equivalent to the unit sphere in C n+1 . For brevity, we shall use the notation ·, · for the standard complex-bilinear scalar product form of signature in C n : The dimension n will be clear from the context and we shall not further burden the notation by indicating also the dependence of ·, · on n. Recall that a smooth (C ∞ ) real hypersurface M in C n+1 is Levi-nondegenerate of signature (with ≤ n/2) at p ∈ M if it can be locally approximated, at p, by a biholomorphic image of H 2n+1 to third order, i.e. if there are local coordinates (z, w) ∈ C n × C vanishing at p such that M is deÞned, near p = (0, 0), by where A(z,z, u) is a smooth function which vanishes to third order at 0. (In fact, one can assume, after possibly another local change of coordinates, that the function A vanishes at least to fourth order at 0, cf. [CM74] .) In this paper, we shall consider formal hypersurfaces deÞned by formal power series equations of the form (1.3) and-more generally-of the (not necessary graph) form where A(z,z, w,w) is a real-valued formal power series vanishing at least to fourth order. Our motivation for considering equations of this form lies in the fact that they arise naturally in the study of Levi-nondegenerate hypersurfaces M ⊂ C n+1 admitting embeddings into hyperquadrics; see Proposition 1.2 and Section 5 for a detailed discussion. In this paper, we shall only concern ourselves with the formal study of real hypersurfaces and, hence, we shall identify smooth functions A(z, w,z,w) with their formal Taylor series in (z, w,z,w) at 0.
Given a formal power series A(Z,Z), Z = (z, w) ∈ C n × C, we can associate to it two linear subspaces V A ⊂ C (where as usual, in the special cases s = 0 and s = r, the corresponding void sums in (1.5) are understood to be zero). See also [D01] for conditions on A yielding s = 0. Moreover, it holds that the span of the φ j is equal to V A (indeed, in the linear algebra argument alluded to above, the φ j are chosen as a "diagonal" basis for V A ) and the collection of vectors
, where φ = (φ 1 , . . . , φ r ) and α is as above, spans C r . We should point out here, however, that for an arbitrary
], a number s ≤ r and the corresponding series A(Z,Z) deÞned by (1.5), it only holds, in general, that V A is contained in the span of the φ j . In the case where V A is strictly contained in the latter span, however, there is another representation of A in the form (1.5) with another collection of r < r formal power series. Before stating our main results, we give an auxiliary result relating H k to the class of hypersurfaces admitting formal (CR) embeddings into the hyperquadric H 2N+1 . Observe Þrst that, for ≥ n + 1 (and ≤ N/2, according to our convention), C n+1 can be linearly embedded into H 2N+1 via the map
Hence also any hypersurface M ⊂ C n+1 can be "trivially" embedded into H 2N+1 . In order to avoid this kind of embedding, we restrict our attention here to formal CR embeddings H:
We shall call such embeddings CR transversal. In particular, in the case M = H 2N+1 considered in present paper, CR transversality is equivalent to ∂H N+1 (0) = 0. It is easy to see that any CR embedding of a hypersurface M ⊂ C n+1 into H 2N+1 is automatically CR transversal. More generally, a CR embedding of (M, 0) into (M , 0), where M is Levi-nondegenerate with signature < n at 0, is CR transversal. Indeed, if it were not, then, as is well known, the Levi form of M at 0 must vanish on the complex tangent space of M at 0 and this cannot happen unless ≥ n. 
We shall use the notation Aut(H 2N+1 , 0) for the stability group of H 2N+1 at 0, i.e. for the group of all local biholomorphisms (C N+1 , 0) → (C N+1 , 0) preserving H 2N+1 . Recall that every T ∈ Aut(H 2N+1 , 0) is a linear fractional transformation of C N+1 (see e.g. (1.6) below or [BER00] for an explicit formula). Our Þrst main result states that a deÞning equation of the form (1.4) with A ∈ H k , k < n/2, is unique modulo automorphisms of the associated quadric. More precisely, we have the following: 
for some λ > 0, r ∈ R, a ∈ C n , σ = ±1 and an invertible n × n matrix U with zU,zŪ = σ z,z such that
where q = q(z, w) is the denominator in (1.6). , again by Proposition 1.2.
Our second main result of this paper is a rigidity result for formal embeddings into hyperquadrics of the same signature. Since the signature of M is ≤ n/2 (and then, in particular, < n) it follows that every formal embedding in this case is automatically CR transversal. 
where L:
If (M, p) is formally equivalent to (H 2n+1 n/2 , 0), then the conclusion of Theorem 1.6 fails. Indeed, if n = 2 , then the two embeddings L,
where L denotes the linear embedding as above and
cannot be transformed into each by composing to the left with T ∈ Aut(H 2N+1 , 0) (cf. e.g. the proof of Theorem 1.3). However, the following holds. We would like to point out that the conclusion of Theorem 1.6 fails in general when k 1 +k 2 ≥ n. Indeed, in the case k 1 = 0, k 2 = n, = 0, the linear embedding of the sphere can not be represented by a composition of any T ∈ Aut(H 2(n+k 2 )+1 , 0) and the Whitney embedding; cf. [Fa86, Hu99] . It can also fail in the case where the hyperquadric H 2N+1 is replaced by one with a greater signature. Such an example is given by the following: Example 1.8. Let k 1 = 0, k 2 = 2, = 0, and M = H 2n+1 . Then, for any formal power series φ(z, w), the map
embeds M in H 2(n+k 2 )+1 with = 1. Clearly, not every such mapping can be represented by a composition of some T ∈ Aut(H 2(n+k 2 )+1 , 0) and the linear embedding
However, the situation in Example 1.8 is essentially the only way in which the conclusion of Theorem 1.6 can fail in case of different signatures. The reader is referred to Theorem 5.3 (and the subsequent remark) below for the precise statement.
We should point out that if M ⊂ C n+1 is a smooth Levi-nondegenerate hypersurface and H j : M → H 2(n+k j )+1 , j = 1, 2, are smooth embeddings (rather than formal), then the sion of Theorem 1.6 (and, similarly, of Theorem 1.7) is, a priori, only that the Taylor series of T • L • H 1 and H 2 are equal at p. However, it then follows that T • L • H 1 and H 2 are equal also as smooth CR mappings. In the case = 0, this follows by applying a Þnite determination result due to the Þrst author and B. Lamel [EL02, Corollary 4], and in the case > 0, when the Levi form has eigenvalues of both signs, by using the well-known holomorphic extension of smooth CR mappings to a neighborhood of p.
The case of smooth CR embeddings in Theorem 1.6, for = 0 and k 1 = k 2 , was also treated, by a different method, in the authors' recent paper [EHZ02] and previously, for k 1 = k 2 = 1, by Webster [W79] . The case k 1 = 0, i.e. of mappings between hyperquadrics, is of special interest. This situation, for = 0, has been studied by Webster Fo89] , and the second author [Hu99] . We should mention that in many of the later papers treating the case k 1 = 0 and = 0 (mappings between balls), the focus has been on the study of CR mappings with low initial regularity (see also the survey [Hu01] ). We shall not address this issue in the present paper.
Admissible classes and unique solvability of the Chern-Moser operator.
In the celebrated paper [CM74] , S. S. Chern and J. K. Moser constructed a formal (or convergent in the case of a real-analytic hypersurface) normal form for Levi-nondegenerate hypersurfaces. In doing so, they introduced a linear operator L, which we shall refer to as the Chern-Moser operator, sending (n + 1)-
where ·, · is deÞned by (1.2). We shall think of the signature as being Þxed and suppress the dependence of L on in the notation. The fundamental importance of the Chern-Moser operator is that a formal normal form for Levi-nondegenerate hypersurfaces can be produced (as will be explained below) through the study of the unique solvability of L over certain spaces of formal power series.
Let us Þx n ≥ 1 and choose coordinates (z, w) ∈ C n × C with z = (z 1 , . . . , z n ). We shall also write w = u + iv ∈ R ⊕ iR. Let O denote the space of real-valued formal power series in (z,z, w,w) vanishing of order at least 2 at 0. In particular, any formal power series in (z,z, u) can be viewed as an element in O via the substitution u = (w +w)/2. Also, let F denote the space of (n + 1)-tuples ( f , g) of complex formal power series in (z, w) satisfying the following normalization condition (which characterizes the unit element of the automorphism group of H 2n+1 among those of the form (z, w) → (z + f (z, w), w + g(z, w)):
By an admissible class we shall mean a subset S ⊂ O such that the equation
has only the trivial solution ( f , g, A 1 , A 2 ) ≡ 0. Admissible classes can be useful in the study of equivalence problems: Let S be an admissible class and (M 1 , 0) and (M 2 , 0) be germs of (formal) Levi-nondegenerate real hypersurfaces at 0 deÞned respectively by equations of the form
Then it follows from the proof of Theorem 4.3 below that, if there is a (formal) holomorphic mapping of the form
to M 2 , it must be the identity map (and hence M 1 = M 2 ). We should also point out that if H is any (formal) biholomorphic mapping (not necessarily normalized as above) sending M 1 to M 2 , then there exists a unique automorphism T ∈ Aut(H 2n+1 , 0) such that H factors as H = T • H, where H is normalized as above (cf. e.g. Lemma 5.1 for a slightly more general statement). Thus, if there are two mappings H and G as above, both sending M 1 to M 2 , and which factor through the same automorphism T, i.e. H = T • H and G = T • G with H and G normalized as above, then H and G must be equal (since H −1 • G will satisfy (2.1) and send M 1 to itself). Hence, in this case a deÞning equation of the form (1.4) with A ∈ S is unique up to an action by the Þnite-dimensional stability group Aut(H 2n+1 , 0). However, in general, the action of Aut(H 2n+1 , 0) can be complicated, since an additional renormalization may be required to put M in the form (1.3) with A ∈ S after applying an automorphism T ∈ Aut(H 2n+1 , 0). If an admissible class S has the property that, for any A ∈ O, the equation
is always solvable with ( f , g) satisfying (2.1), then S is called a normal space. It follows from the deÞnition of an admissible class that such a solution ( f , g) must be unique. In the case when S is a normal space, any Levi-nondegenerate hypersurface of signature can be transformed into a hypersurface deÞned by (1.3) with A ∈ S. In [CM74] the authors construct an explicit normal space, which we call the Chern-Moser normal space and denote by N . Moreover, they prove there that, for a real-analytic M, its normal form and the associated transformation map are given by convergent power series.
In this paper, we shall introduce a new admissible class, which is different from the Chern-Moser normal space, and study the unique solvability property of the Chern-Moser operator for this class. Throughout this paper, for a formal power series A(z,z, w,w), we shall use the expansion
where A µνγδ (z,z) is a bihomogeneous polynomial in (z,z) of bidegree (µ, ν) for every (µ, ν, γ, δ).
DeÞnition 2.1. For every positive integer k, deÞne S k ⊂ O to be the subset of all real-valued formal power series A(z,z, w,w) with (z, w) ∈ C n ×C, satisfying either of the following equivalent conditions:
for some holomorphic polynomials φ j , ψ j with no constant or linear terms.
Note that, since A is real-valued, condition (i) implies also A µνγδ = 0 if µ + γ ≤ 1 and R(A µνγδ ) ≤ k if γ ≤ 1. Our main result regarding the set S k is the following uniqueness property. THEOREM 2.2. Given any A ∈ S n−1 , the equation
The conclusion of Theorem 2.2 reduces to a fundamental result of ChernMoser [CM74] , when the right-hand side in (2.3) is in their normal space N . Here, we recall that N consists of all formal power series α,β A αβ (u)z αzβ with |α|, |β| ≥ 2, and A 22 , A 23 , A 33 satisfying certain trace conditions as described in [CM74, pp 233] . It is clear that the right-hand side of (2.3), with A ∈ S n−1 , is in general not in the Chern-Moser normal space. For instance, A(z,z, w,w) := |w| 4 is easily seen to be in S 1 whereas A| w=u+ z,z is not in the Chern-Moser normal space N . Let φ j , ψ j , j = 1, . . . , n − 1, be germs at 0 of holomorphic functions in C n and H(z,z) a germ at 0 of a real-analytic function satisfying
Lemma 3.1 is the content of Lemma 3.2 in [Hu99] when = 0. Also, in the statement of [Hu99, Lemma 3.2], it is assumed that φ j (0) = ψ j (0) = 0. However, the argument there can be used for the proof of Lemma 3.1 without any change. We should also point out that in Lemma 3.1 it is enough to assume the identity
since the identity (3.1) then follows by a standard complexiÞcation argument. Using Lemma 3.1 and a simple induction argument, which we leave to the reader, we obtain the following generalization of Lemma 3.1. 
Proof of Theorem 2.2. Recall that the Segre variety Q (ξ,η) of H 2n+1 with respect to (ξ, η) ∈ C n × C is the complex hyperplane deÞned by
If we set
and then complexifying in the standard way, we obtain
which holds for (z, ξ, w, η) satisfying w − η = 2i z, ξ (or, if we think of (ξ, η) as being Þxed, for (z, w) ∈ Q (ξ,η) ). We shall also use the identity obtained by applying L j to (3.3):
In view of (2.1) we have the expansions
where f µν (z) and g µν (z) are homogeneous polynomials of degree µ. We also use the expansion (2.2). We allow the indices to be arbitrary integers by using the convention that all coefÞcients not appearing in (2.2) and (3.5) are zero. We now let w = 0, η = η(z, ξ) = −2i z, ξ in (3.3) and (3.4), and equate bihomogeneous terms in (z, ξ) of a Þxed bidegree (α, β). Comparing terms with β = 1 and β = 0 in (3.3) we obtain
For terms of a Þxed bidegree (α, β) with β ≥ 2, we have
where η = −2i z, ξ . Since R(A µγ0δ ) < n for all (µ, γ, δ), Lemma 3.2 implies A µγ0δ = 0 for η = −2i z, ξ and hence
In particular, in view of (3.2) and (3.6), we have
We now apply the same procedure (i.e. collect terms of a Þxed bidegree (α, β) in (z, ξ)) to (3.4) using (3.9). For β = 0 we then obtain no terms and for β = 1 and 2 respectively the identities
where we use the notation f µν = f µ,ν = ( f 1;µ,ν , . . . , f n;µ,ν ). Finally, for β ≥ 3, the same comparison yields
Using the assumption R(A µγ1δ ) < n and applying Lemma 3.2 as above, we conclude that f µν (z) = 0 for µ + ν ≥ 3. Substituting this into (3.8) we conclude that g µν (z) = 0 for µ + ν ≥ 3. Also, substituting f 21 (z) = 0 into (3.10) yields f 02 = 0. Since f 20 = 0 in view of (3.6), the identity (3.8) for (α, β) = (1, 2) implies g 11 = 0. It remains to show that ( f 11 (z), g 02 ) = 0, where we drop the argument z for g 02 since the latter is a constant. Rewriting (3.8) for α = β = 2 and the second identity in (3.10) for α = 1, we obtain respectively
Setting ξ =z and using the normalization (2.1), (3.11) implies
Recall that f j;11 (z) is a linear function in z that we write as f j;11 (z) = k f k j z k . Then the second identity in (3.12) can be rewritten as
from which we conclude that f j;11 (z) = c j z j for some c j ∈ R, j = 1, . . . , n. Substituting this into the Þrst identity in (3.12) we see that Re c j = 0 for all j and hence f 11 (z) = 0. Now the Þrst identity in (3.11) yields g 02 = 0. The proof is complete.
We mention that in DeÞnition 2.1, it is important to assume that φ j , ψ j have no linear terms in (z, w). Otherwise, the conclusion in Theorem 2.2 fails as can be easily seen by the example f (z, w) := (0, . . . , 0, −χ(z)), g := 0 and A := z n χ(z) + χ(z)z n with χ(z) being any holomorphic function in z vanishing at 0. Also the class S n−1 in Theorem 2.2 cannot be replaced by any S k with k ≥ n as the following example shows. 
Application to the equivalence problem.
In the situation of Theorem 2.2 we have shown that ( f , g) must vanish. In view of (2.3), it follows that the restriction of A to H 2n+1 also vanishes. However, it is easy to see that the full power series A(z,z, w,w) need not necessarily vanish. In this section we shall reÞne the class S n−1 to a smaller one S n−1 ⊂ S n−1 ⊂ O with the property that any A ∈ S n−1 which vanishes on H 2n+1 vanishes identically. (ii) for each Þxed (µ, ν, γ, δ), we can write
The property of S n−1 mentioned above is a consequence of the following statement.
LEMMA 4.2. Let A(z,z, w,w) with (z, w) ∈ C n × C be a formal power series in the class S n−1 . Assume that A(z,z, w,w)| w=u+i z,z ≡ 0 as a formal power series in (z,z, u). Then A(z,z, w,w) ≡ 0 as a formal power series in (z,z, w,w).
Proof. We use the expansion (2.2) for A. The same complexiÞcation argument as in the proof of Theorem 2.2 yields A(z, ξ, w, η) = 0forw = η + 2i z, ξ which can be rewritten as
Assume, in order to reach a contradiction, that A(z,z, w,w) ≡ 0. Then, there is a smallest nonnegative integer δ 0 such that A µνγδ 0 (z, ξ) ≡ 0 for some (µ, ν, γ). By factoring out η δ 0 (of course, if δ 0 = 0, then we do not need to factor anything) and setting η = 0, we obtain µ,ν,γ
Isolating terms of a Þxed bidegree (α, β) in (z, ξ), we deduce
By the deÞnition of the class S n−1 , we have R(A µνγδ 0 ) < n for every (µ, ν, γ). Hence Lemma 3.2, applied to the identities (4.1) for all (α, β), yields A µνγδ 0 ≡ 0 for all (µ, ν, γ) in contradiction with the choice of δ 0 . This completes the proof of the lemma.
Note that for α 1 , α 2 ∈ R, A 1 ∈ S k 1 , A 2 ∈ S k 2 , it holds that α 1 A 1 + α 2 A 2 ∈ S k 1 +k 2 . Hence Theorem 2.2 together with Lemma 4.2 imply that S k is an admissible class in the sense of Section 2 for k < n/2. Given a formal power series A(z,z, w,w), we associate to it a formal power series A 0 (z,z, u), with u ∈ R, deÞned by
in other words, A 0 can be viewed as the trace of A along the hyperquadric H 2n+1 . Thus, given a formal power series A ∈ S k , we can associate to it two formal hypersurfaces M 0 and M in C n+1 as follows: Proof. We shall prove the theorem when H maps M 1 to M 2 ; the proof of the other case is similar and left to the reader. By the implicit function theorem, M 1 can be represented by the equation
where A 1 is uniquely obtained by solving for v in the equation
Since the formal map H = id + ( f , g) =: (F, G) sends M 1 to M 2 , we have the following identity
when we set
As in [CM74] , we assign the variable z the weight 1 and w (as well as u and v) the weight 2. Recall that a holomorphic polynomial h(z, w) is then said to be weighted homogeneous of weighted degree σ if h(tz, t 2 w) = t σ h(z, w) for any complex number t. A real polynomial h(z,z, u) (resp. h(z,z, w,w)) is said to be weighted homogeneous of weighted degree σ, if for any real number t, h(tz, tz, t 2 u) = t σ h(z,z, u) (resp. h(tz, tz, t 2 w, t 2w ) = t σ h (z,z, w,w) ). In all cases, we write deg wt (h) = σ. (By convention, 0 is a weighted homogeneous holomorphic polynomial of any degree.) We shall denote by h (σ) the term of weighted degree σ in the expansion of h into weighted homogeneous terms.
It is sufÞcient to prove the following claim: (
for τ ≥ 1. For τ = 1, this follows directly from the assumptions. We shall prove the claim for a general τ ≥ 1 by induction. Assume that it holds for τ < σ.
Then, using the fact that, on M 1 ,
and collecting terms of weighted degree σ ≥ 2 in (4.3), we obtain
Since A 2 − A 1 ∈ S n−1 by the assumption, we conclude by Theorem 2.2 that
2 , which completes the induction. The proof of the theorem is complete.
Proof of Theorem 1.3. Let M 1 and M 2 be as in Theorem 1.3 and let H = (F, G) be a formal invertible mapping (C n+1 , 0) → (C n+1 , 0) sending M 1 to M 2 ; that is, (4.3) holds when (z, w) ∈ M 1 . By collecting terms of weighted degree 1 and 2, as in the proof of Theorem 4.3, we see that there are λ > 0, r ∈ R, a ∈ C n , σ = ±1 and an invertible n × n matrix U such that
where the linear transformation z → zU preserves the Hermitian product ·, · modulo σ, i.e. zU,zŪ = σ z,z . Observe that σ must be +1 unless = n/2. Now, let us deÞne T ∈ Aut(H 2n+1 , 0) by (1.6) (See e.g. [CM74] for the fact that T ∈ Aut(H 2n+1 , 0).) It is easy to verify that H := T −1 • H satisÞes the normalization condition (2.1). Also, a straightforward calculation, which is left to the reader, shows that H maps M 1 (via M 2 ) into a real (formal) hypersurface in C n+1 which can be deÞned by
where q(z, w) denotes the denominator in (1.6). Observe that if A 2 belongs to H k , then, in view of DeÞnition 1.1, so doesÃ 2 . Thus, by our assumptions, we have A 1 ∈ H k 1 and also A 2 ∈ H k 2 . Since H k ⊂ S k for all k as is easy to see, it follows from Theorem 4.3 that H ≡ id and A 1 ≡ A 2 . The conclusion of Theorem 1.3 now follows from (4.5) and the proof is complete.
Embeddings of real hypersurfaces in hyperquadrics.
Let M be as in Proposition 1.2 and H: (C n+1 , p) → (C N+1 , 0) be a formal holomorphic embedding sending M into H 2N+1 (with N ≥ n and ≤ N/2). We shall assume that H is CR transversal (i.e. ∂H N+1 ( p) = 0, see Section 1; also, recall that this is automatic when < n). Let us write H = (F, G) ∈ C N × C. The fact that H sends (M, 0) into (H 2N+1 , 0) means that
By collecting terms of weighted degree 1 and 2 as in the proofs of Theorem 1.3 and 4.3 and using the CR transversality assumption, we see that
for some σ = ±1, λ > 0, a ∈ C N , and an n × N matrix V of rank n satisfying
Observe that, in view of (5.3), if σ = −1 then ≥ n − . If < n − l, then we must have σ = 1. It will be convenient to renumber the coordinates z = (z 1 , . . . , z N ) ∈ C N , according to the sign of σ, so that
where s = − if σ = 1 and s = − (n − ) if σ = −1. We choose coordinates (z, w) ∈ C n × C, vanishing at p, such that M is deÞned by an equation of the form (1.4), where A vanishes to fourth order at 0. We shall need the following lemma. 
with dφ(0) = 0 and ( f , g) satisfying the normalization conditions (2.1).
Remark 5.2. Recall that if < n − then, as observed above, we must have σ = +1.
Proof. As mentioned above, H = (F, G) satisÞes (5.2), where λ > 0, a ∈ C N , and V satisÞes (5.3). Let r ∈ R be such that
By standard linear algebra, we can extend V to an N × N matrix U such that its Þrst n rows are the those of V and such that the linear transformation z → z U preserves the Hermitian form ·, · , i.e. z U,z Ū = z ,z . (Recall that ·, · is given by (5.4).) Now deÞne T: (C N+1 , 0) → (C N+1 , 0), as in the proof of Theorem 1.3 above, to be the element of Aut(H 2N+1 , 0) given by
where b = σaU −1 . A straightforward calculation, which is left to the reader, shows that T satisÞes the conclusion of the lemma. [Fo86] .) By DeÞnition 1.1, the fact that A is given by (5.8) means that R(A) ≤ N − n (but not necessarily that R(A) = N − n) and hence A ∈ H N−n . Also, observe that the linear subspace V A deÞned in the introduction is an R(A)-dimensional subspace of the span, over C, of the formal seriesφ 1 , . . . ,φ N−n . By choosing a basis ψ 1 , . . . , ψ R(A) for V A such that A is given by the analogue of (1.5) with ψ j instead ofφ j (cf. section 1), one can conclude using standard linear algebra that S(A) ≤ − when σ = +1 and S(A) ≤ N − − when σ = −1. Since σ = −1 is only possible if ≥ n − l, this proves one implication in Proposition 1.2.
For the other implication, we must show that given coordinates (z, w) ∈ C n × C vanishing at p such that M is deÞned by (1.4) with R(A) = k, then M admits a formal, CR transversal embedding into H 2N+1 with N = n + k and = min ( + S(A), N − − S(A)). Note that, since H 2N+1 is equivalent to H 2N+1 N− , it is enough to show that there is an embedding into H 2N+1 with = + S(A).
As pointed out in the introduction, if R(A) = k and S(A) = s, then there are formal power series (φ j (z, w)) 1≤j≤k such that
The map H(z, w) := (z, φ(z, w), w), where φ := (φ 1 , . . . , φ k ), deÞnes a formal, CR transversal embedding of M into H 2N+1 with N = n + k and = + s. This completes the proof of Proposition 1.2.
Proofs of Theorems 1.6 and 1.7. Let M, H 1 , H 2 , k 1 and k 2 be as in Theorem 1.6 and set N 1 := n + k 1 , N 2 := n + k 2 . Observe that, as was mentioned in the introduction, the embeddings H 1 , H 2 must be CR transversal, since = < n. Choose a local coordinate system (z, w) ∈ C n × C, vanishing at p ∈ M, such that M is given by an equation of the form (1.4). Let σ q = ±1 so that, in the notation of Lemma 5.1, (5.5) holds for H q . In view of the remark following the lemma, we must have σ q = +1 unless = = n/2. By Lemma 5.1, there are T q ∈ Aut(H 2Nq+1 , 0), q = 1, 2, with the following property: If we setH q :
where φ q have no constant or linear terms, and (
, where ( f q , g q ) both satisfy the normalization conditions (2.1). Let us Þrst consider the case = < n/2, so that σ q = +1. By making the local changes of coordinates (z q , w q ) = (F q (z, w) , G q (z, w)) = (z + f q (z, w), σ q w + g q (z, w)), for q = 1, 2, we observe, in view of the discussion in the proof of Proposition 1.2 above, that M is deÞned, in the coordinates (z q , w q ), by an equation of the form (1.4) with A = A q given by
where, for convenience, we have dropped the subscript q on the variables. Since k 1 + k 2 < n by the assumptions, Theorem 4.3 (or Theorem 1.3 for that matter) implies that (
) where (f ,g) also satisÞes the normalization conditions (2.1)) and
Let us writeφ 1 := (φ 1 , 0) ∈ C k 1 ×C k 2 −k 1 , so thatφ 1 has k 2 components (recall that k 2 ≥ k 1 ). Then it follows from (5.9) and [D93, Proposition 3, pp 102] that there exists a constant unitary transformation U of C k 2 such thatφ 1 ≡ Uφ 2 . Hence, by composingH 2 with a (unitary linear) automorphism T ∈ Aut(H 2N 2 +1 , 0), we
where L denotes the linear embedding as the statement of Theorem 1.6 (so that L •H 1 = (F 1 ,φ 1 , G 1 ) .) The conclusion of Theorem 1.6, with = < n/2, follows from the construction ofH q , q = 1, 2, and the easily veriÞed fact that any embedding L • T 1 , with T 1 ∈ Aut(H 2N 1 +1 , 0), is of the form
In the case = = n/2, we cannot exclude the case σ q = −1. We consider the local coordinates (z q , w q ) = (F q (z, w), σ q G q (z, w) ) and proceed as above. The exact same arguments show that (F 1 , σ 1 G 1 ) ≡ (F 2 , σ 2 G 2 ) and that
. Now, there are two cases to consider, namely σ 1 σ 2 = 1 and σ 1 σ 2 = −1. In the former case, the conclusion that
where T and L are as in the statement of the theorem, follows as above.
In the latter case σ 1 σ 2 = −1, we conclude from (5.10) that φ q,j ≡ 0 for q = 1, 2 and j = 1, . . . , N − n. Hence, M, in the coordinates say (z 1 , w 1 ), is equal to the quadric H 2n+1 n/2 and, hence, this case never occurs in the situation of Theorem 1.6. This completes the proof of Theorem 1.6.
To prove Theorem 1.7, we let H 2 = H and deÞneH 1 as above. Then, we deÞne Let us brießy consider the case where M is embedded into H 2N+1 with > . As demonstrated by Example 1.8, we cannot hope for the full conclusion of Theorem 1.6 in this case. In what follows, we assume that the signature of M is Þxed and that there is a CR transversal embedding of M into H 2(n+k 1 )+1 . For simplicity, we shall only consider the case where < n − , so that σ, deÞned by (5.5), must equal +1. (When ≥ n − there are different cases to consider, as in the proofs of Theorems 1.6 and 1.7 above.) We shall assume that the Hermitian product ·, · on C N , with N := n + k, is given by (5.4). A similar argument to the one in the proof of Theorem 1.6 above, yields the following result; the details of modifying the argument are left to the reader. 
where the φ q 's have no constant or linear terms.
Remark 5.4. In the setting of Theorem 5.3, let us suppose that k 2 −k 1 ≥ 2( 2 − 1 ) (the other case can be treated analogously). We write φ q = (φ 1 q , φ 2 q ) ∈ C q− × C kq− q+ . It then follows from Theorem 5.3, as in the proof of Theorem 1.6 above, that there exists a unitary transformation U of C k 2 + 1 − 2 such that L(φ 1 2 , φ 2 1 ) = U(φ 1 1 , φ 2 2 ), where L is the linear embedding of C k 1 + 2 − 1 into C k 2 + 1 − 2 via z → (z, 0). For instance, in the situation of Example 1.8 with n ≥ 2, where k 1 = 0, 1 = = 0, k 2 = 2, 2 = + 1 = 1 (so that 2 < n − = n and k 2 + 1 − 2 = k 1 + 2 − 1 = 1), we conclude that there is a unimodular complex number u such that φ 1 2 ≡ uφ 2 2 .
We conclude this paper with two more applications of our main theorems. As an application of the above corollary, we obtain remarkable families of pairwise locally inequivalent compact homogeneous hypersurfaces: Theorem 1.6 can also be viewed as interpolating between the extreme cases k 1 = k 2 ≤ n/2 and k 1 = 0, k 2 < n (both of which had been previously studied in the strictly pseudoconvex case; see the remarks above). We illustrate this with an example.
Example 5.7. Let M ⊂ C n+1 be a nonspherical ellipsoid, i.e., deÞned in real coordinates Z j = x j + iy j , j = 1, . . . , n + 1, by 
