Smooth shifts along flows by Maksymenko, Sergey
ar
X
iv
:m
at
h/
01
06
19
9v
2 
 [m
ath
.G
T]
  7
 Ju
l 2
00
4
SMOOTH SHIFTS ALONG TRAJECTORIES OF
FLOWS
SERGEY MAKSYMENKO
Abstract. Let Φ be a flow on a smooth, compact, finite-dimensional
manifold M . Consider the subset D(Φ) of C∞(M,M) consisting
of diffeomorphisms ofM preserving the foliation of the flow Φ. Let
also D0(Φ) be the identity path component of D(Φ) with compact-
open topology. We prove that under mild conditions on fixed points
of Φ the space D0(Φ) is either contractible or homotopically equiv-
alent to S1.
1. Introduction
Throughout, M will be a smooth (C∞) connected manifold and
D(M) be the space of diffeomorphisms of M . Let Φ be a smooth
flow on M , and FixΦ be the fixed-point set of Φ. Define the map
ϕ : C∞(M,R)→ C∞(M,M) by
ϕ(α)(x) = Φ(x, α(x)),
where α ∈ C∞(M,R) and x ∈ M . We will say that ϕ is the shift-map
along trajectories of Φ. If α ∈ C∞(M,R) and f = ϕ(α), then the
following statements can easily be checked:
(1) f is homotopic to idM ;
(2) f(ω) ⊂ ω for each trajectory ω of Φ. In particular, if z ∈ FixΦ,
then f(z) = z. Moreover,
(3) f is a local diffeomorphism at z, i.e., the corresponding tangent
map f ′(z) : TMz → TMz is an isomorphism.
Let E(Φ) ⊂ C∞(M,M) be the set of all maps f :M → M satisfying the
above conditions (2) and (3), D(Φ) be the intersection E(Φ) ∩ D(M),
and E0(Φ) and D0(Φ) be the identity path components of the spaces
E(Φ) and D(Φ) (respectively) in the compact-open topology. Evidently
Imϕ ⊂ E0(Φ).
We use the map ϕ to study the homotopy types of the spaces E0(Φ)
and D0(Φ). Take any r = 0, 1, . . . ,∞ and endow C∞(M,R) and
C∞(M,M) with the strong Whitney Cr-topologies and the spaces Imϕ,
D0(Φ), and E0(Φ) ⊂ C∞(M,M) with the induced ones. The following
theorem summarizes the results obtained in the paper.
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1.0.1. Theorem. Suppose for each fixed point z of Φ there exist local
coordinates (x1, . . . , xm) and a linear flow Ψ on R
n(n ≤ m) such that
z = 0 ∈ Rm and for all t in some neighborhood of 0 ∈ R, we have
p ◦ Φt = Ψt ◦ p, where p : Rm → Rn is the natural projection. Then
(A) Imϕ = E0(Φ) and ϕ : C∞(M,R) → E0(Φ) is either a home-
omorphism or a covering map with Z as a group of covering
slices. Also, the set ϕ−1(D0(Φ)) is convex if regarded as a sub-
set of the linear space C∞(M,R).
(B) If M is compact, then the inclusion D0(Φ) ⊂ E0(Φ) is a homo-
topy equivalence and these spaces are either contractible or have
the homotopy type of S1. They are contractible whenever Φ has
at least one non-closed trajectory or if the tangent linear flow
at some fixed point of Φ is trivial.
There are some applications of this theorem to Morse functions and
Morse-Smale flows similar to [1]. We will consider them in the next
papers.
The paper is organized as follows. In section 2 we recall the defini-
tions of Whitney topologies and some formulas concerning linear flows.
Section 3. We show that the set Zid = ϕ
−1(idM) is a subgroup of
C∞(M,R) and for each α ∈ C∞(M,R), we have ϕ−1ϕ(α) = {α+Zid}.
Thus the correspondence {α + Zid} 7→ ϕ(α), where α ∈ C∞(M,R),
is a bijection of the factor-group C∞(M,R)/Zid onto the image Imϕ.
Notice, however, that ϕ is not a homomorphism (see formulas (8)
and (9)). We also describe Zid in terms of the interior of FixΦ (Theo-
rem 3.2.4). In particular, we obtain that FixΦ is nowhere dense in M ,
i.e., IntFixΦ = ∅ if and only if Zid is either trivial or isomorphic to Z.
Section 4. There are two natural topologies on Imϕ: the factor-
topology of C∞(M,R) and the induced topology of the ambient space
C∞(M,M). Assuming IntFixΦ = ∅, we prove that under mild condi-
tions on fixed points of Φ, these topologies coincide (Theorem 4.0.9).
In this case ϕ : C∞(M,R) → Imϕ is either a homeomorphism or a
covering map.
Section 5. We study the set ΓΦ = ϕ
−1(D(M)). It is a union of two
disjoint, open subsets Γ+Φ and Γ
−
Φ corresponding to diffeomorphisms of
M preserving and reversing (respectively) orientation of trajectories
of Φ. We prove that Γ+Φ and Γ
−
Φ are convex if regarded as subsets
of the linear space C∞(M,R) (Theorem 5.0.11). Also, if f ∈ Imϕ
and z ∈ FixΦ, then the tangent map f ′(z) is an isomorphism whence
Imϕ ⊂ E0(Φ).
Section 6. A sufficient condition for the relation Imϕ = E0(Φ) is
given (Theorem 6.0.4). In this case we have ϕ(Γ+Φ) = D0(Φ).
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Sections 7 and 8. We show that Theorems 4.0.9 and 6.0.4 hold
true for a flow Φ that satisfies the conditions of Theorem 1.0.1 (Theo-
rem 7.0.2). This proves part (A) of Theorem 1.0.1.
Section 9. Assuming M is compact, we describe the homotopy type
of the spaces D0(Φ) and E0(Φ). This completes Theorem 1.0.1.
Finally, in section 10 we shortly discuss the closure of E0(Φ).
The author wishes to express his indebtedness to V. V. Sharko, H. Zi-
eschang, M. Pankov, E. Polulyah, A. Prishlyak, I. Vlasenko, E. Kud-
ryavtzeva, and O. Mozgova for many helpful conversations. The author
thanks the referee for referring him to the paper of J. Keesling and for
pointing to the closures of the sets D0(Φ) and E0(Φ). The author is
also grateful to Yu. A. Chapovsky for careful reading this manuscript
and correcting numerous misprints.
2. Preliminaries
2.1. Whitney topologies. In the sequel, all manifolds are assumed
to be smooth (C∞). Let us denote N0 = N∪{0} and N0 = N∪{0,∞}.
For a subset X of a topological space Y the symbols X , IntX , and
FrX = X \ IntX mean the closure, the interior, and the frontier of X
in Y , respectively.
LetM and N be manifolds, f ∈ C∞(M,N), x ∈ M , k ∈ N0. Denote
by [f ]kx the k-jet of f at x. Let J
k(M,N) be the manifold of k-jets from
M to N and d be a metric on Jk(M,N). For any k ∈ N0, the space
C∞(M,N) can be endowed with the “weak” and “strong” Whitney
topologies, which we denote by CkW and C
k
S, resp. (see e.g. Mather [4],
Hirsch [2].) Let us recall the definitions.
Let f ∈ C∞(M,N). Then a base of the weak CkW -topology on
C∞(M,N) at f consists of sets of the form
(1) N εK(f) = {g ∈ C
∞(M,N) | d([f ]kx , [g]
k
x) < ε, ∀x ∈ K},
where K ⊂ M is compact and ε > 0. For k = 0, this topology is often
called compact-open. A base of the strong CkS-topology on C
∞(M,N)
at f is generated by sets of the form
(2) N δ(f) = {g ∈ C0(A,B) | d
(
[g]kx , [f ]
k
x
)
< δ(x), ∀x ∈M},
where δ :M → (0,∞) is any continuous function.
Suppose A, B, A′, and B′ are manifolds, X ⊂ C∞(A,B), F : X →
C∞(A′, B′) is a map, r, r′ ∈ N0, and the symbols T and T ′ stand either
for “W” or “S”. We say that X is CrT -open (-closed, etc) if it is open
(closed) in the CrT -topology of C
∞(A,B). We say that F is C r,r
′
T,T ′-
continuous (-homeomorphism, -embedding) if F becomes continuous (a
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homeomorphism, an embedding) whenever C∞(A,B) and C∞(A′, B′)
are endowed with the topologies C rT and C
r′
T ′, respectively. If r = r
′
and T = T ′, then F is said to be CrT -continuous. Typical examples of
C rT -continuous maps are given, e.g., in Mather [4].
2.2. Flows. Let U ⊂M be an open, connected set and J = (−a, a) ⊂
R, where a > 0. A partial flow on U is a smooth map Φ : U ×J → M
with the following properties. If x ∈ U and t, s ∈ J , then
(1) Φ(x, 0) = x,
(2) Φ(Φ(x, t), s) = Φ(x, t + s) provided Φ(x, t) ∈ U and t+ s ∈ J .
If U = M and J = R, then we say that Φ is global. By Φt denote the
restriction of Φ to U×t, where t ∈ J . The trajectory of a point x ∈ U is
the set Φ(x×J ). There are three types of trajectories: constant (fixed
point), closed or periodic (homeomorphic image of S1), and non-closed
(one-to-one image of R). A point that is not fixed is called regular.
The period of a periodic point x is the least positive number Per x such
that Φ(x,Per x) = x.
The Jordan cell Jp(A) of a (k×k)-matrix A is the following (pk×pk)-
matrix:
Jp(A) =
∥∥∥∥∥∥∥∥
A 0 · · · 0 0
Ek A · · · 0 0
· · · · ·
0 0 · · · Ek A
∥∥∥∥∥∥∥∥

 p,
where Ek is the unit (k × k)-matrix. If α, β ∈ R, then we denote
(3) R(α, β) =
∥∥∥∥ α −ββ α
∥∥∥∥ .
It is well known that each square matrix with real entries is a conjugate
to a matrix of the form
(4) diag[Jk1(λ1), . . . , Jkm(λm), Jp1(R(α1, β1)), . . . , Jps(R(αs, βs))],
where λi ∈ R, (i = 1...m) and βj 6= 0 (j = 1...s) (see e.g. Theorem 2.2.5
in Palis J. and de Melo W. [6]). We also need the following formulas
(5) eR(α,β)t = eαt
∥∥∥∥ cos(βt) − sin(βt)sin(βt) cos(βt)
∥∥∥∥ ,
(6) eJk(A)t =
∥∥∥∥∥∥∥∥
eAt 0 · · · 0
t · eAt eAt · · · 0
· · · · · · · · · · · ·
tk−1
(k−1)!
· eAt t
k−2
(k−2)!
· eAt · · · eAt
∥∥∥∥∥∥∥∥ .
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3. Maps generated by smooth shifts.
Let Φ : U × J → M be a partial flow. Then Φ yields the shift
mapping ϕ : C∞(U,J )→ C∞(U,M) defined by
(7) ϕ(α)(z) = Φ(z, α(z)),
where α ∈ C∞(U,J ) and z ∈ M . If α ∈ C∞(U,J ), then we say that
f = ϕ(α) is a shift along trajectories of Φ by α and α is a shift-function
of f .
3.0.1. Lemma. For each r ∈ N0 and T =“W” or “S”, the map ϕ is
CrT -continuous.
Proof. Let ∗ : C∞(U,J ) → idU ∈ C∞(U,M) be the constant map,
where idU : U ⊂ M is the identity embedding. Then ϕ coincides with
the following composition:
C∞(U,J )
∗×id
−−→ C∞(U,M)× C∞(U,J )
≈
−→ C∞(U,M ×J )
Φ∗−→ C∞(U,M),
where the first arrow is the product of ∗ and the identity map of
C∞(U,J ), the second one is a natural CrT -homeomorphism, and the
third one is induced by Φ and is CrT -continuous as well (e.g. Mather [4]).

3.0.2. Proposition. If Φ is global, then the image Imϕ is a semigroup
and the intersection Imϕ ∩ D(M) is a subgroup of C∞(M,M).
Proof. Suppose α, β, γ ∈ C∞(M,R), f = ϕ(α), g = ϕ(β), h = ϕ(γ),
and h ∈ D(M). Let us show that f ◦ g and h−1 ∈ Imϕ. Consider the
functions
σf◦g = β + α ◦ g,(8)
σh−1 = −γ ◦ h
−1.(9)
Then it can easily be seen that ϕ (σf◦g) = f ◦g and ϕ (σh−1) = h
−1. 
3.0.3. Definition. The set Zid(ϕ) = ϕ
−1(idU), where idU : U ⊂ M is
the natural inclusion, will be called the kernel of ϕ.
Notice that, by formulas (8) and (9), ϕ is not a homomorphism.
Nevertheless the following lemma explains our terminology.
3.0.4. Lemma. Let α, β ∈ C∞(U,J ) be functions such that α − β ∈
C∞(U,J ). Then ϕ(α) = ϕ(β) if and only if α− β ∈ Zid.
Proof. The relation ϕ(α)(x) = Φ(x, α(x)) = Φ(x, β(x)) = ϕ(β)(x) for
x ∈ U is equivalent to the following one: Φ(x, α(x) − β(x)) = x, i.e.,
α− β ∈ Zid. 
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3.0.5. Corollary. Suppose Φ is global. Then Zid = ϕ
−1(idM) is a sub-
group of C∞(M,R) and ϕ−1◦ϕ(α) = {α+Zid} for each α ∈ C∞(M,R).
Thus there is a natural identification Imϕ ∼= C∞(M,R)/Zid. 
3.1. Regular points. Let y ∈ U be a regular point of Φ, α ∈ C∞(U,J ),
f = ϕ(α), and a = α(y). Then the point z = f(y) = Φa(y) is
also regular. Hence there exists a neighborhood W of z and local
coordinates (x1, . . . , xk) on W such that z = 0 and Φ(x1, . . . , xk, t) =
(x1 + t, x2, . . . , xk). Let V = f
−1(W ) ∩ Φ−a(W ) be a neighborhood of
y. Then α can be expressed on V in terms of f as follows:
(10) α(x) = p1 ◦ f ◦ Φ(x, a)− p1 ◦ Φ(x, a),
where p1 : R
n → R is the projection onto the first coordinate. This
relation will be often used. The first application is the local uniqueness
of functions µ ∈ Zid at regular points of Φ. (Corollary 3.1.2.)
3.1.1. Lemma. Let µ ∈ Zid, and let ω be a non-constant trajectory
of Φ. If ω is non-closed, then µ|ω = 0. Otherwise, µ|ω = nθ, where
θ = Perω and n ∈ Z.
Proof. If ω is non-closed, then for any x, y ∈ ω there exists a unique
number t ∈ J such that y = Φ(x, t). In particular, t = 0 iff x = y.
Thus µ|ω ≡ 0.
Let ω be closed, and x ∈ ω. Then the relation x = Φ(x, t) holds
iff t = nθ for some n ∈ Z. Since µ is continuous and the set {nθ} is
discrete, it follows that µ|ω is constant. 
3.1.2. Corollary. Let C be a component of the set of regular points of
Φ, x ∈ C be a point, and α, β ∈ C∞(U,J ) be such that ϕ(α) = ϕ(β).
If α(x) = β(x), then α|C = β|C. In particular, if α ∈ Zid and α(x) = 0,
then α|C = 0.
Proof. See formula (10). 
3.2. Fixed points.
3.2.1. Proposition. Let α, β ∈ C∞(U,J ) be such that α = β on U \
IntFixΦ. Then ϕ(α) = ϕ(β). In particular, α ∈ Zid iff β ∈ Zid.
Proof. Wemust show that ϕ(α)(y) = Φ(y, α(y)) = Φ(y, β(y)) = ϕ(β(y))
for all y ∈ U . For y ∈ U \FixΦ this holds by the condition α(y) = β(y).
If y ∈ FixΦ, then Φ(y, t) = y for all t ∈ R. Hence Φ(y, α(y)) =
Φ(y, β(y)) = y. 
3.2.2. Proposition. Let z ∈ Fr(FixΦ) and V = ∪λ∈ΛVλ be the union
of components Vλ of U \ FixΦ such that z ∈ Vλ for all λ ∈ Λ. If
µ ∈ Zid, then each of the following conditions (1) and (2) implies that
µ ≡ 0 on V .
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(1) The tangent linear flow at z is trivial, i.e., ∂Φ
∂x
(z, t) = En for all
t ∈ J . In particular, this holds for any point z ∈ Fr(IntFixΦ).
(2) µ(z) = 0.
For the proof we need the following lemma. Let M(n) be the space
of real square n× n matrices, En be the unit n × n matrix, and exp :
M(n)→ GLn(R) be the exponential map.
3.2.3. Lemma. Let {Ai}i∈N ⊂ M(n) be a sequence of matrices such
that for each i ∈ N the flow Φi(x, t) = eAitx has at least one closed
trajectory. Let θi be the minimum of periods of the closed trajectories
of Φi. If lim
i→∞
Ai = 0, then lim
i→∞
θi =∞.
Sketch of proof. Let A ∈ M(n) and Λ = {λk}
r
k=1 be the set of
eigenvalues of A such that λk = iβk for βk ∈ R \ {0}. Then it is
easily seen that the linear flow Φ(x, t) = eAtx has a closed trajectory
iff Λ 6= ∅. In this case the period of any closed trajectory of Φ is
≥ min
k=1...r
2pi
|βk|
. Now the lemma follows from the continuity of spectrums
of linear operators. 
Proof of Proposition 3.2.2. We will show that µ ≡ 0 on each com-
ponent Vλ. Suppose that Vλ contains a non-closed trajectory. Then
µ|Vλ ≡ 0 by Corollary 3.1.2. Thus suppose that Vλ consists of periodic
points only. Let {zi}i∈N ⊂ Vλ be a sequence of periodic points of Φ
converging to z as i → ∞. For each i ∈ N denote θi = Per zi. By
Lemma 3.1.1, µ(zi) = niθi for some ni ∈ Z. Then, by continuity of µ,
we get µ(zi) = niθi → µ(z) < ∞. Taking a subsequence of {θi}i∈N (if
necessary) we can assume that there exists a finite or an infinite limit
θ = lim
i→∞
θi ≥ 0.
We prove that in both cases (1) and (2), ni = 0 and therefore µ(zi) =
0 for all sufficiently large i ∈ N. Since each point zi ∈ Vλ is regular, it
follows that µ ≡ 0 on Vλ. This will complete our proposition.
Define Ψ : U × J → GLn(R) by Ψ(x, t) =
∂Φ
∂x
(x, t). Since Ψ(x, 0) =
En for all x ∈ U , it follows that the map ν = exp
−1 ◦Ψ : U × J →
M(n) is well defined on some neighborhood of (z, 0) in U × J . Thus
Ψ(x, t) = eν(x,t).
Notice that the restriction map Ψ(x, ∗) : J → GLn(R) is a local
homomorphism, i.e., it yields a linear flow on Rn. Hence A(x, t) =
A(x) = ν(x, t)/t does not depend on t ∈ J and Ψ(x, t) = eA(x)t.
We now show that for each periodic point x the flow Ψ(x, ∗) has
closed trajectories. Let F (x) = ∂Φ
∂t
(x, 0) be the vector field generating
Φ. Applying the operator ∂
∂t
to both parts of the relation Φ(Φ(x, t), s) =
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Φ(Φ(x, s), t) and then setting s = 0, we obtain
∂Φ
∂t
(Φ(x, t), 0) = ∂Φ
∂x
(x, t)∂Φ
∂t
(x, 0),
i.e., F (Φ(x, t)) = Ψ(x, t)F (x). Thus the vectors F (Φ(x, t)) and F (x) lie
on same trajectory of the flow Ψ(x, ∗). In particular, if x is a periodic
point of Φ, then Ψ(x,Per x)F (x) = F (x), i.e., the vector F (x) is a
periodic point of Ψ(x, ∗) and PerF (x) ≤ Per(x). Consider now the
cases (1) and (2) of our proposition.
(1) Suppose ∂Φ
∂x
(z, t) = Ψ(z, t) = En. Since Ψ(zi, t) → Ψ(z, t) = En,
it follows from Lemma 3.2.3 that θ = lim
i→∞
θi ≥ lim
i→∞
PerF (zi) = ∞.
Since lim
i→∞
niθi <∞, we get lim
i→∞
ni = 0.
(2) Let µ(z) = 0. We claim that θ = lim
i→∞
θi > 0. Since lim
i→∞
niθi =
µ(z) = 0, it will follow that lim
i→∞
ni = 0. Thus suppose θ = 0. Then
∂Φ
∂x
(z, t) ←−−−
i→∞
∂Φ
∂x
(zi, t) =
∂Φ
∂x
(zi, θi{t/θi}) −−−→
i→∞
∂Φ
∂x
(zi, 0) = En,
i.e., ∂Φ
∂x
(z, t) = En for all t ∈ J , where {t} is the fractional part of
t ∈ R. Then by (1) we get θ = ∞, which contradicts the assumption
θ = 0. 
3.2.4. Theorem. (1) Suppose IntFixΦ 6= ∅. Then
Zid = {µ ∈ C
∞(U,J ) | µ|U\IntFixΦ = 0}.
(2) Let IntFixΦ = ∅. Then either Zid = {0} or there exists a
function ν ∈ Zid such that ν(x) 6= 0 for all x ∈ U and for any
other µ ∈ Zid, we have µ = nν, where n ∈ Z. Thus if Φ is
global, then Zid is either 0 or Z.
Proof. (1) Let X = U \ IntFixΦ and µ ∈ C∞(U,J ). If µ|X = 0, then
by Proposition 3.2.1, we have µ ∈ Zid.
Conversely, let µ ∈ Zid. We will show that the set Y = µ−1(0) ∩X
is a nonempty, open-closed subset of X intersecting each component of
X . This implies µ|X = 0 whence Y = X .
Evidently, Y is closed. Moreover, by (1) of Proposition 3.2.2, we
have that µ|Fr(IntFixΦ) = 0. Thus Y ⊃ Fr(IntFixΦ) = Fr(X) 6= ∅. Since
U is connected, it follows that Fr(IntFixΦ) (and therefore Y ) intersects
each component of X . Finally, let z ∈ Y . Then, from Corollary 3.1.2,
we obtain that µ = 0 in some neighborhood of z in X whenever z is
regular. Suppose z ∈ FixΦ. Then by (2) of Proposition 3.2.2, µ = 0
in some neighborhood of z in X . Thus Y is open in X .
(2) Let IntFixΦ = ∅. For each x ∈ U define τx : Zid → R by
τx(µ) = µ(x), where µ ∈ Zid. Then by Corollary 3.1.2 and by (2) of
Proposition 3.2.2, τx is injective. Moreover, it follows from Lemma 3.1.1
SMOOTH SHIFTS ALONG TRAJECTORIES OF FLOWS 9
that for each regular point x of Φ the set Imτx is a discrete subset of R
consisting of some integer multiples of some θ ∈ R. Suppose Zid 6= {0}.
Since J is a connected neighborhood of 0 ∈ R, we see that there exists
a number g ∈ Imτx dividing all elements of Imτx. Then the function
ν = τ−1x (g) satisfies the statement of the theorem. 
3.2.5. Proposition. Suppose IntFixΦ = ∅. Then each of the following
two conditions implies that Zid = {0}.
(1) The tangent flow at some fixed point z ∈ FixΦ is trivial;
(2) Φ has at least one non-closed trajectory.
Proof. Let µ ∈ Zid. From (1) of Proposition 3.2.2 and Lemma 3.1.1
it follows that both conditions (1) and (2) imply that there exists a
point x ∈ U such that µ(x) = 0. Since IntFixΦ = ∅, it follows from
Theorem 3.2.4 that µ ≡ 0 on U . 
4. Local sections of ϕ
Suppose that Φ is global. Then by Corollary 3.0.5, the map ϕ has
the following decomposition:
(11) ϕ : C∞(M,R)
ϕ˜
−→ C∞(M,R)/Zid
j
−→ Imϕ ⊂ C∞(M,M),
where ϕ˜ is the factor-map and j is the bijection {α + Zid} 7→ ϕ(α).
Suppose C∞(M,R) and C∞(M,M) are endowed with some topolo-
gies. Recall that the corresponding factor-topology on C∞(M,R)/Zid
is defined as follows: a subset W ⊂ C∞(M,R)/Zid is open iff ϕ˜
−1(W )
is open in C∞(M,R). Then j is continuous iff so is ϕ. In general, j is
not a homeomorphism, i.e., the factor-topology of Imϕ from C∞(M,R)
can differ from the induced topology of the ambient space C∞(M,M).
For the case IntFixΦ = ∅ we give a sufficient condition for j to be a
homeomorphism in the related strong Whitney topologies. It requires
existence of weakly continuous local sections of ϕ at each fixed point
of Φ. For purposes of Theorem 1.0.1, we will consider flows depending
on a parameter.
Let Φ be a partial flow andDk be an open k-dimensional disk. Define
the partial flow Φ˜ : (U×Dk)×J → M×Dk as the product of Φ by the
trivial flow on Dk, i.e., Φ˜(x, τ, t) = (Φ(x, t), τ), where (x, τ, t) ∈ U ×
Dk×J . For each open subset V ⊂ U×Dk formula (7) yields a shift-map
ϕV : C
∞(V,J ) → C∞(V,M) of Φ˜ by ϕV (α)(x, τ) = Φ(x, τ, α(x, τ)),
where (x, τ) ∈ V and α ∈ C∞(V,M).
4.0.6. Proposition. The map ϕ is locally injective in CrS-topology of
C∞(U,J ) for any r ∈ N0 iff IntFixΦ = ∅. In this case there exists a
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continuous function δ : U → (0,∞) such that for any open V ⊂ U×Dk
and α ∈ C∞(V,J ) the restriction of ϕV to the C0S-neighborhood
(12) MδV = {β ∈ C
∞(V,J ) | |α(x, τ)− β(x, τ)| < δ(x), ∀(x, τ) ∈ V }
of α is injective and MδV ∩ {M
δ
V + µ} = ∅ for each µ ∈ Zid provided
µ 6= 0. Hence, if Φ is global, then ϕ˜ is covering map.
Proof. Suppose IntFixΦ 6= ∅. Let α ∈ C∞(U,J ) and let N be any
CrS-neighborhood of α in C
∞(U,J ). Then there exists β ∈ N such
that α = β on M \ IntFixΦ, whence ϕ(α) = ϕ(β) by Lemma 3.2.1.
Thus ϕ is not injective.
Let IntFixΦ = ∅. We will construct a function δ satisfying the
statement of our proposition. From the proof of Proposition 3.2.2 it
follows that for each x ∈ U there exists a compact neighborhood Wx of
x and a number τx > 0 such that τx is less than the half of the period
of any closed trajectory of Φ passing through Wx. If Wx intersects no
periodic trajectories, then we set τx = 1. Since M is paracompact,
there exists a continuous function δ : U → (0, 1) such that δ(x) < τx
for all x ∈ U . Then δ satisfies the statement of our proposition. 
4.0.7. Definition. Suppose IntFixΦ = ∅. A point z ∈ U is said to
be an (S)k-point of Φ if for any sufficiently small open neighborhood
V ⊂ U × Dk of (z, 0) with compact closure V , and any function α ∈
C∞(V,J ) there exists a C0W -neighborhood M ⊂ C
∞(V,J ) of α such
that the restriction of ϕV toM is injective and the inverse map (ϕV )−1 :
ϕV (M)→M is CrW -continuous for each r ∈ N0. A point is (S) if it is
(S)k for each k ∈ N0.
Let us explain this definition in more details. From Proposition 4.0.6,
we see that for any open neighborhood V ⊂ U×Dk of (z, 0) there exists
a C0W -neighborhood M ⊂ C
∞(V,J ) of α such that the restriction of
ϕV to M is injective (e.g., we may put M =MδV ). Thus, on M, the
relation g(x, τ) = Φ(x, τ, β(x, τ)) is equivalent to β(x, τ) = Ψ(x, τ, g),
where Ψ is some function. Then a point z is (S)k whenever Ψ induces a
continuous map ϕV (M)→M in the weak Cr-topologies. In particular,
this holds whenever Ψ is smooth in (x, τ) and continuously depend on
all partial derivatives of g near (z, 0) up to order r. For instance, the
following lemma is a direct corollary of formula (10).
4.0.8. Lemma. Any regular point of a flow is (S). 
4.0.9. Theorem. Suppose IntFixΦ = ∅ and each fixed point z ∈ FixΦ
of Φ is (S)0. For any α ∈ C∞(U,J ) let
Mδ =Mδ(α) = {β ∈ C∞(U,J ) | |β(x)− α(x)| < δ(x), ∀x ∈ U}
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be a C0S-neighborhood of α in C
∞(U,J ) such that the restriction ϕ|Mδ is
injective. Then the inverse map ϕ−1 : ϕ(Mδ)→Mδ is CrS-continuous
for any r ∈ N0. Hence, for global Φ, the map ϕ : C∞(M,R)→ Imϕ is
a covering map in the CrS-topologies for any r ∈ N0.
For the proof we need the following statement.
4.0.10. Lemma. Let M and N be smooth manifolds, f ∈ C∞(M,N),
and r ∈ N0. Let also {Ui}i∈Λ be a locally finite family of open subsets
of M and for each i ∈ Λ let Ui be a CrW -neighborhood of the restriction
f |Ui in the space C
∞(Ui, N). Define pi : C
∞(M,N) → C∞(Ui, N) by
f 7→ f |Ui for f ∈ C
∞(M,N), and let U˜i = p
−1
i (Ui). Then U˜ = ∩
i∈Λ
U˜i is
a CrS-neighborhood of f in C
∞(M,N).
Proof. Since pi is C
r
W -continuous, it follows that for each i ∈ Λ the
set U˜i contains a base CrW -neighborhood N
εi
Ki
(f |Ui) of f |Ui defined by
formula (1), where Ki ⊂ Ui is compact and εi > 0. Note that {Ki}i∈Λ
is locally finite and M is paracompact. So there exists a continuous
function δ : M → (0,∞) such that δ(x) < εi for x ∈ Ki. Let N˜ =
N δ(f) be the open CrS-base neighborhood of f in C
r(M,N) defined by
formula (2). Then, obviously, N˜ ⊂ U˜ . 
Proof of Theorem 4.0.9. From Lemma 4.0.8 and the assumption of
the theorem we obtain that each z ∈ U is an (S)0-point of Φ. Let
r ∈ N0, d be a metric on Jr(U,J ), and δ̂ : U → (0,∞) be a con-
tinuous function such that the base CrS-neighborhood M
δ̂ = {β ∈
C∞(U,J ) | d([α]rx , [β]
r
x) < δ̂(x), ∀x ∈ U} of α (see formula (2)) lies
in Mδ. Hence ϕ|Mδ̂ is injective. Let us prove that ϕ(M
δ̂) contains a
CrS-neighborhood of f = ϕ(α) in Imϕ, i.e., there exists an open neigh-
borhood N˜ of f in C∞(U,M) such that Imϕ ∩ N˜ ⊂ ϕ(Mδ̂). Since δ̂
can be chosen arbitrary small, we will get that ϕ−1 is CrS-continuous
on ϕ(Mδ).
Since U is paracompact, there exist two at most countable locally
finite coverings {Ui}i∈Λ and {Ki}i∈Λ of U such that Ui is open and
Ki ⊂ Ui is compact. Moreover, using the (S)0 property of points,
we may assume that for each i ∈ Λ there exists a C0W -neighborhood
Mi of α|Ui in C
∞(Ui,J ) such that the restriction of ϕUi to Mi is a
CrW -embedding for all r ∈ N0.
Let di be a metric on J
r(U,J ) and εi = inf
x∈Ki
δ̂(x). Define a CrW -
neighborhood N εiKi(α|Ui) of α|Ui by formula (1), with d = di, and set
M ′i = N
εi
Ki
(α|Ui)∩Mi. Then the image Ni = ϕUi(M
′
i) is a C
r
W -neigh-
borhood of f |Ui in C
∞(Ui,M) for all r ∈ N0.
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Let pi : C
∞(U,M) → C∞(Ui,M) be the “restriction to Ui” map-
ping and N˜i = p
−1
i (Ni). Since {Ui}i∈Λ is locally finite, it follows
from Lemma 4.0.10 that the intersection ∩
i∈Λ
N˜i contains some CrS-open
neighborhood N˜ of f . One can easily verify that N˜ ∩ Imϕ ⊂ ϕ(Mδ̂).
This proves the theorem. For the convenience of the reader we give the
following commutative diagram illustrating our constructions.
Mδ̂ ⊂ C∞(U,J ) −−−→ C∞(Ui,J ) ⊃ M ′i = N
εi
Ki
(α|Ui) ∩Mi
ϕ
y ϕy ϕUiy ϕUiy
ϕ(Mδ̂) ⊂ C∞(U,M)
pi−−−→ C∞(Ui,M) ⊃ ϕUi(M
′
i) = Ni.
5. Shifts that are diffeomorphisms
The following Theorem 5.0.11 gives a precise description of the set
ΓΦ = ϕ
−1(D(M)) = ϕ−1(Imϕ ∩ D(M)) ⊂ C∞(M,R).
5.0.11. Theorem. Suppose that Φ is a global flow on M , F (z) =
∂Φ
∂t
(z, 0) be the vector field generating Φ and α ∈ C∞(M,R). Then
f = ϕ(α) is a diffeomorphism of M if and only if f is proper (f−1(K)
is compact for each compact K ⊂M) and the following inequality holds
at each z ∈M :
(13) dα(F (z)) 6= −1.
Moreover, f preserves orientation of trajectories iff dα(F (z)) > −1.
Proof. The necessity is implied by the following lemma.
5.0.12. Lemma. The tangent map f ′(z) : TMz → TMz is an isomor-
phism if and only if (13) holds true at z.
Proof. We can assume α(z) = 0. Otherwise, set β = α − α(z) and
g = ϕ(β). Then β(z) = 0, dβ(F ) = dα(F ), and g′(z) is an isomorphism
iff so is f ′(z).
So let α(z) = 0. Then f(z) = z. Let us choose a local chart at z
such that z = 0 ∈ Rn and calculate the determinant |f ′(z)| of f ′(z).
We claim that
(14) |f ′(z)| = 1 + dα(F (z)).
This will prove our lemma. For simplicity we consider only the case
n = 2. The general case is analogous. Let Φ = (A,B), where A(x, y; t)
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and B(x, y; t) are coordinate functions of Φ at this chart. Then
|f ′(z)| = |Φ′(z;α(z))| =
∣∣∣∣ Ax + At αx Ay + At αyBx +Bt αx By +Bt αy
∣∣∣∣ =
=
∣∣∣∣ Ax AyBx By
∣∣∣∣+
∣∣∣∣ At AyBt By
∣∣∣∣ αx+
∣∣∣∣ Ax AtBx Bt
∣∣∣∣ αy =
∣∣∣∣ Ax AyBx By
∣∣∣∣ (1 +Xαx + Y αy) ,
where, by Cramer’s formulas, the vector (X, Y ) is a solution of the
following linear equation∥∥∥∥ Ax AyBx By
∥∥∥∥
∥∥∥∥ XY
∥∥∥∥ =
∥∥∥∥ AtBt
∥∥∥∥ .
Since α(z) = 0, we have Φα(z) =
∥∥∥∥ Ax AyBx By
∥∥∥∥ = id and (At, Bt) =
F (z), whence (X, Y ) = F (z). It remains to note that Xαx + Y αy =
dα(X, Y ) = dα(F (z)). 
Sufficiency. Suppose f is proper and (13) holds at each z ∈ M .
Then f ′ is non-degenerate at each z ∈ M and it remains to show that
f is bijective. Since f(ω) ⊂ ω for each trajectory ω of Φ, we should
establish that f(ω) = ω and f |ω is one-to-one. This is evident for
fixed points. Let ω be a regular trajectory. Since f ′ is non-degenerate,
it follows that the restriction f |ω : ω → ω is a proper map having
no critical points and homotopic to a diffeomorphism. Hence f |ω is
one-to-one. 
5.0.13. Corollary. Let z ∈ FixΦ and α ∈ C∞(M,R). Then the map
ϕ(α) is a local diffeomorphism near z.
Proof. Since F (z) = 0, we see that dα(F (z)) = 0 > −1. 
5.1. Decomposition of ΓΦ. Define the subsets Γ
+
Φ and Γ
−
Φ of C
∞(M,R)
by
Γ+Φ = {α ∈ ΓΦ | dα(F (x)) > −1, ∀x ∈M},
Γ−Φ = {α ∈ ΓΦ | dα(F (x)) < −1, ∀x ∈M}.
Then Γ+Φ ∩ Γ
−
Φ = ∅. Moreover, from Theorem 5.0.11 we get ΓΦ =
Γ+Φ ∪ Γ
−
Φ.
5.1.1. Lemma. For each r ∈ N0 the sets Γ
+
Φ and Γ
−
Φ are C
r
S-open in
C∞(M) and convex if regarded as subsets of the linear space C∞(M).
Proof. Since D(M) is CrS-open in C
∞(M,M), and ϕ and differentiating
along the vector field are CrS-continuous, we obtain that Γ
+
Φ and Γ
−
Φ
are also open. Let us prove that Γ+Φ is convex. The proof for Γ
−
Φ is
analogous.
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Let α0, α1 ∈ Γ
+
Φ, αs = sα0 + (1 − s)α1, and fs = ϕ(α) for s ∈
[0, 1]. Then dαs(F ) = s dα0 + (1 − s) dα1 > −1, whence f ′s(x) is an
isomorphism for each x ∈ M . By the arguments similar to the proof
of sufficiency in Theorem 5.0.11, fs is injective. Let us show that fs is
onto.
First consider the flow Ω : (M ×R)×R →M ×R on M ×R defined
by the formula Ω(x, t, s) = (x, t+ s). Then the mapping Φ :M ×R→
M gives rise to the factorization of the flow Ω onto the flow Φ, i.e.,
Φ ◦ Ωs = Φs ◦ Φ for all s ∈ R. Indeed,
Φ ◦ Ωs(x, t) = Φ(x, t + s) = Φ(Φ(x, t), s) = Φs ◦ Φ(x, t).
Let α ∈ C∞(M,R), f(x) = Φ(x, α(x)), α˜ = α ◦ Φ : M × R → R, and
f˜ :M×R→M×R be the shift along trajectories of Ω by the function
α˜, i.e., f˜(x, t) = Ω(x, t, α˜(x, t)) = (x, t + α ◦ Φ(x, t)). Then it is easily
seen that
(15) Φ ◦ f˜ = f ◦ Φ.
Now let us define α˜s = αs ◦ Φ and f˜s(x, t) = Ω(x, t, α˜s(x, t)). Then
(16)
f˜s(x, t) = (x, t+α˜s(x, t)) = (x, s(t+α˜0(x, t)) + (1−s)(t+α˜1(x, t)) ).
By assumption, f0 and f1 are onto. Then, by (15), so are f˜0 and f˜1.
It follows from formula (16) that so is f˜s for each s ∈ [0, 1]. Hence,
by (15), ft is onto. 
Let us illustrate Lemmas 5.0.12 and 5.1.1 by applying them to the
flow Φ(x, t) = x+ t on R. Let α ∈ C∞(R,R) and f(x) = Φ(x, α(x)) =
x+α(x). Then the Lie derivative of α with respect to Φ coincides with
the usual derivative α′. Hence the inequality α′(z) 6= −1 is equivalent
to f ′(z) 6= 0 (compare with Lemma 5.0.12). Notice that R is a unique
trajectory of Φ. So the space of diffeomorphisms of R preserving (re-
versing) the orientation of this trajectory coincides with the space of
smooth monotone functions with positive (negative) derivative. There-
fore, these spaces are open and convex (compare with Lemma 5.1.1).
6. Describing the image Imϕ
Let Φ be a global flow on M . Define the subset E(Φ) ⊂ C∞(M,M)
to be consisting of maps f such that
(1) f(ω) ⊂ ω for each trajectory ω of Φ,
(2) f ′(z) : TMz → TMz is an isomorphism for each z ∈ FixΦ.
By definition, put D(Φ) = E(Φ)∩D(M) and let E0(Φ) andD0(Φ) be the
identity path components of the corresponding spaces E(Φ) and D(Φ)
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in the C0W -topologies. The next lemma follows from Corollary 5.0.13
and definitions.
6.0.2. Lemma. Imϕ ⊂ E0(Φ) and ϕ(Γ
+
Φ) ⊂ D0(Φ). 
6.0.3. Definition. Let Dk be the k-dimensional disk, k ∈ N0. A point
z ∈ FixΦ is an (E)k-point of Φ if there exists an open neighborhood V
of z such that the following holds true:
Suppose α : (V \ FixΦ) × Dk → R is a C∞-function such that the
mapping f : (V \ FixΦ) × Dk → M defined by f(x, t) = Φ(x, α(x, t))
has a C∞-extension onto V × Dk. Then α has a C∞-extension onto
V ×Dk.
A point z is (E) if it is (E)k for any k ∈ N0.
6.0.4. Theorem. Suppose IntFixΦ = ∅ and each fixed point of Φ is
(E)0. Then
Imϕ = E0(Φ),(17)
ϕ(Γ+Φ) = D0(Φ).(18)
Proof. It is easy to see that (17) implies (18). So let us prove (17).
Note that the C0W -topologies of the spaces C
∞(M,R) and C∞(M,M)
coincide with the compact-open ones. This allows us to consider ho-
motopies instead of continuous maps from I into these spaces.
Let f ∈ E0(Φ). We will show that there exists a function α ∈
C∞(M,R) such that f = ϕ(α). By definition of E0(Φ), there exists
a continuous map ν : I → C∞(M,M) such that ν(0) = idM and
ν(1) = f . We will construct a map ν˜ : I → C∞(M,R) such that
ν = ϕ ◦ ν˜. Then f = ν(1) = ϕ ◦ ν˜(1) ∈ Imϕ. Since ν(0) = idM , we can
set ν˜(0) = 0.
In the “homotopy” language, the previous paragraph means that
there exists a homotopy F : M × I → M such that F (x, t) = ν(t)(x),
F (x, 0) = x and F (x, 1) = f(x). Our aim is to construct a homotopy
Λ˜ : M × I → R such that F (x, t) = ϕ(ν˜(t))(x) = Φ(x, Λ˜(x, t)) and
Λ˜(x, 0) = 0. We have that Λ˜ is defined on M × 0 by Λ˜(x, t) = x and
we must extend it to M × I.
Let ω be a regular trajectory of Φ, x ∈ ω, and p : R→ ω be defined
by p(t) = Φ(x, t). Note that F (x × I) ⊂ ω and F (x, 0) = x. Then
there exists a unique function Λ˜x : I → R such that Λ˜x(0) = 0 and
F (x, t) = p ◦ Λ˜x(t) = Φ(x, Λ˜x(t)) for all t ∈ I.
Indeed, suppose ω is homeomorphic to the circle S1. Then p is a
covering map and our statements follow from the covering homotopy
property for p. If ω is a non-closed trajectory, then p is continuous
and bijective, though possibly not a homeomorphism. Nevertheless
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the restriction of p to any compact subset of R is a homeomorphism,
as being a continuous and injective map from a compact space into a
Hausdorff space. So we put Λ˜x = p
−1 ◦ F .
Define Λ˜ on (M\FixΦ)×I by Λ˜(x, t) = Λ˜x(t). Then by formula (10),
where α can depend on a parameter, Λ˜(x, t) is C∞ in x for each t ∈ I.
Thus for each t ∈ I the C∞-map Ft has the C∞ shift-function Λ˜t
defined on M \ FixΦ. Let x ∈ FixΦ. Then by the condition (E)0
for x, Λ˜t can be C
∞-extended onto some neighborhood of x remaining
a shift-function for Ft. Since FixΦ is nowhere dense in M , all these
extensions are coherent and yield a well-defined C∞-extension of Ft.
In particular f = F1 = ϕ(Λ1). 
6.1. A point that is not (E)0. Consider the differential equation on
R: dx
dt
= xn, (n ≥ 2) and let Φ be the corresponding local flow defined
on the interval I = (−a, a), a > 0. Evidently Φ has exactly three
trajectories: (−a, 0), 0 and (0, a). We will show that the origin 0 is not
a (E)0-point of Φ.
Proof. Note that the space E(I,Φ) consists of C∞-functions f on I
preserving the sign of points and such that f ′(0) > 0. Therefore it
is path connected in C0W -topology, i.e., E0(I,Φ) = E(I,Φ). Let f ∈
E(I,Φ). Then f(0) = 0 and f ′(0) > 0. Therefore, by the Hadamard
lemma (see formula (27)), f(z) = zg(z), where g is a unique C∞-
function on I such that g(0) = f ′(0) > 0.
Let us calculate the time α(z) between points z and f(z), where
z ∈ I.
α(z) =
∫ f(z)
z
dt =
∫ f(z)
z
dx
xn
=
zn−1 − f(z)n−1
(n− 1)f(z)n−1zn−1
=
1− g(z)n−1
(n− 1)f(z)n−1
=
1− g
zn−1
·
1 + g + g2 + · · ·+ gn−2
(n− 1)gn−1
.
It follows that α is C∞ at 0 if, and only if, f = z+ znh(z), where h is a
C∞-function on R (equivalently f(0) = 0, f ′(0) = 1 and f (k)(0) = 0 for
k = 2, . . . , n− 1). Thus for each n ≥ 2, we have Imϕ 6= E0(I,Φ). 
Note that in these cases the flow Φ is not linear. We will prove in
the next section that Imϕ = E0(I,Φ) for linear flows.
7. Regular factors and extensions of flows
We prove here that fixed points of “regular” extensions of linear
flows are (S) and (E). Let us represent Rm+n as Rm × Rn and denote
its points by (x, y), where x ∈ Rm and y ∈ Rn. Let also Um and Un
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be open disks in Rm and Rn (respectively) with centers at the origins
and Um+n = Um × Un.
7.0.1. Definition. Let Φ : Um+n×J → Rm+n and Ψ : Um×J → Rm
be partial flows and pm : R
m+n → Rm be the natural projection. Then
Ψ is a regular factor of Φ and Φ is, in turn, a regular extension of Ψ
whenever for each t ∈ J the following condition holds:
(19) pm ◦ Φt = Ψt ◦ pm.
Flows Φ and Ψ are regularly equivalent when they are regular factors
of each other. A flow Φ is regularly minimal if it is nonconstant and
each of its regular nonconstant factors is regularly equivalent to Φ.
Rewriting Φ in the coordinates (x, y, t) ofRm×Rn×R we see that (19)
is equivalent to the following representation:
(20) Φ(x, y, t) = (Ψ(x, t), B(x, y, t)) ,
where B : Um+n × J → Rn is a C∞-map. Thus Ψ is the “former”
coordinate function of Φ and does not depend on y.
It follows from the Hadamard lemma that any C∞-map f : Rn → Rm
such that f(0) = 0 can be represented in the form f(x) = A(x) · x,
where x ∈ Rn, and A(x) is a C∞ (m × n)-matrix. Suppose now that
in Definition 7.0.1 the origin 0 is a fixed point of Φ. Then formula (20)
can also be rewritten in the matrix form as
(21) Φ(x, y, t) =
∥∥∥∥ P (x, t) 0Q(x, y, t) R(x, y, t)
∥∥∥∥ ·
∥∥∥∥ xy
∥∥∥∥ ,
where P,Q,R are C∞-matrices of dimensions m×m, m× n and n ×
n, respectively, such that P does not depend on y. Hence Ψ(x, t) =
P (x, t)x.
7.0.2. Theorem. Let Φ : Um+n×J → Rm+n be a nontrivial partial flow
such that the origin zm+n = 0 ∈ Rm+n is a fixed point of Φ. Suppose
there exists a linear flow Ψ(x, t) = eAtx on Rm such that Φ is a regular
extension of Ψ at zm+n. Then zm+n is (S) and is an (E)-point of Φ.
Proof. First we show that the properties (S) and (E) are inherited by
regular extensions (Lemmas 7.0.3 and 7.0.4). Then we prove them for
linear flows. So let Φ and Ψ be the flows of Definition 7.0.1, zm =
0 ∈ Rm and zm+n = 0 ∈ Rm+n be the origins, Dk be an open k-disk,
Un+k = Un ×Dk and Um+n+k = Um × Un ×Dk.
7.0.3. Lemma. The origin zm+n is an (S)-point for Φ whenever so is
zm for Ψ.
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Proof. Let V ⊂ Um+n+k be an open neighborhood of (zm+n, 0) with
compact closure V and α ∈ C∞(V,R). Then the following diagram is
commutative:
C∞(V,R) C∞(V,R)
φ
y yψ
C∞(V,Rm+n)
Pm−−−→ C∞(V,Rm)
where φ(α)(x, y, s) = Φ(x, y, α(x, y, s)), ψ(α)(x, y, s) = Ψ(x, α(x, y, s)),
and Pm(h) = pm ◦ h for α ∈ C∞(V,R) and h ∈ C∞(V,Rm+n).
Let δφ : U
m+n → (0,∞) and δψ : Um → (0,∞) be functions satisfy-
ing the statement of Proposition 4.0.6 for the flows Φ and Ψ respectively
and such that δφ(x, y) ≤ δψ(x). Define two C0S-neighborhoods of α in
the space C∞(V,R) by
Mψ = {β ∈ C
∞(V,R) | |α(x, y, s)− β(x, y, s)| < δψ(x)},
Mφ = {β ∈ C
∞(V,R) | |α(x, y, s)− β(x, y, s)| < δφ(x, y)}.
Then Mφ ⊆ Mψ and the restrictions ψ|Mψ and φ|Mφ are injective.
Hence the inverse mapping φ−1 : φ(Mφ) → Mφ coincides with the
composition ψ−1◦Pm. By the condition (S)n+k for zm with respect to Ψ,
the inverse map ψ−1 : ψ(Mψ)→Mψ is CrW -continuous for all r ∈ N0.
Since Pm is also C
r
W -continuous, we see that so is φ
−1 = ψ−1 ◦ Pm. 
7.0.4. Lemma. The origin zm+n is an (E)-point for Φ whenever so is
zm for Ψ.
Proof. Let α ∈ C∞(Um+n+k,J ) be such that the map
f(x, y, s) = Φ(x, y, α(x, y, s)) = (Ψ(x, α(x, y, s)), B(x, y, s))
has a C∞-extension to Um+n+k. We will show that α has a C∞-
extension to Um+n+k. First note that
(22) (Um \ FixΨ)× (Un+k) ⊂ (Um+n \ FixΦ)× Uk.
Indeed, it is obvious that FixΦ ⊂ FixΨ× Un. Then
(Um \ FixΨ)× Un ⊂ Um+n \ FixΦ.
Multiplying both sides of this relation by Uk we get (22). Since zm
is an (E)n+k-point of Ψ, we obtain that α has a C∞ extension onto
Um+n+k. 
To complete the theorem it remains to prove that for each nontrivial
linear flow Ψ on Rm the origin zm is (E) and (S). Notice that we may
consider regularly minimal linear flows only. They are described by the
following lemma. The proof is immediate and will be omitted.
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7.0.5. Lemma. A nonconstant linear flow Ψ(x, t) = eAtx is regularly
minimal iff the matrix A is a conjugate to one of the following matrices:
(1) J1(λ) = ‖λ‖, λ 6= 0, Ψ(x, t) = xe
λt, x ∈ R;
(2) R(α, β) =
∥∥∥∥ α −ββ α
∥∥∥∥ , β 6= 0, Ψ(z, t) = ze(α+βi)t, z ∈ C;
(3) J2(0) =
∥∥∥∥ 0 10 0
∥∥∥∥ , Ψ(x, y, t) = (x+ ty, y), (x, y) ∈ R2.
Let F denote either R or C, U be an open neighborhood of the origin
0 ∈ F,
◦
U = U \ {0} be a “punctured” neighborhood of 0, Ψ be a linear
flow on F generated by one of the corresponding matrices (1)-(3) of
Lemma 7.0.5 (in the case (3) we identify C with R2), and ψ be the
corresponding shift-map of Ψ.
Let σ :
◦
U×Dk → R be a C∞-function such that h(x, τ) = ψ(σ)(x, τ) =
Ψ(x, τ, σ(x, τ)) is C∞ on U × Dk. We will show that σ can be C∞-
extended to U ×Dk and obtain explicit formulas expressing σ in terms
of h. They will imply the properties (S) and (E). The proof is based
on two lemmas.
7.0.6. Lemma. Let Ψ be a flow as in cases (1) or (2) of Lemma 7.0.5.
Then there exists a unique smooth function γ : U ×Dk → F such that
h(z, τ) = z · γ(z, τ) and γ(0, τ) 6= 0 for all τ ∈ Dk.
7.0.7. Lemma. The map Z : C∞(U×Dk,F)→ C∞(U×Dk,F) defined
by Z(h)(z, τ) = z · h(z, τ) is a CrW -embedding (i.e., a homeomorphism
onto the image in the CrW -topologies) for each r ∈ N0.
Assuming that these lemmas hold consider the following cases of Ψ.
(1) We have h(x, τ) = Ψ(x, σ(x, τ)) = xeλσ(x,τ) for x 6= 0. Since
0 ∈ FixΨ, it follows that h(0, τ) = 0. From Lemma 7.0.6 we get
h(x, τ) = xγ(x, τ). Hence γ(x, τ) = eλσ(x,τ) and γ(0, τ) = h′x(0, τ) > 0.
Thus
(23) σ(x, τ) =
1
λ
ln γ(x, τ).
(2) Denote ω = α + iβ. Then h(z, τ) = zeωσ(z,τ) for z 6= 0. Using
Lemma 7.0.6 we get h(z, τ) = zγ(z, τ), where γ is C∞. Hence γ(z, τ) =
eωσ(z,τ). Now we separate the cases of α. If α 6= 0, then
(24) σ(z, τ) =
1
2α
ln
(
γ(z, τ)γ(z, τ)
)
=
1
2α
ln |γ(z, τ)|2 .
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Suppose α = 0. Then γ(z, τ) = eiβσ(z,τ). It follows that σ is not unique
and is determined up to a constant summand,
(25) σ(z, τ) =
1
β
arg(γ(z, τ)) +
2pik
β
, k ∈ Z.
(3) In this case, FixΨ = {(x, 0) | x ∈ R} and
h(x, y, τ) = Ψ(x, y, σ(x, y, τ)) = (x+ yσ(x, y, τ), y)
for y 6= 0. Let h1(x, y, t) = x + yσ(x, y, τ) be the first coordinate
function of h. Then σ = (h1 − x)/y for y 6= 0. Note that the function
H(x, y, τ) = h1(x, y, τ)−x is C∞ and H(x, 0, τ) ≡ 0. Therefore we can
apply the Hadamard lemma to H and obtain a unique C∞ function
γ : U ×Dk → R such that H(x, y, τ) = yγ(x, y, τ). Hence
σ(x, y, τ) =
h2(x, y, τ)− x
y
= γ(x, y, τ).(26)
From formulas (23)-(26) we see that in all cases the function σ has
a C∞ extension to some neighborhood of 0 ∈ F. This implies the
condition (E) for Ψ at 0 ∈ F. Furthermore, let V be any small open
neighborhood V of 0. It follows from Lemma 7.0.7 and these formulas
that there exists a C0W -neighborhood of h|V in C
∞(V,R) such that the
correspondence h|V 7→ γ|V 7→ σ|V is CrW -continuous. Hence 0 is an
(S)-point of Ψ. To complete the proof Theorem 7.0.2, we must prove
Lemmas 7.0.6 and 7.0.7.
Proof of Lemma 7.0.7. Note that Z is linear, injective, and CrW -
continuous for any r ∈ N0. Let us verify the CrW -continuity of the
inverse map Z−1.
For each compact set K ⊂ U × Dk and r ∈ N0, consider the norm
‖·‖r,K on C
∞(U × Dk,F) defined by ‖h‖r,K =
r∑
i=0
sup
x∈K
|Dih(x)|, where
|Dih(x)| denotes the sum of absolute values of all derivatives of h of
degree i. If K runs over all compact subsets of U×Dk, the norms ‖·‖r,K
generate the CrW -topology in C
∞(U ×Dk,F). Let h ∈ C∞(U ×Dk,F)
and γ = Z(h) = zh. The following inequality implies our lemma and
can be easily verified:
‖γ‖r,K ≤ |z|‖h‖r−1,K + ‖h‖r,K ≤
(1 + |z|)‖h‖r,K ≤ (1 + diamK)‖h‖r,K . 
8. Proof of Lemma 7.0.6
(1) In this case the lemma follows from the well-known Hadamard
lemma. Indeed, since h(x, τ) = eλσ(x,τ)x is C∞, we see that h(0, τ) = 0
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for all τ . Then
(27) h(x, τ) =
x∫
0
∂h
∂t
(t, τ)dt = x
1∫
0
∂h
∂t
(t · x, τ)dt.
Denoting the last integral by γ(x, τ), we get that h(x, τ) = xγ(x, τ), γ
is C∞, and γ(0, τ) = h′(0, τ) 6= 0 for each τ ∈ Dk.
(2) Let us denote ω = α + iβ. Then h(z, τ) = eωσ(z,τ)z, so we must
put
(28) γ(z, τ) = eωσ(z,τ), ∀z 6= 0.
Hence
(29) σ =
1
2α
ln |γ|2 =
1
β
arg γ, ∀z 6= 0.
8.0.8. Lemma. The function γ satisfies the following equation:
(30) Im(ω γ dγ¯) = 0.
Proof. From (28) we get dγ = ωγdσ. Multiplying both sides of this
formula by dγ¯ and taking into account that dσ and dγdγ¯ are real, we
see that so is ω γ dγ¯. 
To complete the proof of our lemma we separate the cases α 6= 0 and
α = 0.
8.0.9. Lemma. If α 6= 0, then the functions σ and γ are C∞.
Proof. It suffices to prove that |γ(z)|2 is C∞. Indeed, since h is a
diffeomorphism at 0, there exist constants c and C such that 0 < c <
|h(z)|/|z| = |γ(z)| < C in some neighborhood of 0 ∈ C. Thus, if |γ|2 is
C∞, then by (29) and (28) so are σ and γ.
Now, let us expand formula (30),
ω γ dγ¯ = ω
h
z
d
(
h¯
z¯
)
=
ω h
z
·
z¯ dh¯− h¯ dz¯
z¯2
=
zz¯ · ω h dh¯− hh¯ · ω z dz¯
(zz¯)2
.
Since zz¯, hh¯ are real, the relation (30) is equivalent to the following
one:
hh¯ · Im(ω z dz¯) = zz¯ · Im(ω h dh¯),
whence
(31) |γ|2 · Im(ω z dz¯) = Im(ω h dh¯).
Substituting dz¯ = ω¯ = α − iβ in the last formula we get Im(ω z ω¯) =
y|ω|2. Then the left side of equation (31) becomes equal to |γ(x, y)|2 ·
y|ω|2. This function is C∞ and so is the right-hand side. It follows
from the Hadamard lemma that |γ|2 is also C∞. 
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Suppose now that α = 0. Then Ψ(z, t) = eiβtz and β 6= 0. Therefore,
(32) zz¯ = hh¯.
In fact, this is just another expression of (30) for our case α = 0.
8.0.10. Claim.
∂nh
∂z¯n
(0) = 0 for each n = 1, 2, . . .
For the proof we need the following lemma.
8.0.11. Lemma. Let h : Rn → Rn be a C1-diffeomorphism such that
h(0) = 0. Let h′(0) : Rn → Rn be the tangent map of h at 0, and
g : Rn → R be a continuous homogeneous function of degree k, i.e.,
g(tx) = tkg(x) for t > 0 and x ∈ Rn. If g = g ◦ h then g = g ◦ h′(0).
Proof. Let x ∈ Rn and t > 0. Then
g(x) =
g(tx)
tk
=
g(h(tx))
tk
= g
(
h(tx)
t
)
→
t→0
g ◦ h′(0)(x). 
Proof of Claim 8.0.10. Let h(z) = p(z)+iq(z), where p, q ∈ C∞(C,R).
We will use the induction in n. Let n = 1. Then the relation (32)
means that h preserves the homogeneous polynomial β(x, y) = x2+y2.
It follows from Lemma 8.0.11 that so does h′(0). Hence h′(0) is an
orthogonal matrix and ∂h
∂z¯
(0) = 0. Thus h′z(0) coincides with multi-
plication by eia, where a ∈ [0, 2pi), whence h(z) = eiaz + ε2, where
ε2 = o(|z|
2). Let us define γ(0) = eia. Then γ becomes continuous at
0.
Suppose we have proved the lemma for n− 1. Then
h(z) = eiaz + A(z)z + bz¯n + εn+1,
where A(z) is a polynomial in the variables z and z¯, 1 ≤ degA ≤ n−1,
and b = 1
n!
∂nh
∂z¯n
(0). Thus we have to prove that b = 0.
Substituting h in formula (32) we obtain
zz¯ = hh¯ = zz¯ + A(z)zz¯ + bz¯n+1 + A¯(z)zz¯ + b¯zn+1 + θn+2,
where θn+2 = o(|z|n+2). Hence
b¯zn+1 + (A(z) + A¯(z))zz¯ + bz¯n+1 = −θn+2
The right part of this equality is a function of order |z|n+2, while the
left one is a polynomial of degree ≤ n + 1 in the variables z and z¯.
Hence all the coefficients of this polynomial are zeros. Since the first
two summands contain a multiple z, we obtain that the coefficient at
z¯n is b. Hence b = 0. 
The following lemma is left to the reader.
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8.0.12. Lemma. Let ε : C→ C be a C∞-function such that ε = o(|z|k).
Define τ : C→ C by τ(z) = ε(z)/z for z 6= 0 and τ(0) = 0. Then τ is
Ck−2. 
Now we can complete the case (2). It follows from Claim 8.0.10 that
for each n ∈ N the Taylor expansion of degree n of h at 0 has the form
h(z) = νn−1z + εn+1, where νn−1 is a polynomial of degree n − 1 in
the variables z and z¯ and εn+1 = o(|z|
n+1). Hence γ(z) = h(z)/z =
νn−1+εn+1/z. Applying Lemma 8.0.12 to the remainder εn+1/z, we see
that this function is Cn−1. Hence so is γ for any n ∈ N, i.e., γ is C∞.
Lemma 7.0.6 is proved. 
9. Proof of Theorem 1.0.1
Let Φ be a global flow on M such that for each fixed point z of Φ
there exist local coordinates (x1, . . . , xn) and a nontrivial linear flow Ψ
on Rm(0 < m ≤ n) such that z = 0 and for all t in some neighborhood
of 0 ∈ R we have pm ◦ Φt = Ψt ◦ pm, where pm : Rn → Rm is a natural
projection.
Then IntFixΦ = ∅, since this holds for linear flows. Moreover, it
follows from Theorem 7.0.2 that Φ satisfies the conditions (E) and (S)
at each point z ∈ FixΦ. Then by Theorems 4.0.9 and 6.0.4 we obtain
that Imϕ = E0(Φ), the map ϕ : C
∞(M,R) → Imϕ is covering, and its
group of covering slices is either 0 or Z. Finally, by Theorem 6.0.4 and
Lemma 5.1.1, the set Γ+Φ = ϕ
−1(D0(Φ)) is a convex subset of the linear
space C∞(M,R).
Suppose now that M is compact. Let X denote either C∞(M,R) or
Γ+Φ. Then the image Y = ϕ(X) is either E0(Φ) or D0(Φ), respectively.
Evidently X is a Fre´chet manifold, whence so is Y , as being its image
under the covering map ϕ. It follows that Y has the homotopy type
of a CW-complex, (e.g., Palais [5]). Since X is contractible, we get
that Y is aspherical, i.e., pin(Y ) = 0 for all n ≥ 2. By Theorem 3.2.4,
pi1(Y ) is either 0 or Z. Thus Y is either contractible or homotopically
equivalent to S1.
Since Zid = ϕ
−1(idM) ⊂ Γ
+
Φ, we see that the embedding D0(Φ) ⊂
E0(Φ) induces an isomorphism of all homotopy groups and is, therefore,
a homotopy equivalence. Finally, suppose that either Φ has at least one
non-closed trajectory, or the tangent linear flow at some fixed point of
Φ is trivial. Then by Proposition 3.2.5, Zid = 0, whence D0(Φ) and
E0(Φ) are contractible. 
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10. The closure of E0(Φ)
By Theorem 1.0.1, in most cases the sets E0(Φ) and D0(Φ) are con-
tractible. Nevertheless, as the referee of this paper noted, their clo-
sures are likely not so. For example, in the article [3] of J. Keesling
the homeomorphisms group G of a solenoid Σ is considered. The path-
component C of the unit element e in Σ is a dense one-parametric
subgroup φ : R → Σ such that φ is one-to-one. Then C and C = Σ
are of different homotopy types. It is proven that the identity path
component Gid of G is homotopically equivalent to C while the closure
of Gid has the homotopy type of Σ.
Notice that for each closed subset K ⊂M the set
Inv(K) = {f ∈ C∞(M,M) | f(K) ⊂ K}
is closed in C∞(M,M) with the topology of point-wise convergence.
Therefore it is closed in each Whitney topology of C∞(M,M). Thus,
if Φ is a global flow on M , then the set Inv(Φ) = ∩
ω
Inv(ω), where ω
runs over all trajectories of Φ, is closed in the Whitney topologies of
C∞(M,M). Clearly, E(Φ) ⊂ Inv(Φ). Hence E0(Φ) ⊂ Inv0(Φ), where
Inv0(Φ) is the identity path component of Inv(Φ) in compact-open
topology. The following lemma is not hard to prove.
10.0.13. Lemma. Let Φ be a global flow defined on a connected subset
of R. Then E0(Φ) = Inv0(Φ).
However, in general, it seems to be a problem to prove this equality
as well as to establish that Inv0(Φ) is closed. Consider, for instance, an
irrational flow Φ on the n-torus T n. Each trajectory of Φ is everywhere
dense in T n, whence Inv(Φ) = C∞(T n, T n). Let d be a metric on
C∞(T n, T n) yielding the compact-open topology. Since T n is ANR, it
follows that two continuous mappings f, g : T n → T n are homotopic
provided d(f, g) is sufficiently small. Therefore each path-component
of C∞(T n, T n) is open. Hence it is also closed as the complement to
the union of all other ones. Thus Inv0(Φ) is closed.
Notice that Φ has no fixed points. Therefore it satisfies the con-
ditions of Theorem 1.0.1, whence Imϕ = E0(Φ). Thus the statement
E0(Φ) = Inv0(Φ) would mean that Imϕ is the unity path-component of
C∞(T n, T n), i.e., that for any ε > 0 each smooth mapping f : T n → T n
that is homotopic to idTn could be ε-approximated in metric d by a map
of the form fε(x) = Φ(x, αε(x)), where αε ∈ C∞(T n,R). The author
does not know whether this is true or not. One of the difficulties is
exposed by the following general proposition: if f(z) does not belong
to the trajectory of z, then roughly speaking, lim
ε→0
αε(z) =∞.
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10.0.14. Proposition. Let Φ be a global flow on M . Suppose that there
exists a trajectory ω of Φ such that Intω 6= ∅. Let also f ∈ Imϕ \ Imϕ,
and z ∈ Intω be such that f(z) does not belong to the trajectory ωz of
z. If {ti}i∈N is a sequence of reals such that lim
i→∞
Φ(z, ti) = f(z), then
lim
i→∞
ti =∞.
Proof. First note that ωz is non-closed. Denote y = f(z) and yi =
Φ(z, ti) for all i ∈ N. Fix any A > 0 and define the compact subset
ωA ⊂ ωz by ωA = Φ(z × [−A,A]). Then y 6∈ ωA. Hence there exists
a neighborhood U of y such that U ∩ ωA = ∅. Since lim
i→∞
yi = y and
yi ∈ ω, we have yi = Φ(z, ti) ∈ ωz \ ωA whence ti > A for almost all i.
Taking the number A arbitrary large, we obtain that lim
i→∞
ti =∞. 
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