We describe decomposition of polynomials f n := f n,B,a defined by
Introduction
It is an essential question on the polynomial Diophantine equation f (x) = g(y) to ask whether this equation has finitely or infinitely many integer solutions. In 2000, Bilu and Tichy [3] obtained a completely explicit finiteness criterion. Their result generalizes a previous one due to Schinzel [14, Theorem 8] , who gave a finiteness criterion under the assumption gcd(deg f, deg g) = 1. These criteria are closely connected with decomposability properties of the polynomials f and g. A polynomial f ∈ C[x] is called indecomposable (over C) if f = g • h, g, h ∈ C[x] implies deg g = 1 or deg h = 1. Two decompositions of f , say f = g 1 • h 1 and f = g 2 • h 2 are equivalent if there exists a linear function L such that g 2 = g 1 • L, h 2 = L −1 • h 1 (see [14, pp. 14-15] ).
To formulate the criterion of Bilu and Tichy, we have to define five types of standard pairs (f (x), g(x)). In what follows, a and b ∈ Q\{0}, m and n are positive integers, and p(x) is a non-zero polynomial.
A standard pair of the first kind is a pair of the form (x m , ax r p(x) m ), or switched, (ax r p(x) m , x m ) where 0 ≤ r < m, gcd(r, m) = 1 and r+deg p(x) > 0. A standard pair of the second kind is (x 2 , (ax 2 + b)p(x) 2 ) (or switched). Denote by D m,a (x) the m-th Dickson polynomial, defined by
A standard pair of the third kind is (D m,a n (x), D n,a m (x)), where gcd(m, n) = 1. A standard pair of the fourth kind is
, where gcd(m, n) = 2. A standard pair of the fifth kind is ((ax 2 − 1) 3 , 3x 4 − 4x 3 ) (or switched).
Please note that the a, b appearing in the definitions of standard pairs are different from those used in the recurrences of f n,B,a , resp. f m,C,b .
be non-constant polynomials. Then the following two assertions are equivalent.
(a) The equation f (x) = g(y) has infinitely many rational solutions with a bounded denominator.
, and (f 1 (x), g 1 (x)) is a standard pair over Q such that the equation f 1 (x) = g 1 (y) has infinitely many rational solutions with a bounded denominator.
The criterion of Bilu and Tichy has been already applied to several Diophantine equations of the form f n (x) = g m (y), where (f n ) and (g n ) are sequences of classical polynomials (see [1, 2, 7, 10, 11, 12, 13, 18, 19, 20] ). In particular, in [7] , the equation G m (x) = G n (y) was considered, where (G n ) is the sequence of generalized Fibonacci polynomials defined by G 0 (x) = 0, G 1 (x) = 1, G n+1 = xG n (x) − aG n−1 for n ≥ 1. In [5] (see also [6] ), we obtained the following general criteria for indecomposability of polynomials, in terms of the degree and two leading coefficients.
be an even polynomial and define g(x) = f ( √ x). Assume that gcd(u, n) = 1. Then every decomposition of f is equivalent to one of the following decompositions:
The case (b) appears if and only if g(x) = xP (x) 2 for some polynomial
In this paper, we will generalize the results from [7] , by applying Theorems 1 and 2 to a more general family of polynomials f n := f n,B,a defined by
where B and a are rational numbers. We prove that, under certain mild technical conditions, the polynomials f n are (almost) indecomposable (Theorem 3) and have only simple roots (Theorem 4). These results allow us to apply the criterion of Bilu and Tichy in order to prove that, under the same technical conditions, the equation f n,B,a (x) = f m,C,b (y) has only finitely many rational solutions with a bounded denominator (Theorem 5).
The polynomials f n,B,a
Recall that Dickson polynomials D n,a satisfy the recurrence
The following properties of Dickson polynomials are well-known:
Now we will consider the polynomials f n := f n,B,a defined by (1.1). We first recall some special cases:
(c) f n,1,a = G n+1 (from [7] ), especially f n,1,1 = F n+1 -the Fibonacci polynomials.
Proof. Solving the recurrence (1.1), we obtain i). It is easy to see, using [9, formulas (5.74) and (5.75)], that i) implies ii). It is clear that iii) follows from ii).
Note that the coefficient of x n−2k may be written as
Note also that ii) is a generalization of the corresponding formula for D n,a . Especially,
Note that the polynomials f n,B,a are odd (for n odd), resp. even (for n even).
In the sequel, we set B := 
is the unique (up to the equivalence) decomposition of f 2n .
Proof.
i) By Lemma 1 iii), f n,B,a is indecomposable if and only if f n,B,1 is indecomposable (provided a = 0). However f n,B,1 is indecomposable if and only if df n,B,1 is indecomposable. By (2.3), df n,B,1 is a polynomial over integers, and so, by Theorem 2 ii) and (2.4), it is indecomposable provided n is odd, gcd(d, n) = 1 and gcd(µ − 2d, n) = 1.
ii) Using a similar argument as in i), we see that the decompositions of f 2n,B,a correspond to the decompositions of df 2n,B,1 (for a = 0). Also, if a = 0, then H n,B,a is decomposable if and only if H n,B,1 is decomposable. By Theorem 2 iii), the uniqueness of the decomposition may fail only if dH n (x) = xP (x) 2 for a polynomial P . Then n is odd and H n (0) = 0. Since H n (0) = 2n+(B−2)n 2n−n 2n−n n (−a) n and a = 0, we see that B = 0.
However, if f 2n,0,a = x 2 P (x 2 ) 2 , then the relation f k,0,a = xf k−1,1,a implies that the polynomial f 2n−1,1,a has a double root, which is impossible by Theorem 4 below.
Remark 1 As a consequence of Theorem 3 we see that if a = 0, and B = 1 or B = 3, then f n,B,a is indecomposable (for n odd), and f n,B,a (x) = H n 2 ,B,a (x 2 ) is the unique decomposition up to the equivalence (for n even). For B = 1 it was proved in [7] by other methods.
Also, we see that for a = 0 the following is valid: if n is odd then f n,±2 r +2,a is indecomposable for all r ∈ N ∪ {0}.
If B = 2 then gcd(n + B − 2, n) = n, which is compatible with fact that Dickson polynomials are decomposable.
Example 1 A polynomial H n,B,a may be decomposable even if B = 2. For example,
Question. It is easy to see that f 9,B,a is decomposable if and only if B = 2 (provided a = 0). Does there exist decomposable f n,B,a for odd n, a = 0 and B = 2?
We say that polynomials f, g are associated if there exist linear polynomials L, M such that g = L • f • M . From (2.2) it follows that every Dickson polynomial D n,a with a = 0 is associated with some Dickson polynomial of the form D n,1 .
Lemma 2 Assume that f, g are associated polynomials. Then:
ii) If f, g are even then g(x) = αf (γx) + β (for some constants α, β, γ).
Proof. Let us prove i). By g(x)
= αf (γx + δ) + β and the fact that f, g are odd, we get the identity
If deg f = 1, then the result is trivially true. Thus we may assume that f is not linear. Using the Taylor expansion around γx and nonlinearity of f we get δ = 0, which infers β = 0. One may prove ii) similarly.
Lemma 3 Assume that f n,B,a is associated with D n,b with n ≥ 5. Then a = b = 0 or B = 2.
Proof. Using the results and notation from Lemma 2, we get:
We see that a = 0 if and only if b = 0. If a = 0 we get
We will need the information when our polynomials f n = f n,B,a have only simple roots. Very precise information about the roots of polynomials f n may be obtained using known results on (quasi) orthogonal polynomials. Note that the polynomials f n satisfy a three term recurrence relation:
with β n = 1, γ n = 0, δ 1 = aB, δ n = a for n ≥ 2. Namely, it is clear that for n ≥ 1 we have f n = p n . By Favard's Theorem, the polynomials f n are quasi-definite orthogonal polynomials, and if B > 0, a > 0 they are positive definite (see [4, 21] ).
Theorem 4 Polynomials f n,B,a with a, B ∈ R and a = 0 have simple roots, except if B = 0 and n = 2k (then x = 0 is a double root), or if B = −1/k and n = 2k + 1 (then x = 0 is a triple root).
Furthermore, let ε = 0 if n is even, while ε = −1/k if n = 2k + 1. If B ≥ ε, a > 0, then all roots are real, if B ≥ ε, a < 0, then all roots are imaginary, if B < ε, a > 0, then n − 2 roots are real and two roots are imaginary conjugates, and if B < ε, a < 0, then n − 2 roots are imaginary and two roots are real.
Proof. According to Lemma 1 iii), it suffices to prove the statement for the case a = 1. If B > 0, then f n is a positive definite orthogonal polynomial, and therefore all roots of f n are real and simple (see e.g. [21, Theorem 3.1.1]). If B < 0, then f n is a quasi-definite orthogonal polynomial. By a theorem of Gilbert [8] (see also [4, Theorem 2.4.6]), the roots of f n are all real or purely imaginary. Furthermore, the roots are simple, with the possible exception of a triple zero at x = 0. However, the triple zero at x = 0 is possible only when n is odd, say n = 2k + 1, and the coefficient with x 1 , which is (Bk + 1)(−a) k , is equal to zero, i.e. when B = −1/k.
From a theorem of Veselić [22] (see also [4, Theorem 2.4.1]), it follows that f n has at least n − 2 real roots. Since the coefficients with x 0 and x 1 are B(−1) k (for n = 2k) and (Bk + 1)(−1) k (for n = 2k + 1), resp., we see that the product of all zeros of polynomials f 2k ( √ x), resp. f 2k+1 ( √ x)/ √ x, is negative for n even, while has the same sign as Bk + 1 for n odd. Thus, if n is even, or n is odd and B < −1/k, then at least one of these zeros is negative, which implies that the two remaining roots of f n are imaginary conjugates.
The case B = 0 follows from f n,0,a = xf n−1,1,a and the results already proved for B = 1.
Lemma 4 Let C be an algebraic curve of genus g, defined over the field of complex numbers with affine equation
where f is a polynomial of degree n and with simple roots. Then
Proof. See, for example, [16, Proposition VI.3.1] .
In the following theorem we illustrate an application of previous results on Diophantine equations of form f (x) = g(y).
We continue to use notation B = Then the equation f (x) = g(y) has only finitely many rational solutions with a bounded denominator, except if f = g or a = b = 0.
Proof. In this settings f, g are indecomposable, by Theorem 3, and so, by Theorem 1, if the equation f (x) = g(y) has infinitely many rational solutions with a bounded denominator, then f and g are associated with the polynomials from a standard pair, or f and g are associated to each other. By Lemma 2 and Lemma 3, this is impossible provided m, n ≥ 5 and m = n, and a = 0 and b = 0.
However, if m = n, then we have g(x) = f (γx + δ). By Lemma 2, it follows that δ = 0 and γ = 1, and hence f = g.
Furthermore, if b = 0, then for a = 0 we have g(x) = x m , and so, by Lemma 4, the genus of f (x) = y m is greater than 1 (note that, by Theorem 4, f is without multiple roots). Hence the equation has finitely many rational solutions.
Assume now that m = 3 and n ≥ 5, and that the equation f (x) = g(y) has infinitely many rational solutions with a bounded denominator. We have to look at standard pairs of the first kind, hence g should be associated with x 3 . By Lemma 2, we see that g(x) = α(γx) 3 = x 3 , and by Theorem 4 and Lemma 4 the equation y 3 = f (x) has genus greater than 1, and therefore it has only finitely many rational solutions.
The remaining case is m = n = 3. We look at the equation
e. b(C + 1) = a(B + 1). It is easily seen that no standard pair is possible in this situation, except the trivial pair (x, p(x)) with p linear. Hence, we must have g(x) = f (γx + δ) (provided the equation has infinitely many rational solutions), and by Lemma 2 we obtain δ = 0 and γ = 1, a contradiction.
Remark 2 One may prove a similar result if n is odd and m even, as well as if m, n are both even. The equation has finitely many rational solutions with a bounded denominator, except in few exceptional (trivial) cases.
In particular, for B = C = 1 we obtain the result, already proved in [7] and [5] , that the equation G n (x) = G m (y), where G n := f n−1,1,a (a = 0) are generalized Fibonacci polynomials, has only finitely many integer solutions for m, n ≥ 4, m = n.
A similar result can be proved for B = C = 3. Let V n := f n,3,a (a = 0). According to Remark 1, V n is indecomposable for n odd and has the unique decomposition V n (x) = H n/2 (x 2 ) (up to equivalence) for n even. As in [5, Theorem 5.1 and Corollary 5.1], it follows that the equation V n (x) = V m (y) has only finitely many integer solutions for m, n ≥ 3, m = n, unless n = 2m and H n (x) = V n (γx + δ). But the last possibility can be excluded by considering the coefficients of x n , x n−1 , x n−2 and x n−3 in the equality H n (x) = V n (γx + δ) (as in [5, Theorem 4.1] ).
