Abstract. We prove the existence of a one-parameter family of self-similar solutions with time dependent tails for Smoluchowski's coagulation equation, for a class of kernels K(x, y) which are homogeneous of degree one and satisfy K(x, 1) → k0 > 0 as x → 0. In particular, we establish the existence of a critical ρ * > 0 with the property that for all ρ ∈ (0, ρ * ) there is a positive and differentiable self-similar solution with finite mass M and decay A(t)x −(2+ρ) as x → ∞, with A(t) = e M (1+ρ)t . Furthermore, we show that (weak) self-similar solutions in the class of positive measures cannot exist for large values of the parameter ρ.
Introduction
Smoluchowski's coagulation equation [13] is a classical mean-field model to describe irreversible aggregation of clusters through binary collisions. The evolution of the number density f (ξ, t) of clusters with mass ξ at time t is governed by the equation
where the kernel K(ξ, η) prescribes the rate at which clusters of size ξ and η coagulate. The first term on the right-hand side of (1.1) describes the formation of particles of size ξ due to the merging of two particles of mass η and ξ − η respectively, while the second term takes into account that particles of size ξ can combine with particles of any other size. For homogeneous kernels, a central question in the qualitative analysis of (1.1) is the socalled scaling hypothesis, which predicts that the long-time behaviour of solutions to (1.1) is universal and captured by self-similar solutions. This issue is by now well understood for the solvable kernels [3, 9] : the constant kernel K(ξ, η) = 2, the additive kernel K(ξ, η) = ξ+η, and the multiplicative kernel K(ξ, η) = ξη; for such kernels, solutions can be computed explicitly via Laplace transform. Rigorous existence and regularity results for self-similar solutions have also been established for nonsolvable kernels with homogeneity strictly smaller than 1, see [2, 4, 5, 6, 7, 10, 12] . One of the major open problems remains the uniqueness of self-similar profiles, for which only recently some rigorous results have been obtained in [11] .
It is the purpose of this paper to investigate the existence of self-similar solutions to (1.1) in the case of homogeneous kernels of degree one, for which no rigorous results have been obtained so far, at least to our knowledge, apart from the additive kernel. It is worth to notice that such class of kernels represents a borderline case: indeed, it is well known that the total mass is conserved along the evolution for kernels with homogeneity γ ≤ 1, while if K grows too fast at infinity, for instance if K is homogeneous of degree strictly larger than one, solutions exhibit the phenomenon of gelation, that is, roughly speaking, infinite large clusters are created at finite time and the total mass decreases.
In the case of homogeneity one, as already noticed in [14] , the picture is different depending on the behaviour of K(ξ, 1) as ξ → 0. In particular, we shall distinguish between class-I kernels, for which K(ξ, 1) → 0 as ξ → 0, and class-II kernels, for which K(ξ, 1) → k 0 > 0 as ξ → 0. In this paper we will only deal with kernels of class-II; one example of such kernels is K(ξ, η) = (ξ 1 3 + η 1 3 ) 3 , which has been derived for particles moving in a shear flow. We instead refer to [8] for a discussion with numerical simulations of the long-time behaviour of solutions to (1.1) for class-I kernels.
The prototype of class-II kernels is of course the additive kernel K(ξ, η) = ξ + η, for which it has been proved in [9] that there exists a one-parameter family of self-similar solutions with finite mass, one of which having exponential decay at infinity and finite second moment, the others decaying like power laws and being characterized by the different divergence behaviours of the second moment. It has been conjectured in [8] that a similar result should hold also for nonsolvable class-II kernels, and it is the purpose of this paper to provide a rigorous answer to this question.
In particular, we will establish in Theorem 1.1 the existence of a family of nonnegative self-similar solutions with finite mass, depending on a positive parameter ρ smaller than a critical value ρ * > 0. Such solutions are characterized in terms of their asymptotic decay. A remarkable novelty with respect to previous results is that in the present case self-similar solutions exhibit time-dependent tails, see (1.8) below; such behaviour is truly different from that of the fat-tail solutions obtained so far for kernels with homogeneity γ < 1, see [10, 12] . We expect that self-similar solutions with similar tail-dependent tails also exist for a class of kernels homogeneous of degree γ ∈ (−∞, 1) and such that K(ξ, 1) ∼ ξ −a as ξ → 0, where a = 1 − γ; this will be the object of future work [1] . Finally, in our second main result we show that (weak) self-similar solutions cannot exist for large values of the parameter ρ (see Theorem 1.2).
Self-similar solutions.
In what follows, it is convenient to reformulate (1.1) in a conservative form:
For kernels homogeneous of degree one, the mass density function of a self-similar solution to (1.2) has the form ξf (ξ, t) = e −bt g(ξe −bt ), b > 0, (1.3) where the self-similar profile g solves The behaviour of g at the origin is in this case g(x) ∼ x
. There is hence a one-toone correspondence between b and the exponent ρ characterizing the decay behaviour of the solutions.
As already remarked, for the class of kernels considered here self-similar solutions have time-dependent tails. Indeed, assume to have a self-similar profile g solving (1.5) which decays like x −(1+ρ) as x → ∞. Then the number density f of the corresponding self-similar solution, which is related to g by (1.3), has a time-dependent tail of the form
Main results. In order to state rigorously our results, we now formulate the precise assumptions on the rate kernel: K is a continuous, nonnegative and symmetric map
homogeneous of degree one 10) and such that for some constants K 0 > 0 and α > 0
In our first result we establish the existence of a one-parameter family of nonnegative selfsimilar solutions with finite mass to (1.5), and we explicitly determine their asymptotic decay, for the class of kernels satisfying the previous assumptions.
Theorem 1.1. Assume that the kernel K satisfies assumptions (1.9), (1.10) and (1.11).
Then there exists ρ * > 0 such that for every ρ ∈ (0, ρ * ) and for b = 1+ρ ρ there is a positive solution g ∈ C 1 ((0, ∞)) to (1.5) with unit mass and satisfying
(1.12)
In the statement we have considered without loss of generality the case of unit mass M = 1: it obviously follows that for every M > 0 and ρ ∈ (0, ρ * ) there is a solution g satisfying (1.6) and (1.12), for b as in (1.7). Notice that this result resembles the situation for the additive kernel, for which the critical exponent is ρ * = 1; we however expect that ρ * is in general not equal to one, but depends on the details of the kernel (see [8] for a justification of this conjecture).
The proof of the theorem is given in Section 3 and Section 4. The strategy is based on a linearization around the explicit solution of an approximate equation, and on a fixed point argument. This provides the existence of a continuous solution satisfying the first condition in (1.12) (Proposition 3.1 and Corollary 3.2); however, in order to apply the contraction mapping principle, we have to work in a space of functions with a non-optimal decay at infinity, and due to this reason we are not able to directly obtain also the second condition in (1.12). The exact asymptotic of the solution at infinity will be recovered in a second step, together with its strict positivity: to do so, we prove the differentiability of the solution and a decay estimate on its derivative in the form |g (x)| ≤ C x |g(x)| (Lemma 4.2), which allows us to obtain a good approximation of the equation and to complete the proof.
We complement Theorem 1.1 with a corresponding nonexistence result: we show that for sufficiently large ρ, given M > 0 and b satisfying (1.7), equation (1.5) does not have any solution with mass M in the class of positive Radon measures M + ([0, ∞)) which are not supported in the origin. By saying that a measure g ∈ M + ([0, ∞)) is a solution of (1.5) we mean that for every test function θ ∈ C([0, ∞)) with compact support one has
Here and in the following, with some abuse of notation, we denote by A θ(x)g(x) dx the integral on A ⊂ [0, ∞) of a function θ with respect to the measure g, also if g is not absolutely continuous with respect to the Lebesgue measure. Notice that any multiple of the Dirac delta δ 0 is a solution to (1.5) in the weak sense. This nonexistence result is deduced under stronger assumptions on the kernel: namely, we replace (1.11) by the condition
for some β 0 > 0 and α ∈ (0, 1). Furthermore, we assume strict positivity of the kernel:
The result reads as follows.
Theorem 1.2. Assume that the kernel K satisfies assumptions (1.9), (1.10), (1.13) and (1.14). There exists b * > 1 such that for every b ∈ (1, b * ) the unique solution to (1.5) in M + ([0, ∞)) with unit mass is the Dirac delta δ 0 .
The proof of the theorem, which is given in Section 5, is achieved through a contradiction argument which mainly relies on a duality formula. The idea starts with the observation that, if g is a measure solution to (1.5), then it is a weak stationary solution to the corresponding evolution equation
By formally testing this equation with a function ϕ chosen as a solution to the dual problem
To understand the behaviour of solutions to (1.15), we use (1.13) and a Taylor expansion of ϕ in the integral term, and we see that for x large the approximate form of (1.15) is
where
dx denotes the α-moment of g. Given R 0 > 0 one can then choose b sufficiently close to 1 so that the effect of the transport terms on the left-hand side of (1.17) is to move most of the mass towards the origin: in this case ϕ(x, T ) would become uniformly positive for large times, giving a contradiction with (1.16) if R 0 is large enough. The picture is actually made more difficult by the presence of the diffusive term on the right-hand side, which one has to control. In fact, in order to avoid the development of a well-posedness and regularity theory for the adjoint equation (1.15), we will actually construct an explicit subsolution to (1.15) (Lemma 5.9) which will allow us to exploit the basic idea contained in the previous formal argument.
Remark 1.3. The assumption that β 0 > 0 in (1.13) is crucial in our argument for the proof of Theorem 1.2: this can be seen from the approximate form (1.17) of the adjoint equation, in which the sign of β 0 determines the sign of the main transport term. In fact, in the case β 0 < 0 we expect that solutions to (1.5) with finite mass might exist also for b → 1; in Section 2 we compute the formal asymptotics of a solution in this case, see (2.6).
Heuristics of asymptotic behaviour
We present a heuristic argument for (1.7), which gives a one-to-one correspondence between the coefficient b in the self-similar equation (1.5) and the exponent ρ describing the asymptotic decay behaviour of a self-similar solution. We assume here that K is a general kernel, homogeneous of degree one, which satisfies K(ξ, 1) → 1 as ξ → 0. For this argument, it is convenient to reformulate the equation (1.5) by means of the change of variables
Then (1.5) becomes
with the total mass
Notice that, in these variables, self-similar solutions to (1.1) correspond to traveling wave solutions. We now assume that a self-similar profile exists and we make the ansatz G(X) ∼ e −ρX as X → ∞, which corresponds to g(x) ∼ x −(1+ρ) as x → ∞. We formally compute the asymptotics of the integral on the right-hand side of (2.1) for X → ∞: we can split the region of integration into two parts, namely
By using the assumption K(ξ, 1) ∼ 1 for small ξ, we have for the first term
as X → ∞. For the second term, we exchange the order of integration and we approximate
as X → ∞. Here we used the fact that
By (2.1) we then deduce that, if a solution G with G(X) ∼ e −ρX as X → ∞ exists, then b and ρ are related by (1.7). We can similarly compute the asymptotics at X → −∞: assume that G(X) ∼ e aX as X → −∞ for some a > 0 (which corresponds to g(x) ∼ x a−1 as x → 0 in the old variables). Then, by splitting the right-hand side of (2.1) as before, we obtain by similar arguments
as X → −∞, while (II) is in this case a higher order term. Hence we conclude that a =
Assume now that the kernel K satisfies (1.13) with a coefficient β 0 of opposite sign:
for β 0 > 0 and α ∈ (0, 1). By computations similar to those above, we can describe the expected decay behaviour of a solution for b = 1, supporting the belief that for kernels satisfying (2.2) solutions might exist also for b close to 1 (see Remark 1.3). Hence fix b = 1 and assume to have a solution G to (2.1) with unit mass; we can write as before
By using (2.2) we have for X → ∞
Observe that, by changing variables and using the homogeneity of the kernel, together with (2.2), we have
By using this expression, we can approximate the integral in the second region by exchanging the order of integration and approximating G(Y ) ∼ G(X):
Differentiating,
Notice that the first term on the right-hand side is a higher order term as X → ∞, and we can neglect it; we then obtain the decay behaviour
In the original variables, this corresponds to
(2.6)
Existence of self-similar solutions via fixed point
In this and in the following section we give the proof of Theorem 1.1. We henceforth assume that the kernel K satisfies conditions (1.9)-(1.11). We will also always assume without loss of generality that ρ < 1. It is convenient to reformulate the problem in a new set of variables: for g solving (1.5), we define
Then equation (1.5) becomes
Notice that the change of variables is mass-preserving. The goal is hence to show, for ρ sufficiently small, the existence of a nonnegative solution λ to (3.1) with unit mass and asymptotic decay
The strategy to construct a solution with the required properties mainly relies on a fixed point argument. We first observe that equation (3.1) can be reformulated as
The idea is to regard the last two integrals in (3.3) as remainder terms, and hence to look for a solution to (3.3) in the form λ =λ ρ + ψ, that is as a perturbation of the function
which is the explicit solution to
By subtracting the equations for λ andλ ρ , we see that the unknown function ψ should solve
where the remainder term R ρ [ψ] is given by
which has the solution
By differentiating Ψ we hence obtain that a solution ψ to (3.5) is implicitly given by the fixed
, where
In the following proposition we show that the map H ρ has indeed a fixed point in the space
for ε > 0, ρ > 0 sufficiently small, where 10) and β ∈ ( Figure 1 . Left: the domain of integration in (3.13), split into the two regions A ρ , B ρ . Right: the domain of integration in (3.18).
Proof. Set
The goal is to prove that the operator H ρ maps the space X ρ,ε into itself and is strongly contractive if ρ and ε are small enough:
Banach's fixed point theorem will then imply the conclusion. Along the proof, we will denote by C a generic constant depending possibly only on the fixed constants K 0 , α appearing in (1.11) and on β, but uniform with respect to ρ and ε, which may change from line to line.
Step 1: estimates on R ρ [ψ]. We start by proving some preliminary estimates on the remainder term (3.6). For the first integral in (3.6), we have for all x > 0
while for x < 0
To estimate the second integral in (3.6), we use the assumption (1.11) together with the trivial boundλ ρ (x) ≤ e γ(x) :
where we split the domain of integration into the two regions A ρ and B ρ defined as
see Figure 1 , left. Here R > 0 is to be chosen later and α is the coefficient appearing in (1.11); notice that 2α − ρ > 0 by choosing ρ sufficiently small. We also remark that, for R fixed, |B ρ | → 0 as ρ → 0. With this choice we have
|x| e γ(x) . (3.14)
Moreover, we claim that if ρ is sufficiently small (depending on R), we have
Indeed, consider first the case x > 0: we have that e γ(z) ≤ e γ(x) since z > x; moreover y ≥ x − 2ρ 2α−ρ R, and by choosing ρ (depending on R) so that the quantity 2ρ 2α−ρ R is small enough, we also have e γ(y) ≤ 2e γ(x) . This shows that (3.15) holds if x > 0, and the case x < 0 is analogous. Hence by (3.15)
At this point, we can first choose R in order to make e −R small, and consequently we can choose ρ small (depending on R) such that (3.15) holds and |B ρ | is small. In this way, combining (3.14) and (3.16), we obtain from (3.13) that
where C(ρ) is a constant such that C(ρ) → 0 as ρ → 0. Finally, we consider the third term in (3.6):
We split also this integral in two regions, the one where z < x − ρ ln 2 and its complement (see Figure 1 , right). We also have to distinguish the cases x > 0 and x < 0. For x > 0,
where in the second inequality we also used the fact that e γ(y) ≤ Ce γ(x) in the region of integration, since y ∈ (x − ρ ln 2, x). The same argument gives for x < 0 the better decay
We now turn to the integral in the region x − ρ ln 2 ≤ z ≤ x. Notice that, by continuity of K,
Hence, in the case of x > 0 we have
where in the second inequality we used the fact that e γ(z) ≤ Ce γ(x) for z ∈ (x − ρ ln 2, x) and e γ(y) ≤ 1. Arguing similarly in the case x < 0, and observing that in this case e γ(y) e γ(z) ≤ e 2γ(x) since y, z ≤ x < 0, we have
Collecting (3.19)-(3.22) and inserting them in (3.18) we get
Finally, bringing together (3.11), (3.12), (3.17) and (3.23) we get the desired estimate on the remainder term (3.6):
with C(ρ) → 0 as ρ → 0.
Step 2: proof of (i). We have to show that
Notice that by definition (3.4) ofλ ρ we havē
It follows using (3.24) that for x < 0
and similarly for x > 0
By definition (3.8) of H ρ we hence obtain from (3.24), (3.25), (3.26)
This yields |H ρ [ψ](x)| ≤ εe γ(x) provided ε and ρ are sufficiently small, as claimed. Moreover, since by construction
, where Ψ is the function defined in (3.7), with Ψ(x) → 0 as |x| → ∞ by the previous estimates, we also have
Step 3: proof of (ii). Let ψ 1 , ψ 2 ∈ X ρ,ε and set
We first deduce a bound on the difference
, by estimates similar to those used in the first step of the proof. Indeed, using the fact that ∞ −∞ ψ i = 0, we have for every x < 0
Observe now that
By using (3.30), we can bound the second term R 2,ρ by
for some constant C(ρ) → 0 as ρ → 0, where the second inequality is obtained by the same estimates used to prove (3.17). Similarly, using again (3.30) we can bound the third term R 3,ρ by
K(e y−z ρ , 1)e γ(y) e γ(z) dz dy from which we get, by the same estimates yielding (3.23),
Collecting (3.28), (3.29), (3.31) and (3.32) we finally obtain
(3.34) In turn, by using (3.33)-(3.34) and arguing similarly to (3.25)-(3.26), we easily obtain
so that by choosing ε and ρ sufficiently small we conclude that the map H ρ is a contraction in the space X ρ,ε .
The fixed point obtained in Proposition 3.1 is a solution of (3.5) and, in turn, the map λ :=λ ρ + ψ is the sought solution to (3.1) . Notice that such solution is positive for x < 0 and already has the expected decay behaviour at x → −∞, but not at x → +∞: the second condition in (3.2), together with the positivity and the differentiability of the solution, will be established in the next section.
) is a fixed parameter.
Proof. The map λ :=λ ρ + ψ, where ψ is the fixed point constructed in Proposition 3.1, satisfies all the required properties for ε sufficiently small.
Decay behaviour of self-similar solutions
In this section we complete the proof of Theorem 1.1 by showing that the solution λ to (3.1) constructed in Corollary 3.2 is of class C 1 , strictly positive, and satisfies (3.2). We henceforth continue to assume conditions (1.9)-(1.11) on the kernel; also along this section we will denote by C a uniform constant, dependent possibly only on the constants K 0 , α appearing in (1.11), which may change from line to line.
The main idea to prove the decay λ(x) ∼ e −x as x → ∞ is to rewrite equation (3.1) as
and to show that the remainder term ω(x) decays faster than e −x as x → ∞. In turn, such decay can be obtained as a consequence of an estimate of the form |λ (x)| ≤ Cλ(x), which we will establish in Lemma 4.2 below.
In what follows, it will be convenient to separate the region of integration in the right-hand side of (3.1) into two parts:
where the second integral is over the translation of the region
As a first step towards the differentiability of λ, in the following lemma we establish uniform estimates on the difference quotients
Lemma 4.1. There exists ρ 2 > 0 such that, for every ρ ∈ (0, ρ 2 ), the solution λ to (3.1) constructed in Corollary 3.2 satisfies
for all h ∈ (0, ρ), where C > 0 is a constant independent of ρ and h.
Proof. We set Φ h (x) := sup
|D h λ(y)| .
The conclusion will be achieved by proving a uniform decay estimate on Φ h using an iteration argument. First notice that, by (3.37)-(3.38), Φ h (x) ≤ (but the convergence is not uniform with respect to h). We now divide the proof into two steps.
Step 1. We claim that for all
To prove (4.4), we apply the difference quotient operator D h to the equation (4.1):
The first term on the right-hand side of (4.5) can be estimated by
with the last inequality following easily from the estimates (3.37) and (3.38). Similarly, the second term in (4.5) is bounded by 1 h
It remains to estimate the third term in (4.5), which can be written as
We split the region of integration into two parts:
where we used in particular (1.10) and (1.11). The same integral in the region (x, x) + Ω + ρ can be estimated by
where we used the continuity of K in the first inequality and we estimated |λ(z)| by Ce γ(z) , thanks to (3.37)-(3.38), in the last one. For the second term in (4.8), we have 
where we again used (1.11) and (3.37)-(3.38) in the first inequality. Similarly,
Finally, collecting (4.6)-(4.12) and inserting them in (4.5), we conclude that (4.4) holds.
Step 2. We now use (4.4) to get the conclusion by an iteration argument. First observe that
so that inserting this inequality in (4.4) we get
In turn, using the fact that sup
and by choosing ρ sufficiently small we can absorb the terms with Φ h (x) in the left-hand side and obtain that for every
We now set A h l := Φ h (lρ) for l ∈ Z and h ∈ (0, ρ). By (4.13) computed at x = lρ we have for some uniform constantC (independent of ρ, h and l) We claim that if ρ is sufficiently small then
We prove (4.16) by induction on l. Notice first that A h k → 0 as k → −∞ by (4.3), and that the series
Hence there exists l 0 < 0, depending on h and ρ, such that for every l ≤ l 0
Using these inequalities in (4.15), we immediately get the claim (4.16) for all l ≤ l 0 . We now check the induction step: assuming that (4.16) holds for all l ≤l, for somel ∈ Z, let us prove that (4.16) holds also forl + 1: we havē
for another universal constant C independent of ρ, h and l. Then by (4.14)
if we choose ρ small enough. This completes the proof by induction of (4.16). The conclusion of the lemma follows immediately from (4.16) by observing that, for every x ∈ R, choosing l ∈ Z such that (l − 1)ρ ≤ x ≤ lρ we have
for all ρ sufficiently small and h ∈ (0, ρ).
In the following lemma we show that, thanks to the equation satisfied by λ, the bound on the difference quotients proved in Lemma 4.1 turns into a bound on the derivative λ in terms of λ itself. This immediately yields the positivity of λ, and, with some more work, the expected decay of the solution at ∞. Lemma 4.2. There exists ρ 3 > 0 such that, for every ρ ∈ (0, ρ 3 ), the solution λ to (3.1) constructed in Corollary 3.2 is of class C 1 (R). Moreover,
for all x ∈ R for some constant C > 0 (independent of ρ), and in particular λ(x) > 0 for all x ∈ R.
Proof. By a change of variables in the second integral in (4.1), we have that λ solves
By Lemma 4.1 the function λ is Lipschitz continuous, and hence differentiable almost everywhere, with |λ (x)| ≤ Ce γ(x) for almost every x ∈ R. This implies that the right-hand side in (4.17) is differentiable for every x ∈ R, and in turn it follows that λ ∈ C 1 (R) with
We now claim that we can find a constant A > 0 such that for every ρ small enough the following implication holds:
if |λ (y)| ≤ Aλ(y) for every y ≤ x, for some x ∈ R, then |λ (x)| ≤ A 2 λ(x). In order to prove the claim, we estimate the right-hand side of (4.18) under the assumption that |λ (y)| ≤ Aλ(y) for every y ≤ x. Notice that this assumption implies
We first have, using assumption (1.11),
To estimate the last integral in (4.18), we split the domain Ω ρ into the two regions where z < x − ρ ln 2 and x − ρ ln 2 < z < x respectively (see Figure 1, right) . In the first case we have
where in the third inequality we used the fact that, since y ∈ (x − ρ ln 2, x) ⊂ (x − ρ, x), then by (4.20) λ(y) ≤ e Aρ λ(x). Similarly, for the integral in the region x − ρ ln 2 < z < x we have
where the second inequality follows as before from the fact that λ(z) ≤ e Aρ λ(x) for z ∈ (x − ρ ln 2, x), by (4.20). Collecting (4.18), (4.21), (4.22) and (4.23) we conclude that
for some constant C independent of A and ρ. It is then clear that we can choose the constant A such that for ρ sufficiently small we have |λ (x)| ≤ A 2 λ(x), which completes the proof of the implication (4.19).
Since we already know that |λ (x)| ≤ Cλ(x) for every x < 0, as a consequence of the bound |λ (x)| ≤ Ce γ(x) and of (3.37), the conclusion of the lemma follows now easily from (4.19).
We are now in position to complete the proof of Theorem 1.1. By Lemma 4.2, the only property that we still have to check is the decay λ(x) ∼ e −x as x → ∞. 
The idea is that the decay behaviour of λ for x → ∞ is determined by the first term on the right-hand side of (4.25), while the effect of the perturbation term ω(x) is negligible if ρ is sufficiently small. In order to prove this rigorously, we need to show that ω(x) decays faster than e −x as x → ∞. By using the fact that x−ρ ln 2
where (see Figure 2 )
Let us estimate each term in (4.26) for x > 0. Recall that λ(x) ≤ 2e −βx for x > 0 by Corollary 3.2, where β ∈ (
) is a fixed parameter. We will assume that β > 2α − ρ > 0. It follows that
where in the third inequality we used the fact that the integral in the variable y is bounded by a uniform constant C, due to the decay of λ.
For the second term in (4.26) we have using (4.27) where in the third inequality we used − ln(1 − t) ≤ 2t for t = e y−x ρ ∈ (0, 
x ≤ e where in the second inequality we used
. Observe now that for (y, z) ∈ D ρ we have y ∈ (x − ρ, x) and in turn by Lemma 4.2
with the last inequality following from (4.27). Hence
where the last inequality follows as in (4.29).
Finally for the last term in (4.26) we have by (3.38)
Eventually, collecting (4.28)-(4.32), we conclude by (4.26) that for x > 0 |ω(x)| ≤ Ce βx .
Since the parameter β can be chosen such that 3 2 β > 1, by (4.25) we conclude that λ(x) ∼ e −x as x → ∞. This completes the proof of the theorem.
Nonexistence of self-similar solutions with fast decay
In this section we give the proof of Theorem 1.2, showing that, for b sufficiently close to 1, (1.5) does not have solutions with finite mass in the class of positive measures, except for the Dirac delta at the origin. We henceforth assume that the kernel K satisfies assumptions (1.9), (1.10), (1.13) and (1.14). We first give the precise definition of solution to the self-similar equation
in the sense of measures.
Definition 5.1 (Weak solution). We say that g ∈ M + ([0, ∞)) is a weak solution to (5.1) if for every test function θ ∈ C([0, ∞)) with compact support one has
For b ≥ 1, let
be the class of weak solutions to (5.1) with unit mass which are not concentrated at the origin.
The proof of Theorem 1.2 amounts to show that S b = ∅ for all b sufficiently close to 1.
Remark 5.2. Equation (5.2) has the following scale invariance property: if g ∈ M + ([0, ∞)) is a weak solution to (5.1), then for every λ > 0 the rescaled measure g λ defined by
is also a weak solution of (5.1),
Remark 5.3. A weak solution to (5.1) which is different from δ 0 cannot have a part concentrated at the origin: that is, for every g ∈ S b one has
Indeed, assume by contradiction that g ∈ S b has the form g = m 0 δ 0 +g for some m 0 ∈ (0, 1) andg ∈ M + ([0, ∞)) with {0}g = 0. Then by (5.2) we obtain that for every θ ∈ C c ([0, ∞))
Choosing now θ(x) := (1 − x δ )χ (0,δ) (x) for δ > 0, we easily obtain from the previous inequality
which is a contradiction if we choose δ small enough.
5.1. Decay of weak solutions. As a preliminary step for the proof of Theorem 1.2, we investigate here the decay properties of weak solutions to (5.1). We start by showing that, for g in the class S b , the mass of g in an interval of the form (x, ∞) decays like a power law x −γ as x → ∞, where the exponent γ can be chosen arbitrarily large, provided b is sufficiently close to 1.
Proof. In view of Remark 5.2, in proving the lemma we can assume without loss of generality that R 0 = 1. Let b > 1 and η > 0 to be chosen later, and let g ∈ S b satisfy (5.3) with R 0 = 1. We set ψ(x) := [x,∞) g(y) dy, so that −ψ = g as measures. We fix ε > 0 and let σ = σ(ε) > 0 be such that
By testing the equation (5.2) with a function θ ∈ C c (x 0 , ∞), θ ≥ 0, we have using (5.4)
yg(y) dy
. By using also the monotonicity of ψ and (5.3) we then obtain
that is, the function ψ satisfies weakly in (x 0 , ∞) the inequality
In particular, by monotonicity of ψ the second term is positive, hence
ψ(x) x in the weak sense in (x 0 , ∞); then by testing this inequality with functions approximating χ (x−z,x) we obtain
Plugging (5.6) into (5.5) and recalling (5.3) we have
By iterating the previous argument, we obtain for every n ∈ N
Given γ > 0, we can now choose ε γ > 0, b γ > 1, η γ > 0 and n γ ∈ N, depending only on γ, such that
Setting also x γ = x 0 + (n γ − 1) (notice that also the point x γ depends only on γ), we then have by (5.7)
This yields for every θ ∈ C c (x γ , ∞) with θ ≥ 0
Since ψ(x) ≤ 1, the inequality ψ(x) ≤ (x γ /x) γ holds actually for every x ≥ 0. Hence the conclusion of the lemma follows by taking C γ = (x γ ) γ .
We have a corresponding dual property for the decay of the mass of g in intervals close to the origin. 
Proof. The proof is similar to the one of Lemma 5.4. By Remark 5.2 we assume R 0 = 1 without loss of generality. We fix η > 0, b > 1 and ε > 0, to be chosen later, and let σ = σ(ε) > 0 be such that |K(ξ, 1) − 1| < ε if ξ < σ. We also fix x 0 ≤ σ. Set ψ(x) := [0,x) g(y) dy, and recall that by Remark 5.3 we have ψ(0) = 0. By testing the equation (5.2) with a function θ ∈ C c ([0, x 0 )), θ ≥ 0, we have
Given γ < 1, we can now choose
. With this choice we hence obtain
This yields for every θ ∈ C c ((0, x 0 )) with θ ≥ 0
0 for every x < x 0 . Since ψ(x) ≤ 1, the inequality ψ(x) ≤ (x/x 0 ) γ holds actually for every x ≥ 0. Hence the conclusion of the lemma follows recalling that the choice of x 0 depends only on γ, and taking C γ = x −γ 0 . Lemma 5.4 and Lemma 5.5 have some useful consequences: firstly, one obtains that the α-moment of any measure g ∈ S b is finite (for b sufficiently close to 1), where α is as in assumption (1.13); in view of Remark 5.2 we can hence normalize the solution in order to have the α-moment of g equal to 1. Furthermore, we can show that g is in fact absolutely continuous with respect to the Lebesgue measure, with density in L 1 (0, ∞). This is the content of the following proposition.
Proposition 5.6. Let α be as in assumption (1.13) and let
Proof. Fix γ 1 > 1 and let η γ 1 > 0, b γ 1 > 1 and C γ 1 > 0 be the constants given by Lemma 5.4.
for some R 0 > 0, since the mass of g is 1. Then by Lemma 5.4
for all x > 0. Such decay implies that the α-moment of g is finite: indeed
Similarly, by the same argument we also have
Next, fix γ 2 ∈ (1 − α, 1) and letη γ 2 > 0,b γ 2 > 1 and C γ 2 > 0 be given by Lemma 5.5. For
for some R 0 > 0, since the mass of g is 1 and no part of g is concentrated at the origin by Remark 5.3. Then by Lemma 5.5
for all x > 0, which yields integrating by parts
Let nowb := min{b γ 1 ,b γ 2 } > 1, and let g ∈ S b , for some b ∈ [1,b] . In view of (5.8) and of Remark 5.2 we can rescale g and obtain a measure (that for simplicity we still denote by g) whose α-moment is equal to 1. Notice that the properties (5.8)-(5.10) are preserved by the rescaling, as well as the mass of g. In order to conclude that this rescaled measure is an element of S α b , we need to prove that it is absolutely continuous with respect to the Lebesgue measure, with density in L 1 (0, ∞).
Let p = 1 α and let p = p p−1 be its conjugate exponent. We then have for every θ ∈ C c ([0, ∞)), using Hölder's inequality in the weak formulation (5.2) of the equation,
for some constant C > 0, where the last estimate follows easily from the continuity of K and from (5.8)-(5.10). This yields xg(x) ∈ L p (0, ∞) and, in turn, g ∈ L 1 (0, ∞), as claimed.
By Proposition 5.6, the proof of Theorem 1.2 amounts to show that S α b = ∅ for b sufficiently close to 1. We conclude this preliminary subsection by stating two additional technical lemmas, dealing with further decay properties of the elements of S α b , that will be needed in the following.
Lemma 5.7. Let α be as in assumption (1.13). For every b ∈ [1,b] and for every g ∈ S α b one has the estimates
for a constant C α > 0 depending only on α.
Proof. Let γ = α + 2 and let η γ > 0, C γ > 0 and b γ > 1 be given by Lemma 5.4. By taking a smallerb if necessary, we can assumeb ≤ b γ . If g ∈ S α b for some b ∈ [1,b], then we have, by the fact that the α-moment of g is normalized to 1,
if R 0 is sufficiently large (depending ultimately only on α). By Lemma 5.4 we then have
The estimates in the statement follow now easily from this bound.
Furthermore, for every D > 0 there exists a constant C(D) > 0, depending only on D, such that
Proof. For every R > 0 we have
which is (5.11). We next prove the second claim by contradiction. Assume that for some
k . Since the measures g k satisfy uniformly the tightness condition (5.11), by the bound on the mass we can extract a (not relabeled) subsequence such that
The condition [0,∞) x α g k (x) dx = 1 excludes that µ is concentrated at the origin: indeed, by Lemma 5.7 we can find R > 0, independent of k, such that
which would be a contradiction. Hence µ = δ 0 . By passing to the limit as k → ∞ in the weak formulation (5.2) of the equation solved by g k , we hence obtain that µ ∈ S b . On the other hand, we have (D,∞) dµ = 0, hence µ has compact support. We claim that this is not possible, as µ is a weak solution to (5.1). To see this, let M := max{x : x ∈ supp µ}, and fix ε > 0 such that
which is a contradiction. 
By choosing ϕ as a subsolution to the adjoint equation
In the following lemma we construct an explicit subsolutionφ for the operator L 1 , for which (5.14) holds with an additional remainder on the right-hand side, which can be made uniformly small for b close to 1. At the initial time, the functionφ(x, 0) is going to be identically equal to one in regions far away from the origin, that is for x ∈ (R 0 , ∞), so that the right-hand side of (5.14) tends to 0 as R 0 → ∞ and b → 1.
On the other hand, as explained in the Introduction, the main effect of the adjoint equation (5.13) is to transport the mass towards the origin: we show that after some positive time T the functionφ(x, T ) becomes uniformly positive in regions of order one, so that the left-hand side of (5.14) is bounded from below (up to a uniform constant) by the integral of g itself in an interval of the form (D, ∞), for some uniform constant D. Actually, we cannot reach a region (D, ∞), with D independent of R 0 , in a single step: we instead perform an iteration argument with a sequence of subsolutions, taking at each step an initial datum close to the subsolution of the previous step at the final time T ; by this procedure, in a finite number of step we eventually arrive in a region of order one. Proof. Fix any g ∈ S α b for b ∈ (1,b). We start by constructing a suitable subsolution for the operator L 1 corresponding to this g, defined in (5.13).
Fix a positive constant A > 0, to be chosen later. For a given R > A, letφ(x, t) be the solution to We finally let T = T (R, A) be the time such that x(T ; R) = A, which is given by
We now divide the rest of the proof into three steps.
Step 1: verification thatφ is a subsolution for L 1 . We claim that, if A is sufficiently large (depending only on the kernel K), then for every R > A the functionφ defined in (5.17) satisfies L 1 (φ(x, t)) ≤ 0 for all t ∈ [0, T ] and x ∈ [0, ∞)\{x(t; R)}, (5.19) where the time T is defined by (5.18). It is clearly sufficient to check (5.19) for x > x(t; R). By assumption (1.13) we can find δ > 0 such that K(1, ξ) ≥ 1 + for all t ∈ [0, T ] and x > x(t; R). Notice in particular that, as C depends only on α, β 0 and δ, the constant A depends ultimately only on the kernel K. Hence the claim (5.19) is proved. We remark that the previous argument strongly relies on the assumption that β 0 > 0. Sinceφ is a subsolution for the operator L 1 , by using it as test function in (5.12) (notice that this is possible even if ∂ xφ is discontinuous at one point, since g ∈ L 1 ) we conclude that Step 2: iteration argument. We fix two decreasing sequences (δ n ) n , (ε n ) n of positive real numbers with the properties 
