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Abstract
We obtain large N asymptotics for the random matrix partition function
ZN (V ) =
∫
RN
∏
i<j
(xi − xj)2
N∏
j=1
e−NV (xj)dxj ,
in the case where V is a polynomial such that the random matrix eigenvalues ac-
cumulate on two disjoint intervals (the two-cut case). We compute leading and
sub-leading terms in the asymptotic expansion for logZN (V ), up to terms that are
small as N → ∞. Our approach is based on the explicit computation of the first
terms in the asymptotic expansion for a quartic symmetric potential V . After-
wards, we use deformation theory of the partition function and of the associated
equilibrium measure to generalize our results to general two-cut potentials V . The
asymptotic expansion of logZN (V ) as N → ∞ contains terms that depend ana-
lytically on the potential V and that have already appeared in the literature. In
addition our method allows to compute the V -independent terms of the asymptotic
expansion of logZN (V ) which, to the best of our knowledge, had not appeared be-
fore in the literature. We use rigorous orthogonal polynomial and Riemann-Hilbert
techniques which had so far been successful to compute asymptotics for the parti-
tion function only in the one-cut case.
1 Introduction
Consider the problem of finding asymptotics as N →∞ for
ZN (V ) =
∫
RN
∏
i<j
(xi − xj)2
N∏
j=1
e−NV (xj)dxj , (1.1)
where V is a polynomial of even degree with positive leading coefficient (so the above
integral converges). ZN (V ) is the partition function corresponding to the unitary in-
variant random matrix ensemble on the ensemble of Hermitian N × N matrices with
the probability measure
1
Z˜N (V )
e−N TrV (M)dM, dM =
∏
i<j
dReMijdImMij
N∏
j=1
dMjj , (1.2)
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where Z˜N (V ) is a normalizing constant chosen such that we have a probability measure.
The induced measure on the (random) eigenvalues of this ensemble of random matrices
is explicitly given by
1
ZN (V )
∏
i<j
(xi − xj)2
N∏
j=1
e−NV (xj)dxj , (1.3)
where ZN (V ) is given by (1.1).
The study of the asymptotic behavior of ZN gained notoriety because of an ingenious
connection to the combinatorics of graphs embedded in Riemann surfaces [7]. It is now
an established fact [14, 7, 25] that there is a simple geometric description of a collection
of potentials V for which the large N asymptotic expansion is
− logZN (V )+logZN (V0) = N2F0(V )+F1(V )+
J∑
j=2
Fj(V )N
−2j+O(N−2J−2), (1.4)
in which each term Fj depends analytically on the coefficients of the polynomial V ,
and is a generating function for graphs which can be embedded in a Riemann surface
of genus j [7, 25].
In the above, the “base potential” V0 is quadratic, V0(x) = x
2/2, and the interest
originally was in the asymptotic behavior for potentials V near this base potential. The
partition function can be evaluated exactly for the Gaussian external field 2x
2
σ in terms
of a Selberg integral. Indeed in such a case
ZGUEN,σ := ZN
(
V (x) = 2x2/σ
)
is the partition function of the (re-scaled) Gaussian Unitary Ensemble (GUE), and it
is given by
ZGUEN,σ = (2pi)
N/2
( σ
4N
)N2/2 N∏
n=1
(n!), (1.5)
see for example [8]. The large N expansion of logZGUEN,σ is given by
logZGUEN,σ = −N2
(
3
4
− 1
2
log
σ
4
)
+N logN +N(log 2pi − 1) + 5
12
logN
+
1
2
log 2pi + ζ ′(−1) + O(N−1), (1.6)
where ζ ′ denotes the derivative of the Riemann ζ-function, or equivalently
log
[
1
N !
ZGUEN,σ
]
= −N2
(
3
4
− 1
2
log
σ
4
)
+N log 2pi− 1
12
logN+ζ ′(−1)+O(N−1). (1.7)
Writing V = V0(x) +
∑m
j=1 tjx
j , the asymptotic expansion (1.4) was shown to be
true in [25] for coefficients t = (t1, . . . , tm) such that |t| < T , and tm ≥ γ
∑m−1
j=1 |tj | for
some T > 0 and γ > 0. But while those were simple conditions on the external field,
the asymptotic expansion (1.4) was expected to be true in greater generality.
From the seminal work [7], the collection of potentials V for which the above expan-
sion should hold true is best described in terms of support properties of the equilibrium
2
measure, which is the unique probability measure µV achieving the minimum (over all
probability measures µ on R) of
IV (µ) =
∫∫
log |x− y|−1dµ(x)dµ(y) +
∫
V (x)dµ(x) . (1.8)
For real analytic potentials V with sufficient growth at ±∞, the equilibrium measure
µV is supported on a finite union of bounded disjoint intervals and has a smooth density
[20]. We say that V is k-cut if µV is supported on k disjoint intervals, and that it is
regular if certain generic conditions hold which we will specify below.
In [8] it was shown that the partition function has the asymptotic expansion (1.4)
under the assumption that V (x) is 1-cut and regular and the deformed external field
Vτ (x) = (1 − τ−1)x2 + V (τ−1/2x) is also one-cut regular for all τ ∈ [1,+∞). The
asymptotic expansion (1.4) is expected to hold true in the general case in which only
the potential V (x) is 1-cut regular. A by-product of the work in the present paper is a
proof of this very general result.
The main result of this paper is the existence of a complete asymptotic
expansion for the partition function for any polynomial external field V
which is 2-cut and regular.
We note that it is possible to establish an asymptotic expansion for derivatives of
logZN (V ) with respect to parameters of the external potential, since there are a variety
of explicit formulae relating such logarithmic derivatives of the partition function to
quantities for which the asymptotic behavior is computable via Riemann-Hilbert (RH)
techniques [22]. In the seminal work [22] it is shown that in the multi-cut case the
asymptotic expansion of recurrence coefficients of orthogonal polynomials is expressed
in the large N limit through highly oscillatory θ functions. This result shows that the
asymptotic expansion of the partition function logZN (V ) in the large N limit contains
oscillatory terms. However the main issue is to integrate the expansion in parameter
space. In the 1-cut case, the knowledge of an asymptotic expansion for derivatives
of logZN (V ) with respect to parameters of the external potential, together with the
complete knowledge of the behavior of the partition function for the reference potential
V0(x) = x
2/2 allows one to integrate in parameter space and obtain an asymptotic
expansion for the partition function itself. However, for the two-cut case, integration
from the Gaussian case is fraught with difficulties since one must integrate asymptotic
expansions across phase transitions, where the nature of the asymptotic expansion
changes see e.g. [8, 9, 13, 15, 18]. The central difficulty is actually finding an explicitly
computable two-cut regular case. We are able to do this for a symmetric quartic two-cut
regular external field, V0(x) = x
4 − 4x2. Once asymptotics for one particular two-cut
external field V0 are found, one can write any other polynomial two-cut external field
V~t, ~t = (t1, . . . , t2d), as
V~t(x) = V0(x) +
2d∑
j=1
tjx
j , t2d > 0.
Using a suitable deformation of the form
V~t(τ)(x) = V0(x) +
m∑
j=1
tj(τ)x
j , tj(0) = 0, tj(1) = tj ,
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one can obtain an identity for ddτ logZN (V~t(τ)) in terms of orthogonal polynomials. We
then show that the collection of all two-cut regular polynomial external fields is path-
wise connected. Once a deformation V~t(τ)(x) exists connecting V0 to V~t(x) in such a
way that V~t(τ)(x) is two-cut regular for all τ ∈ [0, 1], the next task is to establish a
uniform asymptotic expansion as N → ∞ for logarithmic derivatives of the partition
function which is valid for any two-cut regular polynomial external field. We determine
such expansion and show that each term of the expansion depends analytically on the
potential V . By integrating from our new base point through the space of parameters to
any other two-cut regular case, we establish the existence of the full partition function
expansion for any two-cut regular external field.
Let [a1, a2] ∪ [a3, a4], a1 < a2 < a3 < a4 be the end points of the support of the
equilibrium measure µV with respect to the two-cut regular potential V and let Ω be
the fraction of eigenvalues in the interval [a3, a4], namely
∫ a4
a3
dµV = Ω.
Our main result is the determination of the asymptotic expansion of the
partition function for a two-cut regular polynomial potential V :
logZN (V ) = log
(
N !
bN2 c!bN+12 c!
ZGUEbN
2
c,σ∗Z
GUE
bN+1
2
c,σ∗
)
−N2F0(V )− F1(V ) + log θ(NΩ(V );B(V )) +O(N−1),
(1.9)
where F0 = IV (µV ) defined in (1.8) is the so called planar limit [34], F1 = F1(V ) is
defined as
F1 =
1
24
log
 1
28
( |A|
2pi
)12
|∆(a)|3
4∏
j=1
|ψ̂(aj)|
 , ∆(a) = ∏
1≤i<j≤4
(aj−ai), (1.10)
where a1 < a2 < a3 < a4 are the endpoints of the support of the equilibrium measure
minimizing (1.8), and the constant A is the α-period of the holomorphic differential
defined on the elliptic Riemann surface y2 = (z − a1)(z − a2)(z − a3)(z − a4) given by
A = 2
∫ a3
a2
1∏4
j=1
√
λ− aj
dλ = − 4K(k)√
(a4 − a2)(a3 − a1)
, (1.11)
with K(k) the complete elliptic integral of the first kind with argument k > 0 defined
by
k2 =
(a3 − a2)(a4 − a1)
(a3 − a1)(a4 − a2) .
Finally, the values ψ̂(aj) in (1.10) are given by
ψ̂(aj) = lim
x→aj ,x∈suppµ
piψ(x)√|x− aj | , (1.12)
where ψ is the density of the equilibrium measure µV minimizing (1.8). The quantity
F1 = F1(V ) has been first obtained, up to a constant, by solving the loop equations
in [1]. The oscillatory term in (1.9) is expressed by the Jacobi theta function with
argument NΩ and period B, Im (B) > 0 defined as
θ(z;B) =
∑
n∈Z
epiin
2B+2piinz, B = i
K(k′)
K(k)
, k′ =
√
1− k2. (1.13)
4
Oscillatory terms first appeared in the asymptotics of orthogonal polynomials related
to random matrices in the seminal paper [22]. Later oscillatory terms appeared in
the asymptotic expansion of the partition function itself in [10]. Numerical evidence
of the oscillatory behaviour of the partition function in the large N limit was first
obtained in [35]. The first term on the right hand side of (1.9) does not depend on the
potential V and is given by products of GUE partition functions defined in (1.5) with
σ∗ = 4e3/2 and where b . c stands for the integer part. The constant σ∗ is such that
limN→∞N−2 logZGUEN,σ∗ = 0. We remark that while we have established the existence
of a complete expansion to all orders, and while with our techniques we can in principle
calculate recursively further terms of the asymptotic expansion (1.9), obtaining explicit
formulae beyond the first 3 or 4 terms remains a significant, albeit algebraic, challenge.
Up to the first term, the asymptotic expansion in (1.9) has been computed in the
physics literature for general classes of V , see e.g. [1, 10, 23], including multi-cut V
[26, 16]. In particular in [26], all terms of the asymptotic expansion of the logarithm of
the partition function logZN (V ) have been calculated up to an additive term. However,
rigorous asymptotic expansions, without any prior assumptions on their existence, are a
very delicate issue and have only been obtained very recently [11, 49]. The manuscripts
[11, 49] attack the more general problem of determining the asymptotic behavior for
general β. For any two-cut regular potential V the asymptotic expansion (1.9) clearly
shows that the additive term
log
(
N !
bN2 c!bN+12 c!
ZGUEbN
2
c,σ∗Z
GUE
bN+1
2
c,σ∗
)
is independent of V and to the best of our knowledge, such expression has not appeared
in the literature before. The representation of the asymptotic expansion in [11] and
[49] is exceedingly implicit, making comparisons between those papers and our explicit
results difficult. Expanding this constant term as N →∞ we obtain
logZN (V ) = −N2F0(V )+N logN +(log 2pi−1)N + 1
3
logN +
1
2
log 2pi+2ζ ′(−1)
+
1
6
log 2− F1(V ) + log θ(NΩ(V );B(V )) +O(N−1). (1.14)
Remark 1.1 The above asymptotic expansion shows that the term of order N logN
and the term of order N are the same as in the Gaussian case (see (1.6)) while the
term of order logN is different from the one-cut case as well as all the smaller order
terms. For a general potential V with low regularity properties the fact that logZN =
−N2F0 +N logN +N(log 2pi − 1) +O(logN) is proved in the works [47, 42], see also
[12].
2 Statement of results
The main contributions of this paper are the following:
(1) we use an approach using orthogonal polynomials and RH problems to obtain
large N asymptotics of the partition function ZN (V ) for symmetric quartic poly-
nomials V ;
5
(2) we prove that any one-cut regular polynomial V (x) can be deformed continuously
to the Gaussian x2/2 in such a way that the deformed external field remains one-
cut regular and polynomial of degree ≤ deg V throughout the deformation;
(3) we prove that any two-cut regular polynomial V can be deformed continuously
to a symmetric quartic polynomial V0 in such a way that the deformed external
field remains two-cut supported and polynomial of degree ≤ deg V throughout
the deformation;
(4) for any two-cut regular polynomial external field V~t(x) = V0(x) +
∑2d
j=1 tjx
j ,
with t2d > 0 and V0 some quartic symmetric reference potential, we establish an
asymptotic expansion for derivatives of logZN (V~t), with respect to the parameters
tj . We then obtain the large N asymptotics of the partition function logZN (V~t)
by integration in parameter space from the reference potential V0 to V~t.
2.1 Symmetric quartic V
We first consider the case where V is a symmetric quartic polynomial:
Vr,s(z) =
1
s
(x4 − rx2), r > 2√s. (2.1)
Then the equilibrium measure minimizing (1.8) is given by [8, 43]
dµr,s(x) =
2
pis
|x|
√
(b− x2)(x2 − a)dx, x ∈ [−
√
b,−√a] ∪ [√a,
√
b], (2.2)
where
a =
1
2
(
r − 2√s) , b = 1
2
(
r + 2
√
s
)
. (2.3)
The condition r > 2
√
s is needed to have a two-cut supported equilibrium measure. In
order to derive large N asymptotics for ZN (r, s) := ZN (Vr,s), we will need a number of
identities which hold for finite N . The following identities will be shown in Section 3.2
and are crucial for our analysis.
Proposition 2.1 Let V be given by (2.1) and ZN (r, s) by (1.1). Then we have
logZ2N (r, s) = log(2N)! + log ẐN (−1/2; r, s) + log ẐN (1/2; r, s), (2.4)
logZ2N+1(r, s) = log(2N + 1)! + log ẐN+1(−1/2; r, s+) + log ẐN (1/2; r, s−),
(2.5)
where
s± = s
(
1± 1
2N + 1
)
, (2.6)
and
ẐN (α; r, σ) =
1
N !
∫
RN+
∏
i<j
(xi − xj)2
N∏
j=1
xαj e
− 2N
σ
(x2j−rxj)dxj . (2.7)
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This reduces the problem of finding asymptotics for ZN (r, s) to the problem of finding
asymptotics for log ẐN (α; r, σ) as N → ∞ where σ = s and σ = s± = s
(
1∓ 12N+1
)
.
Defining
d
dα
log ẐN (α; r, σ) = GN (α; r, σ), one has
log ẐN (α; r, σ) = log ẐN (0; r, σ) +
∫ α
0
GN (α
′; r, σ)dα′, (2.8)
and we will use a second crucial identity, which we will also prove in Section 3.2,
expressing GN (α; r, σ) completely in terms of orthogonal polynomials with respect to
the weight xαe−NVr,σ(x) on the half-line [0,+∞), see (3.41) and (3.26) below. Moreover,
we will show in Section 3.2 that log ẐN (0; r, σ) can be expressed for large N , up to an
exponentially small error, in terms of the partition function for the GUE, namely
log ẐN (0; r, σ) = log
eN2r22σ
N !
ZGUEN,σ
+O(e−cN ), c > 0, N →∞. (2.9)
We will show in Section 5 using a RH analysis that GN (α, r, σ) admits a full asymptotic
expansion in powers of 1/N , in which the leading term is proportional to N . Combining
(2.4)-(2.5) with (2.8), and substituting asymptotics for GN (α; r, σ), we will be able to
prove the following result (see Section 5).
Theorem 2.2 Let ZN = ZN (r, s) be the partition function defined by (1.1) with V =
Vr,s given by (2.1). As N →∞ for fixed s > 0, r > 2
√
s, there exist constants c(j), c˜(j)
for j ∈ N such that we have an asymptotic expansion of the form
logZN (r, s) = log
N !ZGUEbN2 c,σ∗ZGUEbN+12 c,σ∗⌊
N
2
⌋
!
⌊
N+1
2
⌋
!
−N2F0
+

1
2 log
√
b+
√
a
2(ab)1/4
+
∑k
j=1 c
(j)N−j Neven
1
2 log
√
b−√a
2(ab)1/4
+
∑k
j=1 c˜
(j)N−j N odd
+O(N−k−1), (2.10)
for any k ∈ N, where a = 12(r − 2
√
s) and b = 12(r + 2
√
s), F0 is the limit of the free
energy given by
F0(r, s) := − lim
N→∞
1
N2
logZN (r, s) =
3
8
− 1
4
log
s
4
− r
2
4s
, (2.11)
and ZGUEN,σ∗ is defined in (1.5) with σ
∗ = 4e3/2. The coefficients c(k)(r, s), c˜(k)(r, s) are
real analytic functions of s > 0 and r > 2
√
s, independent of N .
Remark 2.3 Using the expansion (1.6), we can write (2.10) in the form
logZN = −N2F0 +N logN + (log 2pi − 1)N + 1
3
logN +
1
2
log 2pi + 2ζ ′(−1)
+
1
6
log 2 +

1
2 log
√
b+
√
a
2(ab)1/4
Neven
1
2 log
√
b−√a
2(ab)1/4
Nodd
+O(N−1). (2.12)
Some terms of the above expansions have appeared also in the work [48].
7
Remark 2.4 Our formula (2.10) can be written in the following more general form
which is more familiar in the physics literature [1, 26]:
log
 ZN ⌊N2 ⌋! ⌊N+12 ⌋!
N !ZGUEbN
2
c,σ∗Z
GUE
bN+1
2
c,σ∗
 = −N2F0 − F1 + log θ(N
2
;B) +O(N−1) (2.13)
with F1 defined in (1.10) and the theta-function defined in (1.13).
In the symmetric case we consider, by (2.2), we have
a4 = −a1 =
√
b, a3 = −a2 =
√
a, ψ(x) =
2
pis
|x|
√
(b− x2)(x2 − a), (2.14)
and
k =
2(ab)1/4√
a+
√
b
, ∆(a) = 4
√
ab(b− a)2. (2.15)
Using the identity K(k) = pi2 θ(0;B)
2, we have
A = −2piθ(0;B)
2
√
b+
√
a
. (2.16)
For N even, we can use the periodicity property of the θ-function, θ(z + 1;B) =
θ(z;B), and substitute (2.14), (2.15), and (2.16) into (2.13). Using also the fact that
s = (b − a)2/4, we recover (2.10) from (2.13). For N odd, (2.10) again follows from
(2.13), but one must also use the identity
log θ(
1
2
;B)− log θ(0;B) = 1
4
log(1− k2) = 1
2
log
√
b−√a√
b+
√
a
.
Remark 2.5 The quantity F1 defined in (1.10) coincides with the one defined in [1,
24, 26] up to a constant factor
1
24
log(24pi−12).
Remark 2.6 For values of r near 2
√
s, a phase transition takes place between one-cut
and two-cut supported external fields. If r = 2
√
s, the equilibrium density vanishes
at an interior point. This situation is studied in detail in [8]: the limit of the free
energy F0(r, s) is not analytic near this point, and the subleading term in the large
N expansion can be expressed in terms of the Tracy-Widom distribution in a double
scaling limit.
2.2 Equilibrium measures
We define Pm as the space of real polynomials V of even degree ≤ m with positive
leading coefficient and such that V (0) = 0, and we write P for the space of Borel
probability measures on R. To V ∈ Pm, we associate as before the unique probability
measure µV ∈ P which minimizes the logarithmic energy IV (µ) defined by (1.8). The
equilibrium measure is characterized by the variational conditions [46]
2
∫
log |x− y|dµV (y)− V (x) = `V , on suppµV , (2.17)
2
∫
log |x− y|dµV (y)− V (x) ≤ `V , on R. (2.18)
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For a general polynomial V ∈ Pm, µV ∈ P is supported on a finite union of at most
deg V/2 disjoint bounded intervals. If V ∈ Pm is k-cut supported, the measure µV has
the form
dµV (x) =
1
c
√
|R(x)||h(x)|dx, x ∈ ∪kj=1[aj , bj ], (2.19)
where
√
R(x) =
k∏
j=1
(x− aj)(x− bj), (2.20)
h is a monic polynomial of degree deg V − k − 1, and c is a normalizing constant [20].
Generically (2.18) is strict for x ∈ R \ suppµV , but in critical cases, equality can hold
at points exterior to the support [41]. If h(x) 6= 0 for all x ∈ suppµV and if (2.18) is
strict for all x ∈ R \ suppµV , then V is called k-cut regular. We write P (k)m ⊂ Pm for
the subset of Pm containing all k-cut regular external fields of degree ≤ m.
Example 2.7 A simple example of a one-cut regular external field which we will en-
counter later on is V (x) = 2s (x
2 − rx). The corresponding equilibrium measure is
supported on [a, b] with a and b given by (2.3), and is given by
dµV (x) =
2
pis
√
(b− x)(x− a)dx. (2.21)
The quartic symmetric polynomial (2.1) is two-cut regular for r > 2
√
s, one-cut regular
for r < 2
√
s, and one-cut singular for r = 2
√
s, with an equilibrium density which
vanishes in the middle r/2 of its support.
The following result states that any one-cut regular external field V (x) can be
deformed continuously to the Gaussian x2/2 in such a way that the deformed external
field remains one-cut regular.
Theorem 2.8 Write V~t(x) =
x2
2 +
∑m
j=1 tjx
j, and let V = V~t ∈ P (1)m , m ≥ 2 be one-cut
regular. There exist a continuous path ~t : [0, 1] → Rm : τ 7→ ~t(τ) = (t1(τ), . . . , tm(τ))
in Rm such that
(i) ~t(0) = 0, or equivalently V~t(0)(x) =
x2
2 ,
(ii) ~t(1) = ~t,
(iii) for all τ ∈ [0, 1], V~t(τ) ∈ P (1)m .
The above theorem will be proved in Section 6.
Theorem 2.9 Write
V~t(x) = V0(x) +
m∑
j=1
tjx
j , V0(x) = x
4 − 4x2,
and let V = V~t ∈ P (2)m , m ≥ 4, be two-cut regular. There exist a continuous path
~t : [0, 1]→ Rm : τ 7→ ~t(τ) = (t1(τ), . . . , tm(τ)) in Rm such that
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(i) ~t(0) = 0, or equivalently V~t(0)(x) = x
4 − 4x2,
(ii) ~t(1) = ~t,
(iii) for all τ ∈ [0, 1], V~t(τ) ∈ P (2)m .
The proof of the above theorem is given in Section 7.
Remark 2.10 The above results imply that the sets P
(1)
m and P
(2)
m are path-connected.
Indeed, given two polynomials V1, V2 in P
(k)
m for k = 1, 2, the theorems provide two k-
cut regular paths which can be composed to obtain a continuous path connecting V1 to
V2. We believe that the set P
(k)
m is path-connected for any k ∈ N, but a generalization
of our proofs would become considerably more complicated for k > 2. Theorem 2.8 is
not needed for our study of the partition function in the two-cut case, but it allows to
extend the proof in [25] of the existence of an asymptotic expansion of the form (1.4) to
the entire set of one-cut regular polynomials V . This is explained in the remark after
Theorem 1.1 in [25].
2.3 General two-cut regular V
We consider a deformation of the quartic symmetric external field of the form V~t(x) =
V0(z) +
∑2d
j=1 tjx
j , with t2d > 0, d ≥ 2, and V0(x) = x4 − 4x2. The deformed external
field does not need to be symmetric. Let Pn(x) be the orthonormal polynomials with
respect to the weight e−NV~t(x), defined by∫
R
Pn(x)Pm(x)e
−NV~t(x)dx = δmn, Pn(x) = κnxn + . . . ,
and let us consider the 2× 2 matrix
X(z) = X(N)(z;~t) =
(
κ−1N PN (z)
1
2piiκ
−1
N
∫
R PN (s)
e
−NV~t(s)ds
s−z
−2piiκN−1PN−1(z) −κN−1
∫
R PN−1(s)
e
−NV~t(s)ds
s−z
)
, (2.22)
defined for z ∈ C \ R.
For the partition function (1.1) associated to the external field V~t we use the relation
(see (8.8))
d
dtk
logZN (~t) =
N
2
Resz=∞
[
Tr
(
X−1(z;~t)X ′(z;~t)σ3
)
zk
]
, (2.23)
where ′ denotes derivative with respect to z. The r.h.s. of the above expression is the
derivative with respect of the parameters tk of the isomonodromic τ -function introduced
by the Japanese school [33]. The identification of the partition function ZN (~t) with the
isomonodromic τ -function was obtained in [5] (see also [6]). For a general potential
which can also have singularities, the deformation of the τ -function with respect to
parameters in the potential was obtained in [4]. The matrix function X in (2.23) is the
solution to the standard RH problem for the orthogonal polynomials Pn(z) [29]. For a
general j-cut regular external field V , the leading order term in the large N asymptotic
expansion for X has been obtained using the Deift/Zhou steepest descent method in
[21], and the method used in this paper allows to compute subleading terms as well.
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For our purposes, in the case of a two-cut regular external field V~t with support
[a1, a2] ∪ [a3, a4] and equilibrium measure µV~t , we will need the leading and first sub-
leading term in the asymptotic expansion of the matrix X(z) as N → ∞. Evaluating
the residue in (2.23) and using Fay’s identities [28], we obtain the large N asymptotic
expansion
− ∂
∂tk
logZN (V~t) = N
2∂F0
∂tk
−N(log θ (NΩ;B))′ ∂Ω
∂tk
+
∂F1
∂tk
− ∂
∂B
log θ (NΩ;B)
∂B
∂tk
− (log θ (NΩ;B))′′F (1)1
∂Ω
∂tk
− F
(3)
0
6
(
(θ (NΩ;B))′′′
θ (NΩ;B)
)′
∂Ω
∂tk
+O(N−1),
where F0 = IV~t(µV~t) is defined in (1.8), the functional form of F1 = F1(V~t) is defined in
(1.10), and θ(NΩ, B) is defined in (1.13) with Ω =
∫ a4
a3
dµV~t . The quantities F
(1)
1 and
F
(3)
0 are defined in (8.101) and (8.102) respectively and coincide, up to multiplicative
factors, with quantities first obtained in [26]. The above expansion has been proved in
theorem 8.7. From the above expansion, it is straightforward to arrive to the following
theorem.
Theorem 2.11 Let V~t ∈ P (2)m be a two-cut regular polynomial external field. The
derivative with respect to the parameter tk, k = 1, . . . , 2d of logZN (V~t) has the asymp-
totic expansion
− ∂
∂tk
logZN (V~t) =
∂
∂tk
(
N2F0(V~t) + F1(V~t)− log θ
(
NΩ(V~t);B(V~t)
))
+O (N−1) ,
(2.24)
where F0 = IV~t(µV~t) is defined in (1.8), the functional form of F1 = F1(V~t) is defined
in (1.10), and θ(NΩ;B) is defined in (1.13) with Ω =
∫ a4
a3
dµV~t. The above expansion
is uniform for ~t in compact subsets of {~t ∈ Rm : V~t ∈ P (2)m }.
From Theorem 2.9, we can choose a continuous path ~t : [0, 1] → Rm : τ 7→ ~t(τ) =
(t1(τ), . . . , tm(τ)) in Rm such that V~t(0)(x) = x
4 − 4x2, V~t(1)(x) = V~t(x), and for all
τ ∈ [0, 1], V~t(τ) is two-cut regular. Therefore one can integrate (2.24) to obtain
logZN (V~t)− logZN (V0) = −N2(F0(V~t)− F0(V0))− F1(V~t) + F1(V0)
+ log θ
(
NΩ(V~t);B(V~t)
)− log θ (NΩ(V0);B(V0)) +O(N−1), N →∞.
Comparing the above relation with (2.10), we obtain our main result.
Theorem 2.12 For a general two-cut regular polynomial potential V , the partition
function ZN (V ) defined in (1.1) has the large N asymptotic expansion
logZN (V ) = log
(
N !
bN2 c!bN+12 c!
ZGUEbN
2
c,σ∗Z
GUE
bN+1
2
c,σ∗
)
−N2F0(V )− F1(V ) + log θ(NΩ(V );B(V )) +O(N−1), (2.25)
where F0 = IV (µV ) is defined in (1.8), the functional form of F1 = F1(V ) is defined
in (1.10), and θ(NΩ, B) = θ(NΩ(V ));B(V ) is defined in (1.13) with Ω(V ) =
∫ a4
a3
dµV .
The constant σ∗ in the GUE partition function, defined in (1.5), is σ∗ = 4e3/2.
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The above two theorems are proved in Section 8.7
Remark 2.13 In our derivation of the above formula, we consider the Riemann surface
y2 = (z−a1)(z−a2)(z−a3)(z−a4) with the canonical homology basis of cycles {α, β}
as shown in Figure 1. By performing a symplectic transformation
a2 a3a1 a4
βα
1
Figure 1: The canonical homology basis.
α˜ = β, β˜ = −α,
the corresponding modulus B˜ = − 1
B
and the Jacobi θ-function transform as
θ(z;B) =
1√−iB e
piiz2B˜θ(zB˜; B˜). (2.26)
Introducing the θ-function with characteristics as
θ[δ ](z;B) =
∑
n∈Z
epii(n+δ)
2B+2pii(z+)(δ+n), (2.27)
one verifies by (2.26) that
θ(NΩ;B) = θ[ 0NΩ](0;B) =
1√−iB θ[
NΩ
0 ](0; B˜). (2.28)
The period A˜ of the holomorphic differential with respect to the basis α˜ takes the form
A˜ = (−iB)A. (2.29)
Therefore, combining (2.28) and (2.29), the expansion of the partition function with
respect to the homology basis (α˜, β˜) can be written in the form
logZN (V~t) = log
(
N !
bN2 c!bN+12 c!
ZGUEbN
2
c,σ∗Z
GUE
bN+1
2
c,σ∗
)
−N2F˜0 − F˜1 + log θ[NΩ0 ](0; B˜) +O(N−1), (2.30)
where F˜0 = F0 and
F˜1 =
1
24
log
 1
28
(
|A˜|
2pi
)12
|∆(a)|3
4∏
j=1
|ψ̂(aj)|
 .
This second choice of homology basis is the one used in [11] and [26].
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Outline
The remaining part of the manuscript is organized as follows. In Section 3, we use the
orthonormal polynomials with respect to the weight wN (x;α, r, σ) = x
αe−
2N
σ
(x2−rx)
on the half line [0,+∞) to prove the identities in Proposition 2.1, and we express the
partition function ZN (r, s) with respect to the potential V0(x) = Vr,s(x) =
1
s
(x4− rx2)
in terms of quantities related to those polynomials. This will lead to a proof of (2.8)
and (2.9).
In Section 4, we obtain leading and subleading asymptotics for the orthogonal
polynomials on the half line using a steepest descent analysis of the associated RH
problem.
In Section 5, we use the results from Section 3 and Section 4 to derive the asymptotic
expansion of the partition function logZN (r, s) asN →∞ up to terms of orderO(N−1),
thus proving Theorem 2.2.
In Section 6, we show that the space of one-cut regular polynomial potential is
path-wise connected (Theorem 2.8).
In Section 7, we show that the space of two-cut regular polynomial potential is
path-wise connected (Theorem 2.9).
In the last section, we determine the differential identities for the partition function
log(ZN (V~t)) with respect to the parameters tk for a two-cut regular polynomial potential
of the form V~t(z) = V0(z) +
∑2d
k=1 tkz
k and we calculate the asymptotic expansion as
N →∞ of these differential identities up to terms of order O(N−1). We then integrate
in the space of parameters from the reference potential V0(z) up to any two-cut potential
V~t(z), thus proving our main result, Theorem 2.12.
3 Orthogonal polynomials and differential identities
3.1 Proof of Proposition 2.1
Let ZN (V ) be the partition function defined in (1.1). It is a standard fact that, for
general V ,
ZN (V ) = N !
N−1∏
n=0
κ−2n,N (V ), (3.1)
where κn,N = κn,N (V ) > 0 is the leading coefficient of the degree n orthonormal
polynomial defined by∫
R
Pn,N (x)Pm,N (x)e
−NV (x)dx = δmn, Pn,N (x) = κn,Nxn + . . . (3.2)
Now let V = V0 = Vr,s be the quartic symmetric polynomial given by (2.1), and consider
orthonormal polynomials pn,N (x;α, r, σ) on R+ with respect to the weight
wN (x;α, r, σ) = x
αe−
2N
σ
(x2−rx), (3.3)
so that we have the orthogonality conditions∫ +∞
0
pn,N (x;α, r, σ)pm,N (x;α, r, σ)wN (x;α, r, σ)dx = δmn. (3.4)
13
We express the leading and subleading terms as x→∞ of pk,N as follows,
pk,N (x;α, r, σ) = γk,N (α, r, σ)x
k(1+
ck,N (α, r, σ)
x
+
dk,N (α, r, σ)
x2
+. . .), γk,N > 0. (3.5)
Applying the change of variable x = u2 to the integral in (3.4) for σ = s, one ob-
tains orthogonality relations for the polynomials pn,N (u
2) and upn,N (u
2), and it is
straightforward to verify that they obey precisely the orthogonality relations (3.2) with
V = V0 = Vr,s for P2n,N (with α = −1/2) and P2n+1,N (with α = 1/2), so that by
uniqueness we have the identities
P2n,2N (u; r, s) = pn,N (u
2;−1/2, r, s), P2n+1,2N (u; r, s) = upn,N (u2; 1/2, r, s). (3.6)
Similar identities have been derived previously, see for example [2, Appendix B], [30],
and [17]. In particular, we have by (3.6),
κ2k,2N (r, s) = γk,N (−1/2; r, s), κ2k+1,2N (r, s) = γk,N (1/2; r, s). (3.7)
Hence, by (3.1), we obtain
logZ2N (r, s) = log(2N)! + log ẐN (−1/2; r, s) + log ẐN (1/2; r, s), (3.8)
logZ2N+1(r, s) = log(2N + 1)! + log ẐN+1(−1/2; r, s+) + log ẐN (1/2; r, s−),
(3.9)
with s± as in (2.6), and
log ẐN (α; r, σ) = −2
N−1∑
n=0
log γn,N (α; r, σ). (3.10)
The quantity ẐN (α; r, σ) is the partition function corresponding to a unitary random
matrix ensemble for positive-definite matrices, and following standard arguments, it
can be expressed as the N -fold integral (2.7). This proves Proposition 2.1. In order to
obtain asymptotics for ZN (r, s), it is thus sufficient to have asymptotics for ẐN (1/2; r, σ)
and ẐN (−1/2; r, σ) as N →∞, with σ = s and σ = s±. The advantage of this formula
is that the equilibrium problem associated to the partition function ẐN (α; r, σ), is to
minimize the quantity
Ir,σ(ν) =
∫∫
log |x− y|−1dν(x)dν(y) + 2
σ
∫
(x2 − rx)dν(x) (3.11)
among all Borel probability measures on R+, and that the support of the minimizer
consists of one single interval, as opposed to the support of µr,s. We have indeed
dνr,σ(x) =
2
piσ
√
(br,σ − x)(x− ar,σ)dx, x ∈ [ar,σ, br,σ], (3.12)
which is a semi-circle distribution, with ar,σ > 0 and br,σ > 0 given by
ar,σ =
1
2
(r − 2√σ), br,σ = 1
2
(r + 2
√
σ), (3.13)
see Example 2.7.
14
3.2 Differential identity for log ẐN(α)
In what follows, we will consider r and σ as fixed parameters, and we omit them in
our notations, writing for example a, b, ν, ẐN (α) instead of ar,σ, br,σ, νr,σ, ẐN (α; r, σ).
In this section, N will also be fixed and we will also use the abbreviated notations
pn, γn, cn, dn, w(x) instead of pn,N , γn,N , cn,N , dn,N , wN (x) when there is no possible
confusion. We will now derive a differential identity for log ẐN (α) as a function of α,
following similar ideas as in [39]. By (3.10), we have
d
dα
log ẐN (α) = −2
N−1∑
n=0
γ′n(α)
γn(α)
= −
N−1∑
n=0
∫ +∞
0
∂
∂α
(
p2n(x;α)
)
w(x;α)dx. (3.14)
Recalling the Christoffel-Darboux formula
N−1∑
n=0
p2n(x;α) = aN−1(α)(p
′
N (x;α)pN−1(x;α)− pN (x;α)p′N−1(x;α)), (3.15)
where an is the recurrence coefficient defined by
xpn(x;α) = an(α)pn+1(x;α) + bn(α)pn(x;α) + an−1(α)pn−1(x;α), (3.16)
and substituting it into (3.14), we obtain
d
dα
log ẐN (α) = −
∫ +∞
0
∂
∂α
(
aN−1(α)p′N (x;α)pN−1(x;α)
)
w(x;α)dx
+
∫ +∞
0
∂
∂α
(
aN−1(α)pN (x;α)p′N−1(x;α)
)
w(x;α)dx. (3.17)
By the orthogonality conditions for the orthogonal polynomials, we obtain
d
dα
log ẐN (α) = −Na′N−1(α)
γN (α)
γN−1(α)
−aN−1(α)
∫ +∞
0
(
∂
∂α
p′N (x;α)
)
pN−1(x;α)w(x;α)dx
− aN−1(α)
∫ +∞
0
p′N (x;α)
(
∂
∂α
pN−1(x;α)
)
w(x;α)dx
+ aN−1(α)
∫ +∞
0
(
∂
∂α
pN (x;α)
)
p′N−1(x;α)w(x;α)dx
+ aN−1(α)
∫ +∞
0
pN (x;α)
(
∂
∂α
p′N−1(x;α)
)
w(x;α)dx. (3.18)
The last term in the above equation vanishes because of the orthogonality, and using
the orthogonality also for the other integrals we obtain
d
dα
log ẐN (α) = −Na′N−1(α)
γN (α)
γN−1(α)
−NaN−1(α) γ
′
N (α)
γN−1(α)
+aN−1(α)(J1−J2), (3.19)
where
J1 =
∫ +∞
0
(
∂
∂α
pN (x;α)
)
p′N−1(x;α)w(x;α)dx, (3.20)
J2 =
∫ +∞
0
p′N (x;α)
(
∂
∂α
pN−1(x;α)
)
w(x;α)dx. (3.21)
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From the recurrence relation (3.16), it follows directly that an =
γn
γn+1
, and using this
relation we obtain
d
dα
log ẐN (α) = −N
γ′N−1(α)
γN−1(α)
+
γN−1
γN
(α)(J1 − J2). (3.22)
We will simplify this expression further, but for that purpose we need to introduce
w(z;α) = zαe−
2N
σ
(z2−rz) as the analytic continuation to C \ [0,+∞) of the weight
function w(x;α), in such a way that
lim
→0
w(x+ i;α) = w(x;α), lim
→0
w(x− i;α) = e2piiαw(x;α)
for x ∈ R. In this way we can write integrals on (0,+∞) as integrals on a contour C
that encircles clockwise the line (0,+∞): we have∫ +∞
0
P (x)w(x;α)dx =
1
1− e2piiα
∫
C
P (z)w(z;α)dz
for any polynomial P . The main advantage of the contour C for us is that it allows
for integration of functions with a pole at 0. We can simplify the formula for J2 by
integrating by parts and by using the fact that
∂
∂α
pN (x;α) =
(
∂
∂α
pN (x;α)− ∂
∂α
pN (0;α)
)
+
∂
∂α
pN (0;α),
and this leads to
J2 =
1
1− e2piiα
∫
C
p′N (z;α)
(
∂
∂α
pN−1(z;α)
)
w(z;α)dz
= − 1
1− e2piiα
∫
C
pN (z;α)
(
∂
∂α
pN−1(z;α)
)
(
α
z
− 4N
σ
z + 2
N
σ
r)w(z;α)dz
= 4
N
σ
γ′N−1(α)
γN (α)
− α
1− e2piiα
(
∂
∂α
pN−1(0;α)
)∫
C
pN (z;α)
1
z
w(z;α)dz.
(3.23)
Similarly
J1 = −N γ
′
N (α)
γN−1(α)
− α
1− e2piiα
∫
C
(
∂
∂α
pN (z;α)
)
pN−1(z;α)
1
z
w(z;α)dz
−
∫ +∞
0
(
∂
∂α
pN (x;α)
)
pN−1(x;α)(−4N
σ
x+ 2
N
σ
r)w(x;α)dx. (3.24)
The second term can be computed as in (3.23), for the last term we expand ∂∂αpN (x;α)
for large x using (3.5) as
∂
∂α
pN (x;α) = γ
′
N (α)x
N + (γNcN )
′(α)xN−1 + (γNdN )′(α)xN−2 +O(xN−3).
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This yields
J1 = −(N + α) γ
′
N (α)
γN−1(α)
−
(
∂
∂α
pN (0;α)
)
α
1− e2piiα
∫
C
pN−1(z;α)
1
z
w(z;α)dz
+ 2
N
σ
2(γNdN )
′(α)− r(γNcN )′(α)
γN−1(α)
+ 4
N
σ
γ′N (α)
∫ +∞
0
pN−1(x;α)xN+1w(x;α)dx
+ 2
N
σ
(
2(γNcN )
′(α)− rγ′N (α)
) ∫ +∞
0
pN−1(x;α)xNw(x;α)dx. (3.25)
Note that the above formulas are valid for any α ∈ [−1/2, 1/2] including α = 0. The
constants cN and dN are defined by (3.5) and determine, together with γN , the sub-
leading coefficients of pN .
3.3 Differential identity in terms of RH solution Y
If we write
Y (z;α) = Y (N)(z;α, r, σ) =
(
γ−1N pN (z)
1
2piiγ
−1
N
∫ +∞
0 pN (s)
w(s)ds
s−z
−2piiγN−1pN−1(z) −γN−1
∫ +∞
0 pN−1(s)
w(s)ds
s−z
)
,
(3.26)
Y satisfies the RH problem [29]
RH problem for Y
(a) Y is analytic in C \ [0,+∞),
(b) Y has boundary values Y± for x ∈ (0,+∞), and they are related by the jump
property
Y+(x) = Y−(x)
(
1 w(x;α)
0 1
)
, x ∈ (0,+∞). (3.27)
(c) As z →∞, Y has an asymptotic expansion of the form
Y (z)z−nσ3 = I + Y1z−1 + Y2z−2 + Y3z−3 +O(z−4), (3.28)
where Y1, Y2, Y3 are matrices that may depend on α,N, r, σ but not on z.
It is straightforward to derive from (3.26) the identities
cN = Y1,11, dN = Y2,11, (3.29)
γN−1 =
(
Y1,21
−2pii
)1/2
, γN =
(
− 1
2piiY1,12
)1/2
, (3.30)∫ +∞
0
pN−1(x)xNw(x;α)dx =
Y1,22
γN−1
,
∫ +∞
0
pN−1(x)xN+1w(x;α)dx =
Y2,22
γN−1
.
(3.31)
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We can use those identities to express J1, J2, and
d
dα log ẐN (α) in terms of Y = Y
(N).
Indeed, for J2, we obtain
J2 = 2
N
σ
Y ′1,21
√
Y1,12
Y1,21
−
(
Y21(0;α)
−i√2piiY1,21
)′
α
1− e2piiα
∫
C
pN (z;α)
1
z
w(z;α)dx, (3.32)
and for J1,
J1 =
N + α
2
Y ′1,12
Y1,12
1√
Y1,12Y1,21
+
2N
σ
√
Y1,12Y1,21
Y ′1,12
Y1,12
(
−TrY2 + r
2
TrY1 − Y1,11Y1,22
)
+
2N
σ
√
Y1,12Y1,21
(
2Y ′2,11 − rY ′1,11 + 2Y ′1,11Y1,22
)
−
(
Y11(0;α)√−2piiY1,12
)′
α
1− e2piiα
∫
C
pN−1(z;α)
1
z
w(z;α)dz. (3.33)
In the above formulas, the primes denote derivatives with respect to α. The jump
condition for Y implies that detY is an entire function, and the asymptotics for Y
together with Liouvilles theorem yield detY ≡ 1. In view of (3.28), this can only be
true if TrY1 = 0. Combining (3.22), (3.33) and (3.32) one arrives at the formula
d
dα
log ẐN (α) =
α
2
Y ′1,12
Y1,12
+ 2
N
σ
(
(detY1)
′ + 2Y ′2,11 − rY ′1,11
)
+
N
2
(
Y ′1,12
Y1,12
− Y
′
1,21
Y1,21
)
+
√
Y1,12Y1,21
(
Y21(0;α)
−i√2piiY1,21
)′
α
1− e2piiα
∫
C
pN (z;α)
1
z
w(z;α)dz
−√Y1,12Y1,21( Y11(0;α)√−2piiY1,12
)′
α
1− e2piiα
∫
C
pN−1(z;α)
1
z
w(z;α)dz.
(3.34)
Regarding the last two integrals in the above formulas, we have
Y22(z) =
−2piiγN−1
1− e2piiα pN−1(z;α)w(z;α)−
γN−1
1− e2piiα
∫
C
pN−1(z′;α)w(z′)
z′ − z dz
′, (3.35)
if z lies inside the contour C. If we set
Y˜ (z) = Y (z)
(
1 − w(z;α)
1−e2piiα
0 1
)
, (3.36)
it follows that
α
1− e2piiα
∫
C
pN−1(z′;α)
1
z′
w(z′;α)dz′
= − α
γN−1
lim
z→0
(
Y22(z;α)− Y21(z;α)w(z;α)
1− e2piiα
)
= − α
√
2pi√
iY1,21
Y˜22(0;α).
(3.37)
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Now, for the other integral in (3.34), the relevant identity is
γNY12(z) =
1
2pii(1− e2piiα)
∫
C
pN (z
′;α)w(z′;α)
z′ − z dz
′+
1
1− e2piiα pN (z;α)w(z;α), (3.38)
from which it follows that
α
1− e2piiα
∫
C
pN (z
′;α)w(z′;α)
z′
dz′ = 2piiαγN lim
z→0
(
Y
(N)
12 (z;α)−
Y
(N)
11 (z;α)w(z;α)
1− e2piiα
)
=
√
2pi iα√−iY1,12 Y˜12(0;α). (3.39)
Substituting those identities in (3.34), we obtain
d
dα
log ẐN (α) = GN (α), (3.40)
with
GN (α) = GN (α; r, σ) = α
2
Y ′1,12
Y1,12
+ 2
N
σ
(
(detY1)
′ + 2Y ′2,11 − rY ′1,11
)
+
N
2
(
Y ′1,12
Y1,12
− Y
′
1,21
Y1,21
)
+
√
Y1,12Y1,21
(
Y11(0;α)√−iY1,12
)′
α√
iY1,21
Y˜22(0;α)
−√Y1,12Y1,21(Y21(0;α)√
iY1,21
)′
α√−iY1,12 Y˜12(0;α). (3.41)
The identity (2.8) stated in the introduction follows from (3.40). It then follows from
(3.8)-(3.9) that
logZ2N (r, s) = log(2N)! + 2 log ẐN (0; r, s) (3.42)
+
∫ −1/2
0
GN (α; r, s)dα+
∫ 1/2
0
GN (α; r, s)dα, (3.43)
logZ2N+1(r, s) = log(2N + 1)! + log ẐN+1(0; r, s+) + log ẐN (0; r, s−)
+
∫ −1/2
0
GN+1(α; r, s+)dα+
∫ 1/2
0
GN (α; r, s−)dα. (3.44)
The equilibrium measure νr,σ is one-cut, and we can apply the Deift-Zhou steepest
descent method on the RH problem for Y to obtain large N asymptotics for Y, Y1, Y2
and derivatives, uniformly for α ∈ [−1/2, 1/2]. This means that we can, in principle,
obtain asymptotics for each of the integrals in the above formulas. The only remaining
problem is then to find asymptotics for ẐN (0; r, σ).
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3.4 Asymptotics for ẐN(0; r, σ)
By a shift of the integration variable, we have
ẐN (0; r, σ) =
1
N !
∫
RN+
∏
i<j
(xi − xj)2
N∏
j=1
e−
2N
σ
(x2j−rxj)dxj (3.45)
=
e
N2r2
2σ
N !
∫
RN+
∏
i<j
(xi − xj)2
N∏
j=1
e−2
N
σ
(xj− r2 )2dxj (3.46)
=
e
N2r2
2σ
N !
∫
(− r
2
,+∞)N
∏
i<j
(xi − xj)2
N∏
j=1
e−2
N
σ
x2jdxj , (3.47)
which is, up to a pre-facor, the partition function for a Gaussian Unitary Ensemble
(GUE) with a cut-off at −r/2. We will show that
Z
(r)
N,σ :=
∫
(− r
2
,+∞)N
∏
i<j
(xi − xj)2
N∏
j=1
e−
2N
σ
x2jdxj , σ <
r2
4
is, as N → ∞, exponentially close to the GUE partition function without a cut-off,
given by
ZGUEN,σ := Z
(−∞)
N,σ =
∫
RN
∏
i<j
(xi − xj)2
N∏
j=1
e−2
N
σ
x2jdxj . (3.48)
In the GUE (without cut-off) with joint probability distribution of eigenvalues given
by
1
ZGUEN,σ
∏
i<j
(xi − xj)
N∏
j=1
e−
2N
σ
x2jdxj ,
the ratio Z
(r)
N,σ/Z
GUE
N,σ is equal to the probability that all eigenvalues are bigger than
−r/2. It is well-known that this probability is exponentially close to 1 since −r/2 is
strictly smaller than the left endpoint of the support of the equilibrium measure (which
is the limiting mean eigenvalue distribution) corresponding to this ensemble. Indeed,
it follows for example by a large deviation principle, see [3, Section 2.6.2], that
Z
(r)
N,σ
ZGUEN,σ
= 1 +O(e−cN ), N →∞, c > 0.
We can conclude that, as N →∞,
logZ2N (r, s) = log(2N)! + 2 log
[
1
N !
ZGUEN,s
]
+
N2r2
s
+
∫ −1/2
0
GN,(α; r, s)dα+
∫ 1/2
0
GN (α; r, s)dα +O
(
e−cN
)
, (3.49)
logZ2N+1(r, s) = log(2N + 1)! + log
[
1
(N + 1)!
ZGUEN+1,s+
]
+ log
[
1
N !
ZGUEN,s−
]
+
(2N + 1)2r2
4s
+
∫ −1/2
0
GN+1(α; r, s+)dα
+
∫ 1/2
0
GN (α; r, s−)dα +O
(
e−cN
)
, (3.50)
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where we used the identity
(N + 1)2r2
2s+
+
N2r2
2s−
=
(2N + 1)2r2
4s
.
4 Analysis of the RH problem for the orthogonal polyno-
mials
In this section, we will obtain asymptotics for the RH problem for Y , stated in the
previous section, as N →∞, and this will also lead us towards asymptotics for GN . We
recall that Y depends on N , α, r, and σ. By (3.49)-(3.50), we will need asymptotics as
N →∞ for −12 ≤ α ≤ 12 , and with σ = s and σ = s±. In the case where σ = s±, σ will
be N -dependent by (2.6), but this will not cause any problems because the asymptotics
for Y will be uniform in σ as long as σ < r
2
4 − ,  > 0. Since we assume that s < r
2
4 ,
we also have that s± < r
2
4 −  for N sufficiently large and  sufficiently small.
4.1 The equilibrium measure
Define the equilibrium measure νr,σ minimizing the logarithmic energy (3.11) among
all probability measures on R+. As mentioned in Example 2.7, one can compute νr,σ
explicitly: it is supported on the interval [a, b] = [ r2 −
√
σ, r2 +
√
σ] and the density is
given by (3.12). For all σ < r
2
4 , we have that a > 0. Now, define
g(z) =
∫ b
a
log (z − s)dνr,σ(s), (4.1)
where we choose the branch of the logarithm such that g is analytic in C \ (−∞, b]. It
is directly verified that
g+(x)− g−(x) = 2pii
∫ b
x
dνr,σ(y), for x < b, (4.2)
where
∫ b
x dνr,σ(y) is understood as 1 for x < a. For x ∈ [a, b], the Euler-Lagrange
variational conditions conditions for νr,σ imply that
g+(x) + g−(x)−W (x)− ` = 0, W (x) = 2
σ
(x2 − rx), (4.3)
for some number ` depending on r, σ, and that the left hand side of (4.3) is strictly
negative on (0,+∞) \ [a, b].
For later use, we compute the asymptotics for the g-function as z →∞, which are
given by
g(z) = log z − 1
z
∫
ydνr,σ(y)− 1
2z2
∫
y2dνr,σ(y) +O(z−3) (4.4)
= log z − m1
z
− m2
2z2
+O(z−3), (4.5)
where we write mk =
∫
ykdνr,σ(y). It follows that
eNg(z)σ3 = zNσ3
(
I +
G1
z
+
G2
z2
+O(z−3)
)
, as z →∞, (4.6)
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with
G1 =
(−Nm1 0
0 Nm1
)
, G2 =
(
N2m21−Nm2
2 0
0
N2m21+Nm2
2
)
. (4.7)
By (3.12), m1 and m2 can be computed explicitly, we have
m1 =
a+ b
2
=
r
2
, m2 =
1
16
(5a2 + 6ab+ 5b2) =
1
4
(r2 + σ). (4.8)
4.2 Transformation Y 7→ T
We use the g-function in the first transformation of the RH problem and define T by
T (z) = e−N`σ3/2Y (z)e−N(g(z)−`/2)σ3 , (4.9)
where Y is given by (3.26), with w(x) = xαe−NW (x). From the RH conditions for Y , it
is straightforward to obtain a RH problem for the new unknown T : we have
RH problem for T
(a) T is analytic in C \ [0,+∞).
(b) For x ∈ R, we have the jump relation
T+(x) = T−(x)JT (x), x ∈ [a, b] , (4.10)
with
JT (x) =
(
e−N(g+(x)−g−(x)) xαeN(g+(x)+g−(x)−W (x)−`)
0 eN(g+(x)−g−(x))
)
. (4.11)
(c) As z →∞, T (z) = I +O(z−1).
Condition (c) follows from the logarithmic behavior of g at infinity, condition (b) is a
consequence of (4.9) and the jump relation (3.27) for Y . It is useful to define φ(z) as
follows:
φ(z) = 2g(z)−W (z)− ` , z ∈ C \ (−∞, b] . (4.12)
From (4.3), it follows that
g+(x)− g−(x) = φ+(x) , x ∈ [a, b] , (4.13)
g+(x)− g−(x) = −φ−(x) , x ∈ [a, b] . (4.14)
It turns out that φ can be evaluated explicitly: we have
φ(z) =
−4
σ
(
−(b− a)
2
4
log
[√
z − a+√z − b
]
+
2z − (a+ b)
4
√
z − b√z − a+ (b− a)
2 log (b− a)
8
)
. (4.15)
Using (4.2) and (4.3), we can write the jump matrix JT in terms of φ:
JT (x) =
(
e−Nφ+(x) xα
0 e−Nφ−(x)
)
, for x ∈ [a, b], (4.16)
JT (x) =
(
1 xαeNφ(x)
0 1
)
, for x ∈ (0, a) ∪ (b,+∞). (4.17)
Note that, although φ is not continuous on (0, a), eNφ is, and therefore we can safely
write eNφ instead of eNφ± .
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4.3 Transformation T 7→ S
The jump matrix for T can be re-written for x ∈ (a, b) as
JT (x) =
(
1 0
e−Nφ−(x)
xα 1
)(
0 xα
− 1xα 0
)(
1 0
e−Nφ+(x)
xα 1
)
. (4.18)
This leads us to the second transformation, where we open lenses. Define three regions
as follows, see Figure 2:
• Region I: the upper lens region.
• Region II: the lower lens region.
• Region III: everything else.
a b0 ∞
I
II
III
III
ΣS
1
Figure 2: The contour ΣS consists of the two lenses and the interval (0,∞).
We then define S in the three regions as follows:
S(z) = T (z)×

I z ∈ Region III,(
1 0
− e−Nφ+(z)zα 1
)
z ∈ Region I,(
1 0
e−Nφ−(z)
zα 1
)
z ∈ Region II.
(4.19)
Using the RH conditions satisfied by T , we can deduce the RH problem for S.
RH problem for S
(a) S is analytic in C \ ΣS , where ΣS is the contour shown in Figure 2.
(b) The jump relations for S are
S+(z) = S−(z)JS(z), z ∈ ΣS , (4.20)
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where
JS(z) =
(
1 0
e−Nφ(z)
zα 1
)
, z ∈ lower lens boundary, (4.21)
JS(z) =
(
0 zα
− 1zα 0
)
, z ∈ (a, b), (4.22)
JS(z) =
(
1 0
e−Nφ(z)
zα 1
)
, z ∈ upper lens boundary, (4.23)
JS(z) = JT (z), z ∈ (0, a) ∪ (b,+∞). (4.24)
(c) S(z) = I +O(z−1) as z →∞.
Using the explicit formula for φ given in (4.15), one can verify that the jump matrix
for S is exponentially small as N → ∞ on ΣS \ [a, b], uniformly for z bounded away
from the endpoints a and b. The next critical step is to build approximations to S
in 4 regions: a neighborhood of z = b, a neighborhood of z = a, a neighborhood of
z = 0, and the complement of those three regions. We will call the parametrix in the
latter region “the outer parametrix” and this one will take care of the jump on (a, b).
The local parametrices near a and b will deal with the jumps near a and b, where the
uniform convergence breaks down. The local parametrix near 0 finally is needed for
technical reasons because 0 is an endpoint of the jump contour ΣS .
4.4 The outer Parametrix P∞(z)
We seek for a function P∞(z) which satisfies the same RH conditions as S, but where
we ignore the jumps that are small in the large n limit and the jumps in small neigh-
borhoods of a and b. We thus obtain
RH problem for P∞(z)
(a) P∞ is analytic in C \ [a, b].
(b) For z ∈ (a, b), we have
P∞+ (z) = P
∞
− (z)
(
0 zα
− 1zα 0
)
. (4.25)
(c) P∞(z) = I +O(z−1) as z →∞.
This RH problem is solved by a function of the form
P∞(z) = dσ3P∞0 (z)D(z)
−σ3 , (4.26)
where
P∞0 (z) =
(
γ(z)+γ(z)−1
2
γ(z)−γ(z)−1
2i
γ(z)−γ(z)−1
−2i
γ(z)+γ(z)−1
2
)
, (4.27)
and
γ(z) =
(z − b)1/4
(z − a)1/4 . (4.28)
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The quantity D(z) is given by
D(z) = exp
{
α
√
z − b√z − a
2pii
∫ b
a
log x√
x− b√x− a
dx
x− z
}
, (4.29)
and can be computed explicitly as follows:
D(z) =
(√
b(z − a) +√a(z − b)√
z − a+√z − b
)α
. (4.30)
The constant d is the large z limit of D(z):
d =
(√
b+
√
a
2
)α
. (4.31)
It will be useful to have the expansion of P∞ for z → ∞. For that, we will also
need the asymptotic behavior of D(z) and P∞(z) as z →∞: we have
D(z) = d
(
1 +
d1
z
+
d2
z2
+O(z−3)
)
, (4.32)
and
P∞0 (z) = I +
1
z
(
0 i(b−a)4−i(b−a)
4 0
)
+
1
z2
(
(b−a)2
32
i(b2−a2)
8
−i(b2−a2)
8
(b−a)2
32
)
+O(z−3). (4.33)
Hence, after straightforward calculations, we obtain
P∞(z) = I +
P1(α)
z
+
P2(α)
z2
+O(z−3), z →∞, (4.34)
with
P1(α) =
(
−d1 id
2(b−a)
4−i(b−a)
4d2
d1
)
, (4.35)
P2(α) =
(
(b−a)2
32 + d
2
1 − d2 id
2(b−a)(a+b+2d1)
8
−i(b−a)(a+b−2d1)
8d2
(b−a)2
32 + d2
)
, (4.36)
where d is defined in (4.31) and d1 and d2 are defined in (4.32). We have
d1(α) =
α
4
(
√
b−√a)2, (4.37)
d2(α) =
d1(α)
8
(
3a+ 2
√
ab+ 3b+ α(
√
b−√a)2
)
. (4.38)
Note that the outer parametrix P∞ depends on σ through a = aσ and b = bσ, and so
do D, the constants d, d1, d2, and the matrices P1 and P2.
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Figure 3: The jump contour Γ for Ψ.
4.5 The Airy Parametrices
Recall that a and b depend on r and σ; if σ = s± with s± given by (2.6), a and b
will thus depend on N . However, for N large, σ will be close to s, and a, b will be
close to 12(r ∓ 2
√
s). We will construct local parametrices in fixed sufficiently small
disks B± := Bδ(12(r ± 2
√
s)) centered at 12(r ∓ 2
√
s). For N sufficiently large, those
neighborhoods will also contain the points a and b. The parametrices will be built out
of a well-known Airy model RH problem, which we recall here. Denote
ω := e
2pii
3 , (4.39)
and let the complex ζ plane be divided into 4 regions as shown in Figure 3. Define
Ψ : C \ Γ→ C2×2, (4.40)
Ψ(ζ) =

(
Ai (ζ) Ai (ω2ζ)
Ai ′(ζ) ω2Ai ′(ω2ζ)
)
e−
pii
6
σ3 , for ζ ∈ I,(
Ai (ζ) Ai (ω2ζ)
Ai ′(ζ) ω2Ai ′(ω2ζ)
)
e−
pii
6
σ3
(
1 0
−1 1
)
, for ζ ∈ II,(
Ai (ζ) −ω2Ai (ωζ)
Ai ′(ζ) −Ai ′(ωζ)
)
e−
pii
6
σ3
(
1 0
1 1
)
, for ζ ∈ III,(
Ai (ζ) −ω2Ai (ωζ)
Ai ′(ζ) −Ai ′(ωζ)
)
e−
pii
6
σ3 , for ζ ∈ IV.
(4.41)
Then Ψ satisfies the following model RH problem.
RH problem for Ψ
(a) Ψ is analytic in the complex plane, except on the jump contour Γ shown in Figure
3.
(b) For ζ on one of the four rays in the jump contour, we have Ψ+(ζ) = Ψ−(ζ)J(ζ),
with J(ζ) the piecewise constant matrix indicated in Figure 3.
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(b) As ζ →∞, we have
Ψ(ζ)e
2
3
ζ3/2σ3 =
e
pii
12
2
√
pi
(
ζ−1/4 0
0 ζ1/4
) ∞∑
k=0
(
(−1)ksk sk
−(−1)krk rk
)
e−
pii
4
σ3
(
2
3
ζ3/2
)−k
,(4.42)
where
sk =
Γ(3k + 1/2)
54kk!Γ(k + 1/2)
, rk = −6k + 1
6k − 1sk for k ≥ 1 . (4.43)
For future reference:
s1 =
5
72
, r1 = − 7
72
, (4.44)
s2 =
385
10368
, r2 = − 454
10368
. (4.45)
The following alternative version of the asymptotic behavior of Ψ as ζ →∞ will be
useful,
Ψ(ζ) = ζ−
σ3
4
e
ipi
12
2
√
pi
(
1 1
−1 1
)
×
[
I +
∞∑
k=1
1
2
(
2
3
ζ3/2
)−k (
(−1)k (sk + rk) sk − rk
(−1)k(sk − rk) sk + rk
)]
e−
pii
4
σ3e−
2
3
ζ3/2σ3 (4.46)
=
e
ipi
12 ζ−
σ3
4
2
√
pi
(
1 1
−1 1
)
×
[
I +
1
8ζ3/2
(
1
6 1
−1 −16
)
+
35
384ζ3
(
1
12 1
−1 − 112
)
+ · · ·
]
e−
pii
4
σ3e−
2
3
ζ3/2σ3 . (4.47)
We define the function
fb(z) =
(
3
4
)2/3
(−φ(z))2/3 , z ∈ B+, (4.48)
where φ is defined in (4.12). By (4.15) we obtain that φ behaves like
φ(z) ∼ −8
√
b− a
3σ
(z − b)3/2, z → b, (4.49)
so that we can take fb to be analytic near b, and particularly in the disk B+. We then
have
fb(z) =
(
2
√
b− a
σ
)2/3
(z − b)
(
1 +
z − b
5(b− a) +O
(
(z − b)2
))
, z → b. (4.50)
The next auxiliary quantity which we define is the analytic matrix-valued function
Eb(z) for z ∈ B+, defined as follows,
Eb(z) =
√
pie
−ipi
12 P (∞)(z)zασ3/2e
pii
4
σ3
(
1 −1
1 1
)
N
σ3
6 fb(z)
σ3/4 . (4.51)
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This function is analytic near b, we can see this for example by observing that it has
no jump across the interval (b− δ, b):
(Eb)
−1
− (Eb)+ =
(
f
−σ3/4
b
)
−
1
2
(
1 1
−1 1
)
e−
pii
4
σ3z−ασ3/2 ×
× (P∞)−1− (P∞)+ zασ3/2e
pii
4
σ3
(
1 −1
1 1
)(
f
σ3/4
b
)
+
=
(
f
−σ3/4
b
)
−
1
2
(
1 1
−1 1
)
e−
pii
4
σ3
(
0 1
−1 0
)
e
pii
4
σ3
(
1 −1
1 1
)(
f
σ3/4
b
)
+
=
(
f
−σ3/4
b
)
−
1
2
(
1 1
−1 1
)(
0 −i
−i 0
)(
1 −1
1 1
)(
f
σ3/4
b
)
+
=
(
f
−σ3/4
b
)
−
(−i 0
0 i
)(
f
σ3/4
b
)
+
=
(
1 0
0 1
)
.
Within the neighborhood B+ of b, we define
P (b)(z) = Eb(z) Ψ(N
2/3fb(z)) e
2Nσ3f
3/2
b (z)/3z−
α
2
σ3 , for z ∈ B+ . (4.52)
The local parametrix P (b) then satisfies the following conditions.
RH problem for P (b)
(a) P (b) is analytic in B+ \ ΣS ,
(b) P
(b)
+ (z) = P
(b)
− (z)JS(z) for z ∈ B+ ∩ ΣS ,
(c) for z ∈ ∂B+, we have
P (b)(z) = P∞(z)zασ3/2e
pii
4
σ3
×
[
I +
∞∑
k=1
1
2
(
2N
3
fb(z)
3/2
)−k (
(−1)k (sk + rk) sk − rk
(−1)k(sk − rk) sk + rk
)]
× e−pii4 σ3z−α2 σ3 , (4.53)
as N →∞.
The construction of the parametrix in a neighborhood of the point a is similar.
First, we define the transformation fa(z) for z ∈ B−, analogous to fb defined in (4.48)
above,
fa(z) ≡
(
3
4
)2/3
(φ(a)− φ(z))2/3 , z ∈ Bδ(as). (4.54)
As z → a, by (4.15) we may choose the branch so that fa(z) is analytic in a neighbor-
hood of a, and
fa(z) = −
(
2
√
b− a
σ
)2/3
(z−a)
(
1− z − a
5(b− a) +O
(
(z − a)2
))
, z → a. (4.55)
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Next we define Ea(z) as follows:
Ea(z) = e
−pii
12
√
piP∞(z)σ3z
α
2
σ3e
pii
4
σ3
(
1 −1
1 1
)
N
σ3
6 fa(z)
σ3/4. (4.56)
We now define the approximation P (a) within B−:
P (a)(z) = Ea(z) Ψ(N
2/3fa(z)) e
2nσ3f
3/2
a (z)/3z−
α
2
σ3σ3, for z ∈ B−. (4.57)
We then have
RH problem for P (a)
(a) P (a) is analytic in B− \ ΣS ,
(b) P
(a)
+ (z) = P
(a)
− (z)JS(z) for z ∈ B− ∩ ΣS ,
(c) for z ∈ ∂B−, we have
P (a)(z) = P∞(z)zασ3/2e
pii
4
σ3
×
[
I +
∞∑
k=1
1
2
(
2N
3
fa(z)
3/2
)−k (
(−1)k (sk + rk) −(sk − rk)
−(−1)k(sk − rk) sk + rk
)]
×
× e−pii4 σ3z−α2 σ3 (4.58)
as N →∞.
4.6 The parametrix near 0
In a fixed neighborhood B0 of 0, we would like to construct a local parametrix P
(0)
which satisfies the following RH conditions.
RH problem for P (0)
(a) P (0) is analytic in B0 \ ΣS ,
(b) P
(0)
+ (z) = P
(0)
− (z)JS(z) for z ∈ B0 ∩ ΣS ,
(c) for z ∈ ∂B0, we have
P (0)(z) = P∞(z)
(
I +O(e−cN )) , N →∞. (4.59)
The jump relation should in other words be
P
(0)
+ (x) = P
(0)
− (x)
(
1 xαeNφ(x)
0 1
)
0 < x < a. (4.60)
A solution to this problem is given by
P (0)(z) = P∞(z)
(
1 (z
α−1)
1−e2piiα e
Nφ(z)
0 1
)
, (4.61)
where the function zα is chosen with branch cut on the positive half-line, zα = |z|αeiαθ,
0 ≤ θ < 2pi. It is important to note that as α→ 0, the limit of P (0)(z) exists for z 6= 0,
and that it is given by
P (0)(z) = P∞(z)
(
1 − log z2pii eNφ(z)
0 1
)
. (4.62)
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4.7 RH problem for the error, R
We now define R in four regions of the plane, using our approximations to S. Set
R(z) =

S(z)
(
P (0)(z)
)−1
, z ∈ B0 ,
S(z)
(
P (a)(z)
)−1
, z ∈ B− ,
S(z)
(
P (b)(z)
)−1
, z ∈ B+ ,
S(z) (P∞(z))−1 , everywhere else.
(4.63)
The quantity R is piecewise analytic, with jumps across the contours Σj , j = 1, . . . , 7,
as shown in Figure 4.
RH problem for R
(a) R is analytic in C \ ∪7j=1Σj ,
(b) For z ∈ ∪7j=1Σj , we have R+(z) = R−(z)JR(z), with
JR(z) = P
∞(z)JS(z) (P∞(z))−1 , z ∈ Σ1 ∪ Σ2 ∪ Σ3 ∪ Σ4, (4.64)
JR(z) = P
(0)(z) (P∞(z))−1 , z ∈ Σ5, (4.65)
JR(z) = P
(a)(z) (P∞(z))−1 , z ∈ Σ6, (4.66)
JR(z) = P
(b)(z) (P∞(z))−1 , z ∈ Σ7. (4.67)
(c) As z →∞, we have
R(z) = I +O(z−1). (4.68)
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Figure 4: The jump contour for R.
The jump matrices across the contours Σ1, Σ2, Σ3, and Σ4 are all exponentially
close to I for large N because JS is exponentially small and P
∞ and its inverse are
bounded on the contour, which does not contain the points a and b. The jump across
Σ5 = ∂B0 is also shown to be exponentially small by (4.59), since e
Nφ(z) is exponentially
small for z near 0. The only jumps that are not exponentially small are the ones on
Σ6 = ∂B− and Σ7 = ∂B+. There we have for any K, by (4.58) and (4.53),
JR(z) = I +
K∑
k=1
J (k)(z, α)N−k +O(N−K−1), N →∞. (4.69)
By (4.58) and (4.53), we have
J (k)(z, α) =
1
2
(
2
3
fa(z)
3/2
)−k
× P∞(z)
(
(−1)k (sk + tk) −izα(sk − rk)
(−1)kiz−α(sk − rk) sk + rk
)
(P∞(z))−1 , (4.70)
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for z ∈ Σ6, and
J (k)(z, α) =
1
2
(
2
3
fb(z)
3/2
)−k
× P∞(z)
(
(−1)k (sk + rk) izα(sk − rk)
−i(−1)kz−α(sk − rk) sk + rk
)
(P∞(z))−1 , (4.71)
for z ∈ Σ7. Note that J (1) is a meromorphic function in B− ∪B+ with double poles at
a and b.
Using standard estimates, it can then be proved that
R(z) = I +
K∑
k=1
R(k)(z, α)N−k +O(N−K−1), N →∞, (4.72)
uniformly for z off the jump contour, where R(k) is analytic except on Σ6 ∪Σ7. Substi-
tuting (4.69) and (4.72) into the jump relation R+ = R−JR leads us to the following
jump relation for R(1):
R
(1)
+ (z, α)−R(1)− (z, α) = J (1)(z, α), for z ∈ Σ6 ∪ Σ7. (4.73)
In addition, since R → I at infinity, R(1)(z, α) → 0 as z → ∞. These conditions
determine R(1) uniquely, and we obtain
R(1)(z) = Q(z, α), z ∈ C \ (B− ∪B+) , (4.74)
R(1)(z) = −J (1)(z, α) +Q(z, α), z ∈ B−, (4.75)
R(1)(z) = −J (1)(z, α) +Q(z, α), z ∈ B+, (4.76)
where
Q(z, α) =
1
z − a Resz=a J
(1)(z, α) +
1
(z − a)2 Resz=a
[
(z − a)J (1)(z, α)
]
+
1
z − b Resz=b J
(1)(z, α) +
1
(z − b)2 Resz=b
[
(z − b)J (1)(z, α)
]
. (4.77)
As z →∞, we have an asymptotic expansion of the form
R(z) = I +
K∑
k=1
Rk(N,α)z
−k +O(z−K−1), z →∞. (4.78)
From the asymptotics (4.72) for R and the formula (4.74) for R(1), we obtain
R1(N,α) =
1
N
(
Res
z=a
J (1)(z, α) + Res
z=b
J (1)(z, α)
)
+O(N−2), (4.79)
R2(N,α) =
1
N
(
Res
z=a
[
(z − a)J (1)(z, α)
]
+ Res
z=b
[
(z − b)J (1)(z, α)
])
+
1
N
(
aRes
z=a
J (1)(z, α) + bRes
z=b
J (1)(z, α)
)
+O(N−2), (4.80)
as N → ∞. Since the jump matrix JR depends analytically on the parameters s > 0
and r > 2
√
s, one can deduce that the functions R1 and R2, and all of the coefficients
in their large N asymptotic expansions, depend analytically on s and r.
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After a straightforward but long calculation, one obtains, writing c1 =
√
a−√b and
d as in (4.31),
R1,11(N,α) = −R1,22(N,α) (4.81)
=
(
σ
32(b− a) −
α2σ
16b(b− a)(
√
a−
√
b)2
)
1
N
+O(N−2), (4.82)
R1,12(N,α) (4.83)
=
id(α)2σ
48b(b− a)(3α
2(
√
a−
√
b)2 − 6α
√
ab+ 2b+ 6αb)
1
N
+O(N−2),
(4.84)
R1,21(N,α) =
iσ
48b(b− a)d(α)2
(
3α2(
√
a−
√
b)2 + 6α
√
ab+ 2b− 6αb
) 1
N
(4.85)
+O(N−2), (4.86)
R2,11(N,α) =
σ
32
(
−5
6
+
−2α2(√a−√b)2 + b
b− a
)
1
N
+O(N−2), (4.87)
as N →∞.
5 Proof of Theorem 2.2
We will now use the large N asymptotics obtained from the RH analysis to obtain
asymptotics for the function GN (α; r, σ) in (3.41).
Let us first consider the quantities Y˜ (z) for z ∈ B0, which we need to compute the
last two terms in (3.41). From (3.36), (4.9), (4.19), (4.63), and (4.61), it follows that
Y˜ (z) = eN`σ3/2R(z)P (0)(z)eN(g(z)−`/2)σ3
(
1 − w(z;α)
1−e2piiα
0 1
)
= eN`σ3/2R(z)P∞(z)
(
1 (z
α−1)
1−e2piiα e
Nφ(z)
0 1
)
eN(g(z)−`/2)σ3
(
1 − w(z;α)
1−e2piiα
0 1
)
.
By (4.12), we have
Y˜ (z) = eN`σ3/2R(z)P∞(z)
(
1 −1
1−e2piiα e
Nφ(z)
0 1
)
eN(g(z)−`/2)σ3 , (5.1)
and in the large N limit
Y˜12(0) = e
−Ng(0)eN`(1 +O(N−1))P∞12 (0), (5.2)
Y˜22(0) = e
−Ng(0)(1 +O(N−1))P∞22 (0). (5.3)
For the first column of Y near 0, we have
Y11(z) = (1 +O(N−1))P∞11 (z)eNg(z), (5.4)
Y21(z) = (1 +O(N−1))P∞21 (z)eNg(z)e−N`. (5.5)
Let us now compute the moments at infinity Y1 and Y2 defined by (3.28). For z outside
the lenses, we have
Y (z) = eN`σ3/2S(z)eN(g(z)−`/2)σ3
= eN`σ3/2R(z)P∞(z)eN(g(z)−`/2)σ3 . (5.6)
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By (4.6), (4.34), and (4.78), it follows that
Y1(α) = e
N`σ3/2 [P1(α) +G1 +R1(α)] e
−N`σ3/2, (5.7)
and
Y2(α) = e
N`σ3/2 [P2(α) +G2 +R2(α) + (P1(α) +R1(α))G1 +R1(α)P1(α)]
× e−N`σ3/2. (5.8)
Entry-wise, we obtain as N →∞, by (4.82)-(4.87),
Y1,11(α) = −Nm1 − d1 + (b− 2α
2(
√
a−√b)2)σ
32b(b− a)N +O(N
−2), (5.9)
e−N`Y1,12(α) = id2
b− a
4
(5.10)
+
id2σ
48ab(b− a)N (3α
2(
√
a−
√
b)2 − 6α
√
ab+ 2b+ 6αb) +O(N−2), (5.11)
eN`Y1,21(α) = −ib− a
4d2
(5.12)
+
iσ
48b(b− a)d2 (3α
2(
√
a−
√
b)2 + 6α
√
ab+ 2b− 6αb) +O(N−2), (5.13)
Y1,22(α) = −Y1,11(α). (5.14)
For Y2,11, we have
Y2,11(α) =
m21
2
N2 −
(m2
2
−m1d1
)
N +
(b− a)2
32
+ d21 − d2
− m1σ(−2α
2(
√
a−√b)2 + b)
32b(b− a) +O(N
−1). (5.15)
Recall from (3.41) that
GN (α) = T1(α) + T2(α) + T3(α) + T4(α) + T5(α), (5.16)
with
T1(α) =
α
2
Y ′1,12
Y1,12
, (5.17)
T2(α) = 2
N
σ
(
2Y ′2,11 − rY ′1,11 + (detY1)′
)
, (5.18)
T3(α) =
N
2
(
Y ′1,12
Y1,12
− Y
′
1,21
Y1,21
)
, (5.19)
T4(α) =
√
Y1,12Y1,21
(
Y11(0;α)√−iY1,12
)′
α√
iY1,21
Y˜22(0;α), (5.20)
T5(α) = −
√
Y1,12Y1,21
(
Y21(0;α)√
iY1,21
)′
α√−iY1,12 Y˜12(0;α). (5.21)
We can now substitute (5.2)-(5.5) and (5.9)-(5.15) into (5.17)-(5.21) to obtain asymp-
totics for T1(α), . . . , T5(α). Their expressions can be computed further by the formulas
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(4.79)-(4.86). We used Mathematica for this lengthy but straightforward calculation
and obtain
T1 = α
d′(α)
d(α)
+O(N−1),
T2 =
(
rd′1(α) + 2d1(α)d
′
1(α)− 2d′2(α)
) 2N
σ
− α(
√
a−√b)2
8b
+O(N−1),
T3 = 2
d′(α)
d(α)
N +
ασ
2b(
√
a+
√
b)2
+O(N−1),
T4 =
α
4
(
γ + γ−1
)2(d′(α)
d(α)
− 1
2
log(ab)
)
+O(N−1), γ = b1/4a−1/4,
T5 = −α
4
(
γ − γ−1)2(d′(α)
d(α)
− 1
2
log(ab)
)
+O(N−1).
Substituting (4.31), (4.37), (4.38), and r = a + b (see (2.3)), and summing up the
expressions for T1, . . . , T5, we obtain
GN (α; r, σ) = G(0)(r, σ)N + αG(1)(r, σ) +O(N−1), (5.22)
where
G(0)(r, σ) = (
√
b−√a)2
2(
√
b+
√
a)2
+ 2 log
(√
a+
√
b
2
)
, (5.23)
G(1)(r, σ) = 2 log
√
a+
√
b
2(ab)1/4
. (5.24)
It should be noted that all of the error terms we used above can be expanded in
asymptotic series in negative integer powers of N , and this can be used to obtain a full
asymptotic expansion for GN (α; r, σ):
GN (α; r, σ) = G(0)(r, σ)N + αG(1)(r, σ) +
k∑
j=1
f (j)(α; r, σ)N−j +O(N−k−1), (5.25)
for any k ∈ N. The constants f (j)(α; r, σ) may depend on α and are real analytic
functions in r, σ.
Let us now compute the asymptotics for logZ2N using (3.49). Since the O(N)-term
in the expansion of GN is independent of α, the leading order terms of the two integrals
in (3.49) cancel out against each other, and we obtain
log
[
1
(2N)!
Z2N
]
= 2 log
[
1
N !
ZGUEN,s
]
+
N2r2
s
+
1
4
G(1)(r, s) +O(N−1), (5.26)
as N →∞. Replacing 2N by N , we get the following large N asymptotics for N even:
log
[
1
N !
ZN
]
= 2 log
[
1
(N/2)!
ZGUEN/2,s
]
+
N2r2
4s
+
1
4
G(1)(r, s) +O(N−1). (5.27)
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In order to have a more compact formula, we substract 2 log
[
1
(N/2)!Z
GUE
N/2,σ∗
]
, defined in
(1.5), at both sides of this formula, with σ∗ = 4e3/2, and obtain by (1.5),
log
 (N/2)!2ZN
N !
(
ZGUE
N/2,4e3/2
)2
 = 2 log [ ZGUEN/2,s
ZGUE
N/2,4e3/2
]
+
N2r2
4s
+
1
4
G(1)(r, s) +O(N−1)
= −N2F0 + 1
2
log
√
a+
√
b
2(ab)1/4
+O(N−1), (5.28)
where
F0 = −1
4
log
s
4
+
3
8
− r
2
4s
. (5.29)
Note that the choice of σ∗ = 4e3/2 in the denominator at the left hand side of (5.28) is
such that
lim
N→∞
1
N2
log
[
1
(N/2)!
ZGUE
N/2,4e3/2
]
= 0,
by (1.6), so that F0 is the free energy defined by (1.8). The error term O(N−1) in
(5.28) can be expanded as an asymptotic series in negative integer powers of N of the
form
k∑
j=1
c(j)(r, s)N−j +O(N−k−1),
for any k ∈ N, where the coefficients c(j)(r, s) are analytic functions of r and s.
For the computation of logZ2N+1, the integrals in (3.50) do not cancel out exactly,
but they contribute to the O(1)-term. Substituting (5.23), (5.24) and (5.25), into
(3.50), we obtain
logZ2N+1 = log(2N + 1)! + log
[
1
(N + 1)!
ZGUEN+1,s+
]
+ log
[
1
N !
ZGUEN,s−
]
+
(2N + 1)2r2
4s
− 1
2
log
(
(
√
a+
√
b)(ab)1/4
)
+
1
2
log 2 +O(N−1), (5.30)
as N →∞. Replacing 2N + 1 by N , this becomes
logZN = logN ! + log
[
1(
N+1
2
)
!
ZGUE(N+1)/2,ŝ+
]
+ log
[
1(
N−1
2
)
!
ZGUE(N−1)/2,ŝ−
]
+
N2r2
4s
− 1
2
log
(
(
√
a+
√
b)(ab)1/4
)
+
1
2
log 2 +O(N−1), (5.31)
for N odd, where ŝ± = s
(
1± 1N
)
, and substracting log
[
ZGUE
(N−1)/2,4e3/2
ZGUE
(N+1)/2,4e3/2
(N−12 )!(
N+1
2 )!
]
on
both sides, we find that
log
[ (
N−1
2
)
!
(
N+1
2
)
!ZN
N !ZGUE
(N−1)/2,4e3/2Z
GUE
(N+1)/2,4e3/2
]
= log
[
ZGUE(N+1)/2,ŝ+
ZGUE
(N+1)/2,4e3/2
]
+log
[
ZGUE(N−1)/2,ŝ−
ZGUE
(N−1)/2,4e3/2
]
+
N2r2
4s
− 1
2
log
(
(
√
a+
√
b)(ab)1/4
)
+
1
2
log 2 +O(N−1). (5.32)
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By (1.5) and using the fact that s = (b− a)2/4, we finally obtain
log
[ (
N−1
2
)
!
(
N+1
2
)
!ZN
N !ZGUE
(N−1)/2,4e3/2Z
GUE
(N+1)/2,4e3/2
]
= −N2F0 + 1
2
log
(√
b−√a
2(ab)1/4
)
+O(N−1). (5.33)
The error term O(N−1) in (5.33) can be expanded as an asymptotic series in negative
integer powers of N of the form
k∑
j=1
c˜(j)(r, s)N−j +O(N−k−1)
for any k ∈ N, where the coefficients c˜(j)(r, s) are analytic functions of r and s. Theorem
2.2 is proven by (5.28) and (5.33).
6 Deformation of one-cut regular V : proof of Theorem
2.8
We assume in this section that V = V~t ∈ P (1)m is 1-cut regular. In general, the equilib-
rium measure associated to V ∈ P (1)m can be written in the form [20]
dµV (x) =
1
ic
R1/2+ (x)h(x)dx, x ∈ [a, b], c > 0, (6.1)
where
R(z) = (z − a)(z − b), (6.2)
with R1/2(z) analytic in C \ [a, b] and positive for z > b, and R1/2+ (x), x ∈ (a, b), the
boundary value from the upper half plane. The function h is a monic polynomial of
degree deg V − 2, and can be expressed as follows in terms of its zeros,
h(z) =
n1∏
j=1
(z − γj).
n2∏
j=1
(z − ηj).
n3∏
j=1
(z − zj)(z − z¯j), (6.3)
where
γn1 < . . . < γ2 < γ1 < a < b < η1 < η2 < . . . < ηn2 , Im zj ≥ 0, zj /∈ [a, b]. (6.4)
The number of zeros n1 at the left of [a, b] and the number of zeros n2 at the right
of [a, b] are always even, the other zeros come in complex conjugate pairs. Using this
notation, it is possible that some of the zj ’s are real or coincide with each other or with
one of the real zeros γj , ηj . Note that in the case of a quadratic external field V as in
Example 2.7, we have n1 = n2 = n3 = 0.
A probability measure of the form (6.1) is not necessarily the equilibrium measure
for an external field V , or in other words it does not necessarily belong to the image of
the map V ∈ P (1)m 7→ µV ∈ P. However, if a measure of the form (6.1) is an equilibrium
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measure, it follows from (2.17), after a straightforward calculation, that V ′ has to be
equal to
V ′(x) =
2
c
∫ b
a
|R1/2+ (y)h(y)|
x− y dy, x ∈ [a, b], (6.5)
and consequently
V ′(z) =
1
ic
∫
γ
R1/2(y)h(y)
z − y dy, (6.6)
with γ a clock-wise oriented contour surrounding [a, b] and z. The potential V is
uniquely fixed by the above condition and by V (0) = 0.
Conversely, for any µ of the form (6.1), if we define V ′ as above, the variational
equality (2.17) always holds. Nevertheless, it is still possible that the variational in-
equality (2.18) is violated, and in that case µ is not an equilibrium measure. The
following lemma gives a convenient characterization of the image of the map V ∈
P
(1)
m 7→ µV ∈ P.
Define
mj =
∫ ηj+1
ηj
|R1/2(x)h(x)|dx ≥ 0, j = 0, 1, . . . , n2 − 1, (6.7)
m˜j =
∫ γj
γj+1
|R1/2(x)h(x)|dx ≥ 0, j = 0, 1, . . . , n1 − 1, (6.8)
where we use the convention that γ0 = a, η0 = b.
Lemma 6.1 Let h be of the form (6.3)-(6.4) with n1, n2 even, and let µ be defined by
dµ(x) =
1
c
|R1/2(x)h(x)|dx, x ∈ [a, b], c =
∫ b
a
|R1/2(x)h(x)|dx. (6.9)
Let V be given by (6.6) with integration constant fixed by the condition V (0) = 0. Then,
V is one-cut regular (V ∈ P (1)m ) and µ is equal to the equilibrium measure µV if and
only if
k−1∑
j=0
(−1)jmj > 0, 0 < k ≤ n2, k even, (6.10)
k−1∑
j=0
(−1)jm˜j > 0, 0 < k ≤ n1, k even. (6.11)
Proof. Let us consider the function
G(z) =
1
pii
∫ b
a
dµ(y)
z − y = −
1
pic
∫ b
a
R1/2+ (y)h(y)
z − y dy. (6.12)
By Cauchy’s theorem for z /∈ [a, b],
G(z) = − 1
ic
R1/2(z)h(z)− 1
2pic
∫
γ
R1/2(y)h(y)
z − y dy,
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where γ is a clock-wise contour surrounding the interval [a, b] and z. By (6.6), we have
G(z) = − 1
ic
R1/2(z)h(z) + 1
2pii
V ′(z), z /∈ [a, b]. (6.13)
It follows that
G+(x) +G−(x) =
1
pii
V ′(x), x ∈ [a, b],
and upon integrating, we have that there exists a constant `V such that
2
∫ b
a
log |x− y|dµ(y)− V (x) = `V , x ∈ [a, b]. (6.14)
Evaluating at x = b and x = a, we obtain
`V = 2
∫
log |b− y|dµ(y)− V (b) = 2
∫
log |a− y|dµ(y)− V (a). (6.15)
Recall that the equilibrium measure µV is characterized by the variational equality
(2.17) and the variational inequality (2.18). The measure µ already satisfies the equality
by (6.14), and this means that µ is equal to the equilibrium measure µV if and only if
2
∫ b
a
log |x− y|dµ(y)− V (x) ≤ `V , x ∈ R. (6.16)
Moreover, since h has no zeros on [a, b], V is one-cut regular and µ = µV if and only if
2
∫ b
a
log |x− y|dµ(y)− V (x) < `V , x ∈ R \ [a, b], (6.17)
which is by (6.15) equivalent to
2
∫ b
a
log
∣∣∣∣x− yb− y
∣∣∣∣ dµ(y)− ∫ x
b
V ′(ξ)dξ < 0, x ∈ R\[a, b].
For x > b, by (6.12), this inequality can be written as∫ x
b
[
2piiG(ξ)− V ′(ξ)] dξ < 0,
or, by (6.13),
Hb(x) :=
1
c
∫ x
b
R1/2(ξ)h(ξ)dξ > 0, x > b. (6.18)
Repeating the same computation for x < a, we get
Ha(x) :=
1
c
∫ a
x
R1/2(ξ)h(ξ)dξ > 0, x < a. (6.19)
(i) Assume first that µ = µV , V ∈ P (1)m . Then we have (6.17), which implies (6.18)
and (6.19) by the above discussion, and in particular we have
0 < Hb(ηk) =
1
c
∫ ηk
b
R1/2(ξ)h(ξ)dξ = 1
c
(m0 −m1 + . . .−mk−1), (6.20)
0 < Ha(γk) =
1
c
∫ a
γk
R1/2(ξ)h(ξ)dξ = 1
c
(m˜0 − m˜1 + . . .− m˜k−1), (6.21)
for k > 0 even. This implies (6.10)-(6.11).
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(ii) Conversely, assume that (6.10)-(6.11) hold. In order to show that µ is the equi-
librium measure, we need to prove (6.18) and (6.19). From the fact that h is
positive on [a, b] and changes sign at η1, . . . , ηn2 , γ1, . . . , γn1 , it is clear that Hb(x)
is increasing for η2j < x < η2j+1 and decreasing for η2j+1 < x < η2j+2, while
Ha(x) is decreasing for γ2j+1 < x < γ2j , and increasing for γ2j+2 < x < γ2j+1.
Consequently, it is sufficient to prove that Ha(γk) > 0 and Hb(ηk) > 0 for k > 0
even. This follows from the equalities in (6.20)-(6.21).
2
We will prove Theorem 2.8 by induction on n1 + n2. i.e. on the number of real
zeros of h with odd multiplicity.
6.1 Basis n1 + n2 = 0
We assume here that V = V~t ∈ P (1)m , and that µ is of the form (6.1)-(6.3) with n1 +n2 =
0. We will now define a continuous deformation V = V~t(s), s ∈ [0, 1], of V such that
V~t(s) ∈ P (1)m and such that the following three conditions hold:
(i) V~t(1)(x) = V~t(x),
(ii) V~t(0)(x) =
x2
2 ,
(iii) for all s ∈ [0, 1], V~t(s) ∈ P (1)m .
We will define this deformation implicitly by deforming the equilibrium measure µV to
a measure µs for s ∈ [0, 1] such that
µ1 = µV , µ0 = µx2/2. (6.22)
We will then use Lemma 6.1 to prove that µs is an equilibrium measure for all s ∈ (0, 1].
The deformation of µ defines a deformation of V by (6.6).
If n1 + n2 = 0, h has no real zeros of odd multiplicity and can be written as
h(z) =
n3∏
j=1
(z − zj)(z − z¯j). (6.23)
Let us define, for s ∈ (0, 1],
h(z; s) =
n3∏
j=1
(z − zj(s))(z − z¯j(s)), zj(s) = zj + i1− s
s
, (6.24)
R(z; s) = (z − a(s))(z − b(s)), (6.25)
a(s) = sa− 2(1− s), b(s) = bs+ 2(1− s), (6.26)
and
dµs(x) =
1
ic(s)
R1/2+ (x; s)h(x; s)dx, x ∈ [a(s), b(s)], (6.27)
where
c(s) = −i
∫ b(s)
a(s)
R1/2+ (x; s)h(x; s)dx (6.28)
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is chosen such that µs has total mass 1.
For all s ∈ (0, 1), h has no sign changes on the real line and thus satisfies auto-
matically the conditions of Lemma 6.1. We have that µs is the equilibrium measure
corresponding to the external field (6.6) for all s ∈ (0, 1), given by
V ′~t(s)(z) =
1
ic(s)
∫
γ
R1/2(y; s)h(y; s)
z − y dy. (6.29)
Since the dependence of V on the coefficients of h and R is continuous, ~t(s) describes
a continuous path for 0 < s ≤ 1. Moreover, it is straightforward to verify by residue
calculus that V~t(s) is a polynomial of degree deg h+ 2 = deg V for 0 < s < 1.
When taking the limit s → 0, the zeros of h tend to infinity and c(s) → ∞, and
one verifies that 1c(s)h(z; s)→ 12pi uniformly on compacts. Indeed, as s→∞, we have
1
c(s)
h(z; s) =
∏n3
j=1(z − zj(s))(z − z¯j(s))∫ b(s)
a(s) |R
1/2
+ (x; s)|h(x; s)dx
∼ s
−2n3
s−2n3
∫ 2
−2
√
4− x2dx
=
1
2pi
.
We thus obtain
dµ0(x) =
1
2pi
√
4− x2dx, x ∈ [−2, 2], (6.30)
and
V~t(0)(z) =
1
2pii
∫
γ
[(y − 2)(y + 2)]1/2
z − y dy = z
2/2. (6.31)
This completes the construction of the deformation of V in the case n1 + n2 = 0.
6.2 Inductive step
We assume that Theorem 2.8 holds true for any external field V˜ ∈ P (1)m which is such
that h˜ in (6.9) is of the form (6.3)-(6.4) with n1 +n2 < N1 +N2, i.e. h˜ has strictly less
than N1 +N2 real zeros of odd multiplicity, with N1 +N2 > 0. Next, let us consider h
of the form
h(z) =
N1∏
j=1
(z − γj).
N2∏
j=1
(z − ηj).
N3∏
j=1
(z − zj)(z − z¯j), Im zj ≥ 0, zj /∈ [a, b], (6.32)
where
γN1 < . . . < γ2 < γ1 < γ0 = a < b = η0 < η1 < η2 < . . . < ηN2 . (6.33)
At least one of the integers N1, N2 is stictly positive; we will assume N2 > 0 here,
if N2 = 0, the case N1 > 0 can be handled similarly. We will construct a path
V~t(s) which connects V~t(1) to an external field V˜ = V~t(0) which satisfies the condition
n1 + n2 < N1 + N2. The composition of this path with the path connecting V~t(0) to
the Gaussian z2/2 (which exists because of the induction hypothesis), completes the
construction of the path required for the proof of Theorem 2.8.
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Let us deform h(z) to h(z; s) for s ∈ [0, 1] in such a way that h(z; 1) = h(z), and
h(z; 0) has only N1 +N2 − 2 real zeros of odd multiplicity. Define
h(z; s) = (z − η1(s))
N1∏
j=1
(z − γj).
N2∏
j=2
(z − ηj)
N3∏
j=1
(z − zj)(z − z¯j), (6.34)
where we deform only one zero η1 as follows:
η1(s) = sη1 + (1− s)η2. (6.35)
We then clearly have h(z; 1) = h(z), and h(z; 0) has only N1 + N2 − 2 zeros of odd
multiplicity, since η1 merged with η2, which has now become a zero of even multiplicity.
Let us consider the measure
dµs(x) =
1
ic(s)
R1/2+ (x)h(x; s)dx, x ∈ [a, b],
where c(s) is chosen such that µs is a probability measure. The deformation of µ
induces as before a deformation of V to V~t(s) by (6.6), which preserves the degree of
V since the degree of h is unchanged. What remains to prove, is that µs is equal to
the equilibrium measure in external field V~t(s). To that end, by Lemma 6.1, we need to
prove only that (6.10)-(6.11) hold for 0 < s < 1.
Recall the definition (6.7)-(6.8) of mj and m˜j , which now depend on s. We have
mj(s) =
∫ ηj+1
ηj
|R1/2(x)h(x; s)|dx =
∫ ηj+1
ηj
|R1/2(x)h(x)f(x; s)|dx, (6.36)
m˜j(s) =
∫ γj
γj+1
|R1/2(x)h(x)f(x; s)|dx, (6.37)
where
f(x; s) =
x− η1(s)
x− η1 . (6.38)
Note that f(x; s) is positive, increasing, and smaller than 1 for x > η1(s), and that
f(x; s) is bigger than 1 and increasing for x < η1. As a consequence, we have the
inequalities m0(s) ≥ m0 and
mj(s) ≥ mjf(ηj ; s), mj(s) ≤ mjf(ηj+1; s), 1 ≤ j ≤ N2, (6.39)
m˜j(s) ≥ m˜jf(γj+1; s), m˜j(s) ≤ m˜jf(γj ; s), 0 ≤ j ≤ N1. (6.40)
This implies that
m2j−1(s)−m2j(s) ≤ f(η2j ; s)(m2j−1 −m2j)
< (m2j−1 −m2j), j = 1, . . . , n2
2
− 1, (6.41)
and mk−1(s) ≤ mk−1 for k > 0 even. We obtain
m0(s)−m1(s) +m2(s)− . . .−mk−1(s)
≥ m0 − (m1 −m2)− (m3 −m4)− . . .− (mk−3 −mk−2)−mk−1
=
k−1∑
j=0
(−1)jmj > 0,
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by Lemma 6.1. Similarly,
m˜0(s)− m˜1(s) + m˜2(s)− . . .− m˜`(s)
≥ f(γ1; s)(m˜0 − m˜1) + f(γ3; s)(m˜2 − m˜3) + . . .+ f(γ`; s)(m˜`−1 − m˜`)
≥ (m˜0 − m˜1) + (m˜2 − m˜3) + . . .+ (m˜`−1 − m˜`)
=
∑`
j=0
(−1)jm˜j > 0.
This proves (6.10)-(6.11) for 0 < s < 1 and completes the proof of Theorem 2.8.
7 Deformation of two-cut regular V : proof of Theorem
2.9
We proceed in a similar way as for the proof in the one-cut case. Assume now that
V = V~t ∈ P (2)m is 2-cut regular. The equilibrium measure then has the form [20]
dµV (x) =
1
ic
R1/2+ (x)h(x)dx, x ∈ [a1, a2] ∪ [a3, a4], (7.1)
with
R(z) = (z − a1)(z − a2)(z − a3)(z − a4), a1 < a2 < a3 < a4, (7.2)
where R1/2(z) analytic in C \ ([a1, a2] ∪ [a3, a4]) and positive for z > a4. The function
h is a monic polynomial of degree deg V − 3, which can be written in terms of its zeros
as follows,
h(z) =
n1∏
j=1
(z − γj).
n2∏
j=1
(z − ξj).
n3∏
j=1
(z − ηj).
n4∏
j=1
(z − zj)(z − z¯j), (7.3)
with Im zj ≥ 0, zj /∈ [a1, b1] ∪ [a2, b2] and
γn1 < . . . < γ2 < γ1 < γ0 = a1 < a2 = ξ0 < ξ1 < . . . < ξn2 < ξn2+1 = a3
< a4 = η0 < η1 < η2 < . . . < ηn3 , (7.4)
with n1, n3 even, n2 odd. In other words, the γj ’s are the real zeros of odd multiplicity
at the left of a1, the ξj ’s are the zeros of odd multiplicity in the gap (a2, a3), and the
ηj ’s are the real zeros of odd multiplicity at the right of a4. Again, it is possible that
some of the zj ’s are real and coincide with each other or with one of the real zeros
γj , ξj , ηj . Define
mj =
∫ ηj+1
ηj
|R1/2(x)h(x)|dx, j = 0, . . . , n3 − 1; (7.5)
m˜j =
∫ γj
γj+1
|R1/2(x)h(x)|dx, j = 0, . . . , n1 − 1, (7.6)
m̂j =
∫ ξj+1
ξj
|R1/2(x)h(x)|dx, j = 0, . . . , n2. (7.7)
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Lemma 7.1 Let h be of the form (7.3)-(7.4) with n1, n3 even and n2 odd, and let µ be
defined by
dµ(x) =
1
ic
R1/2+ (x)h(x)dx, x ∈ [a1, a2] ∪ [a3, a4],
c =
∫
J
|R(x)1/2 h(x)|dx, J = [a1, a2] ∪ [a3, a4].
(7.8)
Let V be given by
V ′(z) =
1
ic
∫
γ
R1/2(y)h(y)
z − y dy, z ∈ C\J, (7.9)
with γ a clock-wise oriented contour surrounding [a1, a2]∪ [a3, a4] and z. The constant
of integration is fixed by V (0) = 0. Then, V is two-cut regular (V ∈ P (2)m ) and µ is
equal to the equilibrium measure µV if and only if
k−1∑
j=0
(−1)jmj > 0, k = 2, 4, 6, . . . , n1, (7.10)
k−1∑
j=0
(−1)jm˜j > 0, k = 2, 4, 6, . . . , n3, (7.11)
k−1∑
j=0
(−1)jm̂j > 0, k = 2, 4, 6, . . . , n2 − 1, (7.12)
n2∑
j=0
(−1)jm̂j = 0. (7.13)
Proof. Let µ be of the form (7.8), and V as in (7.9). In a similar way as in the proof
of Lemma 6.1, one can show that the variational conditions (2.17)-(2.18) are equivalent
to (see [21])
H4(x) :=
1
c
∫ x
a4
R1/2(ξ)h(ξ)dξ > 0, x > a4, (7.14)
H2(x) :=
1
c
∫ x
a2
R1/2(ξ)h(ξ)dξ < 0, a2 < x < a3, (7.15)
H2(a3) = 0, (7.16)
H1(x) :=
1
c
∫ a1
x
R1/2(ξ)h(ξ)dξ > 0, x < a1. (7.17)
(i) Assume that µ = µV , V ∈ P (2)m . Then by (7.14)-(7.17) we have
0 <
1
c
∫ ηj
a4
R1/2(ξ)h(ξ)dξ = 1
c
(m0 −m1 + . . .−mj), (7.18)
0 >
1
c
∫ ξj
a2
R1/2(ξ)h(ξ)dξ = −1
c
(m̂0 − m̂1 + . . .− m̂j), (7.19)
0 <
1
c
∫ a1
γj
R1/2(ξ)h(ξ)dξ = 1
c
(m˜0 − m˜1 + . . .− m˜j). (7.20)
This implies (7.10)-(7.12). By (7.16), we also have (7.13).
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(ii) Conversely, assume that (7.10)-(7.13) hold. We need to prove the strict inequality
(2.18) for x ∈ R \ ([a1, a2] ∪ [a3, a4]) which is equivalent to H4(x) > 0 for x > a4,
H2(x) < 0 for x ∈ (a2, a3) and H1(x) > 0 for x < a1. From (7.18) we know that
H4(x) is increasing for η2j < x < η2j+1 and decreasing for η2j+1 < x < η2j+2.
Since H4(ηj) > 0 for all j = 1, . . . , n1 it follows that H4(x) is strictly positive
for x > a4. The same reasoning can be applied to H1(x) and H2(x). In order
to prove the variational equality (2.17) we observe that integrating the second
equality in (7.9) between a1 and x ∈ [a1, a2] we have
V (x)− V (a1) = 2
∫
J
log |x− s|ψ(s)ds− 2
∫
J
log |a1 − s|ψ(s)ds,
which shows that V (x)−2 ∫J log |x− s|ψ(s)ds is constant on [a1, a2]. In the same
way we can show that V (x) − 2 ∫J log |x − s|ψ(s)ds is constant on [a3, a4]. The
condition (7.13) guarantees that the constant is the same on the two intervals.
2
We will prove Theorem 2.9 by induction on n1 + n2 + n3. Since n2 is odd, we have
n1 + n2 + n3 ≥ 1.
7.1 Basis n1 + n2 + n3 = 1
If n1 + n2 + n3 = 1, h has only one real odd multiplicity zero ξ, which has to lie in
(a2, a3) since n2 is odd and n1, n3 are even. We have
h(z) = (z − ξ)
n4∏
j=1
(z − zj)(z − z¯j). (7.21)
As before, we will deform the equilibrium measure µ to the measure (2.2) in the case
s = 1, r = 4, which will induce a deformation of V (z) to the quartic potential z4− 4z2.
Similarly as in the one-cut case, we do this by sending all zeros zj of h to ∞, but as
opposed to the one-cut case, where we were free to deform the zeros, here we need to
make sure that the deformation preserves the constraint m̂0 − m̂1 = 0. Otherwise, the
deformed measure µ will not be an equilibrium measure.
For s ∈ [0, 1], we define
R(z; s) = (z − a1(s))(z − a2(s))(z − a3(s))(z − a4(s)), (7.22)
with
a1(s) = sa1 −
√
3(1− s), a2(s) = sa2 − (1− s), (7.23)
a3(s) = sa3 + (1− s), a4(s) = sa4 +
√
3(1− s), (7.24)
and
h(z; s) = (z − ξ(s))
n3∏
j=1
(z − zj(s))(z − z¯j(s)), zj(s) = zj + i1− s
s
, (7.25)
where ξ(s) ∈ (a2, a3) is chosen in such a way that m̂0 − m̂1 = 0. Note that there is a
unique value of ξ(s) such that this is true, and that it depends continuously on s. We
let
dµs(x) =
1
ic(s)
R1/2+ (x; s)h(x; s)dx, x ∈ [a1, a2] ∪ [a3, a4], (7.26)
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where c(s) is chosen such that µs has mass 1.
For all s ∈ (0, 1), h has only one real zero and thus satisfies automatically the
conditions (7.10)-(7.12). The fourth condition (7.13) holds by definition of ξ(s). When
taking the limit s→ 0, the non-real zeros zj(s) tend to infinity, and dµs converges to
dµ0(x) =
2
pi
|x|
√
(3− x2)(x2 − 1)dx, x ∈ [−
√
3,−1] ∪ [1,
√
3]. (7.27)
By (7.9), we have that µs is the equilibrium measure corresponding to external field
V ′~t(s)(z) =
1
ic(s)
∫
γ
R1/2(y, s)h(y, s)
z − y dy, z ∈ C \ J(s),
for all s ∈ [0, 1]. Since the dependence of V in (7.9) on the coefficients of h and R is
continuous, ~t(s) describes a continuous path. In addition, we have V~t(0)(z) = z
4 − 4z2,
see (2.1)-(2.2), and the degree of V~t(s) is the same as the degree of V for all 0 < s < 1.
7.2 Inductive step
We now suppose that Theorem 2.8 holds for any h of the form (6.3)-(6.4) with n1 +
n2 + n3 < N1 + N2 + N3, i.e. if h has strictly less than N1 + N2 + N3 real zeros
of odd multiplicity, with N1 + N2 + N3 > 1. Let V = V~t(1) ∈ P (1)m be such that h
has N1 + N2 + N3 real zeros of odd multiplicity. Our strategy is as before to deform
V~t(1) by means of a deformation of µ, to an external field V~t(s0) for which h has less
than N1 + N2 + N3 zeros. Afterwards, in order to complete the proof, the path V~t(s),
s ∈ [s0, 1], has to be composed with the path connecting V~t(s0) to the quartic external
field V~t(0) = z
4 − 4z2. The latter exists because of the induction hypothesis. There are
two cases which we will treat separately: N2 > 1 and N2 = 1.
Case 1: N2 > 1
First consider the case where N2 > 1. Define a deformation of h as follows:
h(z) = (z−ξ1(s))(z−ξN2(s))
N1∏
j=1
(z−γj).
N2−1∏
j=2
(z−ξj).
N3∏
j=1
(z−ηj).
N4∏
j=1
(z−zj)(z− z¯j),
(7.28)
where
ξ1(s) = ξ1 + (1− s), (7.29)
and where we choose ξN2(s) in such a way that (7.13) holds.
One verifies that ξN2(s) is uniquely defined and smooth for s close to 1. We claim
that in addition ξN2(s) is increasing in s.
Proof of the claim: By definition of ξN2(s), we have
∑n2
j=0(−1)jm̂j(s) = 0. Since
the mj ’s depend on ξ1, ξN2 by (7.7), we have
0 =
∂
∂s
n2∑
j=0
(−1)jm̂j(s)
=
∂ξ1(s)
∂s
∂
∂ξ1
n2∑
j=0
(−1)jm̂j(ξ1, ξN2) +
∂ξN2(s)
∂s
∂
∂ξN2
n2∑
j=0
(−1)jm̂j(ξ1, ξN2). (7.30)
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We write m̂j(ξ1, ξN2) here since all the other ξj ’s are constant. If we prove that
∂
∂ξ1
n2∑
j=0
(−1)jm̂j(ξ1, ξN2) > 0,
∂
∂ξN2
n2∑
j=0
(−1)jm̂j(ξ1, ξN2) > 0,
it follows from ∂ξ1(s)∂s < 0 that
∂ξN2 (s)
∂s > 0.
For ξ′1 > ξ1, we have
m̂j(ξ
′
1, ξN2) =
∫ ξj+1
ξj
|R1/2(x)h(x)F (x; ξ′1, ξ1)|dx,
with
F (x; ξ′1, ξ1) =
x− ξ′1
x− ξ1 .
It follows immediately that
m̂0(ξ
′
1, ξN2) > m̂0(ξ1, ξN2), m̂n2(ξ
′
1, ξN2) < m̂n2(ξ1, ξN2),
and, since F is increasing and smaller than 1 for x > ξ1, we also have
m̂2j−1(ξ′1, ξN2)− m̂2j(ξ′1, ξN2) ≤ F (ξ2j)(m̂2j−1(ξ1, ξN2)− m̂2j(ξ1, ξN2))
< m̂2j−1(ξ1, ξN2) − m̂2j(ξ1, ξN2)). (7.31)
Consequently,
n2∑
j=0
(−1)jm̂j(ξ′1, ξN2) >
n2∑
j=0
(−1)jm̂j(ξ1, ξN2),
and
∂
∂ξ1
n2∑
j=0
(−1)jm̂j(ξ1, ξN2) > 0.
Similarly, one obtains
∂
∂ξN2
n2∑
j=0
(−1)jm̂j(ξ1, ξN2) > 0,
and this completes the proof of the claim. 2
Since ξ1(s) increases at constant speed as s decreases, there will be a point s0 > 0
where two ξj ’s coincide: either ξ1(s0) = ξ2(s0), or ξN2(s0) = ξN2−1(s0). We define s0
as the first point where one of these collisions occurs. Setting
dµs(x) =
1
c(s)
|R1/2(x)h(x; s)|dx, x ∈ [a1, a2] ∪ [a3, a4], (7.32)
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we have µ1 = µV and µs0 corresponds to h(.; s0) with at most N1 + N2 + N3 − 2 real
zeros of odd multiplicity. It remains to prove that µs is an equilibrium measure for all
s ∈ [s0, 1]. As before, we will use Lemma 7.1 to prove this.
We have
mj(s) =
∫ ηj+1
ηj
|R1/2(x)h(x; s)|dx =
∫ ηj+1
ηj
|R1/2(x)h(x)f(x; s)|dx, (7.33)
m˜j(s) =
∫ γj
γj+1
|R1/2(x)h(x)f(x; s)|dx, (7.34)
m̂j(s) =
∫ ξj+1
ξj
|R1/2(x)h(x)f(x; s)|dx (7.35)
where
f(x; s) =
x− ξ1(s)
x− ξ1
x− ξN2(s)
x− ξN2
, ξ1 < ξ1(s) < ξN2(s) < ξN2 . (7.36)
This function is bigger than 1 and increasing for x < ξ1, and decreasing and bigger
than 1 for x > ξ2. This implies the inequalities
mj(s) ≥ mjf(ηj+1; s), mj(s) ≤ mjf(ηj ; s), 0 ≤ j ≤ N3 − 1, (7.37)
m˜j(s) ≥ m˜jf(γj+1; s), m˜j(s) ≤ m˜jf(γj ; s), 0 ≤ j ≤ N1 − 1. (7.38)
For k even, we have
m0(s)−m1(s) +m2(s)− . . .−mk−1(s)
≥ f(η1; s)(m0 −m1) + f(η3; s)(m2 −m3) + . . .+ f(ηk−1; s)(mk−2 −mk−1)
≥ (m0 −m1) + (m2 −m3) + . . .+ (mk−2 −mk−1)
=
k−1∑
j=0
(−1)jmj > 0,
by Lemma 7.1, and
m˜0(s)− m˜1(s) + m˜2(s)− . . .− m˜k−1(s)
≥ f(γ1; s)(m˜0 − m˜1) + f(γ3; s)(m˜2 − m˜3) + . . .+ f(γk−1; s)(m˜k−2 − m˜k−1)
≥ (m˜0 − m˜1) + (m˜2 − m˜3) + . . .+ (m˜k−2 − m˜k−1)
=
k−1∑
j=0
(−1)jm˜j > 0.
For ξ1 < x < ξN2 , f(x) < 1 and f has a unique local maximum ξ
∗. Suppose ξ∗
lies in between ξ` and ξ`+2 with ` odd. Then, consider for 1 ≤ d ≤ ` and d odd the
alternating sum
d∑
j=0
(−1)jm̂j(s) = m̂0(s)− (m̂1(s)− m̂2(s))− . . .− (m̂d−2(s)− m̂d−1(s))− m̂d(s).
We have
m̂2j+1(s)− m̂2j+2(s) ≤ f(ξ2j+2; s)(m̂2j+1 − m̂2j+2)
< m̂2j+1 − m̂2j+2, j ≥ 0, ξ2j+2 ≤ ξ∗. (7.39)
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Furthermore, since f is bigger than 1 outside [ξ1, ξN2 ] and smaller inside, m̂0(s) ≥ m̂0
and m̂d(s) ≤ m̂d. Combining those inequalities, we obtain
d∑
j=0
(−1)jm̂j(s) ≥
d∑
j=0
(−1)jm̂j > 0.
For d odd and `+ 2 ≤ d ≤ n2 − 1, we have by (7.13),
d∑
j=0
(−1)jm̂j(s) =
n2∑
j=d+1
(−1)j+1m̂j(s).
But
n2∑
j=d+1
(−1)j+1m̂j(s) = m̂n2(s)− (m̂n2−1(s)− m̂n2−2(s))− . . .− m̂d+1(s)
≥ m̂n2 − (m̂n2−1 − m̂n2−2)− . . .− m̂d+1
=
d∑
j=0
(−1)jm̂j > 0.
Case 2: N2 = 1
We assume N1 + N2 + N3 > 1 and N2 = 1. Consequently, either N1 or N3 is strictly
positive. We assume N3 > 0, the other case is similar. Define a deformation of h as
follows:
h(z) = (z − ξ1(s))(z − η1(s))
N1∏
j=1
(z − γj).
N3∏
j=2
(z − ηj).
N4∏
j=1
(z − zj)(z − z¯j), (7.40)
where
η1(s) = sη1 + (1− s)η2, s ∈ [0, 1], (7.41)
and where we choose ξ1(s) to be the unique value in (a2, a3) such that (7.13) holds.
Similarly as in case 1, one proves that ξ1(s) ≥ ξ1 for s ∈ [0, 1]. We will prove that
dµs(x) =
1
ic(s)
R1/2+ (x)h(x; s)dx, x ∈ [a1, a2] ∪ [a3, a4], (7.42)
is an equilibrium measure for any s ∈ [0, 1], by Lemma 7.1.
Note first that equation (7.13) holds for any s ∈ [0, 1] by definition of ξ1(s), and
that (7.12) is trivially satisfied since N2 = 1. We still need to prove (7.10)-(7.11) for
s ∈ [0, 1]. Note that
mj(s) =
∫ ηj+1
ηj
|R1/2(x)h(x; s)|dx =
∫ ηj+1
ηj
|R1/2(x)h(x)f(x; s)|dx, (7.43)
m˜j(s) =
∫ γj
γj+1
|R1/2(x)h(x)f(x; s)|dx, (7.44)
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with
f(x; s) =
x− η1(s)
x− η1
x− ξ1(s)
x− ξ1 . (7.45)
First, f is increasing and bigger than 1 for x < ξ1, which means that, for k even,
k−1∑
j=0
(−1j)m˜j(s) ≥ f(γ1)(m˜0−m˜1)+f(γ3)(m˜2−m˜3)+ . . .+f(γk−1)(m˜k−2−m˜k−1)
≥
k−1∑
j=0
(−1j)m˜j > 0, (7.46)
where m˜j = m˜j(1). Note that m̂0(s) ≥ m̂0 for s ∈ [0, 1], which implies by (7.13) that
m̂1(s) ≥ m̂1. But m̂1(s) ≤ f(a3; s)m̂1, which implies that f(a3; s) > 1. We thus have
that f is increasing and bigger than 1 for a3 < x < η1, which implies that m0(s) > m0
for 0 < s < 1. Now, since for x > η1, f is increasing and smaller than 1, we have
k−1∑
j=0
(−1j)mj(s) ≥ m0 − f(η2)(m1 −m2)− f(η4)(m3 −m4)− . . .− f(ηk)mk−1
≥
k−1∑
j=0
(−1j)mj > 0. (7.47)
This completes the proof of Theorem 2.9.
8 Time-derivatives of logZN in the two-cut regime
In this section, we will extend the asymptotic results for the partition function ZN =
ZN (V ) to general two-cut regular polynomial external fields V . In order to accomplish
this, we will first establish formula (8.6) for a logarithmic derivative (with respect to
the parameters {tk}) of the partition function, in terms of the solution X to the RH
problem for orthogonal polynomials on the full real line. The formula is valid for any
potential, whether it is symmetric or not (or even regardless of the number of intervals
in the support of the equilibrium measure). The asymptotic behavior of the solution X
as described in Section 8.2 is well understood. The real challenge is to obtain formulae
that are simple and intrinsic, and this is aim of Sections 8.3 through 8.7.
Let
Pj(z) = κjz
j + . . . , j = 0, 1, 2, . . . ,
be the orthonormal polynomials with respect to the weight e−NV~t on R, where, as
before,
V (z) = V~t(z) = V0(z) +
2d∑
j=1
tjz
j , V0(z) = z
4 − 4z2. (8.1)
These polynomials satisfy a three term recurrence relation of the form
zPk(z) = akPk+1(z) + bkPk(z) + ak−1Pk−1(z).
Recall that ZN (V ) is given by (1.1).
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8.1 Differential identity
For z ∈ C \ R, define the matrix-valued function
X(z) = X(N)(z;~t) =
(
κ−1N PN (z)
1
2piiκ
−1
N
∫
R PN (s)
e
−NV~t(s)ds
s−z
−2piiκN−1PN−1(z) −κN−1
∫
R PN−1(s)
e
−NV~t(s)ds
s−z
)
, (8.2)
which solves the standard RH problem for orthogonal polynomials [29]. In particular
X satisfies the jump relation
X+(x) = X−(x)
(
1 e−NV~t(x)
0 1
)
, for x ∈ R. (8.3)
Following [5, 44], we can derive an identity for ∂∂tk logZN . Therefore, recall the deriva-
tion of (3.17) in Section 3.2. In exactly the same way as we did there for the α-derivative,
we can prove that
d
dtk
logZN (~t) = −
∫
R
∂
∂tk
(
aN−1(~t)P ′N (x;~t)PN−1(x;~t)
)
e−NV~t(x)dx
+
∫
R
∂
∂tk
(
aN−1(~t)PN (x;~t)P ′N−1(x;~t)
)
e−NV~t(x)dx, (8.4)
where ′ denotes derivative with respect to x. Integrating by parts, we obtain
d
dtk
logZN (~t) = −N
∫
R
aN−1(~t)
(
P ′N (x;~t)PN−1(x;~t)
−PN (x;~t)P ′N−1(x;~t)
)
xke−NV~t(x)dx. (8.5)
By (8.2) and the jump relation (8.3), it is straightforward to see that
d
dtk
logZN (~t) = − N
2pii
∫
R
(
X−1± X
′
±
)
21
(x)xke−NV~t(x)dx (8.6)
=
N
4pii
∫
R
[
Tr
(
X−1+ X
′
+σ3
)
(x)− Tr (X−1− X ′−σ3) (x)]xkdx,
where ′ denotes derivative with respect to x. Using a contour deformation argument, we
can write the integral over the real line as the limit of the integral of Tr
(
X−1(z)X ′(z)σ3
)
over a large clockwise oriented circle in the complex plane, as the radius tends to infinity.
Although zk Tr
(
X−1(z)X ′(z)σ3
)
is not analytic at ∞, it has a large z expansion given
by
zk Tr
(
X−1(z)X ′(z)σ3
)
=
k−2∑
j=−1
cjz
j +O(z−2), z →∞, (8.7)
for any k ∈ N, where −c−1 is the residue at infinity of zk Tr
(
X−1(z)X ′(z)σ3
)
. By
residue calculus, we obtain [33]
d
dtk
logZN (~t) =
N
2
Resz=∞
[
Tr
(
X−1(z)X ′(z)σ3
)
zk
]
. (8.8)
This identity is not new; similar identities can be found for example in [5, 33, 44].
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8.2 Large N asymptotics for X
We will now derive large N asymptotics for the right hand side of (8.8), and integrate
it afterwards along a two-cut regular path in the ~t-space as constructed in Section 7.
Large N asymptotics for the matrix X(z) have been obtained in [21, 22] for general k-
cut regular polynomials V = V~t. In this section, we recall the results from [21, 22] in the
two-cut regular case, where the equilibrium measure µV is supported on [a1, a2]∪[a3, a4]
with a1 < a2 < a3 < a4. We write
Ω =
∫ a4
a3
dµV (x), (8.9)
i.e. Ω is the expected portion of random matrix eigenvalues in the rightmost interval of
the support as N →∞, and
g(z) =
∫
log(z − s)dµV (s). (8.10)
The equilibrium measure µV can be written in the form [20]
dµV (x) = ψ(x)dx =
R(x)1/2+
pii
h(x)dx, for x ∈ [a1, a2] ∪ [a3, a4], (8.11)
with h given by
h(z) = − 1
2pii
∫
J
V ′(η)
R(η)1/2+ (η − z)
dη, J = [a1, a2] ∪ [a3, a4], (8.12)
where V (z) = V~t(z) is the polynomial external field and
R(z) =
4∏
j=1
(z − aj). (8.13)
The square root R(z)1/2 is as usual chosen in such a way that it is positive for z > a4
and analytic in C\[a1, a2] ∪ [a3, a4]. R+(z)1/2 denotes the boundary value from the
upper half plane on [a1, a2] ∪ [a3, a4].
Remark 8.1 There is a difference in notation between the function h here and the one
in Section 7: they differ by a constant factor. The function 1ch from Section 7, where
it was convenient to consider a monic polynomial h, is equal to 1pih using the notation
of this section, where we prefer to have h defined by (8.12).
The function h(z) is a polynomial, which also has the property of being the poly-
nomial part of the function V
′(z)
R(z)1/2 at infinity, i.e.
V ′(z)
R(z)1/2 = h(z) +O(z
−1), z →∞. (8.14)
The endpoints a1 < a2 < a3 < a4 are determined by∫
γ
V ′(λ)λk
R(λ)1/2 dλ = 0, k = 0, 1, −
1
4pii
∫
γ
V ′(λ)λ2
R(λ)1/2 dλ = 1, (8.15)
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where γ is a clock-wise oriented contour surrounding the support J , and by the nor-
malization condition∫ a3
a2
R(λ)1/2h(λ)dλ = 0. (8.16)
These 4 equations determine a1 < a2 < a3 < a4 uniquely as a function of t1, . . . , t2d.
For z outside small disks surrounding the endpoints a1, . . . , a4, the matrix X(z)
defined in (8.2) can be expressed as [21]
X(z) = R(z)P∞(z)eNg(z)σ3 . (8.17)
Here:
(1) R(z) is a 2× 2 matrix that solves the so-called error RH problem and admits an
asymptotic expansion of the form
R(z) = I +
k∑
j=1
N−jR(j)(z) +O(N−k−1), N →∞, (8.18)
where R(j)(z), j = 1, 2, . . . can be computed by a recursive procedure and remains
bounded as N →∞, and
(2) P∞(z) is the unique solution to the following RH problem:
RH problem for P∞(z)
(a) P∞(z) is a 2× 2 matrix analytic in C \ [a1, a4]. (8.19)
(b) P∞ has the jumps
P∞+ (z) = P
∞
− (z)
(
0 1
−1 0
)
, z ∈ (a1, a2) ∪ (a3, a4), (8.20)
P∞+ (z) = P
∞
− (z)e
−2piiNΩσ3 , z ∈ (a2, a3). (8.21)
(c) P∞(z) = I +O(z−1) as z →∞. (8.22)
(d) As z → aj , j = 1, . . . , 4, we have P∞(z) = O(|z − aj |−1/4). (8.23)
This RH problem can be solved using elliptic θ-functions (see e.g. [36],[19],[22]),
we will give more details about this construction later on.
Using (8.8), (8.17), and the identity [41]
∂
∂tk
F0 = −Resz=∞
(
zkg′(z)
)
, (8.24)
where
F0 =
∫∫
log |x− y|−1dµV (x)dµV (y) +
∫
V (x)dµV (x), (8.25)
we obtain
∂
∂tk
logZN = −N2 ∂
∂tk
F0 +
N
2
Res
z=∞Tr
(
P∞(z)−1P∞(z)′σ3zk
)
+
N
2
Res
z=∞Tr
(
P∞(z)−1R−1(z)R′(z)P∞(z)σ3zk
)
. (8.26)
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Substituting (8.18), we obtain large N asymptotics for the right hand side of this
identity:
∂
∂tk
logZN = −N2 ∂
∂tk
F0 +
N
2
Res
z=∞Tr
(
P∞(z)−1P∞(z)′σ3zk
)
+
1
2
Res
z=∞Tr
(
P∞(z)−1
dR(1)(z)
dz
P∞(z)σ3zk
)
+O(N−1), N →∞. (8.27)
Here we used the fact that P∞(z) is uniformly bounded for N and z large. This will
follow from our construction of P∞ below. We observe that the second term at the
right hand side of the above formula is invariant under the transformation
P∞(z) 7→ CP∞(z),
where C is an invertible matrix. If in addition we apply the transformation
R(1)(z) 7→ CR(1)(z)C−1,
the third term on the right hand side of (8.27) is also unchanged. Let C = P∞(z0)−1,
and define
P∞(z, z0) ≡ P∞(z0)−1P∞(z), z0 6= aj , j = 1, 2, 3, 4. (8.28)
Now, P∞(z, z0) solves the RH conditions (8.19), (8.20), (8.21) and (8.23), with the
asymptotic condition (8.22) replaced by
P∞(z, z0) = I +O(z − z0), as z → z0. (8.29)
P∞(z, z0) is moreover uniquely determined by those conditions. It will be convenient for
us to construct the solution to this more general RH problem for P∞(z, z0), normalized
at z0, instead of the particular case of P
∞(z) = P∞(z,∞). Writing
R(z, z0) = P
∞(z0)−1R(z)P∞(z0), R(1)(z, z0) ≡ P∞(z0)−1R(1)(z)P∞(z0), (8.30)
Res
z=∞Tr
(
P∞(z)−1
dR(1)(z)
dz
P∞(z)σ3zk
)
= Res
z=∞Tr
(
P∞(z, z0)−1
dR(1)(z, z0)
dz
P∞(z, z0)σ3zk
)
. (8.31)
Since the left hand side in this equation is independent of z0, we can let z0 → z at the
right hand side, and obtain
Res
z=∞Tr
(
P∞(z)−1
dR(1)(z)
dz
P∞(z)σ3zk
)
= Res
z=∞Tr
(
dR(1)(z, z0)
dz
∣∣∣∣∣
z0=z
σ3z
k
)
. (8.32)
Therefore, the relation (8.27) can be rewritten in the form
53
Lemma 8.2 We have
∂
∂tk
logZN (V~t) = −N2
∂
∂tk
F0 +
N
2
Res
z=∞Tr
(
dP∞(z, z0)
dz
∣∣∣∣
z0=z
σ3z
k
)
+
1
2
Res
z=∞Tr
(
dR(1)(z, z0)
dz
∣∣∣∣∣
z0=z
σ3z
k
)
+O(N−1), N →∞, (8.33)
where P∞(z, z0) satisfies the RH conditions (8.19)-(8.21), (8.23), and the normaliza-
tion (8.29), and R(1)(z, z0) is defined in (8.30).
The above Lemma demonstrates the asymptotic behavior of the partition function for
general two-cut potentials. Moreover, it is clear from the Riemann-Hilbert analysis
described that the asymptotic behavior can be determined to any desired order. While
a representation in terms of quantities derived from Riemann-Hilbert analysis is to some
the end of the road, the goal of a representation in terms of other intrinsic quantities
is fundamental. In Subsections 8.3 and 8.4, we will construct P∞(z, z0) and R(1)(z, z0)
explicitly, and in the remaining Subsections we will throw the full force of the theory
of Riemann surfaces at these formulae so as to arrive at a canonical expansion, which
has not appeared in the literature before.
8.3 The elliptic Riemann surface and the construction of P∞(z, z0)
Instead of constructing P∞(z) with normalization at ∞, we will directly construct
the unique matrix function P∞(z, z0) which satisfies the RH conditions (8.19)-(8.21),
(8.23), and the normalization
P∞(z, z0) = I +O(z − z0), as z → z0. (8.34)
If z0 = ∞, the solution P∞(z, z0) is equal to P∞(z). In order to construct P∞(z, z0),
we will make use of the elliptic Riemann surface
S ≡ {(z, y) ∈ C2 ∪ {(∞,±∞)} : f(z, y) = y2 −
4∏
j=1
(z − aj) = 0}. (8.35)
This surface consists of two sheets glued together along the cuts [a1, a2] and [a3, a4].
Given a point Q = (z, y) on S, we write z = z(Q) for its projection on the complex
plane. For each z ∈ C∪{∞}\{a1, a2, a3, a4}, the pre-image of the projection map gives
two points (z, y) and (z,−y), one on each sheet of the Riemann surface, which we will
denote below by z(1) and z(2) and which we call conjugate points on the surface. We
adopt the convention that ∞(1) = (∞,+∞), ∞(2) = (∞,−∞).
Let us introduce a basis of canonical cycles {α, β} as in Figure 1. The holomorphic
1-form on S is given by dzy , and we define the α- and β-periods A and B of this 1-form
by
A =
∮
α
dz
y
, B =
∮
β
dz
y
. (8.36)
Then the normalized holomorphic 1-form is given by
v =
dz
Ay , (8.37)
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and satisfies the condition
∮
α v = 1. Writing B =
B
A , we have ImB > 0. The θ-function
with characteristics δ,  ∈ R is given by (2.27) and satisfies the periodicity properties
θ
[
δ

]
(z + 1;B) = θ
[
δ

]
(z;B)e2piiδ,
θ
[
δ

]
(z +B;B) = θ
[
δ

]
(z;B)e−ipi(B+2z+2),
(8.38)
and the heat equation
∂2θ
[
δ

]
(z;B)
∂z2
= 4pii
∂θ
[
δ

]
(z;B)
∂B
. (8.39)
The RH solution P∞(z, z0) will be built out of the following object which is related to
the Szego˝ kernel [28]:
Ŝ
[
δ

]
(Q,Q0) =
1
2
(
γ(Q)
γ(Q0)
+
γ(Q0)
γ(Q)
) θ [δ]
(
Q∫
Q0
v;B
)
θ
(
Q∫
Q0
v;B
) θ(0;B)
θ [δ ] (0;B)
, (8.40)
where Q0, Q ∈ S, and where γ(Q), Q ∈ S, is defined as
γ(Q) =
(
(z(Q)− a2)(z(Q)− a4)
(z(Q)− a1)(z(Q)− a3)
)1/4
, (8.41)
where z(Q) is the projection of Q to the complex plane. The function γ is a multivalued
function on the surface S and we define it in such a way that
γ(z(2)) = −iγ(z(1)), γ(∞(1)) = 1.
On the cuts (a1, a2) and (a3, a4) oriented from left to right, we have
γ(z(2))+ = γ(z
(1))−, γ(z(2))− = −γ(z(1))+.
Remark 8.3 The Szego¨ kernel with characteristics
[
δ

]
is defined as
S
[
δ

]
(Q,Q0) = Ŝ
[
δ

]
(Q,Q0)
√
dz(Q)dz(Q0)
z(Q)− Z(Q0)
and it is a (12 ,
1
2) form on S × S having only a simple pole on the diagonal as Q→ Q0
[28]. It follows that Ŝ
[
δ

]
(Q,Q0) has only singularities of branching type at the points
(aj , 0), j = 1, 2, 3, 4.
We have the following properties:
(i) As Q0 → Q,
Ŝ
[
δ

]
(Q,Q0) = 1 + (log θ
[
δ

]
(0;B))′
v(Q)
dz(Q)
(z(Q)− z(Q0))
+ O ((z(Q)− z(Q0))2) , (8.42)
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where v is the normalized holomorphic 1-form. In the relation above and in the
rest of the paper, we denote
(log θ
[
δ

]
(0;B))′ =
∂
∂z
log θ
[
δ

]
(z;B)|z=0,
and similarly for higher order derivatives with respect to z.
(ii) As Q goes around α and β-cycles one has
TαŜ
[
δ

]
(Q,Q0) = 
2piiδŜ
[
δ

]
(Q,Q0), (8.43)
TβŜ
[
δ

]
(Q, Q0) = 
−2piiŜ
[
δ

]
(Q,Q0), (8.44)
where Tα and Tβ are the monodromy operators.
The solution P∞(z, z0) of the matrix RH problem (8.19), (8.20), (8.21), (8.23),
normalized to the identity at z0, can be expressed in terms of Ŝ
[
δ

]
(Q,Q0). For j, k =
1, 2 and z ∈ C \ [a1, a4], z0 ∈ C ∪ {∞}, we have [36, 19, 38]
P∞jk (z, z0) = Ŝ
[
δ

]
(z(k), z
(j)
0 ), with  = −NΩ, δ = 0, (8.45)
where z(1) ≡ (z, y) and z(1)0 ≡ (z0, y0) lie on the first sheet of the surface, and z(2) ≡
(z,−y) and z(2)0 ≡ (z0,−y0) on the second sheet. The integrals of the form
z(2)∫
z
(1)
0
v or
z(1)∫
z
(2)
0
v
in (8.40) should be understood in the following way:
z(2)∫
z
(1)
0
v =
a4∫
z
(1)
0
v −
z(1)∫
a4
v,
z(1)∫
z
(2)
0
v = −
a4∫
z
(1)
0
v +
z(1)∫
a4
v,
i.e. the point a4 connects the parts of the integration path on the first and second sheet
of the surface. The explicit formula for P∞(z, z0) thus takes the form
P∞(z, z0) =
θ(0;B)
2θ(NΩ;B)
×
(
γ(z)
γ(z0)
+
γ(z0)
γ(z)
) θ
(
z∫
z0
v −NΩ;B
)
θ
(
z∫
z0
v;B
)
γ(z)
γ(z0)
− γ(z0)
γ(z)
i
θ
(
a4∫
z0
v −
z∫
a4
v −NΩ;B
)
θ
(
a4∫
z0
v −
z∫
z0
v;B
)
γ(z0)
γ(z)
− γ(z)
γ(z0)
i
θ
(
−
a4∫
z0
v +
z∫
a4
v −NΩ;B
)
θ
(
a4∫
z0
v −
z∫
z0
v;B
) ( γ(z)
γ(z0)
+
γ(z0)
γ(z)
) θ
(
z∫
z0
v +NΩ;B
)
θ
(
z∫
z0
v;B
)

,
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(8.46)
where we now simply write z and z0 as complex variables instead of points on the
Riemann surface. The complex function γ is now defined as
γ(z) =
(
(z − a2)(z − a4)
(z − a1)(z − a3)
)1/4
, (8.47)
with branch cuts on [a1, a2] ∪ [a3, a4] and such that γ(∞) = 1. When z0 = ∞, this
formula for P∞ reduces to the one derived in [21]1. From Fay’s trisecant formula [28],
or alternatively from the RH conditions, it follows that
detP∞(z, z0) ≡ 1.
Furthermore one verifies easily that
P∞(z, z0)−1 = P∞(z0, z), (8.48)
and that, changing the base point, one has the relation
P∞(z, z1) = P∞(z1, z0)−1P∞(z, z0) = P∞(z0, z1)P∞(z, z0). (8.49)
8.4 Construction of R(1)(z, z0)
It was shown in [21] that the matrix function R = R(z) appearing in (8.17) is the
solution to a small-norm RH problem similar to the one in Section 4.7, with jumps on
a contour ΣR as shown in Figure 5.
a2 a3a1 a4
∂U2∂U1 ∂U3 ∂U3
1
Figure 5: The jump contour ΣR for the error matrix R.
The only jumps for R that are not exponentially close to the identity matrix, are
the ones on clockwise oriented circles ∂U1, ∂U2, ∂U3, ∂U4 surrounding the endpoints
a1, a2, a3, a4.
RH problem for R
(a) R(z) is analytic for z ∈ C \ ΣR.
1 The equivalence of the above formula with the one appearing in [21] is obtained by observing that
the quantity u+(∞) + d appearing in [21] on page 1367, formula (4.45), is identically zero.
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(b) For z ∈ ΣR \ (∪4m=1∂Um), we have R+(z) = R−(z)(I +O(e−cN )) as N →∞ with
c > 0; for z ∈ ∪4m=1∂Um, we have
R+(z) = R−(z)JR(z), (8.50)
where JR has an asymptotic expansion of the form
JR(z) = I +
k∑
j=1
∆(j)(z)
N j
+O(N−k−1), N →∞, (8.51)
for any k ∈ N, and where ∆(j)(z) depends on N but is uniformly bounded as
N →∞.
(c) As z →∞, we have
R(z) = I +O(z−1). (8.52)
Explicit formulas for ∆(j) can be found. For that purpose, we need to define auxiliary
objects that are related to the Airy RH problem as in Section 4.5. Let
Aj =
1
2
(
2
3
)−j (
(−1)j (sj + rj) i(sj − rj)
−i(−1)j(sj − rj) sj + rj
)
, j = 1, 2, . . . , (8.53)
where sj and rj are defined in (4.43). For j = 1, we have
A1 =
1
8
(
1
6 i
i −16
)
. (8.54)
The correction terms ∆(j), j = 1, 2, . . . for the jump matrix JR can be expressed in
terms of Aj and are given by
∆(j)(z) =

(−f1(z))− 32 jP (∞)(z)σ3Ajσ3P (∞)(z)−1, z ∈ ∂U1,
f2(z)
− 3
2
jP (∞)(z)Q(z)AjQ(z)−1P (∞)(z)−1, z ∈ ∂U2,
(−f3(z))− 32 jP (∞)(z)Q(z)σ3Ajσ3Q(z)−1P (∞)(z)−1, z ∈ ∂U3,
f4(z)
− 3
2
jP (∞)(z)AjP (∞)(z)−1, z ∈ ∂U4,
(8.55)
where
Q(z) = e±piiNΩσ3 , for ±Im z > 0, (8.56)
and where fm, m = 1, 2, 3, 4, is a conformal map from a neighborhood Um of am to a
neighborhood of 0, with f ′m(am) > 0. As z → am, we have
((−1)mfm(z))3/2 = ψ̂(am)(z−am)3/2+ 3
2
M∑
k=1
ψ̂(k)(am)
(z − am)k+ 32
k!(k + 32)
+O((z−am)M+ 52 ),
(8.57)
where ψ̂(am), ψ̂
′(am) and ψ̂(k)(am) are related to the equilibrium density ψ and the
function h, defined in (8.11), in the following way:
ψ̂(am) = lim
z→a+m
h(z)
∏
j 6=m
(z − aj)1/2, (8.58)
ψ̂(k)(am) = lim
z→a+m
∂k
∂zk
h(z) ∏
j 6=m
(z − aj)1/2
 , m = 1, 2, 3, 4. (8.59)
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Here z → a+m denotes the limit as z → am from the upper half plane, and (z − aj)1/2
is the principal branch of the square root with branch cut on (−∞, aj ] and positive for
z > aj . Note that
ψ̂(a2), ψ̂(a4) > 0, ψ̂(a1), ψ̂(a3) ∈ iR+.
The matrix R has a large N expansion of the form
R(z) = I +
k∑
j=1
N−jR(j)(z) +O(N−k−1), N →∞, (8.60)
for any k, where the coefficients R(j) depend on N but remain uniformly bounded for
N large. Combining (8.18) with (8.51), we obtain jump relations for the coefficients
R(j): we have
R
(k)
+ (z) = R
(k)
− (z) + ∆
(k) +
k−1∑
j=1
R
(j)
− (z)∆
(k−j), z ∈ ∪4j=1∂Uj .
In particular, for k = 1, this gives
R
(1)
+ (z)−R(1)− (z) = ∆(1)(z) z ∈ ∂Uj , j = 1, . . . , 4, (8.61)
where ∆(1) is given by (8.55). It is easily seen that ∆(1) is a meromorphic function in
U1, . . . , U4 with double poles at a1, . . . , a4. In addition, by (8.52), R
(1)(z) tends to 0 as
z →∞.
The analyticity of R(1), its jump relations, and the vanishing at infinity define a
scalar RH problem for R(1) with a unique solution given by
R(1)(z) =
1
2pii
4∑
m=1
∫
∂Um
∆(1)(λ)
λ− z dλ. (8.62)
Since ∆(1)(z) has double poles at a1, . . . , a4, this yields
R(1)(z) =
4∑
m=1
1
z − am Resλ=am ∆
(1)(λ)+
4∑
m=1
1
(z − am)2 Resλ=am
(
(λ− am)∆(1)(λ)
)
, (8.63)
for z outside the disks Um. By (8.30) and (8.28), we can write
R(1)(z, z0) =
4∑
m=1
1
z − am Resλ=am ∆
(1)(λ, z0)+
4∑
m=1
1
(z − am)2 Resλ=am
(
(λ− am)∆(1)(λ, z0)
)
,
(8.64)
where we denote
∆(j)(λ, z0) =

1
(−f1(λ))
3
2 j
P (∞)(λ, z0)σ3Ajσ3P (∞)(λ, z0)−1, λ ∈ ∂U1,
1
f2(λ)
3
2 j
P (∞)(λ, z0)Q(λ)AjQ(λ)−1P (∞)(λ, z0)−1, λ ∈ ∂U2,
1
(−f3(λ))
3
2 j
P (∞)(λ, z0)Q(λ)σ3Ajσ3Q(λ)−1P (∞)(λ, z0)−1, λ ∈ ∂U3,
1
f4(λ)
3
2 j
P (∞)(λ, z0)AjP (∞)(λ, z0)−1, λ ∈ ∂U4.
(8.65)
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Although we will not need this, it is worth noting that a similar procedure applies to
the higher order corrections R(j)(z), and that one can recursively find formulas for
R(j)(z, z0) = P
∞(z0)−1R(j)(z)P∞(z0), j > 1.
8.5 Evaluation of (8.33)
In this section we will evaluate the quantities appearing at the right hand side of
the differential identity (8.33), in terms of other, more canonical quantities, namely
the equilibrium measure, and objects from the theory of Riemann surfaces. The final
formula is described in Theorem 8.7. We start with the second term.
Lemma 8.4 The following identity is satisfied,
Res
z=∞Tr
(
dP∞(z, z0)
dz
∣∣∣∣
z0=z
σ3z
k
)
= −2 (log θ(NΩ;B))′ Res
z=∞1
(zkv(z1)/dz)
= −2 (log θ(NΩ;B))′ Res
z=∞1
(zk
1
A√R(z)),
(8.66)
where A is the α-period given in (8.36) and where R(z) is defined by (8.13) and
(log θ(NΩ;B))′ :=
d
dz
log θ(z +NΩ;B)
∣∣∣∣
z=0
.
Proof. To prove this formula, we only need to consider the diagonal entries of P∞(z, z0).
As z0 → z, by (8.42),
P∞jj (z, z0) = 1− (z − z0) (log θ(NΩ;B))′
v(z(j))
dz
+O((z − z0)2, j = 1, 2,
where v(z(2)) = −v(z(1)) is the holomorphic differential defined in (8.37).
It follows that
Tr
(
dP∞(z, z0)
dz
∣∣∣∣
z0=z
σ3z
k
)
= −2 (log θ(NΩ;B))′ zk v(z
(1))
dz
,
and this immediately implies (8.66). 2
The task of evaluating the term
Tr
(
dR(1)(z, z0)
dz
∣∣∣∣∣
z0=z
σ3z
k
)
appearing in (8.33) is considerably more involved. Th goal is to establish an expression
in terms of canonical quantities from the theory of Riemann surfaces, so that compar-
isons to formulae appearing elsewhere in the literature can be validated (or invalidated).
Our work relies on two so-called Fay identities, (8.72) and (8.73). In order to explain
these identities, we need to introduce some classical quantities and identities in the
theory of Riemann surfaces.
The fundamental symmetric bi-differential, introduced in [28] and also called Bergman
kernel in some literature, of our Riemann surface, has an explicit expression which is,
for
Q,Q0 ∈ S \ {∞1,∞2, (a1, 0), (a2, 0), (a3, 0), (a4, 0)},
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given by
w(Q,Q0) =
1
4
(
γ(Q)
γ(Q0)
+
γ(Q0)
γ(Q)
)2 dz(Q)dz(Q0)
(z(Q)− z(Q0))2−(log θ(0;B))
′′ v(Q)v(Q0), (8.67)
where γ has been defined in (8.41). The bi-differential w(Q,Q0) is analytic for all Q,Q0
except for a double pole on the diagonal as Q→ Q0.
We have the well-known relations [28]∫
β
w(Q,Q0) = 2piiv(Q), (8.68)∫ Q1
Q2
w(Q,Q0) = ωQ1Q2(Q), (8.69)
where ωQ1Q2(Q) is the normalized third kind differential with simple poles at Q1 and
Q2 with residues ±1 respectively.
The normalized second kind differential on the elliptic curve S with poles at (∞,±∞)
of order k + 1 is given by
σk(z, y) =
Pk(z)dz
y
, (8.70)
where Pk(z) is a monic polynomial of degree k + 1 in z which is determined uniquely
by the conditions
σk(z, y) = ±(zk−1 +O(z−2))dz, as (z, y)→ (∞,±∞),
and
a3∫
a2
σk = 0.
In order to write σk(z, y) using the fundamental symmetric bi-differential it is sufficient
to observe that
1
2
σk(z, y) +
1
2
zk−1dz = −1
k
Res
(λ,η)=(∞,+∞)
(
λkw((z, y), (λ, η))
)
. (8.71)
The following important identities connect the product of Szego¨ kernels to the
fundamental symmetric bi-differential. First we have [28, Corollary 2.12]
Ŝ
[
δ

]
(Q,Q0)Ŝ
[
δ

]
(Q0, Q)
dz(Q0)dz(Q)
(z(Q)− z(Q0))2
= w(Q,Q0) +
(
log θ
[
δ

]
(0;B)
)′′
v(Q)v(Q0), (8.72)
and secondly [28, Proposition 2.10]
− Ŝ
[
δ

]
(Q,P0)Ŝ
[
δ

]
(Q0, Q)
dz(Q)
(z(Q)− z(P0))(z(Q0)− z(Q)) =
Ŝ
[
δ

]
(Q0, P0)
z(Q0)− z(P0)
×
ωQ0P0(Q) +

log θ [δ]
 Q0∫
P0
v;B
′ − (log θ [δ] (0;B))′
 v(Q)
 , (8.73)
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where ωQ0,P0(P ) is the third kind normalized differential with simple poles at the points
P0 and Q0 with residues ±1. In the confluent limit Q0 → P0 the second identity reduces
to the first one.
Remark 8.5 In (8.73), we observe that the quantity
ωQ0P0(Q) +

log θ [δ]
 Q0∫
P0
v;B
′ − (log θ [δ] (0;B))′
 v(Q) (8.74)
is a single-valued function of Q0 and P0. Indeed, defining dQ0 as the differentiation
with respect to Q0, by (8.69), one has
dQ0(ωQ0,P0(Q)) = dQ0
Q0∫
P0
w(Q, Q˜) = w(Q,Q0),
so that, by (8.68), the integral in Q0 of the above identity along the α- and β-cycles
gives∫
β
dQ0(ωQ0P0(Q)) =
∫
β
w(Q,Q0) = 2piiv(Q),
∫
α
dQ0(ωQ0P0(Q)) =
∫
α
w(Q,Q0) = 0.
Therefore as Q0 7→ Q0 + β, we have
ωQ0,P0(Q) 7→ ωQ0,P0(Q) + 2piiv(Q),
and as Q0 7→ Q0 + α, we have
ωQ0,P0(Q) 7→ ωQ0,P0(Q).
For the second term in (8.74), as Q0 7→ Q0 + α the logarithm of the θ-function does
not change while as Q0 7→ Q0 + β, by (8.38),log θ [δ]
 Q0∫
P0
v;B
′ 7→
log θ [δ]
 Q0∫
P0
v;B
′ − 2pii.
It follows that (8.74) is a single-valued function of Q0. The same consideration applies
to the point P0.
Introduce the following quantities which contain information about the fundamental
bi-differential kernel near the branch points:
ŵ(aj , z) = lim
λ→aj
(λ− aj)1/2w(λ, z(1))
dλdz
,
ŵ′(aj , z) = lim
λ→aj
∂
∂λ
[
(λ− aj)1/2
(
w(λ, z(1))
dλdz
− 1
2(z − λ)2
)]
.
(8.75)
Similarly, for the normalized holomorphic differential, we define
v̂(aj) = lim
λ→aj
(λ− aj)1/2 v(λ)
dλ
, v̂′(aj) = lim
λ→aj
∂
∂λ
[
(λ− aj)1/2 v(λ)
dλ
]
. (8.76)
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Recall also the definition of ψ̂(am) in (8.58). A last quantity we need to introduce is
the so-called projective connection SB(aj) given by
SB(aj) =
3
2
Res
λ=aj
(
d
dλ
log
2∏
i=1
λ− a2i
λ− a2i−1
)2
− 24 (log θ(0;B))′′ Res
λ=aj
v(λ)2 (8.77)
= 3
∑
i 6=j
(−1)i+j 1
aj − ai − 24 (log θ(0;B))
′′ v̂(aj)2. (8.78)
We are now ready to evaluate the second term at the right hand side of (8.33).
Theorem 8.6 The following identity is satisfied,
1
2
Res
z=∞
(
Tr
(
dR(1)(z, λ0)
dz
∣∣∣∣∣
λ0=z
σ3
)
zk
)
=
1
24
4∑
j=1
Resz=∞1 [zkŵ′(aj , z)]
ψ̂(aj))
− 1
2
4∑
j=1
(
1
4
ψ̂′(aj)
ψ̂(aj)
− 1
6
SB(aj)− 4θ
′′ (NΩ;B)
θ (NΩ;B)
v̂(aj)
2
)
Resz=∞1 [zkŵ(aj , z)]
ψ̂(aj)
+
1
2
(log θ (NΩ;B))′′ Res
z=∞[z
k v(z
(1))
dz
]
4∑
j=1
1
6SB(aj)v̂(aj) +
1
12 v̂
′(aj)− 1
4
ψ̂′(aj)
ψ̂(aj)
v̂(aj)
ψ̂(aj)
+
2
3
(
(θ (NΩ;B))′′′
θ (NΩ;B)
)′
Res
z=∞[z
k v(z
(1))
dz
]
4∑
j=1
v̂(aj)
3
ψ̂(aj)
. (8.79)
Proof. Observe by (8.64) that
1
2
Res
z=∞Tr
(
dR(1)(z, z0)
dz
∣∣∣∣∣
z0=z
zkσ3
)
= −1
2
Res
z=∞
 4∑
j=1
zk
(z − aj)2 Resλ=aj
[(
1 + 2
λ− aj
z − aj
)
Tr
(
∆(1)(λ, z)σ3
)) . (8.80)
From the definitions of ∆(1) and A1 in (8.54)-(8.55), one has
Tr(∆(1)(λ, z)σ3) = Σ1(λ, z) + Σ2(λ, z), (8.81)
with
Σ1(λ, z) =
1
48
1
((−1)jfj(λ)) 32
(P∞11 (λ, z)P
∞
11 (z, λ)− P∞12 (λ, z)P∞21 (z, λ)
+ P∞22 (λ, z)P
∞
22 (z, λ)− P∞21 (λ, z)P∞12 (z, λ)) , (8.82)
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for z near aj , and for Imλ ≥ 0, we have
Σ2(λ, z) =

− i
4
1
(−f1(λ)) 32
(P∞12 (λ, z)P∞11 (z, λ)− P∞21 (λ, z)P∞22 (z, λ)) ,
i
4
1
f2(λ)
3
2
(
P∞12 (λ, z)P∞11 (z, λ)e−2piiNΩ − P∞21 (λ, z)P∞22 (z, λ)e2piiNΩ
)
,
− i
4
1
(−f3(λ)) 32
(
P∞12 (λ, z)P∞11 (z, λ)e−2piiNΩ − P∞21 (λ, z)P∞22 (z, λ)e2piiNΩ
)
,
i
4
1
f4(λ)
3
2
(P∞12 (λ, z)P∞11 (z, λ)− P∞21 (λ, z)P∞22 (z, λ)) ,
(8.83)
where we used the fact that P∞(λ, z)−1 = P∞(z, λ), and where the first line is valid
for λ near a1, the second near a2, etc.
For each of the matrix products at the right hand side of (8.82), the identity (8.72)
which connects the Szego¨ kernel and the fundamental bi-differential. For instance,
P∞kj (λ, z)P
∞
jk (z, λ)
=
(
w(λ(j), z(k)) + (log θ(NΩ))′′ v(λ(j))v(z(k))
) (λ− z)2
dλdz
, j, k = 1, 2.
Using the expression of the fundamental bi-differential in (8.67), by (8.75), one
obtains expansions of the following form as λ→ aj :
w(λ(1), z)
dλdz
=
ŵ(aj , z)
(λ− aj)1/2
+
1
2(z − aj)2 + ŵ
′(aj , z)(λ− aj)1/2 +O(λ− aj),
w(λ(2), z)
dλdz
= − ŵ(aj , z)
(λ− aj)1/2
+
1
2(z − aj)2 − ŵ
′(aj , z)(λ− aj)1/2 +O(λ− aj),
(8.84)
and
v(λ(1))
dλ
= −v(λ
(2))
dλ
=
v̂(aj)
(λ− aj)1/2
+ v̂′(aj)(λ− aj)1/2 +O(λ− aj). (8.85)
Combining (8.57), (8.81), (8.84), and (8.85), we obtain the following relation for the
residues of Σ1(λ, z) defined in (8.82),
−
4∑
j=1
1
(z − aj)2 Resλ=aj Σ1(λ, z)− 2
4∑
j=1
1
(z − aj)3 Resλ=aj ((λ− aj)Σ1(λ, z))
= − 1
12
1
ψ̂(aj)
[
ŵ′(aj , z(1)) + (log θ (NΩ))′′ v̂′(aj)
v(z(1))
dz
]
+
1
20
ψ̂′(aj)
ψ̂(aj)2
[
ŵ(aj , z
(1)) + (log θ (NΩ))′′ v̂(aj)
v(z(1))
dz
]
.
(8.86)
In order to evaluate the residues of products of the form P∞12 (λ, z)P∞11 (z, λ) in
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Σ2(λ, z) defined in (8.83), we use (8.73) which gives
P∞12 (λ, z)P
∞
11 (z, λ) = lim
η→λ
Ŝ[ 0−NΩ](η
(2), λ(1))
η − λ
(λ− z)2
dz
×[
v(z(1))
((
log θ
(∫ λ(2)
λ(1)
v −NΩ
))′
− (log θ (−NΩ))′
)
+ ωλ(2)λ(1)(z
(1))
]
,
(8.87)
and similarly
P∞21 (λ, z)P
∞
22 (z, λ) = lim
η→λ
Ŝ[ 0−NΩ](η
(1), λ(2))
η − λ
(λ− z)2
dz
×[
v(z(2))
((
log θ
(∫ λ(1)
λ(2)
v −NΩ
))′
− (log θ (−NΩ))′
)
+ ωλ(1)λ(2)(z
(2))
]
,
(8.88)
where ωλ(1)λ(2)(z
(j)), j = 1, 2, stands as before for the normalized third kind differential,
in this case with poles at two conjugate points λ(1) and λ(2). Next, using (8.69), we
have the following identities for a third kind differential with poles at two conjugate
points λ(2) and λ(1),
ωλ(1)λ(2)(P ) = −ωλ(2)λ(1)(P ), ωλ(2)λ(1)(z(1)) = ωλ(1)λ(2)(z(2)), (8.89)
and we have the following expansion as λ→ aj ,
ωλ(1),λ(2)(z
(1)) = 4ŵ(aj , z
(1))(λ−aj)1/2+ 4
3
ŵ′(aj , z(1))(λ−aj)3/2+O((λ−aj)5/2). (8.90)
In order to proceed, we need to evaluate the expansions in λ of the quantities (8.87)
and (8.88) as λ→ aj , j = 1, 2, 3, 4. First we observe that
lim
η→λ
Ŝ[ 0−NΩ](η
(1), λ(2))
η − λ =
i
4
θ(0;B)
θ(NΩ;B)
θ
(
λ(1)∫
λ(2)
v −NΩ;B
)
θ
(
λ(1)∫
λ(2)
v;B
) 4∑
k=1
(−1)k
λ− ak , (8.91)
and
lim
η→λ
Ŝ[ 0−NΩ](η
(2), λ(1))
η − λ = −
i
4
θ(0;B)
θ(NΩ;B)
θ
(
λ(1)∫
λ(2)
v +NΩ;B
)
θ
(
λ(1)∫
λ(2)
v;B
) 4∑
k=1
(−1)k
λ− ak , (8.92)
as follows from the definition (8.40) and the symmetry θ(z;B) = θ(−z;B). Therefore
using the parity property of θ-function, (8.89), (8.91) and (8.92), the identities (8.87)
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and (8.88) take the form
P∞12 (λ, z)P
∞
11 (z, λ) = −
i
4
θ(0;B)
θ(NΩ;B)
θ
(
λ(1)∫
λ(2)
v +NΩ;B
)
θ
(
λ(1)∫
λ(2)
v;B
) 4∑
k=1
(−1)k
λ− ak
(λ− z)2
dz
×
[
−v(z(1))
((
log θ
(∫ λ(1)
λ(2)
v +NΩ
))′
− (log θ (NΩ))′
)
− ωλ(1)λ(2)(z(1))
]
,
(8.93)
and similarly
P∞21 (λ, z)P
∞
22 (z, λ) =
i
4
θ(0;B)
θ(NΩ;B)
θ
(
λ(1)∫
λ(2)
v −NΩ;B
)
θ
(
λ(1)∫
λ(2)
v;B
) 4∑
k=1
(−1)k
λ− ak
(λ− z)2
dz
×
[
−v(z(1))
((
log θ
(∫ λ(1)
λ(2)
v −NΩ
))′
− (log θ (−NΩ))′
)
− ωλ(1)λ(2)(z(1))
]
.
(8.94)
For the integrals between λ(2) and λ(1), we follow a path which goes through a4.
Consequently, for Imλ ≥ 0, one has
λ(1)∫
λ(2)
v =

2
λ(1)∫
a4
v,
2
λ(1)∫
a3
v −B,
2
λ(1)∫
a2
v −B − 1,
2
λ(1)∫
a1
v − 1,
(8.95)
and as λ→ aj , j = 1, 2, 3, 4, we obtain
2
λ(1)∫
aj
v = 4v̂(aj)(λ− aj)1/2 + 4
3
v̂′(aj)(λ− aj) 32 +O((λ− aj) 52 ), (8.96)
with v̂(aj) defined in (8.76). Using (8.38), (8.91), (8.92), (8.95), (8.96), and the fact
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that θ(z;B) is an even function of z, we obtain, as λ→ aj from the upper half plane,
i
4
θ(0;B)
θ(NΩ;B)
θ
(
λ(1)∫
λ(2)
v ±NΩ;B
)
θ
(
λ(1)∫
λ(2)
v;B
) 4∑
k=1
(−1)k
λ− ak
=
i(−1)j
4
 1
λ− aj ± 4v̂(aj)
θ′
θ
(NΩ;B)(λ− aj)−1/2 +
∑
k 6=j
(−1)k+j
aj − ak
+8v̂(aj)
2
(
θ′′
θ
(NΩ;B)− θ
′′
θ
(0;B)
)
+ o(1)
)
×
{
1 j = 1, 4,
e±2piiNΩ j = 2, 3.
(8.97)
Using the definition of the projective connection given in (8.77), we can rewrite the
above expansion as
i
4
θ(0;B)
θ(NΩ;B)
θ
(
λ(1)∫
λ(2)
v ±NΩ;B
)
θ
(
λ(1)∫
λ(2)
v;B
) 4∑
k=1
(−1)k
λ− ak
=
i(−1)j
4
(
1
λ− aj ± 4v̂(aj)
θ′
θ
(NΩ;B)(λ− aj)−1/2 + 1
3
SB(aj)
+8v̂(aj)
2 θ
′′
θ
(NΩ;B)
)
×
{
1 j = 1, 4,
e±2piiNΩ j = 2, 3.
(8.98)
Combining (8.57), (8.83), (8.90), (8.96), (8.93), (8.94), and (8.98), one arrives with
the help of Maple to the relation
−
4∑
j=1
Resλ=aj Σ2(λ, z)dz
(z − aj)2 − 2
4∑
j=1
Resλ=aj ((λ− aj)Σ2(λ, z)dz)
(z − aj)3
=
4∑
j=1
ŵ′(aj , z(1)) + (log θ (NΩ))′′ v̂′(aj)v(z(1))
6ψ̂(aj)
+
4∑
j=1
(
1
6
SB(aj) + 4
θ′′ (NΩ)
θ (NΩ)
v̂(aj)
2 − 3
10
ψ̂′(aj)
ψ̂(aj)
)
ψ̂(aj)
(
ŵ(aj , z
(1)) + (log θ (NΩ))′′ v̂(aj)v(z(1))
)
+
4
3
4∑
j=1
v̂(aj)
3v(z(1))
ψ̂(aj)
(
(log θ (NΩ))′′′′ + 3 (log θ (NΩ))′′′ (log θ (NΩ))′
)
. (8.99)
Summing (8.86) and (8.99) and multiplying by 1/2 we obtain (8.79) and the theorem
is proven. 2
Combining the heat equation (8.39), Lemma 8.2, Lemma 8.4, and Theorem 8.6, we get
to the following identity.
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Theorem 8.7 For a two-cut regular potential V~t, the logarithmic derivative of the par-
tition function with respect to the parameters tk, has the following asymptotic expansion
as N →∞,
∂
∂tk
logZN (V~t) = −N2
∂
∂tk
F0 −N(log(θ(NΩ;B))′ Res
z=∞[z
kv(z(1))]
+
1
24
4∑
j=1
Resz=∞1 [zkŵ′(aj , z)]
ψ̂(aj)
−1
2
4∑
j=1
1
4
ψ̂′(aj)
ψ̂(aj)
− 1
6
SB(aj)− 16pii
∂
∂B
θ (NΩ;B)
θ (NΩ;B)
v̂(aj)
2
 Resz=∞1 [zkŵ(aj , z)]
ψ̂(aj)
+
(
1
6
(
(θ (NΩ;B))′′′
θ (NΩ;B)
)′
F
(3)
0 − (log θ (NΩ;B))′′ F (1)1
)
Res
z=∞[z
kv(z(1))]+O(N−1),
(8.100)
where
F
(1)
1 :=
1
2
4∑
j=1
v̂(aj)
ψ̂(aj)
(
1
4
ψ̂′(aj)
ψ̂(aj)
− SB(aj)
6
− v̂
′(aj)
12v̂(aj)
)
, (8.101)
and
F
(3)
0 := 4
4∑
j=1
v̂(aj)
3
ψ̂(aj)
, (8.102)
and all the other quantities are defined in the statement of Theorem 8.6.
We remark that the definition of F
(1)
1 and F
(3)
0 given by Eynard in [26] (see also [27])
coincides with our definition up to multiplicative factors.
8.6 Calculating antiderivatives
In this section, we will express the terms in (8.100) as derivatives. We start with the
projective connection SB(aj).
Lemma 8.8 [38, 37] Let ∆(a) =
∏
1≤j<k≤4(ak − aj) be the Vandermonde determi-
nant of the branch points of the surface S and A the α- period of the non-normalized
holomorphic differential as defined in (8.36). Then the following relation is satisfied,
∂
∂aj
log
(A12∆(a)3) = −SB(aj), j = 1, 2, 3, 4, (8.103)
where SB(aj) at the branch point has been defined (8.77).
This identity was derived in [38] for more general surfaces than our elliptic surface,
namely for generic non-singular hyper-elliptic Riemann surfaces. Next we are going
to evaluate the derivatives with respect to the times tk of all the relevant quantities
appearing in (8.66) and (8.79). Some of the identities below have already appeared in
the literature, see for example [32, 31, 41, 43], but for clarity we are going to prove each
of them with our notation.
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Lemma 8.9 The following identities are satisfied:
∂
∂tk
Ω = − Res
λ=∞1
[λkv(λ)], (8.104)
∂am
∂tk
= −kσ̂k(am)
ψ̂(am)
= 2
Resλ=∞1 [λkŵ(λ, am)]
ψ̂(am)
, (8.105)
∂B
∂tk
=
4∑
m=1
∂B
∂am
∂am
∂tk
= 8pii
∑
m
v̂(am)
2 Resλ=∞1 [λkŵ(λ(1), am)]
ψ̂(am)
, (8.106)
∂ψ̂(am)
∂tk
= 3
ψ̂′(am)
ψ̂(am)
Res
λ=∞1
[λkŵ(λ, am)]− Res
λ=∞1
[λkŵ′(am, λ)], (8.107)
where
σ̂k(am) :=
√
λ− amσk(λ)
dλ
|λ=am ,
with σk the meromorphic differential defined in (8.70), ŵ(aj , z) and ŵ
′(aj , z) defined
in (8.75).
Proof. Recall from (8.11) that the density ψ(λ) of the equilibrium measure takes the
form
ψ(λ) =
h(λ)
pii
R(λ)1/2+ , x ∈ [a1, a2] ∪ [a3, a4], (8.108)
for a polynomial h(λ). The quantity
h(λ)R(λ)1/2dλ (8.109)
can be seen as a one-form on the Riemann surface, which
(1) has simple zeros at the branch points (ai, 0) i = 1 . . . , 4,
(2) has a pole at ∞1,2 = (∞,±∞) with asymptotic behaviour
h(λ)R(λ)1/2dλ = ±
(
1
2
V ′~t (λ)−
1
λ
−O(λ−2)
)
dλ, (8.110)
because of the moments conditions (8.15),
(3) is normalized to zero on the α-cycle because of (8.16).
By (8.1), it follows that (8.109) can be written also in the form
h(λ)
√
R(λ)dλ = 1
2
2d∑
j=1
jtjσj + 2σ4 − 4σ2 − σ0, (8.111)
where σj = σj(λ, y) are the second kind differentials defined in (8.70) , and σ0 is a
differential of the third kind uniquely determined by the conditions of having simple
poles at ∞1,2 with residue ±1 and of being normalized to zero on the α-cycles. It
should be noted that the right hand side of (8.111) depends on the endpoints a1, . . . , a4
through the normalization.
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The one-form on the left hand side of (8.111) is built in such a way that it satisfies
conditions (1), but conditions (2) and (3) are imposed by (8.15) and (8.16). The one-
form on the right hand side of (8.111) is built in such a way that it satisfies conditions
(2) and (3), while the condition (1) has to be imposed: 2d∑
j=1
jtjσj(λ, y) + 2σ4 − 4σ2 − 2σ0(λ, y)

(λ,y)=(ap,0)
= 0, p = 1, . . . , 4. (8.112)
These 4 equations determine the endpoints a1 < a2 < a3 < a4 of the support of
the equilibrium measure and are equivalent to (8.15) and (8.16). Now we take the
derivatives with respect to times tk,
∂
∂tk
 2d∑
j=1
jtjσj + 2σ4 − 4σ2 − 2σ0

= kσk +
∑
p
 2d∑
j=1
jtj
∂
∂ap
σj + 2
∂
∂ap
σ4 − 4 ∂
∂ap
σ2 − 2 ∂
∂ap
σ0
 ∂ap
∂tk
= kσk,
(8.113)
where in the last identity we use the fact that
2d∑
j=1
jtj
∂
∂ap
σj + 2
∂
∂ap
σ4 − 4 ∂
∂ap
σ2 − 2 ∂
∂ap
σ0
is a normalized one-form, regular at∞1,2 because of (8.110), and which can only have a
singularity at the branch point (ap, 0). However, by (8.112), this differential is regular
at (ap, 0), p = 1, 2, 3, 4. Therefore,
∑2d
j=1 jtj
∂
∂ap
σj + 2
∂
∂ap
σ4 − 4 ∂
∂ap
σ2 − 2 ∂
∂ap
σ0 is
a normalized holomorphic one form and by Riemann’s theorem it is identically zero.
Such an argument was first used in [40]. Therefore we can conclude that
∂
∂tk
h(λ)
pii
R(λ)1/2dλ = ∂
∂tk
Re
1
pii
1
2
2d∑
j=1
jtjσj + 2σ4 − 4σ2 − σ0
 = Re (kσk
2pii
). (8.114)
Hence,
∂
∂tk
Ω =
1
2pii
∂
∂tk
∫
β
h(λ)R(λ)1/2dλ = k
4pii
∫
β
σk.
By Riemann’s bilinear relations [28], we have∫
β
σk = −4pii
k
Res
(λ,y)=∞1
[λkv(λ, y)],
so that
∂
∂tk
Ω = − Res
(λ,y)=∞1
[λkv(λ, y)],
which proves (8.104).
70
In order to prove (8.105) we observe that, for general values of a1, . . . , a4, we can
write
1
2
2d∑
j=1
jtjσj + 2σ4 − 4σ2 − σ0 = Z(λ)R(λ)1/2dλ,
where Z(λ) is a polynomial of degree 2d+ 1. We can write the polynomial Z(λ) in the
form
Z(λ) = h(λ)
4∏
j=1
(λ− aj) + Z0(λ), (8.115)
where Z0(λ) is a polynomial of degree at most 3. By (8.111), Z0(λ) is identically zero
if a1, . . . , a4 are such that (8.112) holds. By (8.113), one has
∂
∂tk
(
(λ− am)1/2 Z(λ)dλR(λ)1/2
)
= − 1
2(λ− am)1/2
Z(λ)dλ
R(λ)1/2
∂am
∂tk
+ (λ− am)1/2 ∂
∂tk
Z(λ)dλ
R(λ)1/2
=− 1
2(λ− am)1/2
Z(λ)dλ
R(λ)1/2
∂am
∂tk
+
k
2
(λ− am)1/2σk(λ).
This holds for any value of λ. Keeping in mind that the left hand side has a zero at
λ = am, we can evaluate at λ = am and obtain
−h(am)
√∏
j 6=m
(am − aj)∂am
∂tk
= −
(
1
2
√
λ− am
Z(λ)dλ√R(λ) ∂am∂tk − k2√λ− amσk(λ)
)
λ=am
,
which yields
∂am
∂tk
= −k σ̂k(am)
ψ̂(am)
. (8.116)
This is the first equality in (8.105). To obtain the second identity in (8.105), it is
sufficient to use (8.71) and to calculate the residue at the points (am, 0), m = 1, 2, 3, 4.
The proof of (8.106) follows from (8.105) and from Rauch’s variational formula [45]
1
4pii
∂B
∂ai
= Res
λ=ai
v(P )v(P )
dλ2
= v̂(ai)v̂(ai). (8.117)
In order to prove (8.107), we use (8.114) and (8.58), and this leads to
∂
∂tk
ψ̂(am) =
∂
∂tk
(
pii
(λ− am)1/2
ψ(λ)
∣∣∣∣
λ=am
)
= pii
(
∂
∂tk
ψ(λ)
(λ− am)1/2
+
∂
∂λ
ψ(λ)
(λ− am)1/2
∂am
∂tk
)∣∣∣∣
λ=am
=
 kσk(λ)
2(λ− am)1/2dλ
+
R(λ)1/2
(λ− am)1/2
∂am
∂tk
h′(λ) + 1
2
h(λ)
∑
j
1
λ− aj
∣∣∣∣∣∣
λ=am
.
(8.118)
Using (8.70) and (8.105), we obtain
∂
∂tk
ψ̂(am) = −3
2
kσ̂k(am)
h′(am)
h(am)
+
k
2
∂λPk(λ)|λ=am√∏
j 6=m(am − aj)
− k Pk(am)√∏
j 6=m(am − aj)
∑
j 6=m
1
am − aj
= −3
2
k
σ̂k(am)
ψ̂(am)
∂
∂λ
h(λ)√∏
j 6=m
λ− aj
∣∣∣∣∣∣
λ=am
+
k
2
 ∂
∂λ
Pk(λ)√∏
j 6=m(λ− aj)
∣∣∣∣∣∣
λ=am
,
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(8.119)
which, by (8.58) and (8.75), implies (8.107). 2
8.7 Proof of Theorem 2.11 and Theorem 2.12
Define
F1 =
1
24
log
 1
28
( |A|
2pi
)12
∆(a)3
4∏
j=1
ψ̂(aj)
 , (8.120)
where ∆(a) =
∏
1≤i<j≤4(aj−ai) is the Vandermonde determinant of the branch points,
A is the α-period of the holomorphic differential defined in (8.36), and ψ̂ has been
defined in (8.58). This quantity appeared first in [1].
Combining Theorem 8.7 and Lemma 8.9, we get, as N →∞,
− ∂
∂tk
logZN (V~t) = N
2∂F0
∂tk
−N(log θ (NΩ;B))′ ∂Ω
∂tk
+
∂F1
∂tk
− ∂
∂B
log θ (NΩ;B)
∂B
∂tk
+
(
F
(3)
0
6
(
(θ (NΩ;B))′′′
θ (NΩ;B)
)′
− (log θ (NΩ;B))′′F (1)1
)
∂Ω
∂tk
+O(N−1).
Consequently, we have
− ∂
∂tk
logZN (V~t) =
∂
∂tk
(
N2F0 + F1 − log θ (NΩ;B)− θ
′ (NΩ;B)
θ (NΩ;B)
F
(1)
1
N
+
θ′′′ (NΩ)
θ (NΩ;B)
F
(3)
0
6N
+O(N−1)
)
, N → ∞, (8.121)
where F0 and F1 have been defined in (8.25) and (8.120), and F
(3)
0 and F
(1)
1 have been
defined in (8.102) and (8.101). From the above identity the proof of Theorem 2.11
follows easily.
Remark 8.10 The error O(N−1) in (8.121) contains non-oscillatory terms of order
1/N and smaller order terms. To determine such terms, it is necessary to calculate an
extra term in the asymptotic expansion of the error matrix R(z).
From Theorem 2.9, we can choose a continuous path ~t : [0, 1] → Rm : s 7→ ~t(τ) =
(t1(τ), . . . , tm(τ)) in Rm such that V~t(0)(z) = z
4 − 4z2, and V~t(1)(z) = V~t(z) and for all
τ ∈ [0, 1], V~t(τ) is a two-cut regular potential. Therefore one can integrate (2.24) to
obtain
logZN (V~t)− logZN (V0) = −N2(F0(V~t)− F0(V0))− F1(V~t) + F1(V0)
+ log θ
(
NΩ(V~t);B(V~t)
)− log θ (NΩ(V0);B(V0)) +O(1/N), N →∞.
By (2.10), this implies Theorem 2.12.
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