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Y = X✓⇤ + ✏,





We are in the case n > d . We usually use the Ordinary Least Squares (OLS) ✓̂
to estimate ✓⇤.
Goal
Find an estimator that performs better in terms of MSE or/and in terms of
computation time than ✓̂.






Using the approach (Raskutti, Wainwright, and Yu 2014), we use a gradient
descent algorithm with fixed step ↵ to minimize the convex and differentiable
function g(✓) = 12n kY   X✓k
2
2 for ✓ 2 R
d . We get closed formulas of ✓̂(k), the



























































Accuracy of our estimator























































Ŷ = X ✓̂.





Trade-off bias variance (1/2)







For d =  20  n =  30  and l = 9
Iteration k
MSE of  Ŷ
(k)
squared bias of  Ŷ
(k)




k⇤MSE occurs when squared bias of Ŷ
(k) 6= variance of Ŷ (k) ) we have to































with K = 1nXX






;  ̂1 = kKk2.





Trade-off bias variance (2/2)

















































































































Lemma (Raskutti, Wainwright, and Yu)














= V supk .















To control the ratio between V supk and B
2,sup
k , we define the stopping time k ̂
k ̂ = min
⇢






















































;  ̂1    ̂2   . . .  ̂n   0 are the
eigenvalues of 1nXX
T .
⌦q = {|  ̂     |  q } = { inf   ̂   sup} ;  inf = (1   q)  and
 sup = (1 + q) .






Theorem (transposition of theorem 1 (Raskutti, Wainwright, and Yu 2014))
Given the stopping time k ̂, 9c1, c2 2 R⇤+ such on an event Aq :




( ⌦q = {|  ̂     |  q }).


































































with f is a non-decreasing function and f (k)  !
k!+1
1.





Comparison of the complexity in time of ✓̂(k ̂) and ✓̂
The complexity in time of ✓̂(k ̂) is




+ 3d2 + (k + 1)d
| {z }
✓̂(k)
































































Comparison of the complexity in space of ✓̂(k ̂) and ✓̂
The complexity in space of ✓̂(k ̂) is
nd + 3d2 + 6d
| {z }
✓̂(k)






= nd + 4d2 + n + 11d + 1.




is nd + 2d2 + 2d
| {z }
✓̂



















MSE as a function of n for d = 20















kσ̂  ( c =  0.46 )
kσ̂  ( c =  2.5 )
OLS












MSE as a function of n for d = 100
Raskutti, Wainwright, and Yu chooses c = 0.46 but it is not optimal.















kσ̂  ( c =  0.46 )
kσ̂  ( c =  2.5 )
OLS





MSE ratio as a function of d for n = 1500



















kσ̂  ( c =  0.46 )
OLS


















● ● ● kσ̂  ( c =  2.5 )
OLS





MSE ratio as a function of d for n = 2000





















kσ̂  ( c =  0.46 )
OLS


















● ● ● kσ̂  ( c =  2.5 )
OLS





General use of stopping time
Stopping time enables to reduce computation time (without loosing in
accuracy) in problems when ✓̂ has no closed formula and needs a lot of
iterations to be computed.
For instance, in the problem of two Gaussian univariate mixture where only the
proportion p⇤ is unknown, we use a EM whose estimate at the s th iteration is
p̂(s) and p̂(s)  !
s!+1
p̂.

















decreases at least until k ̂.










The complexity in time and in space of ✓̂(k ̂) is bigger than the complexity in
time and in space of ✓̂ (specific to linear regression).
Perspectives:









Prove the theorem in other problems (e.g. logistic regression).









































1 > µ1   µ2   · · ·   µd > 0 are the eigenvalues of V = Id   ↵n X
TX .

















TX✓0 + ↵n X
TY d d
















The complexity of ✓̂(k) is




+ 3d2 + (k + 1)d .
in space: nd + 3d2 + 6d .










d in time and 2d in space.
After the computation of ✓̂(k), the complexity of ✓̂ is
Terms/Complexity Time Space
D 13 d d
D 13 ⇥ UT d2 d2
D 13 U
T ⇥ XTY d2 d
U ⇥ D 13 UTXTY d2 d
with XTX = UD3UT ; k   k.
After the computation of ✓̂(k), the complexity of ✓̂ is
in time: 3d2 + d .
in space: d2 + 3d .
































The complexity of  ̂2 is nd + n in time and n + 1 in space.





















  1 ⇥ XTY d2 d
The complexity of ✓̂ is





in space: nd + 2d2 + 2d .
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