The ACT Assessment Program is a system for collecting, processing, and reporting data to help students and educators involved in the transition from high school to college.
A major component of the ACT Assessment is its predic tive research services, through which colleges and universities conduct local predictive validity studies and develop prediction equations for guidance, selection, and placement (ACT, 1986) .
In this paper we focus on a practical statistical problem often encountered by institutions in developing their pre diction equations, namely, the minimum sample size required to obtain accurate grade predictions.
The weights in a college grade prediction equation are typically estimated from the test scores, high school grades, and college grades of one freshman class, and are used to predict the grades of future freshmen. For the ACT Assessment, the prediction weights are estimated by standard least squares pro cedures. At small colleges, and at large colleges where a minority of students take the ACT, there may be few records from which to develop prediction equa tions. The question naturally arises, therefore, as to how small a sample can safely be used* Because prediction weights are estimated regression coefficients whose accu racy depends on the size of the base sample used to estimate them, and because error in estimating the weights propagates error in prediction, sample size affects prediction accuracy. It is possible, therefore, that weights calculated from very small samples could be subject to large sampling errors, resulting in predictions of unacceptable accuracy.
Though affected by sampling error, prediction accuracy is primarily deter mined by the strength of the relationship between the predictor and criterion 
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Theoretical Perspective
It is mathematically convenient to study predictions based on random samples 2 . from a multivariate normal population.
If o is the conditional variance of the criterion variable y, given the predictor variables, and if the predicted crite-A rion y is based on least squares estimates, then the root mean squared error of 2 H prediction, RMSE = (E(y-y) } , is RMSE -a K(n,p) where p is the number of pre dictor variables, n is the base sample size, and
Thus K is an inflation factor due to estimating the regression coefficients;
note that for any fixed p, K(n,p)-*-l as n-*-®. Sawyer (1982) found that if 
The coefficients in (1) are displayed in Table 1 A p p r o x i m ate base sample size needed to achieve a MAE = Ko^2/it with 1 < p < 20 predictors.
Empirical Studies
In 1979, ACT lowered the minimum sample size requirement for its predictive research services from 100 to 75 students. In a study on the effects of this change, Sawyer (1984) found that there was no significant difference in the accu racy of grade predictions based on samples of size 70-99 and the accuracy of pre dictions based on larger samples. In 1983, ACT lowered its minimum sample size requirement still further, to 50 students. Following is an examination of the accuracy of grade predictions at those colleges, with base samples of 50-99 stu dents, that have participated in the ACT predictive research services since 1983
Prediction equations for freshman grade average were developed from the 1983-84 grade data at the 125 colleges with 50-99 cases. The predictor variables in these equations were the four ACT subtest scores (in English, mathematics, social studies, and natural sciences) and the four self-reported high school grades in the subject areas corresponding to the ACT subtests.
To study the effect of the number of predictor variables on prediction accuracy, two-variable prediction equations, based on the ACT Composite (the average of the ACT subtest scores) and on HSA (the average of the self-reported high school grades), were also calculated.
To determine the accuracy of prediction equations based on fewer than 50 cases, separate subgroup equations were also calculated for the females and males at each college.
All the prediction equations were then cross-validated against the grades of 1984-85 freshmen; that is, prediction equations developed from the 1983-84 fresh men were applied to the test scores and high school grades of the 1984-85 fresh men at each college, and the predicted and actual grades were compared. This procedure models the actual use of prediction equations by colleges, and it avoids the tendency of estimates of prediction accuracy derived from a single year'9 data to be overoptimistic.
The prediction equations developed from 1983-84 freshman data were used by colleges to predict the grades of 1985-86 freshmen; but, due to the time sched ules colleges must follow in reporting data to ACT, these grades were not avail able when the analyses were done. Therefore, the prediction equations in this study were cross-validated against 1984-85 freshman grades, which were available.
Sawyer and Maxey (1979) compared the accuracy of one-and two-year-old prediction equations and found negligible differences.
The predicted and actual grade averages of 1984-85 freshmen were compared in terms of observed mean absolute error (MAE), which is the average absolute difference between the predicted and actual grade averages at a college. The distributions of this cross-validation statistic over colleges are summarized in Tables 2, 3 , and 4. The results for the total group prediction equations, reported in Table 2 , confirm the expectation that predictions based on as few as 50 students would be about as accurate as predictions based on larger numbers of students. The median MAE for colleges with 49-59 cases, for example, was .53 grade units for the eightvariable predictions; the same median MAE was observed for colleges with 90-99.
cases. In a study by Sawyer and Maxey (1982) , the mean MAE for colleges with 90-100 freshmen was .52 grade units, and the mean MAE for all colleges was .53 grade units.
It is interesting to note that in Table 2 the median MAE for two-variable predictions at colleges with 60-69 cases (.55 grade units) is actually larger than the median MAE for colleges with 49-59 cases (.50 grade units).
As the difference between these two medians is modestly statistically significant (p < .05), it might reflect differences in the predictive validity of the ACT at colleges in the two size categories.
The results for the separate subgroup equations for females, in Table 3, show the effect of the number of predictors on prediction accuracy. According to Sawyer and Maxey (1979) , the mean MAE for eight-variable predictions for females, over all colleges with 100 or more students, is .50 grade units. The results for the separate subgroup predictions for males, in Table 4, show similar trends. According to Sawyer and Maxey (1979) the mean MAE for predictions for males over all colleges with 100 or more students is .56 grade units. The median MAEs for the two-variable predictions for males, in 
