Abstract. We consider a stochastic delay differential equation driven by a Hölder continuous process Z and a Wiener process. Under fairly general assumptions on coefficients of the equation, we prove that it has a unique solution. We also give s sufficient condition for finiteness of moments of the solution and prove that the solution depends on the driver Z continuously.
Introduction
This paper is devoted to a stochastic differential equation of the form X(t) = X(0) + where W is a Wiener process, Z is a Hölder continuous process with Hölder exponent greater than 1/2, the coefficients a, b, c depend on the past of the process X. The integral with respect to W is understood in the usual Itô sense, while the one with respect to Z is understood in the pathwise sense. (A precise definition of all objects is given in Section 2.) We will call this equation a mixed stochastic delay differential equation; the word mixed refers to the mixed nature of noise, while the word delay is due to dependence of the coefficients on the past.
In the pure Wiener case, where c = 0, this equation was considered by many authors, often by the name "stochastic functional differential equation". For overview of their results we refer a reader to [9, 12] , where also the importance of such equations is explained, and several particular results arising in applications are given.
In the pure "fractional" case, where b = 0, there are only few results devoted to such equations, considering usually the case where Z = B H is a fractional Brownian motion (for us, it is also the most important example of the driver Z). In [4, 5] , the existence of a solution is shown for the coefficients of the form a(t, X) = a(X(t)), b(t, X) = b(X(t − r)), and H > 1/2. It is also proved that the solution has a smooth density, and the convergence of solutions is established for a vanishing delay. A similar equation constrained to stay non-negative is considered in [1] . Existence and uniqueness of solution for an equation with general coefficients, also in the case H > 1/2, are established in [2, 8] . For such equation, it is proved in [8] that the solution possesses infinitely differentiable density, and in [3] , that the solution generates a continuous random dynamical system. In [13] , the unique solvability is established for an equation with H > 1/3 and coefficients of the form f (X(t), X(t − r 1 ), X(t − r 2 ), . . . ).
Concerning mixed stochastic delay differential equations, there are no results known to author. There are some literature devoted to mixed equations without delay. The existence and uniqueness were proved, under different conditions, in [6, 7, 10, 11, 16] . Integrability and convergence results for mixed equations were established in [11, 15, 16, 17] , and Malliavin regularity was proved in [17] .
In this paper we show that a mixed stochastic delay differential equation has a unique solution under rather general assumptions about coefficients. We also provide a condition for the solution to have finite moments of all orders, and a result on the continuity of the solution with respect to the driver Z. The latter result allows, in particular, to approximate the solution to a mixed stochastic delay differential equation by solutions to usual stochastic delay differential equations having a random drift.
Preliminaries
Let Ω, F , F = {F t , t ≥ 0}, P be a complete filtered probability space satisfying the usual assumptions.
First we fix some notation: throughout the article, |·| will denote the absolute value of a real number, the Euclidean norm of a vector, or the operator norm of a matrix. The symbol C will denote a generic constant, whose value may change from one line to another. To emphasize its dependence on some parameters, we will put them into subscripts.
We need some notation in order to introduce the main object. 
. . , l, be measurable functions, Z = {Z(t), t ∈ [0, T ]} be an F-adapted process in R l such that its trajectories are almost surely Hölder continuous of order γ > 1/2. Let also η : [−r, 0] → R d be a θ-Hölder continuous function with θ > 1 − γ.
Our main object is the following stochastic delay differential equation in R d : (2.1)
with the "initial condition" X(s) = η(s), s ∈ [−r, 0]. In the rest of the paper a shorter notation will be used for equation (2.1) and its ingredients:
We remark that it is possible to consider an equation with coefficients depending on the whole past of the process X. This can be achieved by just taking r = T The integral with respect to W in (2.2) will be understood in the Itô sense. The integral with respect to Z is a generalized Lebesgue-Stieltjes integral, defined as follows [18] . For α ∈ (0, 1), define the fractional derivatives
Moreover, we have the estimate
where
In what follows we fix some α ∈ (1 − γ, θ ∧ 1/2) and put h(t, s)
It is clear that both X ∞,t and X 1,t are non-decreasing in t.
By a solution to equation (2.2), we will understand a pathwise continuous Fadapted process X such that X T < ∞ a.s., and (2.2) holds almost surely for all
The following assumptions on the coefficients of (2.2) will be assumed throughout the article:
H3. The functions a, b and ∂ ψ c are locally Lipschitz continuous in ψ: for any R > 1, t ∈ [0, T ], and all ψ 1 , ψ 2 ∈ C with ψ 1 C ≤ R, ψ 2 C ≤ R,
H4. The functions c and ∂ ψ c are Hölder continuous in t: for some β ∈ (1 − γ, 1) and for all s, t
The condition H4 allows, for instance, to consider an important particular case, namely, a linear equation.
Auxiliary results
First we establish some a priori estimates for the solution of (2.2).
Lemma 3.1. Let X be a solution of (2.2), and
Proof. Assume without loss of generality that p > 4/(1 − 2α).
Therefore, we have
Further, let 0 ≤ s ≤ t. Then for u ≤ s − t,
is the θ-Hölder seminorm of η. Similarly, for u ∈ (s − t, 0],
Consequently, we can write
To estimate J c 1 , we have used the computation
Summing the estimates for X 1,t , we get
Combining this with (3.1), we obtain
. Using the Hölder inequality, we can estimate
We now proceed to the estimation of the last two expressions. It is obvious that for any 0 ≤ u ≤ s ≤ t,
Therefore, by the Burkholder inequality,
Further, we have (3.4)
It follows from the Garsia-Rodemich-Rumsey inequality that for any r, z
We can estimate
Therefore, taking into account that p > 4/(1 − 2α), i.e. 2/p + 1/α − 1/2 < 0, we get from (3.4)
Plugging the estimates of I b and J b into (3.3), we get
, we can apply the generalized Gronwall lemma [14, Lemma 7.6] and obtain E [ X p T ½ T ] ≤ C N,p . By letting R → ∞ and using the Fatou lemma, we arrive at the required statement.
The following lemma establishes estimates for the distance between solutions of mixed stochastic delay differential equations with different drivers. To formulate it, assume that Z is another γ-Hölder F-adapted process, and consider the equation
with the same initial condition X(s) = η(s), s ∈ [−r, 0].
Lemma 3.2. Let X and X be solutions of (2.2) and (3.5)
Proof. The proof will be similar to that of Lemma 3.1, so we will omit some details.
We estimate the terms one by one, starting with I a :
Similarly to I c (t) in the proof of Lemma 3.1,
Further,
Similarly to [14, Lemma 7.1], it can be shown that assumptions H3 and H4 imply that for any s, u ∈ [0, T ] and ψ 1 , . . . , ψ 4 ∈ C with ψ i ≤ R, i = 1, . . . , 4,
Similarly to J c (t) in the proof of Lemma 3.1,
Further, using (3.6), we can estimate, analogously to I c (t) above,
Summing the estimates for X − X 1,t , we get
Combining this with the estimate(3.7), we obtain
for ω ∈ B R,t , where g(t, s) = s −α + (t − s) −2α . The rest of the proof goes exactly as in the Lemma 3.1. Namely, denoting ½ t = ½ BR,t , we obtain
which implies the required statement with the help of the generalized Gronwall lemma.
Existence and uniqueness of solution
Now we have everything to establish the unique solvability of (2.2).
Theorem 4.1. Equation (2.2) has a unique solution.
Proof. For convenience, the proof will be divided into several logical steps.
Step 1. Approximations by usual stochastic delay differential equations Fix some N ≥ 1 and define τ N = inf t > 0 :
and consider the equation
with the same initial condition X N,n (s) = η(s), s ∈ [−r, 0]. Since Z N,n is absolutely continuous, this is a usual stochastic delay differential equation (or, in the terminology of [12] , stochastic functional differential equation)
Therefore, the coefficients of (4.1) satisfy the linear growth condition: for all
and the local Lipschitz condition: for any R > 0 and all
In [12, Theorem I.2] and in [9, Chapter 5, Theorem 2.5], the unique solvability of (4.1) was formulated for non-random coefficients satisfying conditions (4.2) and (4.3). However, the arguments given there are easily seen to extend to adapted coefficients satisfying (4.2) and (4.3) with a non-random constant, which is the case here. Thus, (4.1) has a unique solution.
Step 2. Convergence of approximations First we show that, for a fixed N ≥ 1, the sequence X N,n , n ≥ 1 is fundamental in probability in the norm · T . Indeed, it is easy to show (see e.g. > ε → 0, n, m → ∞, as required. Therefore, there exists some random process X N such that X N,n − X N T → 0, n → ∞, in probability. There is an almost surely convergent subsequence, and without loss of generality we can assume that X N,n − X N T → 0, n → ∞, a.s. Similarly to I c (t) and I Z (t) in the proof of Lemma 3.2, we have
So we have that
< R for n large enough, therefore we have the convergence of the integrals in probability on X N t < R and arbitrary R ≥ 1, therefore on Ω. Thus, we have that X N is a solution to Finally, the uniqueness follows from Lemma 3.2: each solution to (2.2) must coincide with X on each of the sets A N,T , hence, almost surely.
Integrability and convergence of solutions
Now we investigate the question when the moments of X are finite. Naturally, we need to require certain integrability of the driver Z. It is quite involved to prove the integrability under assumptions H1-H4 (for equations without delay, the corresponding result is proved in [15] ). So we prove the integrability under an additional assumption that b is bounded. Define
where we have used the estimate
Similarly, from (3.1),
Therefore, we have arrived at the system of inequalities X λ;∞ ≤ KN 1 + λ α−1 X λ;∞ + λ −1 X λ;1 + ζ, X λ;t ≤ KN 1 + λ 2α−1 X λ;∞ + λ α−1 X λ;1 + ζ.
Setting λ = 4KN 1/(1−α) , it is easy to deduce from this system that X λ;∞ + X λ;1 ≤ CN 1/(1−α) (1 + ζ), Finally, we state a result on stability of solutions to (2.2) with respect to the driver Z. Its proof virtually repeats Step 3 of the proof of Theorem 4.1 and therefore is omitted. Let for n ≥ 1 Z n = {Z n (t), n ≥ 1} be an F-adapted γ-Hölder continuous process, and X n be a solution to Proposition 5.3. Let X and X n be solutions of (2.2) and (5.3) respectively, and Z − Z n α;[0,T ] → 0, n → ∞, in probability. Then X − X n T → 0, n → ∞, in probability.
