Early detection of wildfire smoke in real-time is essentially important in forest surveillance and monitoring systems. We propose a vision-based method to detect smoke using Deep Convolutional Generative Adversarial Neural Networks (DCGANs). Many existing supervised learning approaches using convolutional neural networks require substantial amount of labeled data. In order to have a robust representation of sequences with and without smoke, we propose a two-stage training of a DCGAN. Our training framework includes, the regular training of a DCGAN with real images and noise vectors, and training the discriminator separately using the smoke images without the generator. Before training the networks, the temporal evolution of smoke is also integrated with a motion-based transformation of images as a pre-processing step. Experimental results show that the proposed method effectively detects the smoke images with negligible false positive rates in real-time.
INTRODUCTION
Wildfires are one of the most harmful hazards in rural areas. They may spread fast and cause substantial damages to flora, properties and human life. Hence, immediate and accurate wildfire detection plays instrumental role in fighting wildfires.
Among different approaches, the use of visible-range video captured by surveillance cameras are particularly convenient for wildfire detection, as they can be deployed and operated in a cost-effective manner [1] . One of the main challenges is to provide a robust vision based detection system with negligible false positive rates, while securing rapid A.E. Ç etin is on leave from Bilkent University and his work is partially funded by NSF with grant number 1739396 and NVIDIA Corporation. B.U. Töreyin's work is in part funded by TÜBİTAK 114E426 andİTÜ BAP MGA-2017-40964. response. If the flames are visible, this may be achieved by analyzing the motion and color clues of a video in wavelet domain [2] , [3] . Similarly, wavelet based contour analysis [4] can be used for detection of possible smoke regions. Modeling various spatio-temporal features such as color and flickering, and dynamic texture analysis [5] have been shown to be able to detect fire, as well. We developed smoke and flame detection algorithms using wavelets, support vector machines, Markov models, region covariance, and co-difference matrices in the past [6] . An important feature of the wildfire detection algorithms that we developed in the past is that, they not only use spatial information, but also the temporal information [6] , [7] . We focus on wildfire smoke detection, rather than flame detection. This is mainly due to the fact that smoke rises above the crowns of trees, and it has a higher chance of falling into the viewing range of cameras monitoring the forest.
Deep convolutional neural networks (DCNN) achieve superb recognition results on a wide range of computer vision problems [8] , [9] . Deep neural network based wildfire detection algorithms using regular cameras have been developed by many researchers including us in recent years but none of these algorithms can handle false alarms due to cloud shadows and fog [10] , [11] . Radford et al. [12] demonstrate that a class of convolutional neural networks, namely, Deep Convolutional Generative Adversarial Networks (DCGANs), can learn general image representations on various image datasets.
We propose a two-stage training approach for a DCGAN in such a way that the discriminator is utilized to distinguish ordinary image sequences without smoke from wildfire smoke. Our first contribution is the development of a discriminator network classifying regular wilderness images from wildfire images. We employ the discriminator network of the DCGAN as a classifier.
One important aspect of wildfire smoke that we also exploit is its evolution in time. We integrate the temporal progress of smoke by using a motion-based image transfor- The remainder of the paper is organized as follows. In section 2, the proposed wildfire smoke detection method is described. Experimental results are presented in Section 3. The paper is concluded in the last section.
METHOD
The proposed wildfire smoke detection method is presented in this section. The method is based on a DCGAN structure accepting images with size 256×256 px. We use seven transposed convolutional layers for the generator, and seven convolutional layers for the discriminator with filters of varying sizes and channels. The architecture of DCGAN and the training framework are given in Figure 1 .
We first train the DCGAN using images without smoke and noise distribution z. The discriminator part of the DC-GAN learns a representation for ordinary wilderness video scenes and distinguishes smoke, because images containing smoke are not in the training set. Then, we refine and retrain the discriminator without generator network, where regular video images obtained from the surveillance cameras constitute the "real" training data and actual smoke images correspond to generated data. Training the DCGAN using both the regular data and noise vector z makes the recognition system more robust compared to a generic CNN structure. Moreover, the second stage of training increases the recognition accuracy.
In our model, for the training of the networks, we use instance normalization [13] before each layer in the discriminator network, and batch normalization [14] before each layer in the generator network. To initialize the layers we apply "MSRA" initialization [15] . Dropout layers [16] are added, as well, to address overfitting. Finally, we use the Adam optimizer for stochastic optimization [17] . The representations of algorithms are supported by TensorFlow system [18] .
Motion-based Geometrical Image Transformation
As a pre-processing step, we apply transformations to the frames captured by the cameras. In a wildfire, smoke can usually be distinguished by its characteristic evolution compared to other moving objects. In order to exploit this temporal behavior, we first compute the estimated motion using Farnebäcks algorithm [19] , then we apply a geometrical transformation as follows (see Figure 3 )
where
Issues, such as, extrapolation of non-existing pixels and interpolation of pixel values are handled by implementations in the OpenCV library [20] . As for the motion estimation, we ignore abrupt motions, such as, fast movements or rotations of the camera. Examples of transformed smoke frames are shown in Figure 2. 
Proposed GAN-type Discriminator Network
Wildfire smoke has no particular shape or specific feature as human faces, cars, and so on. Therefore, it is more suitable to treat smoke as an unusual event or an anomaly in the observed scene. The DCGAN structure is utilized to distinguish regular camera views from wildfire smoke. The discriminator part of the GAN produce probability values above 0.5 for normal wilderness video scenes and below 0.5 for images containing smoke, because smoke images are not in the training set. In the second stage of training, we refine and retrain the GAN using the gradient given in (3).
In standard GAN training, the discriminator D that outputs a probability value is updated using the stochastic gradient
where x i and z i are the i-th regular image data and noise vector, respectively, and G represents the generator that generates a "fake" image according to the input noise vector z i ; the vector θ d contains the parameters of the discriminator. After this stage, the generator network G is "adversarially" trained, as in [8] . During the first round of training we do not include any smoke videos. This GAN is able to detect smoke, because smoke images are not in the training set. To increase the recognition accuracy, we perform a second round of training by fine-tuning the discriminator using the stochastic gradient
where y i represents the i-th image containing wildfire smoke. The number of smoke image samples, L, is much smaller than the size of the initial training set, M , containing regular forest and wilderness images, because wildfires are rare events. In the refinement stage characterized by (3), we do not update the parameters of the generator network of GAN, because we do not need to generate any artificial images in this stage of training.
EXPERIMENTAL RESULTS
In our experiments, we use 40 video clips containing no smoke frames with a duration of 4 hours 52 minutes, and 29 video clips containing only smoke frames with a duration of 3 hours and 46 minutes. For each smoke video, there is a corresponding normal video for generator network to learn, however, not all normal videos do have a corresponding smoke video.
Throughout the experiments, we first apply motion-based geometrical image transformation. For that purpose, at every second, we sample 10 previous frames at equal intervals, then we calculate the estimated motion and obtain the transformed frame. In effect, we acquire one frame per second to be input to the network. Each one of these frames contains an integrated history of the ten most recent frames. Since the video clips in our dataset differ greatly in length (from 20 seconds to 40 minutes), we normalize the number of frames by randomly discarding frames from longer videos and duplicating frames of shorter ones. That way, the dataset, composed of forty-thousand-frames in total, becomes one containing similar-length clips. After this procedure, we split the data into training, validation, and test sets with a ratio of 3:1:1. We pick the parameters and stop training the network based on its performance on the validation set, then report the final results obtained on the test set.
We first evaluate the proposed method in terms of framebased results. We compare our model by excluding the contributions one by one and training the network again with the same parameters. A few frame-based classification examples are presented in Figure 4 . Our approach targets at reducing the false positive rate, while keeping the hit-rate as high as possible. Results indicate that, our approach achieves best results on the test set (cf. Table 1) . Without the refinement stage, smoke detection rates are smaller however it can still be useful when there are no labeled smoke frames. For the motion-based transformation, the difference is mainly in hitrates, and if a DCNN is used without adversarial training, the model will be more susceptible to false positives. We also evaluate the approach in terms of video-based results. For the video-based evaluation, we classify a video as a smoke video, if, at least, one frame is detected as smoke. We train different versions of the network, by up(down)-weighting the cost of a false positive relative to a false negative, to trade-off specificity and sensitivity. The results indicate that a false-positive rate of 2.5% is achieved corresponding to a 6.9% miss rate (cf. Table 2 ). On the other hand, the proposed method has a hit-rate of 89.67% without issuing any false alarms (cf. Table 2 ). 
CONCLUSION
We propose a wildfire smoke detection method using motionbased geometrical image transformation and DCGANs. By treating smoke as an unusual event, we develop a two-stage DCGAN training approach. Spatio-temporal dynamics of smoke event are acquired using motion-based geometric image transformation and represented within a single image accounting for ten consecutive frames.
Results suggest that the proposed method achieves low false alarm rates while keeping the detection rate high. The proposed approach may be utilized to detect other anomalous events in forests, such as, flames or people in restricted zones.
