The sustained negative blood oxygenation level-dependent (BOLD) response in functional MRI is observed universally, but its interpretation is controversial. The origin of the negative response is of fundamental importance because it could provide a measurement of neural deactivation. However, a substantial component of the negative response may be due to a non-neural hemodynamic artifact. To distinguish these possibilities, we have measured evoked BOLD, cerebral blood flow (CBF), and oxygen metabolism responses to a fixed visual stimulus from two different baseline conditions. One is a normal resting baseline, and the other is a lower baseline induced by a sustained negative response. For both baseline conditions, CBF and oxygen metabolism responses reach the same peak amplitude. Consequently, evoked responses from the negative baseline are larger than those from the resting baseline. The larger metabolic response from negative baseline presumably reflects a greater neural response that is required to reach the same peak amplitude as that from resting baseline. Furthermore, the ratio of CBF to oxygen metabolism remains approximately the same from both baseline states (∼ 2:1). This tight coupling between hemodynamic and metabolic components implies that the magnitude of any hemodynamic artifact is inconsequential. We conclude that the negative response is a functionally significant index of neural deactivation in early visual cortex.
Introduction
Functional magnetic resonance imaging (fMRI) allows noninvasive mapping of neural activity in the human and animal brain with high spatial specificity. Neural activation is typically inferred from the coupling between the positive component of the blood oxygenation level-dependent (BOLD) response and underlying neural activity (Logothetis et al., 2001) . In principle, fMRI measurements may also be sensitive to neural deactivation inferred from negative BOLD responses. Cortical mapping of deactivated neuronal populations using the negative response could provide important insights regarding the functional and anatomical organization of suppressive or inhibitory circuits throughout the cerebral cortex. However, the exact nature of the relationship between the negative response and neural deactivation is complicated by observations of a possible artifactual component that may originate from hemodynamic changes unrelated to local neural activity Kannurpatti and Biswal, 2004; . This possibility makes it difficult to interpret the negative response in terms of reduced neural activity. If the negative response originates instead from non-neural factors, its utility in fMRI is severely limited and potentially misleading.
The origin of the negative response has been explored most extensively in the human, macaque, and cat visual systems . One general observation is that stimulation of part of the visual field evokes a positive response in retinotopic areas of early visual cortex, while negative responses are evoked in surrounding unstimulated cortex Hansen et al., 2004; . Recent work demonstrates that decreases from baseline in oxygen metabolism and neural activity ) can account for a major component (> 60%) of these sustained negative responses. However, a substantial contribution from a non-neural component cannot be ruled out. This non-neural component could be due to an artifactual hemodynamic mechanism. For example, "blood steal" may redirect blood flow to the activated region, away from adjacent inactive regions (Woolsey et al., 1996) .
The specific basis of the negative response therefore remains unclear. It is important to determine if the remainder of the 60% proportion noted above is due to neural or artifactual factors. If the remaining component can also be accounted for by a neurometabolic origin, then interpretation of the negative response will be greatly simplified. We have therefore quantified the relative contributions of oxygen metabolism and non-neural components by determining the effect of a negative BOLD induced baseline on the positive response evoked within a given cortical region as illustrated in Fig. 1 . If the negative response has a nonneural origin, then the increment (baseline to peak amplitude) of the neural response to a given stimulus should not differ between the 'negative (low) baseline' and the 'resting (high) baseline'. Larger incremental changes for BOLD and CBF, but not for neural and CMRO 2 responses, would reveal an uncoupling of CMRO 2 and CBF as depicted in Fig. 1B . The uncoupling between metabolic and hemodynamic components could then be used to isolate a non-neural artifactual contribution to the negative response.
On the other hand, if the negative response is due mainly to reduced neural activity, then a larger incremental neural response will be required to reach the same final level of evoked neural activity from the lower negative baseline . Because of neurometabolic and neurovascular coupling, a larger incremental neural response from the negative baseline should be reflected by larger increments in the cerebral metabolic rate of oxygen consumption (CMRO 2 ), cerebral blood flow (CBF), and BOLD signals. We therefore determined a quantitative coupling ratio for metabolic and hemodynamic components by estimating the ratio of evoked CBF to CMRO 2 from both resting and negative baseline states. Our results show that CBF and CMRO 2 remain precisely coupled during both baseline states, indicating that the oxygen metabolism component accounts for essentially the entire negative response in early visual cortex.
Materials and methods

Subjects
Two subjects (19-20 years of age, female) participated in an initial BOLD experiment and six subjects (20-27 years of age, 3 males) participated in the combined BOLD and CBF fMRI experiment [i.e., 'calibrated fMRI' ] that was used to estimate CMRO 2 . All procedures were approved by the Committee for the Protection of Human Subjects at the University of California, Berkeley.
MRI data acquisition
Briefly, imaging data were acquired with a Varian (Palo Alto, CA) Unity-Inova 4 T scanner. T2*-weighted BOLD images were collected with a two-shot echo planar imaging (EPI) sequence, and CBF imaging was performed using a flow-sensitive alternating inversion recovery (FAIR) sequence. Systematic errors in CBF quantitation arise with the FAIR technique because the bolus of labeled blood is poorly defined (e.g., due to sensitivity to variable transit delays in the delivery of tagged blood to the imaging slice) (Wong et al., 1997) . However, in the context of the current study, potential systematic errors are present across all experimental conditions and are therefore unlikely to bias our results. To collect combined BOLD and CBF data for CMRO 2 calculation, BOLD and FAIR runs were interleaved within the same experimental session, using the same imaging slice and resolution. , shown overlaid on a medial view of an inflated cortical hemisphere. A parafoveal annulus generates a strong negative response in a region of interest (red outline) anterior to the evoked positive response (bottom), while a peripheral annulus evokes a positive response within this same anterior area (top). (B) This diagram represents possible coupling ratios between evoked CBF (red increment) and CMRO 2 (gray/black increment) from resting (left) and negative (right) baselines. From resting baseline, evoked CBF and CMRO 2 are coupled in a ∼2:1 ratio. From negative baseline, this ratio might increase if the relative CBF response is larger, but the relative CMRO 2 response (gray increment) does not differ from resting baseline. Alternatively, the coupling ratio might remain ∼ 2:1 if CMRO 2 also increases (gray + black increment) from negative baseline. While the former outcome would reveal an uncoupling of CBF and CMRO 2 , presumably related to the nonneural component of the negative response, the latter outcome would reveal that hemodynamic and oxygen metabolism responses remain tightly coupled, indicating a neural origin for the negative response. Δ stands for "change". (C, D) The initial BOLD (C) and calibrated fMRI (D) experiments contained three conditions: (1) a "positive" condition to induce a positive evoked response in the region (top row), (2) a "negative" condition to induce a steady-state negative response in the same region (middle row), and (3) a "combined" condition to induce a positive response from a negative baseline (bottom row). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
The parameters for BOLD and FAIR imaging were as follows:
(1) Initial BOLD experiment: in-plane resolution= 2×2 mm 2 , slice thickness = 3 mm, field of view [FOV] = 12.8 × 12.8 cm 2 , matrix size = 64 × 64; TR= 0.5 s [1 s per volume], TE = 28 ms, flip angle = 20°, 13 oblique axial slices, parallel to the calcarine sulcus; (2) Calibrated fMRI: BOLD: in-plane resolution = 3.125 × 3.125 mm 2 , slice thickness = 7 mm, FOV = 20 × 20 cm 2 , matrix size = 64 × 64; TR = 2s, TE = 28 ms, flip angle = 20°, 1 axial slice, centered on and parallel to the calcarine sulcus. FAIR: partial k-space, single shot EPI image acquisition, TR = 3 s [6 s per FAIR image], TI = 1.7 s, TE = 11 ms, excitation flip angle = 90°, inversion slice thickness = 20 mm. Crusher gradients (b = 0.0382 s/mm 2 ) were applied along the slice selective dimension to minimize large vessel artifacts.
The initial 10-12 s of BOLD and FAIR data was discarded to allow longitudinal magnetization to reach steady-state, and an initial volume without phase encoding was acquired for Nyquist ghost correction. Coregistered anatomical images were acquired with a T1-weighted GEMS sequence.
Visual stimulus and task
Stimuli were generated using custom-built software and projected onto a backlit translucent screen mounted above the subject's chest and viewed through a mirror positioned on the head coil above the subject's eyes. To control attention and fixation across the length of the scan, subjects performed a continuous task to detect luminance decrements of a fixation cross presented against a blank gray background.
We measured responses to (1) "positive", (2) "negative", and (3) "combined" (positive plus negative) stimulus conditions (Figs. 1C,  D) . A foveally presented annular sinusoidal grating was used as the "negative" stimulus (2-3°eccentricity, drift temporal frequency = 6 Hz, spatial frequency = 1 cycle/°, 80% contrast). This stimulus generated a robust, steady-state negative response in an anterior region of V1 (Fig. 1A) . To generate a positive evoked response within this same anterior V1 region, we used as our "positive" stimulus a peripheral annular grating (10-11°eccentri-city, drift temporal frequency = 6 Hz, spatial frequency = 1 cycle/ degree). Note that this stimulus was presented at 25% contrast in order to avoid saturation effects associated with maximal neural and hemodynamic responses that might confound our measurements of evoked amplitude. The grating orientations of both annuli switched between 0 and 90°once per second in order to minimize neural adaptation, such that the two annuli maintained orthogonal orientations. For the "combined" stimulus condition, we delayed the onset of the positive stimulus relative to that of the negative stimulus in order to induce a steady-state negative baseline (8 s delay for the initial BOLD experiment, 20 s delay for calibrated fMRI; Figs. 1C, D). Individual trials were separated by an inter-trial interval, during which only the fixation cross and the blank gray background were present (13-15 s duration for the initial BOLD experiment, 30 s for calibrated fMRI). For the initial BOLD experiment, two runs (28 trials per run) were used for localization and response estimation of the positive stimulus, and six runs (2-4 trials per condition per run) were used to estimate responses to the negative and combined conditions. For calibrated fMRI, each run included two repeats of each condition and a total of two BOLD runs were randomly interleaved among 4-5 FAIR runs in order to collect coregistered CBF and BOLD data during the same scan session. An additional calibrated fMRI experiment with a 90 s interstimulus interval was run on one subject in order to verify that our baseline measurements were not confounded by the undershoot from the previous trial (see Supplementary data).
We note that, at the eccentricities and stimulus distances used in this study, weak psychophysical and neural center-surround interactions may exist (Walker et al., 1999; Angelucci et al., 2002; Series et al., 2003) . Center-surround interactions in the periphery appear to be stronger for parallel compared to orthogonally oriented stimuli (Xing and Heeger, 2000) . Although pilot experiments revealed no difference between parallel and orthogonal orientations, we chose to use only orthogonal orientations in order to minimize any potential lateral interactions that might confound our measurements of evoked amplitudes during the combined condition.
Data processing and analysis
Image analysis was performed using custom routines written in Matlab (Mathworks, Inc., Natick, MA). Motion correction was performed with McFLIRT (Jenkinson et al., 2002) . FAIR images were constructed as the difference between consecutive sliceselective inversion recovery and non-selective inversion recovery (nsIR) images and then normalized for BOLD contamination by dividing by the nsIR image (which contains T2* contributions even at short TE = 11 ms). A high pass filter was applied to the BOLD time series at each voxel to remove linear trends resulting from slow signal drift.
The calcarine sulcus was used to delineate primary visual cortex on coregistered anatomical images, and fMRI voxels falling within this boundary were selected for further analysis. Regions of interest (ROIs) were constructed by first cross-correlating the voxel time series with the stimulus protocol convolved with a model of the hemodynamic response (Boynton et al., 1996) . An initial 'negative' ROI was defined to include voxels with a significant negative correlation to the presentation of the foveal annulus, while a 'positive' ROI was defined to include voxels with a significant positive correlation to the peripheral annulus. Significance was generally defined at the p < .0001 level for BOLD (p < .01 for FAIR), and varying the threshold provided qualitatively similar results. Final ROIs were constructed from the logical intersection of voxels within the positive and negative ROIs. Our analysis thus included V1 regions that exhibited both positive and negative responses within the same voxel, allowing us to compare these individual responses to the combined response.
For the initial BOLD experiment, voxel time series for repeated trials were converted to percent signal change relative to the baseline period (defined as the 4 s preceding the onset of the stimulus), and individual trial responses for each stimulus condition were then averaged together. For each subject, the percent change for the positive response was taken as the average of the maximum amplitudes for each individual voxel within a 3-8 s window following stimulus onset. The maximum amplitude for each voxel was not constrained to a single time point, given that the transient peak of the positive response is likely to vary somewhat across voxels and subjects. Next, the percent change for the steady-state negative response was taken as the mean response during this same temporal window. Because this was a steady-state measurement, the same temporal window was used for all voxels.
Analysis of the calibrated fMRI experiment followed a similar procedure with the following modifications: (1) the baseline period for calculating percent signal change was extended to 8 and 12 seconds prior to stimulus onset for BOLD and FAIR, respectively, (2) data points used to calculate steady-state mean responses excluded the first 8 or 12 s post-stimulus for BOLD or FAIR, respectively, in order to exclude transient signal changes, and (3) outlier data points whose values fell more than one interquartile range beyond the first and third quartiles were excluded. Note that these outliers were not removed for presentation of the time courses.
CMRO 2 calculation and error analysis BOLD and CBF measurements were used to calculate CMRO 2 using the deoxyhemoglobin dilution model . The sensitivity of this model to changes in CMRO 2 has been demonstrated directly by use of graded levels of hypercapnia during a range of visual stimulation intensities . The model describes a quantitative, steady-state relationship between BOLD, CBF, and CMRO 2 as follows:
where the subscript "0" denotes baseline, and α, β, and M are unknown parameters that must be estimated. First, the parameter α is a scaling exponent in a power-law relationship between fractional changes in blood flow and blood volume that was experimentally determined to be 0.38 during steady-state conditions (Grubb et al., 1974; Lee et al., 2001; Kennerley et al., 2005) . The second model parameter β is an exponent denoting how the transverse relaxation rate due to deoxyhemoglobin depends on the size of the blood vessels within a tissue sample. Numerical simulations for a field strength of 1.5 T show this value to be 1.5 (Boxerman et al., 1995) . Finally, the parameter M is required to calibrate the fractional BOLD signal change, DBOLD BOLD0 , against the baseline level of deoxyhemoglobin. The BOLD signal change depends on washout of this deoxyhemoglobin, and so M can be thought of as the maximum BOLD signal change that would result if all deoxyhemoglobin were eliminated from the tissue sample . Because the proportionality of local deoxyhemoglobin content to the BOLD signal depends on technical MRI parameters such as the pulse sequence, the echo time TE, and the magnetic field, this value is normally determined by a hypercapnia calibration experiment . Alternatively, if a hypercapnia experiment is impractical, an M value of 0.25 extrapolated from previous studies has been shown to accurately model CMRO 2 changes at 4 T . Because of the uncertainty in these three model parameters, we examined the robustness of our CMRO 2 estimates by varying these parameters within a wide range of values: (1) α: − 1 to 0.4, (2) β: 1 to 1.6, and (3) M: 0.15 to 0.45. We used a range of values based on previously published simulations (i.e., ) and on reasonable physiological assumptions. For the Grubb parameter α, we tested extreme negative values given the observation that CBV can increase while CBF decreases during extreme physiological conditions (see Zaharchuk et al., 1999) . For the parameter β, we followed the modeling of Boxerman et al. (1995) . The parameter β is constrained between 1 and 2 and is thought to approach 1 for higher field strengths (4 T in the current study) where the BOLD signal has mainly extravascular contributions. Thus, we tested the range 1 to 1.6. Finally, the value of M is thought to be higher at higher field strengths, so the upper range of this parameter was extended to 0.45. M = 0.15 is typically used at 1.5 T field strength, and this was our lower limit. All possible permutations of the three parameters were computed and then analyzed for potential deviations. Aside from this error analysis, all reported CMRO 2 calculations used α = 0.38, β = 1.5, and M = 0.25. Last, to calculate uncertainty in the CBF: CMRO 2 ratio, errors were propagated (Bevington, 1969) from standard errors of the mean in the group CBF and CMRO 2 data.
Results
Relative positive BOLD amplitude depends on baseline
To determine if the amplitude of the positive BOLD response differs for resting and negative baseline states, we measured responses to (1) "positive", (2) "negative", and (3) "combined" (positive plus negative) conditions. Positive and negative responses can be generated in the same overlapping region of primary visual cortex using annular stimuli presented in peripheral and parafoveal visual field regions, respectively (Fig.  1A) . We selected visual field eccentricities that maximized the spatial overlap of combined positive and negative responses according to the retinotopic organization of primary visual cortex. First, to estimate the positive BOLD amplitude from 'resting' baseline, we presented a peripheral annulus that generated a positive response in an anterior region of interest in primary visual cortex (Fig. 1A, red outline) . This 'positive' stimulus was preceded by a resting baseline period defined by the presentation of a blank gray screen. Next, to estimate the positive BOLD amplitude from negative baseline, we presented a separate foveal annulus prior to the positive stimulus. This foveal stimulus induced a strong, steady-state negative response that overlapped the positive response (Fig. 1A ) and thus provided a measure of evoked amplitude from 'negative' baseline (Fig. 1C) . We then analyzed for overlapping pixels both absolute (percent change from resting baseline) and relative positive response amplitudes (percent change from each condition's own respective baseline, i.e., resting or negative levels). Fig. 2A shows the averaged BOLD time courses for positive, negative, and combined stimulus conditions. From the negative baseline, we find evidence for a reduced absolute positive response amplitude, although this difference does not reach significance for the two subjects tested (two-tailed t-test, p < 0.15) (Fig. 2B) . In contrast, the relative amplitude evoked from the negative baseline is significantly larger (~36%) than that from the resting baseline (two-tailed t-test, p < 0.02) (Fig. 2B) .
There are two plausible contributions to the larger relative BOLD change from negative baseline (Fig. 1B) . First, the additional BOLD increase could originate from a hemodynamic component of the negative response that is eliminated when an overlapping positive response is evoked. For instance, it is thought that a blood steal mechanism may contribute to the negative response by redirecting blood flow to the activated region, away from adjacent inactive regions (Woolsey et al., 1996; . However, a positive response evoked simultaneously within the inactive region may disable such a mechanism, thereby eliminating the CBF reduction. In this case, the larger BOLD increase will result from the sum of the usual evoked response and the "removal" of this blood steal component. The second possibility is that the incremental neural response from negative baseline is larger than that from resting baseline. In this case, the larger increment in neural response will be reflected as larger relative CMRO 2 , CBF, and BOLD responses. This latter mechanism is expected if the negative response is caused by a lower level of neural activity because a greater incremental change may be required to reach a given intensity of evoked neural activity .
Relative positive CBF and CMRO 2 amplitudes depend on baseline
To obtain estimates of the CBF:CMRO2 ratio, we used an established model of the BOLD signal ) (see Materials and methods). The advantage of this model is that combined fMRI measurements of BOLD and CBF can be made and used to calculate the CMRO 2 response. This allowed us to determine if CMRO 2 was uncoupled from CBF and BOLD responses as predicted by the blood steal hypothesis or if CMRO 2 exhibited a larger increment from negative baseline as predicted by the neural origin hypothesis. Fig. 3A shows typical positive and negative activation patterns for BOLD and CBF, demonstrating the substantial spatial overlap between the two imaging contrasts, while Fig. 3B shows the temporal response for each stimulus condition averaged across all subjects. Fig. 3C shows the estimated CMRO 2 responses and the mean, steady-state signals obtained from BOLD and CBF measurements. From these data, we first examined responses to the negative stimulus. Consistent with previous findings in the visual cortex , BOLD, CBF, and CMRO 2 all decreased, and the reduction in CBF (~− 11%) was larger than that for CMRO 2 (~−7%). We next compared positive responses evoked from resting and negative baselines. Absolute responses for BOLD, CBF, and CMRO 2 were virtually equivalent between the two baseline states (two-tailed paired t-test; BOLD: p > 0.30, CBF: p > 0.60, CMRO 2 : p > 0.75), although we again observed a strong trend for a reduced absolute BOLD amplitude from negative baseline, similar to our initial BOLD experiment. If absolute amplitudes remain essentially unchanged, it follows that relative amplitudes must increase from the lower negative baseline. This was verified by statistical tests (one-tailed paired t-tests) revealing significantly larger relative signal changes from negative baseline for BOLD (p < 0.05), CBF (p < 5 × 10 − 5 ), and CMRO 2 (p < 5 × 10 − 6 ).
The finding that the incremental CMRO 2 response is larger from negative baseline is important in two ways. First, because the intensity of the positive stimulus is the same for both baseline states, the most likely explanation for the greater CMRO 2 increase is that the negative response actually reflects a reduction in neural activity. This means that a larger incremental response is required to reach the same final level of evoked activity. Second, despite larger relative changes from negative baseline, the coupling ratio between evoked CBF and CMRO 2 remains~2:1 from both resting (2.0 ± 0.3 SEM) and negative (1.8 ± 0.2 SEM) baseline states (for reports of similar ratios in visual or motor cortex, see Stefanovic et al., 2004) . Significantly, in the presence of a substantial non-neural hemodynamic contribution to negative baseline, the CBF:CMRO 2 coupling ratio should increase because an additional part of the CBF response would be uncoupled and independent from local changes in CMRO 2 . In contrast, our model calculations show that this ratio does not increase for negative baseline (one-tailed paired t-test; p > 0.9; 95% confidence interval for the resting − negative ratio difference = [+ 0.11, + 0.44]), suggesting that the entire CBF and BOLD increase is accounted for by a neurometabolic origin. Since we observe virtually equivalent coupling ratios for both baselines, the magnitude of a non-neural component is likely to be no greater than the error inherent in our experimental measurements and in the model.
To determine whether this conclusion depends on the uncertainty in the model parameters, we simulated a wide range of physiologically plausible values (see Materials and methods). For every permutation, the coupling ratio either remained equivalent between baselines or even decreased for the negative baseline. A lower value for the CBF:CMRO 2 ratio indicates that the relative CBF component is actually smaller, which is inconsistent with an extraneous CBF contribution to negative baseline. Thus, varying the model parameters across a wide range fails to reveal the presence of a non-neural CBF component to the negative response. We also considered the possibility that the relationship between blood flow and blood volume is altered during the negative response. In the framework of the present model, blood volume is not measured directly, but rather derived from measurements of CBF according to Grubb's relationship: CBV = CBF α (Grubb et al., 1974) . Across a wide range of methodologies, a value of 0.38 for α has been found to accurately describe the flow-volume relationship (Grubb et al., 1974; Zaharchuk et al., 1999; Lee et al., 2001; Kennerley et al., 2005) . However, Zaharchuk et al. (1999) showed that, during mild and severe hemorrhagic hypotension, CBF decreases are accompanied by an increase in total blood volume that is more accurately described by an α value of~− 0.3. Based on the possibility that the flow-volume relationship exhibits a similar mismatch during the negative baseline, we repeated our error analysis allowing α to change during the negative response, with values ranging down to an extreme of − 1 (e.g., blood volume increases by~11% when CBF decreases by 10%). In the current model, negative values for α have the effect of amplifying the estimated CMRO 2 decrease during the negative response (see the model equation in Materials and methods), leaving even less room for a non-neural CBF component. Accordingly, this additional analysis revealed only cases where the CBF: CMRO 2 coupling ratio was lower for negative baseline, a result that is inconsistent with an extraneous non-neural CBF component. Given these observations and the insensitivity of our results to uncertainty in the model, our data therefore imply that putative artifactual components to the negative response in early visual cortex do not substantially contribute to measured fMRI responses.
Discussion
The exact relationship between the sustained negative fMRI response and underlying neural activity has remained controversial. Previous work has considered both neurometabolic and hemodynamic contributions to the negative response. In this study, we distinguished between these two components by characterizing the effects of a negative baseline on spatially overlapping positive responses. We find that the relative positive response amplitude is larger from negative Outlier data points falling more than one interquartile range beyond the first and third quartiles were omitted. The CBF amplitudes including outliers were as follows: 17.7% for the positive response from resting baseline, − 5.5% for the negative response, and 17.5% for the positive response from negative baseline. Note that these outliers were not removed for presentation of the time courses in (B). Error bars represent ± 1 SEM. baseline compared to resting baseline and that this increase is fully accounted for by a larger evoked CMRO 2 response. The tight coupling between evoked CBF and CMRO 2 during negative baseline further establishes the negative response as a functionally significant index of neural deactivation in early visual cortex.
Our results indicate that the coupling of evoked CBF and CMRO 2 responses does not change if induced from a steady-state negative baseline condition. Instead, the CBF:CMRO 2 ratio remains 2:1 for both baselines (see also , whereas it should increase in the presence of a significant non-neural CBF contribution. Our comparison of ratios between baselines is valid if the relationship between CBF and BOLD increments is approximately linear from both baseline states (see . On the other hand, the negative baseline CBF: CMRO 2 ratio could be underestimated if the relationship between positive BOLD-CBF responses is altered during negative baseline (i.e., if a larger BOLD increment results from the same change in CMRO 2 and CBF). However, we explicitly used a low contrast positive stimulus to insure that evoked responses remained within the expected linear regime in the BOLD-CBF relationship in order to avoid nonlinear BOLD saturation or expansion effects. Accordingly, the positive and negative percent changes observed in the current study (Table 1) are well within the linear regime of BOLD, CBF, CMRO 2 , and neural responses observed during combined fMRI and neural recordings . Our data therefore imply that the entire CBF increase is accounted for by the CMRO 2 increase, leaving essentially no room for a non-neural CBF contribution, such as "blood steal". Importantly, this result complements conservative estimates of the neural component (> 60%) that are based on comparing the ratios of positive and negative BOLD amplitudes to the associated changes in neural activity . In our study, we compared ratios of positive CBF/CMRO 2 changes from two different baselines. Our estimate of the neural component thus avoids uncertainty in whether the positive and negative responses possess the same coupling to underlying neural activity.
The finding of greater relative evoked responses from the negative baseline is also consistent with previous studies of the effect of baseline physiology on evoked responses . These studies compared responses evoked from low and high baselines, using either anesthesia or blocked visual input to reduce neural activity. In both cases, the absolute evoked response was found to obtain the same final level of activation, while the relative evoked response was greater from the lower baseline. In our current study, using a stimulation-induced negative response to lower the baseline, we find that evoked responses follow the same pattern as found in these previous studies. This suggests that the major component of the negative response is due to a reduction of neural activity rather than an artifactual blood flow component. The observation that the evoked response reaches the same peak amplitude regardless of baseline is also consistent with the notion that the absolute level of neural activation, rather than the incremental change, is important for sensory processing .
Our results indicate a primarily neural origin for the negative response in early visual cortex. However, the significance of the negative response for the underlying neural circuitry and for visual perception is unclear. Lateral inhibition via the horizontal connections appears insufficient to explain the most distant negative regions (~12 mm from the positive activation locus . Alternative mechanisms may include reduced feedforward excitation from the lateral geniculate nucleus, reduced feedback input from extra-striate visual areas, or feedbackmediated inhibition via GABAergic interneurons within V1 . Given the large anatomical divergence of feedback connections (Angelucci et al., 2002) , the latter mechanisms appear sufficient to explain even the most distant negative regions. Further work examining the effect of altering feedback from higher level visual areas on negative BOLD (for example, by reversible inactivation) may clarify this possibility.
Finally, it is important to investigate the basis of the negative response in other brain regions and experimental protocols. For example, variations in brain vasculature for different species, brain regions, or abnormal hemodynamic states (e.g., stroke) may produce negative fMRI signals that contain mainly non-neural hemodynamic contributions Kannurpatti and Biswal, 2004; . In addition, there is evidence that negative BOLD signals may in some cases result from very low amplitude or spatially restricted positive neural responses (Blankenburg et al., 2003; Thompson et al., 2005; , although this explanation awaits further experimental verification. One interpretation is that these weak increases in neural activity still result in CMRO 2 increases yet fall below the physiological threshold needed to induce a CBF response. A CMRO 2 increase without a concomitant increase in CBF leads to a larger concentration of deoxyhemoglobin, and the net result is a negative BOLD signal. Determination of the full range of 'Pos' denotes the positive evoked % signal change from resting baseline, 'Cmb' denotes the positive % signal change from negative baseline during the 'Combined' condition, and 'Neg' denotes the negative response itself. All percent signal changes are absolute (i.e., calculated relative to the resting baseline signal level), except 'relCmb', which is the relative % signal change calculated with respect to the negative baseline.
conditions for which the negative response directly reflects neural activity is an important requirement for successful functional mapping of suppressive and inhibitory cortical circuits.
It is now generally agreed that the human brain, which comprises only 2% of the body's mass but consumes approximately 20% of the body's energy in the form of oxygen consumption, efficiently uses the energy to support its function (Sokoloff, 1991) . The new consensus differs from a prior prevailing view (Creutzfeldt, 1975 ) that a negligible fraction of cerebral energy was used for function. An important consequence of these recent experimental findings is that the resting brain -with no definable mental activities or driven physical actions -is not inactive or static but is churning with cellular signaling requiring, among other costly energetic processes, continual coordinated release and cycling of neurotransmitters and restoration of ion gradients.
Superimposed on this assessment of the high resting brain activity are results of functional imaging methods like fMRI and PET that register -usually by inference -changes in cerebral energy consumption, when the baseline state is perturbed by sensory, motor, or cognitive stimuli. Early functional imaging reports focused on stimulus-induced increments, although as discussed below, stimulus-induced decrements have become increasingly apparent and proven to be important. Attempts to relate both positive and negative stimulus-induced changesmeasured readily by differencing away the baseline -to absolute values of functional energy consumption have been moved forward in a study by Pasley et al., 2007. Central to the assumption about differencing in functional imaging is the following question: When the brain is perturbed by a stimulus, is the energy supporting the functional processes associated with the perturbation represented by just the increment from the baseline or by the total (i.e., baseline + increment) in the new, perturbed state? This question has been focused by calibrated fMRI studies which deconvolute or calibrate the positive BOLD increment (van Zijl et al., 1998; Kim et al., 1999; Kida et al., 1999) into separate contributions from changes in oxidative energy consumption (ΔCMR O2 ) and/or cerebral blood flow (ΔCBF)-the dominant parameters that modulate the fMRI signal (Hyder, 2004) . Hence incremental evaluations of ΔCMR O2 (from calibrated fMRI) and independent measurements of the absolute values of CMR O2 (from 13 C MRS) for different conditions are commensurate (Kida et al., 2000) -no longer apples and oranges -and each has been considered as the relevant energy needed to support the particular condition of brain activity (Hyder et al., 2001) .
In the view of the last generation's assessments regarding energetic costs of signaling -where the brain's energy requirement at rest was considered to be negligible and cerebral activity could Abbreviations: BOLD, blood-oxygenation level dependent; CBF, cerebral blood flow; CMR glc(ox) , cerebral metabolic rate of glucose oxidation; CMR O2 , cerebral metabolic rate of oxygen consumption; fMRI, functional magnetic resonance imaging; MRI, magnetic resonance imaging; MRS, magnetic resonance spectroscopy; PET, positron emission tomography; ν, neuronal spiking rate; V cyc , rate of total neurotransmitter cycling.
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be turned on only by the stimulus -the incremental energy could fully support the incremental function (Shulman et al., 1999) . On the other hand, if the brain requires a significant amount of energy even in the unstimulated, resting state then introducing a stimulus merely moves the brain into a different state with a characteristic energy -higher or lower -as demanded by the activity of the new, perturbed state (Fig. 1) . In this case, however, the total energy needed would be characteristic of that new, perturbed state and the difference in energy would be merely the difference between the stimulated and unstimulated states. For the case of an increment, the total energy in the stimulated state would be larger than baseline, whereas for a decrement the total energy would be smaller. Two recent calibrated fMRI studies -one for forelimb stimulation in the anesthetized rat and another for visual stimulation in the awake human have shown that the magnitude of the positive BOLD signal, and the associated ΔCMR O2 depended upon the baseline, being greater when starting from a lower baseline state. While these results showed that the positive BOLD signal represented an increase in total energy, the energy contributions of the negative BOLD signal had only been partially answered previously . The study by Pasley et al. (2007) delves into 2007 further. Negative BOLD signals have been observed for more than a decade, but largely ignored. The negative BOLD signals presented no paradox if the resting energy was high because they merely showed that the stimulus decreased the energy in certain brain regions. However lingering ideas that the brain consumed negligible energy at rest raised concerns as to how cerebral energy could decrease if it already did not exist (Raichle, 1998) . Adding to these uncertainties, recent studies interpreting the negative BOLD signal suggested that there could be a large hemodynamic component (e.g., vascular steal). However, showed there was a significant neuronal contribution to the negative BOLD signal, but could not completely eliminate the possibility of contributions from some hemodynamic changes. Pasley et al. (2007) have answered this question by a creative experimental paradigm (see below) that builds upon the previous findings ) that a stimulated region reaches nearly the same total energy regardless of the baseline . Accepting the previous results, they hypothesized that if the baseline was lowered, then the increment, measured as ΔCMR O2 from calibrated fMRI, would have to be larger. The study by Pasley et al. (2007) not only resolved questions about energetic contributions to the negative BOLD signal, but also adds to the growing body of evidence that total energy is required for function (Ginsberg et al., 1987; Ueki et al., 1988; Hyder et al., 1996; Tsukada et al., 1997; Cholet et al., 1997; Kida et al., 2006) where the increments are less variable and usually larger from a lower baseline (Angel et al., 1973; Chapin et al., 1981; Chapin and Lin, 1984; Chapin, 1986; Armstrong-James and Fox, 1987; Simons et al., 1992; Castro-Alamancos, 2004; Ferezou et al., 2006; Crochet and Petersen, 2006; Martin et al., 2006) .
First, from the resting baseline (i.e., with eyes open), Pasley et al. (2007) presented a peripheral annular stimulus which produced a positive BOLD signal in the visual cortex. Second, to lower the baseline they presented a foveal annular stimulus and measured a negative BOLD signal in the same region. Third, with the foveal stimulus present, they simultaneously presented the peripheral stimulus and found a positive BOLD signal again, although this time much larger than previously. Because they also measured CBF for all these conditions, using calibrated fMRI, they calculated that ΔCMR O2 was larger from the lower baseline. The comparative magnitudes of ΔCMR O2 /ΔCBF for the two positive BOLD signals revealed that the flow-metabolism coupling was nearly the same from the high and low baselines. Since the low baseline was achieved by a stimulus that caused a negative BOLD signal, Pasley et al. (2007) concluded that the oxidative energetic "component accounts for essentially the entire negative response…"
With the assurance that a particular level of CMR O2 characterizes a state and knowing that negative and positive BOLD signals reflect energy changes, we now can ask how the incremental (or decremental) and total energies can help to understand, and perhaps define, brain function. If we focus only on increments (or decrements), there is a tendency to ignore the existence of the total, which requires physiological investigations -as demonstrated by Pasley et al. (2007) -to understand it. Morcom and Fletcher (in press ) in a recent commentary in NeuroImage have accepted that the "resting state is an active one from the neuronal point of view." Nevertheless, they describe the high baseline activity as physiological, and therefore not relevant for cognition because their "concern is with what impact, if any, the physiological changes have on the study of cognitive processing." However by defining the high baseline, and presumably any total activity, as physiological they have deemed it not relevant for brain function including cognition. While we agree that the total activity under any circumstance has no special status in its relation to function, we question their premise for a privileged link of neural correlates to cognition by "identifying differences in activity between tasks that differ only in terms of that function". Morcom and Fletcher (in press) are not alone in this simplistic and overreaching view of cognitive psychology where the physiology of cognition is completely determined by differencing. While many limitations of this paradigmatic view of cognitive psychology have been expressed earlier (Shulman, 1996; Friston, 1998; Fodor, 2000; Shulman, 2001 ), here we are suggesting that the total activity might be explored more fully by physiology, as discussed below.
We must start by reviewing the relationship between energy consumption and neuronal activity. The most direct and quantitative relationship between cerebral energy from glucose oxidation (CMR glc(ox) ) and neurotransmitter release by neuronal firing (V cyc ) came from 13 C MRS experiments in rats and humans . The results, over a wide range of activity in rats, measured a one-to-one relationship (Sibson et al., 1998) between the incremental metabolism of glucose in the neuronal tricarboxylic acid cycle (i.e., for oxidative ATP generation) and the incremental cycling of neurotransmitters (i.e., glutamate + GABA), released by neuronal firing and cycled through astrocytes by way of glutamine . In the resting state, a small fraction of cerebral energy is used for non-signaling "housekeeping" functions so that the larger fraction -as much as 80% -of total energy consumption is associated with the processes of neuronal firing. The relative oxidative energy consumption (Laughlin, 2001) among the different synaptic functions (e.g., ion pumping to restore gradients, glutamate and GABA release, cycling and storage, as well as its distribution among synaptic structures such as pre-or post-synaptic neurons, glia or the smaller non-signaling or "housekeeping" functions) is a subject of ongoing research (Lennie, 2003) .
The one-to-one relationship between ΔCMR glc(ox) and ΔV cyc was extended further by electrical recordings of multi-unit activity (in the rat) where absolute firing rates (ν) and their changes (Δν) were measured and compared with ΔCMR O2 obtained by calibrated fMRI . The nearly one-to-one correspondence observed between Δν and ΔCMR O2 during sensory stimulation revealed that changes in energy consumption track neuronal firing and are indeed a valid assessment of changes in neuronal activity. These studies used high impedance extracellular electrodes (Geddes and Roeder, 2001 ) which can measure both the multi-unit activity and slower field oscillations (Mitzdorf, 1985) . However, extracted both increases and decreases in the firing rates because these changes offer a criterion for determining the baseline levels in absolute units.
What does all this mean for baseline activity, which has become of considerable interest (Gusnard and Raichle, 2001) , in part because of its somewhat apparently paradoxical energetic basis, and in part because of the incomplete assignments of the energetic contributions to the negative BOLD signal, now resolved by the study of Pasley et al. (2007) . We propose, therefore, that any brain state can be considered a baseline by virtue of it being the comparative state for a perturbation of brain activity which we choose to designate and introduce. In all baseline states, of course, the brain is actively consuming energy which is primarily dedicated to neuronal firing, including contributions of excitatory (i.e., glutamate) and inhibitory (i.e., GABA-like) activity. Furthermore during an external perturbation -like a sensory or mental task -the small modular energies measure the difference between the energy needed during the task and during the baseline phase, but do not express the energy needed to perform the task-that is described by the total energy (Shulman et al., 1999; . But the typical differences in human studies, as shown by Pasley et al. (2007) , are at most 20% of the total energy even in the visual cortex of the awake human, so that the purpose for the majority of the energy in the baseline and perturbed states is still not understood.
The relationships established between energy and neuronal firing leads us to consider the relevance of the present energetic results extended by Pasley et al. (2007) for understanding the baseline activity, whose subjective functions are usually too diffuse for specification. While it may seem that energetic results are too coarse to elucidate the most subtle, most nuanced of all biological functions namely of the individualized human brain, still energetics are firmly based upon thermodynamics, the fundamentals of quantitative science, and can be compared directly to neuronal activity (e.g., as in . The contrary popular view, as expressed by Thomas Nagel, is that existing physical studies must leave the subjective human perspective behind. Physical science cannot answer the important questions because it provides too "impoverished and reductive idea of objectivity" (Nagel, 1986) . For this reason, contemporary explorations of baseline activity usually turn to non-physical assumptions such as from cognitive psychology, networks theory, rational choice, game theory or the contingencies of Mind and Consciousness. However, appreciating that we are not addressing these large unsolved questions, we can still explore a schematic understanding of neuronal activity supported by baseline energy, bolstered ever so subtly by the present results of Pasley et al. (2007) .
On the microscopic level of the neuronal ensemble, describable by a histogram of neuronal firing rates, some or many of the individual neurons change their firing rates, and during a task the total regional activities may increase or decrease (Shulman et al., 2004) . Since the changes are small, the high level of total activity or energy for the perturbed state is still on the order of the baseline (Fig. 2) . In a previous α-chloralose anesthetized rat study , histograms portraying the voting mannerisms of a large number of neurons in the somatosensory cortex showed nearly identical distributions and total energies during sensory stimulation from two baseline levels, achieved by anesthetic depth. These results suggested that the nearly comparable redeployments of the ensemble for the sensory task from the two baselines demanded almost equivalent amounts of total energy . In the Pasley et al. (2007) study, a truly bold step has been taken towards achieving more practical ways of varying baseline in the awake human using sensory stimuli (see also Marx et al., 2004; Gardner et al., 2005) . If the findings of Pasley et al. (2007) of similar total energies from the two baselines are extended based on the rat results, we expect similar histograms of firing from the neuronal population in the visual cortex. However, the enticing possibility that baseline can be varied with (e.g., Pasley et al., 2007) and without (e.g., stimuli is evocative of an "eclectic" definition of baseline (see above) and strongly advocates, therefore, that while it is quite convenient to ignore baseline enroute to localizing activations in fMRI data, the baseline is far too important to remain dark and mysterious. Besides the encouraging and promising uses of calibrated fMRI that the Pasley et al. (2007) study demonstrates, it endorses more carefully designed studies in the future to further explore the neuronal and energetic basis of baseline activity.
