The minimum length corridor problem : exact, approximative and heuristic algorithms by Oliveira, Lucas de, 1987-
Instituto de Computac¸a˜o
Universidade Estadual de Campinas
O Problema do Corredor de Comprimento Mı´nimo:
Algoritmos Exatos, Aproximativos e Heur´ısticos
Lucas de Oliveira
Este exemplar corresponde a` redac¸a˜o final da
Dissertac¸a˜o devidamente corrigida e defendida
por Lucas de Oliveira e aprovada pela Banca
Examinadora.
Campinas, 23 de Maio de 2012.
Cid Carvalho de Souza
Instituto de Computac¸a˜o - UNICAMP
(Orientador)
Dissertac¸a˜o apresentada ao Instituto de Com-
putac¸a˜o, unicamp, como requisito parcial para
a obtenc¸a˜o do t´ıtulo de Mestre em Cieˆncia da
Computac¸a˜o.
i
FICHA CATALOGRÁFICA ELABORADA POR
MARIA FABIANA BEZERRA MULLER - CRB8/6162
BIBLIOTECA DO INSTITUTO DE MATEMÁTICA, ESTATÍSTICA E
COMPUTAÇÃO CIENTÍFICA - UNICAMP
  Oliveira, Lucas de, 1987-  
 OL4p OliO problema do corredor de comprimento mínimo: algoritmos
exatos, aproximativos e heurísticos / Lucas de Oliveira. –
Campinas, SP : [s.n.], 2012.
 
   
  OliOrientador: Cid Carvalho de Souza.
  OliDissertação (mestrado) – Universidade Estadual de Campinas,
Instituto de Computação.
 
    
  Oli1.. Geometria computacional. .2.. Algoritmos. .3.. Programação
inteira. .4.. Heurística. .5.. Otimização combinatória. . I.. Souza, Cid
Carvalho de, 1963-. . II.. Universidade Estadual de Campinas.
Instituto de Computação. . III.. Título.
 
Informações para Biblioteca Digital
Título em inglês: The minimum length corridor problem: exact, approximative
and heuristic algorithms
Palavras-chave em inglês:
Computational geometry
Algorithms
Integer programming
Heuristic
Combinatorial optimization
Área de concentração: Ciência da Computação
Titulação: Mestre em Ciência da Computação
Banca examinadora:
Cid Carvalho de Souza [Orientador]
Carlos Eduardo Ferreira
Pedro Jussieu de Rezende
Data de defesa: 23-05-2012
Programa de Pós-Graduação: Ciência da Computação
Powered by TCPDF (www.tcpdf.org)
ii


Instituto de Computac¸a˜o
Universidade Estadual de Campinas
O Problema do Corredor de Comprimento Mı´nimo:
Algoritmos Exatos, Aproximativos e Heur´ısticos
Lucas de Oliveira1
Maio de 2012
Banca Examinadora:
• Cid Carvalho de Souza
Instituto de Computac¸a˜o - UNICAMP (Orientador)
• Carlos Eduardo Ferreira
Instituto de Matema´tica e Estat´ıstica - USP
• Pedro Jussieu de Rezende
Instituto de Computac¸a˜o - UNICAMP
• Fabio Luiz Usberti
Faculdade de Engenharia Ele´trica e de Computac¸a˜o - UNICAMP (Suplente)
• Orlando Lee
Instituto de Computac¸a˜o - UNICAMP (Suplente)
1Suporte financeiro de: Bolsa do CNPq (processo 132185/2010-5) 03/2010–07/2010, Projeto Fapesp
(processo 2010/06720-7) 08/2010–01/2012.
v

Resumo
Esta dissertac¸a˜o tem como foco a investigac¸a˜o experimental de algoritmos exatos, aproxi-
mativos e heur´ısticos aplicados na resoluc¸a˜o do chamado problema do corredor de compri-
mento mı´nimo (PCCM). No PCCM recebemos um pol´ıgono retilinear P e um conjunto
de pol´ıgonos retilineares menores formando uma subdivisa˜o S planar conexa de P . Uma
soluc¸a˜o para este problema, tambe´m chamada de corredor, e´ formada por um conjunto
conexo de arestas de S, e tal que cada face interna em S possui pelo menos um ponto em
sua borda que pertence a alguma aresta deste conjunto. O objetivo enta˜o e´ encontrar um
corredor tal que a soma total dos comprimentos das arestas seja a menor poss´ıvel.
Trata-se de um problema NP-dif´ıcil com aplicac¸o˜es em a´reas diversas, tais como
telecomunicac¸o˜es, engenharia civil e projeto de circuitos VLSI. O PCCM pode ser re-
duzido polinomialmente a um problema em grafos denominado problema da a´rvore de
Steiner com grupos (PASG). Considerando esta transformac¸a˜o, estudamos e implemen-
tamos dois me´todos aproximativos, um me´todo exato de branch-and-cut, e um me´todo
heur´ıstico baseado na metaheur´ıstica GRASP combinada com um evolutionary path re-
linking (GRASP+EPR). Ale´m disso, propomos treˆs heur´ısticas de busca local que visam
melhorar a qualidade de soluc¸o˜es do PASG.
Instaˆncias do PCCM foram geradas aleatoriamente, nas quais aplicamos os me´todos
implementados. Analisamos os resultados, e apresentamos as situac¸o˜es onde e´ interessante
utilizar cada me´todo. Verificamos que o me´todo branch-and-cut foi capaz de encontrar
soluc¸o˜es o´timas para instaˆncias que julgamos ser de grande porte em tempos computaci-
onalmente aceita´veis. O melhor algoritmo aproximativo obteve corredores que na me´dia
teˆm comprimento 17% maior que o comprimento o´timo. Se combinarmos este algoritmo
com as heur´ısticas de melhoria propostas este percentual cai para a me´dia de 3,5%. Final-
mente, o GRASP+EPR consome mais tempo que este algoritmo aproximativo, entretanto,
o comprimento dos corredores obtidos por ele e´ em me´dia 0,9% maior que o comprimento
o´timo.
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Abstract
This dissertation focuses on the experimental investigation of exact, approximation and
heuristic algorithms applied to solve the so-called minimum length corridor problem (MLCP).
In the MLCP we receive a rectilinear polygon P and a set of minor rectilinear polygons
forming a connected planar subdivision S of P . A solution for this problem, also called
corridor, is formed by a set of connected edges of S, and such that each inner face of S
has at least one point on its your border which belongs to an edge in this set. The goal
is to find a corridor such that the sum of lengths of the edges is as small as possible.
This is an NP-hard problem with applications in several areas such as telecommuni-
cations, civil engineering and design of VLSI circuits. The MLCP can be polynomially
reduced to a graph problem known as group Steiner tree problem (GSTP). Based on
this transformation, we studied and implemented two approximation methods, an exact
branch-and-cut method, and a heuristic method based on the metaheuristic GRASP com-
bined with an evolutionary path relinking (GRASP+EPR). Furthermore, we propose th-
ree local search heuristics to improve the quality of GSTP solutions.
MLCP instances were randomly generated, in which we apply the methods imple-
mented. We analyzed the results, and present situations where it is interesting to use
each method. We found that the branch-and-cut has been able to find optimal solutions
for instances that we consider to be large in acceptable computational times. The best
approximation algorithm obtained corridors having average length 17% higher than the
optimum length. If we combine this algorithm with the improvement heuristics proposed
this percentage drops to an average of 3.5%. Finally, the GRASP+EPR spent more time
than this approximation algorithm, however, the length of the corridors obtained by the
method is, on average, 0.9% higher than the optimum length.
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Cap´ıtulo 1
Introduc¸a˜o
A Geometria Computacional e´ a a´rea da Cieˆncia da Computac¸a˜o dedicada ao estudo
de algoritmos para a resoluc¸a˜o de problemas geome´tricos. Os problemas geome´tricos
esta˜o presentes nas mais diversas a´reas, tais como telecomunicac¸o˜es, computac¸a˜o gra´fica,
transporte, projeto de circuitos VLSI (Very Large Scale Integration) e robo´tica. Uma
vez que boa parte destes problemas apresentam um elevado grau de dificuldade, torna-se
importante o estudo e desenvolvimento de algoritmos capazes de resolveˆ-los em um tempo
computacional aceita´vel.
Dentro da Geometria Computacional temos a classe de problemas denominada de
problemas geome´tricos generalizados. Os problemas desta classe sa˜o genericamente enun-
ciados da seguinte forma: dado um conjunto de objetos no plano, encontre uma rede
que conecta cada um dos objetos satisfazendo certas propriedades. Em particular, nesta
classe estamos interessados no problema denominado problema do corredor de compri-
mento mı´nimo (PCCM). No PCCM e´ dado um pol´ıgono retilinear subdivido em pol´ıgonos
retilineares menores, formando uma subdivisa˜o S planar conexa, e o que se deseja e´ en-
contrar um corredor de comprimento mı´nimo. Neste contexto, entende-se como sendo um
corredor um conjunto conexo de arestas de S que conecta todas as faces internas de S. A
figura 1.1 ilustra uma instaˆncia para o problema com um corredor em destaque.
O PCCM e´ NP-dif´ıcil e o seu estudo e´ motivado por sua aplicac¸a˜o nas a´reas de
telecomunicac¸o˜es, construc¸a˜o civil e projeto VLSI. Tomando como exemplo a a´rea de
telecomunicac¸o˜es, imagine a seguinte situac¸a˜o: uma empresa deseja construir um backbone
que deve atender diversos blocos de uma regia˜o metropolitana. Considere que os dutos
por onde passam os cabeamentos nesta regia˜o formam figuras retilineares, e que a empresa
deseja gastar a menor quantidade poss´ıvel de cabeamento, reduzindo custos e facilitando
a manutenc¸a˜o. Desta forma, na˜o e´ dif´ıcil perceber que este problema pode ser convertido
e resolvido como um PCCM. De forma ana´loga, na construc¸a˜o civil temos o problema de
distribuir cabos em uma construc¸a˜o com a finalidade de atender todos os coˆmodos, e em
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Figura 1.1: Uma instaˆncia do PCCM e um corredor.
projetos VLSI, o problema de distribuir fios conectando os componentes em uma placa.
Neste trabalho, realizamos uma revisa˜o bibliogra´fica, onde constatamos que existem
algoritmos exatos e aproximativos para o PCCM. Todavia todos os resultados encontra-
dos sa˜o apenas teo´ricos, ou seja, em nenhum trabalho anterior foi de fato implementada e
avaliada sistematicamente a aplicac¸a˜o de algum dos me´todos propostos em um conjunto
grande de instaˆncias. Desta forma, o comportamento deste algoritmos na pra´tica e´ desco-
nhecido. Provavelmente, um fator que contribui para dificultar a avaliac¸a˜o experimental
destes me´todos, ate´ onde sabemos, e´ a inexisteˆncia de instaˆncias de domı´nio pu´blico para
este problema. Ale´m disso, na˜o existem abordagens utilizando programac¸a˜o linear inteira,
nem mesmo heur´ısticas espec´ıficas para o PCCM.
Com base nestes argumentos, decidimos estudar e implementar alguns algoritmos exa-
tos, aproximativos e heur´ısticos para o PCCM. Inicialmente, a proposta era implementar
algoritmos espec´ıficos para o problema. Entretanto, optamos por primeiro estudar e im-
plementar algoritmos voltados para um problema mais geral, que tem uma relac¸a˜o bem
estreita com o PCCM, denominado problema da a´rvore de Steiner com grupos (PASG).
Constatamos que os resultados obtidos por estes algoritmos sa˜o bastante satisfato´rios, por
isso decidimos continuar a implementac¸a˜o de algoritmos para o PASG. Tambe´m, para que
fosse poss´ıvel avaliar experimentalmente estes me´todos em instaˆncias do PCCM, estuda-
mos uma forma de gerar tais instaˆncias. Desenvolvemos um gerador, com o qual criamos
um conjunto de instaˆncias que sera´ de domı´nio pu´blico, e nas quais aplicamos e avaliamos
os me´todos implementados.
O texto deste trabalho esta´ estruturado da seguinte forma. O cap´ıtulo seguinte in-
troduz notac¸o˜es e conceitos utilizados nesta dissertac¸a˜o. No cap´ıtulo 3 apresenta-se a
definic¸a˜o formal do problema-alvo estudado e uma revisa˜o da bibliografia relevante, de
acordo com os estudos que foram feitos. O cap´ıtulo 4 descreve modelagens matema´ticas
que sera˜o utilizadas pelos me´todos apresentados nas sec¸o˜es seguintes. O cap´ıtulo 5 apre-
senta os me´todos aproximativos, e no cap´ıtulo 6 sa˜o descritas as heur´ısticas propostas para
melhorar os resultados destes me´todos. No cap´ıtulo 7 descreve-se o me´todo heur´ıstico
3proposto e que e´ baseado na combinac¸a˜o da metaheur´ıstica GRASP com o me´todo evolu-
tionary path relinking. O cap´ıtulo 8 apresenta o me´todo exato desenvolvido. No cap´ıtulo 9
e´ feita uma ana´lise experimental comparando os resultados obtidos pelos me´todos desen-
volvidos. Finalmente, o cap´ıtulo 10 elenca as principais contribuic¸o˜es desta dissertac¸a˜o e
sugere trabalhos futuros.

Cap´ıtulo 2
Notac¸a˜o e Preliminares
Neste cap´ıtulo vamos introduzir notac¸o˜es e conceitos que sa˜o necessa´rios para o entendi-
mento do texto desta dissertac¸a˜o. Ao leitor que ja´ possui algum conhecimento na a´rea,
encorajamos que fac¸a uma leitura superficial deste conteu´do. Qualquer du´vida sobre
notac¸a˜o ou conceito podera´ ser esclarecida com uma breve consulta aqui.
2.1 Preliminares gerais
Sejam Z e R, respectivamente, o conjunto dos nu´meros inteiros e o conjunto dos nu´meros
reais. Um conjunto com os elementos e1, e2, ... , en e´ denotado por {e1, e2, ..., en}. A
quantidade de elementos (cardinalidade) de um conjunto A e´ expressada por |A|.
Uma tupla e´ uma sequeˆncia de elementos denotada por (e1, e2, ..., en). Tambe´m a
chamamos de n-tupla para explicitar que ela possui n elementos. Um par ordenado e´
uma 2-tupla (dupla) cujos elementos geralmente sa˜o nu´meros reais ou inteiros, muito
embora, os elementos em um tupla podem ser de domı´nios (tipos) distintos.
Consideramos que um vetor com n elementos e´ uma n-tupla. As posic¸o˜es dos elementos
em um vetor (tupla) v podem ser indexadas por elementos de um conjunto A. Esta relac¸a˜o
de indexac¸a˜o deve ser bijetora, ou seja, cada elemento em A faz refereˆncia a (indexa)
apenas uma posic¸a˜o em v e, cada posic¸a˜o em v e´ referenciada (indexada) por apenas um
elemento em A. Denotamos o elemento de v cuja posic¸a˜o e´ indexada pelo elemento a ∈ A
por va. Utilizamos a notac¸a˜o A
B para representar o conjunto dos vetores cujas posic¸o˜es
sa˜o indexadas por B e, tal que os elementos destes vetores sa˜o pertencentes ao conjunto
A.
Seja x um nu´mero, o valor da expressa˜o bxc corresponde ao maior nu´mero inteiro
menor ou igual a x. De forma ana´loga, o valor da expressa˜o dxe corresponde ao menor
nu´mero inteiro maior ou igual a x.
A classe de func¸o˜es O, muito utilizada na ana´lise de algoritmos, e´ definda da seguinte
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forma. Dadas duas func¸o˜es f(n) e g(n), dizemos que g(n) e´ O(f(n)) se existirem m
e c tal que, para todo n ≥ m, a inequac¸a˜o g(n) ≤ cf(n) e´ satisfeita. Quando g(n) e´
uma constante dizemos que g(n) e´ O(1). Um o´timo estudo sobre crescimento de func¸o˜es,
apresentando as classes de func¸o˜es o, O, ω, Ω e Θ, se encontra no cap´ıtulo 3 de Cormen
et al. [12].
2.2 Geometria
Nesta sec¸a˜o sera˜o apresentados alguns conceitos ba´sicos da geometria euclidiana. Vamos
definir alguns elementos geome´tricos descritos no plano euclidiano bidimensional.
O plano euclidiano bidimensional e´ composto pelos pares ordenados (x,y), sendo que
x e y pertencem a R. Cada par ordenado (x,y) e´ chamado de ponto e, x e y sa˜o suas
coordenadas. A distaˆncia entre dois pontos (x1, y1) e (x2, y2) e´ um valor real calculado pela
fo´rmula
√
(x1 − x2)2 + (y1 − y2)2. Esta medida de distaˆncia e´ conhecida como me´trica
euclidiana.
Uma reta neste plano pode ser descrita por dois paraˆmetros a e b que sa˜o, respecti-
vamente, seu coeficiente angular e linear. Todo ponto (x, y) que pertence a ela satisfaz a
equac¸a˜o y = ax+ b. Treˆs ou mais pontos sa˜o colineares se eles pertencerem a uma mesma
reta. Sejam p1 e p2 dois pontos distintos. Existe uma u´nica reta no plano que passa por
eles. Denotamos esta reta por ←→p1p2. O segmento de reta p1p2 e´ composto por todos os
pontos na reta ←→p1p2 que esta˜o entre p1 e p2. Estes dois pontos sa˜o as extremidades do
segmento. O comprimento de um segmento de reta e´ a distaˆncia entre suas extremidades.
A intersec¸a˜o entre duas retas, quando ocorre, corresponde ao conjunto na˜o vazio de
pontos que pertencem a ambas. Uma reta e´ retilinear se ela for paralela aos eixos das
abscissas ou ordenadas que forma o plano bidimensional. Estas definic¸o˜es tambe´m valem
para segmentos de reta. Um conjunto de segmentos e´ conexo se for poss´ıvel definir uma
sequeˆncia incluindo todos os segmentos deste conjunto de tal forma que cada par de seg-
mentos consecutivos na sequeˆncia se intersectam. Dizemos que um conjunto de segmentos
conte´m um ponto se este ponto pertencer a algum segmento deste conjunto.
Dada uma sequeˆncia com n ≥ 3 pontos p1, p2, ..., pn−1, pn, todos distintos, onde treˆs
pontos consecutivos na˜o sa˜o colineares, considerando-se consecutivos pn−1, pn e p1, assim
como pn, p1 e p2, um pol´ıgono e´ composto pelos segmentos p1p2, p2p3, ..., pn−1pn, pn, p1.
Os pontos na sequeˆncia sa˜o chamados de ve´rtices, e os segmentos formados por eles sa˜o
as arestas. Duas arestas sa˜o adjacentes se elas compartilham uma mesma extremidade
(ve´rtice). Um pol´ıgono e´ dito ser simples se na˜o existir intersec¸a˜o entre suas arestas,
exceto nas extremidades de arestas adjacentes. Se todas as arestas do pol´ıgono forem
segmentos retilineares dizemos que ele e´ retilinear.
Seja P um pol´ıgono retilinear e S um conjunto de segmentos de reta retilineares tendo
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ambas as extremidades em P e que, dois a dois, na˜o se interceptem exceto possivelmente
em seus extremos. A unia˜o de S com as arestas de P define uma subdivisa˜o planar
retilinear deste pol´ıgono. Os segmentos de reta deste conjunto sa˜o chamados de arestas da
subdivisa˜o enquanto que os seus extremos compo˜em o conjunto dos ve´rtices da subdivisa˜o.
As faces internas da subdivisa˜o sa˜o formadas pelos conjuntos maximais de pontos de P
satisfazedo a` seguinte propriedade. Seja F um destes conjuntos maximais. Enta˜o, dados
dois pontos quaisquer p e q em F , existe um conjunto conexo de segmentos inteiramente
contidos em P que na˜o intersectam nenhuma aresta da subdivisa˜o e que conte´m p e q.
A chamada face externa da subdivisa˜o e´ u´nica e formada por todos os pontos do plano
externos ao pol´ıgono P . Uma subdivisa˜o de P e´ dita ser conexa se o conjunto contendo
todas as suas arestas for um conjunto conexo de segmentos. Neste texto, ao mencionarmos
a borda externa de uma subdivisa˜o de P , estaremos nos referindo a`s arestas da subdivisa˜o
que correspodem a`s arestas de P .
2.3 Grafos
Um grafo G = (V,E) consiste de dois conjuntos V e E, cujos elementos chamamos,
respectivamente, de ve´rtices (ou no´s) e arestas. Uma aresta em E e´ um par de ve´rtices
em V . As arestas representam os relacionamentos entre os ve´rtices do grafo.
Um grafo e´ na˜o orientado quando as suas arestas sa˜o na˜o orientadas, sendo represen-
tadas por pares na˜o ordenados, ou seja, consideramos arestas (u,v) e (v,u) iguais. Ja´ em
um grafo orientado, tambe´m conhecido como d´ıgrafo, as arestas sa˜o orientadas e represen-
tadas por pares ordenados ((u,v) 6= (v,u)). Neste caso, chamamos as arestas orientadas
de arcos. Seja um arco (u,v), dizemos que ele parte (sai) de u e termina (entra) em v.
Tambe´m dizemos que u e´ o in´ıcio do arco e v e´ o te´rmino. Uma aresta na˜o orientada
(u,v) incide nos ve´rtices u e v, ja´ um arco (u,v) incide apenas no ve´rtice v. Um ve´rtice v
e´ adjacente a um ve´rtice u em um grafo se nele existir a aresta, ou arco, (u,v).
O grau de um ve´rtice v em um grafo G na˜o orientado e´ a quantidade de arestas que
incidem nele. Em um d´ıgrafo D temos o grau de entrada e sa´ıda de um ve´rtice v, que
corresponde a` quantidade de arcos que entram e saem do ve´rtice, respectivamente.
Qualquer grafo pode ser representado atrave´s de uma figura no plano. Para isto, basta
associar um ponto no plano a cada ve´rtice e trac¸ar uma linha ligando os ve´rtices de cada
aresta no grafo. Os arcos sa˜o representados atrave´s de uma seta que parte do ponto que
representa o seu in´ıcio e vai ate´ o ponto que representa o seu te´rmino. Um grafo e´ planar
se ele puder ser desenhado no plano sem que nenhuma de suas arestas (arcos) intercepte
outra, exceto, possivelmente, nas suas extremidades.
Um subgrafo de G = (V,E) e´ um grafo G′ = (V ′, E ′) com V ′ ⊆ V e E ′ ⊆ E, sendo
(u, v) ∈ E ′ com u, v ∈ V ′. Um subgrafo de G = (V,E) induzido por um conjunto de
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ve´rtices U ⊆ V e´ um grafo G′ = (U,E ′) onde E ′ = {(u, v) ∈ E : u, v ∈ U}.
Um caminho em um grafo e´ uma sequeˆncia de ve´rtices v1,v2,...,vn tal que existe no
grafo a aresta, ou arco, (vi,vi+1) para 1 ≤ i ≤ n−1. Ale´m disso, cada ve´rtice pode aparecer
no ma´ximo uma vez na sequeˆncia. Os ve´rtices v1 e vn sa˜o os extremos do caminho, e os
demais sa˜o os ve´rtices internos. Em um d´ıgrafo o caminho e´ orientado. Um s-t caminho
e´ aquele onde o primeiro ve´rtice na sequeˆncia e´ s e o u´ltimo e´ t. Seja u um ve´rtice que
na˜o esta´ em um s-t caminho, podemos aumentar este caminho adicionando u no in´ıcio
do caminho se s e´ adjacente a u, ou adicionando u no fim do caminho se u e´ adjacente
a t. Dados dois caminhos dizemos que eles sa˜o disjuntos nas arestas se na˜o houver uma
mesma aresta em ambos, e disjuntos nos ve´rtices se na˜o houver um mesmo ve´rtice em
ambos.
Um grafo na˜o orientado e´ conexo se para cada par de ve´rtices u e v no grafo existir
um u-v caminho. Uma a´rvore e´ um grafo na˜o orientado onde existe um u´nico caminho
entre cada par de ve´rtices. Em uma a´rvore, os ve´rtices com grau um sa˜o chamados de
folhas e os demais de ve´rtices internos. Uma a´rvore e´ enraizada quando elegemos um
ve´rtice nela para ser sua raiz. Uma arboresceˆncia e´ um d´ıgrafo onde temos um ve´rtice
raiz r, e para cada ve´rtice v temos um u´nico r-v caminho no grafo. Quando na˜o houver
perigo de ambiguidade, nos permitimos um abuso da linguagem e usamos indistintamente
os termos arboresceˆncia e a´rvore.
Dados um grafo G=(V ,E) e um conjunto U ⊆ V . Se G for na˜o orientado, um corte
nele, denotado por δG(U), e´ o subconjunto de E definido como {(u, v) ∈ E : u ∈ U, v ∈
V \U}. Ou seja, δG(U) e´ o conjunto das arestas que incidem em um ve´rtice em U e em um
ve´rtice fora de U . Mas se G for orientado, temos dois tipos de corte. O corte de entrada,
denotado por δ−G(U) com U ⊆ V , e´ o conjunto dos arcos {(v, u) ∈ E : v ∈ V \U, u ∈ U}. O
corte de sa´ıda, denotado por δ+G(U), e´ o conjunto dos arcos {(u, v) ∈ E : u ∈ U, v ∈ V \U}.
Quando na˜o houver risco de ambiguidade, na˜o se utiliza o subscrito G ao denotar um corte
deste grafo.
Em diversas situac¸o˜es e´ necessa´ria a associac¸a˜o de pesos (ou custos) a`s arestas (arcos)
de um grafo. Isto e´ feito atrave´s de uma func¸a˜o cujo domı´nio e´ o conjunto de arestas
(arcos) e o contradomı´nio geralmente e´ o conjunto R ou Z. O peso (custo) de um grafo,
em termos desta func¸a˜o, e´ a soma dos pesos das arestas contidas no grafo.
Em teoria dos grafos, existem dois problemas de minimizac¸a˜o muito recorrentes em
diversos estudos. Sa˜o eles o problema do s-t caminho mı´nimo e o problema do s-t corte
mı´nimo. No problema do s-t caminho mı´nimo, dado um grafo, uma func¸a˜o peso e os
ve´rtices s e t, queremos encontrar um s-t caminho no grafo que tem peso menor ou igual
a qualquer outro s-t caminho no grafo. O problema do s-t corte mı´nimo e´ defindo de
forma semelhante, mas neste problema queremos encontrar um s-t corte no grafo que
tem peso menor ou igual a qualquer outro s-t corte no grafo. Para o entendimento desta
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dissertac¸a˜o sera´ necessa´rio ter um conhecimento ba´sico sobre estes problemas. Para tal,
consulte os cap´ıtulos 24 e 26 de Cormen et al. [12] onde sa˜o realizados estudos detalhados
sobre eles e descritos algoritmos para resolveˆ-los.
2.4 Programac¸a˜o Matema´tica
Nesta sec¸a˜o vamos introduzir a formulac¸a˜o de modelos matema´ticos lineares de otimizac¸a˜o
e apresentar alguns algoritmos para resolveˆ-los. Caso o leitor tenha interesse, os livros
de Wolsey [47], Nemhauser e Wolsey [34] e Bertsimas e Tsitsiklis [8] cobrem um amplo
conteu´do sobre este tema.
Um modelo matema´tico linear e´ formado por um conjunto de varia´veis e um conjunto
de equac¸o˜es lineares que relacionam as varia´veis. Os valores que queremos determinar
no problema sa˜o representados no modelo pelas varia´veis. Ja´ as equac¸o˜es modelam as
restric¸o˜es do problema, impondo quais valores as variva´veis podem assumir. Pode-se
utilizar equac¸o˜es na forma de igualdade, desigualdade de maior ou igual e desigualdade
de menor ou igual. Ale´m das restric¸o˜es do problema, tambe´m temos que especificar as
restric¸o˜es de domı´nio das varia´veis.
O domı´nio das varia´veis dita qual e´ o tipo do modelo e, como veremos mais a frente,
tambe´m dita a complexidade de sua resoluc¸a˜o. Quando todas as varia´veis teˆm domı´nio
real temos um modelo linear cont´ınuo e, quando todas teˆm domı´nio inteiro temos um
modelo linear inteiro. Se houverem ambos os tipos de varia´veis temos um modelo linear
inteiro misto.
Em problemas de otimizac¸a˜o, como estamos otimizando um valor (custo ou peso)
associado a cada soluc¸a˜o, incluimos no modelo uma expressa˜o chamada de func¸a˜o objetivo.
Esta expressa˜o calcula o valor que estamos otimizando em func¸a˜o das varia´veis.
Abaixo e´ dado um modelo matema´tico linear cont´ınuo gene´rico com n varia´veis e m
igualdades (restric¸o˜es) para um problema de minimizac¸a˜o. Nele, xi sa˜o as varia´veis e aij,
bj e ci os coeficientes das equac¸o˜es, sendo 1 ≤ i ≤ n e 1 ≤ j ≤ m. Note que poderiamos ter
utilizado desigualdades de maior ou igual (≥) e menor ou igual (≤), mas nos restringimos
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a igualdades neste exemplo.
Minimizar c1x1 + c2x2 + ...+ cn−1xn−1 + cnxn (2.1)
Sujeito a:
a1,1x1 + a1,2x2 + ...+ a1,n−1xn−1 + a1,nxn = b1 (2.2)
a2,1x1 + a2,2x2 + ...+ a2,n−1xn−1 + a2,nxn = b2 (2.3)
... (2.4)
am−1,1x1 + am−1,2x2 + ...+ am−1,n−1xn−1 + am−1,nxn = bm−1 (2.5)
am,1x1 + am,2x2 + ...+ am,n−1xn−1 + am,nxn = bm (2.6)
x1, x2, ..., xn−1, xn ∈ R (2.7)
Tambe´m e´ poss´ıvel apresentar um modelo de uma forma mais compacta atrave´s do
uso de matrizes. Para tal, considere que A e´ uma matriz contendo os coeficientes ai,j
onde i e´ o ı´ndice da linha e j da coluna. Tambe´m considere que c, b e x sa˜o matrizes
coluna (vetores). Desta forma a func¸a˜o objetivo seria cx, as restric¸o˜es seriam descritas
por Ax = b e o domı´nio das varia´veis por x ∈ Rn.
Existem tambe´m formas gene´ricas de se apresentar um modelo matema´tico. Este tipo
de modelo descreve de forma anal´ıtica as restric¸o˜es de qualquer instaˆncia do problema.
Por exemplo, considere o problema da cobertura de ve´rtices mı´nima enunciado da seguinte
forma. Dado um grafo G=(V ,E) encontre um subconjunto de ve´rtices C ⊆ V tal que
cada aresta em E incide em pelo menos um ve´rtice em C, e a cardinalidade de C e´ a
menor poss´ıvel.
Neste problema temos que decidir quais ve´rtices estara˜o contidos em C. Desta forma,
criamos uma varia´vel xv para cada v ∈ V . Se o valor de xv for igual a um consideramos
que v esta´ em C, e se for igual a zero consideramos que v na˜o esta´ em C. Sendo assim, o
domı´nio de x sera´ o subconjunto {0, 1} ⊂ Z. A u´nica restric¸a˜o imposta no problema e´ que
para cada aresta (u, v) ∈ E, pelo menos um dos dois ve´rtices adjacentes a ela deve estar
em C, ou seja, a soma xu+xv deve ser maior ou igual a um. Finalmente, a func¸a˜o objetivo
e´ a cardinalidade de C que e´ dada pela soma das varia´veis x. Com isso, conclu´ımos a
formulac¸a˜o do problema como um modelo linear inteiro, que e´ dado logo abaixo.
Minimizar
∑
v∈V
xv (2.8)
Sujeito a:
xu + xv ≥ 1 ∀ (u, v) ∈ E, (2.9)
xv ∈ {0, 1} ∀ v ∈ V. (2.10)
A resoluc¸a˜o de um modelo linear depende do domı´nio de suas varia´veis. Para os
modelos lineares cont´ınuos existem algoritmos que os resolvem em tempo polinomial como,
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por exemplo, o me´todo dos elipso´ides (veja cap´ıtulo 8 de Bertsimas e Tsitsiklis [8]). Outro
me´todo muito empregado na resoluc¸a˜o destes modelos e´ me´todo simplex (veja cap´ıtulo 3
de Bertsimas e Tsitsiklis [8]). Este me´todo gasta tempo exponencial no pior caso mas, na
pra´tica, atinge bons tempos de computac¸a˜o em muitos casos. Ja´ os modelos que possuem
varia´veis inteiras sa˜o de dif´ıcil resoluc¸a˜o e, ate´ agora, na˜o se sabe se e´ poss´ıvel resolveˆ-
los em tempo polinomial. Todos algoritmos conhecidos atualmente para estes modelos
tem complexidade de tempo exponencial. No cap´ıtulo 8 descreveremos dois me´todos para
resolver modelos lineares inteiros, que sa˜o os me´todos branch-and-bound e branch-and-cut.
E´ importante ressaltarmos tambe´m uma situac¸a˜o que ocorrera´ nos modelos apresen-
tados no cap´ıtulo 4. Existem alguns modelos matema´ticos que possuem uma quantidade
exponencial de equac¸o˜es. Neste caso, a princ´ıpio, parece ser imposs´ıvel resolveˆ-los gas-
tando tempo polinomial, pois a entrada possui tamanho exponencial. Contudo, e´ poss´ıvel
soluciona´-los sem considerar explicitamente todas as suas equac¸o˜es.
Isto pode ser feito atrave´s de um me´todo chamado planos de corte. Mas para explicar
este me´todo, antes sera´ necessa´rio entender o chamado problema da separac¸a˜o. Neste
problema, sa˜o dados um vetor x e um conjunto F de restric¸o˜es relativas a`s varia´veis deste
vetor. O objetivo e´ verificar se x viola alguma restric¸a˜o em F e, em caso afirmativo,
identificar pelo menos uma restric¸a˜o violada.
Com isso, o me´todo de planos de corte para solucionar tal modelo funciona da seguinte
forma. Considere queM e´ o modelo que queremos resolver e F e´ o conjunto exponencial
de restric¸o˜es neste modelo. Inicialmente, otimize o modeloM′ formado pelas restric¸a˜o de
M que na˜o esta˜o em F . Seja x∗ a soluc¸a˜o encontrada, resolva o problema da separac¸a˜o
para x∗ e F . Se for encontrada uma restric¸a˜o violada em F , a acrescentamos em M′,
reotimizamos o modelo e novamente resolvemos o problema da separac¸a˜o. Este processo
e´ repetido ate´ x∗ satisfazer todas as restric¸o˜es em F . Quando isso ocorrer o me´todo
termina, pois x∗ e´ uma soluc¸a˜o para M.
A restric¸a˜o que e´ inserida em M′ a cada iterac¸a˜o e´ chamada de corte. Este nome
foi dado porque ela elimina a soluc¸a˜o x∗ atual do conjunto de soluc¸o˜es. A rigor, na pior
situac¸a˜o o me´todo descrito acima vai inserir todos os cortes de F em M′ e terminar sua
execuc¸a˜o. Mas ainda assim gastar´ıamos pelo menos tempo exponencial. Entretanto, com
base nos resultados apresentados em Gro¨tschel et al. [25], sabemos que se for gasto tempo
polinomial na resoluc¸a˜o do problema de separac¸a˜o, o me´todo de planos de corte consumira´
um tempo total que e´ polinomial no tamanho da instaˆncia do problema.

Cap´ıtulo 3
O Problema e Revisa˜o Bibliogra´fica
Neste cap´ıtulo sa˜o apresentados formalmente o problema alvo desta dissertac¸a˜o, e os
problemas relacionados, que sera˜o abordados nos pro´ximos cap´ıtulos. Por fim, e´ feita
uma breve revisa˜o bibliogra´fica destes problemas.
3.1 O Problema
O problema do corredor de comprimento mı´nimo (PCCM) e´ definido do seguinte modo.
Considere um pol´ıgono retilinear subdividido em pol´ıgonos retilineares menores na˜o so-
brepostos, formando uma subdivisa˜o planar S retilinear e conexa. Sejam V , E e F , res-
pectivamente, o conjunto de ve´rtices, arestas e faces de S. Considere que a face externa
(ilimitada) de S na˜o faz parte de F . Um corredor em S e´ um subconjunto C de segmentos
de E, tal que (i) dados dois segmentos e e f quaisquer de C, saindo de uma extremidade
qualquer de e, e´ poss´ıvel chegar a qualquer das extremidade de f percorrendo-se apenas
segmentos de C e (ii) para toda face f em F , existe pelo menos um ponto na borda de f
que e´ intersectado por um segmento de C.
A cada um dos segmentos e pertencentes a E esta´ associado um valor na˜o-negativo
ce que corresponde ao seu comprimento euclidiano. Com isto, define-se o comprimento
c(C) de um corredor C como sendo a soma total dos comprimentos euclidianos dos seus
segmentos, ou seja, c(C) =
∑
e∈C ce. Assim, no PCCM, dado S, o objetivo e´ encontrar
um corredor de comprimento mı´nimo.
Vale notar que, na literatura, e´ usual que as faces de S sejam chamadas de “salas”.
Isto porque pode-se imaginar que S represente a subdivisa˜o em salas de um andar de um
pre´dio. Os segmentos separando duas salas podem ser vistos como a´reas de circulac¸a˜o,
enta˜o nesta situac¸a˜o um corredor de comprimento mı´nimo representa a menor forma de
conectar todas as salas entre si utilizando estas a´reas.
A t´ıtulo de ilustrac¸a˜o, considere a figura 3.1 onde sa˜o apresentados quatro corredores
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Figura 3.1: Quatro diferentes conjuntos de segmentos para uma mesma instaˆncia, sendo
que apenas os conjuntos em (a) e (b) sa˜o considerados via´veis (corredores) para o PCCM.
para uma mesma instaˆncia. Nestas figuras os segmentos dos corredores esta˜o destacados
em negrito. Na figura 3.1(a) e´ apresentado um corredor conectando todas as salas. A
figura 3.1(b) tambe´m apresenta um corredor conectando todas as salas, pore´m este corre-
dor possui um comprimento menor que o anterior. A figura 3.1(c) apresenta um conjunto
de segmentos com comprimento total menor que os anteriores, no entanto existe uma
sala onde nenhum ponto esta´ presente nestes segmentos. Desta forma, este conjunto de
segmentos na˜o pode ser considerado como uma soluc¸a˜o (corredor) para o problema. A
figura 3.1(d) apresenta um conjunto de segmentos que intersectam pontos em todas as
salas. Entretanto, os segmentos na˜o sa˜o conexos e, por isso, este conjunto de segmentos
tambe´m na˜o pode ser considerado como um corredor.
Segundo Demaine e O’Rourke [14], Naoki Katoh foi o primeiro a propor o PCCM e o
fato ocorreu durante a 12a Confereˆncia Canadense de Geometria Computacional (CCCG)
em 2000. A complexidade do problema permaneceu desconhecida durante alguns anos ate´
que Gonzalez-Gutierrez e Gonzalez [24] e Bodlaender et al. [9] provaram simultaneamente,
e de forma independente, que o problema e´ NP-dif´ıcil.
E´ importante ressaltar que existem diferenc¸as entre os problemas tratados por Gonzalez-
Gutierrez e Gonzalez [24] e Bodlaender et al. [9]. Neste cap´ıtulo foi descrita a versa˜o do
PCCM adotada por Bodlaender et al. [9]. No PCCM abordado por Gonzalez-Gutierrez
e Gonzalez [24], denominado daqui em diante como PCCM-RE, sa˜o acrescentadas as se-
guintes restric¸o˜es ao problema: (i) a borda externa de S deve ter formato retangular e
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Figura 3.2: Ilustrac¸a˜o das diferenc¸as entre o PCCM e o PCCM-RE.
(ii) as soluc¸o˜es do problema devem ser corredores que, ale´m de conectar todas as salas,
tambe´m devem estar conectados a um ponto da borda externa de S. A justificativa para
conectar o corredor a` borda externa se deve ao fato de permitir a entrada e sa´ıda da
subdivisa˜o.
Para que fique mais claro, ilustramos as diferenc¸as entre o PCCM e o PCCM-RE
na figura 3.2. Na figura 3.2 (a) e´ apresentada uma instaˆncia do PCCM que na˜o e´ uma
instaˆncia do PCCM-RE, pois a borda externa dela na˜o e´ retangular. Ja´ na figura 3.2
(b) temos uma instaˆncia de ambos problemas, onde os segmentos destacados em negrito
constituem um corredor para o PCCM que na˜o esta´ ligado a` borda externa, portanto
sendo invia´vel para o PCCM-RE. Finalmente, na figura 3.2 (c) e´ destacado em negrito
um corredor para ambos problemas.
Uma vez que toda instaˆncia do PCCM-RE tambe´m e´ uma instaˆncia do PCCM, e´
natural nos questionarmos se e´ poss´ıvel reduzir o PCCM-RE ao PCCM. Para isto, ao
resolver uma instaˆncia do PCCM-RE com um algoritmo do PCCM, precisamos encontrar
uma maneira de garantir que os corredores sempre estejam conectados a` borda de S. A
seguir vamos apresentar uma forma bem simples de efetuar esta reduc¸a˜o, e que ate´ onde
sabemos ainda na˜o foi descrita na literatura.
A ide´ia desta reduc¸a˜o e´ ilustrada atrave´s do exemplo apresentado na figura 3.3. Nesta
figura e´ dada uma instaˆncia do PCCM-RE constitu´ıda pelos segmentos na˜o tracejados.
Ale´m dela, criamos tambe´m uma nova sala acrescentando os segmentos tracejados, for-
mando uma instaˆncia do PCCM. A criac¸a˜o desta nova sala pode ser feita de forma gene´rica
da seguinte forma. Selecione uma aresta de S situada em sua borda externa, e crie uma
nova sala, seguindo a ide´ia ilustrada na figura, envolvendo os demais segmentos da borda
externa de S. Ao criar esta sala, qualquer corredor estara´ ligado a` borda de S para conec-
tar a nova sala a`s demais. E´ fa´cil ver tambe´m que os segmentos tracejados nunca estara˜o
presentes em uma soluc¸a˜o o´tima. Com isso, qualquer soluc¸a˜o da instaˆncia do PCCM-RE
e´ uma soluc¸a˜o para instaˆncia do PCCM, e qualquer soluc¸a˜o da instaˆncia do PCCM que
na˜o possui segmentos tracejados e´ uma soluc¸a˜o para instaˆncia do PCCM-RE. Finalmente,
para qualquer sistema de codificac¸a˜o razoa´vel para uma instaˆncia de entrada, e´ poss´ıvel
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Figura 3.3: Ilustrac¸a˜o da ide´ia de uma reduc¸a˜o do PCCM-RE ao PCCM.
acrescentar esta nova sala em tempo polinomial. Sendo assim, fica claro que a reduc¸a˜o
esta´ correta.
Atrave´s desta reduc¸a˜o fica evidente que os me´todos de resoluc¸a˜o para o PCCM podem
ser facilmente adaptados para solucionar instaˆncias do PCCM-RE. Por este motivo, nesta
dissertac¸a˜o nosso foco sera´ a investigac¸a˜o de me´todos para resoluc¸a˜o do PCCM. Decidimos
aborda´-lo como um problema em grafos e, para isso, vamos reduzi-lo ao chamado problema
da a´rvore de Steiner com grupos (PASG). O PASG e´ enunciado da seguinte forma. Dados
um grafo G com pesos nas arestas e uma colec¸a˜o < de conjuntos de ve´rtices chamados
de grupos, o objetivo deste problema e´ encontrar uma a´rvore de peso mı´nimo em G que
conte´m pelo menos um ve´rtice de cada grupo. No decorrer deste e dos pro´ximos cap´ıtulos,
para todo R ∈ <, dizemos que um ve´rtice cobre o grupo R somente se ele pertencer ao
grupo. Dizemos tambe´m que uma a´rvore em G cobre < somente se houver pelo menos
um ve´rtice de cada grupo na a´rvore.
Para efetuar a reduc¸a˜o do PCCM ao PASG, primeiramente, vamos converter a sub-
divisa˜o S em um grafo. Na˜o e´ dif´ıcil ver que S da´ origem a um grafo planar G = (V,E)
com os ve´rtices representando os pontos de V e cujas arestas correspondem aos segmen-
tos em E (veja figura 3.4). Vamos associar pesos pe na˜o-negativos a cada aresta e ∈ E
correspondendo ao comprimento ce do segmento que ela representa. A segunda etapa da
reduc¸a˜o consiste em criar um grupo para cada face f em F contendo todos os ve´rtices
em V que representam um ponto na borda de f . Note que um mesmo ve´rtice pode estar
contido em mais de um grupo. Feito isso, terminamos a reduc¸a˜o obtendo uma instaˆncia
do PASG. A transformac¸a˜o de uma soluc¸a˜o do PCCM para uma soluc¸a˜o do PASG, e vice
versa, e´ imediata, e seus respectivos comprimento e peso sa˜o iguais. Portanto, isto mostra
que a reduc¸a˜o esta´ correta. A figura 3.4 ilustra uma instaˆncia do PCCM com um corredor
em destaque, e sua respectiva representac¸a˜o na forma de um grafo destacando a a´rvore
que corresponde ao corredor.
As instaˆncias do PASG, obtidas da reduc¸a˜o de instaˆncias do PCCM, podem ser trans-
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Figura 3.4: Instaˆncia do PCCM com um corredor em destaque e sua representac¸a˜o em
grafos destacando a a´rvore que corresponde ao corredor.
formadas de modo a se eliminar todos os ve´rtices de grau dois. Isso e´ poss´ıvel porque os
grupos cobertos por um ve´rtice com grau dois tambe´m sa˜o cobertos pelos ve´rtices adjacen-
tes a ele. Portanto, dada uma soluc¸a˜o qualquer para uma instaˆncia, se houver uma folha
na a´rvore com grau dois, pode-se remover a aresta ligada a esta folha sem que nenhum
grupo deixe de ser coberto. Fazendo isso, obtemos uma soluc¸a˜o de peso menor. Enta˜o,
tais soluc¸o˜es nunca sera˜o o´timas, e podem ser desconsideradas. Uma vez que qualquer
ve´rtice de grau dois, se estiver presente em uma soluc¸a˜o o´tima, sempre sera´ um ve´rtice
interno, podemos aplicar o seguinte procedimento que o remove do grafo e transforma as
duas arestas ligadas a ele em uma so´. Seja v um ve´rtice com grau dois em G e e1 = (u,v)
e e2 = (v,w) as arestas que incidem em v. Remova do grafo v, e1, e2 e acrescente uma
nova aresta (u,w) com peso igual a pe1 + pe2 . Este processo pode ser repetido ate´ que na˜o
haja mais ve´rtices com grau dois no grafo. Note que a cada vez que esta operac¸a˜o e´ feita
vamos obter um grafo com um ve´rtice e uma aresta a menos. Isso diminui o tamanho da
instaˆncia e possivelmente deixa sua resoluc¸a˜o mais ra´pida. Ferreira e Oliveira [19] desen-
volveram outras formas de se remover ve´rtices e arestas do grafos e ve´rtices dos grupos.
Os autores tambe´m realizaram experimentos computacionais mostrando a efetividade das
remoc¸o˜es em conjuntos de instaˆncias do PASG.
Como veremos na sec¸a˜o seguinte, existem na literatura diversos problemas relacionados
ao PCCM e tambe´m abordagens voltadas para sua resoluc¸a˜o.
3.2 Revisa˜o Bibliogra´fica
Nesta sec¸a˜o sera´ feita uma revisa˜o dos trabalhos anteriores que apresentam problemas
relacionados ao PCCM e propo˜em me´todos voltados para a resoluc¸a˜o dos mesmos. Esta
revisa˜o foi baseada naquela realizada por Arturo Gonzalez-Gutierrez em sua tese de dou-
torado Gonzalez-Gutierrez [23]. Apo´s esta tese, ate´ agora, foi encontrado apenas o artigo
de Bodlaender et al. [10].
18 Cap´ıtulo 3. O Problema e Revisa˜o Bibliogra´fica
Sa˜o conhecidas diversas variac¸o˜es do PCCM-RE, sendo que aqui vamos descrever ape-
nas as mais interessantes para esta dissertac¸a˜o. Uma delas foi proposta por Eppstein
[17] que acrescentou uma condic¸a˜o que determina que as salas devem ter o formato re-
tangular. Esta variac¸a˜o do problema e´ denominada PCCM-RE-R. Outra variac¸a˜o deste
problema, denominada PCCM-REk, consiste em restringir o formato das salas em k-gonos
retilineares, ou seja, cada sala deve ter no ma´ximo k lados.
Todo ponto que esta´ situado na borda externa de S e´ considerado um ponto de acesso,
pois ele pode ser visto como uma forma de conectar um corredor com o exterior de S.
Gonzalez-Gutierrez [23] apresenta uma variac¸a˜o dos problemas PCCM-RE e PCCM-RE-
R, denominada p-PCCM-RE e p-PCCM-RE-R, respectivamente, impo˜e que toda soluc¸a˜o
deve conter um determinado ponto de acesso p. Quando o ponto de acesso considerado nos
problemas p-PCCM-RE e p-PCCM-RE-R esta´ situado no canto superior mais a` direita da
borda de S, estes problemas tambe´m sa˜o chamados de TRA-PCCM-RE e TRA-PCCM-
RE-R, respectivamente.
Ainda em Gonzalez-Gutierrez [23], o autor demonstrou que as variac¸o˜es do PCCM-RE
descritas acima tambe´m fazem parte da classe dos problemas NP-completos. Ele tambe´m
propo˜e um algoritmo de aproximac¸a˜o com fator constante de 30 para o PCCM-RE-R. Isto
significa que as soluc¸o˜es obtidas por esse algoritmo sa˜o no ma´ximo 30 vezes piores que a
soluc¸a˜o o´tima para qualquer instaˆncia do problema. Esse mesmo algoritmo pode ser adap-
tado para o PCCM-REk, todavia o fator de aproximac¸a˜o depende do paraˆmetro k. Quando
o paraˆmetro k e´ constante, ou seja, o nu´mero de lados das salas e´ limitado por uma cons-
tante, o fator de aproximac¸a˜o tambe´m e´ constante. Sa˜o feitas tambe´m outras adaptac¸o˜es
deste algoritmo para a resoluc¸a˜o dos problemas group TSP1 e rectangular group TSP.
Descric¸o˜es mais detalhadas sobre estes dois u´ltimos problemas podem ser encontradas
nos trabalhos Dumitrescu e Mitchell [15], Safra e Schwartz [41] e Elbassioni et al. [16].
Em Bodlaender et al. [10] os autores propo˜em algoritmos de aproximac¸a˜o para verso˜es
mais restritas do PCCM. Considere a seguinte variac¸a˜o do PCCM. Dada uma instaˆncia
do problema, define-se q como sendo o comprimento do lado do quadrado que pode ser
inscrito em qualquer sala da instaˆncia. O per´ımetro de cada sala deve ser no ma´ximo
c · q, onde c e´ constante e maior ou igual a 4. Segundo Gonzalez-Gutierrez [23] essa
variac¸a˜o e´ tambe´m denominada problema de clusterizac¸a˜o geogra´fica (geografic clustering
problem). Para esta variac¸a˜o do PCCM, Bodlaender et al. [10] propo˜em um esquema
de aproximac¸a˜o polinomial (PTAS) baseado nos algoritmos apresentados nos trabalhos
de Arora [2] e Arora [3]. Este algoritmo possui complexidade temporal de nO(
1
ε
) e fator
de aproximac¸a˜o de (1 + ε), sendo n o nu´mero de ve´rtices de S. Uma segunda variac¸a˜o
abordada por Bodlaender et al. [10] considera que cada sala Pi tem tamanho pi definido
1A sigla TSP e´ usada aqui para denotar o problema do caixeiro viajante, de acordo com a sua deno-
minac¸a˜o em l´ıngua inglesa Traveling Salesman Problem.
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pelo comprimento do lado do menor quadrado que inscreve a sala e per´ımetro de no
ma´ximo 4 · pi. Outra restric¸a˜o a ser satisfeita e´ que todas as salas devem ser α-fat. Uma
sala Pi e´ dita ser α-fat, se para qualquer quadrado Q que faz intersec¸a˜o com a sala e cujo
centro esta´ contido nela, a a´rea de intersec¸a˜o de Pi e Q e´ no mı´nimo
α
4
vezes a a´rea de Q.
Para salas quadradas α e´ igual a 1 e para salas retangulares α tende a zero. O algoritmo de
aproximac¸a˜o proposto por Bodlaender et al. [10] tem fator de aproximac¸a˜o 16
α
−1. Quando
o problema e´ restrito a salas quadradas, esse algoritmo passa a ter um fator constante
de 15, ou seja, metade do fator que o algoritmo proposto por Gonzalez-Gutierrez [23]
atinge. Ale´m dos algoritmos de aproximac¸a˜o, Bodlaender et al. [10] tambe´m propuseram
um algoritmo exato para o PCCM e para o problema denominado tree face cover problem.
O algoritmo possui complexidade temporal O(n3 + 29.5539pn) para grafos p-exoplanares e
O(210.1335
√
n) para grafos planares, onde n representa a quantidade de ve´rtices no grafo.
Uma variac¸a˜o mais geral do PCCM-RE consiste em permitir que exista mais de um cor-
redor conectando todas as salas aos pontos de acesso situados na borda de S. Esta versa˜o
e´ denominada PCCM-REf. Quando os pontos de acesso sa˜o restritos a um subconjunto
de pontos situados na borda de S, o problema passa a ser chamado de MA-PCCM-REf.
Gonzalez-Gutierrez [23] estabelece que estas variac¸o˜es tambe´m fazem parte da classe de
problemas NP-completo.
O PCCM-RE tambe´m pode ser generalizado para um problema de grafo denomi-
nado network PCCM-RE ou N-PCCM-RE. Dado um grafo G(V,E, p) na˜o-dirigido onde
p : E → R+ e´ uma func¸a˜o que define os pesos de cada aresta do grafo, o objetivo deste
problema e´ encontrar uma a´rvore de peso mı´nimo que possui pelo menos um ve´rtice
de cada ciclo presente em G. Segundo Gonzalez-Gutierrez [23] o problema N-PCCM-
RE tambe´m e´ denominado tree feedback node set (TFNS). Outro problema descrito em
Gonzalez-Gutierrez [23], semelhante ao TFNS, e´ o tree vertex cover (TVC). Este problema
possui um algoritmo de aproximac¸a˜o com taxa constante que pode ser adaptado para o
PCCM-RE-R [4, 6, 11]. Todavia essa adaptac¸a˜o em geral na˜o obte´m boas soluc¸o˜es para
o problema PCCM-RE-R e suas variac¸o˜es [23].
O PCCM tambe´m e´ visto como um caso particular do problema da a´rvore de Steiner
com grupos (PASG). Este problema faz parte da classe de problemas NP-completo e foi
proposto por Reich e Widmayer [36]. O PASG foi definido na sec¸a˜o anterior. Algumas
variac¸o˜es do problema PASG tambe´m sa˜o generalizac¸o˜es do PCCM, como por exemplo a
variac¸a˜o citada em Bodlaender et al. [10] denominada generalized geometric Steiner tree
problem.
Diversos estudos abordando o problema PASG sa˜o encontrados na literatura. Uma
excelente refereˆncia sobre o problema e´ Oliveira [35]. Nela sa˜o apresentados algoritmos
aproximativos para o problema, e testes de reduc¸a˜o de instaˆncias. Tambe´m e´ realizada
uma investigac¸a˜o polie´drica propondo algumas formulac¸o˜es matema´ticas para o PASG.
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Por fim, e´ proposto e avaliado um algoritmo branch and cut que foi capaz de encontrar
soluc¸o˜es o´timas para diversas instaˆncias encontradas na literatura. Demais estudos do
problema podem ser encontrados em Ihler [28], Bateman et al. [5], Helvig et al. [27],
Slavik [42] e Slavik [43].
Cap´ıtulo 4
Modelos Matema´ticos
Neste cap´ıtulo sera˜o apresentados modelos matema´ticos de programac¸a˜o linear inteira
(PLI) para o problema de a´rvore de Steiner com grupos (PASG). Como visto anterior-
mente, o PCCM e´ um caso particular deste problema, portanto tais modelos podem ser
utilizados para resolveˆ-lo. Estes modelos sera˜o de importaˆncia nos pro´ximos cap´ıtulos
onde sera˜o introduzidos algoritmos que os utilizam de alguma forma.
Durante este cap´ıtulo estamos supondo que o leitor ja´ esteja familiarizado com mo-
delos matema´ticos de programac¸a˜o linear e programac¸a˜o linear inteira, e com as te´cnicas
que permitem formular problemas de otimizac¸a˜o combinato´ria com o aux´ılio destas fer-
ramentas (para tal, consulte Wolsey [47]).
No que se segue, considere as instaˆncias do PASG dadas pela tupla (G,<), onde G =
(V ,E) e´ um grafo na˜o orientado com pesos associados a`s arestas definidos pela func¸a˜o p
: E → R+, e < e´ uma colec¸a˜o de conjuntos de ve´rtices (grupos) contidos em V .
4.1 Modelo de Cobertura por Ve´rtices (MCV )
O modelo apresentado nesta sec¸a˜o e´ encontrado no trabalho de Slavik [43]. Nele sa˜o
utilizadas as variave´is x ∈ {0, 1}E e y ∈ {0, 1}V para representar, respectivamente, as
arestas e os ve´rtices do grafo G. Entenda por xe ∈ {0, 1} a varia´vel que representa a
aresta e ∈ E, e yv ∈ {0, 1} a varia´vel que representa o ve´rtice v ∈ V . Uma aresta ou
ve´rtice faz parte da soluc¸a˜o do modelo quando o valor de sua respectiva varia´vel for igual
a um, e na˜o faz parte quando for igual a zero.
Neste modelo vamos fixar um ve´rtice v0 que fara´ parte de qualquer soluc¸a˜o. Este
artif´ıcio e´ necessa´rio para formular a restric¸a˜o que garante que a soluc¸a˜o obtida seja
conexa. Esta fixac¸a˜o somente e´ poss´ıvel para instaˆncias que possuem ao menos um grupo
com apenas um ve´rtice, pois neste caso podemos afirmar que o ve´rtice deste grupo fara´
parte de qualquer soluc¸a˜o. Entretanto, dada uma instaˆncia qualquer do PASG, e´ poss´ıvel
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adapta´-la de forma a modificar um grupo qualquer em < para ter apenas um ve´rtice.
A adaptac¸a˜o e´ feita da seguinte forma. Dada uma instaˆncia do PASG, acrescente em G
um novo ve´rtice r. Escolha um grupo R′ qualquer em <. Para cada v ∈ R′ acrescente em
E a aresta (r,v), e apo´s isso, substitua o grupo R′ pelo grupo Rˆ que tem apenas o ve´rtice r
(Rˆ = {r}). Vamos denominar estas arestas adicionadas de artificiais. O peso associado a`s
arestas artificiais deve ser escolhido de forma apropriada para na˜o obtermos uma soluc¸a˜o
o´tima para a instaˆncia adaptada que sera´ infact´ıvel para a instaˆncia original. Para isto,
este peso e´ ajustado de modo que ele seja maior que o peso dos caminhos mı´nimos, em
termos de p, de todos os pares de ve´rtices pertencentes a R′. Isto e´ suficiente para que,
em qualquer soluc¸a˜o o´tima desta instaˆncia, exista apenas uma aresta artificial. Na˜o e´
dificil perceber que removendo o ve´rtice r e a aresta artificial de uma soluc¸a˜o o´tima
da instaˆncia adaptada teremos uma soluc¸a˜o o´tima para a instaˆncia original. Com este
artif´ıcio e´ poss´ıvel utilizar o modelo abaixo para resolver qualquer instaˆncia do PASG.
A formulac¸a˜o do modeloMCV e´ dada pelas equac¸o˜es (4.1)-(4.6). Considere R0 = {v0}
como sendo o grupo unita´rio escolhido para ter seu ve´rtice v0 fixado.
Minimizar
∑
e∈E
p(e)xe (4.1)
Sujeito a:
yv0 = 1, (4.2)∑
v∈R
yv ≥ 1, ∀ R ∈ <, R 6= R0, (4.3)∑
e∈δG(S)
xe ≥ yv, ∀ S ⊆ V \ {v0}, v ∈ S, (4.4)
xe ∈ {0, 1}, ∀ e ∈ E, (4.5)
yv ∈ {0, 1}, ∀ v ∈ V. (4.6)
A equac¸a˜o (4.1) consiste na func¸a˜o objetivo que visa minimizar o peso da soluc¸a˜o. A
restric¸a˜o (4.2) determina que o ve´rtice v0 esteja presente em qualquer soluc¸a˜o obtida pelo
modelo. A restric¸a˜o (4.3) garante que cada grupo seja coberto. A restric¸a˜o (4.4) impo˜e
que os ve´rtices em qualquer soluc¸a˜o estejam conectados ao ve´rtice v0, garantindo que a
soluc¸a˜o seja conexa. Finalmente as restric¸o˜es (4.5) e (4.6) definem o domı´nio das varia´veis
x e y.
Considere agora a relaxac¸a˜o linear deste modelo dada pela troca das restric¸o˜es (4.5) e
(4.6) pelas restric¸o˜es (4.7) e (4.8).
0 ≤ xe ≤ 1, ∀ e ∈ E, (4.7)
0 ≤ yv ≤ 1, ∀ v ∈ V. (4.8)
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Nos referimos a esta relaxac¸a˜o como modelo MRCV . Como visto na sec¸a˜o 2.4, na˜o e´
via´vel inserir todas as restric¸o˜es no modelo MRCV e resolveˆ-lo atrave´s de um me´todo de
programac¸a˜o linear, pois a quantidade de restric¸o˜es em (4.4) e´ exponencial. Portanto,
visando resolver este modelo de uma forma mais eficiente, vamos analisar o problema de
separac¸a˜o para estas restric¸o˜es.
O problema da separac¸a˜o em questa˜o pode ser enunciado da seguinte forma. Sejam
xf ∈ {0, 1}E e yf{0, 1}V vetores que satisfazem todas as restric¸o˜es do modelo MRCV ,
a` excec¸a˜o, eventualmente, de algumas inequac¸o˜es da restric¸a˜o (4.4). O que queremos
e´ encontrar um conjunto S ⊆ V \ {v0} e um ve´rtice v ∈ S que correspondem a uma
inequac¸a˜o em (4.4) violada por esta soluc¸a˜o ou, enta˜o, afirmar que esta soluc¸a˜o respeita
todas as inequac¸o˜es da restric¸a˜o (4.4). Este problema pode ser formalizado atrave´s da
equac¸a˜o (4.9). Existe uma inequac¸a˜o violada em (4.4) se, e somente se, o valor o´timo
de (4.9) for menor que zero. Se isto ocorrer, enta˜o um conjunto S e um ve´rtice v que
correspondem a uma soluc¸a˜o o´tima para este problema esta˜o associados a uma inequac¸a˜o
com a maior violac¸a˜o poss´ıvel nesta famı´lia de restric¸o˜es.
Minimizar
∑
e∈δG(S∪{v})
xfe − yfv , S ⊆ V \ {v0}, v ∈ V (4.9)
Vamos apresentar uma maneira simples de resolver o problema da equac¸a˜o (4.9) em
tempo polinomial. Ao fixar v = v′ onde v′ e´ um ve´rtice qualquer em V \{v0}, chega-se ao
problema dado pela equac¸a˜o (4.10). Note que, agora, yfv′ e´ uma constante. Portanto, po-
demos resolver o problema de minimizac¸a˜o do somato´rio separadamente e posteriormente
subtrair o valor desta constante do resultado obtido.
Minimizar
∑
e∈δG(S∪{v′})
xfe − yfv′ , S ⊆ V \ {v0} (4.10)
Considere a func¸a˜o de capacidade c′ : E → R+ definida como c′(e) = xfe . Na˜o e´
dif´ıcil perceber que o problema de minimizac¸a˜o do somato´rio da equac¸a˜o (4.10) reduz-se
ao problema de s-t corte de capacidade mı´nima em G onde a capacidade das arestas e´
dada por c′, e os ve´rtices s e t sa˜o, respectivamente, iguais a v′ e v0.
Enta˜o, solucionando o problema da equac¸a˜o (4.10) para todo ve´rtice em V \ {v0} e
tomando o valor mı´nimo dentre os o´timos assim encontrados, chega-se ao valor o´timo
do problema dado pela equac¸a˜o (4.9). Desta forma, resolver este problema equivale a
encontrar |V | − 1 s-t cortes de capacidade mı´nima. Como se sabe, e´ poss´ıvel calcular
um s-t corte de capacidade mı´nima em tempo polinomial (veja Cormen et al. [12], sec¸a˜o
26), logo, a soluc¸a˜o do problema da separac¸a˜o para a famı´lia de restric¸o˜es (4.4) pode ser
obtida em tempo polinomial. Sendo assim, conclui-se que e´ poss´ıvel otimizar o modelo
MRCV em tempo polinomial atrave´s de um me´todo de planos de corte, o qual foi visto na
sec¸a˜o 2.4.
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4.2 Modelo de A´rvore Orientada (MAO)
O modelo apresentado nesta sec¸a˜o foi proposto por Oliveira [35]. Ele foi obtido atrave´s
do estudo das formulac¸o˜es matema´ticas propostas para o problema da a´rvore de Steiner,
o qual consiste em um caso particular do PASG.
O primeiro passo para entender esta nova modelagem e´ considerar a versa˜o orientada
do grafo G. Assim, dado um grafo G = (V , E), denota-se por D = (V , A) a versa˜o
orientada de G, onde os arcos (u,v) e (v,u) esta˜o em A se existir a aresta (u,v) em E. A
func¸a˜o p : E → R+ e´ redefinida para p : A → R+ onde cada arco passa a ter o mesmo
peso que estava associado a` aresta que o gerou.
A seguinte relac¸a˜o e´ a chave para entender a ide´ia por tra´s do modelo desta sec¸a˜o.
Qualquer a´rvore em G pode ser transformada em uma a´rvore enraizada em D que liga os
mesmos ve´rtices e tem o mesmo peso, basta apenas escolher um ve´rtice qualquer da a´rvore
em G para ser a raiz da a´rvore em D. Em contrapartida, qualquer a´rvore enraizada em
D pode ser convertida em uma a´rvore em G que liga os mesmos ve´rtices e que tambe´m
tem peso igual.
Portanto, as soluc¸o˜es do PASG sera˜o representadas no d´ıgrafo D como a´rvores enrai-
zadas. Primeiramente e´ preciso determinar uma raiz para a soluc¸a˜o. Para isso, escolhe-se
um grupo qualquer pertencente a < para ser considerado como grupo raiz R0. Ao menos
um ve´rtice deste grupo fara´ parte de qualquer soluc¸a˜o, enta˜o um ve´rtice dentre os ve´rtices
do grupo pode ser escolhido para ser a raiz da a´rvore.
Sa˜o utilizadas no modelo as varia´veis x ∈ {0, 1}A e y ∈ {0, 1}R0 para representar,
respectivamente, os arcos e a raiz da a´rvore. Denota-se por xa a varia´vel que representa
o arco a ∈ A, e yv a varia´vel que representa o ve´rtice raiz v ∈ R0. De forma ana´loga
ao modelo anterior, um arco ou ve´rtice raiz pertence a` soluc¸a˜o do modelo somente se o
valor de sua respectiva varia´vel for um, e na˜o pertence se for zero. E´ importante ressaltar
que na˜o sera´ necessa´ria nenhuma adaptac¸a˜o nas instaˆncias como foi feito antes, ja´ que
qualquer grupo em < pode ser escolhido para ser o grupo raiz.
A formulac¸a˜o do modelo MAO e´ dada pelas equac¸o˜es (4.11)-(4.15).
Minimizar
∑
a∈A
p(a)xa (4.11)
Sujeito a: ∑
v∈R0
yv = 1, (4.12)∑
a∈δ+D(S)
xa ≥
∑
v∈S∩R0
yv, ∀ R ∈ < \ {R0}, S ⊆ V \R, (4.13)
xa ∈ {0, 1}, ∀ a ∈ A, (4.14)
yv ∈ {0, 1}, ∀ v ∈ R0. (4.15)
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A equac¸a˜o (4.11) consiste na func¸a˜o objetivo que visa minimizar o peso da soluc¸a˜o.
A restric¸a˜o (4.12) impo˜e a escolha de um ve´rtice em R0 para ser a raiz da a´rvore e cobrir
este grupo. A restric¸a˜o (4.13) garante a existeˆncia de um caminho que liga o ve´rtice raiz
a pelo menos um ve´rtice de cada um dos demais grupos. Desta forma todos os grupos
sera˜o cobertos e a soluc¸a˜o sera´ conexa. As restric¸o˜es (4.14) e (4.15) definem o domı´nio
das varia´veis x e y.
De forma ana´loga ao modelo anterior, considere a relaxac¸a˜o linear da formulac¸a˜o acima
dada pela substituic¸a˜o das restric¸o˜es (4.14) e (4.15) pelas restric¸o˜es abaixo:
0 ≤ xa ≤ 1, ∀ a ∈ A, (4.16)
0 ≤ yv ≤ 1, ∀ v ∈ R0. (4.17)
Nos referimos a esta relaxac¸a˜o como modeloMRAO. Novamente estamos diante de um
programa linear com uma quantidade exponencial de restric¸o˜es. Por este motivo, vamos
apresentar como resolver o problema da separac¸a˜o para a famı´lia de restric¸o˜es (4.13).
Sejam xf ∈ {0, 1}A e yf ∈ {0, 1}R0 vetores que respeitam as restric¸o˜es do modelo
MRAO, mas podendo na˜o satifazer todas as inequac¸o˜es da restric¸a˜o (4.13). O problema
da separac¸a˜o para a famı´lia de restric¸o˜es (4.13) e´ dado pela equac¸a˜o (4.18). Existe uma
equac¸a˜o violada em (4.13) se, e somente se, o valor o´timo do problema da equac¸a˜o (4.18)
for menor que zero.
Minimizar
∑
a∈δ+D(S)
xfa −
∑
v∈S∩R0
yfv , R ∈ < \ {R0}, S ⊆ V \R (4.18)
Oliveira [35] propoˆs resolver este problema da seguinte forma. Primeiramente considere
o d´ıgrafo D′ = (V ′,A′), inicializado como sendo igual a D, e a func¸a˜o c′ : A′ → R+ definida
como c′(a) = xfa, onde a ∈ A′. Adicione em D′ um ve´rtice s e, para cada v ∈ R0, um arco
a = (s,v) com c′(a) = yfv .
Seja R′ ∈ < \ {R0}. Observe que um s-R′ corte δ+D′(S ∪ {s}) satisfaz a condic¸a˜o
S ⊆ V \R′. Considere c′ como uma func¸a˜o capacidade. Enta˜o, a capacidade de um s-R′
corte e´ definida pela equac¸a˜o:∑
a∈δ+
D′ (S∪{s})
c′(a) =
∑
a∈δ+D(S)
xfa +
∑
v∈R0\S
yfv (4.19)
(4.20)
Subtraindo a constante
∑
v∈R0 y
f
v em ambos os lados da equac¸a˜o acima chega-se na
equac¸a˜o: ∑
a∈δ+
D′ (S∪{s})
c′(a)−
∑
v∈R0
yfv =
∑
a∈δ+D(S)
xfa −
∑
v∈S∩R0
yfv (4.21)
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Portanto, ao resolver um problema de s-R′ corte de capacidade mı´nima e subtrair a
constante
∑
v∈R0 y
f
v , chega-se a soluc¸a˜o da equac¸a˜o (4.18) para R = R
′. Desta forma,
o problema da separac¸a˜o para a famı´lia de restric¸o˜es (4.13) se resume a encontrar um
s-R corte de capacidade mı´nima para cada R ∈ < \ {R0} e, dentre estes, escolher aquele
de menor capacidade. Seja δ+G(X) o s-R corte de menor capacidade escolhido. Enta˜o
X \ {s} induz uma restric¸a˜o violada em (4.13) se, e somente se, o valor da capacidade
deste corte menos
∑
v∈R0 y
f
v for menor que zero. Caso contra´rio, na˜o existe nenhuma
inequac¸a˜o violada por xf e yf nesta famı´lia de restric¸o˜es.
O problema de encontrar um s-R corte de capacidade mı´nima pode ser reduzido a um
problema de encontrar um s-t corte de capacidade mı´nima. Para tanto, basta acrescentar
um ve´rtice t no d´ıgrafo e ligar cada ve´rtice v ∈ R ao ve´rtice t por meio de um arco de
capacidade infinita. Deste modo, o problema da separac¸a˜o para a famı´lia de restric¸o˜es
(4.13) consiste em resolver |<| − 1 problemas de s-t corte de capacidade mı´nima. Isso
deixa claro que este problema pode ser solucionado em tempo polinomial. Por isso, como
vimos antes, a otimizac¸a˜o do modelo MRAO tambe´m pode ser feita em tempo polinomal.
Por fim, verificamos que existe uma adaptac¸a˜o do algoritmo desenvolvido por Rao e
Orlin para o problema de corte irrestrito mı´nimo1 [26], que tambe´m pode ser empregada
na resoluc¸a˜o destes |<| − 1 problemas de s-t corte de capacidade mı´nima. A adaptac¸a˜o e´
apresentada em Cronholm et al. [13], onde o algoritmo modificado e´ utilizado em uma ro-
tina de separac¸a˜o para um modelo do problema da a´rvore de Steiner. Os autores mostram
experimentalmente que este algoritmo obte´m melhores resultados quando comparado a
um algoritmo que resolve mu´ltiplos problemas de s-t corte de capacidade mı´nima sepa-
radamente. No nosso caso, vamos utilizar o algoritmo adaptado para encontrar um s-R
corte de capacidade mı´nima. Para isso, primeiramente e´ preciso preparar o d´ıgrafo. Para
cada R ∈ < \ {R0} adicione um novo ve´rtice w no d´ıgrafo e ligue cada ve´rtice v em R
ao ve´rtice adicionado por um arco de capacidade infinita (v,w). Feito isso, aplicamos o
algoritmo adaptado no d´ıgrafo modificado para encontrar um corte de capacidade mı´nima
que conte´m s e na˜o conte´m pelo menos um dos ve´rtices adicionados, e assim obtemos um
menor s-R corte de capacidade mı´nima.
1O problema de corte irrestrito mı´nimo e´ semelhante ao problema do s-t corte mı´nimo, diferindo
apenas que no primeiro problema s e t podem ser quaisquer ve´rtices do grafo.
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Algoritmos Aproximativos
Na literatura pode-se encontrar algoritmos aproximativos voltados para a resoluc¸a˜o de
casos particulares do PCCM. Gonzalez-Gutierrez [23] propoˆs um algoritmo aproximativo
para o PCCM-RE com fator de aproximac¸a˜o constante 30 quando as salas constituem
pol´ıgonos retangulares (PCCM-RE-R). O autor tambe´m mostra que e´ poss´ıvel extender
este algoritmo para quando as salas tem formato de pol´ıgonos com no ma´ximo k lados
(PCCM-REk). Entretanto, o fator de aproximac¸a˜o para este algoritmo passa a ser 15k,
deixando de ser constante.
Bodlaender et al. [10] propoˆs algoritmos aproximativos para dois casos particulares do
PCCM. Uma das variac¸o˜es do PCCM abordada por este autor e´ denominada problema
de clusterizac¸a˜o geogra´fica. Neste problema, seja q o comprimento do lado de um qua-
drado que pode ser inscrito em qualquer sala e, considere que o per´ımetro de cada sala
e´ no ma´ximo c · q, sendo c uma constante maior ou igual a 4. Para este caso, o autor
desenvolveu um esquema de aproximac¸a˜o polinomial com fator de aproximac¸a˜o (1 + ε)
e complexidade temporal nO(
1
ε
). A outra variac¸a˜o abordada pelo autor deve respeitar as
seguintes restric¸o˜es. Seja pi o tamanho de uma sala Pi definido pelo comprimento do lado
do menor quadrado que inscreve a sala. Neste problema o per´ımetro de cada sala Pi deve
ter comprimento total de no ma´ximo 4 · pi. Ale´m disso todas as salas devem ser α-fat.
Uma sala e´ dita ser α-fat se, para qualquer quadrado Q que faz intersec¸a˜o com a sala
e esteja centrado no seu interior, a a´rea de intersec¸a˜o de Pi e Q e´ no mı´nimo
α
4
vezes a
a´rea de Q. O algoritmo aproximativo proposto pelo autor para este problema tem fator
de aproximac¸a˜o 16
α
− 1.
Dentre todas estas variac¸o˜es do PCCM que possuem algoritmos aproximativos, o
PCCM-REk e´ a mais pro´xima de ser adapta´vel para tratar tambe´m o PCCM. Entretanto,
esta versa˜o faz uso de um algoritmo aproximativo para o PASG que poderia ser aplicado
diretamente ao PCCM. Por este motivo, e tambe´m pelo fato de estarmos interessados no
estudo do PCCM de forma geral, decidimos estudar dois algoritmos aproximativos para
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o PASG.
Novamente, neste cap´ıtulo considere as instaˆncias do PASG dadas pela tupla (G,<),
onde G = (V ,E) e´ um grafo na˜o orientado com pesos associados as arestas definidos pela
func¸a˜o p : E → R+, e < e´ uma colec¸a˜o de conjuntos de ve´rtices (grupos) em V .
5.1 Aproximac¸a˜o por A´rvore Geradora Mı´nima
O algoritmo aproximativo apresentado nesta sec¸a˜o foi proposto por Slavik [43]. A ide´ia
deste algoritmo e´ extrair informac¸o˜es de uma soluc¸a˜o o´tima do modelo MRCV , visto na
sec¸a˜o 4.1. Baseado nos valores desta soluc¸a˜o sa˜o determinados quais ve´rtices de G sa˜o
interessantes selecionar para cobrir <.
A partir destes ve´rtices, e´ poss´ıvel construir um subgrafo induzido G′ de G, e obter
uma a´rvore geradora mı´nima de G′ que sera´ uma soluc¸a˜o para o PASG. Contudo, nem
sempre G′ sera´ conexo. Para contornar este problema vamos calcular a a´rvore geradora
do grafo induzido G′k de Gk, onde Gk e´ o grafo completo obtido de G acrescentando as
arestas que faltam para torna´-lo completo da seguinte forma. Fac¸a Gk igual a G. Seja
(u,v) uma aresta que na˜o esta´ em G, onde u, v ∈ V . Encontre um u-v caminho mı´nimo,
em termos de p, e adicione em Gk a aresta (u,v) associando a esta aresta o peso deste
caminho mı´nimo. Note que dado um subgrafo de Gk e´ poss´ıvel obter um subgrafo de G
correspondente com peso menor ou igual substituindo cada aresta que na˜o pertence a G
pelo caminho que a gerou. Ao fazer esta substituic¸a˜o, pode-se ter um subgrafo com ciclos.
Por isso, ale´m de fazer a substituic¸a˜o, tambe´m deve ser feita uma busca em largura para
verificar a existeˆncia de ciclos. Ao encontrar um ciclo, o mesmo e´ eliminado do subgrafo
removendo-se dele a aresta de maior peso.
Considere por x∗ e y∗ uma soluc¸a˜o o´tima do modeloMRCV . A decisa˜o de quais ve´rtices
sera˜o selecionados para cobrir os grupos em < sera´ feita utilizando os valores de y∗. Para
isso, sera´ constru´ıdo um conjunto de ve´rtices X que conte´m pelo menos um ve´rtice de cada
grupo da seguinte forma. Dado um grupo R ∈ < qualquer, pela restric¸a˜o (4.3) do modelo
sabe-se que existe pelo menos um ve´rtice v em R tal que y∗v ≥ 1|R| pois, caso contra´rio, a
restric¸a˜o na˜o poderia estar satisfeita. Sendo assim, seja ρ a maior cardinalidade de um
grupo em <. Todo ve´rtice v de V que pertence a algum grupo, e tal que y∗v ≥ 1ρ , e´ inclu´ıdo
em X. Isso garante que pelo menos um ve´rtice de cada grupo estara´ contido em X.
O algoritmo 1 formaliza os passos discutidos acima e, doravante, sera´ denotado por
AAGM. Vamos verificar que ele possui complexidade de tempo polinomial. Como vimos
na sec¸a˜o 4.1, a otimizac¸a˜o do modelo MRCV pode ser realizada em tempo polinomial.
Sabemos tambe´m que existem algoritmos que encontram uma a´rvore geradora mı´nima
de um grafo completo gastando O(|V |2) operac¸o˜es (cf. Cormen et al. [12], cap´ıtulo 23).
Desta forma nos resta apenas analisar os passos 2, 3 e 5. No passo 2 gasta-se O(|V |)
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operac¸o˜es para verificar quais ve´rtices esta˜o em X. Para montar o subgrafo no passo 3,
sa˜o gastas O(|V |2) operac¸o˜es, pois Gk e´ um grafo completo. Ja´ no passo 5, tambe´m sa˜o
gastas O(|V |2) operac¸o˜es na conversa˜o das arestas de Gk para G e na eliminac¸a˜o de ciclos.
Vale a pena ressaltar tambe´m que gerar o grafo Gk a partir de G e´ uma tarefa que pode
ser realizada gastando O(|V |3) operac¸o˜es empregando-se o algoritmo de Floyd-Warshall
(descrito em Cormen et al. [12], sec¸a˜o 25.2). Calcular ρ gasta-se O(|<||V |) operac¸o˜es.
Finalmente, podemos concluir que a complexidade total deste algoritmo e´ polinomial.
Entrada: Uma instaˆncia I = (G = (V,E),<) do PASG.
Sa´ıda: Uma soluc¸a˜o T para I.
Passo 1: Resolva o modelo MRCV para I obtendo uma soluc¸a˜o o´tima (x∗,y∗).
Passo 2: Para cada ve´rtice v ∈ V , v ∈ X se v pertencer a algum grupo em < e y∗v ≥ 1ρ .
Passo 3: Construa o subgrafo G′k de Gk induzido por X.
Passo 4: Encontre uma a´rvore geradora mı´nima T ′ para G′.
Passo 5: Converta T ′ para um subgrafo T de G e o retorne.
Algoritmo 1: Algoritmo aproximativo baseado no conceito de a´rvore geradora mı´nima
(algoritmo AAGM).
Proposic¸a˜o 1. Seja T uma soluc¸a˜o obtida pelo algoritmo AAGM e T ∗ uma soluc¸a˜o o´tima
de I. Se os pesos associados a`s arestas de G respeitarem a desigualdade triangular, enta˜o
temos que p(T ) ≤ p(T ∗)(2− 2|X|)ρ.
A prova desta proposic¸a˜o e´ extensa, fazendo uso de diversos lemas e modelos ma-
tema´ticos. Os detalhes da mesma podem ser encontrados em Slavik [43].
Com base na proposic¸a˜o 1, podemos afirmar que o algoritmo AAGM e´ um algoritmo
aproximativo com fator de aproximac¸a˜o da ordem de ρ. Observe que este algoritmo se
torna interessante para instaˆncias onde a quantidade de ve´rtices nos grupos e´ limitada
por uma constante, pois, nesta situac¸a˜o, ele tera´ um fator de aproximac¸a˜o constante. Foi
com base nesta ide´ia que Gonzalez-Gutierrez [23] obteve um algoritmo de aproximac¸a˜o
constante para o PCCM-RE-R. O autor mostrou uma forma de reduzir este problema
ao PASG limitando a quantidade de ve´rtices nos grupos com a garantia de um fator de
aproximac¸a˜o constante. Todavia, esta demonstrac¸a˜o vale apenas para o caso em que as
salas possuem formato retangular.
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5.2 Aproximac¸a˜o por Caminhos Mı´nimos
Nesta sec¸a˜o sera´ apresentado um algoritmo aproximativo baseado na ide´ia de construir
uma soluc¸a˜o encontrando caminhos mı´nimos entre os ve´rtices na soluc¸a˜o parcial corrente
e os ve´rtices de grupos ainda na˜o cobertos. Este algoritmo surgiu de uma modificac¸a˜o
sugerida por Ihler [28] para a heur´ıstica de caminhos mı´nimos desenvolvida por Reich e
Widmayer [36] para o PASG.
A heur´ıstica de caminhos mı´nimos e´ bastante simples e funciona da seguinte forma.
Seja v0 um ve´rtice qualquer de algum grupo. Inicialize a a´rvore T composta apenas por
v0. Enquanto T na˜o cobrir algum grupo em <, adicione em T um caminho mı´nimo, em
termos de p, que liga um ve´rtice em T a um ve´rtice de um grupo que ainda na˜o foi coberto.
Ao cobrir todos os grupos, a heur´ıstica termina retornando T como uma soluc¸a˜o.
Ihler [28] mostrou que escolher um ve´rtice de forma arbitra´ria para ser o primeiro
ve´rtice em T pode fazer com que o peso da soluc¸a˜o obtida por esta heur´ıstica seja ta˜o
alto quanto quisermos. Por isso, a seguinte modificac¸a˜o foi proposta por ele. Escolha um
grupo R0 ∈ < qualquer, denominado grupo raiz. Para cada v ∈ R0 aplique a heur´ıstica
de caminhos mı´nimos fazendo v0 igual a v. Os passos do algoritmo proposto por Ihler [28]
sa˜o apresentados no algoritmo 2, denominado algoritmo ACM.
Entrada: Uma instaˆncia I = (G = (V,E),<) do PASG.
Sa´ıda: Uma soluc¸a˜o T para I.
Passo 1: Fac¸a T = ∅ e p(T ) = ∞.
Passo 2: Escolha o grupo raiz R0 ∈ < e fac¸a H = R0.
Passo 3: Retire um ve´rtice v0 de H.
Passo 4: Inicialize a a´rvore T ′ com v0.
Passo 5: Se T ′ cobre todos os grupos em < va´ para o passo 7, caso contra´rio prossiga
para o pro´ximo passo.
Passo 6: Seja W o conjunto de ve´rtices pertencentes a algum grupo na˜o coberto, e P
o conjunto de todos os caminhos que iniciam em um ve´rtice em T ′ e terminam em
um ve´rtice em W . Encontre um caminho de menor peso, em termos de p, em P e
o adicione em T ′ mantendo-a como uma a´rvore. Feito isso, volte ao passo 5.
Passo 7: Se p(T ′) < p(T ) fac¸a T = T ′.
Passo 8: Se H na˜o estiver vazio volte ao passo 3, caso contra´rio prossiga para o pro´ximo
passo.
Passo 9: Retorne T .
Algoritmo 2: Algoritmo aproximativo baseado no conceito de caminhos mı´nimos (algo-
ritmo ACM).
Na heur´ıstica de Reich e Widmayer procura-se por um caminho mı´nimo no ma´ximo
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O(|<|) vezes. Para encontrar um caminho mı´nimo gasta-seO(|E|log|V |) operac¸o˜es (cf. Cor-
men et al. [12], cap´ıtulo 24). Com a modificac¸a˜o proposta por Ihler, esta heur´ıstica e´
executada no ma´ximo ρ vezes, onde ρ corresponde a maior quantidade de ve´rtices em um
grupo. Desta forma, a complexidade de tempo do algoritmo ACM e´ O(ρ|<||E|log|V |).
Proposic¸a˜o 2. Seja T uma soluc¸a˜o obtida pelo algoritmo ACM e T ∗ uma soluc¸a˜o o´tima
de I. Enta˜o temos que p(T ) ≤ (|<| − 1)p(T ∗).
Demonstrac¸a˜o. Vamos reproduzir aqui a prova realizada por Oliveira [35]. Seja r0 um
ve´rtice em T ∗ que cobre o grupo raiz R0 escolhido no passo 2 do algoritmo. Considere
por Tˆ a soluc¸a˜o T ′ que atinge o passo 7 do algoritmo quando v0 for escolhido igual a r0
no passo 3. Vamos verificar que p(Tˆ ) ≤ (|<| − 1)p(T ∗).
Para isso, sejam as tuplas (t1,v1),...,(tk,vk) representando os caminhos que va˜o de um
ve´rtice ti em Tˆ ate´ um ve´rtice de um grupo na˜o coberto vi escolhidos na i-e´sima iterac¸a˜o
do passo 6, tendo v0 igual a r0 e i = 1,...,k. Como T
∗ cobre <, enta˜o para cada vi temos
um ve´rtice t∗i em T
∗ que pertence ao mesmo grupo de vi. Considere que T ∗(u,v) seja o
caminho em T ∗ que sai de u e termina em v. Seja p∗(u,v) o peso de um caminho mı´nimo,
em termos de p, que liga os ve´rtices u e v. Enta˜o na i-e´sima execuc¸a˜o do passo 6 temos
a seguinte relac¸a˜o.
p∗(ti, vi) ≤ p∗(v0, vi) ≤ p(T ∗(v0, vi)) ≤ p(T ∗) (5.1)
Uma vez que o passo 6 e´ executado k ≤ (|<| − 1) vezes segue a relac¸a˜o.
p(Tˆ ) =
k∑
i=1
p∗(ti, vi) ≤
k∑
i=1
p(T ∗) = kp(T ∗) ≤ (|<| − 1)p(T ∗) (5.2)
O peso da soluc¸a˜o T obtida pelo algoritmo e´ menor ou igual ao peso da soluc¸a˜o Tˆ e,
portanto, menor ou igual a (|<| − 1)p(T ∗).
Com base neste resultado, tem-se que o algoritmo ACM possui fator de aproximac¸a˜o
(|<|−1). Oliveira [35] demonstrou que na˜o e´ poss´ıvel melhorar este fator de aproximac¸a˜o
assintoticamente. Como estamos lidando com um caso particular do PASG, vamos provar
que para o PCCM, e para o PCCM-RE, tambe´m na˜o e´ poss´ıvel melhorar assintoticamente
este fator de aproximac¸a˜o.
Para tal, vamos construir uma instaˆncia do PCCM, e do PCCM-RE, com w+ 3 salas,
respeitando o formato dado na figura 5.1. Neste formato cria-se uma estrutura aninhando
w ≥ 1 salas que geram um segmento vermelho na esquerda e um segmento azul na
direita. Os segmentos destacados em vermelho, verde e azul possuem comprimentos,
respectivamente, iguais a w, w + 3z e z, com z > 0. A sala destacada como R0 e´ um
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Figura 5.1: Formato de instaˆncias do PCCM e PCCM-RE, nas quais o fator de apro-
ximac¸a˜o do algoritmo ACM e´ atingindo assintoticamente.
quadrado de lado com comprimento igual a z. Um exemplo para w igual 5 e z igual a 1
e´ dado na figura 5.2.
O corredor mı´nimo para uma instaˆncia que segue este formato e´ composto pelos seg-
mentos azuis e o verde, e tem comprimento igual (w+ 3z) +wz = w+ z(w+ 3) = w+ ε,
sendo ε = z(w+3). Ao transformar a mesma instaˆncia em uma instaˆncia do PASG, e con-
siderar a sala R0 como grupo raiz, a soluc¸a˜o obtida pelo algoritmo ACM sera´ composta
pelas arestas que correspondem aos segmentos vermelhos. Portanto, ela corresponde a
uma soluc¸a˜o do PCCM com comprimento igual (w + 1)w. Desta forma, o fator de apro-
ximac¸a˜o da soluc¸a˜o encontrada pelo algoritmo ACM e´ ((w + 1)w)/(w + ε). Enta˜o, para
ε = 1 temos o fator |<| − 3, e na medida que ε tende a zero, o fator tende a |<| − 2, uma
unidade a menos que o fator obtido por Oliveira [35] para as instaˆncias do PASG. Isso
deixa evidente que o fator de aproximac¸a˜o deste algoritmo e´ atingido assintoticamente.
Logo, tambe´m na˜o e´ poss´ıvel melhora´-lo assintoticamente para as instaˆncias do PCCM e
do PCCM-RE.
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Figura 5.2: Exemplo do formato apresentado na figura anterior com w = 5 e z = 1.

Cap´ıtulo 6
Heur´ısticas de Melhoria
No cap´ıtulo anterior foram apresentados algoritmos que possuem um fator de aproximac¸a˜o
para a qualidade da soluc¸a˜o gerada por eles. Ou seja, existe uma garantia de quantas vezes
o valor de uma soluc¸a˜o obtida por algum destes algoritmos sera´ pior que o valor da soluc¸a˜o
o´tima. Neste cap´ıtulo sa˜o apresentadas treˆs heur´ısticas que teˆm por objetivo tomar uma
soluc¸a˜o fact´ıvel do PASG e tentar diminuir seu peso. Estas heur´ısticas na˜o garantem
a melhoria da soluc¸a˜o em todos os casos, entretanto, na pra´tica, podem conseguir bons
resultados.
Durante a construc¸a˜o de uma soluc¸a˜o atrave´s de um me´todo heur´ıstico ou aproximado
sa˜o tomadas deciso˜es locais que podem ser revistas posteriormente. Ao analisar as soluc¸o˜es
obtidas pelos algoritmos aproximativos, constatamos que elas apresentavam alguns aspec-
tos que poderiam ser melhorados. Isso nos levou a criar as heur´ısticas que apresentamos
nas pro´ximas sec¸o˜es. Mais adiante, na sec¸a˜o 9.2, estudamos experimentalmente qual a
melhor forma de combina´-las.
Ao longo deste cap´ıtulo vamos utilizar o exemplo, que consiste em uma instaˆncia do
PCCM convertida em um instaˆncia do PASG dada pela figura 6.1, para ilustrar os casos
onde e´ poss´ıvel melhorar uma soluc¸a˜o. Na figura, os pesos das arestas correspondem ao
seu comprimento euclidiano. Nela temos uma soluc¸a˜o cujas arestas sa˜o destacadas nas
cores azul, verde, amarelo e vermelha. Observe que esta soluc¸a˜o e´ obtida pelo algoritmo
ACM ao se escolher a sala situada no canto inferior esquerdo como grupo R0 raiz. Ale´m
das arestas nesta soluc¸a˜o, tambe´m destacamos treˆs outras arestas numeradas que vamos
usar nos exemplos.
Na discussa˜o que se segue usamos a mesma notac¸a˜o dos cap´ıtulo anteriores. Assim,
as instaˆncias do PASG sa˜o dadas pela tupla (G,<), onde G = (V ,E) e´ um grafo na˜o
orientado com pesos associados a`s arestas definidos pela func¸a˜o p : E → R+, e < e´ uma
colec¸a˜o de conjuntos de ve´rtices (grupos) em V . Ao computar a´rvores ou caminhos de
peso mı´nimo no grafo de uma instaˆncia do PASG, estaremos supondo sempre que os pesos
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Figura 6.1: Exemplo que ilustra os pontos onde e´ poss´ıvel melhorar uma soluc¸a˜o obtida
pelo algoritmo ACM.
das arestas considerados nos ca´lculos sa˜o aqueles atribu´ıdos pela func¸a˜o peso p definida
na instaˆncia. Denotaremos por ω a maior quantidade de grupos que um ve´rtice cobre e,
durante este cap´ıtulo, vamos analisar a complexidade de tempo das heur´ısticas em func¸a˜o
de ω e da quantidade de ve´rtices (|V |) e arestas (|E|) no grafo da instaˆncia.
6.1 Remoc¸a˜o de Folhas Desnecessa´rias
Dependendo da forma de como e´ constru´ıda uma soluc¸a˜o do PASG, podem-se ter caminhos
que, se removidos, ainda levem a uma outra soluc¸a˜o via´vel. Por exemplo, observe a soluc¸a˜o
apresentada na figura 6.1. O caminho destacado em verde esta´ cobrindo grupos que ja´
foram cobertos por ve´rtices azuis. Se este caminho for removido, ainda continuamos com
uma soluc¸a˜o via´vel, pore´m, com peso menor que a anterior.
Com base nesta observac¸a˜o, vamos definir um tipo de caminho que pode ser removido
de uma soluc¸a˜o do PASG sem que ela deixe de ser via´vel. Dada uma soluc¸a˜o do PASG,
dizemos que um s-t caminho composto por arestas desta soluc¸a˜o e´ um caminho desne-
cessa´rio se ele respeitar as seguintes condic¸o˜es: (i) deve haver pelo menos uma aresta no
caminho, (ii) o ve´rtice t possui grau um na soluc¸a˜o, (iii) todos os ve´rtices no interior do
caminho tem grau dois na soluc¸a˜o e (iv) para cada grupo R que um ve´rtice deste caminho
cobre, com excec¸a˜o do ve´rtice s, existe outro ve´rtice na soluc¸a˜o que na˜o esta´ no caminho
e cobre R, ou s cobre R. Um caminho desnecessa´rio e´ maximal se na˜o for poss´ıvel au-
menta´-lo sem que ele deixe de respeitar pelo menos uma das restric¸o˜es anteriores. Um s-t
caminho que fac¸a parte de uma soluc¸a˜o e na˜o atenda a uma das condic¸o˜es de (i) a (iv) e´
dito ser necessa´rio.
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Figura 6.2: Exemplo que mostra o impacto da escolha de qual caminho desnecessa´rio que
sera´ removido.
Ao encontrar um caminho desnecessa´rio em uma soluc¸a˜o pode-se removeˆ-lo pois, pelas
condic¸o˜es acima, a soluc¸a˜o permanecera´ conexa e ainda cobrira´ todos os grupos. Na
heur´ıstica proposta os caminhos desnecessa´rios removidos sera˜o sempre maximais. Para
encontra´-los basta olhar para os ve´rtices folha na soluc¸a˜o e proceder da seguinte forma.
Seja um caminho composto apenas por uma aresta incidente a um ve´rtice folha. Se ele
for desnecessa´rio, aumente-o ate´ torna´-lo maximal. Note que esta e´ uma tarefa simples
de se realizar dado que os ve´rtices no interior do caminho podem ter apenas grau dois na
soluc¸a˜o.
O processo de remoc¸a˜o destes caminhos deve ser feito iterativamente pois, a cada
remoc¸a˜o, a soluc¸a˜o e´ alterada, o que pode fazer com que alguns dos demais caminhos
desnecessa´rios ainda na˜o removidos deixem de respeitar a restric¸a˜o (iv). Mais que isso,
a ordem na qual os caminhos sa˜o removidos pode impactar na melhoria da qualidade da
soluc¸a˜o. Estas situac¸o˜es sa˜o ilustradas pela figura 6.2. Considere que o peso de cada
aresta corresponde ao seu comprimento euclidiano. Nesta figura sa˜o apresentados dois
caminhos desnecessa´rios maximais destacados em vermelho e verde. Quando um deles
for removido o outro passa a ser necessa´rio, na˜o podendo mais ser removido da soluc¸a˜o.
Portanto, pode ser interessante olhar para todos os caminhos desnecessa´rios e remover
aquele que leva a` melhor soluc¸a˜o no momento, ou seja, o caminho de maior peso. No
exemplo, seria escolhido o caminho destacado na cor vermelha para ser removido.
Isso nos leva a considerar uma heur´ıstica de caminhos desnecessa´rios (HD) com duas
verso˜es. A primeira versa˜o chamada de heur´ıstica HD First Fit e´ dada pelo algoritmo
3. Nela, os caminhos desnecessa´rios maximais sa˜o removidos assim que sa˜o encontrados
na soluc¸a˜o. A segunda versa˜o chamada de heur´ıstica HD Best Fit e´ dada pelo algoritmo
4. Nela, primeiramente sa˜o encontrados todos os caminhos desnecessa´rios maximais na
38 Cap´ıtulo 6. Heur´ısticas de Melhoria
soluc¸a˜o e, apo´s isso, e´ escolhido aquele de maior peso para ser removido. Esse processo e´
repetido ate´ que na˜o exista mais nenhum destes caminhos na soluc¸a˜o.
A seguir, vamos verificar a complexidade temporal no pior caso destes dois algoritmos.
Observe que, no pior caso, T tem O(|V |) ve´rtices e O(|E|) arestas. Na heur´ıstica HD First
Fit, ao percorrer os ve´rtices folha gasta-se O(|V |) operac¸o˜es. No processo de encontrar
um caminho desnecessa´rio, torna´-lo maximal, e removeˆ-lo da soluc¸a˜o, percorremos no
ma´ximo todas as arestas da a´rvore uma u´nica vez e, ao percorreˆ-las, verificamos os grupos
cobertos por algum de seus extremos, logo, gastamos O(ω|E|) operac¸o˜es. As duas ana´lises
anteriores correspondem aos passos 3-5 do algoritmo. Nos demais passos gasta-se no
ma´ximo (|E|) operac¸o˜es. Por isso, a complexidade temporal no pior caso deste algoritmo
e´ O(ω|E|).
Na ana´lise da heur´ıstica HD Best Fit consideramos que T na˜o e´ um caminho, pois
esta situac¸a˜o na˜o representa um pior caso. Sendo assim, podemos afirmar que todos
os caminhos desnecessa´rios maximais em T sa˜o disjuntos nas arestas. Portanto, a cada
vez que enumeramos todos eles, percorremos cada aresta apenas uma vez verificando os
grupos que seus extremos cobrem, totalizando O(ω|E|) operac¸o˜es. Como fazemos isso no
ma´ximo O(|V |) vezes, gastamos no ma´ximo O(ω|V ||E|) operac¸o˜es. Nos passos 1-4, 6 e 8
na˜o e´ dif´ıcil ver que sa˜o gastas no ma´ximo O(|V ||E|) operac¸o˜es. Finalmente, conclui-se
que a complexidade temporal no pior caso deste algoritmo e´ O(ω|V ||E|).
6.2 Troca de Folhas de Cobertura U´nica
Ao observar soluc¸o˜es do PASG, e´ poss´ıvel encontrar determinados caminhos que esta˜o
presentes na a´rvore para cobrir apenas um grupo. Em geral, alguns destes caminhos
podem ser removidos individualmente da soluc¸a˜o de tal forma que a a´rvore resultante
deixe de cobrir apenas um grupo. Desta forma, para que esta a´rvore volte a ser uma
soluc¸a˜o novamente, deve-se adicionar a ela um caminho que liga um de seus ve´rtices com
algum ve´rtice do grupo que deixou de ser coberto. Se for poss´ıvel encontrar um caminho
com peso menor que o daquele que foi removido, enta˜o, sera´ gerada uma nova soluc¸a˜o com
peso menor que o da soluc¸a˜o anterior. Na figura 6.1, ao remover o caminho destacado
em vermelho deixa-se de cobrir a sala que fica localizada no canto superior esquerdo.
O menor caminho que liga um ve´rtice da a´rvore resultante a algum ve´rtice da sala que
deixou de ser coberta e´ composto pela aresta nu´mero 1. Este caminho tem peso menor
do que aquele que foi removido. Portanto, foi obtida uma soluc¸a˜o melhor que a anterior.
A partir desta ide´ia propomos a chamada heur´ıstica HC.
Inicialmente, vamos caracterizar os caminhos de interesse nesta heur´ıstica. Um s-t
caminho na soluc¸a˜o e´ dito ser de cobertura u´nica para um grupo R, se ele respeita as
seguintes condic¸o˜es: (i) o caminho possui pelo menos uma aresta, (ii) o ve´rtice t tem
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Entrada: Uma instaˆncia I=(G = (V,E),<) e uma soluc¸a˜o T do PASG.
Sa´ıda: Uma soluc¸a˜o T ′ para I.
Passo 1: Fac¸a T ′ = T .
Passo 2: Fac¸a V ′ o conjunto com todos os ve´rtices folha em T ′.
Passo 3: Se V ′ 6= ∅ retire um ve´rtice v de V ′. Caso contra´rio, va´ para o passo 6.
Passo 4: Seja e a aresta em T ′ que incide em v. Se e for um caminho desnecessa´rio,
enta˜o construa um caminho desnecessa´rio P maximal em T ′ a partir dele. Caso
contra´rio, volte ao passo 3.
Passo 5: Remova P de T ′ e volte ao passo 3.
Passo 6: Retorne T ′.
Algoritmo 3: Heur´ıstica de remoc¸a˜o de caminhos desnecessa´rios versa˜o First Fit
(heur´ıstica HD First Fit).
Entrada: Uma instaˆncia I=(G = (V,E),<) e uma soluc¸a˜o T do PASG.
Sa´ıda: Uma soluc¸a˜o T ′ para I.
Passo 1: Fac¸a T ′ = T .
Passo 2: Fac¸a V ′ o conjunto com todos os ve´rtices folha em T ′.
Passo 3: Fac¸a P ′ = ∅ e p(P ′) = ∞.
Passo 4: Se V ′ 6= ∅ retire um ve´rtice v de V ′. Caso contra´rio, va´ para o passo 7.
Passo 5: Seja e a aresta em T ′ que incide em v. Se e for um caminho desnecessa´rio,
enta˜o construa um caminho desnecessa´rio P maximal em T ′ a partir dele. Caso
contra´rio, volte ao passo 4.
Passo 6: Se p(P ) < p(P ′) fac¸a P ′ = P . Volte ao passo 4.
Passo 7: Se P ′ 6= ∅, remova P ′ de T ′ e volte ao passo 2. Caso contra´rio, va´ para o
pro´ximo passo.
Passo 8: Retorne T ′.
Algoritmo 4: Heur´ıstica de remoc¸a˜o de caminhos desnecessa´rios versa˜o Best Fit
(heur´ıstica HD Best Fit).
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grau um na soluc¸a˜o, (iii) todos os ve´rtices no interior do caminho possuem grau dois na
soluc¸a˜o, (iv) para cada grupo R′ 6= R que um ve´rtice deste caminho cobre, com excec¸a˜o
do ve´rtice s, existe outro ve´rtice na soluc¸a˜o que na˜o esta´ no caminho e cobre R′, ou s
cobre R′ e (v) R so´ e´ coberto por ve´rtices da soluc¸a˜o que esta˜o no caminho. Um caminho
de cobertura u´nica e´ dito ser maximal se na˜o for poss´ıvel aumenta´-lo sem que ele deixe
de respeitar pelo menos uma das condic¸o˜es anteriores.
E´ poss´ıvel notar uma certa semelhanc¸a entre os caminhos desnecessa´rios e os caminhos
de cobertura u´nica. De fato, se desconsiderarmos a condic¸a˜o (v), por definic¸a˜o um caminho
desnecessa´rio seria um caminho de cobertura u´nica para qualquer grupo. Entretanto, estes
caminhos constituem diferentes estruturas em uma soluc¸a˜o. Os caminhos desnecessa´rios
sa˜o estruturas que na˜o contribuem para a cobertura dos grupos e, por isso, podem ser
removidos. Ja´ os caminhos de cobertura u´nica teˆm a func¸a˜o de cobrir apenas um grupo.
Portanto, podemos tentar altera´-los visando a reduc¸a˜o do peso da soluc¸a˜o. Por este
motivo, optamos por lidar com estes diferentes tipos de caminhos em heur´ısticas separadas.
Assim como na heur´ıstica anterior, esta busca pelos caminhos de cobertura u´nica
tambe´m e´ feita partindo dos ve´rtices folha. Desta forma, dada uma aresta que incide em
algum ve´rtice folha na soluc¸a˜o, se ao removeˆ-la deixamos de cobrir apenas um grupo R,
enta˜o esta aresta e´ um caminho de cobertura u´nica para R. Com este caminho em ma˜os,
aumente-o ate´ que se torne maximal. Ao remover este caminho da soluc¸a˜o, agora e´ preciso
encontrar um caminho que parte de um dos ve´rtices na a´rvore resultante e termina em dos
ve´rtices do grupo R que deixou de ser coberto. Como estamos visando diminuir o peso
da soluc¸a˜o, este caminho deve ser mı´nimo. Se o caminho mı´nimo encontrado for menor
que o caminho removido, inclu´ımos ele na soluc¸a˜o, caso contra´rio, inclu´ımos de volta na
soluc¸a˜o o caminho removido.
Para encontrar um caminho mı´nimo que liga um ve´rtice na a´rvore a um ve´rtice de
um grupo R na˜o coberto fac¸a o seguinte. Seja G o grafo da instaˆncia do PASG. Crie
um grafo G′ co´pia de G. Inclua dois ve´rtices s e t em G′. Para cada ve´rtice v na a´rvore
acrescente em G′ a aresta (s,v) com peso zero, e para cada ve´rtice u em R acrescente em
G′ a aresta (u,t) tambe´m com peso zero. Encontre um s-t caminho mı´nimo em G′. Na˜o
e´ dif´ıcil perceber que ao remover os ve´rtices s e t do caminho encontrado sera´ obtido um
caminho mı´nimo em G que liga a a´rvore ao grupo R.
Este processo de substituic¸a˜o de caminhos nos leva a uma heur´ıstica de caminhos de
cobertura u´nica (HC). Nela tambe´m deve-se considerar a ordem na qual sa˜o alterados os
caminhos de cobertura u´nica, pois a soluc¸a˜o que se tem no momento e´ alterada. Para
ilustrar tal situac¸a˜o veja a figura 6.3. Considere que os pesos das arestas correspondem
ao seu comprimento euclidiano. Na figura 6.3 (a) temos uma soluc¸a˜o com dois caminhos
de cobertura u´nica maximais, destacados nas cores verde e vermelha. Na figura 6.3 (b)
temos a soluc¸a˜o que resulta se primeiro for alterado o caminho de cor vermelha, o que faz
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Figura 6.3: Exemplo que mostra o impacto da ordem na qual alteramos os caminhos de
cobertura u´nica em um soluc¸a˜o.
com que o caminho na cor verde deixe de ser um caminho de cobertura u´nica. Na figura
6.3 (c) primeiro e´ alterado o caminho de cor verde e depois o caminho de cor vermelha,
resultando em uma soluc¸a˜o de peso maior que a soluc¸a˜o obtida pela ordem inversa.
Por isso, nesta heur´ıstica tambe´m consideramos as verso˜es First Fit e Best Fit, dadas,
respectivamente, pelos algoritmos 5 e 6. Na versa˜o First Fit, os caminhos de cobertura
u´nica maximais sa˜o encontrados percorrendo os ve´rtices folha em uma ordem c´ıclica ar-
bitra´ria. Ao encontrar cada caminho, e´ verificado se a alterac¸a˜o deste caminho melhora
a soluc¸a˜o atual, caso melhore a alterac¸a˜o e´ realizada e o processo continua. A heur´ıstica
termina quando todos os ve´rtices sa˜o percorridos e nenhuma alterac¸a˜o na soluc¸a˜o atual
for feita. Na versa˜o Best Fit, sa˜o encontrados todos os caminhos de cobertura u´nica maxi-
mais sem alterar a soluc¸a˜o atual. Determina-se qual destes caminhos que, ao ser alterado,
leva a` maior reduc¸a˜o do peso da soluc¸a˜o atual. Se houver tal caminho, ele e´ alterado
na soluc¸a˜o atual. Este processo e´ repetido ate´ que na˜o se encontrem mais caminhos que
melhoram a soluc¸a˜o atual.
Nestas duas heur´ısticas, na˜o e´ dif´ıcil perceber que os procedimentos que dominam a
complexidade de tempo sa˜o a computac¸a˜o do caminho de cobertura u´nica maximal e a
busca pelo caminho que reconecta o grupo na˜o coberto a` a´rvore (passos 5 e 6 nos algo-
ritmos). No procedimento de encontrar o caminho de cobertura u´nica gasta-se O(ω|E|)
operac¸o˜es. No outro procedimento podemos empregar um algoritmo de caminhos mı´nimos
que tem complexidade de tempo no pior caso igual a O((|V | + |E|) log |V |) (consulte
Cormen et al. [12], cap´ıtulo 24). Assim, vamos analisar a complexidade de tempo destas
heur´ısticas em func¸a˜o da quantidade destas operac¸o˜es. Tambe´m, ambos os algoritmos de-
pendem da quantidade de vezes que atualizamos a soluc¸a˜o corrente, denotada por ∆. Esta
quantidade pode ser estimada, no pior caso, pelo maior valor de uma soluc¸a˜o da instaˆncia.
Como parece ser complexo obter boas estimativas para este paraˆmetro, e ja´ que ele pode
variar em diferentes situac¸o˜es, vamos dar a complexidade de tempo em func¸a˜o dele.
Pelas condic¸o˜es (ii) e (iii), sabemos que existem no ma´ximo |V | caminhos de cobertura
u´nica maximais diferentes. Na heur´ıstica HC First Fit, o pior caso seria percorrer todos
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Entrada: Uma instaˆncia I=(G = (V,E),<) e uma soluc¸a˜o T do PASG.
Sa´ıda: Uma soluc¸a˜o T ′ para I.
Passo 1: Fac¸a T ′ = T .
Passo 2: Fac¸a F = 0.
Passo 3: Fac¸a V ′ ser o conjunto com todos os ve´rtices folha em T ′.
Passo 4: Se V ′ 6= ∅ retire um ve´rtice v de V ′. Caso contra´rio, va´ para o passo 8.
Passo 5: Seja e a aresta em T ′ incidente em v. Se e for um caminho de cobertura u´nica.
enta˜o construa um caminho de cobertura u´nica P maximal em T ′ a partir dela.
Caso contra´rio, volte ao passo 4.
Passo 6: Remova P de T ′ e encontre um caminho mı´nimo P ∗ em G que liga um ve´rtice
de T ′ a um ve´rtice do grupo R que deixou de ser coberto.
Passo 7: Se p(P ∗) < p(P ) inclua P ∗ em T ′ e fac¸a F = 1, caso contra´rio, apenas inclua
P de volta. Volte ao passo 4.
Passo 8: Se F for igual a 1 volte ao passo 2.
Passo 9: Retorne T ′.
Algoritmo 5: Heur´ıstica de alterac¸a˜o de caminhos de cobertura u´nica versa˜o First Fit
(heur´ıstica HC First Fit).
Entrada: Uma instaˆncia I=(G = (V,E),<) e uma soluc¸a˜o T do PASG.
Sa´ıda: Uma soluc¸a˜o T ′ para I.
Passo 1: Fac¸a T ′ = T .
Passo 2: Fac¸a V ′ ser o conjunto com todos os ve´rtices folha em T ′.
Passo 3: Fac¸a P ′ = Pˆ = ∅ e p(P ′) = p(Pˆ ) = ∞.
Passo 4: Se V ′ 6= ∅ retire um ve´rtice v de V ′. Caso contra´rio, va´ para o passo 8.
Passo 5: Seja e a aresta em T ′ incidente em v. Se e for um caminho de cobertura u´nica,
enta˜o construa um caminho de cobertura u´nica P maximal em T ′ a partir dela.
Caso contra´rio, volte ao passo 4.
Passo 6: Remova P de T ′ e encontre um caminho mı´nimo P ∗ em G que liga um ve´rtice
de T ′ a um ve´rtice do grupo R que deixou de ser coberto.
Passo 7: Se p(P ) - p(P ∗) > p(P ′) - p(Pˆ ) fac¸a P ′ = P e Pˆ = P ∗. Inclua P de volta em
T ′ e volte ao passo 4.
Passo 8: Se P ′ 6= ∅, enta˜o remova P ′ de T ′, inclua Pˆ e volte ao passo 2. Caso contra´rio,
prossiga para o pro´ximo passo.
Passo 9: Retorne T ′.
Algoritmo 6: Heur´ıstica de alterac¸a˜o de caminhos de cobertura u´nica versa˜o Best Fit
(heur´ıstica HC Best Fit).
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os caminhos de cobertura u´nica maximais de uma mesma soluc¸a˜o, e alterar apenas o
u´ltimo. O mesmo ocorre na heur´ıstica HC Best Fit, onde enumeramos todos os caminhos
e escolhemos a melhor alterac¸a˜o na soluc¸a˜o. Portanto, a complexidade de tempo no pior
caso destes algoritmos e´ O(∆|V |( ω|E|+ (|V |+ |E|)log|V | )).
6.3 Reconexa˜o da A´rvore
A terceira heur´ıstica proposta, denominada heur´ıstica HR, e´ uma extensa˜o da busca local
denominada key-path-based local search proposta por Verhoeven et al. [45] para o problema
da a´rvore de Steiner. Ela se baseia na propriedade de que e´ poss´ıvel dividir uma soluc¸a˜o do
PASG em duas a´rvores disjuntas nos ve´rtices onde pelo menos um ve´rtice de cada grupo
esta´ em alguma delas, todavia, ao realizar esta operac¸a˜o deixa-se de ter uma soluc¸a˜o pois
ela na˜o e´ conexa. Por exemplo, ao retirar uma aresta qualquer da a´rvore, no´s a dividimos
em duas suba´rvores sem remover nenhum ve´rtice. Portanto, nenhum grupo deixa de ser
coberto.
Indo ale´m, ao inve´s de retirar apenas uma aresta, e´ poss´ıvel retirar um caminho da
soluc¸a˜o e ainda obter duas suba´rvores que cobrem todos grupos. Mais formalmente, um
caminho e´ dito ser de ligac¸a˜o se ele satisfaz as seguintes restric¸o˜es: (i) o caminho possui
pelo menos uma aresta, (ii) todos os ve´rtices no interior do caminho devem ter grau dois
na soluc¸a˜o e (iii) para cada grupo R coberto por um ve´rtice interno neste caminho, deve
existir outro ve´rtice na soluc¸a˜o que na˜o esta´ no interior do caminho e tambe´m cobre R.
Um caminho de ligac¸a˜o e´ dito ser maximal se ele na˜o puder ser aumentado sem deixar de
respeitar pelo menos uma das restric¸o˜es anteriores.
Pelas restric¸o˜es definidas, ao removermos de uma soluc¸a˜o um caminho de ligac¸a˜o
maximal, no´s a dividimos em duas a´rvores que juntas cobrem todos os grupos. Portanto,
para obter novamente uma soluc¸a˜o e´ preciso apenas religar estas duas a´rvores. A melhor
forma de fazer isso e´ procurar por um caminho mı´nimo que parte de um ve´rtice de uma
a´rvore e termina na outra. Se este caminho tiver peso menor que o caminho que foi
removido, enta˜o sera´ obtida uma nova soluc¸a˜o com peso menor que o peso da soluc¸a˜o que
t´ınhamos antes. Para entender esse procedimento, observe a soluc¸a˜o dada pela figura 6.1,
considerando que as arestas verdes na˜o fazem parte da soluc¸a˜o. Retirando desta soluc¸a˜o
o caminho destacado em amarelo, tem-se duas a´rvores que cobrem todos os grupos. O
menor caminho que religa as duas a´rvores e´ composto pelas arestas 2 e 3. Este caminho
pesa menos que o caminho em amarelo. Logo, ao reconectar as a´rvores por este caminho
atrave´s da inclusa˜o das arestas 2 e 3 chega-se a uma soluc¸a˜o melhor.
Encontrar caminhos de ligac¸a˜o em uma soluc¸a˜o e´ uma tarefa simples. Isto porque, por
definic¸a˜o, qualquer aresta e´ um caminho de ligac¸a˜o. Se este caminho na˜o for maximal, e´
poss´ıvel aumenta´-lo acrescentando-se a ele alguma das arestas que incidem nos ve´rtices
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extremos do caminho, desde que sejam respeitadas as restric¸o˜es impostas pela definic¸a˜o.
Ao acrescentar as arestas para tornar o caminho maximal, se houver mais de uma opc¸a˜o,
escolhemos a aresta de maior peso. Como vamos remover este caminho da soluc¸a˜o, a
escolha e´ feita desta forma visando maximizar o peso do caminho. Este processo de
inclusa˜o de arestas e´ repetido ate´ que o caminho se torne maximal.
Seja G o grafo da instaˆncia do PASG. Encontrar um caminho mı´nimo que liga duas
a´rvores T ′ e T ′′ em G pode ser feito de forma semelhante a` que foi feita na heur´ıstica
anterior. Crie um grafo G′ co´pia de G. Inclua dois ve´rtices s e t em G′. Para cada ve´rtice
v em T ′ acrescente em G′ a aresta (s,v) com peso zero, e para cada ve´rtice u em T ′′
acrescente em G′ a aresta (u,t) tambe´m com peso zero. Encontre um s-t caminho mı´nimo
em G′. Ao remover os ve´rtices s e t do caminho encontrado sera´ obtido um caminho
mı´nimo em G que liga as duas a´rvores.
Com base nos caminhos de ligac¸a˜o propomos a heur´ıstica de reconexa˜o da a´rvore (HR).
A qualidade da soluc¸a˜o obtida por esta heur´ıstica tambe´m depende da forma escolhida
para atualizar a soluc¸a˜o corrente. Sendo assim, tambe´m consideramos para esta heur´ıstica
as verso˜es First Fit e Best Fit dadas pelos respectivos algoritmos 7 e 8. Na versa˜o First Fit,
as arestas na soluc¸a˜o sa˜o percorridas em uma ordem c´ıclica arbitra´ria. E´ constru´ıdo um
caminho de ligac¸a˜o maximal a partir de cada aresta da forma descrita acima. Encontra-se
um caminho mı´nimo que liga as duas a´rvores obtidas quando o caminho de ligac¸a˜o que
se tem no momento e´ removido. Se o peso do caminho de ligac¸a˜o for maior que o peso do
caminho mı´nimo, o substitu´ımos na soluc¸a˜o atual. A heur´ıstica termina quando todas as
arestas sa˜o percorridas e a soluc¸a˜o na˜o e´ alterada. Na versa˜o Best Fit, todas as arestas
sa˜o percorridas construindo os caminhos de ligac¸a˜o maximais. Na medida em que os
caminhos de ligac¸a˜o maximais sa˜o encontrados, encontra-se tambe´m um caminho mı´nimo
que liga as duas a´rvores obtidas pela remoc¸a˜o de cada caminho de ligac¸a˜o, sem alterar a
soluc¸a˜o atual. Ao mesmo tempo, e´ guardado o caminho de ligac¸a˜o que substitu´ıdo pelo
caminho mı´nimo correspondente leva a` maior diminuic¸a˜o do peso da soluc¸a˜o atual. Apo´s
isso, se houver tal caminho, ele e´ substitu´ıdo na soluc¸a˜o atual e o processo e´ repetido,
caso contra´rio, a heur´ıstica termina sua execuc¸a˜o.
A ana´lise da complexidade de tempo no pior caso destes algoritmos e´ feita de forma
ana´loga aquela feita na sec¸a˜o anterior. O procedimento que constro´i o caminho de ligac¸a˜o
maximal e o procedimento que liga as duas suba´rvores por um caminho mı´nimo (passo 5 e
6 dos algoritmos) sa˜o os que dominam a complexidade de tempo das heur´ısticas. No pri-
meiro, gasta-se O(ω|E|) operac¸o˜es. No segundo, empregamos um algoritmo de caminhos
mı´nimos cuja complexidade de tempo no pior caso, como visto antes, e´O((|V | + |E|) log |V |).
Assim como na sec¸a˜o anterior, vamos dar a complexidade destas heur´ısticas em func¸a˜o de
∆ que corresponde a quantidade de vezes que alteramos a soluc¸a˜o corrente.
Na heur´ıstica HR First Fit, o pior caso corresponde a percorrer O(|E|) caminhos de
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Entrada: Uma instaˆncia I=(G,<) e uma soluc¸a˜o T do PASG.
Sa´ıda: Uma soluc¸a˜o T ′ para I.
Passo 1: Fac¸a T ′ = T .
Passo 2: Fac¸a F = 0.
Passo 3: Fac¸a E ′ ser o conjunto com todas as arestas em T ′.
Passo 4: Se E ′ 6= ∅ retire uma aresta e de E ′. Caso contra´rio, va´ para o passo 8.
Passo 5: Construa um caminho de ligac¸a˜o P maximal em T ′ a partir de e.
Passo 6: Encontre um caminho mı´nimo P ∗ em G que liga as duas a´rvores obtidas ao
remover P de T ′.
Passo 7: Se p(P ∗) < p(P ) remova P de T ′, inclua P ∗ e fac¸a F = 1. Volte ao passo 4.
Passo 8: Se F for igual a 1, volte ao passo 2.
Passo 9: Retorne T ′.
Algoritmo 7: Heur´ıstica de reconexa˜o da a´rvore versa˜o First Fit (heur´ıstica HR First
Fit).
Entrada: Uma instaˆncia I=(G,<) e uma soluc¸a˜o T do PASG.
Sa´ıda: Uma soluc¸a˜o T ′ para I.
Passo 1: Fac¸a T ′ = T .
Passo 2: Fac¸a E ′ ser o conjunto com todas as arestas em T ′.
Passo 3: Fac¸a P ′ = Pˆ = ∅ e p(P ′) = p(Pˆ ) = ∞..
Passo 4: Se E ′ 6= ∅ retire uma aresta e de E ′. Caso contra´rio, va´ para o passo 8.
Passo 5: Construa um caminho de ligac¸a˜o P maximal em T ′ a partir de e.
Passo 6: Encontre um caminho mı´nimo P ∗ em G que liga as duas a´rvores obtidas ao
remover P de T ′.
Passo 7: Se p(P )− p(P ∗) > p(P ′)− p(Pˆ ), fac¸a P ′ = P e Pˆ = P ∗. Volte ao passo 4.
Passo 8: Se P ′ 6= ∅, remova P ′ de T ′, inclua Pˆ e volte ao passo 2. Caso contra´rio, va´
para o pro´ximo passo.
Passo 9: Retorne T ′.
Algoritmo 8: Heur´ıstica de reconexa˜o da a´rvore versa˜o Best Fit (heur´ıstica HR Best
Fit).
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ligac¸a˜o maximal de uma mesma soluc¸a˜o, e efetuar a alterac¸a˜o na soluc¸a˜o ao encontrar o
u´ltimo deles. Na versa˜o Best Fit, ocorre a mesma situac¸a˜o, pois sa˜o calculados O(|E|)
caminhos para escolher a melhor forma de alterar a soluc¸a˜o. Portanto, em ambas as
heur´ısticas, a complexidade de tempo no pior caso e´ O(∆|E|( ω|E|+ (|V |+ |E|)log|V | )).
Cap´ıtulo 7
Uma Heur´ıstica GRASP com
Evolutionary Path Relinking
Neste cap´ıtulo vamos apresentar a heur´ıstica proposta neste trabaho, baseada em uma
combinac¸a˜o de um GRASP com evolutionary path relinking. Na sec¸a˜o seguinte introdu-
zimos a ide´ia geral do me´todo, e em seguida sa˜o apresentados os detalhes da heur´ıstica
desenvolvida.
7.1 Metaheur´ıstica GRASP com Evolutionary Path
Relinking
Uma metaheur´ıstica consiste em uma heur´ıstica mais geral, independente do problema em
que sera´ aplicada, que guia a aplicac¸a˜o de outras heur´ısticas espec´ıficas para o problema
que se esta´ abordando. Em linhas gerais, a metaheur´ıstica GRASP segue a filosofia de
construir uma soluc¸a˜o atrave´s de um me´todo guloso aleatorizado, e em seguida e´ aplicada
uma busca local na soluc¸a˜o obtida. Esta metaheur´ıstica foi proposta em Feo e Resende
[18], e desde enta˜o vem sendo aplicada com sucesso em diversos problemas da literatura.
Va´rias refereˆncias sobre esta metaheur´ıstica podem ser encontradas nos trabalhos de Festa
e Resende [21], Resende e Ribeiro [39], Resende [37] e Festa e Resende [20].
A versa˜o mais ba´sica do GRASP constitui um me´todo iterativo. Este me´todo exe-
cuta um nu´mero pre´-fixado de iterac¸o˜es. Cada iterac¸a˜o e´ divida em duas fases que sa˜o,
repectivamente, a fase de construc¸a˜o e a fase de busca local. Primeiramente e´ execu-
tada a fase de construc¸a˜o onde se emprega um algoritmo semi-guloso para construir uma
soluc¸a˜o do problema em questa˜o. Um algoritmo semi-guloso utiliza a mesma ide´ia de
um algoritmo guloso, entretanto, a cada iterac¸a˜o, ao inve´s de escolher sempre o me-
lhor elemento para adicionar na soluc¸a˜o em construc¸a˜o, a escolha agora passa a ser feita
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entre os melhores elementos. Desta forma, a cada iterac¸a˜o do algoritmo semi-guloso e´
feita uma lista restrita de candidatos (LRC), onde sa˜o armazenados os elementos que
sa˜o melhores ou iguais a todos os elementos que podem ser escolhidos. So´ enta˜o um
elemento desta lista e´ selecionado aleatoriamente. E´ utilizado um paraˆmetro α ∈ [0, 1]
para determinar quais elementos podem entrar na lista. Considere que estamos tratando
um problema de minimizac¸a˜o. Seja C o conjunto de elementos que podem ser escolhi-
dos em um dado momento, f a func¸a˜o que determina a qualidade dos elementos em C,
fmin = min{ f(e) | e ∈ C } e fmax = max{ f(e) | e ∈ C }. Um elemento e esta´ na
lista somente se f(e) ≤ fmin + α(fmax − fmin). Note que se α for igual a 0 vamos ter um
algoritmo guloso, e se for igual a 1 teremos um algoritmo totalmente aleato´rio. Enta˜o,
este paraˆmetro e´ o que regula o qua˜o guloso ou aleato´rio sera´ o algoritmo semi-guloso.
Ale´m da aplicac¸a˜o do algoritmo semi-guloso, existem na literatura diversas outras
formas de se construir soluc¸o˜es no GRASP. Em Resende e Ribeiro [38] sa˜o apresentadas
outras seis diferentes fases de construc¸a˜o. Dentre elas, vamos utilizar uma conhecida
como construc¸a˜o aleato´ria-gulosa (em ingleˆs, random plus greedy). Nesta construc¸a˜o,
primeiramente parte da soluc¸a˜o e´ constru´ıda de forma totalmente aleato´ria e, em seguida,
o restante da soluc¸a˜o e´ constru´ıdo de forma gulosa.
As fases de construc¸a˜o do GRASP tem-se mostrado capazes de obter soluc¸o˜es de boa
qualidade. Apesar disso, em geral, na˜o ha´ garantia de que a soluc¸a˜o obtida nesta fase seja
um mı´nimo local. Por isso, em seguida, executa-se a fase de melhoria, onde e´ empregada
alguma busca local espec´ıfica para o problema que se esta´ tratando. Com isso, ao te´rmino
de cada iterac¸a˜o do GRASP e´ obtido um mı´nimo local e, no fim da execuc¸a˜o do algoritmo,
uma soluc¸a˜o cujo custo corresponde ao melhor mı´nimo local encontrado e´ retornada.
A partir do GRASP ba´sico surgiram diversas variantes deste me´todo. Neste trabalho,
vamos adotar uma variante h´ıbrida, combinando o GRASP com um me´todo chamado
evolutionary path relinking, muito utilizado em diversos trabalhos na literatura, que com-
provam a sua capacidade de obtenc¸a˜o de bons resultados. Alguns dos trabalhos que fazem
uso deste me´todo sa˜o Andrade e Resende [1], Villegas et al. [46] e Usberti et al. [44].
Antes de introduzir o evolutionary path relinking precisamos conhecer o me´todo path
relinking. O path relinking e´ um me´todo que toma duas soluc¸o˜es, e trac¸a no espac¸o de
busca um caminho, composto por soluc¸o˜es intermedia´rias, entre estas duas soluc¸o˜es. Isso
e´ feito da seguinte forma. Primeiramente, uma das soluc¸o˜es e´ escolhida para ser a soluc¸a˜o
origem e a outra passa a ser a soluc¸a˜o destino. Enta˜o, executa-se um processo iterativo
que comec¸a com a soluc¸a˜o origem, e a modifica ate´ que ela se torne a soluc¸a˜o destino.
Para isso, primeiramente determinamos a diferenc¸a sime´trica entre estas duas soluc¸o˜es, ou
seja, encontramos os elementos que esta˜o em uma soluc¸a˜o mas na˜o esta˜o na outra. Dentre
estes elementos, escolhemos entre remover um elemento que esta´ na soluc¸a˜o que estamos
modificando, ou acrescentar um elemento que na˜o esta´ nela. Geralmente, levando-se em
7.2. A Heur´ıstica Desenvolvida 49
conta que estamos tratando um problema de minimizac¸a˜o, e´ escolhida a alterac¸a˜o que
leva a` maior diminuic¸a˜o do valor da func¸a˜o objetivo ou, caso isso na˜o seja poss´ıvel, aquela
que leva ao menor acre´scimo do valor. Este processo e´ repetido ate´ que a soluc¸a˜o corrente
se torne igual a` soluc¸a˜o destino. A cada vez que alteramos a soluc¸a˜o corrente, na˜o ha´
garantia de que esta seja um mı´nimo local. Sendo assim, aplicamos uma busca local em
uma co´pia dela para na˜o alterar a soluc¸a˜o original. Ao aplicar o path relinking em um
par de soluc¸o˜es, temos a esperanc¸a de encontrar soluc¸o˜es melhores que estas duas. Caso
isso ocorra, a melhor soluc¸a˜o encontrada neste processo e´ retornada.
O evolutionary path relinking e´ um me´todo que evolui uma populac¸a˜o de soluc¸o˜es
atrave´s da aplicac¸a˜o do path relinking. A cada iterac¸a˜o deste me´todo, o path relinking e´
aplicado nos pares de soluc¸o˜es na populac¸a˜o atual, gerando novas soluc¸o˜es. No fim, temos
as soluc¸o˜es da populac¸a˜o e as geradas. Como a populac¸a˜o normalmente tem tamanho
fixo, sa˜o escohidas dentre estas soluc¸o˜es as melhores, que apresentam um certo grau de
dissimilaridade, para compor a populac¸a˜o da pro´xima iterac¸a˜o. Este crite´rio de dissimi-
laridade e´ adotado para que o path relinking possa se beneficiar de uma boa diversidade
da populac¸a˜o. No final de cada iterac¸a˜o, se a melhor soluc¸a˜o obtida tiver peso menor
que a melhor soluc¸a˜o da populac¸a˜o anterior, o me´todo vai para a pro´xima iterac¸a˜o. Caso
contra´rio, o me´todo termina sua execuc¸a˜o e retorna a melhor soluc¸a˜o encontrada.
O GRASP combinado com o evolutionary path relinking trabalha da seguinte forma.
Durante a execuc¸a˜o do GRASP, e´ criado um conjunto de soluc¸o˜es elitistas, chamado
de pool, selecionadas dentre os mı´nimos locais encontrados ao longo das iterac¸o˜es do
algoritmo. Nesta selec¸a˜o tambe´m leva-se em conta o grau de dissimilaridade entre as
soluc¸o˜es, assim como no evolutionary path relinking. Apo´s a execuc¸a˜o do GRASP, o
evolutionary path relinking e´ executado tomando o pool como populac¸a˜o inicial. A melhor
soluc¸a˜o encontrada neste processo e´ retornada.
7.2 A Heur´ıstica Desenvolvida
No GRASP desenvolvido, optamos por utilizar os algoritmos aproximativos AAGM e
ACM na fase de construc¸a˜o. Para isso, modificamos estes algoritmos de tal forma a
torna´-los aleato´rios. A cada iterac¸a˜o do GRASP, e´ feito um sorteio, com chances iguais
para ambos algoritmos, determinando qual deles sera´ executado.
A modificac¸a˜o do algoritmo AAGM foi feita da seguinte forma. Neste algoritmo, nos
passos 1 e 2 (pa´gina 29), decide-se quais ve´rtices ira˜o cobrir os grupos atrave´s de in-
formac¸o˜es fornecidas por um modelo matema´tico. Modificamos estes passos para tornar
esta escolha aleato´ria, onde para cada grupo e´ feito um sorteio aleato´rio com distribuic¸a˜o
uniforme para determinar qual ve´rtice ira´ cobri-lo. Os demais passos do algoritmo per-
mancem inalterados. Esta modificac¸a˜o faz com que este algoritmo seja mais ra´pido, pois
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resolver o modelo matema´tico tomaria muito tempo, sendo invia´vel a sua utilizac¸a˜o na
heur´ıstica. Note que esta e´ uma fase de construc¸a˜o aleato´ria-gulosa, onde primeiro sele-
cionamos os ve´rtices de forma aleato´ria e depois as arestas sa˜o escolhidas seguindo um
crite´rio guloso.
No algoritmo ACM foram feitas duas modificac¸o˜es. O passo 6 (pa´gina 30) deste
algoritmo procura pelo menor caminho que liga um ve´rtice da soluc¸a˜o em construc¸a˜o a
um ve´rtice de um grupo na˜o coberto, e o acrescenta na soluc¸a˜o. A primeira modificac¸a˜o
proposta consiste em permitir que o algoritmo escolha, de forma aleato´ria e uniformemente
distribu´ıda, um dentre cinco caminhos que possuem peso menor ou igual que os demais,
ao inve´s de selecionar sempre o menor. Isto torna este algoritmo semi-guloso. Todavia,
na˜o utilizamos o paraˆmetro α para determinar quem esta´ na lista restrita de candidatos.
Simplesmente atribu´ımos um tamanho fixo para ela. Outro aspecto do algoritmo ACM
e´ a criac¸a˜o de diversas soluc¸o˜es, onde cada uma e´ constru´ıda a partir de um ve´rtice
inicial diferente. Isto pode deixar o algoritmo lento, causando desperd´ıcio de tempo na
heur´ıstica. Portanto, decidimos que o algoritmo efetuara´ a construc¸a˜o de apenas uma
soluc¸a˜o. O ve´rtice escolhido para ser o ve´rtice inicial sera´ aquele que esteve presente
mais vezes nos mı´nimos locais gerados pelo GRASP. Caso haja mais de um ve´rtice nesta
situac¸a˜o, e´ feito um sorteio com chances iguais para escolher um dentre eles.
A fase de busca local do GRASP consiste na aplicac¸a˜o de uma combinac¸a˜o das
heur´ısticas propostas no cap´ıtulo anterior. Na sec¸a˜o 9.2.1, e´ feito um estudo experimental
visando encontrar a melhor forma de efetuar tal combinac¸a˜o. Como visto anteriormente,
estas heur´ısticas trabalham percorrendo ve´rtices ou arestas da soluc¸a˜o. No intuito de
dota´-las de uma componente aleato´ria, decidimos que a cada execuc¸a˜o da heur´ıstica,
ela ira´ realizar esse percurso, nos ve´rtices ou arestas, em uma ordem definida de forma
aleato´ria. Ale´m disso, visando evitar o desped´ıcio de tempo nesta fase, a busca local e´
aplicada somente a`s soluc¸o˜es que teˆm um valor que e´ no ma´ximo 20% pior que o valor
da melhor soluc¸a˜o encontrada ate´ o momento. Esta decisa˜o foi tomada com base nos
resultados apresentados na sec¸a˜o 9.2.1, que mostram que o percentual de melhora das
buscas locais no valor de uma soluc¸a˜o e´ menor que 20% na me´dia.
Como vamos ter uma fase de aplicac¸a˜o de um evolutionary path relinking apo´s a
execuc¸a˜o do GRASP, e´ preciso manter o pool com as melhores soluc¸o˜es encontradas pelo
GRASP. Determinamos que o pool tera´ no ma´ximo 6 soluc¸o˜es elitistas. Esta restric¸a˜o
de tamanho foi imposta para na˜o tornar a fase do evolutionary path relinking lenta, ja´
que vamos aplicar este me´todo em cada par de soluc¸o˜es na populac¸a˜o, sendo que a busca
local sera´ aplicada nas soluc¸o˜es intermedia´rias encontradas durante este processo. Uma
soluc¸a˜o pode ser inserida no pool somente se ela for melhor que a pior soluc¸a˜o contida
nele. Ale´m disso, tambe´m e´ preciso verificar um crite´rio de similaridade. Sejam E1 e E2
os conjuntos das arestas pertecentes a duas soluc¸o˜es que queremos comparar. Dizemos
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que estas soluc¸o˜es sa˜o similares se a restric¸a˜o da equac¸a˜o abaixo for atendida.
|E1 ∩ E2|
min{|E1|, |E2|} > 0.95 (7.1)
Uma soluc¸a˜o sera´ inserida no pool se esta for melhor que todas as soluc¸o˜es elitistas
similares a ela e, quando isso ocorre, todas as soluc¸o˜es similares sa˜o removidas do pool.
Caso o pool esteja cheio e na˜o haja nenhuma soluc¸a˜o similar nele, a soluc¸a˜o sera´ inserida
se possuir pesor menor que a pior soluc¸a˜o no pool. Quando isto ocorre, a pior soluc¸a˜o e´
removida para que o pool na˜o aumente de tamanho.
Para realizar o path relinking entre duas soluc¸o˜es, adotamos dois diferentes me´todos.
Primeiramente vamos discutir como estes me´todos funcionam, e logo apo´s apresentamos
como eles va˜o atuar em conjunto no evolutionary path relinking.
O primeiro me´todo, chamado de PRA (path relinking pelas arestas), e´ baseado na ide´ia
de inserc¸a˜o e remoc¸a˜o de arestas, e funciona da seguinte forma. Dadas duas soluc¸o˜es, a
soluc¸a˜o origem e´ aquela que tiver menor peso entre as duas. A cada iterac¸a˜o deste
me´todo, determina-se a diferenc¸a sime´trica das arestas nas soluc¸o˜es. Apo´s isso, como
estamos interessados em melhorar a soluc¸a˜o corrente, primeiramente verificamos se e´
poss´ıvel remover alguma aresta nesta soluc¸a˜o que esta´ na diferenc¸a sime´trica. Uma aresta
na soluc¸a˜o corrente pode ser removida quando ela estiver ligada a um ve´rtice folha, onde
os grupos cobertos por este ve´rtice esta˜o cobertos por outros ve´rtices na a´rvore. Caso
na˜o exista nenhuma aresta que possa ser removida, procuramos pela aresta de menor
peso na diferenc¸a sime´trica que pode ser inserida na soluc¸a˜o corrente. Uma aresta pode
ser inserida quando ela e´ adjacente a algum ve´rtice na soluc¸a˜o. Ao inserir uma aresta
na soluc¸a˜o, e´ poss´ıvel que seja criado um ciclo. Se isto ocorrer, a aresta de maior peso
deste ciclo, contida na diferenc¸a sime´trica, sera´ removida da soluc¸a˜o. Desta forma as
arestas va˜o sendo inseridas e removidas ate´ que a soluc¸a˜o corrente se torne igual a soluc¸a˜o
destino. Note que se as soluc¸o˜es na˜o possu´ırem um ve´rtice em comum, e´ imposs´ıvel que
a soluc¸a˜o origem se torne igual a soluc¸a˜o destino utilizando este processo. Quando temos
duas soluc¸o˜es onde isso ocorre, na˜o aplicamos este me´todo.
O outro path relinking utilizado, chamado de PRI (path relinking intermedia´rio), foi
inspirado no me´todo proposto em Ribeiro et al. [40], que tambe´m foi combinado com
um GRASP aplicado ao problema da a´rvore de Steiner. Os autores desta refereˆncia
consideraram este procedimento de intensificac¸a˜o como um path relinking. Contudo, o
procedimento na˜o gera va´rias soluc¸o˜es intermedia´rias, produzindo apenas uma soluc¸a˜o
que tende a herdar caracter´ısticas de ambas as soluc¸o˜es. Para isso, ao selecionar as duas
soluc¸o˜es para aplicar o procedimento, primeiramente e´ feita uma alterac¸a˜o dos pesos do
grafo associado a` instaˆncia da seguinte forma. Para cada aresta que na˜o esta´ em nenhuma
das soluc¸o˜es, o seu peso e´ multiplicado por 106. Cada aresta que esta´ em apenas uma das
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soluc¸o˜es tem seu peso multiplicado por um valor sorteado aleatoriamente entre 50 e 100.
As arestas em comum entre as soluc¸o˜es permanecem com seu peso inalterado. Finalmente,
o algoritmo aproximativo ACM e´ aplicado considerando este grafo alterado, obtendo uma
soluc¸a˜o intermedia´ria. Contudo, neste passo o algoritmo ACM tambe´m e´ modificado para
evitar a construc¸a˜o de va´rias soluc¸o˜es a partir de ve´rtices iniciais diferentes, assim como
foi feito na fase de construc¸a˜o do GRASP. Mas, neste caso, diferentemente do GRASP,
o algoritmo continua selecionando sempre o melhor caminho. O ve´rtice escolhido como
inicial neste algoritmo e´ um que esta´ nas duas soluc¸o˜es e, esteve presente mais vezes
nos mı´nimos locais gerados pelo GRASP e nas soluc¸o˜es obtidas pelo PRI. Se na˜o houver
um ve´rtice em comum entre as duas soluc¸o˜es, fazemos da mesma forma, mas neste caso,
escolhemos um ve´rtice que esta´ em apenas uma das soluc¸o˜es. Quando temos mais de uma
opc¸a˜o para escolha e´ feito um sorteio aleato´rio com chances iguais para todas.
A fase do evolutionary path relinking e´ executada da seguinte forma. Como temos dois
path relinking diferentes, adotamos a estrate´gia de executar o evolutionary path relinking
duas vezes. Na primeira execuc¸a˜o, a evoluc¸a˜o e´ feita utilizando o PRA, e na segunda,
separadamente, a evoluc¸a˜o e´ realizada utilizando o PRI. A populac¸a˜o inicial na segunda
evoluc¸a˜o e´ igual ao pool retornado pelo GRASP, e distinta da populac¸a˜o evolu´ıda no passo
anterior. Antes de comec¸ar o segundo processo de evoluc¸a˜o, tentamos inserir na populac¸a˜o
inicial a melhor soluc¸a˜o encontrada pela evoluc¸a˜o anterior. Tanto esta inserc¸a˜o, quanto
aquelas realizadas durante o processo de evoluc¸a˜o da populac¸a˜o, sa˜o feitas segundo os
crite´rios adotados pelo GRASP nas inserc¸o˜es das soluc¸o˜es no pool. Como visto antes, o
processo de evoluc¸a˜o de cada populac¸a˜o e´ feito atrave´s de gerac¸o˜es. Desta forma, a cada
gerac¸a˜o, temos uma populac¸a˜o que corresponde a` gerac¸a˜o atual, e criamos uma co´pia
dela para ser a populac¸a˜o da pro´xima gerac¸a˜o. Aplicamos o me´todo de path relinking
para cada par de soluc¸o˜es na populac¸a˜o da gerac¸a˜o atual. Na medida em que as soluc¸o˜es
intermedia´rias sa˜o encontradas, aplicamos a busca local nelas, e tentamos inseri-las na
populac¸a˜o da pro´xima gerac¸a˜o. A busca local que e´ aplicada nas soluc¸o˜es intermedia´rias
tambe´m e´ uma combinac¸a˜o das heur´ısticas de melhoria determinada experimentalmente
na sec¸a˜o 9.2.1. Ao terminar a execuc¸a˜o do path relinking nos pares de soluc¸o˜es, a po-
pulac¸a˜o da pro´xima gerac¸a˜o se torna a populac¸a˜o da gerac¸a˜o atual, e o processo se repete.
O processo termina quando a melhor soluc¸a˜o da pro´xima gerac¸a˜o na˜o for melhor que a
melhor soluc¸a˜o da gerac¸a˜o atual.
Finalmente, resumindo a heur´ıstica discutida nesta sec¸a˜o, apresentamos seus passos
principais no algoritmo 9.
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Entrada: Uma instaˆncia I do PASG.
Sa´ıda: Uma soluc¸a˜o T para I.
Passo 1: Fac¸a n = 1 e seja P = ∅ o pool de melhores soluc¸o˜es do GRASP.
Passo 2: Fac¸a um sorteio aleato´rio escolhendo entre a versa˜o aleato´ria do algoritmo
AAGM ou ACM. Aplique o algoritmo escolhido e construa uma soluc¸a˜o T para
I.
Passo 3: Execute a busca local em T .
Passo 4: Verifique se e´ poss´ıvel inserir T em P e, caso seja, efetue a inserc¸a˜o.
Passo 5: Se n < IterMax fac¸a n = n + 1 e volte ao passo 2. Caso contra´rio, prossiga
para o pro´ximo passo.
Passo 6: Fac¸a P ′ = P .
Passo 7: Fac¸a a evoluc¸a˜o de P utilizando o PRA.
Passo 8: Seja T ′ a melhor soluc¸a˜o encontrada no passo anterior. Tente inser´ı-la em P ′,
da mesma forma como deve ser feito no passo 4.
Passo 9: Fac¸a a evoluc¸a˜o de P ′ utilizando o PRI.
Passo 10: Retorne a melhor soluc¸a˜o em P ′.
Algoritmo 9: Heur´ıstica GRASP com evolutionary path relinking.

Cap´ıtulo 8
Algoritmo Exato
Nesta sec¸a˜o sera´ apresentado um me´todo exato destinado a` resoluc¸a˜o do PASG, por-
tanto ele tambe´m e´ capaz de resolver o PCCM. Em linhas gerais, este me´todo resolve um
problema de programac¸a˜o linear inteira atrave´s de um me´todo branch-and-cut. O desen-
volvimento do me´todo branch-and-cut foi feito utilizando a biblioteca Callable Library do
ILOG CPLEX 12.1. Inicialmente e´ feita uma breve introduc¸a˜o na qual descreve-se como
um me´todo branch-and-cut resolve um problema de programac¸a˜o linear inteira. Em se-
guida sa˜o descritos os detalhes do me´todo desenvolvido para o problema em questa˜o.
8.1 Funcionamento de um Algoritmo Branch-and-
Cut Geral
O branch-and-cut consiste de um me´todo branch-and-bound1 modificado para adicionar
cortes durante sua execuc¸a˜o. Desta forma, a seguir vamos introduzir o branch-and-bound
e, posteriormente, explicamos como funciona o branch-and-cut.
O branch-and-bound e´ um me´todo que utiliza o paradigma de divisa˜o e conquista
para enumerar implicitamente as soluc¸o˜es no espac¸o de busca de um problema, visando
encontrar a soluc¸a˜o o´tima contida nele. Sabe-se que enumerar todo o espac¸o de busca de
determinados problemas e´ uma tarefa que nem sempre pode ser realizada em um tempo
computacional aceita´vel. Portanto, este me´todo faz uso de duas estimativas que permitem
descartar a enumerac¸a˜o de porc¸o˜es do espac¸o de busca. As estimativas usadas por ele
sa˜o chamadas de limitantes primais e duais. A definic¸a˜o dessas estimativas varia se o
problema em questa˜o e´ um problema de minimizac¸a˜o ou maximizac¸a˜o. Como o foco
1O branch-and-bound e´ um me´todo um tanto quanto gene´rico, podendo ser aplicado a diversos tipos
de problemas. Entretanto, neste cap´ıtulo vamos sempre nos referir a versa˜o deste me´todo espec´ıfica para
problemas de programac¸a˜o linear inteira.
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deste trabalho sa˜o problemas de minimizac¸a˜o, as definic¸o˜es apresentadas aqui estara˜o de
acordo com esse tipo de problema.
Formalizando, seja P um problema de programac¸a˜o linear inteira definido generica-
mente pelas equac¸o˜es (8.1)-(8.3). Denotamos por z∗ o valor o´timo de P .
Minimizar z = cx (8.1)
Sujeito a:
Ax = b, (8.2)
x ∈ Zn. (8.3)
Considere a versa˜o relaxada de P como sendo o problema obtido ao se relaxar a
restric¸a˜o de integralidade, dada pela equac¸a˜o (8.3), substituindo-a por x ∈ Rn. Note que
nesta relaxac¸a˜o esta˜o inclu´ıdas as soluc¸o˜es de P , mais as soluc¸o˜es que satifazem o sistema
com x sendo fraciona´rio. Por esta raza˜o, fica claro que o o´timo do problema relaxado e´
sempre menor ou igual a z∗. Logo, este e´ um limitante dual de P . Em contrapartida, o
valor de qualquer soluc¸a˜o de P e´ maior ou igual a z∗, portanto, nos fornece um limitante
primal. Note que quanto menor (maior) for o valor do limitante primal (dual) melhor ele
sera´, pois assim ele estara´ mais pro´ximo do valor o´timo z∗. Observe tambe´m que uma
soluc¸a˜o com valor igual ao valor de um limitante dual e´ uma soluc¸a˜o o´tima pois, pela
definic¸a˜o deste limitante, na˜o pode existir outra soluc¸a˜o com valor menor que esta.
O branch-and-bound funciona da seguinte forma. Ao se tomar o modelo matema´tico de
P , e´ calculado o valor do limitante dual, denotado por z, atrave´s da resoluc¸a˜o do problema
relaxado de P . Note que o problema relaxado e´ um problema de programac¸a˜o linear, por
isso, pode ser resolvido em tempo polinomial. Tambe´m computa-se um limitante primal,
denotado por z. Normalmente, para isto emprega-se um me´todo heur´ıstico que gera uma
soluc¸a˜o para P . Observe ainda que a soluc¸a˜o do problema relaxado pode ter todos os
valores inteiros, neste caso fornecendo uma soluc¸a˜o para P . O leitor interessado pode se
reportar a` dissertac¸a˜o de Berthold [7] onde e´ feito um estudo sobre heur´ısticas para gerar
limitantes primais que se aplicam a qualquer modelo de programac¸a˜o linear inteira mista.
Diversas te´cnicas sa˜o apresentadas pelo autor e um estudo experimental e´ realizado para
comparar a qualidade dos limitantes obtidos. Quando um limitante primal na˜o puder
ser calculado, utiliza-se um valor superestimado para ele. Apo´s calcular os limitantes,
verificamos se foi encontrado o valor o´timo. Se z = z o o´timo foi encontrado2 e o me´todo
termina a execuc¸a˜o. Caso contra´rio, prosseguimos com a otimizac¸a˜o divindo P em dois
subproblemas.
Para efetuar a divisa˜o de P , primeiramente escolhemos uma varia´vel em x, digamos
xf , que tem valor fraciona´rio λ. Sejam P1 e P2 os subproblemas que estamos criando. De-
2O teste tambe´m pode comparar se z − z esta´ abaixo de um valor que assegure que o valor primal e´
o´timo.
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finimos P1 como sendo igual a P incluindo a restric¸a˜o xf ≤ bλc, e P2 igual a P incluindo
a restric¸a˜o xf ≥ dλe. Note que com esta divisa˜o na˜o perdemos nenhuma soluc¸a˜o inteira,
portanto, o o´timo de P esta´ em P1 ou em P2. Enta˜o, para encontra´-lo resolvemos P1 e P2
recursivamente, de forma semelhante a que estamos resolvendo P , diferindo apenas em
algumas situac¸o˜es onde e´ poss´ıvel descartar a resoluc¸a˜o de subproblemas. Sa˜o duas as si-
tuac¸o˜es onde isto ocorre. Primeiro, ao inserirmos uma nova restric¸a˜o em um subproblema,
este pode na˜o admitir soluc¸o˜es, tornando-se infact´ıvel. Quando isto for identificado, por
exemplo na resoluc¸a˜o do problema de programac¸a˜o linear, descarta-se este subproblema.
No segundo caso, ao obter um limitante dual de um subproblema, verificamos se este e´
maior ou igual ao melhor limitante primal de P encontrado. Se isto for verdade na˜o sera´
necessa´rio resolveˆ-lo, pois o seu o´timo e´ maior ou igual ao limitante primal de P , logo,
maior ou igual ao o´timo de P . Por este motivo, ao resolveˆ-lo, na melhor das hipo´teses, en-
contramos um valor igual ao que ja´ temos. Note que quanto menor for o limitante primal
de P , mais chances temos de eliminar um subproblema. Observe tambe´m que os limi-
tantes primais de cada subproblema, da forma como foi sugerida, tambe´m sa˜o limitantes
primais do problema P . Enta˜o, quando fazemos esta comparac¸a˜o com o limitante dual,
consideramos sempre o menor limintante primal encontrado ate´ enta˜o. Ao evitar resolver
estes subproblemas, diminuimos a enumerac¸a˜o do espac¸o de busca, e consequ¨entemente o
tempo de resoluc¸a˜o de P .
Este processo recursivo de resoluc¸a˜o gera uma a´rvore de subproblemas. O no´ raiz
da a´rvore corresponde ao problema P , e os no´s internos correspondem aos subproblemas
gerados ao resolveˆ-lo. Na figura 8.1 e´ ilustrada uma a´rvore gerada para um problema
com treˆs varia´veis inteiras 0 ≤ x1, x2, x3 ≤ 1. Os valores de z e z sa˜o posicionados
pro´ximo ao subproblema correspondente. Em cada aresta e´ dada a restric¸a˜o acrescentada
no subproblema (no´ filho). Considere que os subproblemas na a´rvore foram resolvidos na
ordem em que eles foram numerados, enta˜o, e´ nesta ordem que o melhor limitante primal
foi atualizado. Neste percurso, os no´s destacados na cor cinza foram descartados com
base nos valores dos limitantes. Com isso, foi evitada a enumerac¸a˜o de 8 no´s, ou seja,
mais da metade caso todo o espac¸o de busca fosse enumerado.
O algoritmo 10 sumariza os passos do me´todo discutido acima. Neste algoritmo, uma
lista L, cujos itens sa˜o conjuntos de restric¸o˜es, e´ utilizada para armazenar os subproble-
mas que sa˜o criados durante a execuc¸a˜o do me´todo e cujos valores o´timos ainda possam
ser o´timos para o problema P original. Representamos, assim, um subproblema com o
conjunto que conte´m exatamente todas as suas restric¸o˜es que subdividem o problema P
original, ou seja, aquelas que na˜o fazem parte do modelo M inicial. Os passo 1 e 2 do
algoritmo sa˜o inicializac¸o˜es. No passo 3 escolhemos um problema para ser resolvido. No
passo 4 calcula-se o limitante dual e tambe´m e´ feita a verificac¸a˜o de infactibilidade. O
passo 5 verifica se foi obtida uma soluc¸a˜o de P e o limitante primal e´ atualizado quando
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Figura 8.1: Exemplo de uma a´rvore de problemas gerada na execuc¸a˜o do branch-and-
bound aplicado a um problema de programac¸a˜o inteira com treˆs varia´veis inteiras.
Entrada: Um modelo matema´tico de programac¸a˜o linear inteira M.
Sa´ıda: Uma soluc¸a˜o o´tima x∗ para o modeloM, ou um certificado de que o modelo na˜o
possui soluc¸a˜o (x∗ = ∅).
Passo 1: Fac¸a x∗ = ∅ e z =∞.
Passo 2: Crie uma lista L de conjuntos de restric¸o˜es, iniciamente com um conjunto vazio
(sem restric¸o˜es).
Passo 3: Se L 6= ∅ retire um item S de L. Caso contra´rio va´ para o passo 8.
Passo 4: Resolva a relaxac¸a˜o do problema correspondente a unia˜o deM com as restric¸o˜es
em S. Caso o modelo admita soluc¸a˜o, denota-se por x a soluc¸a˜o o´tima encontrada
e z seu valor. Caso contra´rio, volte para passo 3.
Passo 5: Se x satisfaz as restric¸o˜es de integralidade de M, enta˜o fac¸a x∗ = x e z = z.
Passo 6: Se z ≤ z enta˜o volte ao passo 3.
Passo 7: Escolha uma varia´vel xf cujo valor, denotado por λ, na˜o e´ inteiro. Crie duas
co´pias S1 e S2 de S. Adicione a restric¸a˜o yf ≤ bλc em S1, e a restric¸a˜o y2 ≥ dλe em
S2. Insira S1 e S2 em L e volte ao passo 3.
Passo 8: Retorne x∗.
Algoritmo 10: Algoritmo branch-and-bound para problemas de programac¸a˜o linear in-
teira.
8.1. Funcionamento de um Algoritmo Branch-and-Cut Geral 59
necessa´rio. O passo 6 e´ o responsa´vel por eliminar os subproblemas com base nos limi-
tantes. A criac¸a˜o dos subproblemas e´ efetuada no passo 7. O algoritmo termina quando
todos os subproblemas sa˜o resolvidos, ou seja, quando L estiver vazia.
Vimos que a qualidade dos limitantes gerados durante a execuc¸a˜o do branch-and-bound
dita a quantidade de no´s que sera˜o enumerados pelo me´todo. Isto porque, quanto melhores
eles forem mais chances se tem de descartar a resoluc¸a˜o de subproblemas. Portanto, em
muitos casos vale a pena gastar mais tempo no ca´lculo destes limitantes visando sua
melhoria. Foi mostrado anteriormente que e´ poss´ıvel utilizar heur´ısticas para tentar gerar
bons limitantes primais. Na tentativa de melhorar os limitantes duais obtidos, pode-
se adicionar restric¸o˜es va´lidas (cortes) nos problemas relaxados, assim como e´ feito no
me´todo de planos de corte. Restric¸o˜es va´lidas sa˜o aquelas que quando adicionadas ao
modelo na˜o eliminam nenhuma soluc¸a˜o do problema P , mas podem eliminar soluc¸o˜es do
seu problema relaxado. Ao fazer isso, as novas soluc¸o˜es obtidas no problema relaxado
tera˜o valores pelo menos ta˜o bons quanto aquele obtido sem os cortes.
O branch-and-cut e´ um me´todo que faz uso dessa ide´ia. Basicamente este me´todo e´ um
branch-and-bound que adiciona cortes durante a resoluc¸a˜o de cada subproblema. Sendo
assim, neste me´todo adicionamos outras restric¸o˜es que na˜o esta˜o no modelo corrente, na
expectativa de melhorar o limitante dual obtido. Estas novas restric¸o˜es podem fazer parte
de uma famı´lia de restric¸o˜es conhecidas a priori para o problema em questa˜o, ou tambe´m
podem ser restric¸o˜es gene´ricas, tal como os cortes de Chva´tal-Gomory (cf. Wolsey [47],
sec¸a˜o 8.3.2) que se aplicam a qualquer modelo de programac¸a˜o linear inteira.
Outro caso em que se deve aplicar um me´todo branch-and-cut no lugar de um me´todo
branch-and-bound, e´ quando temos um modelo matema´tico para um problema com uma
quantidade exponencial de restric¸o˜es em relac¸a˜o ao tamanho da entrada. Sabemos que,
exceto para pequenas instaˆncias, na˜o e´ via´vel carregar e resolver a versa˜o relaxada de
tal modelo em um computador. Mas como foi apresentado na sec¸a˜o 2.4, em certos casos
ainda e´ poss´ıvel resolver este tipo de modelo em tempo polinomial atrave´s de um me´todo
de planos de corte. Isso nos leva a um me´todo branch-and-bound que adiciona cortes
atrave´s de um me´todo de planos de corte sendo executado em cada subproblema, ou seja,
temos um me´todo branch-and-cut.
Na literatura podem ser encontradas diversas refereˆncias sobre o branch-and-bound e o
branch-and-cut. Uma boa introduc¸a˜o a respeito de cada um dos me´todos e´ encontrada em
Wolsey [47]. Mais refereˆncias a respeito podem ser encontradas em Nemhauser e Wolsey
[34] e Mitchell [32, 33].
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8.2 O Algoritmo Branch-and-Cut Desenvolvido
Desenvolvemos o algoritmo branch-and-cut utilizando a biblioteca Callable Library do
ILOG CPLEX 12.1. Esta biblioteca disponibiliza rotinas para carregar um modelo ma-
tema´tico em memo´ria. Com ele em memo´ria e´ poss´ıvel executar um me´todo branch-and-
bound, implementado na biblioteca, que se encarrega de otimiza´-lo. Ale´m disso, tambe´m
e´ possivel implementar rotinas espec´ıficas que sa˜o chamadas em determinados momen-
tos durante o processo de otimizac¸a˜o. Dentre estas rotinas, implementamos uma para
gerar cortes e uma outra para gerar soluc¸o˜es primais de forma heur´ıstica. Elas sera˜o
apresentadas com mais detalhes no decorrer desta sec¸a˜o.
Como sera´ visto mais a frente, vamos trabalhar com instaˆncias cujas soluc¸o˜es pos-
suem apenas valores inteiros. Enta˜o, quando a diferenc¸a do limitante primal para o
limitante dual e´ inferior a uma unidade podemos afirmar que o valor do limitante primal
e´ o´timo. Neste caso, encerramos a execuc¸a˜o do algoritmo retornando a soluc¸a˜o que temos
no momento. E´ importante ressaltar tambe´m que, na nossa implementac¸a˜o, as rotinas de
pre´-processamento, corte e heur´ıstica primal implementadas pela pro´pria biblioteca foram
desabilitadas. As demais configurac¸o˜es disponibilizadas na˜o foram alteradas.
8.2.1 Modelo Matema´tico
Dentre os modelos apresentados no cap´ıtulo 4, optamos por utilizar o modelo MAO des-
crito na sec¸a˜o 4.2. A justificativa para esta escolha esta´ no fato de que no trabalho de
Oliveira [35] foi realizado um estudo polie´drico mostrando que esta e´ uma formulac¸a˜o forte
para o problema. Ale´m disso, tambe´m foi desenvolvido um algoritmo branch-and-cut que
obteve bons resultados em instaˆncias do PASG para uma aplicac¸a˜o em problemas de ro-
teamento em circuitos. Estas instaˆncias sa˜o constitu´ıdas de grafos planares com pesos nas
arestas que respeitam a me´trica retilinear. Desta forma, esperamos que este algoritmo
tambe´m obtenha bons resultados para o PCCM, uma vez que, as instaˆncias do PCCM,
quando convertidas em instaˆncias do PASG, possuem estas mesmas caracter´ısticas.
Para este modelo, e´ preciso implementar a rotina de separac¸a˜o descrita na sec¸a˜o 4.2.
Esta rotina e´ ajustada para ser invocada toda vez que o me´todo branch-and-bound obte´m
uma soluc¸a˜o fraciona´ria em um no´. Quando isso ocorre, a rotina procura por uma ine-
quac¸a˜o violada e, caso a encontre, adiciona-a ao modelo. Caso na˜o seja encontrada ne-
nhuma inequac¸a˜o violada, o me´todo de branch-and-bound prossegue a otimizac¸a˜o na sua
forma usual. A rotina de separac¸a˜o consiste na resoluc¸a˜o de uma sequeˆncia de problemas
de corte mı´nimo. Pore´m, como visto na sec¸a˜o 4.2, tambe´m podemos utilizar a adaptac¸a˜o
do algoritmo de Hao e Orlin para o problema de corte irrestrito mı´nimo proposta por
Cronholm et al. [13]. Assim como o algoritmo de Hao e Orlin, esta adaptac¸a˜o tambe´m e´
uma modificac¸a˜o do algoritmo de fluxo ma´ximo baseado na ide´ia de pre´-fluxo, proposto
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por Goldberg e Tarjan [22]. Portanto, implementamos este algoritmo de fluxo ma´ximo
e o modificamos da forma como e´ descrita em Hao e Orlin [26] e Cronholm et al. [13].
Com isso, a rotina de separac¸a˜o em questa˜o foi desenvolvida fazendo uso deste algoritmo,
assim como foi apresentada na sec¸a˜o 4.2. Ale´m disso, tambe´m empregamos nesta rotina a
estrate´gia denominada Creep Flow apresentada em Koch e Martin [31]. Nesta estrate´gia
definimos um valor mı´nimo para as capacidades que atribu´ımos no grafo onde calculamos
o corte mı´nimo. Isto e´ feito para que a rotina encontre cortes com uma menor quantidade
de arcos, levando a desigualdades mais fortes. Enta˜o, ao atribuirmos uma capacidade a
um arco do grafo, esta devera´ ser escolhida como sendo o ma´ximo entre o valor da varia´vel
correspondente na soluc¸a˜o fraciona´ria e um milione´simo.
Ale´m desta rotina de separac¸a˜o, tambe´m implementamos outra rotina de separac¸a˜o
considerando as restric¸o˜es de fluxo apresentadas em Koch e Martin [31]. As restric¸o˜es
nesta refereˆncia sa˜o espec´ıficas para o PAS. Elas modelam uma a´rvore de Steiner atrave´s
de um conjunto de fluxos de uma unidade que saem do ve´rtice terminal considerado como
raiz da a´rvore e chegam em cada um dos demais terminais. Para poder utilizar estas
restric¸o˜es no nosso modelo, foi necessa´rio adapta´-las para o PASG. Sendo assim, no nosso
caso teremos um conjunto de fluxos de uma unidade que saem do ve´rtice raiz e chegam
em pelo menos um ve´rtice de cada grupo. As restric¸o˜es para o PASG sa˜o dadas pelas
equac¸o˜es abaixo, considerando as varia´veis do modelo MAO.∑
a∈δ−D({v})
xa ≤
{
1− yv,
1,
∀ v ∈ R0,
∀ v ∈ V \R0, (8.4)∑
a∈δ−D(R)
xa ≥ 1, ∀ R ∈ < \ {R0}, (8.5)
∑
a∈δ−D({v})
xa ≤
∑
a∈δ+D({v})
xa, ∀ v ∈ V \
⋃
R∈<
R, (8.6)
∑
a′∈δ−D({v})
xa′ ≥
{
xa − yv,
xa,
∀ v ∈ R0, a ∈ δ+D({v}),
∀ v ∈ V \R0, a ∈ δ+D({v}).
(8.7)
No modelo MAO determinamos qual sera´ o no´ raiz da a´rvore atrave´s das varia´veis y.
Desta forma, na restric¸a˜o (8.4) estabelecemos que todos os ve´rtices do grafo podem receber
no ma´ximo uma unidade de fluxo, a` excec¸a˜o do ve´rtice raiz que pode apenas enviar fluxo.
A restric¸a˜o (8.5) determina que uma unidade de fluxo deve chegar a pelo menos um
ve´rtice de cada grupo que na˜o e´ raiz. Segundo a restric¸a˜o (8.6), a quantidade de fluxo
que sai de um ve´rtice que na˜o pertecente a nenhum grupo deve ser no mı´nimo a mesma
quantidade de fluxo que entra neste ve´rtice. Observe que pode sair mais fluxo do que
entra no ve´rtice. Este desbalanceamento e´ necessa´rio para representar as ramificac¸o˜es da
a´rvore. Finalmente, a restric¸a˜o (8.7) impo˜e que a quantidade de fluxo que passa por um
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arco e´ no ma´ximo a quantidade de fluxo que chega no ve´rtice de onde este arco parte,
salvo os arcos que partem do ve´rtice raiz que podem enviar mais fluxo do que este ve´rtice
recebe.
Ale´m destas restric¸o˜es, inclu´ımos tambe´m na rotina de separac¸a˜o a famı´lia de restric¸o˜es
dada pela equac¸a˜o abaixo.
xa + xa′ ≤ 1, ∀ u, v ∈ V, a = (u, v), a′ = (v, u) ∈ A, (8.8)
A finalidade desta restric¸a˜o e´ impedir que os dois arcos que representam uma mesma
aresta do grafo orientado estejam em uma soluc¸a˜o. Observe que a princ´ıpio na˜o necessi-
tamos desta condic¸a˜o, pois toda instaˆncia com pesos positivos ja´ a satisfaz. Todavia, a
consideramos porque verificamos atrave´s de testes experimentais que ela ajuda a acelerar
a execuc¸a˜o do me´todo de planos de corte.
Apesar de termos considerado as restric¸o˜es (8.4)-(8.8) para a rotina de separac¸a˜o,
na˜o utilizamos as restric¸o˜es (8.5) e (8.6) na rotina. Primeiramente, note que para o
PCCM a restric¸a˜o (8.6) corresponde a um conjunto vazio de inequac¸o˜es, pois sabemos
que as instaˆncias do PASG que representam instaˆncias do PCCM teˆm todos os ve´rtices
em G pertencendo a pelo menos um grupo. Tambe´m verificamos experimentalmente que
acrescentar a restric¸a˜o (8.5) deixa a resoluc¸a˜o do modelo relaxado muito lenta e na˜o
melhora a qualidade dos limitantes duais.
Durante o processo de otimizac¸a˜o existem rotinas implementadas pela biblioteca Callable
Library que se encarregam de fazer a manutenc¸a˜o do modelo. Tais rotinas procuram por
restric¸o˜es redundantes ou que ja´ na˜o esta˜o mais justas e as removem do modelo. En-
tretanto, quando inserimos no modelo uma nova restric¸a˜o da famı´lia dada pela equac¸a˜o
(4.13), marcamo-la para nunca ser removida do modelo. Isso foi feito porque constata-
mos experimentalmente que impedir a remoc¸a˜o destas restric¸o˜es levou o me´todo a obter
melhores resultados.
8.2.2 Heur´ıstica Primal
Utilizando a biblioteca Callable Library, e´ poss´ıvel executar uma rotina para gerar uma
soluc¸a˜o do problema inteiro cada vez que uma nova soluc¸a˜o fraciona´ria e´ obtida em um
no´. Todavia, por causa da adic¸a˜o de novas restric¸o˜es no no´, a quantidade de soluc¸o˜es
fraciona´rias obtidas tende a ser muito grande, o que pode nos levar a gastar muito tempo
neste processo. Para contornar isso, executamos a rotina implementada com uma certa
frequeˆncia pre´-definida pelo paraˆmetro HeuPrimalFreq = 10. Este paraˆmetro fixa a quan-
tidade de soluc¸o˜es fraciona´rias que devemos desconsiderar, ate´ que a heur´ıstica seja cha-
mada novamente. As soluc¸o˜es geradas sa˜o passadas para as rotinas da biblioteca que se
encarregam de atualizar o limitante primal quando necessa´rio.
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A heur´ıstica primal implementada consiste em uma modificac¸a˜o do algoritmo apro-
ximativo ACM descrito na sec¸a˜o 5.2. Isto e´ feito de modo a aproveitar a informac¸a˜o
contida em uma soluc¸a˜o fraciona´ria obtida durante o processo de otimizac¸a˜o. Assim, a
alterac¸a˜o proposta consiste em utilizar esta informac¸a˜o no procedimento de escolha dos
ve´rtices que o algoritmo seleciona para cobrir os grupos que ainda na˜o foram cobertos,
enquanto a soluc¸a˜o esta´ sendo constru´ıda. Para isso, vamos selecionar um conjunto X
que conte´m os ve´rtices que julgamos ser os mais interessantes. Tal selec¸a˜o e´ feita com
base nos valores das varia´veis x e y da soluc¸a˜o fraciona´ria corrente. Enta˜o, mudamos a
definic¸a˜o do conjunto P no passo 6 do algoritmo 2 (pa´gina 30). Agora P passa a ser
o conjunto de todos os caminhos que iniciam em um ve´rtice em T ′ e terminam em um
ve´rtice em W ∩X.
A decisa˜o de quais ve´rtices va˜o pertencer a X sera´ feita atrave´s de uma regra baseada
na satisfac¸a˜o das restric¸o˜es (8.9) e (8.10). Seja R0 o grupo escolhido como raiz no modelo
MAO, (xf ,yf ) uma soluc¸a˜o fraciona´ria obtida durante o processo de otimizac¸a˜o e ρ a
maior cardinalidade de um grupo em <. Enta˜o, se v for um ve´rtice para o qual estamos
decidindo pela pertineˆncia ou na˜o em X, temos que v sera´ inclu´ıdo em X somente se ele
na˜o pertencer a R0 e satisfazer a restric¸a˜o (8.9), ou enta˜o, se ele pertencer a R0 e satifazer
a restric¸a˜o (8.10).
∑
a∈δ−D({v})
xfa ≥
1
ρ
(8.9)
∑
a∈δ−D({v})
xfa + y
f
v ≥
1
ρ
(8.10)
Esta regra e´ baseada no valor do grau de entrada de cada ve´rtice na soluc¸a˜o fraciona´ria.
Sa˜o escolhidos apenas os ve´rtices onde este valor esta acima do limiar 1/ρ, seguindo a
mesma lo´gica do algoritmo aproximativo apresentado na sec¸a˜o 5.1. E´ importante tambe´m
observar que na˜o e´ poss´ıvel garantir que em X sempre vai existir pelo menos um ve´rtice de
cada grupo em <. Isto se deve ao fato de que, durante a execuc¸a˜o do algoritmo de planos
de corte, normalmente na˜o estamos com o modelo MRAO completo. Portanto, e´ poss´ıvel
que na˜o tenhamos uma soluc¸a˜o que satisfac¸a todas as suas restric¸o˜es. Assim, apo´s criar X
utilizando a regra descrita acima, verificamos para cada R ∈ < se a intersec¸a˜o de X com
R e´ vazia. Caso seja, acrescentamos todos os ve´rtices de R em X. Com isso, garantimos
que em X sempre vai existir pelo menos um ve´rtices de cada grupo.
Apo´s gerar uma soluc¸a˜o utilizando esta rotina, na˜o ha´ garantias de que esta seja um
mı´nimo local. Por isso, aplicamos-lhe uma combinac¸a˜o das heur´ısticas de melhoria do
cap´ıtulo 6 visando encontrar uma soluc¸a˜o ainda melhor. A combinac¸a˜o empregada em
nossa implementac¸a˜o e´ descrita no cap´ıtulo de resultados computacionais, na sec¸a˜o 9.2.3.
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Por u´ltimo, e´ importante dizer que apesar deste algoritmo ser uma modificac¸a˜o de
um algoritmo aproximativo, na˜o podemos considera´-lo como tal. A prova do fator de
aproximac¸a˜o do algoritmo original na˜o e´ mais va´lida apo´s a alterac¸a˜o do passo 6. Portanto,
o algoritmo que usamos para gerar soluc¸o˜es deve ser considerado como uma heur´ıstica.
Cap´ıtulo 9
Resultados Computacionais
Neste cap´ıtulo sera˜o apresentados resultados obtidos a partir da experimentac¸a˜o dos al-
goritmos exato, aproximativos e heur´ıstico discutidos nos cap´ıtulos anteriores. Ate´ onde
pesquisamos, na˜o foi poss´ıvel encontrar um conjunto de instaˆncias teste para o PCCM
na literatura. Por este motivo, primeiramente propomos uma maneira de constru´ı-las e
implementamos um gerador. Feito isso, estabelecemos um conjunto de testes ao qual sub-
metemos os algoritmos. Finalmente, analisamos os resultados alcanc¸ados e apresentamos
as concluso˜es finais.
9.1 Gerac¸a˜o de Instaˆncias
Uma instaˆncia do PCCM e´ um pol´ıgono retilinear particionado em pol´ıgonos retilineares
menores na˜o sobrepostos. Propomos gerar este tipo de figura de modo aleato´rio e em
duas etapas. Para tanto, iniciamos com um quadrado de um determinado tamanho. Em
uma primeira fase, particionamos o interior desse quadrado construindo uma subdivisa˜o
formada por retaˆngulos retilineares. Isso e´ feito sorteando um ponto de forma aleato´ria
dentro do quadrado. A partir desse ponto podem sair quatro segmentos de reta, dois ver-
ticais e dois horizontais, que iniciam no ponto e terminam na primeira intersec¸a˜o com um
segmento da subdivisa˜o corrente. Sorteamos, com uma probabilidade de 95%, se vamos
adicionar todos os quatros segmentos. Se a probabilidade na˜o for atingida, escolhemos
aleatoriamente treˆs dos quatros segmentos para serem adicionados. A justificativa para
adicionarmos de treˆs a quatro segmentos por vez, com mais chances para quatro segmen-
tos, e´ devida ao fato de que na pro´xima fase sera˜o feitas remoc¸o˜es de segmentos. Portanto,
em um primeiro momento, e´ interessante termos uma grande quantia deles. Ilustramos o
procedimento desta etapa inicial na figura 9.1 (a).
E´ importante ressaltar que tanto os ve´rtices do quadrado inicial quanto os pontos
gerados aleatoriamente para efetuar as subdiviso˜es teˆm coordenadas inteiras. Isto faz
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Figura 9.1: Exemplo das etapas do processo de gerac¸a˜o de instaˆncias proposto.
Figura 9.2: Exemplo de duas subdiviso˜es com estruturas inadequadas. Em (a) e´ apresen-
tada uma instaˆncia com segmentos que podem ser removidos sem alterar suas soluc¸o˜es
o´timas, e em (b) uma subdivisa˜o desconexa que na˜o admite corredores.
com que os comprimentos dos segmentos sejam inteiros. As demais operac¸o˜es aplicadas
no decorrer do processo de gerac¸a˜o, e vistas a seguir, na˜o alteram esta propriedade. Com
isto, todas instaˆncias obtidas pelo procedimento possuem esta caracter´ıstica.
Na segunda fase (figura 9.1 (b)), removemos segmentos com determinadas carac-
ter´ısticas da subdivisa˜o para unir duas faces adjacentes. Esse processo e´ aplicado com a
finalidade de tornar a estrutura da subdivisa˜o menos regular, pois sem esta etapa ter´ıamos
apenas faces retangulares. Depois que realizamos as remoc¸o˜es podemos ter faces bem ir-
regulares como pode ser visto no exemplo da figura 9.1 (c). Quanto maior a quantidade
de remoc¸o˜es mais irregular sera´ a estrutura obtida.
A remoc¸a˜o dos segmentos nesta fase deve ser feita com algum cuidado para na˜o cri-
armos estruturas indesejadas. Vamos apresentar, atrave´s de exemplos, quatro diferentes
casos onde ocorrem estruturas inadequadas. A figura 9.2 (a) apresenta uma instaˆncia
com segmentos destacados em negrito que na˜o contribuem para a divisa˜o da estrutura,
podendo assim ser removidos sem alterar qualquer soluc¸a˜o o´tima da instaˆncia. Ja´ a figura
9.2 (b) apresenta uma subdivisa˜o que na˜o admite corredores pois ela e´ desconexa.
Nas figuras 9.3 (a) e 9.4 (a) sa˜o dadas instaˆncias com pontos destacados em negrito que
obrigatoriamente fara˜o parte de qualquer corredor. Em raza˜o disso, podemos decompoˆ-las
em instaˆncias menores (em termos da quantidade de segmentos). Todavia, esta decom-
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Figura 9.3: Exemplo de uma instaˆncia que pode ser resolvida como duas instaˆncias me-
nores (em termos da quantidade de segmentos).
Figura 9.4: Outro exemplo de uma instaˆncia que pode ser resolvida como duas instaˆncias
menores (em termos da quantidade de segmentos).
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posic¸a˜o deve ser feita de forma apropriada para que os corredores nas instaˆncias menores
estejam sempre conectados aos pontos destacados em negrito. Assim, e´ poss´ıvel uni-los
levando a uma soluc¸a˜o o´tima para a instaˆncia original. Para tal, nas figuras 9.3 (b) e (c)
criamos uma estrutura com duas pequenas salas quadradas justapostas fazendo com que
o corredor se conecte na junc¸a˜o entre elas. Nas figuras 9.4 (b) e (c) pelo fato do ponto
estar em uma quina foi suficiente criar apenas uma sala onde o corredor estara´ ligado em
um dos dois pontos destacados. Neste caso, para obter um corredor o´timo da instaˆncia
original ligamos os dois corredores o´timos das instaˆncias menores ao ponto destacado na
instaˆncia original atrave´s do menor caminho que vai dos corredores ate´ ele.
Desta forma, antes de realizar a remoc¸a˜o de segmentos na subdivisa˜o que estamos
gerando, e´ preciso verificar se isso na˜o nos leva a algum desses casos. Para isso, vamos
trabalhar com o grafo induzido pela subdivisa˜o. Neste grafo, vamos remover arestas pois
assim estaremos evitando o problema apresentado na figura 9.2 (a). Agora, note que os
ve´rtices destacados nas figuras 9.3 (a) e 9.4 (a) constituem pontos de articulac¸a˜o (ve´rtices
de corte) no grafo. Sabemos que um grafo possui pontos de articulac¸a˜o se, e somente
se, ele na˜o for biconexo (veja Jungnickel [29], sec¸a˜o 8.3). Enta˜o, se garantirmos esta
propriedade no grafo, evitamos estes casos, e obviamente tambe´m aquele apresentado na
figura 9.2 (b). Observe que na primeira fase geramos uma subdivisa˜o que induz um grafo
biconexo. A partir da´ı vamos manter o grafo biconexo durante as remoc¸o˜es das arestas. Ao
remover uma aresta, verificamos se foi criado um ponto de articulac¸a˜o no grafo atrave´s de
uma busca em profundidade (encontra-se tal algoritmo na refereˆncia citada acima). Caso
tenha sido criado, inserimos a aresta de volta no grafo. Enfim, com este procedimento
garantimos que a instaˆncia na˜o tera´ nenhuma das estruturas indeseja´veis apresentadas.
Conhecendo as duas etapas de gerac¸a˜o da subdivisa˜o, podemos fazer alguns ajustes
para gerar tipos diferentes de instaˆncias. Definimos cinco tipos de instaˆncias apresentados
na figura 9.5. Para o tipo 1 executamos apenas a primeira fase, gerando uma subdivisa˜o
formada apenas por pol´ıgonos retangulares. O tipo 2 consiste na execuc¸a˜o de poucas
remoc¸o˜es na segunda etapa, e o tipo 3 sa˜o executadas muitas remoc¸o˜es. Os tipos 4 e 5
sa˜o, respectivamente, semelhantes aos tipos 2 e 3, entretanto alteramos a primeira fase
para gerar uma grade regular, com todas as faces sendo quadrados de tamanho unita´rio,
ao inve´s de gerar um pol´ıgono particionado aleatoriamente.
Apo´s gerar uma instaˆncia do PCCM, esta e´ reduzida a uma instaˆncia do PASG, como
descrito na sec¸a˜o 3.1. No grafo correspondente a esta instaˆncia aplicamos as remoc¸o˜es de
ve´rtices com grau dois. Isso faz com que ela deixe de respeitar a desigualdade triangular,
pois podem haver arestas com peso maior ou igual ao peso de um caminho que liga
os ve´rtices extremos desta aresta. Esta propriedade e´ necessa´ria para garantir o fator
de aproximac¸a˜o do algoritmo aproximativo AAGM. Deste forma, para voltar a ter uma
instaˆncia que respeita esta condic¸a˜o realizamos o seguinte procedimento. Para cada aresta
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Figura 9.5: Exemplo dos diferentes tipos de instaˆncias.
do grafo, procuramos pelo menor caminho que liga os ve´rtices extremos da aresta e na˜o
passa pela aresta. Se este caminho tiver peso menor ou igual ao peso da aresta, ela
e´ removida. Note que ao fazer isso pelo menos uma soluc¸a˜o o´tima da instaˆncia sera´
preservada.
A gerac¸a˜o do conjunto de instaˆncias teste foi feita com base nos cinco tipos de
instaˆncias apresentados e no nu´mero de faces (salas) presentes nas instaˆncias. Cabe
ressaltar que a criac¸a˜o de uma instaˆncia com um nu´mero fixo de salas e´ uma tarefa sim-
ples bastando, para isso, controlar a quantidade de faces na primeira etapa e de remoc¸o˜es
na segunda etapa. Deste modo, foram criadas instaˆncias com as seguintes quantidades
de salas: 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200, 1300, 1400,
1500. Para cada combinac¸a˜o de tipo e quantidade de salas geramos cinco instaˆncias ale-
atoriamente. No total geramos um conjunto de teste com 375 diferentes instaˆncias que
se encontram dispon´ıveis para serem baixadas em http://www.ic.unicamp.br/~cid/
Problem-instances/MinCorridor.
9.2 Ana´lise dos Resultados
As implementac¸o˜es dos me´todos apresentados foram feitas na linguagem de programac¸a˜o
C++ e compiladas com o GNU GCC versa˜o 4.5.1. Todos os testes foram realizados no
sistema operacional Linux distribuic¸a˜o Fedora 14, em uma ma´quina equipada com um
processador Intel Core i7-820QM e 8 gigabytes de memo´ria RAM.
Durante esta sec¸a˜o sa˜o utilizadas algumas me´tricas para avaliar o desempenho dos
algoritmos, tais como o tempo de execuc¸a˜o me´dio (TEM) (medido em segundos), desvio
relativo me´dio do comprimento do corredor (DRMCC), desvio relativo me´dio do tempo
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de execuc¸a˜o (DRMTE) e o percentual de resultados mı´nimos (PRM). Ressaltamos que o
desvio relativo me´dio corresponde a` me´dia dos desvios relativos, e na˜o ao desvio relativo
das me´dias.
O desvio relativo de um valor z1 para um valor z2 e´ dado pela equac¸a˜o 100(z1−z2)/z2.
O DRMCC e o DRMTE nos gra´ficos apresentados sa˜o seguidos por h´ıfen e o nome do
algoritmo para o qual estamos efetuando o desvio. No ca´lculo do DRMTE, um desvio e´
considerado nulo quando temos o valor absoluto de z1 − z2 menor ou igual a um. Isso
foi adotado porque constatamos pequenas variac¸o˜es no tempo de execuc¸a˜o de um mesmo
algoritmo em uma mesma instaˆncia. Enta˜o, quando na˜o ha´ uma diferenc¸a no tempo de
execuc¸a˜o maior que um segundo consideramos que os tempos de execuc¸a˜o sa˜o iguais.
Dados um conjunto de algoritmos A e um conjunto de instaˆncias I, denote por zai o
comprimento do corredor obtido por um algoritmo a ∈ A em uma instaˆncia i ∈ I. O
PRM de um algoritmo a ∈ A neste contexto e´ dado pela equac¸a˜o (9.1).
100×
∑
i∈I
m(a, i)
|I| (9.1)
m(a, i) =
{
1, zai = mina′∈A{za′i}
0, zai 6= mina′∈A{za′i} (9.2)
A seguir sa˜o apresentados resultados individuais de cada um dos algoritmos estudados
nos cap´ıtulos anteriores, e apo´s isso realizamos a comparac¸a˜o entre todos eles na sec¸a˜o
9.2.4. No decorrer deste cap´ıtulo, sa˜o apresentadas me´dias de resultados obtidos em
grupos de instaˆncias com determinadas caracter´ısticas, tais como quantidade de salas
fixa, tipo da instaˆncia, etc. Estas me´dias sempre sa˜o calculadas considerando resultados
de todas as instaˆncias no conjunto de teste com tal caracter´ıstica, salvo se o texto informar
o contra´rio.
9.2.1 Ana´lise dos Algoritmos Aproximativos e Heur´ısticas de
Melhoria
Primeiramente vamos analisar os resultados obtidos pelos algoritmos aproximativos ACM
e AAGM apresentados no cap´ıtulo 5, e o impacto nos resultados quando sa˜o aplicadas as
heur´ısticas de melhoria HD, HC e HR, propostas no cap´ıtulo 6, nas soluc¸o˜es encontradas
por estes algoritmos.
Mas antes disso, destacamos um resultado que mostra o quanto e´ importante a ana´lise
do comportamento de um algoritmo na pra´tica. Na teoria diversos algoritmos apresentam
bons resultados pore´m, e´ so´ com sua experimentac¸a˜o pra´tica que os seus pontos fracos
acabam por se revelar. Assim, o algoritmo aproximativo AAGM parecia ser uma boa
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Figura 9.6: Comparac¸a˜o dos tempos de execuc¸a˜o me´dios dos algoritmos AAGM, ACM e
branch-and-cut (B&C) em func¸a˜o da quantidade de salas nas instaˆncias.
escolha na teoria, principalmente pelo fato de seu fator de aproximac¸a˜o depender da maior
quantidade de pontos na borda de uma sala. Contudo, na pra´tica, este algoritmo mostrou
ser muito lento quando comparado com o algoritmo ACM, e nem sempre ta˜o mais ra´pido
quando comparado com o algoritmo exato de branch-and-cut, como pode ser visto no
gra´fico da figura 9.6 que confronta os tempos de execuc¸a˜o me´dios dos treˆs algoritmos. Na
medida que a quantidade de salas nas instaˆncias aumenta o tempo de execuc¸a˜o me´dio do
algoritmo AAGM cresce consideravelmente. Isso acontece devido a` resoluc¸a˜o do modelo
relaxadoMRCV , que experimentalmente mostrou ser lenta. Ale´m disso, no gra´fico da figura
9.7 apresentamos o DRMCC do algoritmo AAGM para o ACM. Neste gra´fico observamos
que os corredores obtidos pelo algoritmo AAGM sa˜o em me´dia pelo menos 32% maiores
que os corredores obtidos pelo algoritmo ACM. Como o AAGM e´ mais lento e apresenta
soluc¸o˜es que em me´dia sa˜o piores que aquelas fornecidas pelo ACM, ele foi descartado nas
pro´ximas ana´lises.
Sendo assim nos resta analisar os resultados obtidos pelo algoritmo aproximativo ACM
combinado com as heur´ısticas de melhoria. Como existem diferentes formas de combinar
estas heur´ısticas, primeiro vamos avaliar o comportamento das verso˜es First Fit e Best
Fit de cada heur´ıstica separadamente e, apo´s isso, investigamos como combina´-las. Os
testes foram realizados da seguinte forma. Para cada uma das heur´ısticas e suas verso˜es,
executamos o algoritmo ACM uma vez em cada instaˆncia com mil ou mais salas e, em
seguida, aplicamos a heur´ıstica na soluc¸a˜o obtida pelo algoritmo. Decidimos realizar
esses testes considerando apenas as instaˆncias com maior nu´mero de salas, porque sa˜o
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Figura 9.7: Comparac¸a˜o da qualidade das soluc¸o˜es obtidas pelos algoritmos AAGM e
ACM em func¸a˜o da quantidade de salas nas instaˆncias.
nessas circunstaˆncias que a diferenc¸a entre os resultados e´ mais evidente. Denominamos
o algoritmo ACM seguido da execuc¸a˜o de uma heur´ıstica por ACM seguido de h´ıfen e o
nome da heur´ıstica.
Atrave´s dos gra´ficos apresentados nas figuras 9.8 e 9.9 comparamos os resultados
obtidos pelo algoritmo ACM combinado com uma mesma heur´ıstica, mudando apenas sua
versa˜o. Estes gra´ficos comparam o DRMCC e o DRMTE do algoritmo ACM combinado
com alguma das heur´ısticas com o algoritmo ACM sem utilizar nenhuma heur´ıstica, e
o PRM entre os algoritmos que utilizam uma mesma heur´ıstica. O DRMCC teve seu
sinal invertido nos gra´ficos para que ele pudesse ser melhor apresentado juntamente com
o DRMTE e o PRM. O DRMTE no gra´fico da figura 9.8 foi omitido pois todos os seus
valores sa˜o nulos, ou seja, a aplicac¸a˜o destas heur´ısticas na˜o aumentou substancialmente
o tempo de execuc¸a˜o. No gra´fico da figura 9.9 o DRMTE foi dividido por cem para que
seja exibido em uma escala que permite uma melhor visualizac¸a˜o dos resultados.
A diferenc¸a do DRMCC entre os algoritmos utilizando uma mesma heur´ıstica na˜o e´
muito significativa, mas este valor apresenta em me´dia o quanto cada algoritmo melhora
em relac¸a˜o a soluc¸a˜o do algoritmo ACM sem utilizar nenhuma heur´ıstica. O algoritmo
ACM-HR obteve na me´dia os melhores valores de DRMC. Entretanto, esta heur´ıstica
quando aplicada aumenta muito o tempo de execuc¸a˜o me´dio do algoritmo, como pode ser
visto pelo seu DRMTE. O PRM deixa mais claro quais verso˜es das heur´ısticas obteˆm os
melhores resultados, mesmo que a diferenc¸a entre estes resultados na˜o seja suficientemente
grande para ser destacada no DRMCC. Atrave´s do PRM podemos concluir que o algoritmo
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Figura 9.8: Comparac¸a˜o das verso˜es First Fit e Best Fit das heur´ısticas HD e HC.
Figura 9.9: Comparac¸a˜o das verso˜es First Fit e Best Fit da heur´ıstica HR.
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ACM-HD na versa˜o Best Fit encontra 40% a mais de corredores com comprimento menor
que a versa˜o First Fit. No algoritmo ACM-HR essa diferenc¸a e´ 34%. Contudo neste
algoritmo existe um compromisso no tempo de execuc¸a˜o como mostra a diferenc¸a do
DRMTE de 4621%. A diferenc¸a do PRM entre os algoritmos que usam as verso˜es da
heur´ıstica HC na˜o foi ta˜o grande quanto os demais algoritmos, todavia, ainda e´ poss´ıvel
destacar a versa˜o Best Fit como melhor opc¸a˜o. Atrave´s do PRM tambe´m fica evidente
que a versa˜o Best Fit de cada heur´ıstica, mesmo obtendo os melhores resultados na me´dia,
na˜o foi capaz de obter o melhor resultado em todas as instaˆncias.
Como nas heur´ısticas HD e HC a versa˜o Best Fit obteve os melhores resultados sem
o acre´scimo significativo do tempo de execuc¸a˜o, vamos desconsiderar a versa˜o First Fit
delas. O mesmo na˜o pode ser dito para a heur´ıstica HR que apresenta uma diferenc¸a
substancial no tempo de execuc¸a˜o entre as verso˜es. Os pro´ximos resultados que vamos
apresentar mostram experimentalmente a melhor forma que encontramos de combinar
estas heur´ısticas.
Atrave´s de testes preliminares conclu´ımos que a heur´ıstica HD deve ser sempre exe-
cutada na soluc¸a˜o inicial das heur´ısticas HC e HR (antes do primeiro passo), e na melhor
soluc¸a˜o sempre que ela for atualizada nas heur´ısticas HC (durante o passo 7 do algoritmo
4) e HR (durante o passo 7 do algoritmo 5, e passo 8 do algoritmo 6). Ao fazer isso obtive-
mos bons resultados sem um grande acre´scimo no tempo de execuc¸a˜o. Distinguimos estas
heur´ısticas HC e HR combinadas com a heur´ıstica HD, denominando-as repectivamente
por HC′ e HR′.
Destes testes preliminares, selecionamos as melhores combinac¸o˜es das heur´ısticas. Com
base neles, notamos que a melhor forma de combina´-las e´ aplicar primeiro HC′ e, em
seguida HR′. Este processo pode ser repetido, intercalando a execuc¸a˜o destas heur´ısticas,
ate´ que uma delas na˜o consiga mais melhorar a soluc¸a˜o. As combinac¸o˜es escolhidas foram
nomeadas como CRC, CRCRC, e (CR)*. As letras C e R representam a aplicac¸a˜o de
HC′ e HR′ respectivamente. Estas heur´ısticas sa˜o executadas na ordem correspondente
ao nome da combinac¸a˜o. Por exemplo, CRC significa que executa-se primeiro HC′, depois
HR′ e, em seguida, HC′ novamente, encerrando-se o processo. Na combinac¸a˜o que tem
o nome delimitado por ( e )*, significa que ela e´ repetida ate´ que a soluc¸a˜o na˜o seja
melhorada.
Na avaliac¸a˜o destas combinac¸o˜es, consideramos novamente cada versa˜o da heur´ıstica
HR′, executando o algoritmo ACM uma vez em cada instaˆncia com mil ou mais salas e,
em seguida, aplicamos a combinac¸a˜o heur´ıstica na soluc¸a˜o obtida pelo algoritmo. Deno-
minamos o algoritmo ACM seguido da execuc¸a˜o de uma combinac¸a˜o por ACM seguido
de h´ıfen e o nome da heur´ıstica combinada. As figuras 9.10 e 9.11 apresentam gra´ficos
que comparam os algoritmos considerando, respectivamente, as verso˜es First Fit e Best
Fit da heur´ıstica HR′. Nestes gra´ficos comparamos os DRMCC e DRMTE do algoritmo
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Figura 9.10: Comparac¸a˜o das combinac¸o˜es das heur´ısticas considerando a versa˜o First
Fit da heur´ıstica HR′.
Figura 9.11: Comparac¸a˜o das combinac¸o˜es das heur´ısticas considerando a versa˜o Best Fit
da heur´ıstica HR′.
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ACM usando uma heur´ıstica combinada com o algoritmo ACM puro. Tambe´m e´ com-
parado o PRM entre os algoritmos que utilizam uma mesma versa˜o da heur´ıstica HR′.
Novamente o DRMCC teve seu sinal invertido para que possa ser apresentado juntamente
com o DRMTE e o PRM nos gra´ficos. O DRMTE tambe´m foi divido por dez no gra´fico
da figura 9.10, e por cem no gra´fico da figura 9.11.
Ao analisar ambos os gra´ficos, comparando os resultados obtidos pelas heur´ısticas
CRCRC e (CR)*, conclu´ımos que na˜o adianta executar a intercalac¸a˜o das heur´ısticas
mais que a quantidade de vezes executada pela heur´ısticas CRCRC, pois os resultados
na˜o sa˜o melhorados. Mais uma vez o DRMCC e´ muito pro´ximo entre as heur´ısticas,
desta forma, recorremos novamente ao PRM para decidir quais sa˜o as melhores heur´ısticas.
Observamos que a heur´ıstica CRCRC encontra 20% a mais de soluc¸o˜es com comprimentos
menores que a heur´ıstica CRC considerando a versa˜o First Fit da heur´ıstica HR′, e 16,66%
a mais considerando a versa˜o Best Fit. Contudo deve-se considerar um compromisso entre
qualidade e tempo de execuc¸a˜o, pois a heur´ıstica CRCRC gasta em me´dia 60% a mais
de tempo em sua execuc¸a˜o que a heur´ıstica CRC considerando a versa˜o First Fit da
heur´ıstica HR′, e em me´dia 67% a mais quando consideramos a versa˜o Best Fit. Por fim,
note que as heur´ısticas que utilizam a versa˜o Best Fit da heur´ıstica HR′ consomem muito
mais tempo em sua execuc¸a˜o, tendo um DRMTE com pelo menos 3000% a mais.
Finalizamos esta ana´lise do algoritmo ACM combinado com as heur´ısticas de melho-
ria comparando as duas verso˜es da melhor heuristica na˜o combinada, ou seja, HR com
as quatro melhores heur´ısticas combinadas destacadas na ana´lise dos gra´ficos 9.10 e 9.11,
que sa˜o CRC e CRCRC, ambas considerando as duas verso˜es da heur´ıstica HR′. Chama-
remos de ACM-H1, ACM-H2, ACM-H3 e ACM-H4, respectivamente, o algoritmo ACM
utilizando as combinac¸o˜es de heur´ısticas CRC com a versa˜o First Fit de HR′, CRCRC
com a versa˜o First Fit de HR′, CRC com a versa˜o Best Fit de HR′ e CRCRC com a
versa˜o Best Fit de HR′. A tabela abaixo resume o significado das heur´ısticas combinadas
utilizadas com o algoritmo ACM.
Tabela 9.1: Significado das heur´ısticas combinadas H1, H2, H3 e H4.
HR′
Comb.
CRC CRCRC
First Fit H1 H2
Best Fit H3 H4
As figuras 9.12, 9.13 e 9.14 apresentam gra´ficos que comparam, respectivamente, o
DRMCC das heur´ısticas e de suas combinac¸o˜es com o algoritmo ACM puro, o PRM e o
TEM obtidos por estes algoritmos, em func¸a˜o da quantidade de salas nas instaˆncias. No
gra´fico da figura 9.12 notamos que a melhoria, dada em termos do DRMCC, realizada
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Figura 9.12: Comparac¸a˜o do DRMCC do algoritmo ACM utilizando as combinac¸o˜es de
heur´ısticas selecionadas com o algoritmo ACM puro em func¸a˜o da quantidade de salas.
Figura 9.13: Comparac¸a˜o do PRM do algoritmo ACM sem utilizar e utilizando as com-
binac¸o˜es de heur´ısticas selecionadas em func¸a˜o da quantidade de salas.
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Figura 9.14: Comparac¸a˜o do TEM do algoritmo ACM sem utilizar e utilizando as com-
binac¸o˜es de heur´ısticas selecionadas em func¸a˜o da quantidade de salas.
pelas heur´ısticas e suas combinac¸o˜es tende a aumentar na medida em que a quantidade de
salas aumenta, variando, em me´dia, entre 6,83% e 10,3% nas heur´ısticas na˜o combinadas, e
entre 7,8% e 11,15% nas heur´ısticas combinadas. Ale´m disso, a diferenc¸a entre o DRMCC
das heur´ısticas combinadas e as heur´ısticas na˜o combinadas varia entre 0,5% e 1,44%
na me´dia. Neste gra´fico os algoritmos que fazem uso de alguma heur´ıstica combinada
apresentam valores de DRMCC muito pro´ximos. Desta forma mais uma vez recorremos ao
PRM, apresentado na figura 9.13, para compara´-los. Os algoritmos ACM-H3 e ACM-H4
apresentam, na maioria das vezes o maior PRM. Em seguida veˆm os algoritmos ACM-H1
e ACM-H2, e finalmente os algoritmos ACM-HR BestFit e ACM-HR FirstFit. Nota-se
que os algoritmos ACM-H3 e ACM-H4 tambe´m sa˜o aqueles que tem o maior TEM (figura
9.14), ou seja, existe um compromisso entre o PRM e o TEM. Ja´ os demais algoritmos,
exceto o ACM-HR BestFit, possuem TEM relativamente pro´ximo. No caso do ACM-HR
BestFit, observa-se que este gastou mais tempo que as heur´ısticas combinadas. Isto foi
devido ao fato da combinac¸a˜o da heur´ıstica HC′ com HR′ diminuir o nu´mero de iterac¸o˜es
de HR′. Ainda no gra´fico da figura 9.14, observa-se que o algoritmo aproximativo ACM
combinado com as heur´ısticas e´ de ra´pida execuc¸a˜o, pois mesmo para instaˆncias com
1500 salas, sua versa˜o mais lenta gastou em me´dia pouco menos de 90 segundos para ser
executada.
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9.2.2 Ana´lise da Heur´ıstica GRASP com Evolutionary Path Re-
linking
Como visto na sec¸a˜o 7.2, vamos utilizar combinac¸o˜es das heur´ısticas de melhoria como
rotinas de busca local tanto no GRASP, quanto nos me´todos de path relinking. Com
base no estudo feito na sec¸a˜o anterior, que mostra o comportamento das combinac¸o˜es
destas heur´ısticas aplicadas nas soluc¸o˜es do algoritmo aproximativo ACM, optamos por
adotar a combinac¸a˜o H2, pelo fato desta ser capaz de obter bons resultados com um
baixo consumo de tempo. Esta mesma rotina sera´ utilizada como busca local em todas as
etapas desta heur´ıstica. Contudo, existe uma diferenc¸a na execuc¸a˜o dela junto ao PRA
(path relinking pelas arestas). Como este me´todo tende a obter diversas soluc¸o˜es, que se
assemelham muito de uma iterac¸a˜o para outra, para cada soluc¸a˜o visitada executamos
apenas a heur´ıstica HD. Apo´s isso, somente se ela for melhor que as soluc¸o˜es origem e
destino, aplicamos a heur´ıstica combinada H2.
Com base em testes preliminares, ajustamos o GRASP para executar 200 iterac¸o˜es.
Uma vez que esta heur´ıstica apresenta va´rias componentes aleato´rias, seu resultado final
depende da semente fornecida ao gerador aleato´rio antes de sua execuc¸a˜o. Desta forma, a
heur´ıstica foi rodada 5 vezes, com diferentes sementes, em cada uma das 375 instaˆncias.
A primeira ana´lise feita investiga a eficieˆncia dos me´todos de construc¸a˜o do GRASP, em
termos da obtenc¸a˜o do melhor resultado. O gra´fico da figura 9.15 apresenta o percentual
de execuc¸o˜es que cada um dos algoritmos, AAGM e ACM aleatorizados, em conjunto com
a busca local, encontrou a melhor soluc¸a˜o obtida pelo GRASP, em func¸a˜o da quantidade
de salas. Na medida em que a quantidade de salas aumenta, o algoritmo AAGM tende
a obter a maior quantidade de melhores soluc¸o˜es. Nas instaˆncias com mais de 500 salas
este algoritmo obte´m mais de 80% das melhores soluc¸o˜es. Todavia, cabe ressaltar que o
algoritmo ACM ainda contribui para o me´todo encontrando de 5% a 20% das melhores
soluc¸o˜es.
De forma ana´loga a` ana´lise anterior, tambe´m investigamos qual das etapas da heur´ıstica
e´ aquela que obte´m o melhor resultado. Para isso, considere o gra´fico da figura 9.16. Neste
gra´fico temos o percentual de execuc¸o˜es que nenhum (GRASP), ambos (GRASP+PRA+
PRI), ou apenas um dos me´todos de evolutionary path relinking encontrou uma soluc¸a˜o
melhor que a melhor soluc¸a˜o encontrada antes de sua execuc¸a˜o. Deste gra´fico nota-se que
as etapas do evolutionary path relinking sa˜o fundamentais na heur´ıstica, encontrando cada
vez mais as melhores soluc¸o˜es na medida em que o nu´mero de salas aumenta. A partir
de 500 salas, mais de 85% das melhores soluc¸o˜es sa˜o encontradas por algum dos me´todos
de evolutionary path relinking. A quantidade de execuc¸o˜es onde ambos os me´todos de
evolutionary path relinking encontram uma soluc¸a˜o melhor aumenta de acordo com o
crescimento da quantidade de salas, ultrapassando a quantidade onde apenas um dos
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Figura 9.15: Comparac¸a˜o do percentual de execuc¸o˜es em que cada um dos algoritmos,
empregados na fase de construc¸a˜o do GRASP, encontrou a melhor soluc¸a˜o, em func¸a˜o da
quantidade de salas.
Figura 9.16: Comparac¸a˜o do percentual de execuc¸o˜es que nenhum (GRASP), ambos
(GRASP+PRA+PRI), ou apenas um dos me´todos de path relinking encontrou uma
soluc¸a˜o melhor que a melhor soluc¸a˜o encontrada antes de sua execuc¸a˜o, em func¸a˜o da
quantidade de salas.
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Figura 9.17: Comparac¸a˜o do DRMCC da soluc¸a˜o encontrada pelo me´todo com a melhor
soluc¸a˜o encontrada antes da execuc¸a˜o do me´todo em func¸a˜o da quantidade de salas.
me´todos encontra uma soluc¸a˜o melhor. Neste gra´fico tambe´m observamos que pode exis-
tir uma dependeˆncia do PRI em relac¸a˜o ao PRA, pois o PRI sozinho melhora poucas
vezes a soluc¸a˜o, sendo no ma´ximo em 15% da execuc¸o˜es.
Da ana´lise anterior, sabemos que os me´todos de path relinking encontram soluc¸o˜es
melhores, mas ainda na˜o sabemos em quanto elas sa˜o melhoradas. Desta forma, apre-
sentamos no gra´fico da figura 9.17 o DRMCC da soluc¸a˜o encontrada pelo me´todo para
a melhor soluc¸a˜o encontrada antes da execuc¸a˜o do me´todo. Em termos do DRMCC, o
PRA consegue obter soluc¸o˜es melhores em ate´ 0,65% na me´dia, e o PRI em ate´ 1,2% na
me´dia.
O tempo de execuc¸a˜o gasto pela heur´ıstica e´ dado em func¸a˜o da quantidade de salas
no gra´fico mostrado na figura 9.18. Deste gra´fico observa-se que o tempo de execuc¸a˜o
tende a aumentar gradativamente com o aumento de salas nas instaˆncias, mas mesmo
para instaˆncias grandes, possuindo 1500 salas, a heur´ıstica gastou menos de 12 minutos
para ser executada. A distribuic¸a˜o do tempo gasto em cada uma das etapas da heur´ıstica
e´ dada pelo gra´fico na figura 9.19. Neste gra´fico observa-se que o GRASP consome a maior
parte do tempo de execuc¸a˜o da heur´ıstica, correspondendo, em me´dia, a pelo menos 68%
do total. Notamos tambe´m que o percentual de tempo consumido pelo PRI, apesar de
ser baixo, e´ em me´dia cerca de 5% a 20%, e tende a aumentar com a quantidade de salas,
diminuindo o percentual de tempo consumido pelo GRASP. O PRA tende a manter um
percentual que na me´dia fica pro´ximo a 15% do tempo total gasto pela heur´ıstica.
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Figura 9.18: Tempo me´dio gasto na execuc¸a˜o da heur´ıstica em func¸a˜o da quantidade de
salas.
Figura 9.19: Percentual do tempo total gasto em cada uma das etapas da heur´ıstica em
func¸a˜o da quantidade de salas.
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9.2.3 Ana´lise do Algoritmo Exato
Uma vez que o algoritmo branch-and-cut pode levar muito tempo para encontrar o o´timo
de uma instaˆncia, limitamos a sua execuc¸a˜o a no ma´ximo duas horas. Caso ele atinja
este limite temporal e termine sem encontrar o o´timo, consideramos a melhor soluc¸a˜o
(limitante primal) e a comparamos com o melhor limitante dual obtido para saber o
quanto podemos estar distantes do o´timo. Assim como na sec¸a˜o anterior, na heur´ıstica
primal do algoritmo branch-and-cut tambe´m adotamos como busca local a combinac¸a˜o
H2.
O branch-and-cut foi capaz de encontrar soluc¸o˜es o´timas para grande parte do conjunto
de instaˆncias, na˜o resolvendo na otimalidade apenas 22 delas. Contudo, o maior gap1
obtido nestas instaˆncias pelo algoritmo foi de 0,81%. Isso mostra que mesmo quando o
algoritmo na˜o e´ capaz de provar a otimalidade, os valores dos limitantes obtidos por ele,
se na˜o forem o´timos, esta˜o muito pro´ximos dele.
Nos testes realizados, observamos que o algoritmo exato se comporta de modo diferente
dependendo do tipo da instaˆncia (ver sec¸a˜o 9.1) em que ele e´ aplicado. Notamos que as
instaˆncias do tipo 4 apresentam um grau de dificuldade maior que as demais neste me´todo,
sendo que todas as instaˆncias na˜o resolvidas na otimalidade sa˜o desse tipo. Enta˜o, nesta
ana´lise, diferentemente das anteriores, se faz necessa´rio separar as instaˆncias por tipo por
causa da discrepaˆncia dos valores obtidos. Isso fica mais evidente na figura 9.20, que
apresenta o tempo de execuc¸a˜o me´dio em func¸a˜o da quantidade de salas, considerando
separadamente as instaˆncias do tipo 4 e as demais instaˆncias. Atrave´s deste gra´fico
nota-se que a dificuldade na resoluc¸a˜o das instaˆncias do tipo 4 fica evidente quando elas
passam a ter 600 ou mais salas, onde o tempo de execuc¸a˜o me´dio passa a ser bem maior.
As instaˆncias dos demais tipos sa˜o resolvidas de forma ra´pida, sendo que mesmo para
instaˆncias grandes, em termos da quantidade de salas, sa˜o gastos por volta de 7 minutos em
me´dia. Ainda neste gra´fico, nota-se tambe´m que o tempo de execuc¸a˜o me´dio nem sempre
e´ na˜o-decrescente em func¸a˜o da quantidade de salas. Isso ocorre devido a` gerac¸a˜o aleato´ria
das instaˆncias e a` pouca quantidade de instaˆncias consideradas para o ca´lculo das me´dias
(cinco instaˆncias). Todavia, ainda percebe-se a tendeˆncia de crescimento. O mesmo
comportamento e´ visto no gra´fico da figura 9.21, onde se aplica a mesma justificativa.
Finalizamos a ana´lise do algoritmo branch-and-cut apresentando um comportamento
interessante, que foi sua capacidade de resolver instaˆncias enumerando apenas um no´.
Pouco mais de 60% das instaˆncias foram resolvidas desta forma. Isto quer dizer que, para
estas instaˆncias, o modelo MRAO obteve uma soluc¸a˜o inteira ou, enta˜o, a diferenc¸a do
limitante primal para o limitante dual foi inferior a uma unidade. Nesta u´ltima situac¸a˜o,
como trabalhamos com custos inteiros, podemos afirmar que o valor do limitante primal
1O gap corresponde ao desvio do valor do limitante primal para o valor do limitante dual.
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Figura 9.20: Tempo de execuc¸a˜o me´dio do algoritmo branch-and-cut, considerando sepa-
radamente as instaˆncias do tipo 4 e as demais instaˆncias, em func¸a˜o da quantidade de
salas.
Figura 9.21: Percentual de instaˆncias que foram resolvidas enumerando apenas um no´ no
algoritmo branch-and-cut em func¸a˜o da quantidade de salas.
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e´ o´timo. A rigor a resoluc¸a˜o destas instaˆncias tomou um tempo polinomial ja´ que a
otimizac¸a˜o do modelo MRAO gasta tempo polinomial. O gra´fico da figura 9.21 apresenta
como esse percentual de instaˆncias resolvidas no primeiro no´ da a´rvore de enumerac¸a˜o
fica distribu´ıdo em func¸a˜o da quantidade de salas. Observe que o percentual e´ elevado
na˜o apenas nas instaˆncias com poucas salas, uma vez que uma grande quantidade de
instaˆncias com muitas salas foram resolvidas desta forma. Estes resultados confirmam na
pra´tica que este modelo e´ uma formulac¸a˜o forte para o PCCM, sendo capaz de fornecer
excelentes limitantes duais.
9.2.4 Comparac¸a˜o entre os Algoritmos Exato, Aproximativos e
Heur´ıstico
Nesta sec¸a˜o vamos realizar ana´lises comparando o algoritmo exato de branch-and-cut
(B&C), o algoritmo aproximativo ACM com e sem as quatro heur´ısticas combinadas, e a
heur´ıstica GRASP com evolutionary path relinking (GRASP+EPR).
Agora que conhecemos as soluc¸o˜es o´timas das instaˆncias, a excec¸a˜o de 22 delas, nas
quais ainda temos um limitante dual bem pro´ximo do valor o´timo, podemos avaliar a qua-
lidade das soluc¸o˜es obtidas pelos algoritmos aproximativos e a heur´ıstica GRASP+EPR.
No gra´fico da figura 9.22 apresentamos o DRMCC destes me´todos relativos ao valor do
melhor limitante dual encontrado pelo branch-and-cut. Dentre os algoritmos aproximati-
vos que utilizam alguma heur´ıstica, apresentamos apenas o DRMCC do algoritmo ACM
- H4, que obteve os melhores resultados. Os demais algoritmos combinados possuem
DRMCC muito pro´ximos, sendo no ma´ximo 0,15% maior que o valor apresentado pelo
ACM - H4, portanto, na˜o haveria uma diferenc¸a visualmente percept´ıvel na figura.
Neste gra´fico, primeiramente observamos que ao utilizar alguma das heur´ısticas de
melhoria em conjunto com o algoritmo aproximativo ACM, o DRMCC deste, que ficava
entre 10% e 17%, passa a ficar em menos de 3,5%. Ou seja, a utilizac¸a˜o de alguma
das heur´ısticas de melhoria em conjunto com o algoritmo aproximativo ACM produz um
impacto significativo na qualidade das soluc¸o˜es obtidas. Em func¸a˜o da quantidade de
salas, o decre´scimo no DRMCC varia de 8,8% a 12,97%. Nota-se tambe´m que as soluc¸o˜es
obtidas pela heur´ıstica GRASP+EPR sa˜o muito pro´ximas das soluc¸o˜es o´timas, tendo um
DRMCC para o limitante dual de no ma´ximo 0,9%.
O algoritmo aproximativo usando alguma heur´ıstica combinada encontrou o o´timo
em apenas duas instaˆncias com 100 salas e uma instaˆncia com 200 salas, sendo que nas
demais na˜o foram encontrados os o´timos. Ja´ o GRASP+EPR encontrou uma quantidade
maior de o´timos. O gra´fico dado na figura 9.23 apresenta o percentual de execuc¸o˜es onde
o GRASP+EPR encontrou uma soluc¸a˜o o´tima em func¸a˜o da quantidade de salas. Este
percentual diminui rapidamente em func¸a˜o da quantidade de salas, muito embora ele seja
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Figura 9.22: Comparac¸a˜o do DRMCC dos algoritmos aproximativos ACM com e sem
heur´ısticas e da heur´ıstica GRASP+EPR com o melhor limitante dual obtido pelo branch-
and-cut em func¸a˜o da quantidade de salas.
Figura 9.23: Percentual de execuc¸o˜es onde a heur´ıstica GRASP+EPR encontrou o o´timo
em func¸a˜o da quantidade de salas.
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considera´vel em instaˆncias com ate´ 500 salas. Ainda assim, o GRASP+EPR encontrou
uma soluc¸a˜o o´tima em uma execuc¸a˜o de uma instaˆncia com 1500 salas.
Sabemos que o algoritmo ACM possui fator de aproximac¸a˜o teo´rico na ordem de k−1,
onde k corresponde a quantidade de salas na instaˆncia. Voltando ao gra´fico da figura 9.22,
e´ poss´ıvel estimar o fator de aproximac¸a˜o do algoritmo ACM atingido experimentalmente
em func¸a˜o da quantidade de salas nas instaˆncias, bastando apenas dividir o valor no
gra´fico por 100 e somar um ao valor obtido. Portanto, o fator me´dio de aproximac¸a˜o do
algoritmo ACM, na pra´tica, para as instaˆncias testadas e´ no ma´ximo 1,17. Quando as
heur´ısticas sa˜o aplicadas o fator de aproximac¸a˜o me´dio fica abaixo de 1,035. Isso mostra
que os fatores de aproximac¸a˜o destes algoritmos sa˜o muito bons na pra´tica.
Na ana´lise do algoritmo branch-and-cut, vimos que este gasta muito mais tempo na
resoluc¸a˜o das instaˆncias do tipo 4, comparado ao tempo gasto na resoluc¸a˜o das demais
instaˆncias. Por esse motivo, decidimos avaliar separadamente o TEM dos me´todos, atrave´s
dos gra´ficos apresentados nas figuras 9.24 e 9.25. Estes gra´ficos mostram o TEM dos
algoritmos que estamos comparando em func¸a˜o da quantidade de salas nas instaˆncias.
Achamos desnecessa´rio incluir todos os algoritmos aproximativos, ja´ que alguns destes
na˜o apresentam diferenc¸as significativas nestes gra´ficos, desta forma inclu´ımos apenas os
algoritmos aproximativos ACM e ACM - H4, que correspondem ao me´todo mais ra´pido e
ao mais lento dentre os algoritmos aproximativos escolhidos.
Analisando o TEM nas instaˆncias que na˜o sa˜o do tipo 4 (figura 9.24), nota-se que
a heur´ıstica GRASP+EPR gasta em me´dia mais tempo que o me´todo branch-and-cut.
Por isso, para este tipo de instaˆncias na˜o faz sentido utilizar a heur´ıstica GRASP+EPR,
pois gastamos mais tempo obtendo uma soluc¸a˜o heur´ıstica, sendo que e´ poss´ıvel obter
em menos tempo uma soluc¸a˜o o´tima. Ainda nesta ana´lise, observamos que a diferenc¸a
do TEM entre o me´todo branch-and-cut e os algoritmos aproximativos comec¸a a apre-
sentar uma diferenc¸a significativa quando as instaˆncias possuem 600 ou mais salas. Para
instaˆncias menores, julgamos que o me´todo branch-and-cut ainda e´ a melhor opc¸a˜o. E
neste contexto, caso o tempo de execuc¸a˜o na˜o seja muito limitado, podemos considerar
o me´todo branch-and-cut ate´ mesmo na resoluc¸a˜o de instaˆncias com 1500 salas, onde ele
gasta pouco menos de 7 minutos para ser executado.
Quando consideramos nesta ana´lise as instaˆncias do tipo 4 (figura 9.25), ainda jul-
gamos o me´todo branch-and-cut como melhor opc¸a˜o na resoluc¸a˜o de instaˆncias com ate´
500 salas, pois o TEM deste para os demais me´todos e´ relativamente pro´ximo. Ja´ nas
instaˆncias com 600 ou mais salas, a heur´ıstica GRASP+EPR e os algoritmos aproxima-
tivos consomem em me´dia muito menos tempo que o me´todo branch-and-cut. Enta˜o,
nas situac¸o˜es onde o tempo de execuc¸a˜o na˜o e´ muito cr´ıtico, consideramos a heur´ıstica
GRASP+EPR como melhor opc¸a˜o, pois esta gastou em me´dia menos de 8 minutos para
resolver instaˆncias com ate´ 1500 salas, e conseguiu soluc¸o˜es melhores que as soluc¸o˜es obti-
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Figura 9.24: Comparac¸a˜o do tempo de execuc¸a˜o me´dio dos algoritmos exato, aproximativo
e heur´ıstico em func¸a˜o da quantidade de salas (nas instaˆncias que na˜o sa˜o do tipo 4).
Figura 9.25: Comparac¸a˜o do tempo de execuc¸a˜o me´dio dos algoritmos exato, aproximativo
e heur´ıstico em func¸a˜o da quantidade de salas (nas instaˆncias do tipo 4).
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das pelos algoritmos aproximativos. Mas, quando o tempo de execuc¸a˜o possuir um limite
apertado, os algoritmos aproximativos passam a ser as melhores opc¸o˜es, pois o algoritmo
ACM gasta em me´dia menos de dois segundos para resolver instaˆncias com 1500 salas, e
o algoritmo ACM - H4 gasta em me´dia menos de 25 segundos.

Cap´ıtulo 10
Concluso˜es
Neste trabalho, estudamos o problema denominado problema do corredor de comprimento
mı´nimo (PCCM). No PCCM recebemos um pol´ıgono retilinear subdividido em pol´ıgonos
retilineares menores formando uma subdivisa˜o S planar conexa do pol´ıgono dado. Uma
soluc¸a˜o para este problema, tambe´m chamada de corredor, e´ formada por um conjunto
conexo de arestas de S, tal que cada face interna em S possui pelo menos um ponto em
sua borda que pertence a alguma aresta deste conjunto. O objetivo enta˜o e´ encontrar
uma soluc¸a˜o tal que a soma total dos comprimentos das arestas seja a menor poss´ıvel.
O PCCM pode ser reduzido polinomialmente a um problema em grafos denominado
problema da a´rvore de Steiner com grupos (PASG). Atrave´s desta reduc¸a˜o podemos apli-
car os algoritmos do PASG conhecidos na literatura. Assim, foram estudados dois modelos
matema´ticos do PASG, que servem de base para um algoritmo aproximativo estudado e
para o me´todo exato branch-and-cut desenvolvido. Tambe´m estudamos outro algoritmo
aproximativo baseado na construc¸a˜o de uma soluc¸a˜o atrave´s de caminhos mı´nimos. Ale´m
destes algoritmos, desenvolvemos treˆs heur´ısticas de busca local que recebem uma soluc¸a˜o
inicial e tentam encontrar soluc¸o˜es melhores. A partir destas heur´ısticas e dos algorit-
mos aproximativos estudados, propomos ainda uma heur´ıstica baseada na metaheur´ıstica
GRASP combinada com um evolutionary path relinking (GRASP+EPR) que faz uso de
dois diferentes me´todos de path relinking.
Como na˜o foram encontradas instaˆncias do PCCM dispon´ıveis na literatura, desen-
volvemos um gerador aleato´rio de instaˆncias para o problema. Com isto, criamos um
conjunto com 375 instaˆncias, nas quais aplicamos os me´todos estudados e desenvolvidos.
Feito isso, destacamos as principais contribuic¸o˜es desta dissertac¸a˜o:
• Propomos as primeiras heur´ısticas para o problema.
• Desenvolvemos a primeira abordagem exata utilizando programac¸a˜o linear inteira
para o problema.
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• Dois novos resultados teo´ricos foram obtidos. Apresentamos uma forma fa´cil de
reduzir o PCCM-RE ao PCCM. Tambe´m mostramos que o fator de aproximac¸a˜o do
algoritmo ACM, que e´ k−1, chega a pelo menos k−2−µ nas instaˆncias do PCCM,
onde k e´ a quantidade de salas na instaˆncia e µ e´ uma constante muito pequena.
Por isso, este fator na˜o pode ser melhorado assintoticamente.
• Geramos o primeiro benchmark de instaˆncias para o problema, disponibilizado em
http://www.ic.unicamp.br/~cid/Problem-instances/MinCorridor.
• Realizamos os primeiros experimentos computacionais comparando algoritmos exa-
tos, aproximativos e heur´ısticos, fornecendo resultados para o benchmark.
• Apesar do foco ter sido o PCCM, todos os algoritmos desenvolvidos na˜o se limitam
a ele, sendo aplica´veis tambe´m ao PASG.
Das ana´lises dos resultados obtidos nos experimentos computacionais chegamos a`s se-
guintes concluso˜es. Primeiramente, observamos que e´ via´vel resolver na otimalidade de
forma ra´pida, empregando o me´todo branch-and-cut, instaˆncias com ate´ 500 salas. Se
considerarmos que uma hora e´ um limite de tempo computacional aceita´vel, levando-se
em conta a tecnologia atual, enta˜o podemos cogitar a resoluc¸a˜o exata de instaˆncias com
ate´ 1100 salas. A ana´lise em separado dos resultados do me´todo branch-and-cut, com
excec¸a˜o das instaˆncias tipo 4, mostra que o me´todo e´ capaz de resolver, em pouco tempo,
instaˆncias ainda maiores, uma vez que em nossos experimentos foram resolvidas instaˆncias
com 1500 salas gastando em me´dia cerca de 7 minutos. Ao analisar a forma como geramos
as instaˆncias do tipo 4, acreditamos que o fator complicador para a resoluc¸a˜o das mesmas
se deve a` grande quantidade de arestas em S possuindo comprimentos iguais, ou muito
pro´ximos. Isso pode fazer com que a instaˆncia tenha muitas soluc¸o˜es o´timas diferentes,
dificultando a busca por bons limitantes duais durante o branch-and-cut. Portanto, su-
gerimos que o me´todo branch-and-cut deve ser avaliado como forma de resoluc¸a˜o sempre
que a instaˆncia na˜o apresentar esta caracter´ıstica.
Para as instaˆncias dif´ıceis de serem solucionadas de forma exata, pode-se utilizar a
heur´ıstica GRASP+EPR e obter soluc¸o˜es bem pro´ximas das soluc¸o˜es o´timas, uma vez
que nos experimentos que fizemos, esta levou a um gap me´dio de no ma´ximo 0,9% para
o o´timo. Ja´ o algoritmo aproximativo ACM, com ou sem heur´ıstica de melhoria, deve ser
utilizado em aplicac¸o˜es onde o tempo e´ um recurso muito limitado, e e´ aceita´vel obter
soluc¸o˜es com uma qualidade levemente inferior. Cabe observar que este algoritmo, quando
utilizado com alguma das heur´ısticas de melhoria, foi capaz de obter soluc¸o˜es bastante
satisfato´rias nos testes realizados, com um gap me´dio de no ma´ximo 3,5% para o o´timo.
Ainda destacamos os seguintes resultados obtidos em nossos experimentos:
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• O algoritmo branch-and-cut foi capaz de encontrar o o´timo em 353 instaˆncias. Ape-
nas 22 instaˆncias do tipo 4 na˜o foram resolvidas na otimalidade, mas o maior gap
obtido pelo algoritmo nestas instaˆncias foi de 0,81%.
• Em pouco mais de 60% das instaˆncias, o branch-and-cut encontrou a soluc¸a˜o o´tima
resolvendo apenas um no´. Isso indica experimentalmente que a formulac¸a˜o do mo-
delo adotado e´ forte para o PCCM.
• A heur´ıstica GRASP+EPR foi mais lenta que o branch-and-cut na resoluc¸a˜o das
instaˆncias que na˜o sa˜o do tipo 4. Contudo, a heur´ıstica gastou no ma´ximo 12
minutos em me´dia para resolver cada instaˆncia, o que a torna interessante quando
as instaˆncias sa˜o do tipo 4, onde o branch-and-cut na me´dia leva mais tempo em
instaˆncias com 600 ou mais salas.
• Os dois me´todos path relinking incorporados na heur´ıstica GRASP melhoram as
soluc¸o˜es em ate´ 1,2% na me´dia, em termos do DRMCC.
• O algoritmo aproximativo AAGM na˜o e´ um bom algoritmo na pra´tica. Ele consome
muito tempo resolvendo um problema de programac¸a˜o linear. Ale´m disso, o algo-
ritmo ACM encontra soluc¸o˜es aproximadas melhores em um tempo muito menor e,
em alguns casos, tambe´m e´ poss´ıvel encontrar uma soluc¸a˜o o´tima em muito menos
tempo.
• Destacamos quatro combinac¸o˜es das heur´ısticas apresentadas no cap´ıtulo 6. Estas
heur´ısticas combinadas, quando aplicadas nas soluc¸o˜es obtidas pelo algoritmo ACM,
melhoram substancialmente a qualidade das soluc¸o˜es. Ao utiliza´-las, o DRMCC das
soluc¸o˜es para o valor o´timo cai em me´dia de 8,8% a 12,97%.
• O algoritmo ACM, utilizando a combinac¸a˜o de heur´ısticas mais lenta, ainda tem um
tempo de execuc¸a˜o relativamente pequeno, gastando em me´dia pouco menos de 90
segundos para resolver instaˆncias com 1500 salas. Ja´ o algoritmo ACM sem utilizar
nenhuma heur´ıstica gasta em me´dia pouco menos de 2 segundos para resolver as
mesmas instaˆncias.
• O fator de aproximac¸a˜o do algoritmo ACM na pra´tica foi no ma´ximo 1,17 na me´dia.
Portanto, muito menor que o fator teo´rico de k−1, onde k corresponde a quantidade
de salas na instaˆncia.
Finalizamos esta dissertac¸a˜o sugerindo um trabalho futuro que acreditamos que ser
capaz de melhorar os resultados apresentados aqui. Encontram-se na literatura te´cnicas
de pre´-processamento para reduzir a quantidade de ve´rtices e arestas nas instaˆncias do
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problema da a´rvore de Steiner e tambe´m nas instaˆncias do problema da a´rvore de Steiner
com grupos [19, 30]. Estas te´cnicas poderiam ser aplicadas a`s instaˆncias do PCCM,
potencialmente levando a melhorias no tempo de execuc¸a˜o dos me´todos e, ate´ mesmo, na
qualidade das soluc¸o˜es obtidas, pois o espac¸o de busca sera´ reduzido.
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