Abstract -Unstable growth phenomena in spatially discrete wave equations are studied. We characterize sets of initial states leading to instability and collapse and obtain analytical predictions for the blow-up time. The theoretical predictions are contrasted with the numerical solutions computed by a variety of schemes. The behavior of the systems in the continuum limit and the impact of discreteness and friction are discussed.
Introduction
Spatially discrete systems describe the behavior of many physical and biological systems comprising interacting smaller components such as atoms, quantum wells, cells, etc. Examples are the motion of dislocations [13] and cracks [25] in crystalline solids, the motion of the domain walls in semiconductor superlattices [4] , the evolution of molecular aggregates [10] , the dynamic localization of vibrational energy in crystalline l-alanine [19] or in DNA [22] , and so on.
Spatially discrete systems also arise in the design of numerical schemes to compute approximated solutions for continuous models. A common strategy (the method of lines) consists in choosing a spatial discretization based on finite difference, finite element or spectral techniques to approach partial differential equations by large systems of coupled ordinary differential equations. In this process, it is essential to select spatial discretizations generating systems that reproduce the correct qualitative behavior of the original physical model. Discrete models may not share the same qualitative behavior as their continuous counterparts. This is particularly noticeable in the study of traveling waves. Standard spatial discretizations of the sine-Gordon equation, for instance, produce systems where kinks are pinned and fail to propagate. On the contrary, discrete wave equations with asymmetric bistable sources may have traveling wave front solutions which are lost in the continuum limit [6, 23] . Similar problems arise when comparing continuous and discrete reactiondiffusion systems. Wave fronts are pinned in spatially discrete reaction-diffusion systems unless the source is asymmetric enough [7, 27] . Further changes in the qualitative behavior of the system may be introduced when time is discretized. Spurious effects such as numerical chaos generated by discretizing time in the numerical approximation of solitons were discussed in [1, 2] . The possibility of spurious numerical steady states in systems of nonlinear ordinary equations is addressed in [27] .
Spatial discreteness may also have an impact on the mechanisms for patterning, resonance or collapse. In [10] models for the lifetime of molecular aggregates are studied numerically. The continuum limit is described by Schrödinger equations with cubic sources whose ringwave solutions collapse at the center in finite time. However, the molecular structure suggests a discrete selftrapping model. Discreteness prevents the completion of the collapse and allows for an increased lifetime. There are a number of physical phenomena in which spatial discreteness removes singularities arising in continuum limits, see [8] for instance. Singularities are often a sign of important changes in the properties of a model.
In this paper, we study the unstable growth and collapse in spatially discrete wave equations u n + γu n = d(u n+1 − 2u n + u n−1 ) + f (u n ), n ∈ Z, t > 0.
These equations are obtained by either applying the method of lines to continuous wave equations or as a model for the evolution of a chain of oscillators diffusively coupled. The parameter d > 0 is the strength of the coupling, γ 0 is the friction coefficient, and f (u) is a nonlinear source derived from the potential: f (u) = −V (u). Conditions for the existence of local in time or global in time solutions of initial value problems were given by Zhou in [28] , where the possible attractors are also investigated. However, blow-up instabilities may develop when the potential V (u) → −∞ faster than −u 2 as |u| → ∞. When solving numerically systems whose solutions may explode, having some a priori analytical understanding of the behavior of the system is essential distinguish between blow-up caused by nonlinear sources and instabilities generated by a poor choice of the discretization in time. Some work has been done on numerical schemes for models with explosive instabilities: see [5, 9, 11, 20] for the blow-up in reaction-diffusion systems, [26] for the self-focusing in nonlinear Schrödinger equations, [3] for the wave collapse in Klein-Gordon equation or [12, 14] for related problems in the fluid mechanics. Since the singularity formation involves the development of a structure on a vanishingly small scale, fixed grids are inadequate. To capture the structure of the developing singularity, it is necessary to use an adaptative method that refines the grid near the singularity. Even with mesh refinement, it is hard to decide if the produced singularities are not numerical artefacts unless one has some an a priori analytical insight into the problem. In spatially continuous problems or single ordinary differential equations, adaptative schemes are usually designed to reproduce the growth properties of known analytical or asymptotic solutions. In spatially discrete problems, variable time step methods are required and analytical bounds are essential to asses the reliability of computed solutions.
We characterize analytically sets of initial states for which (1) collapses in finite time.
Predictions of the blow-up time are obtained by different techniques and then contrasted with numerical solutions computed by a variety of schemes. For some classes of data, we obtain a reasonable agreement between our predictions and the behavior of numerical solutions computed by variable time step schemes. Some insight into the spatial structure of the collapse and the impact of discreteness in the stable or unstable evolution of different patterns is gained from this analysis. The continuum counterpart of (1) is the wave equation
which may develop blow-up instabilities for the same type of potentials. Instability results using sign arguments to compare with explosive differential inequalities were established in [15, 16] . Blow-up predictions based on energy inequalities were obtained later in [17] . In general, one would expect the solutions of (1) with discretized data u 0 (nh), u 1 (nh) to converge to solutions of continuous wave equations
For this, the sets of initial data generating blowing up solutions for (1) and (2) and the corresponding blow-up times should be close in some way. For particular classes of initial data, we obtain conditions on the step of the spatial mesh for the method of lines to produce solutions keeping the same qualitative behavior as the solutions of (2).
The paper is organized as follows. In Section 2 we obtain instability results for conservative chains by energy methods. In Section 3, we focus on exploding positive configurations and establish more accurate predictions for the time of collapse and its spatial structure using positivity. Section 4 briefly discusses the impact of friction on unstable growth. In section 5, we test our predictions on the blow-up times by comparison with numerical solutions. We also discuss some numerical experiments for oscillatory patterns in which bounded or unbounded solutions are computed depending on the scheme employed. Section 6 contains our conclusions.
Collapse predictions depending on the initial energy
We study the conservative systems of diffusively coupled oscillators
with d > 0, r 0 and a focusing nonlinearity f . A typical choice is f (u) = |u|
The Klein-Gordon sources are handled by setting r > 0. We select the Dirichlet boundary conditions in our exposition although many of the results in this section apply with minor changes to infinite chains or other types of boundary conditions. Instability results are obtained by looking at the initial energy of system (3), which is defined as follows. Let A be the N × N matrix
226 A. Carpio and G. Duro and let V (u) be a potential for f :
. Notice that the choice of the potential is not unique, it is defined up to an additive constant. To fix ideas, we select
We define the kinetic energy of the chain K(u n (t)) = 1 2 N n=1 u 2 n (t), the potential energy
and the mechanical energy
Other boundary conditions are incorporated by changing the matrix A accordingly. The mechanical energy of system (3) is conserved for t 0
The conservation law E(u n (t), u n (t)) = E(u 0 n , u 1 n ) for t 0 provides a bound on the kinetic and potential energies ensuring the existence of globally bounded solutions when the potential energy functional is positive, or at least bounded from below. Such is the case where the potential V (u) satisfies V (u) > 0 for |u| large. In this section we consider nonlinear sources satisfying
This condition essentially says that −V (u) grows like a certain power of |u| and includes focusing sources such as f (u) = |u|
. The energy functional (7) may take on negative values and it is not bounded from below. This is the reason why explosive instabilities or collapse may develop.
When the initial mechanical energy is negative, differential inequalities that imply blowup in finite time can be established. When the initial energy is positive, stable systems are formed if the initial states are small enough compared to the coupling for the spreading effect of coupling to take effect. For larger data, the focusing effect of nonlinearity dominates and the system becomes unstable.
Similar arguments apply to infinite chains as long as u 0 n and u 1 n decay fast enough at infinite to ensure that the mechanical energy is finite, i.e., the series n |u 
Collapse for negative initial energies
We show below that initial states with negative mechanical energy may develop explosive instabilities.
Theorem 2.1. Let u n (t) be a solution of (3) where f (u) satisfies (9) .
If E(0) = 0 and
Proof. We define the functional
The parameters ρ > 0 and τ > 0 will be selected such that H(t) satisfies an inequality of the form (H
, provided H (0) > 0. We explain now how to select ρ and τ to ensure HH − (σ + 1)(H ) 2 0. First we compute
In the expression for H (t) we have replaced u n using (3). We see that
The term Q 0. To control the sign of G, we estimate its derivative. Since the matrix A defined in (4) is symmetric and definite positive we have
for u(t), v(t) as in (5) . Using (3), (13) and −
Integrating we obtain
We insert here the value of G(0) and use (9), (13) to get
The blow-up time is given by (12) .
0 and H(0) = 0. The value
The function T (τ ) attains the minimum value T b given in (11) at
Behavior for positive initial energies
When the initial energy is positive and the data are small enough compared to d, the spreading effect of the coupling keeps the solution bounded.
0 E(0) < (p + 1)
then u n (t) is bounded by (p + 1)
Proof. By continuity, Max n |u n (t)| < (p + 1)
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Using the Rayleigh characterization of λ 1 and (16) in the energy identity (8), we obtain
for all t ∈ [0, t 1 ] and cannot fail at t 1 . Thus, t 1 = ∞.
Note that Theorem 2.2. applies to infinite chains only when r > 0. Results on the existence of breathers in related problems can be found in [18] . For other ranges of positive energies and assuming Proposition 2.1. Let u n (t) be a solution of (3) with initial data u 0 n , u 1 n and a source f which satisfies (9) . We assume that
ii)
Proof. When (17) holds, we set
. Factoring G(t), we see that none of its factors changes the sign if ν is selected such that (H −σ
(0), which is possible by (17) . Indeed, we can take ν = ν 
Integrating again, we obtain H(t) H(0)exp(νt/
√ σ) and the exponential growth for H follows.
. Using (18) , we see that G(0) > 0 and none of the factors in G(t) can change the sign. Thus, (H 
for x ∈ [0, 1] and t > 0. This initial value problem has a unique solution defined up to a time T when u 0 ∈ H 1 0 (0, 1) and u 1 ∈ L 2 (0, 1). We define the continuous energy
which is finite for t T ∞. By controlling the dependence on h of the results stated in Sections 2.1 and 2.2, we find the conditions on h ensuring a similar qualitative behavior for solutions of the wave equation and its spatial discretization for some classes of data.
When
Let us denote by u 
As
However, we ignore whether the actual blow-up times T h converge to T . 
Blow-up predictions for positive data
In this section we focus on the initial states generating positive solutions to obtain more precise predictions on the behavior of system (3). Using positivity, we can find the lower bounds for u n (t) by comparison with the differential equations whose solutions blow up in a finite time when the initial data is positive and large enough in some region. The predictions of the times for a collapse found in this way are sharper than those obtained by the energy methods and yield some information on the spatial structure of the collapse. We
Comparison with homogeneous configurations
A simple example of instability and positivity in (3) is found by looking for spatially uniform solutions u n (t) = u n+1 (t) = u(t), whose dynamics is governed by the ordinary differential equation
When u(0) 0, the solutions of (26) may blow up in a finite time [16] Lemma 3.1. If u (0) 0 and u (0)
We show below how the structure of the difference operator can be exploited to compare the evolution of the chain of coupled oscillators (3) with the dynamics of the spatially uniform configurations described by (26) to find the generalized collapse.
Theorem 3.1. Let u n (t) be a solution of (3) with u n (0) σ > 0 and u n (0) 0 for n = 1, . . . , N. We assume that f (u) satisfies (23)- (25) . Choosing σ > a
) remain nonnegative as long as they exist. For all n, u n (t) → ∞ as t → T T b with T b defined by
In particular, when
Proof. The solution u n (t) of (3) inherits the positivity of the initial data at least up to the time t 1 : u n (t) 0 for t ∈ [0, t 1 ], n = 1, . . . , N . Then,
and u n (t) u n (0) 0 for t ∈ [0, t 1 ]. This means that u n (t) cannot become negative and neither can u n (t) for any subsequent t. Multiplying (30) by u n and integrating, we get
with the initial data
and v(0) = u n (0). Lemma 3.1 applies. The integral 
The eigenfunction test
A less restrictive instability result is found by using the positive eigenfunction φ n associated with the smallest eigenvalue of the matrix A to establish an explosive differential inequality for the average n u n (t)φ n . For the matrix A defined in (4), λ 1 = 2d 1 − cos . We set φ 0 = φ N +1 = 0. Theorem 3.2. Let u n (t) be a solution of (3) with u n (0) 0, u n (0) 0 for all n. We assume that f (u) satisfies (23)- (25) . Let φ n be the positive eigenfunction associated with the smallest eigenvalue λ 1 with
w(t)) > λw(t) for t 0 and w(t) develops a singularity in a finite time T T b with
In particular, when f (u) = |u| p , p > 1, and w(0) > λ
Proof. We multiply (3) by φ n , sum over n and use
to obtain
For convex sources,
As in the proof of (rd). 
Behavior in the continuum limit
where
see [15] . As in Section 2.3, we set d = The blow-up predictions given by Theorem 3.1 are intrinsecally discrete and are lost in the continuum limit.
Damped chains
Finally, we address the question of whether linear friction terms may stabilize system (3) and suppress unstable growth. This is not necessarily the case: solutions to the damped model with focusing sources may explode regardless of the damping. The main effects of linear damping are a delay in the blow-up time and a decay to equilibrium of stable patterns.
Collapse for negative energies
We consider chains of damped nonlinear oscillators
with coupling d > 0, damping γ > 0 and a reactive source f . The kinetic, potential and mechanical energies for this system are defined as for (3) in Section 2. Collapse is still possible for systems with a negative initial energy. A proof can be given with additional restrictions on the data. In particular, the initial velocity u 1 n has to be large enough. 
Then,
Proof. We set H(t) = Proposition 4.1 is useful as an indicator of the possible collapse of the chains in spite of the damping. However, the class of initial states it considers is too restrictive and the estimate for the time of collapse is usually rough. As long as the energy of the initial state remains negative, the predicted blow-up time does not depend on the coupling d. As the system collapses, the term u n becomes negligible in comparison with u n . Collapse predictions for the overdamped dynamics
might be helpful. Proceeding as in Theorem 3.2, we obtain Proposition 4.2. Let u n (t) be a solution of (42) with nonnegative initial data and
u n (t)φ n , φ n > 0 being the first eigenfunction associated with the first eigenvalue λ 1 0 of matrix (4) . When w(0) λ Let us first consider the conservative case γ = 0. We have solved numerically
Comparison with numerical solutions
for constant and oscillatory initial configurations and several choices of d. System (44) can be seen as either a model for the dynamics of N oscillators coupled diffusively and subject to a potential V (u) = − . We use this time as a numerical estimate of the time for collapse. Table 1 compares the numerical times of failure with different predictions of the blow-up times obtained throughout the paper. The order of magnitude in the theoretical estimates of the blow-up time is correct, though the accuracy is variable. Positivity arguments, when available, are more precise.
The results in Sections 2 and 3 provide a few hints on the possible impact of d and N in the explosive behavior of the system. Let us first discuss the influence of the coupling d. Our theoretical estimates in Theorem 2.1 suggest that system (44) is more unstable for small values of d. For a fixed initial state, the mechanical energy grows with d. If for some value of d, the energy is negative, with increasing d it will become positive and the initial state leaves the class of states for which we can predict a collapse. Also, as d grows our predicted blow-up times (11) increase, which suggests a later collapse for the system. In Theorem 2.2, the eigenvalue λ 1 increases with d and the set of data generating global solutions grows. Both Theorems 3.1 and 3.2 indicate a higher instability for small couplings, as the sets of data for which they predict a collapse grow and the times for a blow-up decrease. Let us now address the impact of N . In Theorem 2.2, λ 1 decreases as N increases, making the restriction for the existence of bounded solutions more severe. For the same reason, the set of initial states developing instabilities in Theorem 3.2 grows. As we remarked in Section 3, λ 1 scales as dπ 2 (N +1) 2 for large N . This scaling is reflected in the blow-up times and the sets of initial data generating stable or unstable dynamics.
Figures 1-2 confirm that some states may blow up decreasing d or N . Figure 1 shows the evolution of u n (t) for a constant initial state. When N = 10 and d = 1, the initial energy is negative and Theorem 2.1 predicts a blow-up. The chain collapses at the center, see Fig. 1 (a). With increasing d to 100 the initial energy becomes positive. The chain oscillates about the equilibrium state with an apparently bounded amplitude, as far as we have computed, see Fig. 1 (b) . Theorem 2.2 does not apply because (15) fails. For a smaller value of u 0 n , say 0.1, Theorem 2.2 would apply ensuring the existence of a global solution. Now, with d = 100 and increasing N to 100, the chain collapses again, see Fig. 1 (c) . The numerical time for the blow-up is the same in cases (a) and (c), as suggested by Theorem 3.2 and the scaling
In both cases, the numerical collapse time is exactly the blow-up time for the homogeneous problem given by Theorem 3.2 with d = 0. Notice that the strength of the coupling d is too small compared to the length of the chain and the central part remains homogeneous in space. We are in the discrete limit. Figure 2 shows the evolution of u n (t) for an oscillatory initial state. When N = 10 and d = 1, the initial energy is negative and Theorem 2.1 predicts a blow-up. The collapse is apparently leaded by the extremes, see Fig. 2 Figure 4 illustrates the collapse mechanism in the continuum limit, starting from the constant initial state in Fig. 4 (a)-(b) and the Gaussian one in Fig.  4 (c)-(d) . Both of them evolve into a kind of a self-similar blowing up pattern collapsing at the center.
The last columns in Table 1 gives the blow-up times when a friction term with γ = 1 is added. We have used an RKF45 scheme to solve the systems
for the same choices of d, N and initial data as in Figs. 1-4 . Figure 5 shows the evolution of the stable and unstable chains studied in Fig. 2 . A chain oscillating with a bounded amplitude is shown to converge to equilibrium in Fig. 5  (a) . Unstable oscillatory patterns undergoing a fast collapse still grow in an unstable way, see Fig. 5 (b) . The range of values of d for which a collapse would be expected shrinks. For instance, at d = 500 we find a decay to equilibrium instead of a blow-up.
For the data in Figs. 3-4 the evolution of u n (t) with (45) and (44) is similar except for the collapse times, which are delayed, see Table 1 . In all these examples, the initial velocity u 1 n is too small for (40) to apply. Table 1 We have compared the numerical blow-up times with the analytical predictions. However, the numerical solutions may depend on the numerical scheme we choose. In general, variable time step methods will be more accurate, since the time step is selected according to the rate of growth of the solution.
In the conservative case, we have a choice to employ constant time step schemes with special structural properties. Symplectic [24] and energy conserving [21] methods produce essentially the same results for Fig. 1 and 2 . Differences arise once the chains have started to collapse. Symplectic schemes such as the popular Verlet method (order two) or the more expensive order four RKS4 schemes show a different growth rate. Explicit schemes with a constant time step may compute unbounded approximations, but typically step over the blow-up time and miss the singularity formation. The implicit energy conserving scheme EC2 [21] breaks down as the singularity develops because the contractivity constraint on the step size to compute sensible solutions of nonlinear equations at each stage becomes more and more severe as u n grows [9] .
Given the initial state, there is typically an intermediate range of values of d at which stable systems cease to be formed and a collapse is to be expected. In this transition range, conflicting results can easily be computed unless the time step is chosen with care. For d = 500 and the oscillatory initial pattern, RKF45 fails at T = 3.2483. The symplectic (Verlet, RKS4) and energy conserving schemes (EC2) require time steps below 10 −5 to avoid earlier instability. For d = 1000, RKF45 computes a stably oscillating chain at least up to T = 100. Verlet, EC2 and RKS4 with a constant time step may become unstable before. The smallness of the time step required to avoid a spurious collapse can make use of these schemes prohibitive to decide about the stability of some initial configurations. As Figs. 1-2 show, the mechanism of collapse has to respect the symmetry of the problem. The breaking of the symmetry is usually a sign of a spurious collapse. In ranges where no analytical information on the behavior of the system is available, only the careful contrast of the solutions computed by different schemes can make one feel confident about the results.
Conclusions
We have studied the instability and collapse in discrete wave equations. A number of conditions imposed on the initial states and the sources ensuring unstable behavior have been found: initial states with negative energy and positive initial patterns which are fairly large enough in a large enough region collapse in a finite time. We have obtained analytical predictions of the blow-up times and checked their accuracy numerically. In the continuum limit, the systems seem to behave like their continuous counterparts. We have found the conditions ensuring a similar qualitative behavior for solutions of the wave equation and its spatial discretizations. The main impact of the discreteness is related to the higher instability and different mechanisms for collapse. Weakly coupled chains are more unstable than strongly coupled chains. Long chains are also more unstable than short chains. The set of initial states for which we can predict a blow-up is bigger and our predicted blow-up times are shorter. Weakly coupled chains may blow up at just one component or at all of them. This contrasts with the apparently self-similar blow-up behavior usually observed in strongly coupled chains and in continuum models [3] . The unstable growth is not controlled by the linear friction terms. For a range of initial energies, stable systems may be formed, whereas for larger energies a fast blow-up is prominent.
Accurate and reliable detection of the spatial structure of the collapse is difficult in nature. Further research on the qualitative behavior of the solutions of dynamic systems that are discrete in time and space would be helpful to avoid conflicting simulations.
