The modelling of tourist destination choice in urban planning and related disciplines has often followed the modelling approaches that have been dominant in these disciplines in modelling other kinds of spatial choice processes, such as migration and shopping behaviour. Tourist destination choice has typically been modelled by means of spatial interaction models and, more recently, multinomial logit (MNL) models (Crouch and Louviere, 2000; Louviere and Timmermans, 1990; Morley, 1994; Stynes and Peterson, 1986) . Although these types of models have proven their usefulness in the past in many domains of application, the quest for other model types which may either result in improved predictions or allow a different light to be shed on a phenomenon can be considered part of academic progress.
Introduction
The modelling of tourist destination choice in urban planning and related disciplines has often followed the modelling approaches that have been dominant in these disciplines in modelling other kinds of spatial choice processes, such as migration and shopping behaviour. Tourist destination choice has typically been modelled by means of spatial interaction models and, more recently, multinomial logit (MNL) models (Crouch and Louviere, 2000; Louviere and Timmermans, 1990; Morley, 1994; Stynes and Peterson, 1986) . Although these types of models have proven their usefulness in the past in many domains of application, the quest for other model types which may either result in improved predictions or allow a different light to be shed on a phenomenon can be considered part of academic progress.
A strength of spatial interaction and MNL models is their simplicity. The simple concept of a trade-off between attractiveness and distance decay, together with the rather rigorous assumption of compensatory, utility-maximising, choice behaviour result in a modelling approach that can be easily applied. This simplicity may, however, also be the major weakness of these modelling approaches. If the actual process is context dependent and is characterised by significant noncompensatory components, then conventional spatial interaction and MNL models may result in fundamentally misleading predictions.
As part of several research projects in which the potential of alternative modelling approaches in the analysis and prediction of spatial choice behaviour is explored, in this current paper we report our experiences with the development of a rule-based model of tourist destination choice. In contrast to the algebraic spatial interaction and MNL models, qualitative rule-based models assume that a set of logical (IFhconditionsiTHENhactioni) rules drive the choice behaviour of interest. The choice of a logical, as opposed to an algebraic, representation allows more flexibility in the specification of the choice processes, and hence context dependency and noncompensatory relationships can be more easily incorporated into the model.
Traditionally, rule-based systems were developed using expert knowledge. This resulted in criticism of the validity of such models. The potential problem with this approach is that it lacks any test of whether expert knowledge constitutes a valid representation of observed choice behaviour. As with the estimation of spatial interaction and discrete choice models, it would be better to infer these rules directly from empirical data. A more recent stream of research has therefore developed algorithms to induce rules from empirical data . The application of such models in the spatial sciences is still very scarce Gahegan, 2000; Moons et al, 2002; Thill and Wheeler, 1999) . We know of only three examples in the field of tourism (Au and Law, 2000; Law and Au, 2000; Van Middelkoop et al, 2000) . This paper contributes to this line of research. In particular, a CHAID (chi-square automated interaction detection) based decision-table induction algorithm is used to infer rules that predict tourist destination choice, because it has some advantages over rough set theory used by Au and Law (2000) and Law and Au (2000) .
The paper is organised as follows. First, the decision-table formalism and CHAIDbased algorithm used to infer rules from empirical data are briefly discussed. This is followed by an illustration of the suggested approach in the context of tourist destination choice. We then summarise the main findings of the study and discuss some avenues for future research.
The decision-table formalism
Any rule-based model needs some formalism to represent the rules that drive the behaviour of interest. A decision table can be defined as``a table representing the exhaustive set of mutual exclusive conditional expressions within a pre-defined problem area'' (Verhelst, 1980, page 9; Lucardie, 1994; Vanthienen, 1994; Wets, 1998) . The table specifies the conditions C i for i 1, .XX, c that are considered relevant to the decisionmaking process under investigation. The universe of discourse D i for each condition i is the set of all possible values that the condition can attain. The condition states are the relevant parts of the decision table. The other part of the decision table consists of the actions A k for k 1, .XX. a, which represent the decision outcomes or choices. For each action k, the action-state set T k contains the possible values action k can attain. The action space of a decision able is defined as the Cartesian product of the action-state sets. A decision table defines the relation between condition space and action space.
The decision-table approach was used in the present study to represent the rules because it has three important properties: consistency, exclusivity, and completeness. Because of these properties, the behaviour of every individual can be predicted. This is not necessarily guaranteed by traditional production systems and other representation formalisms that could be used to represent the choice rules. In the field of tourism, for instance, two sets of decision rules induced to describe expenditure choices using rough set theory (Au and Law, 2000; Law and Au, 2000) were unable to classify each and every possible condition structure. Moreover, decision tables allow one to represent various types of interactions between variables, such as conditional relevance and conceptual interaction. Conditional relevance occurs if a condition is relevant for the choice outcome only for certain values of another condition. Conceptual interaction is present if different condition profiles can lead to the same choice behaviour (for details see Lucardie, 1994) .
Several so-called tree-induction algorithms can be used to extract decision tables from empirical data. These algorithms mainly differ in terms of the statistical measure that is used. In the present study, we used a CHAID-based algorithm for inducing choice rules. This decision table induction problem can be stated as follows. Let C i be a set of condition variables for i 1, .XX, c; S i a predefined set of condition states for each variable i, and A be an action variable with k 1, .XX, a mutually exclusive response categories. The problem is to find the partitioning of the condition space that maximises the homogeneity of responses on the action variable A within columns of the decision table, whereby the partitioning must meet the exhaustiveness, exclusiveness, and completeness requirements.
To solve this problem, a decision table is initialised with a single column. That is to say, we start with a condition space that is not partitioned. The frequency distribution of respondents across the choice alternatives then represents the heterogeneity of responses in the sample. In an attempt to reduce heterogeneity within columns, the best condition variable for splitting the condition space into two or more columns is identified. This process continues until maximum homogeneity, based on the w 2 statistic, or a minimum number of responses within each column, is reached. w 2 analysis is better known as a statistical tool for segmentation analysis, but the same underlying algorithms can also be used to extract decision tables from empirical data.
Application Data
The data required to estimate the model were collected by joining the Dutch Continuous Vacation Survey panel (the CVS panel). This is a panel representative of the Dutch population (Van der Most, 1996) . Data on 7121 holidays taken by the 3562 respondents (aged 0^99 years) were obtained from the 1998 CVS data.
Choice options
According to Um and Crompton (1990) and Woodside and Lysonski (1989) , the phased nature of the tourist decisionmaking process and the choice-sets structure are core to the conceptualisation of the tourist's destination choices. Potential tourist destinations are systematically excluded based on the traveller's personal and household constraints and preferences, and on the destination characteristics. The model of tourist destination choice developed in this paper is therefore based on a classification of holiday regions. The identified regions are based on their relevance to planning agencies (mainly a priori regions) as well as the experience and perception of tourists (homogeneous or functional regions).
For a relatively small country like the Netherlands, one of the most important aspects of the tourist destination choice process is the decision whether or not to travel abroad (Bargeman, 2001; Dirven et al, 1998; Jansen-Verbeke and Spee, 1995) . Therefore, we first identified decision rules for the choice between`domestic' and`abroad'. With regard to foreign holidays, an examination of the relevant literature suggested that distance is an important factor in the decisionmaking process (see, for example, Lim, 1999; Oppermann, 1998; Schmidhauser, 1976) . In addition to the fact that geographical proximity reduces travel costs and effort, cultural proximity also reduces the risk of unpleasant experiences (language, food, social manners, and so on). Cultural and psychological distance may, however, also attract more experienced and/or riskpursuing tourists, and it may offer the prospect of a more attractive climate. Foreign destinations were therefore further differentiated between (geographically and/or culturally) neighbouring countries, including France, Belgium/Luxembourg, Germany, and the United Kingdom and Ireland; and more distant countries. This second choice set was further detailed by distinguishing between the following (groups of) countries: (1) Spain and Portugal; (2) Austria and Switzerland; (3) Italy and Greece; (4) (former) Eastern European countries, including the (former) Yugoslavia, Soviet Union, Czechoslovakia, Hungary, Bulgaria, Rumania, and Poland; (5) southeast Mediterranean countries such as Malta, Turkey, Morocco, Cyprus, and Tunisia; (6) Scandinavia and Denmark; (7) Other. This last category includes all destinations outside Europe that are not part of any of the other categories.
In considering domestic destinations, distance is probably less relevant to the destination-choice process. Instead, the prospect of particular experiences offered by the regionally and locally available tourist^recreation facilities and services are more likely to play a part in domestic destination choices (homogeneous or functional regions). An example of homogeneous regions in the Netherlands are the seventeen tourist areas identified by Statistics Netherlands. These areas are mainly defined on the basis of their geographical and landscape characteristics, and this will have a strong relationship with the possible tourist experiences. The resulting classification of destination-choice sets is represented in figure 1 . Each frame in this figure represents a decision table.
Condition variables
Based on a conceptual representation of the tourist decisionmaking process, choice heuristics for tourist destinations were identified. It is beyond the scope of this paper to discuss this framework in detail. Table 1 lists the condition variables that were used in the modelling process. Suffice it to say that the choice process that determines the destination choice is considered to be part of a sequential scheduling processing which the facets of a number of interrelated trips are scheduled sequentially, and in which decisions made in an early stage of the process frame the decisions yet to come. The final outcome of this scheduling process is referred to as a`tourist trip pattern' and includes information on which tourist trips people pursue during a particular period (for example, one year), where and with whom these trips are made, and how these trips are scheduled in time. As a consequence of the sequential scheduling process, not all of the information about the tourists trip pattern may be included as conditions at each stage. Given our conceptual representation of the tourist decisionmaking process, the following types of conditions are available for inducing decision rules that explain tourists' choices of destination: (1) the tourist's annual trip programme (that is, the set of trips the tourist will pursue during a year), including both day trips and holidays; (2) subdecisions regarding the trip under consideration that have been taken previously, including the importance of the trip within the trip programme (the importance of the trip within the trip programme (the importance of a trip reflects the idea that long trips often have a more extensive planning horizon, and establishes the commitment to other people and their schedules), and the choices of duration, travel party, and timing; (3) personal and household characteristics, including the possession of various recreation goods such as skis, tents, second houses, etc, and the tourist's propensity to select particular transportation modes (car, aeroplane, and`other' modes); and (4) conditions that represent the influence of the tourist trips in the tourist's annual trip programme on each other öthese condition variables summarise the destination and expenditure Figure 1 . Destination-choice sets. 
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Csize Number of inhabitants in city of residence: (1)`5000; (2) 5 000 ± 10 000; (3) 10 000 ± 20 000; (4) 20 000 ± 50 000; (5) 50 000 ± 100 000; (6) 100 000 ± 250 000; (7) 5 250 000 Car
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(1) skis; (0) no skis Fracc (1) tourist accommodation (boat, tent, caravan)Ðno permanent site; (0) no such accommodation Peracc (1) tourist accommodation (tent, caravan, second house, or boat)Ðpermanent site; (0) no such accommodation choices of those trips that are more important than the trip under consideration. The total amount of expenditure that has already been planned for vacations with higher profiling priorities is assumed to condition destination choices, because financial budgets may induce the tourist to select cheaper modes when expensive vacations have already been planned. Second, the condition variables describing the choices regarding destination for holidays previously considered (both in terms of the number of trips and of the number of days that are involved with these choices) capture patterns of recurrent and/or alternating destination choices when they are present in the sample of observations.
The reader should note that the foregoing implies that these condition variables will not all be used in the decision rules because the CHAID-based algorithm will only select those conditions which, at some point in the decision tree, contribute most significantly to the identification of different segments of the population. 
Stopping criteria
For each tourist destination decision table, the a-level for predictor eligibility was set at 5%. With regard to the minimum number of observations before and after splitting the sample, the performance of various models was assessed by means of a sensitivity test based on cross-validation measures. Based on these analyses, the stopping criteria for the choice of domestic or foreign destinations and the choice between neighbouring and remote countries were set at 80 before and 35 after the division (80/35) because the resulting models performed best on the cross-validation measure, whereas the models with fewer decision rules (100/45) performed less well at the aggregate level. For similar reasons, the decision tables for the choice between remote tourist destination zones and neighbouring countries were deduced with a CHAID-based algorithm that only allowed splitting of subsamples with at least 35 observations before and 15 observations after the subdivision.
With regard to the decision tables for domestic destinations, the CHAID-based algorithm for the choice between the four Dutch metaregions performed best on the cross-validation measure using very strict stopping criteria (100 before split/45 after split), and the aggregate performance did not decrease compared with the other models. For similar reasons, the decision tables for the tourist areas within the Dutch metaregions`Water' and`Land North' were set at 60 observations before and 25 after splitting. The stopping criteria for the choice of tourist areas within the Dutch metaregion`Land South' was set at 60 observations before and 25 after splitting, because this model performed best on the cross-validation measure.
Results
In this section we discuss the structure of some of the decision tables for destination choices generated by the CHAID-based algorithm. Given the size of some of the decision tables, this discussion is restricted to the most important and/or most striking variables which condition tourist destination choices. A complete overview of the eight decision tables can be found in van Middelkoop (2001) .
Choice between domestic and foreign destinations
As an example, in table 2 (see over) we present the decision table for the choice between domestic and foreign destinations derived from all 7121 observed holidays. The resulting decision table has 74 decision rules (R). The most important condition variable in the choice between domestic and foreign destinations is possession of a`tourist accommodation with a permanent site'. For people owning such a commodity, domestic destinations are often preferred (78.95% of the holidays made by these people are domestic: R61-74). This is probably best explained by the fact that the majority of these accommodations are located in the Netherlands. There are, however, some notable exceptions. If, for instance, people have already made at least two holidays abroad, selecting another foreign destination becomes more likely (R67). Presumably, this decision rule applies to people whose tourist accommodation is located abroad. Also, people owning skis and having had no or only one previous domestic holiday also prefer foreign destinations more often (R7273). In this case, variety-seeking behaviour is probably the best explanation as there are no skiing areas in the Netherlands.
For people who do not own`tourist accommodation with a permanent site', the next most significant condition variable is the presence of children in the household. For households with`no children under 18' (R1À33), the number of tourist days already spent in the Netherlands is important. If this number exceeds 21, the Netherlands is the preferred destination (R33). This decision rule indicates a strong preference for domestic holidays. In contrast, if the number of days already spent in the Netherlands does not exceed 21, but is larger than 0, foreign destinations are preferred (R3031), except for holidays of a minimum 5 days taken by higher educated people (R31).
For those childless households without a permanent tourist accommodation and who have not yet spent any tourist days in the Netherlands, foreign destinations are preferred, in particular for holidays of at least 9 days (R14À29). Shorter breaks (2^4 days), on the other hand, are more likely to be spent in the Netherlands (R1À6). Medium^long holidays (5^8 days) sit in between (R7À13). In this last case, the working situation, the possession of skis, the season, the size of the travel party, and the total amount of expenditure to date are important in the trade-off between domestic and foreign destinations.
For households with`very young and/or school-age children' who do not own à tourist accommodation with a permanent site' (R34À60), the number of prior domestic holidays is the most significant condition. For those who have already spent one or more holidays in the Netherlands, domestic holidays are preferred [R54À60; except when people have already spent at least Dfl900 (about 410) on tourist activities (R56)]. On the other hand, for tourists from similar households who have not spent any holidays in the Netherlands yet (R34À53) the duration of the holiday is very important in determining preference for domestic or foreign destinations. Under these conditions, short breaks and medium^long holidays are preferably spent in the Netherlands [R34À42; except for medium^long holidays taken by households with school-age children (R38)]. For holidays of at least 16 days, in contrast, foreign destinations appear to be more attractive (R48À53).
Choice of foreign region
Given the choice to go abroad, the models were then used to predict under which conditions`neighbouring' countries, including France, Germany, Belgium or Luxembourg, and the United Kingdom or Ireland, or more remote destinations, are chosen. From the 3266 observed foreign holidays, the CHAID-based algorithm induced a set of 34 exclusive and exhaustive decision rules. The most important conditioning variable in this choice process is the number of days already spent at remote destinations. When at least one day has already been planned at a remote destination, the probability of selecting a remote destination for another holiday decreases dramatically (R29À34). This indicates that people are often not inclined to spend more than one holiday per year at remote tourist destinations.
When, on the other hand, no days have been planned to be spent at remote destinations, the probability of selecting a remote destination increases to 54.56% (R1À28). Under these conditions, the presence of children in the household is most important, followed by the duration of the holiday. Regardless of household type, short breaks are usually spent in one of the neighbouring countries (R117). For households without children, medium^long holidays are more likely to be spent at remote destinations (R2À4), except when the tourist does not work (R2). Longer holidays (9 or more days) are also more likely to be spent at remote destinations (R5À16).
For households with children, who have not yet planned any days at remote destinations, remote destinations are also given priority for holidays of at least 5 days (67.69% versus 32.31%; R18À28). Under these conditions, however, neighbouring countries are more preferred when the holiday under consideration is a medium^long holiday, the tourist resides in Drenthe, Flevoland, Utrecht, Zuid-Holland, Noord-Brabant, or Limburg, and makes at least one day trip per year (R20). Also, neighbouring countries are (slightly) more preferred for extended holidays during the summer season, by people who own a tourist accommodation without a permanent site (R25), or by people who do not own such an accommodation but live in a household of at least four people (R24). 2, 3, 5, {4, 6, 7, 8, 9, {4, 6, 7, 8, {4, 6, 7, 8, {4, 6, 7, 8, {4, 6, 7, 8, ---10} 11, 12} 9, 11, 12} 9, 11, 12} 9, 11, 12} 9, 11 Neighbouring countries are also favoured for long and extra-long holidays by tourists from larger households (with 4 or more people) who own a tourist accommodation without a permanent site (R28).
Choice of remote destination
The decision table for the choice of one of the remote tourist destinations was derived from the 1610 observed remote holidays in the CVS dataset. This comprises 33 decision rules. As expected, the`possession of skis', is very important in determining the choice between remote tourist destinations, because this increases the probability of going to typical winter-sports countries such as Austria and Switzerland öespecially during the winter season (R2627). Strikingly, for people who own skis, these countries are often also very popular during the other seasons (R28À33). However, sunny destinations like Italy or Greece, and Spain or Portugal are very popular during the spring school holidays (R29), in the mid part of the summer holidays (R31), and in the autumn (R33).
For people who do not own skis, the duration of the holiday is important in determining the choice of remote destination. For extralong holidays, the most distant destinations (`other') are often selected by young people and people who have a job (R24), whereas people without a paid job prefer sunny destinations like Italy or Greece, and Spain or Portugal (R25).
For shorter holidays (2^28 days) taken by tourists without skis, the season during which the holiday is scheduled is the next most significant condition. For short breaks, medium^long, and extended holidays during the winter, Austria and Switzerland are again the most popular destinations (R18). It would seem that these tourists rent skis at the resort. For short breaks and medium^long holidays during spring and autumn, Spain or Portugal are in demand (R2À5), whereas countries such as Malta, Turkey, Morocco, Cyprus, and Tunisia are also very popular with certain segments of the population (R3). For short breaks and medium-long holidays during the summer season, Scandinavia and Denmark are the preferred destinations for travel parties with children aged 0 to 5 years or 15 years, and where the party size is at least 9 members (R5), whereas Switzerland or Austria, Spain or Portugal, and Italy or Greece are popular destinations for the other travel parties (R6).
For extended holidays during the spring or autumn season taken by tourists without skis, the net household income conditions the choice of remote destinations, where Italy or Greece, and Spain or Portugal are preferred by tourists from households with incomes up to 25 000 (R910), Spain or Portugal is by far the most popular with tourists from households with incomes between 25 000 and 29 545, and the most distant destinations (`other') are more likely to be selected by the most affluent tourists (R12). Extended holidays during the summer are most likely to be spent in Italy or Greece, Spain or Portugal, and Switzerland or Austria (R13À17).
For long holidays, people who do not own skis often go to the most distant destinations (`other'; 27.20%) or Spain or Portugal (27.76%; R18À23), especially during the autumn and winter (R18), and during the beginning and mid part of the summer if they are people of the two highest social classes who have an above-average propensity to travel by air (b19.1230; R22).
Choice of neighbouring-country destination
Given the choice to visit a (geographically and/or culturally) neighbouring country, the next destination-choice set comprises France, Belgium or Luxembourg, Germany, or United Kingdom or Ireland. The decision table comprises 40 decision rules that are based on 1656 observations. The most important of the condition variables determining the decision of which neighbouring country to visit is the number of holidays already planned for Germany. When at least one holiday has been planned for Germany, the next holiday is most likely to also be in Germany, or in Belgium or Luxembourg, depending on the number of holidays already planned for Belgium or Luxembourg, the possession of a tourist accommodation without a permanent site, and the school-holiday region of the tourist (R37À40).
On the other hand, when no holiday has yet been planned for Germany, the priority and duration of the holiday under consideration are important. When the most important holiday is a short break, France is the most preferred destination, Belgium or Luxembourg are second outside school-holiday periods (R1), and Germany is the runner-up during school-holiday periods (R2). In contrast, when the most important holiday is a medium^long holiday, Belgium or Luxembourg are very popular (47.22%) and Germany and France are almost equally preferred (25.00% and 23.61%, respectively) but older people often prefer Germany (R3À6).
When the second most important holiday is a short break or a medium-long holiday, and the holiday with the highest profiling priority is planned for Belgium or Luxembourg, the United Kingdom or Ireland is the most preferred holiday destination (R25). When the holiday with the highest profiling priority is not planned for Belgium or Luxembourg, the United Kingdom or Ireland are only favoured when the tourist is at least 53 years old, and he or she has already spent Dfl1050 ( 476) or more on the previously planned holiday (R24). In all other cases, people under 53 years prefer Belgium or Luxembourg and France (R18À22), whereas older people prefer Germany for their second most important holiday (R23).
When the most or second most important holidays lasts at least 9 days, France is by far the most popular destination (R7À1426À28).
Model performance
Having derived the choice rules that predict tourist destination choices, the next step involved the assessment of the performance of the model. To this end, the validation statistic t and the confusion matrix were calculated. A confusion matrix indicates whether the predicted choice as implied by the inferred choice rules is consistent with empirical observations (values in the main diagonal of the matrix), and, if not, which choice alternative is predicted. The accuracy of the decision tables is indicated by various y measures, which measure of the percentage of correctly classified observations of different model structures: y (1 column) indicates the number of correctly classified observations of a model that only has one rule (or column) in the decision table. In contrast, y (all columns), represents the percentage of correctly predicted cases when all the decision rules that were derived from the data are used, wherè all columns' represents the number of decision rules in the decision table. Thus, the difference between y (all columns) and y (1 column) represents the improvement in prediction accuracy of the decision table over that of the null model. Because decision rules can be deterministic as well as probabilistic, two variants of the y measures are presented. The next statistics in table 3 (over) indicating the accuracy of the decision tables is the well-known w 2 and the degrees of freedom (df ) of this statistic (using probabilistic decision rules . As this statistic is dependent on the sample size, the contingency coefficient is also given. This statistic can be interpreted as a measure of the association rate between conditions and response distributions, on a 0^1 scale because the minimum value of the coefficient is 0 (in case of complete statistical independence between the condition and response variables) and the maximum value approximates 1 (depending on the size of the decision table).
The probabilistic decision table for the choice between foreign and domestic locations correctly classified 69.18% of the observations öan improvement of 37.41% compared with the single-rule model. For the individual categories, the prediction improved by 32.12% for domestic holidays (from 54.14% to 71.53%), and 44.79% for holidays abroad (from 45.86% to 66.40%). The performance of the decision table is confirmed by the contingency coefficient that amounts to 0.5235 out of a maximum of 0.7071 for a 2 Â 74 decision table.
Based on 3266 observed holidays, the 34 induced choice rules of the decision table for the choice between neighbouring and remote countries correctly predicted 2214 observationsö481 more than the single-rule model using a probabilistic assignment rule (29.46% improvement). This improvement is less powerful than that of the previous decision table, and this is confirmed by the lower contingency coefficient (0.4770, where the maximum again is 0.7071). However, in the case of the decision table for neighbouring and remote countries, the increased predictive abilities are equally distributed over the two choice alternatives because the expected number of correctly predicted observations increased from 50.70% to 65.23% for neighbouring countries, and from 49.30% to 64.23% for remote countries.
The expected number of observations correctly predicted using the 33 probabilistic decision rules for the decision Based on 1656 observations, the 40 probabilistic decision rules for the choice of one of the neighbouring countries is able to predict correctly 717 of these observations öan improvement of 49.06% compared with the null model. With regard to the destinations, the improvement is most significant for the United Kingdom or Ireland, because for this category the expected number of correct predictions almost doubles (81.11%) compared with the null model. For the other destinations the improvements are also significant: France, 38.90% Belgium/Luxembourg, 63.59%; Germany, 52.68%. Overall, there is a reasonably strong relationship between the conditions and response distributions in this decision table. The contingency coefficient amounts to 0.5919 on a maximum of 0.8660 for this 4 Â 40 decision table.
Conclusion and discussion
In this paper we have reported the major findings of a rule-based model of tourist destination choice behaviour. The model distinguishes several stages in the destinationchoice process, the first of which is the decision of whether to go abroad or to stay in the Netherlands. In this choice process, the possession of a tourist accommodation with a permanent site and the presence of children in the household proved to be the most significant conditioning variables. Given the decision to go abroad, the model then assumed that the tourist would select particular (groups of ) countries having made the decision to visit either`neighbouring' or more remote countries. Similarly, but not described in this paper, in the case of domestic holidays, the selection of tourist areas is also a two-stage process. In this process the tourist first selects a particular metaregion offering predominantly water-based, land-based, or city-based experiences. Next, conditional upon the choice for a particular metaregion, the ultimate tourist area is chosen.
With regard to the other circumstances that condition destination choices, the discussion of the decision table revealed that when people have already planned one or more holidays at remote destinations, the probability of visiting another remote destination decreases dramatically. In contrast, in the choice between domestic metaregions and tourist areas (and, to some extent, also in the choices between the neighbouring countries), repeat-visitation patterns were often observed. In these cases, when one or more holidays had already been planned for a particular area, the probability of visiting that destination again often increased. Apparently, within a space of one year, distant holiday destinations are one-of-a-kind experiences, whereas destinations closer to home may be reselected for holidays with lower profiling priorities.
The current contribution has been positioned vis-a© -vis conventional spatial interaction and multinomial logit models. In the introduction to this paper, we argued that alternative modelling approaches might be explored because they may either offer better prediction or may provide different kinds of information. As should be evident from the outcomes of the rule-based model, this offers different kinds of information. Choice behaviour is context dependent, and various types of noncompensatory elements are picked up by the model. This may be a potential advantage. On the other hand, because the rule-based model is nonalgebraic, the strength of the relationship between the explanatory variables and the dependent variables and the relative importance of the various explanatory variables is not given by the rule-based model. Moreover, there is no information about standard errors. In future work an approach to avoid this potential problem should be developed. This may be especially relevant because the outcomes of rule-based models are difficult to interpret, as evidenced by this paper. Although we describe only destination choice in this paper, a discussion of all choice rules would have taken too much space. Hence, further work on (visual) tools to summarise the outcome of the model would be very worthwhile. Whether the rule-based model will also lead to better predictions should be empirically tested.
