We address this question by examining the conditional dynamics of inflation and output growth in response to markup shocks for 14 industrialized countries. Markup shocks create a trade-off between output gap and inflation stabilization purposes, and the theory predicts that conditional on such shocks output growth should be more volatile than inflation in inflation targeting countries. Data suggest no differences between targeting and non-targeting countries in the post 1990s. Moreover, we document a similar increase in the conditional relative variability of output growth after the adoption of inflation targeting for both groups of countries. We argue that changes in the conduct of monetary policy can explain this pattern.
Introduction
The issue of whether inflation targeting (IT henceforth) substantially affects economic performance or not has attracted a lot of attention in the early 1990s when, following the example of New Zealand, many industrial and emerging-economy countries have explicitly adopted an IT regime. The shift of policy focus toward IT has stimulated a vast empirical literature and, since the evidence is controversial, a lively debate on the issue ensued.
For IT countries, Bernanke et al. (1999) are better anchored and inflation persistence reduced. Ball and Sheridan (2003) , on the other hand, comparing seven OECD countries that adopted IT to thirteen that did not, find that differences in performance are explained by the fact that targeting countries performed worse than non-targeting in the 1980s, and that there is regression toward the mean.
Overall, the current state of the debate is well summarized in Mishkin and Schmidt-Hebbel However, unconditional analysis may be problematic because the effects of IT can be mixed with many other changes. In this paper we adopt a conditional perspective. Specifically, we analyze the performance of IT and non-IT countries by looking at the dynamics of inflation and output conditional on markup shocks. Markup shocks are a standard feature of models used in policy discussions and capture shifts in the degree of the distortion of the production process (see, for example, Clarida, Gali, and Gertler (2002), Steinsson (2003) , Ball, Mankiw, and Reis (2005) ). The reason why we focus on such shocks is that they induce a trade-off 1 between stabilizing inflation and stabilizing the output gap given that they generate movements of opposite sign in prices and output. 2 This has two clear cut implications. First, conditional on mark-up shocks, economies in which the central bank 1 Other important cyclical shocks, such as technology or investment-specific shocks, do not produce such a trade-off, unless wages are assumed to be sticky (see Blanchard (1997) and Erceg et al. (1998) 
2 John Taylor has characterized this short run trade-off as the new policy trade-off.
targets inflation should display a higher "trade-off ratio", i.e. the ratio of the volatility of output growth to the volatility of inflation. Second, the trade-off ratio should increase after the adoption of an IT regime.
This paper tests these two predictions. To this end, we use a standard Neo-Keynesian model to obtain robust implications about the sign of the response of key macroeconomic variables to a mark-up shock. Using data for 14 industrialized countries, we estimate, separately for each country, a VAR including the growth rate of GDP, CPI inflation, real wage growth, interest rates and labor productivity growth and use sign restrictions to identify the mark-up shock in each country. In order to evaluate the role of inflation targeting, we estimate trade-off ratios conditional on mark up shocks and compare them over time (before and after the adoption of the IT regime) and across countries (IT vs.
non-IT).
We find that after the adoption of an IT regime IT countries have experienced an increase in the trade-off ratio. However, a similar increase is also observed for non-IT countries. At the same time we fail to detect significant differences between IT and non-IT countries in the inflation targeting era. To interpret these results we complement the analysis using the "policy ratio", i.e. the ratio of the volatility of nominal interest rate to the volatility of inflation conditional to a mark-up shock, which captures the strength with which central banks react to inflationary pressures stemming from markup shocks. As for the tradeoff ratio a clear cut implication of the adoption of an IT regime is that the policy ratio should increase. Our findings suggest it is higher in the IT period but in both groups of countries and there are no significant differences in its size in the post IT era. Given that the simultaneous increase in the two ratios can hardly be generated by other structural changes, we conclude that non-targeting countries are in reality "covert inflation targeters", i.e. inflation stabilization matters more in the objective function of the central banks of all the countries. The fact that some of them has announced it and some of them did not, does not seem to matter.
The rest of the paper is organized as follows. Section 2 describes the countries, samples and presents unconditional statistics. Section 3 describes the theoretical model and highlights the main theoretical predictions to be confronted in the data; section 4 presents the methodology for extracting markup shocks and section 5 the empirical findings. Section 6 complements the analysis with additional exercises to examine the robustness of the results and section 7 concludes. Various appendices describe the data, the parameter ranges used in the numerical exercise, simulation results and estimation details. 
Unconditional statistics
We first examine the unconditional volatility of CPI inflation and output growth for the 14 countries in our sample. In Table 2 we report the volatility of output growth and the CPI inflation volatility for the two groups of countries before (pre-IT) and after (IT) the adoption of IT. Table 2 we portray such movements by presenting in the last two columns the ratios of the unconditional output growth to inflation variability before and after the adoption of the IT. Inflation targeting does imply movements along the Taylor curve, the average output inflation variability ratio increases from 0.9 to 1.4 in the IT period for targeters. But this ratio increases significantly also for non-targeters. Moreover, the last column of Table   2 shows practically no differences in the ratios between IT and non IT countries in the IT period. Hence the unconditional evidence in Table 2 
The representative household
The representative household derives utility from private consumption, C t , and leisure, 1 − N t . Preferences are defined by:
where 0 < φ < 1, and σ > 0 are preference parameters, 0 < β < 1 is the subjective discount factor and ε n t is a labor supply shock, and ε b t denotes a preference shock that affects the intertemporal substitution of households.
The household has access to a complete set of nominal state-contingent claims and maximizes (3.1) subject to an intertemporal budget constraint that is given by:
The households income consists of nominal labor income, P t w t N t ; ; the net cash inflow from participating in state contingent securities at time t, denoted by A t ; income from bonds maturing at t, B t−1 and the dividends derived from the imperfect competitive intermediate good firms D t . With the disposable income the household purchases consumption goods, C t , and new bonds B t at price Q t .
The representative final good firm
In the production sector, a competitive firm aggregates intermediate goods into a final good using the following constant-returns-to-scale technology:
λ pt measures the time varying elasticity of demand for each intermediate good and represents a shock to the markup. Profits are maximized by choosing:
The zero profits condition implies that the price index is :
Intermediate good firms
Each intermediate firm i hires N i t units of labor and produces output, y i t , according to:
The logarithm of the technology shock, Z t , follows a random walk with positive drift.
Intermediate firms are price takers in the input market and monopolistic competitors in the product markets. They stagger their pricing decisions in the spirit of Calvo (1983) .
Specifically, in each period of time, each firm receives an i.i.d. random signal that determines whether or not it can set a new price. The probability that a firm can adjust its price is 1 − γ. Thus, by the law of large numbers, a fraction 1 − γ of all intermediate firms can adjust prices, while the rest of the firms cannot. If a firm who produces type-i intermediate good can set a new price, it chooses P i t to maximize its expected present value of profits. Profit maximization implies: 4) where V N t is the unit labor cost and y id t is the demand schedule for type i intermediate good originating from the final good producer. Regardless of whether a firm can adjust its price, it has to solve a cost-minimizing problem. Its solution yields the unit cost function:
t and a conditional factor demand function:
The linearized model
We log-linearize all variables around a steady state balance growth path, where output, y t = Y t /Z t , and consumption, c t = C t /Z t are stationary. Let lower case letters with hats, denote percentage deviations of variables from their steady state level. The log-linearized version of the model is briefly summarized below. The Aggregate demand is characterized by:
where
The variable x t is the output gap defined as the deviation of the sticky price level of output from its efficient level, i.e., as the level that would prevail under flexible prices and in the absence of markup shocks. In equilibrium the output gap is equal to:
The supply side is described by:
Equation (3.6) links inflation to the marginal costs, mc t = w t + , depends on γ, the probability that firms face for not being able to change their price. The shock, η p t = κ p (λ pt − λ p ) is the markup shock and in its absence, (3.5) and (3.6) imply that the central bank can replicate the efficient allocation by targeting inflation. Variations in the markup generate a trade-off for the monetary authority, since they make it impossible to attain simultaneously inflation and output gap stabilization. Equations (3.7) and (3.8) define the growth rate of output and labor productivity, respectively.
Monetary policy
The monetary policy rule is represented by a generalized Taylor (1993) rule. Monetary policy is assumed to react to current inflation, output gap and output growth fluctuations:
where ε R t is a monetary policy shock and ρ R is a smoothing parameter.
Shocks
The model features five exogenous processes: total factor productivity,ẑ t , labor supply , ε n t , preference, ε b t , monetary policy,ε R t , and the price markup shock,λ pt . The vector of the shocks,ŝ t = [ẑ t , ε n t ,ε b t , R t , λ pt ] , is assumed to evolve according tô
where V is a (5x1) vector of orthogonal White Noise and is a (5x5) diagonal matrix. We assume that 1,1 = 1 and | j,j | < 1 for j = 1.
Theoretical predictions
In this subsection we analyze the theoretical implications of the adoption of inflation targeting in terms of volatilities of output and inflation. In particular we focus on the trade-off ratio, defined as the ratio between the standard deviations of output growth and inflation conditional to a mark-up shock, as a measure of the movements along the trade-off curve.
We model the adoption of inflation targeting with a reduction in the coefficients of output growth, or output gap, ρ gy and ρ x , from positive values to zero. Alternatively one could define it as an increase in the parameter ρ π . As it will be clear below results both definitions yield the same results.
Let us focus first on a simple analytical example. Consider equations (3.5), (3.6) and (3.9) when all disturbances but the markup shock are set to zero and assume that ρ R = ρ gy = 0. Then, the equilibrium conditions under (3.9) are:
Using the method of undetermined coefficients, we can write the solution as:
The trade-off ratio is
where ρ η is the persistence of the markup shock. Clearly,
∂T OR ∂ρπ
> 0 and
however, we need to show that this prediction holds in the general unrestricted model. To check whether a reduction to zero of ρ gy and ρ x yields an increase in the trade-off ratio we uniformly draw 10000 realizations of the remaining structural parameters parameters from admissible ranges 5 and check whether the corresponding trade-off ratio increases. Table 3 indicates that the trade-off ratio increases in 92% and 87% of the parameterizations respectively. When inflation targeting adoption is defined as an increase in ρ π the trade-off ratio increases in 96% of the possible parameterizations.
Identifying markup shocks
To study the effects of a markup shock we use the methodology of Canova and Paustian 2. We use these restrictions in a VAR to estimate the shock.
Robust restrictions
The first step of our procedure is designed to take into consideration the uncertainty in- For that reason it is important to establish that none of the other shocks in the model can generate the same restrictions we use to identify markup shocks.
To implement this first step we uniformly draw all structural parameters from some specified range (see Appendix B for the details), except β which is set equal to 4%, and we compute the corresponding impulse response functions. We draw 1000 realizations and we compute the 84th and 16th percentiles of the simulated distribution for each impulse response function. If the sign of the two percentiles coincide for some impulse response function, we call that sign a robust sign restriction.
We summarize the qualitative features of the responses of the variables of interest to the five shocks in the impact period in Table 4 . Figure 1 plots the 68-percent confidence bands for the responses of these variables to the five shocks. The set of restrictions we use to identify markup shocks are as follows. Markup shocks should increase output growth, the real wage and decrease the interest rate and inflation on impact and the response of real wages to such shocks should be higher than the response of labor productivity. Gambetti and Pappa (2007) show that these restrictions hold in more general environments with capital accumulation, rigidities in both the wage and the price setting, and additional frictions, such as habit in consumption, investment adjustment costs, variable capacity utilization and wage and price indexation.
In order to ensure that the above restrictions uniquely identify the markup shock, we examine the responses of the five variables of interest to the other shocks. As it is apparent from the remaining rows of Table 4 , no other shocks can produce the set of restrictions markup shocks produce. In particular, the sign of the impact effect of the real wage, the nominal interest rate and inflation to the exogenous disturbances is sufficient to differentiate the dynamic responses of markup shocks from those of other disturbances in the NK model.
The qualitative restriction on the size of the response of the real wage relative to labor productivity is crucial for differencing the effects of TFP shocks in an RBC model and markup shocks in the NK model. Since wages in the NK model are defined as the sum of labor productivity and marginal costs, real wages tend to increase more in reaction to a negative markup shock than labor productivity. The conditional responses of the output gap can also be used to differentiate the two shocks, but since the output gap is unobservable, the restrictions on the real wage and labor productivity are the only plausible options left for identification purposes.
Implementing the restrictions in a VAR
For each country we let Y t be a vector including the annual growth rate of real GDP, the short term nominal interest rate, the annual growth rate of real CPI wage, the annual growth rate of labor productivity, measured as output per worker, and the annual CPI inflation rate and assume
L is the lag operator, p = 2 for all countries and t is a Gaussian white noise process with covariance matrix Σ. Let P be the Cholesky factor of Σ. The markup shock is obtained as e m t = h P −1 ε t , where h is a unit vector such that the implied response functions A(L) −1 P h satisfy the identification restrictions of Table 4 .
We restrict the responses only in the impact period. To estimate the structural model, we assume a diffuse prior as in Uhlig (2005) and draw h from a from a uniform distribution over the unit-sphere. We draw a candidate h and when the restrictions are satisfied we retain the responses and calculate the statistics of interest. We keep 1000 draws. Table 5 reports the explanatory power of our identified markup shocks for these two variables at long horizons (45 quarters) for the two groups of countries.
The relative contribution of markup shocks to output growth and inflation variability in both samples and both groups of countries is moderate and varies between 10% and 20%. Exceptions are Canada for output, and Sweden for inflation in the post 1990 era.
Perhaps more importantly, the importance of markup shocks for inflation and output growth variability does not seem to have changed across sub periods. Markup shocks matter more for inflation fluctuations in the IT period for all countries, except Austria and Finland; their importance for output growth fluctuations increased for Canada, the US and Japan, and fell significantly for Italy.
Interestingly, since the importance of markup shocks for output and inflation volatility in the pre-1990 sample is similar in the two groups of countries, the choice of the IT regime does not appear to be endogenous to the structure of the economy. In other words, policymakers did not choose an IT regime because markup shocks were less important in their economies.
Does inflation targeting matter?
The first two columns of Table 6 report the trade-off ratios for the two sample periods for the two groups of countries. The emergence of a new policy trade-off is evident in all IT countries but Sweden and, with the exception of Australia, IT countries have experienced significant increases in this ratio. However, the increase is also shared by non-IT countries. The trade-off ratio drastically increases for Japan and France, while for the US and Belgium the magnitude of the changes is comparable with those of the IT countries. Actually, changes in the trade-off ratio are higher, on average, for non-IT than for IT countries, although differences across groups are not statistically significant.
A reason why we fail to detect substantial differences, is that the adoption of the IT regime could have coincided with other changes that more significantly altered the structure of the economies. 6 Cecchetti and Ehrmann (2000) suggest that the environment of the 1990s was generally benevolent and that the choice of monetary policy strategy, within a class of reasonable strategies, might have been irrelevant. However, when we examine the performance of IT countries versus non IT countries in the post 1990 period, we also fail to detect differences between the two groups. Inflation targeting countries have an average trade-off ratio of about 2, while non IT countries have an average ratio of about 3, although the standard errors of each of these statistics appear huge (1.7 and 2.8 respectively), making hard to claim any differences for the two groups of countries.
Summarizing none of the basic predictions from the model seem to fit the data. It is true that the trade-off ratio has increased after the adoption of the inflation targeting but this is also true for non inflation targeting countries. Moreover, within the IT regime period the trade off ratio is similar in the two groups of countries.
Why inflation targeting does not matter?
The first two columns of Table 6 fail to detect any differences in the trade-off ratio for countries that adopted an IT regime. In this section we try to assess a possible explanation for the observed patterns for the trade-off ratios.
Specifically we investigate whether these can be attributable to common policy changes.
Our conjecture here is that differences in macroeconomic outcomes are not significant simply because there are no differences in macroeconomic policies. To do so we employ a measure that captures changes in monetary policy conditional on markup shocks. We call this measure the "policy ratio". The policy ratio is defined as the ratio of the standard deviation of the nominal interest rate to the standard deviation of inflation conditional on markup shocks. Theoretically, the adoption of inflation targeting, as defined in section 3, increase the policy ratio: reductions in ρ gy and ρ x from positive values to zero increase the policy ratio in 75% and 80% of the parameterizations respectively, and increases in ρ π raises the policy ratio in 90% of the parameterizations. If our conjecture is right we should find that changes in policy go hand in hand with changes in the trade-off ratio. That is, we should observe a significant increase of the policy ratio for all countries.
The third and fourth columns of Table 6 report the values of the policy ratio in the two sub periods for the two groups. The ratio has increased significantly for all countries in the sample, except Australia, Japan and the Netherlands and the difference in the changes between IT and non-IT economies is insignificant. Japan is special, since the zero bound restriction on the interest rate held back the variability of the policy instrument, whereas the case of Australia is hard to explain, since the policy ratio falls rather than increase.
Moreover in the post 1990 period the policy ratio is, if anything higher for non-IT countries on average, although, again, differences between the two groups are not significant.
The data seem to support our conjecture. In the majority of the countries, the relative weight that output gap and inflation variability receive in the objective function of central banks must have changed. This conclusion, however, is hard to reconcile with the fact that some countries have announced an IT regime and other countries have not, unless actions speak by themselves and announcing an inflation target does not matter.
Can other structural changes account for these patterns? In theory, increases in the coefficient of relative risk aversion, σ, increase the policy ratio but make the trade-off and the policy ratio move in opposite directions. This is because increases in the relative risk aversion coefficient reduce the responsiveness of output to changes in the interest rate, therefore decreasing output variability and the trade-off ratio. At the same time, since they limit the effects of markup shocks on demand and, hence, on inflation, the policy ratio must increase. Thus, changes in the preferences of the agents in non-IT countries, could be responsible for the similarities between non-IT and IT countries if increases in the trade-off ratio are accompanied by decreases in the policy ratio. As table 4 suggest, this is the case only for the Netherlands.
Reductions in the degree of price stickiness, γ, or the persistence of the markup shock, ρ η , can increase the two ratios with a relatively high probability (in 52% of the parameterizations of the model). They also induce reductions in the conditional persistence of inflation and the interest rate: in the model a fall in γ decreases inflation and interest rate persistence in 70% of the parameterizations of the model and a fall in the persistence of the shock always reduces persistence in both series (in 97% of the parameterizations for inflation and in 99% of the parameterizations for the interest rate). Could differential changes in these two parameters across the two groups of countries be responsible for the fact that the performance of IT and non-IT countries is similar? The last four columns of Table 6 report the conditional AR(1) coefficients of CPI inflation and interest rate in the two groups of countries for the two sub periods. Inflation persistence dropped in all countries in the second subsample. Targeting countries experienced a larger decrease in inflation persistence relative to non-targeting ones, but difference-in-differences estimates (see Appendix C, Panel I) are imprecise and indicate that differences are insignificant. Changes in the conditional persistence of nominal interest rates are more heterogeneous -persistence has remained almost unchanged in Australia, and Finland (which are targeters) and Belgium and Japan (which are non-targeters) it has increased in seven countries (UK and Sweden from IT and US, Spain, the Netherlands, Austria and Italy from non-IT) and it has fallen for the remaining three countries -but, overall inconsistent with the idea that non-IT economies experienced a relatively larger reduction in the shock persistence or in the degree of nominal rigidities.
Differences across countries in the post 1990 period are also insignificant, so we are led to conclude that the only structural change compatible with the evidence is an increase in the aversion of policymakers to inflation fluctuations in the last decades.
Robustness

Supply shocks
In our analysis so far we have implicitly assumed that policymakers face a trade-off between output gap and inflation fluctuations. However, output growth might matter more than output gap measures for policy decisions in practice. In this case, in fact, TFP and labor supply shocks may also induce a trade-off between output and inflation stabilization (see Table 4 ). Therefore, by examining how the ratios behave in response to these shocks, one can draw firmer conclusions on the importance of the IT regime for output and inflation fluctuations.
Rather than separately identifying TPF and labor supply shocks, which is hard to do in the context of the model, since the implications they produce are not necessarily robust, we identify a generic supply shock, imposing the restriction that it moves output growth and inflation in opposite directions on impact, and examine whether the conclusions we have reached change, conditional on this generic shock. Table 7 , which contains the estimated trade-off and policy ratios, has the same qualitative message as Table 6 : both the trade-off and the policy ratios conditional on supply shocks have increased across sub periods, and the increase is similar for both IT and non-IT economies. Also averages of the two ratios are not significantly different in the post 1990
period. Both the trade-off and the policy ratio are higher for non IT countries in the last subsample, but given standard errors, differences are insignificant. Given that these generic supply shocks explain a higher percentage of output and inflation fluctuations (on average 40% of output and 30% of inflation fluctuations), failure to find any difference between IT and non-IT countries is even more striking in this case.
Changes in expectations
Changes in inflation expectations after the adoption of an IT regime could have affected the dynamics of output and inflation in response to markup shocks. With a more credible regime policymakers could have reduced inflation without having to sacrifice output variability by affecting inflation expectations, producing an inward shift in the trade-off curve that our measures cannot capture. To examine such a possibility we repeated our exercise adding long term rates to our VAR. Studying a system with the long term rate shields us from the possibility that the results we have obtained are spurious and due to omission of inflation expectation proxies. We present results in Table 8 7 . Results in Table 8 are directly comparable qualitatively with the results in Table 6 . The magnitude of the changes in the trade-off and policy ratios in the two groups of countries is unaffected by the addition of long term rates. Except for Spain, the behavior of the trade-off ratio in the pre-IT relative to the IT period mimics the one of the specification without inflation expectations. The same is true for the policy ratio, except for the movements in the policy ratio in Austria.
Again, for the IT period differences in the mean of the ratios between IT and non IT countries are insignificant. Hence, even controlling for changes in inflation expectations, the macroeconomic performance of the two groups of countries is similar.
Conclusions
The paper examines whether the adoption of an IT regime affects macroeconomic performance, when we condition the analysis on a shock that generates a trade-off between inflation and output stabilization purposes. The theory provides clear cut predictions that can be tested in the data. In fact, in any DSGE model with nominal rigidities, a change in the relative weight that output and inflation variability have in the objective function of central banks implies movements along the output-inflation variability trade-off curve toward a region where inflation is less and output is more variable than it would otherwise have been. A movement of this type is present in the data but its size does not differ for IT and non-IT countries.
Our measure of the policy stance, the policy ratio, reveals similar changes in the behavior of non-IT and IT countries. We also show that the similarities in performance are not due to the peculiarity of the identified markup shocks -generic supply shocks generate similar pictures and that changes in inflation expectations induced by a generalized improvement of credibility cannot account for the empirical pattern either. Our analysis leads us to conclude that announcing an IT regime does not matter for output and inflation dynamics as long as monetary policy put sufficient importance to inflation stabilization.
Appendix A
The appendix presents provides a brief description of the data used for each of the countries considered in the sample. 
