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ABSTRACT 
The matrix M induced by a Markov map has 1 as the eigenvalue of maximum 
modulus. If M is also irreducible, then the algebraic and geometric multiplicities of the 
eigenvalue 1 are also 1. Let g=( g,, g,, . . . , g,) be an n-row-vector such that g, =c>O 
and gi >c, i 32. Then every such g is the unique (up to constant multiples) left 
eigenvector associated with the eigenvalue 1 of a matrix M induced by a Markov map. 
1. INTRODUCTION 
A piecewise continuous map 7 of an interval J= [a,, a,] into itself is 
called Markov, if there exist points a, <a, < * . + <a,,_ 1 <a, such that for 
i=O,I,...,n-I, T((,~,,,+,) is a homeomorphism onto some interval 
(aicij, akci,). Recently [l-5], Markov maps have been the subject of extensive 
study with regard to the existence of absolutely continuous invariant measures 
for such maps. It is well known [l] that the density f is invariant under 7 if 
and only if it is a fixed point of the Frobenius-Perron operator P, : !Z1 + C, 
defined by 
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where C, is the space of integrable functions on [a,, a “1, By an invariant 
density funder r we mean l*f(x)dx=l,~,,*,f(x)d for all measurable sets 
A and r-l(A)={x~(ao,a~): T(x)EA}. 
We now restrict our attention to Markov maps on [uo, a,] which are 
piecewise linear. Let us denote this class by C?. Let Ji =(ui+i, a,), i= 1,. . . , n. 
Then r induces an nX n matrix M= M,, defined as follows: 
where r/ = d r/dx 1 x tl,, and ai, = 1 if J1 CT(~) and 0 otherwise. That is, 
all nonzero entries of each row of M are contiguous and equal, and their value 
is l/l r/ I. In general, M is neither stochastic nor irreducible. We remark, also, 
that r determines M uniquely, but the converse is not true. Specifying an M 
with equal, contiguous, nonnegative entries in each row determines an 
equivalence class of 2” transformations, since ri’ can be positive or negative 
without altering M. From [l, Theorem 31 the following result can be stated: 
LEMMA 1. Let r EC?.. Then the Frobenius-Perron operator P,, when re- 
stricted to piecewise constant functions on the partition a, < a, < . . . < a,_ 1 
<a,, is precisely the matrix M,. 
If the matrix M, has 1 as an eigenvalue, then the associated eigenvector, 
viewed as a step function on [a,, a,], is an invariant density under 7. If the 
partition is equal, then M, will be stochastic. If M, is also irreducible, then it 
follows from the Perron-Frobenius theorem [6] that M, has 1 as an eigenvalue 
of maximum modulus, and furthermore the algebraic and geometric multiplic- 
ities of this eigenvalue are also 1. In the sequel, we show that the same is true 
for any M,, r EC?, if M, is irreducible but not necessarily stochastic. This 
establishes the existence of a large class of nonnegative, nonstochastic matrices 
whose eigenvalue of maximum modulus is 1. 
2. MAIN RESULTS 
THEOREM 1. Let r E C?. Then M = M, has 1 as the eigenvulue of muxi- 
mum modulus. lf M is also irreducible, then the algebraic and geometric 
multiplicities of this eigenvulue are also 1. 
Proof. We recall that the eigenvalues of a matrix are invariant under 
similarity transformations. Also, we remark that pre- or postmultiplication by 
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a nonsingular diagonal matrix cannot cause any nonzero elements of M to 
become 0, and therefore such multiplication has no effect on irreducibility. 
Now, let us define 
s= ii (ui-ui_,) 
j=l 
and 
si = 
ui J_, = iJ(ui -%l). 
ifi 
Define the diagonal matrix D to have entries di, =ai, i= 1,2,.. ., n. Then 
E=D-’ is a diagonal matrix with entries eii=6iP1, i=1,2,...,n. 
Suppose the Markov map T maps Zi onto Zj UZi+i U . . . UZi+k. Then the 
slope of the map on the interval Zi is (ai+, -aiP,)/(ui -ui_i). It follows 
that the ith row of A4 has entries (ai -u~~,)/(u~+~-u~_~) in columns 
i,i-tl,..., j+ k, and 0 in all the remaining columns. Now, let J?=DMD-‘. 
Then 
h,, = d rrmrsd s; ’ = SrmJi- l. 
We claim that B is row stochastic. Consider the row sum of the ith row of B: 
n n 
C hi, = 2 S,misSspl 
s = 1 s=l 
‘+_ 1 1 
‘j+k si 6j+l + ..‘+ 8j+k -1 6 (Z--a. 1-1 
+ 
uj+l-“i 
6 s + . ..+ 
‘i+k -ai+& 
‘jtk -Ui_l 6 1 
=l. 
Therefore Z3 and M have 1 as the eigenvalue of maximum modulus. If, 
furthermore, B is irreducible, then the algebraic and geometric multiplicities 
of the eigenvalue 1 are also 1 [6, Theorem 9.2.11. n 
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Let a,<~,< .. . <a, be any partition of J. Let Ji =(~~_~,a,), and 
define the piecewise linear, continuous map r: ]+.I by the conditions 
(1) 7(Ji)=J;+:, l~i<n, and 
(2) T(J”)= U Ii* 
i=l 
T is clearly a Markov map. Hence the matrix M that it induces has 1 as the 
eigenvalue of maximum modulus. By conditions (1) and (2) M has nonzero 
entries on the superdiagonal and on the last row. It follows that M is 
irreducible. Hence, by Theorem 1, the eigenvalue 1 has geometric and 
algebraic multiplicities equal to 1. 
LEMMA 2 [3]. Let r be a Murkov map on [a,, a,] satisfying conditions 
(1) and (2). Then it admits a unique (up to constant multiples) invariant 
density (eigenfunction) T=(TT~, rS,. . . , vr,,), where 
Proof. By condition (l), the n X n matrix M is given by 
i=i+ 1, 
otherwise, 
and 
m, i= a* -a,_i 
a,--a0 ’ 
l<jdn. 
Since M is irreducible, it only remains to show that ITM=T. It is easy to see 
that 
For s= 1, 
7T,mn,, = 
a, -a0 an -kl _ _ 
an -a,_, a, -a, 
-l-7r, 
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For s# 1, 
_ a -aa =~ s 
a --a,_, S. s 
Hence aM=n. Since the geometric multiplicity of the eigenvalue 1 is 1, r is 
unique up to constant multiples. n 
Let g=(g,,g,,..., g,) be any vector of length n such that g, =c>O and 
gi >c, 2~ i<n. We shall show below that for every such g there exists a 
Markov map r satisfying conditions (1) and (2) and that g is the eigenfunction 
of the eigenvalue 1 of the matrix M induced by r. Without loss of generality, 
we let c= 1. 
THEOREM 2. Let g=(g,, g,,. . . , g,) be any vector of length n such that 
g, = 1 and gi > 1, 2 <id n. Then there exists a Markov map whose induced 
matrix M satisfies gM= g. 
Proof. Let a, and a, be chosen arbitrarily. Then, for all 2<i<n, define 
a, =ui_i + 
a,_1 -a, 
g,-1 . 
From Lemma 2. it follows that 
7ri = 
ai --a, 
ai --a,_1 
=gi. 
Clearly, rri =l=g,. n 
3. EXAMPLES. 
EXAMPLE 1. Let T: [O,l]--+[O, 11 be a piecewise linear transformation 
defined by T(O)=O, ~(a)= 1, r(l)= l/2”, n a 2. Define the partition 
1 1 1 
a 0= -<p< . ..<-<l=a 2” 2n-1 2 ". 
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Then the n X n matrix induced by r is 
MT= : 
0 
0 
2n-1 
i 2”-1 
i 
0 
0 
0 
0 
2n-1 
2”-1 
0 
6 
0 
0 
0 
2n-1 
2”-1 
0 . . 
0 . . 
1 B . . . 
0 . . . 
0 . . . 
2n-1 
2”-1 
0 
0 
0 
; 
0 
. . 
0 
0 
0 
0 
L 
2 
2n-1 
2”-1 
M7 is irreducible, and its directed graph contains circuits of lengths n and 
n- 1. Hence it is primitive. From Theorem 1 it follows that 1 is the 
eigenvahie of maximum modulus and its geometric and algebraic muhiplici- 
ties are also 1. Indeed, the unique (up to constant mdtiples) eigenvector is 
given by 7~=(ri,7ra ,..., r,,), where 
2’-1 
71. = - 1 2i-1 ’ i=1,2 ,...,n 
When viewed as a density, 7~ can be expressed as 
where x1, is the characteristic function of the set Ii =(1/2”+lPi, l/2”-‘), 
i=1,2,..., n. The area under f is 1. 
EXAMPLE 2. Let r: [0,12]40,12], in c?‘, be defined by 
T(0) = 0, 7(2)=5, ~(5) = 6, ~(6 )=12, r(6+)=7. 
r(7 _)=2, r(7 +)=5, 7(9_)=7, 7(9 +)=9, 7(12)=0. 
Let the partition of [0,12] be given by 
0<2<5<6<7<9<12. 
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Then I, x(0,2), I, =(2,5), I, = (5,6), I, = (6,7), I, =(7,9), I, =(9,12), and 
the 6X6 matrix induced by 7 is 
M,= 
4 5 0 0 0 0 
003000 
OoogQ; 
0 * : a 0 0 
001100 
Q Q Q Q Q 0 
I 
Three iterations of M, show that it is irreducible. Hence, since -r is Markov, it 
follows from Theorem 1 that 1 is the eigenvalue of maximum modulus of M, 
and its algebraic and geometric multiplicities are each equal to 1. 
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