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Abstract: Classification of a synthetic aperture radar (SAR) image is an essential process for SAR image analysis
and interpretation. Recent advances in imaging technologies have allowed data sizes to grow, and a large number of
applications in many areas have been generated. However, analysis of high-resolution SAR images, such as classification,
is a time-consuming process and high-speed algorithms are needed. In this study, classification of high-speed denoised
SAR image patches by using Apache Spark clustering framework is presented. Spark is preferred due to its powerful
open-source cluster-computing framework with fast, easy-to-use, and in-memory analytics. Classification of SAR images
is realized on patch level by using the supervised learning algorithms embedded in the Spark machine learning library.
The feature vectors used as the classifier input are obtained using gray-level cooccurrence matrix which is chosen to
quantitatively evaluate textural parameters and representations. SAR image patches used to construct the feature
vectors are first applied to the noise reduction algorithm to obtain a more accurate classification accuracy. Experimental
studies were carried out using naive Bayes, decision tree, and random forest algorithms to provide comparative results,
and significant accuracies were achieved. The results were also compared with a state-of-the-art deep learning method.
TerraSAR-X images of high-resolution real-world SAR images were used as data.

Key words: Classification, machine learning, synthetic aperture radar, cluster computing, naive Bayes, decision
tree, random forest
1. Introduction
Synthetic-aperture radar (SAR) is a radar system for high-resolution earth imaging and moving target detection
that can be used on manned and unmanned aerial platforms [1]. High-resolution SAR images obtained from
imaging systems such as TerraSAR-X and Sentinel provide content-based information. SAR systems have been
used extensively for high resolution mapping and other remote sensing applications in the last two decades both
in military and civilian areas due to their weather-independent and day-and-night features. Many studies with
SAR images usually involve applications such as classification [2], target recognition [3], segmentation [4], and
change detection [5]. Common applications include environmental and earth system monitoring, geoscience and
climate change research, moving target and change detection, military surveillance and discovery, agriculture
and forestry research, urbanization and illegal settlement follow-up, to security-related applications.
Due to high resolution, man-made objects as well as vegetation and ground classes can be detected in the
images. SAR image classification involves each pixel to be assigned a class label according to some characteristics.
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Various applications such as resource and environmental monitoring [6], agriculture and hydrology modeling
[7], and urban planning [8] are carried out in the SAR image classification area.
The sizes of SAR data are rapidly increasing due to new satellite missions, high-quality sensors, and
availability of public data archives. As the size of the data grows, resources become insufficient to store and
process the big data, and new studies are being carried out to deal with it. In one study, a solution to solve the
big data problem was presented in the context of satellite image processing [9]. A Bayesian algorithm based on
information mining was developed by combining the unsupervised clustering results of different properties with a
specific semantic concept at the pixel level for data fusion on SAR big data [10]. In another study, a classification
method for big size SAR images was described using spatial covariance information based on texture to directly
classify images in a supervised approach [11]. A semiautomated and fast semantic annotation on large set of
TerraSAR-X archives which contains high-resolution SAR image patches was demonstrated. Analysis results
provided that the annotation procedure ensures a robust system for real user requirements with interactive
visualization tools [12].
These studies also show that problems still persist in the realization of processing required with big SAR
images. Because of these problems, memory-efficient computing tools that can handle big-sized images can
be quickly used. Among these computing tools, Apache Spark is a fast, in-memory data processing engine
with an expanding usage to efficiently process big SAR images. For example, a distributed SAR image change
detection method using Spark was proposed to provide less execution time within in-memory cluster computing
framework [13]. The proposed framework can fully exploit the capabilities of a cluster system to handle big
SAR images.
Relevant references are summarized next. Distributed parallel clustering algorithm which ensures change
detection based on Spark framework was developed [14]. Using Map-Reduce framework, the degree of membership was first provided with the Map stage, then cluster centers are provided in parallel during the Reduce stage.
An OpenCL-enabled Spark framework to accelerate Kernel Fuzzy C-Mean algorithm, which has computationally intensive operations, was presented for SAR change detection [15]. In addition to these, different studies
were also implemented using Apache Spark framework to process SAR images fast and efficiently [16, 17].
An important issue in such studies is the necessity of noise filtering to increment quality of SAR images.
SAR images have a typical, multiplicative, and randomly structured speckle noise. Speckle noise has negative
effects on the fine detail properties of the images obtained, and it needs to be reduced especially in remote
sensing applications. Many noise reduction methods with different features are proposed in the literature
[18–20]. Sparsity-driven despeckling (SDD) method [20] was used in this study. This method depends on a
total-variation approach employing different norms by providing successful smoothing in homogenous regions
while maintaining properties such as edge and point scatterers. Speckle filtering is thus utilized as a step prior
to creating the feature vectors.
Feature extraction is the process of generating feature vectors which allow better performance in image
classification. One widely used method for feature extraction called gray-level cooccurrence matrix (GLCM)
was proposed by Haralick et al. [21]. GLCM has recently been used in pattern recognition and texture analysis
with remote sensing data. This method is applied to denoised images to obtain feature vectors. Many studies
have been carried out using GLCM on SAR images. A preliminary research for mapping sea ice texture with
SAR was presented using GLCM matrices to quantitatively evaluate textural properties [22]. Another method
for water region extraction in SAR images uses GLCM-based features and the support vector machine classifier
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[23]. The properties of water and nonwater areas were clearly illustrated by the GLCM-based features which
were provided as inputs to the SVM classifier.
Pixel-based SAR image classification with current SAR data may be time-consuming [24]. For this
reason, applying SAR image classification at patch level offers an alternative solution. Previously, we had a
preliminary study [25] classifying noisy SAR images using only the naive Bayes method. In this study, fast
classification of high-volume denoised SAR images is realized on patch level by using different machine learning
algorithms. The SDD method is used on the input SAR images for successful noise reduction and then GLCM
is proposed as a superior feature extraction technique that effectively represents the texture representing the
spatial interaction of pixels in denoised SAR images. The classification process is achieved by using the naive
Bayes (NB), decision tree (DT), and random forest (RF) trained with the image features extracted by the
GLCM. The results were also compared with a state-of-the-art deep learning method. SAR image dataset
consisting of different classes such as road, alongside, water, building, and vegetation areas was prepared by
using public TerraSAR-X spotlight image archives.
2. Apache Spark clustering system
Apache Spark, as an advanced version of the Hadoop system, is an open-source, fast, and generic framework
developed with Scala that enables work in parallel on large datasets [26]. Unlike Hadoop operating system,
which reads and writes data on disk in each of the data processing steps, Spark is faster in data processing
because it is optimized to work in-memory. Spark provides a speed increase of almost hundred times due to the
transaction processing approach through the system memory. It operates on the Java Virtual Machine installed
on the computer and has no platform dependency. Architecture diagram of Apache Spark is shown in Figure 1.
Spark provides a general machine learning library that contains common machine learning functionalities for
simplicity, scalability, and easy integration with other tools. Within the MLlib, there are many common
machine learning and statistical approximation methods such as regression, classification, clustering analysis,
collaborative filtering, and feature extraction as well as supporting functionality such as model evaluation and
data import. Designed to run in parallel on clusters, MLlib is accessible from all Spark programming languages.

Figure 1. Architecture diagram of Apache Spark.

A Spark application runs as independent sets of processes using the service structure called the cluster
manager on a group of machines. Spark performs tasks such as deployment, operation, and monitoring of the
application using in-cluster manager named Standalone cluster manager. The main task of cluster manager is to
provide resources to all applications. Spark Standalone system provides a simple method to run applications on
a cluster. In this system, there is a single master and many workers, each with a configured amount of memory
and CPU cores. When an application is run, one specifies how much memory the processors will use, as well
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as the total number of cores in all the processors [26]. A standalone cluster can be launched either manually,
by starting a master and workers by hand, or by using custom prepared launch scripts. The Spark Standalone
clustering system is shown in Figure 2. Spark Worker node executes the given code task assigned by the driver
and Spark Master provides resources by tracking progress of workers. Spark Driver is a client or master node
application which asks resources from a cluster manager.

Figure 2. Spark Standalone clustering system.

3. Method design
In this section, we first describe the speckle noise filter applied to SAR images. Next, we describe the GLCM
method for extracting feature vectors. Finally, we explain the details of the MLlib methods used for classifying
image patches.
3.1. Speckle noise filtering
Speckle noise filtering to increment quality of SAR images is undertaken first. Speckle reduction is crucial and
is used as a preprocessing step. This step facilitates the interpretation and analysis of images. In this study, we
used the SDD method [20] as a despeckling filter. It is capable of using different norms controlled by a single
parameter and provides better or similar denoising compared to other algorithms (PPB, SRAD, SAR-BM3D,
and FPD) with shorter execution times [20]. According to this method, the SAR image denoising problem is
defined as the following optimization problem [20]:
F̂ = arg min J(F ),
F

(1)

where the cost function J(F ) to be minimized is defined as
J(F ) =

∑

(Fp − Gp )2 + λ ∧ (|(∂F )p |, f ),

(2)

p

where G is the observed speckled image, F is the despeckled image, p is the pixel index number in the
image, λ is the smoothing level, f is the norm value to be applied within TV regularization, and ∧(x, f ) is the
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exponentiation operator defined as
{
∧(x, f ) =

0
xf

x = 0, f = 0
otherwise

}
(3)

for obtaining l0 -norm when f is 0 . In the cost function, the first term is defined as a fidelity term which
ensures F to be similar to G . The second term is a TV regularization term, which implies a penalty on the
changes in image gradients. In this formulation, l0 -norm is obtained when f is 0 , l1 -norm is obtained when f
is 1 , and the fractional norm is obtained when f is between 0 and 1. They all induce a sparse solution.
3.2. GLCM Feature Extraction
One of the simplest approaches for texture classification is the use of statistical quantities of histograms of an
image or region. Although the use of the histogram gives information about the distribution of the densities,
information about the relationship of the positions of the pixels in the texture is not provided. A statistical
approach, GLCM, by Haralick et al. has been generally utilized to extract various texture features for various
implementations and has proven to be a very successful texture identifier with satisfying results [21]. The
GLCM effectively represents the texture pattern by computing how frequently a gray-level pixel i shows up in
a particular spatial relationship with a gray-level pixel j in the image.
GLCM is a two-dimensional dependency matrix that considers the spatial relationship between adjacent
or neighboring pixels. The GLCM method, which follows second-order statistics, determines the spatial
relationship between pixels by computing the intensity differences between the center pixel and its neighbors.
Due to the use of second-order probabilities, it provides better performance than other traditional methods in
different applications. The number of rows and columns of the cooccurrence matrix depends only on the gray
levels in the image regardless of the image size. GLCM is constructed by calculating how many times a pixel
with value i is adjacent to a pixel horizontally with value j . The distance between the related pixel and its
neighbor is called as offset. When calculating the GLCM, different offsets and angles around the respective
pixel can be taken into account. In this study, the offset was chosen as d = 1 and the four directions 0 ◦ , 45 ◦ ,
90 ◦ , and 135 ◦ were used as shown in Figure 3.

Figure 3. Cooccurrence matrix directions for extracting texture features.

The structure of the GLCM depends on two parameters. These parameters are the relative distance ( d )
and orientation ( ϕ ) between pixels in pairs. Here, d is expressed as an integer distance and ϕ is generally
quantized in four directions (horiz.-0°, diag.-45°, vert.-90° and antidiag.-135°). The GLCM Cm,n can be stated
using distance d and direction ϕ as follows:

Ci,j =

M
−1 N
−1
∑
∑

P {I(X, Y ) = i & I(x ± dΦ1 , y ± dΦ2 ) = j},

x=0 y=0

where P{ · } is equal to 1 if the argument is true, and P{ · } is 0 otherwise.
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3.3. Spark MLlib algorithms
MLlib is a Spark machine learning library that makes machine learning scalable and easy. In this study,
naive Bayes, decision tree, and random forest algorithms are used in the MLlib which allows fast and parallel
processing on large datasets. The pseudocode of the proposed method is as follows:
Algorithm 1 Algorithm of the Proposed Model
Input_Training: Alongside, Road, Water, Vegetation, Building
Input_Analysis_Data: 1K to 10M Raw Datasets
Output: Classification Category Ratios
Pre_Process:
RDD: CVS to RDD
Labeled_Data: LabeledPoint(key, string) for all training data
Training_Data: union for all (Labeled_Data)
Model_Training:
NB_Model: Train (Training_Data, Lambda)
NB_Accuracy: 70% - 30% Metrics && 10-Fold Cross Validation Metrics
DTree_Model: Train (Training_Data, Tree_Depth)
DTree_Accuracy: 70% - 30% Metrics && 10-Fold Cross Validation Metrics
RFTree_Model: Train (Training_Data, Tree_Depth, Tree_Size)
RFTree_Accuracy: 70% - 30% Metrics && 10-Fold Cross Validation Metrics
Return: List (Models)
Call Analysis Section: Parameters (Models && Input_Analysis_Data)
foreach: Input_Analysis_Data
prediction= model(pos_prob >neg_prob) ? pos : neg
if Predict: true
LongAccumulator++
Print: Classification Ratios for Each Class & Model
Visualization: All Results and Corresponding Datasets
Visualize: Chart (Accuracy, Data_Size)
Visualize: Chart (Time, Data_Size)
End Analysis

3.3.1. Naive Bayes in Spark MLlib
Naive Bayes algorithm is a multiclass ML algorithm based on probability principles with strong independence
assumptions for each feature pair. Creating the NB model is easy because it does not require complex iterative
parameter estimation; thus, it offers a suitable substructure especially for very large datasets. In the NB
classification, data that has already been assigned to a class label are passed to the system at a certain rate.
The conditional probability distribution for each feature is computed with the probabilistic operations performed
on the training data. Then Bayes’ theorem is applied to compute the probability distribution of label given
an observation. The test data is evaluated by using previously obtained probability values and the category
of the test data is predicted. It can provide reasonable performance in many cases when appropriate feature
engineering is used. NB classifier is given in the following steps [27]:
The aim of the algorithm is to maximize the probability of the target class given the x features. C
is the possible outcome of k classes, C1 , C2 ,...,Ck . Each sample is represented by an n -dimensional vector,
X ={ x1 , x2 ,...,xn }. Given an unknown data sample X , without class label, the classifier will predict X belongs
to the class having the highest posterior probability ( P ), conditioned on X . It is only possible that X belongs
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to class C :
P (Ci |X) > P (Cj |X)

f or 1 ≤ j ≤ m, j ̸= i

(5)

The class Ci which maximized P (Ci |X) is named as the maximum posteriori hypothesis. According to
Bayes’ theorem,
P (Ci |X) =

P (X|Ci )P (Ci )
P (X)

(6)

If P (X) is the same in all classes, it is aimed to maximize the dividend only. If P (Ci ) probabilities are
unknown, classes are assumed to be equal, and then we just maximize P (X|Ci ) . When many sets of data are
given, computing P (X|Ci ) will be computationally expensive. Reduction of the computational complexity in
the evaluation of P (X|Ci )P (Ci ) is only done with the naive assumption of class conditional independence using
P (X|Ci ) ≈

n
∏

P (xk |Ci )

(7)

k=1

We can easily estimate the probabilities P (x1 |Ci ) , P (x2 |Ci ) , ..., P (xn |Ci ) from the training set. By
evaluating P (X|Ci )P (Ci ) for each class Ci , the X class label is estimated. The predicted class label is the
class Ci for which P (X|Ci )P (Ci ) is the maximum.
NB classifiers generally do not perform as well as more complex models because they use rigid assumptions
about the data. However, they are quite fast for both training and prediction. They have very few tunable
parameters. These advantages constitute valid reasons for choosing NB in our work.
3.3.2. Decision tree in spark MLlib
Decision tree is a popular method for machine learning tasks in classification. DT is widely used since it
is easily interpreted, handles categorical features, provides multiclass classification, does not require feature
scaling, and is able to capture nonlinearities [28]. The DT is a greedy algorithm that constructs the trees in a
top-down recursive way of divide and conquer manner by applying a series of decision rules. A tree structure
is created, and the class labels are expressed at the leaves of the tree. A final tree predicts the same label for
all instances that reach the leaf node. Each section is selected by choosing the best split from a set of possible
splits to maximize the gain of information on a tree node. The split chosen in each tree node is obtained by
calculating the set arg maxs IG(D, s) which is the maximization of information gain when a split s is applied
to a dataset D . Two different impurity measures (Gini impurity and entropy) is offered to classify dataset. The
Gini impurity is given by [29]:
C
∑

fi (1 − fi ),

(8)

i=1

where C is the number of unique labels, and fi is the frequency of label i at a node. The impurity
measure for entropy is defined by:
C
∑
i=1
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The information gain is based on subtracting the parent node impurity from the weighted sum of the two
child node impurities. The information gain is defined by:
IG(D, s) = Impurity(D) −

Nlef t
Nright
Impurity(Dlef t ) −
Impurity(Dright ),
N
N

(10)

where the dataset D with size N is obtained by splitting s partitions, and Dlef t and Dright of sizes
Nlef t and Nright , respectively. MLlib supports DT for binary and multiclass classification using categorical
features. The method splits data into rows and provides distributed training with millions of instances [29].
3.3.3. Random forest in Spark MLlib
Random forest is one of the most successful machine learning models. RF is an ensemble learning algorithm
of decision trees for solving supervised learning tasks such as classification. It combines multiple decision trees
to produce even more powerful models to get a more accurate and stable prediction by reducing the risk of
overfitting. The algorithm builds a model consisting of multiple decision trees, based on different subsets of
data using a random sample of data at the training stage. This randomness constitutes an advantageous
feature of the RF method, enabling the model to be more robust than a single decision tree and overcoming
the overfitting problem of the training data. Like DT, RF can also handle categorical features to perform a
multiclass classification process and does not require feature scaling by capturing ability for nonlinearities and
feature interactions [30].
The node splitting is the basic step of the RF algorithm and only a random subset of properties is
considered by the algorithm for the splitting of a node. It is important that finding root node and division
of nodes run randomly in the RF. The nodes are branched, and tree structures are formed according to the
determined splitting rules such as maximum information gain, maximum information gain rate, and minimum
Gini index by using the created training data. The information gain and the Gini index obtained by using
attributes a to divide the sample set D is showed with given node splitting formula below [31].

Gain(D, a) = Ent(D) −

V
∑
v=1

Gini(D, a) =

V
∑
v=1

−

−

|Dv |
Ent(Dv ),
|D|

|Dv |
Gini(Dv ),
|D|

(11)

(12)

where Dv represents that the v branch node contains all the samples in D that have value av on the
attribute a.
4. Experimental results
In this study, TerraSAR-X single polarized (VV channel) and spotlight mode images which cover an entire
region of Visakhapatnam, India is utilized. Image dataset is obtained from public radar image database of
Airbus Defense and Space. Some features of this dataset that are important for this study are given in Table 1.
We have created a dataset which contains five different categories of SAR patch images by combining
Google Earth ground truth to determine which patch belongs to which category. The dataset consists of 1700
SAR image patches each with a size of 100 x 100, including different classes such as water, building, vegetation,
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Table 1. Some features of the utilized dataset.

Features
type of product
imaging mode
size of image (row x col)
image resolution (m)

Values
single polarized (VV channel)
spotlight
19000x22000
1

road, and alongside. The road class consists of highways, intersections, railways, and interchanges while the
vegetation class consists of grass, forest, and farm areas. The building area consists of house, work place, and
warehouse. Specific examples of these identified categories are given in Figure 4.

Figure 4. Image patches of each category.

For cross-validation, we divided our dataset into training and validation sets with 1530 and 170 samples
corresponding to 90%-10% division, respectively. The distribution of training and validation patches for both
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groups was performed randomly. Numbers of patches for each class in the training and validation sets are listed
in Table 2 for 10-fold cross validation.
Table 2. Training and validation sets.

Category
Building
Road
Vegetation
Alongside
Water
TOTAL

Training set
378
360
288
207
297
1530

Validation set
42
40
33
23
32
170

First, speckle noise filtering was implemented on SAR images by applying the SDD algorithm described
in Section 3. Then, feature matrices of the despeckled image patches were constructed using the GLCM feature
extraction. These matrices represented as vectors were input to the ML algorithm for training. The resulting
classifier was tested with the testing set. Figure 5 shows the system flow diagram.

Figure 5. Flow diagram of image classification system using ML classifier.

The experiments were conducted on 5 cluster nodes with one master and 4 worker nodes. The internal
memory was set at 6 GB for worker nodes. We simply placed a compiled version of Spark to generate Spark
Standalone mode on each node of the cluster. We have achieved very satisfactory classification results using
all possible configuration states. Classification accuracies of different ML algorithms is given in Figure 6. The
training and test sets were obtained by dividing the data into 60%–40%, 70%–30% and 80%–20% subsets.
With these partitions, accuracies of 90%, 91%, and 90% were obtained in the NB classification, respectively.
With 90%-10% division of data, 10-fold cross validation was also used, and accuracy of 86% was obtained on
average. When DT was used, the accuracies were 91%, 94%, and 94%, respectively. In addition, the accuracy
obtained by 10-fold cross validation was 85% on average. When RF was used, the accuracies were 95%, 95%,
and 96%, respectively. In addition, the accuracy obtained by 10-fold cross validation was 88% on average. The
classification accuracy of RF was superior compared with the NB and DT methods.
The results were also compared with LeNET [32], which is a state-of-the-art deep learning method. All
of the parameters used in network training are the parameters of the standard LeNET architecture. The CNN
architecture has 2 convolutional and 1 fully connected layers. The convolution layer uses 20 filters with a size
of 5 × 5. A rectified linear unit (ReLU) activation function is applied to the output feature maps and local
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response normalization (LRN) layer implemented behind the ReLU layer. The second layer is the pooling layer
and this operation is performed by using a 3 × 3 dimension with stride is equal to 2. The third layer is also a
convolution layer comprised of 50 filters using a 5 × 5 kernel with stride 1 and zero padding. ReLU activation
function and LRN layers follow this convolution layer again. A pooling layer is a new layer added after the
convolutional layer. The last layer consists of a fully connected layer. Sigmoid function, which is one of the
most widely used activation functions, is used in the CNN model. The training and test sets were obtained by
dividing the data into 60%–40%, 70%–30%, and 80%–20% subsets. With these partitions, accuracies of 92%,

Accuracies

93%, and 93% were obtained in this method, respectively. According to the results, although the deep learning
method gives better results than the NB method, the success of DT and RF methods is still higher.
0.96
0.94
0.92
0.90
0.88
0.86
0.84
0.82
0.80

60 - 40
Naive Bayes

70 - 30

80 -20

Decision Tree

Cross Validation
K= 10
Random Forest

Figure 6. Classification accuracies of different ML algorithms.

The classifiers were then used with big size SAR images, and the execution time measurements obtained
given in Table 3. As shown in the table, the results obtained with the CPU Knime analytics platform were
also measured to show the superiority of the Spark design over the systems without clustering. The advantage
of using cluster is evident for each method. As shown in Table 3, cluster system with 1 Master and 4 Worker
implementation for NB method is 2.8 times faster compared with 1 Master implementation on the average due
to its efficient memory-based distributed computing engine. In the same speed-up comparison, the average for
the DT is 1.9 times, and 2.6 times for the RF. In addition, NB runs 1.3 times faster than the DT and 2.9 times
faster than the RF. These measurement results show that as the data size increases, computational system
performance improvement also increases.
7
Table 3. Execution times of test studies for different dataset sizes on different platforms.
Image
size (GB)

# of
Vectors

0.014
0.14
1.3
13
130
1300

1x103
1x104
1x105
1x106
1x107
1x108

Naive Bayes (ms)
CPU Knime 1 Master
825
25
2126
36
16,450
45
165,246
250
1,621,332
13,581
14,616,206
145,965

1 Ms.-4 Wr.
20
10
50
124
7255
52,233

Decision tree(ms)
1 Master 1 Ms.-4 Wr.
10
11
13
16
27
32
122
71
12,353
6683
126,731
68,370

Random forest (ms)
1 Master 1 Ms.-4 Wr.
27
28
68
65
400
382
2388
1025
31,060
12,402
398,863
155,094

As shown in Figure 7, the classification of the 1.3 TB-sized image was achieved with an acceleration
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of about 2.7 times by the 1 master and 4 worker system (the abbreviation M stands for Million). From the
experiments, it is clear that machine learning classifiers (NB, DT, RF) perform well for classification at patch
level on SAR images. We believe that more performance increase would especially occur when the dataset is
more abundant and diverse.

Spe e dup

3
2
1
0
1 Master

2 Worker

3 Worker

4 Worker

Number of worker
0,1M

1M

10M

100M

Figure 7. Spark testing phase speedups as a function of number of nodes.

5. Conclusions
Fast classification of SAR images has become more and more important due to increased data sizes. In this study,
SAR image classification at patch level was achieved efficiently, especially by using the ML methods on Apache
Spark. The testing accuracy of 91% was achieved with five classes. The obtained classification accuracy indicates
that the despeckling process increases classification accuracy, and the GLCM method provides successful feature
extraction. Experimental studies were carried out using naive Bayes, decision tree, and random forest to provide
comparative results. The results were also compared with a state-of-the-art deep learning method. TerraSAR-X
images of high-resolution real-world SAR images were used as data. Spark clustering design reduces execution
times compared with traditional methods, and improvement increases as the data size grows. In future work,
the feature extraction method can be improved by utilizing new features, and new classes can be defined by
building larger and more diverse SAR datasets. If the size and the amount of data is increased, different deep
learning algorithms can also be utilized.
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