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Abst rac t - - ln  spite of being a classical method for solving differential equations, the method of 
variation of parameters continues having a great interest in theoretical and practical applications, as 
in astrodynamics. In this paper we analyse this method providing some modifications and generalised 
theoretical results. Finally, we present an application to the determination of the ephemeris of an 
artificial satellite, showing the benefits of the method of variation of parameters for this kind of 
problems. ~) 2006 Elsevier Ltd. All rights reserved. 
Keywords--Variation f parameters, Lagrange equations, Gauss equations, Satellite orbits, Dif- 
ferential equations. 
1. INTRODUCTION 
The method of variation of parameters was developed by Leonhard Euler in the middle of XVIII 
century to describe the mutual perturbations of Jupiter and Saturn. However, his results were 
not absolutely correct because he did not consider the orbital elements varying simultaneously. 
In 1766, Lagrange improved the method developed by Euler, although e kept considering some 
of the orbital elements as constants, which caused some of his equations to be incorrect. Sixteen 
years later, in a work about the perturbations of the comets in elliptic movement, Lagrange 
corrected and completed the method, using it for the movement of the planets. His approach 
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and variations of it are widely used today in the mathematics, aerospace and physics community 
[1-17],and, in spite of the great deal of papers written on the subject, there is a lack of a 
unified study. In this paper, we review some classical results and we introduce in this study the 
Gauss equations. This unified framework permits us to generalise some results and to study two 
modifications of the classical method of variation of parameters. On one hand, we show as the 
Lagrange constraints appear in a natural way in the sense that they are introduced if we pass 
to a first-order differential system. Besides, we have clarified some questions and affirmations 
introduced in [18-20]. On the other hand, another modification leads to the variational variation 
of parameters method, that may be useful in some situations in spite of its more complicated 
formulation, as it is shown in the numerical tests with an Earth artificial satellite. What is 
clear from the numerical tests is that the methods of variation of parameters give more efficient 
and more accurate methods. However, we have to pay the price of using a more complicated 
formulation that needs a previous study of the problem. 
The paper is organised as follows. In Section 2, we review and generalise some theoretical 
results of the method of variation of parameters. In Section 3, we analyse two modifications of 
the classical method. These theoretical results are applied, in Section 4, to a particular problem 
(an Earth artificial satellite), to show the advantages of the method of variation of parameters 
and its modifications compared with the direct integration of the equations of motion in cartesian 
coordinates. Finally, in Section 5, we show, as summary, the conclusions obtained from this work. 
2. VARIAT ION OF  PARAMETERS 
In this section, we review some classical results of the method of variation of parameters (VOP) 
and we present some generalizations. 
The most classical result of VOP is for linear differential equations. Let 
±=A(t )x ,  (1) 
be a homogeneous linear differential equation where A(t) c IR n×n is a continuous matrix and 
x C l~ n. Let X(t) E •n×n be a fundamental matrix (which is a particular case of Wronskian 
matrix) of the above differential system, that is, a matrix which columns form a system of n 
linearly independent solutions of (1). Therefore, a general solution of (1) will be given by 
x (t) = x (t) co = c lx l  (t) + . - .  + CnXn(t), (2) 
where co = (c1,...  ,cn) T is a set of constants and x l , . . .  ,x,~ form the system of n linearly 
independent solutions. Note that if we consider the initial conditions x(t0) = x0 the expression 
of the fundamental f ow is given by 
x (t) = n (t, to) Xo, (3) 
where R(t, to) = X( t )X - l ( to )  (that is, in this case co = X-l ( to)Xo) is the resolvent matrix (also 
called matrizant or Green's function). 
Now, we consider the inhomogeneous case 
= A(t)  y + Fp ( t ,y) ,  y (to) = x0, (4) 
and we assume that the solution of this system obeys the formula (2) but now with nonconstant 
parameters c(t). Therefore, 
y (t) = X (t) c (t), (5) 
where c(t) is a vectorial function of type C 1. By differentiation 
(t) = 2 (t) c (t) + x (t) ~ (t), 
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that is, 
A (t) X (t) c (t) + Fp (t, y) = A (t) Z (t) c (t) + X (t) e (t). 
So, 
d(t) = X( t )  -1Fp( t ,y ) ,  
and we obtain the VOP result for first-order systems of differential equations [13]. 
THEOREM 1. Let y(t) be the solution of (4), where A(t) e R 12xn and Fp E R12 are continuous. 
If X(t) = (Xl [ x2 [ . . .  [ x12) is a fundamental matr ix of (1) then y(t) is given by (5), where 
the functions c(t) are obtained from the differential system e(t) = X(t)-lFp(t, y). That is, the 
solution satisfies the integral equation 
S2 y(t) = X (t)eo + X ( t )X- l  (s)F,(s,y(s))  ds 
f2 =X(t )x - l ( to )xo+ X( t )X - l ( s )Fp(s ,y (s ) )  ds. 
For nth-order linear differential equations 
n--1 
Y(12) = E a'(t)Y(i) + F, (t ,y,9, . . . ,y(n-1)),  (6) 
i=O 
we consider again the solution of the homogeneous problem. Note that, although we present, in 
order to simplify the notation, the scalar case, the result for nth-order systems of differential equa- 
tions is similar. First, we assume a known set of n linearly independent solutions y l ( t ) , . . . ,  yn(t) 
of the homogeneous problem. Now, each solution of such a problem is obtained as a linear com- 
bination of this set of solutions and we again, as generalisation of the above case, suppose that 
in the inhomogeneous case the solution is given by 
y (t) = ~ ~, (t) ~, (t), 
i.=1 
with unknown functions c~ (t). Computing the first derivative we obtain 
n n 
9 (t) = ~ ~, (t) ~ (t) + ~ c~ (t) 9, (t). 
i=1  i=1 
If we blindly continue the differentiation process up to order n, we will obtain very complicated 
formulas. Therefore, Lagrange requires the first term to vanish and so 
12 
9 (t) = ~ c, (t) 9, (t), 
i=1  
with the constraint ~"~.in_.=l d~(t)yi(t) = 0. By imposing the same requirement (in the following the 
Lagrange constraints) to derivatives up to order n -2  (~"~-~=1 d~(t)Y}k)(t) = 0, k = 0 . . . .  ,n - 2) 
we obtain 
12 
9 (t) = ~ c~ (t) 9, (t), 
i=1  
12 
¢12-1) (t) = ~ c, (t)y~"-" (t), 
i= l  
¢.1 (t) = Z ~, (t)y}"~ (t) + Z ~, (t)-y,~"-" (t). 
i=1  i=1 
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If we insert this into the original equation (6), we obtain the VOP equations for the nth-order 
system 
6 (t) = Y (t) -1 Fp, (7) 
where 
rye- y,,) / 0 ) 
Y(t)  = 91 (t) . . .  Yn (t) , Fp = . (8) 
. . . . . . . . .  0 
\y{n-1)(t)  ... ~(nn-1) (t) Fp (t, y, y ' , y(n-1)) 
The question of whether the Lagrange constraints are necessary or not is answered quite eas- 
ily. The Lagrange constraints are just an ingenious way to reach the nth-order without obtain- 
ing a very complicated expression, but mathematically speaking they are not necessary con- 
straints [20,21]. We study this subject with more detail in the next section but related with 
this question we may study which formula we obtain if we transform the nth-order differential 
equation into a first-order system of differential equations. In this case, we have 
y = A( t )y  + Fp, 
where y = (y, 9 . . . .  , y(n-1))x, Fp given by (8) and 
0 1 0 0 
0 0 1 0 
A (t) = 
0 0 0 ...  1 
a0(t) a l ( t )  as(t)  . . .  ~n- , ( t )  
A fundamental matrix for this system is given by the matrix Y(t) of (8) and therefore, if we 
apply the VOP formula for this system we obtain directly the formula (7) without imposing any 
constraints. What is the matter? When we transform a nth-order differential equation into a first 
order system of differential equations we are imposing in a hidden way the Lagrange constraints. 
That is, we are imposing a way of obtaining the different derivatives of the solution [22]. This 
way is just to follow the scheme for the homogeneous case. Therefore, we may conclude that the 
Lagrange constraints are natural, apart from useful (but not necessary). 
Now, lets go to the nonlinear case. In this situation, the VOP formula was given by Alekseev 
and Gr6bner [13,23]. 
THEOREM 2. (See [13,23].) Denote by x and y the solutions of 
= Fo (t, x ) ,  x (to) = x0, 
5, = Fo (t, y) + Fp (t, y ) ,  y (to) = xo, 
respectively, and suppose that ~x exists and is continuous. Then, the solutions of the above 
systems are connected by 
i l  Ox ( t , s ,y (s ) ) .Fp(s ,y (s ) )  y (t) = x(t)  + ds. 
Note that in the linear homogeneous case the solution depends linearly on the initial values (3). 
Thus, ~o(t ,s ,y (s ) )  is independent of y and so the Alekseev and GrSbner theorem gives the 
variation of parameters formula for the linear case. 
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Now, we go again to the Lagrange work. In his studies of the movement of comets he introduced 
another VOP formula, but in this case specially designed for the two-body movement. Which is 
the relation with the above results? In order to study this question with more detail we introduce. 
as a completion, a generalisation of the Lagrange result that we may apply to nonlinear systems 
that are integrable by quadratures. Similar results have been used previously in the literature 
[24], but without relating it with the Lagrange VOP equations. 
DEFINITION 3. Given a differential system integrable by quadratures 
± = f (t, x) ,  x (to) = xo, 
with x E R n, a set of integration constants ao is "well-defined" if it is complete (ao E ~ ) and 
functional independent ( he Jacobian matrix ~ is regular). 
We remark that for a large number of integrable systems there are several well-defined sets of 
integration constants. 
THEOREM 4. Denote by x and y E IR n the solutions of 
± = Fo (t, x) ,  x (to) = x0, (9) 
~" = Fo (t ,y) + Fv ( t ,y) ,  y(to) =Xo,  (10) 
respectively and suppose that "~x and ~-~ exist and are continuous. Besides uppose that the 
first system is integrable by quadratures and which solution is given in function of a well-defined 
set of integration constants ao E R n, that is, 
x (t) = f (t; at0). 
Then, any solution of the system (10) is given by 
y( t )  = f ( t ;at  (t)), 
where the parameters at(t) and the integration constants ato are connected by 
at(t) =ato+ -~a (s) Fv(s,y(s))  ds. (11) 
PROOF. As the first differential system (9) is integrable by quadratures and the solution is given 
in function of a set of n integration constants at0 E R =, 
x (t) = f (t; ao) .  (12) 
Then, we suppose, following the VOP criteria, that any solution of the system (10) is given by 
the same functional relation 
y( t )  = f ( t ;at  (t)), 
but now at(t) are functions of t. As ~ is continuous the first system (9) has a unique solution and 
so (12) defines a differentiable one-to-one function (t; x) ~-~ (t; a0) and, as a0 is well defined, the 
~af(t;y) = Of 't  " Jacobian matrix ~o  = of Y~o exists and is regular (and therefore ~-a(t; y) = ~ k ;Y) 
is also regular). 
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Thus, differentiating the above expressions, inserting them into (10) and taking into account 
the unperturbed equation (9) we obtain, 
Of ds  
Oa dt =Fp(t'Y)" 
Expression that, just by inversion of the Jacobian matrix, gives us the result. | 
The difference among the Alekseev and GrSbner theorem and Theorem 4 stands on the in- 
tegrability of the unperturbed ifferential system. Theorem 4 gives us a similar result as the 
classical VOP formula for linear systems where the solution is obtained from the solution of a 
differential system for the parameters. Thus, the formula (11) has both, theoretical and practical 
applications, giving us an alternative formulation of a differential system. The Alekseev and 
Gr5bner theorem has a great importance in several theoretical studies [23]. 
Another remark attains to the set of n integration constants a0 E R n. This set may be the 
initial conditions xo or any other set of n constants that gives us the solution of the integrable 
system. In fact, it is well known that there is no general method or algorithm to solve a given 
ordinary differential equation and it is of great interest to know under which circumstances a 
system can be integrated by quadratures [25,26]. Note that for theoretical studies we may relax 
the requirements ofTheorem 4. In fact, we just need to assume that in the unperturbed system the 
set of values c~ are related to initial data via a nondegenerate time-independent transformation. 
The Hamiltonian case is a particular case where the theory gives more answers. In this sit- 
uation, there are several integrability criteria. One of the most used is the Liouville-Arnold 
integrability that connects the integration by quadratures of Hamiltonian systems with the ex- 
istence of a sufficiently rich set of first integrals. Thus, a Hamiltonian system with n degrees 
of freedom is integrable in the Liouville-Arnold sense if it has n independent first integrals ill 
involution and then, it can be integrated by quadratures [27]. In this situation, we may apply 
the Theorem 4 and usually the set of first integrals can be used inside the set of parameters. So. 
denoting by (q, p) E R2n the solution of 
0~/ O7-/ 
dl = 0p '  15 = - 0--q' (q' p) (to) = (qo, p0), 
which is an integrable Hamiltonian differential system in the Liouville-Arnold sense and given 
the well-defined set of integration constants So E R 2n we may express its solution as 
q(t)  = f ( t ; so ) ,  p(t)  = g( t ; so ) .  
Now, if we apply the Theorem 4 we obtain that the solution (Q, P) E R 2n of a perturbed system 
07~ 
Q = ~-~ + FQ (t, Q, P), Q (to) = q0, 
- 0---~ + Fp (t, Q, P ) ,  P( to)  =po ,  
may be obtained as 
q (t) = f (t; s ( t ) ) ,  P (t) = g (t; s ( t ) ) ,  
where the parameters s(t)  and the constants of motion c~o are connected by 
O~ (t) = O~0 + (S) Fp (s)] 
One important and particular case of the above result is for integrable Hamiltonian differential 
systems where the Hamiltonian function is of the type 
(r,v) = lvTv + U(r), (14) 
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where U is the potential energy that depends only on the position vector r. Therefore, in this 
case, we have the result (due to Gauss in the particular case of the two-body problem) as follows. 
COROLLARY 5. Denote by (r, v) E R 2n the solution of an Jntegrable HamJ]tonian differential 
system in the Liouville-Arnold sense given by 
= v, ¢e = OU (r) 
Or ' (r ,v) (to) = (r0,v0). (15) 
Besides, denote by (R, V) E R 2n the solution of a perturbed system 
R = V, ~¢ = OU (R)  O------R + Fp (R, V) ,  (16) 
with the same initia] conditions (R, V)(t0) = (r0, v0). Then, the solutions of the above systems 
may be obtained following the same [unctionM relations 
r (t) = f (t; Oto) v (t) = Of (t; ao) 
' Ot = g (t; ao) ,  
R (t) = f (t; a (t)) V (t) = Of (t; ¢t (t)) (t; a (t)) 
' Ot =g ' 
(17) 
where the parameters a( t) and the well-defined set of integration constants C~o are connected by 
a (t) = a0 + ~-~ (s). Fp (R (s), V (s)) ds. 
PROOF. The proof is straightforward taking into account the equation (13) and noting that now 
0 
Oa 
= 0V (s) .Fp(R(s) ,V(s)) .  m 
Note that Corollary 5 is obtained from a first-order differential system but we may write the 
differential equations (15),(16) as second-order differential systems 
OU 
= - 0--r-' (18)  
R= OU (R ,R)  (19) 
- 0--R + Fp  
So, by imposing that the unperturbed Hamiltonian problem is integrable by quadratures we may 
write again the solution of the unperturbed problem as a function of 2n independent integration 
constants: r ( t )  = f (t;a0) and for the perturbed problem R(t )  = f (t;c~ (t)). Now, we may 
repeat he scheme done for the nth-order linear differential equations. That is, we differentiate 
the position vector R twice and we insert the result into the second-order differential system. 
OR da = 0 in To reach the result of Corollary 5, we have to impose the Lagrange constraint ~ • -ar 
order to maintain valid equations (17). Again, we remark that this constraint is not necessary, 
mathematically speaking, when we use the second order differential equations, although it appears 
naturally using the first-order formulation and it simplifies the calculus. 
Finally, it is interesting to remark that in the literature there exist several differential and 
Hamiltonian systems that are integrable by quadratures (and some of them are also maximally 
superintegrable [28]), as the rigid-body motion, the two-body problem, the Euler-Poinsot rigid- 
body, the harmonic oscillator with rational frequencies. For some of these systems the VOP 
approach has already been used with success [3,5,12,16]. Note that the above results can be 
applied to systems where the unperturbed part is separable and composed by several integrable 
systems, as occurs with the N-body problem, that we may understand as N - 1 perturbed 
two-body problems and therefore, we may use Corollary 5. 
458 R. BARRIO AND S. SERRANO 
3. MODIF ICAT IONS OF THE VOP 
In this section, we analyse two modifications of the classical method of variation of parameters. 
3.1 .  Chang ing  the  Lagrange  Const ra in ts  
Recently, Efroimsky et al. in [18-20] have studied the "old" question of changing the Lagrange 
constraints. Note that this question is not new and also appears in the paper of Broucke and 
Lass [21] and in [29], but in the above papers, the subject is treated with more detail and the 
"gauge" symmetry of the two and N-body problem is introduced. In this subsection, we use some 
results of the VOP theory and the results of [21] to clarify some affirmations given in [18-20]. 
If we do not impose the Lagrange constraints to the nth-order linear differential equations (6) 
we obtain, applying the VOP method and avoiding any artificial increment of the dimension of 
the problem, the following first-order differential system 
f i~ ,  (t) w (t) = ¢0(t), 
i=1 
Ec i ( t )  Yi (~) = ¢1  ( t ) ,  
i=1 
n 
. (~-3) a, (t) ~ (t) = ,I,n_~ ( t ) ,  
i=1 
(20) 
n 
. (n-2) 
i= l  
n n -2  ( ) • . 7,_1 (t) - ~n-~ (t, c). 
i=1 i=1 
And, using matrix notation, d(t) = Y(t) -1 Fp with Y(t) given by (8) and 
¢0.(t) ) 
FP = cn-~ (t) 
Fp(t,y,9,.. ,y(n-1)) %~(~-~) • - z . . , - i -1 (t) - ~n-2 (t, c) 
i=1 
We remark that in (20) we have not included any dependence on c in the constraint functions 
Cj (j = 0 , . . . ,  n - 3) in order to avoid any increment in the dimension of the problem. Besides, 
note that the term ~n-2(t, c) o¢.-2 o~c-2 = o- ----F- + - -  '/: and so if ~n-2 depends on c we will have an 
implicit differential equation. 
Note that we have, as pointed by Broucke and Lass, and Efroimsky et al. for the second-order 
case, the freedom of choosing any constraint functions ~i(t). If we write our nth-order differential 
equation as a first-order differential system we have automatically chosen the Lagrange constraints 
(see Section 2). 
If we have now a second-order differential system that is integrable by quadratures of the 
form (18) then, by expressing the solution in function of a well-defined set a0 of 2n integration 
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constants (as any set of orbital elements for the two-body problem) we may proceed with the 
VOP method to solve the perturbed ifferential equation (19). Again, if we do not impose the 
Lagrange constraints we obtain 
Of dcx 
Oex dt = O(t'c~) 
0g dc~ dO (t, c~) 
Oc~ dt = Fp (t, ~) dt 
where, as in [20], we denote r = f(t; (~) and Or = g(t; (x). After manipulation 
In the two-body problem 
)do (°0°) 
\ ~_~ + ~___~ ~ F~ - --~- 
# + Fp (r,f) i ~ = -~-~r 
with r = []r][ and # the gravitational constant, Lagrange assumed • = 0, so that dr Or (as if' ~=~-~ 
CZ did not depend on time). In this case, the orbit was described by means of the instantaneous 
Keplerian orbit that the body would follow if perturbations disappear at that moment (osculating 
orbit). Such orbit is tangent at this point to the real orbit. However, allowing • # 0, we have 
v = ~ = ~ + (I) and then, we can reach any value of v and so, we can describe the orbit using 
any kind of reference orbit: 
Table 1. 
Condition 
v l l r  
v .Lr  andv 2 =#/r  
v 2 < 2/~/r 
v 2 = 2/z/r 
v 2 > 2/z/r 
Kind of Orbit 
rectilinear 
circular 
elliptic 
parabolic 
hyperbolic 
where v = I[v[[ [30]. The only restriction to the reference orbit will be to include at each 
instant the point and to share a focus with the osculating orbit. Note that the reference and the 
osculating orbits may even not be coplanar. If we denote rosc and VOsc position and velocity 
vectors, respectively, of the osculating orbit (O = 0) and re  and v¢  the corresponding ones to 
another case (O # 0), in order to both orbits were coplanar we need 
ro~c A VOsc [I re  A v~. (21) 
As re  = rose and v@ = Vosc + O, we have 
re  A v~, =rOsc A (Vosc + O) = ro~¢ A VOsc + rose A O, 
so (21) ~ rose AVosc II rose A • ~..~ 3c1, c2 E R, such that • = clrosc + C2vos~, i.e., both 
orbits are coplanar only when • is in the plane of the osculating orbit. That is to say, making 
• # 0 we can change the plane in the bundle of planes that contain the points F and P, the 
focus and point, respectively, and the kind of the orbit that describes our solution (see Figure 1). 
So, we have to take care of choosing a suitable set of variables. 
Following Broucke and Lass [21], the motion of a particle will first be described by the position 
vector r E R n and the Hamiltonian function 7-/= (1/2)i'X/" + U(r). If this system is integrable 
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/ 
Figure 1. The real, osculating and another orbit describing the same orbit at a given 
point P. 
we may express the position vector asan explicit function r = r(t; c~0) of 2n arbitrary constants 
c~0. By applying the VOP method the position of a perturbed motion is done by R = R(t; a(t)). 
This equation defines a change of n variables (the position vector) into 2n new variables a, that 
is, we define a redundant set of variables and therefore the new equations of motion have to be 
completed by introducing n constraint equations that appear in the process of the determination 
of the velocity. As Broucke and Lass remark, the power of the redundant variable method 
becomes especially apparent because we have the freedom of choosing the n constraints in any 
way. One of the most useful and elegant set of constraints i given by the Lagrange constraints 
that correspond to so-called osculating elements. 
In the references [18-20], it is remarked that the two-body problem (Kepler equations) lies 
in a space of dimension twelve, but the introduction of the Lagrange constraint leaves it in the 
standard space of dimension six. The reason given in [18-20] obeys the fact that mathematically 
one may choose a different constraint, and if the constraint depends on the functions a(t) and its 
derivatives then we will need to solve a system with twelve equations and variables (a(t), &(t)). 
Mathematically we may introduce a constraint hat depends on c~(t) and &(t), but we may 
also impose in the constraints the dependence up to any order of differentiation, so we may 
choose ¢(t, c~, &, . . . ,  c~(p)) and therefore we will need 6(p+ 1) variables and differential equations. 
Obviously, this complicates in an unnecessary way the formulation of the problem, although 
mathematically equivalent. In that situation, we are just defining a new highly redundant set of 
variables. Looking at the original differential equations we observe as we only need the position 
and the velocity to describe any force. Thus, the two-body problem lies in the standard six- 
dimensional phase space. Moreover, in references [18-20] only the dependence on c~(t) is used. 
Finally, it is interesting to remark that recently it has appeared a paper [31] obtaining a new 
analysis of the perturbed two-body motion based on on-osculating orbital elements by using 
different constraint functions. 
Variat ional Var iat ion of Parameters  
In this subsection, we use the above results and the next lemma (a direct consequence of
classical results [22]) to generalise a perturbation method originally designed for the two-body 
problem [32-35]. 
LEMMA 6. Denote by x E R n, the solution of the differential system ± = Fo(t,x) with Fo E 
C 1 and suppose that the set of values ~o is related to initial data via a nondegenerate ime- 
independent transformation. Then, the set ~ , i = 1 . . . .  , n forms a system of n linearly 
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independent solutions of the linearised system 
5x - 0F0 (t, x) 5x. 
0x 
Now, we introduce the modified perturbation method. 
THEOREM 7. Denote by x and y E R n the solutions of 
= Fo (t, x),  x (to) = x0, 
jr = F0 (t, y) + Fp (t, y) ,  y (to) -- x0, 
respectively, suppose that the first system is integrable by quadratures and denote by C~o a well- 
defined set o[ integration constants that will give the solution. Besides, we suppose that ~---~) is 
continuous. Then, the solutions of the above systems are connected by 
0x (t) f t l  0~0 . y(t)  = x(t)  + - -~-0  -~X(T ,X(T) ) .Fp(T ,X(T) ,y (T ) )d ' r ,  
## where Fp is defined as 
F ;  (t, x, y) = F0 (t, y) - F0 (t, x) 0F0 (t, x) 0x s + Fp (t, y) ,  
being y = x + s. 
PROOF. By subtraction of the two differential systems, defining y = x + s, we obtain 
= F0 (t,y) - F0 (t,x) + Fp (t ,y) .  
Now, introducing the first order partial derivative of F0 
That is, 
0F0 (t, x) = Ox s + Fo (t, y) - Fo (t, x) OFo (t, x) 0x s + Fp (t, y) .  
= 0Fo (t, x) 
0x s + Fp (t, x, y) .  (22) 
Note that now we have a perturbed linear system (22) and from Lemma 6 we know that the set 
Ox {~,  i = 1, . . . ,  n} is a system of n linearly independent solutions of the homogeneous part. 
Therefore, taking into account hat (~aXo)-1 = -~x the result is obtained from Theorem 1. | 
Note that the perturbation functions Fp(t, y) and F~(t, x, y) are quite similar because taking 
the Taylor development of F0(t, y) at x up to order 1 we obtain 
F ;  (t, x, y) = Fp (t, y) + O (s2). 
This implies that we have substituted the original perturbed system by another system where 
the unperturbed part is linear and where the perturbation is of the same magnitude as before. 
It is interesting to remark that this perturbation scheme may be interpreted as a composition 
of the method of variation of parameters (VOP) and the classical Encke method [36] of celestial 
mechanics. As we apply VOP to the variational equations (the linearised system) we denote this 
scheme VVOP (variational variation of parameters). 
The Theorem 7 can be used to the particular case of Hamiltonian systems integrable by quadra- 
tures and specially integrable Hamiltonian systems of the form (19). As an important example 
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we apply it to the two-body problem, obtaining the scheme introduced in [32-35]. 
now the initial systems are 
i;k ---- ---~rk, r k 
i ~ = - -~r  +Fp( r , r ) ,  
where r denotes the norm IIrII. Thus, the modified system is given by 
O (rk/r 3) 
= -# 0rk s + Fp (t, rk, fk, r, f ) ,  
with 
, ( r  r~) O(rk/r 3) 
Fp (t, rk, i'k, r,/') = -p  ~ - # ~rk 
So, by Theorem 7, the solution is obtained in the form 
s + Fp (r,/'). 
Therefore, 
0rk (t) 
r (t) = rk (t) + ~ Ki (t) 0 (c~k)~ ' 
i=1 
Ovk (t) 
v (t) = vk (t) + ~ K, (t) 0 (~1, '  
i= l  
(23) 
where the coefficient functions Ki(t) are the solutions of the differential system 
/~i = 0 (ak)i * (t, rk, i'k, r,/') 0/" (rk, ((~k)i) " Fv (24) 
Note that in this development we are assuming the Lagrange constraint. 
Although system (24) has the same formal aspect as the classical Gauss equations [2,29,30,32] 
obtained applying the VOP method, there is a big difference: in the Gauss equations all the terms 
Drk (t) cOvk (t) are evaluated in the real orbit, whereas in the systems (23),(24) the expressions o(a~)~, 
and ~ are evaluated in the non perturbed system (Keplerian orbit). Note that a practical 
implementation f this method also involves to "refresh" the unperturbed Keplerian orbit several 
times along the complete integration of the perturbed problem. 
Thus, since the orbital elements are constant along the same Keplerian orbit, there are small 
variations on the right hand of the equations and only a few terms in the equations have to be 
evaluated when we maintain the same unperturbed orbit. As a consequence, we will see in the 
next section that the VVOP gives a slight improvement in accuracy and CPU time compared 
with the original VOP. 
4. NUMERICAL  TESTS 
In this section, we compare the results that are obtained when the same problem is integrated 
with the same numerical integrator but applied to three different formulations. The first one 
consists on integrating directly the problem in cartesian coordinates (CART); the second one 
uses the method of variation of parameters (VOP) and, finally, the third alternative, adding 
the modification commented in the previous ection, uses the variational variation of parameters 
method (VVOP). 
As test problem, we have taken the problem of the motion of the artificial satellite GPSBII-02 
(PRN 02) perturbed by the first fifth-order zonal harmonics of the Earth potential. The initial 
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Figure 2. Evolution of the first variable using CART, VOP, and VVOP methods. 
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Figure 3. Power spectrum of the frequencies of the right hand of the differential 
equations depending on the formulation. 
conditions of the orbit (taken from the web repository h t tp  : / / ce les t rak .  corn) of this satell ite 
are: 
a = 26559.212356km., e = 0.02334, i = 53°4247, 
W = 261°3417, = 17108804, l = 9509617. 
We have used the RK DOPRIS(7) [23] as numerical integrator in all the tests, and, due to 
the small eccentricity of the satellite, we have used constant stepsize. The VOP and VVOP 
formulations use the classical Keplerian orbital elements {a, e, i, 10, w, 12} as the well-defined set 
of integration constants [30]. 
Each one of these three formulations uses a different set of variables. Figure 2 shows the size 
and variation of the first variable of each formulation. We see that  the variables in CART evolve 
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Figure 4. Analysis of the efficiency of the CART, VOP and VVOP methods. On the 
left, CPU time versus relative error; on the top right, relative error versus constant 
step size of integration and, on the bottom right, CPU time versus constant stepsize 
of integration. Final time of integration T -- 10 years. 
in an interval much bigger than the other two methods, besides, the magnitude of the variables 
of the VVOP method is much smaller than in the others. The difference of magnitude in the 
variation will allow VOP and VVOP methods to use bigger stepsizes than the CART method for 
the same accuracy. In [20], authors say that, in general, the former statement is false because 
the same frequencies are present in both formulations and the high frequency terms control the 
integration step size. Obviously, the stepsize has to be smaller than the highest frequency, but for 
the VOP and VVOP the stepsize may be similar to this frequency, whereas in the CART it has 
to be much smaller. Finally, we note as in Figure 2, the picture for VVOP presents, obviously, 
discontinuities when we refresh (in this test each five periods) the Keplerian orbit (rk). We have 
marked such a points (where the Ka takes the value 0) with a small circle. 
We present on Figure 3, the power spectrum (that is, I f f t (data) l  2, where f f t  is the fast 
Fourier transform of the data) of the right hand of each formulation along an integration of one 
year. Note that the presence of small oscillations in the power spectrum of the VVOP is due 
to the refreshment process (each five periods). On the figure, we show as the influence of the 
main frequency diminishes for VOP and VVOP, which supports the affirmation that the methods 
of variation of parameters, compared with the Cartesian formulation, need a lower number of 
points of integration in each period to obtain the same accuracy, and so the stepsizes may be 
significatively higher. Figure 4 confirms this situation. As we can see in the picture on the top 
right, at the same precision the stepsize of integration is much higher for the VOP and VVOP 
methods than for CART. Moreover, with the VOP and VVOP methods we can reach higher 
accuracy than with the CART method. On the other hand, the CPU time for one step in the 
CART formulation is lower than for the VOP and VVOP (as average, the ratio CPU time for 
VVOP/CART is 2.56 and the ratio CPU time for VOP/CART is 2.72) but in any case the VOP 
and VVOP methods are much faster than the CART one, being slightly faster the VVOP method 
as we see on the picture on the left of Figure 4. 
5. CONCLUSIONS 
The method of variation of parameters i a classical method that has a great number of theo- 
retical and practical applications. In this paper, we have reviewed some classical results and we 
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have introduced in this study the Gauss equations, that usually only appears in Astrodynamics 
although it is one particular case of non-linear variation of parameters. This unified framework 
permits us to generalise some results, as the Gauss equations, and to study two modifications of 
the classical method of variation of parameters. One modification is not to consider the Lagrange 
constraints for systems of order higher than one, modification already studied by Broucke and 
Lass [21] and Efroimsky et al. [18-20]. In this paper, we have shown that the Lagrange con- 
straints may be considered as "natural" because they already appear automatical ly if we pass 
from a high-order system to a first-order one, apart from their simplicity. Besides, we have shown 
that the change of the Lagrange constraints permits, in the two-body problem, to use any kind of 
Keplerian orbit as reference that share with the osculating orbit just the focus and the instanta- 
neous point considered. Another modification of the VOP is to generalise the Dziobek's method 
[34], obtaining the VVOP method which may be seen as a mixture of the Encke's method [30,361 
and the VOP. In the numerical tests with an Earth artificial satellite we see as the variation of 
parameters, the VVOP and the VOP methods, gives more efficient and more accurate methods 
in spite of the affirmations given in [20]. In fact, they permit to use much greater stepsizes in the 
numerical integration than the formulation using cartesian coordinates (although lower than the 
highest frequency) but we have to pay the price of using a more complicated formulation that 
needs a previous study of the problem. 
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