ABSTRACT The accommodation of massive machine-type communication (mMTC) in cellular networks brings up serious technical challenges due to concurrent massive access of MTC devices. These challenges may further be aggravated by the presence of delay tolerant and intolerant services in an MTC network. This paper proposes a cooperative data aggregation (CDA) scheme by employing fixed data aggregator (FDA) and multiple mobile data aggregators (MDAs) to cater MTC devices having variable quality of service (QoS) requirements. In this vein, a distributed MDA selection algorithm is also proposed to designate appropriate user equipment as aggregator. The proposed CDA scheme effectively caters the massive access and provides ubiquitous availability of the aggregating devices in the MTC network. In addition, the limited channel resources impel an FDA to schedule resources besides data aggregation. Therefore, a resource allocation scheme is also proposed to dynamically allocate channels to the MTC devices subject to their QoS requirements. The proposed resource scheduling scheme ensures that transmission requests from delay intolerant MTC devices are contented on priority basis. The proposed CDA and dynamic resource scheduling schemes are analyzed and compared with the existing data aggregation and resource scheduling schemes, respectively. The numerical results corroborate that our proposed CDA scheme in conjunction with dynamic resource allocation improves the outage probability, energy efficiency, and system capacity by 30%, 25%, and 44%, respectively, as compared to the single FDA scheme.
I. INTRODUCTION
The demand of today's world is high-speed ubiquitous connectivity around the clock to realize a fully mobile and connected society. This demand gave birth to the notion of networked devices and the Internet of things (IoT) [1] , [2] . The IoT creates a web of knowledge by allowing mutual information exchange to achieve harmonized decisions among physical objects such as sensors, actuators and radio-frequency identification (RFID) tags. Machine type communication (MTC), being an enabler of the IoT [3] , allows smart objects to communicate with each other mostly without human intervention.
An MTC can be broadly categorized as either massive or ultra-reliable [3] . A massive MTC (mMTC) encompasses a very large number of low-power and lowcomplexity devices with varying quality of service (QoS) requirements. Examples of these devices include smart metering, on-body sensors, remote diagnostics, smart agriculture and surveillance systems [4] , [5] . On the other hand, ultrareliable MTC (uMTC) or critical MTC (cMTC) incorporates those devices, which requires extremely low latency, ultrahigh reliability and low-to-high data rates. Remote surgery, industry automation, automated cyber physical systems and mobile ambulance are some of the examples of uMTC that involve real-time control and tactile feedback [5] . The main focus of this article is on mMTC.
The transmission from mMTC devices is mostly uplink-dominant and usually requires low data rates [6] .
Depending upon the functionality and characteristics of an MTC network, the traffic model can be categorized as either periodic or event-driven. An MTC network aims to construct a well-coordinated and comprehensive communication among all devices [7] . Therefore, a cellular network, due to its secured wide-range coverage and reliable communication, is a perfect candidate to provide services to an MTC network [8] . However, the cellular networks are primarily designed for human to human (H2H) or human type communication (HTC). The traffic model in H2H, unlike MTC, is downlink-dominant and dependent upon user-behavior [9] . In addition, the exponential growth of MTC devices causes various architectural, operational and economic challenges for the cellular networks. It is predicted by [10] that MTC connections will be 51% of the total devices and connections by the end of 2021. This forecasted huge surge in MTC devices induces the nuisance of massive access at the base station (BS) in cellular networks [11] .
Data aggregation is one of the promising solutions that designates a device to gather data from the surrounding MTC devices and transmits it to the BS after processing [9] , [11] - [18] . The use of data aggregation may resolve the challenges propelled by the MTC devices due to their massive access and constrained battery power. This aggregation phase fosters the desired improvements in the massive access, in addition to achieve better energy efficiency. It also improves the success probability of data transmissions particularly of MTC devices with poor communication links [17] . The reasons of the improved results are credited to the MTC devices' segregation and the abridged communication links between an MTC and the aggregating device.
The benefits of data aggregation can be harvested by employing either fixed data aggregator (FDA) [9] , [12] - [15] or mobile data aggregator (MDA) [8] , [17] - [20] . An FDA is usually a stationary device and can either be an MTC gateway or relay node. Due to its staunch presence, an FDA can successfully realize the QoS requirements of all MTC devices in the network. However, the limited resources available at an FDA may overwhelm it with massive transmission requests. Furthermore, the suboptimal placement of an FDA may result in inefficient energy consumption. In this case, an MDA can be employed to cater the suboptimal positioning of an aggregator. However, the swerving nature of an MDA makes it inappropriate for delay intolerant MTC devices. In addition, both approaches suffer from the single point of failure, where a failure of an FDA or MDA causes cessation to the whole MTC network. An MTC network with variable QoS requirements needs an aggregation scheme that can provide services to all the devices according to their specific needs.
In addition to the challenges concerning the mechanism of data aggregation, limited available resources for aggregation causes exacerbation. Conventionally contention based schemes are used to provide channel access, however more recently, Dawy et al. [11] advocate to render the task of resource scheduling to the data aggregator. In the same vein, Tefek and Lim [12] and Guo et al. [13] proposed scheduling schemes based on received signal strengths of the MTC devices. However, the proposed schemes favor the MTC devices with better signal to noise ratio (SNR) with total disregard to distant devices. Moreover, the heterogeneity of MTC devices with variable QoS is also not considered.
In order to address all above mentioned challenges, this paper first proposes a cooperative data aggregation (CDA) scheme that can be used in mMTC network with varying QoS requirements. Our proposed scheme employs an FDA and multiple MDAs to cooperatively aggregate data from delay intolerant and tolerant MTC devices, respectively. The proposed CDA scheme resolves the nuisance of single point of failure and suboptimal positioning of an aggregator in addition to provides an effective congestion control and energy efficiency. For the selection of multiple MDAs in the proposed CDA scheme, a distributed MDA selection algorithm is also proposed. Unlike existing works, MDAs are selected on the basis of trust framework devised using graph theory. Furthermore, to address the aggravation due to limited available resources at an FDA, a novel resource allocation scheme is also proposed to dynamically allocate channels to the MTC devices. The proposed scheme leverages the SNR, queuing delay, QoS requirements of MTC devices and transmissionawaiting MTC devices in a class. The diverse parameters considered in the proposed scheduling algorithm ameliorates the existing schemes, which are merely based on received SNR.
The main contributions of the paper include 1) a cooperative data aggregation (CDA) algorithm for mMTC networks based on the confluence of FDA and multiple MDAs, 2) a distributed algorithm for the selection of multiple MDAs, 3) a novel resource scheduling scheme to dynamically assign channel resources by calculating MTC devices' priorities, 4) analyzing the proposed techniques using outage probability and extensive simulations. The analyses corroborate that in mMTC network with different QoS requirements, our proposed schemes perform better as compared to single FDA as in [12] and [13] , single MDA [17] - [20] and multiple MDAs [8] .
The rest of the paper is structured as follows. Section II provides literature review and Section III describes the system model. Section IV and V discuss our proposed CDA and dynamic resource allocation schemes, respectively. Outage probability and performance analysis are presented in Section VI and VII. Conclusions are drawn in Section VIII.
II. LITERATURE REVIEW
Several solutions are proposed to cater the avalanche of MTC transmission requests at the BS and to resolve network congestion. The following subsection presents a categorization of these solutions followed by a review of state of the art data aggregation techniques. 
A. SOLUTIONS FOR MASSIVE ACCESS OF MTC DEVICES
In order to handle the challenges induced by massive access in mMTC network, several solutions have been proposed in the literature. The proposed solutions are broadly categorized as random access network (RAN) overload, cognitive radios, MTC devices' clustering and data aggregation based solutions.
To enhance the operation of random access channel of LTE Advanced, an improvement in RAN overload control has been specified by 3GPP [21] , [22] . The solutions for RAN overload control include access class barring [21] , [23] , prioritized random access [24] , pull based schemes [25] and MTC specific back-off schemes [26] . A detailed discussion on current PHY and MAC layers solutions for managing RAN overload has been presented in [3] , [22] , and [27] .
Another approach for reducing RAN congestion is clustering MTC devices such as proposed in [16] , [28] , and [29] . Ho and Huang [28] used the joint massive access control and resource allocation to perform grouping of MTC devices and coordinator selection. Miao et al. [29] proposed an energy efficient cluster head selection scheme to improve the network life. Since MTC devices are already battery constrained, the additional burden of relaying may put further strains on these devices.
Cognitive radio based solutions alleviate congestion at the BS by allowing MTC devices to opportunistically access the unused bands in their vicinity without affecting the spectrum utilized by primary users [30] - [32] . Lee et al. [31] suggested to use cluster head to aggregate data from the MTC devices using cognitive radio technology in cellular bands. Chen et al. [32] favored the use of cognitive radio over MTC grouping based solutions to solve the interference issue that arises due to H2H and M2M coexistence.
The solutions based on data aggregation has been advocated in [6] , [8] , [9] , [11] - [15] , and [17] - [19] because of its potential benefits both for the network operators and the MTC devices. Data aggregation can be accomplished either by using an FDA [6] , [9] , [12] - [15] or MDA [8] , [17] - [20] . This paper also focuses on data aggregation to cope the massive access of MTC devices.
B. STATE OF THE ART DATA AGGREGATION PROPOSALS
In this subsection, we present a brief review of the existing data aggregation schemes and rationale to propose our own aggregation scheme. Table 1 provides a brief comparison of our proposed scheme with the state of the art data aggregation schemes.
AlQahtani [9] , Tefek and Lim [12] , Guo et al. [13] , Malak et al. [14] , and Lin et al. [15] proposed the use of an FDA that effectively reduces the number of connections to the BS at the cost of extended communication delay. AlQahtani [9] pioneered to propose priority based scheduling for MTC data aggregation. A multi-hop data aggregation scheme based on energy consumption of MTC devices in a large scale hierarchical wireless network was presented by Malak et al. [14] . Lin et al. [15] presented a gateway assisted two stage radio access scheme for delay tolerant MTC devices. However, the FDAs in these proposals may be overwhelmed with the massive number of transmission requests due to limited available resources. In addition, the optimal placement of an FDA is critical to achieve energy efficient communication. However, this cannot be achieved for all the MTC devices due to their variable distances from FDA. Furthermore, all the existing proposals about the use of an FDA for data aggregation suffers from the single point of failure, which may occur due to the unavailability of an FDA subject to any device or network malfunction. In nutshell, data aggregation schemes based on the use of an FDA suffer from three main problems namely congestion due to limited resources, suboptimal positioning and single point of failure.
Recently, Kim et al. [6] proposed to use multiple FDAs to overcome the stated inherent challenges of an FDA. All the MTC devices in the network are assigned to multiple FDAs based on nearest neighbor rule. However, the authors have considered an idealized capillary network between MTC devices and multiple FDAs with no interference. Although, the use of multiple FDAs alleviates the massive access congestion in addition to satisfy variable QoS requirements, it is indeed a cost-inefficient solution in terms of excessive hardware, maintenance and resource allocation. VOLUME 6, 2018 The problem of suboptimal positioning of an FDA can also be addressed by utilizing an MDA. Rigazzi et al. [17] , Atat et al. [18] , Pratas and Popovski [19] , and Afzalet al. [20] proposed to employ user equipment (UE) as data aggregator to collect data from its surrounding MTC devices. Rigazzi et al. [17] and Pratas and Popovski [19] employed D2D communication for aggregating and trunking MTC traffic. Atat et al. [18] proposed to use radio frequency energy harvesting to cater for the battery depletion issue of UEs. Afzal et al. [20] considered homogeneous deployment of MTC devices in an area and proposed the association of at most one MTC device with the UE. The results of these proposed schemes showed that the suboptimal position of an FDA can be compensated by the mobility of an MDA at the cost of more communication delay. Despite its usefulness, an MDA may not effectively aggregate and relay delay intolerant data. In addition, a single UE is not suitable for relaying MTC data due to its inherent mobility nature.
Our proposed scheme in [8] analyzed the performance of single and multiple FDAs and MDAs in MTC network. The proposed multiple MDAs selection scheme significantly improved the communication delay and outage probability as compared to schemes based on single FDA, MDA and multiple FDAs. The improved performance is credited by leveraging the delay tolerance and abridged transmission distance. Most of the existing work is also focusing on the uniform QoS requirements for all the MTC devices. However, it is highly unlikely as an mMTC network may comprise of both delay tolerant and intolerant services.
Recently, the role of data aggregators is extended to include more intelligent functionalities such as resource scheduling and spectrum sharing [11] . In this vein, the most recent work includes [12] and [13] . Tefek and T. J. Lim [12] and Guo et al. [13] considered interference in a large scale cellular network and the resource allocation is performed by the aggregator. In [13] , fixed number of resources has been assigned to the aggregator by the BS. The proposed scheme performed well as long as the number of MTC requests are less than or equal to the resources available at the aggregator. The issue of unavailability of resources due to fixed resource allocation has been solved by Tefek and T. J. Lim [12] with dynamic resource allocation scheme. In the proposed scheme, the number of resources were requested from the BS by an aggregator, depending upon the MTC transmission requests. However, the resource allocation schemes in both [12] and [13] considered only homogeneous MTC traffic with main focus on delay tolerant services.
In an effort to resolve all the above mentioned challenges, this paper presents a cooperative data aggregation algorithm, a distributed algorithm for MDA selection, and a dynamic resource allocation algorithm. The proposed schemes are tailored to perform better under the diverse scenario of delay tolerant and intolerant MTC devices. 
III. SYSTEM MODEL A. NETWORK MODEL
We are considering a network consisting of randomly distributed MTC and HTC devices. The MTC network is considered to have variable QoS requirements, called classes of services. Each class contains MTC devices that offers a specific functionality and exhibits similar characteristics. A class of service may be designated as either delay tolerant or delay intolerant. The MTC network consists of a primary FDA and MDA. An MDA is the UE that is registered with the FDA at the time of network deployment. All the MTC devices in the network can exploit the social trust of the primary MDA, either directly or transitively. The proposed network model comprising of an FDA and multiple MDAs is shown in Figure 1 . The mathematical notations (along with their definitions) used in our system model and subsequent sections are presented in Table 2 .
We assume that there is a set of M MTC devices, an FDA and a set of Z UEs in the area. An FDA and multiple UEs collectively aggregate and relay the data of all the MTC devices in that area. Each UE z i ∈ Z, being an MDA, aggregates the data of |M z i | devices, where M z i ⊆ M and the UE z i serves all |M z i | devices. An MDA may also provide the interface to the core network, especially in the absence of an FDA that may halt the data transmission in the MTC network.
B. TRANSMISSION MODEL
We are considering an uplink transmission scenario in an mMTC network. Depending upon the class of service, the MTC devices send their data to either an FDA or serving MDA. Note that in our work, the FDA not only works as an aggregator but also performs resource scheduling. Due to the limited available spectrum, all MTC devices with strict QoS requirements may be scheduled first, i.e. transmitting their data directly to the FDA. All the remaining MTC devices may send their data to the FDA via MDA. Although, both two-hops and three-hops scenarios are considered, our analytical analysis is based on the more conservative three-hops scenario. In our proposed scenario, MTC devices transmit their data to the MDAs and receive feedbacks as acknowledgements. The aggregated data is subsequently sent to the BS via an FDA. Furthermore, the packets are assumed to be generated according to Poisson process with an average of λ packets arrival per second. The FDA transmits the aggregated data of the MTC devices with variable QoS to the BS at the expiry of the predefined threshold time τ .
In our system model, interference is possible in the first hop (h1), where MTC devices may share resources to send their data to their respective MDAs. However, we are assuming no interference in the next two hops as resources are properly scheduled because of the cellular uplink communication between FDA and BS and overlay device to device (D2D) communication [33] , [34] between MDA and FDA. No contention based resource allocation is employed at FDA.
C. CHANNEL MODEL
The path-loss plus block fading channel model is employed in this work. In block fading, channel coefficients remain constant for the duration of the block transmission. Assuming that the MTC devices have an average transmit power P MTCD t , the interference source has an average transmit power P I t , then the received SINR (γ 1 ) can be expressed as
where P r (y) denotes the received desired signal power and P r (y I ) is interference power at the receiver. Also, K = (λ/4π d 0 ) 2 is a constant path loss factor, d 0 is the reference distance, σ h1 = 10 −ϕ dB /10 denotes the shadow fading in the first hop h1, ϕ is zero mean Gaussian random variable, H represents channel coefficient of the desired link, α represents the path-loss exponent and N 0 is the average background white Gaussian noise power.
At the FDA, if the average transmit power of MDA is P MDA t , the received signal to noise (SNR) ratio can be expressed as
Similarly,
IV. PROPOSED COOPERATIVE DATA AGGREGATION SCHEME
The devices in mMTC networks possess variable QoS requirements. In the presence of MTC devices with heterogeneous QoS requirements, a single FDA / MDA or even multiple MDAs may not be capable to address all the challenges concerning massive access. Although multiple FDAs can be used as suggested by Kim et al. [6] , however, it is extravagant regarding hardware, software and resource allocation. Therefore, we propose the confluence of an FDA and multiple MDA(s) to provide better data aggregation services in mMTC network, in a cost-effective way. In our proposed cooperative data aggregation (CDA) scheme, an FDA is mostly responsible to directly gather data from the delay intolerant MTC devices, while an MDA usually aggregates data from delay tolerant MTC devices. Our proposed CDA scheme is shown in Algorithm 1. Let an FDA receives p transmission requests from the MTC devices in the network. It demands p resources from the BS, which grants q resources depending upon the availability. If p = q i.e. if the number of allocated resources and the number of transmission requests are equal, then the process is straight forward (Algorithm 1: line 4). All MTC devices with transmission requests may get their resources to directly send their data to an FDA. However, if p > q (Algorithm 1: line 7) then an FDA assigns the available resources to q MTC devices by calculating their priorities as explained in Algorithm 3. The remaining p − q MTC devices may employ the services of multiple MDAs using trust framework, explained shortly. Like an FDA, the MTC network is assumed to have a known UE as MDA. However, as stated earlier the swerving nature of UEs may compel the MTC devices to exploit the social trust of that UE [8] to designate multiple MDAs. The use of multiple MDAs provides reliability and better energy consumption for MTC devices. In this way, instead of waiting for another cycle from the FDA to get the resources, MTC devices can transmit their data to the MDAs. Note that even if MTC devices do wait for another cycle, there is no guarantee that they will get the resources in the next cycle too.
Subsequent to the designation of MDAs, p − q MTC devices may transmit their data to their respective MDA for aggregation (Algorithm 1: line 10). All the aggregated data at MDAs may be transmitted to the BS either directly or via an FDA. An MDA may check the condition of delay tolerance of aggregated data to decide the route to the BS (Algorithm 1: line 11). If the condition of delay tolerance allows then it can be transmitted to an FDA subject to its availability. Otherwise, the aggregated data can be transmitted directly to the BS. Note that the unavailability of FDAs due to any device failure or malfunction may not affect the entire MTC network. All q resources are allocated to p MTC devices. 6: All p devices transmit their data to an FDA for aggregation. 7: else 8: All q resources are allocated to the MTC devices on the basis of their priorities (Algorithm 3).
9:
The remaining p − q MTC devices employ MDAs using trust correlation (Algorithm 2).
10:
All p − q MTC devices transmit their data to corresponding MDAs for aggregation.
11:
if (Available(FDA) and (Delay(Agg-data) ≥ Delay(th)) then 12: MDAs transmit data to an FDA for aggregation.
13:
else 14: MDAs transmit data directly to the BS. 15: end if 16 : end if 17: An FDA transmits all aggregated data to the BS.
In that case, MDAs can provide interface for MTC device to the core network.
The case of equal transmission requests and available resources (p = q), as discussed earlier, is highly unlikely due to the sparse availability of resources at the BS. In this case, an FDA may assign all the resources to all the MTC devices with transmission requests irrespective of their delay tolerance. Although, it may be more efficient as all the MTC data is directly transmitted to the FDA, this approach may not be energy efficient. The distant delay-tolerant MTC devices can transmit their data to a closer MDA, instead they transmit data to a distant FDA, resulting in energy inefficiency. However, this scenario is outside the scope of this article.
A. RATIONALE FOR MULTIPLE MDAS
Since, we propose to utilize multiple MDAs, it is important to justify their use. The use of multiple MDAs provides reliability and improves energy consumption. However, Chen et al. [2] and Azari [16] do not favor the use of UEs as MTC aggregators due to their limited battery power and mobility. Nevertheless, the role of UEs is changing due to the advent of D2D communication in current era. The intelligence at UEs [33] is being utilized for peer assisted content delivery networks [45] , data offloading, caching and resource allocation [8] , [33] - [40] . Nishiyama et al. [43] highlighted the fact that in case of natural disasters like earthquakes and tsunami, people are unable to establish a contact to request emergency rescue despite possessing their smartphones/UEs. Therefore, Nishiyama et al. [43] suggested to use UEs as relays for information dissemination in disaster stricken areas. Several authors favor the use of a UE as data aggregator for MTC devices [8] , [17] - [20] particularly for health-care applications [41] , [42] . Furthermore, the issue of battery depletion of UEs can be eliminated by employing energy harvesting techniques [18] .
Due to the popularity of proximity services, popular content downloading, social applications and multi-player gaming, grouping among UEs is common [8] , [35] - [40] . Since the smartphones (UEs) are carried by human beings, it is quite common for humans to have social groups with other human beings on the basis of common interests [8] , [37] . This social interaction among proximate users is exploited for several social aware D2D communication services like traffic offloading, local data sharing, coverage extension and resource allocation [8] , [37] - [40] . To the best of our knowledge, we are the first ones to propose the use of cooperative UEs grouping (multiple MDAs) to eliminate the single point of failure issue faced by single MDA in MTC networks [8] . Likewise, in this paper, we are proposing to use UE grouping (multiple MDAs) not only to eliminate the issue of single point of failure of an aggregating device but also to eliminate the need of deployment of several FDAs, as the case in [6] . In this vein, we are proposing a cost-effective approach to designate multiple MDAs to cope the challenges induced by MTCś massive access.
B. DISTRIBUTED MOBILE DATA AGGREGATOR SELECTION
In this subsection, we explain our proposed MDA selection algorithm that can work in conjunction with an FDA. The use of an FDA in MTC networks significantly improves the energy efficiency and channel access congestion. However, the number of resources allocated to an FDA is limited. In such scenario, a single FDA can be overwhelmed with massive access requests and can result in outage like the case in [13] , when number of MTC requests are greater than the available resources. Therefore, we propose to utilize UEs as MDAs that can work in conjunction with FDA. However, in order to ensure the security and reliability, UEs with sufficient trust correlation is considered using graph theory.
1) TRUST FRAMEWORK FOR RELIABLE MDAS SELECTION
This subsection describes the trust framework based on our paper [8] to ensure secure and reliable selection of MDAs. We briefly describe it here in the context of the changed scenario for completeness. As discussed earlier, it is pertinent to choose a reliable UE to act as an MDA for data aggregation. We assume that there exist at least one UE in the trust list of an FDA. This assumption is realistic because UE information is usually collected at the time of FDA deployment. An FDA may broadcast this information about the UE to all the MTC devices. Subsequently, the UE can work as MDA to aggregate data from delay tolerant MTC devices. However, the mobility and traffic load may result in sporadic availability of UE to aggregate and relay the MTC data. In such case, MTC devices can exploit the trust correlation of that UE with respect to its surrounding UEs as shown in Figure 2 . The trust relationships may be based on social relationship or trust transitivity, which can be exploited to ensure the selection of secured MDAs to successfully transmit the MTC data. The following subsection explains the graph formation to explain trust correlation among UEs.
a: MODELING TRUST RELATIONSHIPS USING GRAPH
Let all UEs in an area be represented by the set Z = {1, 2, . . . , Z }, where Z is the total number of UEs in that area. We are assuming that the set Z contains UEs, which are willing to aggregate and relay MTC data. Let a UE z i ∈ Z be the trusted MDA, while the remaining Z − {z i } UEs may be selected on the basis of trust relationship between them and z i . These relations can be developed in the form of friendships, colleagues, neighbors and kinships and/or have a history of file sharing with these UEs through D2D communication. We are assuming that relationship build in the form of kinship or recent file sharing is trustworthy. The trust group graph G T based on social relationship can be represented as
The edge set ε T is given as
where e T z i z j = 1 iff z i , z j ∈ Z such that they have mutual trust in the form of ε T , as shown in Figure 2 .
Apart from the mutual trust between UEs, they should also be in the D2D transmission range of each other. This relationship in geographic domain can be termed as geograph G G , which can be defined as
The edge set ε G is given as
where e G z i z j = 1 , iff z i , z j are in close proximity of one another as shown in Figure 2 between UE 1 and 2.
Once the UEs with trust relationship and valid communication range are identified, they may be selected as MDAs.
The set of possible MDAs R z i can be calculated as
where
represents the set of UEs with which z i has trust relationship and Z G z i is the geo-graph based UEs set w.r.t. z i . Both the sets can be represented as
If z i has no direct trust relationship with surrounding UEs or if any trusted UEs of z i is not in the geographic range then R z i = φ. In this case, we can use trust transitivity to exploit the trust relationship of z i in order to extend the scope of MDA selection.
b: THE USE OF TRUST TRANSITIVITY
Trust transitivity means to trust friends of friends i.e. If A Trusts B and B Trusts C, then A can transitively trust C [44] . To further strengthen trust, we propose to use a common friend of two or more UEs in the trust graph of z i to be taken as a trusted friend. 
It can be represented as following
Let F z i be a set of UEs containing friends of z i ∈ Z and is given as F z i = {z 1 , z 2 , ..., z n } such that z i , z j ∈ T ∀z j ∈ F z i . Let CF z i be a set of UEs, which are common friends of friends of z i ∈ Z i.e.
where z l is a common friend of friends of z i and it is also present in close proximity of z i i.e. (z i , z l ∈ ε G ). The graph representation of common friends of primary node z i as a result of trust transitivity between the UEs 1 and 5 as shown in Figure 2 and can be expressed as
The edge set is
where e CF z i z j = 1 iff z i , z j ∈ CF z i .
2) GROUP OF AVAILABLE MDAS BASED ON TRUST GRAPH
Once the graphs are constructed, the next step is to form a set of feasible MDAs. The set of UEs based on the trust and geography w.r.t. z i can be seen in Eq. (9) . Similarly, the set of UEs for common friends can be represented as
where Z CF z i depicts set of common friends. Now the set of possible MDAs R z i can be given as
Where the set R z i contains the list of all UEs for z i ∈ Z that can act as MDAs to aggregate and relay the data to the BS. The UEs yielded by Eq. (13) comprise a comprehensive set of all possible MDAs, which can be well trusted and feasible to aggregate and forward MTC data. A set of optimal MDAs may be selected from R z i on the basis of different parameters as described in the next subsection.
3) OPTIMAL MDA SELECTION
Since we have a set of all possible MDAs as R z i in Eq. (13), now follows the optimal MDA selection. We have considered different parameters for optimal MDAs selection such as existing traffic load (L), received SNR (γ ) and successful transmission history (ρ) of all UEs in R z i . An MDA can be selected distributively by the MTC devices in the network.
As described earlier, we are considering an MTC network with different QoS requirements, referred to as classes. Let a i,j represents an MTC device a with class i and device j. The total number of MTC devices in a network can be represented as
where total classes are represented as m and total devices in a class are represented as n.
Definition 1:
The MTC class is defined as the set of all MTC devices that performs the same function and belongs to the same application server. All the devices in the class work in conjunction to one another. Furthermore, data received from all the members of the class is essential to make it applicative.
To select an optimal MDA (δ * a i,j ) from R z i , a set of optimal MDAs (δ a i,j ) is developed based on current traffic load, received signal strength and past transmission history of MDAs in the MTC network. An MTC device a i,j derives δ *
where ρ z i is the successful transmission history, L z i is the existing traffic load and γ z i is the received SNR of z i ∈ R z i . If a UE z i ∈ R z i is selected for the first time then the initial value of ρ z i = 1. The traffic load on any z i ∈ R z i , with |R z i | number of total MDAs, can be calculated as
where z i represent existing traffic on z i ∈ R z i . 
Definition 2:
The successful transmission history (ρ) for a UE z i ∈ R z i can be defined as the ratio of successfully transmitted data by z i ∈ R z i and the total number of transmissions. The successful transmission is designated as transmissions with positive acknowledgements. If total number of transmissions with positive acknowledges forwarded by z i ∈ R z i is represented as Tr +ack (z i ) then past success transmission ρ z i can be calculated as
where Tr(z i ) represents total number of transmissions forwarded by a UE z i ∈ R z i . Our distributed MDA selection algorithm described in Algorithm 2 considers the existing traffic loads on all the |R z i | devices as an input. Furthermore, received SNR γ z i is also considered in addition to the past history of successful transmissions ρ z i of a UE z i for an MTC device a i,j . This consideration significantly favors those UEs to become MDAs, which had successfully transmitted data for the corresponding MTC devices in the past. This parameter can be seen as an amount of trust the MTC device has on the UEs and can induce the MDA selection. Initially, all |R z i | UEs broadcast their existing traffic load in the network. The MTC devices calculate δ a i,j by using Eq. (15) . A UE (δ * a i,j ) with maximum value in δ a i,j is designated as an optimal MDA.
V. RESOURCE ALLOCATION BY AN FDA
In this section, we propose the dynamic resource allocation scheme that enable an FDA to efficiently allocate resources by considering different QoS parameters of MTC devices.
A. THE NEED OF RESOURCE ALLOCATION BY AN FDA
It is deemed impractical to consider a BS to allocate channel resources to all the MTC devices in the network. It is argued in [11] that an FDA should also be given added responsibility of resource allocation in addition to data aggregation. In such scenario, an FDA can take resources from the BS and allocate them to the respective MTC devices, following some criteria.
Our proposed scheduling scheme is different from the works in [13] and [14] . Malak et al. [14] considered a case of guaranteed availability of channel resources to all the MTC devices, which is catered by Guoet al. [13] . Guoet al. [13] proposed to use an FDA to allocate the resources to the MTC devices based on their received signal strengths. However, it mostly favors the MTC devices that lie close to an FDA, depriving the distant devices. Also, it considers the case of more available resources than total data requests. Furthermore, the proposed scheme in [13] considers a fixed number of resources to be allocated to an FDA by the BS in its coverage area in addition for being vulnerable to the single point of failure.
The issue of fixed resource allocation is solved by Tefek and Lim [12] through dynamic resource allocation. However, like [13] , the proposed scheme in [12] does not take into account the delay intolerant MTC services. Moreover, the problem of single point of failure, which may result due to the inaccessibility of data aggregator (FDA or MDA), has not been resolved besides our work in [8] . However, the proposed aggregation scheme based on multiple MDAs in [8] is suitable for MTC devices with same QoS requirements.
In order to address the challenges associated with variable QoS requirements and single point of failure, this paper proposes a dynamic resource allocation algorithm. The proposed scheme can help an FDA to prioritize all the data requests from the MTC devices on the basis of different parameters such as QoS requirements, signal strength and queuing delay.
B. PROPOSED RESOURCE ALLOCATION SCHEME
As explained earlier in Algorithm 1, an FDA may receive p transmission requests from the surrounding MTC devices. Consequently, the FDA may request p resources from the BS to fulfill the requests of all MTC devices. The BS may grant q resources to an FDA. If p = q then the resource allocation is straight forward. However, for the case of p > q, i.e. more transmission requests than allocated resources, the problem of resources allocation to the MTC devices is an open issue. We proposed a dynamic resource allocation scheme considering amount of wait time, signal strength, delay tolerance and pending number of devices to transmit data in each class of MTC devices.
Definition 3: The pending number of devices in class i can be defined as the remaining number of devices in class i, which has yet to transmit their data to an FDA.
Let total number of devices in a class i be represented as j i such that 1 ≤ j i ≤ T mtcd , then the pending number of devices can be calculated as |j i − r i |, where r i represents the number of MTC devices, which has transmitted their data to an FDA. An FDA first calculates the priority of all the MTC devices with incoming transmission requests. The resources are allocated on the basis of these priorities. The MTC devices with higher priority may be assigned resources, while the remaining number of MTC devices may utilize MDAs to aggregate their data.
Priority of a device a i,j in class i can be calculated by the FDA as following 
FDA
calculates
for all T mtcd devices in descending order in the set P T _mtcd . 4: Allocate channels to first q MTC devices in the set P T _mtcd 5: else 6: FDA randomly picks p channels and allocate to p MTC devices 7: end if where γ a i,j is the received signal strength of device a i,j , ϑ a i,j is the amount of wait time in the queue of a device a i,j and ω is the amount of QoS requirements in terms of delay tolerance in milliseconds. The value |j i − r i | represents the number of MTC devices in a class i, whose data is still awaiting for transmission.
Definition 4: The amount of wait time ϑ a i,j for an MTC device a i,j , is the amount the time difference between the current time and the time device a i,j was ready to transmit its data.
Our proposed dynamic resource allocation scheme is shown in Algorithm 3. The proposed algorithm receives p transmission requests from the MTC devices; FDA requests p resources from the BS. The BS grants q resources to the FDA, depending upon the traffic load at the BS. If the total requests p are more than the available resources q, the FDA creates a list of devices P a i,j according to their priority. The priority is calculated using total wait time, delay tolerance and remaining number of devices whose data is still pending. For example, in a class i, total number of devices are j i but only the partial amount of data is received (from r i number of devices). In most of the cases, the data received will not be actionable until data from all the devices in the class are received (|j i − r i |). Therefore, such remaining devices will be given preference to allocate channel resources in addition to wait time, received signal strength and delay tolerance. If the total available resources are equal to the transmission requests (p = q) then the Algorithm 3 picks MTC devices randomly and assign all the channel resources.
VI. OUTAGE PROBABILITY ANALYSIS
In order to evaluate the performance of our proposed algorithms, we employ the outage probability analysis. Outage probability (OP) is an important performance metric in communication system. The outage probability can be defined as the probability that the information rate is less than than the required threshold value. The threshold can be the information rate or error rate. We are considering minimum packet VOLUME 6, 2018 error ratio (PER) as threshold
For the packet size of Q, PER can be calculated as
where P e is the expectation value of bit error ratio. In our three-hop scenario, the overall outage is dominated by the weakest hop, which can be expressed as
Thus, we have
where γ th ) are the cumulative distribution function (cdf) of the received SINR/SNR in the first, second and third hops, respectively. Rayleigh distribution is considered for the NLOS transmission model. Hence, the instantaneous received power of the desired signal follows an exponential distribution with probability density function (pdf), which can be expressed as
In the first hop (h 1 ), the desired and interfering channel coefficients are considered to be independent and not identically distributed (INID) and both follow a Rayleigh distribution. Thus the OP in h 1 can be calculated as
dxdy.
It yields,
The OP at h 2 can be calculated as
Hence the final OP can be obtained by inserting (27) , (28) and (29) in (25) . 
VII. PERFORMANCE ANALYSIS
In this section, we evaluate our proposed CDA scheme and dynamic resource allocation algorithm. The simulation parameters are shown in Table 3 . The outage probability of the proposed CDA and dynamic resource allocation schemes is analyzed in Figure 3 . The transmission distance (in meters) between an FDA and MTC devices is considered as a metric. We compare the aggregation scheme in [13] with our proposed schemes. Guo et al. [13] proposed received signal strength (RSS) based and random resource scheduling (RRS) schemes to be employed at an FDA. In RSS based scheme, MTC devices with better fading are preferentially assigned with the available channel resources. In addition, in RRS scheme any available channel is independently and randomly allocated to any MTC device with the same probability by the aggregator. The RSS based scheme uses an FDA to favor the MTC devices that lie close to an FDA with total disregard to QoS requirements. As the transmission distance between the MTC devices and an FDA increases, RSS based scheme may deprive the distant MTC devices due to the poor fading, resulting in outage as shown in Figure 3 . Similarly, the RRS scheme randomly selects an MTC device that results in low complexity but reduced performance as compared to RSS. Our proposed scheduling scheme considers fading in addition to multiple parameters including QoS and class-based requirements. This will enable distant MTC devices with strict QoS requirements to send data despite fading (within acceptable bounds). For λ = 300 and distance of 15m, our proposed scheme improves the outage probability by 30% as compared to FDA with RRS based scheme. Furthermore, our proposed aggregation scheme utilizes multiple MDAs to gather data from MTC devices with lower QoS requirements that would otherwise wait for an FDA to get resources.
The OP of the proposed CDA scheme is compared with single MDA [17] - [20] , single FDA [12] , [13] and multiple MDAs schemes [8] as shown in Figure 4 . Single MDA mainly provides services to the delay tolerant MTC devices. Due to its mobility, it may not always be available to provide services and hence results in outage. The use of FDA significantly improves the service due to its availability. However, an FDA can easily be overwhelmed in case of massive access. Furthermore, the single point of failure is the main disadvantage of these schemes. The use of multiple MDAs can perform better in this case as shown in Figure 4 . However, their mobility cannot guarantee the successful transmissions of delay intolerant data. We can see in Figure 4 that our proposed CDA scheme performs decently well in case of massive access. The main reason of the better performance is the consideration of the parameters that dynamically affect the aggregation and resource selection criteria.
Energy efficiency is another performance metric used to evaluate our proposed aggregation scheme. We consider 50J per packet per reference-distance as baseline energy consumption. The energy efficiency performance is shown in Figure 5 . We can see that single MDA scheme performs worst due to its unreliable communication, mainly subject to the partial availability. Aggregation based on FDA scheme performs better as compared to single MDA. This is due to the strategic deployment of an FDA at the time of installation. However, multiple MDAs scheme proposed in [8] performs better than FDA scheme. The main reason is the non-reliance on the single device and significant reduction in the transmission distance. The performance of our proposed CDA scheme is comparable to multiple MDAs scheme, since both schemes are based on the same principal i.e. multiplicity of aggregators. The proposed scheme improves the energy efficiency around 25% as compared to single FDA at total number of devices equal to 50.
We have also compared our dynamic resource allocation scheme with contention based, random and RSS based schemes with increasing number of packet arrival rate. The contention based schemes such as aloha do not perform well under high traffic load due to excessive collisions as can be seen in Figure 6 . Slotted aloha performs better as compared to pure aloha by reducing the number of collisions. An RRS scheme schedules the resources with equal probability and hence eliminates the collision. This can be seen in Figure 6 as an improved result for RRS scheme compared to slotted aloha. An RSS scheme performs slightly better than RRS as it favors MTC devices with better fading. Our proposed dynamic resource allocation scheme outperforms all other schemes due to its consideration of multifold parameters that caters for different QoS requirements of MTC devices.
As a final point, system capacity is considered for evaluation of the proposed CDA scheme, as shown in Figure 7 . The system capacity is calculated as the sum of all the MTC devices' transmission capacities. With the increase in packet arrival rate, the system capacity of all the aggregation schemes is improved. However, the increase in the proposed CDA scheme is significant as compared to others. Our proposed scheme, due to its multiplicity nature, better manages the higher packet arrival rate by reducing the packet drop rate. For λ = 1400, our proposed CDA scheme improves the system capacity by 44% as compared to single FDA. In nutshell, the proposed CDA and dynamic resource allocation schemes perform better than single FDA, MDA and multiple MDAs. The multiplicity of aggregating devices i.e. an FDA and multiple MDAs ensures the availability of aggregating devices for MTC network. The dynamic resource allocation consider not only the QoS requirements but also the amount of wait time of MTC devices. Thus, providing better services for MTC devices. The presence of multiple aggregators significantly improves the system capacity by limiting MTC access through cooperative aggregation, thus eliminating congestion at BS in a cost effective way.
VIII. CONCLUSION
An effective data aggregation scheme should consider variable QoS requirements of MTC devices in the network. In this paper, an aggregation scheme is proposed to cater both the delay tolerant and intolerant MTC devices under the scenario of limited resources. The proposed CDA scheme not only satisfied the variable QoS requirements but also resolved the nuisances caused by single point of failure, massive access and suboptimal placement of an aggregator. Furthermore, a dynamic resource allocation scheme is also proposed to allocate channel resources to MTC devices. Unlike existing resource allocation schemes based on RSS, our proposed scheme additionally considered the queuing delay, QoS requirements, and pending number of devices in a class. It is observed that this ruminated consideration of utilizing diverse parameters for resource allocation and aggregation has brought significant improvement in terms of outage probability, energy efficiency and system capacity.
