In the recent past, 3D ultrasound has been gaining relevance in many biomedical applications. One main limitation, however, is that typical ultrasound volumes are either very poorly resolved or only cover small areas. We have developed a GPU-accelerated method for live fusion of freehand 3D ultrasound sweeps to create one large volume. The method has been implemented in CUDA and is capable of generating an output volume with 0.5 mm resolution in real time while processing more than 45 volumes per second, with more than 300.000 voxels per volume. First experiments indicate that large structures like a whole forearm or high-resolution volumes of smaller structures like the hand can be combined e ciently. It is anticipated that this technology will be helpful in pediatric surgery where X-ray or CT imaging is not always possible.
Introduction
In recent years, 3D ultrasound (US) has become a widely available imaging tool, a fact already postulated some time ago [13] . Generation of the US volumes can be done in three ways: using a dedicated 3D probe (typically done in cardiac imaging or in prenatal exams), using a sweep of 2D scans and stitching them together [8] or by using US computed tomography (USCT) [9] .
These methods are, however, not always ideal: the volume generated by 3D probes is either relatively small (probes for cardiac imaging) or the resolution (both temporal and spatial) is relatively poor (prenatal exam probes). USCT systems are currently not available commercially and are typically intended for very special applications like breast cancer detection.
. Technical background
In this paper, we present a simple and fast extension to an existing cardiac ultrasound station that can generate large ultrasound volumes from freehand 3D ultrasound sweeps. The main advantage over 2D sweeps are as follows: -acquisition speed: up to 60 US volumes can be recorded per second -image quality: we combine the unprocessed raw polar volumes instead of the heavily processed 2D image output -fusion speed: using GPU acceleration, the volumes can be automatically combined in real time
Fusion of ultrasound volumes was also investigated in the past, either using tracking and registration [5] or registration and orientation tracking [6], but not with the simplicity and speed of our approach. It is also stated in literature on automatic bone segmentation from 3D US -which will be an important use case for large ultrasound volumesthat typical volume sizes are still too small and that acquisition is too slow [10] .
. Ultrasound in pediatric surgery
Ultrasound is a diagnostic tool that, in certain cases, has been shown to be a viable method for diagnosis of fractures in pediatric surgery [1, 7, 14] . Computed tomography (CT) imaging is mostly avoided and X-ray imaging is reduced the necessary minimum. Consequently, diagnosis often relies on magnetic resonance imaging (MRI), which might not be readily available and often requires sedating the patient. This shows that fast and reliable generation of high resolution large volume ultrasound will be an immensely valuable additional imaging modality. Furthermore, being non-invasive and portable, without any adverse e ects and not using ionizing radiation, it is clear that using 3D US will help improve patient care. The moderate cost of US stations in comparison to CT, MRI, conebeam computed tomography (CBCT) or uoroscopy devices is also an important element potentially increasing surgeons' acceptance. 
Material and methods
Data was acquired using a GE Vivid7 Dimension station (GE Healthcare) and the 3V 4D transducer. The transducer was equipped with a 3D-printed marker block and three infrared-re ecting spheres to make it detectable by an optical tracking system (Polaris Vicra, Northern Digital, Inc.). An experimental setup is shown in Figure 1 . We previously developed an add-on system to an existing 3D ultrasound machine [2] . The US station was extended to allow exporting the raw acquired volumes over Gigabit Ethernet in real time. Additionally, fast conversion of the exported volumes (in polar coordinates) to Cartesian coordinates was shown using GPU acceleration in [4] . Finally, to be able to locate the position of the individual volumes with respect to each other, the transducer was calibrated, both intrinsically and to an optical tracking system [3] . This method returns the position and orientation of any volume in the frame of the tracking marker mounted on the transducer using a homogeneous transformation matrix C.
Given C as a constant transformation of each recorded ultrasound volume, the registration • × .
•.
Visualisation was done using Voreen [12] . Thus, the reconstruction speed is round about volumes per second. Given the station's acquisition speed of at most 30 US volumes per second, reconstruction is suciently fast for a real-time application.
Typically, however, individual high-resolution 3D US volumes are much smaller: just about mm × mm × mm in size. That allows a detailed analysis or diagnosis of organs, but only on a small area of a larger organ. Figure 4 shows a fully reconstructed left forearm, clipped at the midsection. For comparing the sizes, in blue one single volume out of the totally used 1014 volumes is highlighted.
Discussion
The reconstruction of a large US volume from a freehand 3D sweep raises the possibility of reducing ultrasonic imaging artifacts, e.g. acoustic shadows, reverberations or noise (randomly scattered re ections) and speckle. While acoustic shadows and reverberations depend on the transducer's position and orientation with respect to the target, these artifacts can be reduced by recording the same structure from di erent points of view.
Currently, this method depends on recording structures which are not moving. If we want to reconstruct moving targets, e.g. the beating heart or abdominal organs during free breathing, we will have to measure or estimate the motion and compensate for it, i.e. using gating techniques. It is conceivable to use electrocardiography or optical surface markers for this task.
Using the proposed method will, for example, help in diagnosing fractures as well as determining the severity and con guration of bone fragment dislocation. This will support the surgeon in deciding on a therapy that can be tailored even better to the patient's speci c anatomy and condition. The real time character of the method is of paramount importance since it allows using the method even during surgery. Possible applications are monitoring of bone fragment repositioning and proper placement of material for osteosynthesis. Additionally, being able to exactly visualize the surface and volume of an extremity may aid in monitoring swelling or possible post-operative complications (i.e. compartment syndrome). In the long term, it might also prove useful to determine the mineralization status and existence of callus [11] , allowing the surgeon to more easily evaluate the rmness and stability of the affected bone and decide about mobilization progress.
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