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Figure [1.1]: In this diagram, the liquid crystal is in the nematic phase, with the director 
∧
n  
pointing vertically. With increasing energy the molecules become less well ordered leading 
to a phase transition into a liquid phase. As the temperature increases further the molecules 
form a gaseous state. A highly ordered solid crystal phase is shown for comparison. (26) 
 
Figure [1.2]: Two separate liquid crystals cells are sketched whereby the liquid crystalline 
material in the centre is contained by two glass substrates and a spacer material in order to 
achieve a desired sample thickness. The upper cell represents planar alignment whereas the 
lower cell is homeotropically aligned. Approximate dimensions are shown. (30) 
 
Figure [1.3]: With increasing temperature the molecules for some materials within a 
smectic-C phase can tilt decreasing the angle between the director
∧
n and the layer normal. 
A material is in the smectic-A phase once the director is perpendicular to the layer normal. 
(34) 
 
Figure [1.4]:  A side view (xy) and top down view (xz) are shown illustrating that the 
transition from the antiferroelectric smectic-C*A phase to the smectic-C* phase can proceed 
via a 3-layer (fI1) and a 4-layer (fI2) phase. In these diagrams, the chirality from layer to 
layer is not shown for clarity and only five layers are shown whereas in  reality there would 
be hundreds or even thousands in a typical sample. The top down view of the tilt orientation 
in successive layers shows the effect of chirality, ε , evident as successive layers in the SmC* 
phase are not coincident. A distortion angle δ occurs for the intermediate phases. (37) 
 
Figure [1.5]: Illustration of the splay (k11), twist (k22) and bend (k33) deformations with 
respect to a 2D plane in a nematic liquid crystal. (39) 
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Figure [1.6]: A nematic phase is planar aligned in a sandwich that consists of glass coated 
with Indium Tin Oxide (ITO) that has been treated to promote planar alignment. The 
application of a voltage, V, to the ITO coatings results in a homogenous electric field across 
the sample. The value at which the voltage is sufficiently high to cause a distortion, the 
threshold voltage Vc, is also called the Freedericksz transition point. (41) 
 
Figure [1.7]: The indicatrix for a uniaxial ellipsoid resulting in two separate indicies of 
refraction for any angle θ not equal to 00 or 1800. In this diagram n2=n3 although this is not 
the case for a biaxial material that would result in two separate optic axes. OP is the path of 
an arbitrary light ray. (44) 
 
Figure [1.8]: A Leica polarizing microscope that is commonly used when working with 
liquid crystals. This microscope allows both polarizers to be rotated independently from a 
sample that is itself mounted onto a rotation stage. The digital camera shown can be 
connected to a computer to allow high quality images to be obtained. (46) 
 
Figure [1.9]: A smectic-A liquid crystal texture captured using a digital camera attached to 
a polarizing microscope displaying a typical fan texture. (47) 
 
Figure [2.1]: A typical smectic-A structure with layer spacing d is represented by the 
dashed lines, the solid lines show the effect of a displacement, p, that distorts the uniform 
structure. (58) 
 
Figure [2.2]: A schematic drawing of the K1 deformation of a smectic-A phase. The layer 
spacing, d, remains constant throughout the structure. (59) 
 
Figure [2.3]: A cross section of a toroidal domain of radius a within cell thickness h. The 
smectic layers are represented by the lines; the molecules are aligned homeotropically 
throughout except in the cylinder of radius a through the centre of the diagram. Individual 
molecules are not shown for clarity and only ten layers are displayed. (62) 
 
 
 
 7 
Figure [2.4]: A stripe domain elongating in the z direction at a constant width of 2a. 
Individual molecules are not shown for clarity; the director is perpendicular to the layer 
surfaces shown. In the region between the pairs of circular nodes in the x-z plane the 
molecules are parallel to the surfaces, i.e. they have rotated by 90° to the otherwise 
homeotropic texture. (63) 
 
Figure [2.5]: The appearance of a toroidal domain is shown in (i), upon further application 
of a slowly increasing electric field the transition to a striped domain occurs as displayed in 
(ii). Over time, holding at a fixed electric field, the striped domain propagates through the 
sample as shown in (iii). (64) 
 
Figure [2.6]: The surface (shown at the bottom) is subject to a sinusoidal undulation, which 
then transfers a stress through the smectic layers. Energy is absorbed by the molecules 
within the layers, resulting in decreasing amplitude of oscillation from one layer to the next. 
(70) 
 
Figure [2.7]: The various flows that are possible for a single anisotropic molecule, 
represented as arrows in relation to a stationary molecule. There are numerous notations 
used for representing these viscosities, shown here is the Helfrich notation of the Miesowicz 
coefficients. (72) 
 
Figure [2.8]: In this diagram, the liquid crystal material is homeotropically aligned in the 
smectic-A state. Only three layers are shown for clarity, in reality there would be several 
hundred to thousands of layers depending on the thickness d that is in the order tens of 
microns. The top piezo will vibrate upon receiving a driving voltage; the bottom piezo will 
do the inverse upon receiving a stress and produce an oscillating voltage. (73) 
 
Figure [3.1]: A sample of 8CB with no surface alignment agent is cooled from the isotropic 
phase shown in (i), through the nematic phase as exhibited in (ii) and into the smectic-A 
phase displayed in (iii) and (iv). Although no alignment is imposed the system still has a 
preferred alignment direction due to the surface topology of the glass. An increase in 
molecular order from (i) to (iv) is apparent as the intensity of the first order Bragg 
diffracted peaks increases. The intensity of the images are automatically scaled due to the 
software that was used, the background intensity in all cases should be equal. (82) 
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Figure [3.2]: A photograph of the experimental set-up on the beamline. The beam enters 
from right to left. The superconducting magnet is installed vertically as shown on the left of 
the diagram, and aligned so that the X-ray beam can pass through the centre of the gap. 
Also shown is the arm onto which the sample stage is mounted and held in the magnetic 
field. (87) 
 
Figure [3.3]: A simplified diagram of the experimental set-up. The X-ray beam travels in the 
positive z direction and is incident normal to the surface of the liquid crystal cell. The X-ray 
beam then scatters at the Bragg angle, α, and passes to a 2D area detector. The 
superconducting magnet is mounted such that the X-ray beam can pass through the centre 
of the cavity/gap across which the magnetic field is applied. The sample is held in an oven 
at the centre of the gap, and the sample stage is attached to a belt drive and motor to allow 
fast rotation in the plane of the magnetic field (xy plane) that is perpendicular to the X-ray 
beam. (88) 
 
Figure [3.4]: An enlarged view of the sample stage. Most of the moving parts are made 
from plastic, allowing for rapid rotation in the xy plane at an angle θ via a rubber belt 
driver motor. The minimal use of metal reduces eddy currents to ensure no hindrance to 
rotation within the large magnetic field. Contained within the sample stage are a heater coil 
and a platinum resistor, allowing external temperature control of the liquid crystal device 
via a Linkam controller to within 0.1ºC. Alignment of the x-ray beam through the central 
gap/cavity is achieved by an adjustable aluminium arm that holds the sample stage within 
the magnetic field. (89) 
 
Figure [3.5]: Typical diffraction pattern obtained from the Smectic-A layers showing Bragg 
peaks that are aligned with the magnetic field. The angular width of the peaks is associated 
with the degree of alignment, in this case a highly ordered Smectic-A phase. Q1 and Q2 are 
the radii that define the region of the radial integration. (91) 
 
Figure [3.6]: The radial integral is calculated only for the region between R1 and R2 to 
minimise the influence of scattered intensity that is not in the Bragg condition. The 
integration region is selected to be approximately three times the width of the Bragg peaks. 
This method gives the angular integral of the intensity distribution. (91) 
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Figure [3.7]: A graph of intensity (counts per second on the detector) against pixel number 
(0 at centre) for the frames shown in Fig [3.5] and Fig [3.6]. The effect of the beamstop at 
the centre is clearly visible. (91) 
 
Figure [3.8]: X-ray results for this 270 µm thickness sample during a 30º rotation 
reorientation at T - TNA = -1.5ºC. (i) A clear example of continuous rotation is shown in the 
radial integral as a function of time, no discontinuity is visible. Interestingly, the final 
intensity of the peaks is asymmetric, possibly due to the layers going out of plane with 
respect to the incoming X-ray beam but this is more likely due to the sample not being 
exactly perpendicular to the incoming beam. (ii) The uniform intensity after the initial 
rotation suggests that the integrity of the layers is sustained during the bulk of the rest of the 
reorientation process. (95) 
 
Figure [3.9]: Graphs illustrating the behaviour of reorientation speed as a function of time 
for continuous rotation at temperatures further away from the nematic to Smectic-A 
transition than in Fig [3.8] and at an initial rotation angle of 58º. (i) At 2.5ºC below the 
transition the extrapolated linear rotation speed is 0.58 milliradians s-1 and for (ii) at 3.5ºC 
below the transition the speed is 0.45 milliradians s-1. (96) 
 
Figure [3.10]: X-ray results from a 30º rotation at a thickness of 270 µm at T - TNA = -1.0°C. 
(i) Multiple stage reorientations are evident in the angular position of the Bragg peaks over 
time, the smectic layers do not rotate continuously but instead go through four distinct 
intermediate stages. (ii) The angular integral of the frames with respect to time shows that 
there is a reduction in intensity over the period 20 to 80 seconds that suggests the layers are 
becoming disordered, this is a characteristic of thin sample behaviour. (98) 
 
Figure [3.11]: Scattered X-ray data exhibiting a three stage reorientation of a 340 µm 
thickness sample for a 49º rotation at a temperature of T - TNA = -1.0ºC. (i) Three separate 
reorientation steps are clearly evident, and there is a large asymmetry between the 
intensities of the Smectic-A peaks. This can be attributed to the incoming beam not being 
incident centrally between the Bragg angles for each of the peaks.(ii) The ring integral of 
the total scattered intensity as a function of increasing distance from the centre of the scan 
shows the typical observed behaviour for such multiple stage reorientations whereby there 
is a clear reduction in intensity at the transition between each of the stages. (99) 
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Figure [3.12]: The variation in layer spacing is shown as a function of time in (i) for 
Fig [3.10ii] and (ii) for Fig [3.11ii]. These plots are obtained by analysing each time frame 
individually to find the position of maximum intensity and plotting the average of every four 
points over the course of the reorientation. The initial layer spacing obtained by the value of 
the maximum intensity for the first frames in both cases is 31.0±0.1 Å (0.322 nm-1). Higher 
values of Q position relate to decreased layer spacing and vice versa. (100) 
 
Figure [3.13]: X-ray results from a 50º rotation of a 170 µm-thick sample at 
T - TNA = -0.8ºC. (i) The evolution of the angular position of the scattered Bragg spots with 
time. The plot represents ‘thin’ sample behaviour that is affected strongly by the surface, as 
no continuous reorientation is visible. (ii) The change in layer spacing (represented by Q, 
the radial distance of the Bragg diffraction spot to the centre of the diffraction pattern) with 
time following the initial rotation. The data show that the Smectic-A layers do not stay intact 
as a monodomain during the reorientation process, in the region 50 to 70 seconds smectic-A 
layers are Bragg diffracting at two distinct azimuthal positions shown in (i). This is 
highlighted by a reduction in intensity shown in (ii) during the same period. (101) 
 
Figure [3.14]: X-ray results for a thickness of 270 µm with a 90º rotation at T - TNA= -1.00C 
is showing the presence of degenerate behaviour. (i) The smectic layers completely disorder 
~300 seconds after the initial rotation and then can rotate clockwise or anti-clockwise, 
highlighted by the ~150 second lag during reorientation (at 300-450 seconds). The 
smectic-A layers align exactly with the original field direction (i.e. Bragg peaks return to the 
original azimuthal angle of 90º and 270º) after their disordered period. (ii) The intensity of 
the scattered Bragg peaks after the reorientation suggests that the smectic-A layers have 
evolved into a highly ordered state as the intensity is uniform in the period 800-1000 
seconds. (103) 
 
Figure [3.15]: At a temperature of T - TNA = -0.5ºC degenerate behaviour is seen (i) in the 
X-ray results for this 340 µm thickness sample that has undergone an 81º rotation. 
Intriguingly a small amount of continuous rotation of the smectic-A layers is also visible in 
the region between 80 and 120 seconds. (ii) A similar case to degenerate reorientation 
shown in Fig [3.13ii] is clearly visible here too whereby the total scattered intensity 
decreases significantly during the part of the reorientation process where the layers are 
disrupted, shown here as approximately 70 to 100 seconds. (104) 
 11 
 
Figure [3.16]: The data collected for the 270 µm thickness sample of 8CB displayed on a 
single graph illustrating the range of reorientation mechanisms that occur. The dotted lines 
are added only as guides to the eye. (111) 
 
Figure [4.1]: A diagram showing a typical cell construction. Two glass substrates coated 
with ITO and an alignment layer form a sandwich using spacer beads mixed with glue that 
cures in ultraviolet light. The glass substrates are joined so that the ITO layers are on the 
inner surfaces so that wires attached using indium solder can provide an electric field 
across the cell gap. (127) 
 
Figure [4.2]: A typical reflection spectrum for a cell constructed in the laboratory. There 
are nine fringes between the maxima at λ1 = 568.7 nm and λ2 =639.9nm, using Equation (4.1) 
this gives a thickness of 23.0 µm. (128) 
 
Figure [4.3]: The two seperate geometries used to measure dielectric anisotropy. Glass 
coated with ITO is used to contain the liquid crystalline material and to apply an electric 
field across the gap. (i) The homeotropic aligned case with polarisation parallel to the 
surfaces is induced by the electric field proportional to the perpendicular dielectric 
permittivity. (ii) The planar aligned case with polarisation perpendicular to the surfaces is 
induced by the electric field proportional to the parallel dielectric permittivity. (130) 
 
Figure [4.4]: The ε
┴
 and ε|| dielectric components of CCN-47 are shown as a function of 
temperature. The vertical lines indicate the boundaries between the isotropic (right), 
smectic-A (left) and nematic phase (centre). In the isotropic phase (above 61.5°C) the 
components are equal as there is no preferred director orientation. (133) 
 
Figure [4.5]: The overall CCN-47 anisotropy as a function of temperature as calculated 
using Equation (4.4) and the data presented in Fig [4.4]. The vertical lines indicate the 
boundaries between the isotropic (right), smectic-A (centre) and nematic phase (left). (134) 
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Figure [4.6]: A schematic diagram of the experimental set-up used in order to measure the 
threshold of the toroidal to stripe domain transition. The solid lines represent the wires 
connecting the various pieces of equipment. The dotted lines represent the path of light rays. 
The signal amplification Am can be set between factors of 1 to 10.  (137) 
 
Figure [4.7]: The appearance of a toroidal domain is shown in (i), upon further application 
of a slowly increasing electric field the transition to a striped domain occurs as displayed in 
(ii). Over time, holding at a fixed electric field, the striped domain propagates through the 
sample as shown in (iii). (139) 
 
Figure [4.8]: The relationship between threshold voltage and temperature for the toroidal 
to stripe domain transition of CCN-47. The fit shown was only performed on data that were 
in the smectic-A phase, the data points obtained at a temperature above 31.5°C are clearly 
in the nematic phase. (140) 
 
Figure [4.9]: The threshold voltage of the toroidal to stripe domain transition as a function 
of the square root of cell thickness for the material CCN-47. Diagonal crosses represent 
data points at a temperature of 22°C and horizontal crosses at a temperature of 30°C. (142) 
 
Figure [4.10]: The threshold of the toroidal to stripe domain transition as a function of 
temperature is shown for the material SCE13. The transition from the nematic to the 
smectic-A phase is calculated as P2 = 88.5±0.1°C. (143) 
 
Figure [4.11]: The threshold voltage of the toroidal to stripe domain transition as a function 
of the square root of cell thickness for the material SCE13. The upper data set (diagonal 
crosses) is at a temperature of 80.0°C and the lower data set (horizontal crosses) is at a 
temperature of 87.0°C. The lines shown are theoretical calculations using Equation (4.3) 
and the values of Vth obtained from the 11.1 µm thickness cell data in Fig [4.10]. (144) 
 
Figure [4.12]: The threshold of the toroidal to stripe domain transition as a function of 
temperature is shown for the material SSC43. The transition from the nematic to the 
smectic-A phase is calculated as P2 = 87.3±0.1°C. (145) 
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Figure [4.13]: The threshold voltage of the toroidal to stripe domain transition as a function 
of the square root of cell thickness for the material SC443. The upper data set (diagonal 
crosses) is at a temperature of 78.0°C and the lower data set (horizontal crosses) is at a 
temperature of 85.0°C. (146) 
 
Figure [4.14]: The surface anchoring for all the materials can be calculated from the 
threshold data obtained from single cell thickness. (148) 
 
Figure [4.15]: The relative smectic layer compressibility of the eight materials studied as a 
function of τ= 
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Figure [4.16]: The relative layer compressibility of the materials SC443, SC446 and SC448. 
(152) 
 
Figure [4.17]: The relative layer compressibility of the materials SC452, SC455 and SC457. 
(153) 
 
Figure [5.1]: In this diagram, the liquid crystal material is homeotropically aligned in the 
smectic-A phase. Only three layers are shown for clarity, in reality there would be several 
hundred to thousands of layers depending on the sample thickness h. (161) 
 
Figure [5.2]: A schematic drawing of the equipment used in the experimental set-up. The 
arrows represent the flow direction of the various processes. (164) 
 
Figure [5.3]: Technical drawings of the compressibility apparatus, as both a top down view 
(left) and side on cross sectional view (right).  J. Rowcroft of the Physics drawing office 
constructed these drawings after discussions on initial designs. (167) 
 
Figure [5.4]: A side view (left) and top down view (right) of the liquid crystal sample 
contained between two 0.5mm pieces of glass (clear) and two pieces of piezoelectric 
material (dark). Dimensions given in millimetres. (169) 
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Figure [5.5]: The front panel of the model 332 LakeShore temperature controller. On the 
display, A and B represent two separate temperature sensors, S is the required setpoint for 
the system. It can also be seen that a specific power output can be selected; in this case, the 
maximum power output of the medium setting is 5W so the actual output is 1.8W. (171) 
 
Figure [5.6]: Interference fringes for non-parallel glass plates measured at a central 
separation of 21.4±0.2 µm. However, due to the non-parallelism, the thickness variation 
over the total cell area would be significantly larger than ±0.2 µm. (172) 
 
Figure [5.7]: The time delay between each measurement and the number of measurements 
to record can be easily selected at the start of each run. The current temperature is read 
from the Lakeshore temperature controller along with the phase, amplitude and frequency 
of the signal from the upper piezoelectric transducer, recorded by the lock in amplifier are 
displayed. (174) 
 
Fig [6.1]: The microscope used to mount the compressibility apparatus. A cooling tube is 
clearly visible although the stainless steel lid is not shown for clarity. (180) 
 
Figure [6.2]: A graph showing the variation in transferred signal amplitude and phase 
angle when cooling a sample of 8CB from the isotropic phase through the nematic phase to 
the smectic-A phase, the dotted lines show the transitions. The left hand axis gives the 
relative output signal (black) as a multiple of a 50nA signal. The phase shift of the output 
signal (blue) compared to the reference signal is shown on the right axis. (182) 
 
Fig [6.3]: The transmitted signal amplitude and phase angle with respect to temperature for 
various driving frequencies. (i) At a thickness of 25±10 µm and (ii) at a thickness of 
40±10 µm. (185) 
 
Fig [6.4]: The refractive indicies of 10CB as a function of reduced temperature. 10CB has a 
direct transition from the isotropic to the smectic-A phase at 50.5°C. The errors involved 
are smaller than the symbol sizes. (189) 
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 18 
Abstract 
 
 
The initial aim of the work presented in this thesis was to examine smectic 
layer compressibility with a view to improving our understanding of the stability of 
intermediate phases. A natural starting point was to investigate the smectic-A phase, 
as it is the most basic of the smectic phases. The response of the layered structure to 
external fields is also a focus of this thesis as electric and magnetic fields enable the 
layer properties to be probed. 
 Investigations into the reorientation dynamics of smectic-A layers in 
magnetic fields were performed using geometries and cell thicknesses (>50 µm) that 
are not feasible using electric fields. Data presented in this thesis show that three 
distinct reorientation mechanisms can occur, one of which is previously unreported 
and bridges the gap between the previously known mechanisms. The new 
mechanism observed in 270 µm and 340 µm thickness cells exhibits multiple stage 
reorientation on a timescale between tens and hundreds of seconds. 
 Using conventional electro-optic techniques combined with a theoretical 
approach developed by others, this thesis presents a new technique to provide 
measurement of relative smectic layer compressibility of eight smectic-A liquid 
crystalline materials. The method presented here combines data on cell thickness, 
dielectric anisotropy and the measurement of the voltage threshold of the toroidal to 
stripe domain transition. As expected, the experimental data indicated that materials 
with shorter molecular lengths had the largest relative layer compressibility. 
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 Finally, direct measurement of smectic layer compressibility was 
investigated and the design of an apparatus capable of such measurements was 
undertaken. Preliminary results from such an apparatus are presented along with a 
discussion on the steps taken to develop the design.  
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1.1: Preface 
 
Liquid crystals are unique in that they are as beautiful as they are intriguing. 
They also require collaboration between a number of branches of science; chemists, 
physicists and theoreticians alike regularly work together to solve the secrets of 
these materials. A liquid crystalline material can flow whilst still possessing 
crystalline properties. The interaction of liquid crystals with electric fields has in 
particular been an area of intense research and led to the global boom in the area of 
liquid crystal display technology. 
 The presence of a layered structure highly influences the electro-optic 
properties of a given material, the most basic of which is the smectic-A phase. This 
thesis aims to improve our understanding of the behaviour of how a smectic-A liquid 
crystal phase responds to external fields, both electric and magnetic, with the 
primary aim to progress our understanding of the more complex smectic phases. In 
particular, the deformations that occur when threshold fields are approached and 
exceeded are examined in previously unstudied materials in a broad range of 
thicknesses beyond those that have been investigated in the past. The dynamics in 
such cases are thought to be dominated by elastic effects and smectic layer 
compressibility, both of which are introduced thoroughly and their physical effects 
investigated. Relative and direct measurements of the intricate smectic layer 
compressibility are presented and the qualities of various techniques for deducing 
this parameter are discussed. 
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1.2: Introduction to Liquid Crystals 
1.2.1: What are Liquid Crystals? 
 
A liquid crystal is a material that possesses some degree of orientational 
order, a property normally associated with solids, yet it is still free to flow as a 
liquid. The most basic form of such a material is a nematic liquid crystal as shown in 
Fig [1.1], which is commonly comprised of cigar shaped (calamitic) molecules. The 
centres of mass of these anisotropic molecules are randomly arranged yet they have 
a preferred direction of orientation defined by the long axis of the molecules. The 
average alignment direction, known as the director, and this orientational order 
gives rise to properties such as birefringence. The nematic phase is the most 
disorded of all liquid crystal phases, possessing only long-range orientational order 
with the absence of any positional order.  
 
 
 
 
 
 
 
 
 
 
 
Figure [1.1]: In this diagram, the liquid crystal is in the nematic phase, with the director 
∧
n  
pointing vertically. With increasing energy the molecules become less well ordered leading 
to a phase transition into a liquid phase. As the temperature increases further the molecules 
form a gaseous state. A highly ordered solid crystal phase is shown for comparison1. 
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1.2.2: A Brief History of Liquid Crystals 
  
 The discovery of liquid crystals is credited to the Austrian chemist Friedrich 
Reinitzer whilst he was working at the University of Prague in 18882. He was 
working with cholesterol based compounds when he noticed that one of the 
substances had two distinct melting points. Puzzled by his discovery of this 
reversible phenomenon he consulted German physicist Otto Lehmann who was an 
expert in crystal optics. Upon further investigation Lehmann concluded that a 
separate liquid phase was present that possessed a level of order much higher than in 
conventional liquids, a property more familiar to a conventional crystal phase3. After 
this work Lehmann introduced the term liquid crystal to describe what is now 
known as a cholesteric liquid crystal phase. 
 As with all revolutionary discoveries, the scientific community was very 
sceptical of the new phase of matter. The conventional theory that any substance 
could be described as a solid, liquid or gas was well established and it was thought 
that this new liquid crystal phase was simply a coexistence of separate solid and 
liquid phases. Unfortunately however, due to their high melting points (typically in 
excess of 100°C) liquid crystals remained nothing more than a scientific novelty 
until their potential was finally realised in the 1960s and 1970s. 
  In the 1960s Pierre-Gilles de Gennes began on his work in the field of liquid 
crystals that would lead to him being awarded the 1991 Nobel Prize in Physics, ‘for 
discovering that methods developed for studying order phenomena in simple 
systems can be generalized to more complex forms of matter, in particular to liquid 
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crystals and polymers4’. By 1969 Hans Kelker succeeded in synthesizing the liquid 
crystal compound MBBA that possesses a nematic phase at room temperature5. This 
work was followed in the 1970s by the famous work of George Gray who created an 
array of such materials using cyanobiphenyl chains6,7. This paved the way for a 
whole host of applications and opened the door for such inventions as the mass 
produced pocket calculator and digital watches. 
 In 1979 Sven Torbjörn Lagerwall in collaboration with Noel Clark 
discovered ferroelectricity (this will be discussed further in Section 1.3.2) and 
commented on its potential uses in applications due to its remarkably fast switching 
time from one stable state to another compared to that of standard nematics 
(microseconds in ferroelectrics compared to milliseconds in nematics)8,9. The impact 
of such discoveries was fortunately not overlooked and flat-screen monitors using 
the nematic phase as well as smaller displays in viewfinders and projectors that use 
the ferroelectric phase have literally shaped the world of technology until this day. 
The conventional cathode ray tube display is now obsolete due to the global boom of 
liquid crystal displays (LCDs) over the past 15 years. It should also be noted that 
millions of smaller LCDs are produced annually for uses in other areas such as 
mobile phones and digital cameras. The high resolution and low power consumption 
of LCDs combined with their compact size have made them commonplace in 
households across the world. Continuing investment by companies such as Sony, 
Samsung, Panasonic and Sharp into ways of improving LCDs and expanding their 
uses in areas such as 3D televisions will ensure that this technology will continue to 
be an essential part of our everyday life. 
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1.2.3:  Liquid Crystal Categorisation 
 
Liquid crystals generally fall into two categories, thermotropic and lyotropic. 
Thermotropic liquid crystals undergo phase changes through changing levels of 
kinetic energy of the molecules, typically through direct heating or cooling, but such 
transitions can also occur due to the influence of an external field or changes in 
pressure. Lyotropic liquid crystals form ordered phases depending on varying 
concentrations of an amphiphile in solution. A number of unique arrangements of 
the molecules (or phases) exist for both groups of liquid crystals. This thesis will 
focus only on thermotropic materials with an emphasis on smectic phases (explained 
in Section 1.3). For a thorough introduction to liquid crystals see ‘Liquid Crystals - 
Nature’s Delicate Phase of Matter’ by Collings10. 
 
 
1.2.4: Alignment of Liquid Crystals 
 
One of the fundamental properties of liquid crystals is the use of surface 
treatments to control the alignment of the director at the substrate. The most 
common approach that is vital to an array of applications is that a particular 
orientation of the director can be induced by placing the material between glass 
surfaces that have been treated with a polymer and then ‘rubbed’ unidirectionally. 
The molecules in contact with the surfaces will align in general parallel to it which 
in turn induces a homogenous arrangement of randomly oriented molecules with the 
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statistical variation in their direction described by the order parameter. The influence 
of the surface to induce a director orientation is thickness dependant and is usually 
lost at thicknesses above 50µm11,12. At thicknesses greater than approximately 50µm 
thermal fluctuations generally lead to the alignment being lost. Using a 
homogeneous arrangement the director will now be parallel to the glass plates, and 
will point in the rubbing direction as shown in Fig [1.2]. The molecules nearest to 
the surfaces will be anchored in the rubbing direction, applying an external force 
such as application of a large electric field will have only a small effect on their 
orientation. In Fig [1.2] the glass substrates in the upper cell have been treated with a 
polymer and then rubbed left to right leading to planar alignment of the molecules 
with the director parallel to the glass. The glass substrates in the lower cell have 
been treated with a homeotropic alignment agent such as lecithin13 that repels the 
typically hydrophobic tails of the liquid crystal molecules causing them to stand end 
on and align perpendicular to the surface.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure [1.2]: Two separate liquid crystals cells are sketched whereby the liquid crystalline 
material in the centre is contained by two glass substrates and a spacer material in order to 
achieve a desired sample thickness. The upper cell represents planar alignment whereas the 
lower cell is homeotropically aligned. Approximate dimensions are shown. 
 31 
 
Homeotropic alignment is when the director points perpendicular to the plane 
of the surfaces, i.e. the molecules are standing ‘end on’. This type of alignment is 
used in the cells investigated in Chapter 4. Homeotropic alignment can be achieved 
through the application of a surfactant to a cleaned glass surface through spin or dip 
coating. This results in protruding strands at a molecular level that force the liquid 
crystals molecules to also align perpendicular to the surface. Being an organic 
material Lecithin decomposes at a relatively low temperature, in this case around 
80°C, though other inorganic substances can be used to achieve alignment for higher 
temperatures. Different methods of achieving homeotropic alignment exist, and 
provide varying degrees of alignments over different temperature ranges, meaning 
that careful consideration needs to be given before selecting any polymer for a 
certain application. Octomethyldecasilane (OTMS) is a more suitable homeotropic 
alignment agent for materials that need to exceed the operating temperature range of 
lecithin, OTMS only degrades above 150°C enabling the study of a wider range of 
liquid crystalline phases. 
 
 
1.2.5: Surface Anchoring 
 
 The molecular interactions between liquid crystals and a surface acts to form 
a variation from the director orientation. Such a divergence in the translational 
symmetry requires a finite amount of energy that is quantified as surface 
anchoring14,15. The free energy considerations of surface anchoring are discussed in 
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Section 2.2.2. The surface anchoring energy of several smectic materials is obtained 
experimentally in Chapter 4. 
 
 
1.2.6: Dielectric Anisotropy 
 
Due to the anisotropic shape of liquid crystal molecules they are also 
electrically anisotropic. This gives rise to the difference between the parallel 
dielectric permittivity ε|| and the perpendicular dielectric permittivity ε┴ defined as 
the dielectric anisotropy ∆ε = ε|| - ε┴. Dielectric anisotropy is dimensionless, and can 
be either positive or negative depending on the material. For a positive dielectric 
anisotropy material such as 8CB (4-octyl-4’-cyanobiphenyl) this means that an 
applied electric field will act to align the molecules parallel to the field direction. A 
negative dielectric anisotropy material such as CCN-47 would align perpendicular to 
an applied electric field.  
Dielectric anisotropy is measured experimentally for various materials in 
Chapter 4 and the subsequent reorientation dynamics are investigated. 
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1.3: The Smectic Phases 
1.3.1: Smectic Phases Introduction 
 
Smectic phases are a unique form of condensed matter in that they are liquids 
that possess a layered structure in the form of a one dimensional density wave, as 
well as long-range orientational order of the molecules such as occurs in a nematic 
liquid crystal16,17. Many forms of smectic phases exist, ranging from smectic-A to 
smectic-J along with numerous sub phases, classified in terms of their relative 
ordering, both of the individual molecules and the layer correlations. Smectic liquid 
crystals can be thought of as the interface between the solid and liquid crystal phases 
due to their molecular motion being largely restricted to within each plane. As such, 
smectic materials can have high viscosities due to their two and even three-
dimensional order. Some smectic phases possess such high levels of orientational 
and positional order that it is difficult to distinguish them from a solid, such as the 
smectic-I phase. 
Smectic liquid crystals are observed frequently in nature, and the word 
smectic is derived from a Greek word meaning soap, due to the fact that soap mixed 
with water forms liquid crystalline phases. The most basic form of a smectic liquid 
crystal is the smectic-A phase, shown in Fig [1.3]. It should be noted that a common 
misconception with the smectic-A phase is that the molecules all lie perpendicular to 
the substrate whereas it is actually the case that only the director is perpendicular, it 
is an average of the contributions from all the molecules that typically tilt in random 
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orientations that can be defined by distribution functions with respect to the layer 
normal18. 
 
Figure [1.3]: With increasing temperature the molecules for some materials within a 
smectic-C phase can tilt decreasing the angle between the director
∧
n and the layer normal. 
A material is in the smectic-A phase once the director is perpendicular to the layer normal. 
 
The molecules within a layer of the smectic-A phase possess no positional 
ordering; this is the most basic and least ordered smectic phase and the director is 
coincident with the layer normal. At lower temperatures, it can become energetically 
favourable for the molecules within a smectic phase to tilt, thus reducing the spacing 
between each layer. The most basic phase in this tilted regime is known as the 
smectic-C phase in which the director is at a temperature dependant angle with 
respect to the layer normal. 
 The hexatic smectic phases possess an additional degree of order compared 
to the smectic-A and smectic-C phases. Each molecule is oriented with respect to its 
nearest neighbours to form a hexagonal array, known as bond-orientational order. 
This leads to short range positional order as well long range orientational order of 
the hexagons and gives rise to the smectic-B phase19. Analogous to the relationship 
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between the smectic-A and the smectic-C phase, the smectic-F phase is a tilted 
version of the smectic-B phase, with all the molecules possessing the same average 
tilt. An increased order version of this phase is known as the smectic-I, in which all 
the molecules tilt towards the apex of the hexagon. 
 
 
1.3.2: Chirality and the Smectic Phases 
 
Chirality can be thought of as the lack of ability of an object to superimpose 
directly onto a mirror image20. A chiral molecule is one that has a chiral centre 
usually in the form of an asymmetric carbon atom21. If a chiral molecule is used to 
form a liquid crystal phase, then chiral phases may be formed where the phase can 
exhibit chirality. In the case of a nematic phase, this means that the director will 
form a long-range helicoidal structure with a period of typically several microns22. 
Chirality does not affect the smectic-A phase as the twist deformation is not allowed 
in the smectic-A phase23. For the smectic-C* phase however (the asterix denotes a 
chiral phase) the chiral interaction causes the azimuthal orientation of the director of 
one layer to rotate with respect to the next. Within each layer, there exists a 
spontaneous dipole moment acting parallel to the layer and normal to the tilt plane. 
Over the course of the helicoidal structure the total spontaneous polarization would 
average to zero. However, suppressing the helix by using a cell gap less than the 
helical pitch gives a net spontaneous polarization giving rise to  ferroelectricity8,9. In 
a ferroelectric phase a spontaneous dipole moment exists that can be switched 
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between stable states through the application of an electric (or magnetic) field24. 
When used in devices, this mechanism can allow switching as fast as microseconds 
through the use of electric fields. This technology is now being utilised in some 
high-resolution displays25. An anti-ferroelectric smectic-CA* phase can also exist, 
where, ignoring chirality, the director of each layer is 180° to the next, as shown in 
Fig [1.4] . 
At the interface from smectic-CA* to smectic-C*, some materials do not 
exhibit a direct transition, instead they proceed via intermediate phases. As the 
temperature of the molecules in the anti-ferroelectric phase increases, the stability of 
the 2-layer repeating structure is lost, and a transition to a 3-layer structure (FI1) 
becomes energetically favourable. As the material is heated further, the 3-layer 
phase of some materials can proceed to the smectic-C* phase via a 4-layer phase 
(FI2), as shown in Fig [1.4]. 
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Figure [1.4]:  A side view (xy) and top down view (xz) are shown illustrating that the 
transition from the antiferroelectric smectic-C*A phase to the smectic-C* phase can proceed 
via a 3-layer (FI1) and a 4-layer (FI2) phase. In these diagrams, the chirality from layer to 
layer is not shown for clarity and only five layers are shown whereas in  reality there would 
be hundreds or even thousands in a typical sample. The top down view of the tilt orientation 
in successive layers shows the effect of chirality, ε , evident as successive layers in the SmC* 
phase are not coincident. A distortion angle δ occurs for the intermediate phases26,27. 
 
 In addition to the 3-layer and 4-layer phases, more recently a novel 6-layer 
intermediate phase has also been reported28. It is common for such intermediate 
phases to only exist over small ranges, often around 1-2°C. Recent work29 however 
has unveiled materials presenting extraordinarily large intermediate phases of up to 
30°C. One prediction is that this increase in stability of the intermediate phases in 
these materials is due to a quantity known as layer compressibility that will be 
investigated in depth in this thesis30.  
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1.4: Elasticity of Liquid Crystals 
1.4.1: Splay, Twist and Bend in Nematic Liquid Crystals 
 
Molecules that are not anchored to a surface are free to respond to external 
forces, and can reorient in the presence of an electric field due to the molecules 
having a dipole moment. In the regions between where the molecules are anchored 
and where they are free to rotate a deformation will occur. Applying an electric field 
perpendicular to the plane in which the director points causes the molecules to align 
perpendicular to the anchored surface molecules for a material with positive 
dielectric anisotropy. Due to this electric field a splay deformation occurs across the 
device as shown in Fig [1.5]; this was recognised in the first liquid crystal devices in 
the 1920s31. Similarly, applying an in-plane electric field perpendicular to the 
director causes the molecules that are not anchored to align in that direction, 
resulting in a twist deformation. Using the same electric field direction but with the 
molecules in a homeotropic alignment the bend geometry can be observed. 
Associated with each of these deformations is a restoring force that acts to return the 
molecules to their original orientation with elasticity given by the value of the 
splay/twist/bend elastic constant. 
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Figure [1.5]: Illustration of the splay (k11), twist (k22) and bend (k33) deformations with 
respect to a 2D plane in a nematic liquid crystal32. 
 
The origin of splay, twist and bend can be obtained mathematically through 
consideration of director distortions using an arbitrary co-ordinate system to give a 6 
by 6 matrix. Symmetry arguments and zero terms reduce the remaining elements of 
the matrix to four independent terms; these are k11, k22, k33 and k24. The latter is 
known as the saddle splay constant, and relates to surface energy effects that are 
normally neglected as they are assumed to be small, although in reality it is difficult 
to measure. The remaining terms k11, k22 and k33 are known as the Frank elastic 
constants, and relate to the splay, twist and bend deformations respectively33.  
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1.4.2: The Freedericksz Transition 
 
 A nematic distortion that reorients a sample from one configuration to 
another through the use of an external field is known as a Freedericksz transition31. 
This was first studied in 1927 and has had far reaching effects as it is the standard 
mechanism employed in the majority of LCDs34,35. Although there are a number of 
ways in which a Freedericksz transition can occur, the most common is the 
reorientation of a planar nematic sample to a homeotropic state as shown in 
Fig [1.6]. It should be noted that the boundary conditions are essential with such 
geometries. These are imposed by strong anchoring of the molecules at the surfaces 
and this phenomenon will be discussed further in Section 2.2. Even with the 
application of a very large electric or magnetic field the molecules anchored at the 
surfaces will still not align with the field. Freedericksz, however, found that the 
required magnetic field Hc to overcome the surface anchoring and cause the director 
to reorient was inversely proportional to the sample thickness h36. 
   
consthH c =         (1.1) 
 
Or, in terms of an electric field Ec: 
 
 consthEc =         (1.2) 
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A typical such transition for a 10 µm nematic sample requires approximately 
a 1 T magnetic field or, more practically for electric fields, a threshold voltage Vc of 
~1 V37. Due to the different geometries through which such a transition can occur it 
is possible to extract values for the various elastic constants (sometimes in the form 
of a ratio of two elastic constants) by measurement of the threshold voltage. For the 
geometry shown in Fig [1.6] such a threshold voltage can give information on the k11 
splay elastic constant given by31,36, 
 
εε
pi
∆
=
0
11
2kVc .        (1.3) 
 
 
Figure [1.6]: A nematic phase is planar aligned in a sandwich that consists of glass coated 
with Indium Tin Oxide (ITO) that has been treated to promote planar alignment. The 
application of a voltage, V, to the ITO coatings results in a homogenous electric field across 
the sample38. The value at which the voltage is sufficiently high to cause a distortion, the 
threshold voltage Vc, is also called the Freedericksz transition point. 
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While the applied voltage is below the threshold no alteration to the director 
configuration occurs as shown in Fig [1.6i]. Once the threshold is exceeded however 
the angle of distortion at the centre of the device will increase with the field resulting 
in a distortion to the system as shown in Fig [1.6ii]. The effect of further increasing 
the applied voltage is displayed in Fig [1.6iii]; the distortion angle at the centre of 
the device tends towards 90°. 
 
 
1.4.3: Deformations in Smectic Phases 
 
Careful consideration needs to be made when evaluating the possible 
distortions that can occur within smectic phases. Taking the simplest case of a 
smectic-A phase for instance, a twist deformation would require the energy of the 
molecular twist to be significant compared to the layer interactions, which is rarely 
observed39 and such a distortion is assumed in most cases to not be energetically 
viable. Only the splay deformation can occur without deforming the layered 
structure. Therefore the most feasible distortion within a smectic phase is splay, as 
first suggested by Oseen40. Using the free energy formula for a smectic-A phase that 
is explained further in Section 2.1 it can be assumed that the elastic properties are 
dominated by two constants B and K. These quantities are the layer compressibility 
and the elasticity and will be discussed further in Section 2.1.3 as well as being 
investigated experimentally in this thesis. The contribution of layer compressibility 
restricts the angle by which a smectic layer can distort meaning that a Freedericksz 
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transition cannot occur in a smectic-A sample and is commonly known as a ‘ghost 
transition’41,42. 
 
 
1.5: The Optics of Liquid Crystals 
1.5.1: Birefringence 
 
 A key consequence of the orientational order in liquid crystals is the 
anisotropy observed in a number of their physical properties such as dielectric 
permittivity (as described in Section 1.2.6) and also refractive index. The 
polarizability of an aligned liquid crystalline fluid is different along and across the 
director direction, reflecting the average direction of the molecules and their 
anisotropy. This gives rise to two separate indicies of refraction, no and ne, 
representing the ordinary index of refraction that obeys Snell’s law of refraction and 
the extraordinary refractive index. The birefringence of a material, ∆n, is then 
defined as the difference between those indicies.  
 
 ∆n = ne - no        (1.4) 
 
Birefringence can be further explained by considering a refractive index indicatrix43 
defined by the ellipsoid: 
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where n1, n2 and n3 are separate refractive indicies that arise from the anisotropic 
shape of the medium as shown in Fig [1.7].  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure [1.7]: The indicatrix for a uniaxial ellipsoid resulting in two separate indicies of 
refraction for any angle θ not equal to 0° or 180°. In this diagram n2=n3 although this is not 
the case for a biaxial material that would result in two separate optic axes44. OP is the path 
of an arbitrary light ray. 
 
 For a uniaxial liquid crystal there exists rotational symmetry about the x-axis, 
i.e. n2= n3. This leads to the light ray OP experiencing two different refractive 
indicies providing it is not travelling along the x-axis. These two refractive indicies 
are given by: 
  
 320 nnn == ,        (1.6) 
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These formulae show that for a ray travelling along or perpendicular to the x-axis 
(i.e, θ=0°, 90°, 180°) the extraordinary refractive index will be equal to the ordinary 
refractive index, but for all other angles the ray OP will experience two separate 
indicies of refraction giving rise to a change in polarization of any light ray.  
 
 
1.5.2: Polarizing Microscopy 
 
 A polarizing microscope allows liquid crystal samples to be viewed at a level 
of detail that would be impossible with the naked eye or even with a regular 
microscope. Although a wide array of techniques exists for identifying and 
analyzing liquid crystal phases and their transitions such as X-ray scattering45 and 
DSC calorimetry46, none are as practical and efficient as using a polarizing 
microscope.  
The basis of a polarizing microscope compared to a conventional microscope 
is the use of two separate polarizers, one that polarizes the incoming light source and 
another that polarizes the light after it has passed through a sample known as the 
analyser, shown in Fig [1.8]. The analyser is normally set at 90° (crossed) with 
respect to the first polarizer thus allowing no light to pass if no sample is present 
although it can be rotated when desired to allow more light to pass through. When a 
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birefringent medium such as a planar aligned cell containing liquid crystalline 
material is placed on the sample stage between the polarizers the transmitted 
intensity is dependent on the birefringence by a well known relationship47. A great 
amount of detail can be seen in the resulting image either through the eyepieces or 
via a mounted digital camera as shown in Fig [1.9], and information on alignment 
quality due to the presence of defects for example can be inferred. Such an image is 
known as a texture and through experience can reveal a large amount of information 
about the type of liquid crystal phase present as well as quality of alignment48,49.  
 
 
 
 
 
Figure [1.8]: A Leica polarizing 
microscope that is commonly used when 
working with liquid crystals. This 
microscope allows both polarizers to be 
rotated independently from a sample that 
is itself mounted onto a rotation stage. 
The digital camera shown can be 
connected to a computer to allow high 
quality images to be obtained. 
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Figure [1.9]: A smectic-A liquid crystal 
texture captured using a digital camera 
attached to a polarizing microscope 
displaying a typical fan texture. 
 
 
 
A homeotropically aligned liquid crystal is not birefringent, and thus would 
not cause any change in the polarization state of the light passing through such a 
sample. The absence of a texture, or more specifically a black texture, can thus also 
indicate the presence of a homeotropic aligned sample. Polarizing microscopy is a 
powerful tool in liquid crystal research and is regularly used in tandem with other 
techniques such as electro-optics and mounted photodiodes to measure parameters 
such as tilt angle and threshold voltage.  
 
 
1.6: Summary of Chapter 1 
 
The origin of liquid crystals as an area of interest has been discussed and an 
explanation of the basic liquid crystal phases has been presented. The concept of 
chirality and its influence on the smectic phases has been introduced. Some 
techniques for aligning liquid crystals have been explained and the effect of external 
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fields on liquid crystals has been introduced in terms of director distortions and in 
particular the Freedericksz transition.   
Emphasis has been paid to the structure of the smectic-A and intermediate 
smectic phases, and an introduction to deformations in the smectic phase has been 
presented. The optical properties of liquid crystals have been discussed along with 
the strengths of polarizing microscopy for analysing such birefringent materials. 
This thesis aims to increase our understanding of smectic layer 
compressibility and how smectic phases respond to field induced deformations. The 
influence of both magnetic and electric fields on smectic-A layers is investigated and 
the dynamics involved during such processes are discussed. The measurement of 
smectic-A layer compressibility B is an important part of this thesis, as such, 
methods for obtaining B both directly and indirectly are explored. Section 1.7 gives 
a summary of the approaches used in each chapter and the key questions that are 
being addressed. 
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1.7: Roadmap for Thesis 
 
Chapter 2 – Theory 
The free energy formulae for a nematic and a smectic-A sample will be introduced 
as they allow for the derivation of further parameters. Parameters such as surface 
anchoring and smectic layer compressibility are measured experimentally later in 
this thesis. The effect of elasticity is also discussed in this thesis although it is not 
measured directly. The aim of this chapter is to provide a solid foundation for the 
experimental work presented in this thesis. 
 
Chapter 3 – Dynamics of Smectic-A Layers in Magnetic Fields 
In order to investigate the reorientation dynamics of smectic-A layers in real time 
experimental work using time resolved X-ray scattering is presented.  The behaviour 
of rotating smectic-A layers subject to a magnetic field is a complex system and is 
highly dependant upon the reduced temperature and initial rotation angle. Various 
reorientation mechanisms are described and comparisons are made with existing 
work in the area. 
 
Chapter 4 - Dynamics of Smectic-A Layers in Electric Fields 
The measurement of relative smectic layer compressibility through indirect means 
can yield useful information about sets of materials. Data obtained from the smectic-
A homeotropic to planar transition under the influence of an applied electric field is 
presented. Using the threshold data the surface anchoring as a function of material 
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can be calculated. Combined with smectic layer spacing data this technique allows 
estimates for relative layer compressibility to be obtained for a number of materials 
and information about their structures to be revealed. 
 
Chapter 5 – Design of an Apparatus to Measure Layer Compressibility Directly 
The requirements to construct a custom made experimental set-up to measure 
directly the smectic layer compressibility are discussed and schematic drawings are 
presented. Consideration is made of parameters such as temperature control and 
external vibrations in the design of a system that can make direct measurements of 
layer compressibility. 
 
Chapter 6 – Preliminary Results on Direct Compressibility Measurements 
Data obtained from the compressibility apparatus is presented clearly showing phase 
transitions as a function of temperature based purely on transmitted oscillations. A 
discussion of the problems encountered in taking measurements is made. The 
subsequent issues regarding direct layer compressibility measurements are also 
discussed. 
 
Chapter 7 – Conclusions and Future Work 
The various methods of deforming smectic layers are discussed and information is 
combined from their behaviour in electric and magnetic fields in order to provide a 
greater understanding of the complex dynamics of these systems. Possible paths for 
future research are suggested. 
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Chapter 2: Liquid Crystal Theory 
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2.1: Free Energy Formulae 
2.1.1: Nematic Elastic Free Energy 
 
 
Any deformation to a nematic slab can be considered as being analogous to 
pulling a mass on a spring whereby the elastic energy will increase in an attempt to 
restore the system to its equilibrium position, or in the nematic case, to restore the 
system to an equilibrium orientation. A relationship can be derived relating the 
energy cost of deforming the system to any variation on the director, n in 3D space. 
Such an approach was first proposed by Oseen1 in terms of the elastic constants 
splay k11, twist k22 and bend k33. A more complete free energy equation by Frank2 
also included the k24 term known as the saddle splay constant. Although it has been 
shown to be measureable in certain geometries3, the effect of saddle splay for most 
cases is assumed to be negligible compared to the contributions of the splay, twist 
and bend constants. This reduces the effective nematic elastic free energy Fel to the 
expression:  
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2
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nnknnknkFel ×∇×+×∇+∇=   (2.1) 
 
In this form Fel has units Jcm-3, i.e. it represents an energy density. This is apparent 
from the fact that the elastic constants each have units of N and the distortion of the 
director has units of cm-2, a typical such magnitude4 for one of the elastic constants 
is ~1x10-11N. For the undistorted state to represent a minimum of free energy each of 
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the Frank elastic constants must be positive as it is possible for each distortion to 
exist in the absence of the others5. 
 
 
2.1.2: Nematic Magnetic and Electric Free Energy 
 
 Calamitic liquid crystal phases possess both dielectric anisotropy and 
diamagnetic susceptibility anisotropy. Such anisotropies indicate that a sufficiently 
large field will act to align the director either parallel or perpendicular to the field 
direction (depending on whether the anisotropy is positive or negative) in order to 
maintain a minimum energy configuration6. The elastic free energy resists any 
deformations to the director, thus a threshold field will exist below which no 
variations to the director will occur. The expression for the free energy due to the 
field will thus be negative. Such a relationship for the case of the magnetic field 
induced free energy Fmag has the form7: 
 
 ( )2
0
.
2
1 BnFmag µ
χ∆
−=        (2.2) 
 
where χ∆ is the diamagnetic susceptibility anisotropy and B is the magnetic flux 
density. An analogous approach can also be made to electric field induced 
deformations, to obtain an electric field induced free energy Felec7: 
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where ε∆  is the dielectric anisotropy and E is the electric field strength. These 
expressions can be used to define a threshold field when the boundary conditions of 
the geometry of the system are considered as mentioned in Section 1.4.28. 
 
 
2.1.3: Smectic-A Elastic Free Energy 
 
 As has already been mentioned in Section 1.4.3, the twist and bend 
deformations are severely hindered in the smectic-A phase9. Only the splay 
deformation can occur whilst maintaining constant layer spacing. Using the same 
arguments to arrive at a free energy formula as with a nematic sample by 
considering a distortion to the director field n, the elastic free energy density 
SmAelF would be
10: 
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Where K1, K2 and K3 are splay, twist and bend deformations analogous to the 
nematic phase. To a good approximation this can be reduced to terms containing the 
splay contribution alone as the curl of the director field has to be zero for the smectic 
layers to remain intact, giving: 
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However, another implication of the layered structure must also be 
considered before arriving at a complete elastic free energy formula. The layers 
themselves can dilate by a quantity p as shown in Fig [2.1] whilst still retaining the 
layered structure. 
 
Figure [2.1]: A typical smectic-A structure with layer spacing d is represented by the 
dashed lines, the solid lines show the effect of a displacement, p, that distorts the uniform 
structure11.  
 
 
Such a distortion is analogous to a compression of the layers 





∂
∂
z
p
 that results in an 
energy density term given by: 
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where B is known as the layer compression modulus. This parameter is often 
considered to be negligible (a condition similar to assuming fluids to be 
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incompressible) although during the 1980’s it was shown to have a significant effect 
during phase transitions, particularly the nematic to smectic-A transition12,13. More 
recently it has also been suggested as being responsible for the stability of wide 
intermediate phases14,15. 
The total smectic-A elastic free energy SmAF  can be written as the summation 
of the splay energy and the energy due to the compression of the layers: 
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where 1K  is the smectic-A analogue of the nematic splay elastic constant that 
corresponds to a physical bending of the layers as shown in Fig [2.2] whilst 
maintaining the integrity of the layered structure. It should be noted that the director 
is still parallel to the layer normal at all points. Equation (2.7) defines the elastic 
properties of a smectic-A phase described by the two constants B and K1 (which will 
be referred to as K from now on).  
 
Figure [2.2]: A schematic drawing 
of the K1 deformation of a smectic-
A phase. The layer spacing, d, 
remains constant throughout the 
structure. 
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The second term in Equation (2.7) represents the elastic energy concerned with layer 
compression, and in the absence of any fields, it is this term that dominates the free 
energy. An associated length λ can be expressed from these two parameters as: 
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This length is usually the same order of magnitude as the layer thickness d 
and gives an indication of the relative contributions from the splay elastic constant 
and the layer compressibility10.  
 
 
2.1.4: Smectic-A Magnetic and Electric Free Energy Terms 
 
 The expressions for Fmag and Felec (Equations 2.2 and 2.3) that represent the 
free energy contribution of aligning the director with a magnetic or electric field are 
identical to the nematic case, given in Equations (2.2) and (2.3), as they are both 
dependent on the divergence of the director field, i.e. the favoured splay 
deformation.  
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2.2: Smectic-A Toroidal and Stripe Domains 
2.2.1: Introduction to Toroidal and Stripe Domains 
 
 Let us consider a cell containing a negative dielectric anisotropy liquid 
crystalline material aligned homeotropically in the smectic-A phase. The application 
of a slowly increasing electric field parallel to the director will result in a decreasing 
electric free energy term in the direction of the field, becoming a minimum once the 
threshold voltage is exceeded and thus favouring a planar orientation. This threshold 
voltage is thickness dependant8 so across a typical glass surface that has slight 
imperfections and variations from a perfectly uniform surface there exists a profile 
of such threshold voltages. For a sufficiently slow rate of increasing voltage this 
means that defects will appear in the regions where such surface imperfections exist 
due to the lower Vth than the surrounding area, known as a toroidal defect. Shown in 
Fig [2.3], toroidal defects are the result of a planar region bordering a homeotropic 
region resulting in axially symmetric bright spots known as toroidal domains, 
clearly visible via polarizing microscopy against the black homeotropic 
background16, as shown in Fig [2.5i]. 
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Figure [2.3]: A cross section of a toroidal domain of radius a within cell thickness h. The 
smectic layers are represented by the lines; the molecules are aligned homeotropically 
throughout except in the cylinder of radius a through the centre of the diagram. Individual 
molecules are not shown for clarity and only ten layers are displayed.  
 
 
The toroidal domains increase in radius as the applied voltage is slowly 
increased until their diameter 2a is equal to the thickness of the sample h. Once this 
critical diameter is reached it is no longer energetically favourable for the toroidal 
domain to continue being axially symmetric. Instead, elongation of the planar 
domain whilst maintaining a constant width 2a is preferred, forming what is known 
as a stripe domain17. Such a stripe domain still possesses half a toroidal domain at 
either end with the rest of the structure joining these two halves, as shown 
schematically in Fig [2.4] and via polarizing microscopy in Fig [2.5ii]. 
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Figure [2.4]: A stripe domain elongating in the z direction at a constant width of 2a. 
Individual molecules are not shown for clarity; the director is perpendicular to the layer 
surfaces shown. In the region between the pairs of circular nodes in the x-z plane the 
molecules are parallel to the surfaces, i.e. they have rotated by 90° to the otherwise 
homeotropic texture18. 
 
The width of the stripe domain does not exceed the maximum diameter of the 
toroidal domain, 2a. For samples of varying thickness the width of the stripe domain 
is approximately equal to the thickness h. An image of a stripe domain taken by 
polarizing microscopy is shown in Fig [2.5iii]. 
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     (i)        (ii)         (iii) 
Figure [2.5]: The appearance of a toroidal domain is shown in (i), upon further application 
of a slowly increasing electric field the transition to a striped domain occurs as displayed in 
(ii). Over time, holding at a fixed electric field, the striped domain propagates through the 
sample as shown in (iii). 
 
Measurement of the threshold voltage of the toroidal to stripe domain transition will 
be presented in Chapter 4 and its importance will be discussed further. 
 
 
2.2.2: Calculation of Toroidal to Stripe Domain Transition 
 
The voltage required to initiate the onset of the toroidal to stripe domain 
transition, Vth can be deduced by consideration of the free energy terms involved in 
such a process. The measurement of Vth is the focus of Chapter 4 combined with 
experimentally obtained values of dielectric anisotropy. Li and Lavrentovich first 
demonstrated how to obtain Vth theoretically in 1994 using the following 
procedure18. The total free energy of a deformed smectic-A volume V within a 
surface S is defined as the sum of the elastic energy Fel, layer dilation energy Fcom, 
dielectric energy Felec, surface energy FW and the energy of the cores Fcore: 
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where R1 and R2 are the radii of the layer curvature, εa is the dielectric anisotropy 
and W(θ) is the surface anchoring energy as a function of orientation angle. 
It was shown that the only term in Equation (2.9) that favours the 
propagation of a stripe domain rather than continuing growth of the toroidal domain 
is the anchoring energy, FW, i.e. the energy needed to reorient the molecules from 
their equilibrium state aligned with the treated surfaces. The anchoring energy is 
dependant on the angle of reorientation, with θ = 0 representing a minimal energy 
state (molecules aligned parallel to the orientation imposed by the surface alignment, 
in this case perpendicular to the surface) and θ = π/2 having the maximum energy 
cost representing planar orientation. It can be inferred from Fig [2.4] that to a good 
approximation the average orientation angle of the molecules within a striped 
domain is θ = π/4, whereas in a toroidal domain the average orientation of the 
molecules is closer to its maximal value of θ = π/2. This indicates that a toroidal 
domain requires more anchoring energy than the stripe domain to grow, thus 
favouring the elongation of a stripe domain. 
 The dielectric energy is also dependant on the reorientation angle as is the 
case for FW but for a negative dielectric material that is homeotropically aligned this 
means that the minimum energy state would be at θ = π/2. The overall layered 
structure of the smectic-A phase is maintained as both domains grow, thus the layer 
spacing remains constant and the term Fcom = 0. The layer compressibility still plays 
 66 
a role in the calculation of Vth however as the energy required for a core singularity 
(these join the stripe domains) to occur has been shown to be equal to 
3
1
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
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
≅ λ
hKFcore  where 
2
1






=
B
Kλ  and is approximately equal to layer spacing d 
within a smectic-A phase19. The elastic energy KFK ≈  and thus is significantly 
smaller than Fcore and can be ignored. Thus, the transition from a toroidal domain to 
a stripe domain occurs when the sum of the energy to produce new core defects (for 
a stripe domain to elongate) and the dielectric energy is equal to the reduced cost of 
the surface energy required, 
 
 Weleccore FFF −=+ .       (2.11) 
 
Using Equation (2.10) this can be defined as: 
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The surface energy term can be expressed as an integral between the lower and 
upper surfaces of the cell (a height of 0 and h respectively) and adding a factor of 
four due to the symmetry of the stripe domain. 
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Combining Equations (2.12) and (2.13) gives a relationship for the threshold voltage 
in terms of the other quantities in the system. 
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Intuitively the threshold voltage increases for larger cell thicknesses and is also 
inversely proportional to the dielectric anisotropy. Materials will small dielectric 
anisotropy will require large electric fields to reach the threshold voltage at which 
the stripe domain propagates. 
 
 
2.2.3: Expansion of the Vth Expression 
 
In order to quantify the relative contributions of the two terms inside the 
brackets of Equation (2.14) the expression must be expanded. This will make it clear 
whether the full version of Equation (2.14) needs to be used when performing fitting 
or whether a shortened version would suffice, a process that is described further in 
Chapter 4. Due to the exponent of Equation (2.14) being 21  a non-integer binomial 
expansion of the form, 
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can be used. Substituting A = aW , B = 3
1
3
2
−− λKh  and P = 21  gives: 
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Thus the binomial coefficients are 1, + 2
1
, ,8
1
−  16
1+ +… 
 
This suggests that only the first three expanded terms will have a significant 
effect on the total thV . Previous authors have commented that for a general case 
3
1
3
2
−−
>> λKhWa  and thus to a good approximation the threshold voltage is 
proportional to the square root of the cell thickness18. 
 
 
2.2.4: Relationship Between Surface Anchoring and Layer Compressibility 
 
Another comment from the Li and Lavrentovich paper18 was that the energy 
required per unit surface to destroy the layered structure Fl for a sample with smectic 
layer spacing d can be estimated using dimensional arguments as20: 
 
 BdWF al ≈≈ .        (2.17) 
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This allows for estimations of relative layer compressibility to be made when aW  is 
calculated for various materials when the smectic layer spacing is known. Such 
analysis is performed in Chapter 4 for a number of materials with distinct values of 
negative dielectric anisotropy and varying molecular structures.  
 
 
2.3: Smectic-A Penetration Depth 
 
The direct measurement of smectic layer compressibility requires an 
understanding of how a smectic-A phase behaves when subject to small fluctuations. 
The design of an apparatus capable of directly measuring layer compressibility is 
described in Chapter 5 that utilises such considerations to small fluctuations when 
driven by piezoelectric material. The measurements obtained from this apparatus are 
presented in Chapter 6.  
The thickness of an aligned smectic-A liquid crystal sample between two 
glass plates can be considered to be infinite with respect to the application of a small 
undulation at a boundary21. The size of such an applied undulation is critical, as too 
large an undulation would result in distortion of the smectic layers, whereas too 
small an undulation would decay and be dissipated within the sample. Consider a 
sinusoidal undulation with wavelength b equal to wkpi2 where kw is the wavenumber 
as shown in Fig [2.6]. It should be noted that this is not exactly the same geometry 
that has been used in a previously constructed compressibility apparatus, as the 
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whole surface sinusoidally oscillates in phase12,22. Consideration of the motion at 
any given point however reveals that this is indeed an analogous system. 
 
 
Figure [2.6]: The surface (shown at the bottom) is subject to a sinusoidal undulation, which 
then transfers a stress through the smectic layers. Energy is absorbed by the molecules 
within the layers, resulting in decreasing amplitude of oscillation from one layer to the 
next23. 
 
The penetration length L of the undulation is given by: 
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B
Kλ  as defined in Equation (2.8). Using this formula, the minimum 
amplitude of undulation required to produce an output wave on the opposite surface 
can be calculated.  The amplitude of oscillation necessary to distort the smectic 
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layers is typically of the order 15 nm24 dependant on the B and K constants of the 
material. This value can be combined with information about the piezoelectric 
material given in Chapter 5 to give an upper limit on the driving voltage that will 
send a fluctuation through an aligned smectic-A sample without compromising the 
layered structure. 
 
 
2.4: Viscosity Coefficients 
 
Through consideration of viscosity coefficients it is possible to directly probe 
smectic-A layer compressibility when combined with the mechanical transfer 
function described in Section 2.5. Due to the fact that liquid crystal molecules are 
anisotropic, their flow properties are not intuitive. For the most basic case of a 
nematic phase, Leslie, in 1968, suggested that there exist six independent viscosity 
coefficients25.  Martin, Parodi and Pershan published a more thorough description of 
viscosity coefficients for several liquid crystal phases including nematic, smectic-A 
and smectic-C in 197226. In this later paper hydrodynamic theory was used to obtain 
the number of independent viscosity coefficients (ηijk) for nematic (five), smectic-A 
(five) and smectic-C (thirteen) phases through consideration of the degrees of 
freedom of each system. The authors managed to reduce the number of previously 
expected coefficients through symmetry arguments and by expressing some 
parameters as combinations of the others. 
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 For the nematic case, there exist five unique flows that are shown in 
Fig [2.7]. It is clear that for an aligned sample, the direction in which the viscosity is 
measured will lead to different values being obtained. The first accurate 
determination of such viscosities was by Miesowicz in the 1940’s using strong 
magnetic fields for alignment and an oscillating plate viscometer27. The large 
magnetic fields are necessary in order to restrict any rotational motion that the 
director would normally undergo during flow. By selecting different magnetic field 
orientations, it is possible to obtain values for these viscosities due to the geometry 
of the system28. 
 
Figure [2.7]: The various flows that are possible for a single anisotropic molecule, 
represented as arrows in relation to a stationary molecule29. There are numerous notations 
used for representing these viscosities, shown here is the Helfrich notation of the Miesowicz 
coefficients30.  
 
 Recent work has investigated the viscosity coefficients of the smectic-C* 
phase, for example Osipov et. al.31 expressed the twenty known viscosity 
coefficients in terms of a few parameters in order to reduce the number of 
independent terms. However, a number of approximations are used and estimates of 
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certain parameters are needed in order to calculate absolute values, highlighting the 
difficulty associated with such a non-symmetric system. These problems increase 
when considering the intermediate phases, especially since their structures are not 
fully understood. 
 
 
2.5: Mechanical Transfer Function and Layer Compressibility 
 
In order to measure directly the layer compressibility of a material it is 
necessary to define a parameter known as the longitudinal mechanical transfer ratio, 
Z (ω). Consider a system comprising of a homeotropically aligned nematic or 
smectic-A liquid crystal material between two surfaces of parallel incompressible 
glass a constant distance h apart sandwiched between two pieces of piezoelectric 
material, as shown in Fig [2.8]. 
 
Figure [2.8]: In this diagram, the liquid crystal material is homeotropically aligned in the 
smectic-A state. Only three layers are shown for clarity, in reality there would be several 
hundred to thousands of layers depending on the thickness d that is in the order tens of 
microns. The top piezo will vibrate upon receiving a driving voltage; the bottom piece will 
do the inverse upon receiving a stress and produce an oscillating voltage. 
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 A continuous sinusoidal voltage of frequency ω and amplitude Vin applied to 
the top piece of piezoelectric material (this will be discussed further in Section 6.4) 
will transmit an oscillating displacement ξ to the upper surface of the liquid crystal 
that is proportional to the voltage supplied to the transducer32: 
 
0( ) exp( ) exp( )int i t V i tξ ξ ω ω= ∝ .     (2.19) 
  
This displacement produces a stress σ(t) at the lower surface of the liquid 
crystal that is then transferred to the lower piece of piezoelectric material through 
the bottom piece of glass. Although glass does possess a finite compressibility, it is 
negligible compared to that of a liquid crystal sample, therefore it will be 
disregarded. The lower piece of piezoelectric material will then output a voltage that 
is proportional to the transferred stress. The transferred stress will be subject to a 
phase shift φ and will be in the form 
 
0( ) exp( )t i tσ σ ω φ= + .      (2.20) 
 
The surface area S of the sample is proportional to the output voltage Vout giving  
 
 
0 0
exp( ) exp( )out outV V i t S i tω φ σ ω φ= + ∝ + .    (2.21) 
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The longitudinal mechanical transfer ratio Z (ω) is then defined as the ratio of the 
transferred stress to the ratio of the initial displacement and the thickness of the 
sample. 
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Therefore, Z (ω) can be measured as simply the ratio of the input and output 
voltages providing proportionality considerations are made.  
 
The layer structure of a smectic liquid crystal gives rise to a layer compression 
modulus, B. It has been shown that this can be obtained from the mechanical transfer 
function as32; 
 
 1 2 4 5( ) ( 2 )Z B iω ω η η η η= + − + −      (2.23) 
 
Using this formula, the imaginary part is due to the phase shift of the outgoing 
signal, and the real part arises from the layer compressibility. 
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2.6: Summary of Chapter 2 
 
 This chapter has introduced the theory behind some of the key areas that will 
be discussed throughout this thesis.  A focus has been made on free energy formulae, 
toroidal and stripe domains, surface anchoring energy and layer compressibility. The 
key formulae from this chapter that will be recalled later are: 
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Chapter 3: Smectic-A Layers in Magnetic Fields 
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3.1: Preface 
 
The work presented in this chapter is the result of experiments conducted at 
the European Synchrotron Radiation Facility (ESRF) Grenoble, France in May 2009. 
The experiments were a continuation of previous work conducted in February 2008 
at the ESRF. This work has already been published1 and the abstract is included in 
Appendix A. In order to provide some context and explain the motivations for the 
more recent experiments a summary of the work from February 2008 is presented in 
Section 3.4. 
 The bulk of this chapter (Sections 3.3 and 3.5-3.9) is incorporated directly 
from the paper, “Thickness dependence of the reorientation dynamics of smectic-A 
layers in magnetic fields via time-resolved x-ray studies,” written in 20102 and 
submitted to PRE. The abstract is also included in Appendix A. In addition to the 
work included in the paper further information and figures have been included in 
order to provide a more complete representation of the dynamics involved. 
  
 
3.2: Introduction to X-ray Diffraction 
 
 The technique of X-ray diffraction in liquid crystals allows the structural 
properties of a phase to be probed by taking advantage of Bragg diffraction. The text 
‘Handbook of Liquid Crystals3’ provides a thorough introduction to the use of X-ray 
techniques used in the study of liquid crystals. In the case of the smectic-A phase, 
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constructive interference occurs due to the presence of a layered structure when the 
X-ray wavelength is comparable to the smectic layer spacing and the X-ray beam is 
incident at the Bragg angle (this is shown schematically in Fig [3.3] in Section 3.5). 
It should be noted that Bragg diffraction also occurs with nematic samples due to 
periodic electron density ordering observed from neighbour interactions and leads to 
the formation of a diffuse ring (liquid-like ordering) for an unaligned sample as 
shown in Fig [3.1] or diffuse peaks for a homogeneously aligned sample.  
 For an aligned smectic-A sample, the observation of two 1st order diffraction 
peaks can be achieved through the use of X-ray area detectors. These two diffraction 
spots are the ±(0,0,1) Bragg peaks and they occur at an angle of typically ~2º (using 
θλ sindn = ) in the direction of the X-ray beam. Experiments with such materials 
are thus usually termed small angle x-ray scattering (SAXS). SAXS only focuses on 
the molecular long axis correlation whereas wide angle X-ray scattering also 
includes diffraction peaks from the molecular short axis. The distance between the 
peaks obtained from SAXS can be used to obtain the smectic layer spacing when the 
X-ray wavelength is known and calibration using a silver behenate sample with 
accurately known molecular spacing is performed. The radial width of the smectic-A 
diffraction peaks are indicative of the order parameter whereas the angular spread is 
indicative of the alignment quality. A poorly aligned sample would display more 
diffuse diffraction peaks than a well aligned sample. The relative intensity of the 
diffractions peaks also yields further information about the structural geometry as 
equal intensity peaks would indicate the smectic layers are perpendicular to the 
incident X-ray beam.  
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Figure [3.1]: A sample of 8CB with no surface alignment agent is cooled from the 
isotropic phase shown in (i), through the nematic phase as exhibited in (ii) and into 
the smectic-A phase displayed in (iii) and (iv). Although no alignment is imposed the 
system still has a preferred alignment direction due to the surface topology of the 
glass. An increase in molecular order from (i) to (iv) is apparent as the intensity of 
the first order Bragg diffracted peaks increases. The intensity of the images are 
automatically scaled due to the software that was used, the background intensity in 
all cases should be equal. 
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3.3: Introduction 
 
The nematic phase possesses no short range order and only long range 
orientational order of the molecular long axes of the typical cigar shaped (calamitic) 
liquid crystal molecules. By contrast, the smectic-A (Smectic-A) phase has a layered 
structure with the average molecular orientation perpendicular to the layer normal - 
the most elementary of all the layered smectic phases. The smectic-C phase by 
comparison has the average molecular orientation at an angle to the layer normal. 
The presence of a layered structure highly influences the electro-optic properties of 
the material4. For example, some studies have shown that various structural 
arrangements of the layers within a smectic phase can occur upon application of an 
external field, a process that is likely dependant on surface anchoring5. Detailed 
understanding of this in the Smectic-A phase can, therefore, lead to progress in the 
understanding of the more complex smectic phases. 
 The interaction between applied fields and the nematic phase in thin-film 
devices is well understood and of particular note is the Freedericksz transition, 
whereby realignment of the average orientation of the molecular long axes (also 
known as the director) occurs due to an external field6,7,8. In a planar-aligned sample 
the director is parallel to the surfaces of the two parallel glass substrates between 
which the sample is confined. If the material has positive dielectric anisotropy and 
an electric field is applied perpendicular to the surface, above a well-defined 
threshold voltage a transition occurs to a structure in which the director is deformed 
towards the normal of the confining surfaces. It was thought for some time that an 
analogous transition would occur in the Smectic-A phase but this has not been 
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observed unequivocally and is commonly referred to as a ‘ghost’ transition9. Various 
models have been proposed to explain the Smectic-A textures produced under the 
effect of electric fields when observed using polarizing microscopy10,11,12,13. These 
textures are dominated by defects, caused by competition between the elastic 
constants of the material and surface anchoring of the device. Electric fields are 
always used in commercial devices but magnetic fields allow the mechanisms in 
different geometries and cell thicknesses to be probed as they avoid the difficulties 
associated with applying a sufficiently high electric field to switch the liquid crystal 
molecules over thicknesses greater than tens of microns4,14. 
To minimise surface effects a thicker sample, >500 µm, must be used and 
deuterated 8CB samples that are millimetres thick have been investigated via 
Nuclear Magnetic Resonance (NMR)15. It was found that in the presence of the large 
magnetic field (4.67 T) the smectic layers rotated continually as a monodomain to 
align with the field for in-plane rotation angles that were less than ~45º. In another 
investigation using time resolved X-ray scattering and a magnetic flux density of 7 T 
it was found that at angles of rotation ~90º degeneracy plays a role, resulting in the 
reorientation taking longer as the layers can rotate either clockwise or counter 
clockwise in the plane of the substrates16. 
 Emsley et al and Brimicombe et al have also shown the significant role that 
surface interactions can have on smectics in magnetic fields17,1. In the thin samples 
investigated by the latter (< 150 µm), continuous Smectic-A layer rotation was not 
observed. Instead the X-ray experiments revealed that the layers either remained at 
the original rotation angle, or they were aligned with the field, and no intermediate 
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orientation of the layers was observed. This phenomenon was attributed to the 
anchoring of the layers on the glass surfaces of the device providing a resistive force 
with respect to the magnetic field to such a degree that the layers become disordered 
and then reform aligned with the field. This intriguing difference in the rotation 
mechanism for varying thicknesses is thought to be attributed to the significance of 
surface anchoring, this has also been suggested in smectic systems using electric 
fields18,19. The temperature-dependant softening of the layers on heating near the 
Smectic-A to nematic transition also plays a significant role in the dynamics20,21. 
The experiments described in this manuscript focus on the influence of variation in 
sample thickness, examining the previously unstudied regime between 150 µm and 
500 µm. The observation that the surface interactions result in the observation of 
three distinct reorientation mechanisms is also discussed. A direct correlation with 
previous observations is reported, and through the discovery of a new reorientation 
mechanism, the gap between thickness regimes is bridged. 
 
 
3.4: Summary of Experiments from February 20081 
 
 Section 3.3 gave a brief overview of the results obtained in previous 
experiments that have investigated rotating smectic-A layers in magnetic fields. To 
explain the motivation for the work presented in this chapter, the results from earlier 
work conducted on ‘thin’ devices in 2008 will be described.  
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One of the corresponding observations compared to previous experiments is 
that the process of smectic-A layer reorientation is both complex and highly 
temperature dependant. Realignment was only observed up to 1.5ºC below the 
nematic to smectic-A transition for the devices studied. It was suggested that this 
could be due to the sharp pre-transitional softening of the layers, although changes in 
the viscosity coefficients could also play a role. 
The key difference between the results from the Feb 2008 experiments and 
the previous experiments looking at millimetre thick samples was that no evidence 
of intact smectic layer rotation was observed for any rotation angle. Instead the 
original layer intensity was observed to decrease whilst the intensity at the field-
aligned position increased. As this process was accompanied by a decrease in the 
total scattered intensity this suggested that the layered order was being disrupted.  
 In addition to these findings it was also noted that complete reorientation 
such that the smectic-A layers aligned fully with the field direction was not observed 
for initial rotation angles in the region 35-70º. 
 
 
3.5: Experimental Method 
 
The experiments were carried out at beamline BM26B, at the European 
Synchrotron Radiation Facility (ESRF), Grenoble, France. The details of the 
beamline have been described in depth elsewhere22 but to summarise the main 
points, the beamline employs a proportional gas filled wire chamber detector23 with 
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a resolution of milliseconds for time-resolved small-angle x-ray scattering (SAXS) 
experiments. A superconducting magnet (American Magnetics Inc.) capable of 
providing a uniform magnetic flux density of 4 T across a 24 mm diameter, whilst 
simultaneously performing SAXS measurements, was mounted on the beamline with 
the sample cell placed within the magnetic field, as shown in Fig [3.2] and Fig [3.3].  
 
Figure [3.2]: A photograph of the experimental set-up on the beamline. The beam enters 
from right to left. The superconducting magnet is installed vertically as shown on the left of 
the diagram, and aligned so that the X-ray beam can pass through the centre of the gap. 
Also shown is the arm onto which sample stage is mounted and held in the magnetic field. 
 
The incident X-ray beam was tuned to energy of 12.6keV, with a flux in the 
region of 1x1011 photons/s and a beam size of 300 µm diameter. The choice of 
photon energy was made based upon the transmission characteristics of the sample 
cell windows which were made of glass. The liquid crystal sample is contained 
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between two clean but untreated glass coverslips each ~100 µm thick. A constant 
gap between the coverslips is achieved by the use of polymeric spacer material 
which defines the sample thickness We used samples that were 170 µm, 270 µm and 
340 µm in thickness. 
 
 
 
Figure [3.3]: A simplified diagram of the experimental set-up. The X-ray beam 
travels in the positive z direction and is incident normal to the surface of the liquid 
crystal cell. The X-ray beam then scatters at the Bragg angle, α, and passes to a 2D 
area detector. The superconducting magnet is mounted such that the X-ray beam 
can pass through the centre of the cavity/gap across which the magnetic field is 
applied. The sample is held in an oven at the centre of the gap, and the sample stage 
is attached to a belt drive and motor to allow fast rotation in the plane of the 
magnetic field (xy plane) that is perpendicular to the X-ray beam. 
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Figure [3.4]: An enlarged view of the sample stage. Most of the moving parts are 
made from plastic, allowing for rapid rotation in the xy plane at an angle θ via a 
rubber belt driver motor. The minimal use of metal reduces eddy currents to ensure 
no hindrance to rotation within the large magnetic field. Contained within the 
sample stage are a heater coil and a platinum resistor, allowing external 
temperature control of the liquid crystal device via a Linkam controller to within 
0.1ºC. Alignment of the x-ray beam through the central gap/cavity is achieved by an 
adjustable Aluminium arm that holds the sample stage within the magnetic field.  
 
The incoming x-ray beam is incident upon the liquid crystal device that is 
held in the custom made sample stage as shown in Fig [3.4]. Bragg diffraction 
occurs when the incident X-rays and the smectic layers (whenever present) satisfy 
the Bragg condition24. We observe the ±(0,0,1) Bragg peaks that occur at an angle of 
approximately 2º. For the work presented in this chapter, a series of scans usually 
consisted of 200 frames with a typical frame duration of between 1 and 4 seconds. 
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The adjustment of the time frame duration was a compromise between the relevant 
time scales for the reorientation process and the requirement to obtain sufficient 
statistical data quality. The individual frames in a time series are integrated using the 
techniques shown in Fig [3.5] and Fig [3.6]. The integral technique shown in 
Fig [3.5] reveals the angular position of the Bragg diffracted Smectic-A peaks, thus 
showing the evolution of any reorientation that may occur in the plane of the sample. 
The integral technique shown in Fig [3.5] gives information as to how the integrity 
of the Smectic-A layers varies over time; a larger peak intensity indicates a higher 
degree of alignment. The radial distance from the centre to the first order Bragg peak 
shown in Fig [3.7] also allows the layer thickness to be calculated when the position 
in Q-space is calibrated using a sample of silver behenate with accurately known 
layer spacing. 
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Figure [3.5]: Typical diffraction pattern 
obtained from the Smectic-A layers showing 
Bragg peaks that are aligned with the 
magnetic field. The angular width of the 
peaks is associated with the degree of 
alignment, in this case a highly ordered 
Smectic-A phase. Q1 and Q2 are the radii 
that define the region of the radial 
integration. 
 
 
 
Figure [3.6]: The radial integral is 
calculated only for the region between R1 
and R2 to minimise the influence of scattered 
intensity that is not in the Bragg condition. 
The integration region is selected to be 
approximately three times the width of the 
Bragg peaks. This method gives the angular 
integral of the intensity distribution. 
 
 
 
 
Figure [3.7]: A graph of intensity (counts 
per second on the detector) against pixel 
number (0 at centre) for the frames shown 
in Fig [3.5] and Fig [3.6]. The effect of the 
beamstop at the centre is clearly visible. 
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All the cells were filled with the liquid crystal material 8CB (Synthon 
chemicals) which has a phase sequence that on cooling exhibits an isotropic to 
nematic transition at ~40ºC and then from a nematic to a Smectic-A phase at 
~34ºC25. The cell surfaces studied here were not polymer treated as is common with 
liquid crystal devices; this was to minimise the effects of surface anchoring which 
has been previously shown to have a significant effect on the reorientation 
dynamics1. The device is cooled from the isotropic phase to the Smectic-A phase via 
the nematic phase in the presence of the 4 T magnetic field giving excellent 
alignment and strong first order Bragg reflections, as shown in Fig [3.5]. The 
nematic to Smectic-A phase transition is easily identifiable since the Bragg peaks are 
much more diffuse in the nematic phase. Similarly a poorly aligned Smectic-A phase 
would be easily distinguished as the Bragg peaks would become spread in θ. 
Keeping the temperature fixed, the device is then quickly rotated by an angle θ (on a 
timescale less than 1 second) to a desired angle via a computer controlled stepper 
motor. This rotation can be considered to be instantaneous compared to the 
timescale of the reorientations studied during the experiments, which were in the 
range of 100 to 1000 seconds. To analyse the SAXS images a custom made program 
that utilizes MatLab for analyzing SAXS data was used that calculates angular or 
radial integrals on an image based on a calculation of the centre of the scan (deduced 
from the radial separation between the Bragg intensity peaks).  
The radial integral shown in Fig [3.5] provides information on how the 
scattered x-ray intensity varies as a function of θ and time, with θ = 0º being aligned 
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with the magnetic field (in the y direction) and θ = 90º perpendicular to the field in 
the plane of the substrates (in the x direction). The angular integral, shown in 
Fig [3.6], gives information on how the layer spacing varies as function of time. The 
intensity of the first order Bragg peak in the radial integral is an indicator of how 
well aligned the phase is. A high intensity peak with a low full width half maximum 
(FWHM) suggests the presence of a well aligned smectic phase. A low intensity 
peak with a broad FWHM suggests a nematic phase where there is no layered 
structure and only directional order. 
 
 
3.6: Results 
 
Here we present data for three sample thicknesses; 170 µm, 270 µm and 340 
µm, whereas previous studies of rotating smectic layers have used thicknesses 
outside of this range15,16,1. The experiments were performed with rotation angles θ 
(in the xy plane) between 10º and 90º with respect to the vertical magnetic field and 
at temperatures up to 4ºC below the nematic to smectic-A (TNA) transition. This was 
the lowest temperature at which reorientation was observed, although previous 
reports have described reorientation at temperatures as much as 10ºC below the 
transition for millimetre thick samples using a larger 7 T magnetic field15. Each of 
the figures [5, 7, 8, 10, 11] show both the angular and radial integral analyses as 
explained in the previous section.  
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Various mechanisms of reorientation were seen to exist: continuous rotation 
of all the smectic layers, reorientation through a series of discrete changes in layer 
orientation and complete layer reorientation in a single discrete step. Continuous 
rotation was observed for a 270 µm thickness sample that is subject to a 30º rotation 
1.5ºC below the nematic to Smectic-A transition, an example of this is shown in 
Fig [3.8]. At any given time the layers are observed only at a specific angle; they are 
rotating as a monodomain. The scattered intensity shown in the radial integral in 
Fig [3.8i] displays some asymmetry due to the cell not being exactly perpendicular 
to the incoming X-ray beam. The intensity of the scattered peaks shown in 
Fig [3.8ii] remains uniform for the bulk of the reorientation process implying that 
the Smectic-A layers do not lose their structure during the reorientation process. For 
cases exhibiting this behaviour it is possible to extract the speed of rotation by 
locating the position of maximum intensity of the peaks in each frame and plotting 
this as a function of time. A series of scans at temperatures deeper into the smectic 
phase produced continuous rotations with reducing rotation speed until a scan that 
was 4ºC below the nematic to smectic-A transition exhibited no visible rotation at all 
despite monitoring the sample for up to 20 minutes after the initial rotation. In all 
these cases it was noted that the rotation speed was linear to a good approximation 
as shown in the graphs displayed in Fig [3.9]. These graphs show the extrapolated 
angular rotation speed as a function of time using the same device for a 580 rotation 
at temperatures 2.5ºC and 3.5ºC below the nematic to nematic to smectic-A 
transition. The corresponding rotation speeds are 0.58 milliradians s-1 and 
0.45 milliradians s-1 respectively.  
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(i) (ii) 
 
 
Figure [3.8]: X-ray results for this 270 µm thickness sample during a 30º rotation 
reorientation at T - TNA = -1.5ºC. (i) A clear example of continuous rotation is shown in the 
radial integral as a function of time, no discontinuity is visible. Interestingly, the final 
intensity of the peaks is asymmetric, possibly due to the layers going out of plane with 
respect to the incoming X-ray beam but this is more likely due to the sample not being 
exactly perpendicular to the incoming beam. (ii) The uniform intensity after the initial 
rotation suggests that the integrity of the layers is sustained during the bulk of the rest of the 
reorientation process. 
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       (i)               (ii)              
 
 
Figure [3.9]: Graphs illustrating the behaviour of reorientation speed as a function 
of time for continuous rotation at temperatures further away from the nematic to 
Smectic-A transition than in Fig [3.8] and at an initial rotation angle of 58º. (i) At 
2.5ºC below the transition the extrapolated linear rotation speed is 0.58 milliradians 
s
-1
 and for (ii) at 3.5ºC below the transition the speed is and 0.45 milliradians s-1. 
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As an intermediate to this continuous mechanism and complete layer rotation 
in a single discrete step a three or four stage reorientation is also observed. Such a 
multiple stage reorientation is evident for a 30º rotation and a device thickness of 
270 µm at T - TNA = -1.0 ºC in Fig [3.10i] and a 340 µm thickness sample for a 49º 
rotation at a temperature of T - TNA = -1.0ºC in Fig [3.11i]. In these cases, the 
smectic-A layers exhibit characteristics of both thin sample behavior, with the 
simultaneous existence of Bragg peaks at two distinct azimuthal angles1, and also 
continuous rotation of the Smectic-A layers observed in thick samples15,16,17. The 
angular integrals shown in Fig [3.10ii] and Fig [3.11ii] show that there is a reduction 
in the scattered intensity for each of the discrete reorientation processes; this is 
particularly evident for the first step of the process. In the regions where the 
Smectic-A layers exhibit continuous rotation however, such as the region between 
200 and 300 seconds in Fig [3.11ii], the scattered intensity remains constant 
suggesting that a portion of the smectic-A layers are rotating as a monodomain 
whilst the remaining fraction of the layers forms a new domain at an angle closer to 
the field direction. The dotted line present in fig [3.10ii] and fig [3.11ii] shows how 
the initial Q position, i.e. the inverse layer spacing, varies as a function of time. Each 
time frame is analysed in order to locate the position in Q space that has the largest 
intensity and in order to reduce noise adjacent groups of four points are averaged. 
The variation in the position of the central peak intensity is clearly visible in 
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Fig [3.12i] and Fig [3.12ii] showing the evolution of the layer spacing for Fig 
[3.10ii] and Fig [3.11ii] respectively. 
 
 
 
 
 
 
 
 
 
 
 
  (i)             (ii) 
 
Figure [3.10]: X-ray results from a 30º rotation at a thickness of 270 µm at  
T - TNA = -1.0°C. (i) Multiple stage reorientations are evident in the angular position of the 
Bragg peaks over time, the smectic layers do not rotate continuously but instead go through 
four distinct intermediate stages. (ii) The angular integral of the frames with respect to time 
shows that there is a reduction in intensity over the period 20 to 80 seconds that suggests 
the layers are becoming disordered, this is a characteristic of thin sample behaviour. 
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  (i)            (ii) 
 
Figure [3.11]: Scattered X-ray data exhibiting a three stage reorientation of a 340 µm 
thickness sample for a 49º rotation at a temperature of T - TNA = -1.0ºC. (i) Three separate 
reorientation steps are clearly evident, and there is a large asymmetry between the 
intensities of the Smectic-A peaks. This can be attributed to the incoming beam not being 
incident centrally between the Bragg angles for each of the peaks.(ii) The ring integral of 
the total scattered intensity as a function of increasing distance from the centre of the scan 
shows the typical observed behaviour for such multiple stage reorientations whereby there 
is a clear reduction in intensity at the transition between each of the stages. 
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               (i)                      (ii) 
 
Figure [3.12]: The variation in layer spacing is shown as a function of time in (i) for fig 
[3.10ii] and (ii) for fig [3.11ii]. These plots are obtained by analysing each time frame 
individually to find the position of maximum intensity and plotting the average of every four 
points over the course of the reorientation. The initial layer spacing obtained by the value of 
the maximum intensity for the first frames in both cases is 31.0±0.1 Å (0.322 nm-1). Higher 
values of Q position relate to decreased layer spacing and vice versa. 
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Fig [3.13i] shows the X-ray results for a 50º rotation of a 170 µm-thick 
sample at T - TNA = -0.8ºC. A reduction of the intensity of the Bragg peak at the 
rotation angle of 50º is observed whilst simultaneously a peak in the field direction 
appears, with no continuous rotation of the layers apparent. A signature of this type 
of single discrete step reorientation is a drop in the overall scattered intensity, shown 
in the angular integral in Fig [3.13ii] occurring over the region 50 to 70 seconds.  
 
 
 
 
 
 
 
 
  (i)            (ii) 
 
Figure [3.13]: X-ray results from a 50º rotation of a 170 µm-thick sample at  
T - TNA = -0.8ºC. (i) The evolution of the angular position of the scattered Bragg spots with 
time. The plot represents ‘thin’ sample behaviour that is affected strongly by the surface, as 
no continuous reorientation is visible. (ii) The change in layer spacing (represented by Q, 
the radial distance of the Bragg diffraction spot to the centre of the diffraction pattern) with 
time following the initial rotation. The data show that the smectic-A layers do not stay intact 
as a monodomain during the reorientation process, in the region 50 to 70 seconds smectic-A 
layers are Bragg diffracting at two distinct azimuthal positions shown in (i). This is 
highlighted by a reduction in intensity shown in (ii) during the same period. 
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For the interesting case of a 90º rotation shown in Fig [3.14] for a thickness 
of 270 µm with a 90º rotation at T - TNA = -1.0ºC, the Bragg peaks completely 
disappear to be replaced by a diffuse ring between 250 and 450 seconds in 
Fig [3.14i], implying a completely disordered structure with the layers having no 
preferred orientation – similar to Fig [3.13]. This regime lasts for around 200 
seconds before the layers realign with the field, highlighted by the drop in scattered 
intensity in Fig [3.14ii]. Compare this with a 340 µm sample undergoing a 
comparable 81º rotation (Fig [3.15]) that shows similar behaviour, but intriguingly 
also shows evidence of a small continuous amount of layer rotation. The 
contribution of the two mechanisms whereby the Smectic-A layers become 
disordered and then reorder combined with continuous rotation leads to the trident 
shaped radial integral scan shown in Fig [3.15i], indicating that the device showing 
characteristics of both a typical ‘thick’ bulk sample and a surface constrained ‘thin’ 
sample. The angular integral shown in Fig [3.15ii] shows the same behaviour as the 
270 µm sample, with a significant drop in intensity during the reorientation phase 
suggesting that the integrity of the Smectic-A layers has been reduced or that more 
defects have been introduced. 
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  (i)              (ii) 
 
Figure [3.14]: X-ray results for a thickness of 270 µm with a 90º rotation at T - TNA= -1.00C 
is showing the presence of degenerate behaviour. (i) The smectic layers completely disorder 
~300 seconds after the initial rotation and then can rotate clockwise or anti-clockwise, 
highlighted by the ~150 second lag during reorientation (at 300-450 seconds). The Smectic-
A layers align exactly with the original field direction (i.e. Bragg peaks return to the 
original azimuthal angle of 90º and 270º) after their disordered period. (ii) The intensity of 
the scattered Bragg peaks after the reorientation suggests that the Smectic-A layers have 
evolved into a highly ordered state as the intensity is uniform in the period 800-1000 
seconds. 
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          (i)            (ii) 
 
Figure [3.15]: At a temperature of T - TNA = -0.5ºC degenerate behaviour is seen (i) in the 
X-ray results for this 340 µm thickness sample that has undergone an 81º rotation. 
Intriguingly a small amount of continuous rotation of the Smectic-A layers is also visible in 
the region between 80 and 120 seconds. (ii) A similar case to degenerate reorientation 
shown in Fig [3.13ii] is clearly visible here too whereby the total scattered intensity 
decreases significantly during the part of the reorientation process where the layers are 
disrupted, shown here as approximately 70 to 100 seconds.  
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3.7: Discussion 
 
Our experimental results allow us to provide a link between two sets of 
seemingly contradictory results from previous studies15,1. The results for rotation 
angles in the region of <30º (such as the 270 µm thickness sample shown in 
Fig [3.8]) exhibit the same continuous rotation behaviour as in observed experiments 
using millimetre thick samples via NMR spectroscopy and X-ray scattering15,16. The 
sample behaves as a bulk and the smectic layers rotate together in a remarkably 
linear fashion. Cases were observed in which the intensity distribution remains 
uniform for a short period after the initial rotation, illustrating that during this period 
there is essentially no change in the smectic order. A stark contrast to this can be 
seen in other scans at different temperatures and sample thicknesses exhibiting 
regions up to 200 seconds in duration of low intensity in the total scattered intensity 
such as Fig [3.14], highlighting that the smectic order is completely disrupted and 
the smectic layers have no preferred direction of orientation. This difference arises 
due to the samples having different thicknesses and the experiments being carried 
out at different reduced temperatures. The similarities and differences between this 
work and that of previous authors15,1 are summarized in Table [3.1]. 
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Sample 
thickness, d 
d < 150 µm1 170 µm ≤ d ≤ 340 µm (this 
work) 
d > 1 mm15 
< 10º rotation No reorientation Slow reorientation for 
thicker samples only 
Slow reorientation 
~ 45º rotation Reorientation via 
disordering and 
reordering 
Both reorientation 
mechanisms observed as 
well as multiple stage 
reorientation 
Continuous smectic layer 
rotation 
~ 90º rotation Degenerate lag 
then slow 
reorientation via 
disordering and 
reordering 
Both reorientation 
mechanisms observed 
individually and 
simultaneously 
Degenerate lag and then 
rapid continuous 
reorientation 
Temperature 
range 
investigated 
 
T – TNA = -1.5ºC 
 
T – TNA = -4.0ºC 
 
T – TNA = -8.0ºC 
 
Table [3.1]: A comparison between previous work from authors reporting on ‘thin’ samples 
shown in the second column, and ‘thick’ samples shown in the fourth column. The work 
presented in this paper is compared to the previously reported reorientation behaviours in 
the third column. 
 
Fig [3.13] shows the previously reported behaviour of a thin sample, in this 
case a 170 µm device, in which 60 seconds after the initial rotation some of the 
layers are aligned with the field while some remain at the original rotation angle. 
Continuous rotation of the smectic-A layers in this case is not observed, instead it is 
thought that over time (in this case around 100 seconds) the layers become 
completely disordered and then re-form aligned with the field. The lack of any 
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scattered x-ray intensity in the region between the initial rotation angle and the field 
suggests that the individual layers must quickly (on a timescale of seconds) break 
down and reform between the two angles rather than continually rotating. Another 
possibility, however, is that rotation away from the Bragg condition may be 
occurring, but this cannot be proven without significantly modifying the equipment 
to enable rocking of the sample in the plane of the magnetic field and could 
therefore be the aim of a future experiment. 
 The effect of degeneracy is observed for rotations of ~90º for all the 
thicknesses investigated (170 µm, 270 µm and 340 µm) whereby the layers have no 
preference as to whether to rotate clockwise or anticlockwise in the field. This can 
result in time intervals of up to 200 seconds during which the layers experience a 
degenerate lag. The scattered x-ray intensity in such a region drops dramatically as 
shown in angular integrals such as Fig [3.14ii], implying that the layers have became 
disordered due to the effect of the magnetic field. The smectic layers are observed to 
align exactly with the field in such circumstances, contrary to rotations for any angle 
other than 90º where the layers only align to within ~5º of the magnetic field 
direction. Such behaviour was also evident in simulations performed by 
Brimicombe et. al.1, this can be attributed to the fact that the layers become 
completely disordered after the initial rotation rather than partially disordered and 
then continuously rotating. This means for cases exhibiting continuous rotation or 
partial disordering (such as rotation angles in the region 30º-60º) the smectic-A 
layers can no longer overcome the viscous resistance as their angle with respect to 
the magnetic field approaches zero and the magnetic torque experienced by the 
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molecules drastically reduces. For the simplified case of a nematic sample rotated by 
an angle θ ≤ 450 with diamagnetic anisotropy ∆χ the magnetic torque Tm resulting 
from a magnetic flux density B is given by15, 
 
   θ
µ
χ 2sin
2
1 2
0
BTm
∆
−= ,    (3.1) 
 
which is opposed by a viscous force, 
 
   
dt
dθ
γTv = ,      (3.2) 
 
where γ is an effective rotational viscosity coefficient. This should in turn result in 
exponential time dependant realignment15.  
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0
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χ
µ
τ
∆
= .      (3.4) 
 
As shown in Fig [3.9], however, no clear exponential behaviour is evident, although 
there are insufficient data to accurately determine the nature of the reorientation. A 
linear fit provides a good approximation to the reorientation dynamics and illustrates 
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the rotation speeds involved (typically hundredths of a degree per second). Although 
smectic systems are more complex than the nematic phase it would have been 
expected that a similar exponential relationship would have been observed for 
reorientation of the smectic-A 8CB sample that was investigated. A possible 
explanation for the absence of an exponential reorientation is that the bend 
deformation observed in nematics is essentially being forced in our system causing a 
breaking of the layers thus requiring additional energy. Another possible explanation 
is that a longer timescale is needed to see any clear exponential behaviour due to an 
exponential appearing as approximately linear for small values of τ. 
 Multiple stage reorientation is observed in a number of scans such as 
Fig [3.10] and Fig [3.11]. With specific combinations of thickness, reduced 
temperature and rotation angle of the sample three or four stage reorientation may 
occur. For example with the 270 µm thickness sample subject to a 30º rotation 
shown in Fig [3.9] the torque of the magnetic field is not sufficient to rotate the layer 
directly from 30º to 0º and so instead a discontinuous reorientation to around 20º 
first occurs on a timescale of around 80 seconds before this process repeats on a 
timescale of around 40 seconds. In Fig [3.11] for a 49º rotation the first reorientation 
takes approximately 300 seconds with the subsequent reorientation taking another 
300 seconds. Analysis of the intermediate rotation angles and the duration of the 
intermediate angle show no correlation between the various data scans. The 
relationship between the initial rotation angle with respect to the field and the first 
intermediate angle of reorientation also showed no association, the ratio of these 
measured over several scans varies between 0.4 and 0.7. One possible explanation 
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for the absence of such a relationship is the sensitivity with respect to variations in 
the defect density present from one sample to another. As the smectic-A to nematic 
transition is approached the likelihood that multiple stage reorientation will be 
observed as opposed to continuous rotation is increased as shown in Fig [3.16], such 
reorientations were only observed at less than 1.5ºC into the smectic-A phase. This 
intuitively suggests that the Smectic-A layers are more likely to become disordered 
as the temperature increases. Multiple stage reorientation was not observed for any 
experiments involving the 170 µm thick sample; only with the 270 µm and 340 µm 
thickness samples was this phenomenon evident. This occurrence has never 
previously been reported, and was not evident in previous experiments using much 
thicker samples and other experiments using thinner samples. Surface effects 
obviously play a significant role in the reorientation dynamics and there exists a 
thickness below which only disordering and reordering of smectic-A layers will 
occur during reorientation; multiple stage and continuous reorientation will not be 
possible. It is apparent that this is a complicated mechanism with a number of 
factors that greatly influence the rotation dynamics. Fig [3.16] gives an indication of 
the importance of the rotation angle and the temperature below the nematic to 
smectic-A transition, and clearly three separate rotation mechanisms can occur. Is it 
also apparent that further work is necessary to ascertain exactly how important each 
of the factors (reduced temperature, rotation angle and thickness) are in this 
intriguing system. 
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Figure [3.16]: The data collected for the 270 µm thickness sample of 8CB displayed on a 
single graph illustrating the range of reorientation mechanisms that occur. The dotted lines 
are added only as guides to the eye, but show the possible boundaries between the 
reorientation mechanisms. 
 
The evolution of the position of maximum Q intensity shown in Fig [3.12i] 
and Fig [3.12ii] suggests that the layer spacing (the inverse of the Q position) 
changes during the reorientation process. Such a result is surprising as if the layers 
were tilting, for instance, only an increase in Q position would be observed whereas 
Fig [3.12i] and Fig [3.12ii] exhibit evidence for both increasing and decreasing Q. In 
both cases it seems that the Q position at the end of scan is tending towards the 
initial Q position, and the variation is a purely transient occurrence. The initial Q 
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position is shown by the dotted line. It should be noted that there appears to be 
oscillation about the initial Q position occurring in the early stages of Fig [3.10ii] 
and Fig [3.11ii]. For the case of Fig [3.10ii] this oscillation in Q position results in 
the Q position at the end of the scan being reduced compared to the initial Q position 
whereas the opposite occurs in Fig [8ii]. The mechanism observed in Fig [3.10ii] 
and Fig [3.11ii] is multiple stage reorientation in both cases so it is surprising that 
the layer spacing appears to have an opposite variation. The total variation in layer 
spacing during the reorientations is ±0.5 Å, and such a variation at a fixed 
temperature has not to our knowledge been previously reported and is equivalent to 
a change in temperature of ~20ºC26. By comparison switching between two 
ferroelectric states results in a layer spacing variation of around 0.1 Å27,28. In order 
to further understand the link between the magnetic field strength B and the layer 
spacing variation the free energy formula for a Smectic-A can be considered: 
 
( ) 





++∇= 2
0
22
1 .2
1).(
2
1 BnBnKF acSmAtot µ
χδ     (3.5) 
 
where K1 is the Smectic-A splay elastic constant, n is the director orientation, Bc is 
the layer compression modulus, δ is the fractional change in layer spacing, χa is the 
diamagnetic susceptibility anisotropy and µ0 is the permeability of free space. 
Inserting Bc ~ 7x106 Nm-2(29), δ ~ 0.5/30, χa ~ 2x10-6(30), B = 4 T yields a 
compression term in the order of 2000 J kg-3 compared to a magnetic term of ~ 30 J 
kg-3. It is therefore unlikely that the magnetic field is sufficiently strong to directly 
influence the smectic layer spacing. Another possible explanation for the variation in 
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layer spacing observed in Fig [3.12i] and Fig [3.12ii] is that the sample stage is 
physically moving after the rotation by the motor. By trigonometry considerations a 
movement in the order of centimetres in the direction of the x-ray beam would be 
required to shift the layer spacing by the 0.5 Å observed. However, since the as yet 
unexplained variation in layer spacing was only observed in the scans shown in 
Fig [3.10ii] and Fig [3.11ii] then this is also unlikely to be the explanation. 
The rotation mechanism is strongly dependant on the temperature below the 
nematic to Smectic-A transition; this is thought to be due to the dramatically 
increasing layer elasticity below the transition21. This theory is enforced by the 
variation in the threshold temperature below the transition at which reorientation can 
occur, differing from 1.5ºC below the nematic to Smectic-A transition for 
thicknesses less than 150 µm, to 4ºC for a 340 µm sample and up to 8ºC  for 
millimetre thick samples, as shown in Table [3.1]. 
The multiple stage re-orientation presented in this chapter is previously 
unreported, and it is clear that it only occurs when a delicate balance between 
surface effects and temperature dependant variables such as viscosity and elasticity 
exists. 
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3.8: Conclusions from the May 2009 experiments 
 
A correlation with work by previous authors has been observed, verifying both bulk 
behaviour and thin sample behaviour for thickness of 170 µm, 270 µm and 340 µm. 
We show that a third, previously unreported, possible mechanism in the rotation 
dynamics of smectic layers in a magnetic field exists, whereby simultaneous 
continual rotation and disordering and reordering of the layers occur.  
 In order to fully understand the intriguing behaviour of Smectic-A layers in 
magnetic fields, further work needs to be done to enable the accurate prediction of 
what type of reorientation will occur. A more comprehensive set of thicknesses, for 
example in the range 350-1000 µm, would fully bridge the gap between surface 
constrained and non-surface constrained behaviour. The ability to ‘rock’ the sample 
around the Bragg angle during reorientations would provide further information 
about whether the layers remain in plane or if they indeed go out of plane, building 
up a more detailed picture of the dynamics of this fascinating system. 
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3.9: Summary of Chapter 3 
 
 In this chapter experimental work on the behaviour of smectic-A layers in 
magnetic fields has been presented. The work was motivated by previous 
experiments in which two different reorientation mechanisms were observed. These 
mechanisms are monodomain smectic-A layer rotation for ‘thick’ samples or a 
disordering and re-ordering of the layers for ‘thin’ samples. Through investigation of 
the intermediate thickness regime a third, previously unreported, reorientation 
mechanism was discovered that appears to be a combination of the two currently 
known mechanisms.   
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Chapter 4: Electro-Optic Measurements of  
Smectic Systems 
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4.1: Introduction to Chapter 4 
 
 This chapter investigates the behaviour smectic-A layers in the presence of 
electric fields, focussing on the electric field induced transition from a homeotropic 
to planar geometry. A homeotropic smectic-A sample subject to an increasing 
electric field will first exhibit toroidal domains before the transition to striped 
domains1. There exists a relationship between the threshold from a toroidal to striped 
domain that can provide a value for the surface anchoring energy. In order to obtain 
such values for surface anchoring, the dielectric anisotropy of each material 
investigated also has to be known; therefore a technique for obtaining dielectric 
anisotropy is presented along with experimental results from several materials. 
Using the surface anchoring data from several materials, combining it with 
information on the smectic layer spacing, allows comparison of relative layer 
compressibility to be made. 
 
 
4.1.1: Introduction to Electric Field Studies 
 
 The interaction of liquid crystals with electric fields has long been a subject 
of intense research, fuelled by the global success of technologies such as liquid 
crystal displays. As opposed to the magnetic fields used in Chapter 3, electric fields 
are much easier to work with due to the presence of indium tin oxide (ITO) 
conductive coatings that can act as electrodes on the inner surfaces of devices. A 
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typical cell containing homeotropically aligned samples of a smectic-A liquid crystal 
with a thickness of ~10 µm has a threshold voltage in the order of tens of volts, 
depending on the dielectric anisotropy of the material and the surface anchoring.  
 
 
4.1.2: Motivations for This Work 
 
 As described in Section 1.2.5 surface anchoring provides a measure of the 
role the surfaces have on the director configuration and thus is an important 
parameter when considering growth domains in liquid crystals. Li and Lavrentovich2 
showed that by measuring the transition between a toroidal and a striped domain 
(introduced in Section 2.5) the surface anchoring energy of a given material can be 
determined. The temperature dependence of the surface anchoring was also 
calculated for the material CCN-47 and it was noted that the layer compressibility 
has similar temperature dependence to that of surface anchoring energy3. Further to 
this, comparisons were made to theoretical models by Durand4 that relate surface 
anchoring energy, layer compressibility and the smectic layer spacing. This chapter 
investigates the surface anchoring of a number of materials with the aim of obtaining 
relative smectic layer compressibility values. Comparisons will be made between the 
relative smectic layer compressibility values obtained and the molecular structure of 
the materials investigated. 
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4.1.3: Materials Studied 
 
 The first material studied was CCN-47, with the aim of verifying the results 
previously published by Li and Lavrentovic2. A material with known low negative 
dielectric anisotropy, the racemic version of SCE135, was then investigated in order 
to compare with the high negative dielectric anisotropy of CCN-47. In order to draw 
further comparisons between different materials two series of liquid crystals were 
obtained from The University of York6. All of the materials SC443, SC446, SC452, 
SC452, SC455 and SC457 possess varying values of negative dielectric anisotropy 
due to the presence of two fluorine atoms; this will be discussed further in Section 
4.4. The molecular structures are such that the materials SC443, SC446 and SC448 
contain a C3H7 group in the alkyl chain at one end whereas the SC452, SC455 and 
SC457 materials contain a C5H11 group. The alkyl chains at the other end for the SC 
materials are either OC5H11, OC8H17 and OC10H21 as shown in Table [4.1]. Due to 
the variation in end groups the SC materials all have differing chain lengths, also 
shown in Table [4.1]. The small differences in molecular structure of the materials 
allows comparisons to be drawn between the surface anchoring values and 
ultimately between the relative layer compressibility values. 
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Material Chemical Structure *Layer 
Spacing/Å 
CCN-47 
CN
 
23.1 
±0.5 
SCE13 Owned by Merck7 29.1 
±0.1 
SC443 F F
O
 
24.4 
±0.5 
SC446 
F F
O
 
27.7 
±0.6 
SC448 
F F
O
 
30.2 
±0.6 
SC452 F F
O
 
26.8 
±0.5 
SC455 
F F
O
 
30.3 
±0.6 
SC457 
F F
O
 
32.7 
±0.7 
Table [4.1]: The chemical structures of the eight materials studied in this chapter. SCE13 is 
a commercial mixture and its composition is not available. *Only the length presented for 
SCE13 is the experimentally measured layer spacing, for the other materials the lengths are 
molecular lengths calculated through modelling. 
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 The molecular length of all the materials except SCE13 was calculated by 
Cowling6 using the chemical modelling program ChemDraw8. The molecular length 
is not technically equivalent to a smectic layer spacing due to interdigitation of the 
chains. It has been shown however by previous authors9 that the molecular length 
calculated by modelling can be close to the layer spacing values obtained by X-ray 
scattering. Due the variation between layer spacing and a modelled molecular length 
a 2% error was incorporated to the molecular lengths that were obtained through 
chemical modelling. The layer spacing of SCE13 is well known and has been 
previously measured by X-ray scattering10. 
 
 
4.2: Cell Preparation 
 
 Commercially available cells are usually only available at a small number of 
set thicknesses and provide varying quality of alignment. A range of cell thicknesses 
with consistent quality of homeotropic alignment is required and therefore the cells 
were made in-house. To obtain good homeotropic alignment the glass must first be 
thoroughly cleaned and the alignment agent must be prepared in a consistent 
manner. This can be achieved by following a number of rigorous steps, as explained 
next.  
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1: Cutting 
The strips of ITO coated glass (10 mm wide by 30 cm long and 0.5 mm thickness) 
are cut into sections of length 18 mm. This is done using a glass cutter and a ruler, 
making sure to minimise contact with the glass surface that has the ITO coating. 
 
 
2: Glass shard removal 
In order to remove any shards of glass before the cleaning process begins each of the 
18 mm ITO glass slips are gently blown with a nitrogen gun. The glass is held with 
tweezers at all times in order to avoid physical contact. 
 
 
3: PTFE glass holder 
The glass slips are placed into a custom made PTFE holder that is contained within a 
glass beaker. This enables most of the surface of the glass to be immersed in water 
or a solvent whilst still being securely held. 
 
 
 
4: Hot water ultrasonic cleaning 
The next step is ultrasonic cleaning. The first stage of this is to immerse the glass in 
distilled water and place it within a hot water bath at ~55°C. A small amount of soap, 
less than 1% compared to the volume of water, is added and then the ultrasonic 
cleaning proceeds for 15 minutes. 
 
 
5: Room temperature water ultrasonic cleaning 
The water bath is set to room temperature and the glass is subjected to ten cycles of 
15 minute ultrasonic cleaning. The distilled water within the beaker is changed after 
the initial step of the ultrasonic cleaning cycle and after each subsequent step in 
order to remove any dirt and remnants of the soap. 
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6: Acetone ultrasonic cleaning 
The final step of the ultrasonic cleaning process is to fill the beaker with acetone in 
order to remove any unwanted substances that may still be attached to the surface of 
the glass via another 15 minutes in the ultrasonic bath. 
 
 
7: Rinsing with methanol and drying 
The glass is then removed from the acetone filled beaker and rinsed with methanol 
in order to avoid prolonged exposure of the glass surface to acetone or leave drying 
stains on the glass surface that are difficult to remove.  The glass is then dried using 
the nitrogen gun, placed on lens tissue and enclosed with a glass lid. 
 
 
8: Baking the clean glass 
The clean glass is placed in an oven at ~100°C for an hour in order to remove any 
remnants of acetone or methanol that may be on the surface of the glass. This 
method has been found to promote better adhesion with the homeotropic alignment 
agent. 
 
 
 
9: Preparing the homeotropic alignment agent 
Octomethyldecasilane (OTMS) was used in order to promote homeotropic alignment 
of the liquid crystal molecules. A single drop of OTMS is added to a beaker 
containing 45 millilitres of distilled water and 5 millilitres of methanol. This mixture 
is then placed in an ultrasonic bath for ~2 hours in order to disperse OTMS in the 
solution uniformly. 
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10: Coating the glass with the alignment agent 
After the glass slips have been removed from the oven and allowed to cool down to 
room temperature, they were dip-coated in the OTMS mixture. The glass slips were 
kept immersed for 20 seconds in the OTMS mixture and then rinsed in isopropanol 
and dried with a nitrogen gun. The glass is then placed into an oven at 150°C for an 
hour to remove any remains of the solvents from the surface. 
 
 
11: Constructing the cell 
In order to place two pieces of glass on top of each other with a uniform gap 
thickness a spacer material can be used. Borosilicate glass beads that are 2, 5, 8 and 
10 µm in diameter were mixed in glue that cures in ultraviolet light and lightly 
applied along two edges to form a sandwich as shown in Fig [4.1]. For thicker cells, 
polymer spacer sheets were cut into strips and applied using ultraviolet curing glue. 
 
 
 12: Attaching wires 
Before measuring the thickness and filling the cell it is necessary to attach wires 
onto the ITO electrodes as shown in Fig [4.1] to enable the application of electric 
fields from a signal generator. This is done using indium solder as it is one of the 
few metals that can wet glass. 
 
     
 
13: Thickness measurement and filling the cell 
The details of thickness measurement are described in Section 4.3. After the 
thickness measurement is complete the cell is filled with the liquid crystal material 
heated up to its isotropic or nematic phase (whichever is below 150°C). The cell is 
allowed to cool at a rate of 2°C per minute back to room temperature as this has 
been observed to improve the quality of homeotropic alignment. The cell is then 
sealed with a small quantity of araldite glue. 
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Figure [4.1]: A diagram showing a typical cell construction. Two glass substrates coated 
with ITO and an alignment layer form a sandwich using spacer beads mixed with glue that 
cures in ultraviolet light. The glass substrates are joined so that the ITO layers are on the 
inner surfaces so that wires attached using indium solder can provide an electric field 
across the cell gap. 
 
 
4.3: Thickness Measurements 
 
 The thickness of a cell can be measured after filling with liquid crystal but 
the refractive index of the liquid crystal needs to be accurately known as a function 
of temperature. Therefore, before filling an empty cell it is advisable to first measure 
the empty cell thickness. The basic method of measuring empty cells was conducted 
by analysis of reflection spectra and considering the two glass surfaces to be forming 
a Fabry-Perot etalon11. For a typical reflection spectrum (see Fig [4.2]) obtained 
from an empty cell, the gap thickness h is given by the equation; 
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where n is the number of fringes between maximum or minimum peaks of 
wavelength λ1 and λ2. 
 
 
Figure [4.2]: A typical reflection spectrum for a cell constructed in the laboratory. There 
are nine fringes between the maxima at λ1 = 568.7 nm and λ2 =639.9nm, using Equation (4.1) 
this gives a thickness of 23.0 µm. 
 
 Such a thickness measurement is performed on 5 positions per cell in order 
to ascertain that the gap is uniform across the whole cell area and then averaged to 
give an overall thickness. Cells with a thickness variation of greater than 0.2 µm are 
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discarded; this thickness variation threshold is reduced to 0.1 µm for cells that are 
less than 6 µm in thickness. The error in using the Fabry-Perot assumption is around 
±0.1 µm, the main source of which (±2 nm) is estimating the position of the intensity 
peaks.  
 It should be noted that obtaining a cell thickness using Equation 4.1 does not 
take into account the dispersion due to the air gap and the ITO and alignment layers, 
which have different thicknesses and refractive indicies from air. Using a fitting 
program that incorporates dispersion and/or extra layers on the glass surfaces the 
error involved by disregarding the influence of dispersion and the extra layers can be 
calculated. The dispersion in air12 results in the effective refractive index being 
different at 450 nm than at 700 nm (this is typically the range used when measuring 
thicknesses); this was calculated to be a difference of ~0.0005%. Although accurate 
measurements of the thickness of the ITO and alignment layers are difficult to 
obtain, they can be estimated to be around 200 nm thick with the refractive index of 
ITO and the alignment layer being estimated as 2.1 and 1.9 respectively13. 
Combining the dispersion, ITO and alignment layers into a fitting program allows 
for thicknesses to be calculated to within ±0.03 µm14.  
The improved accuracy of using a fitting program for every thickness 
measurement is not necessary for these measurements, however, as the dominant 
error is the thickness variation across the cell as opposed to the numerical 
calculation of the thickness. 
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4.4: Dielectric Anisotropy 
4.4.1: Dielectric Anisotropy Theory 
 
 Section 1.2.5 gave a brief introduction to dielectric anisotropy and explained 
how the anisotropic shape of liquid crystal molecules also gives rise to a parallel 
dielectric permittivity ε|| and a perpendicular dielectric permittivity ε┴. In order to 
measure the individual contribution of each of these parameters and thus calculate 
the dielectric anisotropy ∆ε two different geometries need to be used, as shown in 
Fig [4.3]. 
         (i)             (ii) 
 
Figure [4.3]: The two separate geometries used to measure dielectric anisotropy. Glass 
coated with ITO is used to contain the liquid crystalline material and to apply an electric 
field across the gap. (i) The homeotropic aligned case with polarisation parallel to the 
surfaces is induced by the electric field proportional to the perpendicular dielectric 
permittivity. (ii) The planar aligned case with polarisation perpendicular to the surfaces is 
induced by the electric field proportional to the parallel dielectric permittivity15. 
 
 For the dielectric measurements commercial cells are used with a typical 
thickness of 5.0±0.1 µm. The reason cells are not constructed in-house for dielectric 
measurements is that the capacitance of the empty cells are dependent on the cell 
area which is difficult to keep constant when making multiple cells. When applying 
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an electric field E across a sample in either of the geometries shown in Fig [4.3] the 
molecules exhibit excited motion and thus induce a polarisation. The excitations 
produced vary as a function of frequency, thus a stable region around 1.5 kHz is 
typically used for measurements16. It is important that the cells used to measure the 
parallel and perpendicular components are of similar thicknesses as the contribution 
to the total capacitance from any excitations that may exist are thickness dependent. 
The induced polarisation can be measured experimentally as a variation in the 
capacitance of the cell using a dielectric bridge. Measuring the capacitance of the 
cell whilst it is empty at a frequency of 1.5 kHz yields a value Cempty and when the 
cell is filled the same measurement at 1.5 kHz gives Cfilled, this allows for the 
dielectric permittivity of a cell to be calculated as, 
 
 
empty
filled
C
C
=⊥||,ε .       (4.2) 
 
 The values for dielectric permittivity obtained using the capacitance 
measurement method also includes stray capacitance contributions from the wires 
attached to the electrodes as well as from the edges of the electrode area. Hence, the 
dielectric permittivity obtained using Equation (4.2) would be too large; instead a 
more accurate equation would be, 
 
 
XC
XC
empty
filled
−
−
=⊥||,ε ,      (4.3) 
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where X is the total stray capacitance. Experiments investigating this effect using 
well defined electrode areas and standard liquids found that the value of X is 
typically ~10% of the empty cell capacitance17,18. 
After obtaining the value of ε using Equation (4.3) for both the geometries 
shown in Fig [4.4] the dielectric anisotropy is then obtained by subtracting one 
component from the other: 
 
 ⊥−=∆ εεε || .       (4.4) 
 
For a more thorough discussion on dielectric anisotropy, and in particular the 
effect of frequency variation, see a paper by Biradar, Wrobel and Haase19. 
 
 
4.4.2: Dielectric Anisotropy Measurements 
 
Measurements were performed using an Agilent20 E4980A dielectric bridge. 
For all the experiments presented here a sinusoidal signal of 0.05 V was used 
measuring at a frequency of 1.5 kHz. The capacitance can be measured to an 
accuracy of ±0.001 pF, although due to thermal fluctuations and the fact that the 
system is dynamic in nature the accuracy is in reality observed to be ±0.05 pF. The 
Linkam21 temperature controller and enclosed hot stage used to contain the samples 
has a temperature stability of ±0.1°C. Measurements were performed on cooling 
from the isotropic phase in steps of 1°C at a cooling rate of 2°C min-1 with a 200 
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seconds stabilisation delay once each temperature is reached. Using Equation (4.3) 
the measurements obtained for CCN-47 are shown in Fig [4.4] and Fig [4.5]. The 
individual contributions of ε
┴
 and ε
║
 are apparent in Fig [4.4] as a function of 
absolute temperature. The phase transitions are also visible in Fig [4.4], with the 
isotropic to nematic transition at 61.5±0.5°C and the nematic to smectic-A transition 
at 32.0±0.5°C. Due to CCN-47 possessing an overall negative dielectric anisotropy 
in the nematic and smectic-A phase the values for ε
┴
 are greater than that of ε||. 
 
Figure [4.4]: The ε
┴
 and ε|| dielectric components of CCN-47 are shown as a function of 
temperature. The vertical lines indicate the boundaries between the isotropic (right), 
smectic-A (left) and nematic phase (centre). In the isotropic phase (above 61.5°C) the 
components are equal as there is no preferred director orientation. 
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Figure [4.5]: The overall CCN-47 anisotropy as a function of temperature as calculated 
using equation (4.4) and the data presented in Fig [4.4]. The vertical lines indicate the 
boundaries between the isotropic (right), smectic-A (left) and nematic phase (centre). 
 
 In Fig [4.5] the phase transitions are evident, and correspond with the values 
stated from Fig [4.4]. It should be noted that the isotropic to nematic transition is 
first order22 meaning that the order parameter has a discontinuous change to a finite 
value at the transition temperature. This is in contrast to the second order nematic to 
smectic-A transition in which the order parameter varies gradually23. The nature of 
such behaviour in order parameter is reflected in Fig [4.5] by the sudden change in 
dielectric anisotropy from 0 to below -3 within 1°C at the isotropic to nematic 
transition. For the purpose of the fitting that will be presented in Section 4.5.3 the 
smectic-A dielectric anisotropy values for each material were described using first 
order polynomial fits to the data. 
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4.4.3: Summary of Dielectric Anisotropy Measurements 
 
 For all eight materials the same procedure as presented in Section 4.4.2 was 
performed. The main area of interest for all materials is the dielectric anisotropy in 
the smectic-A phase, specifically up to 10°C below the nematic to smectic-A 
transition. The results of the dielectric anisotropy measurements are summarised in 
Table [4.2].  
 
Material Dielectric Anisotropy at 
T = TN-SmA 
Dielectric Anisotropy at 
T = TN-SmA – 10ºC 
CCN-47 -7.0 -8.0 
SCE13 -0.3 -0.4 
SC443 -3.6 -4.2 
SC446 -3.6 -4.1 
SC448 -2.1 -2.5 
SC452 -2.8 -3.1 
SC455 -2.0 -2.6 
SC457 -2.1 -2.7 
 
Table [4.2]: The dielectric anisotropy of the eight materials investigated. The values 
obtained for CCN-47 agree with those published by previous authors as -9.1 to -10.42.  
 
 As mentioned in Section 4.1.3 CCN-47 and SCE13 were chosen due to their 
extreme values of negative dielectric anisotropy. The SC materials all possess values 
of dielectric anisotropy within the range of CCN-47 and SCE13. The materials 
SC452, SC455 and SC457 all have similar values of dielectric anisotropy whereas 
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SC448 does not appear to correlate with the dielectric anisotropy values of SC443 
and SC446. It has been shown previously however that increasing chain length can 
have a significant effect on the properties of a liquid crystalline material such as 
phase transition temperatures24 and also dielectric anisotropy values25.  
 
 
4.5: Toroidal to Striped Domain Threshold Measurements 
4.5.1: Introduction 
  
 Section 2.5 has described the appearance of a toroidal domain from a 
homeotropic aligned liquid crystal sample subject to an increasing electric field, as 
well as the elongation of a toroidal domain to a striped domain at a well defined 
threshold voltage Vth. The measurement of Vth experimentally has been performed by 
previous authors and corresponding values of the surface anchoring were obtained2. 
The results presented in this section use the same technique to obtain surface 
anchoring values for the materials presented in Section 4.1.3. 
 
 
 
4.5.2: Experimental Set-Up and Measurement Technique 
 
 In order to apply sufficiently high amplitude AC voltages to the cells (of the 
order of tens of volts) a signal generator and amplifier were used. The signal 
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generator was capable of producing an output V1 up to 20 V peak to peak amplitude 
at a frequency of 1.5 kHz. The amplifier allowed amplification of up to 10 times the 
input signal and thus the total maximum voltage that could be supplied to the cell 
was 200 V peak to peak. The voltage supplied to the cell was measured using an 
oscilloscope on a sensitivity setting that was accurate to ±0.01 V. 
 To accurately observe the transition from a toroidal domain to a striped 
domain in real time a polarising microscope was used. A schematic diagram of the 
experimental layout is shown in Fig [4.6]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure [4.6]: A schematic diagram of the experimental set-up used in order to measure the 
threshold of the toroidal to stripe domain transition. The solid lines represent the wires 
connecting the various pieces of equipment. The dotted lines represent the path of light rays. 
The signal amplification Am can be set between factors of 1 to 10.  
 
 Before any voltage is supplied to a cell the quality of the alignment has to 
first be confirmed. Good alignment is achieved by first heating the sample into the 
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isotropic phase and then cooling at a rate of ~ 1°C min-1 to the desired temperature 
in the nematic or smectic-A phase. Viewing the sample in transmission using a 
polarizing microscope confirms the quality of the homeotropic alignment. A uniform 
black texture should be observed provided that the polarizers are crossed; any bright 
regions indicate that planar domains are present that can sometimes be removed by 
repeated heating and cooling into the isotropic phase. Once a desired temperature is 
reached and the alignment quality is confirmed a voltage is then supplied from the 
function generator. A typical ramp rate for the voltage close to the threshold of the 
toroidal to stripe domain transition is ~0.1 Vmin-1. When the field strength is close 
to the threshold voltage a toroidal domain appears in the form of a bright circle, as 
shown in Fig [4.7i]. The slowly increasing voltage eventually makes it energetically 
favourable for the toroidal domain to split and for a stripe domain to propagate as 
shown in Fig [4.7ii], the instance this occurs is defined as Vth. Holding the voltage at 
a fixed value equal to or greater than Vth over time results in the stripe domain 
propagating through the sample as shown in Fig [4.7iii]. After each measurement is 
complete the sample is heated and cooled a few degrees into the nematic phase 
before the next measurement is carried out. It was found that it was not necessary to 
heat and cool into the isotropic phase between every measurement once good 
alignment has been initially achieved. 
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      (i)        (ii)         (iii) 
Figure [4.7]: The appearance of a toroidal domain is shown in (i), upon further application 
of a slowly increasing electric field the transition to a striped domain occurs as displayed in 
(ii). Over time, holding at a fixed electric field, the striped domain propagates through the 
sample as shown in (iii). 
 
 The repeatability of the values for Vth obtained was important to quantify as 
when considering the relative layer compressibility values in Section 4.6 a number 
of pieces of experimental data are combined. At two temperatures for each material 
Vth was measured a number of times in different positions on the cell. Due to the 
thickness variation of the constructed cells as well as any local variations in 
alignment the average variation in Vth was found to be approximately ±4%. 
 
 
4.5.3: Threshold Measurement Results 
 
 The results presented in this section were obtained by measuring the toroidal 
to stripe domain threshold as described in Section 4.5.2. All the data were obtained 
using cells constructed in-house that were filled with the eight materials previously 
described. 
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 In order to draw a comparison between this work and that of Li and 
Lavrentovic2, the same material that was used as the basis for their work was 
measured. The threshold voltage of the transition from a toroidal to stripe domain for 
CCN-47 is shown in Fig [4.8] as a function of temperature. The fit shown in 
Fig [4.8] is of the form, 
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where P1 is the theoretical value of Vth at 0 K, P2 is the nematic to smectic-A 
transition temperature and P3 is the power dependence. 
 
Figure [4.8]: The relationship between threshold voltage and temperature for the toroidal 
to stripe domain transition of CCN-47. The fit shown was only performed on data that were 
in the smectic-A phase, the data points obtained at a temperature above 31.5°C are clearly 
in the nematic phase.  
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Equation (4.1) can be rewritten as, 
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 and z = P3. For the fitting shown in Fig [4.8] 
the nematic to smectic-A transition is calculated as 31.4±0.1°C and the dependence 
of Vth with temperature variation τ is 0.42±0.03. It is not surprising that the transition 
temperature calculated by Li and Lavrentovic2, 30.7°C, was different to the value 
presented here as the intrinsic difference in absolute temperature of various 
temperature controllers is typically of the order ~2°C unless regular calibration is 
performed. The power dependence of Vth with respect to τ, the temperature variation, 
is a more suitable parameter for comparing the two sets of results. Li and 
Lavrentovic2 obtained a relationship of 03.032.00 ±= τthth VV  compared to the data 
presented here giving 03.042.00 ±= τthth VV . Such a difference in the power dependence 
may be attributed to the fact that different cells with different alignment agents were 
used by Li and Lavrentovic2. It is of greater importance that similar power 
dependence is obtained for the same type of cells when using different materials, this 
will be discussed further later in this section. 
 The threshold voltage of the toroidal to stripe domain transition was 
measured for cells of various thicknesses at two temperatures in order to verify the 
validity of Equation (2.14), 
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The second term in the brackets is small (~1%) compared to Wa, thus this reduces to, 
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Using cell thicknesses in the range 2.1±0.1 µm to 28.1±0.2 µm at 
temperatures of 22.0°C±0.1°C and 30.0°C±0.1°C the variation in the Vth is shown in 
Fig [4.8]. The lines added to Fig [4.9] are not linear fits of the experimental data 
shown; instead they are the result of using the fitted data from Fig [4.8] to obtain the 
values of Wa at 22°C and 30°C for the 13.5 µm cell. The values of Wa at 22°C and 
30°C are then substituted into Equation (4.3) in order to give the linear fits shown in 
Fig [4.9]. 
 
Figure [4.9]: The threshold voltage of the toroidal to stripe domain transition as a function 
of the square root of cell thickness for the material CCN-47. Diagonal crosses represent 
data points at a temperature of 22°C and horizontal crosses at a temperature of 30°C. 
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 Fig [4.9] shows that Equation (4.3), the reduced form of Equation (2.14), is a 
good fit of the experimental data obtained from multiple cell thicknesses. At the 
lower end of the cell thicknesses the experimental values for Vth are too low and for 
the larger cell thickness the measured values for Vth are too high. It could be the case 
that the thicknesses have been calculated too large. These issues will be discussed in 
Section 4.5.4. 
 The next material to be investigated was SCE13. Using a cell 11.1 µm in 
thickness the variation in threshold voltage with temperature is shown in Fig [4.10]. 
 
Figure [4.10]: The threshold of the toroidal to stripe domain transition as a function of 
temperature is shown for the material SCE13. The transition from the nematic to the 
smectic-A phase is calculated as P2 = 88.5±0.1°C. 
 
As expected the threshold voltages are higher for SCE13 than at corresponding 
temperatures below the nematic to smectic-A transition for CCN-47 due to the much 
smaller dielectric anisotropy of SCE13. The temperature dependence of the 
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threshold voltage variation for SCE13 is almost identical to that for CCN-47. For 
CCN-47 the fitting parameter P3 was 0.42±0.03 and for SCE13 the corresponding 
value was 0.41±0.03. The correlation between the P3 values is reassuring as this 
should not be a parameter that varies for different materials if the same cells are 
used. 
 For SCE13 the number of different cell thicknesses that could be used in 
order to measure Vth was smaller than for CCN-47 as the voltages required in the 
former case are much higher. The Vth data for the cell thicknesses that were available 
for measurement are shown in Fig [4.11]. 
 
Figure [4.11]: The threshold voltage of the toroidal to stripe domain transition as a function 
of the square root of cell thickness for the material SCE13. The upper data set (diagonal 
crosses) is at a temperature of 80.0°C and the lower data set (horizontal crosses) is at a 
temperature of 87.0°C. The lines shown are theoretical calculations using Equation (4.3) 
and the values of Vth obtained from the 11.1 µm thickness cell data in Fig [4.10].  
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The theoretical calculations shown in Fig [4.11] and Fig [4.13] were obtained 
in the same way as the lines shown in Fig [4.9] for the multiple cell thicknesses of 
CCN-47. The single thickness data in Fig [4.10] was used to obtain values for Wa at 
the two sets of temperatures, 80°C and 87°C; Equation (4.3) was used to calculate 
theoretical thickness data. 
 The first of the SC materials to be investigated was SC443. The variation of 
Vth with temperature in the nematic and smectic-A phase is shown in Fig [4.12] 
using a cell 11.4±0.2µm. 
Figure [4.12]: The threshold of the toroidal to stripe domain transition as a function of 
temperature is shown for the material SSC43. The transition from the nematic to the 
smectic-A phase is calculated as P2 = 87.3±0.1°C. 
 
SC443 has almost identical temperature dependence (P3) as CCN-47 and SCE13 
with values of 0.38±0.02, 0.042±0.03 and 0.41±0.03 respectively. Such a correlation 
in the temperature dependence for the three materials suggests that the type of 
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material contained within the cell does not influence the variation of Vth with respect 
to temperature but only the magnitude of the absolute values of Vth. 
Figure [4.13]: The threshold voltage of the toroidal to stripe domain transition as a function 
of the square root of cell thickness for the material SC443. The upper data set (diagonal 
crosses) is at a temperature of 78.0°C and the lower data set (horizontal crosses) is at a 
temperature of 85.0°C. 
 
 For the rest of the materials (SC446, SC448, SC452, SC455 and SC457) it 
was not deemed necessary to measure Vth for multiple thickness cells as fitting using 
Equation (4.3) yielded good agreements with the experimental data shown in 
Fig [4.9], Fig [4.11] and Fig [4.13]. Measurements to obtain Vth as a function of 
reduced temperature were carried out for all the materials in order to obtain surface 
anchoring data for all materials, explained in Section 4.5.5. 
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4.5.4: Further analysis 
 
 A possible source of the apparent discrepancy with the linear calculations of 
Vth with respect to d1/2 could be the fact that the second term in Equation (2.14) is 
more significant than simple calculations suggest. The binomial expansion of 
Equation (2.14) gives, 
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It is important to note that the binomial coefficients of such an expansion are 1, 
+ 2
1
, ,8
1
−  16
1+ +… Since the largest coefficients are positive this would mean 
that including the full version of Equation (2.14) would actually increase the value 
of Vth obtained, effectively shifting the data shown in Fig [4.8], Fig [4.10] and 
Fig [4.12] to the left, the opposite of what is desired. It is therefore more likely that 
there is an issue with the value of the thickness measurements. Although the error of 
the thickness measurements by the interference method is ±0.1 µm it is not known 
how thick the ITO and alignment layers are on the glass surfaces. In order to fully 
quantify the possible contribution of the extra layers on the glass a number of 
methods such as ellipsometry could be performed in future experiments. 
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4.5.5: Surface Anchoring Data 
 
 When combined with the dielectric anisotropy and cell thickness calculation 
the experimental values obtained for Vth for a single cell thickness can be used to 
calculate surface anchoring Wa for different temperatures using a rearranged form of 
Equation (4.3), 
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The calculated values of Wa as a function of the normalised reduced temperature 
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 for all the materials studied is shown in Fig [4.14]. 
 
Figure [4.14]: The surface anchoring for all the materials can be calculated from the 
threshold data obtained from single cell thickness. 
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The absolute values in surface anchoring shown in Fig [4.14] are of the order 
~10-3 Jm-2.  Recalling Equation (2.14), 
 
)(4 3132
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εε
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a
th ,     (2.14) 
 
and estimating a value for the curvature modulus K ~ 10-11N and using a typical 
layer spacing value of λ ~ 30Å for a cell thickness of h ~ 10 µm yields the second 
term in Equation (2.14) to be of order ~10-6 Jm-2. Compared to the typical values of 
Wa~10-3 Jm-2 then it is a fair assumption that 3
1
3
2
−−
>> λKhWa  and thus can be 
ignored for the work presented here. 
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4.6: Relative Layer Compressibility Values 
 
 Recall from Chapter 2 the following relationship proposed by Durand4, 
 
BdWF al ≈≈ ,        (2.17) 
 
where Fl is the energy required per unit surface needed to destroy the layered 
structure and d is the smectic layer spacing. Using Equation (2.17) and the data 
presented in Table [4.1] of the layer spacing data and the surface anchoring data in 
Fig [4.14] allows for relative layer compressibility to be calculated as shown in 
Fig [4.15].  
 
Figure [4.15]: The relative smectic layer compressibility of the eight materials studied as a 
function of τ= 





−
−
−
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T
TT
. 
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 The layer compressibility of all the materials has similar behaviour as a 
function of temperature. The sharp increase shortly after the transition before 
levelling out agrees with the observations of previous authors that have performed 
direct layer compressibility measurements26,27. 
Fig [4.15] shows that CCN-47 has the highest relative smectic layer 
compressibility out of all the materials. The core of CCN-47 is made up of 
cyclohexanes rather than the phenyl groups present in all the other materials. A 
cyclohexane ring is much more flexible than a phenyl ring and can also adopt many 
different conformations over time28. The terminal chains in the case of CCN-47 are 
similar in structure to any given conformation that a cyclohexane ring could adopt, 
whereas for the other materials there is a clear different between an aromatic core 
and the end chains. Therefore, it would be expected from basic considerations that 
CCN-47 would have a lower compressibility than the other materials. It is important 
to recognise however that CCN-47 has a much different chemical structure to the 
other materials. It has the shortest molecular length and also only has 2 rings in its 
core instead of the 3 that all the other materials possess. CCN-47 is also the only 
material that possesses a carbon and nitrogen triple bond which is very rigid. The 
other SC materials all have oxygen at the start of one of the end groups which may 
also affect the relative strength of the end chains in terms of compressibility. 
Focussing on just the SC443, SC446 and SC448 materials as they are 
members of an homologous series, differing only in the increasing length of one end 
group, their relative values of layer compressibility are shown in Fig [4.16]. 
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Figure [4.16]: The relative layer compressibility of the materials SC443, SC446 and SC448 
showing that SC443 has the largest layer compressibility. 
 
 From Fig [4.16] it is apparent that SC443 has larger layer compressibility 
than SC446 and SC448.  The observation that SC443 has the largest layer 
compressibility is intuitively correct as it has almost identical molecular structure to 
SC446 and SC448 apart from the fact that it has shorter end chains. The difference 
in the layer compressibility of SC446 and SC448 is within experimental errors and 
thus no strong conclusions can be made about which possesses the larger.  
 The relative layer compressibility of the materials SC452, SC455 and SC457 
that have end groups consisting of C5H11 on one end of the molecule and OC5H11, 
OC8H17 and OC10H21 on the other end is shown in Fig [4.17]. 
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Figure [4.17]: The relative layer compressibility of the materials SC452, SC455 and SC457. 
 
 As was the case with the comparison between SC443, SC446 and SC448, the 
material whose molecular length is shortest out of SC452, SC455 and SC457 has the 
largest layer compressibility (SC452 shown in Fig [4.17]). The data suggest that the 
longest molecule, SC457 (32.7±0.7Å), has larger layer compressibility than the 
slightly shorter SC455 (30.3±0.6Å). It should be noted that in a series of materials 
with increasing chain length the dependence on the chain length is most significant 
for the first few members of the series. For example, with increasing chain length the 
isotropic to nematic phase transition temperatures of 6CB, 8CB, 10CB and 12CB are 
27.0°C, 40.0°C, 52.0°C and 58.0°C respectively29. 
 In Fig [4.14] it is clear that SCE13 scales with the other materials and it is 
therefore a fair assumption that SCE13 has a similar chemical structure to the SC 
materials. Although the exact structure of SCE13 is not commercially available it is 
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known that it has phenyl rings and that fluorine atoms are present30, this correlates 
with the findings presented here. 
 
 
4.7: Summary of Chapter 4 
 
 By measuring the dielectric anisotropy and the threshold of the toroidal to 
stripe domain transition relative values for layer compressibility were obtained for 
eight materials. The measurements suggest that CCN-47 has the largest layer 
compressibility out of the materials studied although intuitively it should have the 
smallest. Such a disparity may be due to the fact it has a significantly different 
structure to the other materials studied. It may be the case that this method is most 
suitable for obtaining information from homologous series of materials, or at least 
materials with similar chemical structures. 
 No previous measurements of relative layer compressibility have been made 
previously using the toroidal to stripe domain method for multiple materials. Two 
sets of materials both yielded the largest layer compressibility for the material with 
the shortest chain length. For the larger chain lengths that end with OC8H17 and 
OC10H21 no clear disparity was observed. 
 With further theoretical work investigating the relationship proposed by 
Durand linking surface anchoring and smectic layer compressibility4: 
 
 BdWF al ≈≈ ,        (2.17) 
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it is possible that the experimental method used in this chapter may also be used to 
obtain absolute values of layer compressibility. The advantages to using the toroidal 
to stripe domain transition technique to obtain layer compressibility values over 
conventional methods using piezoelectric transducers26,27 is that this method is 
performed using standard electro-optic techniques, making it easier to set-up and 
quicker to perform measurements. 
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Chapter 5: Apparatus Construction to Directly Measure 
Layer Compressibility 
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5.1: Introduction 
 
The results of deforming smectic layers via magnetic and electric fields are 
presented in Chapter 3 and Chapter 4. These chapters yield several methods of 
measuring layer deformations and deducing layer compressibility indirectly. In order 
to obtain direct values for layer compressibility a custom made apparatus will need 
to be assembled2,3. An experiment needs to be designed and constructed that is 
capable of measuring small changes in the compressibility of an aligned sample as a 
function of both temperature and driving frequency. The key requirements of such 
an apparatus are listed in Section 5.2. The key to the apparatus will be the use of 
sensitive piezoelectric material. One piece of piezoelectric material will oscillate 
producing a sinusoidal variation in cell thickness of the order nanometres (as 
described in Sections 2.3 and 2.5), the other piece of piezoelectric material will 
produce a voltage upon receiving stress. Such a small perturbation should be 
detectable with good resolution but also maintain smectic layer integrity. 
 
 
5.2: Requirements 
 
o Stability 
Mechanical and electrical stability needs to be ensured in order to maximise the 
signal to noise ratio. This can be achieved through damping of any parts that are 
in contact with a desk and ensuring all metal parts are earthed. 
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o Operating Range 
A temperature operating range of at least room temperature to 150°C with 
stability of ±0.10C or greater is highly desirable in order to not restrict the range 
of materials that can be investigated. 
 
o Thickness 
The homeotropically aligned sample must have an accurately measureable 
thickness. Such a thickness can be measured via glass substrates forming a 
Fabry-Perot interferometer1.  
 
o Parallelism 
Parallelism of the glass plates has to be ensured to better than ~1µm over several 
millimetres in order to avoid an undesirable wedge geometry and minimise the 
presence of defects. The glass substrates also need to be moved reproducibly by 
several microns over all temperatures in order to achieve parallelism of the glass. 
 
o Viewing 
The sample must be able to be viewed via a microscope and measurements taken 
optically whilst the experiment is running. This will allow verification of the 
sample geometry.  
 
o Material Removal 
The liquid crystal sample must be easily removable in order for further materials 
to be investigated without damaging the apparatus or experiencing a large 
amount of down-time. 
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5.3: Overview 
 
The design implemented in these experiments is based upon original work 
carried out by French and Japanese groups in the mid 1980s2,3. For the experiments 
envisaged here, which would consider a wide variety of smectic systems, several 
modifications were necessary to improve upon the published designs in order to 
operate over a larger temperature range than previously possible. Past authors 
studied materials up to ~120°C4,5,6 therefore it would be desirable to operate at 
temperatures in excess of 150°C as this opens the door for studies of new materials. 
The basic design involves using piezoelectric material to send compression waves 
through a homeotropically aligned sample material of thickness h. The driving 
piezoelectric is known as the transducer and the other is known as the receiver, as 
shown in Fig [5.1].  
 
Figure [5.1]: In this diagram, the liquid crystal material is homeotropically aligned in the 
smectic-A phase. Only three layers are shown for clarity, in reality there would be several 
hundred to thousands of layers depending on the sample thickness h. 
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 It is critical that the sample is well aligned, homeotropically so that the layers 
are perpendicular to the glass, and that the glass surfaces are parallel to each other 
otherwise there will exist non-trivial wedge geometry7 or a high density of defects. 
The thickness of the sample must also be known to accuracy greater than 1% for the 
data to be analysed. The sample geometry and thickness are measured by using a 
microscope, viewing the sample in reflection through a central hole in the 
compressibility apparatus and a hole in the piezoelectric material as shown in 
overview in Fig [5.2]. Three equally spaced micrometers allow fine adjustment in 
the plane in which the bottom piece of piezoelectric material is orientated. This 
adjustment can be carried out while simultaneously viewing the sample through the 
microscope looking for a uniform texture. This information alone however, is not 
sufficient in order to ensure that the glass plates are parallel to each other. For this a 
Signal Recovery8 model 7265 spectrometer is used. This spectrometer is attached via 
a fibre optic cable to the trinocular head of the microscope in the configuration 
shown in Fig [5.2], light is passed through the sample and into this cable. The 
spectrometer allows measurement of interference fringes via a reflection spectrum 
accurate to ±0.1 nm. Such interference fringes are dependant on the degree of 
parallelism that the glass plates have; this is explained further in Section 5.7. 
Through the use of a simple program, the spacing between interference fringes can 
also give the cell thickness accurate to ~1%9. Such a method of measuring cell 
thickness only works when the refractive index of the material is known. This can be 
measured to an accuracy of ±0.00001 using a model 60/ED Abbe refractometer10. 
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The output signal from the piezoelectric receiver is proportional to the 
driving signal combined with information about the material between the plates as 
described in Section 2.5. A dual channel function generator is required to output two 
identical signals, one signal is inputted directly into a lock in amplifier, and the other 
signal is supplied directly to the piezoelectric transducer which produces an 
amplitude dependant displacement. Through the use of a lock-in amplifier in the 
configuration shown in Fig [5.2] the transferred signal amplitude and phase shift can 
be extracted from the output and recorded. The resulting data are free from transient 
effects and have a high signal to noise ratio due to the function of the Model 7265 
lock-in amplifier by Signal Recovery. It acts to ‘recover signals in the presence of an 
overwhelming noise background11’. The apparatus has to be capable of operating at 
temperatures up to 150°C, controlled via a computer to an accuracy of greater than 
±0.1°C. This is made possible by use of the double oven system described in 
Section 5.5. An external cooling source is also necessary in order to decrease the 
down time of the experiment in between runs. 
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5.4: Piezoelectric Material 
 
Piezoelectricity is a reversible effect whereby a material produces an 
electrical charge when subject to a deformation. The phenomenon was first 
demonstrated in 1880 by Jacques and Pierre Curie12 and over the next forty years 
such materials were used in sonar systems as well as early microphones. Today, a 
wide range of technology uses piezoelectric materials, one of the most common 
being a quartz crystal for use in watches and clocks due to its highly accurate 
vibrational frequency13.  
Piezoelectricity only occurs in crystals that do not possess a centre of 
symmetry14. The act of squeezing the crystal induces a structure change from 
isotropic to anisotropic resulting in a uniform polarisation direction throughout the 
crystal thus a voltage being produced15. The converse is also true, and the 
application of a voltage will result in a fractional change in the size of a piezoelectric 
crystal. Such a change is usually very small however, and for a typical piezoelectric 
device that is millimetres in size a variation in size in the order of microns will result 
for an applied voltage of volts16. 
 
 
5.5: The Compressibility Apparatus 
 
It is necessary to design and construct a custom made piece of equipment 
specifically for housing the piezoelectric ceramics and the glass cell. Such an 
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apparatus is not commercially available and any design needs to be compatible with 
the rest of the equipment shown in fig [5.2]. Encased within the compressibility 
apparatus is a heating element housing which consists of a Thermocoax17 heating 
element and a 100Ω Heraeus22 Platinum resistor. The resistor provides feedback to a 
Lakeshore18 temperature controller that can vary the output to the heating element as 
described in Section 5.7. One half of the glass cell is attached onto the heating 
element housing, and the other is attached to the underside of the inner housing as 
shown in a cross-section in Fig [5.3].  This inner section of the kit, constructed from 
copper, is then encased in an insulating stainless steel outer shell to decrease the 
effect of external thermal fluctuations; a breakdown of the various materials used is 
shown in Table [5.1].  
The complicated element of this apparatus is that the heating element 
housing which contains half of the cell and is the bottom of the unit, has to be able to 
move independently from the top half of the cell, i.e. the lid of the inner Copper 
shell. Full tilt in the plane of the upper glass cell must also be possible, whilst also 
being able to control the thickness of cell gap (~ 10’s µm). This is made possible 
through the use of three micrometers and Macor insulators in a triangular 
arrangement. The whole set-up is then mounted onto an Olympus microscope 
allowing the sample to be viewed either in reflection or in transmission using a white 
light source. A laser operating at 543.5 nm can also be incident through the sample 
and the spectrometer can be switched for a photodiode. This allows the monitoring 
of any fluctuations that may be occurring within the sample as they will be apparent 
as small intensity changes.   
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Figure [5.3]: Technical drawings of the compressibility apparatus, as both a top down view 
(left) and side on cross sectional view (right).  J. Rowcroft of the Physics drawing office 
constructed these drawings after discussions on initial designs. 
 
 
Item Number Description Material 
1 Air inlet St.Steel 
2 Air outlet St.Steel 
3 Outer lid St.Steel 
4 Inner lid Copper 
5 Piezoelectric material (x2) Ceramic 
6 Inner cover window Glass 
7 Outer cover window Glass 
8 Liquid crystal material - 
9 Heating element Thermocoax 
10 Heating element lid Copper 
11 Heating element housing Copper 
12 Outer body St.Steel 
13 Insulating material (x3) Macor 
14 Inner body Copper 
15 Insulated finger drive (x3) Macor 
16 Micrometer (x3) Various 
 
Table [5.1]: A table explaining the various components of the compressibility apparatus. 
The inner body that contains the heating element and the liquid crystal material is made of 
Copper due to its conductive properties. The outer insulating body is made of stainless steel 
due to its low cost, ease of machining and relatively low thermal conductivity. 
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Careful consideration has to be made of the dimensions of the apparatus. The 
critical parameter is the size of the cell being used, as this will directly constrain the 
size of piezoelectric ceramic that will be most efficient. Another important factor is 
that there will need to be a central hole through the entire apparatus to allow for light 
from a bulb or a laser to pass through so that the sample can be viewed in 
transmission. Similarly, the diameter of the upper holes in the inner and outer 
housing must be matched to the numerical aperture of an Olympus 10x microscope 
objective. This will allow an optimum amount of light to illuminate the sample in 
reflection whilst not being so large as to compromise thermal stability. 
 
 
5.6: Sample Dimensions 
 
The pieces of piezoelectric material, supplied by Morgan Ceramics19 are 
25.00 mm by 25.00 mm wide, and only 1.00 mm thick with a central drilled hole 
2.00 mm in diameter, as shown in Fig [5.4]. The size of this central hole is continued 
throughout the rest of the apparatus. The d33 constant of the piezoelectric material 
describes a relationship between the mechanical strain developed due to an applied 
electric field20. The subscript relates the displacement direction with respect to the 
surface on which the field is supplied. In this case a field is applied to the 25.00 mm 
by 25.00 mm surface and a displacement occurs perpendicular to this acting to 
increase the 1.00mm width. The value of the d33 constant is 620x10-12 CN-1, meaning 
that a displacement of around 5 nm will be achieved for an applied voltage of around 
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10 V21. This is easily obtained using conventional amplifiers, and the use of an AC 
voltage results in a sinusoidally varying displacement at the surfaces. 
 
 
 
 
 
 
 
 
 
Figure [5.4]: A side view (left) and top down view (right) of the liquid crystal sample 
contained between two 0.5mm pieces of glass (clear) and two pieces of piezoelectric 
material (dark). Dimensions given in millimetres. 
 
 The glass cells used consist of two separate glass slides, each coated with a 
material that will promote homeotropic alignment of the liquid crystal material. To 
contain a sufficient amount of material without leaking, two substrates of different 
sizes are used. One is 24.00 mm by 24.00 mm which acts as the ‘well’, and has 
50 µm optical fibres attached with UV curing glue around the edges to contain the 
material. The other is 18.00 mm by 18.00 mm and is attached to the upper piece of 
piezoelectric ceramic.  
 The glass is firmly attached to the piezoelectric ceramic slabs to ensure that 
minimal signal is lost in transmission (i.e. using a material that is effectively 
incompressible) but with the constraint that the glass can be removed easily without 
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damaging the piezoelectric ceramics, allowing samples to be changed. A method of 
attachment that matches these requirements is to use small amounts of nail varnish, 
placed inside each corner of the glass cell and then lightly pressing down using 
cleaned tweezers. To ensure a rigid connection the assembly is placed into an oven 
at ~50°C for around 30 minutes to solidify the nail varnish. To remove the glass, 
only a small amount of acetone needs to be used, capillary motion fills the gap 
between the glass cell and the piezoelectric ceramic and then the edge of a scalpel  
carefully placed into the gap can act as a lever to wedge the glass away from the 
ceramic. 
 
 
5.7: Temperature Control 
 
The materials of interest in this project are thermotropic liquid crystals. It has 
been shown5,6 that significant variation in the smectic layer compressibility can 
occur over relatively narrow temperatures ranges (a few tenths of a degree) around 
the smectic phase transition temperature(s). Therefore it is essential that the whole 
experiment is accurately temperature controlled with high stability. The 
compressibility apparatus was designed with this constraint in mind, with an inner 
copper shell that contains the heating element and the liquid crystal cell, surrounded 
by an outer insulating shell of stainless steel. 
A 50 Ω custom-made thermocoax heating element, constructed from a 
nickel-chromium core with an electrically insulating sheath, is embedded into the 
  171 
heating stage of the apparatus. In the lid of the inner copper shell a 100 Ω platinum 
resistance thermometer accurate to the order of hundreds of a degree Celsius 
supplied by Heraeus Sensor Technology22 is embedded using thermal paste to ensure 
a good thermal contact. In order to then monitor and regulate the temperature of the 
apparatus, the heating element and the resistor are connected to a LakeShore model 
332 temperature controller. The LakeShore temperature controller can also display 
independently the inputs of up to two sensors, and can also be configured to display 
a setpoint temperature and the heater output, as shown in Fig [5.5].  
 
 
 
 
Figure [5.5]: The front panel of the model 332 LakeShore temperature controller23. On the 
display, A and B represent two separate temperature sensors, S is the required setpoint for 
the system. It can also be seen that a specific power output can be selected; in this case, the 
maximum power output of the medium setting is 5W so the actual output is 1.8W. 
 
 When a setpoint temperature is entered, the LakeShore temperature 
controller will incrementally increase or decrease the heater output until the desired 
setpoint is reached, and it also has the capability to manually configure proportional 
integral differential24,25 (PID) settings allowing for increased efficiency. Using the 
same controls, the temperature controller can also ramp up or down the temperature 
at a required rate, allowing for accurate heating and cooling runs. 
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5.8: Optical Measurements 
 
As shown in Section 4.3 interference fringes can be used to measure the 
thickness between parallel glass plates. Another consequence of such interference 
fringes is that in the case of non-parallel glass plates there will be a sloping baseline, 
as shown in Fig [5.6]. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure [5.6]: Interference fringes for non-parallel glass plates measured at a central 
separation of 21.4±0.2 µm. However, due to the non-parallelism, the thickness variation 
over the total cell area would be significantly larger than ±0.2 µm. 
 
Adjustment of the three micrometer screws (shown as label 16 in Fig [5.3]) 
allows for fine adjustment of the plane of the lower glass substrate with respect to 
the fixed upper substrate. Viewing the interference spectra whilst simultaneously 
adjusting the micrometers makes it possible to obtain interference fringes with a 
horizontal baseline – representing parallelism of the glass plates.  
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5.9: LabView Program 
 
In order to co-ordinate all the various processes and flows of data from the 
pieces of equipment, a bespoke LabView26 program was constructed. This program 
was designed such that it is capable of receiving data from the lock in amplifier and 
the temperature controller and then storing desired information into an output text 
file for later analysis. 
 The program uses a visual interface in order to select how long to record data 
for and at which intervals, as shown in Fig [5.7].  
 
Figure [5.7]: The time delay between each measurement and the number of measurements 
to record can be easily selected at the start of each run. The current temperature is read 
from the Lakeshore temperature controller along with the phase, amplitude and frequency 
of the signal from the upper piezoelectric transducer, recorded by the lock in amplifier are 
displayed. 
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This program stores all the output information; phase angle between the 
reference signal and the output signal from the piezoelectric transducer, the signal 
amplitude as a multiple of the sensitivity (typically 100 nA) and frequency of the 
driving signal into a text file. The information in the text file enables graphs of the 
parameters to be easily constructed using Origin 6.127, for example of signal 
amplitude and phase angle as a function of temperature. Such graphs showing the 
output signal and phase shift as a function of reduced temperature will used in 
Chapter 6. 
 
 
5.10: Summary of Chapter 5 
 
 The requirements for constructing an apparatus capable of measuring smectic 
layer compressibility directly have been discussed. The key to the sensitivity of the 
compressibility apparatus is the use of piezoelectric transducers. The basic concept 
of piezoelectricity has been introduced and their role in measuring small 
perturbations has been explained. The design of the compressibility apparatus 
requires a number of pieces of equipment to be arranged in a specific configuration; 
a possible layout has been presented and the roles of the various pieces of equipment 
have been discussed.  
 A custom made assembly of copper and stainless steel forms an insulated 
oven that will contain liquid crystalline samples. Housed within this assembly are a 
platinum temperature resistor and a custom made heating element that, in 
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combination with a LakeShore temperature controller, enable accurate temperature 
control of the system to better than 0.1°C. Three micrometers built into the assembly 
allows independent adjustment of one of the glass surfaces with respect to the other. 
Through the use of a spectrometer interference fringes can be obtained that allows 
calculation of the cell thickness as well as verifying the parallelism of the glass 
plates. 
 A program was written that enables the whole experiment to be automated 
with a wide range of different settings, allowing data sets to be recorded over desired 
time periods. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  176 
References: 
                                                 
1
 C. Fabry, A. Perot, Ann. De Chimie et de Phys., 1897, 12, 459. 
2
 D Collin, J L Gallini and P Martinoty, Phys Rev A, 34, 3, 1986. 
3
 J Yamamoto, K Fujita, N Inoue, H Nakamura and K. Okano, Jap. Jour. App. Phys., 
26, 10, 1987. 
4
 M. Benzekri, J.P. Marcerou, H.T. Nguyen, J.C. Rouillon, Phys. Rev. B, 1990, 41, 
13. 
5
 S. Shibahara, J. Yamamoto, Y. Takanishi, K. Ishikawa, H. Takezoe, H. Tanaka, 
Phys. Rev. Lett., 2000, 85, 8. 
6
 S. Shibahara, J. Yamamoto, Y. Takanishi, K. Ishikawa, H. Takezoe, Jour. Phys. 
Soc. (Japan), 2002, 71, 3. 
7
 T. Carlsson, I.W. Stewart, F.M. Leslie, Liquid Crystals, 1991, 9, 5. 
8
 Signal Recovery, AMETEK Inc., Astro House, Brants Bridge, Bracknell, UK. 
9
 H.G. Yoon PhD Thesis, University of Manchester, 2008, p220. 
10
 Abbe 60 Refractometer, Bellingham and Stanley Ltd., Longfield Road, 
Turnbridge Wells, kent, England. 
11
 Signal Recovery Model 7265 Instruction Manual, 2002,  p1-2. 
12
 S. Katzir, The Beginnings of Piezoelectricity, Springer Netherlands, 2006, p.187. 
13
 A. Crossley, Institute of Radio Engineers - Proceedings, 16, 4, p.416-423, 1928. 
14
 R.C. Weast, M.J. Astle, Handbook of Chemistry and Physics, 63rd Edition, 1982, 
p.F-107. 
15
 P.A. Tipler, Physics for Scientists and Engineers, 4th Edition, 1999, p.775. 
16
 Physik Instrumente Catalogue, 
http://www.physikinstrumente.com/en/products/piezo/piezo_selection.php?table=all, 
Viewed April 2010. 
17
 Thermocoax UK Ltd, Manor Farm, Aubourn, Lincolnshire, England. 
18
 Lakeshore Cryotronics Inc., 575 McCorkle Blvd, Westerville, Ohio, USA. 
19
 Morgan Electro Ceramics Ltd., Buesledon Road, Thornhill, Southampton, 
Hampshire, England. 
  177 
                                                                                                                                         
20
 A.W. Warner, M. Onoe, G.A. Coquin, Journ. Acoustical Soc. Of America, 1966, 
5.4, 5.18. 
21
 Data sheet obtained from Morgan Electro Ceramics Ltd., Buesledon Road, 
Thornhill, Southampton, Hampshire, England. 
22
 Heraeus Sensor Technology, Kleinostheim, Germany. Website - http://heraeus-
sensor-technology.com/, June 2010. 
23
 Image from Lakeshore website - 
http://www.lakeshore.com/temp/cn/332frontpop.html, May 2009. 
24
 T. Stein, Schweizerische Bauzeitung, 1956, 74, 40, p610-616. 
25
 C.L. Smith, Computing Surveys, 1970, 2, 3. 
26
 LabView, National Instruments Corporation, N Mopac Expwy, Austin, Texas, 
USA. 
27
 OriginLab Corporation, One Roundhouse Plaza, Suite 303, Northampton, USA. 
 178 
 
 
 
 
 
 
 
 
Chapter 6: Direct Compressibility Measurements 
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6.1: Introduction 
 
 Chapter 4 presented an experimental technique for calculating relative layer 
compressibility. Such a technique does not give absolute values however and 
requires glass substrates prepared in an identical way to be used for all materials. In 
order to obtain absolute measurements of layer compressibility a custom made 
apparatus has been constructed. Within the time scale involved and the technical 
challenges faced in such a design it is not realistic that such an apparatus could be 
fully designed, built and commissioned to perform layer compressibility 
measurements with good accuracy. This chapter therefore focuses on the 
development of a custom made apparatus to directly measure layer compressibility 
with the aim of providing a solid foundation for future work. This chapter combines 
Section 2.5 from the theory chapter with the apparatus designed in Chapter 5. 
The various problems encountered during the development of the apparatus 
are discussed in this chapter along with solutions that were implemented into the 
design. Preliminary results obtained from the apparatus are shown along with 
analysis of the data. 
 
 
 
 
 
 
 180 
6.2: The Compressibility Apparatus 
 
Chapter 5 described the design of the compressibility apparatus and in 
particular the number of pieces of equipment that are necessary in order to perform 
measurements. Fig [6.1] shows the compressibility apparatus sitting in a custom 
made microscope assembly. The wires coming out of the compressibility apparatus 
have specific purposes, the input and output signals for the piezoelectric transducers, 
the platinum resistor, heater coil and earth wire. 
The apparatus was set up and connected as 
described in Section 5.3 with a dual function 
frequency generator, two amplifiers, oscilloscope, 
lock in amplifier, temperature controller and 
computer. The initial version of the compressibility 
apparatus however did not include the accurate way 
of measuring cell thickess via measurement of 
interference fringes, this was added later. An 
approximate thickness was obtained simply by 
adjusting the microscope focus between the two glass 
surfaces and estimating a thickness.  
Fig [6.1]: The microscope used to  
mount the compressibility apparatus. 
A cooling tube is clearly visible  
although the stainless steel lid is not 
shown for clarity. 
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6.3: Early Results 
 
 In preliminary experiments a glass cell treated with a homeotropic alignment 
agent containing a small amount of 8CB was placed in contact with the piezoelectric 
material but not physically attached. The apparatus was then heated to a few degrees 
above the isotropic to nematic transition of 8CB and then allowed to cool to room 
temperature. A LabView1 program was then used to record the resultant signal 
amplitude and phase transferred through the sample from one of the piezoelectric 
transducers. Recall from Chapter 2 that the output signal from the piezoelectric 
transducer Vout can be used to obtain the mechanical transfer ratio Z(ω), the real part 
of which is the layer compressibility and the imaginary part relates to the viscosity 
coefficients, 
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A typical graph exhibiting the behaviour of the transferred signal amplitude and 
phase is shown in Fig [6.2]. 
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Figure [6.2]: A graph showing the variation in transferred signal amplitude and phase 
angle at 1013 Hz when cooling a sample of 8CB from the isotropic phase through the 
nematic phase to the smectic-A phase, the dotted lines show the transitions. The left hand 
axis gives the relative output signal (black) as a multiple of a 50nA signal. The phase shift of 
the output signal (blue) compared to the reference signal is shown on the right axis. 
 
 Fig [6.2] clearly shows the isotropic to nematic phase transition and in 
particular the nematic to smectic-A phase transition is apparent. The layered 
structure of the smectic-A phase results in an increase of transferred signal 
amplitude by a factor of 2.5. Accompanying the sharp change in signal amplitude is 
a sudden change in phase angle of over 20°. It has been previously reported2 that at 
the nematic to smectic-A transition there is a first order change in phase angle of 
90°. Although Fig [6.2] does clearly show the phase transitions present in 8CB, the 
change in phase angle at the nematic to smectic-A transition is not as large as 
expected.  
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Other similar scans to Fig [6.2] were also obtained that clearly show the 
phase transitions but the quality of these varied greatly. Some scans appeared to 
have a large amount of noise and did not show any evidence of the phase transitions 
at all. Other scans did show the phase transitions but with smaller amplitude 
differences between the nematic and smectic-A phase than in Fig [6.2] as well as a 
smaller accompanying change in phase angle. 
  
 
6.4: Frequency Dependence 
 
 Some previous authors2,3 only measured layer compressibility at a single 
frequency. Yamamoto and Okano4 however also investigated the hydrodynamic 
behaviour of 8CB in the smectic-A phase as a function of driving frequency in the 
range 10 Hz to 1 kHz. They found that the real part of the transferred signal (relating 
to the layer compressibility) increased slightly with increasing frequency and that 
the imaginary part (relating to a combination of viscosity coefficients) diverged as 
the inverse of frequency. Due to this some frequencies (1 kHz – 2 kHz) above the 
range investigated by Yamamoto and Okano were used in order to look for any 
potential frequency dependant behaviour.  
Fig [6.3] shows the results from such experiments at two different cell 
thicknesses. The results shown in Fig [6.3i] were at a thickness of 25±10 µm 
whereas the results shown in Fig [6.3ii] were at a thickness of 40±10 µm. Although 
it was not initially an area of interest, the nematic phase appears to have an 
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unexpected behaviour with frequency. For example, in Fig [6.3i] the transferred 
signal amplitude in the nematic phase increases with decreasing temperature at 
1.13 kHz, remains constant at 1.51 kHz and decreases at 1.81 kHz. It is surprising 
that the transferred signal amplitude actually decreases with decreasing temperature 
at 1.81 kHz as the viscosity of the nematic phase increases with decreasing 
temperature. 
 The possible presence of resonant modes being set up within the cell was 
ruled out by investigating the signal magnitude with increasing frequency at a fixed 
temperature in the nematic phase, and a linear relationship was found. It is also 
possible that some sort of motion of the liquid crystal was being set up within the 
cell, unfortunately this could be simply viewed using the microscope due to the 
homeotropic texture. Instead the cell was illuminated with a 543.5 nm laser and the 
transmitted light intensity was measured using a photodiode. It was hoped that 
varying the driving frequency at a fixed temperature in the nematic phase would 
provide an indication of any motion that may be occurring within the sample as this 
would result in a decrease in transmitted light intensity. Such measurements proved 
inconclusive however due to the resolution of the photodiode. 
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        (i)               (ii) 
Fig [6.3]: The transmitted signal amplitude and phase angle with respect to temperature for 
various driving frequencies. (i) At a thickness of 25±10 µm and (ii) at a thickness of 
40±10 µm. 
 
 It was evident during these measurements and subsequent measurements that 
attempted to reproduce them that there are several problems with the compressibility 
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apparatus. Large fluctuations in both the transferred signal and phase frequently 
appeared in the scans that did not relate to phase transitions; some of these were 
attributed to the heating coil controlling the rate of cooling and inadvertently 
affecting the measurements. Even with the heating coil turned off completely after 
reaching the isotropic phase noise was still a major problem, this was attributed to 
either external vibrations or electrical interference. 
 Another major issue with the compressibility apparatus was the inability to 
accurate quantify the thickness of the cell gap as well as having confidence that the 
plates were parallel to each other. It is easily possible that an unintentional wedge 
geometry was present therefore it is necessary to implement changes to the design 
that would enable the parallelism of the plates to be known. 
 
 
6.5: Developing the Compressibility Apparatus 
6.5.1: Main Issues With Apparatus 
 
 Due to the small currents involved (of the order 10’s nA) it is unsurprising 
that electrical interference is an issue. The heater coil, platinum temperature resistor 
and the driving piezoelectric transducer connections all act as sources of electric 
inductance that is amplified since the majority of the apparatus is constructed from 
metal. A number of steps were taken to minimise the sources of electrical 
interference. The cables connecting the piezoelectric material to the function 
generator and the lock in amplifier were replaced with shielded coaxial cable. The 
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platinum resistor was embedded within the compressibility apparatus in electrically 
insulating thermal paste instead of just standard thermal paste. The piezoelectric 
material was also embedded into the compressibility apparatus using electrically 
insulating thermal paste. Each metal section of the compressibility apparatus was 
individually earthed to remove any stray currents that may be present. 
 The piezoelectric ceramic transducers are very sensitive to any vibrations, 
and it was evident that even a door closing on the other side of the lab influenced 
measurements. The compressibility apparatus was placed on top of an anti-vibration 
optical table in order to reduce the presence of any external vibrations on the 
measurements. 
 The most major change that needed to be implemented into the 
compressibility apparatus was the ability to measure the cell thickness and ensure 
the parallelism of the plates in real time. Section 4.3 described the method of using 
interference fringes to measure the thickness between two ITO coated glass plates 
separated by an air gap. For these experiments the thickness needs to be measured 
with the liquid crystal material present in the gap. The glass substrates used in initial 
experiments were not coated with ITO; as such thickness measurements were 
impossible due to the similar refractive indices of the glass and the liquid crystal. In 
order to get clear interference fringes arising from the inner surfaces of the glass and 
liquid crystal interface the glass substrates were coated with a thin layer of gold by 
Siltint5. The layer of gold allows for clear interference fringes to be obtained with 
liquid crystal material between the glass substrates up to a thickness of ~50 µm, the 
parallelism of the substrates can also be clearly observed as explained in Section 5.8. 
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The only drawback with this method is that the refractive index of the liquid crystal 
needs to be accurately known in order to calculate the thickness between the glass 
substrates. 
 
 
6.5.2: Abbe Measurements 
 
In order to accurately measure the refractive index of the liquid crystal a 
model 60/ED Abbe refractometer6 was used. Such a refractometer uses a 589.6 nm 
sodium lamp and two prisms with a refractive index of 1.761807 to measure the 
refractive index of a thin layer of a homeotropically aligned liquid crystal in the 
range of 1.29990 to 1.73649 with an accuracy of ±0.00001. The two refractive 
indicies no and ne of the liquid crystal can be distinguished by using two orthogonal 
polarisation states of the incident light. A water bath attached to the refractometer 
allows for accurate temperature control of the sample to within 0.1°C. 
 Since the refractive indicies of 8CB have already been previously measured8 
the refractive indicies of 10CB were measured additionally, as shown in Fig [6.4], 
offering a second potential sample for study, specifically with only a smectic-A to 
isotropic transition as many of the target materials were also expected to not have a 
nematic phase. As expected the two refractive indicies no and ne are identical in the 
isotropic phase and a first order transition is observed when the sample is cooled into 
the smectic-A phase.  
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Fig [6.4]: The refractive indicies of 10CB as a function of reduced temperature. 10CB has a 
direct transition from the isotropic to the smectic-A phase at 50.5°C. The errors involved 
are smaller than the symbol sizes. 
 
 The values obtained for the refractive indicies of 10CB were as expected for 
a cyanobiphenyl material, with a birefringence in the order of ∆n = 0.169. It is clear 
that using the Abbe to measure the refractive indices of a liquid crystal is both 
efficient and accurate and would be a suitable method for measuring materials that 
are used on the compressibility apparatus. 
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6.6: Future Directions 
 
 The compressibility apparatus is now capable of measuring the gap thickness 
whilst a liquid crystal sample is present and the parallelism of the surfaces can be 
observed. The system should also be much less susceptible to electrical noise and 
any external vibrations that greatly affected past measurements. Calibrating the 
system using a fluid with well known viscosity such as silicone would allow for 
future measurements to yield absolute values of layer compressibility when 
combined with the theory presented in Chapter 2. 
 
 
6.7: Summary of Chapter 6 
 
 Preliminary results obtained by the original construction of the 
compressibility apparatus were promising in terms of clearly showing the phase 
transitions but lacked consistency. Interesting frequency dependant behaviour of the 
nematic phase was observed but the results were not easily repeatable and could not 
be quantified with confidence due to the coarse thickness measurement method. 
Numerous problems were evident with the apparatus in its current form and it was 
clear that a number of changes needed to be made. 
After extensive work developing the compressibility apparatus there is a 
strong possibility that consistent and straightforward measurement on layer 
compressibility will be possible in future experiments. The groundwork laid down in 
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the form of many failed measurements and noisy data sets has led to the apparatus 
being in a much improved state.  
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7.1: Summary of Thesis 
 
 The initial aim of this thesis was to improve our understanding of the 
complex smectic phases by examining the layer compressibility of liquid crystalline 
materials that exhibit intermediate phases. An appropriate starting point was to 
investigate the most basic smectic phase, the smectic-A phase. The response of the 
smectic-A phase to external fields was investigated in the form of both magnetic 
fields and electric fields. The measurement of smectic layer compressibility was also 
a source of particular interest.  
The effect of magnetic fields was investigated in Chapter 3 through 
experiments using a 4 T magnet at the European Synchrotron Radiation Facility in 
Grenoble, France. The main area of interest was the field induced deformations of 
smectic-A layers due to a large magnetic field after a sudden rotation. The 
observations by previous authors that investigated ‘thin1’ and ‘thick2,3’ samples were 
distinguished whereby the smectic-A layers would either become disordered and 
reorder in the field direction or rotate as a monodomain. The work presented in this 
thesis describes the discovery of a new, third reorientation mechanism that is the 
intermediate stage between the previously known mechanisms, observed in cells of 
thicknesses 270 µm and 340 µm. The timescale of the previously unreported step 
wise reorientation was between tens and hundreds of seconds. 
 Chapter 4 focussed on the behaviour of smectic-A layers in electric fields in 
the homeotropic to planar geometry. Through measurement of the toroidal to stripe 
domain transition it was possible to obtain the relative smectic layer compressibility 
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of eight materials – the first time such a method has been used to compare groups of 
materials. Such a comparison required a combination of toroidal to stripe domain 
threshold measurements, dielectric anisotropy measurements and cell thickness data. 
A clear difference in relative layer compressibility was observed for materials with 
short chain lengths compared to similar materials with longer chains. The 
measurements yielded the result that shorter molecules possess larger relative layer 
compressibility than identical molecules with a longer end group. The relative 
smectic layer compressibility of the materials with the shortest molecular length in 
two separate homologous series of materials were clearly higher than the longer 
materials. With increasing chain length it appears as though the relationship between 
smectic layer compressibility and molecular length is not as clear, possible due to 
the formation of alternate molecular configurations. 
 The construction of an apparatus capable of measuring absolute values of 
smectic layer compressibility for multiple materials was the focus of Chapter 5. A 
number of considerations were made on how to produce consistent, clean 
measurements that were free of noise. Preliminary results obtained from the 
compressibility apparatus were shown in Chapter 6 and a discussion on the issues 
affecting measurements was presented. The changes that were implemented into the 
apparatus were described with the main improvement being the ability to accurately 
measure the thickness between the glass surfaces with liquid crystal material present 
as well as verifying a parallel geometry. Other changes made to the apparatus 
involved minimising the influence of any external vibrations. The construction of an 
apparatus to directly measure smectic layer compressibility is clearly intricate in 
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nature, but the foundations have been laid to enable accurate measurements to be 
made in future work. 
 
 
7.2: Future Directions 
  
 This thesis covered a wide range of experimental techniques in order to 
investigate the behaviour of smectic-A layers in a variety of situations. The 
discovery of a new reorientation mechanism for smectic-A layers in a magnetic field 
is worthy of further research. The relative dependence of the parameters involved in 
the reorientation of smectic-A layers is both an intriguing and complex issue. In 
order to fully understand the importance of rotation angle, reduced temperature and 
cell thickness a range of further experiments would be necessary using cell thickness 
in the range 350-1000 µm. Due to the complex nature of the system and the balance 
between the parameters involved future work should focus on continuing 
investigations with 8CB before moving onto other materials. 
The measurement of relative smectic layer compressibility using electro-
optic methods is a convenient way to obtain structural information on groups of 
materials with similar structures. The results obtained were notable since 
measurements on surface anchoring by previous authors vary by up to two orders of 
magnitude depending on the material, alignment type and experimental method4. A 
thorough series of measurements in the nematic phase of the eight materials studied 
in this thesis would allow us to at least discover whether the anchoring energy is 
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comparable for similar materials and alignment, allowing a more thorough test of the 
assumption that BdWa ~ . It would be interesting to investigate a large group of 
materials that have an increasing end group length at a wider range of temperatures 
than was examined in the data shown in Chapter 4 (up to 10°C below the nematic to 
smectic-A transition). Provided that good homeotropic alignment could be obtained 
it should also be possible to measure the toroidal to stripe domain transition for 
materials that have a direct isotropic to smectic-A transition, opening the door for a 
wider range of materials to be investigated. 
 The most unfortunate aspect of the work presented in the thesis is that due to 
complications in the development of the design it was not possible to verify the 
completion of a fully operational compressibility apparatus. With further work 
including calibrating the apparatus with fluids of known viscosity it should be 
possible to perform absolute measurement of layer compressibility. Such 
measurements can be compared by measuring 8CB with those published by previous 
authors5. Although measurement on materials exhibiting extraordinarily large 
intermediate smectic phases6 was not possible, it is hoped that such measurements 
can be performed in the future and the theoretical predictions of Taylor et. al7. can 
be tested. 
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Time-resolved x-ray studies of the dynamics of smectic-A layer realignment by 
magnetic fields 
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Abstract: 
 
While the rotation of smectic layers under an applied field may at first appear to be a 
relatively simple problem, the dynamic processes involved are rather complex. An applied 
field produces a torque on the liquid crystal director, but has no direct influence on the 
smectic layers. If the director is reoriented significantly, however, the layers must also 
reorient in order to accommodate this the layered structure is produced by short-range 
molecular interactions. Indeed, if the liquid crystalline order is not maintained during the 
realignment then matters become even more complex. In this paper we use time-resolved x-
ray scattering to investigate the realignment of smectic-A layers in thin-film devices using a 
magnetic field. No evidence is found for continuous rotation of the smectic layers under any 
circumstances in such devices, a result that is not found when using bulk samples. No 
evidence indicating the formation of the nematic phase is observed during realignment. A 
molecular-dynamics technique is used to model the system which indicates that the sample 
becomes significantly disorganized during the realignment process when large angular 
rotations are induced. 
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Thickness dependence of the reorientation dynamics of smectic-A layers in magnetic 
fields via time-resolved x-ray studies 
 
S. D. Siemianowski,1 P. D. Brimicombe,1 S. Jaradat,1 P. Thompson,2 W. Bras,3 and  
H. F. Gleeson.1 
 
1School of Physics and Astronomy, University of Manchester, Manchester, M13 9PL, United 
Kingdom. 
2XMaS, UK-CRG, European Synchrotron Radiation Facility, BP220, F-38043 Grenoble Cedex, 
France. 
3Netherlands Organisation for Scientific Research (NWO), Dubble GRG,European Synchrotron 
Radiation Facility, BP220, 6 rue JulesHorowitz, F-38043 Grenoble, Cedex, France. 
 
 
Abstract: 
 
The rotation dynamics of Sm-A layers in a field is non-trivial, and can occur via a number of 
different mechanisms. Although the reorientation of smectic layers in electric fields has 
been investigated in some detail, there are still questions to be answered about their 
behaviour in magnetic fields. Through the use of small angle time-resolved x-ray scattering 
we show that, depending on the sample thickness, in this case 170 µm, 240 µm or 340 µm, 
the Sm-A layers can act as either a bulk or surface constrained ‘thin’ sample during 
realignment in a 4T magnetic field. The details of the realignment process are revealed by 
the time-evolution of the small-angle X-ray scattering pattern, which exhibits either 
continual rotation, showing the sample is in a monodomain, or complete disordering and re-
ordering the time-evolution of the small angle x-ray scattering. Evidence is also provided of 
intermediate cases where both behaviours are observed simultaneously resulting in a step-
wise reorientation mechanism. Reorientation was observed at temperatures up to 4°C below 
the nematic to Sm-A transition. 
 
