Abstract -Rare cases are often interesting for health professionals, physicians, researchers and clinicians in order to reuse and disseminate experiences in healthcare. However, mining, i.e. identification of rare cases in electronic patient records, is non-trivial for information technology. This paper investigates a number of well-known clustering algorithms and finally applies a 2 nd order clustering approach by combining the Fuzzy C-means algorithm with the Hierarchical one. The approach was used to identify rare cases from 1572 patient cases in the domain of post-operative pain treatment. The results show that the approach enables the identification of rare cases in the domain of post-operative pain treatment and 18% of cases were identified as rare.
I. INTRODUCTION
Rare cases can often be seen as outliers since they are an observation of data that deviates from the regular observation i.e. they do not comply with general behaviour of the data [1] . In the project PAIN OUT 1 , clinicians suggest that approximately 10-30% of the post-operative patients do not fit with recommended procedures due to individual factors and unusual or exceptional clinical situations. Cases that do not follow any standard protocol can be classified as "rare case". These "rare cases" often needed adaptation of standard procedures and personalised treatment. Moreover, outcome of these patients using different treatments by clinicians and hospitals may vary and the interesting cases are patients who experienced severe or mild pain. The outcome scale is defined on a range from 0 to 10 with an average value of the all pain measurements scale. The patients who have experienced "no or little pain" are defined as exceptionally good cases and those who have experienced "severe pain" or close to "severe pain" are defined as unusually bad cases in the "rare case" group. Severe pain may cause further medical problems and slow recovery. These rare cases are important to consider and could be used in a clinical decision support system (CDSS) [2] . Using rare cases the system could generate a warning and give references to similar bad or good cases. This will help a clinician to formulate an individual treatment plan. The quality of individual postoperative pain treatment can be improved if relevant similar cases and experience are presented to the clinician, especially if the patient needs special medical consideration. Therefore, identification of rare cases is important in the domain of post-operative pain treatment.
Outlier detection aims to mine cases that carry uncommon events, deviant objects, and exceptions [3] . In data mining, unlike statistical methods, the clustering-based approach is one that is used to identify outliers [4] with little or no knowledge about data distribution. Clustering algorithms can be used directly or after combination [5] [6] [7] . In this paper, a number of clustering algorithms are explored in order to propose a clustering-based approach to identify rare cases in the medical domain. Kmeans, Fuzzy C-means (FCM), Gaussian mixer model and Hierarchical clustering have been identified as promising choices. These algorithms are compared based on variance, frequency, execution time and percentage of identified cases. Finally, a 2 nd order clustering approach is proposed that combines the FCM algorithm with the Hierarchical clustering algorithm. In this study, an experimental work is carried out with 1572 cases (with 100% data availability) from the post-operative pain treatment domain. According to the experimental work, 17.60% of the total cases (276 out of 1572) were identified as rare through the 2 nd order clustering approach. Further, comparison among the four well known clustering algorithms was carried out using the same data set and the results are presented and discussed in the paper.
The paper is organized as follows; related work is outlined in chapter 2. Chapter 3 gives an overview of the materials together with the relevant methods. The approach for combining the clustering methods (FCM and Hierarchical) is presented in chapter 4. In chapter 5, the experimental works and the results are presented and discussed in chapter 6. Finally in chapter 7, the paper is concluded with the summary and main contribution of the paper.
II. RELATED WORK
A review of the literature was carried out to identify studies investigating outlier detection in post-operative pain treatment. No relevant studies were found. However, some work has been carried out in other medical fields where outliers are identified using clustering-based approaches on single and/or multidimensional data sets. Anbarasi et al (2011) use a clustering technique together with Thompson's Tau method in multidimensional medical data [5] . Similarly, Sheng-Yi et al in paper [8] , proposed an approach that determines outliers in two stages 1) 1 st all the datasets are clustered into several groups and then 2) gained clusters identify the outlier cluster. A comparison among different well known clustering algorithms is also presented in [7] and [9] . In addition, a detailed literature study is conducted to identify widely used clustering methods, the finding are summarised in the next chapter.
III. METERIALS AND METHODS
The PAIN OUT project is creating a "European PostOperative Pain Registry" with data obtained from postsurgical patients in 11 hospitals throughout Europe. The data is collected by surveyors using a two part questionnaires, assessing issues such as: 1) a brief history related to pain, screening, demographics, type of surgery and anaesthesia, treatments for management of pain during surgery, recovery room and ward; 2) patient-reported outcomes using an adapted version of the American Pain Society-Pain Outcome Questionnaire-Revised (APS-POQ-R). These include assessments of pain, related to intensity and interference of the pain with activities such as breathing, moving in and out of bed [10] . 3793 patient records with a total 1026 attributes including system fields (database ids, dates, etc.) were obtained from the Pain Registry and used in this part. However, 1572 patient records were selected for this study based on completeness of the data sets, i.e. 100% data availability were checked through a 'data pre-processing' step.
A. Data pre-processing
Data pre-processing was carried out through a case formulation (each record as a case) where each patient record was divided into three parts. They are 1) all the patient related information, medical history, premedications, screening and demographics are formulated as problems 2) information about treatments for pain during surgery, recovery room and ward are formulated as solutions and 3) patient-reported outcomes are formulated as outcomes. Here, the problems part of the cases is used in clustering process and the outcomes part of the cases is used for classification. Here, problems part of the cases is used in clustering process and outcomes part of the cases is used for classification. A feature abstraction was carried out on the problems and outcomes in order to reduce number of attributes and finally 17 features were selected to formulate a case. Note that, the solutions part contains around 685 attributes, which are not further considered for clustering process since they contain important medicine information that might be destroyed during abstraction. Table  1 shows an example of the case library after features abstraction with few patient's records as case, where ID= Case id, S1= Inclusion criteria, S2= Sleep or Sedation level, D1=Gender, D2=Age, D3=Weight, D6=Language, D8= Comorbidities, D9= Existing state, D10= Chronic pain, D11= Opioid before admission, M1= Sedatives (premedication), M2= Non-opioids pre-medication), M3= Opioids pre-medication), D12= Surgical procedure(s), D12a= Major surgical procedure, outcome= Average value of pain measurements (0-10 scale). A discussion about case formulation and feature abstraction is presented in [2] . Table 1 .An example of the case library after the features abstraction. 
B. Methods
According to Barnet and Lewis, 'an outlier is an observation that is numerically distant from the rest of the data' [11] . Again, Johnson described in [12] , an outlier is an observation in a data set which appears to be inconsistent with the rest of data in that set. Various approaches could be used to mine rare cases by means of outlier detection. For example, Statistical methods, are generally based on a known underlying distribution of the observations [11] [13] . Using the statistical methods, the deviated observations can be extracted from normal distribution as outliers. However, the method is not suitable for our data set since the knowledge of underlying data distribution of our multidimensional data set is unknown. Another way is to apply Density based approach where each object belonging to a group is assigned a degree of being an outlier and the degree is termed as Local Outlier Factor (LOF) [14] . However, the value of LOF which depends on the dataset i.e. LOF = 1.2 could be used to determine outliers in one data set whereas in different data set LOF = 2 (i.e even more then 1.2) could not be used to determine outliers. This paper focuses on clustering-based approched in order to indentify rare cases in post-operative pain domain. A literature search using the major search engines (Google Scholar, IEEE Xplore, Science Direct and Web of Science) was conducted to select the major/principal clustering methods. Arround 50 articles were selected for the study where clustering algorithms, outlier detection, and datamining were used as keywords. In Table 2 lists a summary of articles relevant to each particular clustering methodology. It has been observed that certain methodologies are more common in applications than others due to their simplicity and flexibility to apply them in different domains. Thus, the top four well known clustering algorithms (K-means, Fuzzy C-means, Gaussian mixer model and Hierarchical) are selected for a comparison using the post-operative pain data set. However, only the FCM and Hierarchical methods were applied in a 2 nd order clustering manner since they have shown (according to this study and experimental work) to be well suited for the domain in order to mining the rare cases. FCM, also referred to as soft clustering, is an unsupervised clustering algorithm that has been applied to a wide range of problems involving feature analysis, clustering and classifier design. It is similar in structure to the K-means algorithm and also behaves in a similar way [19] [20] except that the fuzzy behaviour is also considered. It is a clustering method that allows one piece of data to belong to two or more clusters. It associates each element that represents a set of membership levels. The algorithm is presented in several steps in Fig. 1 . The Hierarchical algorithm clusters data over a variety of scales by creating a hierarchical structure (tree) or 'dendrogram'. The tree is not a single set of clusters, but rather a multilevel hierarchy, where clusters at one level are joined as clusters at the next level [9] . It is then further divided into two categories, bottom up, i.e., agglomerative and the top down, i.e., divisive clustering. To perform agglomerative Hierarchical cluster on a data set, the algorithm uses the following procedures: 1. It calculates the distance between every pair of objects in a data set in order to find similarity or dissimilarity. 2. It collects or groups the objects into a binary, hierarchical cluster tree. Here, pairs of objects that are close to each other are linked. Since all the objects are paired into the binary clusters, newly formed clusters are grouped to larger clusters until a hierarchical tree is formed. 3. It determines cutting position of the hierarchical tree into clusters. Here, it prunes the branches off at the bottom of the hierarchical tree, and assigns all the objects below the cutting point to a single cluster.
IV. THE 2 nd ORDER CLUSTERING APPROCH
For the clustering purpose only the problem part (i.e 15 features excluding ID and outcome) of the cases are considered and the clustering is conducted in two stages. The FCM is applied in 1 st stage and the Hierarchical algorithm is applied in 2 nd stage on each clusters (achieved in 1 st order clustering) and thus, the term "2 nd order" is introduced in the approch. Fig. 2 illustrates the steps that are taken into consideration while searching for the rare cases. A data pre-processing including feature abstraction step is performed on the 3793 records of post-operative pain patients. In total 1572 cases with 17 features (1 for case ID, 15 for problems and 1 for outcomes) were obtained after the data preprocessing step which is discussed in the previous chapter. However, only 15 features in the problems part of the cases were used in clustering. All the clustering algorithms and the user interface to identify rare cases were developed in MATLAB and applied MATLAB build-in clustering functions.
The 1 st order clustering was carried out using FCM algorithm on the problems part of the cases. FCM is applied as a multi-variant clustering where 15 features are involved excluding ID of the cases. The main goal of this stage is the pertitioning, i.e. all the cases should be divided into several small groups with similar frequency. Here, the percentage of average variance (i.e. algorithm runs 10 times for each k) is used as a function to determine the number of clusters. where m is any real number greater than 1, uij is the degree of membership of xi in the cluster j, xi is the i th of d-dimensional measured data, cj is the d-dimension center of the cluster, and ||*|| is any norm expressing the similarity between any measured data and the center. In the 2 nd order, these 9 clusters are used and the Hierarchical clustering algorithm is applied in each cluster. In Hierarchical, the distance between pairs of objects is calculated using Euclidean distance as a default parameter of the MATLAB function 'pdist'. The linkage function applies 'single' (i.e. shortage distance) as default parameter which determines the objects in the data set that should be grouped into clusters. Finally, a cluster function is applied to group the sample data set into clusters by specifying the cluster's number. Here, the cluster's number is determined by observing the percentage of the case frequency. That is, the algorithm continues its iteration by increasing the number of clusters as long as at least two clusters obtained more than 10% of whole cases. Then, the clusters with small sizes (i.e. less than 10 %) are selected as the rare case cluster and thus, the approach has marked 17.60% (i.e. 276 out of 1572) as rare cases.
The last step in Fig. 2 , determines the 232 cases whether they are exceptionally good (i.e. average outcome is 0-3.9 on the 0-10 scale) or unusually bad (i.e. average outcome is 6-10 on the 0-10 scale) according to pain outcome (the threshold for good/bad may be changed). The attribute outcome is the average value of the pain measurements for each case. A clinician may be most interested in the extreme cases first (0/10) when looking for similar case among the rare cases. Thus, the approach obtained 158 cases as unusually bad and 104 cases as exceptionally good. Only 14 cases with the average outcome value between 4 and 5 were found among the set of rare cases.
V. EXPERIMENTAL WORKS AND RESULT
In the experimental works, the four clustering algorithms were compared with each other, considering execution times, frequencies and variances. Since the main goal in 1 st order clustering is to partition the whole cases into smaller groups with lower variance (i.e. cases are more or less equally distributed), the objective of the comparisons is to identify the appropriate technique for partitioning. In Table  3 , the execution time of each algorithm with increased number of clusters is presented. Here, both the problems (with 15 features excluding ID) and outcomes (with 1 feature) parts are used as multi-variant and single-variant clustering. However, the problems part of the cases is not well fitted for the algorithm Gaussian matrix model. It can be seen from the table that the K-means algorithm executes with less elapsed time both the parts of the cases. Similarly, FCM algorithm shows better partitioning compare to the other methods and the frequency i.e. number of cases in each cluster is presented in Table 4 . Table 4 . Comparison results between the clustering algorithms considering the problems and outcomes parts of the cases, the frequency of each cluster (when number of clusters is 9) are presented.
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Frequency (number of cases in each cluster) Fig. 4 presents comparisons between the clustering algorithms using Probability Distribution Function (PDF) or bell curves where the number of cases in each cluster obtained with lowest variance. Here, FCM shows better distribution of cases for each cluster since the PDF peak is high and the width is low. In Fig. 5 , the variance value against the number of iterations (i.e. same algorithm runs with 9 clusters again and again) of each algorithm are illustrated. As the figure shows, FCM obtained lower variances for most of the iterations considering both the problems and outcomes parts of the cases. It could be observed that Hierarchical clustering algorithm is suitable for identifying outliers and FCM is suitable for partitioning the whole cases into smaller groups. However, only 22 cases out of 1572 i.e. only 2% cases were identified by the Hierarchical algorithm when there are 9 clusters. It could also be observed that the variance of FCM clustering considering the outcomes part of the cases (B in Fig. 5.) is same for all the iterations, only the sequences of the clusters are changed as presented in Table 5 .
A. Result
Among the 1572 cases there are 371 cases containing the average outcomes value greater or equal to five i.e. 23.6% patients have experienced severe pain and 1201 cases containing outcome value less than to 5 i.e. 76.4% patients have experienced less or no pain. While combining the implementation of the FCM and Hierarchical algorithms, the 2 nd order clustering approach has succeeded to identify 17.6 percent cases as rare from the whole cases. Among the rare cases ≈ 57.25% of the cases are found as unusually bad and ≈ 37.68% of the cases are found as exceptionally good. However, about 5% of the rare cases contain the average outcomes value between 4 and 5. Table 6 presents the total number of cases, rare and regular cases for each cluster. VI. DISCUSSION This paper focuses on several clustering algorithms in order to identify rare cases in the post-operative pain domain. The motivation behind the focus on cluster-based approach is that clustering algorithms also work without knowledge of the data distribution, whereas, statistical methods are dependented on knwoldege of data distribution. Clustering methods are also able to handle large databases and high dimensional data structures. Using these algorithms, data can be clustered randomly and there is no need to calculate LOF like the Density based approach. The analysis carried out here, show that the Hierarchical algorithm is working well to identify outliers and FCM is the best among the others in order to divide a large data set into several smaller ones (data sets). However, FCM requires longer execution time than kmeans and less execution time than the Hierarchical and Gaussian matrix model algorithms. The number of clusters is determined by considering the average variance of 10 times iteration of the FCM algorithm. The Hierarchical algorithm was also applied on the complete data set (1572) without splitting it into smaller groups. However, the result obtained using this algorithm was not acceptable. The algorithm has succeeded to determine only 2% of cases as rare when there are 9 clusters. In addition, Hierarchical clustering algorithm is performed by considering the relative distance rather by finding out the less and exceptional population. This is why the whole cases were divided into several smaller groups in 1 st order clustering and then in 2 nd order clustering, the Hierarchical clustering is applied on the problems part of the cases. This strategy provided an improved result for determining the rare cases. As we have mentioned earlier in the introduction chapter, in post-operative pain treatment domain it is of value to identify rare cases. By applying the 2 nd order clustering approach in pain out data sets it shows that around 18% of cases are identified as rare case. However, validation by an expert of the domain is important to see whether the identified cases are really rare cases and determine the accuracy of the number of rare cases will be performed. Among all cases (i.e. 1572), 23.6% of the cases are unusually bad considering the outcome value greater or equal to 5 of the cases. Again, among the rare cases (i.e. 276), around 57.25% of the cases are also classified as unusually bad by the approach. This could be interpreted that it is more difficult to secure a good pain treatment for the rare cases. Clinical findings are beyond the scope of this paper but an ongoing part of the PAIN-OUT project.
VII. CONCLUSIONS
Identification of rare cases is valuable in any medical domain such as in post-operative pain treatment. Rare case mining in terms of outlier detection is a topic that achieves increasing attention by researchers in information technology. This paper combines the FCM and Hierarchical clustering algorithms in 2 nd order clustering manner in order to mine rare cases. The main contributions of the paper are twofold, 1) investigation of popular clustering methods through a literature search and comparing them to identify which method fits best with the post-operative pain data set. 2) implementation of the 2 nd order clustering approach where the FCM and the Hierarchical algorithms are combined. The analysis assessed 1572 patients' records in post-operative pain domain and demonstrated that the approach is suitable and well fitting for this domain. Finally, 18% of cases from the whole cases library i.e. 276 out of 1572 were identified as rare cases. In an overall goal of reducing pain it shows that with the given dataset the proposed approach allows identification of "rare cases" that often cause high level of pain (57% compared with 23.6%) without including the pain level i.e. outcome in the clustering. The result will be a part of an overall approach to improve the quality of individual pain treatment in the PAIN OUT project.
