Here is an overview of some of our main results. Let I = [0, 1] , the unit interval of the real line. By C (I) we denote the space of all continuous maps from I to I . For x ∈ I , B (x) denotes the open ball of radius centered at x, that is B (x) = {y ∈ I: |x − y| < }. For f and h in C(I), we write h − f = d( f , h) = sup x∈I | f (x) − h(x)| and, hence, B ( f ) = {g ∈ C(I): f − g < }.
Given a point x in I , the sequence γ ( Here is how we proceed. Sections 2 and 3 are dedicated to periodic, recurrent and chain recurrent sets of continuous alternating systems. Basic properties of these sets are developed, and we see that some, but certainly not all, of the properties associated with P ( f ), R( f ) and CR( f ) are maintained in the new setting. Section 4 is dedicated to the study of Λ :
and Section 5 considers the map L :
Main results are found in Theorems 4.8, 4.13, 5.3, 5.4 and Corollary 5.15. In Section 6 we study the continuity structure of the map ω : 
Remark 2.6. By exchanging f and g we also have
From the proof of the previous lemma we deduce the following result: Lemma 2.7. Suppose f and g are in C (I). Then This gives
We next develop the adding machines. As in [13] and [12] , much of the terminology is borrowed from [4] .
where Z k = {0, . . . ,k − 1}. We use the product topology on α . Hence, as a topological space, it is homeomorphic to the Cantor space. Instead of the usual coordinate-wise addition, we add two elements of α with "carry over" to the right. 
is a dynamical system known in various contexts as a solenoid, adding machine or odometer.
We refer to f α as an adding machine or an odometer [3, 4] .
Fix α ∈ (N \ {1}) N . We define a function M α from the set of primes into N ∪ {∞} as follows. For each prime p, let
where n(i) is the largest power of p which divides α(i). We call odometers of type ∞ the odometers associated with those α for which M α (p) = ∞ for all p. Theorems 2.11 and 2.12 give a beautiful characterization of adding machines up to topological conjugacy is due to Block and Keesling [4] . (1) Take x = 1 4 . Let l : I → I be continuous so that a. ω( 3 4 , l) is an odometer of type ∞, , l) = ω( 3 4 , f • g) we can modify g in a small neighborhood of 3 4 , and not affect the dynamics on ω(
iii. extend g 1 to all of I (and, hence, on all of B ( 3 4 )) using the Tietze extension theorem. Now,
iii. extend f 1 to all of I (and, hence, on all of B ( 1 4 )) using the Tietze extension theorem.
(7) Then a. 1 4 ∈ ω(
,
, l)).
.
. Let > 0 be given and let x, y, be any points of I . An -chain, or pseudo-orbit, from x to y is a finite sequence 
⇐ Let > 0. It suffices to show that there exists an -chain from 
Lemma 3.5. Let f and g be elements of C (I).
Lemma 3.6. Let f and g be elements of
) as n → ∞, and x is contained in at least one of the collections {ω(x, g n • f n ): n 1}, {ω(x, f n • g n ): n 1} infinitely often, it follows that x is contained in at least one of the sets
Lemma 3.7. Let f and g be elements of
as k tends to ∞ and is strictly monotone, and set, for
. We now pull back the sequences {b i,k } k and {l i,k } k to their pre-images in B γ
If there is more than one possible choice
We now define the function f 1 :
. . ,n − 1, so that we maintain our periodic orbit,
By the first part of the proof applied to the point x and the map h, there exists
Remark 4.12. In Proposition 4.11 we have proved a bit more. We now have orb
}. Since S = n=1 ∞S n , we need to show that S n is both dense and open in I. (2) We verify that S n is a dense subset of I (note: if S n is dense in I then S n is dense in C (I)). Let f ∈ I \ S n with > 0. Since CR :
We do this using Proposition 4.11.
, and
and g ∈ S n . 2 Corollary 4.14. If g ∈ I then there exists a residual set S ⊆ C (I) such that the map Λ :
The collection of ω-limit sets of [ f , g]
Let (K , H ) be the metric space consisting of all non-empty closed subsets of K. Thus, K ∈ K if K is a non-empty family of non-empty closed sets in I such that K is closed in K with respect to H. We endow K so that K 1 and K 2 are close with respect to H if each member of K 1 is close to some member of K 2 with respect to H, and vice versa. This metric space is compact [6, 23] .
Theorem 5.2. (See [16, Theorem 4.6].) Let f be an element of C (I). Then L( f ) is contained in the Hausdorff closure of the finite ω-limit sets of f whenever P ( f ) = CR( f ).

Theorem 5.3. Let f and g be elements of C (I). Then L([ f , g]) is contained in the Hausdorff closure of the finite ω-limit sets of
(
Definition 5.5. We say that a periodic orbit A of f of period n 1 is a p-stable periodic orbit if for any > 0 there is a δ > 0 such that any g ∈ C (I) with f − g < δ has a periodic orbit B of period n satisfying H(A, B) < . Denote by S( f ) the collection of p-stable periodic orbits of f . Following immediately from these definitions we have [24, Proposition 4.2] .) The mapΩ : C (I) → K given by f →Ω( f ) is upper semicontinuous.
Proposition 5.7. (See [24, Proposition 4.1].) Let f ∈ C (I). Then,Ω( f ) is closed in (K, H).
Proposition 5.8. (See
Proposition 5.9. (See [24, Proposition 4.3].) If f ∈ C (I) for which S(
We want to show that, typically, the map L :
is continuous. From Theorem 5.4, it suffices to show that, typically, the map taking
Proof. Since f is uniformly continuous there is δ > 0 so that |x − y| < δ < 4 
Our goal is to create an -chain {x 0 , x 1 , . . . , x n } using the points {y 0 , y 1 , . . . , y m } so that x 0 = x n and for 0 j m there exists 0 i n so that {x 0 , x 1 , . . . , x t } ⊆ {y 0 , y 1 , . . . , y m }. We can always extend {x 0 , x 1 , . . . , x t = y r } to {x 0 , x 1 , . . . , x t , x t+1 } as an 2 -chain, as there exists Moreover, because {y 0 , y 1 , . . . , y m } contains m +1 elements, for some h m +2 we will arrive at an 2 -chain {x 0 , x 1 , . . . , x h } with x h = x j where x j ∈ {x 0 , x 1 , . . . , x h−1 }. That is, {x j , x j+1 , . . . , x h } is an 2 -chain where the first element coincides with the last one.
If {y 0 , y 1 , . . . , y m } ⊆ {x j , x j+1 , . . . , x h }, then we are done. Suppose, then, that {y 0 , y 1 , . . . , y m } is not a subset of  {x j , x j+1 , . . . , x h }. We show that when this is the case {x j , x j+1 , . . . , x h } can always be extended as an 2 -chain to include some y i ∈ {y 0 , y 1 , . . . , y m } \ {x j , x j+1 , . . . , x h }. From this our conclusion will follow. To this end, let
This allows us to form the -chain {x j , . . . ,
As before, we can extend {x j , . . . , z 1 } to {x j , . . . , z 1 , z 2 } where z 2 = y j for some 0 j m. We continue to do this till we get s 2 minimal so that z s ∈ {x j , . . . , x h }.
is an 2 -chain whose the first and last elements coincide, and contains at least one more element of {y 0 , y 1 , . . . , y m } than does {x j , . . . , x n }. 2
Lemma 5.12. Let f and g be in
Proof. Using Lemma 5.11, let β = {x 0 , x 1 , . . . , x n } ⊆ L be an 2 -chain with respect to f • g so that x 0 = x n and H(L, β) < 2 . We define an appropriate h : I → I so that h < , and set f 1 = h • f . The starting point for our development of h is to take
may not be distinct. Thus, we use points y i close to x i that get mapped to points y i+1 close to x i+1 by f • g. That we are able to find distinct points y i follows from the fact that f and g are contained in I.
Since f • g is uniformly continuous, there exists 4 
We define h as follows:
(4) Now, extend h to all of [0, 1] so that h < using the Tietze extension theorem. (C(I), · ) .
It follows that
}. It suffices to show that B n is nowhere dense for any n. We first show that I \ B n is dense. Let f ∈ B n . SinceΩ : C (I) → K is upper semicontinuous, there exists δ > 0 so that
. Choose f 1 ∈ C (I) so that f 1 − f < δ and there is a stable periodic orbit
6. The map ω Theorem 6.1. The map ω :
We omit the proof of the following lemma as it is a standard induction calculus argument: 
Since A is an F σ set and B is a G δσ set it follows that A ∩ B is a G δσ set. 2
Corollary 6.5. The map ω :
is in the second class of Baire.
, one sees that ω 2 is the composition of a continuous function with a Baire 2 function, so that ω 2 is in the second class of Baire, too. Our conclusion follows by recalling that ω : Then (g • f , ω(x, g • f )) is α-adic if and only if ( f • g, ω( f (x), f • g) 
