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Mode folding in systems with local interaction: unitary and non-unitary
transformations using tensor states
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An approach to the simulation of locally interacting systems is demonstrated and assayed. The
proposal is built upon the concept of folding of bosonic modes previously introduced in the context
of linear dynamics and can be seen as an alternative to Trotter-Susuki expansion in studies of
quantum propagation based on tensor states. It is shown that evolution as well as ground state
computations can be implemented and that test simulations deliver comparatively accurate results.
The whole analysis provides insight into the way well-known quantum precursors affect mean values
and fluctuations in realistic setups.
PACS numbers: 05.30.Jp, 05.10.Cc, 02.70.
INTRODUCTION
The study of numerical methods of quantum mechan-
ics has become an exciting and increasingly active field
of research, not only because numerical methods are ex-
tremely important as simulation instruments, but also
because they help understand the underlying functioning
of the quantum theory. Such is the case of Density Ma-
trix Renormalization Group (DMRG), which has played
an important role in this sense since its inception. Time
Evolving Block Decimation (TEBD) has appeared more
recently and integrates elements of DMRG with concepts
of quantum computation. Both DMRG and TEBD have
inspired a number of variants such as tDMRG, iTEBD,
MPS, MERA and PEPS, to mention just a few [1, 2].
However, there exist instances where the lack of efficient
simulation protocols is yet an issue. Here, a proposal
in this direction is explored, namely, a method that can
be used to simulate real as well as imaginary quantum
evolution under more relaxed conditions than those en-
countered in standard TEBD applications. This paper
expands on the themes first addressed in reference [3],
and can be seen as its continuation, especially in what
concerns to the inclusion of interaction and the treatment
of non-unitary transformations.
Many of the efforts devoted during recent times to the
study of efficient simulation options have been motivated
by the remarkable advancement in cold atom experiments
and the possibility of probing fundamental theoretical
models in the laboratory [4]. As a result, applications
of numerical methods based on tensor states are getting
increasingly common in descriptions of quantum gases
in optical lattices [5–9]. Tensor states display an assort-
ment of properties that can be exploited to absorb sym-
metries and implement transformations selectively rather
that on the whole Hilbert space [10–12]. Nevertheless, in
the present work tensor states are used as a tool that
allow to put in practice the design outlined throughout
the analysis that follows.
Let us introduce the Bose-Hubbard Hamiltonian in one
dimension as follows
Hˆ =
N∑
j=1
U
2
nˆj(nˆj−1)−J
(
aˆ†j+1aˆj + aˆ
†
j aˆj+1
)
+µj nˆj, (1)
being nˆj = aˆ
†
j aˆj , while aˆj and aˆ
†
k satisfy [aˆj , aˆ
†
k] = δ
k
j
and [aˆj , aˆk] = 0 for j, k = 1, 2, ..., N . Operators aˆj and
aˆ†j represent the jth mode. If these modes are associ-
ated to Wannier functions with no significant overlap in
position [13, 14], as it is normally the case in applica-
tions of the Bose-Hubbard model, then j numbers a site
in a quantum chain. In order to allow for benchmarking
against TEBD, open boundary conditions are embraced,
aˆ†N+1 = aˆN+1 = 0, yet the validity of the central argu-
ments here is not tied to such a specific kind of boundary
conditions. Moreover, periodic boundary conditions were
used in [3]. The Bose-Hubbard model undergoes a contin-
uous phase transition from Mott insulator to Superfluid
and its phase diagram as well as its phenomenology has
been worked out in various contributions [15–17].
The standard version of TEBD makes use of the Trotter-
Suzuki Expansion (TSE) [18] to decompose the evolu-
tion operator as a product of transformations involving
only nearest neighbor sites. This is done by splitting
the evolution operator in two sub-evolutions, each gener-
ated by a part of the Hamiltonian grouping every other
term of the sum in (1). The approach is efficacious, but
it delimits the spectrum of applications to Hamiltonians
with nearest-neighbor hopping or interaction, and open
boundary conditions too. Here it is proposed to separate
the Hamiltonian into single-particle and many-particle
operators, such as they are understood from a second-
quantization perspective, and then write the evolution
operator as a composition of infinitesimal evolutions for
each part. A second order split can thus be considered
as follows
e−itsHˆ ≈ e−i
ts
2 HˆMP e−itsHˆSP e−i
ts
2 HˆMP , (2)
2knowing that
HˆSP =
N∑
j=1
(
−
U
2
+ µj
)
nˆj − J
(
aˆ†j+1aˆj + aˆ
†
j aˆj+1
)
,
(3)
HˆMP =
N∑
j=1
U
2
nˆ2j . (4)
The only request being that the terms appearing in HˆMP ,
i.e., the interaction, must be local, but HˆSP can take any
form as long as it remains single-body. Under the action
of single-particle transformations, it is known that the
mode operators inherit the properties normally assigned
to states and in particular a form of linearity that in turn
induces a form of unitariety which governs the coefficients
of the mode operators. It is this unitariety that will be
important for the development of the current proposal
and should be differentiated from the most common and
general notion of unitariety.
Independently of the formulation of the exponential
split, the simulation protocols that have relevance in this
study employ the tensorial representation and the up-
dating routines for one- and two-site transformations on
a quantum chain that were first introduced in [19]. In
coherence to this, the cost of a given computation is re-
ported by the variable χ, which establishes, in the shape
of a polynomial, the maximum number of arithmetic op-
erations necessary to calculate the action of an operator
on at most two consecutive sites of the chain. It will be
seen that all these elements play a role in the conception
and testing of the methodologies that are the focus of
this review.
In the next section the fundamentals of the technique,
here referred to in general as mode folding (MF), are ex-
plained. Then it is seen how interaction is incorporated
and how the whole proposal performs against characteris-
tic parameters and in comparison to TSE. Subsequently,
it is shown how to work with non-unitary transforma-
tions and the particularities found in the calculation of
ground states. It is pointed out that different versions of
the proposal can be used together in cases where ground
state and evolution are both required, such as in studies
of quench dynamics. Alternative approaches and conclu-
sions are presented in the last part.
MODE FOLDING
A solution of the Schrodinger equation for a system of
identical particles is given by
|ψ(t)〉 =
N∏
q=1
(
αˆ†q
)nq
√
nq!
|0〉, (5)
where αˆ†q(t) = e
−itHˆ aˆ†qe
itHˆ (~ = 1). N is the number of
modes andM =
∑N
q=1 nq is the total number of particles.
It follows from Eq. (5) that |ψ(0)〉 =
∏N
q=1 |nq〉. If only
single-particle transformations are considered (U = 0),
then the evolution modes behave linearly (for the sake
of clarity, time dependencies are stressed in some of the
subsequent expressions)
αˆ†q(t) = c1,q(t)aˆ
†
1 + c2,q(t)aˆ
†
2 + ...+ cN,q(t)aˆ
†
N . (6)
The coefficients in this expression depend essentially on
HˆSP through a closed system of dynamical equations.
Unitary operations on |ψ(t)〉 can be seen as transforma-
tions that act simultaneously on every αˆ†q. There are
two types of such transformations that have applications
in the folding method. The first one affects mode opera-
tors individually and is used to make the coefficients real.
Such an effect is achieved by implementing the inverse of
rˆ
[l]
k (t) = e
iφl,k(t)aˆ
†
l
aˆl , φl,k(t) = arg cl,k(t), (7)
getting as a result cl,kaˆ
†
l → |cl,k|aˆ
†
l . When this is done
consecutively for l = 1, 2, ..., N only real coefficients are
left in the equivalent of Eq. (6) with q = k. The cl,k’s can
then be redefined as the absolute values of the original
coefficients. The other type of transformation involves
pairs of modes and is given by the inverse of
Rˆ
[j+1,j]
k (t) = e
iθj,k(t)Jˆ
[j+1,j]
y , (8)
Jˆ [j+1,j]y =
1
2i
(
aˆ†j+1aˆj − aˆ
†
j aˆj+1
)
. (9)
The transformation is essentially a rotation since its gen-
erator is a genuine quantum angular momentum. The
procedure yields
Rˆ
[j+1,j]
k
−1 (
cj+1,q aˆ
†
j+1 + cj,qaˆ
†
j
)
Rˆ
[j+1,j]
k ,
= c′j+1,q aˆ
†
j+1 + c
′
j,qaˆ
†
j , (10)
c′j+1,q = cj+1,q cos
(
θj,k
2
)
− cj,q sin
(
θj,k
2
)
, (11)
c′j,q = cj+1,q sin
(
θj,k
2
)
+ cj,q cos
(
θj,k
2
)
. (12)
The fact that the change on the coefficients is unitary is
pivotal to the ensuing discussion. After making c′j+1,q =
0 it follows
tan
(
θj,q
2
)
=
cj+1,q
cj,q
. (13)
As a result, operator aˆ†j+1 is neutralized in αˆ
†
q. In order
to see the complete action of these operations, let us pro-
pose a view in which the evolved modes appear stacked
as shown by (14). Transformations affect all the coeffi-
cients vertically aligned. In the first part of the proposed
3protocol, all the coefficients in the first row of the stack,
i.e., those belonging to αˆ†1, are stripped from their com-
plex phases employing transformations of the first kind.
Notice that once this has been completed, all the coeffi-
cients in the stack have most likely changed, not just the
ones in the first row. The next step consists in making
aˆ†N disappear from the first row by operating on the two
columns at the left of the stack, as indicated in (14), and
then making c′N,1 = 0. This cancellation technique is re-
peated systematically, advancing toward the right, until
all the operators except aˆ†1 are eliminated from the first
row, as indicated by (15) and (16). It is worth noticing
that the last of these operations entails the cancellation
of all but the top aˆ†1 in the column at the right extreme of
the stack, by virtue of the unitariety of all previous trans-
formations and the fact that the modes are orthonormal.
At the end of this first series (or layer) of changes, the
first mode has been folded and the stack of operators ap-
pears just like (17). The second layer of operations is
aimed at folding the second mode and has a very simi-
lar structure, but it is carried without reaching the first
mode, lest it unfolds. The scheme goes on in an orderly
manner until the stack is left with a different operator in
every level. At this point, it can be argued that the sys-
tem has been returned to its initial state independently
of the distribution of nq’s in Eq. (5).
Rˆ
[N,N−1]
1
−1
cN,1aˆ
†
N + cN−1,1aˆ
†
N−1 +cN−2,1aˆ
†
N−2 · · ·+ c1,1aˆ
†
1
cN,2aˆ
†
N + cN−1,2aˆ
†
N−1 +cN−2,2aˆ
†
N−2 · · ·+ c1,2aˆ
†
1
. . . . . .
cN,N aˆ
†
N + cN−1,N aˆ
†
N−1 +cN−2,N aˆ
†
N−2 · · ·+ c1,N aˆ
†
1
(14)
Rˆ
[N−1,N−2]
1
−1
c′N−1,1aˆ
†
N−1 + cN−2,1aˆ
†
N−2 · · ·+ c1,1aˆ
†
1
c′N,2aˆ
†
N+ c
′
N−1,2aˆ
†
N−1 + cN−2,2aˆ
†
N−2 · · ·+ c1,2aˆ
†
1
. . . . . . . . .
c′N,N aˆ
†
N+ c
′
N−1,N aˆ
†
N−1 + cN−2,N aˆ
†
N−2 · · ·+ c1,N aˆ
†
1
(15)
...
Rˆ
[2,1]
1
−1
c′2,1aˆ
†
2 + c1,1aˆ
†
1
c′N,2aˆ
†
N + · · ·+ c
′′
3,2aˆ
†
3+ c
′
2,2aˆ
†
2 + c1,2aˆ
†
1
. . . . . .
c′N,N aˆ
†
N + · · ·+ c
′′
3,N aˆ
†
3+ c
′
2,N aˆ
†
2 + c1,N aˆ
†
1
(16)
aˆ†1
c′N,2aˆ
†
N + · · ·+ c
′′
3,2aˆ
†
3 + c
′′
2,2aˆ
†
2
. . .
c′N,N aˆ
†
N + · · ·+ c
′′
3,N aˆ
†
3 + c
′′
2,N aˆ
†
2
(17)
Having determined the set of transformations required
by this folding mechanism, it is possible to reassemble
the evolved state implementing the sequence in reverse
order. All of this can be mathematically synthesized as
|ψ(t)〉 =
1∏
k=N

 N∏
l=k
rˆ
[l]
k (t)
N−1∏
j=k<N
Rˆ
[j+1,j]
k (t)

 |ψ(0)〉.
(18)
However, Eq. (18) is not the only possibility. In par-
ticular, if the stack is folded starting by αˆ†N , it is found
instead
|ψ(t)〉 =
N∏
k=1

N−k+1∏
l=N
rˆ
[l]
k
N−k+1<N∏
j=N−1
Rˆ
[j+1,j]
k

 |ψ(0)〉.
(19)
Henceforth this latter approach will be referred to as the
inverse MF, in order to differentiate it from the former
scheme, or “normal” MF. Although both forms are in
principle equivalent, it will be seen that their numerics
might display different accuracy.
THE INCLUSION OF INTERACTION AND THE
CASE OF RAPIDLY DECAYING COEFFICIENTS
Since |ψ(0)〉 in Eqs. (18) and (19) can be any Fock
state, it is possible to extend the formalism by writing
an arbitrary initial state as a superposition of Fock states
and then using the fact that the quantum evolution op-
erator acts linearly on such a superposition. In order to
incorporate interaction effects, the evolution operator is
split, as in Eq. (2), into single-particle and many-particle
step evolutions. The tensorial representation of the state
is obtained applying the unitary transformations related
to MF, which account for the single-particle step, as well
as the many-particle step using the updating protocols
demonstrated in Ref. [19]. Furthermore, because the in-
teraction terms are assumed to be local, the latter step
does not alter χ, i.e., it does not produce changes in
the size of the tensorial representation. To test the pro-
posal, the obtained matrix product state (MPS) is passed
to the Fock basis and then compared to benchmark re-
sults found from the diagonalization of the correspond-
ing Hamiltonian in the Fock basis. In order to manage
the error incurred by splitting the evolution operator,
ts must be made small compared to the eigenvalues of
the Hamiltonian. As a consequence, the distribution of
coefficients in (14) is highly sparse, with most of the co-
efficients falling below machine accuracy. The exception
being diagonal elements, which remain close to one, and
their neighbors. As small coefficients can be a source of
numerical errors, it is convenient to simply drop them
and fold what is left of the stack. This leads to a slightly
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FIG. 1: Numerical error delivered by MF under different circumstances in boson chains of size N = M = 8. (a) These
calculations correspond to Hamiltonian (1) with U = 1, J = 1, µ = 0. In addition, ts = 10
−3 and χ = 105. (b)-(c) Inverse MF
for different time slices. The simulated systems correspond to U = 1, J = 1, µ = 0, and χ = 105. (d)-(e) Error comparison
between second order implementations of inverse MF and TSE for different U . In both cases J = 1, µ = 0, ts = 10
−3 and
χ = 105. (f) ∆ = 1−|〈ψG|ψ(τ )〉|
2 for various values of τs in ground state calculations for U = 10, J = 1, µ = 0 and χ = O(10).
In all six graphs the initial state displays one boson at each site.
different version of Eq. (18), namely
|ψ(t+ts)〉 =
1∏
k=N

k+η<N∏
l=k
rˆ
[l]
k
k+η−1<N−1∏
j=k<N
Rˆ
[j+1,j]
k

 |ψ(t)〉,
(20)
where η is the largest number of non-vanishing coeffi-
cients on either side of the stack diagonal. In order to
measure the difference between the results delivered by
MF and other reference results, the following error mea-
sure is introduced ∆ = 1 − |〈ψ′|ψ〉|2, where |ψ〉′ comes
from a tensorial representation and |ψ〉 from a standard
matricial analysis. It can be seen in figure 1(a) that differ-
ent versions of MF produce results with distinct accura-
cies. It can also be seen that the best estimation is given
by the inverse MF, although the difference with the next
best estimation is rather marginal. The observed opti-
mal parameter is η = 2, but in general the appropriate
η depends on the distribution of coefficients in (14). For
small values of ts the distribution is tight and the optimal
η is short. Likewise, η should grow with increasing ts. It
is empirically seen that the best performance is achieved
when the smallest considered coefficient is approximately
of the same order of magnitude than the square root of
machine accuracy. The reduction in correctness observed
when more coefficients are included occurs because sub-
stantial error is transmitted to some folding angles cal-
culated using coefficients with an insufficient number of
significant figures at the beginning of each layer of calcu-
lations. Contrariwise, no such a tendency is observed in
the inverse scheme since, even though poorly estimated
coefficients are retained, the folding routine starts by the
biggest coefficients on each layer. This makes inverse MF
reliable, although it requires the inclusion of all the fold-
ing operations. Normal folding taking less coefficients
is numerically more efficient, but a little bit less exact.
Figures 1(b) and 1(c) show the characteristic behavior of
the error as a function of time for different values of the
time slice. For relatively large ts, ∆’s growth is essen-
tially polynomial. As ts diminishes, the corresponding
error curves scale down until for an optimal time slice
the error starts showing saturation. As ts diminishes
further, the error scales up but the saturation profile re-
mains. It can therefore be argued that while the theo-
retical error is gradually suppressed with decreasing ts,
the computing error caused by division by small numbers
augments. Similarly, the optimal value χ = 105 seems to
be independent of the values given to η and ts. How-
ever, the dependence of the error with respect to χ is
rather characteristic. Making χ slightly smaller than its
optimal value produces exponentially growing deviations
from the actual state at very early times. This contrasts
with the behavior of ∆ in simulations where although the
time slice has been chosen well above its optimal value, χ
has remained at or above its equilibrium value. In such
cases the error growth is polynomial and the simulation
can be sustained for quite longer intervals. In this sense
it can be said that a right estimation of χ is more im-
portant for numerics than the chosen ts. This feature is
encountered in both MF and TSE simulations. The com-
parative graphs depicted in figures 1(d) and 1(e) suggest
that the difference in terms of deviations from the cor-
rect state between MF and TSE is minimal over a wide
range of values of the ratio U/J . Since it has been shown
in Ref. [3] that folding alone delivers results with a tol-
erance of the order of machine accuracy, it follows that
the observed error is mostly due to the splitting of the
evolution operator into single- and many particle parts
and that such an error is comparable to the one produced
by TSE. In terms of efficiency, because both approaches
seem to require the same χ, the determinant factor is the
number of transformations effectuated on pairs of modes
per loop in a computer routine, i.e., the number of up-
dates of the tensorial representation necessary to advance
the state a time ts. In a second order version such a num-
ber is approximately 3N/2 for TSE and Nη− η(η+1)/2
for MF. The difference can be understood in terms of the
5cost associated to the inclusion of more hopping terms
in MF, in contrast to the less-strict neighbor approach
dictated by TSE.
NON-UNITARY TRANSFORMATIONS AND
THE CALCULATION OF GROUND STATES
Ground states play a prominent role in the study of
quantum systems and it is known that they usually dis-
play less entanglement than dynamical states. As a con-
sequence, the associated simulation cost in terms of ten-
sor states is manageable to a great extent. Simulation
protocols that rely on MPS can be formulated as vari-
ational methods. This is the case of DMRG, where the
ground state is found as the network that minimizes the
energy. Another approach is to realize the limit
|ψG〉 = lim
τ→∞
e−τHˆ|ψ0〉
||e−τHˆ|ψ0〉||
, (21)
as an iteration of an infinitesimal imaginary-time evolu-
tion of length τs. Such is the strategy followed in the
context of TEBD and it is also the approach adopted
here. The crux of the problem is that imaginary-time
evolutions are not unitary, ergo the foundation of the
MPS updating method [20] and the folding technique is
compromised. To deal with the issue it is important, on
the one hand, to use a sufficiently small “imaginary” time
slice τs, so that the corresponding advancement is close
enough to unitary and the updating protocols work. On
the other hand, it is necessary to find a folding protocol
that is not as heavily dependent on the unitariety of the
evolution operation. Moreover, the protocol itself must
integrate genuine non-unitary transformations so as to
account for the non-unitariety of the whole transforma-
tion. In accordance with these premises, let us introduce
Qˆ[j+1,j] = eǫj Jˆ
[j+1,j]
xz , (22)
where,
Jˆ [j+1,j]xz = cosϕj Jˆ
[j+1,j]
x + sinϕj Jˆ
[j+1,j]
z , (23)
Jˆ [j+1,j]x =
1
2
(
aˆ†j+1aˆj + aˆ
†
j aˆj+1
)
, (24)
Jˆ [j+1,j]z =
1
2
(
aˆ†j+1aˆj+1 + aˆ
†
j aˆj
)
. (25)
Transformation (22) depends on ǫj, which is supposed to
be small, and also on ϕj , which can take any value in
[0, 2π]. The operation is defined in terms of the quan-
tum angular momenta Jˆx and Jˆz but it is not strictly a
rotation. The action is confined to the jth and j + 1th
modes and the effect of the inverse on the coefficients of
the qth row is
c′j+1,q = −cj,q cosϕj sinh
(ǫj
2
)
+
cj+1,q
(
cosh
(ǫj
2
)
− sinϕj sinh
(ǫj
2
))
, (26)
c′j,q = −cj+1,q cosϕj sinh
(ǫj
2
)
+
cj,q
(
cosh
(ǫj
2
)
+ sinϕj sinh
(ǫj
2
))
. (27)
Demanding that both c′j+1,q = 0 and c
′
j,q+1 = 0, it results
tanϕj =
cj+1,qcj+1,q+1 − cj,qcj,q+1
2cj+1,qcj,q+1
, (28)
tanh
(ǫj
2
)
=
cj+1,q
cj+1,q sinϕj + cj,q cosϕj
. (29)
It can be seen that the hyperbolic tangent is well defined
as long as |cj+1,q| ≪ |cj,q| and |cj,q+1| ≪ |cj+1,q+1|, ex-
cept if cj+1,q = 0 or cj,q+1 = 0. These consistency condi-
tions are met if τs is sufficiently short but non-vanishing.
In particular, τs can be set to a value for which η = 1,
yielding the operator stack shown in (30). In this context
the coefficients are most likely real and positive, if they
are not, they can be adjusted using unitary operations as
previously discussed. A two-mode transformation is ap-
plied on the right-extreme of the stack, resulting in the
simultaneous cancellation of aˆ†2 in the first row and aˆ
†
1 in
the second row [21], leaving the stack as indicated in (31).
The lack of unitariety of (31) means coefficient c′1,1 can
be hardly equal to one, hence it is normalized using the
inverse of qˆ[j] = eδj aˆ
†
j
aˆj , with δj = log c
′′
j,j , when j = 1.
Thereafter the first mode is folded and the cancellation-
and-normalization sequence starts over again as depicted
by (31) and (32).
Qˆ[2,1]
−1
c2,1aˆ
†
2 + c1,1aˆ
†
1
c3,2aˆ
†
3+ c2,2aˆ
†
2 + c1,2aˆ
†
1
c4,3aˆ
†
4 + c3,3aˆ
†
3+ c2,3aˆ
†
2
c5,4aˆ
†
5 + c4,4aˆ
†
4 + c3,4aˆ
†
3
. .
.
(30)
Qˆ[3,2]
−1
qˆ[1]
−1
c′1,1aˆ
†
1
c3,2aˆ
†
3 + c
′
2,2aˆ
†
2
c4,3aˆ
†
4+ c3,3aˆ
†
3 + c
′
2,3aˆ
†
2
c5,4aˆ
†
5 + c4,4aˆ
†
4+ c3,4aˆ
†
3
. .
.
(31)
Qˆ[4,3]
−1
qˆ[2]
−1
aˆ†1
c′′2,2aˆ
†
2
c4,3aˆ
†
4 + c
′
3,3aˆ
†
3
c5,4aˆ
†
5+ c4,4aˆ
†
4 + c
′
3,4aˆ
†
3
. .
.
(32)
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FIG. 2: Mean number of particles and fluctuations (error
bars) for the ground state of a boson chain with N =M = 100
and open boundary conditions. In both cases the confining
potential is µj = 0.0046(j−50.5)
2 (dashed line). Additionally,
τs = 10
−5 and χ = O(10).
Gathering all the involved steps and putting them in re-
verse order, the advanced state can be written as
|ψ(τ + τs)〉 =

 1∏
j=N−1
Qˆ[j+1,j]qˆ[j]

 qˆ[N ]|ψ(τ)〉. (33)
Furthermore, interaction mechanisms can be incorpo-
rated using the split-operator method, analogously to the
case of normal evolution. Beginning with a state that
has an overlap with the ground state, the whole set of
operations is applied systematically until a convergence
criterion is satisfied. Figure 1(f) depicts the convergence
behavior as captured by measuring the fidelity to the
actual ground state as a function of τ . For the cases
studied, convergence is steady but tolerance depends on
τs. As seen for real time calculations, there exists an op-
timal slice that minimizes the simulation error. The test
simulations displayed in figure 2 show a system of inter-
acting bosons subject to a confining potential under the
regimes of Mott Insulator (top) and Superfluid (bottom).
Both phases can be realized in experiments of cold atoms
in optical lattices with the parameters used in the plots
of figure 2. These outcomes coincide qualitatively with
the results obtained in [22] using TSE in chains with the
same set of parameters and size. Of relevance is the fact
that, as long as χ is optimal, the symmetry of the state is
correctly reproduced by the folding method in spite of the
relatively large number of operations correlating modes
that are distant. All this reaffirms that little error is
genrated by the folding process alone, even in the pres-
ence of interaction. One advantage of MF is that real-
and imaginary-time versions can be used in conjunction
to simulate quench dynamics where the initial state is
set to the ground state of a Hamiltonian with dominant
interaction. This is especially useful when the evolution
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FIG. 3: Mean number of particles and fluctuations after a
quench. Once interaction and trapping have been shut down,
U = µ = 0, the dynamics is generated only by the kinetic
term J = 0.14. The simulation constant is χ = O(103). The
corresponding states at t = 0 are shown in figure 2. Mean val-
ues do not change much, rather, it is fluctuations that capture
the state evolution.
is governed by a single-particle Hamiltonian. Figure 3
exemplify this approach using the ground states featured
in figure 2 as initial states. After interaction and confin-
ing potential have been switched off, atoms evolve freely
toward a fluctuation-dominated phase. In the time span
considered, the atom cloud does not expand significantly
beyond its initial domain, instead, there is an increase in
hopping across the whole extent of the cloud. As longer
times are addressed, the simulation cost soars.
The techniques introduced in this work make use of
the basic idea of folding of modes to develop numeri-
cal routines that calculate the quantum state. Although
each application is different, the essence of every method
is the same. Certainly, the folding idea is potentially
versatile and may give rise to additional simulation pro-
tocols. To give an example of another application, let us
conceive the dynamical modes as a superposition of the
7Hamiltonian eigenvectors as follows


α†1(ts)
α†2(ts)
α†3(ts)
...

 = bˆ†1e−itsE1


E11
E21
E31
...

+bˆ†2e−itsE2


E12
E22
E32
...

+. . .
(34)
so that
bˆ†q = aˆ
†
1E1q + aˆ
†
2E2q + aˆ
†
3E3q + . . . (35)
Initially, making ts = 0, the superposition lacks the ex-
ponential terms. Therefrom, the first move is to fold
bˆ†1 using unitary transformations until only aˆ
†
1 remains.
Without further action, aˆ†1 is automatically expelled from
the updated versions of all the other bˆ’s. Next, the single-
particle operation e−itsE1aˆ
†
1aˆ1 is applied. The inverses
of the transformations employed to fold bˆ†1 are then exe-
cuted in reverse order. This brings bˆ†1 back into the super-
position, but accompanied by the term e−itsE1 , leaving
the other bˆ’s as they were at the beginning. An analo-
gous sequence is then applied, focusing this time on bˆ†2,
in order to incorporate e−itsE2 . The rest of the proto-
col ensues in a logical manner until all the exponentials
are introduced. The transformations are then collected
and put together to assemble an evolution operator that
can be implemented in terms of tensor states. A very
similar scheme can be formulated to handle non-unitary
transformations. The problem is that the correspond-
ing numerics is not very stable owing to the recurrent
folding-unfolding sequence, but the proposal is perfectly
valid. Additional folding schemes will be reported in fu-
ture contributions.
CONCLUSIONS
Numerical techniques with applications to interacting
systems have been introduced and probed. The propos-
als are developed in the context of local interactions and
are based on the idea of mode folding and on the effi-
cient use of tensor states. Real as well as imaginary time
implementations of the evolution operator are discussed,
elaborating on the handling of each particular case. The
method compares well with TSE in terms of accuracy and
simulation time. However, its potential mainly resides,
on the one hand, in the possibility of managing hopping
of arbitrary scope, and on the other hand, in the per-
spective that it offers about the role of single-body- and
many-body structures in the calculation of a quantum
state. As an extension, it would be interesting to con-
sider the prospects of folding of fermionic modes. As it
is known, the sign-problem prevents the effective use of
TSE. It remains to be seen whether the alternative path
taken by MF somehow allows to circumvent the adverse
effects of fermion algebra.
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