Abstract. We prove endpoint estimates with angular regularity for the wave and Dirac equations perturbed with a small potential. The estimates are applied to prove global existence for the cubic Dirac equation perturbed with a small potential, for small initial H 1 data with additional angular regularity. This implies in particular global existence in the critical energy space H 1 for small radial data.
Introduction
The main topic of this paper is the cubic massless Dirac equation on R 1+3 perturbed with a potential iu t = Du + V (x)u + P 3 (u, u), u(0, x) = f (x), (1.1) where u(t, x) : R t × R 3 x → C 4 and P 3 (u, u) is any homogeneous, C 4 -valued cubic polynomial. We recall that the Dirac operator D is defined as
where ∂ j are the partial derivatives on R The unperturbed nonlinear Dirac equation
is important in relativistic quantum mechanics, and was studied in a number of works (see e.g. [20] , [7] , [19] , [18] , [8] , [17] , [16] and for the more general DiracKlein-Gordon system see [6] , [5] ). In particular, it is well known that the cubic nonlinearity is critical for solvability in the energy space H 1 ; global existence in H 1 is still an open problem even for small initial data, while the case of subcritical spaces H s , s > 1 was settled in the positive in [8] , [17] . Criticality is better appreciated in terms of Strichartz estimates, which are the main tool in the study of nonlinear dispersive equations. The identity e itD f = cos(t|D|)f + i sin(t|D|) |D| Df, |D| = (−∆)
1/2
Date: January 15, 2013. shows that the estimates for the Dirac flow e itD are immediate consequences of the corresponding estimates for the wave flow e it|D| , with the same indices, restricted to the special case of dimension n = 3. For the wave equation on R 1+n , n ≥ 3, Strichartz estimates can be combined with Sobolev embedding and take the general form |D|
for all p, r such that
We are using here the mixed time-space L p L q norms defined by
Notice that the limiting case
is always excluded and is indeed false for general data. See [11] and [13] for the general Strichartz estimates; concerning the limiting case r = ∞, see [14] , [9] . The corresponding estimates for the Dirac equation are given in [3] .
In particular, the endpoint estimate If (1.6) were true one could write 
and in conjuction with the conservation of H 1 energy this would imply
In other words, a contraction argument in the norm · L 2 L ∞ + · L ∞ H 1 would be enough to prove global existence of small H 1 solutions to (1.3). It was already noted in [14] that (1.5) is true for radial data when n = 3. This remark is not of immediate application for the Dirac equation, since solutions corresponding to radial data need not be radial (due to the fact that the operator D does not commute with rotations of R 3 ). Nevertheless, for radial H 1 and even more general data, in [16] global existence was achieved via finer estimates, which separate radial from angular regularity. We introduce the natural notations
Then the following estimate is proved in [16] :
This gives a bound for the standard L 2 L ∞ norm via Sobolev embedding on the unit sphere S
where the angular derivative operator Λ s ω is defined in terms of the Laplace-Beltrami operator on S n−1 as Λ
Using (1.8) one can prove global existence for (1.3) provided the norm |D|Λ s ω f L 2 of the data is small enough for some s > 0. In particular, this includes all radial data with a small H 1 norm. Our main goal here is to extend this group of results to the equation (1.1) perturbed with a small potential V (x). We consider first the linear equation
(1.9)
The perturbative term V u can not be handled using the inhomogeneous version of (1.7) because of the loss of derivatives. Instead, we prove new mixed Strichartzsmoothing estimates (Theorem 2.3)
where for n = 3, σ = 0
(1.11) Remark 1.1. As a byproduct of our proof, we obtain the following endpoint estimates for the wave flow with gain of angular regularity (Theorem 2.1):
where σ is as in (1.11) . Although this was not the main purpose of the paper, it is interesting to compare (1.12) with known results. In dimension n = 3, estimate (1.12) is just a special case of Theorem 1.1-III in [16] where (1.12) is proved with σ = − 3 4 ; it is not known if this value is sharp, however in the same paper it is proved that the estimate is false for σ < − 5 6 . On the other hand, to our knowledge, estimate (1.12) for n ≥ 4 and (1.10) for n ≥ 3 are new. The literature on these kind of estimates is extensive and we refer to [10] , [12] and the references therein for further information.
Combining (1.10) with the techniques of [4] we obtain the following endpoint result for a 3D linear wave equation with singular potential. Analogous estimates can be proved for higher dimensions; here we chose to focus on the 3D case since the assumptions on V take a particular simple form: Theorem 1.1. Let n = 3 and consider the Cauchy problem for the wave equation
under the assumptions:
is real valued and the positive and negative parts V ± satisfy
for some δ, ǫ sufficiently small and some C ≥ 0;
(iii) 0 is not a resonance for −∆ + V − (in the following sense: if f is such that
Then the solution u(t, x) satisfies the endpoint Strichartz estimate
(1.14)
The next step is to prove suitable smoothing estimates for the Dirac equation with potential
(see Proposition 4.2 and Corollary 4.3). Then by a perturbative argument we obtain the following endpoint estimates for the linear flows:
Assume that the hermitian matrix V (x) satisfies, for δ sufficiently small, C arbitrary and σ > 1, with v σ (x) = |x|
Then the perturbed Dirac flow satisfies the endpoint Strichartz estimate
If the potential satisfies the stronger assumptions: for some s > 1,
then we have the endpoint estimate with angular regularity
and the energy estimate with angular regularity
We can finally apply Theorem 1.2 to the nonlinear equation (1.1) and we obtain: Theorem 1.3. Consider the perturbed Dirac system (1.1), where the 4 × 4 matrix valued potential V (x) is hermitian and satisfies assumptions (1.17). Let P 3 (u, u) be a C 4 -valued homogeneous cubic polynomial. Then for any s > 1 there exists ǫ 0 such that for all initial data satisfying
In particular, problem (1.1) has a global unique solution for all radial data with sufficiently small H 1 norm.
It is clear that our methods can also be applied to nonlinear wave equations perturbed with potentials, and allow to prove global well posedness for some types of critical nonlinearities. This problem will be the object of a further note.
Remark 1.3. We did not strive for the sharpest condition on the potential V , which can be improved at the price of additional technicalities which we prefer to skip here. Moreover, the result can be extended to more general cubic nonlinearities |F (u)| ∼ |u| 3 . Notice also that we need an angular regularity s > 1 on the data, higher than the s > 0 assumed in the result of [16] . It is possible to relax our assumptions to s > 0; the only additional tool we would need to prove is a Moser-type product estimate
and an analogous one for Λ s ω |D|(uv). This would require a fair amount of calculus on the sphere S 2 , and here we preferred to use the conceptually much simpler algebra property of H s (S n−1 ) for s > n−1 2 . On the other hand, the extension of our results to the massive case
requires a different approach and will be the object of further work.
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Endpoint estimates for the free flows
To fix our notations, we recall some basic facts on spherical harmonics (see [22] ) on R n , n ≥ 2. For k ≥ 0, we denote by H k the space of harmonic polynomials homogeneous of degree k, restricted to the unit sphere S n−1 . The dimension of H k for k ≥ 2 is
while d 0 = 1 and d 1 = n. H k is called the space of spherical harmonics of degree k, and we denote by
where we use the notation L 2 ω = L 2 (S n−1 ). More generally, if ∆ S is the LaplaceBeltrami operator on S n−1 and
we have the equivalence
As a consequence we have the equivalence
In a similar way
where we used the following representation of the action of ∆
More generally we have for integer m
and by interpolation and duality we see that (2.4) holds for all m ∈ R.
We shall estimate the solution using the following norm:
Theorem 2.1. For all n ≥ 4 the following estimate holds:
while for n = 3 we have
Remark 2.1. In dimension n = 3 the previous result is a special case of the stronger estimate proved in [16] :
Notice that it is not known if estimate (2.7) is sharp. For higher dimension, estimate (2.5) seems to be new; it is reasonable to guess that this result is not sharp and might be improved at least to
Proof. It is well known that the H k spaces are invariant for the Fourier transform F , and more precisely
where g is given by the Hankel transform
Here J ν is the Bessel function of order ν which we shall represent using the Lommel integral form
Now, given a function f (x), we denote byf its inverse Fourier transform and witȟ f l k (r) the coefficients of the expansion in spherical harmonics off :
Recalling (2.9) we obtain the representation
which implies
Consider now Lommel's formula (2.11) for J ν ; since e iλy = (iy)
, after k integration by parts we obtain
Thus we can write
where 1 + (ρ) is the characteristic function of (0, +∞); regarding the inner integral as a Fourier transform we arrive at
In conclusion, we have the following representation
where the constants c k are given by (2.16) and g l k by (2.18). Notice that similar representations play a fundamental role also in [10] , [12] In particular this gives for the L 2 ω norm of the solution at t, |x| fixed the formula
We now need the following estimate:
.
Then we have on
Proof. We recall that the Jacobi polynomials are defined by
We shall use some standard properties of these polynomial which can be found in [1] . The function Q k can be expressed in terms of P
Thus in order to estimate Q k we need a bound for the function
The following approach was suggested by Ilia Krasikov, see [15] . Consider the second orderd differential equation
on the interval (−1, 1), and define the Sonine function as
under the assumption q > 0. It is easy to check that function S satisfies the relation
The function T a (x) defined in (2.24) satisfies the differential equation
so that the associated Sonine function
From this identity it is clear that S a has a maximum at x = 0 provided a ≥ 1/2 i.e. n ≥ 4. In this case we have
Now we recall that, for even k ≥ 2,
where we used the Stirling asymptotics
In a similar way, for odd k,
Thus for all values of k ≥ 1 we have
and by (2.23) we conclude that, for k ≥ 1 and |x| < 1,
which is precisely (2.21) for n ≥ 4. In the remaining case n = 3 we have a = 0 and the best we can do is to use the sharp inequality |P
Using the Lemma, we can continue estimate (2.20) as follows
where M (g) is the centered maximal function, we obtain
Now we can take the sup in |x| which gives
and integrating in time, by the L 2 boundedness of the maximal funcion, we obtain
. It is immediate to check that the last sum is equivalent to
where σ = 1 − n/2 for n ≥ 4, which proves (2.5), and σ = 0 for n = 3, which proves (2.6).
Although the method of proof of Theorem 2.1 is probably not sharp for the homogeneous operator, it has the advantage that it can be adapted to handle also the nonhomogeneous term and gives the following mixed Strichartz-smoothing estimate: Theorem 2.3. For any n ≥ 3, the following estimate holds:
Proof. As in the proof of the previous theorem, we expand F in spherical harmonics and we obtain the representation 
with the constants c k as in (2.16) , where the functions G l k are defined as follows: denoting by F l k (t, r) the coefficients of the expansion into spherical harmonics of the inverse Fourier transformF = F −1 (F ) 
Thus applying Lemma 2.2 we obtain
where ω k is the same as in (2.26). We estimate the integral in s as follows
where
Thus we see that 1 |x|
Coming back to (2.30) we obtain
and taking first the L 2 ω norm, then the sup in |x|, then the L 
Recalling the definition (2.29) of G l k , we see that to obtain (2.27) it is sufficient to prove the following general inequality for s = 1/2+ and arbitrary σ:
Here as usualf 2f , we see that it is enough to prove, for 0 ≤ s ≤ 1 and arbitrary σ, the slightly simpler
The inequality will follow by interpolation between the cases s = 0 and s = 1; indeed, we can regard it as the statement that the operator T defined as
which associates to the function f the sequence of coefficients in the expansion of
, multiplied by λ (n−1)/2 1 + , transformed again and multiplied by y s , is bounded between the weighted spaces
When s = 0 we have by Plancherel's Theorem and by (2.2)
Since Λ ω commutes with the Fourier transform, indeed
again by Plancherel we obtain (2.33) for s = 0. To handle the case s = 1 we consider the quantity
Multiplying by k 2σ , summing over l, k and recalling (2.4), we obtain
where the last term can not estimated by (2.4) because of the factor k 2 which vanishes when k = 0. However we havě
which implies, using Hardy's inequlity
Thus we have proved
again by the commutation of Λ ω with the Fourier transform. This gives (2.33) for s = 1 and concludes the proof of the Theorem.
Remark 2.2. Since the operator Λ ω commutes with |D|, estimates (2.5), (2.6) and (2.27) obviously generalize to the following; for any real s ≥ 0,
From the previous estimate for the free wave equation it is not difficult to obtain analogous endpoint Strichartz and Strichartz-smoothing estimates for the 3D Dirac system: Corollary 2.4. Let n = 3. Then the flow e itD satisfies, for all s ≥ 0, the estimates
36)
and
Proof. If u solves the problem
by applying the operator (i∂ t − D), we see that u solves also Moreover, we recall that the Riesz operators |D| −1 ∂ j are bounded on weighted L 2 spaces with weight x a for a < n/2. Thus in the case s = 0 estimates (2.36), (2.37) are immediate consequences of the corresponding estimates for the wave equation proved above.
In order to complete the proof in the case s > 0, we need analyze the structure of the Dirac operator D in greater detail. Following [23] , we know that the space
Each space H mj ,kj has dimension two and is generated by the orthonormal basis {Φ + mj,kj , Φ − mj ,kj }, which can be explicitly written in terms of spherical harmonics: when k j = j + 1/2 we have
while when k j = −(j + 1/2) we have
The isomorphism is expressed by the explicit expansion 
. This is sufficient to prove (2.36). Since Λ and Λ also commute with radial weights we have x
The wave equations with potential
Our next goal is to extend the results of previous section to the case of perturbed flows. This will be obtain1ed by a perturbative argument, relying on the smoothing estimates of [4] and the mixed Strichartz-smoothing estimates of the previous section. In [4] smoothing estimates were proved for several classes of dispersive equations perturbed with electromagnetic potentials (while the 1D case was analyzed in [2] ). For the wave equation in dimension n ≥ 3 the estimates are the following:
Proposition 3.1. Let n ≥ 3. Assume the operator
is selfadjoint and its coefficients satisfy
for some δ, ǫ > 0 sufficiently small and some σ > 1/2, C > 0. Moreover assume that 0 is not a resonance for −∆+b 2 . Then the following smoothing estimate holds:
The assumption that 0 is not a resonance for −∆ + b 2 (x) here means: if (−∆ + b 2 )f = 0 and x −1 f ∈ L 2 then f ≡ 0. Combining Proposition 3.1 with (2.27) we obtain the following Strichartz endpoint estimate for the 3D wave equation perturbed with an electric potential: Theorem 3.2. Let n = 3 and consider the Cauchy problem for the wave equation
Proof. We represent u(t, x) in the form
We can use (2.5) to estimate I and (2.27) to estimate II in the norm
directly. On the other hand, applying (2.27) to III we get
n , moreover we are allowed to use (3.3) since V satisfies the assumptions of Proposition 3.1. Notice that (3.3) implies
and in conclusion we have proved
which completes the proof of (3.5).
Analogous estimates can be proved for the Klein-Gordon equation, or in higher dimension n ≥ 3, for first order perturbations, and for angular derivatives of the solutions. We omit the details since we prefer to focus on the Dirac equation here.
The Dirac equation with potential
We consider now the perturbed Dirac operator D + V (x) where V (x) is a small 4 × 4 hermitian matrix valued potential. We prove here more general versions of the estimates given in [4] , [3] in order to include angular regularity. We begin with the free Dirac equation: Proposition 4.1. The free Dirac flow satisfies, for all σ > 1 and s ≥ 0, the smoothing estimates (with w σ (x) = |x|(1 + | log |x||)
Proof. When s = 0, both estimates follow from the resolvent estimate
with a constant uniform in z, proved in [3] using a standard application of Kato's theory (see also [4] ). The case s > 0 is proved exactly as in Corollary 2.4, first by replacing Λ ω with Λ ω which commutes with the flow, and then by using the equivalence of norms.
We consider now the case of a perturbed Dirac system
where V (x) is a 4 × 4 matrix potential. If V is hermitian and its weak L 3,∞ norm is small enough, the operator D + V is selfadjoint as proved in [3] . In all of the following results the assumptions on the potential are somewhat stronger than this, so in all cases the unitary flow e it(D+V ) will be well defined and continuous on L 2 (R 3 ) 4 by spectral theory.
Proposition 4.2. Let V (x) be a hermitian 4 × 4 matrix on R 3 such that
for some δ > 0 sufficiently small and some σ > 1. Then the perturbed Dirac flow e it(D+V ) satisfies the smoothing estimates
If in addition V satisfies for some s > 1 the condition
then we have, for all 0 ≤ s ≤ 2, the estimates with angular regularity
Using (4.1), (4.2) with s = 0 and assumption (4.3) we get
If δ is sufficiently small this implies both (4.4) and (4.5).
To prove (4.7), (4.8) we proceed in a similar way using again (4.1) and (4.2):
We shall need the following fairly elementary product estimate involving the angular derivative operator Λ ω
which holds provided s > 1. This estimate can be proved e.g. by localizing the norm on the sphere via a finite partition of unity, and then applying in each coordinate patch a standard product estimate in the Sobolev space H s (R 2 ), s > 1. Applying (4.9), and using assumption (4.6), we have
and the proof is concluded as above.
We note the following consequence of (4.4): Corollary 4.3. Assume that the hermitian matrix V (x) satisfies, for δ sufficiently small, C arbitrary and σ > 1 (with w σ (r) = r(1 + | log r|) σ )
Then besides (4.4) we have the estimate for the derivatives of the flow
If in addition we assume that, for some s > 1,
12)
then we have the following estimate with angular regularity
Proof. Assume at first s = 0 and let u = e it(D+V ) f . Each derivative u j = ∂ j u satisfies an equation like
so we can represent it in the form
To the first term at the r.h.s. we can apply estimate (4.4) obtaining
To handle the second term we use (4.5):
and again by (4.4) and by the assumption on ∇V we conclude the proof of (4.11).
For the proof of (4.13) we apply to the equation for u the operator |D| which commutes with D:
and we use estimates (4.7), (4.8), obtaining
. Now in the last term we commute |D| with Λ and we notice that we can replace |D| by ∇ obtaining an equivalent norm. This gives
We can now apply the product estimate (4.9) and assumptions (4.12); proceeding as in the first part of the proof we finally obtain (4.13).
By a similar perturbative argument, we obtain the endpoint Strichartz estimates for the Dirac equation with potential. Notice that in the version of this Theorem given in the Introduction (Theorem 1.2) we used an equivalent formulation in terms of the potential v σ (x) = |x|
Theorem 4.4. Assume that the hermitian matrix V (x) satisfies, for δ sufficiently small, C arbitrary and σ > 1 (with w σ (r) = r(1 + | log r|) σ )
If instead we make the following assumption (which implies (4.14)): for some s > 1,
, (4.16) then we have the endpoint estimate with angular regularity
Proof. Consider first (4.15) . Notice that V satisfies in particular the assumptions of Corollary 4.3. We can write
The term I is estimated directly using (2.36) with s = 0. On the other hand, applying (2.37) to the term II we get
Now we recall that the Riesz operators |D| −1 ∇ are bounded on weighted L 2 spaces with A 2 weights, and x s belongs to this class provided s < n/2 (see [21] ). Thus we can continue the chain of inequalities as follows:
by the assumptions on ∇V and (4.4), while
by (4.11). Summing up, we arrive at (4.15). The proof of (4.17) is similar. We estimate I using (2.36). Applying (2.37) to the term II we get
Then we commute |D| with Λ ω , and we can replace the operator |D| with ∇ since the norm is equivalent; we arrive at
. Now we use the product estimate (4.9) and assumptions (4.16) to obtain
and recalling the smoothing estimates (4.7), (4.13) we conclude the proof of (4.17) .
It remains to prove (4.18). Consider first the free case V ≡ 0. We have the conservation laws Consider now the case V ≡ 0. We start from
which is a consequence of (4.1) (we relaxed the weight). Taking the dual of (4.22) we get
which together with (4.20) gives
Now a standard application of Christ-Kiselev' Lemma in the spirit of [13] (see also [4] for the case of Dirac equations) allows to replace the time integral with a truncated integral and we obtain 
and finally, applying |D| which commutes both with D and Λ ω , we have also 
Proof. The proof is based on a fixed point argument in the space X defined by the norm We recall now the product estimate
(see (4.9) ). Then we have, by (5.4)
By (4.9) we have Λ
In a similar way,
In conclusion, (5.6) and (5.7) imply Λ
