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Abstract
The quantum chromatic number, χq(G), of a graph G was originally defined as
the minimal number of colors necessary in a quantum protocol in which two provers
that cannot communicate with each other but share an entangled state can convince an
interrogator with certainty that they have a coloring of the graph. We use an equivalent
purely combinatorial definition of χq(G) to prove that many spectral lower bounds for
the chromatic number, χ(G), are also lower bounds for χq(G). This is achieved using
techniques from linear algebra called pinching and twirling. We illustrate our results
with some examples.
1 Introduction
For any graph G let V denote the set of vertices where |V | = n, E denote the set of edges
where |E| = m, A denote the adjacency matrix, χ(G) denote the chromatic number and ω(G)
the clique number. Let µ1 ≥ µ2 ≥ ... ≥ µn denote the eigenvalues of A, and then the inertia
of G is the ordered triple (n+, n0, n−), where n+, n0 and n− are the numbers of positive, zero
and negative eigenvalues of A, including multiplicities. Note that rank(A) = n+ + n− and
nullity(A) = n0. Let s+ and s− denote the sum of the squares of the positive and negative
eigenvalues of A, respectively.
Let D be the diagonal matrix of vertex degrees, and let L = D−A denote the Laplacian
of G and Q = D+A denote the signless Laplacian of G. The eigenvalues of L are θ1 ≥ ... ≥
θn = 0 and the eigenvalues of Q are δ1 ≥ ... ≥ δn.
Let χq(G) and χ
(r)
q (G) denote the quantum and rank-r quantum chromatic numbers, as
defined by Cameron et al [5], where χq(G) = minr (χ
(r)
q (G)). It is evident that χq(G) ≤ χ(G),
and Cameron et al [5] exhibit a graph on 18 vertices and 44 edges with chromatic number 5
and quantum chromatic number 4. Mancinska and Roberson [12] have subsequently found
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a graph on 14 vertices with χ(G) > χq(G), and they suspect this is the smallest possible
example.
It is helpful to have a purely combinatorial definition of the quantum chromatic number,
and the following definition is due to [12, Definition 1].
For a positive integer c, let [c] denote the set {0, 1, . . . , c − 1}. For d > 0, let Id and 0d
denote the identity and zero matrices in Cd×d.
Definition 1. A quantum c-coloring of the graph G = (V,E) is a collection of orthogonal
projectors {Pv,k : v ∈ V, k ∈ [c]} in C
d×d such that
• for all vertices v ∈ V ∑
k∈[c]
Pv,k = Id (completeness) (1)
• for all edges vw ∈ E and for all k ∈ [c]
Pv,kPw,k = 0d (orthogonality) (2)
The quantum chromatic number χq(G) is the smallest c for which the graph G admits a
quantum c-coloring for some dimension d > 0.
According to the above definition, any classical c-coloring can be viewed as a 1-dimensional
quantum coloring, where we set Pv,k = 1 if vertex v has color k and we set Pv,k = 0, oth-
erwise. Therefore, quantum coloring is a relaxation of classical coloring. As noted in [12],
it is surprising that the quantum chromatic number can be strictly and even exponentially
smaller than the chromatic number for certain families of graphs.
2 Spectral lower bounds for the chromatic number
Most of the known spectral lower bounds for the chromatic number can be summarized as
follows:
1 + max
(
µ1
|µn|
,
2m
2m− nδn
,
µ1
µ1 − δ1 + θ1
,
n±
n∓
,
s±
s∓
)
≤ χ(G), (3)
where, reading from left to right, these bounds are due to Hoffman [8], Lima et al [11],
Kolotilina [10], Elphick and Wocjan [7], and Ando and Lin [1]. It should be noted that
Nikiforov [14] pioneered the use of non-adjacency matrix eigenvalues to bound χ(G).
Let c denote the number of colors used in a (classical) coloring. The authors ([17] [6], [7]),
provided proofs of all of the bounds in (3) except the last one using the following equality:∑
ℓ∈[c]
U ℓA(U †)ℓ = 0n, (4)
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where U is a diagonal unitary matrix in Cn×n whose entries are χth roots of unity and †
denotes the conjugate transpose. The last bound in (3) was proved in [1] essentially using
the following equality: ∑
k∈[c]
PkAPk = 0n , (5)
where Pk are orthogonal projectors in C
n×n that are diagonal in the standard basis and their
sum
∑
k∈[c] Pk is equal to the identity matrix In.
A quantum c-coloring is an operator relaxation of a classical c-coloring. The latter
corresponds to the special case when the dimension d of the relevant Hilbert space is 1. We
will show that the existence of a quantum c-coloring in dimension d implies the existence
of suitable orthogonal projectors Pk and a suitable unitary matrix U in C
n×n ⊗ Cd×d such
that the above equalities hold for A⊗ Id. Once these equalities are established, we can use
the same approaches as in the above papers to prove that all bounds in (3) are also lower
bounds for the quantum chromatic number.
We note that all bounds are also valid for weighted adjacency matrices of the formW ◦A,
where W is an arbitrary Hermitian matrix and ◦ denotes the Hadamard product (also called
the Schur product).
3 Pinching and twirling
We start by defining two operations from linear algebra: pinching and twirling.
Remark 1. The following observation is fairly obvious but important. Let {Qk : k ∈ [c]} be
any collection of orthogonal projectors in Cm×m that form a resolution of the identity matrix,
that is, ∑
k∈[c]
Qk = Im .
Then, the orthogonal projectors are necessarily mutually orthogonal, that is, QkQℓ = 0 for
k, ℓ ∈ [c] with k 6= ℓ.
The following definition of pinching can be found in [2, Problem II.5.5.].
Definition 2 (Pinching). Let {Qk : k ∈ [c]} be any collection of orthogonal projectors in
Cm×m that form a resolution of the identity matrix. Then, the operation C that maps an
arbitrary matrix X ∈ Cm×m to
C(X) =
∑
k∈[c]
QkXQk
is called pinching. We say that the pinching C annihilates X if C(X) = 0m.
Let {ei : i ∈ [m]} denote the standard basis of C
m. The basis vector ei has 1 in the ith
position and 0 in all other positions.
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Remark 2 (Partitioning and pinching). Assume that the row and column indices of matrices
X ∈ Cm×m are partitioned into the following c nonempty sets Sk = {sk, . . . , sk+1 − 1} for
k ∈ [c] for given 0 = s0 < s1 < . . . < sc−1 < sc = m. Let
X =


X0,0 X0,1 · · · X0,c−1
X1,0 X1,1 · · · X1,c−1
...
...
. . .
...
Xc−1,0 Xc−1,1 · · · Xc−1,c−1


be the corresponding partitioned matrix.
Let {Pk : k ∈ [c]} be a collection of projectors in C
m×m, where Pk denote the projectors
onto the subspaces
span{ei : i ∈ Sk}.
Then, PkXPℓ correspond to the submatrices Xk,ℓ of the above partition of X. Let C be the
pinching defined by the collection {Pk : k ∈ [c]} of the above orthogonal projectors. Then,
C(X) =


X0,0 0 · · · 0
0 X1,1 · · · 0
...
...
. . .
...
0 0 · · · Xc−1,c−1

 .
Definition 3 (Twirling). Let {Uℓ : ℓ ∈ [c]} be a collection of arbitrary unitary matrices in
Cm×m. Borrowing terminology from quantum information theory, we call the operation D
that maps an arbitrary matrix X ∈ Cm×m to
D(X) =
1
c
∑
ℓ∈[c]
UℓXU
†
ℓ
twirling. We say that the twirling D annihilates X if D(X) = 0m.
It was shown in [3] that twirling can be constructed from pinching in a straightforward
way so that both operations have the same effect. Observe that in this construction the
unitary matrices Uℓ above can be chosen to be powers of one unitary matrix U , that is,
we have Uℓ = U
ℓ. The special case when there are only two projectors is mentioned in [2,
Problem II.5.4].
Lemma 1. It is known that pinching C defined in Definition 2 can also be realized as twirling
D as follows. Let ω = e2πi/c be a cth root of unity and
U =
∑
k∈[c]
ωkQk .
Then, twirling defined by
D(X) =
1
c
∑
ℓ∈[c]
U ℓX(U †)ℓ . (6)
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satisfies
C(X) = D(X)
for all matrices X ∈ Cm×m.
Proof. The ℓth power of U is equal to
U ℓ =
∑
k∈[c]
ωk·ℓQk
since the projectors Qk are mutually orthogonal to each other. We obtain
D(X) =
1
c
∑
ℓ∈[c]
U ℓX(U †)ℓ
=
1
c
∑
k,k′∈[c]
∑
ℓ∈[c]
ω(k−k
′)·ℓPkXPk′
=
∑
k∈[c]
PkXPk = C(X).
In the last step, we use that
∑
ℓ∈[c] ω
(k−k′)·ℓ = c · δk,k′, where δk,k′ denotes the Kronecker
delta.
4 Pinching from quantum coloring
We will show how to construct pinchings from quantum colorings. In particular, we will
show that if there exists a quantum c-coloring in dimension d, then there exists a pinching
with c orthogonal projectors that annihilates A⊗ Id.
Let {ev : v ∈ V } denote the standard basis in C
n, where n = |V |. Denote the entries of
A by auv, where u, v ∈ V enumerate the rows and columns, respectively. We have
A =
∑
v,w∈V
avweve
†
w ,
where avw = e
†
vAew.
Theorem 1. Let {Pv,k : v ∈ V, k ∈ [c]} be an arbitrary quantum c-coloring of G in C
d.
Then, the following block-diagonal orthogonal projectors
Pk =
∑
v∈V
eve
†
v ⊗ Pv,k ∈ C
n×n ⊗ Cd×d
form a resolution of the identity matrix. Moreover, the corresponding pinching operation C
• annihilates A⊗ Id, and
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• leaves E ⊗ Id invariant for all diagonal matrices E ∈ C
n×n.
Proof. They form a resolution of the identity matrix because∑
k∈[c]
Pk =
∑
v∈V
eve
†
v ⊗
∑
k∈[c]
Pv,k =
∑
v∈V
eve
†
v ⊗ Id = In ⊗ Id ,
where we make use of the completeness condition (1) that
∑
k∈[c] Pv,k = Id for all vertices
v ∈ V .
The corresponding pinching operation C annihilates A⊗ Id because
C(A⊗ Id)
=
∑
k∈[c]
Pk(A⊗ Id)Pk
=
∑
k∈[c]
(∑
v∈V
eve
†
v ⊗ Pv,k
)
(A⊗ Id)
(∑
w∈V
ewe
†
w ⊗ Pw,k
)
=
∑
k∈[c]
∑
v,w∈V
avw · eve
†
w ⊗ Pv,kPw,k
=
∑
k∈[c]
(∑
vw∈E
1 · eve
†
w ⊗ 0d +
∑
vw 6∈E
0 · eve
†
w ⊗ Pv,kPw,k
)
= 0 ,
where we made use of the orthogonality condition (2) Pv,kPw,k = 0 for all vw ∈ E (or
equivalently, for all pairs v, w ∈ V with avw = 1).
The property that C leaves E⊗ Id invariant for all diagonal matrices E ∈ C
d×d is verified
similarily.
Theorem 1 shows that the existence of a quantum c-coloring of a graph G = (V,E) with
adjacency matrix A in dimension d implies the existence of a pinching operation C that
annihilates A ⊗ Id and leaves E ⊗ Id invariant for all diagonal matrices E. The converse
direction is shown in the remark below [15].
Remark 3. Theorem 4.25 in [16] shows that the fixed points of any completely positive
trace-preserving unital map commute with the Kraus operators of the map. In the present
case, the completely positive trace-preserving map is the pinching C, the Kraus operators are
the orthogonal projectors Pk, and the fixed points of C are E ⊗ Id, where E ∈ C
d×d is an
arbitrary diagonal matrix. This result implies that the Pk commute with E ⊗ Id, which in
turn implies that the Pk are block diagonal. These blocks are indexed by the vertices v of G,
so we can refer to them as Pv,k for v ∈ V .
Using the block-diagonal nature of the Pk, it is now easy to show that these Pv,k yield a
quantum c-coloring of G:
• The property
∑
k∈[c] Pk = Ind implies
∑
k∈[c] Pv,k = Id for v ∈ V , thus giving the
completeness condition in (1).
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• The property C(A⊗ I) = 0nd implies
∑
k∈[c] Pv,kPw,k = 0d for all vw ∈ E. Let ℓ ∈ [c] be
fixed by arbitrary. Multiplying the latter equation by Pv,ℓ from the left and by Pw,ℓ from
the right shows that the summand Pv,ℓPw,ℓ must be zero, thus giving the orthogonality
condition in (2).
The pinching operation described in this paper can therefore be regarded as an algebraic
reformulation of quantum coloring.
5 Lower bounds on quantum chromatic number
Using Theorem 1 and Lemma 1, it is possible to show that all the bounds in (3) are also
lower bounds on the quantum chromatic number.
We demonstrate this explicitly for the bound
1 +
2m
2m− nδn
,
where δn is the minimum eigenvalue of the signless Laplacian Q = D + A.
Assume that there exists a quantum c-coloring in dimension d. Let {Qk : k ∈ [c]}
denote projectors defining a pinching as in Theorem 1 and U ℓ =
∑
k∈[c] ω
k·ℓQk denote the
corresponding twirling unitaries as defined in Lemma 1.
The proof is almost identical to the proof for the chromatic number [6]. We use the
identity D −Q = −A. We have:
A⊗ Id =
c−1∑
ℓ=1
U ℓ(−A⊗ Id)(U
†)ℓ
=
c−1∑
ℓ=1
U ℓ ((D −Q)⊗ Id) (U
†)ℓ
= (c− 1)(D ⊗ Id)−
c−1∑
ℓ=1
U ℓ(Q⊗ Id)(U
†)ℓ.
Define the column vector v = 1√
nd
(1, 1, . . . , 1)T . Multiply the left and right most sides of the
above matrix equation by v† from the left and by v from the right to obtain
2m
n
= v†(A⊗ Id)v = (c− 1)
2m
n
−
c−1∑
ℓ=1
v†Uℓ(Q⊗ Id)U
†
ℓ v ≤ (c− 1)
2m
n
− (c− 1)δn .
This uses that v†(A⊗ Id)v = v†(D⊗ Id)v = 2m/n, which is equal to the sum of all entries of
respectively A and D divided by n due to the special form of v, and that v†Uℓ(Q⊗ Id)U
†
ℓ v ≥
λmin(Q) = δn.
The other bounds in (3) can be shown to be lower bounds for χq(G), by similarly modi-
fying the proofs of these bounds, so that they can be applied to A⊗ Id instead of A.
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6 Implications for the quantum chromatic number
We now discuss some implications of the bounds in (3) being lower bounds on the quantum
chromatic number. In particular, we discuss applications of the inertia bound: χq(G) ≥
1 + n±/n∓.
Let χv(G) denote the vector chromatic number of G and θ(G) denote the Lova´sz theta
function of the complement of G. It is known that:
1 +
µ1
|µn|
≤ χv(G) ≤ θ(G) ≤ χq(G) ,
where these inequalities (from left to right) are due to Bilu [4] , Karger et al [9] and Mancinska
and Roberson [13]. So it is already known that the Hoffman lower bound for χ(G) is also
a lower bound for χq(G). Consequently it is the Lima et al, Kolotilina, Ando and Lin and
inertial bounds which are new. Experimentally the inertial bounds usually perform best in
this context, so it is these bounds we focus on below. (The Lova´sz theta bound is in general
more difficult to compute than spectral bounds.)
In order for the inertial bounds to reveal potentially new information about χq(G) it is
necessary for:
1 + max
(⌈
n+
n−
⌉
,
⌈
n−
n+
⌉)
> max
(
ω(G), 1 +
⌈
µ1
|µn|
⌉)
.
This is the case for many graphs, and we tabulate in Table 1 a few examples.
Table 1: Inertia vs Hoffman bounds
Graph n χ χq Inertia Hoffman ω
Cyclotomic 13 4 4 3.25 2.51 2
Clebsch 16 4 4 3.2 2.67 2
Generalised Quadrangle(2,4) 27 6 ≥ 5 4.5 3 3
Non-Cayley Transitive(28,3) 28 4 4 3.1 2.67 2
So, for example, the Hoffman/Bilu bound implies that the Clebsch graph has χq(G) ≥ 3
but the inertial bound implies χq(G) = 4. More generally, χq(G) = χ(G) if the ceiling of the
inertia bound equals χ(G).
7 Conclusion
Our results can be interpreted as follows. They demonstrate that any existing or future
general lower bound on the minimum number of operations required for pinching or twirling
to annihilate a given matrix representation of a graph, becomes automatically a lower bound
on the quantum chromatic number of that graph.
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