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I, INTRODUCTION 
A. Purpose of this work and Summary of Presentation 
The purpose of this investigation is to show that rela-
tivistic effects are important in heavy metals, i.e. those 
metals composed of elements with atomic number Z greater than 
about 60, and to compare energy band calculations, including 
relativistic effects, of some heavy metals with any existing 
experimental data. 
Metals composed of elements with atomic number greater 
than about 60 include the 5<3- transition metals, the lantha-
nides, the actinides, as well as many others. Some of these, 
metals are nearly-free-electron-like, e.g. lead with Z=82. 
A method which can be applied to any heavy metal is the 
relativistic augmented-plane-wave (EAPW) method (Loucks 1 9 6 5 a ) ,  
The EAPW method is a relativistic generalization of the 
augmented-plane-wave (APW) method of Slater (1937)• The EAPW 
method, to be discussed in Sec. I.C, has been successful in 
several applications to heavy metals. These applications in­
clude the calculations for tungsten (Loucks 1965b and 1 9 6 6 a ) ,  
lead (Loucks 1965c) and rhenium (Mattheiss I966). It seems, 
therefore, that the RAPW method is well suited for this project. 
In Sec. II the relativistic energy bands are compared with 
the nonrelativistic energy bands for lutetium, actinium and 
thorium. These metals were chosen since they would be repre-
of the heavy mttals, in partloular the lanthanldes 
and the actinides. 
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In the case of Lu, the nonrelativistic energy bands have • 
been modified by the relativistic effects,, e.g. all accidental 
degeneracies have been removed. Indications are that the 
Fermi surface will also be modified by the relativistic 
effects. 
In the case of Ac and Th, the relativistic effects are 
even more striking and the Fermi surface will, certainly, have 
to be obtained from relativistic calculations. 
The relativistic effects have been shown to be important 
in heavy metals. The remaining part of this project is to 
do detailed calculations of the band structure of some heavy 
metals. The metals chosen were mercury, thorium, and 
dysprosium. 
Mercury was chosen because experimental results were 
available relating to the Fermi surface. Hg has an atomic 
number of 80, so the relativistic effects will certainly be 
important. The band structure and Fermi surface for Hg are 
presented in Sec. III. Comparison of theoretical predictions 
and experimental results for de Haas-van Alphen frequencies 
and magnetoresistance data is also presented in Sec. III. The 
agreement is good. 
Thorium was chosen because it has a large atomic number 
and experiments relating to the Fermi surface are being car­
ried out by others at the present time. It was thought that 
by making a model of the Fermi surface available'to the exper­
imentalists, the interpretation of their data might be made 
easier. The band structure and Fermi surface of Th are 
presented in Sec. IV. 
Much interest has been focused lately on the magnetic 
properties of the heavy 4f rare earth metals.^ Examination 
of the energy bands for Lu (see Sec. II) indicates that the 
relativistic effects will certainly modify the Fermi surface 
of any heavy 4f rare earth metal. Since the Fermi surface of 
these metals might influence the type of magnetic ordering and 
hence the magnetic properties, it was decided that the Fermi 
surface should be calculated for a heavy 4f rare earth metal. 
Dysprosium was chosen since it is typical of most of the 
heavy 4f rare earth metals, i.e. it has temperature regions in 
which it displays paramagnetic, antiferromagnetic, and ferro­
magnetic ordering. Also more experimental evidence is avail­
able for Dy than for any of the other heavy 4f rare earth 
metals. The band structure and Fermi surface of Dy are pre­
sented in Sec. V. Also the relation between the Fermi surface 
and the antiferromagnetic ordering is discussed. 
The heavy 4f rare earths are Gd, Tb, Dy, Ho, Er, Ttn, Yb, 
and Lu; in order of increasing Z. 
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B. Energy Band Calculations 
V 
1. The one-electron model 
The calculation of the eigenstates of a crystalline solid 
is in principle, a difficult many-body problem. This involves 
complicated interactions between the electrons and the ions 
making up the solid, as well as interactions between the elec­
trons themselves. The problem as it stands is intractable and 
must be simplified before any calculation can be attempted. 
Several simplifications are normally employed (Freeman et al. 
1 9 6 6 b ) .  
The first such simplification involves the application of 
the Born-Oppenheimer theorem which says essentially that the 
motion of the electron and the ion system can be treated in­
dependently, with the electron-phonon interactions included 
later by perturbation techniques (Ziman 1964, p. I69). One 
effect which is attributed to electron-phonon interactions is 
the enhancement of the density of states obtained from the 
electronic specific heat. Therefore, unless these interac­
tions are included as perturbations, the neglect of the elec­
tron-phonon interactions is not strictly justifiable. 
The second simplification is to adopt an independent par­
ticle model, e.g. the Hartree-Pock approach. This is to assure 
that each conduction electron is independent of the motions of 
the other electrons. The Hartree-Fock approach does, however, 
neglect the electron-electron (correlation) effects between 
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electrons of opposite spin due to their mutual Coulomb 
repulsion. The correlation effects between electrons with 
parallel spin is included (in an average sort of way) because 
of the antisymmetric (determinantal) form of the wave function-
(Kittel 1963, p. 99)' The neglect of correlation effects be­
tween electrons of antiparallel spin is particularly serious 
for those transition metals exhibiting ferromagnetic or anti-
ferromagnetic properties, since those effects are believed to 
be an important mechanism in producing the magnetism. 
The third simplification involves the way the exchange 
term is handled. The exchange energy, in the Hartree-Fock 
sense, is a non-local operator and as such is difficult to in­
clude in a one-electron approach. The usual approximation used 
is to average this exchange energy (Slater 1951)j and to eval­
uate that expression using free-electron wave functions. The 
result depends on the constant charge density assumed for the 
free-electron problem. If this charge density is set equal to 
the actual local charge density, the resulting expression for 
the exchange energy reproduces that of. the Hartree-Fock one 
fairly well. This expression for the exchange energy does, 
however, overestimate the exchange contribution in the region 
of low charge density (Slater 1 9 5 1 ) .  
To summarize, energy band calculations involve calculat­
ing the stationary states of a single electron in a rigid, 
infinite, periodic lattice. 
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2. The Brlllouln zone 
The electrons are required, because of the periodic 
lattice, to satisfy the Bloch theorem. The Bloch condition 
can be written (Callaway 1964, p. 4) 
ik.R, 
Ve+Si' = ® V?' (1-1) 
f r ^ 
where is the wave function of the electron, is a 
vector of the real lattice, and r is the position in real-
space of the electron. Because, of the Bloch theorem we can 
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classify the state of an electron by a definite vector k. 
The energy levels in an array of atoms spaced far apart 
are discrete. As the array of atoms comes together to form a 
solid the interaction between neighbors increases, causing the 
discrete energy levels to broaden into bands of allowed states. 
When these allowed states are displayed in k-space they give 
rise to so called energy bands. 
An electron in a periodic potential will be Bragg re­
flected when its wave-vector k satisfies 
k'K = (1.2) 
^lcemom©«:-bum(gn/h) • Th© wmv© funotion of a oonduotlon 
electron is non-local and spread throughout the crystal. 
Therefore, the electron can have a well defined momentum or 
k vector (Ziman 1962, p. 27). 
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This is a generalized Bragg equation, where K is a reciprocal 
lattice vector (recip) in k-space. The above expression 
indicates that there will be discontinuities, in general, in 
the allowed energies of the conduction electrons at planes 
bisecting K. These planes enclose volumes known as Brillouin 
zones. The closest volume to the origin enclosed by these 
planes is called the first Brillouin zone. States k and k+K, 
where K is any recip, satisfy the same Dirac equation. This 
is a result of the Bloch condition (Eq. 1.1). Therefore, it 
is possible to characterize all of the'electronic states in 
a periodic potential by k vectors lying in or on the first 
Brillouin zone. The energies are then functions of this 
reduced k vector and a certain band index (Jones I 9 6 O ) .  
C. Theoretical Method 
As was pointed out in Sec. I.A., the energy bands to be 
discussed have been calculated using the EAPW method (Loucks 
1965a). The potential used in the BAPW (and the APW) method 
is the so called muffin-tin potential. This potential approx­
imates the crystal potential by a spherically symmetric part 
around each atomic site and by a constant in the region be­
tween the spheres. The zero of energy is usually chosen so 
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that this constant is zero. The method used to construct the 
potential will be described in Sec. I.D.I. 
The crystal wave function is expanded in a reciprocal 
lattice sum of RAPW basis functions; recips being the only ones 
permitted by the Bloch condition. Also RAPW basis functions 
differing by recips are linearly.independent and satisfy the 
Dirac equation for the same state k. These basis functions 
are Dirac plane waves in the constant region and linear com­
binations (the kappa sum) of central field orbitals in the 
spherical regions. The coefficients of the central field 
orbitals in this kappa sum are chosen such that the upper two 
components of the Dirac spinors match across the RAPW sphere 
boundary. A variational expression for the energy (appro­
priate for a region with a discontinuous function) is used to 
determine the expansion coefficients (of the EAPW basis 
functions). These coefficients are chosen so that the crystal 
energy is a minimum. The eigenvalues, determined in this way, 
are found by solving a secular determinant formed by using the 
above wave functions in the variational expression for the 
energy. The order of the secular determinant is twice the 
number of recips used in the expansion of the wave function. 
The variational principle removes the discontinuity in the 
lower two components of the wave function (a Dirac spinor). 
The resulting wave function is then continuous everywhere, and 
as such, is an acceptable solution to the crystal problem. 
In atomic units = 2, m = 1/2, "5 = 1; energies are 
measured in Rydbergs (13.605 ev) and distances in Bohr radii 
(.5292 A). These units will be used throughout this 
investigation. 
The matrix elements, the variational expression for the 
energy, and the form of the RAPW basis functions can be 
found in the reference Loucks ( 1 9 6 5 a ) .  
D. Theoretical Procedure 
1. The muffin-tin -potential 
The potential within the spheres is formed by superposing 
the nuclear and the electronic potentials from neighboring 
atoms to give the electrostatic, part. The electronic potential 
Vg(r) is found by solving Poisson's equation (in atomic units) 
Vg(r) = -8np(r), (1.3) 
using atomic charge densities p(r). 
The exchange part is included by the Slater free-electron 
approximation discussed in Sec. I.B.I. This involves super­
posing the charge densities from the nearest 100 to 300 neigh­
boring atoms. 
The Slater exchange approximation was used in all the 
calculations to be discussed; although for Dy, 2/3 of the 
Slater value was also used. This exchange approximation is 
discussed in Sec. V.B in connection with the results for Dy. 
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' The procedure for superposing the electrostatic part and 
the charge densities involves Lowdin's alpha summation method 
(Lowdin 1956). By including only the =0 term in the spherical-
harmonic expansion, the spherically symmetric contribution at 
a point r in the unit cell due to a function f(r) centered at 
is 
r+R 
f(r,R ) = (l/2rR. ) / ^xf(x)dx. (1.4) 
If the contributions from all the atoms near the origin are 
included, the resulting crystal potential is--usually well rep­
resented by the muffin-tin approximation. 
Because of the relativistic effect of concentrating the 
electrons with low angular momentum nearer the nucleus and 
thus screening the nuclear charge more effectivelythe elec­
trons with higher angular momentum will be more loosely bound. 
This causes the s and p levels to move down relative to the d 
and f levels and is referred to as the indirect relativistic 
effect by Liberman et aJ.. (1965). For heavy elements the 
indirect relativistic effect can be important. Therefore the 
charge densities used in the construction of the muffin-tin 
potential should be obtained from a relativistically self-
consistent-field calculation for the atom.^ The importance of 
^The charge densities for this work were obtained from 
such calculations (Liberman £t . I965). Liberman et al. 
treated exchange in these calculations by the Slater free-
electron approximation (unless otherwise stated)» 
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treating the atomic calculations relativistically has also 
been discussed by Boyd et sJ.. ( I 9 6 3 ) .  
The effect of the potential enters the RAPW matrix ele­
ments through the ratio of the central field orbitals cf/g. 
It is possible to fit all of the cf/g values, which are 
functions of kappa (see Sec. I.D.3) as well as the energy, to 
polynomials in the energy. This avoids the necessity of cal­
culating cf and g from the coupled differential equations 
which define them each time the energy is changed. This saves 
a considerable amount of computing time. 
2. The reciprocal lattice expansion ' 
The reciprocal lattice expansion, in practice, must be 
truncated so that the secular determinant is of manageable 
size. This involves selecting the recips which are"the most 
important. The actual recips which are important depend upon 
several things. 
One is the number of energy bands which are to be calcu-
ijh lated. In the extended zone scheme the n band lies within 
the n Brillouin zone. Therefore recips which are close to 
that part of the zone can be important. This means, the larger 
the number of bands which are to be calculated, the larger the 
set of recips necessary. 
A second is the type of potential the crystal has. 
Nearly-free-electron metals, for example, usually require a 
smaller set of recips than do transition metals. 
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Third is the point k at which the eigenvalues are to be 
obtained. Each point in the reduced zone has a particular 
symmetry.^ Because of this symmetry, the wave functions for 
an electron can belong to only certain irreducible representa­
tions (irreps) determined by the group of the wave vector at 
that point k (Slater 1965a). Therefore when calculating an 
eigenvalue associated with a given irrep, certain recips may 
be Important because of the symmetry associated with that 
irrep. 
The problem of finding a set of recips is not clear cut 
and certainly involves some personal value judgement. The 
set used for one point k might not be good for another point. 
It is usually best to use the same set of recips for all the 
points in the zone. The energy bands are continuous within 
the first Brillouin zone; if different sets are used for the 
different points in the zone, the connectivity of the bands 
might be destroyed. This would come about if the eigenvalues 
at k converged to a lesser or greater amount than those at k' 
for a given set of recips. 
À good way to find which set to use is by making a con­
vergence study at the various points of high symmetry in the 
zone. By comparing the eigenvalues obtained from various 
1 
The symmetry group at general points is composed of the 
identity alone. 
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po'ssible sets of recips against those from a very large set, 
and using some tolerance, the ""best" set can be selected. 
3. The kappa sum 
Strictly speaking, if the upper two components of the 
wave function (a Dirac spinor) are to be continuous on the 
BAPW sphere boundary, the kappa sum (see Sec. I.C) must be 
infinite. This means the kappa sum must include all integer 
values from minus infinity to plus infinity (excluding zero). 
In practice this is not possible and the sum must be truncated 
both above and below. 
The positive and negative integers K in the kappa sum are 
related to the angular momentum quantum numbers ^  by the 
relations 
K > 0 <e = K 
K < 0 •€ = -K-1. (1.5) 
This means that in order to include all the orbital symmetries 
up to a certain type -C, all K contributions from -1 to -(•C+1) 
and 1 to >6 must be included in the sum. In most cases-£=9 
gives sufficient continuity of the upper two components of the 
wave function. 
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II. RELATIVISTIC ENERGY BAM)S FOR THORIUM, 
ACTINIUM AND LUTETIUM 
The electronic energy bands in Lu, Th and Ac have been 
calculated, with particular reference to relativistic effects. 
There is currently considerable interest in the electronic 
structures of both the lanthanides and the actinides, and it 
is apparent from the results presented here that it is essen­
tial to consider such relativistic effects in the interpreta­
tion of any experimental results. Lu has been studied because 
it is the heaviest of the lanthanides and has approximately 
the same electronic structure as Gd, Tb, Dy, Ho, Er and Tm. 
Hence, the discussion for Lu should be applicable to all of 
the heavier 4f rare earths, with the exception of Yb which has 
a different crystal structure. Th and Ac were studied because 
they are not complicated by the presence of a slightly filled 
5f band which would require very careful consideration of the 
self-consistency of the crystal potential. Thus, attention 
can be concentrated on the rather striking relativistic effects 
manifested in these heavy elements. 
The energy bands were computed using the RAPW method (see 
Sec. I.C). The potential was constructed according to the way 
discussed in Sec. I.D.I. Exchange was treated by the Slater 
free-electron approximation, both in the atomic calculations 
and in the construction of the muffin-tin potential for the 
metals. The results for the three elements are shown in Figs, 
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2.1, 2.2 and 2.3. In each of these figures the relativistic 
energy bands are in the lower half, while the upper half 
shows the band structure in the nonrelativistic limit. 
The nonrelativistic energy bands for Lu in Pig. 2.1 are 
very similar (beneath the Fermi energy) to those calculated 
for Gd by Dimmock and Freeman (1964). Their results are repro­
duced for comparison in Fig. 2.4. The primary relativistic 
effect is simply the lifting of degeneracies by the spin-orbit 
interaction. We see here a very good example of the dependency 
of this interaction on the wave vector of the electronic state. 
At the symmetry point M (in the Brillouin zone for the hexago­
nal close-packed (hep) crystal structure) the splittings are 
much greater than at K. This can be understood qualitatively 
from group theoretical considerations. The single group repre­
sentations of the nonrelativistic levels have been indicated 
in Fig. 2.1.^ The corresponding double-group representations 
for these levels are given by Elliott (1954). At the point K, 
for instance, we find , Eg-^Kg and K^->Kg+K^. The dou­
bly degenerate level is therefore split by the interaction be­
tween the two Kg levels, one from Kg and one from K^. The Ky 
and K^ levels, however, do not interact with each other or with 
the two Kg levels, so that the net effects at the point K are 
not large. At the symmetry point M there is a different situation. 
4- + 
The group representations are related according to , 
^Dimmock, J. 0. and Freeman, A. J., Lincoln Laboratory, 
Lexington, Mass. The irreducible representation labels. 
Private communication. 196^. 
16 
LUTETIUM 
1 m 
hC 
—^-
\ 
•^ 2 
§  r  •  K M  r  
0.5 
0.4 
03 
0.2 
Pig. 2.1. Nonrelatlvlstlc (upper) and relatlvistic 
(lower) energy bands for lutetium. The dashed 
lines give the approximate Fermi energy. 
THORIUM 
0.6 
05 
0.4 
0.3 
r 
>-
en 
UJ 
w 
0.5 
0.4 
0.3 
02 
Flg. 2.2. Nonrelatlvlstlc (upper) and relatlvlstlc (lower) energy bands 
for thorium. The dashed lines give the approximate Perml energy. 
ACTINIUM 
0.7 
0.6 
0.5 
04 
> 03 
û: 
> 
CD 
I ^
 Q6 
0.5 
0.4 
03 
02 
Fig. Nonrelativistic (upper) and relativist!c (lower) energy bands 
for actinium. The dashed lines ' give the approximate Fermi energy. 
 i  
L U  L . J .  I  
H 
vO 
K T m 
Fig. 2.4. Nonrelativistic energy bands for gadolinium from Dimmock and 
Freeman (1964). 
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and There are 3 levels with symmetry which 
interact and the bands are considerably affected. The actual 
positions of the levels are determined, of course, not by the 
spin-orbit interaction alone. Other relativistic effects such 
as the stronger binding of states with low orbital angular 
momentum also enter the final results since the complete Dirac 
Hamiltonian has been used. 
The features of the Fermi surfaces of the heavier 4f rare 
earths are determined by the third and fourth bands shown in 
Fig. 2.1. The relativistic effects on these bands should be 
strongly reflected in the exact shapes of the Fermi surfaces. 
The effect that these changes in the energy bands have on the 
Fermi surface will be discussed in Sec. V. 
Next let us consider the energy bands for Th and Ac as 
shown in Figs. 2.2 and 2.3. Here the relativistic effects are 
quite striking. Notice that for both metals the lowest energy 
state is at the symmetry point X for the nonrelativistic bands. 
However, in the relativistic calculation there is a tendency 
for the states of lowest angular momentum to be more tightly 
bound. Thus at P, the point of highest symmetry in the 
Brillouin zone, an s-like level has been pulled down by at 
least .2 Ry with respect to the other bands. Therefore the 
lowest energy state is at r in the relativistic bands and the 
band width has been increased by about .1 Ry. 
Prior to these calculations the most recent theoretical 
work on Th was reported by Lehman (1959)» He used a 
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parameterized model which included spin-orbit effects and was 
based upon Kohn's variational principle (Kohn 195^)• The meth­
od was similar in some respects to the Slater-Koster tight-
binding interpolation scheme (Slater and Koster 195^) and 
approximated each plane surface of the unit cell by a spherical 
cap of equal area. His results, which included only the d 
bands, are shown in Figs. 2.5 and 2.6. We see the triply 
degenerate level and the doubly degenerate level which 
are characteristic of d bands at the symmetry point F. The 
spin-orbit interaction splits into a single level and a 
doubly degenerate level Pg. The splitting of the triply degen­
erate level is also seen in the bands shown in Fig. 2.2. The 
important feature of these bands, however, is that these 
levels are above two other valence bands which were not even 
considered in Lehman's work. 
The relative position of the d bands with respect to the 
lower bands can be understood qualitatively from the results 
of atomic self-consistent-field calculations. For instance, 
in the Hartree-Fock-Slater atomic calculation of Herman and 
Skillman (1963) the ôd^^g level was found to be at -.6176 Ry 
and the fs^yg level at -.^785 Ry. These calculations were made 
self-consistent using a nonrelativistic Hamiltonian, and the 
resulting levels were corrected for relativistic effects by 
perturbation theory. Thus, they found the Is^el to be 
lower than the 73-^^^ level. However, Liberman e_t (I965) 
22 
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Pig, 2.5. Energy bands from r to X for thorium from 
Lehman (1959)• The dashed curves are those 
with no spin-orbit coupling and the solid 
curves are those including spin-orbit 
coupling. 
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Fig. 2.6. Energy bands from F to K for thorium from Lehman 
(1959)» The dashed curves are those with no 
spin-orbit coupling and the solid curves are 
those including spin-orbit coupling. 
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have performed similar calculations solving the Dirac central 
field Hamiltonian self-consistently and have found the ôd^^^ 
level at -.3970 By and the fs^yg level at -.4300 Ry. Hence, 
the two levels have nearly the same energy, but the fs^yg is 
lower in the relativistically self-consistent potential. This 
has been attributed by these authors to an indirect relativis-
tic effect. The states of lower angular momentum are more 
tightly bound in the Dirac Hamiltonian, and this causes an 
adjustment in the seIf-consistent charge density near the 
origin which results in different screening for the outer 
states. Because the muffin-tin potential for the metal has 
been constructed from the relativistic atomic charge densities, 
it is not surprising that the d bands are not the lowest 
valence states. 
The relative position of the d bands with respect to the 
Fermi energy in Th is similar to that found by Mattheiss 
(1964) for the vanadium group, most of the d bands lying just 
above the Fermi energy. Thorium, however, is face centered 
cubic (fee) while the vanadium group have the body centered 
cubic (bcc) structure. It might therefore be possible to exam^ 
ine the relative importance of the structure of the d bands 
and the crystal structure on, for instance, the phonon spec­
trum by comparing these metals experimentally. 
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III. ELECTRONIC STRUCTURE OP MERCURY 
A. Introduction 
Until very recently there has been very little experimen­
tal work relating directly to the Fermi surface of mercury. 
The first was done by Pippard (19^7) who reported anomalous 
skin effect results. The de Haas-van Alphen (dHvA) effect in 
mercury was first reported by Verkin, e;b aJ.. (1951) and then 
by Shoenberg (1952). Gustafson et a2. (19^3) presented results 
for position annihilation in liquid and solid mercury. How­
ever, the orientation of the crystals in these early experi­
ments was not known. It was not until recently that Brandt 
and Rayne (I965) reported dHvA data on oriented single crys­
tals which provided detailed information on the Fermi surface. 
They proposed a model of the Fermi surface which was a slight 
modification of the free electron surface. It was pointed out 
by these authors that this model should support a set of open 
orbits. The same year Dixon and Datars (1965) found experi­
mental evidence of these open orbits in their transverse mag- • 
netoresistance data. They also reported effective masses from 
Azbel'-Kaner cyclotron resonance measurements which were con­
sistent in angular dependence with the model proposed by 
Brandt and Rayne. Dishman and Rayne (I966) have presented 
additional transverse magnetoresistance results which Indicate 
the existence of a second set of open orbits which are also 
consistent with the proposed model. A more complete report of 
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the dHvA effect has recently been prepared by Brandt and Rayne 
(1966). They have determined the topology and size of the 
Fermi surface from their data using a three parameter model 
based on the pseudopotential method. 
In this section the results of energy band calculations 
for mercury using the RAPW method are reported. This is 
followed by a discussion of the various experimental results 
(including some information on the liquid state)" and their 
relationship to the theoretical calculations. 
B. Procedure 
The alpha phase of mercury has a rhombohedral crystal 
structure. Discussions of this structure and the correspond­
ing Brillouin zone can be found in several text books (Mott 
and Jones 1958; Slater 1965a; Wyckoff 1963). The lattice is 
composed of three equal crystallographic axes inclined to 
each other at the same angle a. The fee lattice is a special 
case of this in which a=60°. For mercury a=70°44.6* at 5°K 
with the lattice constant equal to 5.643au (Wyckoff 1963) .  
The Brillouin zone is shown in Pig. 3.1. In the fee Brillouin 
zone the faces containing the,points T and L are both regular 
hexagons of the same size and distance from the center of the 
zone r; the face containing the point X is square. The dis­
tortion from fee has the effect of pushing the L-faces closer 
to r and the T-faces further away until the distances TT and 
rx are almost exactly equal and about 25^ greater than the 
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Brillouin zone for the rhombohedral 
crystal structure of mercury-
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distance PL. An atom in the fee lattice has 12 nearest neigh­
bors, whereas in the rhombohedral lattice of mercury these 12 
atoms separate into two sets (six atoms each) which differ in 
distance from the central atom by about 15%• Worster and 
March (1964) have investigated the stability of solid mercury 
using pair potentials derived from structure data for the 
liquid and found the fee and rhombohedral lattices to have 
almost exactly the same energy (differing by only .01 eV/atom). 
It is also interesting in this regard that the coordination 
number for liquid mercury as found by x-ray diffraction tech-
] 
'niques (Wagner et al. 1964) is 10.0 and the average atomic 
distance (at 28°C) is 5«76au. One expects the electronic 
environments in the liquid and solid to be quite similar ex­
cept, of course, for properties which result from Bragg re­
flections due to periodicity in the crystal. 
The crystal potential was constructed (see Sec. I.D.I) 
10 2 
using an atomic configuration 5d , 6s . Exchange was treated 
throughout using the Slater free electron approximation. The 
RAPW sphere radius was R=2.7l8au. The reciprocal lattice 
vectors used in the basis set were selected so that all the 
energy levels throughout the zone had converged to an accuracy 
of better than .005 Ey. This required 19 reciprocal lattice 
vectors, yielding a secular determinant of order 38. 
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C. Results and Discussion 
1. The Fermi surface 
The relativistic energy bands are shown in Figs. 3.2 and 
3.3* They are free-electron-like with splittings due to the 
combined effect of the crystal potential and the spin-orbit 
interaction. The dashed region near the bottom of the band 
and the inset in Pig. 3.3 will be discussed in Part 2 of this 
section. Because mercury is divalent, the Fermi energy will 
be near the top of the first band. The dHvA data of Brandt 
and Rayne (I965) was used to estimate the value shown in Figs. 
3.2 and 3.3. Their data indicates that the Fermi energy must 
lie above the lower level at X and below the maximum in this 
band between X and K. This fixes the Fermi energy between 
.670 and .685 Ry (measured from the bottom of the band at 
-.255 Ry). The value Ep=.680 gives good agreement with the 
dHvA frequency associated with this portion of the Fermi 
surface. 
This approximate value of the Fermi energy was used to 
determine the intersections of the Fermi surface with the 
Brillouin zone faces as shown in Fig. 3.4. This Fermi surface 
is topologically equivalent to the model proposed by Brandt 
and Rayne (19^5) to explain their dHvA data. In the first 
zone there is a multiply connected hole surface which includes 
most of the T- and X-faces except for regions near the points 
T and X. A schematic representation of this part of the Fermi 
VoJ 
O 
Fig. 3'2. Eelativlstic energy bands for mercury. 
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Fig. 3.3. Relativlstlc energy "bands for mercury. 
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Fig. 3.4'. Intersections of Fermi surface with 
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surface is shown in Pig. 3-5« In the second zone there are 
lens-shaped electron surfaces centered on the points L and 
oriented with maximum cross section in the L-faces. 
In discussing a non-cubic crystal structure such as 
rhombohedral mercury, it is important to be very careful in 
the use of crystallographic notations to indicate planes and 
directions. Before proceeding to a comparison between the 
Fermi surface and the various experimental results, let us 
review briefly the nomenclature. The Brillouin zone shown in 
Fig. 3.1 was constructed in the usual manner by finding the 
region contained by the perpendicular bisectors of reciprocal 
lattice vectors. The basic reciprocal lattice vectors in 
rhombohedral mercury have the following (x, y, z) coordinates: 
b^ = (1.111, 0, .4990) 
bg = (-.5553, .9618, .4990) (3.1) 
^ = (-.5553, -.9618, .4990). 
All reciprocal lattice vectors can be designated by 
(1, m, n) = Ib^ + mbg + nb^. (3.2) 
Some of the reciprocal lattice vectors used in constructing 
the Brillouin zone are indicated in Fig, 3.6. Of course, the 
reciprocal lattice point (1, m, n) defines the set of lattice 
planes (Imn) in the direct lattice. 
Fig. 3.5. Schematic representation of the multiply connected first 
zone hole surface of mercury showing closed orbits. 
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(1,1,1) 
(0,0,1) (0,1,0) 
(o,T,T) 
Fig. 3.6. Reciprocal lattice vectors corresponding 
to faces of the Brlllouin zone. (1, 0, 
0) normal to the plane of the figure. 
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Some of the experimental results to be discussed involve 
the orientation of a magnetic field with respect to the crys­
tal. However, discussing the Fermi surface involves the 
orientation of the magnetic field with respect to the 
Brillouin zone. Directions corresponding to lines of atoms in 
the crystal will be specified in the usual manner by [Imn]. 
To determine the orientation these directions have with respect 
to the Fermi surface, find the normal to the plane in recipro­
cal space which contains all the reciprocal lattice vectors 
(1' m' n') such that the inner product with [Imn] vanishes. 
For instance, the direction [00Î] has zero inner product with 
the reciprocal lattice vectors (110), (100) and (110). The 
normal to the plane in reciprocal space which contains these 
three vectors is parallel to the zone edge WKW. This is shown 
in Fig. 3«7» Notice that the three orthogonal directions 
[111], [11*2], and [iTo] (called trigonal, bisectrix and binary, 
respectively) specify the same directions relative to the 
Brillouin zone as the corresponding reciprocal lattice vectors 
(111), (112) and (1Î0). However [110] and (110) have different 
orientations with respect to the Brillouin zone, as do also 
[001] and (001). In the following discussion reference will 
frequently be made to the orientation of a magnetic field with 
respect to the Fermi surface. It is hoped that Fig. 3.7 will 
help the reader avoid some of the confusion which arises from 
the use of many different forms of brackets. The accepted 
(Ill) 
TRIGONAL [111] 
1110] 
[001] 
BISECTRIX 
(112) 
[|I2] 
(110) 
C1Î01 
BINARY 
->3 
Fig. 3 .7 .  The orientation of certain crystallographic directions 
with respect to the Brillouin zone. 
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convention shall also be used, that <lmn> represents [Imn] and 
all equivalent directions; similarly, {imn"^ represents (Imn) 
and all equivalent planes (or reciprocal lattice vectors). As 
a final remark, it should be noticed that although in Fig. 3.7 
the binary direction [110] is perpendicular to the bisectrix 
direction [112], the equivalent direction [101] (one of the set 
<110>) makes an angle of 30° with the [112] direction. 
The experimental evidence for the electron lenses can be 
seen in the dHvA data of Brandt and Rayne (1966). The curve 
marked a in Pig. 3«Sa corresponds to a side view of one of the 
sets of lenses. With the field oriented in the [101] direction, 
the minimum cross section of the lenses is observed. From the 
theoretical Fermi surface the corresponding frequency is cal­
culated to be 37.4 X lO^G compared to the observed value of 
32.2 X lO^G. As the field is rotated to either the [100] or 
the [001] direction, the frequency increases by about 10^  
because the Fermi surface pulls out toward the point K as shown 
in Fig. 3.4'. The observed frequencies also increase by about 
this same amount as can be seen in Fig. 3.8a. With the field 
in either the [100] or [001] direction there are two sets of 
lenses with the same orientation relative to the field. As 
the field is rotated toward the [101] direction, one of the 
sets assumes an orientation such that the maximum cross section 
of the lenses is approached. This maximum is calculated to 
correspond to the frequency 10? x lO^G. The frequency 
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corresponding to this set of lenses should therefore rise very 
sharply over the angular range given in Fig. 3.8a. Only the 
first part of this expected signal is seen in the experimental 
results near [100] and [001], 
The maximum cross section of the lenses should be ob­
served for field orientation in the £l003 direction. In Fig. 
3.8b the experimental results of Brandt and Hayne (I966) are 
shown for the magnetic field in a plane perpendicular to the 
binary direction, i.e., lying in the mirror plane. The scale 
of the figure is too small to include the predicted value of 
107 X lO^G. However, a scatter of signals near the (100) 
direction with frequency around 68 x lO^G have been observed. 
These were assigned to the lens orbit by Brandt and Rayne. 
This is certainly a possible interpretation and would only 
require a little bending of the theoretical bands, but no more 
than has been necessary in other similar situations. It would 
simply require the lenses to be thicker and have a smaller 
maximum cross section than has been calculated. But it Is 
tempting to believe the bands and look for an alternate inter­
pretation of the data. It is, for Instance, possible that the 
lenses do have a maximum cross section corresponding to a 
frequency of about 107 x lO^G, and that they simply have not 
been observed. There is no experimental data which goes con­
tinuously from the maximum cross section to the side view of 
the lenses. This interpretation would leave the frequencies 
around 68 x lO^G in Fig. 3.8b unexplained. It is always 
possible that these are mixing frequencies or even harmonics 
(68 x lO^G is not too different from twice the side-view 
frequencies which range from 32 to 35 x lO^G at this orienta­
tion). And, as will be pointed out later, there are also 
orbits on the hole surface which yield frequencies of this 
same order of magnitude. It appears that this assignment of 
orbits is not yet completely resolved. 
The multiply connected hole surface is shown in Pigs. 3*^ 
and 3.5. All but one of the closed orbits on this surface 
have previously been classified by Brandt and Rayne. The sur­
face covers most of the T and X faces except for small regions 
around the points T and X. There is experimental evidence 
confirming the presence of these small openings. As noticed by 
Brandt and Rayne, in the vicinity of X and K the hole surface 
may be approximated by two parallel cylinders oriented in the 
<001> directions (parallel to K-W in Fig. 3*1)• The experimen­
tal frequencies corresponding to these cylindrical regions are 
designated in Fig. 3.9a. With magnetic field in the [010] 
direction, the orbits around one set of cylinders have minimum 
cross section. (There are, of course, three sets of cylinders 
corresponding to the three equivalent <001> directions. The 
other two sets do not support closed orbits at this field 
orientation.) As the field is rotated toward [Oil], this 
cross section increases and one of the other sets begins to 
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support closed orbits; these two sets acquire the same orienta­
tion with respect to the magnetic field at [OlT]. This leads 
to crossing of the frequencies at [Oil] as can be seen in Fig. 
3.9a. Notice that Brandt and Rayne have made this interpreta­
tion quite plausible by calculating the angular dependence to 
be expected from cylindrical surfaces oriented in the <001> 
direction. As mentioned earlier, it was this feature of the 
Fermi surface which was used to fix the Fermi energy. It was 
chosen such that the intersection with the energy bands between 
the points X and K gave the same size cylinder as was experi­
mentally observed. As a last comment on the experimental re­
sults shown in Fig. 3.9a, the frequencies indicated as pg do 
not correspond to any portion of the theoretical Fermi surface. 
Unless they correspond to difference frequencies, their pres­
ence is unexplainable. 
The other openings in the hole surface occur around the T 
points. The experimental evidence for this feature of the 
Fermi surface can be found in closed orbits which thread 
through these openings and the openings at X. Brandt and 
Rayne have designated these as t orbits, and they can be seen 
in Figs. 3.8a and 3.8b. Additional experimental results are 
shown in Fig. 3.9b. In Fig. 3.10 the shape of this orbit 
corresponding to its minimum cross sectional area is shown 
(magnetic field in <10Î> direction). The theoretical surface 
predicts a frequency of 13.8 x lO^G compared to the 
# 
Fig. 3.10. View of theoretical Fermi surface corresponding to 
minimum cross sections of the electron lenses and 
the.;? orbit on the hole surface, '['101] normal to 
the plane of the figure. 
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experimental results of 15.8 x lO^G obtained from Pig. 3.8a. 
As the field is rotated in the (111) plane (see Fig. 3.9^) 
away from the [iTo] direction, the Fermi surface supports this 
closed orbit only over a small angular range. From Fig. 3.4 
closed orbits are predicted for a range of about 9-10° on 
either side of [110]. This is in good agreement with the two 
lower sets of experimental frequencies shown in Fig. 3-9^ and 
designated as t orbits. The frequencies around [211] are also 
designated as t in Fig. 3.9%, but actually correspond to a 
different orbit. This orbit threads through the opening at T 
and around the point W where the cylinders spread out as they 
join together (Fig. 3.5). This orbit will be designated as y 
in order to distinguish it from the t orbits. There is a 
break in the data between the y and t orbits for the small 
angular range in which the orbits run along the cylinders and 
are either open orbits or extended orbits. These open orbits 
are discussed later. The experimental frequencies designated 
by T in Fig. 3.8b also correspond to the y orbits. The ob­
served angular dependence is consistent with the Fermi surface 
model. In this same figure there are frequencies in the range 
of 27 X lO^G for fields oriented near [111]. Extremal areas 
on the theoretical Fermi surface cannot be found to explain 
these. 
There is one additional closed orbit which has not pre­
viously been discussed. This will be designated as a la orbit. 
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It goes across the T faces and through two of the openings 
centered at the X points as shown in Fig. 3.5. With the field 
orientation in the (Oil) plane this orbit should exist for 
directions between [211] and [100]. The frequency should 
increase between [211] and [100] with a value of about 45 x 
lO^G in the (100) direction. There is no clear evidence that 
these orbits have been observed experimentally. However, in 
Pig. 3.9b the data gets a little sparse around [2ÏT] where one 
would expect the la orbit to have about the same frequency as the 
lens orbit. This could be the result of beating between these 
two signals. Also, in Fig. 3.8b there are frequencies around 
[2ÎÏ] which could be due to this orbit. This aspect of the 
Fermi surface (as well as the exact size of the lenses) will 
have to be determined by further experimental work from which 
these orbits can be clearly identified. 
Both Dixon and Datars (I965) and Brandt and Rayne (1966) 
have measured effective masses for orbits on the cylindrical 
portions of the hole surface. The two groups reported results 
for different magnetic field traverses. In both cases, however, 
the angular dependence of the results was consistent with the 
theoretical Fermi surface and with the de Haas-van Alphen 
results. It is somewhat disturbing, however, that with the 
field oriented in the (110) direction (a measurement both 
groups made) Dixon and Datars reported m*=.79 while Brandt and 
Rayne gave .23. The former was based on Azbel'-Kaner cyclotron 
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resonance measurements, the latter on the temperature varia­
tion of the amplitude of the torque oscillations from de Haas-
van Alphen measurements. 
The Fermi surface supports two sets of open orbits. An 
example of each is shown in Fig. 3.11. The set designated A 
was first predicted by Brandt and Rayne (1965) and later ob­
served by Dixon and Datars (I965) in their transverse magneto-
resistance results. These are shown in Fig. 3.12. Using the 
lattice constants for mercury it is calculated that for the 
configuration in Pig. 3.12 the magnetoresistance should satu­
rate with the field 38° from (110) toward (100). The path of 
the resulting open orbit is shown in Fig. 3.13. The direction 
of motion in reciprocal space is parallel to the (010) direc­
tion. The other set of open orbits, designated B in Fig. 3.11» 
were observed by Dishman and Rayne (I966). In their paper can 
be found a complete discussion of both sets of open orbits. 
In the above discussion it was shown that the theoretical 
Fermi surface based on the RAPW calculation is consistent with 
the available experimental evidence. However, the theoretical 
calculation was performed after the experimental evidence had 
already been interpreted on the basis of a modification of the 
free electron model, Brandt and Rayne (1966) used a parameter­
ized pseudopotential fit of their de Haas-van Alphen data to 
determine a Fermi surface model. It is interesting that these 
authors did not find it necessary to include the spin-orbit 
Fig. 3.11. Schematic representation of the multiply connected first zone 
hole surface of mercury showing an example of each of the two 
sets of open orbits. 
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Fig. 3.12. Transverse magnetoresistance results of Dixon and Datars (1965) with the magnetic field lying in a plane normal 
to [001]. 
50 
v.-. 
Pig. 3«13. Path of the open orbit on the first zone 
hole surface which gives rise to the 
saturation in the magnetoresistance as 
shown in Fig. 3.12. 
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interaction as Anderson and Gold (1965) had done for lead. 
Because the symmetry is lower in the rhombohedral lattice, the 
crystal field splits levels which would be degenerate in the 
fee lattice if the spin-orbit interaction were not included. 
Therefore, the pseudopotential parameters for mercury contain 
the combined effect of the weak crystal potential and the 
spin-orbit interaction. It is gratifying that the relativistic 
calculation using an ad hoc potential reproduces the essential 
features of the Fermi surface model based on experimental 
results. 
2. The d bands 
A result which is at first surprising, is the location of 
the filled 5d bands. The inset in Fig. 3*3 shows three of 
these bands cutting across the bottom of the 6s-6p bands and 
the other two just below it. Mattheiss (1964) has calculated 
the energy bands for zinc (hep) and found that the 3d band was 
about .5 Ry below the bottom of the 48-4p bands. This is in 
contrast to the neighboring element copper (fee) in which the 
3d band occupies energies ranging from about 1/2 to 4/5 of the 
Fermi energy. 
There are several factors which could effect the relative 
position of the d bands. One is the overlap from neighboring 
atoms in the crystal. In performing atomic self-consistent 
field calculations for transition elements, observations have 
been made on what effect changes in the outer portion of the 
52 
potential have on the relative positions of s and d levels. 
Modifications which make the potential more binding in the 
outer portion of the atomic potential lower the energy of the 
outer d level with respect to the s level. The superposition­
ing procedure used to form the muffin-tin potential tends to 
make it more binding in the outer region. Hence it is expected 
that if the overlap from neighboring atoms is different for 
mercury and zinc, it would affect the relative positions of the 
d bands. Unfortunately, it is not an easy matter to separate 
out the various contributions to this effect. For instance, 
the atomic radius of mercury is, roughly, 2% greater than 
that of zinc. On the other hand, the two elements have differ­
ent nearest neighbor distances. Distances to the 18 nearest 
neighbors for the two lattices are given in Table 3.1. It is 
seen that the 12 nearest neighbors are, roughly, closer in 
zinc than in mercury. Certainly this is a very crude argument, 
but it might be concluded that although the mercury atoms are 
larger, they are correspondingly further away from their near­
est neighbors, and consequently the overlap would be about the 
same for the two elements. Therefore this is not believed to 
be an important factor in determining the position of the d 
bands. 
There is an entirely different effect, however, which can 
account for the shift in the d-band position. In Fig. 3.l4, 
the results of atomic self-consistent field calculations 
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Table 3.1. Distances to neighboring atoms in zinc (hep) and 
mercury (rhombohedral). 
Distance (au) 
Number 
atoms Zinc Mercury 
6 5 .02  5 .65  
6  5 .52  6 .55  
6 7.44 8.65 
ZINC MERCURY 
NON-RELATIVISTIC 
HERMAN-SKILLMAN 
RELATIVISTIC 
LIBERMAN.WABER & CROMER 
.62 
.57 
.70 
3d 10 1.26 5d 
10 f.27 
(5/2)-
(3/2)-
1.02 
1.17 
Fig. 3.14. Results of atomic self-consistent-field 
calculations for mercury and zinc. 
for mercury and zinc are shown. The nonrelativistic calcula­
tions for these two elements by Herman and Skillman (1963) 
give almost identical results for the outer s and d levels. 
However, the relativistic calculation by Liberman et al. 
(1965) for mercury show the 5<i levels considerably higher in 
energy with respect to the 6s level. Liberman, ejb a2. (I965) 
have explained the shift in the d level as an indirect rela­
tivistic effect. The states of lower angular momentum are 
more tightly bound by the effective potential in the rela­
tivistic calculation. The relativistic atomic potential was 
used to,construct the crystal potential and so this can 
account for the position of the d bands. 
Since the location of the d bands seems plausible, let us 
look for experimental evidence to support the result. No such 
experiments are known to exist for solid mercury. However, 
the reflection spectrum of liquid mercury has been measured 
recently by Wilson and Rice (I966), and their results tend to 
confirm the location of the d bands. They were able to 
account for the imaginary part of the dielectric constant in 
the energy range below 7 eV by extending the Drude theory to 
include the effects of electron-ion interactions. This energy 
range corresponds to the free-electron-like portion of the en­
ergy bands above the d bands. There are three absorption 
peaks in the imaginary part of the dielectric constant which 
occur in the energy range corresponding to the d bands. The 
expérimental results are shown in Fig. 3.15a. The positions 
of the peaks relative to the Fermi energy are shown by arrows 
along the inset portion of Fig. 3c3= It is apparent that the 
absorptions are due to transitions between these d bands and 
the states above the Fermi energy. In Fig. 3.l5ti evidence is 
seen that some of the d bands cut across the bottom of the s-p 
band. The ordinate of this figure can be regarded as the num­
ber of electrons which contribute to the dielectric constant up 
to the energy il m. It is seen that it tends toward the value 
2, but at the energy corresponding to the position of the d 
bands there is an abrupt change in slope. Thus, the d-band 
absorptions begin contributing before the states at the bottom 
of the conduction band. 
Wilson and Rice (1966) have interpreted their results in 
terms of 5d core electrons which are split by the spin-orbit 
interaction. They point out that the energy difference between 
the J = 3/2 and J = 5/2 states of Hg(II) in the configuration 
5d^6s^ is 1.87 eV compared to the splitting of I.7 eV between 
the absorption peaks in Fig. 3.158" However the crystal field 
can equally well account for the splitting. It was noted that 
the d bands shown in the inset in Fig. 3*3 extend over the 
same energy range as the observed absorption peaks. The d 
bands are split by the combined effects of the spin-orbit 
interaction and the crystal field (lack of spherical symmetry 
due to the neighboring atoms). To emphasize this these bands 
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Fig. 3.15. Results Wilson and Rice (I966) deduced from 
their reflectance data for liquid mercury. 
Fig. 3.16. Nonrelatlvi.stlc energy bands for mercury near the 
bottom of the conduction band. 
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have also been calculated in the nonrelativistic limit. The 
results are shown in Fig. 3.I6. The d bands are still split 
into two sets; however, the effect is now entirely due to the 
crystal field. In the crystal, therefore, the splitting of 
the d bands is a combined effect of both the spin-orbit inter­
action and the crystal field. The same should be true in the 
liquid state, since, as was pointed out earlier, the average 
electronic environment due to nearest neighbors should be 
quite similar in the two states. 
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IV. BAND STRUCTURE AND FERMI SURFACE OF THORIUM 
A. Introduction 
This is a theoretical study of the electronic structure 
of thorium. Thorium is of interest since it is a heavy ele­
ment (Z = 90) with a face centered cubic crystal structure and 
a partially filled d shell. Its free atom electronic configu-
p p 
ration 6d 7s is similar to the lighter elements Ti, Zr, and 
Hf, but they crystallize in the hexagonal close-packed struc­
ture. Thorium is not complicated by the presence of a par­
tially filled 5f band as are most of the heavier actinides. 
The naturally occurring isotope of thorium has a long half-
life of 1.39 X 10^° years. 
A previous theoretical study of the band structure of 
thorium was made by Lehman (1959)• Although he included the 
spin-orbit interaction, the calculation was limited to the d 
bands only. The results presented herd show that the s band 
lies below the d bands and as such must be included in the 
calculation. 
In Sec. II the relativistic and nonrelativistic energy 
bands for thorium were presented. It can be seen from these 
that the relativistic effects are large and must be included 
in any calculation of the electronic properties. 
In this section these calculations have been greatly ex­
panded to Include not only symmetry directions but also general 
points throughout the zone. These were used to determine the 
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density of states and the Fermi surface. The calculations 
were done using the RAPW method discussed in Sec. I.C. 
De Haas-van Alphen frequencies and cyclotron effective masses 
were predicted for several extremal orbits. Although no ex­
perimental data on the Fermi surface of thorium is presently 
available, it was in anticipation that results would be forth­
coming soon that these calculations were performed.^ 
B, Procedure 
The crystal structure of thorium is face centered cubic 
with a lattice constant a = 9.608 au (Wyckoff I963).  The 
crystal potential was approximated by the muffin-tin potential 
discussed in Sec. I.D.I. Charge densities for the free atom 
P ? 
configuration 6d 7s were used. Exchange was treated through­
out using the Slater free-electron approximation. The RAPW 
sphere radius used was R = 3.1582 au. The zero of energy was 
chosen such that the potential outside the spheres was zero. 
The potential is listed in Table 4.1. 
The energy bands in Sec. II were calculated using 27 
reciprocal lattice vectors (recips). In the present calcula­
tions this-basis set was extended to 36 recips; these are 
listed in Table 4.2. The notation used for the recips is 
Thorsen, A. C., North American Aviation Science Center, 
Thousand Oaks, Calif., and Gold, A. V., Iowa State University 
of Science and Technology, Ames, Iowa. De Haas-van Alphen 
effect in Th. Private communication. I966. 
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Table 4.1. The potential used for thorium. 
2Zp(r) = -rV(r) 
(The 2 arises since e^ '= 2 in atomic units) 
r 2Zp(r) r 2Z (r) r 2Zp(r 
0.00020 179.79 0.01005 168.23 0.17378 82.91 
0.00032 179.65 0.01168 166.50 0.20190 75.45 
0.00043 179.52 0.01357 164.56 0.23458 68.03 
0.00058 179.34 0.01576 162.38 0.27254 60.72 
0.00078 179.09 0.01832 159.95 0.31665 53.62 
0.00106 178.76 0.02128 157.25. . 0.36789 46.90 
0.00143 178.30 0.02472 154.25 0.42743 40.69 
0.00166 178.01 0.02873 150.94 0.49660 35.01 
0.00193 177.68 0.03337 147.29 0.57697 29.90 
0.00224 177.29 0.03878 143.27 • 0.67034 25.31 
0.00261 176.85 0.04505 138.86 0.77882 21.14 
0.00303 176.33 0.05234 134.05 0.90486 17.36 
0.00352 175.73 0.06081 128.83 1.05130 14.00 
0.00409 175.03 0.07065 123.23 1.22144 11.09 
0.00475 174.24 0.08209 117.26 1.41911 8.60 
0.00552 173.33 0.09537 110.96 1.64877 6.46 
0.00641 172.29 0.11081 104.34 1.91560 4.58 
0.00745 171.10 0.12874 97.43 2.22561 2.94 
0.00865 169.76 0.14957 90.27 2.58578 1.57 
3.00425 0.53 
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Table 4.2. Reciprocal lattice vectors used in RAP¥ expansion 
for all the points in the zone. They are listed 
in order of importance for the zone as a whole 
(based on k. = k - K. )• 
1 — 1  
( 000 )  
(111) 
(200)  
(ÎÏÏ) 
(220)  
(002)  
(220)  
(131) 
(311) 
(222 )  
(202)  
(022)  
(111) 
(111) 
(002)  
(ÎÎ1) 
(200)  
(022)  
(022) 
(Î31) 
(31Î) 
(113) 
(022) 
(220)  
(020) 
(III) 
(111) 
(iTT) 
(020)  
(202) 
(131) 
(Ï3T) 
(202)  
(222)  
(202)  
(220)  
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(Imn) = ^  (13^ +, mj_ + nk) (4.1) 
A A A  
where j_, k are unit vectors along the x, y, z axes, respec­
tively. The eigenvalues at all the symmetry points in the 
Brillouin zone (Fig. 4.1) were converged to within about .003 
Ry using this set of recips. The sum on ka,ppa (see Sec. I.D.3) 
was truncated at -10 for the negative part of the sum and +9 
for the positive part. This means orbital symmetries from 
•€ = 0 to 9 were included in the calculations. 
The calculations have been carried out on a discrete mesh 
within the first Brillouin zone. The mesh interval Ak. being 
—1 
given by 
^^ 1 = jk -i'  ^(1 + 1),  ^k. (4.2) 
This corresponds to 1927 points in the first Brillouin zone and 
involves 78 calculations in the 1/48 zone shown in Pig. 4.2. 
Five of these are at symmetry points, 22 along symmetry lines, 
40 on symmetry planes, and 11 at general points in the zone. 
The relativistic energy bands for thorium are shown in 
Fig. 4.3. .The bands along U-¥ and L-U are the same as those 
for K-W and L-K, respectively, as can be determined by symme­
try. The bands include the 7s band and four of the five 6d 
bands. 
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Fig. 4.1. Brillouin zone for the face centered 
cubic crystal structure. 
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Pig. 4.3. Relativistlc energy bands for thorium. Fermi energy (dashed 
line) = .481 Ry. 
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C. Results and Discussion 
1. The density of states 
The eigenvalues were found in a more dense mesh by inter­
polating between the calculated values. The new mesh is given 
by 
% = & i, Akg = ^  f^ 6 (4-3) 
and is equivalent to 7229 points in the Brillouin zone. 
Wherever possible the interpolated values were found by fitting 
a second order curve through the calculated eigenvalues for 
neighboring points of the larger mesh. In some instances it 
was necessary to average two such values or to use linear 
interpolation. 
The histogram of the density of states shown in Fig. 4.4 
represents the number of states of one spin orientation (i.e. 
orbital states). AE was taken to be .01 Ey. The dotted line 
represents the integrated density of states, with the units to 
the right. The Fermi energy for thorium occurs at 0.481 Ry. 
The density of states at that energy, as seen in Fig. 4.4, is 
21+4 states / spin / Ry-atom. 
From Fig. 4.3 the width of the conduction band is .288 
Ry (.481 - .193)• The corresponding bandwidth from Sec. II for 
the nonrelativistic bands is approximately .2 Ry. Soft x-ray 
emission spectra should show such a large difference in band­
width as well as showing the general features of the density 
0.210 0.270 0.330 0.390 
energy ( rydbergs)  
0.450 0.510 
7 m 
m 
o H 30 O 
m 50 
CO 
TJ 
m 30 
o 
s 
o\ 
vo 
Fig. 4.4. Thorium density of states histogram. The dotted curve is the 
integrated density of states curve with the units on the right 
hand side. 
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of states curve. It would be very interesting for such exper­
iments to be performed. 
Measurements have been made on the specific heat of 
thorium by Clusius and Franzosini (1956). The electronic 
specific heat coefficient that they found was y = 16.4 x 10 ^  
cal/mole-deg^. Using the eq^uation (Ziman 1964, p. 124) 
Y = 0.828 X 10~^ N(Ep) cal/mole-deg^ (4.4) 
where N(Ep) is in states/spin/Ry/atom, this value of y corre­
sponds to N(Ep) = 19.8 states/spin/Hy/atom. This would have 
to be corrected for electron-phonon enhancement before a 
rigorous comparison with a "band" density of states could be 
made, but agreement with the value of 21+4 is nevertheless 
reasonable. Smith and Wolcott (1955) had previously measured 
2 Y = 11.2 X 10" cal/mole-deg . Clusius and Franzosini attri­
bute the disagreement to differences in purity of the two 
samples. The value of N(Ep) might be even larger if a very 
pure sample was measured. 
The magnetic susceptibility X has been measured by Smith 
and Greiner (1959) from 130°-300°K. They found it to be con-
-6 
stant in that range and of magnitude 0.410 x 10" emu/gm. For 
the purpose of making a rough comparison the paramagnetic spin 
susceptibility shall be assumed to be the only contribution. 
Using the equation (Ziman 1964, p. 287) 
X = 0.0205 X 10"* N(Ep) emu/gm (4.5) 
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N(Ep) = 20 states/spin/Hy-atom is obtained, again in reason­
able agreement with the value for Th. Since the measured X 
also contains diamagnetic contributions which are negative, 
the paramagnetic spin part of the susceptibility will be some­
what larger and, hence, so will the resulting value of N(Ep). 
Also electron-electron interactions can enhance N(Ep) much as 
the electron-phonon interactions do for the value of N(Ep) in 
the electronic specific heat coefficient. 
Although there is reasonable agreement between the "band" 
density of states and the values derived from magnetic suscep­
tibility and specific heat measurements, it is entirely 
possible that this is fortuitous. This is the first applica­
tion of the BAPW method to such a heavy metal, and very little 
experimental evidence is available. The calculation was per­
formed using an a^ hoc potential, and one can only hope that 
it is relatively self-consistent (or that the energy.bands are 
not very sensitive). If further experimental results tend to 
confirm the results of this calculation, then more confidence 
could be placed on the density of states results. This would 
lead to the conclusion that since the experimental results 
were nearly equal to the "band" density of states, the electron^ 
phonon and electron-electron interactions are small in thorium. 
2. The Fermi surface 
Intersections of the Fermi surface with the symmetry 
planes of the Brillouin zone are shown in Fig. 4.5. The 
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Intersections of the Fermi surface with the planes denoted by 
A and B in Fig, 4.2 are shown in Fig. 4.6. The Fermi surface 
consists of two pieces; an electron surface centered at r 
corresponding to about 0.08 electrons per atom (about 4^  the 
volume of the zone), and a multiply-connected hole surface of 
the same volume. 
A model of the third zone electron surface is shown in 
Fig. 4.7. The view is along a <111> direction, i.e. along 
L-r-L. The surface is multiply-connected but entirely within 
the zone. A model of the second zone hole surface is shown in 
Fig. 4.8. The view in Fig. 4.8 is along a <100> direction, 
i.e. along X-r-X. 
Theoretical de Haas-van Alphen frequencies have been pre­
dicted from these models. These frequencies are related to 
extremal cross-sectional areas by (Ziman 1964, p. 277) 
f = 374.1 X 10^  A (G) (4.6) 
where A is the area of an extremal orbit in au~ . The pre­
dicted frequencies are given in Table 4.3. The shapes of the 
orbits are shown in Fig. 4.9» and the orbit designations are 
indicated In Figs. 4.7 and 4.8. 
The two large orbits a and g on the hole surface should 
disappear as the magnetic field direction is rotated from a 
<100> direction. According to this model, no large orbits are 
-v3 VJ  
Pig. 4.5. Intersections of the Fermi surface with the symmetry planes 
of the Brillouin zone, with the holes dotted and the electrons 
lined. 
Fig. 4.6. Intersections 
shown In Pig. 
lined. 
of the Fermi surface with the planes A and B 
4.2; with the holes dotted and the electrons 
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. X 
Fig, 4.7. The third zone electron surface showing 
some of the extremal orbits, as viewed along 
a <111> direction (rL). 
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Fig. 4.8. The 
the 
second zone hole surface showing some of 
extremal orbits. 
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Table 4.3. De Haas-van Alphen frequencies and cyclotron 
effective masses predicted by the Fermi surface 
of thorium. 
magnetic field 
diïêetioh d êëighati 
Orbiti 
ôn Typé 
Frequency 
(%106G) . 
GyoXotron 
ëffëôtive 
mass 
<100> a electron 73 .76 
P hole 171 -4.6 
t 
X • electron .06 .2 
Ô electron 14.6 2.0 
<110> Y electron 4 1.2 
0 hole 5.7 - .39 
e electron .83 .54 
78 
Y 
y 
0 
Fig. 4.9. The shapes of some electron and. hole orbits 
on the Fermi surface. 
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possible around the arms bordering the hexagonal face. The 
small orbit X is due to a very subtle feature of the Fermi 
surface and might not even be present. However, if the Fermi 
energy is raised from .481 Ry to .482 Ry the predicted fre­
quency increases by a factor of about five. Since as yet no 
experimental information exists about the Fermi surface, it 
would seem a bit bold to put much emphasis on these detailed 
features of this theoretical model. The orbits a and 3 also 
depend on quite sensitive features of the Fermi surface, i.e. 
the small connecting pieces on the square face as shown in 
Fig. 4.5. 
Orbits on the electron surface (other than those shown 
in Fig. 4.7) are possible with the field in either the <100> 
or the <111> direction. In the <100> direction a square shaped 
hole orbit (centered around rX) and an electron orbit outside 
it might be seen (see Fig. 4.7). In the <111> direction a 
hexagonal shaped hole orbit and an electron orbit around it 
could also occur. The frequencies corresponding to these 
orbits should be around 20 to 40 x lO^ G. These orbits, if 
they exist at all, would disappear quickly as the field is 
rotated. They depend on very small necks (those responsible 
for the e orbit shown in Figs. 4.7 and 4.9» and these might be 
severed. 
If the connecting pieces for the two surfaces described 
above are missing, then all of the possible frequencies would 
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g 
be in a range from ^  to 25 x 10 G. The largest orbit being 
aroung a <100> direction and corresponding to a hole orbit 
whose cross section is shown on the rKWXT face in Fig. 4.5» 
The frequency of this orbit should be about 23 x lO^ G. 
The cyclotron effective masses (as a fraction of the 
electron rest mass) for each of the orbits are also listed in 
Table 4.3. These were calculated using (Ziman 1964, p. 252) 
nig, /m = 0.3183 ^ (4.7) 
where AA is the change in the extremal area of an orbit (au" ) 
corresponding to an energy change AE(Ry). AE- was .001 Ry in 
these calculations. 
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V. ENERGY BANDS AND FERMI SURFACE OP DYSPROSIUM 
A. Introduction 
Dysprosium is one of the so called heavy 4f rare earths 
(HRE). The ERE include Gd, Tb, Dy, Ho, Er, Tm, and Lu. Dy 
has a hexagonal close-packed crystal structure and an atomic 
number of 66. Its free atom electronic configuration is 4f^ ,^ 
2 6s . In the metallic form there are three conduction elec­
trons (exhibiting some d-like character) and only nine 4f 
electrons. 
The 4f electrons, in the HRE, constitute a partially filled 
shell (Lu has a filled 4f shell) which is buried beneath the 
filled 5s and 5p shells. These localized electrons do not, 
therefore, contribute directly to the transport properties. 
The presence of the partially filled shell of ^ f electrons 
does, however, cause some odd magnetic phenomena to occur. 
Dy has a Neel temperature of about 179 °K and a Curie 
temperature of 85 °K (Behrendt et al. 1958). Behrendt £t al. 
state that Dy exhibits paramagnetism above the Neel tempera­
ture, ferromagnetism below the Curie temperature, and antiferro-
magnetism between the two temperatures. Neutron diffraction 
experiments (Wilkinson ^  al. 196I) indicate that the ferro­
magnetic ordering of the magnetic moments is in the basal 
plane (a-b plane) and that the antiferromagnetic ordering of 
the moments also lies in the basal plane with a turn angle a 
(between adjacent layers) which varies with temperature. They 
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find that a = 43.2 degrees at the Neel temperature and de­
creases gradually to a value of 26.5 degrees at the Curie 
point. 
Looking at the energy bands for Lu showi in Fig. 2.1, it 
can be seen that the Fermi surface will be modified by rela-
tivistic effects. This will also be true of the other HRE 
metals since their electronic structure is so similar. There­
fore, these relativistic effects must be included in any band 
structure calculations involving an HRE metal. 
B. Procedure 
The crystal structure of Dy is hexagonal close-packed with 
lattice constants a - 6.784 au and c = 10.673 au (¥yckoff I963). 
The crystal potential was constructed using the methods dis­
cussed in Sec, I.D.I. The charge densities for two different 
10 2 Q 1 2 
electronic configurations were used; 4f ,6s and 4f^ ,5d ,6s . 
Exchange was treated using the Slater free-electron approxima­
tion (described in Sec. I.B.I) and also 2/3 of this value.^  
10 2 The 4f ,6s configuration with Slater exchange was subsequently 
The 2/3 value of the Slater exchange was introduced by 
Kohn and Sham (I965). They wrote the total energy of an elec­
tron gas in a potential field (as a function of the electron 
charge density), and varied the charge density. The expression 
obtained from this variational scheme is 2/3 of the Slater 
result. Using Slater's method this corresponds to evaluating 
the free-electron exchange expression for an electron at the 
top of the Fermi distribution. To get Slater's result, the 
free-electron exchange expression is averaged over all the 
states in the Fermi distribution (Slater 1965b) .  
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chosen for use in the band structure calculations presented 
here. The potential is listed in Table 5.1. 
The energy eigenvalues for the various points in the 
Brillouin zone were calculated using 32 recips. This set of 
recips is listed in Table 5.2. The notation used for the 
recips is 
(linn) = l(2n/a)l + m(2TT/V3 a)2 + n(2n/c)k (5.1) 
A A A  
where k are unit vectors along the x, y, z axes respec­
tively. The eigenvalues at the symmetry points in the 
Brillouin zone (Fig, 5.1) are converged to within about .006 
Ry using this set of recips. 
In the sum on kappa, orbital symmetries from zero to nine 
were included (see Sec. I.D.3). 
C.. Results 
1. The potential 
The eigenvalues were calculated at the symmetry points 
using three different potentials. Potential A was constructed 
using charge densities for an electronic configuration 4f^^, 
6s and exchange treated by the Slater approximation. Poten­
tial B used the same charge densities but only 2/3 of the 
Slater exchange was included.^ In potential C exchange was 
This also means 2/3 of the Slater exchange was included 
in the atomic calculations as well, i.e. exchange was treated 
consistently for all three potentials. 
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Table ^ .1. The potential used for dysprosium. 
2Z (r) = -rV(r) 
2Zp(r) 2Zp(r) 
0.00020 
0.00032 
0.00043 
0.00058 
0.00078 
0.00106 
0.00143 
0.00166 
0.00193 
0.00224 
0.00261 
0.00303 
0.00352 
0.00409 
0.00475 
0.00552 
0.00641 
0.00745 
0.00865 
131.87 
131.78 
131.71 
131.60 
131.45 
131.26 
130.99 
130.82 
130.62 
130.39 
130.12 
129.81 
129.44 
129.02 
128.53 
127.96 
127.31 
126.56 
125.70 
0.01005 
0.01168 
0.01357 
0.01576 
0.01832 
0.02128 
0.02472 
0.02873 
0.03337 
0.03878 
0.04505 
0.05234 
0.06081 
0.07065 
0.08209 
0.09537 
0.11081 
0.12874 
0.14957 
124.72 
123.59 
122.32 
120.88 
119.26 
117.43 
115.40 
113.13 
110.64 
107.89 
104.88 
101.59 
97.99 
94.09 
89.88 
85.39 
80.64 
75.69 
70.57 
0.17378 
0.20190 
0.23458 
0.27254 
0.31665 
0.36789 
0.42743 
0.49660 
0.57697 
0.67034 
0.77882 
0.90486 
1.05130 
1.22144 
1.41911 
1.64877 
1.91560 
2.22561 
2.58578 
3.00425 
65.30 
lUI 
49.01 
43.57 
38.28 
33.16 
28.22 
23.59 
19.42 
15.76 
12.64 
10.02 
7.83 
5.97 
4.38 
3.01 
1.85 
.0.93 
0.30 
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Table 5*2. Reciprocal lattice vectors used in the BAPW 
expansion for all the points in the zone. They 
are listed in order of importance for the zone 
as a whole (based on k. = k - ). 
—1 — —1 ' 
(000) (001) (110) 
(00Î) (111) (110) 
(111) (111) (iTT) 
(002) (020) (021) 
(112) (ÏÎO) (020) 
(Î10) (1Ï2) (021) 
(111) (021) (Til) 
(002) (ÏÏÏ) (03T) 
(Ï1Î) (200) (201) 
(022) (112) (ITZ) 
(20Ï) (003) 
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Fig. 5.1, Lower half of the Brillouin zone for the 
hexagonal close-packed crystal structure. 
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treated as for B but the charge densities for an electronic 
configuration ^ f^ ,5d^ ,6s^  were used instead. Some of these 
eigenvalues are given in Table 5 . 3 .  
The.effect of exchange is to bind the electrons with 
large angular momentum more tightly, i.e. move the higher an­
gular momentum levels down with respect to the lower angular 
momentum levels. This can be seen by comparing the eigenval­
ues of A and B at F from Table 5•3* The lowest level at r is 
essentially s-like while the higher ones are d-like. Since B 
has less exchange included, its d-like levels are higher than 
the corresponding ones of A. A similar comparison can be made 
between A and C in Table 5-3• The increased d-like behavior 
introduced through the new atomic configuration in C is essen­
tially compensated by the inclusion of less exchange, i.e. 
allowing the d-like levels to move up with respect to the 
s-like ones. 
Potential A was chosen as the one to use in determining 
the band structure for Dy. The first excited level in the 
free atom is a 5d one. When the atoms are brought together to 
make the solid, the potential in the outer part of the atom 
becomes more binding due to overlap with the potentials of 
neighboring atoms. This has the effect of bringing the higher 
angular momentum states down with respect to the lower ones. 
In the case of Dy this would be a d-like state. Therefore, 
the d-like behavior for metallic Dy comes in automatically. 
However, if the free atom configuration is used there are ten 
88 
Table 5«3. Some of the eigenvalues at the symmetry points 
for dysprosium using potentials A, B, and C. 
Twenty-eight recips were used in these calcula­
tions. The eigenvalues are adjusted so that 
the bottom of the band at r is the same.^  
Symmetry point Potential Eigenvalues 
A .104 .336 .567 .645 ,660 
r B .104 .348 .573 .660 .668 
C .104 .339 .571 .650 .664 
A .222 .587 .635 .648 
A B .229 .592 .664 .677 
C .222 .592 .642 .652 
A .368 .382 .420 .501 .624 .633 
M B .374 .388 .427 .521 .643 .666 
C 
.359 .367 .424 .505 .628 .637 
A .515 .608 
L B .535 .604 
C .517 .611 
A .423 .442 .450 .471 .600 .608 
K B .420 .457 .470 .498 .618 .621 
C .428 .445 .453 .475 .605 .612 
A .442 .465 .471 .475 .548 .571 
H B .441 .471 .478 .482 .562 .591 
• C .445 .469 .474 .478 .551 .576 
T^he eigenvalues at A and L are doubly degenerate because 
of symmetry. 
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rather than nine 4f electrons. The results of Table 5«3 
indicate that the eigenvalues are not sensitive to these 
small differences in the potential and so the choice of A was 
somewhat arbitrary. 
The energy bands (calculated using potential A) along 
all of the symmetry directions in the Brillouin zone are shown 
in Fig. 5.2. 
The calculations were carried out on a discrete mesh in 
the first Brillouin zone. The calculation mesh involved 1,200 
points in the zone. This meant that 60 points had to be cal­
culated in the 1/24 zone shown in Pig. 5*3; 20 on symmetry 
planes and 40 at general points, 15 on each of the four levels 
designated 1,.3, 5» and 7 in Fig, 5.3. The positions of the 15 
points are shown by circles in the lower drawing in Fig. 5.3. 
2. The density of states 
To get a larger sampling of the energy eigenvalues for 
the density of states calculation a more dense mesh was intro­
duced. The 15 eigenvalues (circled in Fig. 5.3) on the levels 
designated 2, 4, and 6 in Fig. 5.3 were found by fitting a 
second order curve through the eigenvalues of the correspond­
ing points on the levels 1, 3, 5» and ?. The interpolation 
scheme used within the levels was similar to the one described 
in Sec. IV'.C. 1. The larger mesh was equivalent to 14,280 
points in the Brillouin zone. 
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A histogram of the density of states is shown in Fig, 
5.^ . An energy increment of .01 Ry was used. The dotted 
curve represents the integrated density of states, with the 
units to the right. The Fermi energy taken from that curve is 
.505 Ry (the bottom of the band is .10^  Ry at r). The density 
of states at the Fermi energy is 24.3 states/Ry-atom (see 
Fig. 5•4)* The density of states has a large peak in the 
vicinity of the Fermi energy. The value of the density of 
states at the Fermi energy obtained by Dimmock and Freeman 
(1964) for Gd was 2^ .5 states/Ry-atom. The agreement is good 
but may be fortuitous since their calculations were 
nonrelativistic. 
The heat capacity for Dy was measured by Griffel et al. 
(1956). They assumed the electronic part to be the same as 
that for lanthanum, i.e. 1.6 x 10~^  cal/mole-deg (Parkinson 
et al. 1951)* Using Eq. 4.4 (and multiplying by 2 to get num­
ber of states), a value of 36.4 states/Ry-atom for N(Ep) is 
found. This implies an electron-phonon enhancement of 1.5. 
This seems reasonable, for a transition metal, since the values 
obtained are usually around 1.5 or 2, e.g. McMillan (I966) 
calculated a value of 1.48 for rhenium. 
Comparison with the Pauli spin paramagnetic suscepti­
bility is difficult since the Van Vleck paramagnetic term is 
dominant. This results because of the moment of the 4f elec­
trons. The comparison will have to be made using a 
m 28 
Fig. 5.4. 
VO VjJ 
0.150 0.270 0.390 0.510 0.630 
ENERGY (RYDBERGS) 
Dysprosium density of states histogram. The dotted curve Is the inter-
grated density of states curve with the units on the right hand side. 
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rare-earth-like metal with a completely filled or unfilled 4f 
shell. An example of the former is lutetium and of the latter 
is lanthanum. The experimental values of the susceptibilities 
of these two metals, however, are quite uncertain. Two mea­
sured values for Lu differ by a factor of about 20 and are bpth 
quite different from those of La (Lock 1957; Spedding ^  al. 
1957; Chechernikov and Pop 1964). In fact the slopes of the 
susceptibility vs. temperature curves, for the two metals, 
even disagree, in .sign. Therefore., a meaningful comparison 
would be difficult. 
3. The Fermi surface 
The double zone scheme is no longer applicable when 
relativistic effects are included since the eigenvalues are no 
longer doubly degenerate over the whole AHL face; the eigen­
values are degenerate along the symmetry direction A-L, It 
has been customary to display the Fermi surfaces of hexagonal 
close-packed metals in the double zone scheme and therefore 
the Fermi surface of Dy will be presented as two hole surfaces 
(so comparisons can be made later on); one in the third zone 
and one in.the fourth zone. 
In some of the drawings it is convenient to show the 
fourth zone electron surface rather than the forth zone hole 
surface. This is the case for the intersections of the Fermi 
surface with some of the planes in the Brillouin zone. The 
intersections of the Fermi surface with the symmetry planes of 
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the Brillouin zone are shown in Fig. 5•5» The intersections 
of the Fermi surface with the planes denoted "by numbers 1-7 in 
Fig. 5*3 are shown in Fig. 5.6. Models of the third and 
fourth zone hole surfaces are shown in Figs. 5.7 and 5.8, 
respectively. 
On the symmetry plane LHKM (see Fig. 5.5), the two sur­
faces (hole and electron) run parallel to each other for about 
2/3 of the distance from L to H, and are separated by about 
tt/8o.^  The same is true of a plane parallel to this plane, but 
displaced toward r by about 1/6 of the distance from M to r, 
except the separation is about tt/3c. In between these two 
planes the surfaces are still parallel (like on plane LHKM), 
however, the separation (z-direction) increases monotonically 
from tt/Bc on plane LHKM to tt/3c on the other plane. On the 
rest of the Fermi surface no such relation exists between the 
hole and electron surfaces. 
The Fermi surface looks very much like the one for 
yttrium calculated by Loucks (1966b). His calculations were 
nonrelativistic and so the Fermi surface is displayed in the 
double zone scheme. The Fermi surface for Gd (Freeman £t al. 
1966a) is qualitatively similar to that of Dy presented here, 
but there are certain differences which might be significant. 
In particular the hole and electron surfaces do not appear to 
be parallel in the sense described in the preceding paragraph, 
T^he distance from M-L in Fig. 5*5 is n/c. 
ma 
Fig. 5 * 5 .  Intersections 
the Brlllouln 
lined. 
of the Fermi surface 
zone. The holes are 
with the symmetry planes of 
shown dotted, the electrons 
riiliiïi 
Pig. 5.6. Intersections of the Fermi surface with the planes 1-7 shown on 
Fig. 5.3. The holes are shown dotted, the electrons lined. 
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Fig. 5.7« The third zone hole surface. 
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Fig. 5.8. The fourth zone hole surface. 
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Before meaningful comparisons can be made, however, rela-
tivistlc calculations should be carried out for Gd. 
D. Discussion 
The origin of the various forms of magnetism exhibited by 
the HRE metals^ is the result of a complicated interplay of 
various mechanisms.'- These are the indirect exchange inter­
action, the anisotropy energy and the quadrupole-quadrupole 
interaction. The shape of the Fermi surface also has some 
influence in the particular type of magnetism displayed. This 
will be discussed later. 
The indirect exchange interaction originates from an ex­
change interaction between the 4f electrons and the conduction 
electrons. This exchange interaction arises through the 
mutual Coulomb interactions of the partially filled shell of 
4f electrons and the conduction electrons due to the anti­
symmetry of the wave function for the system (Liu 196I). Liu 
points out that the form usually employed for this exchange 
interaction 
^ex = -2I(k,k')(g-l)s-J, (5.2) 
f 
is valid only when both the initial k and the final k states 
t 
of the conduction electron are 6s states. In Eq. 5.2, I(k,k ) 
^Koehler (I965) exhibits a figure showing the various 
types of ordering of the magnetic moments that exist in the 
HRE metals. He also shows a graph of the temperature depen­
dence of 2 (representing the periodicity of the moments) for 
these metals. 
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represents an exchange integral, £ is the spin of the conduc­
tion electron, J is the total angular momentum, and g is the 
Lande factor. 
The 4f electrons of an atom, being localized, cannot 
interact directly with other 4f electrons on neighboring atoms 
since the overlap of their wave functions is negligible. 
Therefore the only, way for the 4f electrons to interact is by 
way of the exchange interaction Eq. 5-2 through the conduction 
electrons; whose wave functions do overlap appreciably. 
The exchange interaction Eq. 5*2 polarizes the conduction 
electrons. As a result of this polarization, the total spin 
of the 4f electrons of one atom senses the presence of the 
total spin of the 4f electrons of another atom through Coulomb 
(correlation) and exchange interactions between the conduction 
electrons. Ruderman and Kittel (195^) treated a modified form 
of Eq. 5.2 as a perturbation to the kinetic energy of the con­
duction electrons and obtained the effective interaction be­
tween 4f spins from the second order perturbed energy. Eq. 5«2 
was modified by assuming that I(k,k ) was constant and by using 
the fact that (g-l)J equals S the total spin of the 4f elec-: 
trons (Kittel 1963» p. 366). Therefore the result they ob­
tained can be written as 
Keff = (5.3) 
i.e. of the same form as an electron exchange interaction; the 
so called indirect exchange interaction. The function J(R. .) 
^ J 
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is oscillatory in the distance ^ between atom i and atom j. 
Consequently, Eq. 5«3 represents a long range effective ex­
change interaction with oscillatory character. The total inter­
action is, of course, obtained by summing 1, j over all atoms 
in the crystal. 
Let us look at the antiferromagnetic region in Dy, 85-
179 °K (Koehler I965). It is believed that a strong positive 
effective exchange interaction between atoms in the same a-b 
plane is responsible for the ferromagnetic ordering of the 
moments in that plane. Whereas the competition of a positive 
exchange interaction between neighbors in adjacent planes and 
a negative exchange interaction between neighbors in alternate 
planes is believed to be responsible for the angle a between 
the ordered moments in adjacent planes of atoms (Enz I96O). 
The periodicity of the moments in the c-direction is 
represented by a wave vector £, £ is incommensurate with the 
lattice if its value does not correspond to an even number of 
planes. 
The values of the £ vector are different for each of the 
HRE. Yosida and Watabe (1962) feel that the small differences 
in c/a for the HRE^ cannot account for this. They believe that 
the different values of the nuclear charge can, however. As 
the nuclear charge decreases the 4f wave function will expand. 
^c/a is 1.59 for Gd, 1.57 for Dy, and 1.57 for Er 
(Wyckoff,1963, p. 11). 
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This, they assert, makes the effective range of I(k,k ) in 
Eq. 5«2 shorter as one goes from Tta to Tb, which in turn 
causes the range of J(R^^) in Eq. 5*3 to decrease from Tm to 
Tb, This has the effect of making the effective exchange 
interactions smaller, in particular the negative exchange 
interactions for atoms in alternate planes. Hence the turn 
angle a is less for Tb than for Tm, which is consistent with 
experiment (Koehler 1965)» 
The anisotropy energy for the HRE atoms in the metal 
arises mainly from the electrostatic interaction between the 
multipole moments of the 4f electrons and the crystalline 
field. Using a classical approximation, the Hamiltonian rep­
resenting the anisotropy energy can be written as (Yosida 
1964, p. 277) 
H^N = DPgfz) + EP2^(X) + + Gsin^9 cos6cp, (5.4) 
where (x) is a Legendre polynomial with argument x = cos9, 
and 9, cp are the spherical angles in the crystal (z axis in 
the c-direction). 
The D term makes the preferred direction of the ordered 
moments parallel or perpendicular to the c-axis» according to 
whether D is negative or positive, respectively. The E and F 
terms tend to make the preferred direction parallel to or at 
an angle to the c-axis, according to whether they are negative 
or positive, respectively. The G term describes the anisotropy 
in the a-b planes and tends to align the ordered moments along 
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a preferred, direction in the a-b planes, i.e. ferromagnetic 
alignment of all the planes of ordered moments.^ 
For Dy the leading.term (over the whole temperature range) 
is the D term. Its sign is positive, therefore the moments 
all lie in the basal plane, i.e. the E and F terms are negli­
gible. Yosida (1964, p. 278) believes the ferromagnetic 
transition found,in-Dy to be the result of an increase in 
magnitude of the G term with lowering temperature. 
The effective electric quadrupole moment of an ion inter­
acts with the quadrupole moment of the neighboring ions tend­
ing to align their moments. The electric quadrupole moment 
arises because the 4f electron charge cloud is not spherically 
symmetric. Magamiya (I962) feels that near the Neel tempera­
ture the ions appear to be spherical when averaged over their 
thermal motion so that the quadrupole-quadrupole interaction is 
unimportant. However, as the temperature is lowered the elec­
tron charge clouds become less spherical and this interaction 
becomes important. Hence this mechanism acts so as to decrease 
the turn angle a between the ordered moments in adjacent planes, 
and explains why the experimentally measured angle decreases as 
the temperature decreases. The same mechanism is present in 
Er and Tm, but since their moments are all directed along the 
c-axis and just vary in magnitude sinusoidally there is no 
Yosida (1964,p. 279) exhibits a table listing the signs 
and relative magnitudes of the coefficients D, E, F and G for 
for all the HRE metals. 
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effect. Therefore in that region does not vary with 
temperature. 
To find the actual magnetic ordering at any temperature 
would involve minimizing the free energy of the electron sys­
tem with respect to the various types of magnetic ordering. 
The free energy will include terms from the indirect exchange 
interaction, the-anisotropy energy and the quadrupole-
Quadrupole interaction. Lomer (1962) pointed out that if en­
ergy states are connected by a wave vector 2. of an antiferro-
magnetic superlattice, the energy states will be perturbed 
through a spin-dependent exchange interaction. This exchange 
interaction has the effect of mixing Bloch states whose k 
vectors differ by the wave vector g_, and modifies the wave 
functions and one-electron energy states. The modifications 
take place in two ways. The first arises from energy states 
which are at or close to the Fermi energy and corresponds to 
first order energy shifts in these states. The second arises 
from energy states well above and well below the Fermi energy 
and corresponds to second order energy shifts in those levels. 
Lomer points out that the two parts are analogous to the Pauli 
spin paramagnetism and the Van Vleck paramagnetism for uniform 
fields respectively. Therefore Lomer could get a rough idea 
of the amount R that the Fermi surface contributes to the 
polarization of the conduction electrons, through modifications 
of the Fermi surface, by looking at the ratio of the Pauli 
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spin paramagnetic susceptibility to that of the total 
susceptibility X 
R = #. (5.5) 
He was studying Cr which has no freely orientable magnetic 
/ 
moment above the Neel temperature. Therefore the magnetic 
moment which exists "below the Neel temperature must be due to 
the polarization.of the conduction electrons. 
In the case of the HRE metals, the Van Vleck paramagne­
tism of the 4f electrons accounts for essentially all of the 
measured susceptibility (Arajs and Colvin 196I). Hence it 
will be necessary to separate the parts of the susceptibility 
due to the 4f electrons and to the polarization of the con­
duction electrons before anything can be said about the rela­
tive contributions of the Fermi surfaces of the various HRE 
metals. The measured susceptibilities X, for the HRE metals, 
are listed in Table.5.4. 
One way to find X^, that part of X which is caused by the 
polarization of the conduction electrons, is to assume that 
T = <5.6) 
where is the part of the magnetic moment due to the polar­
ization of the conduction electrons, and p. is the total mag­
netic moment of an atom. The difference between la and gJ, the 
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Table 5-^' Some physical properties of the heavy 4f rare-
earth metals. 
Metal 
^a 
0 emu 
xlO mole-. Hb ^B 
-0° 
^B 
S^ R® 
Gd 356 7.55 7 .55 7/2 1 
Tb 193 9.34 9 .47 • 3 3 
Dy 100 10.20 10 .40 5/2 7 
Ho 70 10.34 10 .32 2 12 
Er 44 8.0 9 .24 3/2 20 
Tm • • 26 3.4 7 h
 
ON
 
1 21 
^•Gschneldner (I961). 
\oehler (I965). 
^Calculated from Eq.. 5.7« 
^Calculated from (l^-n)/2, where n is the number of ^f 
electrons. 
^Calculated from Eq. 5.8. 
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moment due to the electrons alone,^ is This procedure 
is inaccurate (see Table 5»^) since the anisotropy energy has 
the effect of decreasing the number of effective Bohr magne­
tons (Koehler I965). A more accurate way will be discussed 
next. The values of |i and gJ for the various HRE metals are 
listed in Table ^.4. 
Freeman e;t a2. (1966b) have calculated an effective ex-
T 
change integral = .0065 Ry (taking I(k;k ) in Eq_. 5-2 
to be a constant), which they assume to be the same for all 
the HHE metals. They adopt a model in which the conduction 
electrons are polarized by exchange with the localized 4f 
electrons and assume the resulting induced moment is given by 
® lex '5.7) 
where S is the total spin of the 4f electrons, Hg is the Bohr 
magneton, and N(Ep) - 24.3 states/Ry-atom, the density of 
states at the Fermi energy, and is assumed to be the same for 
all the HRE metals since their band structures are similar. 
This assumption,implies that the value of the Pauli spin para­
magnetism is the same for all the HRE metals also (see Eq. 
4.5). Therefore a formula giving a rough estimate of the 
amount of Fermi surface modified (normalized to one for Gd) is 
This is calculated from the Hund rules; for a HRE metal 
the total moment of the 4f electrons is gJ, where g is the 
Lande factor and J=L+S, consistent with the Pauli exclusion 
principle (Kittel I956, p. 21?). 
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( 5 . 8 )  
X(n^/li) 
where Eqs. 5-5 and 5.6 have been used, as well as the assump 
and n given in Table 5.4^ values of E are obtained from Eq.. 
5.8 and are listed in Table 5.^ as well. The values of R 
indicate that more of the Fermi surface is modified as the 
atomic number increases from Gd to Tm. The two ways modifica­
tion can occur was discussed earlier. Let us concentrate on 
the first type; whereby energy states at or near the Fermi 
surface are connected by the wave vector describing the 
periodic ordering of the magnetic moments. 
Dy, as mentioned in Sec. V.C.3> does have sizable pieces 
of the Fermi surface connected by vectors; the length of 
these vectors ranging from tt/8c to tt/3c. These pieces are 
in the outer portions of the zone and so account for a con­
siderable part of the Fermi surface. A reasonable estimate of 
the amount of Fermi surface connected by the same £ vector for 
Dy would be about S%. 
The experimental values obtained for g_, from neutron 
diffraction experiments, vary from about tt/^ c at the N^el tem­
perature to about Tr/7c at the Curie point for Dy (Koehler 
1965). At any intermediate temperature, in that range, the 
magnitude of the £ vector lies between tt/7c and n/4c. There­
fore, evidently, the total energy of the system can be reduced 
tion that X is the same for all the HRE metals 
P 
Using X ,  
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sufficiently for Dy, by the introduction of an antiferromagnet-
ic superlattice with a period in the range tt/7c to tt/^c, 
through modifications of about Sfo of the Fermi surface. These 
modifications will occur predominantly through the mixing of 
states, at or near the Fermi energy, by the indirect exchange 
interaction Eq.. 5*3; thus causing a first order shift in the 
energies of those states. 
Dy has a c-axis resistivity anomaly (Jew I963) in the tem­
perature range corresponding to the antiferromagnetic ordering 
of the moments. This phenomena is believed to be due to mod­
ifications (in the £ direction) of the Fermi surface 
(Mackintosh 1963; Miwa 1963). This is then a sort of proof, 
in an indirect way, that the antiferromagnetic structure accom­
panies modifications in the Fermi surface. Therefore the idea 
that the antiferromagnetic ordering of the moments is influ­
enced by the shape of the Fermi surface seems to have some 
physical basis. 
Let us see if any conclusions can be drawn as to the 
nature of the Fermi surfaces of Gd and Tm. 
Gd has no temperature region in which it displays anti-
ferromagnetism (Koehler I965). The value of E in Table 5»^ 
implies about one percent of the Fermi surface could be spanned 
by some o[ vector. This is evidently too small to cause enough 
reduction in the energy of the electron system to make the 
formation of an antiferromagnetic structure favorable. The 
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Fermi surface for Gd should be similar to the one for Dy pre­
sented here except that smaller portions of the third zone hole 
surface would be parallel to the fourth zone electron surface. 
Tm, on the otherhand, does exhibit antiferromagnetism 
with a period £ = 2tt/7c which is temperature independent. The 
value of R in Table 5.^ implies about fifteen percent of the 
Fermi surface undergoing major modification. In Tm, therefore, 
there should exist large regions of the Fermi surface in which 
the third zone holes and the fourth zone electrons run parallel 
to each other, i.e. separated by the same wave vector £ in the • 
outer portions of the Brillouin zone. 
The remarks on Gd and Tm have been speculative. Calcula­
tions of the Fermi surface of these two metals will prove 
interesting if support is lent to the ideas discussed here. 
For then it is likely that the factor determining whether or 
not antiferromagnetism is possible in the HRE metals depends 
on the amount of Fermi surface connected by a given wave vector 
£. Moreover, the period of the ordered moments will be speci­
fied by that vector representing the separation of the third 
zone hole and the fourth zone electron surfaces. 
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VI. SUMMARY 
Band structure calculations can give meaningful predic­
tions and interpretations for the electronic properties of 
metals. This statement is also true for relativistic calcu­
lations using the BAPW method and is based on the success a 
achieved on several^applications of the method. These include 
the calculations for tungsten (Loucks 1965b and 1966a), lead 
(Loucks 19650), rhenium (Mattheiss 1966), and mercury (dis­
cussed in Sec. III). 
When calculating the band structure for metals consisting 
of "heavy" elements (atomic number greater than about 60), 
relativistic effects should be included. Also, as was pointed 
out in Sec. I.D.I, the muffin-tin potential should be con­
structed using charge densities obtained from relativistically 
self-consistent-field atomic calculations because of the in­
direct relativistic effect. 
The calculated Fermi surface for mercury is quantitatively 
consistent with all of the experimental data available at 
present. This includes de Haas-van Alphen and magnetoresis-
tance data.- Also the relatively high position of the d bands 
appears to have some experimental verification. 
Very little experimental evidence exists for thorium, and 
as a result the accuracy of the calculated band structure is 
not known. Th is the heaviest metal for which RAPW calculations 
have been attempted, and as such the self-consistency of the 
113 
crystal potential may prove to be important. If the calculated 
Fermi surface proves to be fairly accurate, some faith can 
then be placed on the agreement of the experimental and "band" 
density of states at the Fermi energy. This will mean that 
the electron-phonon and the electron-electron interactions are 
small in Th. 
The RAPW calculations for Dy indicate the Fermi surface 
may play an important role in determining the antiferromagnet-
ic structure. About five percent of the third zone hole and 
fourth zone electron surfaces are connected by a given vector 
£ within the range tt/8c to n/3c. The experimental values of £ 
lie between about tr/7c and tt/^ c. This lends support to the 
idea that the free energy of the electron system can be lowered 
sufficiently by the introduction of an antiferromagnetic super-
lattice with a period £. The introduction of the antiferro-
magnetic structure causes first order modifications of the 
energy states at or near the Fermi energy which are connect­
ed by the vector £ (Lomer I962). Verification of the above 
ideas will have to await similar calculations on Gd and Tm for 
example. Gd should not have much of its Fermi surface connect­
ed by a given vector £, whereas, Tm should have about 15^ of 
its Fermi surface connected by a vector £ = 2n/7o. 
Low temperature measurements relating to the Fermi sur­
face have not been attempted for Dy; e.g. de Haas-van Alphen, 
magnetoresistance, and cyclotron resonance experiments. Dy is 
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ferromagnetic below about 85 (Behrendt et al. 1958) so no 
predictions have been made using the paramagnetic surface 
presented here. Such predictions would be meaningful only if 
the spin splitting of the bands was small and k independent. 
This feature needs both experimental and theoretical study be­
fore anything can be said about it. 
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