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Abstract
We consider the asymptotic almost sure behavior of the solution of the equation
u(t, x) = u0(x)+ κ2
t∫
0
u(s, x)ds +
t∫
0
u(s, x)∂Wx(s),
where {Wx : x ∈ Rd } is a field of Brownian motions. In fact, we establish existence of the Lyapunov
exponent, λ(κ) = limt→∞ 1t logu(t, x). We also show that c1κ1/3  λ(κ)  c2κ1/5 as κ ↘ 0 under the
assumption that the correlation function of the background field {Wx : x ∈ Rd } is Cβ for 1 < β  2.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let {Wx(t): x ∈ Rd} be a Gaussian field of identically distributed copies of a standard Brown-
ian motion W(t) starting at 0, defined on a probability space (Ω,F ,Q). Denote the correlation
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Γ (z)t ∧ s = EQ
[
Wx(t)Wy(s)
]
, z = x − y.
Notice that we have the symmetry Γ (z) = Γ (−z). We shall assume that Γ is continuously differ-
entiable with first derivative Hölder continuous of order β−1 for some β > 1. The normalization
Γ (0) = 1 is forced by the assumption that W is a standard Brownian motion and we shall also
assume |Γ (z)| 1, ∀z. This gives the important approximation
Γ (z) = 1 − γ |z|β + o(|z|β), |z| → 0.
We shall assume that γ > 0 in order to avoid the degenerate case Γ ≡ 1.
Let us consider the following stochastic equation over Rd ,
u(t, x) = u0(x)+ κ2
t∫
0
u(s, x)ds +
t∫
0
u(s, x)∂Wx(s), x ∈ Rd, t > 0, (1)
where κ > 0 is a constant,∂Wx denotes the Stratonovich differential of Wx and  denotes the
Laplacian over Rd .
Equation (1) is called the Parabolic Anderson Model in Rd (hereafter, PAM). As noted in [3],
unless the function Γ (z) is twice continuously differentiable, Eq. (1) will not have a solution
in that any prospective solution would lack a well-defined spatial Laplacian. Accordingly, the
equation was reformulated as the integral equation
u(t, x) = u0(x)+
∫
Rd
[ t∫
0
p(t − s, x, y)Wy(ds)u(s, y)
]
dy, x ∈ Rd, t > 0, (2)
for p(t − s, x, y) the Gaussian kernel corresponding to speed κ Brownian motion. This equation
has the same solution as (1) in the case of smooth enough Wx(·). In [3] existence of solutions
and other results were established, in particular the Feynman–Kac representation remains valid
for the solution:
u(t, x) = Ex[e∫ t0 dWX(t−s)(s)u0(X(t))].
(Here the expectation is taken with respect to {X(s): s  0} a speed κ d-dimensional Brownian
motion, i.e., the diffusion with generator κ2.)
The stochastic integral
∫ t
0 dWX(t−s)(s) occurs as an L
2 limit in the usual way for almost all
Brownian paths. It follows in the same way that we can define with probability one the same
expectations
Ey,tx,0
[
e
∫ t
0 dWX(t−s)(s)u0
(
X(t)
)]
for the corresponding Brownian bridge starting at x and ending at time t at y. We will then have
u(x, t) =
∫
d
p(t, x, y)dy Ey,tx,0
[
e
∫ t
0 dWX(t−s)(s)u0
(
X(t)
)]
.R
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 is the discrete Laplacian over Zd and the field {Wx(t): x ∈ Zd} is composed of iid standard
Brownian motions indexed by Zd . This was the subject of the memoir [2] as well as [4–6,12], to
name just a few. In this setting, the principal results concerning positive solutions of
u(t, x) = u0(x)+
t∫
0
κ
2
u(s, x)ds +
t∫
0
u(s, x)∂Wx(s), x ∈ Zd, t > 0,
are that they exhibit exponential growth,
lim
t→∞
1
t
logu(t, x) = λ(κ), Q-a.s.
and that the Lyapunov exponent, λ(κ), satisfies
lim
κ↘0
(
log
1
κ
)
λ(κ) = c
for a positive constant c. The exponential growth rate was proven in [2] for nonnegative functions
u0 having compact support and extended to the noncompact support case in [6]. The asymptotic
behavior was successively refined in [2,5] and arrived first in its present state in [4] and was
later proved independently in [6]. The case of Lévy noise was studied in [7,9]. The techniques of
[13] were block arguments from percolation theory [10], and the use of oriented percolation [8].
These techniques were then applied in [6,7]. The basic idea of proving the exponential growth of
u(t, x) is to first consider the Feynman–Kac representation
u(t, x) = Ex
[
exp
{ t∫
0
dWX(t−s)(s)
}
u0
(
X(t)
)]
,
where (X(t),Px) is the continuous time random walk on Zd , generated by κ (κ > 0). Then the
problem is treated as a Laplace asymptotic problem where one has to find the random walk path
which gives the principal contribution to the integral in the Feynman–Kac representation. This
leads naturally to the introduction of a superadditive functional A[0,n],m defined below which
tries to capture this maximum. Then subadditive ergodic results apply to A. Subsequently, space–
time,Zd × [0,∞), is broken up into large blocks, as in percolation arguments, over which the
functional A is close its asymptotic behavior with high probability. The blocks are stitched to-
gether in an oriented percolation scheme by the random walk paths. These arguments were used
in [6,13].
In this paper a principal result is
Theorem 1.1. There exists a positive constant λ(κ) such that for any nonnegative bounded func-
tion u0 on Rd with u0 > 0 on a set of strictly positive Lebesgue measure in Rd , the solution u
of (1) with u(0, ·) = u0(·) satisfies for any x ∈ Rd ,
lim
t→∞
1
t
logu(t, x) = λ(κ) Q-a.s.
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carry over to the present case. Much of our work is to overcome this technical difficulty.
The above result is valid in d-dimensions. However, for simplicity, the proofs will be given
for d = 1. The proof follows the pattern of [6].
In the case of a Brownian background field and discrete spatial setting, Zd , as already noted,
there exists a constant cW > 0 such that
λ(κ) ∼ c
2
W
4 log(1/κ)
(as κ ↘ 0).
To describe the constant cW > 0 we introduce a Brownian functional Ax[0,t],m(W) of the iid
field {Wx : x ∈ Zd}, by setting
Ax[0,t],m(W) = sup
γ∈Γ x[0,t],m
t∫
0
dWγ(s)(s), (3)
where Γ x[0,t],m is the set of all continuous time simple random walk paths γ on Zd starting at x
with m jumps over the time interval [0, t]. Then it was shown in [6] that
lim
n→∞
1
n
Ax[0,n],n(W) = cW Q-a.s. (4)
Again, analysis of the behaviors of the exponent λ(κ), for κ small is more difficult in the
continuous case. [3] established that the growth rate for the discrete problem provided an upper
bound for the continuous problem in that there existed a universal constant, depending on the
field Wx(·) so that
lim sup
t→∞
logu(t, x)
t
 C
log(1/κ)
, a.s.
(It should be noted that in the absence of Theorem 1.1, it was not yet possible to speak of the
limit as t tends to infinity of log(u(t, x)/t .) We establish
Theorem 1.2. There is a positive constant c so that
lim sup
κ→0
κ−
1
5 λ(κ) c,
and
lim inf
κ→0 κ
− 13 λ(κ) 1
c
.
So we give not only a lower bound for λ(κ) for the first time but establish that the behavior for
the spatially continuous case is quantitatively different from that with discrete spatial variables.
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of (1) by u. By the Feynman–Kac formula, it is given by
u(t, x) = Ex
[
exp
{ t∫
0
dWX(s)(t − s)
}]
.
Since for each fixed t > 0 the distributions of u(t, x) and Ex[exp{
∫ t
0 dWX(s)(s)}] are iden-
tical, the problem is transferred to investigating the exponential growth rate, as t → ∞,
of Ex[exp{
∫ t
0 dWX(s)(s)}]. This is easier than handling u(t, x) as time in the integral is running
in the same direction for W and X. As the functional exp{∫ t0 dWX(s)(s)} arises so frequently, we
shall adopt the notation
η(t,ω) = exp
{ t∫
0
dWω(s)(s)
}
,
for a given continuous path ω. We shall write
v(t, x) = Ex
[
η(t,X)
]
.
2. Subadditive arguments
In this section we consider the object
v(n,0) = E0
[
η(n,X)
]
.
We wish to establish (for this discrete time process) an exponential growth rate. In the subsequent
section we deal with continuous time and with the Feynman–Kac solution. We now introduce
some functionals, closely related to v and u which will allow us to apply some of the subadditivity
methods which worked so well in the discrete case. Define, for n,m positive integers,
Zn = inf|x|1/2 Ex
[
η(n,X)1{|X(n)|1/2}
] (5)
and
Zn,n+m = inf|x|1/2 Ex
[
exp
{ m∫
0
dWX(s)(s + n)
}
1{|X(m)|1/2}
]
. (6)
As will be seen, we can take a continuous version of the functionals Ex[η(n,X)1{|X(n)|1/2}].
This version will be taken to be the one defining the Zn above. Then,
Zn,n+m
L= Zm,
and by the Markov property,
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[
η(n+m,X)1{|X(n+m)|1/2}
]
 inf|x|1/2 Ex
[
η(n,X)1{|X(n)|1/2}EX(n)
[
exp
{ m∫
0
dWX(s)(s + n)
}
1{|X(m)|1/2}
]]
 ZnZn,n+m.
This gives the superadditivity property
logZn+m
L
 logZn + logZm. (7)
We also note that
EQ[Zn] inf|x|1/2 EQ
[
Ex
[
η(n,X)1{|X(n)|1/2}
]]
= inf|x|1/2 Ex
[
EQ
[
η(n,X)1{|X(n)|1/2}
]]
 EQ
[
η(n,X)
]
= e n2 .
Another important functional (which will help to get the existence of the Lyapunov exponent in
the case of noncompactly supported u0) is defined, for M,n positive integers, by
ZMn = inf|x|1/2 supy∈Z∩[−Mn,Mn] Ex
[
η(n,X)1{|X(n)−y|1/2}
]
. (8)
Similar to the above we have from superadditivity
logZMn+m
L
 logZMn + logZMm ,
and
EQ
[
ZMn
]
 e n2 .
We have by Liggett’s subadditive ergodic theorem the following statement.
Theorem 2.1. There is a positive constant λ(κ) such that
lim
n→∞
1
n
logZn = λ(κ), Q-a.s.
For each M > 0, there is a constant λM(κ) such that
lim
n→∞
1
n
logZMn = λM(κ), Q-a.s.
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conditioned on X(T ) = y. Recall we have adopted the notation Ey,Tx,0 to denote the expectation
with respect to the Brownian bridge from (x,0) to (y, T ). This expectation is over Brownian
paths scaled by
√
κ and it is this Brownian measure which is used in the conditioning. Use
p(t, x, y) to denote the heat kernel for the operator κ2, or in probabilistic language, the tran-
sition density for
√
κ times standard one-dimensional Brownian motion. We shall develop a
Harnack-type inequality which will enable us to replace the infx∈[−1/2,1/2] Ex with E0 in the
definition (5) of Zn. The first step toward this end is the following:
Proposition 2.2. Given positive constants c and d , for all T sufficiently large and pairs
(x, y), (x′, y′) with ∣∣(x, y)− (x′, y′)∣∣ cT −5,
we have
Q
(
Ey
′,T
x′,0
[
η(T ,X)
]
 Ey,Tx,0
[
η(T ,X)
]
edc
1/3 + e 12 (T−γ d2c−1/3T 4)) 1 − e T−γ d2c−1/3T 42 .
Proof. Let X˜ denote
√
κ times the Brownian bridge from (0,0)-to-(0, T ), defined on a probabil-
ity space (Ω˜, F˜ , P˜ ). Then we can write the corresponding (x,0) to (y, T ) and (x′,0) to (y′, T )
bridges as
γ (s) = x + (y − x) s
T
+ X˜(s)
and
γ ′(s) = x′ + (y′ − x′) s
T
+ X˜(s),
respectively. Define the event
A =
{ T∫
0
dWγ ′(s)(s)−
T∫
0
dWγ(s)(s) dc
1
3
}
.
Then
Ey
′,T
x′,0
[
η(T ,X)
]= E˜[η(T , γ ′)1A]+ E˜[η(T , γ ′)1Ac]
 E˜
[
η(T , γ ′)1A
]+ E˜[η(T , γ )1Ac] exp{dc 13 }
 E˜
[
η(T , γ ′)1A
]+ Ey,Tx,0 [η(T ,X)] exp{dc 13 }. (9)
But, by Cauchy–Schwarz,
E˜
[
η(T , γ ′)1A
]
 E˜
[
η(T , γ ′)2
]1/2
P˜ (A)1/2,
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EQE˜
[
η(T , γ ′)1A
]

(
E˜EQ
[
η(T , γ ′)2
])1/2(EQP˜ (A))1/2 = eT (E˜PQ(A))1/2. (10)
Under PQ, the variable
∫ T
0 dWγ ′(s)(s)−
∫ T
0 dWγ(s)(s) is a centered Gaussian with variance
EQ
[( T∫
0
dWγ ′(s)(s)−
T∫
0
dWγ(s)(s)
)2]
= 2
(
T −
T∫
0
Γ
(
γ ′(s)− γ (s))ds)
= 2
(
T −
T∫
0
Γ
(
x′ + (y′ − x′) s
T
−
(
x + (y − x) s
T
))
ds
)
 4γ T
(|x′ − x| + |y′ − y| + |x′ − x|) 8cγ T −4.
Thus,
PQ(A)
1√
2π
∞∫
√
8γ dT 2c−1/6
e−
y2
2 dy  e−2γ d2c−1/3T 4, (11)
Consequently, from (10) and (11) we obtain
Q
(
E˜
[
η(T , γ ′)1A
]
 e 12 (T−γ d2c−1/3T 4)
)
 e− 12 (T−γ d2c−1/3T 4)EQE˜
[
η(T , γ ′)1A
]
 e 12 (T−γ d2c−1/3T 4), (12)
and the proof is completed by combining (9) and (12) . 
We now partition R into blocks by selecting T large and using intervals of the form
[iT , (i + 1)T ] with i = m2 for some m ∈ Z. To each n ∈ N we associate the set
Dn =
(
2−nT −5Z
)∩ [0, T ] × (2−nT −5Z)∩ [iT , (i + 1)T ].
Definition 2.1. Given d > 0, we say the block [iT , (i + 1)T ] is d-good if both
∀(x, y) ∈ D0, Ey,Tx,0
[
η(T ,X)
]
 edT , (13)
and ∀k ∈ N, ∀(x, y) ∈ Dk, (x′, y′) ∈ Dk+1 with |x − x′| = |y − y′| = 2−(k+1)T −5,
Ey
′,T
x′,0
[
η(T ,X)
]
 Ey,Tx,0
[
η(T ,X)
]
ed2
−(k+1)/3 + e 12 (T−γ d22(k+1)/3T 4). (14)
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Corollary 2.3. There is a positive constant c, such that for T sufficiently large and all i of the
form m2 ,m ∈ Z,
Q
([
iT , (i + 1)T ] is d-good) 1 − T 12e− d2T2 − cT 12e 12 (T−γ d2T 4).
Proof. By Proposition 2.2, given k and (x, y) ∈ Dk, (x′, y′) ∈ Dk+1, with |x − x′| = |y − y′| =
2−(k+1)T −5, (14) fails with Q-probability at most T 124k+1e 12 (T−γ d22(k+1)/3T 4). Summing this
on k gives an upper bound of cT 12e 12 (T−γ d2T 4) that (14) fails for some k and some pairs
(x, y) ∈ Dk, (x′, y′) ∈ Dk+1, with |x−x′| = |y−y′| = 2−(k+1)T −5. For condition (13), there are
at most T 12 possible pairs (x, y) in question. For a fixed pair and z 1, by Jensen’s inequality,
Q
(
Ey,Tx,0
[
η(T ,X)
]
 edT
)
 e−zdT Ey,Tx,0 EQ
[
η(T ,X)
]= e−zdT+ z2T2 .
This upper bound is minimized at z = d , giving
Q
(
Ey,Tx,0
[
η(T ,X)
]
 edT
)
 e− d
2T
2 .
That completes the proof. 
From now on, we will adopt the notation
dm =
√|m| + 1, im = m− 12 , m ∈ Z.
Corollary 2.4. There is a constant K > 0 such that for all T sufficiently large,
Q
(∀m ∈ Z, [imT , (im + 1)T ] is dm-good) 1 −KT 11(e 12 (T−γ T 4) + e− 12T ).
Proof. This result is an immediate consequence of Corollary 2.3. 
We now obtain upper and lower bounds for the conditional expectation Ey,Tx,0 [η(T ,X)] which
hold with very high probability.
Proposition 2.5. There are positive constants K1,K2, such that for all T sufficiently large, off
an event of Q-probability not exceeding
2K1T 11
(
e−
aT 2
4 eT + e− T2 ),
one has, ∀y ∈ [imT , (im + 1)T ], ∀x ∈ [0, T ],
Ey,Tx,0
[
η(T ,X)
]
 e2dmT
(
edmT + e T2
∑
e−
1
4 d
2
m2k/3T 4
)
edm
8
7 K2e4dmT (15)k0
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Ey,Tx,0
[
η(T ,X)
]
 e−2dmT
((
edmT + eT/2
∑
k0
e−
1
4 d
2
m2k/3T 4
)
edm
8
7
)−1
K−12 e
−4dmT . (16)
Proof. Consider the event
G =
⋂
m∈Z
{[
imT , (im + 1)T
]
is dm-good
}
.
Then, by Corollary 2.4,
Q(G) 1 −KT 11(e 12 (T−γ T 4) + e− 12T ).
Fix a pair (x, y) ∈ [0, T ] × [imT , (im + 1)T ] and select a sequence (xk, yk) ∈ Dk satisfying
0  x − xk  2−kT −5, 0  y − yk  2−kT −5, k = 0,1,2, . . . , together with |xk − xk+1| =
2−(k+1)T −5, |yk − yk+1| = 2−(k+1)T −5. On the event G we have both
Ey0,Tx0,0
[
η(T ,X)
]
 edmT , (17)
and from (14) for k  1,
Eyk,Txk,0
[
η(T ,X)
]
 Eyk−1,Txk−1,0
[
η(T ,X)
]
edm2
−(k−1)/3 + e 12 (T−γ d2m2(k+1)/3T 4). (18)
Then starting with (17) and iterating (18) gives (15). The lower bound (16) follows since all the
law of Ey,Tx,0 [η(T ,X)−1] is the same as the law of Ey,Tx,0 [η(T ,X)−1]. Then by Jensen’s inequality,
Ey,Tx,0
[
η(T ,X)
]−1  Ey,Tx,0 [η(T ,X)−1],
we conclude the proof. 
A useful result is the following.
Lemma 2.6. There is a K > 0 such that for all n sufficiently large,
Q
(
sup
|x|1
Ex
[
η(n,X)1{|X(n5/6)|2n}
]
 e− 14n7/6
)
 1 −Ke− 18n7/6 .
Proof. Let B be a one-dimensional Brownian motion on a probability space (Θ,R) started at 0.
On {∫ n0 dWB(s)+x(s): x ∈ [−1,1]} a metric is defined by
ρ2(x, y) = EQ
[( n∫
0
dWB(s)+x(s)−
n∫
0
dWB(s)+y(s)
)2]
.
By metric entropy estimates in the ρ-metric on this Gaussian field, it is easy to verify
that EQ[exp {supx∈[−1,1] 2
∫ n
0 dWB(s)+x(s)}]  e2cn for a positive constant c. The fact that
R(|B(n5/6)| 2n) ce−n7/6/2 yields
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[
sup
|x|1
Ex
[
η(n,X)1{|X(n5/6)|2n}
]]
 EQ
[
sup
|x|1
Ex
[
η2(n,X)
]1/2]
R
(∣∣B(n5/6)∣∣ 2n)1/2
 ce−n7/6/4EQ
[
exp
{
sup
x∈[−1,1]
2
n∫
0
dWB(s)+x(s)
}]1/2
Ke− 18n7/6 ,
for n sufficiently large. An application of Chebychev’s inequality finishes the proof. 
We can now state our main Harnack-type inequality,
Theorem 2.7. There are positive constants c1, c2 and given M sufficiently large, there are posi-
tive constants c3, c4 such that outside an event of Q-probability e− 14n5/6 , one has
inf|x|1/2 Ex
[
η(n,X)
]
 c1ec2n
11/12
(
sup
|x|1/2
Ex
[
η(n,X)
]− e− 14n7/6), (19)
and
sup
|x|1/2
Ex
[
η(n,X)1{|X(n)|1/2}
]
 c1e−c2n
11/12
(
inf|x|1/2 Ex
[
η(n,X)1{|X(n)|1/2}
]− e− 14n7/6). (20)
and
inf|x|1/2 supy∈Z∩[−Mn,Mn]
Ex
[
η(n,X)1{|y−X(n)|1/2}
]
 c3ec4n
11/12
(
sup
|x|1/2
sup
y∈Z∩[−Mn,Mn]
Ex
[
η(n,X)1{|y−X(n)|1/2}
]− e− 14n7/6). (21)
Proof. Taking T = n5/6 with n large. By Proposition 2.5, off an event of probability Ke− 14T , we
have there is a positive constant K2 such that
∀m ∈ Z, ∀x ∈
[
−1
2
,
1
2
]
, ∀y ∈ [imT , (im + 1)T ],
1
K
e−4dmT  Ey,Tx,0
[
η(T ,X)
]
Ke4dmT . (22)
We also note that for x, x′ ∈ [− 12 , 12 ] and y ∈ [imT , (im + 1)T ], one has
p(T , x, y) cemp(T , x′, y).
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2
√
2n
1
12
. Consequently, dmT  cn
11
12
. Define
u(y,n,T ) = Ey
[
e
∫ n−T
0 dWX(s)(s+T )].
Thus, by Lemma 2.6, outside probability Ke− 14T , we have ∀x, x′ ∈ [− 12 , 12 ] and for some c > 0,
Ex
[
η(n,X)
]= Ex[η(n,X)1{|X(T )|2n}]+ Ex[η(n,X)1{|X(T )|<2n}]
 e− 14n7/6 + Ex
[
η(n,X)1{|X(T )|<2n}
]
= e− 14n7/6 + Ex
[
η(T ,X)u
(
X(T ),n,T
)
1{|X(T )|<2n}
]
= e− 14n7/6 +
∫
|y|2n
Ey,Tx,0
[
η(T ,X)
]
p(T , x, y)u(y,n,T )dy
 e− 14n7/6 +K2e8|n|11/12
∫
|y|2n
Ey,T
x′,0
[
η(T ,X)
]
p(T , x, y)u(y,n,T )dy, by (22)
 e− 14n7/6 + cecn11/12+n1/6
∫
|y|2n
Ey,T
x′,0
[
η(T ,X)
]
p(T , x′, y)u(y,n,T )dy
 e− 14n7/6 + cecn11/12 Ex′
[
η(n,X)
]
.
Similar arguments give both
sup
|x|1/2
Ex
[
η(n,X)1{|X(n)|1/2}
]
 c1e−c2n
11/12
(
inf|x|1/2 Ex
[
η(n,X)1{|X(n)|1/2}
]− e− 14n7/6)
and
sup
|x|1/2
sup
y∈Z∩[−Mn,Mn]
Ex
[
η(n,X)1{|y−X(n)|1/2}
]
 c1e−c2n
11/12
(
inf|x|1/2 supy∈Z∩[−Mn,Mn]
Ex
[
η(n,X)1{|y−X(n)|1/2}
]− e− 14n7/6).
This proves the theorem. 
An immediate consequence of the Harnack inequality of Theorems 2.1 and 2.7 is
Corollary 2.8. For any x ∈ R, with Q-probability 1,
lim
n→∞
1
n
log Ex
[
η(n,X)1{|X(n)|1/2}
]= λ(κ) (23)
and
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n→∞
1
n
sup
y∈Z∩[−Mn,Mn]
log Ex
[
η(n,X)1{|X(n)−y|1/2}
]= λM(κ). (24)
We now observe
Proposition 2.9. For M sufficiently large,
lim
n→∞
1
n
log E0
[
η(n,X)
]= λM(κ).
Proof. From (24),
lim
n→∞ supy∈[−Mn,Mn]∩Z
1
n
log E0
[
η(n,X)1{|X(n)−y|1/2}
]= λM(κ),
and since all y in the range of the sup satisfy |y|Mn, we may conclude that
lim
n→∞
1
n
log E0
[
η(n,X)1{|X(n)|Mn}
]= λM(κ).
And it is easy to see (use Chebychev’s inequality) that for M sufficiently large, on a set with
Q-probability at least 1 − e−3n,
E0
[
η(n,X)1{|X(n)|Mn}
]
 e−3n.
Thus, by Borel–Cantelli, the corollary follows. 
We shall now show,
Corollary 2.10. For M ∈ Z+ sufficiently large,
λ(κ) = λM(κ)
and so
lim
n→∞
1
n
log E0
[
η(n,X)
]= lim
n→∞
1
n
log E0
[
η(n,X)1{|X(n)|1/2}
]= λ(κ).
Proof. By Proposition 2.9, for some M0 and all M >M0, we have λM(κ) = λM0(κ). Fix a value
M >M0. From this we conclude that ∀ε > 0 with Q-probability approaching 1 as n → ∞, there
exists a random variable Y1, with |Y1|Mn such that
Ev,nu,0
[
η(n,X)
]
p(n,u, v) e(λM0 (κ)−ε)n, ∀|u| 1
2
, |v − Y1| 12 . (25)
This can be seen by splitting the expectation into a sum of expectations over the events
where {|X(n) − y|  1/2} where y ranges over integers in [−Mn,Mn]. Not all of the terms
Ev,nu,0[η(n,X)]p(n,u, v) can be bounded by e(λM0 (κ)−ε)n when the sum exceeds e(λM0 (κ)−ε/2)n.
In fact, we can select the random variable Y1 to be measurable with respect to σ {Wx(s), x ∈ Rd,
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dent of σ {Wx(s), x ∈ Rd ,0 s  n}. and take Y1 in such a way that EQ[Y1] = 0. For example,
one can first examine the possibility that Y1 = 0 works. If not try simultaneously Y1 = −1 and
Y1 = 1. If one satisfies (25) but not the other, then take Y1 to be the one that satisfies this condi-
tion. If both satisfy the condition, select the value of Y1 which has the same sign as ζ1. Then by
the symmetry of the statistics of the background field,EQ[Y1] = 0. Once Y1 has been selected,
repeat the procedure finding a random variable Y2 such that
Ev,nu,0
[
exp
{ n∫
0
dWX(s)(s + n)
}]
p(n,u, v) e(λM0 (κ)−ε)n, ∀|u− Y1| 12 , |Y2 − v|
1
2
.
(26)
Then Y2 − Y1 is independent of Y1 and as above EQ[Y2 − Y1] = 0. In this way we obtain a
sequence {Yk}k1 such that EQ[Yk − Yk−1] = 0 and Q(|Yk − Yk−1|  Mn) = 1,∀k, so that
EQ[|Yk − Yk−1|2]  (Mn)2. Thus, given p ∈ (0,1) close to 1 we can select K so that by the
Central Limit Theorem,Q(|Y[ε−49]|KMnε−25) p. Also, we have
E0
[
η
(
n
[
ε−49
]
,X
)
1{|X(n[ε−49])−Y[ε−49]|1/2}
]
 e(λM0 (κ)−ε)n[e−49].
Now
Px
(∣∣X(nε−25)∣∣ 1
2
)
 e−cnε−25 , ∀|x|KMnε−25,
together with (26) and that Q(Ex[η(nε−25,X)] eknε−25) 1 − p, provided k is large enough
(independent of n) gives the conclusion that with Q-probability at least 12 , we have
E0
[
η
(
n
[
ε−49
]+ nε−25,X)1{|X(n[ε−49]+nε−25)|1/2}] e(λM0 (κ)−ε)n[e−49]−knε−25 .
By Corollary 2.8, with Q-probability near 1 for large n,
E0
[
η
(
n
[
ε−49
]+ nε−25,X)1{|X(n[ε−49]+nε−25)|1/2}] e(λ(κ)+δ)(n[ε−49]+nε−25).
We conclude that λ(κ)  λM0(κ) and since we obviously have λ(κ)  λM0(κ), it follows that
λ(κ) = λM0(κ), as desired. This proves λM(κ) = λ(κ) for M M0. It is not difficult to see that
λM(κ) = λ(κ) for M M0. 
3. Large deviation results
There are two goals in this section. One is to prove that the limit in Corollary 2.10 takes place
along all real values, i.e., limt→∞ 1 log Ex[η(t,X)] = λ(κ), The other goal is to prove a larget
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the a.s. existence of
lim
t→∞
1
t
log E0
[
exp
{ t∫
0
dWX(s)(t − s)
}]
.
Once both limits are known to exist a.s. they must be equal. We begin with the large devi-
ation result. This will be established for E0[η(t,X)], but as this has the same distribution as
E0[exp{
∫ t
0 dWX(s)(t − s)}] it will also hold for the latter. We now consider the increments
of v(t, x) = Ex[η(t,X)]. We will first prove an estimate which will enable a chaining argument.
Lemma 3.1. There is a c > 0 depending on γ such that
Q
(
v(t, x) v(t, y)e(t |x−y|)1/3 + e t2 − c4 (t |x−y|)−1/3) 1 − e t2 − c4 (t |x−y|)−1/3 .
Proof. Define B to be
√
κ times a standard Brownian motion, started at 0, on an auxiliary prob-
ability space (Θ,R) independent of the background field {Wx}. Then set
A =
{∣∣∣∣∣
t∫
0
dWx+B(s)(s)−
t∫
0
dWy+B(s)(s)
∣∣∣∣∣ (t |x − y|)1/3
}
.
Now, for a fixed path B , the variable
∫ t
0 dWx+B(s)(s) −
∫ t
0 dWy+B(s)(s) is centered, Gaussian,
with variance satisfying
EQ
[( t∫
0
dWx+B(s)(s)−
t∫
0
dWy+B(s)(s)
)2]
 2t
(
1 − Γ (x − y)) c′t |x − y|, for |x − y| < 1,
where c′ depends on γ . Thus,
Q
(
Ac
)
 e−c(t |x−y|)−1/3 ,
for some positive constant c which depends on γ . So by Cauchy–Schwarz,
EQER
[
η(t, x +B)1Ac
]
 et− c2 (t |x−y|)−1/3 . (27)
Then, by Chebychev,
Q
(
ER
[
η(t, x +B)1Ac
]
 e t2 − c4 (t |x−y|)−1/3
)
 e t2 − c4 (t |x−y|)−1/3 . (28)
Thus, by (27) and (28) we have
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[
η(t, x +B)1A
]+ ER[η(t, x +B)1Ac]
 ER
[
η(t, y +B)1A
]
e(t |x−y|)1/3 + ER
[
η(t, x +B)1Ac
]
 v(t, y)e(t |x−y|)1/3 + e t2 − c4 (t |x−y|)−1/3 ,
with Q-probability at least
1 − exp
{
t
2
− c
4(t |x − y|)1/3
}
. 
A chaining argument and Lemma 3.1 give us the following useful bound on the spatially contin-
uous version of v(t, x),
Lemma 3.2. There are positive constants k1, k2 so that for any d > 1, and for t sufficiently large,
Q
(
sup
|x|t
v(t, x) k1edt
)
 k2e−
d2 t
3 .
Proof. Set
A0 = t−11Z ∩ [−t, t]
and
Ai = 2−i t−11Z ∩ [−t, t], for i  1.
Define, for a value of d to be named later, the events
G0 =
{
sup
x∈A0
v(t, x) edt
}
and
Gi =
{∀(x, y) ∈ (Ai \Ai−1)×Ai−1, |x − y| = t−112−i ,
v(t, x) v(t, y)e(t |x−y|)1/3 + e t2 − c4 (t |x−y|)−1/3}.
Then, by Chebychev, for any fixed x and ξ  1,
Q
(
v(t, x) edt
)
 e−ξdtEQEx
[
η(t,X)ξ
]= e−ξdt e ξ2t2  e− d2 t2 .
Thus,
Q
(
Gc0
)
 |A0|e− d
2 t
2 . (29)
By Lemma 3.1,
Q
(
Gci
)
 2|A0|2ie t2 − c4 t10/32i/3 . (30)
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∑
i0
Q
(
Gci
)
 2t12
(
e−
d2 t
2 +
∑
i1
2ie
t
2 − c4 t10/32i/3
)
 kt12
(
e−
d2 t
2 + e t2 − c4 t10/3), for some k
 ke− d
2 t
3 , for t sufficiently large. (31)
From this we see that v(t, x) has an a.s. continuous version. From now on, we will assume
v(t, x) is the continuous version. Observe that on
⋂
i0 Gi we have that for any |x| t , there is
a sequence {xi} such that for each i, xi ∈ Ai , limi→∞ xi = x and |xi − xi−1| = t−112−i so that
v(t, x0) edt , (32)
and for all i  1,
v(t, xi) v(t, xi−1)et
−10/32−i/3 + e t2 − c4 t10/32i/3 . (33)
Iterating (33) and using (32) gives
v(t, xi) edt+t
−10/3 ∑i
l=1 2−l/3 + e t2
i∑
l=1
e−
c
4 t
10/32l/3+t−10/3 ∑ik=l+1 2−k/3
= edt+t−10/3
1−2−(i+1)/3
1−2−1/3 2
−1/3 + et/2
i∑
l=1
e
− c4 t10/32l/3+t−10/32−(l+1)/3 1−2
−(j−l−1)/3
1−2−1/3 .
Therefore, on
⋂
i0 Gi , for some positive constants k1, k2, k3, k4 and for t sufficiently large,
v(t, x) edt+t
−10/3 2−1/3
1−2−1/3 + e t2
∞∑
l=1
e
− c4 t10/32l/3+t−10/32−l/3 2
−1/3
1−2−1/3
 k1edt + k2e t2 −k3t10/3
 k4edt . (34)
Thus, it follows from (31) and (34), on relabeling of constants, that
Q
(
sup
|x|t
Ex
[
η(t,X)
]
 k1edt
)
 k2e−d
2t/3. 
These results enable us to mimic the discrete space situation by means of the following propo-
sition.
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sup
|x|n
v(n, x) e(λ(κ)+ε)n.
Proof. By Corollary 2.10 we have that for a fixed x,
lim
n→∞
1
n
logv(n, x) = λ(κ).
Now, take δ with 0 < δ  ε  1, there are only 2/δ points in δnZ ∩ [−(n + 1), (n + 1)]. Thus,
for n sufficiently large we have with Q-probability at least 1 − δ that
v(n, x) e(λ(κ)+ ε
2
100 )n, ∀x ∈ δnZ ∩ [−(n+ 1), (n+ 1)]. (35)
Additionally, by Proposition 2.5, we have with Q-probability approaching 1 as n → ∞,
∀|i| (n+ 1)/δ, ∀j ∈ Z, both
sup
x∈[iδn,(i+1)δn],y∈[(i+j)δn,(i+j+1)δn]
Ey,δnx,0
[
η(δn,X)
]
 e4(
√|j |+1)δn (36)
and
inf
x∈[iδn,(i+1)δn],y∈[(i+j)δn,(i+j+1)δn] E
y,δn
x,0
[
η(δn,X)
]
 e−4(
√|j |+1)δn. (37)
Now, for any x ∈ [iδn, (i + 1)δn],
Ex
[
η(n,X)
]= ∞∫
−∞
p(δn, x, y)Ey,δnx,0
[
η(δn,X)
]
Ey
[
e
∫ n(1−δ)
0 dWX(s)(s+δn)]dy
=
∫
y(i−1)δn
p(δn, x, y)Ey,δnx,0
[
η(δn,X)
]
Ey
[
e
∫ n(1−δ)
0 dWX(s)(s+δn)]dy
+
∫
(i−1)δny(i+2)δn
p(δn, x, y)Ey,δnx,0
[
η(δn,X)
]
Ey
[
e
∫ n(1−δ)
0 dWX(s)(s+δn)]dy
+
∫
(i+2)δny
p(δn, x, y)Ey,δnx,0
[
η(δn,X)
]
Ey
[
e
∫ n(1−δ)
0 dWX(s)(s+δn)]dy
≡ I1 + I2 + I3. (38)
Treating I2 first, since x ∈ [iδn, (i + 1)δn],
p(δn, x, y)
p(δn, iδn, y)
= e
−(y−x)2/2δn
−(y−iδn)2  e
2δn.
e /2δn
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Ey,δnx,0 [η(δn,X)]
Ey,δniδn,0[η(δn,X)]
 e8(
√
2+1)δn.
This implies,
I2  e8(
√
2+1)δne2δn
(i+2)δn∫
(i−1)δn
p(n, iδn, y)Ey,δniδn,0
[
η(δn,X)
]
Ey
[
e
∫ (1−δ)n
0 dWX(s)(s+δn)]
 e8(
√
2+1)δnv(n, iδn) e(8(
√
2+1)δ+λ(κ)+ε2/100)n, (39)
where the last line follows from (35). Next we consider I1. For y ∈ [(i−j)n, (i−j +1)n], j  2,
and x ∈ [iδn, (i + 1)δn], we have
p(δn, x, y)
p(δn, (i − 1)δn, y)  e
−(j−1)δn.
At the same time,
Ey,δnx,0 [η(δn,X)]
Ey,δn(i−1)δn,0[η(δn,X)]
 e8(
√|j |+1)δn.
Now, supj2 e8(
√|j |+1−j+1)δn  ekδn, for some k > 0 independent of δ and n. Thus, just as in
the derivation for I2,
I1  ekδnv
(
n, (i − 1)δn) e(λ(κ)+ε2/100+kδ)n. (40)
In an entirely similar way we conclude that
I3  e(λ(κ)+ε
2/100+kδ)n. (41)
Combining (38)–(41) finishes the proof. 
Fix a large value of n, say n = T , for which Proposition 3.3 holds. Define the T -skeleton of
the Brownian path to be the sequence of values X(jT ), j = 0,1,2, . . . ,N . Next define the trace
of X by the sequence I = {i(j)}j0 by i(j) = i, if X(jT ) ∈ [(i − 1)T , (i + 1)T ), for i an even
integer. Define
R(I) =
N∑(
i(j)− i(j − 1))2.
j=1
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N∑
j=1
(
X(jT )−X((j − 1)T ))2  N∑
j=1
(
i(j)− i(j − 1))2T 2 − 4NT 2
and since
∑N
j=1(X(jT )−X((j −1)T ))2 is T times a χ2 with N degrees of freedom we deduce
that
Px
(
R(I) 7N) Px
(
N∑
j=1
(
X(jT )−X((j − 1)T ))2  3NT 2) e−NT . (42)
Thus we have
Lemma 3.4. For N and T sufficiently large, and any x ∈ Rd ,
Q
(
Ex
[
η(NT ,X);R(I) 7N] 1) e− 12NT .
Proof. This is an immediate consequence of Chebychev’s inequality, estimate (42) and the fact
that EQ[η(NT ,X)] = e 12NT . 
Label the block [(i − 1)T , (i + 1)T ] × [jT , (j + 1)T ] by (i, j). Then we say (i, j) is a good
block and write (i, j) ∈ G if supx∈[(i−1)T ,(i+1)T ] Ex[e
∫ T
0 dWX(s)(s+jT )] e(λ(κ)+ε)T . Then, Propo-
sition 3.3 says that given δ > 0, if T is large enough so that Q((i, j) ∈ G) 1 − δ. Now, simple
large deviations estimates for binomial random variables (note that for any positive integer r and
integers i1, i2, . . . , ir , the events {(ij , j) ∈ G}, j = 1,2, . . . , r are independent for different j )
and an elementary counting argument about the number of traces I with R(I) 7N implies that
given η > 2δ, there is a c such that
Q
(
sup
N−1∑
j=0
1{Gc}
(
(ij , j)
)
 ηN
)
 e−cN , (43)
where the sup is taken over all traces I with R(I)  7N . We can now use these estimates to
prove our large deviation result.
Theorem 3.5. For all ε > 0 and t sufficiently large, there is a constant c(ε) such that
Q
(
E0
[
η(t,X)
]
 e(λ(κ)+ε)t
)
 e−c(ε)t .
Proof. We first claim there is a c > 0 such that given ε > 20η and η > 2δ, there is an N0 such
that for all N >N0, and all T sufficiently large for Proposition 3.3 to hold, that
Q
(
∃I: R(I) 7N,J ⊂ {0,1, . . . ,N − 1}, |J | ηN,
∏
sup
x∈[(i(j)−1)T ,(i(j)+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )] e εT10 ) e−cεNT . (44)
J
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EQ
(
sup
x∈[(i(j)−1)T ,(i(j)+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )])= EQ( sup
x∈[−T ,T ]
Ex
[
e
∫ T
0 dWX(s)(s)
])
.
Then, by Lemma 3.2,
EQ
(
sup
x∈[−T ,T ]
Ex
[
e
∫ T
0 dWX(s)(s)
])= ∞∫
0
Q
(
sup
x∈[−T ,T ]
Ex[e
∫ T
0 dWX(s)(s)] r
)
dr
=
e10T∫
0
Q
(
sup
x∈[−T ,T ]
Ex
[
e
∫ T
0 dWX(s)(s)
]
 r
)
dr
+
∞∫
10
Q
(
sup
x∈[−T ,T ]
Ex
[
e
∫ T
0 dWX(s)(s)
]
 eaT
)
T eaT da
 e10T +
∞∫
10
k2e
− a2T3 T eaT da
 ce10T ,
where c only depends on k2. Thus, by independence,
EQ
(∏
j∈J
sup
x∈[(i(j)−1)T ,(i(j)+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )])
=
∏
j∈J
EQ
(
sup
x∈[(i(j)−1)T ,(i(j)+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )]) ce|J |10T .
By Chebychev’s inequality, for any fixed trace I , with R(I)  7N and J ⊂ {0,1, . . . ,N − 1}
with |J | ηN ,
Q
(∏
j∈J
sup
x∈[(i(j)−1)T ,(i(j)+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )] eεNT) ce|J |10T−εNT  ce− εNT2 ,
as long as 20η < ε. Then summing over all possible traces with R(I)  7N and all possible
subsets J we conclude there is a positive constant c such that (44) holds. Given (44), for any
trace I with R(I) 7N ,
E0
[
η(NT ,X): X(jT ) ∈ [(ij − 1)T , (ij + 1)T ], 0 j N − 1]

N−1∏
sup
x∈[(ij−1)T ,(ij+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )]
j=0
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∏
(ij ,j)∈G
sup
x∈[(ij−1)T ,(ij+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )]
×
∏
(ij ,j)∈Gc
sup
x∈[(ij−1)T ,(ij+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )].
But, by (43), except on a set of probability less than e−cN we have∣∣{j ∈ {0,1, . . . ,N − 1}: (ij , j) ∈ Gc}∣∣ ηN.
On this set of traces, except on a set of probability less than e−cεNT , we have
∏
(ij ,j)∈Gc
sup
x∈[(ij−1)T ,(ij+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )] eεNT .
Finally, by the definition of G,
∏
(ij ,j)∈G
sup
x∈[(ij−1)T ,(ij+1)T ]
Ex
[
e
∫ T
0 dWX(s)(s+jT )] e(λ(κ)+ε)NT .
Thus,
E0
[
η(NT ,X): X(jT ) ∈ [(ij − 1)T , (ij + 1)T ],0 j N − 1] e(λ(κ)+2ε)NT
except on a set of probability e−cεNT + e−cN . Summing over all possible traces and subsets, J ,
and adjusting ε by a constant we have, except on a set of exponentially small probability in N
E0
[
η(NT ,X)
]
 e(λ(κ)+ε)NT ,
and the theorem is proved. 
Obtaining a lower bound is very much in the same spirit. From Corollaries 2.8 and 2.10 we
find adding random elements independent of {Wx(t): x ∈ Rd, t  0} to the probability space we
have
Corollary 3.6. Let M = M0 be as in Corollary 2.10. For each δ > 0, there exists N0 so that for
N N0 there exists a random variable X independent of {Wx(t): x ∈ Rd, t  0} satisfying
(i) Q(|X|MN) = 1.
(ii) Q(inf|y|1/2 Ey[e
∫ N
0 dWX(s)(s)1{|X(N)−X|1/2}] e(λ(κ)−)N ) 1 − δ.
(iii) {inf|y|1/2 Ey[e
∫ N
0 dWX(s)(s)1{|X(N)−X|1/2}] < e(λ(κ)−)N } ⊆ {X = 0}.
(iv) X L= −X.
This result and the independent increments (over time) of {Wx(·): x ∈ Rd} immediately yields
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are iid r.v.s {Xi}i1 satisfying (i) and (iv) of Corollary 3.6 and so that for all i, {Xj }ji are
independent of {Wx(t): x ∈ Rd, t  (i − 1)N}. Define for i = 1,2, . . . ,
W ix(t) = Wx+∑i−11 Xj
(
t + (i − 1)N)−W
x+∑i−11 Xj
(
(i − 1)N).
Then the Xi ’s satisfy
Q
(
inf|y|1/2 Ey
[
e
∫ N
0 dW
i
X(s)
(s)1{|X(N)−Xi |1/2}
]
 e(λ(κ)−)N
)
 1 − δ
and {
inf|y|1/2 Ey
[
e
∫ N
0 dW
i
X(s)
(s)1{|X(N)−Xi |1/2}
]
< e(λ(κ)−)N
}
⊆ {Xi = 0}.
Definition 3.1. If
inf|y|1/2 Ey
[
e
∫ N
0 dW
i
X(s)
(s)1{|X(N)−Xi |1/2}
]
 e(λ(κ)−)N ,
we say Xi is good. When
inf|y|1/2 Ey
[
e
∫ N
0 dW
i
X(s)
(s)1{|X(N)−Xi |1/2}
]
< e(λ(κ)−)N ,
we say Xi is bad.
The previous two results give the crucial ingredients to prove the following
Theorem 3.8. For all ε > 0 and n sufficiently large, there is a constant c(ε) such that
Q
(
E0
[
η(n,X)
]
 e(λ(κ)−ε)n
)
 e−rc + 2e−c(N)n1/7 .
We shall sketch the details of the proof of Theorem 3.8 as this case is simpler than with
Theorem 3.5 or the steps are completely analogous. We first prove some preliminary results.
Recalling the notation v(t, x) = Ex[η(t,X)], it will be enough to show
Q
(
logv(nN,0)
nN
 λ(κ)− 
)
< e−c(ε)n,
for N fixed and large enough so that Corollary 3.7 holds.
We now examine
Vr = E0
[
e
∫ rN
0 dWX(s)(s)I{|X(iN)−∑ij=1 Xj |1/2, i=1,2,...,r}].
If Xr+1 is good, then by definition
Vr+1  e(λ(κ)−)N .
Vr
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Xr+1 bad. We define the probability measure πr (supported on [∑ri=1 Xi −1/2,∑ri=1 Xi +1/2])
by
πr(A) = 1
Vr
E0
[
e
∫ rN
0 dWX(s)(s)I{|X(iN)−∑i1 Xj |<1/2, i=1,...,r}I{X(rN)∈A}].
We consider some bounds on
Ey
[
e
∫ N
0 dWX(s)(s)1{|X(N)|1/2}|X1 bad
]
.
First we consider the unconditioned variable
Z(y,N) = Ey
[
e
∫ N
0 dWX(s)(s)I{|X(N)|1/2}
]
.
This is an average over paths X of (dependent) variables distributed as eB(N) for B(N) a N(0,N)
random variable. Denote the distribution function of B(1) by Φ .
Lemma 3.9. For J a r.v. of the form
J =
∫
Vxμ(dx)
and for μ a probability measure and Vx random variables distributed as eB(N) we have
P
(
J  e−c
√
N
)
 2
(
1 −Φ
(
c − log 2√
N
))
.
Proof. Let Ix = 1{Vx2e−c√N }. Then
{
J  e−c
√
N
}⊂ {∫ Ixμ(dx) 1/2}.
However, the probability of the event {∫ Ixμ(dx) 1/2} is bounded, using Chebychev’s inequal-
ity, by
2P
(
B(N)−c√N + log 2)= 2(1 −Φ(c − log 2√
N
))
. 
Noting that the previous inequality has no dependence on the measure μ, it follows that
Corollary 3.10. If ν is a probability measure on [− 12 , 12 ], then
Q
( 1/2∫
−1/2
ν(dy)Z(y,N) e−c
√
N
)
 2
(
1 −Φ
(
c − log 2√
N
))
.
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Corollary 3.11. If N is sufficiently large, and FrN = σ(Wx(t): t  rN, x ∈ Rd) then
Q
(
log
(
Vr+1
Vr
)
−c√N
∣∣∣FrN , Xr+1 is bad) 2(1 −Φ(c − log 2√
N
))
and so
EQ
[
e
log Vr+1
V r
1√
N
∣∣FrN ,Xr+1 is bad]K
for K a fixed finite constant depending on δ but not depending on N .
Proof. One has Xr+1 is bad on the event{
log
(
Vr+1
Vr
)
−(c + 1)√N
}
.
Thus, the effect of the conditioning is to fix XrN = 0. Then observe that
Vr+1
V r
L=
∫
πr(dy)Z(y,N)
and apply Corollary 3.10. 
Proposition 3.12. For  > 0 there is a constant c so that for all N large and then r large
P
(
Vr  e(λ(κ)−3)rN
)
 e−rc .
Proof. It is clear that Vj
Vj−1  e
(λ(κ)−)N for Xj good. Accordingly, the event Vr  erN(λ(κ)−3)
is contained in the union of the events:
(i) {j  r: Xj is bad} r;
(ii) for the r.v.s Ui = VkiVki−1 for ki = ith integer l for which Xl is bad,
r∏
i=1
Ui  e−rN .
The event in (i) has probability no greater than e−rc/2 for r large by simple binomial bound if
δ is fixed sufficiently small. A similar bound holds for the event in (ii) by Corollary 3.11. 
Proof of Theorem 3.8. To conclude the proof of the lower bound large deviation of Theorem 3.8,
we need to treat
Q
(
v(n,0) en(λ(κ)−)
)
for n large.
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n2/3 +N . We now use the symmetry and boundedness of the Xj r.v.s. First, for any c > 0, using
symmetry of the Xj , we have for n sufficiently large,
Q
(∣∣∣∣∣
r∑
j=1
Xj
∣∣∣∣∣ n4/7
)
= 2Q(e 1√n ∑rj=1 Xj  en1/14)
 e−cn1/14
(
EQ
[
e
1√
n
X1])r
 e−cn1/14
(
1 + c
2(1 + o(1))
n
EQ
[
X21
])n/N
 2 exp
{
−cn1/14 + c
2EQ[X21]
N
}
.
Taking c = N2EQ[X21]n
1/7 we obtain, with c(N) = N4EQ[X21] ,
Q
(∣∣∣∣∣
r∑
j=1
Xj
∣∣∣∣∣ n4/7
)
 e−c(N)n1/7 .
We can now observe
v(n,0) Vr
∫
πr(dy)Ey
[
e
∫ s
0 dWX(t)(t+rN)I{|X(s)|<1/2}
]
.
But,
Q
(
Ey
[
e−
∫ s
0 dWX(t)(t+rN)] es) e−s/2
so on the complement of an event of probability at most e−s/2 + e−c(N)n1/7  2e−c(N)n1/7 , we
have
Ey
[
e
∫ s
0 dWX(t)(t+rN)I{|X(s)|<1/2}
]
 Py
(∣∣X(s)∣∣< 1/2)1/2Ey[e− ∫ s0 dWX(t)(t+rN)]−1
 e−s−cn8/7/s  e−s−cn10/21 .
Thus, we have
Q
(
v(n,0) Vre−cn
10/21−s) 1 − 2e−c(N)n1/7 .
Invoking Proposition 3.12, we see that
Q
(
v(n,0) en(λ(κ)−)
)
Q
(
Vre
−cn10/21−s  en(λ(κ)−)
)+ 2e−c(N)n1/7
 e−rc + 2e−c(N)n1/7 . 
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∫ t
0 dWX(s)(t−s)] and E0[e
∫ t
0 dWX(s)(s)]
have identical Q-distributions, we conclude that both Q(E0[e
∫ n
0 dWX(s)(n−s)]  e(λ+ε)n) 
e−c(ε)n, and Q(E0[e
∫ n
0 dWX(s)(n−s)]  e(λ−ε)n)  e−c(ε)n2/3 . Thus, by Borel–Cantelli it follows
that
Corollary 3.13. For n going through Z, and any x ∈ Rd ,
lim
n→∞
1
n
logu(n, x) = λ(κ), Q-a.s.
The proof of Theorem 1.1 will be finished if we can replace integer n with real t in Corol-
lary 3.13. We shell give the proof that lim supt→∞ 1t logu(t, x) λ(κ). The proof for the lim inf
is similar and we omit it. To that end, define the functional
Un(t) = E0
[
e
∫ n−t
0 dWX(s)(s+t)], 0 t  1.
Then,
Theorem 3.14. If Γ0,n = n−11Z ∩ [0,1], then there are constants c1(n), c2(n), c,C, where
limn→∞ 1n log c1(n) = 0 and limn→∞ 1n log c2(n) = 0 such that
Q
(
Un(t) c1(n) max
s∈Γ0,n
Un(s)+ c2(n), ∀t ∈ [0,1]
)
 1 −Ce−cn1/3 .
Proof. We use a chaining argument. Define for i  1, Γi,n = 2−in−11Z ∩ [0,1]. By Propo-
sition 3.3 we have for n large and ε fixed sups∈Γ0,n Un(s)  e
(λ(κ)+ε)n outside of a set of
exponentially small (in n) Q-probability. Consider a fixed t ∈ Γi,n \ Γi−1,n and t ′ ∈ Γi−1,n such
that |t − t ′| = n−112−i . There are no more than n112(i−1) such pairs and
Un(t
′) = E0
[
e
∫ n−t ′
0 dWX(s)(s+t ′)]
= E0
[
e
∫ t−t ′
0 dWX(s)(s+t ′)e
∫ n−t
0 dWX(t−t ′+s)−X(t−t ′)+X(t−t ′)(s+t)]
= E0
[
e
∫ t−t ′
0 dWX(s)(s+t ′)e
∫ n−t
0 dWY(s)+X(t−t ′)(s+t)], (45)
where Y(s) = X(t − t ′ + s)−X(t − t ′). Notice, we can also write
Un(t) = E0
[
e
∫ n−t
0 dWY(s)(s+t)].
Define
An =
{
e{
∫ t−t ′
0 dWX(s)(s+t ′)}  e−|t−t ′|1/3
}
∪
{∣∣∣∣∣
n−t∫
0
dWY(s)+X(t−t ′)(s + t)−
n−t∫
0
dWY(s)(s + t)
∣∣∣∣∣ n1/2|t − t ′|1/3
}
≡ An(1)∪An(2).
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e
∫ n−t
0 dWY(s)(s+t)  e
∫ n−t ′
0 dWX(s)(s+t ′)e|t−t ′|1/3en1/2|t−t ′|1/3 ,
so that by (45)
Un(t) = E0
[
e
∫ n−t
0 dWY(s)(s+t)1Acn
]+ E0[e∫ n−t0 dWY(s)(s+t)1An]
 e(n1/2+1)|t−t ′|1/3Un(t ′)+ E0
[
e
∫ n−t
0 dWY(s)(s+t)1An
]
.
But,
EQE0
[
e
∫ n−t
0 dWY(s)(s+t)1An
]= E0EQ[e∫ n−t0 dWY(s)(s+t)1An] e(n−t)/2E0Q(An)1/2. (46)
However, with a = |t − t ′|−2/3,
Q
(
An(1)
)
 e−a|t−t ′|1/3 EQ
[
e−a
∫ t−t ′
0 dWX(s)(s)
]= e−a|t−t ′|1/3ea2|t−t ′|/2
 e−|t−t ′|−1/3/2.
Also, on {|X(t − t ′)| |t − t ′|1/3}, we have
n−t∫
0
dWY(s)+X(t−t ′)(s + t)−
n−t∫
0
dWY(s)(s + t)
is dominated by a constant times a N(0,1) random variable, with the constant depending only
on the correlation Γ of the field {Wx : x ∈ Rd}. Thus,
E0
[
Q
(
An(2)
)]
 P0
(∣∣X(t − t ′)∣∣ |t − t ′|1/3)+√ 2
π
∞∫
c|t−t ′|−1/3
e−y2/2  ce−|t−t ′|1/3/2.
Therefore,
Q
(
E0
[
e
∫ n−t
0 dWY(s)(s+t)1An
]
 en/2e−c(t−t ′)−1/3/2
)
 Cen/2e−c(t−t ′)−1/3/2.
Consequently, outside an event of Q-probability no more than Cen/2e−c(t−t ′)−1/3/2, we have that
Un(t
′)Un(t)e(n
1/2+1)|t−t ′|1/3 +Cen/2e−c|t−t ′|−1/3/2.
Thus, outside an event of Q-probability no more than∑
n112k−1Cen/2e−cn11/32k/3/2  Ce−cn11/3 ,k1
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Un(t) exp
{(
n1/2 + 1)n−11/3 ∑
k1
2−k/3
}
max
r∈Γ0
Un(r)
+
∑
k1
C exp
{
n/2 − c(n112k)1/3/2 + (n1/2 + 1)∑
j>k
(
n112j
)−1/3}
.
Then with
c1(n) = exp
{(
n1/2 + 1)∑
k1
(
n112−k
)−1/3}
and
c2(n) =
∑
k1
C exp
{
n/2 − c(n112k)1/3/2 + (n1/2 + 1)∑
j>k
(
n112j
)−1/3}
the theorem is proved. 
Theorem 3.14 has the following important consequence.
Corollary 3.15.
lim sup
t→∞
1
t
log E0
[
e
∫ t
0 dWX(s)(s)
]= lim sup
t→∞
1
t
log E0
[
e
∫ t
0 dWX(s)(t−s)]= λ(κ).
Proof. Theorem 3.14 implies that outside an event of small Q-probability (no more than
ce−cn1/3 ), one has with n < t  n+ 1, n = t − τ
sup
j∈[−n,n]∩Z
Ej
[
e
∫ n
0 dWX(s)(s+τ)] e(λ(κ)+ε)n, ∀τ ∈ [0,1]. (47)
For n < t  n+ 1,
E0
[
e
∫ t
0 dWX(s)(s)
]= E0[e∫ t0 dWX(s)(s)1{|X(τ))|n}]+ E0[e∫ t0 dWX(s)(s)1{|X(τ)|n}]. (48)
Using Chebychev’s inequality,
Q
(
E0
[
e
∫ t
0 dWX(s)(s)1{|X(τ)|n}
]
 eεn
)
 e−εnEQE0
[
η(t,X)1{|X(τ)|n}
]
 e−εn+t/2P0
(∣∣X(τ)∣∣ n)
 ce−εn− n
2
2κ + t2
 ce− εn2 (49)
for all n sufficiently large. Thus, outside an event of Q-probability less than ce− εn2 , we have
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[
e
∫ t
0 dWX(s)(s)1{|X(τ)|n}
]
 eεn. (50)
For the second term in (48), we first observe that under Py,s0,0 , for 0 s  1, the paths X have the
representation,
X(r) = Y(r)+ r
s
y,
where Y is
√
κ times a 0-to-0 Brownian bridge of duration s. And for fixed realization of Y ,
{∫ s0 dWY(r)+(r/s)y(r): y ∈ R} is a centered, Gaussian field with EQ[(∫ s0 dWY(r)+(r/s)y(r))2] = s.
Using a simple entropy estimate, Borel’s inequality implies the random variable,
sup
0s1
sup
|y−z|1
s∫
0
dWY(r)+ r
s
z(r)
has Gaussian-like tails. Thus, for any j ∈ Z,
Q
(
sup
0s1, |j−z|1
E0
[
e
∫ s
0 dWY(r)+ rs z(r)
]
 eεn
)
 e−εnE0EQ
[
e
sup0s1, |j−z|1
∫ s
0 dWY(r)+ rs z(r)
]
 ce−εn. (51)
Thus, for the second term in (48), using (47), Theorems 2.7 and 3.14 outside an event of expo-
nentially small probability in n
E0
[
e
∫ t
0 dWX(s)(s)1{|X(τ)|n}
]
 ceεn
n∑
j=−n
∫
|y−j |1/2
Ey
[
e
∫ n
0 dWX(s)(s+τ)]p(τ,0, y)dy
 ceεn
n∑
j=−n
{
c1e
−c2n11/12 Ej
[
e
∫ n
0 dWX(s)(s+τ)]+ e− 14n7/6}
 ceεnn
{
c1(n)c1e
−c2n11/12e(λ(κ)+ε)n + c2(n)c1e−c2n11/12 + e− 14n7/6
}
.
(52)
Putting (48), (50) and (52) together shows lim supt→∞ 1t logu(t, x)  λ(κ). The lower bound
lim inft→∞ 1t logu(t, x) λ(κ), follows in an entirely analogous fashion. 
4. Asymptotics of λ(κ)
In this section we shall establish the small κ behavior of λ(κ) claimed in Theorem 1.2. This
will require a ‘projection’ of Brownian paths onto a space of paths with bounded derivatives
and therefore, of controlled entropy. Analogous entropy estimates appeared in Kolmogorov,
Tihomirov [11]. The entropy bound allows a use of Borel’s inequality.
As with previous work, we write out proofs for the one-dimensional case and leave the al-
terations for higher-dimensional cases to the reader. The conclusions arrived at are valid in all
dimensions.
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Γs,t (C) =
{
f : [s, t] → R: f (0) = 0 and ‖f ′‖∞  C
}
.
We consider
As,t (C) = sup
f∈Γs,t (C)
t∫
0
dWf(s)(s).
When C = 1, we shall drop the dependence on C. We write Γt and At in the case s = 0. Notice
that
As,s+t
L= At .
By the independent stationary increments property of the field {Wx(t)}, (At )t0 is superadditive
in the sense
As+t
L
At +As.
So using Liggett’s subadditive ergodic theorem,
lim
t
At
t
→ c ∈ [0,∞].
(We will address more precisely the definition of At shortly since the integrals
∫ t
0 dWf(s)(s) are
only defined a.s. for each f .)
In fact for β  1, c is equal to ∞, indeed At = ∞ a.s. To see this for β < 1 it suffices to
consider t = 1. Inductively define the curve γ n which is linear on [ i
n
, i+1
n
] for i = 0,1, . . . , n− 1
and where
γ n
(
i
n
)
= γ n
(
i − 1
n
)
± 1
n
and we choose
γ n
(
i
n
)
= γ n
(
i − 1
n
)
+ i
n
if and only if
i/n∫
0
dW
γn( i−1
n
)+s
(
s + i − 1
n
)
>
i/n∫
0
dW
γn( i−1
n
)−s
(
s + i − 1
n
)
.
Then Zs =
∫ s
0 dWγn(u)(u) satisfies (Zi/n −Z(i−1)/n)ni=1 are iid and
Zi/n −Z(i−1)/n D= Ni1 + max
(
Ni2,0
)
,
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Ni1 =
i/n∫
0
dW
γn( i−1
n
)+s
(
s + i − 1
n
)
is a N(0, i
n
) random variable and
Ni2 =
i/n∫
0
dW
γn( i−1
n
)−s
(
s + i − 1
n
)
−
i/n∫
0
dW
γn( i−1
n
)+s
(
s + i − 1
n
)
is a centered normal random variable of variance around c ( i
n
)(1+β) for some strictly positive c
and all large n. Ni1 and N
i
2 are not mutually independent but the pairs (N
i
1,N
i
2) are independent
over i and so
∑
i
Ni1 +Ni2 L= N(0,1)+
n∑
1
max
(
Ni2,0
)↗ ∞
in probability as n → ∞ for 0 < β < 1. This implies A1 = ∞ a.s. if β < 1. To see that At = ∞
a.s. for t > 0 if β = 1 it is necessary to apply Talagrand’s theorem on pathwise boundedness of
Gaussian processes (see, e.g., [1]).
On the other hand for 1 < β  2, as we will see below, the constant c will be finite.
The natural metric on paths induced by the field {∫ t0 dWf(s)(s): f ∈ Γt } is dominated by the
Lβ norm raised to the β/2;
ρ(f,g) = EQ
(( t∫
0
dWf(s)(s)−
t∫
0
dWg(s)(s)
)2)1/2
=
(
2
t∫
0
(
1 − Γ (f (s)− g(s)))ds)1/2
 c
(
2
t∫
0
∣∣f (s)− g(s)∣∣β ds)1/2
= c‖f − g‖β/2β . (53)
To compute the ρ-entropy of Γt under the Cβ assumption on the covariance Γ , we proceed
as follows. Let Nε(Γt ) denote the least number of ρ-balls of radius ε required to cover Γt . We
consider first an ε-net for the functions in Γt . Given ε > 0, put
Sε =
{
ψ ∈ C([0, t],R): ψ piecewise linear on [(i − 1)ε, iε], |ψ ′| = 1, i = 1, . . . , t }.ε
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ε-net in the L∞-metric for Γt . The bound ‖f −ψ‖L∞[0,t]  ε translates into
ρ(f,ψ) =
√√√√√2 t∫
0
(
1 − Γ (f (s)−ψ(s)))ds  c1
√√√√√ t∫
0
∣∣f (s)−ψ(s)∣∣β ds
 c1
√
εβt. (54)
Consequently, Sε is a c1
√
εβt-net for Γt . Thus, N√tεβ (Γt ) c2|Sε| = c22t/ε . As a consequence,
we have
Theorem 4.1. There is a constant 0 < c1 < ∞ so that the functional
At = sup
f∈Γt
t∫
0
dWf(s)(s)
satisfies
E[At ] c1 β
β − 1 t.
Proof. The Fernique–Talagrand inequality says there is a universal constant K so that
E[At ]K
diam(Γt )∫
0
√
log(Nε)dε = K
c1
√
t∫
0
√
log(Nε)dε
= K√t
1∫
0
√
log(Nε√t )dε. (55)
(Here the diameter is with respect to the natural ρ metric.) But by the arguments above√
log(Nε√t )
√
c1 + c2ε−2/β t.
Thus, for t large,
E[At ] c β
β − 1 t. 
Remark. For C > 0, Brownian scaling implies
E
[
At(C)
]
 c β
β − 1
√
Ct and
At(C)
t
→ √Cc1.
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Proposition 4.2. There exists (for each finite C) a continuous version of f → ∫ t0 dWf(s)(s) on
Γt(C) with respect to ‖ ‖∞ norm.
Now we consider the continuous functions f , with |f ′| = 1 almost everywhere which are
linear on [t (i − 1)2−n, ti2−n] for i = 1, . . . ,2n and which thus satisfy∣∣f (t (i − 1)2−n)− f (t i2−n)∣∣= t2−n for i = 1,2, . . . ,2n.
Let this family be denoted Λt,n. Then:
(1) |Λt,n| = 22n ;
(2) for every f ∈ Γt , there exists g ∈ Λt,n with
|f − g|∞  t2−n on [0, t].
Corollary 4.3. For each  > 0 there exists δ > 0 so that for 2nδ  t  1,
Q
(∣∣∣∣∣ supg∈Γt
t∫
0
dWg(s)(s)− sup
f∈Λt,n
t∫
0
dWf(s)(s)
∣∣∣∣∣ t
)
 1 − .
Proof. For f,g ∈ Γt we define
f ∼ g
if ∣∣f (t i2−m)− g(t i2−m)∣∣ t2−m, ∀i = 0,1,2, . . . ,2m − 1.
For a given f ∈ Λt,m there are at most 52m functions g ∈ Λt,m+1 with f ∼ g, and so there are at
most 102m such pairs.
When f ∼ g, then ρ(f,g)  c√t (t2−m)β and so ∫ t0 dWf(s)(s) − ∫ t0 dWg(s)(s) is Gaussian
with variance not greater than c2t (t2−m)β . We then have for t2−m ∈ [2−k,2−(k−1)] if γ <
(β − 1)/2 is fixed,
Q
(∣∣∣∣∣
t∫
0
dWf(s)(s)−
t∫
0
dWg(s)(s)
∣∣∣∣∣ 2−γ kt
)
 exp
(−2−2γ kt2/2t(t2−m)β)
= e−c′t2k(β−2γ ) .
So, if k  k0 for k0 not depending on t  1,
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(
∃(f, g) ∈ Λt,m ×Λt,m+1: f ∼ g,
∣∣∣∣∣
t∫
0
dWf(s)(s)−
t∫
0
dWg(s)(s)
∣∣∣∣∣ 2−γ kt
)
 102me−c′t2k(β−2γ )  10t2k e−c′t2k(β−2γ )  e−c′t 2k . (56)
Now choose k1 so that ∑
kk1
e−c′t 2k < 
and
∑
kk1 2
−kγ < . Then the result holds with
δ < min
(
2−k1,2−k0
)
. 
We have as noted that At/t tends to a constant c1 a.s. as t tends to infinity. So for each  > 0
there exists t < ∞ so that for all t  t , Q(|At/t − c1| < ) 1 − . Applying this observation
and Proposition 4.2 gives the following result.
Corollary 4.4. Given any  > 0, there exists a δ > 0 so that for all t with 2nδ  t  t/2,
Q
(
sup
f∈Λn,t
t∫
0
dWf(s)(s) (c1 − )t
)
 1 − .
We now exploit these results for the derivation of the upper bound for λ(κ) as κ ↘ 0 stated
in Theorem 1.2. Take a constant M and a Brownian path X and define the polygonal following
path XM by
XM(0) = 0,
XM(i + 1) = XM(i)+M, if
∣∣XM(i)+M −X(i + 1)∣∣ ∣∣XM(i)−M −X(i + 1)∣∣,
XM(i + 1) = XM(i)−M, if
∣∣XM(i)−M −X(i + 1)∣∣< ∣∣XM(i)+M −X(i + 1)∣∣, (57)
with XM defined by linear interpolation between the integer times i. Notice that the polygonal
following path is in the space of Lipschitz functions. The next result controls the amount of time,
in the long run, that the following path is not close to the Brownian path that it is tracking. This
will help control the ρ-distance, recall this is defined as√√√√√EQ
(( n∫
0
dWXM(s)(s)−
n∫
0
dWX(s)(s)
)2)
,
between the Brownian path and its following path.
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V (n) =
n∑
i=1
1{supi−1si |XM(s)−X(s)|3M},
then
P
(
V (n) cn
)
 e4cn(ln( e2c )−M
2
18 ).
Proof. Note that
V (n) V+(n)+ V−(n),
where
V+(n) =
n∑
i=1
1{supi−1si XM(s)−X(s)3M}, and
V−(n) =
n∑
i=1
1{supi−1si XM(s)−X(s)−3M}.
It suffices to prove the probability bound for V+(n), the case for V (n) being symmetric. For
1 i  n, define
σ i0 = i − 1, σ ik = inf
{
s > σ ik−1: X(s)−X
(
σ ik−1
)
 M
3
}
.
Then set ξi = sup{k: σ ik < i}. Thus, ξi is the number of upward increments of X in the inter-
val [i − 1, i] of size M/3. Notice that {ξi : 1  i  n} are iid and stochastically bounded by a
geometric random variable with parameter 2e−M2/18. We shall show V+(n)  12
∑n
i=1 ξi . Start
by considering the event Ei = {X(i − 1)XM(i − 1)+M}. On Ei , let j = inf{k  i: X(k)
XM(k)+M}. Then we claim that
j∑
k=i
ξk  2(j − i).
If j = i we are done so assume j > i. Now, if j > i then X(i) > XM(i) + M = XM(i − 1) +
2M X(i − 1) + M and so ξi  3. Similarly, if j > i + 1 then X(i + 1) > XM(i + 1) + M =
XM(i) + 2M  X(i) + M and so ξi+1  3. Proceeding in this way up to j gives the result∑j
k=i ξk  2(j − i). This allows us to recursively define
i0 = 0, ij = inf
{
k > ij−1: X(k)XM(k)+M
}
.
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ij∑
k=ij−1+1
ξk  2(ij − ij−1) and
n∑
k=iτ+1
ξk  2(n− iτ ).
Notice that if we have consecutive events, i.e., ij = ij−1 + 1, and, in addition,
supij−1tij X(t)−XM(t) 3M , then it also holds that ξij  2. Thus,
V+(n) =
τ∑
j=1
k=ij∑
ij−1
1{supk−1tk(X(t)−XM(t))3M} +
n∑
k=iτ
1{supk−1tk(X(t)−XM(t))3M}

τ∑
j=1
(ij − ij−1)1{ij>ij−1+1} + (n− iτ )1{n>iτ } +
τ∑
j=1
(ij − ij−1)1{ij=ij−1+1}
ξj
2

τ∑
j=1
k=ij∑
ij−1
ξk
2
+
n∑
k=iτ+1
ξk
2
 1
2
n∑
k=1
ξk. (58)
Since the ξk are iid geometric with parameter 2e−M
2/18
, the conclusion of the lemma fol-
lows. 
Since κ2 is the generator in (1), we consider a following path at the times iε2, i = 0,1,2, . . . ,
with constant M = εκ 12 (1−α). Namely, we define XM by
XM
(
iε2
)= XM((i − 1)ε2)±M
according to which of the latter is closer to X(iε2), with linear interpolation between the times
i2. (Optimal values of α and  will be selected later.) Then applying the previous lemma and
using Brownian scaling, we have
Lemma 4.6. There is a constant c1 > 0 such that
P0
(∣∣{0 s  n: ∣∣XM(s)−X(s)∣∣ 3εκ 12 (1−α)}∣∣ c1καε2n) e−2n.
Each following path,XM , is contained in the space of Lipschitz functions on [0, n] with Lip-
schitz constant C = Mε−2 = κ1/2(1−α)/ε, that is they are in Γn(C).
Liggett’s subadditive ergodic theorem and scaling (see the remark following Theorem 4.1)
imply:
Corollary 4.7. There is a C1 such that
lim
n→∞
An(κ
1
2 (1−α)/ε)
n
= C1 κ
1
4 (1−α)
ε1/2
.
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C
([0, n],R)= B ∪( R⋃
i=1
Bi
)
,
where
Bi ⊂
{
ω:
∣∣{s ∈ [0, n]: ∣∣ω(s)− fi(s)∣∣ 3εκ 12 (1−α)}∣∣ c1καε2n},
R ∼ 2n/ε2 and the fi are the possible following paths with derivatives |f ′i | = κ1/2(1−α)/ε a.e.
This partition allows us to obtain an upper bound on the small κ asymptotics of λ(κ). First
observe, that by Lemma 4.6 with Q-probability not exceeding e−2n we have
E0
[
e
∫ n
0 dWX(s)(s)
]= R∑
i=1
E0
[
e
∫ n
0 dWX(s)(s)1{X∈Bi}
]+ E0[e∫ n0 dWX(s)(s)1{X∈B}]

R∑
i=1
E0
[
e
∫ n
0 dWX(s)(s)
∣∣X ∈ Bi]P(X ∈ Bi)+ e− 3n2

R∑
i=1
e
∫ n
0 dWfi (s)(s)E0
[
e
∫ n
0 dWX(s)(s)−
∫ n
0 dWfi (s)(s)
∣∣X ∈ Bi]P(X ∈ Bi)
+ e− 3n2 . (59)
We now observe that given X ∈ Bi , with respect to Q, the variable
∫ n
0 dWX(s)(s)−
∫ n
0 dWfi(s)(s)
is Gaussian with mean 0 and writing In = {s ∈ [0, n]: |ω(s) − fi(s)| 3εκ 12 (1−α)} its variance
satisfies
EQ
[( n∫
0
dWX(s)(s)−
n∫
0
dWfi(s)(s)
)2]
= 2
(
n−
n∫
0
Γ
(
X(s)− fi(s)
)
ds
)
 2
(
n− ∣∣I cn ∣∣(1 − γ (3εκ 12 (1−α))β)+ |In|)
= 2(2|In| + γ ∣∣I cn ∣∣(3εκ 12 (1−α))β) 2(2c1καε2 + γ (3εκ 12 (1−α))β)n. (60)
Let us denote
η = 2(2c1καε2 + γ (3εκ 12 (1−α))β),
and
ζ = Mκ
(1−α)/4
1/2 .ε
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Q
(
E0
[
e
∫ n
0 dWX(s)(s)−
∫ n
0 dWfi (s)(s) | X ∈ Bi
]
 eζn
)
 EQ[(E0[e
∫ n
0 dWX(s)(s)−
∫ n
0 dWfi (s)(s)|X ∈ Bi])r ]
erζn
 EQ[E0[e
r(
∫ n
0 dWX(s)(s)−
∫ n
0 dWfi (s)(s))|X ∈ Bi]]
erζn
 e(r2η−rζ )n.
Then if we select κ to satisfy both
κ
1
4 (1−5α) > ε5/2 and κ(1−α)(
1
4 − β2 ) > εβ+1/2,
it follows that, selecting r = ζ2η we can arrange r > 1 provided M is sufficiently large. Such a
choice gives
Q
(
E0
[
e
∫ n
0 dWX(s)(s)−
∫ n
0 dWfi (s)(s) | X ∈ Bi
]
 eζn
)
 e−
ζ2
4η n. (61)
Moreover, by Corollary 4.7, with probability approaching 1 as n ↗ ∞, we have for M large
enough,
e
∫ n
0 dWfi (s)(s)  eζ n, 1 i R. (62)
Thus, provided M and n are sufficiently large, with Q-probability at least 1/2,
E0
[
e
∫ n
0 dWX(s)(s) | X ∈ Bi
]
 e2ζ n. (63)
The above derivation placed the following restrictions on κ and ε:
(i) κ(1−α)/4  καε5/2,
(ii) κ(1−α)/4  (εκ(1−α)/2)βε1/2. (64)
For a given value of α, minimizing κ(1−α)/4/ε1/2 with respect to ε, subject to these constraints
leads to the choice of ε = κ(1−3α)/2 when 0  α  2/5 and a choice of ε = κ(1−5α)/10 when
2/5  α. Thus, for 0  α  2/5 we have κ(1−α)/4/ε1/2  κα/2 and for 2/5  α, we have
κ(1−α)/4/ε1/2  κ1/5. Minimizing over α we find that the best bound is provided by α = 2/5
in which case we obtain the upper bound of Theorem 1.2,
lim sup
κ↘0
κ−1/5λ(κ) c,
for some positive constant c.
We now consider lower bounds for the Lyapunov exponent λ(κ).
Consider for γ < 1 and f ∈ Γt,n, the Q-probability that∫
e
∫ t
0 dWw(s)(s)−
∫ t
0 dWf(s)(s) dμt,f,γ (w) e−ct
for μt,f,γ a probability supported on paths w : [0, t] → R for which ‖w − f ‖∞  γ .
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Q
(∫
e
∫ t
0 dWw(s)(s)−
∫ t
0 dWf(s)(s) dμt,f,γ (w) e−ct
)
 e−tc2/γ β .
By scaling we obtain as in Corollaries 4.3 and 4.4 the following result.
Corollary 4.9. If Λt,δ, represents the paths beginning at zero linear on interval [i, (i + 1)]
and satisfying |f ((i + 1))− f (i)| = δ for i = 0,1, . . . , t/. Then
Q
(
sup
f∈Λt,δ,t
t∫
0
dWf(s)(s)
c1t
2
√
δ

)
 9
10
with probability provided δt/  1 and  is small.
For (δ, ) fixed and large t (so that δt/  1) we have by Corollary 4.9 (if  is small) that
(i)
Q
(
sup
f∈Λt,δ,
t∫
0
dWf(s)(s)
c1t
2
√
δ

)
 9
10
and using Lemma 4.8 and the fact that
|Λt,δ, | 2 t ,
(ii) For χ < 1, f ∈ Λt,δ, ,
Q
(
E0
[
e
∫ t
0 dWX(s)−
∫ t
0 dWf(s)
∣∣ |X − f |∞  χ] e− c1 t4 √ δ ) 1 − ke−c21 δ tχβ 2 t .
Now choose χβ = c7δ with c7 chosen sufficiently small to ensure that for t large,
k e
−c21 δ tγ β 2
t

  1
10
.
Thus, if  is small, we have outside Q-probability 2/10 for t large
E0
[
e
∫ t
0 dWX(s)(s)
]
 e
c1
4 t
√
δ
 inf
f∈Λt,δ,
P0
(∣∣X(s)− f (s)∣∣ (c7δ)1/β, 0 s  t). (65)
So all that remains to gain a good bound on the probability
P0
(∣∣X(s)− f (s)∣∣ (c7δ)1/β, 0 s  t).
The following lemma is elementary and left to the reader.
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P0
(∣∣X(s)− f (s)∣∣ r,0 s  t)> 1
C
(
e−Ct/r2 ∧ e−CtM2)
for C sufficiently large, not depending on t  1 or f .
And by simple scaling it follows that:
Corollary 4.11. For f a Lipschitz function with f (0) = 0, |f (x)−f (y)|M|x − y|, ∀x, y and
X a speed κ Brownian motion starting at 0 we have
P0
(∣∣X(s)− f (s)∣∣ r, ∀0 s  t)> 1
C
e−Cκt/r2 ∧ e−CtM2/κ .
Thus, using M = δ/, we have from (65) and Corollary 4.11 that with Q-probability not less
than 8/10
E0
[
e
∫ t
0 dWX(s)(s)
]
 e
c1
4 t
√
δ

1
C
(
e
−C κt
δ2/β ∧ e−Ct( δ )2 1κ ) (66)
if δ  1 and t is sufficiently large. (C has possibly been increased but still is universal.) Our first
simplification is to choose  so that
κ
δ2/β
=
(
δ

)2 1
κ
that is we take  = (δ1+1/β)/κ . With this choice
E0
[
e
∫ t
0 dWX(s)(s)
]
 1
C
e
(
c1
4 (
κ
δ1/β
)1/2−Cκ/δ2/β )t
.
We next choose δ1/β = Cκ1/3 ( 1) for C a small universal constant to obtain the lower
bound for λ(κ) Cκ1/3, as κ ↘ 0.
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