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Introduction {#embj201694571-sec-0001}
============

To ensure survival and reproductive fitness, all organisms have evolved mechanisms to withstand, at least temporarily, environmental stresses such as heat, heavy metals, or radiation. Many of these stresses affect genome integrity and hence not only threaten the vitality of the individual organisms but also the chances of survival of their offspring. The sessile nature of plants likely demanded the development of powerful DNA‐damage response (DDR) mechanisms to deal with DNA strand breaks and other changes in DNA structure. Indeed, plant cells appear to tolerate much higher concentrations of DNA‐damaging agents than animals (Yokota *et al*, [2005](#embj201694571-bib-0089){ref-type="ref"}). Nonetheless, unfavorable environmental conditions are still responsible for major yield losses in crops as for instance seen in the case of aluminum toxicity in acidic soils (Von Uexküll & Mutert, [1995](#embj201694571-bib-0079){ref-type="ref"}; Bulanova *et al*, [2001](#embj201694571-bib-0009){ref-type="ref"}). Thus, unraveling and modulating DDR pathways have a great yet unexplored potential to contribute to food security in the world.

When challenged by DNA damage, cells in multicellular organisms often choose between three major responses: arrest of cell division followed by repair of the damage and resumption of the cell cycle, terminal differentiation and exit from the cell cycle, or programmed cell death (Nowsheen & Yang, [2012](#embj201694571-bib-0063){ref-type="ref"}). Plant cells were found to be able to follow a fourth route by increasing the ploidy of the cell through endoreplication, that is, terminal differentiation that is coupled to cell‐cycle activity (Adachi *et al*, [2011](#embj201694571-bib-0003){ref-type="ref"}). In all these cases, the cellular response to DNA damage appears to be tightly interwoven with cell‐cycle control.

The core components of the cell‐cycle machinery are generally conserved. In plants as well as other eukaryotes, the central regulators are cyclin‐dependent kinases (CDKs) that, in heterodimeric complexes with their cyclin partners, promote entry and progression through the cell cycle (Morgan, [1997](#embj201694571-bib-0058){ref-type="ref"}; De Veylder *et al*, [2007](#embj201694571-bib-0020){ref-type="ref"}; Harashima *et al*, [2013](#embj201694571-bib-0035){ref-type="ref"}). In addition to a Cdk1/Cdk2 homolog, called CDKA;1, plants also contain a unique class of cell‐cycle CDKs, named B‐type CDKs, which are divided into a B1 class and B2 class in *Arabidopsis*. Especially B1‐type CDKs have been functionally analyzed revealing that they act as auxiliary kinases to A1‐type kinases during development and play an important role in homology‐dependent DNA repair (Xie *et al*, [2010](#embj201694571-bib-0085){ref-type="ref"}; Cruz‐Ramirez *et al*, [2012](#embj201694571-bib-0014){ref-type="ref"}; Nowack *et al*, [2012](#embj201694571-bib-0062){ref-type="ref"}; Weimer *et al*, [2012](#embj201694571-bib-0081){ref-type="ref"}, [2016a](#embj201694571-bib-0082){ref-type="ref"}).

The Rb ortholog in the model plant *Arabidopsis* is called RETINOBLASTOMA‐RELATED 1 (RBR1), and many of the functions of the animal Rb protein appear to be conserved in plants (Sabelli & Larkins, [2009](#embj201694571-bib-0073){ref-type="ref"}; Gutzat *et al*, [2012](#embj201694571-bib-0033){ref-type="ref"}; Desvoyes *et al*, [2014](#embj201694571-bib-0022){ref-type="ref"}; Kuwabara & Gruissem, [2014](#embj201694571-bib-0049){ref-type="ref"}; Harashima & Sugimoto, [2016](#embj201694571-bib-0036){ref-type="ref"}). The canonical function of Rb‐like proteins in plants and animals is the restriction of the entry into S‐phase by binding to and inhibiting the function of E2F transcription factors. Phosphorylation by CDKA;1 inhibits RBR1 resulting in the release of E2F that in turn activates S‐phase‐promoting genes that include *F‐BOX‐LIKE 17* (*FBL17*), *CELL DIVISION CONTROL 6* (*CDC6*), *MINICHROMOSOME MAINTENANCE 5* (*MCM5*), and *ORIGIN RECOGNITION COMPLEX 3* (*ORC3)* (Desvoyes *et al*, [2006](#embj201694571-bib-0021){ref-type="ref"}; Nowack *et al*, [2012](#embj201694571-bib-0062){ref-type="ref"}; Zhao *et al*, [2012](#embj201694571-bib-0092){ref-type="ref"}; Sabelli *et al*, [2013](#embj201694571-bib-0074){ref-type="ref"}). Besides this well‐understood role in S‐phase entry, Rb‐type proteins fulfill many other functions, for example, in cell differentiation, cell migration, and metabolism (Sabelli & Larkins, [2009](#embj201694571-bib-0073){ref-type="ref"}; Gutzat *et al*, [2012](#embj201694571-bib-0033){ref-type="ref"}; Dick & Rubin, [2013](#embj201694571-bib-0023){ref-type="ref"}; Desvoyes *et al*, [2014](#embj201694571-bib-0022){ref-type="ref"}; Kuwabara & Gruissem, [2014](#embj201694571-bib-0049){ref-type="ref"}; Harashima & Sugimoto, [2016](#embj201694571-bib-0036){ref-type="ref"}).

The Rb pathway has also been found to be involved in the DDR. For instance, liver cells of Rb‐deficient mice are hypersensitive against the genotoxic and carcinogenic compound diethylnitrosamine, manifesting in an early exit from quiescence and faulty reentry into the cell cycle combined with elevated levels of DNA strand breaks (Reed *et al*, [2010](#embj201694571-bib-0069){ref-type="ref"}). Similarly, the Rb pathway has also been implicated in DDR in plants where loss of RBR1 in the quiescent center of the stem‐cell reservoir of the root tip led to hypersensitivity to the DNA double‐strand break (DSB) inducing compound zeocin resulting in severe growth reduction and early differentiation (Cruz‐Ramírez *et al*, [2013](#embj201694571-bib-0015){ref-type="ref"}). However, the role of Rb‐type proteins in DDR outside the stem‐cell niche is currently not clear. A first hint for a general function of RBR1 in DNA repair came from the observation that loss of E2FA, a major target of RBR1 in *Arabidopsis*, results in hypersensitivity against DSB‐inducing agents (Roa *et al*, [2009](#embj201694571-bib-0071){ref-type="ref"}; Lang *et al*, [2012](#embj201694571-bib-0050){ref-type="ref"}).

To study the role of RBR1 in DDR at the organismic level in plants, we used a recently identified temperature‐sensitive mutant allele of RBR1 (Ebel *et al*, [2004](#embj201694571-bib-0025){ref-type="ref"}; Chen *et al*, [2011](#embj201694571-bib-0011){ref-type="ref"}; Nowack *et al*, [2012](#embj201694571-bib-0062){ref-type="ref"}). We find that RBR1 controls three aspects of DDR. First, loss of RBR1 sensitizes cells to die after exposure to genotoxic drugs. Second, RBR1 represses the expression of several DDR genes. Hence, in dividing cells, when RBR1 is inactivated by phosphorylation of CDKs, not only proliferation genes but also DDR genes become upregulated. This may result in a poised repair state and prepare cells for DNA damage that can occur during the cell cycle. Finally, we show that RBR1 also has a direct role in DNA repair. Depending on CDKB1 activity, RBR1 accumulates at damaged DNA sites, where it partially co‐localizes with the RADIATION SENSITIVE 51 (RAD51) protein, a recombinase involved in homology‐dependent DNA repair. Importantly, RBR1 is required for DNA repair since in *rbr1,* the number of RAD51 foci is strongly reduced.

Results {#embj201694571-sec-0002}
=======

Lack of functional RBR1 leads to hypersensitivity against DNA DSB inducing agents and aluminum {#embj201694571-sec-0003}
----------------------------------------------------------------------------------------------

To analyze the role of RBR1 in DDR, we decided to use the previously described *rbr1‐2* mutant (Ebel *et al*, [2004](#embj201694571-bib-0025){ref-type="ref"}; Chen *et al*, [2011](#embj201694571-bib-0011){ref-type="ref"}). This mutant was earlier found to behave in a temperature‐dependent manner; that is, growth at temperatures below 18°C gives rise to a stronger mutant phenotype (restrictive temperature) than growth at high temperatures, that is, 24°C or above (permissive temperature) (Nowack *et al*, [2012](#embj201694571-bib-0062){ref-type="ref"}). Correspondingly, we found that RBR1 protein levels in *rbr1‐2* are considerably reduced at the restrictive temperature (Fig [EV1](#embj201694571-fig-0001ev){ref-type="fig"}). In the following, we will refer to "*rbr1* mutants" as to *rbr1‐2* plants grown at the restrictive temperature if not indicated otherwise.

![*rbr1‐2* is a temperature‐dependent mutant\
Western blot of RBR1 protein in WT and *rbr1* plants at the restrictive temperature of 17°C.Relative quantification of the signal intensity of the RBR1 bands (gray mean values measured by ImageJ) in (A).](EMBJ-36-1279-g003){#embj201694571-fig-0001ev}

Given that the main role of Rb proteins is the restriction of entry into DNA replication phase (S‐phase), we first tested whether *rbr1* mutants are sensitive to hydroxyurea (HU, also called hydroxycarbamide). HU depletes the dNTP pools in a cell by inhibiting ribonucleotide reductase leading to an arrest of replication forks and subsequent DNA breakage (Yarbro, [1992](#embj201694571-bib-0087){ref-type="ref"}). The response to replication stress is controlled by an intra‐S‐phase checkpoint that includes the checkpoint kinases ATR and WEE1 (Culligan *et al*, [2006](#embj201694571-bib-0017){ref-type="ref"}; Cools *et al*, [2011](#embj201694571-bib-0013){ref-type="ref"}). While loss‐of‐function mutants of ATR and WEE1 exhibited a strong hypersensitive phenotype with reduced cotyledon size and almost no root growth when grown on medium containing HU, consistent with previous data (Culligan *et al*, [2004](#embj201694571-bib-0016){ref-type="ref"}; Cools *et al*, [2011](#embj201694571-bib-0013){ref-type="ref"}), *rbr1* showed no significant differences compared to the wild type (Fig [1](#embj201694571-fig-0001){ref-type="fig"}A and B).

![The *rbr1* mutant is hypersensitive to bleomycin but not to hydroxyurea\
Root length of plants germinated and grown on medium containing 1 mM HU, 6 μg/ml BLM, or no supplement (‐). Broken lines were added to visually separate the different plant lines. Scale bars: 10 mm.Comparison of root growth of the wild‐type and *rbr1* mutant plants germinated and grown on medium containing 1 mM HU or no supplement (‐). Error bars signify the standard deviation in three independent experiments.Comparison of root growth of the wild‐type and *rbr1* plants germinated and grown on medium containing 6 μg/ml BLM or no supplement (‐). Error bars signify the standard deviation in three independent experiments. The asterisks indicate a *P*‐value lower than 0.05 in Student\'s *t*‐test.](EMBJ-36-1279-g002){#embj201694571-fig-0001}

Next, we challenged plants with bleomycin (BLM), which induces DSBs that trigger an ATM‐dependent checkpoint and are repaired with the help of KU70/KU80 protein (Riha *et al*, [2002](#embj201694571-bib-0070){ref-type="ref"}; Gallego *et al*, [2003](#embj201694571-bib-0030){ref-type="ref"}; Yao *et al*, [2013](#embj201694571-bib-0086){ref-type="ref"}; Furukawa *et al*, [2015](#embj201694571-bib-0029){ref-type="ref"}). Consistent with previous reports, *atm* and *ku70* mutants were hypersensitive to this compound. Importantly, we found that the growth of *rbr1* was significantly reduced (Student\'s *t*‐test *P* \< 0.05) in comparison with the wild type on BLM‐containing plates (Fig [1](#embj201694571-fig-0001){ref-type="fig"}A and C).

As a third drug, we tested cisplatin (cisPt) in our root growth assays. CisPt is a DNA‐cross‐linking agent that eventually leads to the generation of DSBs. The damage inflicted by cisPt is typically repaired by homologous recombination repair that functions from S‐phase onward throughout G2 phase, when a sister chromatid is available for repair. As a positive control, we used *atr* mutants since inhibition of ATR was shown to lead to cisPt hypersensitivity in mammalian cells (Sangster‐Guity *et al*, [2011](#embj201694571-bib-0075){ref-type="ref"}). Due to the relative instability of the compound, we germinated the seeds on medium without cisPt for 3 days and then transferred the seedlings to cisPt‐containing medium on which root growth was monitored. Similar to BLM‐containing media, root growth of *rbr1* mutants was also severely reduced on media with cisPt, highlighting the importance of RBR1 for the cellular response to DSB‐causing drugs ([Appendix Fig S1](#embj201694571-sup-0001){ref-type="supplementary-material"}).

To test for a possible biological importance under natural environmental conditions, we finally tested the growth of *rbr1* mutants on plates containing aluminum (Al), which has been previously found to also damage DNA (Bulanova *et al*, [2001](#embj201694571-bib-0009){ref-type="ref"}; Murali Achary & Panda, [2010](#embj201694571-bib-0059){ref-type="ref"}). Al is the third most abundant element in the Earth\'s crust and is the most common metal. Below a pH of 5, Al becomes soluble in form of Al(OH)~2~ ^+^, AlOH^2+^, and Al^3+^ ions, which have found to be the primary growth‐limiting factors for plants on acid soils that can be found on more than 50% of the world\'s arable land. For instance in the Morava river area, concentrations in the range of 0.2--60 mg (0.007--2.2 mmol) mobile Al per 100 g soil have been measured (Foy, [1992](#embj201694571-bib-0027){ref-type="ref"}; Krstic *et al*, [2012](#embj201694571-bib-0047){ref-type="ref"}). As a positive control, we used mutants in the *ALUMINUM‐SENSITIVE 3* (*ALS3*) gene, which encodes an ABC transporter‐like protein and was previously found to be required for tolerance of *Arabidopsis* plants to Al (Larsen *et al*, [2005](#embj201694571-bib-0051){ref-type="ref"}). We found that growth of *rbr1* mutants was also reduced on this real‐world genotoxin in comparison with the wild type (Fig [2](#embj201694571-fig-0002){ref-type="fig"}A and B).

![The *rbr1* mutant is hypersensitive to aluminum\
Root length of 10‐day‐old plants germinated and grown on medium containing AlCl~3~ in four different concentrations (0.75, 1, 1.25, and 1.5 mM) or no supplement (‐) compared to the aluminum‐sensitive mutant *als3*. Scale bars: 10 mm.Comparison of root growth of 10‐day‐old wild‐type, *rbr1*, and *als3* plants germinated and grown on medium containing 0.75, 1, 1.25, or 1.5 mM AlCl~3~ or no supplement (‐). Error bars signify the standard deviation in three independent experiments.](EMBJ-36-1279-g004){#embj201694571-fig-0002}

RBR1 is necessary for the maintenance of meristem integrity after DNA damage {#embj201694571-sec-0004}
----------------------------------------------------------------------------

To understand the cellular basis of the reduced root growth of *rbr1* under DNA‐damaging conditions, we analyzed the root tips of *rbr1* plants grown for 10 days on BLM‐containing plates. As control for the treatment, we used *ku70* mutants. Similar to *ku70*,*rbr1* mutants already showed slightly elevated cell death in comparison with the wild type in untreated roots. When grown on BLM‐containing medium, *rbr1* root tips exhibited massive cell death resembling *ku70* mutants and clearly distinct from wild‐type roots in which only occasionally dying cells were observed (Fig [3](#embj201694571-fig-0003){ref-type="fig"}A). The appearance of differentiated root hairs close to the root tips suggested that root meristem function ceased in *rbr1* (Furukawa *et al*, [2015](#embj201694571-bib-0029){ref-type="ref"}).

![Bleomycin treatment results in a distorted root tip architecture and elevated cell death in roots of *rbr1* plants\
A, BCell death in root tips upon drug treatment. (A) Root tip phenotypes of 10‐day‐old seedlings germinated and grown on medium containing BLM (6 μg/ml) or no supplement (‐). (B) Root tip phenotypes of 8‐day‐old seedlings germinated and grown on medium containing no supplement and transferred to medium containing BLM (6 μg/ml) for 1 day. Root tip phenotypes after 2 days of incubation can be seen in [Appendix Fig S1A](#embj201694571-sup-0001){ref-type="supplementary-material"}. Upper rows show cell death visualized by propidium iodide staining; lower rows show brightfield microscopic images of root tips. Scale bars: 50 μm.CRoot apical meristems of roots treated with 6 μg/ml BLM or mock for 24 h. Dark arrowheads mark the stem‐cell niche and white arrowheads the position of the first elongating cortex cell. Scale bars: 50 μm.DNumber of cortex cells from the stem‐cell niche to the first elongating cortex cell of roots treated with 6 μg/ml BLM or mock for 24 h. Standard deviation from 15 plants and three replicates (total is 45 plants).](EMBJ-36-1279-g006){#embj201694571-fig-0003}

Since this severe phenotype of *rbr1* mutants on BLM precluded a quantitative cellular analysis, we allowed plants to germinate and grow on medium without DNA stress and after 8 days of growth transferred *rbr1* and the controls to medium supplemented with BLM. When analyzed after 1 and 2 days of treatment, no dying cells could be observed in wild‐type roots (Fig [3](#embj201694571-fig-0003){ref-type="fig"}B and [Appendix Fig S1A](#embj201694571-sup-0001){ref-type="supplementary-material"}). While *atr* and *atm* mutant roots only had a few dead cells, *rbr1* and *ku70* both showed many dying cells. Next, we counted the number of unexpanded cortex cells in the root meristem as a measure of meristem activity and size. Consistent with the apparent loss of meristem activity under long‐term exposure to BLM and the high level of cell death, we found that the meristem size in *rbr1* mutants was already reduced by half under short‐term BLM treatment compared to only small changes observed in the wild type (Fig [3](#embj201694571-fig-0003){ref-type="fig"}C and D).

Similar phenotypes were obtained when *rbr1* mutants were grown on cisPt‐containing plates ([Appendix Fig S1B and C](#embj201694571-sup-0001){ref-type="supplementary-material"}). Consistent with wild‐type‐like growth on HU, however, cell death and loss of meristem activity were not observed in *rbr1* mutants grown on HU‐containing plates indicating the specificity of the response to DSB‐inducing drugs ([Appendix Fig S2](#embj201694571-sup-0001){ref-type="supplementary-material"}).

RBR1 is involved in DDR {#embj201694571-sec-0005}
-----------------------

The reduced growth on media containing DSB‐inducing drugs suggested that *rbr1* mutants have increased levels of DNA damage. To test this, we analyzed the level of DNA fragmentation of *rbr1* mutants by comet assays upon exposure to BLM (Fig [4](#embj201694571-fig-0004){ref-type="fig"}A and B). First, we determined the level of fragmentation in plants grown on media without genotoxic drugs. This revealed that *rbr1* mutants have already slightly elevated level of DNA damage in untreated conditions. When grown on media with BLM, *rbr1* mutant plants had a significantly higher level of DNA fragmentation than wild‐type plants during BLM treatment and after a recovery phase (30 and 75% higher, respectively; Student\'s *t*‐test *P* \< 0.01) (Fig [4](#embj201694571-fig-0004){ref-type="fig"}A and B).

![Plants with reduced levels of functional RBR1 show elevated levels of DNA damage following bleomycin (BLM) treatment\
Fragmentation of nuclear DNA following BLM treatment visualized by neutral comet assays. Shown are false color depictions of representative comets generated by the TriTek CometScore Software. Twenty‐one‐day‐old plantlets were incubated for 1 h in liquid medium with or without 30 μg/ml BLM. For recovery, BLM‐stressed plantlets were rinsed and incubated for 20 min in medium without BLM.Olive moment of BLM‐stressed plants and plants after the 20 min recovery period as calculated by the TriTek CometScore software. Error bars indicate the standard deviation in three independent experiments. Two asterisks indicate significance higher than 99% and three asterisks higher than 99.9% as calculated by Student\'s *t*‐test.Immunofluorescence analysis of γH2AX accumulation (green) in root tip spreads following 2 h of 30 μg/ml BLM treatment in the wild‐type, *rbr1,* and *rbr1* DE plants with DAPI staining (DNA, blue). Scale bars: 5 μm.Quantification of γH2AX foci in WT, *rbr1,* and *rbr1* DE plants after BLM treatment. One hundred nuclei per line per experiment were filed into six classes according to their counted number of γH2AX foci: nuclei containing no γH2AX foci, 1--2, 3--5, 6--10, 11--20, or more than 20 γH2AX foci, respectively. Three independent experiments were analyzed. Error bars indicate the standard deviation.Cell death in response to BLM treatment in root tips of *rbr1* DE plants compared to *rbr1* and wild‐type plants. Six‐day‐old plants were transferred for 1 day to medium containing 0.6 μg/ml BLM. Scale bars: 50 μm.PI staining of root tips of wild‐type and *rbr1* plants treated for 24 h with BLM (0.6 μg/ml) and/or Roscovitine (1 μM). Scale bars: 50 μm.Quantification of dead cells in the plane of the quiescent center of root apical meristems of wild‐type and *rbr1* plants treated for 24 h with BLM (0.6 μg/ml) and/or Roscovitine (1 μM). Error bars indicate the standard deviation. Three asterisks indicate significance higher than 99.9% in three replicates as calculated by Student\'s *t*‐test.Immunofluorescence analysis of γH2AX accumulation (green) in root tip spreads of wild‐type and *rbr1* plants treated for 24 h with BLM (0.6 μg/ml) and/or Roscovitine (1 μM) with DAPI staining (DNA, blue). Scale bars: 5 μm.Quantification of γH2AX foci in root tip spreads of wild‐type and *rbr1* plants treated for 24 h with BLM (0.6 μg/ml) and/or Roscovitine (1 μM). A table of significance levels can be found in [Appendix Table S1](#embj201694571-sup-0001){ref-type="supplementary-material"}. Error bars indicate the standard deviation. The experiment was done in three replicates and 50 nuclei per replicate were analyzed.](EMBJ-36-1279-g008){#embj201694571-fig-0004}

Phosphorylation of histone H2AX by the checkpoint kinases ATM and ATR is one of the first responses to DNA strand breaks and is often used as a quantitative measure of DNA damage. After immunofluorescence staining using an antibody against phosphorylated H2AX (γH2AX), we found that the nuclei of untreated *rbr1* mutants had slightly more foci than the wild type corresponding to our comet assays (Fig [EV2](#embj201694571-fig-0002ev){ref-type="fig"}). When treated with BLM, over 70% of *rbr1* nuclei showed more than five foci per nucleus and over 30% even more than ten foci per nucleus, compared to only 30% of wild‐type nuclei with one to two foci per nucleus (Fig [4](#embj201694571-fig-0004){ref-type="fig"}C and D).

![Quantification of γH2AX foci in untreated WT and *rbr1* plants\
Fifty nuclei per line per experiment were filed into six classes according to their counted number of γH2AX foci: nuclei containing no γH2AX foci, 1--2, 3--5, 6--10, 11--20, or more than 20 γH2AX foci, respectively. Three independent experiments were analyzed. Error bars indicate the standard deviation.](EMBJ-36-1279-g005){#embj201694571-fig-0002ev}

Since DNA fragmentation is also a consequence of cell death (Van Hautegem *et al*, [2015](#embj201694571-bib-0078){ref-type="ref"}), we envisioned at least three different possibilities for the role of RBR1 under DNA‐damage conditions. First, loss of RBR1 might sensitize cells to die due to strongly increased cell‐cycle activity in the mutant and possibly compromised cell‐cycle checkpoints. In this scenario, RBR1 would not be involved in DNA repair itself and blocking the cell cycle would hence be expected to lead to the restoration of both cell viability and DNA integrity. Second, RBR1 could be involved in DNA repair and its loss would result in DNA lesions that would finally cause cell death, similar to what is seen in *ku70* mutants grown on BLM‐containing media. Third, as a combination of hypotheses one and two, RBR1 might sensitize cells to die after inflicted DNA damage and could be at the same time involved in DNA repair, possibly even at different levels of DNA repair. However, a function in repair might be covered by the strong occurrence of cell death.

To narrow down the function of RBR1 in DNA damage, we made use of a previously described weak loss‐of‐function mutant of *CDKA;1*. In this mutant, a *cdka;1* null mutant is rescued with *CDKA;1* expression construct in which the two residues, Thr14 and Tyr15, in the regulatory loop of CDKA;1 are exchanged to Asp and Glu, designated *PRO* ~*CDKA;1*~ *:CDKA;1* ^*T14D;Y15E*^ *cdka;1*, which we will abbreviate here as *DE* (Dissmeyer *et al*, [2009](#embj201694571-bib-0024){ref-type="ref"}). *DE* mutants have a much reduced cell‐cycle activity resulting in plants of reduced size that are comprised of fewer cells than the wild type (Dissmeyer *et al*, [2009](#embj201694571-bib-0024){ref-type="ref"}). *DE* mutants themselves are not sensitive to BLM or cisplatin (Weimer *et al*, [2016a](#embj201694571-bib-0082){ref-type="ref"}). Previously, it has been found that introgressing *rbr1* into *DE* restored a failure to undergo asymmetric divisions in the root meristem of *DE* plants (Weimer *et al*, [2012](#embj201694571-bib-0081){ref-type="ref"}). Analyzing the double mutant *rbr1 DE* revealed that it accumulated no more dying cells after growth on BLM‐containing media than the wild type (Fig [4](#embj201694571-fig-0004){ref-type="fig"}E). In contrast, we found that the number of γH2AX foci in *rbr1 DE* was similar to that found in *rbr1* and not restored to wild‐type levels (Fig [4](#embj201694571-fig-0004){ref-type="fig"}C and D).

To further test and quantify the dependency of cell death onto cell proliferation in *rbr1* mutants, we used the drug Roscovitine, which specifically inhibits Cdk1/2‐type kinases (Meijer *et al*, [1997](#embj201694571-bib-0055){ref-type="ref"}; Planchais *et al*, [1997](#embj201694571-bib-0067){ref-type="ref"}). The cell death was then quantified in wild‐type plants and *rbr1* mutants treated with BLM for 1 day with or without concomitant application of Roscovitine and in comparison with plants treated with Roscovitine alone (Fig [4](#embj201694571-fig-0004){ref-type="fig"}F and G). These experiments showed that the application of Roscovitine alone did not induce cell death in wild‐type plants (Fig [4](#embj201694571-fig-0004){ref-type="fig"}F and G). In contrast, the cell death of *rbr1* mutants, even in the absence of BLM, was slightly reduced when Roscovitine was applied, that is, from in average four to one dead cell per root meristem. Moreover, Roscovitine could reduce the cell death of wild‐type plants treated with BLM from four dead cells to no dying cell in the root meristem. Especially the cell death in *rbr1* mutants grown on BLM (in average 18 dead cells per root meristem) could be suppressed to almost wild‐type levels (three dead cells per root meristem) when these plants were treated at the same time with Roscovitine (Fig [4](#embj201694571-fig-0004){ref-type="fig"}G).

Next, we quantified the number of γH2AX foci in wild‐type plants and *rbr1* mutants (Fig [4](#embj201694571-fig-0004){ref-type="fig"}H and I). In the wild type, we observed a slight increase in γH2AX foci when roots were treated with BLM and Roscovitine than when treated with BLM alone; that is, more than 30% of the nuclei had more than two γH2AX foci when treated with BLM versus more than 45% of the nuclei that had more than two γH2AX foci when treated with both BLM and Roscovitine. This increase could be due a partial inhibition of B1‐type CDKs, which have been previously found to be sensitive to BLM (Weimer *et al*, [2016a](#embj201694571-bib-0082){ref-type="ref"}). In *rbr1*, the number γH2AX foci in BLM‐treated versus BLM‐ and Roscovitine‐treated roots did not change; for example, more than 60% of the nuclei of *rbr1* roots grown on medium with BLM had more than two γH2AX foci and almost the same percentage showed more than two γH2AX foci on medium containing both BLM and Roscovitine. This analysis demonstrates that Roscovitine, in contrast to its ability to suppress cell death, did not reduce the number of γH2AX foci, neither in the wild type nor in *rbr1* mutants.

Taken together, the *rbr1* cell‐death phenotype is largely dependent on CDK activity/cell‐cycle progression. Moreover, the elevated levels of γH2AX foci in *rbr1 DE* and in *rbr1* mutants treated with Roscovitine in comparison with the wild type indicate that RBR1 has a cell‐cycle‐independent function in DNA repair.

Loss of RBR1 function leads to transcriptional upregulation of DDR genes {#embj201694571-sec-0006}
------------------------------------------------------------------------

Given RBR1\'s main function is as a transcriptional regulator, a straightforward explanation for the increased DNA damage in *rbr1* mutants could be due to failure to express DDR genes such as *RAD51*. This regulation could be through a de‐repression of a repressor of DDR genes. Alternatively, it has been recently found that Rb is constitutively bound to DP1 (the binding partner of E2F) throughout the cell cycle in the green algae *Chlamydomonas* and hence is presumably part of an active transcriptional complex similar to the situation in human cells in which Rb is required for the expression of apoptotic genes (Ianari *et al*, [2009](#embj201694571-bib-0043){ref-type="ref"}; Olson *et al*, [2010](#embj201694571-bib-0064){ref-type="ref"}).

To test for a possible transcriptional role of RBR1 in DDR, we selected 20 genes associated with major DDR pathways in *Arabidopsis* and followed their expression by quantitative RT‐PCR upon BLM treatment in the wild type and *rbr1* mutants (Fig [5](#embj201694571-fig-0005){ref-type="fig"}A). Two genes, *MSH5* and *PCNA1,* were slightly (1.5‐ and twofold) yet significantly upregulated in *rbr1* mutants, irrespective of whether the plants were grown on media containing BLM or not. However, both genes were not upregulated in the wild type after exposure to the DNA‐damaging drug. Five genes (*AHP2*,*BRCA1*,*PARP2*,*RAD51,* and *TSO2*) were upregulated by the BLM treatment in the wild type. The transcript levels of all these genes are already elevated in *rbr1* compared to wild type under non‐DNA‐damaging conditions. Furthermore, all five genes could still be induced in *rbr1* mutants, reaching expression levels comparable to the ones seen in wild‐type plants grown under DNA‐damaging conditions (*RAD51* and *TSO2*) or became even slightly stronger expressed (*AHP2*,*BRCA1*,*PARP2*). To test for a direct regulation, we performed chromatin immunoprecipitation (ChIP) experiments demonstrating that a fragment around 100 bp upstream of the translational start site of *RAD51* is bound by RBR1 (Fig [5](#embj201694571-fig-0005){ref-type="fig"}B and C).

![RBR1 is regulating the expression of DNA‐damage response genes\
Relative expression analysis of DNA‐damage response factors in 10‐day‐old BLM‐treated (2 h, 30 μg/ml) and untreated *rbr1* seedlings compared to the wild type. Error bars indicate the standard deviation in three independent biological replicates.Genomic region of the *RAD51* gene. Arrowheads indicate the positions of the amplified fragments in the ChIP assay. Numbers indicate distance to the translational start site. White boxes represent the UTRs and black boxes the coding exons of the *RAD51* gene. Gray boxes indicate unrelated genes upstream of *RAD51*.RBR1 ChIP. Transgenic plants expressing *PRO* ~*RBR1*~ *mCherry:RBR1* were used in a ChIP assay with a DsRed antibody. *ORC3* and *MCM5* were used as positive controls, *ACT7* as a negative control. The labeling of the *RAD51* fragments corresponds to the positions indicated in (B). Error bars indicate the standard deviation in two independent biological replicates.Relative expression analysis of DNA‐damage response factors in 10‐day‐old BLM‐treated (2 h, 30 μg/ml) and untreated *e2fa* seedlings compared to the wild type. Error bars indicate the standard deviation in three biological replicates.E2F ChIP. Transgenic plants expressing *PRO* ~*RBR1*~ *mCherry:RBR1* were used in a ChIP assay with an E2FA antibody. *ORC3* and *MCM5* were used as positive controls, *ACT7* as a negative control. The labeling of the *RAD51* fragments corresponds to the positions indicated in (B). Error bars indicate the standard deviation in two independent biological replicates.](EMBJ-36-1279-g010){#embj201694571-fig-0005}

While we currently cannot exclude that these DNA‐damage genes are upregulated in *rbr1* mutants due to the occurring cell death and elevated levels of DNA fragmentation, our ChIP data suggest that RBR1 functions as a conventional (negative) regulator of RAD51 and likely four additional DDR genes. Moreover, a de‐repression by RBR1 appears not to be the key step in transcriptional activation of these genes under DNA‐damaging conditions. To further explore the role of E2F‐RBR module in expression of DDR genes, we performed quantitative expression analyses in *e2fa* mutants, previously shown to be sensitive to BLM (Lang *et al*, [2012](#embj201694571-bib-0050){ref-type="ref"}). While we could reproduce the reduced growth of *e2fa* mutants on plates with BLM, we did not find major differences in the expression of *AHP2*,*BRCA1*,*PARP2*,*RAD51,* and *TSO2* upon growth on DNA‐damaging and control media between the *e2fa* mutant and the wild type (Fig [5](#embj201694571-fig-0005){ref-type="fig"}D). At the same time, we could precipitate the same fragment of the *RAD51* promoter in ChIP experiments with E2FA as with RBR1 (Fig [5](#embj201694571-fig-0005){ref-type="fig"}E). Thus, although we can neither exclude at this moment that additional DDR genes might be downregulated in *rbr1* mutants nor exclude that cell‐specific regulation of expression might mask a downregulation in root meristem cells, the most plausible explanation appears to be that the hypersensitivity of *rbr1* plants to BLM, cisPt, and aluminum is not due to a failure to transcriptionally activate DDR genes.

RBR1 accumulates in nuclear foci after BLM treatment {#embj201694571-sec-0007}
----------------------------------------------------

In light of a possible posttranscriptional role, we decided to generate a new genomic reporter line for *RBR1* in which we introduced *mCherry* immediately 5′ to the start codon of *RBR1* while maintaining the remaining genomic context, that is, 5′ region, introns, and 3′ region. This construct was introduced into heterozygous *rbr1* null mutants (*rbr1‐3*) as homozygous *rbr1‐3* is not viable. In the progeny, homozygous *rbr1‐3* mutants that carried the genomic reporter were recovered (designated as *mCherry:RBR1* plants) and were indistinguishable from wild‐type plants in their growth (Fig [1](#embj201694571-fig-0001){ref-type="fig"}A). Further analyses of the *mCherry:RBR1* plants with *rbr1* mutants grown on media with BLM revealed that our genomic *RBR1* reporter largely rescued the *rbr1* mutant phenotype (Fig [1](#embj201694571-fig-0001){ref-type="fig"}A).

In root cells of *mCherry:RBR1* plants, the mCherry:RBR1 fusion protein is predominantly nuclear‐localized where it is evenly distributed consistent with *Arabidopsis* protoplasts transfected with RBR1‐GFP, as reported before (Henriques *et al*, [2010](#embj201694571-bib-0038){ref-type="ref"}). Interestingly, mCherry:RBR1 accumulated in foci upon growth on BLM‐containing media (Fig [6](#embj201694571-fig-0006){ref-type="fig"}A). Although the individual RBR1 foci were typically large and only few per cell, this accumulation pattern was reminiscent to the formation of γH2AX foci after DNA damage (Fig [4](#embj201694571-fig-0004){ref-type="fig"}C). Indeed, carrying out double immunofluorescence detection with an antibody against mCherry and γH2AX revealed co‐appearance of mCherry:RBR1 with γH2AX at a subset of γH2AX foci (Figs [6](#embj201694571-fig-0006){ref-type="fig"}B and [EV3](#embj201694571-fig-0003ev){ref-type="fig"}, and [Appendix Fig S3](#embj201694571-sup-0001){ref-type="supplementary-material"}). Scanning through the overlapping region in one optical section revealed that the signal intensities for RBR1 and γH2AX very highly correlated (Fig [6](#embj201694571-fig-0006){ref-type="fig"}C). Analyses via three different co‐localization algorithms (Pearson\'s coefficient 0.821, Manders coefficients M1 = 1.0 (fraction of γH2AX overlapping RBR1) and M2 = 0.995 (fraction of RBR1 overlapping γH2AX), and Costes randomization (200 rounds)‐based co‐localization *r* = 0.82) indicated a high level of overlap between the foci analyzed. Together, this points to a co‐localization of RBR1 and γH2AX and suggests a potential local role for RBR at DNA repair sites.

![RBR1 accumulates in response to DNA stress at DNA breaks\
*In vivo* accumulation of mCherry:RBR1 in root tips of BLM‐treated (2 h, 30 μg/ml) *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3* plants in comparison with untreated plants. First image from left depicts brightfield microscopic image, and second to fourth depicts the mCherry fluorescence signal. The third and fourth images are magnifications of the areas framed in the second and third image, respectively. Scale bars: 50, 10, and 1 μm, respectively, from left to right.Localization of RBR1 (gray) and γH2AX foci (green) in immunostained spreads of BLM‐treated (6 h, 6 μg/ml BLM) roots tips of *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3* plants, counterstained with DAPI (DNA, blue). The box marks the co‐localized foci. Scale bars: 5 μm.Signal intensity distribution of the total amount of pixels in the box of the stained nucleus in (B).2D correlation histogram of the co‐localized γH2AX and RBR1 foci in (B). Pearson\'s coefficient: 0.821, Manders coefficients M1 = 1.0 (fraction of γH2AX overlapping RBR1) and M2 = 0.995 (fraction of RBR1 overlapping γH2AX), Costes randomization (200 rounds)‐based co‐lcalization: *r* = 0.82.](EMBJ-36-1279-g012){#embj201694571-fig-0006}

![Co‐localization of RBR1 and RAD51 to γH2AX foci\
Co‐localization of γH2AX (green) and RAD51 (red) to RBR1 foci (gray) in immunostained spreads of BLM‐treated root tips of *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3* plants, counterstained with DAPI (DNA, blue). Note that the examples shown in Figs [6](#embj201694571-fig-0006){ref-type="fig"} and [7](#embj201694571-fig-0007){ref-type="fig"} were also added to this figure (the first two rows) for better comparison. Scale bars: 5 μm.](EMBJ-36-1279-g007){#embj201694571-fig-0003ev}

RBR1 is necessary for RAD51 localization to DNA after BLM treatment {#embj201694571-sec-0008}
-------------------------------------------------------------------

The RBR1 foci also resemble the localization pattern of RAD51 that is recruited to γH2AX sites after DNA damage (Kurzbauer *et al*, [2012](#embj201694571-bib-0048){ref-type="ref"}). RAD51 belongs to the conserved family of RecA proteins and catalyzes homology‐dependent recombination repair in mitotic and meiotic cells (Lin *et al*, [2006](#embj201694571-bib-0054){ref-type="ref"}). Loss of RAD51‐type proteins sensitizes plants toward DSB‐inducing and DNA‐cross‐linking drugs such as BLM and cisPt, respectively (Osakabe *et al*, [2002](#embj201694571-bib-0065){ref-type="ref"}, [2005](#embj201694571-bib-0066){ref-type="ref"}; Bleuyard & White, [2004](#embj201694571-bib-0007){ref-type="ref"}; Abe *et al*, [2005](#embj201694571-bib-0001){ref-type="ref"}; Bleuyard *et al*, [2005](#embj201694571-bib-0008){ref-type="ref"}; Li *et al*, [2005](#embj201694571-bib-0053){ref-type="ref"}; Charbonnel *et al*, [2010](#embj201694571-bib-0010){ref-type="ref"}). Our results above indicated that RAD51 is upregulated in the wild type and *rbr1* mutants upon growth on BLM‐containing media. Using antibodies against RAD51 and mCherry we found that in *mCherry:RBR1* plants, RBR1 and RAD51 also partially co‐localized in foci after growth on BLM‐containing media (Fig [7](#embj201694571-fig-0007){ref-type="fig"}A and B). Inclusion of the anti‐γH2AX antibody revealed that, indeed, all three proteins co‐localized at a subset of foci (Figs [7](#embj201694571-fig-0007){ref-type="fig"}A and B and [EV3](#embj201694571-fig-0003ev){ref-type="fig"}, and [Appendix Fig S3](#embj201694571-sup-0001){ref-type="supplementary-material"}). The analyses of co‐localization coefficients for these overlaps underlined again strong correlation between RAD51 and γH2AX signals (Fig [7](#embj201694571-fig-0007){ref-type="fig"}C; Pearson\'s coefficient: 0.899, Manders coefficients M1 = 0.923 (fraction of γH2AX overlapping RAD51) and M2 = 0.984 (fraction of RAD51 overlapping γH2AX), Costes randomization (200 rounds)‐based co‐localization: *r* = 0.9) as well as between RAD51 and RBR1 (Fig [7](#embj201694571-fig-0007){ref-type="fig"}D; Pearson\'s coefficient: 0.87, Manders coefficients M1 = 0.9 (fraction of RAD51 overlapping RBR1) and M2 = 0.79 (fraction of RBR1 overlapping RAD51), Costes randomization (200 rounds)‐based co‐localization: *r* = 0.84). However, only six out of 26 RBR1 foci analyzed in more than 10 cells showed an overlap of all three marks (Fig [7](#embj201694571-fig-0007){ref-type="fig"}E). Moreover, all three marks could also appear independently of any of the other marks. This, together with the finding that mCherry foci are less frequent than RAD51 foci, which occurred by themselves less often as γH2AX foci, indicates a dynamic formation of these foci.

![RBR1 is needed for the accumulation of DNA‐damage response factor RAD51 at breakage sites\
Co‐localization of γH2AX foci (green) and RAD51 (red) to RBR1 (gray) in immunostained spreads of BLM‐treated root tips (6 h, 6 μg/ml BLM) of *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3* plants, counterstained with DAPI (DNA, blue). See [Appendix Fig S3](#embj201694571-sup-0001){ref-type="supplementary-material"} for more examples. Scale bars: 5 μm.Signal intensity distribution of the total amount of pixels in the box of the stained nucleus in (A).2D correlation histogram of the co‐localized γH2AX and RAD51 foci in (A). Pearson\'s coefficient: 0.899, Manders coefficients M1 = 0.923 (fraction of γH2AX overlapping RAD51) and M2 = 0.984 (fraction of RAD51 overlapping γH2AX), Costes randomization (200 rounds)‐based co‐localization: *r* = 0.9.2D correlation histogram of the co‐localized RAD51 and RBR11 foci in (A). Pearson\'s coefficient: 0.87, Manders coefficients M1 = 0.9 (fraction of RAD51 overlapping RBR1) and M2 = 0.79 (fraction of RBR1 overlapping RAD51), Costes randomization (200 rounds)‐based co‐localization: *r* = 0.84.Venn diagram showing the co‐localization of γH2AX, RAD51, and RBR1 foci in the nuclei shown in Fig [EV3](#embj201694571-fig-0003ev){ref-type="fig"}.Immunofluorescence localization of RAD51 (red) in *rbr1* and *rbr1* DE in spreads of BLM‐treated (2 h, 30 μg/ml) root tips compared to the wild type. DNA is counterstaining with DAPI (blue fluorescence). Scale bars: 5 μm.Quantification of RAD51 foci in the wild‐type, *rbr1,* and *rbr1* DE plants after BLM treatment. One hundred nuclei per line per experiment were filed into six classes according to their counted number of RAD51 foci: nuclei containing no RAD51 foci, 1--2, 3--5, 6--10, 11--20, or more than 20 RAD51 foci, respectively. Three independent experiments were analyzed. Error bars indicate the standard deviation.Immunofluorescence analysis of γH2AX (green) and RAD51 (red) accumulation in root tip spreads following BLM treatment in the wild‐type and *e2fa* plants. DNA counterstaining with DAPI in blue. Scale bars: 5 μm.Quantification of RAD51 foci in WT and *e2fa* plants after BLM treatment. One hundred nuclei per line per experiment were filed into six classes according to their counted number of RAD51 foci: nuclei containing no RAD51 foci, 1--2, 3--5, 6--10, 11--20, or more than 20 RAD51 foci, respectively. Three independent experiments were analyzed. Error bars indicate the standard deviation.](EMBJ-36-1279-g013){#embj201694571-fig-0007}

To explore whether the presence of RBR1 affects locally acting DNA repair complexes, we studied the localization of RAD51 in *rbr1*. To quantify RAD51 foci after growth on BLM‐containing media, we considered six classes: nuclei without any foci, nuclei with one to two foci, nuclei with three to five foci, nuclei with six to ten foci, nuclei with eleven to 20 foci, and nuclei with more than 20 foci. In the wild‐type root cells, more than 40% of the nuclei exhibited more than three RAD51 foci. In contrast, only \< 20% of the nuclei of *rbr1* mutant roots had more than three foci and the class of nuclei with more than eleven foci, found in wild type in 5% of the nuclei, is below 1% in *rbr1* mutant (Fig [7](#embj201694571-fig-0007){ref-type="fig"}D and E). Consistent with our previous observation that reduction in proliferation activity did not restore the number of γH2AX foci, we also found that RAD51 foci were reduced in *rbr1 DE* plants to a similar level as in *rbr1* itself with approximately 25% of nuclei with more than three RAD51 foci and \< 5% with more than eleven foci (Fig [7](#embj201694571-fig-0007){ref-type="fig"}D and E).

To further test the importance of RBR1 for RAD51 localization, we used a previously described RNAi knockdown line against *RBR1*, called amiGO (Cruz‐Ramírez *et al*, [2013](#embj201694571-bib-0015){ref-type="ref"}). This line was also highly sensitive to DNA damage as seen by the strong accumulation of γH2AX foci in comparison with the wild type when treated with BLM (Fig [EV4](#embj201694571-fig-0004ev){ref-type="fig"}A). Similar to the analysis of *rbr1‐2* plants, we found that the percent of nuclei with more than three RAD51 foci was severely reduced to \< 25% in BLM‐treated amiGO plants in comparison with the wild type in which this class was larger than 60% (Fig [EV4](#embj201694571-fig-0004ev){ref-type="fig"}B). We did even not find any nuclei that had more than eleven foci (approximately 5% in the wild type) corroborating the results obtained with the *rbr1‐2* allele.

![Distribution of γH2AX and RAD51 foci in *amiGO RBR1* line\
Quantification of γH2AX foci in WT and *amiGO RBR1* plants after BLM treatment. Fifty nuclei per line per experiment were filed into six classes according to their counted number of γH2AX foci: nuclei containing no γH2AX foci, 1--2, 3--5, 6--10, 11--20, or more than 20 γH2AX foci, respectively. Three independent experiments were analyzed. Error bars indicate the standard deviation.Quantification of RAD51 foci in WT and *amiGO RBR1* plants after BLM treatment. Fifty nuclei per line per experiment were filed into six classes according to their counted number of RAD51 foci: nuclei containing no RAD51 foci, 1--2, 3--5, 6--10, 11--20, or more than 20 RAD51 foci, respectively. Three independent experiments were analyzed. Error bars indicate the standard deviation.](EMBJ-36-1279-g009){#embj201694571-fig-0004ev}

Given that *e2fa* is also sensitive to BLM, we asked whether E2FA is required for RAD51 localization as well. Therefore, we analyzed the pattern of γH2AX and RAD51 foci by immune staining in the *e2fa‐2* mutant allele in which the transactivation domain is eliminated (from here on simply called *e2fa*). Consistent with its growth reduction, we could detect a similar increase in γH2AX foci in response to BLM in *e2fa* as in *rbr1* (Figs [7](#embj201694571-fig-0007){ref-type="fig"}H and [EV5](#embj201694571-fig-0005ev){ref-type="fig"}B). In contrast, we did not observe a decrease in the number of RAD51 signals compared to the wild type (Fig [7](#embj201694571-fig-0007){ref-type="fig"}H and I). This shows that the correct RAD51 localization depends on RBR1 and is independent of E2FA.

![*e2fa* mutant is hypersensitive against BLM\
Comparison of root growth of wild‐type and *e2fa* plants germinated and grown on medium containing 6 μg/ml BLM or no supplement (‐). Error bars signify the standard deviation in three independent experiments.Quantification of γH2AX foci in WT and *e2fa* plants after BLM treatment. One hundred nuclei per line per experiment were filed into six classes according to their counted number of γH2AX foci: nuclei containing no γH2AX foci, 1--2, 3--5, 6--10, 11--20, or more than 20 γH2AX foci, respectively. Three independent experiments were analyzed. Error bars indicate the standard deviation.](EMBJ-36-1279-g011){#embj201694571-fig-0005ev}

RBR1 localization after BLM treatment is dependent on CDKB1‐CYCB1 protein kinases {#embj201694571-sec-0009}
---------------------------------------------------------------------------------

Recent work has shown that the plant‐specific CDKB1 kinases in conjunction with its cyclin partner CYCB1 are major regulators of DDR in plants and in particular control homologous recombination repair (Weimer *et al*, [2016a](#embj201694571-bib-0082){ref-type="ref"},[b](#embj201694571-bib-0083){ref-type="ref"}). Plants defective in *CDKB1* or *CYCB1* show similar phenotypes in response to DSB‐inducing agents as *rbr1* mutants, especially a reduced occurrence of RAD51 foci after treatment with genotoxic agents. Hence, we wanted to know whether CDKB1 kinases and RBR1 act in the same pathways. To this end, we tested the epistasis of these factors by combining the *rbr1‐2* allele with *cdkb1;1 cdkb1;2* double mutants. The homozygous *rbr1 cdkb1;1 cdkb1;2* triple mutants did not have obvious defects beyond a slightly reduced root growth, also apparent in the *cdkb1* double mutant (Fig [8](#embj201694571-fig-0008){ref-type="fig"}A). On BLM‐containing medium, the *cdkb1* mutants exhibited shorter roots than *rbr1* plants (Fig [8](#embj201694571-fig-0008){ref-type="fig"}B). Root growth of the *rbr1 cdkb1;1 cdkb1;2* triple mutants, however, was comparable to that of the *cdkb1;1 cdkb1;2* double mutant and no additive effects were observed, suggesting that *CDKB1* acts in the same genetic pathway as *RBR1* during DDR.

![RBR1 localization is dependent on CDKB1\
A, BComparison of root growth of the wild‐type, *rbr1, cdkb1,* and *rbr1 cdkb1* triple‐mutant plants germinated and grown on medium containing no supplement (A) or 0.6 μg/ml BLM (B). Error bars signify the standard deviation in three independent experiments.C--E*In vivo* accumulation of mCherry:RBR1 in root tips of non‐treated *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3* (C), *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3 cdkb1;1 cdkb1;2* (D), and *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3 cycb1;1 cycb1;3* (E) plants. White boxes in the left part of each panel are shown in the upper right inlay, and boxed area in the upper inlay is shown in the lower inlay. Scale bars: 10 μm.F--H*In vivo* accumulation of mCherry:RBR1 in root tips of BLM‐treated (6 h, 6 μg/ml) in *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3* (F), *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3 cdkb1;1 cdkb1;2* (G), and *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3 cycb1;1 cycb1;3* (H) plants. White boxes in the left part of each panel are shown in the upper right inlay, and boxed area in the upper inlay is shown in the lower inlay. Arrowheads point to RBR1 foci. Scale bars: 10 μm.IQuantification of RBR1 foci in *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3*,*PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3 cdkb1;1 cdkb1;2*, and *PRO* ~*RBR1*~ *mCherry:RBR1 rbr1‐3 cycb1;1 cycb1;3* plants after BLM treatment (6 h, 6 μg/ml). Fifty nuclei per line per experiment were filed into six classes according to their counted number of RBR51 foci: nuclei containing no foci, 1--2, 3--5, 6--10, 11--20, or more than 20 foci, respectively. Three independent experiments were analyzed. Error bars indicate the standard deviation.](EMBJ-36-1279-g014){#embj201694571-fig-0008}

To explore a possible dependency of RBR1 localization onto the activity of CDKB1‐CYCB1 complexes, we introgressed the *mCherry:RBR1* reporter line into *cdkb1;1 cdkb1;2* and *cycb1;1 cycb1;3* double mutants. The resulting plants with the genotypes *mCherry:RBR1 rbr1‐3 cdkb1;1 cdkb1;2* and *mCherry:RBR1 rbr1‐3 cycb1;1 cycb1;3* (designated as *mCherry:RBR1 cdkb1* and *mCherry:RBR1 cycb1*, respectively) were analyzed for the formation of RBR1 foci in the root tip after DNA stress. While in *mCherry:RBR1* plants most nuclei contained two or more foci (Fig [8](#embj201694571-fig-0008){ref-type="fig"}I), the number of foci dropped in *mCherry:RBR1 cdkb1* and *mCherry:RBR1 cycb1* to one or no foci giving rise to the conclusion that CDKB1‐CYCB1 activity is needed for the efficient recruitment of RBR1 into foci (Fig [8](#embj201694571-fig-0008){ref-type="fig"}G--I).

Discussion {#embj201694571-sec-0010}
==========

Here, we have studied the role of the *Arabidopsis* Rb homolog RBR1 during DNA damage. The work on RBR1 is complicated since *rbr1* null mutants cannot be easily generated due to an essential role of RBR1 in the female gametophyte (Ebel *et al*, [2004](#embj201694571-bib-0025){ref-type="ref"}). Transient inactivation/downregulation of RBR1 in various *Arabidopsis* tissues and/or cell types, for instance by gene silencing or the expression of viral proteins that bind and inhibit Rb‐type proteins, revealed that RBR1 is required in many if not all cells (Gutzat *et al*, [2012](#embj201694571-bib-0033){ref-type="ref"}; Desvoyes *et al*, [2014](#embj201694571-bib-0022){ref-type="ref"}; Harashima & Sugimoto, [2016](#embj201694571-bib-0036){ref-type="ref"}). Hence, an analysis of the complete loss of RBR1 function at the organism level is probably impossible. We therefore used here a temperature‐sensitive (cold‐sensitive) *rbr1* mutant (*rbr1‐2*) grown at the restrictive temperature, that is, colder than 18°C (Ebel *et al*, [2004](#embj201694571-bib-0025){ref-type="ref"}; Chen *et al*, [2011](#embj201694571-bib-0011){ref-type="ref"}; Nowack *et al*, [2012](#embj201694571-bib-0062){ref-type="ref"}). However, it is important to note that *rbr1‐2* even when grown at the restrictive temperature is not a null but a hypomorphic mutant as indicted by the presence of residual levels of RBR1 protein in the mutant.

Screening different compounds that cause different types of DNA damage at different phases of the cell cycle revealed that *rbr1* mutants are especially sensitive to the DSB‐inducing drug BLM and the DNA‐cross‐linking compound cisPt. Interestingly, *rbr1* mutants were also hypersensitive to Al, which was previously suggested to act as a genotoxin (Bulanova *et al*, [2001](#embj201694571-bib-0009){ref-type="ref"}; Murali Achary & Panda, [2010](#embj201694571-bib-0059){ref-type="ref"}). The mechanism by which Al damages DNA is still unclear. The observation that *rbr1* reacts similarly to the application of cisPt and BLM, which both cause DNA breaks, gives rise to the speculation that Al might have a similar yet likely milder impact on DNA, consistent with the observation of chromosome breaks in plants grown on aluminum (Bulanova *et al*, [2001](#embj201694571-bib-0009){ref-type="ref"}). Given that Al is the primary growth‐limiting factor for many plants in acid soils (Foy, [1992](#embj201694571-bib-0027){ref-type="ref"}), understanding and modulating RBR1 function in DDR also have possible implications for agricultural application.

Cell survival versus DNA repair {#embj201694571-sec-0011}
-------------------------------

The most obvious phenotype of *rbr1* mutants when grown on BLM‐, cisPt‐, or Al‐containing media is prevalent cell death in the root meristem. Even untreated *rbr1* mutants showed a slightly increased number of dying cells in comparison with wild‐type roots (Fig [3](#embj201694571-fig-0003){ref-type="fig"}), consistent with previous experiments in which tobacco leaf cells were found to die after the endogenous *RBR* was silenced (Jordan *et al*, [2007](#embj201694571-bib-0044){ref-type="ref"}). Loss of meristem activity in BLM‐treated *rbr1* mutants then causes several alterations in the root morphology, for example, the appearance of root hairs at the root tip. Loss of Rb function is also known to lead to cell death in animals as E2F1 directly activates cell‐death programs, a function that is also repressed by Rb binding (Blagosklonny, [1999](#embj201694571-bib-0006){ref-type="ref"}; Abrams, [2002](#embj201694571-bib-0002){ref-type="ref"}). In this context, it is interesting that E2FA was reported to be required for effector‐triggered programmed cell death in plant immunity (Wang *et al*, [2014](#embj201694571-bib-0080){ref-type="ref"}). However, the cell‐death execution machinery between plants and animals does not appear to be very well conserved, and it remains to be seen how the cell death in *rbr1* mutants is brought about (Van Hautegem *et al*, [2015](#embj201694571-bib-0078){ref-type="ref"}).

The strong cell‐death phenotype also obscured the function of RBR1 in response to DNA damage. Using a hypomorphic *cdka;1* mutant allele and the application of the CDK inhibitor Roscovitine allowed us to uncouple the cell‐death phenotype from a function of RBR1 in DDR since the double mutant *rbr1 cdka;1* containing the transgene *Pro* ~*CDKA;1*~ *:CDKA;1* ^*T14DY15E*^ (short *rbr DE*) showed no signs of increased cell death but still had many DNA lesions as revealed by the detection γH2AX foci. Similarly, BLM‐induced cell death in *rbr1* and notably in BLM‐treated wild‐type plants could be suppressed by the concomitant application of Roscovitine. Thus, execution of cell death depends on CDKA;1 activity and/or cell‐cycle progression. At the same time, this experiment revealed a more direct role of RBR1 in DDR.

The observation that reducing CDKA;1 activity rescues the cell‐death phenotype in *rbr1* could be explained by slowing down an enhanced progression through the cell cycle in *rbr1* that may cause DNA damage and/or does not allow sufficient time to repair damaged DNA, ultimately triggering a cell‐survival checkpoint (Fig [9](#embj201694571-fig-0009){ref-type="fig"}). However, increasing cell‐proliferation rates by overexpression of CYCD3;1 was not found to be sufficient to trigger cell death (Horvath *et al*, [2017](#embj201694571-bib-0040){ref-type="ref"}). A not mutually exclusive hypothesis is that CDKA;1 activity might be specifically needed for the execution of a cell‐death program and indeed activated Cdks have been implicated in triggering cell death (Shi *et al*, [1994](#embj201694571-bib-0076){ref-type="ref"}; Yu *et al*, [1998](#embj201694571-bib-0091){ref-type="ref"}; Konishi *et al*, [2002](#embj201694571-bib-0046){ref-type="ref"}). Likely, loss of RBR1 would also enhance CDKA;1 activity further since RBR1 was found to repress the F‐box protein FBL17, which in turn promotes the degradation of CDK inhibitors of the INHIBITOR/INTERACTOR OF CDKS/KIP‐RELATED‐PROTEIN (ICK/KRP) class (Kim *et al*, [2008](#embj201694571-bib-0045){ref-type="ref"}; Gusti *et al*, [2009](#embj201694571-bib-0032){ref-type="ref"}; Zhao *et al*, [2012](#embj201694571-bib-0092){ref-type="ref"}) (Fig [9](#embj201694571-fig-0009){ref-type="fig"}). Since CDKA;1 was found to be the predominant target of this class of inhibitors, their loss results in an increased CDK activity (Nakai *et al*, [2006](#embj201694571-bib-0060){ref-type="ref"}; Zhao *et al*, [2012](#embj201694571-bib-0092){ref-type="ref"}). A dual function of RBR1 in suppressing cell death as well as in DDR also offers a possible explanation for the massive cell death seen upon growth on media with genotoxic compounds: an increased level of DNA damage due to the absence of RBR1 as DDR component might trigger a cell‐death program that may be usually suppressed by RBR1 action.

![Hypothetical model of RBR1\'s multifacetted role in DNA‐damage response\
RBR1 directly represses the expression of the F‐box‐like protein FBL17 as one the central most proliferation‐control genes (Zhao *et al*, [2012](#embj201694571-bib-0092){ref-type="ref"}). FBL17, as a part of an SCF complex, mediates the degradation of CDK inhibitors of the KRP class (not shown) and by that promotes CDKA;1 activity (target of KRP action) (Kim *et al*, [2008](#embj201694571-bib-0045){ref-type="ref"}; Gusti *et al*, [2009](#embj201694571-bib-0032){ref-type="ref"}; Noir *et al*, [2015](#embj201694571-bib-0061){ref-type="ref"}).RBR1 directly or indirectly promotes cell survival in an as yet unknown way, for example, by suppressing a cell‐death factor (direct scenario). The RBR1‐dependent cell death is proliferation/CDKA;1‐activity dependent since reduction in CDKA;1 activity restores viability but not the sensitivity toward genotoxic drugs. How proliferation/CDKA;1 activity could promote cell death is not yet understood. It is also not understood whether the execution of cell death upon RBR1 loss represents a safety belt in proliferating cells to promote their removal, preventing the propagation of mutations to daughter cells.RBR1 directly represses the expression of the DDR gene *RAD51* (shown here). Hence, inactivation of RBR1 by CDKA;1 phosphorylation presumably not only promotes the expression of cell‐proliferation genes such as *FBL17* but also DDR genes. This possibly primes proliferating cells for likely occurring damage during the cell cycle. The priming may also contribute to the execution of cell death in an unknown mechanism.RBR1 may bind to DNA lesions as revealed here by its partial co‐localization to γH2AX foci. There, RBR1 possibly acts to assemble local repair complexes. RBR1 is especially needed for the recruitment of RAD51 to damaged DNA. Notably, this function is independent of E2FA. For proper RBR1 localization in foci, the action of the CDKB1‐CYCB1 complexes, which play a major role DDR in plants, is needed.](EMBJ-36-1279-g015){#embj201694571-fig-0009}

Transcriptional versus structural role of RBR1 in DDR {#embj201694571-sec-0012}
-----------------------------------------------------

An obvious possibility of RBR1 function during DNA damage is a transcriptional control of DDR genes. Support for such a possibility comes from the observation that Rb from mammals can be a component of active E2F1 complexes. Moreover, binding of Rb to E2F1 was found to be required for the full induction of proapoptotic gene expression in response to genotoxic stress (Ianari *et al*, [2009](#embj201694571-bib-0043){ref-type="ref"}). Similarly, Rb in the green algae *Chlamydomonas* appears to be a component of transcriptionally active complexes (Olson *et al*, [2010](#embj201694571-bib-0064){ref-type="ref"}). Here, we found that out of 20 genes known to participate in DDR, the expression of five (AHP2, BRCA1, PARP2, RAD51, and TSO2) was influenced by the presence of functional RBR1. However, these five genes were repressed and not activated by RBR1, consistent with the canonical role of RBR1 as a transcriptional repressor. Thus, somewhat similar to animals, proliferating cells in which RBR1 is inactivated would allow not only the expression of cell‐cycle‐promoting genes activated by E2F but also DDR genes. This is consistent with genomewide transcriptional studies of synchronized *Arabidopsis* cells that revealed that all five DDR genes (AHP2, BRCA1, RAD51, PARP2, and TSO2) have their expression maximum in S‐phase (Menges *et al*, [2003](#embj201694571-bib-0056){ref-type="ref"}).

However, to untangle the effect of direct RBR1 repression versus increased cell‐cycle activity and elevated levels of DNA damage in *rbr1* mutants even without the application of DSB‐inducing drugs is complicated since reduction in RBR1 activity in *cdka;1* mutants did often not result in the restoration of expression levels of RBR1 targets such a PROLIFERATION NUCLEAR ANTIGEN 1 (PNCA1) (Nowack *et al*, [2012](#embj201694571-bib-0062){ref-type="ref"}). This hints at a possible feedback regulation between RBR1 and CDKA;1 and/or other roles of CDKA;1 in controlling transcription as suggested by the recent finding that major transcriptional waves during the cell cycle of *Chlamydomonas* depend on CDKA;1 activity (Tulin & Cross, [2015](#embj201694571-bib-0077){ref-type="ref"}).

In any case, our data suggest that the impact of E2F and RBR as transcriptional regulators during DNA damage is low since in *e2fa* and *rbr1* mutants, the expression of DDR genes could be strongly induced upon DNA damage. This indicates that other transcription factors take over and an obvious candidate here would be SUPPRESSOR OF GAMMA‐IRRADIATION 1 (SOG1), which has been found to regulate many genes after DNA damage, including BRCA1 and RAD51 (Yoshiyama *et al*, [2009](#embj201694571-bib-0090){ref-type="ref"}). Therefore, the E2F‐dependent activation of DDR genes via a reduction of RBR1 in proliferating cells might prime them for rapid induction if damage occurs (Fig [9](#embj201694571-fig-0009){ref-type="fig"}). This would also be consistent with our observation that no transcriptional change was found in *e2fa* mutants in comparison with the wild type. In addition, E2FA function could be backed up by a redundant/compensatory action of other E2F genes in *Arabidopsis*, for example, E2FB, E2FC, and three DP‐E2F‐Like (DEL) genes. However, it still remains unclear why *e2fa* single mutants are already hypersensitive to DNA‐damaging drugs.

In addition to its transcriptional role, we revealed here that RBR1 re‐localizes to foci after DNA damage, which at least partially overlap with γH2AX and RAD51 foci. This hints at a structural role for RBR1 in DDR (Fig [9](#embj201694571-fig-0009){ref-type="fig"}). In animals, a recent study reported that direct Rb binding is necessary for KU70 and KU80 to participate in a DNA repair pathway through non‐homologous end joining (NHEJ) of broken DNA ends in human cancer cells (Cook *et al*, [2015](#embj201694571-bib-0012){ref-type="ref"}). Moreover, Rb was shown to physically interact with the BRCA1 protein (Aprelikova *et al*, [1999](#embj201694571-bib-0004){ref-type="ref"}; Yarden & Brody, [1999](#embj201694571-bib-0088){ref-type="ref"}; Fan *et al*, [2001](#embj201694571-bib-0026){ref-type="ref"}). BRCA1 is part of DNA‐damage repair complexes that bind to DSBs. Furthermore, Rb was identified in a complex, together with BRCA1, that cleaves trapped topoisomerase II from lesions, leading to the hypothesis that Rb can provide a platform for repair factors to bind to damage sites (Xiao & Goodrich, [2005](#embj201694571-bib-0084){ref-type="ref"}). Noteworthy, *Arabidopsis* BRCA1 partially overlaps with RBR1 foci, and RBR1 and BRCA1 can physically interact (Horvath *et al*, [2017](#embj201694571-bib-0040){ref-type="ref"}).

The transcriptional function of RBR1 and its emerging local role at DNA might lead to an intriguing interplay in DDR; that is, RBR1 is phosphorylated by CDKs in proliferating cells resulting in the activation of E2F and the expression of not only cell‐proliferation genes needed for DNA replication but also DDR genes (Fig [9](#embj201694571-fig-0009){ref-type="fig"}). At the same time, RBR1 becomes available as a potential repair protein giving rise to a poised repair state. The recruitment of RBR1 to foci was here found to depend on the activity of CDKB1‐CYCB1 complexes, which have been found to play an important role during homology‐dependent DNA repair and are activated in a SOG1‐dependent manner after DNA damage (Weimer *et al*, [2016a](#embj201694571-bib-0082){ref-type="ref"},[b](#embj201694571-bib-0083){ref-type="ref"}). Since RBR1 was previously shown to be a putative substrate of CDKB1‐CYCB1 complexes by *in vitro* kinase assays (Harashima & Schnittger, [2012](#embj201694571-bib-0034){ref-type="ref"}), it is tempting to speculate that CDKB1‐dependent phosphorylation is instrumental for the activation and/or recruitment of RBR1 to DNA in response to BLM (Fig [9](#embj201694571-fig-0009){ref-type="fig"}).

Here, we have revealed that the presence of RBR1 is crucial for RAD51 localization, shedding new light onto the assembly of repair complexes. It remains to be seen whether Rb also controls RAD51 localization in yeast and animals. Interestingly, reduction in RBR1 activity did not interfere with RAD51 localization in *Arabidopsis* meiosis during which RAD51 is involved in homologous recombination (Chen *et al*, [2011](#embj201694571-bib-0011){ref-type="ref"}). Recent analysis of a RAD51 separation‐of‐function mutant by Da Ines *et al* showed that the DNA‐damage repair function of RAD51 in mitosis can be uncoupled from the recombination function in meiosis (Da Ines *et al*, [2013](#embj201694571-bib-0018){ref-type="ref"}). In light of our data, it is tempting to speculate that RBR1 contributes to the differential activity of RAD51 in mitosis versus meiosis.

Taken together, RBR1 seems to function in the *Arabidopsis* DDR in at least three, likely interconnected pathways: as a cell‐cycle checkpoint‐dependent inhibitor of programmed cell death, as a transcriptional regulator possibly contributing to a priming effect, and finally as a mediator of RAD51 recruitment to lesions.

Materials and Methods {#embj201694571-sec-0013}
=====================

Plant material and growth conditions {#embj201694571-sec-0014}
------------------------------------

Plants were grown on half concentrated MS medium with 0.5% sucrose and 0.8% agar under long day (16‐h light/8‐h dark) conditions at 17°C if not noted otherwise. DNA‐damaging supplements were added as needed. All mutants used in this study are in Col‐0 background and were described previously: *atm*:*atm‐2* (Garcia *et al*, [2003](#embj201694571-bib-0031){ref-type="ref"}), *atr*:*atr‐2* (Culligan *et al*, [2004](#embj201694571-bib-0016){ref-type="ref"}), *cdka;1*:*CDKA;1* ^*T14D;Y15E*^ (Dissmeyer *et al*, [2009](#embj201694571-bib-0024){ref-type="ref"}), *ku70* (Riha *et al*, [2002](#embj201694571-bib-0070){ref-type="ref"}), *rad51* (Li *et al*, [2004](#embj201694571-bib-0052){ref-type="ref"}), *rbr1: rbr1‐2* (Ebel *et al*, [2004](#embj201694571-bib-0025){ref-type="ref"}), *rbr1‐3* (Ebel *et al*, [2004](#embj201694571-bib-0025){ref-type="ref"})*, wee1* (De Schutter *et al*, [2007](#embj201694571-bib-0019){ref-type="ref"}). All genotypes were determined by PCR, and primers are indicated in [Appendix Table S2](#embj201694571-sup-0001){ref-type="supplementary-material"}.

Root growth assay {#embj201694571-sec-0015}
-----------------

For the analysis of root growth on HU (1 mM final, Sigma‐Aldrich) or bleomycin (BLM, 6 μg/ml, Duchefa), plants were germinated and grown on vertical plates. Different batches of BLM showed different levels of potency. Appropriate controls were included in every experiment. Figures [1](#embj201694571-fig-0001){ref-type="fig"}, [3](#embj201694571-fig-0003){ref-type="fig"}A and B, [4](#embj201694571-fig-0004){ref-type="fig"}A--E, [5](#embj201694571-fig-0005){ref-type="fig"}A, [6](#embj201694571-fig-0006){ref-type="fig"}, [7](#embj201694571-fig-0007){ref-type="fig"}, [8](#embj201694571-fig-0008){ref-type="fig"} and [EV1](#embj201694571-fig-0001ev){ref-type="fig"}, and [Appendix Figs S1](#embj201694571-sup-0001){ref-type="supplementary-material"} and [S2](#embj201694571-sup-0001){ref-type="supplementary-material"} were obtained with the same batch of BLM. Figures [3](#embj201694571-fig-0003){ref-type="fig"}C and D, [4](#embj201694571-fig-0004){ref-type="fig"}F--I, [5](#embj201694571-fig-0005){ref-type="fig"}D, [EV3](#embj201694571-fig-0003ev){ref-type="fig"}--[EV5](#embj201694571-fig-0005ev){ref-type="fig"}, and [Appendix Fig S3](#embj201694571-sup-0001){ref-type="supplementary-material"} were done using different batches. The position of the root tip was marked daily for each plant. After 10 days, plates were photographed and root length was measured using the Simple Neurite Tracer plug‐in of the Fiji distribution package of the ImageJ software. The final values were calculated by determining the arithmetic mean of the root length values of three biological replicates, which were themselves the average of at least 20 plants. Root growth analysis on cisplatin (cisPt) medium was done similarly with the difference that plants were germinated on medium lacking cisPt and after 3 days transferred to medium with cisPt (15 μM). The measurements were done over the following 3 days. CisPt preparation was done fresh for each use, and the powder was dissolved in water by thoroughly pipetting up and down.

Propidium iodide staining {#embj201694571-sec-0016}
-------------------------

Staining of cell wall and dead cells for microscopy was done by submerging seedling for 1 min in a 10 μg/ml PI/water solution and rinsing shortly in water afterward.

Comet assays {#embj201694571-sec-0017}
------------

The evaluation of DNA damage was done by a neutral/neutral comet assay. Seedlings were grown for 21 days and then transferred to ½ MS liquid medium (control) or ½ MS liquid medium containing 30 μg/ml BLM. After 1 h of incubation, a fraction of the treated plants were separated. The remaining plants were shortly dried on paper towels and immediately frozen in liquid nitrogen. The separated plants were washed three times with ½ MS and transferred to ½ MS liquid medium containing no BLM for recovery. After 30 min of incubation, these plants were also briefly dried and frozen. The preparation of the comet slides was performed according to Menke *et al* ([2001](#embj201694571-bib-0057){ref-type="ref"}) and stained with 3× GelRed Nucleic Acid Stain (Biotium, Hayward, CA, USA) diluted in 0.1M NaCl. The comets were observed, and pictures taken on an AXIO Imager Z1 fluorescence microscope with an AXIO Cam MRm (Carls Zeiss, Jena, Germany). The analysis of the pictures was done utilizing the TriTek Comet Score software, and 200 comets per sample were measured.

Immunofluorescence staining {#embj201694571-sec-0018}
---------------------------

Six‐ to ten‐day‐old plants were transferred to ½ MS liquid medium containing 30 μg/ml BLM, 50 μM cisPt, or no supplement. Incubation time was 2 h. Immunostaining of root tip spreads was subsequently performed as described earlier in Friesner *et al* ([2005](#embj201694571-bib-0028){ref-type="ref"}). A rabbit anti‐plant γH2AX antibody, provided by Dr. Charles White, was used in a 1:600 dilution. As secondary antibody, a goat Alexa Fluor^®^ 488 anti‐rabbit (Life Technologies, Carlsbad, CA, USA) was used in a 1:300 dilution. For the observation of RAD51, we used a rat anti‐RAD51, provided by Dr. Peter Schlögelhofer, in a 1:500 dilution with Alexa Fluor^®^ 588 anti‐rat (Life Technologies, Carlsbad, CA, USA) or Cy3 anti‐rat (Thermo Fisher Scientific; Cat.\# A‐10522) at 1:300, and for the mCherry detection, we used an anti‐mCherry antibody (Abcam; ab205402) at 1:600 with goat anti‐chicken IgY (H+L) Alexa Fluor^®^ 647 (Thermo Fisher Scientific; Cat.\# A‐21449) at 1:300.

ChIP experiments {#embj201694571-sec-0019}
----------------

Two‐week‐old seedlings of *PRO* ~*RBR1*~ *:RBR1:mRFP*‐expressing plants growing on ½ MS plates were used. Chromatin was sheared with a Bioruptor sonicator (Cosmo Bio) twice for 15 min with a 50% duty cycle and high power output to obtain 200‐ to 1,000‐bp DNA fragments. Immunoprecipitation was performed using the DsRed polyclonal antibody (Clontech) together with protein A‐magnetic beads (Millipore). The E2FA antibody was described previously (Heyman *et al*, [2011](#embj201694571-bib-0039){ref-type="ref"}). Negative controls were performed without antibody. DNA was recovered using Magna ChIP spin filters according to the manufacturer\'s instructions (Millipore). Then, 0.5 or 1 μl of a one‐fifth dilution of ChIP DNA was analyzed by ChIP PCR or quantitative real‐time PCR using gene‐specific primers, respectively (see [Appendix Table S2](#embj201694571-sup-0001){ref-type="supplementary-material"}). Two biological and three technical replicates were performed for ChIP--quantitative PCR using MCM5 and ORC3 as positive controls and heterochromatic region primers as a negative control (see [Appendix Table S2](#embj201694571-sup-0001){ref-type="supplementary-material"}).

Expression analysis {#embj201694571-sec-0020}
-------------------

Ten‐day‐old plants were used, either untreated or treated with 30 μg/ml BLM for 2 h, then immediately frozen in liquid nitrogen, and temporarily stored at −80°C. RNA was extracted using NucleoSpin RNA Plant Kit (MACHEREY‐NAGEL). A total of 10--20 seedlings were pooled for each sample. RNA concentration and purity were tested using nanodrop‐photometric quantification (Thermo Scientific). For cDNA synthesis, Superscript Vilo Mastermix (Invitrogen) was used. Quantitative real‐time PCR (qRT‐PCR) was done using the Roche LightCycler 480 system. Oligonucleotides were designed with QuantPrime (<http://quantprime.mpimp-golm.mpg.de>; Arvidsson *et al*, [2008](#embj201694571-bib-0005){ref-type="ref"}) and used in final concentration of 0.5 μM each (primers are listed in [Appendix Table S2](#embj201694571-sup-0001){ref-type="supplementary-material"}). Three biological replicates with three technical replicates each were processed. Cq calling was done using the second derivative maximum method. Target‐specific efficiencies were calculated as the mean of all reaction‐specific efficiencies for a given target. Reaction‐specific efficiencies were deduced using LinRegPCR 2015.2 (<http://LinRegPCR.nl>; Ramakers *et al*, [2003](#embj201694571-bib-0068){ref-type="ref"}; Ruijter *et al*, [2009](#embj201694571-bib-0072){ref-type="ref"}). Data were quality‐controlled, normalized against at least two reference genes, and statistically evaluated using qbasePLUS 3.0 (<http://www.biogazelle.com/products/qbaseplus>; Hellemans *et al*, [2007](#embj201694571-bib-0037){ref-type="ref"}). Suitable reference genes (At1g02410, At4g26410, AT4G30520, At5g36210) were identified using the genevestigator tool RefGenes (Hruz *et al*, [2008](#embj201694571-bib-0041){ref-type="ref"}).

Image analyses {#embj201694571-sec-0021}
--------------

Imaging was done with a LSM700 confocal microscope (Carl Zeiss, Jena, Germany) and a Leica TCS SP8 confocal microscope (Carl Zeiss, Jena, Germany) at 40× magnification. The objective used was a HC PL APO CS2 40×/1.10 WATER with a numerical aperture of 1.1. The excitation light for the fluorophores was emitted by a diode 405 nm laser, an argon laser at 488 nm, a DPSS laser (561 nm), and a HeNe laser (594 nm). For the pixel intensity plot, the pixel brightness through a region of interest was measured using ImageJ and plotted against the X dimension. The fluorescence co‐localization was analyzed via the ImageJ modules Coloc2 (beta version) and JACoP. Venn diagrams were generated by the software BioVenn (Hulsen *et al*, [2008](#embj201694571-bib-0042){ref-type="ref"}).
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