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We introduce real-time density matrix embedding theory (DMET), a dynamical quantum embedding theory
for computing non-equilibrium electron dynamics in strongly correlated systems. As in the previously devel-
oped static DMET, real-time DMET partitions the system into an impurity corresponding to the region of
interest coupled to the surrounding environment, which is efficiently represented by a quantum bath of the
same size as the impurity. In this work, we focus on a single-impurity time-dependent theory as a first step
towards a full multi-impurity theory. The equations of motion of the coupled impurity and bath embedding
problem in real-time DMET are then derived using the time-dependent variational principle. The accuracy
of real-time DMET is compared to that of time-dependent complete active space self-consistent field (TD-
CASSCF) theory and time-dependent Hartree-Fock (TDHF) theory for a variety of quantum quenches in
the single impurity Anderson model (SIAM), in which the Hamiltonian is suddenly changed (quenched) to
induce a non-equilibrium state. Real-time DMET shows a marked improvement over the meanfield TDHF,
converging to the exact answer even in the non-trivial Kondo regime of the SIAM. However, as in static
DMET, the increased dynamic flexibility of TD-CASSCF in comparison to real-time DMET using a single
impurity leads to faster convergence with respect to active space size. Our results demonstrate that real-time
DMET is an efficient method well suited for the simulation of non-equilibrium electron dynamics in which
strong electron correlation plays an important role.
I. INTRODUCTION
Non-equilibrium electron dynamics is prevalent
throughout chemistry and physics, for example, in elec-
tron transport through molecular junctions,1–4 electron
injection and transport following photoexcitation,5,6
and driven electron dynamics in laser pulses.7,8 The
simulation of such processes is challenging due to the
need to treat both large system sizes and electron
correlation. A variety of methods have been developed
for non-equilibrium electron dynamics, including non-
equilibrium Green’s function approaches,9–16 numerical
path-integral techniques,17–21 real-time Monte Carlo
methods,22–29 semiclassical approximations,30–32 and
wavefunction propagation methods.33–53 In this work,
we will present new developments in the latter class.
Most wavefunction-based methods fall into two cate-
gories: those which sacrifice accuracy for the ability to
treat large system sizes, such as time-dependent density
functional theory44,45,54–57 and time-dependent Hartree-
Fock theory,46–48 and methods which are highly accu-
rate, but are limited to small system sizes, such as
multi-configurational time-dependent Hartree theory33,34
and the time-dependent density matrix renormalization
group (DMRG).49–53,58,59 To improve the compromise
between accuracy and efficiency, we here borrow an idea
from electronic structure approximations, namely that
of quantum embedding. Embedding techniques work by
dividing the total system into a small region of interest,
a)Electronic mail: gkc1000@gmail.com
termed the impurity, which is treated accurately, and the
surrounding environment, which is treated in an approx-
imate manner. This decomposition allows calculations
on a large total system, while retaining a high-level of
accuracy in the region of interest.
One powerful embedding formulation that has been in-
troduced for static electronic properties is the density
matrix embedding theory (DMET).60–62 In DMET, the
surrounding environment is represented by a quantum
bath, constructed to capture the entanglement between
the environment and the impurity. The entanglement-
based construction ensures that the size of the quantum
bath is at most equal to the size of the impurity. The
bath allows for strong coupling between the impurity and
environment, while its small size ensures computational
efficiency. Furthermore, in a general DMET calculation,
the total system can be divided into multiple local impu-
rities, each associated with its own embedded problem.
DMET has been successfully applied to fermion and spin
lattice models60,63–67 as well as ab initio molecular and
condensed phase systems.61,62,68,69
Here, we will use the advantages of a quantum em-
bedding formulation for dynamics, by extending DMET
to the real-time propagation of the electronic wavefunc-
tion. Specifically, we focus on a real-time extension of the
single impurity formulation of DMET as a first step in
the possible development of a full multi-impurity time-
dependent theory. In this case, the quantum bath be-
comes time-dependent. We use the time-dependent vari-
ational principle (TDVP)70–72 to derive the dynamics of
the quantum bath, as well as that of the correlated wave-
function in the coupled impurity-bath problem. However,
we introduce a constraint in the TDVP that the impu-
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2rity orbitals remain time-independent, which is necessary
to maintain the definition of the impurity during the dy-
namics. The real-time DMET possesses analogous formal
strengths to the original static formulation, and provides
an exact description of dynamics in the non-interacting,
isolated cluster, and large impurity size limits. We
demonstrate the strengths of the method by simulating
several kinds of quantum quenches in the single impu-
rity Anderson model (SIAM), comparing, where possi-
ble, against time-dependent Hartree Fock (TDHF) the-
ory, time-dependent complete active space self-consistent
field (TD-CASSCF) theory, and numerically exact time-
dependent density matrix renormalization group (TD-
DMRG) benchmarks.58,73 A quantum quench is defined
by a sudden change in the Hamiltonian, which induces
a non-equilibrium state in the system and thus subse-
quent dynamics. We find excellent numerical agreement
between real-time DMET and the numerically exact TD-
DMRG, including in the regime of the Kondo resonance.
Overall, our results show that DMET offers an accurate
treatment of the quantum dynamics in the impurity re-
gion, with a very affordable cost.
II. THEORY
A. Static DMET
We begin by reviewing the static DMET algorithm to
provide a foundation for the later presentation of real-
time DMET. For simplicity, we will assume that the
static problem of interest is the ground-state problem,
and will focus only on the “interacting bath” formula-
tion of DMET.62 We also restrict our discussion to a
single embedded impurity cluster, as described below.
Consider a full quantum system spanned by an or-
thonormal single-particle basis, indexed by p, q, r and
s. The starting, local, single-particle basis of the prob-
lem will be referred to as sites, while more general single-
particle functions will be termed orbitals. The total size
of the basis will be denoted N . The general second-
quantized Hamiltonian for the full system can be written
as
Hˆ =
∑
pq
hpqEpq +
1
2
∑
pqrs
VpqrsEpqrs, (1)
where hpq = 〈p|hˆ|q〉 and Vpqrs = 〈pq|Vˆ |rs〉 are the one-
and two-electron Hamiltonian matrix elements,
Epq =
∑
σ
a†pσaqσ (2)
and
Epqrs =
∑
στ
a†pσa
†
qτasτarσ. (3)
The operator a†pσ (apσ) creates (destroys) an electron of
spin σ at site p.
The single particle basis of the full quantum system can
be partitioned into a small subset of sites, i ∈ A, corre-
sponding to the region of interest and termed the impu-
rity; the number of these sites will be denoted Nimp. The
remainder of the sites constitute the environment. Static
DMET relies on the observation that, for any state of the
full quantum system, the entanglement between the im-
purity and the surrounding environment can be exactly
accounted for by a quantum bath that is the same size as
the impurity. Specifically, given the exact ground-state
of the full quantum system, it can be written through its
Schmidt decomposition as
|Ψ〉 =
MA∑
i
ψi|αi〉|βi〉, (4)
where, ψi is an expansion coefficient, |αi〉 are (multi-
electron) states in the Fock space spanned by the im-
purity A, and |βi〉 are (multi-electron) states in the Fock
space of the environment that constitute the quantum
bath. Note that though the states |βi〉 fully capture the
entanglement with the environment, there are only MA
of them: the dimension of the Fock space of the impurity.
Thus, in principle, the ground-state can be determined by
solving the Schro¨dinger equation with Hˆ projected into
the small impurity plus bath Hilbert space. However,
this is not a practical solution, as the definition of the
environment states |βi〉 requires knowledge of the exact
solution. To circumvent this, in static DMET the states
|βi〉 are calculated instead from the ground-state of a sim-
pler Hamiltonian, hˆ′. The static DMET approximations
to the ground-state and expectation values of the original
interacting problem thus require self-consistently solving
two coupled models: (i) for the ground-state, |Φ〉, of the
approximate Hamiltonian, hˆ′, in the full system Hilbert
space and (ii) for the ground-state, |Ψimp〉, of the in-
teracting problem, within the small embedding Hilbert
space of the impurity coupled to the now approximate
quantum bath. A self-consistency condition on the one-
particle reduced density matrix links the two models.
In most applications of static DMET, the approximate
Hamiltonian for the full quantum system is defined as a
single-particle Hamiltonian of the form
hˆ′ = hˆ+ uˆ, (5)
where, hˆ is most commonly chosen to be either the one-
particle part of the total Hamiltonian, Hˆ, or the Fock
operator derived from Hˆ. In the case of purely local
interactions, as in the Anderson impurity model studied
in this work, the two choices are equivalent. Here, uˆ is
the local correlation potential,
uˆ =
∑
pq∈A
upqEpq, (6)
which approximates the effect of the local Coulomb in-
teraction within the impurity. The sum in Eq. (6) is
3restricted to the Nimp sites within the impurity A. The
elements upq are obtained through the self-consistency
condition described below.
The quantum bath that defines the embedding prob-
lem is obtained from the ground-state of hˆ′, |Φ〉, which
takes the form of a simple Slater determinant. In this
case, the multi-electron states, |βi〉, assume a particu-
larly simple form: they constitute states in the Fock
space spanned by a set of at most Nimp bath orbitals,
multiplied by a core determinant. These embedding or-
bitals can be obtained in several mathematically equiv-
alent ways. Here, we will assume that the bath or-
bitals are determined by diagonalizing part of the one-
particle density matrix, ρΦ, computed from |Φ〉, with ele-
ments ρΦpq = 〈Φ|Eqp|Φ〉. The one-particle density matrix
can be partitioned into a Nimp × Nimp impurity block,
a (N − Nimp) × (N − Nimp) environment block, and
Nimp × (N −Nimp) off-diagonal coupling blocks,
ρσΦ ≡
[
ρΦimp ρ
Φ
c
ρΦ†c ρ
Φ
env
]
. (7)
Diagonalizing the environment block of the one-particle
density matrix, ρenv = RenvΛR
†
env, yields three kinds of
embedding orbitals: (i) a set of Nimp bath embedding
orbitals with eigenvalues between zero and two, that de-
scribe entanglement between the environment and impu-
rity, (ii) a set of Nocc − Nimp core embedding orbitals,
where Nocc is the number of occupied orbitals in |Φ〉,
with eigenvalues equal to two, that are thus not entan-
gled with the impurity; these orbitals comprise the core
determinant, and (iii) a set of N − Nimp − Nocc virtual
embedding orbitals, with eigenvalues equal to zero, that
are thus also not entangled with the impurity. The em-
bedding problem thus consists of a complete active space
(CAS) wavefunction calculation in which the impurity
and bath orbitals comprise the active space, and the core
determinant is comprised of the core embedding orbitals;
the virtual embedding orbitals constitute the space ex-
ternal to the active and core spaces.
Before continuing, we introduce some notation for the
embedding orbitals: impurity orbitals will be designated
by indices i and j; embedding bath orbitals will be des-
ignated by y and z; the combination of all active space
orbitals, which correspond to both the impurity and bath
orbitals, will be designated by l, k, m and n; embedding
core orbitals will be designated by u, v, w, and x; em-
bedding virtual orbitals will be designated by indices a
and b; the combination of all single-particle orbitals in
the embedding basis will be designated by c, d, e, f , and
g.
In the interacting-bath formulation of static DMET,
the Hamiltonian of the embedding problem, Hˆimp, is ob-
tained by projecting the original fully-interacting Hamil-
tonian, Hˆ, into the active-space defined in the embedding
basis, and including the contribution from the doubly oc-
cupied core determinant. This can be performed by a
change of single-particle basis from the original site-basis
to the embedding basis while including a contribution
from the core orbitals, such that
Hˆimp =
∑
lk
h˜lkElk +
1
2
∑
lkmn
VlkmnElknm, (8)
where
h˜cd = hcd +
∑
u
(2Vcudu − Vcuud) , (9)
hcd =
∑
pq
R∗pchpqRqd, (10)
and
Vcdef =
∑
pqrs
R∗pcR
∗
qdVpqrsRreRsf . (11)
The rotation matrix from the site-basis to the embedding
basis is given by
R =
[
1Nimp×Nimp 0
0 Renv
]
, (12)
where the identity matrix denotes that the impurity or-
bitals are the same in the original site basis and the em-
bedding basis; Renv is defined above.
A wide range of solvers can be used to compute the
correlated ground-state, |Ψimp〉, of the embedding Hamil-
tonian, Hˆimp, depending on the nature of the problem
as well as the cost and accuracy requirements. In this
work we use exact diagonalization as the impurity solver,
though previous work has also employed DMRG,65–67
coupled cluster theory,62,66 and auxiliary-field quantum
Monte Carlo.63
As described above, the elements of the correlation po-
tential uˆ are determined by a self-consistent procedure.
Specifically, we minimize the difference between the im-
purity block of the one-body density matrices calculated
from the uncorrelated wavefunction, |Φ〉, and correlated
wavefunction, |Ψimp〉,
min
u
f(u) where f(u) =
√∑
ijσ
{
ρΦij − ρΨimpij
}2
, (13)
and the elements ρ
Ψimp
ij = 〈Ψimp|Eji|Ψimp〉. However, as
in previous work,61–63 the functional f(u) is not directly
optimized, but instead a self-consistent iteration is used:
f(u) is optimized with a fixed |Ψimp〉; the optimal u is
then used to update |Φ〉, the embedding Hamiltonian,
Hˆimp, and thus |Ψimp〉.
In summary, the static DMET algorithm proceeds via
the following steps:
1. we choose an initial guess for the correlation poten-
tial uˆ;
2. we solve for the approximate Hamiltonian, hˆ′, to
obtain the reference wavefunction |Φ〉;
43. we construct the embedding Hamiltonian using Eq.
(8);
4. we use exact diagonalization to compute the ground
state of the embedding problem, |Ψimp〉, and con-
struct the one-body density matrix ρΨimp ;
5. we minimize f(u) in Eq. (13), with ρΨimp fixed, to
obtain a new correlation potential u′;
6. if ||u − u′||∞ > ε0, the convergence threshold, we
set u = u′ and go to step 1; otherwise the static
DMET calculation is converged.
B. Real-time DMET
We now describe the central methodological contri-
bution of the paper, namely, a real-time extension of
DMET, which allows for the efficient time-propagation
of the electronic wavefunction. We focus on the propa-
gation of the only a single impurity and its correspond-
ing quantum bath as a first step in the development of a
multi-impurity time-dependent framework.
Developing a real-time extension of DMET entails dis-
cerning how to appropriately propagate (i) the embed-
ding orbitals, to give the approximate representation of
the time-dependent environment, and (ii) the correlated
CAS-like DMET wavefunction in the embedding prob-
lem, to describe the region of interest at a high-level.
Here, we utilize the TDVP to derive the equations of
motion for both the embedding orbitals and the expan-
sion coefficients for the determinants in the DMET CAS-
like wavefunction. We introduce the constraint that the
impurity orbitals are time-independent in keeping with
an embedding picture in which one can cleanly identify
the contributions of different impurities to global observ-
ables: even though we only consider a single impurity for-
mulation here, we keep this picture in anticipation of the
future development of the multiple impurity formalism.
Our TDVP derivation intrinsically connects the low-level
orbital dynamics and the high-level embedded dynam-
ics, and thus does not require a further self-consistency
through a time-dependent correlation potential. We re-
turn to the question of the challenges of a self-consistent
picture from a time-dependent correlation potential in
App. A. We now present the detailed derivation of the
equations of motion, which constitute the working equa-
tions for the real-time DMET method.
To begin, we write the correlated wavefunction for the
embedding problem as a time-dependent CAS wavefunc-
tion,
|Ψimp(t)〉 =
∑
M
CM (t)|M(t)〉, (14)
where |M(t)〉 are time-dependent determinants in the
active space defined by the impurity and bath orbitals
coupled to a doubly-occupied determinant comprised of
the embedding core orbitals, and CM (t) are the time-
dependent expansion coefficients. The time-dependence
of the determinants arises from the time-dependence of
the embedding bath and core orbitals, as the impurity
orbitals are kept time-independent.
Following the TDVP,39,40,70–72 the equations of motion
for both |M(t)〉 and CM (t) can be obtained by varying
the Dirac-Frenkel action with fixed endpoints,
S[Ψimp] =
∫ t1
t0
dt〈Ψimp|Hˆ − i~ ∂
∂t
|Ψimp〉. (15)
This procedure yields the variational equation〈
δΨimp|
(
Hˆ − i~ ∂
∂t
)
Ψimp
〉
+〈(
Hˆ − i~ ∂
∂t
)
Ψimp|δΨimp
〉
= 0, (16)
which must be satisfied for arbitrary variations of the
wavefunction, δΨimp. We should note that the ground-
state DMET wavefunction is not rigorously a stationary
state of the TDVP since the ground-state DMET is not
variationally optimized. However, numerical investiga-
tion seems to suggest that the difference is small and
should not provide any issues in the future use of the
methodology.
The variation of the wavefunction with respect to the
expansion coefficients can be written as
|δCΨimp〉 =
∑
M
δCM |M〉, (17)
while the variation with respect to the embedding or-
bitals can be written as40
|δaΨimp〉 =
∑
ab
∆abEab|Ψimp〉, (18)
where ∆ab is an anti-Hermitian matrix. The complete
time-dependence of the wavefunction can be expressed
as
i~|Ψ˙imp〉 = i~
∑
M
C˙M |M〉+ CM |M˙〉 (19)
=
∑
M
i~C˙M |M〉+ CM Xˆ|M〉, (20)
where we have introduced the single-particle Hermitian
operator Xˆ, which governs the time-dependence of the
embedding orbitals. The operator is defined as
Xˆ =
∑
cd
XcdEcd, (21)
where the elementsXcd = i~〈c|d˙〉 are determined through
the variational equation, Eq. (16), as shown below.
Inserting the variation with respect to the expansion
coefficients, Eq. (17), and the time-dependence of the
5wavefunction, Eq. (20), into the variational equation,
Eq. (16), yields
i~C˙M =
∑
N
〈M |
(
Hˆ − Xˆ
)
|N〉CN , (22)
which defines the equations of motion of the expansion
coefficients. Inserting the variation with respect to the
orbitals, Eq. (18), yields
〈Ψimp|
(
Hˆ − Xˆ
)
(1−Π)Eab|Ψimp〉
−〈Ψimp|Eab (1−Π)
(
Hˆ − Xˆ
)
|Ψimp〉 = 0, (23)
where Π =
∑
M |M〉〈M | is the projector into the CAS
space defined by the impurity and embedding orbitals.
Solving Eq. (23) defines the elements of the operator Xˆ.
The elements of Xˆ will now be derived for each type
of orbital rotation in the embedding basis, utilizing the
notation for the different kinds of embedding orbitals de-
fined in Sec. II A. Eq. (23) reduces to a trivial identity for
an orbital pair {c, d} corresponding to the same orbital
subspace (core, active, or virtual) due to the presence of
the projector (1−Π) out of the CAS space;39,40 the deter-
minants Eˆuv|M〉 = 2δuv|M〉, Eˆlk|M〉, and Eˆab|M〉 = 0
are either zero or fall within the CAS space and are thus
eliminated by the projector (1 − Π). These intraspace
orbital rotations, Eˆcd = {Eˆuv, Eˆlk, Eˆab} are referred to
as redundant, since the total wavefunction is invariant
to such rotations if accompanied by the corresponding
transformation of the expansion coefficients as seen by
the presence of Xˆ in Eq. (22).39,40,74,75 The elements of
Xˆ for these redundant orbital pairs can then be freely
chosen; in this work we set these terms to zero such that
Xuv = X
∗
vu = Xlk = X
∗
kl = Xab = X
∗
ba = 0.
For the non-redundant orbital pairs, the projector, (1−
Π), in Eq. (23) can be dropped and the equation reduces
to∑
e
[
Xceρ
Ψimp
ed − ρΨimpce Xed
]
=
∑
e
[
hceρ
Ψimp
ed − ρΨimpce hed
]
+
∑
def
[
VecgfΓ
Ψimp
fgde − VefgdΓΨimpgcef
]
, (24)
where the 2-particle reduced density matrix has elements
Γ
Ψimp
cdef = 〈Ψimp|Eefcd|Ψimp〉. Eq. (24) can now be solved
for each non-redundant orbital rotation.
As mentioned above, the impurity orbitals in real-time
DMET are restricted to be time-independent. Therefore,
all elements of Xˆ that include an impurity orbital are
defined to be zero, such that Xic = X
∗
ci = 0.
The other non-redundant orbital rotations can be ob-
tained using the non-zero elements of the reduced den-
sity matrices for the embedding wavefunction, which
are ρ
Ψimp
uv = 2δuv, ρ
Ψimp
lk , Γ
Ψimp
uvwx = 4δuwδvx − 2δuxδvw,
Γ
Ψimp
luku = Γ
Ψimp
uluk = 2ρ
Ψimp
lk , Γ
Ψimp
luuk = Γ
Ψimp
ulku = −ρΨimplk , and
Γ
Ψimp
lkmn. This then yields
Xau = X
∗
ua = h˜au +
∑
lk
(
Vkalu − 1
2
Vkaul
)
ρ
Ψimp
lk , (25)
Xaz = X
∗
za =
∑
y
[∑
k
h˜akρ
Ψimp
ky +
∑
lkm
VlamkΓ
Ψimp
kmyl
]
[
(ρ
Ψimp
bath )
−1
]
yz
, (26)
and
Xzu = X
∗
uz =
∑
y
[
(ρ¯
Ψimp
bath )
−1
]
zy
(
2h˜yu −
∑
k
ρ
Ψimp
yk h˜ku
+
∑
kl
(Vlyku − Vlyuk) ρΨimpkl
−
∑
klm
VklmuΓ
Ψimp
mykl
)
, (27)
where the matrix ρ
Ψimp
bath corresponds to the bath block of
the 1-electron reduced density matrix and
[
ρ¯
Ψimp
bath
]
yz
=
2δyz − ρΨimpyz .
The real-time DMET equations of motion can now be
written as
i~|c˙〉 =
∑
d
|d〉Xdc (28)
for the embedding orbitals, where the elements Xdc are
given in Eqs. (25)-(27), and
i~C˙M =
∑
N
〈M |Hˆ|N〉CN , (29)
for the wavefunction coefficients, where Eq. (29) is ob-
tained from Eq. (22) by noticing that the matrix ele-
ments 〈M |Xˆ|N〉 are non-zero only for intraspace rota-
tions, and those components of Xˆ are all defined to be
zero.
It is important to note that the equations of mo-
tion for real-time DMET are similar to those derived
for TD-CASSCF, which will be presented in the next
section.35,39,40 The main difference is that in real-time
DMET, a subset of the active space orbitals, specifi-
cally the impurity orbitals, are restricted to be time-
independent. This difference ensures that the definition
of the impurity remains during the dynamics, which is
a necessity for future extensions of the methodology to
multiple impurities. Analogous to the static DMET, the
real-time DMET is exact for the impurity properties in
the non-interacting limit, in the limit when the size of
the impurity becomes (half) the size of the full quan-
tum system, and in the limit where there is no coupling
between the impurity and the environment. The latter
exact property is not ensured by TD-CASSCF.
6C. Time-Dependent CASSCF
We conclude the theory section by introducing the
working equations of motion for TD-CASSCF. The
derivation of these equations have been worked out pre-
viously, and bare close resemblance to the derivation of
the real-time DMET equations of motion, so here we only
provide the final results.35,39,40
The time-dependent wavefunction in TD-CASSCF
takes an analogous form to Eq. (14) where,
|ΨCAS(t)〉 =
∑
M
CM (t)|M(t)〉, (30)
|M(t)〉 are time-dependent determinants comprised of
the active space coupled to the doubly-occupied core or-
bitals, and CM (t) are the time-dependent expansion co-
efficients.
The equations of motion for the expansion coefficients
and single-particle orbitals are
i~C˙M =
∑
N
〈M |Hˆ|N〉CN (31)
and
i~|c˙〉 =
∑
d
|d〉Xdc, (32)
respectively, where, as in Sec. II C, the single-particle
Hermitian operator Xˆ governs the time-dependence of
the orbitals. In comparison to real-time DMET, however,
in TD-CASSCF all of the active space orbitals are time-
dependent.
The non-redundant elements of the operator Xˆ are
given by
Xau = X
∗
ua = h˜au +
∑
lk
(
Vkalu − 1
2
Vkaul
)
ρΨCASlk
+
∑
v
(2Vvavu − Vvauv) , (33)
Xan = X
∗
na = h˜an +
∑
l
(∑
vk
ρΨCASkl (2Vvavk − Vvkuv)
+
∑
jkm
VjamkΓ
ΨCAS
kmlj
[(ρΨCAS)−1]
ln
, (34)
and
Xnu = X
∗
un = h˜nu +
∑
k
[(
ρ¯ΨCAS
)−1]
nk2∑
v
(2Vvkvu − Vvkuv)−
∑
jlm
VjlmuΓ
ΨCAS
mkjl
+
∑
lm
ρΨCASlm (2Vmklu − Vmkul)
−
∑
lv
ρΨCASkl (2Vvlvu − Vvluv)
)
, (35)
U,	Vg	
t	 tleads	 tleads	t	tleads	 tleads	
U’,	Vg	
t	 tleads	 tleads	
t	tleads	 tleads	
Time	=	0	
+∆V’/2	
-∆V’/2	
+∆V/2	 -∆V/2	
Time	>	0	
FIG. 1. A pictorial representation of the quantum quenches
studied in this work in the single impurity Anderson model
(SIAM). The SIAM consists of a quantum dot (solid black cir-
cle) with a local Coulomb interaction, U , and gate-potential,
Vg, coupled to two non-interacting leads (open circles) with
hopping t; the lead sites are coupled with hopping tleads. In
addition, a bias, ∆V , can be applied across the leads. The
initial state of the system at time = 0 is calculated as the
ground-state of the SIAM described by a Hamiltonian defined
by parameters U and ∆V . The subsequent dynamics at time
> 0 are then run using a Hamiltonian defined by parameters
U ′ and ∆V ′.
where ρΨCASij = 〈ΨCAS|Eji|ΨCAS〉 and
[
ρ¯ΨCAS
]
yz
=
2δyz−ρΨCASyz . All other elements of the operator Xˆ consti-
tute redundant orbital rotations and are thus set to zero
as in Sec. II C. Mirroring the notation from the previous
sections, in this section, active space orbitals are desig-
nated by, j, k, l,m and n; doubly occupied core orbitals
are designated by u and v; unoccupied virtual orbitals
are designated by a; the combination of all single-particle
orbitals are designated by c and d.
Equations (33)-(35) involve the inverses of ρΨCAS and
ρ¯ΨCAS , which become numerically unstable when a subset
of the single particle orbitals in the active space become
fully unoccupied or occupied, respectively. To avoid this
numerical instability we regularize both matrices follow-
ing a similar procedure to what is done in multiconfig-
uration time-dependent Hartree theory.76,77 Specifically,
any eigenvalue of the matrices below a small threshold ε
is set to ε.
III. SINGLE IMPURITY ANDERSON MODEL
In this work, we will compare real-time DMET and
TD-CASSCF for the simulation of the non-equilibrium
dynamics of the single impurity Anderson model (SIAM).
The SIAM is a model of an interacting impurity embed-
ded in a non-interacting environment, and can be realized
in different physical systems, such as in quantum dots or
molecules attached to metallic leads.78–80 As the sim-
plest example of a bulk interacting quantum problem, it
provides a useful benchmark system for non-equilibrium
electron dynamics in the presence of electron correlation.
We emphasize, however, that both methods are applica-
ble to more general and complex systems.
The SIAM consists of a single quantum dot site, where
Coulomb interactions are present, coupled to two non-
7interacting leads, Fig. 1. In this work, we use a
real-space definition of the SIAM, in which the leads
have nearest neighbor hopping terms, to allow for easy
comparison with real-time DMRG calculations.58 The
leads are finite in size and the total system size includ-
ing the leads and interacting site is N . The SIAM
under a bias is then described by the Hamiltonian
Hˆ = Hˆdot + Hˆleads + Hˆdot−leads + Hˆbias where
Hˆdot = Vgnd + Und↑nd↓ (36)
describes the quantum dot in isolation. The quantum dot
is located at site d = N/2, Vg is the gate potential which
controls the location of the energy level of the quantum
dot, U is the local Coulombic interaction, nd = nd↑ +
nd↓, and ndσ = a
†
dσadσ. The Hamiltonian of the leads in
isolation is
Hˆleads = −tleads
∑
pσ
(
a†Lpσa
†
Lp+1σ + a
†
Rpσa
†
Rp+1σ + h.c.
)
,
(37)
where tleads is the hopping amplitude of the lead and the
subscript Lp (Rp) denotes site p in the left (right) lead.
The quantum dot is coupled to the two leads through the
term
Hˆdot−leads = −t
∑
σ
(
a†L1σadσ + a
†
R1σadσ + h.c.
)
, (38)
where t describes the hopping amplitude between the sur-
rounding leads and the quantum dot and the subscript
L1 (R1) denotes the lead site that is closest to the quan-
tum dot in the left (right) lead. Lastly, a bias can be
applied across the SIAM, of the form
Hˆbias =
∆V
2
∑
pσ
(
a†LpσaLpσ − a†RpσaRpσ
)
. (39)
In this work, we investigate the non-equilibrium dy-
namics following two types of quantum quenches, de-
picted in Fig. 1. In the first, the initial state for the
subsequent dynamics is defined as the ground-state of
the SIAM under zero bias, ∆V = 0; the dynamics of the
initial state are then propagated using a Hamiltonian in-
cluding a finite bias, ∆V ′ 6= 0, which drives a current
through the quantum dot. In the second, the initial state
is defined as the ground-state of the SIAM with a specific
value of the local Coulomb interaction, U ; the dynamics
are then propagated using a Hamiltonian with a different
interaction, U ′ 6= U .
The dynamics following the quantum quenches are
characterized through several observables. Specifically,
we investigate the time-dependence of the occupancy on
the quantum dot, nd, and the time-dependent current
through the dot, which is defined as the average of the
current between the dot and the closest left lead-state
and closest right lead-state, J(t) = (JL(t) + JR(t)) /2,
where33,58
JL(t) = − ite~
∑
σ
〈Ψimp(t)|a†L1σadσ − a†daL1σ|Ψimp(t)〉,
(40)
and
JR(t) = − ite~
∑
σ
〈Ψimp(t)|a†daR1σ − a†R1σadσ|Ψimp(t)〉.
(41)
The use of the symmetrized current provides better nu-
merical convergence to infinite system size, particularly
when the left and right leads have a different number of
sites.33,58 The conductance, G, can be obtained by divid-
ing the steady-state value of the current by the total bias
applied across the leads during the dynamics, ∆V ′.
IV. CALCULATION DETAILS
For calculations utilizing real-time DMET, the initial
state of the system is calculated using the static DMET
algorithm described in Sec. II A using exact diagonaliza-
tion as the impurity solver. The subsequent dynamics
of the electronic wavefunction are propagated using the
real-time DMET equations of motion, Eqs. (28) and (29),
which are evaluated using the fourth-order Runge-Kutta
method. All results are fully converged with a time-step
of 0.005.
We present real-time DMET results with varying im-
purity size, Nimp, which is kept the same between the ini-
tial static and subsequent real-time DMET calculations.
The impurity always includes the quantum dot, followed
by lead states in increasing distance from the quantum-
dot; a left-lead state is always included prior to a right-
lead state, though results are relatively insensitive to this
choice. Thus, an impurity of size Nimp = 3 includes the
quantum dot and the closest lead-state from the right
and left leads, while an impurity size of Nimp = 4 in-
cludes the quantum dot, the two closest lead-states from
the left lead, and the closest lead state from the right
lead.
For calculations utilizing TD-CASSCF, the initial state
of the system is calculated using CASSCF as imple-
mented in the PySCF package.81 The subsequent dynam-
ics of the electronic wavefunction are propagated using
the TD-CASSCF equations of motion, Eqs. (31) and
(32), which are evaluated using the fourth-order Runge-
Kutta method. All results are fully converged with a
time-step of 0.0001 and a value of the regularization pa-
rameter ε = 10−8.
We present TD-CASSCF results with varying active
space size, NCAS, which is kept the same between the
initial static and subsequent time-dependent CASSCF
calculations. The active space is always chosen to in-
clude the HOMO through HOMO-NCAS/2 and LUMO
through LUMO+NCAS/2 orbitals from the Hartree-Fock
calculation used to initialize the CASSCF calculation.
As a reference, we compare results from real-time
DMET and TD-CASSCF to results generated using TD-
DMRG either computed using the ITensor library73
with a bond-dimension of 300 or from previous work.58
Comparisons are also made to results generated using
TDHF theory.70,82,83
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FIG. 2. The time-dependent current, J(t), following a non-
interacting quench in which a bias is suddenly switched on
calculated exactly (open circles) and with real-time DMET
(solid lines) with N = 16 (green), N = 32 (blue), N = 64
(red), and N = 128 (cyan). The parameters are U = U ′ = 0,
∆V = 0, and ∆V ′ = −0.001.
V. RESULTS
We now present our results utilizing real-time DMET
to simulate the non-equilibrium electron dynamics in the
SIAM following a variety of quantum quenches. In all
cases, the parameter tleads = 1.0 is taken as the energy
scale and the parameter t = 0.4; the parameters Vg, U ,
U ′, ∆V , and ∆V ′ are varied to define a wide range of
quantum quenches.
As mentioned in Sec. II, real-time DMET is exact
in the non-interacting limit. This is numerically veri-
fied in Fig. 2 in which we present results for a non-
interacting quantum quench in which a bias is suddenly
switched on to drive current through the quantum dot;
the parameters are U = U ′ = 0, Vg = 0, ∆V = 0,
and ∆V ′ = −0.001. Fig. 2 illustrates that the cur-
rent through the quantum dot evaluated using real-time
DMET (open circles) exactly matches results from exact
dynamics (solid lines) for a range of total system sizes:
N = 16 (green), N = 32 (blue), N = 64 (red), and
N = 128 (cyan). The real-time DMET calculations use
an impurity size of Nimp = 3; real-time DMET is exact in
the non-interacting limit regardless of impurity size. The
exact dynamics are obtained by integrating the equations
of motion for the one-electron reduced density matrix of
the total system, i~ρ˙pq =
∑
r ρprhrq − hprρrq.
Figure 2 also illustrates an important result regard-
ing the non-equilibrium electron dynamics in a finite-size
SIAM. Specifically, the current is seen to oscillate for
small total system size. This can be attributed to a re-
currence of the electron density following a reflection off
of the end of the leads. The position and height of the
recurrence provides a metric by which to benchmark the
dynamics generated using real-time DMET when it is
not exact, similar to using a Loschmidt echo. In addi-
tion, the steady-state behavior of the SIAM is defined as
the plateau regime in between recurrences.
We now turn our attention to interacting quenches in
which real-time DMET is only exact in the large im-
purity size limit. Fig. 3 presents the time-dependent
occupancy on the quantum dot, nd(t), for a quantum
quench in which the local Coulomb interaction on the
quantum dot is suddenly switched on; the parameters
are U = 0 and U ′ 6= 0 with Vg = ∆V = ∆V ′ = 0. Such
a quantum quench provides a useful benchmark for real-
time DMET since the initial state is a non-interacting
ground-state; the initial state can thus be calculated ex-
actly, such that the embedding orbitals are the exact em-
bedding orbitals at time t = 0. The subsequent dynam-
ics provide a test solely of the accuracy of the real-time
DMET equations of motion. The figure compares results
calculated using real-time DMET with an impurity size
of Nimp = 3 (green), Nimp = 4 (blue), Nimp = 5 (red),
and Nimp = 6 (cyan) to those that we have calculated us-
ing TD-CASSCF with an active space size of NCAS = 6
(dashed-green) and NCAS = 8 (dashed-blue) and with
time-dependent DMRG (black),73 which can be taken as
the exact answer. As stated in Sec. II A, the size of the
active-space in real-time DMET is given by twice the size
of the impurity, such that a real-time DMET calculation
using an impurity size of Nimp should be compared to
a TD-CASSCF calculation using an active-space size of
NCAS = 2Nimp. Results calculated using TDHF (violet)
are also presented as a reference mean-field calculation.
Fig. 3(a) presents results for a small value of the
Coulomb interaction, U ′ = 1.0, and for a small to-
tal system size, N = 16. The numerically exact TD-
DMRG dynamics are characterized by a rapid decrease
in the quantum dot occupancy, nd(t), followed by high-
frequency, small amplitude, oscillations around a plateau
value, with recurrence peaks occurring at t ≈ 20 and
t ≈ 40 associated with the small total system size. Due
to the severe approximations present in the method, the
mean-field TDHF results overestimate the decrease in
the time-dependent occupancy and do not correctly cap-
ture the high-frequency oscillations even for the relatively
small value of the Coulomb interaction; TDHF, however,
is able to correctly capture the position of the recur-
rence peaks. In comparison, real-time DMET quanti-
tatively captures the decrease in the occupancy as well
as the position and height of the recurrence peaks even
for small impurity sizes, illustrating the ability of the
real-time DMET method to capture the dominant time-
scales in the non-equilibrium electron dynamics. The
high-frequency oscillations are captured at short times,
t < 20, by real-time DMET, though the agreement be-
comes worse with increasing time. The worse agreement
for the high-frequency oscillations can be attributed to
finite-size effects associated with the impurity; since the
dynamics of the embedding states are approximate, the
embedding states are unable to fully damp the recurrence
dynamics present within the impurity, which leads to ar-
9 0.5
 1
 0  10  20  30  40  50
n d
(t)
(a)
(b)
(c)
 0.5
 1
 0  10  20  30
n d
(t)
 0
 0.5
 1
 0  10  20  30
n d
(t)
t
FIG. 3. The time-dependent occupancy on the dot, nd(t),
following a quantum quench in which the local Coulomb in-
teraction on the quantum dot is suddenly switched on calcu-
lated using TD-DMRG (black)73, TDHF (violet), real-time
DMET with Nimp = 3 (green), Nimp = 4 (blue), Nimp = 5
(red), and Nimp = 6 (cyan), and TD-CASSCF with NCAS = 6
(dashed-green) and NCAS = 8 (dashed-blue) for (a) U
′ = 1.0
and N = 16, (b) U ′ = 1.0 and N = 64, (c) U ′ = 3.0 and
N = 64. The remaining parameters are U = 0.0, Vg = 0.0,
and ∆V = ∆V ′ = 0.0.
tificial high-frequency oscillations. As seen in Fig. 3, and
as will be illustrated further below, these artificial high-
frequency oscillations disappear with increasing impurity
size.
Fig 3(a) also shows that TD-CASSCF actually be-
haves better than real-time DMET, exhibiting quanti-
tative agreement with TD-DMRG even for a small ac-
tive space. The TD-CASSCF equations of motion do
not contain the constraint that the impurity orbitals
must remain time-independent as is the case for real-
time DMET; this increased dynamic flexibility leads to
a better approximation of the time-dependent wavefunc-
tion. This result is not too surprising in that it mirrors
what is observed for static DMET; for the case of a sin-
gle impurity, it is not obvious that there is a benefit to
DMET over the fully variational CASSCF. However, Fig.
3(a) still shows that real-time DMET with only a single
impurity rapidly converges to the exact answer, which is
an important and necessary result for the development
of a full multi-impurity theory.
Fig. 3(b) presents results for the same small value of
the Coulomb interaction, U ′ = 1.0, but for a larger total
system size, N = 64. For this system size, recurrence
peaks are no longer present in the TD-DMRG dynamics
for the time-scale pictured. Instead, the time-dependent
occupancy is characterized by a rapid decay to a plateau
value. Once again, the TDHF results underestimate the
plateau value. Both real-time DMET and TD-CASSCF
show a marked improvement over TDHF, correctly cap-
turing the time-scale for the rapid decay and the mag-
nitude of the plateau value. However, as in Fig. 3(a),
the real-time DMET dynamics, in comparison to TD-
CASSCF, exhibit artificial high-frequency oscillations in
the plateau region, t > 5, for small impurity sizes. The
magnitude of these oscillations can be clearly seen to di-
minish with increasing impurity size, and the Nimp = 6
results exhibit no oscillations whatsoever.
Fig. 3(c) present results for a larger value of the
Coulomb interaction, U ′ = 3.0, and for the larger system
size, N = 64. This provides a more stringent test for
real-time DMET as a larger Coulomb interaction leads
to stronger correlation between the the impurity and the
surrounding environment. The TD-DMRG results show
similar behavior to the U ′ = 1.0 results; the results are
characterized by a rapid decay followed by a plateau.
In comparison to the U ′ = 1.0 results, though, the dy-
namics also exhibit high-frequency oscillations through-
out the entire trajectory. Expectantly, the TDHF results
are worse than those obtained in Figs. 3(a) and (b);
the mean-field approximation becomes worse for higher
values of the Coulomb interaction due to the presence of
strong correlation. In comparison, both real-time DMET
and TD-CASSCF are again able to correctly capture
the rapid decay of the occupancy and the value of the
plateau. Though as before, real-time DMET exhibits
artificial high-frequency oscillations for small impurity
sizes, which disappear as the size of the impurity is in-
creased.
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FIG. 4. The time-dependent occupancy on the dot, nd(t),
following a quantum quench in which the local Coulomb inter-
action on the quantum dot is suddenly switched off calculated
using TD-DMRG (black)73, real-time DMET with Nimp = 3
(green), Nimp = 4 (blue), Nimp = 5 (red), and Nimp = 6
(cyan), and TD-CASSCF with NCAS = 6 (dashed-green) for
(a) U = 1.0 and N = 16, (b) U = 1.0 and N = 64, and (d)
U = 3.0 and N = 64. The remaining parameters are U ′ = 0.0,
Vg = −U/2, and ∆V = ∆V ′ = 0.0.
Taken together, the results in Fig. 3 clearly illustrate
that real-time DMET with very small impurities provides
a qualitatively correct picture of the non-equilibrium dy-
namics, and that accuracy increases rapidly with the im-
purity size. In fact, the Nimp = 6 results are in almost
quantitative agreement with the TD-DMRG results for
all of the presented cases. This illustrates the compu-
tational benefits of embedding, since in comparison to
the full exact calculation, which would involve N corre-
lated sites, the real-time DMET method is able to provide
the same description using only 2Nimp correlated orbitals
(Nimp impurity and Nimp embedding bath orbitals).
In comparison to the calculations performed in Fig.
3, most realistic simulations will not involve an exactly
computed initial state. As such, Fig. 4 presents the
time-dependent occupancy on the quantum dot, nd(t),
for a quantum quench in which the local Coulomb in-
teraction on the quantum dot is suddenly switched off;
the parameters are U 6= 0 and U ′ = 0 with Vg = U/2
and ∆V = ∆V ′ = 0. This quantum quench presents a
situation in which the initial state obtained using static
DMET (or CASSCF) is no longer exact; the subsequent
dynamics are thus also not exact even though the dynam-
ics are generated using a non-interacting Hamiltonian.
The figure again compares results calculated using real-
time DMET with an impurity size of Nimp = 3 (green),
Nimp = 4 (blue), Nimp = 5 (red), and Nimp = 6 (cyan)
to those we have calculated using TD-CASSCF with an
active space size of NCAS = 6 (dashed-green) and TD-
DMRG (black),73 which can be taken as the exact an-
swer. Results using TDHF are no longer shown as even
the initial static Hartree-Fock guess is inaccurate.
The real-time DMET results in Fig. 4 show very sim-
ilar behavior to that seen in Fig. 3. Fig. 4(a) presents
the results for a small total system size, N = 16, and a
small value of the Coulomb interaction, U = 1.0. Again,
the real-time DMET results are able to capture the po-
sition and amplitude of the recurrence peaks at t ≈ 20
and t ≈ 40 regardless of impurity size, while the small
impurity size results show artificial high-frequency oscil-
lations. Similarly, Fig. 4(b) illustrates that the real-
time DMET results correctly capture the time-scale of
the rapid increase in occupancy on the dot and the cor-
rect height of the plateau region for a larger total system
size, N = 64, regardless of impurity size. The small im-
purity size results exhibit oscillations, which disappear
with increasing impurity size. Lastly, Figs. 4(d) present
results for U = 3.0 and a large, N = 64, total system
size, respectively. As observed in Fig. 3, the agreement
between real-time DMET and TD-DMRG is not as good
at small impurity size for the larger value of U . However,
the real-time DMET results are clearly seen to converge
to the TD-DMRG reference results for Nimp = 6. As
was seen in Fig. 3, Fig. 4 shows that TD-CASSCF con-
verges faster than real-time DMET with respect to size
of the active space; TD-CASSCF exhibits quantitative
agreement, even for the larger value of U = 3.0, with
TD-DMRG for the small active space size of NCAS = 6.
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FIG. 5. The time-dependent current, J(t), through the
quantum dot for an interacting quench in which a bias is
suddenly switched on calculated with TD-DMRG (black)58
and real-time DMET with Nimp = 3 (green), Nimp = 4 (blue),
Nimp = 5 (red), and Nimp = 6 (cyan) for (a) N = 16 and (b)
N = 128. The parameters are U = U ′ = 1.0, Vg = −0.5,
∆V = 0, and ∆V ′ = −0.005.
We conclude this section by investigating an inter-
acting quantum quench in which a bias is suddenly
switched on to drive current through the quantum dot.
Fig. 5 presents the time-dependent current through
the quantum dot calculated using TD-DMRG from Ref.
58 (black), real-time DMET with an impurity size of
Nimp = 3 (green), Nimp = 4 (blue), Nimp = 5 (red), and
Nimp = 6 (cyan), and TD-CASSCF with an active space
size of NCAS = 6 (dashed-green) and NCAS = 8 (dashed-
blue); the parameters are U = U ′ = 1.0, Vg = U/2,
∆V = 0 and ∆V ′ = −0.005. Fig. 5(a) presents re-
sults for a small total system size of N = 16. As seen
in the non-interacting case, Fig. 2, the small total sys-
tem size leads to oscillations of the current. The fre-
quency of these oscillations are captured by real-time
DMET regardless of impurity size; the amplitude of the
initial oscillation is captured by all impurity sizes, while
the amplitude of subsequent oscillations are accurately
captured only by the larger impurity size calculations.
TD-CASSCF quantitatively matches TD-DMRG for all
times even small active space size. Such a result cor-
roborates the behavior observed in the previous quan-
tum quenches, in which it is necessary to push real-time
DMET to larger impurity size to correctly capture the
longer-time dynamics, while TD-CASSCF converges to
the exact answer even for small active space sizes.
Fig. 5(b) presents results for a larger total system size
of N = 128. The TD-DMRG results exhibit a rapid in-
crease of the current, followed by a plateau region char-
acterized by low amplitude oscillations;58 the oscillations
in the plateau region have been extensively discussed
in the literature58,59,84–86 and can be attributed to the
level spacing within the leads associated with the finite-
size of the total system. The real-time DMET and TD-
CASSCF results are able to correctly capture both the
time-scale for the increase of the current as well as the
plateau value of the current. It is important to empha-
size that the capacity of real-time DMET to correctly
capture the plateau value of the current under these con-
ditions is a non-trivial result. In principle, the value of
the gate-voltage, Vg = −U/2, should put the system in
the conductance “valley”, such that no current should be
observed. However, the Kondo effect, which arises from
the coupling between the localized spin on the quantum
dot and the conducting electrons in the leads, yields a
non-zero value of the current.87–90 The ability of real-
time DMET to simulate this many-body effect illustrates
the power of the method to treat dynamics in the pres-
ence of strong correlations between the impurity and its
environment.
To further emphasize this point, Fig. 6(a), plots the
conductance for the interacting quantum quench corre-
sponding to Fig. 5(b) as a function of the gate poten-
tial Vg. As was done for the time-dependent DMRG
calculations,58 the conductance is calculated as the av-
erage over the oscillations in the plateau region of the
time-dependent current; the error bars report on the er-
ror associated with this average. Fig. 6(a) compares the
conductance calculated using time-dependent DMRG58
(black) and real-time DMET with an impurity size of
Nimp = 3 (green), Nimp = 4 (blue) and Nimp = 5
(red). The figure illustrates that the conductance is cor-
rectly calculated using real-time DMET for all values of
Vg even for the small impurity size of Nimp = 3. At
Vg = −U/2 the exact conductance is 2e2/h; the real-
time DMET reproduces this result just as accurately as
the time-dependent DMRG.
To achieve the exact conductance it is necessary to
push to larger total system sizes. Fig. 6(b) illustrates
one of the main benefits of the real-time DMET method,
the ability to treat significantly larger system sizes com-
pared to non-embedding methods. Fig. 6(b) presents the
conductance as a function of total system size obtained
from real-time DMET with an impurity size of Nimp = 3
(green), Nimp = 4 (blue) and Nimp = 5 (red). The con-
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FIG. 6. The conductance for an interacting quench in which a bias is suddenly switched on calculated with real-time DMET
with Nimp = 3 (green), Nimp = 4 (blue), and Nimp = 5 (red). The conductance is calculated as a function of (a) the gate
potential Vg for U = U
′ = 1.0, (b) the total system size, N , for U = U ′ = 1.0 and (c) the total system size, N , for U = U ′ = 4.0.
The parameters are ∆V = 0, and ∆V ′ = −0.005. In part (a), the black line corresponds to the conductance calculated using
TD-DMRG, while in parts (b) and (c), the black lines correspond to the ideal limit of the conductance, 2e2/h. Part (d) presents
the magnitude of the coefficients of an embedding bath orbital corresponding to part (c) for N = 128, |Rpc| (Eq. (12)), as a
function of site index normalized by the total system size, p/N ; the quantum dot is located at p/N = 0.5 and the color scheme
matches parts (a)-(c).
ductance is obtained for the same interacting quantum
quench as in Figs. 6(a) and 5(b) with Vg = −U/2. Fig.
6(b) illustrates that by pushing to N = 256, the ideal
limit of the conductance (black line) is recovered; results
for smaller system sizes are also pictured to show the
convergence with respect to total system size.
Fig. 6(c) illustrates that this behavior is not lim-
ited to small values of the Coulomb interaction. Fig.
6(c) presents the conductance as a function of total sys-
tem size for a large value of the Coulomb interaction
U = U ′ = 4.0; the color scheme is the same as above
and the remaining parameters are Vg = −2.0, ∆V = 0,
and ∆V ′ = −0.005. The large value of the Coulomb in-
teraction leads to finite size effects of the total system
size due to the large size of the Kondo cloud. Fig. 6(c)
shows that the value of the conductance at N = 128,
which was the size of the system used in Fig. 6(a) and
corresponds to the largest system studied previously with
time-dependent DMRG,58 is significantly below the ideal
limit of 2e2/h. However, with DMET, we can easily in-
crease the system size. The remaining points in Fig. 6(c)
show that the conductance approaches the ideal limit as
we increase the total system size from 128 to 512 sites.
Lastly, Fig. 6(d) highlights why real-time DMET is
able to capture the Kondo effect. Fig. 6(d) presents
the magnitude of the coefficients of an embedding bath
orbital at a single point in time as a function of site in-
dex for the interacting quantum quench presented in Fig.
6(c); the total system size corresponds to N = 128. The
figure shows that the bath orbital is delocalized across
the leads, allowing for a proper treatment of the delocal-
ized Kondo cloud.
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VI. CONCLUSIONS
In this work, we present an extension of the density
matrix embedding theory (DMET) to simulate real-time
non-equilibrium electron dynamics. Like in the static
case, the real-time DMET method partitions the full
system into an impurity and an environment. The en-
vironment is efficiently represented by a quantum-bath
of the same size as the impurity. The dynamics of the
embedding problem, which consists of the impurity cou-
pled to the quantum bath, is obtained through the time-
dependent variational principle, in which we introduce
the constraint that the impurity single-particle orbitals
are time independent; such a constraint maintains the
definition of the impurity during the dynamics and en-
sures the highest fidelity representation of the Hilbert
space is retained for the impurity region.
The accuracy of the real-time DMET method has been
benchmarked through comparisons with time-dependent
Hartree-Fock (TDHF) theory, time-dependent complete
active space self consistent field (TD-CASSCF) the-
ory, and time-dependent density matrix renormalization
group (DMRG)58,73 for a variety of quantum quenches
in the single impurity Anderson model (SIAM). We have
shown that real-time DMET shows a marked improve-
ment over the mean-field TDHF, correctly capturing the
rapid change in the occupancy of the quantum dot follow-
ing the sudden switching on or off of the local Coulomb
interaction on the dot regardless of the size of the im-
purity. Furthermore, real-time DMET rapidly converges
with respect to impurity size, to quantitatively capture
recurrence peaks for small total system size, or the cor-
rect plateau behavior for large total system size, for a
range of values of the Coulomb interaction. However,
real-time DMET exhibits artificial oscillations in the dy-
namics for small values of the impurity size, which are
not observed in the TD-CASSCF dynamics. These oscil-
lations are attributed to the finite-size error of the size of
the impurity and the lack of additional dynamical flexi-
bility observed in the TD-CASSF equations of motion.
Additionally, we illustrate that real-time DMET can
describe the non-trivial Kondo behavior during an in-
teracting quantum quench in which a bias is suddenly
switched on across the leads in the SIAM. Real-time
DMET, in agreement with time-dependent DMRG, ex-
hibits a value of the conductance near the ideal limit, for
small values of the Coulomb interaction, and small total
system sizes. However, in comparison to time-dependent
DMRG, real-time DMET can also simulate the signifi-
cantly larger system sizes necessary to recover the ideal
limit of the conductance, even for large values of the
Coulomb interaction.
Taken together, the results presented in this work il-
lustrate the capability of the real-time DMET method
for simulating non-equilibrium dynamics in which strong
correlation plays an important role. In addition, the
methodology provides a useful starting point for future
extensions, as have been carried out for static DMET,
such as the use of multiple impurities. Other extensions
can include finite temperature effects or the use of other
wavefunction ansatzes, such as a coupled-cluster or ma-
trix product sate wavefunction, as the starting point for
the equations of motion of the embedding states; utilizing
a more compact wavefunction would allow for the simu-
lation of larger impurity sizes than those treated in this
study.
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Appendix A: v-representability issues of a self-consistent
real-time DMET
As mentioned in Sec. II C, other real-time extensions
of DMET are, in principle, conceivable. In this appendix,
we introduce a real-time formulation that is more closely
analogous to the static DMET, in which the equations
of motion of the embedding orbitals are derived from a
reference mean-field dynamics for the full quantum sys-
tem, which is propagated in tandem with the correlated
dynamics of the embedding system. A self-consistency
condition in terms of the impurity density can then be in-
troduced between the reference mean-field dynamics and
the correlated dynamics of the embedding problem, en-
forced via a time-dependent correlation potential. One
advantage of this picture is that it yields a strong global
consistency condition when there are multiple impurities.
However, we have found that v-representability problems
almost always occur after sufficiently long-time propaga-
tions.
The derivation of this real-time extension of DMET
entails deriving the equations of motion for (i) the mean-
field reduced density matrix of the full quantum system,
(ii) the correlated CAS-like DMET wavefunction in the
embedding problem, and (iii) the embedding orbitals.
The explicit time-dependence of all terms are suppressed
for clarity.
The time-dependence of the mean-field reduced density
matrix is given by
i~ρ˙Φpq =
∑
r
ρΦprh
′′
rq − h′′prρΦrq, (A1)
where ρΦ is the one-particle density matrix initially ob-
tained from the static DMET calculation and analogous
to static DMET, hˆ′′ is a single-particle Hamiltonian of
the form
hˆ′′ = hˆ+ uˆRT. (A2)
The time-dependent correlation potential
uˆRT =
∑
p∈A
uppEpp (A3)
14
is distinguished from the correlation potential used in
the static DMET calculation, and the elements uRTpp are
obtained through the self-consistency condition described
below.
The equations of motion for the correlated CAS-like
DMET wavefunction, Eq. (14), are derived from the
time-dependent Schro¨dinger equation such that,
Hˆ|Ψimp〉 = i~|Ψ˙imp〉 (A4)
= i~
∑
m
C˙m|m〉+ Cm|m˙〉 (A5)
=
∑
m
i~C˙m|m〉+ CmXˆ|m〉, (A6)
which yields
i~C˙n =
∑
m
〈n|Hˆ − Xˆ|m〉Cm. (A7)
We have once again introduced a one electron operator
Xˆ which governs the time-dependence of the embedding
orbitals, such that the equation of motion of the embed-
ding orbitals are
i~|c˙〉 =
∑
d
|d〉Xdc. (A8)
Here, as in Sec. II C, the impurity orbitals
are restricted to be time-independent, such that
Xic = X
∗
ci = 0. The remaining elements of Xˆ are de-
rived using the condition that at all points in time, the
embedding orbitals are eigenfunctions of the environment
block of the mean-field one-particle density matrix, Eq.
(7), such that
ρˆΦenv|c〉 = λc|c〉. (A9)
The elements of Xˆ are obtained by differentiating Eq.
(A9) with respect to time and using Eqs. (A1) and (A8),
yielding
Xcd = hcd − 1
λc − λd 〈c|hˆ
′′†
c ρˆ
Φ
c − ρˆΦ†c hˆ′′c |d〉, (A10)
for c 6= d. The coupling block of the reduced density
matrix, ρΦc , is given in Eq. (7), and the coupling block
of the single-particle Hamiltonian, h′′c , is defined analo-
gously. The diagonal elements, Xcc, are arbitrary and
can be set to zero.
The elements of the time-dependent correlation poten-
tial, uˆRT, are determined through a self-consistent proce-
dure, such that, within the impurity, the mean-field den-
sity and the correlated density obtained from |Ψimp〉 are
equivalent at all times. This condition is achieved by min-
imizing the difference between the second time deriva-
tive of the two densities on the impurity; the first time-
derivative of the mean-field density is independent of the
correlation potential. However, this condition leads to
v-representability problems, in which the second time
derivative of the mean-field density becomes independent
of the correlation potential. The second time-derivative
of the mean-field density on the impurity is given by
ρ¨Φii = −
1
~2
∑
r
[
(urr − uii)
(
hirρ
Φ
ri + ρ
Φ
irhri
)
+∑
q
(
hirhrqρ
Φ
qi − hirρΦrqhqi
−hiqρΦqrhri + ρΦiqhqrhri
)]
. (A11)
Taking the derivative of Eq. (A11) with respect to an
element of the correlation potential yields
∂ρ¨Φii
∂urr
= − 1
~2
∑
r
(
hirρ
Φ
ri + ρ
Φ
irhri
)
, (A12)
which can clearly be seen to go to zero for specific values
ρΦ. Numerically it is observed that these special val-
ues of ρΦ are almost always obtained for sufficiently long
dynamics indicating that this formulation of real-time
DMET has a v-representability problem.
Eq. (A12) is analogous to the force equation used in
the Runge-Gross time-dependent density functional the-
ory derivation.44 In that case, however, the right-hand
side can be written as −ρ∇u under the assumption that
ρr,r+δr = ρr,r for infinitesimal δr due to the continu-
ity requirements on the single-particle density matrix,
and thus, cannot vanish except when ρ = 0, ensuring v-
representability. The more severe condition encountered
in the lattice formulation is due to the lack of continuity
requirement on the density matrix as has been observed
previously.91
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