INTRODUCTION
The mammalian brain cortex has evolved over millions of years. The impressive performance and efficiency of the human nervous system persuades us to use the underlying principles to design intelligent systems. The nervous system of the human body processes incoming information in a manner that induces the appropriate response. A good amount of all sensory information is smartly discarded by the brain as irrelevant and unimportant. For instance, attention is drawn only to an occasional object in one's field of vision, and even the perpetual noise of our surroundings is usually relegated to the background. And, after the important sensory information has been selected, it is then channeled into proper motor regions of the brain to cause the desired response. This channeling of information is called integrative function of the nervous system [1] . Thus, if a person places a hand on a hot stove, the desired response is to lift the hand.
The other associated responses are moving the entire body away from the stove, and perhaps shouting with pain. But, these responses represent activity by only a small fraction of the total motor system of the body compared to the desired response of lifting the hand from the hot stove. The signal transmission mechanism in the nervous system of the human body that blocks the lateral spread of the excitatory signal, and therefore increasing the degree of contrast in the sensory pattern perceived in the brain is called lateral inhibition [1] . Lateral inhibition can be compared with increasing the contrast in images. This mechanism of the nervous system is demonstrated using an example in Fig. 1 , where two adjacent points on the skin (one strongly stimulated and other weakly stimulated) as well as the area of the sensory cortex (part of the brain that receives messages from sense organs or messages of touch and temperature from anywhere in the body) that is excited by signals from two simultaneously stimulated points on the skin.
Two curves are shown: 1) the solid curve is the one without lateral inhibition, and 2) the curve in dotted line is the one with lateral inhibition (also called surround inhibition). Lateral inhibition has wide spread applications in systems that requires noise suppression like in speech recognition systems [4] [5] , mobile telephone systems [6] , hearing aids [7] [8] etc, that intelligently adapt in the presence of background noise thereby improving the system's ability to work under noisy conditions. High instantaneous dynamic range (IDR) and high frequency resolution in a multiple signal environment are highly desirable property of the proposed biologically inspired signal processors.
The IDR is the power ratio of the strongest and the weakest signals that can be properly detected simultaneously. In other words, it is the processor's ability to detect weak signals in presence of very strong signals. The IDR is ultimately limited by the strong signal side-lobes and noise spurs, which may cover the weak signal and make the receiver report a false alarm or miss the detection, especially in a multiple signal environment.
In this paper we present a signal processor, which combines two smart signal transmission mechanisms of the human nervous system to perform selective amplification and lateral inhibition on the incoming signals, with a high multiple signal IDR and a high frequency resolution. In Section II, we first introduce the signal processor and then the design flow of the signal processor for implementation of "selective amplification" and "lateral inhibition". The compensation technique improves the instantaneous dynamic range (IDR) of the receiver by subtracting the estimated peak (strong) signal frequency response and its spurs from the actual received frequency response and thereby exposes the second weak signal. Before applying this technique, pre-calculated FFT output responses of different peak signal frequencies were stored in a look-up table (LUT). For every spectral response of the incoming signals, the strong (peak) signal frequency is estimated and then the frequency response of the peak signal is retrieved from the compensation LUT for subtraction from the spectral response. The pre-stored spectral response is normalized to unity for efficient compensation. After compensation, the highest amplitude among FFT output data is found. The signal frequency is then calculated using a In the selective amplification flow, the data is first normalized. The normalization operation is a necessary step for an efficient compensation of the strongest signal's side-lobes and spurs, which will be performed next. In the compensation operation, the signal with the highest amplitude and its sidelobes and spurs are removed from the collected and normalized data. Next, the frequency of the highest amplitude is compared with users defined "frequency of interest". If the frequency falls in the range of users defined "frequency of interest", the frequency is declared detected. If not, the same procedure is repeated where the highest signal is eliminated each time until users "frequency of interest" is obtained. In this section we will discuss how signal frequency is estimated with a higher resolution using neighboring bins. In order to achieve a higher frequency resolution, the section between any two neighboring bins is divided into k sub-sections, i.e., the frequency resolution is improved from 39
Hz to 39/k Hz (i.e., 0.31 Hz for k = 128, which is shown in Fig. 5 ). The super-resolution algorithm (Fig. 6 ), comparing the peaks of its two neighboring frequency bins to estimates the detected signal frequency with a frequency resolution of 5 KHz /(FFT_length * k) , is described below where: (Fig. 7) , the frequency range of 5000 Hz is divided into 128 bins (each bin is 39 Hz). We don't assume that the frequency is at center of the bin so each bin is The maximum attainable dynamic range of the design was ascertained using different lengths of FFT. The IDR, frequency resolution (i.e., the difference in the frequencies of two neighboring bins in FFT outputs) and frequency separation (i.e., the minimum difference in the frequencies of two signals that the receiver can correctly detect both signals) for each FFT length is shown in Table 1 . In Fig. 8, a 
IV. AUDIO SIGNAL ACQUISITION, ANALYSIS AND MEASUREMENT

A. Test Setup
This section presents a test setup and experimental results for the audio signal acquisition, analysis and measurement in the biologically-inspired signal processor where the audiorecorder feature of Matlab is used to acquire the audio sample in .wave format (Fig. 13) . The analysis is performed by hardware and software set, which allows the audio system properties to be tracked on-line. The paper also goes on to discuss the performance of an instrument prototype, both in terms of accuracy and speed of measurement.
The following attributes for the sampling process was set using the feature: 
