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Zusammenfassung
Dieser Beitrag gibt einen U¨berblick u¨ber aktuelle Forschungspro-
jekte des Instituts fu¨r Arbeitsmarkt- und Berufsforschung (IAB), die
sich alle auf unterschiedliche Weise mit der Behebung von Proble-
men mit Missing Data befassen. Hierzu geho¨ren einerseits Projek-
te, die Stichproben verwenden wie das IAB-Betriebspanel, die IAB-
Bescha¨ftigtenstichprobe oder die Erhebung der offenen Stellen, die
entweder wie alle Stichprobenerhebungen durch Antwortausfa¨lle be-
eintra¨chtigt sind oder aber zensierte Beobachtungen aufweisen. Auf
der anderen Seite za¨hlen hierzu Forschungsprojekte, die versuchen,
unterschiedliche Datengrundlagen vereinbar zu machen, die auf ver-
schiedenen regionalen oder klassifikatorischen Abgrenzungen beruhen.
Außerdem wird das Projekt TrEffeR des IAB und der Bundesagentur
fu¨r Arbeit (BA) vorgestellt, das der oft ausgesprochenen Forderung
gerecht wird, die Maßnahmen der aktiven Arbeitsmarktpolitik auf
breiter Basis zu evaluieren und diese Erkenntnisse fu¨r das operative
Gescha¨ft der BA nutzbar macht.
Keywords: Multiple Imputation, Missing by Design, Markov Chain Monte
Carlo Methoden, Evaluation aktiver Arbeitsmarktpolitik, Arbeitslosigkeit,
Prozessdaten, Propensity-Score-Matching.
JEL codes: C15, J68, J64, C11, C63, C14, J41
∗Vortrag fu¨r die Statistische Woche 2005, die Jahrestagung der Deutschen Statisti-
schen Gesellschaft. Ich danke den Mitarbeitern meiner beiden Abteilungen IAB-KEM und
BA-PP4 sowie meinen Co-Autoren und Forschungspartnern der jeweiligen Projekte. Mein
ganz besonderer Dank geht an Katrin Schmidt, die mich bei der Erstellung des Artikels
wesentlich unterstu¨tzt hat sowie an Donald B. Rubin fu¨r zahlreiche hilfreiche und anre-
gende Diskussionen sowie die Unterstu¨tzung bei der Entwicklung des Projektes TrEffeR.
Einen herzlichen Dank darf ich auch den vielen Kolleginnen und Kollegen im IAB und
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1 Einleitung
Die Erhebung statistischer Informationen erfolgt - aus Gru¨nden der Praktika-
bilita¨t oder aus Kostengru¨nden - ha¨ufig auf Stichprobenbasis. Was unter Ko-
stenaspekten sinnvoll ist, fu¨hrt jedoch hinsichtlich der Datenqualita¨t ha¨ufig
zu Problemen, da Stichprobendaten oft Ma¨ngel aufweisen. Zu diesen geho¨ren
unter anderem Coverage-, Stichproben- oder Interviewerfehler sowie Proble-
me, die sich aus dem Stichprobendesign ergeben. Ein zentrales Problem bei
Stichprobenerhebungen ist jedoch das der fehlenden Daten, der missing data.
Hierbei wird unterschieden in die zwei Problemkreise unit nonresponse und
item nonresponse. Ersteres bezeichnet das Fehlen von ganzen Datenreihen,
wenn fu¨r einen Merkmalstra¨ger keine Beobachtungen der Erhebungsvariablen
vorliegen. Dies ist beispielsweise dann der Fall, wenn eine fu¨r eine Befragung
ausgewa¨hlte Person die Teilnahme komplett verweigert oder trotz mehrfacher
Versuche nicht anzutreffen ist. Zweiteres bezeichnet die Lu¨ckenhaftigkeit von
Daten, wenn zu einer Untersuchungseinheit zwar Beobachtungen vorliegen,
diese jedoch unvollsta¨ndig sind. Dieser Fall tritt dann auf, wenn beispiels-
weise Fragen nach dem Einkommen oder den Vermo¨gensverha¨ltnissen nicht,
andere Fragen jedoch beantwortet werden.
Die Diskussion dieser Problematik in der Literatur erfolgt bereits seit
mehreren Jahrzehnten (vgl. beispielsweise Hartley und Hocking, 1971; Rubin,
1972, 1974, 1976; Little, 1976; Kalton, 1983; und Madow et al., 1983), erlangt
aber vor allem in ju¨ngerer Vergangenheit zunehmende Bedeutung. Ein Grund
hierfu¨r ist sicherlich die Weiterentwicklung der technischen Mo¨glichkeiten
mit lu¨ckenhaften Datensa¨tzen umzugehen und die dadurch ansteigende Zahl
praktischer Applikationen der Verfahren.
Doch auch prozessproduzierte Daten ko¨nnen Lu¨cken oder fehlende Wer-
tebereiche aufweisen. Ha¨ufig empfiehlt es sich daher, statistische Fragestel-
lungen auch oder insbesondere unter einer Missing Data Perspektive zu be-
trachten, wie dieser Beitrag zeigen soll.
Die vorgestellten Projekte stellen einige unterschiedliche Forschungsar-
beiten des Instituts fu¨r Arbeitsmarkt- und Berufsforschung (IAB) der Bun-
desagentur fu¨r Arbeit (BA) vor. Sie haben gemeinsam, dass alle auf Daten
basieren, die aufgrund ihres Erhebungsmodus’ Missing Data aufweisen, bzw.
sie weisen Strukturen auf, die sich als Missing Data Probleme interpretieren
und mit dafu¨r geeigneten Methoden lo¨sen lassen.
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2 Missing Data und Multiple Imputation
Fehlende Daten sind ein ha¨ufig auftretendes Pha¨nomen in der empirischen
Forschung. Sie werden u¨blicherweise in die folgenden drei Fa¨lle eingeteilt (vgl.
Little und Rubin, 1987, 2002):
• missing completely at random (MCAR); hiermit werden Strukturen
bezeichnet, in denen der Ausfallmechanismus unabha¨ngig von den Stich-
probenvariablen ist. Dieser Fall liegt beispielsweise vor, wenn die Ausfall-
wahrscheinlichkeiten fu¨r eine Variable, etwa das Einkommen, unabha¨ngig
sowohl von den Auspra¨gungen dieser Variablen selbst als auch von an-
deren Variablen wie etwa Alter oder sozialem Status sind. Leider ist die
Annahme eines MCAR Ausfalles in den meisten Fa¨llen unrealistisch re-
striktiv.
• missing at random (MAR); dies kennzeichnet Fa¨lle, in denen die Ausfa¨lle
durch die beobachteten Daten erkla¨rt werden ko¨nnen. In diesem Fall
werden die Antwortausfa¨lle bei einer Variablen, z.B. dem Einkommen,
durch andere, vollsta¨ndig beobachtete Variablen, wie beispielsweise Ge-
schlecht, Alter oder Sozialstatus beeinflusst.
• not missing at random (NMAR); hiermit bezeichnet man Strukturen,
in denen die Ausfa¨lle durch die nicht beobachteten Variablen selbst er-
kla¨rt werden. Dieses Pha¨nomen tritt etwa bei Ausku¨nften zu Einkom-
men und Vermo¨genswerten auf, wobei die Antwortneigung in den un-
teren wie den oberen Einkommensbereichen ha¨ufig abnimmt, bei nied-
rigen/hohen Variablenwerten also mehr fehlende Daten zu verzeichnen
sind.
Zur Behandlung von Missing Data Problemen stehen mehrere Vorge-
hensweisen zur Verfu¨gung (fu¨r einen U¨berblick siehe Ra¨ssler und Riphahn,
2006, fu¨r Details siehe Little und Rubin, 1987, 2002). Zum einen besteht die
Mo¨glichkeit, die Datensa¨tze mit fehlenden Daten ganz oder teilweise zu ent-
fernen, die so genannte complete/available case analysis . Dieses Vorgehen re-
duziert jedoch die verfu¨gbare Information meist erheblich und kann außerdem
zu verzerrten Scha¨tzungen fu¨hren. Um Fa¨lle von Unit Nonresponse zu korri-
gieren, werden ha¨ufig Gewichtungen vorgenommen, indem Gewichte fu¨r die
vollsta¨ndig beobachteten Datensa¨tze auf Basis von Hintergrundinformatio-
nen u¨ber alle Einheiten der Umfrage (Stichprobengewichte) oder der zugrun-
deliegenden Grundgesamtheit (Populationsgewichte) berechnet werden. Mo-
dellbasierte Verfahren unterstellen i. allg. parametrische Modelle fu¨r die un-
vollsta¨ndigen Daten und schlussfolgern auf Basis der Likelihood-Funktionen
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bzw. der a posteriori Verteilungen unter diesem Modell. Ein weiteres Vor-
gehen zur Lo¨sung des Problems fehlender Daten ist die Verwendung von
Methoden der einfachen (single) bzw. mehrfachen (multiple) Erga¨nzung (Im-
putation), die fu¨r jeden fehlenden Wert einen oder mehrere Werte erga¨nzen
und so komplettierte Datensa¨tze generieren. Wa¨hrend einfache Imputation
hierbei jeweils nur einen Wert erga¨nzt, beispielsweise den Mittelwert einer
beobachteten geeigneten Untergruppe, werden bei mehrfacher Imputation
jeweils mehrere Werte fu¨r jeden fehlenden Wert erga¨nzt und so der Unsicher-
heit bzgl. der fehlenden Daten Rechnung getragen. Derart mehrfach erga¨nzte
Datensa¨tze ko¨nnen wie vollsta¨ndige Datensa¨tze mit herko¨mmlichen stati-
stischen Methoden ausgewertet werden. Bei einfach erga¨nzten Datensa¨tzen
fu¨hrt diese Herangehensweise i. allg. zu unterscha¨tzten Varianzen und zu zu
signifikanten p-Werten, dort sind jeweils angepasste Varianzscha¨tzer zu ver-
wenden bzw. ggf. zu entwickeln. Der Charme der Multiplen Imputation (MI)
besteht deshalb vor allem darin, dass nach sorgfa¨ltig durchgefu¨hrter (und oft
methodisch durchaus anspruchsvoller) Erga¨nzung die Datensa¨tze von ande-
ren Personen und zu beliebigen Zeitpunkten mit den u¨blichen Analysever-
fahren statistisch valide ausgewertet werden ko¨nnen, ohne die Tatsache des
Datenausfalls bzw. der Erga¨nzung explizit im Scha¨tzmodell beru¨cksichtigen
zu mu¨ssen.
Die Verfahren der Multiplen Imputation gehen zuru¨ck auf Rubin (1978c,
1987, etc.). Es handelt sich um Monte Carlo Methoden, die fu¨r jeden feh-
lenden Wert m simulierte Werte erga¨nzen, wobei m > 1 gilt, jedoch meist
relativ klein sein kann etwa m = 5 oder m = 10. Die erga¨nzten Datensa¨tze
werden dann mit Standardverfahren ausgewertet und anschließend die Re-
sultate zusammengefasst, um valide Scha¨tzungen zu erhalten, die die Unsi-
cherheit aufgrund der fehlenden Daten widerspiegeln (siehe Abbildung 1).
Die zugrundeliegende Theorie der multiplen Imputation basiert auf der
Bayes Statistik, die sich ergebende Inferenz ist im allgemeinem auch vom
frequentistischen Standpunkt her gu¨ltig. Die Generierung der m Werte er-
folgt durch unabha¨ngige Ziehungen aus der a posteriori Pra¨diktivverteilung
f(ymis|yobs) der fehlenden Werte gegeben die beobachteten Werte. Da sol-
che Zufallszu¨ge meist Probleme verursachen, und sich diese Dichtefunktion
darstellen la¨sst als
f(ymis|yobs) =
∫
f(ymis, ψ|yobs)dψ =
∫
f(ymis|yobs, ψ) · f(ψ|yobs)dψ ,
wird ha¨ufig ein zweistufiger Ziehungsmechanismus verwendet. Hierbei
wird zuna¨chst ein Wert des Parameters ψ aus seiner a posteriori Vertei-
lung gegeben die beobachteten Daten f(ψ|yobs) gezogen. In einem zweiten
3
Abbildung 1: Grundprinzip der Multiple Imputation
Schritt wird der fehlende Wert ymis gema¨ß f(ymis|yobs, ψ) unter Einsatz des
Ergebnisses des ersten Schrittes erzeugt.
Da nun wiederum f(ψ|yobs) ha¨ufig schwierig zu bestimmen ist und nicht
ga¨ngigen Verteilungsregeln folgt, werden zur Durchfu¨hrung von mehrfachen
Erga¨nzungen versta¨rkt Markov Chain Monte Carlo (MCMC) Methoden ein-
gesetzt. Ein Spezialfall sind Data Augmentation Verfahren (siehe Tanner und
Wong, 1987), die eine stochastische Sequenz
{
y
(t)
mis, ψ
(t) : t = 1, 2, . . .
}
liefern,
deren stationa¨re Verteilung die gesuchte Verteilung f(ymis, ψ|yobs) ist. Dies
wird wiederum durch ein iteratives Verfahren realisiert. Fu¨r einen aktuellen
Wert ψ(t) des Parameters wird ein Zufallszug y
(t+1)
mis der fehlenden Daten, wie
bereits beschrieben, aus der bedingten Pra¨diktivverteilung f(ymis|yobs, ψ
(t))
gezogen. Unter Verwendung dieses neuen Wertes wird nun ebenfalls ein neu-
er Wert ψ(t+1) fu¨r ψ aus seiner a posteriori Verteilung f(ψ|yobs, y
(t+1)
mis ) der
vollsta¨ndigen Daten gezogen. Zu¨ge aus letzterer Verteilung sind meist deut-
lich einfacher durchzufu¨hren als die vorher beschriebenen Zu¨ge aus der a
posteriori Verteilung f(ψ|yobs) gegeben die beobachteten Daten. Unter der
Annahme, das t hinreichend groß ist und die Kette konvergiert, ko¨nnen m
unabha¨ngige Zu¨ge aus solchen Ketten als multiple Imputationen fu¨r Ymis aus
seiner a posteriori Pra¨diktivverteilung f(ymis|yobs) verwendet werden.
Soll ein unbekannter Parameter θ, der mit ψ u¨bereinstimmen kann aber
nicht muss, aus dem durch Multiple Imputation erga¨nzten Datensatz ge-
scha¨tzt werden, sollten fu¨r diesen Scha¨tzer θ̂ bei vollsta¨ndigen Daten die
Normalverteilung oder die t-Verteilung zumindest approximativ als Referenz-
verteilung gelten.
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Auf Basis der m mehrfach erga¨nzten Datensa¨tze ergeben sich m Scha¨tz-
werte θ̂(i) und m Varianzscha¨tzer V̂ar(θ̂(i)), i = 1, . . . ,m. Der Punktscha¨tzer
fu¨r θ ergibt sich dann als arithmetisches Mittel θ̂MI = m
−1
∑m
i=1 θ̂
(i), die
Varianz als T = W + (1 +m−1)B mit
B =
1
m− 1
m∑
i=1
(θ̂(i) − θ̂MI)
2 als Varianz zwischen den Erga¨nzungen
und
W =
1
m
m∑
i=1
V̂ar(θ̂(i)) als Varianz innerhalb der Erga¨nzungen.
Der Term (1 + m−1) stellt dabei einen Korrekturterm fu¨r endliche m
dar, der die Varianz im Vergleich zur klassischen Streuungszerlegung T =
B+W vergro¨ßert. Die nun folgenden Beispiele sollen zeigen, wie insbesondere
die mehrfache Erga¨nzung fu¨r diverse Probleme der Arbeitsmarktforschung
eingesetzt werden kann und sich damit teilweise ganz neue Analysemo¨glich-
keiten erschließen.
3 Nutzung von Missing Data Techniken in
Projekten des IAB
3.1 Rechtszensierte Lohndaten in der IAB-Bescha¨ftig-
tenstichprobe
Die Bescha¨ftigtenstichprobe des IAB ist eine zentrale Erhebung zur Er-
werbsta¨tigkeit in Deutschland (zu Einzelheiten vgl. Bender et al., 1996).
Sie basiert auf einer zweiprozentigen Stichprobe aller sozialversicherungs-
pflichtig Bescha¨ftigten und repra¨sentiert ungefa¨hr 80% aller Erwerbsta¨tigen
in Deutschland. Da es sich um eine Stichprobe aus prozessproduzierten Da-
ten handelt, liegt hier Antwortverweigerung im klassischen Sinn nicht vor.
Eines der vordringlichsten mit ihr verbundenen Probleme ist allerdings, dass
die Einkommen der Bescha¨ftigten lediglich bis zur Beitragsbemessungsgrenze
erfasst werden. Das bedeutet, dass die erfassten Lo¨hne rechtszensiert sind,
vgl. Abbildung 2.
Fu¨r eine Reihe von Analysen ist eine Information u¨ber die Einkommens-
verteilung im oberen Lohnbereich jedoch unabdingbar. Um dieses Analyse-
potential zu erschließen, werden die Lo¨hne, die oberhalb der Beitragsbemes-
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Abbildung 2: Verteilung der Lo¨hne in der IAB-Bescha¨ftigtenstichprobe
sungsgrenze liegen, als Missing Data betrachtet. Sie sind not missing at ran-
dom, da ihr Fehlen auf ihre Auspra¨gung zuru¨ckzufu¨hren ist, und missing by
design, da sie nicht erhoben werden. Im Rahmen der Forschungsprojekte des
IAB zur Analyse von Lohnungleichheiten zwischen Ma¨nnern und Frauen wur-
de als erstes ein neues Imputationsverfahren entwickelt und die Werte ober-
halb der Beitragsbemessungsgrenze nach einem MCMC Verfahren erga¨nzt
(Gartner und Ra¨ssler, 2005).
Betrachtet werden die logarithmierten Tageslo¨hne von Vollzeitbescha¨ftig-
ten, die fu¨r ein Individuum i fu¨r i = 1, . . . , n durch
y∗i = x
′
iβ + εi mit εi
iid
∼ N(0; ς−2)
beschrieben sind. Der Vektor x entha¨lt alle relevanten, den Lohn erkla¨ren-
den Variablen. Die Lo¨hne yobs = y
∗
i werden nur dann beobachtet, wenn der
Lohn unter die Beitragsbemessungsgrenze a fa¨llt. Liegen Lo¨hne u¨ber a oder
sind sie gleich a, wird a anstelle von y∗i beobachtet:
yi =
{
yobs , wenn y
∗
i ≤ a
a , wenn y∗i > a ,
(1)
damit ist die beobachtbare Variable yi rechtzensiert. Fu¨r Lo¨hne oberhalb
von a werden nun Scha¨tzungen fu¨r die wahren Lo¨hne z imputiert. z ist folglich
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eine gestutzte Variable aus (a;∞) mit der bedingten Verteilung
f(z|y, β, ς2) =
fN(z|x
′β, ς−2)
1− Φ(ςa− ςx′β)
.
Daneben ergeben sich (vgl. Chib, 1992) die a posteriori Verteilung der
vollsta¨ndigen Daten
f(β|y, z, ς2) = fN(β|β̂z, ς
−2(X ′X)−1)
und
f(ς2|y, z, β) = fG
(
ς2
∣∣∣n
2
n∑
i=1
(yzi − x
′
iβz)
2
2
)
,
wobei yz = (yobs, z), β̂z = (X
′X)−1X ′yz,X die Matrix der erkla¨renden Va-
riablen und N bzw. G die Normal- bzw. Gammaverteilung kennzeichnen. In
einem zweistufigen Data Augmentation Verfahren werden dann zuna¨chst feh-
lende Werte z
(t)
i aus der gestutzten Verteilung N(x
′
iβ
(t), ς−2(t)) gezogen, wobei
Startwerte β(0) und ς2(0) aus einer Maximum Likelihood Tobit Scha¨tzung ver-
wendet werden. Ein zweiter Schritt dient der Ziehung von ς2(t+1) und β(t+1).
11.000 Replikationen und das Speichern der Werte (z2000i , z
3000
i , . . . , z
11000
i )
fu¨hrt zu insgesamt zehn vervollsta¨ndigten Datensa¨tzen. Weitere Einzelheiten
der mehrfachen Erga¨nzung und die Ergebnisse der Lohnungleichheitsanaly-
sen ko¨nnen Gartner und Ra¨ssler (2005) entnommen werden. Auch die Ana-
lyse der Determinanten ausbildungsinada¨quater Bescha¨ftigung mit Hilfe von
Einkommensfrontierfunktionen wird durch diese erga¨nzten Datensa¨tze u¨ber-
haupt erst mo¨glich. Erstmals gelingt es, die Reichhaltigkeit der Ergebnisse
zur Ausbildungsinada¨quanz mit dem Einkommensverha¨ltnis-Maß von Jensen
(2001) darzustellen (zu den Ergebnissen siehe Jensen et al., 2006).
3.2 Fragebogensplitting bei der Erhebung des gesamt-
wirtschaftlichen Stellenangebots
Ein weiteres Anwendungsgebiet fu¨r Missing Data Techniken in der Arbeits-
marktforschung des IAB findet sich im Bereich der Erhebung des gesamtwirt-
schaftlichen Stellenangebots. Fu¨r Analysen u¨ber den Ausgleich von Angebot
und Nachfrage auf dem Arbeitsmarkt ist es notwendig, u¨ber beide Seiten aus-
reichende Informationen zur Verfu¨gung zu haben. Wa¨hrend die Angebotsseite
(Arbeitslose) jedoch hinreichend detailliert dokumentiert ist, zeigen sich auf
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der Seite der Arbeitsnachfrage (offene Stellen) einige Defizite bezu¨glich Um-
fang und Struktur der verfu¨gbaren Daten. Da die freiwilligen Meldungen der
Arbeitgeber betra¨chtlich variieren und la¨ngst nicht alle offenen Stellen den
Arbeitsagenturen gemeldet werden, sind zusa¨tzliche regelma¨ßige Betriebsbe-
fragungen zur allgemeinen Arbeitskra¨ftenachfrage unabdingbar.
Diese Betriebsbefragungen werden vom IAB seit 1989 bzw. 1992 (West-
bzw. Ostdeutschland) jeweils im vierten Quartal eines Jahres durchgefu¨hrt.
Im Jahr 2004 beteiligten sich hieran ca. 12000 Betriebe, die im Westen 5,6%,
im Osten 9,4% aller sozialversicherungspflichtig Bescha¨ftigten repra¨sentieren.
Ermittelt werden auf Basis eines iterativen Hochrechnungsverfahrens die Ge-
samtzahl der zum Befragungszeitpunkt offenen Stellen - differenziert nach un-
terschiedlichen Merkmalen - sowie die Stellenbesetzungsvorga¨nge und wech-
selnde arbeitsmarktpolitische Fragestellungen, wie beispielsweise die Ein-
scha¨tzung der Auswirkungen einer Arbeitszeitverla¨ngerung.
Ein zentrales Problem dieser Betriebsbefragung stellt die ru¨ckla¨ufige Teil-
nahmebereitschaft der Betriebe dar, denn teilweise war nur jeder fu¨nfte Be-
trieb bereit, an der Befragung teilzunehmen. Eine systematische Nonresponse-
Analyse ergab, dass vor allem die La¨nge des Fragebogens zusammen mit
geringen Personalressourcen in den Betrieben fu¨r die Nichtteilnahme verant-
wortlich scheint. Ziel einer Weiterentwicklung des Fragebogens ist daher die
Erho¨hung der Ru¨ckantwortquote der Betriebe durch Reduktion des Beant-
wortungsaufwands.
Um dies zu erreichen, gleichzeitig jedoch die Qualita¨t der Befragung zu
erhalten, werden Methoden des Fragebogensplittings und der Multiplen Im-
putation angewendet. In Zusammenarbeit mit der University of Michigan
wird derzeit ein geeignetes Splitdesign entwickelt, in dem neben einem ge-
meinsamen Fragenkomplex mit unverzichtbaren Fragen jedem Teilnehmer
nur noch ausgewa¨hlte Komponenten zur Beantwortung vorgelegt werden,
siehe Abbildung 3.
Die Datenstruktur weist nun Lu¨cken auf, die sich aus dem Aufbau des
gesplitteten Fragebogens ergeben, die fehlenden Daten sind also wiederum
missing by design. Sie werden mit Hilfe von Multiple Imputation erga¨nzt,
so dass zuletzt wieder vollsta¨ndige Datensa¨tze zur Verfu¨gung stehen. Hierbei
muss lediglich beachtet werden, dass Variablenkombinationen in einer kleinen
Unterstichprobe gemeinsam beobachtet werden, um Identifikationsprobleme
zu vermeiden (vgl. Ra¨ssler et al., 2002).
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Abbildung 3: Schematische Darstellung des Split-Designs
3.3 Umscha¨tzung von Daten auf Arbeitsagenturebene
zu Daten auf Kreisebene und vice versa
Das Problem fehlender Daten ist auch im Zusammenhang mit der Umscha¨tzung
von Daten von Agentur- auf Kreisebene virulent. Diese ist notwendig, weil
in Deutschland zwei unterschiedliche offizielle regionale Klassifikationen exi-
stieren, die beide fu¨r die Arbeitsmarktforschung des IAB zugrundegelegt wer-
den. Neben der regionalen Gliederung in Bundesla¨nder, Regierungsbezirke,
Landkreise und Gemeinden wird auch die Differenzierung der Bundesagen-
tur fu¨r Arbeit in Regionaldirektionen, Arbeitsagenturen und Gescha¨ftsstellen
verwendet. Die Grenzen dieser beiden regionalen Klassifikationen schneiden
und u¨berlappen sich. Auf der untersten Ebene finden sich die Gemeinden als
so genannte elementare Datenproduktionseinheiten, siehe Abbildung 4.
Abha¨ngig davon, aus welcher Quelle sie stammen, sind Daten, die fu¨r die
Arbeitsmarktforschung des IAB verwendet werden, in jeweils einer der beiden
Gliederungen auf einer vom Erhebungsschema abha¨ngigen Ebene vorhanden.
Beispielsweise liegen Informationen u¨ber Investitionssubventionen fu¨r Kreise
vor, Daten zu Ausgaben und Umfang von Maßnahmen der aktiven Arbeits-
marktpolitik auf Ebene der Agenturen fu¨r Arbeit. Wegen der u¨berlappenden
Grenzen ist ein einfaches Umrechnen der verfu¨gbaren Informationen auf die
jeweils andere Gliederungsstruktur nicht mo¨glich.
Im derzeit noch ga¨ngigen Ansatz zur Lo¨sung dieses Problems sucht man
eine Variable, die auf der Ebene der elementaren Datenproduktionseinheiten
vorhanden ist, etwa die Anzahl der gemeldeten Einwohner. Dann nimmt man
stark vereinfachend an, dass die interessierenden Variablen, die nicht auf die-
ser tiefen Gliederungsebene verfu¨gbar sind, proportional zu der verfu¨gbaren
Variablen sind.
Der aktuelle Ansatz des IAB - in Zusammenarbeit mit der Universita¨t
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Abbildung 4: Schematische Darstellung der unterschiedlichen regionalen
Klassifikationen
Harvard und der Universita¨t von Kalifornien - betrachtet das Problem wie-
derum als ein Missing Data Problem. Die Daten auf der untersten Ebene
ko¨nnen als missing at random angenommen und u¨ber Multiple Imputation
erga¨nzt werden. Voraussetzung hierbei ist, dass die Randbedingungen, die
durch vorhandene Daten auf den ho¨heren Ebenen gegeben sind, eingehal-
ten werden. Das Vorgehen erfolgt wie bei der Erga¨nzung der rechtszensierten
Lohndaten u¨ber einen MCMC-Ansatz, der in seinen Grundzu¨gen auf Modelle
zur Integration ra¨umlicher Strukturen zuru¨ckgeht, die ga¨ngigerweise in den
Bereichen Astronomie und Astrophysik verwendet werden.
3.4 Umscha¨tzung von Wirtschaftszweigen
Um die einheitliche Erfassung der wirtschaftlichen Ta¨tigkeiten von Unter-
nehmen, Betrieben und anderen statistischen Einheiten in allen amtlichen
Statistiken zu gewa¨hrleisten, wird in Deutschland die Klassifikation der Wirt-
schaftszweige verwendet. Sie basiert auf der durch EG-Verordnungen verbind-
liche eingefu¨hrten statistischen Systematik der Wirtschaftszweige in der Eu-
ropa¨ischen Gemeinschaft NACE Rev. 1.1., entha¨lt jedoch eine weitere Glie-
derungsebene, um die speziell in Deutschland auftretende Strukturen abzu-
bilden. Die aktuelle Ausgabe ist die aus dem Jahr 2003, kurz mit WZ 2003
10
abgeku¨rzt. Sie ist eine revidierte Version der WZ 93, die ihrerseits die WZ
73 abgelo¨st hat.
Zwischen 1975 und 2001 verwendete das IAB fu¨r seine Arbeit die WZ
73, ab 1999 die WZ 93. Fu¨r einen Zeitraum von drei Jahren wurden die
beiden Klassifikationen also parallel angewandt. Die Erfassung erfolgt auf
der Ebene der fu¨nfstelligen Codezahlen. Der Umstieg von der WZ 73 auf
die WZ 93 ist allerdings mit erheblichen Problemen verbunden, da es sich
nicht um eindeutige Zuordnungen handelt. Es hat sich gezeigt, dass fu¨r die
drei Jahre, in denen sowohl das WZ 73 System als auch das WZ 93 System
parallel erfasst wurden, ein einzelner WZ 73 Code in 600 verschiedene WZ
93 Codes u¨bergehen kann.
Da bis auf die Daten der Jahre 1999 bis 2001 jeweils nur nach einer
der beiden Wirtschaftszweigklassifikationen erhoben wurde, kann auch die-
ses Problem ein als Missing Data Problem aufgefasst werden, denn jeweils
die Informationen nach der zweiten Klassifikation fehlt. Durch Multiple Im-
putation sollen diese fehlenden Werte im Rahmen einer Doktorarbeit an der
Universita¨t Erlangen-Nu¨rnberg ebenfalls geeignet erga¨nzt werden.
3.5 Produktivita¨tsscha¨tzungen mit dem IAB-Betriebs-
panel
Ein klassisches Anwendungsgebiet fu¨r Multiple Imputation bietet das IAB-
Betriebspanel. Grundlage dieses Panels sind Registerdaten der Bundesagen-
tur fu¨r Arbeit, die ungefa¨hr 85% der gesamten Bescha¨ftigung in Deutschland
repra¨sentieren. Aus diesem Register wird eine nach Branchen und Unterneh-
mensgro¨ße geschichtete Stichprobe so gezogen, dass sich gro¨ßere Unterneh-
men mit deutlich gro¨ßerer Wahrscheinlichkeit in der Stichprobe befinden. Die
ausgewa¨hlten Unternehmen werden in der Regel einmal ja¨hrlich durch Inter-
viewer befragt. Die erhobenen Daten enthalten unterschiedliche Informatio-
nen zur Bescha¨ftigung in den Betrieben wie Arbeitszeit und Qualifikation
der Angestellten, aber auch zum wirtschaftlichen Kontext wie Gescha¨fts-
entwicklung und Investitionen.
Auch das IAB-Betriebspanel weist sowohl Unit- als auch Item-Nonresponse
auf. Erstere ist wohl vor allem darauf zuru¨ckzufu¨hren, dass der Beschaffungs-
aufwand fu¨r die erfragten Informationen dem Betrieb zu groß erscheint bzw.
die Informationen nicht zur Verfu¨gung gestellt werden. Item-Nonresponse
konzentriert sich im wesentlichen auf die Variablen, die bei Produktivita¨ts-
scha¨tzung u¨blicherweise beno¨tigt werden, um die Gro¨ßen Produktion, Ar-
beitskraft und Kapital abzubilden. Hierbei fa¨llt auf, dass der Item-Non-
response bei kleineren Unternehmen mit geringerem Arbeitskra¨fteeinsatz und
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geringerer technischer Ausstattung wahrscheinlicher ist (vgl. Jensen und Ra¨ssler,
2005).
Der ha¨ufig eingeschlagenen Weg, nur die vollsta¨ndig vorhandenen Daten-
sa¨tze in die Analyse einzubeziehen, beinhaltet daher zwei Risiken:
• Zum einen wird durch dieses Vorgehen auf - je nach Analyse - zwi-
schen 20% und 40% der vorhandenen Datensa¨tze verzichtet, die zwar
lu¨ckenhaft sind, aber ansonsten wertvolle Informationen enthalten.
• Auf der anderen Seite unterstellt diese Herangehensweise, dass die feh-
lenden Daten MCAR (missing completely at random) sind. Wegen des
Zusammenhangs zwischen Unternehmensgro¨ße sowie technischer Aus-
stattung und Datenausfall, ist jedoch eher davon auszugehen, dass sie
(mindestens) MAR (missing at random) sind.
Um trotz der fehlenden Daten eine valide Scha¨tzung von Produktivita¨ten
zu ermo¨glichen, werden auch hier die Daten mehrfach erga¨nzt. Dabei tritt
der Sonderfall einer quasi doppelten Imputation auf. Neben den fehlenden
Angaben weisen die Werte fu¨r die Ersatzinvestitionen in auffallend vielen
Fa¨llen den Wert Null auf, vermutlich da die Unternehmen den wahren Wert
nicht kennen bzw. nicht preisgeben mo¨chten, oder die Beschaffung des Wer-
tes zu mu¨hsam ist. Diese unplausiblen Werte werden ebenfalls als Ausfa¨lle
betrachtet und mehrfach erga¨nzt.
So lange sich die Analysen nur auf maximal zwei Wellen beziehen und die
zu erga¨nzenden Variablen im wesentlichen stetig sind, wird fu¨r die Erzeugung
der Imputation die kostenlose Software NORM von Schafer (1999) benutzt.
Fu¨r das vollsta¨ndige Datenmodell f(ymis, yobs|ψ) werden n unabha¨ngige Be-
obachtungen aus einer k-dimensionalen Normalverteilung angenommen, d.h.
Yi ∼ N(µ,Σ) fu¨r i = 1, . . . , n. Ferner ist eine geeignete uninformative a priori
Verteilung gegeben durch
f(µ, σ) ≈ f(µ)f(Σ) ≈ c|Σ|−
k+1
2 ∝ |Σ|−
k+1
2 ,
d.h. µ und Σ werden als a priori unabha¨ngig unterstellt. Mit dieser a
priori Verteilung ergibt sich fu¨r die a posteriori Verteilung der Parameter
mit vollsta¨ndigen Daten f(µ,Σ|y) das Normal-Wishart-Modell
Σ|y ∼ W−1(n− 1, (nS(y¯))−1)
und
µ|Σ, y ∼ N(y¯, n−1Σ) ,
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d.h. fu¨r Σ eine inverse Wishart Verteilung und fu¨r µ eine Normalvertei-
lung. Hierbei bezeichnet S die Stichproben-Kovarianz-Matrix. Die beding-
te Pra¨diktivverteilung f(ymis|yobs, µ,Σ) der fehlenden Daten bei gegebenen
beobachtbaren Daten und µ und Σ ist schließlich wieder eine (bedingte)
Normalverteilung. Schafer (1997) diskutiert dieses Modell sehr ausfu¨hrlich.
Wie bei der Erga¨nzung der rechtszensierten Lohndaten erfolgt der Impu-
tationsprozess als Data Augmentation Verfahren iterativ und in zwei Schrit-
ten. In einem ersten Schritt werden fu¨r jede Beobachtungseinheit, die feh-
lende Daten entha¨lt, Werte fu¨r diese aus ihrer bedingten Pra¨diktivvertei-
lung zufa¨llig gezogen. Im zweiten Schritt werden unter Verwendung der ver-
vollsta¨ndigten Daten Werte fu¨r den Erwartungswert und die Varianz-Ko-
varianz-Matrix berechnet und hierauf Werte der Parameter µ(t) und Σ(t)
gema¨ß ihrer a posteriori Verteilung gezogen. Unter Annahme von Startwerten
µ(0) und Σ(0) werden die beiden Schritte wiederholt, bis Unabha¨ngigkeit von
den Startwerten hergestellt ist und die Markov-Kette konvergiert. Anschlie-
ßend werden Werte im Abstand von z. B. 100 gezogenen Werten entnommen,
um die fehlenden m Auspra¨gungen zu erhalten.
Jensen und Ra¨ssler (2006) betrachten zu Vergleichszwecken drei unter-
schiedliche Ansa¨tze:
• Verwendung ausschließlich der beobachteten Daten unter der offensicht-
lich verletzten MCAR-Annahme;
• Verwendung des vollsta¨ndigen Datensatzes, wobei fehlende Werte im-
putiert wurden, die unplausiblen Null-Werte des Kapitaleinsatzes je-
doch beibehalten wurden;
• Verwendung des vollsta¨ndigen Datensatzes mit Imputation der fehlen-
den Werte und der als Null angegebenen Werte fu¨r die Ersatzinvesti-
tionen.
Da es sich um keine Simulationsstudie handelt, kann nicht angegeben
werden, welcher der drei Ansa¨tze der Wahrheit am na¨chsten kommt. Jedoch
fu¨hren die Ansa¨tze mit imputierten Daten zu plausibleren Ergebnissen als die
Analyse nur der vollsta¨ndigen Datensa¨tze. Ko¨lling und Ra¨ssler (2004) stellen
beispielsweise eine Reduktion der Produktivita¨tsdifferenz fu¨r das Jahr 2000
zwischen west- und ostdeutschen Firmen von 43% auf 33% bei erga¨nzten
Daten fest. So finden Jensen und Ra¨ssler (2006) in einem sehr differenzierten
Scha¨tzmodell mit stochastischen Produktionsfrontierfunktionen unerwartet
empirische Evidenz fu¨r die Wirkung von Fla¨chentarifvertra¨gen in Deutsch-
land. Es zeigen sich mit erga¨nzten Daten negativen Effekte auf die Produk-
tivita¨t und positive Effekte auf die Effizienz von Firmen.
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4 Evaluation aktiver Arbeitsmarktpolitik in
der Bundesagentur fu¨r Arbeit
Die aktive Arbeitsmarktpolitik der Bundesagentur fu¨r Arbeit (BA) umfasst
eine große Zahl von Maßnahmen zur Unterstu¨tzung der Integration Arbeitslo-
ser oder von Arbeitslosigkeit bedrohter Personen in den Arbeitsmarkt. Hierzu
za¨hlen unterschiedlich angelegte Instrumente, die beispielsweise die Qualifi-
kation der Arbeitnehmer verbessern sollen, Arbeitgeber durch Lohnkosten-
zuschu¨sse entlasten oder die Aufnahme einer selbsta¨ndigen Ta¨tigkeit fo¨rdern.
Gemessen an den Ausgaben entfiel 2004 das gro¨ßte Gewicht auf die Fo¨rde-
rung der beruflichen Weiterbildung (fru¨her Fortbildungs- und Umschulungs-
maßnahmen), Arbeitsbeschaffungsmaßnahmen, Eingliederungszuschu¨sse, so-
wie U¨berbru¨ckungsgeld und Existenzgru¨ndungszuschu¨sse.
Fu¨r einen effektiven Einsatz dieser Maßnahmen ist eine mo¨glichst pra¨zise
Messung ihrer Wirkung unabdingbar. In Zusammenarbeit mit der Harvard
Universita¨t entwickeln BA und IAB daher im Rahmen des Projektes TrEf-
feR (Treatment Effect and PRediction) eine umfassende Wirkungsanalyse
der bestehenden arbeitsmarktpolitischen Maßnahmen. Ziel ist zum einen die
instrumentu¨bergreifende Evaluation der eingesetzten Maßnahmen, zum an-
deren die Bereitstellung eines Targeting-Systems, das den Vermittlern in den
Agenturen Hilfestellung bei der bestmo¨glichen Zuweisung von Maßnahmen
zu neuen Kunden der BA geben soll.
4.1 Das mikroo¨konomische Evaluationsproblem
Bei der Evaluation der Maßnahmen der aktiven Arbeitsmarktpolitik gilt es zu
ermitteln, ob und wenn ja inwieweit sich die Arbeitsmarktchancen der Maß-
nahmeteilnehmer durch die Teilnahme an einer bestimmten arbeitsmarktpo-
litischen Maßnahme verbessert haben. Hierzu wird der Arbeitsmarkterfolg
nach der Maßnahme, gemessen an einer geeignet zu spezifizierenden Zielva-
riablen, mit dem hypothetischen Fall des Erfolgs bei Nicht-Teilnahme (kon-
trafaktischer Zustand) verglichen. Der zugrunde liegende statistische Ansatz
wird seit Holland (1986) auch als Rubins Kausalmodell bezeichnet (vgl. z.B.
Rubin 1974, 1977, 1978a, 1978b).
Im Folgenden bezeichne T allgemein eine arbeitspolitische Maßnahme,
der sich Kunde i (i = 1, . . . , n) unterzieht. P (Ti = 1) kennzeichnet die Wahr-
scheinlichkeit, dass Kunde i an einer Maßnahme teilnimmt. Die Bewertung
der Maßnahmen erfolgt anhand geeigneter Kriterien wie Dauer der fakti-
schen Arbeitslosigkeit (Dauer Arbeitslosigkeit einschließlich der Verweildauer
in der Maßnahme), Bescha¨ftigungschancen oder Einkommen. Diese Erfolgs-
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variablen werden allgemein mit Y bezeichnet. Es gilt
Ti =
{
1 falls Person i Maßnahmeteilnehmer ist
0 sonst
.
Somit bezeichnet Yi(1) den Arbeitsmarkterfolg von Kunde i bei Teilnah-
me an einer Maßnahme, Yi(0) den Arbeitsmarkterfolg bei Nicht-Teilnahme.
Yi(1) und Yi(0) sind hierbei potentielle Ergebnisse. Der individuelle kausale
Teilnahmeeffekt ergibt sich damit als
τi = Yi(1)− Yi(0), i = 1...n .
Da ein Individuum i entweder an einer Maßnahme teilnimmt oder nicht,
ist fu¨r die Erfolgsvariable Y an einer Person entweder die Auspra¨gung Y (1)|T =
1 oder die Auspra¨gung Y (0)|T = 0 beobachtbar, niemals jedoch ko¨nnen Yi(1)
und Yi(0) an ein und derselben Person gemeinsam beobachtet werden. Die
unbeobachtbaren, nicht realisierten Ergebnisse werden als kontrakfaktische
Zusta¨nde bezeichnet und ko¨nnen als Missing Data interpretiert werden. Auf-
grund dieses fundamentalen Problems der kausalen Inferenz geht man dazu
u¨ber, durchschnittliche Maßnahmeeffekte zu betrachten. Der Average Treat-
ment Effect (ATE) ist dabei definiert als der Erwartungswert:
ATE = E(Y (1))− E(Y (0)) .
Ha¨ufig werden Maßnahmen fu¨r ganz bestimmte Zielgruppen entworfen,
so dass weniger der allgemeine Maßnahmeeffekt interessiert als der Effekt
fu¨r die potentiellen Teilnehmer. Der durchschnittliche Maßnahmeeffekt ATE
kann hierbei getrennt fu¨r die Maßnahmeteilnehmer und die Nicht-Teilnehmer
bestimmt werden. Man spricht in diesem Zusammenhang vom Average Treat-
ment Effect on the Treated (ATET) und dem Average Treatment Effect on
the non-Treated (ATENT).
ATET = E(Y (1)|T = 1)− E(Y (0)|T = 1)
ATENT = E(Y (1)|T = 0)− E(Y (0)|T = 0)
und damit
ATE = ATET · P (T = 1) + ATENT · P (T = 0) .
Hierbei kennzeichnen E(Y (0)|T = 1) und E(Y (1)|T = 0) die nicht beob-
achteten Erfolgsgro¨ßen, beobachtbar sind lediglich die Gro¨ßen E(Y (0)|T = 0)
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und E(Y (1)|T = 1). Ermittelt werden kann somit lediglich:
E(Y (1)|T = 1)− E(Y (0)|T = 0) =
E(Y (1)|T = 1)− E(Y (0)|T = 1)︸ ︷︷ ︸
ATET
+E(Y (0)|T = 1)− E(Y (0)|T = 0)︸ ︷︷ ︸
Selektionsverzerrung
.
Erfolgt die Zuweisung von Maßnahmen zufa¨llig, also im Rahmen einer
experimentellen Studie, dann sind die potentiellen Ergebnisse von der Zu-
weisung zur Maßnahme unabha¨ngig, d.h. es gilt Y (0), Y (1) ⊥ T . Aufgrund
dieser Unabha¨ngigkeit gilt E(Y (0)|T = 1) = E(Y (0)|T = 0) = E(Y (0))
sowie E(Y (1)|T = 1) = E(Y (1)|T = 0) = E(Y (1)) und somit lassen sich die
Ergebnisse der Teilnehmer an einer Maßnahme und die der Nicht-Teilnehmer
direkt miteinander vergleichen.
Da Evaluationen jedoch in der Regel auf Basis von Beobachtungsstudien
erfolgen, mu¨ssen neben der Erfolgsvariablen Y weitere Gro¨ßen beru¨cksich-
tigt werden. Der Auswahl eines Maßnahmeteilnehmers aus der Menge aller
Arbeitslosen liegt im Regelfall kein Zufallsprozess zugrunde. Vielmehr kann
davon ausgegangen werden, dass die Teilnahme an einer Maßnahme von be-
stimmten Variablen X abha¨ngt, die den Selektionsprozess erkla¨ren helfen
und auch den Erfolg der Maßnahme beeinflussen ko¨nnen (Rubin, 1977, 1980,
Rosenbaum und Rubin, 1983). Diese systematische Unterscheidung von Teil-
nehmern und Nicht-Teilnehmern an einer Maßnahme wird als Selektionseffekt
oder Selektionsverzerrung bezeichnet. Diese Effekte ko¨nnen zum einen durch
den Arbeitslosen selbst (etwa durch ho¨here Motivation), zum anderen durch
den Vermittler (z.B. Auswahl von Teilnehmern nach bestimmten Kriterien)
induziert sein.
Um diese Selektionsverzerrungen zu kontrollieren und die kausalen Effekte
der Maßnahmen auf den Arbeitsmarkterfolg zu isolieren, werden die Teilneh-
mer und Nichtteilnehmer an einer Maßnahme T bezu¨glich dieser weiteren,
den Erfolg der Maßnahme mo¨glicherweise beeinflussender Variablen X (bei-
spielsweise Geschlecht, Alter, Qualifikation, Bedingungen auf dem regionalen
Arbeitsmarkt,. . . ) bestmo¨glich angeglichen, die eigentlich wu¨nschenswerte
Experimentsituation also nachzustellen versucht. Sofern alle relevanten Va-
riablen beru¨cksichtigt werden, gilt dann Y (0), Y (1) ⊥ T |X. Das Auslassen
wichtiger den Fo¨rderzugang und den -erfolg erkla¨render Variabler fu¨hrt i.allg.
zu verzerrten Scha¨tzungen des Maßnahmeeffekts. Ziel ist es daher, in X al-
le relevanten Pre-Treatment-Faktoren (d.h. die Situation beschreibende Va-
riablen vor und bis zum Zeitpunkt der Maßnahmezuweisung) zu erfassen,
Post-Treatment-Faktoren (d.h. die Situation beschreibende Variablen nach
dem Zeitpunkt der Maßnahmezuweisung) jedoch auszuklammern, da sie un-
ter Umsta¨nden durch die Maßnahme beeinflusst sind.
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Der Berechnung der durchschnittlichen Maßnahmeeffekte werden zwei
zentrale Annahmen zugrundegelegt:
• Die Annahme der bedingten Unabha¨ngigkeit (Rosenbaum und Rubin,
1983, sprechen von ignorable treatment assignment), nach der bei der
Bildung der Vergleichsgruppe alle relevanten Merkmale verwendet wer-
den, die Fo¨rderzugang und -erfolg determinieren. Die potentiellen Er-
gebnisse sind dann bei gegebenem X unabha¨ngig von der Zuweisung
zu einer Maßnahme und es gilt die oben angesprochene Beziehung
Y (0), Y (1) ⊥ T |X .
Wird nicht der durchschnittliche Maßnahmeffekt fu¨r alle Individuen
ATE, sondern der durchschnittliche Effekt fu¨r die Teilnehmer ATET
berechnet, so ist eine abgeschwa¨chte Form der Bedingung ausreichend.
In diesem Fall genu¨gt die Unabha¨ngigkeit der potentiellen Ergebnisse
bei Nicht-Teilnahme von der Zuweisung zu einer Maßnahme bei gege-
benem X, also Y (0) ⊥ T |X.
• Die SUTVA Annahme (fu¨r stable unit treatment value assumption), d.h.
die Fo¨rderung einer Person(engruppe) beeinflusst nicht die Erfolgschan-
cen anderer Personen (keine Interaktionen sowie Substitutions- oder
Verdra¨ngungseffekte).
Weiterhin muss zur Bestimmung der Effekte der so genannte common
support bzw. overlap gegeben sein, also gelten:
0 < P (T = 1|X) < 1 .
Diese Annahme stellt sicher, dass fu¨r jede betrachtete Merkmalskombi-
nation sowohl Teilnehmer als auch Mitglieder der Kontrollgruppe vorhanden
sind (Rosenbaum und Rubin, 1983, sprechen dann insgesamt von strongly
ignorable treatment assignment). Werden Effekte fu¨r die Teilnehmer ermit-
telt, ist auch fu¨r diese Bedingung eine abgeschwa¨chte Form ausreichend, die
verlangt, dass bei gegebenem X fu¨r jeden Maßnahmeteilnehmer mindestens
ein Kontrollelement vorhanden ist, also P (T = 1|X) < 1 (vgl. bspw. Imbens,
2004).
Zur Scha¨tzung von Treatment Effekten und Kontrolle von Selektionsver-
zerrungen steht eine Reihe von Verfahren zur Verfu¨gung. Ein umfangreicher
U¨berblick findet sich unter anderem bei Caliendo und Hujer (2005). Im Rah-
men von TrEffeR kommen Matching-Verfahren zum Einsatz, mit deren Hilfe
fu¨r jeden Teilnehmer ein oder mehrere Nichtteilnehmer gesucht werden, die
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bezu¨glich der Variablen X eine mo¨glichst große A¨hnlichkeit aufweisen und als
Kontrollgruppe fu¨r den Erfolg bei Nichtteilnahme an der Maßnahme (Treat-
ment) fungieren. Damit la¨sst sich der durchschnittliche Maßnahmeerfolg fu¨r
Personen mit diesen Charakteristika ermitteln. Allerdings lassen sich diese
Befunde nicht auf beliebige andere Personengruppen u¨bertragen.
Die multidimensionale Anpassung von Maßnahmeteilnehmern und Kon-
trollgruppe fu¨hrt jedoch bei einer großen Anzahl von erkla¨renden Variablen
zu rechnerischen Problemen. Gut verbreitet und rechnerisch besser umsetzbar
sind die so genannten Propensity Score Matching Verfahren (vgl. Rosenbaum
und Rubin, 1983). Hierbei werden in Abha¨ngigkeit von den beobachteten
Kombinationen an Merkmalen die Fo¨rderwahrscheinlichkeiten (Propensity
Scores) P (T = 1|X) gescha¨tzt. Rosenbaum und Rubin (1983) zeigen, dass
bei Unabha¨ngikeit der Zielvariablen Y von der Zuweisung T gegeben die
Merkmale X dies auch fu¨r die Propensity Scores gilt:
Y (0), Y (1) ⊥ T |P (X) .
4.2 Die Datenlage
Im Projekt TrEffeR wird zuna¨chst eine Datenbank aufgebaut, die aus den
verschiedenen Fachverfahren der BA gewonnen wird und La¨ngsschnittinfor-
mationen u¨ber Arbeitslosigkeitsepisoden bereitstellt. Die verwendete Daten-
basis ist sehr umfangreich, da die Maßnahmeteilnehmer und Nichtteilneh-
mer nicht nur stichprobenartig, sondern zu 100% erfasst werden. Der fu¨r die
Analysen beru¨cksichtigte Zeithorizont erstreckt sich zum jetzigen Zeitpunkt
u¨ber insgesamt fu¨nf Jahre, vom 1. Januar 2000 bis zum 31. Dezember 2004.
Die den Selektionsprozess definierenden, im Matching verwendeten erkla¨ren-
den Variablen X werden fu¨r einen Zeitraum von 18 Monaten beru¨cksichtigt.
Abzu¨glich dieser 18-monatigen Historien ergibt sich also der 1. Juli 2001 als
faktischer Beginn des Untersuchungszeitraums fu¨r die Maßnahmenteilnahme,
siehe Abbildung 5.
Der umfangreiche Datensatz stellt eine hinreichend große (und zur Wah-
rung des Datenschutzes anonymisierte) Anzahl von Maßnahmeteilnehmern
und Kontrollgruppenelementen zur Verfu¨gung und ermo¨glicht so eine de-
taillierte Betrachtung der Maßnahmeeffekte. Beispielsweise ist es mo¨glich,
die Effekte fu¨r ma¨nnliche und weibliche Teilnehmer getrennt auszuwerten
und die zeitliche Entwicklung der Maßnahmevergabe und -erfolge zu beob-
achten, da die Auswertung in Halbjahres-, maximal Jahresschritten erfolgt.
Um regionale Unterschiede angemessen zur beru¨cksichtigen, werden die Un-
tersuchungen im Rahmen von TrEffeR auf der Ebene der Arbeitsagenturen
durchgefu¨hrt. Die verschiedenen Maßnahmen der aktiven Arbeitsmarktpo-
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Abbildung 5: Episodenstruktur der Daten
litik wie beispielsweise Eingliederungszuschu¨sse (EGZ), Fo¨rderung der be-
ruflichen Weiterbildung (FbW) oder Bescha¨ftigung schaffende Maßnahmen
werden selbstversta¨ndlich jeweils gesondert evaluiert, jedoch bei selten ver-
gebenen Maßnahmen geeignet zusammengefasst.
Das auf diesen Ebenen vorgenommene Matching beru¨cksichtigt unter an-
derem fu¨r die Bildung der Kontrollgruppen die folgenden drei Gruppen von
erkla¨renden Variablen:
• Sozio-o¨konomische Merkmale wie Alter, Geschlecht, Familienstand, Na-
tionalita¨t, Ausbildung, Beruf, gesundheitliche Einschra¨nkungen.
• Erwerbsbiografie (beschra¨nkt auf 18 Monate) vor Eintritt in die unter-
suchte Arbeitslosigkeitsepisode mit Merkmalen wie fru¨here Arbeitslo-
sigkeit, fru¨here Maßnahmenteilnahme, Sperrzeiten, Krankheiten.
• Zeitstruktur der untersuchten Arbeitslosigkeitsepisode mit Informatio-
nen u¨ber den Eintrittsmonat in die Arbeitslosigkeit, die Arbeitslosig-
keitsdauer bis zum Maßnahmeneintritt, den Kalendermonat des Maß-
nahmeneintritts.
Um schließlich die berufsbedingten Arbeitsmarktchancen zumindest ap-
proximativ abzubilden, werden jeder Episode noch Informationen aus der
Statistik der BA u¨ber die Anzahl der Arbeitslosen, offene Stellen sowie Ein-
stellungen auf der Basis der dreistelligen Berufskennziffer (BKZ) zugespielt.
Welche Variablen sich im Einzelnen dahinter verbergen, kann Tabelle 1 ent-
nommen werden.
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Historie Anzahl der Tage in Arbeitslosigkeit,
Anzahl Arbeitslosigkeitsperioden, An-
zahl der Tage in Maßnahme, Anzahl
Maßnahmen, Anzahl Krankheitstage,
Anzahl Krankmeldungen, Anzahl Orts-
wechsel, Anzahl Tage Leistungsbezug,
Anzahl Leistungsbezugsperioden, An-
zahl Sperrzeiten
Regionalinformationen Arbeitslosenquote, Anzahl offene Stel-
len, Anzahl Einstellungen; jeweils fu¨r
BKZ 3 Steller
Aktuelle Daten Alter, Geschlecht, Familienstand,
Schulbildung, Berufausbildung,
Zugangsgrund, Auswirkung der
Behinderung auf die Vermittlung,
Behinderungsgrad, Art des Leistungs-
bezugs Nationalita¨t, Berufsbereich,
gewu¨nschte Arbeitszeit, Beginn der
Arbeitslosigkeit
Tabelle 1: Matching-Variablen
Daneben besteht an die potentiellen Kontrolleinheiten die Anforderung,
dass ihre Arbeitslosigkeitsdauer mindestens so lange sein muss wie die der
korrespondierenden Maßnahmeteilnehmer vor Beginn ihrer Maßnahme. Diese
Bedingung stellt sicher, dass die ausgewa¨hlten Kontrolleinheiten auch zeitlich
betrachtet dieselbe Chance hatten, an einer Maßnahme teilzunehmen. Da-
neben mu¨ssen Teilnehmer und Kontrollperson aus der selben Altersklasse
stammen, wobei derzeit drei Klassen (unter 25 Jahre, 25 bis 55 Jahre, u¨ber
55 Jahre) gebildet wurden. Zuletzt wird zur Eliminierung saisonaler Einflu¨sse
verlangt, dass der Beginn der Arbeitslosigkeitsepisoden eines Teilnehmers von
seiner Kontrolleinheit maximal 60 Tage auseinander liegt.
Grundsa¨tzlich kommen als Kontrollpersonen fu¨r derartige Effektberech-
nungen zwei Gruppen in Frage:
• Personen, die nie eine Fo¨rderung in Form einer Maßnahme erhalten
haben;
• Personen, die nie oder spa¨ter einer Maßnahme zugewiesen wurden.
In der Regel wird zur Ermittlung von Maßnahmeeffekten die zweite Grup-
pe als Kontrollgruppe herangezogen. Hierbei ist tendenziell mit positiveren
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Maßnahmeeffekten zu rechnen als bei Verwendung der ersten Gruppe, denn
diese entha¨lt nur Personen, die nie gefo¨rdert wurden, also eher aus eigener
Kraft den Weg zuru¨ck in den Arbeitsmarkt gefunden haben und somit fu¨r
gu¨nstigere Erfolgsgro¨ßen stehen. Im Rahmen von TrEffeR werden als Kon-
trollpersonen Individuen herangezogen, die in der betrachteten Arbeitslosig-
keitsepisode nicht gefo¨rdert wurden, wobei eine Fo¨rderung in einer spa¨teren
Episode, die durch mehr als sieben Tage von der betrachteten abgegrenzt ist
(beispielsweise durch Arbeitsaufnahme) zula¨ssig ist.
4.3 Die Matching-Prozeduren in TrEffeR
Es existieren zahlreiche Spezifikationsmo¨glichkeiten des Vorgehens beim Mat-
chen von Datensa¨tzen. Welche Herangehensweise optimal ist, ha¨ngt von der
jeweiligen Datenlage ab. Bei TrEffeR werden im Wesentlichen zwei Ansa¨tze
verfolgt:
• ein genetischer Matching-Algorithmus mit Zuru¨cklegen (Programmpa-
ket GenMatch;
http://sekhon.polisci.berkeley.edu/matching/GenMatch.html);
• ein Nearest Neighbor Propensity Score Matching-Verfahren ohne Zuru¨ck-
legen mit der zusa¨tzlichen Mo¨glichkeit exakter Matches (Programmpa-
ket MatchIt;
http://gking.harvard.edu/matchit/ ).
Die Unterscheidung in mit bzw. ohne Zuru¨cklegen bezieht sich hierbei auf
die mehrfache bzw. lediglich einfache Verwendung der Elemente der Kontroll-
gruppe. Werden die Kontrolleinheiten nur einmal verwendet, ist zu beachten,
dass dann die Matching-Reihenfolge bedeutsam wird. Ferner erho¨ht sich im
Vergleich zum Matching mit Zuru¨cklegen der Verzerrung, wohingegen die
Varianz geringer ausfallen kann (Dehejia und Wahba, 2002).
Beim ga¨ngigen Matching unter Verwendung der Mahalanobis-Distanz
gibt die Distanz
md(Xi;Xj) = [(Xi −Xj)
′S−1(Xi −Xj)]
1
2
mit S als Stichproben-Varianz-Kovarianz-Matrix von X an, wie groß die
Distanz zweier Beobachtungen in Bezug auf die Werte von X ist. Entspre-
chend dieser Distanz werden die jeweils Na¨chsten Nachbarn ermittelt.
Beim genetischen Matching-Algorithmus handelt es sich um ein relativ
neues Verfahren, das auf einer Verallgemeinerung der Mahalanobis-Distanz
durch eine zusa¨tzliche Gewichtungsmatrix W beruht:
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d(Xi;Xj) = [(Xi −Xj)
′(S−
1
2 )′WS−
1
2 (Xi −Xj)]
1
2 .
Hierbei wird die Cholesky-Zerlegung der Stichproben-Varianz-Kovarianz-
Matrix S verwendet und W ist eine strikt positive k × k Diagonalmatrix
mit k zu bestimmenden Gewichten. Das Maß gibt an, wie groß die Distanz
zweier Beobachtungen i und j in Bezug auf die Werte von X ist, gema¨ß der
die jeweils Na¨chsten Nachbarn ermittelt werden. Sind alle Gewichte 1, so
stimmen md und d u¨berein.
Die Bestimmung der Gewichte erfolgt durch einen evolutiona¨ren Algo-
rithmus, der die gro¨ßte Abweichung zwischen den Gruppen der Maßnahme-
teilnehmer und der Nicht-Teilnehmer minimiert. Dabei wird diese gro¨ßte Ab-
weichung aufgefasst als niedrigster p-Wert aus einer Sequenz durchgefu¨hrter
Balance-Tests zwischen den beiden Gruppen. Die im Rahmen von TrEffeR
maßgeblichen Balance-Tests sind KS-Bootstrap-Tests auf Verteilungsgleich-
heit. Der Algorithmus variiert in einem iterativen Verfahren die Gewichte der
Matrix W stochastisch minimal so, dass die Verteilungen der beiden Grup-
pen sukzessive angeglichen werden. Ein Abbruch des Verfahrens erfolgt bei
TrEffeR, wenn in 10 Generationen keine Verbesserung erzielt wurde, oder
wenn die maximale Anzahl von 100 Generationen erreicht ist.
Die Parametrisierung des Verfahrens kann nach verschiedenen Methoden
erfolgen. Im Rahmen von TrEffeR wird eine Kombination aus Propensity
Score Matching und dem oben beschriebenen Vorgehen gewa¨hlt.
Nach einer Erweiterung des Datensatzes um alle quadrierten und loga-
rithmierten Werte der kontinuierlichen Variablen werden zuna¨chst mit Hilfe
eines Logit-Modells die Propensity Scores berechnet und der lineare Pra¨dik-
tor µ̂ = Xβ̂ extrahiert. Zur Ermittlung der zum Propensity Score orthogona-
lisierten Variablen wird jede Variable auf µ̂ und eine Dummyvariable T mit
T = 1 fu¨r die Maßnahmeteilnehmer und T = 0 fu¨r die Kontrollgruppe re-
gressiert. Die Residuen werden standardisiert und die ersten 15 Hauptkompo-
nenten entnommen. Nach abermaliger Standardisierung des linearen Pra¨dik-
tors und dieser 15 Hauptkomponenten wird der obige genetische Matching-
Algorithmus dann auf die Matrix dieser standardisierten Werte angewendet.
In vergleichenden Betrachtungen mit anderen Matching-Verfahren schnei-
det diese Vorgehensweise sehr gut ab, da sie die Verteilungen der X Variablen
in der Teilnehmergruppe und der Kontrollgruppe u¨blicherweise am besten an-
gleicht. Sie zeichnet sich jedoch auch durch eine hohe Rechenzeit aus, was
angesichts der Menge der zu bewa¨ltigenden Daten problematisch ist. Der
genetische Matching Algorithmus wird daher als Benchmark verwendet.
Das zweite Verfahren weist deutlich ku¨rzere Rechenzeiten auf. Es handelt
sich um ein Nearest Neighbor Propensity Score Matching-Verfahren. Aus-
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schlaggebend fu¨r die Zuordnung einer Kontrolleinheit zu einem Maßnahme-
teilnehmer ist hierbei die ku¨rzeste Distanz zwischen den Propensity Scores,
die zuvor mittels eines Logit-Modells gescha¨tzt wurden. Das Matching erfolgt
ohne Zuru¨cklegen. Ausfu¨hrliche Vergleiche beider Verfahren zeigen eine lei-
chte Unterlegenheit von MatchIt gegenu¨ber dem aufwa¨ndigeren GenMatch,
jedoch ha¨ufig relativ a¨hnliche Ergebnisse. Beide Verfahren laufen unter der
Freeware R und werden u¨ber SQL-Abfragen von der TrEffer-Datenbank mit
“Matchauftra¨gen” bedient. Solche Matchauftra¨ge bestehen aus den, unter
den bereits genannten Restriktionen zusammengestellten Maßnahmeteilneh-
mern und deren potentiell mo¨glichen Kontrolleinheiten. Die umfangreiche
TrEffeR-Datenbank wird also in entsprechende Gruppen aufgeteilt oder bes-
ser segmentiert, dies erfolgt nach Agenturen, Geschlecht, Maßnahmenart,
Maßnahmeneintritt, sowie teilweise noch nach geplanter Maßnahmedauer.
Bei einem Datenbestand von zwischen 35 und 40 Mio Episoden, wie sie Ab-
bildung 5 darstellt, und daraus abgeleiteten ca. 40 Tsd. Matchauftra¨gen,
ist eine weitgehende Automatisierung des gesamten Matchingprozesses un-
umga¨nglich.
Zur Sicherstellung des Common Supports werden im Vorfeld alle Maß-
nahmeteilnehmer von der Evaluation ausgeschlossen, deren Propensity Score
gro¨ßer ist als der gro¨ßte vorkommende Propensity Score bei den Kontrol-
leinheiten, da fu¨r sie kein entsprechender Matching-Partner gefunden werden
ko¨nnte.
Da der eigentliche Matching-Prozess ohne Zuru¨cklegen erfolgt, also gege-
benenfalls auch einmal weniger geeignete Kombinationen von Teilnehmern
und Nicht-Teilnehmern resultieren, werden zusa¨tzlich so genannte calipers
integriert. Deren Verwendung erho¨ht wie das Matching mit Zuru¨cklegen die
Qualita¨t, indem ungu¨nstige Matches verhindert werden, fu¨hrt allerdings zu
einer ho¨heren Varianz. Bei Verwendung von calipers wird jedem Maßnahme-
teilnehmer die Kontrolleinheit zugeordnet, die den na¨chsten Nachbarn dar-
stellt, jedoch nur, wenn der Abstand der Propensity Scores unterhalb einer
vorgegebenen Toleranzschwelle liegt. Bei TrEffeR wird diese Schwelle mit ei-
nem Viertel der Standardabweichung der Propensity Scores der Teilnehmer
vorgegeben.
4.4 Erste Ergebnisse
Als Ergebnisvariablen werden zur Zeit zwei Gro¨ßen betrachtet, die die Ef-
fektivita¨t der arbeitsmarktpolitischen Maßnahmen abbilden sollen. Hierbei
handelt es sich um
• den stichtagsbezogenen Verbleib in faktischer Arbeitslosigkeit (VifA)
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am Tag t nach Beginn einer Maßnahme und
• die kumulierte Dauer der faktischen Arbeitslosigkeit (kDfA) am Tag t
nach Beginn einer Maßnahme.
Der Begriff faktische Arbeitslosigkeit unterscheidet sich hierbei von dem
gesetzlich festgelegten Begriff der Arbeitslosigkeit dadurch, dass die Dauer
der Maßnahme einbezogen wird.
Die erste Variable kennzeichnet den Verbleib einer Person in Arbeitslosig-
keit zu einem bestimmten Stichtag t, wobei die Stichtage im Abstand von 30
Tagen bis zu maximal 720 Tage nach Maßnahmebeginn angesetzt werden. Die
zweite Gro¨ße gibt fu¨r einen definierten Zeitraum an, wieviele Tage eine Per-
son davon arbeitslos oder in einer arbeitsmarktpolitischen Maßnahme war.
Sie kann als relativ strenges Kriterium angesehen werden, da in sie alle Tage
nach Maßnahmebeginn einfließen. Die Teilnehmer mu¨ssen also die Zeit, die
sie in der Maßnahme waren, gegenu¨ber den Kontrollelementen “aufholen”.
Auswertungen der Ergebnisse sind im Moment nach folgenden Schnitten
- auch in Kombinationen - mo¨glich:
• nach Regionaldirektionen;
• nach Vergleichstypen, also nach Gruppen bezu¨glich einiger, den Ar-
beitsmarkt charakterisierender, Merkmale a¨hnlicher Agenturen (vgl.
Blien und Hirschenauer, 2005);
• nach Agenturen;
• nach Maßnahmen;
• fu¨r einige Maßnahmen nach deren Dauer;
• nach Geschlecht;
• nach Zugangsjahr und ggf. -halbjahr in Maßnahme.
Die Ergebnisse werden den Arbeitsagenturen in Form von sogenannten
“Wu¨rfeln” fu¨r deren eigene Analysen bereitgestellt und ko¨nnen zur Veran-
schaulichung graphisch aufbereitet werden. Eine beispielhafte Auswertung
dieser Wu¨rfel fu¨r die Maßnahme U¨berbru¨ckungsgeld in einer ausgewa¨hlten
Agentur kann den Tabellen 2 und 3 sowie den Abbildungen 6 und 7 entnom-
men werden. In den Auswahlblo¨cken oberhalb der Tabellen 2 und 3 ko¨nnen
beliebige Aggregationsstufen eingestellt werden, wobei sich die tiefste Ebene
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aus den vorher beschriebenen Schnitten der Matchauftra¨ge ergibt. Abgebil-
det sind jeweils die Entwicklung der Zielvariablen fu¨r die Gruppe der Maß-
nahmeteilnehmer und die der Nicht-Teilnehmer, sowie der durchschnittliche
Maßnahmeeffekt als Differenz der beiden einzelnen Verla¨ufe, inklusive des
zugeho¨rigen 95% Konfidenzintervalls. Zu beachten ist, dass in Abweichung
von der anfangs dargestellten Definition von Maßnahmeeffekten via
ATET = E(Y (1)|T = 1)− E(Y (0)|T = 1)
in dieser Darstellungsform das Vorzeichen umgedreht wird, d.h. die Fo¨rder-
effekte via VifA (0) - VifA (1) bzw. kDfA (0) - kDfA (1) berechnet werden,
um mit einer positiven Fo¨rderwirkung auch einen positiven Effekt der be-
trachteten Maßnahme anzuzeigen.
Tabelle 2: Verbleib in faktischer Arbeitslosigkeit (VifA) U¨berbru¨ckungsgeld
fu¨r eine westdeutsche Großstadt
Das U¨berbru¨ckungsgeld (U¨G) soll fu¨r Arbeitslose den Schritt in die Selb-
sta¨ndigkeit erleichtern, indem wa¨hrend der Startphase der Gru¨ndung fu¨r 6
Monate eine Unterstu¨tzung in Ho¨he der Lohnersatzleistung (und zusa¨tzlicher
pauschalierter Sozialversicherungsbeitra¨ge) gezahlt wird. Die Abbildungen 6
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Abbildung 6: Verbleib in faktischer Arbeitslosigkeit (VifA) U¨berbru¨ckungs-
geld fu¨r eine westdeutsche Großstadt
Tabelle 3: Kumulierte Dauer in faktischer Arbeitslosigkeit (kDfA) U¨ber-
bru¨ckungsgeld fu¨r eine westdeutsche Großstadt
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Abbildung 7: Kumulierte Dauer in faktischer Arbeitslosigkeit (kDfA) U¨ber-
bru¨ckungsgeld fu¨r eine westdeutsche Großstadt
und 7 zeigen, dass die Gefo¨rderten nach einem anfa¨nglichen “Lock-in”-Effekt
deutlich seltener arbeitslos oder in einer Maßnahme als die Vergleichsper-
sonen waren. (Von einem Lock-in-Effekt wird gesprochen, wenn wa¨hrend
der Teilnahme an einer arbeitsmarktpolitischen Maßnahme die Suchinten-
sita¨t nach einem neuen Arbeitsplatz reduziert wird.) Nach zwei Jahren (720
Tagen) ist auch der kumulative Effekt der Fo¨rderung fu¨r diese untersuchte
Gruppe signifikant positiv. Die Fo¨rderwirkung nimmt im Zeitablauf zwar ab,
ist aber auch zwei Jahre nach Beginn der Fo¨rderung noch deutlich von Null
verschieden.
Eine fla¨chendeckende und systematische Auswertung sa¨mtlicher Ergebnis-
se steht zum augenblicklichen Zeitpunkt noch aus. Erste Vergleiche, wie etwa
Analysen zum U¨berbru¨ckungsgeld, zeigen jedoch, dass sie konform gehen mit
der Studie von Stephan et al. (2006), die auf einer zehnprozentigen Stichprobe
der TrEffeR-Datenbank basiert und der ein klassisches Propensity Score Mat-
ching mit Zuru¨cklegen u¨ber die STATA Routine psmatch 2 zugrunde liegt.
Stephan et al. (2006) nutzen die TrEffeR-Datenbank und zeigen, dass ihre
Befunde wiederum mit den Ergebnissen der “Hartz-Evaluation” vereinbar
sind, d.h. mit den Ergebnissen im Rahmen der Evaluation der Maßnahmen
zur Umsetzung der Vorschla¨ge der Hartz-Kommission.
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4.5 Weiteres Vorgehen
Trotz Verfu¨gbarkeit erster Ergebnisse bleiben zahlreiche Fragen und Erwei-
terungsmo¨glichkeiten offen.
Zum einen ist vorgesehen, die Menge der Zielvariablen um weitere Gro¨ßen
zu erweitern. Als zusa¨tzliche Variablen wa¨ren beispielsweise das Einkommen
denkbar oder - vor allem im Hinblick auf potentielle Beitragszahlungen -
die Integration in sozialversicherungspflichtige Bescha¨ftigung. Inwieweit je-
doch solche Informationen in Verfahren des operativen Gescha¨ftes integriert
werden du¨rfen, bleibt noch mit dem Datenschutz abzukla¨ren.
Daneben ist eine Verla¨ngerung des Beobachtungszeitraums avisiert. Der
momentan verfu¨gbare Zeitraum von fu¨nf Jahren stellt insbesondere bei lan-
gen Maßnahmen ein Problem dar, da nach Abzug der 18 Monate zum Aufbau
der Bescha¨ftigungshistorie und bis zu weiteren 36 Monaten Maßnahmedauer
kaum Spielraum fu¨r die Beobachtung der Entwicklung nach Ende der Maß-
nahme besteht. Insbesondere fu¨r die Zielvariable kumulierte Dauer faktischer
Arbeitslosigkeit ist dies problematisch, da eben die gesamte Maßnahmedauer
von den Teilnehmern aufgeholt werden muss, um mit den Nicht-Teilnehmern
gleichzuziehen. Kruppe (2006) diskutiert sehr anschaulich die Bedeutung der
Wahl eines geeigneten Zielkriteriums insbesondere bei der Evaluation la¨nger-
fristiger Maßnahmen.
Ferner ermo¨glicht die momentane Betrachtungsweise lediglich eine Eva-
luation der Effektivita¨t von Maßnahmen. Um auch hinsichtlich der Effizi-
enz Aussagen treffen zu ko¨nnen, mu¨ssen die Kosten einer Maßnahme den
Unterstu¨tzungsleistungen fu¨r Arbeitslose gegenu¨bergestellt werden. Die Im-
plementierung von Kosteninformationen kann demnach ein weiterer fu¨r die
Zukunft zu beru¨cksichtigender Punkt sein. Gleiches gilt fu¨r die Betrachtung
makroo¨konomischer Aspekte wie Substitutions- und Verdra¨ngungseffekte.
Zuletzt ist noch die Umsetzung der Erkenntnisse fu¨r das operative Ge-
scha¨ft der BA vorzunehmen. Zum einen ist die Entwicklung eines Prognose-
systems zur Unterstu¨tzung der Vermittler in den Agenturen ein zentrales An-
liegen, um diese bei der Auswahl von geeigneten Maßnahmen fu¨r ihre Kunden
bestmo¨glich zu unterstu¨tzen. Dass die perso¨nliche Arbeit des Vermittlers vor
Ort hierbei durch ein solches Werkzeug nicht ersetzt werden kann, sondern
nur eine weitere Entscheidungshilfe auf Basis einer im Normalfall nicht u¨ber-
schaubaren Datenvielfalt bereitgestellt werden soll, ist hierbei selbstredend.
Zum anderen besteht die Mo¨glichkeit, auf Basis der Evaluationsergebnisse
die bisherige Produktpolitik und -vielfalt auf Effektivita¨t hin zu u¨berpru¨fen
und zu u¨berdenken.
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5 Schlussbemerkungen
Missing Data sind ein allgegenwa¨rtiges Datenproblem, sei es bei Stichpro-
benerhebungen oder auch bei prozessproduzierten Daten. Ihre Behandlung
erfordert ein sorgfa¨ltiges und auf die jeweilige Situation abgestimmtes Vor-
gehen und wurde durch die ju¨ngeren Entwicklungen im Bereich der “Com-
putational Statistics” deutlich verbessert, wenn nicht sogar erst ermo¨glicht.
Exemplarisch wurden einige Probleme aus der Arbeitsmarktforschung des
IAB skizziert und Lo¨sungswege u¨ber deren Betrachtung als Missing Data
Probleme aufgezeigt bzw. vorgestellt.
Auch die wirtschaftspolitisch bedeutsame und in vergangener Zeit ver-
sta¨rkt eingeforderte Evaluation der Instrumente aktiver Arbeitsmarktpolitik
la¨sst sich als Missing Data Problem auffassen, wenn das Konzept der poten-
tiellen Ergebnisse zugrundegelegt wird. Nach den Hartz-Evaluationen unter-
nimmt nun auch die Bundesagentur fu¨r Arbeit selbst mit dem Projekt TrEf-
feR einen ersten großen Schritt, um die aktive Arbeitsmarktpolitik kritisch
zu durchleuchten. Die gewa¨hlte Konzeption ermo¨glicht es ihr dabei, diese
Evaluation nicht als einmalige Aktion, sondern als kontinuierlichen Prozess
zur Optimierung ihrer Arbeit zu begreifen.
————————————–
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