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Abstrat: We onsider a general presriptive type system with parametri polymorphism
and subtyping for logi programs. The property of subjet redution expresses the onsis-
teny of the type system w.r.t. the exeution model: if a program is well-typed, then all
derivations starting in a well-typed goal are again well-typed. It is well-established that
without subtyping, this property is readily obtained for logi programs w.r.t. their standard
(untyped) exeution model. Here we give syntati onditions that ensure subjet redution
also in the presene of general subtyping relations between type onstrutors. The idea is
to onsider logi programs with a xed dataow, given by modes.
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Utilisation des modes pour garantir la propriété de
subjet redution pour les programmes logiques typés
ave sous-typage
Résumé : Nous onsidérons un système de types presriptif ave polymorphisme para-
métrique et sous-typage pour les programmes logiques. La propriété de subjet redution
exprime la ohérene du système de types vis à vis du modèle d'exéution: si un programme
est bien typé, alors toutes les dérivations à partir d'un but bien typé sont enore bien
typées. Il est bien établi que sans sous-typage, ette propriété est vériée par les programmes
logiques munis de leur modèle d'exéution standard (non typé). Dans et artile nous don-
nons des onditions syntaxiques qui garantissent ette propriété également en présene de
relations de sous-typage entre onstruteurs de types. L'idée est de onsidérer les programmes
logiques ayant un ot de données xe, déterminé par des modes.
Mots-lés : programmes logiques typés, modes, systèmes de types, sous-typage, subjet
redution
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1 Introdution
Presriptive types are used in logi and funtional programming to restrit the underlying
syntax so that only meaningful expressions are allowed. This allows for many programming
errors to be deteted by the ompiler. Gödel [9℄ and Merury [19℄ are two implemented typed
logi programming languages.
A natural stability property one desires for a type system is that it is onsistent with
the exeution model: one a program has passed the ompiler, it is guaranteed that well-
typed ongurations will only generate well-typed ongurations at runtime. Adopting
the terminology from the theory of the λ-alulus [21℄, this property of a typed program
is alled subjet redution. For the simply typed λ-alulus, subjet redution states that
the type of a λ-term is invariant under redution. This translates in a well-dened sense to
funtional and logi programming.
Semantially, a type represents a set of terms/expressions [10, 11℄. Now subtyping makes
type systems more expressive and exible in that it allows to express inlusions among these
sets. For example, if we have types int and real dened in the usual way, we would probably
want to delare int ≤ real , i.e., the set of integers is a subset of the set of reals. More
generally, subtype relations like for example list(u) < term, whih expresses the possibility
of viewing a list as a term, make it possible to type Prolog meta-programming prediates
[6℄, as shown in Ex. 4 below and Se. 6.
In funtional programming, a type system that inludes subtyping would then state
that wherever an expression of type σ is expeted as an argument, any expression having a
type σ′ ≤ σ may our. Put dierently, an expression of type σ an be used wherever an
expression of type σ′ ≥ σ is expeted. The following example explains this informally, using
an ad ho syntax.
Example 1 Suppose we have two funtions sqrt : real → real and fact : int → int whih
ompute the square root and fatorial, respetively. Then sqrt (fact 3) is a legal expression,
sine fact 3 is of type int and may therefore be used as an argument to sqrt, beause sqrt
expets an argument of type real , and int < real .
Subjet redution in funtional programming ruially relies on the fat that there is a
lear notion of dataow. It is always the arguments (the input) of a funtion that may be
smaller than expeted, and the result (the output) may be greater than expeted. This is
best illustrated by a ounterexample, whih is obtained by introduing referene types.
Example 2 Suppose we have a funtion
f : real REF → real
let f(x) = x := 3.14; return x
So f takes a referene (pointer) to a real as argument, assigns the value 3.14 to this real,
and also return 3.14. Even though int < real , this funtion annot be applied to an int REF ,
sine the value 3.14 annot be assigned to an integer.
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In the example, the variable x is used both for input and output, and hene there is no
lear diretion of dataow. While this problem is marginal in funtional programming (sine
referene types play no essential role in the paradigm), it is the main problem for subjet
redution in logi programming with subtypes, as we show in the next example.
Subjet redution for logi programming means that resolving a well-typed goal with
a well-typed lause will always result in a well-typed goal. It holds for parametri poly-
morphi type systems without subtyping [11, 13℄.
1
Example 3 In analogy to Ex. 1, suppose Sqrt/2 and Fact/2 are prediates of delared type
(Real, Real) and (Int, Int), respetively. Consider the program
Fat(3,6).
Sqrt(6,2.449).
and the derivations
Fact(3, x), Sqrt(x, y)❀ Sqrt(6, y)❀ ✷
Sqrt(6, x), Fact(x, y)❀ Fact(2.449, y)
In the rst derivation, all arguments always have a type that is less than or equal to the
delared type, and so we have subjet redution. In the seond derivation, the argument
2.449 to Fact has type Real, whih is stritly greater than the delared type. The atom
Fact(2.449, y) is illegal, and so we do not have subjet redution.
In this paper, we address this problem by giving a xed diretion of dataow to logi
programs. This is done by introduing modes [1℄ and replaing uniation with double
mathing [2℄, so that the dataow is always from the input to the output positions in an
atom. We impose a ondition on the types of terms in the output positions, or more preisely,
on the types of the variables ourring in these terms: eah variable must have exatly the
delared (expeted) type of the position where it ours.
In Ex. 3, let the rst argument of eah prediate be input and the seond be output. In
both derivations, x has type Int. For the atom Fact(3, x), this is exatly the delared type,
and so the ondition is fullled for the rst derivation. In ontrast, for the atom Sqrt(6, x),
the delared type is Real, and so the ondition is violated.
The ontribution of this paper is a statement that programs that are typed aording
to a type system with subtyping, and respet ertain onditions onerning the modes,
enjoy the subjet redution property, i.e., the type system is onsistent w.r.t. the (untyped)
exeution model. This means that eetively the types an be ignored at runtime, whih
has traditionally been onsidered as desirable, although there are also reasons for keeping
the types during exeution [14℄. In Se. 6, we disuss the onditions on programs.
Most type systems with subtyping for logi programming languages that have been pro-
posed are desriptive type systems, i.e. their purpose is to desribe the set of terms for
1
However, it has been pointed out [7, 10℄ that the rst formulation of subjet redution by Myroft and
O'Keefe [13℄ was inorret, namely in ignoring the transpareny ondition, whih we will dene in Setion 2.
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whih a prediate is true. There are few works onsidering presriptive type systems for
logi programs with subtyping [4, 5, 6, 8, 10℄. Hill and Topor [10℄ give a result on subjet
redution only for systems without subtyping, and study general type systems with sub-
types. However their results on the existene of prinipal typings for logi programs with
subtyping turned out to be wrong, as pointed out by Beierle [4℄. He shows the existene
of prinipal typings with subtype relations between onstant types only, and provides type
inferene algorithms. Beierle and also Hanus [8℄ do not laim subjet redution for the sys-
tems they propose. Fages and Paltrinieri [6℄ have shown a weak form of subjet redution
for onstraint logi programs with general subtyping relations, where equality onstraints
replae term substitutions in the exeution model.
On the other hand, the idea of introduing modes to ensure subjet redution for standard
logi programs was already proposed by Dietrih and Hagl [5℄. However they do not study
the deidability of the onditions they impose on the subtyping relation. Furthermore sine
eah result type must be transparent (a ondition we will dene later), this means eetively
that in general, subtype relations between type onstrutors of dierent arities are forbidden.
We illustrate this with an example.
Example 4 Assume types Int, String and List(u) dened as usual, and a type Term that
ontains all terms (so all types are subtypes of Term). Moreover, assume Append as usual
with delared type (List(u), List(u), List(u)), and a prediate Functor with delared type
(Term, String), whih gives the top funtor of a term. In our formalism, we ould show
subjet redution for the query Append([1], [], x), Functor(x, y), whereas this is not possible
in [5℄ beause the subtype relation between List(Int) and Term annot be expressed.
The plan of the paper is as follows. Setion 2 mainly introdues the type system. In
Se. 3, we show how expressions an be typed assigning dierent types to the variables,
and we introdue ordered substitutions, whih are substitutions preserving types, and thus
ensuring subjet redution. In Se. 4, we show under whih onditions substitutions obtained
by uniation are indeed ordered. In Se. 5, we show how these onditions on unied terms
an be translated into onditions on programs and derivations.
2 The Type System
We will use the type system of [6℄. First we reall some basi onepts [1℄. When we refer
to a lause in a program, we mean a opy of this lause whose variables are renamed apart
from variables ourring in other objets in the ontext. A query is a sequene of atoms. A
query is a sequene of atoms. A query Q′ is a resolvent of a query Q and a lause H ← B
if Q = A1, . . . , Am, Q
′ = (A1, . . . , Ak−1,B, Ak+1, . . . , Am)θ, and H and Ak are uniable
with MGU θ. Resolution steps and derivations are dened in the usual way.
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2.1 Type expressions
The set of types T is given by the term struture based on a nite set of onstrutors K,
where with eah K ∈ K an arity m ≥ 0 is assoiated (by writing K/m), and a denumerable
set U of parameters. A at type is a type of the form K(u1, . . . , um), where K ∈ K and
the ui are distint parameters. We write τ [σ] to denote that the type τ stritly ontains the
type σ as a subexpression. We write τ [u/σ] to denote the type obtained by replaing all the
ourrenes of u by σ in τ . The size of a type τ , dened as the number of ourrenes of
onstrutors and parameters in τ , is denoted by size(τ).
A type substitution Θ is an idempotent mapping from parameters to types that is the
identity almost everywhere. Appliations of type substitutions are dened in the obvious
way. The domain of a type substitution is denoted by dom, the parameters in its range
by ran. The set of parameters in a syntati objet o is denoted by pars(o).
We now qualify what kind of subtyping we allow. Intuitively, when a type σ is a subtype
of a type τ , this means that eah term in σ is also a term in τ . The subtyping relation ≤ is
designed to have ertain nie algebrai properties, stated in propositions below.
We assume an order ≤ on type onstrutors suh that: K/m ≤ K ′/m′ implies m ≥ m′;
and, for eah K ∈ K, the set {K ′ | K ≤ K ′} has a maximum. Moreover, we assume that
with eah pair K/m ≤ K ′/m′, an injetion ιK,K′ : {1, . . . ,m
′} → {1, . . . ,m} is assoiated
suh that ιK,K′′ = ιK,K′ ◦ ιK′,K′′ whenever K ≤ K ′ ≤ K ′′. This order is extended to the
subtyping order on types, denoted by ≤, as the least relation satisfying the rules in Table
1.
(Par) u ≤ u u is a parameter
(Constr)
τι(1)≤τ
′
1 ... τι(m′)≤τ
′
m′
K(τ1,...,τm)≤K ′(τ ′1,...,τ
′
m′
)
K ≤ K ′, ι = ιK,K′ .
Table 1: The subtyping order on types
Proposition 1 If σ ≤ τ then size(σ) ≥ size(τ) .
Proof: By strutural indution on τ . 
Proposition 2 If σ ≤ τ then σΘ ≤ τΘ for any type substitution Θ.
Proof: By strutural indution on τ . 
Proposition 3 For eah type τ , the set {σ | τ ≤ σ} has a maximum, whih is denoted by
Max(τ).
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Proof: By strutural indution on τ . 
Proposition 4 For all types τ and σ, Max(τ [u/σ]) = Max(τ)[u/Max(σ)].
Proof: By strutural indution on τ . 
Note that for Prop. 3, it is ruial that we require that K/m ≤ K ′/m′ implies m ≥ m′,
that is, as we move up in the subtype hierarhy, the arity of the type onstrutors does not
inrease. For example, if we allowed for Emptylist/0≤ List/1, then by Prop. 2, we would
also have Emptylist ≤ List(τ) for all types τ , and so, Prop. 3 would not hold. Note that the
possibility of forgetting type parameters in subtype relations, as in List/1 ≤ Anylist/0,
may provide solutions to inequalities of the form List(u) ≤ u, e.g. u = Anylist. However,
we have:
Proposition 5 An inequality of the form u ≤ τ [u] has no solution. An inequality of the
form τ [u] ≤ u has no solution if u ∈ pars(Max(τ)).
Proof: For any type σ, we have size(σ) < size(τ [σ]), hene by Prop 1, σ 6≤ τ [σ], that is
u ≤ τ [u] has no solution.
For the seond proposition, we prove its ontrapositive. Suppose τ [u] ≤ u has a solution,
say τ [u/σ] ≤ σ. By denition of a maximum and Prop. 3, we have Max(σ) = Max(τ [u/σ]).
Hene by Prop. 4, Max(σ) = Max(τ)[u/Max(σ)]. By the rules in Table 1, u 6= Max(τ).
Therefore u 6∈ pars(Max(τ)), sine otherwise Max(σ) = Max(τ)[u/Max(σ)] would ontain
Max(σ) as a strit subexpression whih is impossible. 
2.2 Typed programs
We assume a denumerable set V of variables. The set of variables in a syntati objet o
is denoted by vars(o). We assume a nite set F (resp. P) of funtion (resp. prediate)
symbols, eah with an arity and a delared type assoiated with it, suh that: for eah
f ∈ F , the delared type has the form (τ1, . . . , τn, τ), where n is the arity of f , (τ1, . . . , τn) ∈
T n, τ is a at type and satises the transpareny ondition [10℄: pars(τ1, . . . , τn) ⊆ pars(τ);
for eah p ∈ P , the delared type has the form (τ1, . . . , τn), where n is the arity of p
and (τ1, . . . , τn) ∈ T n. The delared types are indiated by writing fτ1...τn→τ and pτ1...τn ,
however it is assumed that the parameters in τ1, . . . , τn, τ are fresh for eah ourrene of f
or p. We assume that there is a speial prediate symbol =u,u where u ∈ U .
Throughout this paper, we assume that K, F , and P are xed by means of delarations
in a typed program, where the syntatial details are insigniant for our results. In
examples we loosely follow Gödel syntax [9℄.
A variable typing (also alled type ontext [6℄) is a mapping from a nite subset of V to
T , written as {x1 : τ1, . . . , xn : τn}. The restrition of a variable typing U to the variables
RR n° 4020
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(Var) {x : τ, . . .} ⊢ x : τ
(Fun)
U⊢ti:σi σi≤τiΘ (i∈{1,...,n})
U⊢fτ1...τn→τ (t1,...,tn):τΘ
Θ is a type substitution
(Atom)
U⊢ti:σi σi≤τiΘ (i∈{1,...,n})
U⊢pτ1...τn(t1,...,tn)Atom
Θ is a type substitution
(Headatom)
U⊢ti:σi σi≤τi (i∈{1,...,n})
U⊢pτ1...τn(t1,...,tn)Headatom
(Query)
U⊢A1 Atom ... U⊢An Atom
U⊢A1,...,An Query
(Clause)
U⊢Q Query U⊢A Headatom
U⊢A←Q Clause
Table 2: The type system.
in a syntati objet o is denoted as U↾o. The type system, whih denes terms, atoms et.
relative to a variable typing U , onsists of the rules shown in Table 2.
If for an objet, say a term t, we an dedue for some variable typing U and some type
τ that U ⊢ t : τ , intuitively this term is well-typed. Otherwise the term is ill-typed (and
likewise for atoms, et.).
3 The Subtype and Instantiation Hierarhies
3.1 Modifying Variable Typings
Here we present the following result: if we an derive that some objet is in the typed
language using a variable typing U , then we an always modify U in three ways: extending
its domain, instantiating the types, and making the types smaller. First we dene:
Denition 1 Let U , U ′ be variable typings. We say that U is smaller or equal U ′, denoted
U ≤ U ′, if U = {x1 : τ1, . . . , xn : τn}, U ′ = {x1 : τ ′1, . . . , xn : τ
′
n}, and for all i ∈ {1, . . . , n},
we have τi ≤ τ ′i .
The symbols <, ≥, > are dened in the obvious way.
We use the notation U ′ ⊇≤ U , whih means that there exists a variable typing U ′′ suh
that U ′ ⊇ U ′′ and U ′′ ≤ U .
Lemma 6 Let U , U ′ be variable typings and Θ a type substitution suh that U ′ ⊇≤ UΘ. If
U ⊢ t : σ, then U ′ ⊢ t : σ′ where σ′ ≤ σΘ. Moreover, if U ⊢ A Atom then U ′ ⊢ A Atom,
and if U ⊢ Q Query then U ′ ⊢ Q Query.
INRIA
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Proof: The proof of the rst part is by strutural indution. For the base ase, suppose
t ∈ V . Then by Rule (Var), t : σ ∈ U and hene for some σ′ ≤ σΘ, we have t : σ′ ∈ U ′.
Thus again by (Var), U ′ ⊢ t : σ′.
Now onsider the ase t = fτ1...τn→τ (t1, . . . , tn) where the indutive hypothesis holds
for t1, . . . , tn. By Rule (Fun), there exists a type substitution Θ
′
suh that τΘ′ = σ, and
U ⊢ ti : σi where σi ≤ τiΘ′ for eah i ∈ {1, . . . , n}. Thus by Prop. 2, σiΘ ≤ τiΘ′Θ. By the
indutive hypothesis, for all i ∈ {1, . . . , n} we have U ′ ⊢ ti : σ′i where σ
′
i ≤ σiΘ, therefore
by transitivity of ≤ we have σ′i ≤ τiΘ
′Θ and hene by Rule (Fun), U ′ ⊢ t : τΘ′Θ (i.e.
U ′ ⊢ t : σΘ).
Now suppose A = pτ1...τn(t1, . . . , tn). By Rule (Pred), there exists a type substitution Θ
′
suh that U ⊢ ti : σi where σi ≤ τiΘ
′
for eah i ∈ {1, . . . , n}. Thus by Prop. 2, σiΘ ≤ τiΘ
′Θ.
By the rst part of the statement, for all i ∈ {1, . . . , n} we have U ′ ⊢ ti : σ′i where σ
′
i ≤ σiΘ,
therefore by transitivity of ≤ we have σ′i ≤ τiΘ
′Θ and hene by Rule (Pred), U ′ ⊢ A Atom.
The nal ase for a query follows diretly from Rule (Query). 
3.2 Typed Substitutions
Typed substitutions are a fundamental onept for typed logi programs. Ignoring subtyping
for the moment, a typed substitution replaes eah variable with a term of the same type
as the variable.
Denition 2 If U ⊢ x1= t1, . . . , xn= tn Query where x1, . . . , xn are distint variables and
for eah i ∈ {1, . . . , n}, ti is a term distint from xi, then ({x1/t1, . . . , xn/tn}, U) is a typed
(term) substitution. The appliation of a substitution is dened in the usual way.
To show that applying a typed substitution preserves well-typedness for systems with
subtyping, we need a further ondition. Given a typed substitution (θ, U), the type assigned
to a variable x by U must be suiently big, so that it is ompatible with the type of the
term replaed for x by θ.
Example 5 Consider again Ex. 3. As expeted, assume that 3, 6 have delared type Int,
and 2.449 has delared type Real, and Int ≤ Real. Given the variable typing U = {x :
Int, y : Int}, we have U ⊢ x : Int, U ⊢ 2.449 : Real, and hene U ⊢ x = 2.449 Atom.
So ({x/2.449}, U) is a typed substitution. Now we have U ⊢ Fact(x, y) Atom, but U 6⊢
Fact(2.449, y) Atom.
In the previous example, the type of x is too small to aommodate for instantiation to
2.449. This motivates the following denition.
Denition 3 A typed (term) substitution ({x1/t1, . . . , xn/tn}, U) is an ordered substi-
tution if, for eah i ∈ {1, . . . , n}, where xi : τi ∈ U , there exists σi suh that U ⊢ ti : σi and
σi ≤ τi.
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The following result states that expressions stay well-typed when ordered substitutions
are applied [10, Lemma 1.4.2℄. Moreover, the type of terms may beome smaller.
Lemma 7 Let (θ, U) be an ordered substitution. If U ⊢ t : σ then U ⊢ tθ : σ′ for some
σ′ ≤ σ. Moreover, if U ⊢ A Atom then U ⊢ Aθ Atom, and likewise for queries and lauses.
Proof: The proof of the rst part is by strutural indution. For the base ase, suppose
t ∈ V . Then by Rule (Var), t : σ ∈ U . If tθ = t, there is nothing to show. If t/s ∈ θ, then
by denition of an ordered substitution, U ⊢ s : σ′ and hene U ⊢ tθ : σ′ where σ′ ≤ σ.
Now onsider the ase t = fτ1...τn→τ (t1, . . . , tn) where the indutive hypothesis holds
for t1, . . . , tn. By Rule (Fun), there exists a type substitution Θ suh that τΘ = σ, and
U ⊢ ti : σi where σi ≤ τiΘ for eah i ∈ {1, . . . , n}. By the indutive hypothesis, for all
i ∈ {1, . . . , n} we have U ⊢ tiθ : σ
′
i where σ
′
i ≤ σi, and hene by transitivity of ≤ and Rule
(Fun), U ⊢ t : σ (i.e. σ′ = σ).
Now onsider an atom A = pτ1...τn(t1, . . . , tn). By Rule (Pred), there exists a type
substitution Θ suh that suh that U ⊢ ti : σi where σi ≤ τiΘ for eah i ∈ {1, . . . , n}. By
the indutive hypothesis, for all i ∈ {1, . . . , n} we have U ⊢ tiθ : σ′i where σ
′
i ≤ σi, and hene
by Rule (Atom), U ⊢ Aθ Atom. 
4 Conditions for Ensuring Ordered Substitutions
In this setion, we show under whih onditions it an be guaranteed that the substitutions
applied in resolution steps are ordered substitutions.
4.1 Type Inequality Systems
The substitution of a resolution step is obtained by unifying two terms, say t1 and t2. In
order for the substitution to be typed, it is neessary that we an derive U ⊢ t1 = t2 Atom
for some variable typing U . We will show that if U is, in a ertain sense, maximal, then it
is guaranteed that the typed substitution is ordered.
We need to formalise a straightforward onept, namely paths leading to subterms of a
term.
Denition 4 A term t has the subterm t in position ǫ. If t = f(t1, . . . , tn) and ti has
subterm s in position ζ, then t has subterm s in position i.ζ.
Example 6 The term F(G(C), H(C)) has subterm C in position 1.1, but also in position 2.1.
The position 2.1.1 is undened for this term.
Let us use the notation _ ⊢ t :≤ σ as a shorthand for: there exists a variable typing U
and a type σ′ suh that U ⊢ t : σ′ and σ′ ≤ σ. To derive U ⊢ t1 = t2 Atom, it is lear that
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y
uy
u2.1
Nil
List(u2.1.2)
List(u2.1)
✑
✑
✑✑
◗
◗
◗◗
Cons
List(u2.1)
u2
Nil
List(u2.2)
List(u2)
✑
✑
✑✑
◗
◗
◗◗
x
ux
uǫ
Cons
List(u2)
List(uǫ)
✑
✑
✑✑
◗
◗
◗◗
Cons
List(uǫ)
Anylist
Figure 1: The term [x, [y]] and assoiated inequalities
the last step has the form
U ⊢ t1 : τ1 U ⊢ t2 : τ2 τ1 ≤ uΘ τ2 ≤ uΘ
U ⊢ t1 =u,u t2 Atom
That is to say, we use an instane (u, u)Θ of the delared type of the equality prediate,
and the types of t1 and t2 are both less than or equal to uΘ. This motivates the following
question: Given a term t suh that _ ⊢ t :≤ σ, what are the maximal types of subterm
positions (in partiular positions lled with variables) of t with respet to σ?
Example 7 Let List/1 and Anylist/0 be type onstrutors, where List(τ) ≤ Anylist for
all τ , and List is the usual list type, ontaining funtions Nil→List(u) and Consu,List(u)→List(u).
Consider the term [x, [y]] (in usual list notation) depited in Figure 1, and let σ = Anylist.
Eah funtor in this term is introdued by an appliation of Rule (Fun). Consider for exam-
ple the term Nil in position 2.1.2. Any type of it is neessarily an instane of List(u2.1.2),
its delared type.
2
In order to derive that Cons(y, Nil) is a typed term, this instane must
be smaller (by the subtype order) than some instane of the seond delared argument type
of Cons in position 2.1, that is, List(u2.1).
For the term in position 2.1.1, the variable y, a slightly dierent onsideration applies.
Its type is given by a variable typing. It is onvenient to introdue a parameter uy for this
variable and onsider the type assigned to y by the variable typing as an instane of uy.
Analogous arguments an be applied to the other subterms, and so in order to derive that
[x, [y]] is a term of a type smaller than Anylist, we are looking for an instantiation of the
2
We use the positions as supersripts to parameters in order to obtain fresh opies of those for every
appliation of a rule.
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parameters suh that for eah box orresponding to a position, the type in the lower subbox
is smaller than the type of the upper subbox. That is, we are looking for type substitutions
suh that
uyΘy ≤ u2.1Θ2.1
List(u2.1.2)Θ2.1.2 ≤ List(u2.1)Θ2.1
List(u2.1)Θ2.1 ≤ u2Θ2
List(u2.2)Θ2.2 ≤ List(u2)Θ2
uxΘx ≤ uǫΘǫ
List(u2)Θ2 ≤ List(uǫ)Θǫ
List(uǫ)Θǫ ≤ Anylist
For eah position ζ, the type substitution Θζ orresponds to the appliation of Rule (Fun)
that introdues the funtor in this position. For eah variable x, the type substitution Θx
denes a variable typing for x. Note however that sine the parameters in eah appliation
are renamed, we an simply onsider a single type substitution Θ whih is the union of all
Θζ.
We see that in order for _ ⊢ t :≤ σ to hold, a solution to a ertain type inequality system
(set of inequalities between types) must exist.
Denition 5 Let t be a term and σ a type suh that _ ⊢ t :≤ σ. For eah position ζ
where t has a non-variable subterm, we denote the funtion in this position by f ζ
τ
ζ
1
,...,τ
ζ
nζ
→τζ
(assuming that the parameters in τζ1 , . . . , τ
ζ
nζ
, τζ are fresh, say by indexing them with ζ). For
eah variable x ourring in t, we introdue a parameter ux (so ux 6∈ pars(σ)). The type
inequality system of t and σ is
I(t, σ) = {τ ǫ ≤ σ} ∪ {τζ.i ≤ τζi | Position ζ.i in t is non-variable} ∪
{ux ≤ τζi | Position ζ.i in t is variable x}.
A solution of I(t, σ) is a type substitution Θ suh that dom(Θ)∩ pars(σ) = ∅ and for eah
τ ≤ τ ′ ∈ I(t, σ), the inequality τΘ ≤ τ ′Θ holds.
A solution Θ to I(t, σ) is prinipal if for every solution Θ˜ for I(t, σ), there exists a Θ′
suh that for eah τ ≤ τ ′ ∈ I(t, σ), we have τΘ˜ ≤ τΘΘ′ and τ ′Θ˜ ≤ τ ′ΘΘ′.
So for eah subterm f(. . . , g(. . .), . . .) of t, the type inequality system says that the range
type of g must be less than or equal to the ith argument type of f , where g(. . .) is in the
ith position.
If Θ is a solution for I(t, σ), by Prop. 2, for every type substitution Θ′, we have that
ΘΘ′ is also a solution for I(t, σ). The following proposition follows from the rules in Table
2 and Def. 5.
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Proposition 8 Let t be a term and σ a type. If U ⊢ t :≤ σ for some variable typing U ,
then there exists a solution Θ for I(t, σ) (alled the solution for I(t, σ) orresponding
to U) suh that for eah subterm t′ in position ζ in t, we have
 U ⊢ t′ : τζΘ, if t′ is non-variable,
 U ⊢ t′ : uxΘ, if t′ = x and x ∈ V.
The following lemma says that if t is an instane of s, then a solution to the type
inequality system for t is also a solution for the type inequality system for s.
Lemma 9 Consider two terms s and t suh that s is linear and sθ = t for some idempotent
θ, and suppose that _ ⊢ s :≤ σ and _ ⊢ t :≤ σ. If Θt is a solution of I(t, σ), where
dom(Θt) ∩ pars(I(s, σ)) ⊆ pars(I(t, σ)), then
Θ˜s = Θt ∪ {u
x/τζΘt | s has x in position ζ and x ∈ dom(θ)}
is a solution of I(s, σ).
Proof: We rst show that Θ˜s is a well-dened type substitution. Sine s is linear, ζ and
hene τζΘt is uniquely dened. Moreover, sine θ is idempotent, x annot our in t.
Therefore ux 6∈ pars(I(t, σ)), and hene by the ondition on Θt in the statement, ux 6∈
dom(Θt).
For the inequality τ ǫ ≤ σ and for eah τζ.i ≤ τζi ∈ I(s, σ) suh that s has a non-variable
term in ζ.i, we have that the same inequality is also in I(t, σ), and so Θt, and onsequently
Θ˜s, is a solution for it.
For eah ux ≤ τζi ∈ I(s, σ) suh that x ∈ dom(θ), we have a orresponding inequality
τζ.i ≤ τζi in I(t, σ). Sine τ
ζ.iΘt ≤ τ
ζ
i Θt is true and τ
ζ.iΘt = u
xΘ˜s, it follows that
uxΘ˜s ≤ τ
ζ
i Θ˜s is true. 
Example 8 Let s = [x, z] and t = [x, [y]] and σ = Anylist. A solution for I(t, σ) is
Θt = {u
y/u2.1, u2.1.2/u2.1, uǫ/Anylist, u2.2/Anylist, ux/Anylist, u2/Anylist}
(in Ex. 9 it will be shown how this solution is obtained). Now
I(s, σ) = {uz ≤ u2, List(u2.2) ≤ List(u2), ux ≤ uǫ, List(u2) ≤ List(uǫ),
List(uǫ) ≤ Anylist}.
By Lemma 9, Θ˜s = Θt ∪ {uz/List(u2.1)} is a solution for I(s, σ).
In the next subsetion, we present an algorithm, based on [6℄, whih omputes a prinipal
solution to a type inequality system, provided t is linear. In Subse. 4.3, our interest in
prinipal solutions will beome lear.
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4.2 Computing a Prinipal Solution
The algorithm transforms the inequality system, thereby omputing bindings to parameters
whih onstitute the solution. It is onvenient to onsider system of both inequalities, and
equations of the form u = τ . The inequalities represent the urrent type inequality system,
and the equations represent the substitution aumulated so far. We use ≦ for ≤ or =.
Denition 6 A system is left-linear if eah parameter ours at most one on the left
hand side of an equation/inequality. A system is ayli if it does not have a subset {ρ1 ≦
σ1, ..., ρn ≦ σn} with pars(σi) ∩ pars(ρi+1) 6= ∅ for all 1 ≤ i ≤ n − 1, and pars(σn) ∩
pars(ρ1) 6= ∅.
Proposition 10 If t is a linear term, then any inequality system I(t, σ) is ayli and
left-linear.
Proof: Consider a non-variable position ζ in t. There is exatly one inequality in I(t, σ)
with τζ as left-hand side. Moreover, τζ is a at type (delared range type of a funtion), thus
linear, and (beause of indexing the parameters in τζ by ζ) has no parameters in ommon
with any other left-hand side of I(t, σ).
Now onsider a position ζ where t has the variable x. Beause of the linearity of t, there
is exatly one inequality in I(t, σ) with ux as left-hand side.
Let {ρ1 ≤ σ1, ..., ρn ≤ σn} be a subset of I(t, σ) with pars(σi) ∩ pars(ρi+1) 6= ∅ for all
1 ≤ i ≤ n− 1. By the denition of I(t, σ), if ρ1 = ux for some variable x or if σn = σ, then
pars(σn) ∩ pars(ρ1) = ∅. If however ρ1 ≤ σ1 is τζ.j ≤ τ
ζ
j and ρn ≤ σn is τ
ξ.l ≤ τξl for some
positions ζ.j and ξ.l, then ξ is a prex of ζ, and so, sine we use the positions to index the
parameters, pars(σn) ∩ pars(ρ1) = ∅. 
Example 7 makes it also intuitively lear that assuming linearity of t is ruial for the
above proposition.
We now give the algorithm for omputing prinipal solutions as a set of rules for sim-
plifying a set of inequalities and equations. A solved form is a system I ontaining only
equations of the form I = {u1 = τ1, ..., un = τn} where the parameters ui are all dierent
and have no other ourrene in I. Note that the substitution {u1/τ1, ..., un/τn} assoiated
to a solved form is trivially a prinipal solution.
Denition 7 Given a type inequality system I(t, σ), where t is linear, the type inequality
algorithm applies the following simpliation rules:
(1) {K(τ1, ..., τm) ≤ K ′(τ ′1, ..., τ
′
n)} ∪ I −→ {τι(i) ≤ τ
′
i}i=1,..,n ∪ I
if K ≤ K ′ and ι = ιK,K′
(2) {u ≤ u} ∪ I −→ I
(3) {u ≤ τ} ∪ I −→ {u = τ} ∪ I[u/τ ]
if τ 6= u, u 6∈ vars(τ).
(4) {τ ≤ u} ∪ I −→ {u = Max(τ)} ∪ I[u/Max(τ)]
if τ 6∈ V , u 6∈ vars(Max(τ)) and u 6∈ vars(l) for any l ≤ r ∈ Σ.
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Intuitively, left-linearity of I(t, σ) is ruial beause it renders the binding of a parameter
(point (3)) unique.
Example 9 Consider I([x, [y]], Anylist) as in Ex. 7. The initial I is given by the inequality
system in the example (where the type substitutions are removed). Applying (1) three times,
we have
I = {uy ≤ u2.1, u2.1.2 ≤ u2.1, List(u2.1) ≤ u2, u2.2 ≤ u2, ux ≤ uǫ, u2 ≤ uǫ}.
Applying (3) ve times, we have
I = {uy = u2.1, u2.1.2 = u2.1, List(u2.1) ≤ uǫ, u2.2 = uǫ, ux = uǫ, u2 = uǫ}.
Applying (4) one, we have
I = {uy = u2.1, u2.1.2 = u2.1, uǫ = Anylist, u2.2 = Anylist, ux = Anylist,
u2 = Anylist}.
Proposition 11 Given a type inequality system I(t, σ), where t is linear, the type inequality
algorithm terminates with either a solved form, in whih ase the assoiated substitution is
a prinipal solution, or a non-solved form in whih ase the system has no solution.
Proof: Termination is proved by remarking that the sum of the sizes of the terms in left-
hand sides of inequalities stritly dereases after eah appliation of a rule.
By Prop. 10 the initial system is left-linear and ayli, and one an easily hek that
eah rule preserves the left-linearity as well as the ayliity of the system.
Furthermore eah rule preserves the satisability of the system and its prinipal solution
if one exists. Indeed rules (1) and (2) preserve all solutions by denition of the subtyping
order. Rule (3) replaes a parameter u by its upper bound τ . As the system is left-linear
this omputes the prinipal solution for u, and thus preserves the prinipal solution of the
system if one exists. Rule (4) replaes a parameter u having no ourrene in the left-hand
side of an inequality, hene having no upper bound, by the maximum type of its lower bound
τ ; this omputes the prinipal solution for u and thus preserves the prinipal solution of the
system if it exists.
Now onsider a normal form I ′ for I. If I ′ ontains a non variable pair τ ≤ τ ′ irreduible
by (1), then I ′, and hene I, have no solution. Similarly I ′ has no solution if it ontains an
inequality u ≤ τ with u ∈ vars(τ) or an inequality τ ≤ u with u ∈ vars(Max(τ)) (Prop. 5).
In the other ases, by irreduibility and ayliity, I ′ ontains no inequality, hene I ′ is in
solved form and the substitution assoiated to I ′ is a prinipal solution for I. 
The next lemma says that prinipality is stable under instantiation of types.
Lemma 12 Let I(t, σ) be a type inequality system, where t is linear, and Θ′ a type substi-
tution suh that dom(Θ′) ⊆ pars(σ) and ran(Θ′) ∩ pars(I(t, σ)) = ∅. If Θ is a prinipal
solution of I(t, σ), then ΘΘ′ is a prinipal solution of I(t, σΘ′).
RR n° 4020
16 Smaus & Fages & Deransart
Proof: Suppose Θ is omputed by the algorithm of Def. 7, and that I1, . . . , Im is the
sequene of systems of this omputation, i.e. Θ is equal to Im viewed as a substitution. By
Def. 5, dom(Θ) ∩ pars(σ) = ∅. In partiular, this means that no system Ij (j ∈ {1, . . . ,m})
ontains an inequality τ ≤ u where u ∈ pars(σ) and τ is not a parameter. It is easy to
see that I1Θ
′, . . . , ImΘ
′
is a omputation of the algorithm for I(t, σΘ′), and hene ΘΘ′
(i.e. ImΘ
′
viewed as a substitution) is a prinipal solution of I(t, σΘ′). 
4.3 Prinipal Variable Typings
The existene of a prinipal solution Θ of a type inequality system I(t, σ) and Prop. 8
motivate dening the variable typing U suh that Θ is exatly the solution of I(t, σ) orre-
sponding to U .
Denition 8 Let _ ⊢ t :≤ σ, and Θ be a prinipal solution of I(t, σ). A variable typing U
is prinipal for t and σ if U ⊇ {x : uxΘ | x ∈ vars(t)}.
By the denition of a prinipal solution of I(t, σ) and Prop. 8, if U is a prinipal variable
typing for t and σ, then for any U ′ suh that U ′(x) > U(x) for some x ∈ vars(t), we have
U ′ 6⊢ t :≤ σ. (sine U ′ orresponds to an instantiation of the ux's that is not a solution of
I(t, σ)). The following is a orollary of Lemma 12.
Corollary 13 If U is a prinipal variable typing for t and σ, then UΘ is a prinipal variable
typing for t and σΘ.
The following key lemma states onditions under whih a substitution obtained by uni-
fying two terms is indeed ordered.
Lemma 14 Let s and t be terms, s linear, suh that U ⊢ s :≤ ρ, U ⊢ t :≤ ρ, and there exists
a substitution θ suh that sθ = t. Suppose θ is a minimal mather, i.e. dom(θ) ⊆ vars(s).
Suppose U is prinipal for s and ρ. Then there exists a type substitution Θ suh that for
U ′ = UΘ↾
vars(s) ∪U↾V\vars(s), we have that (θ, U
′) is an ordered substitution.
Proof: Sine θ is a minimal mather, we have
θ = {x/t′ | ∃ζ.x is subterm of s in ζ, t′ is subterm of t in ζ}.
It remains to be shown that there exists a type substitution Θ suh that (θ, U ′) as
dened above is an ordered substitution. Let Θs be the solution of I(s, ρ) orresponding
to U , and Θt be the solution of I(t, ρ) orresponding to U (see Prop. 8). Note that sine
U is prinipal for s and ρ, Θs is a prinipal solution. By Lemma 9, Θ˜s = Θt ∪ {ux/τζΘt |
s has variable x in position ζ} is a solution of I(s, ρ), and moreover, sine Θs is a prinipal
solution of I(s, ρ), there exists a type substitution Θ suh that for eah τ ourring (on a
left-hand side or right-hand side) in I(s, ρ),
τΘ˜s ≤ τΘsΘ. (1)
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In partiular, let x be a variable ourring in s in position ζ, and let t′ be the subterm of
t in position ζ. By Prop. 8, U ′ ⊢ t′ : τζΘt. By Def. 8, x/uxΘs ∈ U , and so by Rule (Var),
U ′ ⊢ x : uxΘsΘ. Sine by denition of Θ˜s, τ
ζΘt = u
xΘ˜s, we also have U
′ ⊢ t′ : uxΘ˜s, and
so by (1), the ondition in Def. 3 is fullled. Sine the hoie of x was arbitrary, the result
follows. 
Example 10 Consider the term vetors (sine Lemma 14 generalises in the obvious way
to term vetors) s = (3, x) and t = (3, 6), let ρ = (Int, Int) and Us = {x : Int}, Ut = ∅
(see Ex. 3). Note that Us is prinipal for s and ρ, and so ({x/6}, Us ∪ Ut) is an ordered
substitution (Θ is empty).
In ontrast, let s = (6, x) and t = (6, 2.449), let ρ = (Real, Real) and Us = {x :
Int}, Ut = ∅. Then Us is not prinipal for s and ρ (the prinipal variable typing would
be {x/Real}), and indeed, there exists no Θ suh that ({x/2.449}, UsΘ ∪ Ut) is an ordered
substitution.
5 Niely Typed Programs
In the previous setion, we have seen that mathing, linearity, and prinipal variable typings
are ruial to ensure that uniation yields ordered substitutions (see Lemma 14). In this
setion, we dene three orresponding onditions on programs and the exeution model.
We will generalise onepts dened for terms in the previous setion, to term vetors. In
partiular, we onsider prinipal variable typings for a term vetor t¯ and a type vetor σ¯
(Def. 8). Also, Lemma 14 generalises to term vetors in the obvious way (oneptually, one
ould think of introduing speial funtors into the typed language so that any vetor an
be represented as an ordinary term).
First, we dene modes, whih are a ommon onept used for veriation [1℄. For a
prediate p/n, a mode is an atom p(m1, . . . ,mn), where mi ∈ {I ,O} for i ∈ {1, . . . , n}.
Positions with I are alled input positions, and positions with O are alled output po-
sitions of p. We assume that a xed mode is assoiated with eah prediate in a program.
To simplify the notation, an atom written as p(s¯, t¯) means: s¯ is the vetor of terms lling
the input positions, and t¯ is the vetor of terms lling the output positions.
Denition 9 Consider a derivation step where p(s¯, t¯) is the seleted atom and p(w¯, v¯) is
the renamed apart lause head. The equation p(s¯, t¯) = p(w¯, v¯) is solvable by moded
uniation if there exist substitutions θ1, θ2 suh that w¯θ1 = s¯ and vars(t¯θ1)∩vars(v¯θ1) = ∅
and t¯θ1θ2 = v¯θ1.
A derivation where all uniations are solvable by moded uniation is a moded deriva-
tion.
Moded uniation is a speial ase of double mathing. How moded derivations are
ensured is not our problem here, and we refer to [2℄. Note that the requirement of moded
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derivations is stronger than input-onsuming derivations [17℄ where it is only required that
the MGU does not bind s¯.
Denition 10 A query Q = p1(s¯1, t¯1), . . . , pn(s¯n, t¯n) is niely moded if t¯1, . . . , t¯n is a
linear vetor of terms and for all i ∈ {1, . . . , n}
vars(s¯i) ∩
n⋃
j=i
vars(t¯j) = ∅. (2)
The lause C = p(t¯0, s¯n+1)← Q is niely moded if Q is niely moded and
vars(t¯0) ∩
n⋃
j=1
vars(t¯j) = ∅. (3)
A program is niely moded if all of its lauses are niely moded.
An atom p(s¯, t¯) is input-linear if s¯ is linear, output-linear if t¯ is linear.
Denition 11 Let
C = pτ¯0,σ¯n+1(t¯0, s¯n+1) ← p
1
σ¯1,τ¯1
(s¯1, t¯1), . . . , p
n
σ¯n,τ¯n
(s¯n, t¯n)
be a lause. If C is niely moded, t¯0 is input-linear, and there exists a variable typing U
suh that U ⊢ C Clause, and for eah i ∈ {0, . . . , n}, U is prinipal for t¯i and τ¯ ′i , where τ¯
′
i
is the instane of τ¯i used for deriving U ⊢ C Clause, then we say that C is niely typed.
A query UQ : Q is niely typed if the lause Go ← Q is niely typed. A program is
niely typed if all of its lauses are niely typed.
We an now state the main result.
Theorem 15 (Subjet redution) Let C and Q be a niely typed lause and query. If
Q′ is a resolvent of C and Q where the uniation of the seleted atom and the lause head
is solvable by moded uniation, then Q′ is niely typed.
Proof: By [3, Lemma 11℄, Q′ is niely moded. Let UC and UQ be the variable typings used
to type C and Q, respetively (in the sense of Def. 11).
Let pσ¯,τ¯ (s¯, t¯) ∈ Q be the seleted atom and C = p(w¯, v¯) ← B. By Rule (Headatom),
UC ⊢ (w¯, v¯) :≤ (σ¯, τ¯). Moreover, UQ ⊢ (s¯, t¯) :≤ (σ¯, τ¯)Θ for some type substitution Θ. Let
U = UQ ∪UCΘ. Note that sine vars(C)∩ vars(Q) = ∅, U is a variable typing. By Lemma
6, we have U ⊢ B Query and U ⊢ p(w¯, v¯) Atom (but not neessarily U ⊢ C Clause, beause
of the speial rule for head atoms) and in partiular, U ⊢ (w¯, v¯) :≤ (σ¯, τ¯ )Θ.
Sine C is niely typed, it follows by Cor. 13 that U is prinipal for w¯ and σ¯Θ. Moreover
by assumption of moded uniation, there exists a substitution θ1 suh that w¯θ1 = s¯. We
assume θ1 is minimal, i.e. dom(θ1) ⊆ vars(w¯). By Lemma 14, there exists a variable typing
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U ′ suh that (θ1, U
′) is an ordered substitution, and moreover U ′↾V\vars(w¯)= U↾V\vars(w¯).
Therefore by Lemma 7, U ′ ⊢ Bθ1 Query and U ′ ⊢ Qθ1 Query. In partiular, U ′ ⊢ v¯θ1 :≤ τ¯Θ.
Now sine Q is niely typed and U ′↾
vars(Q)= UQ↾vars(Q), U
′
is prinipal for t¯ and τ¯Θ.
Moreover by assumption of moded uniation, there exists a minimal substitution θ2 suh
that t¯θ2 = v¯θ1. By Lemma 14, there exists a variable typing U
′′
suh that (θ2, U
′′) is an
ordered substitution, and moreover U ′′ ↾V\vars(t¯)= U
′ ↾V\vars(t¯). Therefore by Lemma 7,
U ′′ ⊢ Bθ1θ2 Query and U ′′ ⊢ Qθ1θ2 Query. Hene by Rule (Query), U ′′ ⊢ Q′ Query.
Finally, U ′′↾V\(vars(w¯)∪vars(t¯))= U↾V\(vars(w¯)∪vars(t¯)) and so by the linearity onditions and
(2) in Def. 10, it follows that
 if t¯′ is an output argument vetor in Q, other than t¯, and τ¯ ′ is the instane of the
delared type of t¯′ used for deriving UQ ⊢ Q Query, then U ′′↾
vars(t¯′)= UQ↾vars(t¯′),
θ1θ2↾
vars(t¯′)= ∅, and hene U
′′
is a prinipal variable typing for t¯′θ1θ2 and τ¯
′
,
 analogously, if t¯′ is an output argument vetor in B, and τ¯ ′ is the instane of the
delared type of t¯′ used for deriving UC ⊢ C Clause, then U ′′↾
vars(t¯′)= UCΘ↾vars(t¯′),
θ1θ2↾
vars(t¯′)= ∅, and hene, by Cor. 13, U
′′
is a prinipal variable typing for t¯′θ1θ2
and τ¯ ′Θ.
So we have shown that Q′ is niely moded, U ′′ is a variable typing suh that U ′′ ⊢
Q′ Query, and the prinipality requirement on U ′′ is fullled. Thus Q′ is a niely-typed
query. 
To onlude, we state subjet redution as a property of an entire derivation.
Corollary 16 Any derivation for a niely typed program P and a niely typed query Q
ontains only niely typed queries.
Example 11 Consider again Ex. 3. The program is niely typed, where the delared types
are given in that example, and the rst position of eah prediate is input, and the seond
output. Both queries are niely moded. The rst query is also niely typed, whereas the
seond is not (see also Ex. 10). For the rst query, we have subjet redution, for the seond
we do not have subjet redution.
6 Disussion
In this paper, we have proposed riteria for ensuring subjet redution for typed logi pro-
grams with subtyping under the untyped exeution model. Our starting point was a om-
parison between funtional and logi programming: In funtional programs, there is a lear
notion of dataow, whereas in logi programming, there is no suh notion a priori, and ar-
guments an serve as input arguments and output arguments. This dierene is the soure
of the diulty of ensuring subjet redution for logi programs. We thus oped with the
problem by introduing modes into a program, so that there is a xed diretion of dataow.
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To understand better the numerous onditions for ensuring subjet redution, it is useful
to distinguish roughly between four kinds of onditions: (1) basi type onditions on the
program (Se. 2), (2) onditions on the exeution model (Def. 9), (3) mode onditions on
the program (Def. 10), (4) additional type onditions on the program (Def. 11). We will
refer to this distintion below.
Conerning (1), our notion of subtyping deserves disussion. Approahes dier with
respet to onditions on the arities of type onstrutors for whih there is a subtype
relation. Beierle [4℄ assumes that the (onstrutor) order is only dened for type on-
stants, i.e. onstrutors of arity 0. Thus we ould have Int ≤ Real, and so by extension
List(Int) ≤ List(Real), but not List(Int) ≤ Tree(Real). Many authors assume that only
onstrutors of the same arity are omparable. Thus we ould have List(Int) ≤ Tree(Real),
but not List(Int) ≤ Anylist. We assume, as [6℄, that if K ≤ K ′, then the arity of K ′ must
not be greater that the arity of K. Other authors have been vague about justifying their
hoie, suggesting that one ould easily onsider modiations. We think that this hoie
is ruial for the existene of prinipal types. In partiular, if one allowed for omparing
onstrutors of arbitrary arities, then the existene of a maximum above any type (Prop. 3)
would not be guaranteed.
The PAN type system has been proposed in [12℄ and desribed in detail in [20℄. It is
argued there that omparisons between onstrutors of arbitrary arity should be allowed in
priniple, and that the subtype relation should be dened by a relation between argument
positions of onstrutors, similar to our ι (see Table 1). However, we believe that this on-
strution is awed: It is laimed that under some simple onditions, the subtyping relation
implies a subset relation between the sets of terms represented by the types, while in fat,
their formalism would allow for NonemptyList(Int)≤ List(String) (where those types are
delared as expeted) even though the set of non-empty integer lists is not a subset of the
set of string lists. They dene extensional type bases, essentially meaning typed languages
where also the onverse holds, i.e., the subtyping relation exatly orresponds to the subtype
relation. Nothing is said about deidability of this property, although the formalism heavily
relies on this onept. Furthermore the very example given in order to motivate the need
for suh a general subtyping relation is not extensional.
Tehnially, what is ruial for subjet redution is that substitutions are ordered: eah
variable is replaed with a term of a smaller type. In Setion 4, we give onditions under
whih uniation of two terms yields an ordered substitution: the uniation is a mathing,
the term that is being instantiated is linear and is typed using a prinipal variable typing.
The linearity requirement ensures that a priniple variable typing exists and an be omputed
(Subse. 4.2). The onditions guarantee that the type of eah variable x that is being bound
to t an be instantiated so that it is greater than the type of t.
In Se. 5, we show how those onditions on the level of a single uniation translate
to onditions on the program and the exeution model (points 24 above). We introdue
modes and assume that programs are exeuted using moded uniation (2). This might
be expliitly enfored by the ompiler by modifying the uniation proedure (whih would
have to yield a runtime error if the atoms are uniable but violating the mode requirement).
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Alternatively, it an be veried statially that a program will be exeuted using moded
uniation. In partiular, niely moded programs are very amenable to suh veriation [2℄.
Moded uniation an atually be very beneial for eieny, as witnessed by the language
Merury [19℄. Apart from that, (3) niely-modedness states the linearity of the terms being
instantiated in a uniation. Niely-modedness is designed so that it is persistent under
resolution steps, provided lause heads are input-linear. Finally, (4) niely-typedness states
that the instantiated terms must be typed using a prinipal variable typing.
Niely-modedness has been widely used for veriation purposes (e.g. [2℄). In partiular,
the linearity ondition on the output arguments is natural: it states that every piee of
data has at most one produer. Input-linearity of lause heads however an sometimes be a
demanding ondition, sine it rules out equality tests between input arguments [16, Setion
10.2℄.
Note that introduing modes into logi programming does not mean that logi programs
beome funtional. The aspet of non-determinay (possibility of omputing several solu-
tions for a query) remains.
Even though our result on subjet redution means that it is possible to exeute programs
without maintaining the types at runtime, there are irumstanes where keeping the types
at runtime is desirable, for example for memory management or for some extra logial
operations like printing, or in higher-order logi programming where the existene and shape
of uniers depends on the types [14℄.
There is a relationship between our notion of subtyping and transpareny (see Sub-
se. 2.2). It has been observed in [10℄ that transpareny is essential for substitutions ob-
tained from uniation to be typed. Transpareny ensures that two terms of the same
type have idential types in all orresponding subterms, e.g. if [1] and [x] are both of type
List(Int), we are sure that x is of type Int. Now in a ertain way, allowing for a subtyping
relation that forgets parameters undermines transpareny. For example, we an derive
{x : String} ⊢ [x] = [1] Atom, sine List(String) ≤ Anylist and List(Int) ≤ Anylist,
even though Int and String are inomparable. We ompensate for this by requiring prini-
pal variable typings. The prinipal variable typing for [x] and Anylist ontains {x : ux}, and
so ux an be instantiated to Int. However, our intuition is that whenever this phenomenon
(forgetting parameters) ours, requiring prinipal variable typings is very demanding; but
then, if variable typings are not prinipal, subjet redution is likely to be violated. As a
topi for future work, we want to substantiate this intuition by studying examples. In par-
tiular, we want to see if the onditions (in partiular, assuming prinipal variable typings)
are too demanding, in the sense that there are interesting programs that satisfy subjet
redution under more general assumptions.
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