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Abstract. We consider n×n random matricesMn =
∑
m
α=1 ταyα⊗yα, where
τα ∈ R, {yα}mα=1 are i.i.d. isotropic random vectors of R
n (see Definition
1.1), whose components are not necessarily independent. It was shown in [26]
that if m,n → ∞, m/n → c ∈ [0,∞), the Normalized Counting Measures
of {τα}mα=1 converge weakly and {yα}
m
α=1 are good (see Definition 1.2), then
the Normalized Counting Measures of eigenvalues of Mn converge weakly in
probability to a non-random limit found in [24]. In this paper we indicate a
subclass of good vectors, which we call very good (see Definition 1.6) and for
which the linear eigenvalue statistics of the corresponding matrices converge
in distribution to the Gaussian law, i.e., the Central Limit Theorem is valid
(see Theorem 1.8)). An important example of good vectors, studied in [26] are
the vectors with log-concave distribution (see Definition 1.1). We discuss the
conditions for them, guaranteing the validity of the Central Limit Theorem
for linear eigenvalue statistics of corresponding matrices.
1. Introduction: Problem and Main Result
Let {yα}mα=1 be i.i.d. random vectors of Rn, and {τα}mα=1 be a collection of
real numbers. Consider the n× n real symmetric random matrix
(1.1) Mn =
m∑
α=1
ταLyα ,
where Ly = y⊗y is the n×n rank-one matrix defined as Lyx = (y,x)y, ∀x ∈ Rn
and ( , ) is the standard Euclidean scalar product in Rn.
Denote {λ(n)l }nl=1 the eigenvalues of Mn counting their multiplicity and intro-
duce their Normalized Counting Measure (NCM) Nn, setting for any ∆ ⊂ R
(1.2) Nn(∆) = Card{l ∈ [1, n] : λ(n)l ∈ ∆}/n.
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Likewise, define the NCM σm of {τα}mα=1,
(1.3) σm(∆) = Card{α ∈ [1,m] : τα ∈ ∆}/m,
and assume that the sequence {σm}∞m=1 converges weakly:
(1.4) lim
m→∞
σm = σ, σ(R) = 1.
It follows from the results of [24] that if (1.4) holds, the mixed moments up to the
4th order of the components of {yα}mα=1 satisfy certain conditions as n→∞ (valid,
in particular, for the vectors uniformly distributed over the unit sphere of Rn (or
Cn) and for vectors with independent i.i.d. components), and
(1.5) n→∞, m→∞, m/n→ c ∈ [0,∞),
then there exists a non-random measure N of total mass 1 such that for any interval
∆ ⊂ R we have the convergence in probability
(1.6) lim
n→∞, m→∞, m/n→c
Nn(∆) = N(∆).
The measure N can be found as follows. Introduce its Stieltjes transform (see e.g.
[1])
(1.7) f(z) =
∫
N(dλ)
λ− z , ℑz 6= 0.
Here and below the integrals without limits denote the integrals over R. Then f is
uniquely determined by the functional equation
(1.8) zf(z) = c− 1− c
∫
(1 + τf(z))−1σ(dτ)
considered in the class of functions analytic in C \ R and such that ℑf(z)ℑz ≥
0, ℑz 6= 0. Since the Stieltjes transform determines N uniquely by the formula
(1.9) lim
ε→0+
1
π
∫
ϕ(λ)ℑf(λ + iε)dλ =
∫
ϕ(λ)N(dλ),
valid for any continuous function with compact support, (1.8) determinesN uniquely.
Note that if the components {yαj}nj=1 of yα, α = 1, ...,m are i.i.d. random
variables of zero mean and variance 1/n, the matrix Mn is usually written as
(1.10) Mn = Y
TTY, Y = {yαk}m,nα,k=1, T = {ταδαβ}mα,β=1,
and is closely related to the sample covariance matrix of statistics. A particular
case of this for T = Im and Gaussian {yαj}m,nα=j=1 is known since the 30s as the
Wishart matrix (see e.g. [25]).
The random matrices (1.1) appear also in the local theory of Banach spaces
and asymptotic convex geometry (see e.g. [10, 32]). A particular important case
arising in this framework is related to the study of geometric parameters associated
to i.i.d. random points uniformly distributed over a convex body in Rn and of the
asymptotic geometry of random convex polytopes generated by these points (see e.g.
[3, 9, 13, 14, 22]). This motivated to consider random vectors known as isotropic
and having a log-concave distribution. Recall the corresponding definitions.
Definition 1.1. (i) A random vector y = {yj}nj=1 ∈ Rn is called isotropic if
(1.11) E{yj} = 0, E{yjyk} = n−1δjk, j, k = 1, ..., n.
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(ii) A measure µ on Cn is log-concave if for any measurable subsets A,B of Cn
and any θ ∈ [0, 1],
µ(θA+ (1− θ)B) ≥ µ(A)θµ(B)(1−θ)
whenever θA+ (1− θ)B = {θy1 + (1− θ)y2 : y1 ∈ A, y2 ∈ B} is measurable.
It was proved in [26] that (1.6) and (1.8) remain valid in the case where the
probability law of the i.i.d. vectors {yα}mα=1 is isotropic and log-concave.
In fact, a more general result was established in [26]. Introduce
Definition 1.2. A random isotropic vector y ∈ Rn is called good if for any
n× n complex matrix An which does not depend on y, we have
(1.12) Var{(Any,y)} ≤ ||An||2δn, δn = o(1), n→∞,
where ||An|| is the operator norm of An.
We have then [26]:
Theorem 1.3. Let n and m be positive integers satisfying (1.5), {yα}mα=1 be
i.i.d. good vectors of Rn, and {τα}mα=1 be real numbers satisfying (1.4). Con-
sider the random matrix Mn (1.1) and the Normalized Counting Measure of its
eigenvalues Nn (1.2). Then for any interval ∆ ⊂ R we have in probability
(1.13) lim
n→∞,m→∞,m/n→c∈[0,∞)
Nn(∆) = N(∆),
where the limiting non-random measure N is given by (1.6) – (1.9).
It follows from Theorem 1.3 that if Mn is given by (1.1), where {yα}mnα=1 are
i.i.d. good vectors and
(1.14) Nn[ϕ] =
n∑
j=1
ϕ(λ
(n)
j ),
is the linear eigenvalue statistic corresponding to any continuous and bounded test-
function ϕ : R→ C, then we have in probability
(1.15) lim
n→∞,m→∞,m/n→c∈[0,∞)
n−1Nn[ϕ] =
∫
ϕ(λ)dN(λ).
This can be viewed as an analog of the Law of Large Numbers of probability theory
for (1.14). In this paper we deal with the fluctuations of Nn around its limit (1.14),
i.e. with an analog of the Central Limit Theorem (CLT) of probability theory. Our
goal is to find a class of i.i.d. good vectors and a class of test functions such that
the centered and appropriately normalized linear eigenvalue statistics
(1.16) N ◦n [ϕ]/νn, N ◦n [ϕ] = (Nn[ϕ]−E{Nn[ϕ]}
converge in distribution to a Gaussian random variable.
There is a number of papers on the CLT for linear eigenvalue statistics of
matrices (1.1) where {yαj}m,nα,j=1 are independent, i.e. for sample covariance matrices
(1.10) (see [4, 15, 23, 27, 30] and references therein). Unfortunately, much less
is known in the case where the components of yα’s are dependent (see e.g. [29],
Chapter 17 and references therein).
An important step in proving the CLT is the asymptotic analysis of the variance
of the corresponding linear statistic
(1.17) Var{Nn[ϕ]} := E{(N ◦n [ϕ])2},
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in particular, the proof of a bound
(1.18) Var{Nn[ϕ]} ≤ Cn||ϕ||2H ,
where ||...||H is a functional norm and Cn depends only on n, or even an asymptotic
of the variance. This determines the normalization factor νn in (1.16) and the class
H of test-functions for which the CLT is valid.
It appears that for many random matrices normalized so that there exists a
limit of their NCM, in particular for sample covariance matrices (1.10), the variance
of linear eigenvalue statistic with ϕ ∈ C1 admits the bound
(1.19) Var{Nn[ϕ]} = O(1), n→∞,
or even a limit as n → ∞. Thus the CLT has to be valid for (1.16) without
any n-dependent normalization factor νn [29]. This has to be compared with the
generic situation in probability theory, where the variance of a linear statistic of
i.i.d. random variables is proportional to n for any bounded ϕ, hence the CLT is
valid for an analog of (1.16) with ν = n−1/2.
To formulate the version of (1.19), which we will prove and use in this paper,
introduce
Definition 1.4. The distribution of random vector y ∈ Rn is called uncondi-
tional if its components {yj}nj=1 have the same joint distribution as {±yj}nj=1 for
any choice of signs.
Lemma 1.5. Let y = {yi}nj=1 be an isotropic random vector having an uncon-
ditional distribution and satisfying
(1.20) a2,2 := E{y2jy2k} = n−2 +O(n−3), j 6= k, κ4 := E{y4j} − 3a2,2 = O(n−2).
Consider the random matrix Mn of (1.1) in which m and n satisfy (1.5), {yα}mα=1
are i.i.d. random vectors satisfying (1.20) and {τα}mα=1 are non-negative real num-
bers with the limiting counting distribution σ (1.4) having a finite fourth moment:
(1.21) m4 :=
∫ ∞
0
τ4dσ(τ) <∞.
Then we have for all sufficiently large m and n
(1.22) Var{Nn[ϕ]} ≤ C||ϕ||22+δ,
where C is an absolute constant and
(1.23) ||ϕ||22+δ =
∫
(1 + 2|k|)2(2+δ)|ϕ̂(k)|2dk, ϕ̂(k) =
∫
eikxϕ(x)dx.
The proof of the lemma is given in Section 3. It turns out however that the
validity of the CLT, more exactly, its proof in this paper, requires more conditions
on the components of random vectors {yα}mα=1 in (1.1). Namely, we introduce
Definition 1.6. A random isotropic vector y = {yj}nj=1 ∈ Rn is called very
good if its distribution is unconditional, there exist n-independent a, b ∈ R such
that (cf. (1.20))
a2,2 := E{y2j y2k} = n−2 + an−3 + o(n−3), j 6= k, n→∞,(1.24)
κ4 := E{y4j} − 3a2,2 = bn−2 + o(n−2), n→∞,(1.25)
and
(1.26) E{|(Any,y)◦|4} ≤ ||An||4δ˜n, δ˜n = O(n−2), n→∞,
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for any n× n complex matrix An which does not depend on y.
It is easy to check that the vectors y = x/n1/2, where x has i.i.d. components
with even distribution and such that E{x8j} <∞, are very good as well as vectors
uniformly distributed over the unit ball or unit sphere of Rn. For other examples
of very good random vectors of geometric origin see Section 2.
Remark 1.7. Here instead of unconditionality one can assume that y satisfies
condition (2.8) below (like it was assumed in [24]).
Now we are ready to formulate our main result:
Theorem 1.8. Let m and n be positive integers satisfying (1.5), {yα}mα=1 be
i.i.d. very good vectors in the sense of Definition 1.6 and {τα}mα=1 be non-negative
numbers satisfying (1.4) and (1.21). Consider the corresponding random matrix
Mn of (1.1) and a linear statistic Nn[ϕ] (1.14) of its eigenvalues. Assume that
ϕ : R → R, ϕ ∈ H2+δ, δ > 0 (see (1.23)). Then N ◦n [ϕ] of (1.16) converges in
distribution to the Gaussian random variable with zero mean and variance V [ϕ] =
limy↓0 Vy[ϕ], where
Vη[ϕ] =
1
2π2
∫ ∫
ℜ[C(z1, z2)− C(z1, z2)]ϕ(λ1)ϕ(λ2)dλ1dλ2 ,(1.27)
C(z1, z2) =
∂2
∂z1∂z2
(
2 log
∆f
∆z
− (a+ b)f(z1)f(z2)∆z
∆f
)
,(1.28)
with z1,2 = λ1,2 + iη, ∆f = f(z1)− f(z2), ∆z = z1 − z2, and f is given by (1.8).
Remark 1.9. Note that in fact
C(z1, z2) = lim
n→∞
E{γ◦n(z1)γn(z2)},
where γn(z) = Tr(Mn − zIn)−1 and γ◦n = γ◦n −E{γn}.
Remark 1.10. The condition τα ≥ 0, α = 1, ...,m, is a pure technical one, it
can be shown that the results remain valid for τα ∈ R.
Remark 1.11. One can also rewrite Vη[ϕ] in the form
Vη[ϕ] =
1
2π2
∫ ∫
ℜ[L(z1, z2)− L(z1z2)](ϕ(λ1)− ϕ(λ2))2dλ1dλ2
+
(a+ b)c
π2
∫ ∞
0
τ2dσ(τ)
(
ℑ
∫
f ′(z1)
(1 + τf(z1))2
ϕ(λ1)dλ1
)2
,(1.29)
L(z1, z2) =
∂2
∂z1∂z2
log
∆f
∆z
.
In particular, if τα = 1, α = 1, ...,m, then
V [ϕ]|τ=1 = 1
2π2
∫ a+
a−
∫ a+
a−
(△ϕ
△λ
)2
(4c− (λ1 − am)(λ2 − am))dλ1dλ2√
(a+ − λ1)(λ1 − a−)
√
(a+ − λ2)(λ2 − a−)
+
a+ b
4cπ2
(∫ a+
a−
ϕ(µ)
µ− am√
(a+ − µ)(µ− a−)
dµ
)2
,(1.30)
where △ϕ = ϕ(λ1)−ϕ(λ2), a± = (1±√c)2, am = 1+ c. This expression coincides
with that one for the limiting variance of linear eigenvalue statistics of sample
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covariance matrices (see [23]), in which the fourth cumulant of matrix entries is
replaced with a+ b.
The paper is organized as follows. Section 2 presents some facts on the isotropic
random vectors with a log-concave unconditional symmetric distribution. In Section
3 we prove Lemma 1.5. Section 4 presents the proof of our main result, Theorem
1.8. Section 5 contains auxiliary results.
2. Isotropic random vectors with log-concave distribution
Let y ∈ Rn be a random isotropic vector with a log-concave density (see Defini-
tion 1.1). A typical example from convex geometry is vector uniformly distributed
over a convex body in Rn. The study of the concentration of the Euclidean norm of
y around its average is a part of an important branch of high dimensional convex
geometry related to a famous conjecture of Kannan, Lova´sz and Simonovits [18]
(see also the surveys [16, 33]) on the validity of Poincare´ type inequality.
In particular, the so-called thin shell conjecture claims that
P {| ||y|| − 1| > t} ≤ 2 exp(−ct√n)
where c > 0 is a universal constant. A weaker conjecture, known as the variance
conjecture, claims that
(2.1) Var{||y||2} ≤ C/n,
where C is a universal constant. The conjecture in full generality is still open.
The first breakthrough was obtained by [12, 19] where the bound
(2.2) Var{||y||2} = o(1), n→∞
was proved. The bound is the basic tool to prove Berry-Esse´en type inequalities for
one-dimensional marginals of y [2, 19, 7] and is sometimes called CLT for convex
bodies. The best known improvement of (2.2) by now is [17]
Var{||y||2} = O(n−1/3), n→∞.
The variance conjecture (2.1) has been proved in certain special cases. Anttila
et al. [2] considered random isotropic vectors uniformly distributed over the unit
ball Bnp of the ℓ
n
p norm in R
n and Wojtaszczyk [34] considered the same setting
for a generalized Orlicz unit ball. Klartag [20] studied vectors with the log-concave
unconditional isotropic distribution (see Definitions 1.1 and 1.4).
While in high dimensional convex geometry one focuses mainly on quantitative
estimates as above, in this paper, we will also need precise asymptotics for mixed
moments of the components of y. This raises new questions in high dimensional
convex geometry, related to general quadratic forms rather than for norms. More
precisely, let An be a n× n complex matrix such that ‖An‖ ≤ 1. It was proved in
[26] that
Var{(Any,y)} = o(1), n→∞.
According to Lemma 1.5, we need the best possible bound, i.e., an analog of (2.1) for
quadratic forms. It is for instance known when y is uniformly distributed over the
unit ball Bnp and follows from the corresponding Poincare´ type estimates [21, 31].
We prove below in Lemma 2.1 that the analog (2.10) is valid for any random vector
with a log-concave unconditional symmetric isotropic distribution.
To prove the CLT (see Theorem 1.8), we will need precise asymptotics for
the mixed moments of components of y (see (1.20) and (1.24) – (1.25)), as well
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as more bounds for quadratic forms (see (1.26)). Given the parameters a2,2 and
κ4, we are considering in fact a sequence of n-dimensional log-concave isotropic
distributions satisfying (1.20) or (1.24) – (1.25). From a geometric point of view,
one may consider a sequence of n-dimensional convex bodies, such as unit balls
of norms, and their uniform distributions (normalized to be isotropic). A natural
example is given by the sequence of the unit balls {Bnp }n∈N for which we check that
(1.20) and (1.24) – (1.25)) are valid with a and b depending only on p (see (2.12)).
As for the general case, we have
Lemma 2.1. If y = (y1, ..., yn) ∈ Rn is an isotropic vector with a log-concave
unconditional symmetric distribution, then it satisfies (1.20) and (1.12) with δn =
O(n−1), n→∞, and (1.26).
Proof. We will use the dimension free Khinchine-Kahane-type inequality by
Bourgain [8] (see also [6]): if Pd is a polynomial of degree d, and y ∈ Rn has a
log-concave distribution, then
(2.3) E{|Pd(y)|q} ≤ C(d, q)E{|Pd(y)|}q ,
where C(d, q) depends only on d and q and does not depend on n. By using (2.3)
and (1.11), we obtain for the fourth moments of coordinates {yj}nj=1 of y:
(2.4) E{|yj|4} ≤ CE{y2j }2 = Cn−2.
If the distribution of y is symmetric, then
(2.5) a2,2 =
1
n− 1E
{ n∑
k=1
y2j y
2
k − y4j
}
=
1
n(n− 1)E{||y||
4} − 1
n− 1E{y
4
j}.
It follows from (2.1) and (1.11) that
(2.6) E{||y||4} = 1 +Var{||y||2} ≤ 1 + C/n.
This and (2.5) yield
(2.7) a2,2 ≤ n−2 + C/n3.
On the other hand E{||y||4} ≥ E{||y||2}2 = 1, which together with (2.4) and (2.5)
lead to a2,2 ≥ n−2 + C′/n3, and we get the first part of (1.20). The second part
follows from the first one and (2.4).
Since for any random y = {yj}nj=1 with unconditional distribution
(2.8) E{yjykypyq} = a2,2(δjkδpq + δjpδkq + δjqδkp) + κ4δjkδjpδjq ,
we have for a symmetric matrix An
Var{(Any,y)} = (a2,2 − n−2)|TrAn|2 + 2a2,2Tr |An|2 + κ4
n∑
j=1
|Anjj |2,(2.9)
where |An|2 = AnA∗n. This and (1.20) lead to
(2.10) Var{(Any,y)} = O(n−1).
In addition, it follows from (2.3)
(2.11) E{|(Any,y)◦|4} ≤ CVar{(Any,y)}2,
which together with (2.10) yield (1.26). 
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Note, however, that not too much is known on isotropic vectors with a log-
concave distribution, which satisfy (1.24) – (1.25), i.e., are very good in the sense
of Definition 1.6. Thus, it could happen that some of them do not satisfy (1.24)
and/or (1.25), for instance the coefficient in front of n−3 and/or the coefficient in
front of n−2 would ”oscillate” in n. This would mean that different subsequences of
vectors can have different coefficients a and b in (1.24) – (1.25). Correspondingly,
different subsequences of characteristic functions of N ◦n [ϕ] would have Gaussian
limits with different variances (1.27) – (1.28). This situation, if it would be the case,
could be compared with that of [28], where it was shown that the limiting forms of
the variance and the probability law of fluctuations of linear eigenvalue statistics
for certain unitary invariant matrix ensembles depend on a sequence nj →∞.
Here are the examples of very good vectors. It was mentioned in the previous
section that the vectors y = n−1/2x, where components {xj}nj=1 of x are i.i.d.
random variables with an even distribution such that E{x2j} = 1, E{x4j} = m4,
E{x8j} <∞ are very good with a2,2 = n−2 and κ4 = n−2(m4 − 3), thus a = 0 and
b = m4 − 3 in (1.24) – (1.25). Note that in this case Lemma 2.1 is valid without
the assumption of log-concave distribution of y.
It can also be shown that the vectors uniformly distributed over the Euclidean
unit ball in Rn are also very good. Let us consider a more general case, where x is
uniformly distributed over the unit ball
Bnp =
{
x ∈ Rn : ||x||p =
( n∑
j=1
|xj |p
)1/p ≤ 1}
of the space lnp . According to [5], we have
EBnp {f} : =
1
|Bnp |
∫
Bnp
f(x)dx
=
1
(2Γ(1 + 1/p))n
∫ ∞
0
dte−t
∫
Rn
dxe−||x||
p
pf(x(||x||pp + t)−1/p).
This allows us to calculate the moments of x and to show that the vector
y =
(
1
n
B(1/p, 2/p)
B(n/p+ 1, 2/p)
)1/2
x,
where B is the β-function, is isotropic and satisfies (1.24) – (1.25) with
(2.12) a = −8
p
, b =
Γ(1/p)Γ(5/p)
Γ(3/p)2
− 3.
3. Proof of Lemma 1.5
We will essentially follow the scheme proposed in [30], which is based on two
main ingredients. The first is an inequality that allows us to transform bounds
for the variances of the trace of resolvent of a random matrix into bounds for the
variances of linear eigenvalue statistics with a sufficiently smooth test function:
Proposition 3.1. Let Mn be an n × n random matrix and Nn[ϕ] be a linear
statistic of its eigenvalues (see (1.14)). Then we have for any s > 0
(3.1) Var{Nn[ϕ]} ≤ Cs||ϕ||2s
∫ ∞
0
dηe−ηη2s−1
∫ ∞
−∞
Var{γn(λ+ iη)}dλ,
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where Cs depends only on s, ||ϕ||s is defined in (1.23), G(z) = (Mn − z)−1 is the
resolvent of Mn and
(3.2) γn(z) = TrG(z).
The second ingredient of the scheme of [30] is an improved version of the
martingale approach, providing the boundVar{γn(z)} ≤ C(z) instead of the bound
Var{γn(z)} ≤ C(z)n (see e.g. [29], Theorem 19.1.6). Using this version, we prove
Lemma 3.2. Consider matrix Mn of (1.1), where {yα}mnα=1 are i.i.d. random
isotropic vectors having an unconditional distribution and satisfying (1.20), and
{τα}mnα=1 are non-negative numbers satisfying (1.4) and (1.21). Then we have
(3.3) Var{γn(z)} ≤ C|ℑz|−6,
and also ∀ε ∈ (0, 1/2]
(3.4) Var{γn(z)} ≤ C
n|ℑz|4
m∑
α=1
(τα(|ℑz|+ τα))3/2+εE{n−1Tr |Gα(z)|2(1/2+ε)},
where C does not depend on n and z, |Gα|2 = GαGα∗, and
(3.5) Gα(z) = G(z)|τα=0.
If {yα}mnα=1 are i.i.d. very good vectors in the sense of Definition 1.6, then addi-
tionally
(3.6) E{|γn(z)◦|4} ≤ C|z|4|ℑz|−12,
Proof. Given an integer α ∈ [1,m], denote E≤α and Eα the expectation with
respect to {y1, ...,yα} and yα, so that for any random variable ξ, depending on
{yα}mα=1 we have E≤0 = ξ, E≤m = E{ξ} and
ξ −E{ξ} =
m∑
α=1
(E≤α−1{ξ} −E≤α{ξ}).
By using the definition of E≤α and the above identity it is easy to find that
(3.7) Var{ξ} =
m∑
α=1
E{|E≤α−1{ξ} −E≤α{ξ}|2}.
Denote also
(3.8) Mαn =Mn|τα=0, γαn (z) = TrGα(z), ξ◦α = ξ −Eα{ξ},
where Gα(z) is defined in (3.5). Applying (3.7) to ξ = γn (see (3.2)) and using the
Schwarz inequality, we get
(3.9) Var{γn} ≤
m∑
α=1
E{|(γn)◦α|2}.
Furthermore, since Mn −Mαn = ταLα is the rank one matrix (see (1.1) and (3.8)),
we can write the formula
(3.10) G−Gα = − ταG
αLαG
α
1 + τα(Gαyα,yα)
,
implying for γn and γ
α
n of (3.5) and (3.8)
(3.11) γn − γαn = −
τα((G
α)2yα,yα)
1 + τα(Gαyα,yα)
= −Bαn
Aαn
,
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where
Aαn = 1 + τα(G
αyα,yα),(3.12)
Bαn =
d
dz
Aαn = τα((G
α)2yα,yα).(3.13)
It follows from the spectral theorem for real symmetric matrices that there exists
a non-negative measure mα such that
(3.14) (Gαyα,yα) =
∫ ∞
0
mα(dλ)
λ− z .
This and (3.12) – (3.13) yield
(3.15) |Aα| ≥ |ℑAα| = τα|ℑ(Gαyα,yα))| = τα|ℑz|
∫ ∞
0
mα(dλ)
|λ − z|2 ,
and
(3.16) |Bα| ≤ |τα|
∫ ∞
0
mα(dλ)
|λ − z|2 ,
implying
(3.17) |Bαn/Aαn| ≤ 1/|ℑz|.
This and the identity
(3.18)
1
A
=
1
E{A} −
A◦
AE{A} , A
◦ = A−E{A},
allows us to write
E{|(γn)◦α|2} = E{|γn − γαn −Eα{γn − γαn}|2}
≤ E
{∣∣∣Bαn
Aαn
− Eα{Bαn}
Eα{Aαn}
∣∣∣2} = E{∣∣∣ (Bαn)◦α
Eα{Aαn} −
Bαn
Aαn
· (Aαn)
◦
α
Eα{Aαn}
∣∣∣2}
≤ 2E
{∣∣∣ (Bαn)◦α
Eα{Aαn}
∣∣∣2}+ 2|ℑz|2E{∣∣∣ (Aαn)◦αEα{Aαn}
∣∣∣2}.(3.19)
Let us estimate the second term on the r.h.s. of (3.19). Since (Aαn)
◦
α =
τα(G
αyα,yα)
◦
α, then in view of definitions of (1.20)
1
τ2α
Eα{|(Aαn)◦α|2} =
(
a2,2 − 1
n2
)|TrGα|2 + 2a2,2Tr |Gα|2 + κ4 n∑
j=1
|Gαjj |2.(3.20)
This, (1.20) and the bound ||Gα|| ≤ |ℑz|−1 yield
E{|(Aαn)◦α|2} ≤
Cτ2α
n2
Tr |Gα|2,(3.21)
E{|(Bαn)◦α|2} ≤
Cτ2α
n2
Tr |Gα|4 ≤ Cτ
2
α
n2|ℑz|2 Tr |G
α|2.(3.22)
It follows then from (3.9), (3.19), and (3.21) – (3.22) that
(3.23) Var{γn(z)} ≤ C
n|ℑz|2
m∑
α=1
τ2αE
{n−1Tr |Gα(z)|2
|Eα{Aαn}|2
}
.
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Let Nαn be the normalized counting measure of M
α
n . Then we have in view of (3.8),
(cf. (3.14))
(3.24) γαn (z) =
∫ ∞
0
Nαn (dλ)
λ− z .
In addition, (1.11) and (3.8) imply
(3.25) Eα{Aαn} = 1 + ταn−1γαn .
This and an argument similar to that leading to (3.17) yield
(3.26)
n−1Tr |Gα|2
|Eα{Aαn}| ≤
1
τα|ℑz| .
It also follows from (3.10) that
(3.27) A−1αn = 1 + τα(Gyα,yα)
implying, together with (1.11) and the Jensen inequality
(3.28) |Eα{Aαn}|−1 ≤ Eα{|Aαn|−1} ≤ 1 + τα|ℑz|−1.
Now (3.23), (3.28), and (1.21) yield (3.3).
Applying (3.26), (3.28) and Jensen inequality again, we get
n−1Tr |Gα(z)|2
|Eα{Aαn}|2 =
1
|Eα{Aαn}|3/2+ε
( Tr |Gα(z)|2
n|Eα{Aαn}|
)1/2−ε
(n−1Tr |Gα(z)|2)1/2+ε
≤ (1 + τα|ℑz|−1)3/2+ε(τα|ℑz|)−1/2+ε · n−1Tr |Gα(z)|2(1/2+ε),
This and (3.23) lead to (3.4).
To prove (3.6) we will use an analog of (3.7) for the 4th moment of γ◦n =
γn−E{γn} (se e.g. [11] and [29], Section 18.1.2), which together with an argument
analogous to that leading to (3.19), yields
E{|γ◦n|4} ≤ m
m∑
α=1
E{|(γn)◦α|4}
≤ Cm
m∑
α=1
E
{∣∣∣ (Bαn)◦α
Eα{Aαn}
∣∣∣4}+ 1|ℑz|4E{∣∣∣ (Aαn)◦αEα{Aαn}
∣∣∣4},(3.29)
where (see (1.26))
(3.30) Eα{|(Aαn)◦α|4} ≤ τ4α|/ℑz|4n2, Eα{|(Bαn)◦α|4} ≤ τ4α|/ℑz|8n2.
Since the matrix Mn with non-negative τα, α = 1, ...,m is positive definite, it
follows from (3.14) that
ℑ(z(Gαyα,yα)) = ℑ
∫ ∞
0
λmα(dλ)
λ− z = ℑz ·
∫ ∞
0
λmα(dλ)
|λ− z|2 .
This yields the inequality ℑz · ℑ(z(Gαyα,yα)) ≥ 0, so that
(3.31) |Aαn|−1 ≤
∣∣∣ zℑz + ταℑ(z(Gαyα,yα))
∣∣∣ ≤ |z||ℑz|−1,
and by the Jensen inequality
(3.32) |Eα{Aαn}|−1 ≤ |z||ℑz|−1.
Now (3.6) follows from (3.29) – (3.30) and (3.32). 
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Proof of Lemma 1.5. It follows from (3.1) and (3.4) that
Var{Nn[ϕ]} ≤ C′s||ϕ||2s
∫ ∞
0
dηe−ηη2s−5
1
n
m∑
α=1
(τα(η + τα))
3/2+ε
×
∫ ∞
−∞
E{n−1Tr |(Gα(z)|1+2ε}dλ,(3.33)
and we have for z = λ+ iη (cf. (3.24))∫ ∞
−∞
E{n−1Tr|Gα(z)|1+2ε)}dλ =
∫ ∞
0
E{Nαn (dλ)}
∫ ∞
−∞
dµ
((λ− µ)2 + η2)1/2+ε ≤
C
η2ε
.
Thus, for any s = 2 + δ δ > ε, the integral over η in (3.33) converges. Lemma 1.5
is proved.
4. Proof of Theorem 1.8
It suffices to show that if
(4.1) Zn(x) = E{en(x)}, en(x) = eixN◦n [ϕ],
then we have uniformly in |x| ≤ C
(4.2) lim
n→∞
Zn(x) = exp{−x2V [ϕ]/2}
with V [ϕ] of (1.27). Define for any test-functions ϕ ∈ H2+δ
(4.3) ϕy = Py ∗ ϕ,
where Py is the Poisson kernel
(4.4) Py(x) =
y
π(x2 + y2)
,
and ”∗” denotes the convolution. We have
(4.5) lim
y↓0
||ϕ− ϕy ||2+δ = 0.
Denote for the moment the characteristic function (4.1) by Zn[ϕ], to make explicit
its dependence on the test function. We have then for any converging subsequence
{Znj [ϕ]}∞j=1
lim
nj→∞
Znj [ϕ] = lim
y↓0
lim
nj→∞
(Znj [ϕ]− Znj [ϕy]) + lim
y↓0
lim
nj→∞
Znj [ϕy ].
Since by (1.22) and (4.5)
|Znj [ϕ]− Znj [ϕy ]| ≤ |x|Var{Nnj [ϕ]−Nnj [ϕy]}1/2 ≤ C|x|||ϕ − ϕy||2+δ→0,
as y ↓ 0, then
(4.6) lim
nj→∞
Znj [ϕ] = lim
y↓0
lim
nj→∞
Znj [ϕy].
Hence it suffices to find the limit of Zyn := Zn[ϕy] = E{ey,n(x)} with ey,n(x) =
eixN
◦
n [ϕy ], as n→∞.
It follows from (4.3) – (4.4) that
(4.7) Nn[ϕy ] = 1
π
∫
ϕ(µ)ℑγn(z)dµ, z = µ+ iy.
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This allows us to write
(4.8)
d
dx
Zyn(x) =
1
2π
∫
ϕ(µ)(Yn(z, x)− Yn(z, x))dµ,
where Yn(z, x) = E{γn(z)e◦yn(x)}. Now the first bound in (3.6) yields
|Yn(z, x)| ≤ 2Var{γn(z)}1/2 ≤ C|ℑz|−6.
This and the dominated convergence theorem imply that if ϕ ∈ L1, then the limit
of the integral in (4.8) as n → ∞ can be obtained from that of Yn for any fixed
non-real z.
We have from the resolvent identity and (3.2)
γn(z) = −n
z
+
1
z
TrMnG(z) =
−n+m
z
− 1
z
m∑
α=1
A−1αn(z),
where Aαn is defined in (3.12). This implies
Yn(z, x) = −1
z
m∑
α=1
E{A−1αn(z)(eαn(x))◦} −
1
z
m∑
α=1
E{A−1αn(z)(en(x)− eαn(x))◦}
=: T
(n)
1 + T
(n)
2 .(4.9)
Iterating (3.18) three times, we get for T
(n)
1 of (4.9):
T
(n)
1 =
1
z
m∑
α=1
E{A◦αn(z)(eαyn(x))◦}
E{Aαn(z)}2 −
1
z
m∑
α=1
E{(A◦αn(z))2(eαyn(x))◦}
E{Aαn(z)}3
+
1
z
m∑
α=1
E{(A◦αn(z))3A−1αn(z)(eαyn(x))◦}
E{Aαn(z)}3 =: T
(n)
11 − T (n)12 + T (n)13 .(4.10)
It follows from (5.3) and (3.31) – (3.32) that
T
(n)
13 = O(n
−1/2), n→∞.(4.11)
Consider now T
(n)
11 . Since e
α
yn does not depend on yα, (3.25) implies
E{Aαn(z)(eαyn(x))◦} = E{Eα{Aαn(z)}(eαyn(x))◦}
= ταn
−1E{γαn (z)(eαyn(x))◦} = ταn−1Yn(z, x) +Rn,(4.12)
where Rn = ταn
−1E{γαn (eαyn)◦−γne◦yn}. Applying consequently (4.7), the Schwarz
inequality and then (3.3), (5.2) and (4.3), we get
τ−1α n|Rn| ≤ 2E{|(γn − γαn )◦(z)|}+
|x|
π
∫
|ϕ(λ2)|E{|γ◦n(z)||(γn − γαn )◦(z2)|}dλ2
≤ Czταn−1/2.(4.13)
Here and below we denote by Cz any positive quantity depending only on |ℑz| and
|z|. It follows then from (4.12) – (4.13) that
E{Aαn(z)(eαn(x))◦} = ταn−1Yn(z, x) +O(n−3/2).
Plugging this and (5.4) in T
(n)
11 of (4.10), we get
T
(n)
11 = Yn(z, x)
1
nz
m∑
α=1
τα
(1 + ταf(z))2
+ o(1), n→∞,
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and by (1.4) and (1.5)
T
(n)
11 = Yn(z, x)
c
z
∫ ∞
0
τdσ(τ)
(1 + τf(z))2
+ o(1), n→∞.(4.14)
Next, it follows from (5.7) – (5.8), the Schwarz inequality and (5.5) that
|E{(A◦αn)2(eαyn)◦}| = |E{Eα{((Aαn)◦α)2}(eαyn)◦}+ τ2αn−2E{((γαn )◦)2(eαyn)◦}|
= o(n−1),(4.15)
hence,
T
(n)
12 = o(1), n→∞.(4.16)
Now (4.11), (4.14) and (4.16) yield for T
(n)
1 of (4.10):
T
(n)
1 = Yn(z, x)
c
z
∫ ∞
0
τdσ(τ)
(1 + τf(z))2
+ o(1), n→∞.(4.17)
Consider T
(n)
2 of (4.9). Since by (4.7)
eyn − eαyn =
ixeαyn
π
∫
ϕ(λ1)ℑ(γn − γαn )◦(z1)dλ1
+O
(∣∣∣ ∫ ϕ(λ)ℑ(γn − γαn )◦(z1)dλ1∣∣∣2),
then in view of (3.11)
E{A−1αn(z)(eyn − eαyn)◦(x)} =
ix
π
∫
ϕ(λ1)E{eαyn(x)(A−1αn)◦(z)ℑ(BαnA−1αn)◦(z1)}dλ1
+
∫ ∫
O(R(1)n )ϕ(λ1)ϕ(λ2)dλ1dλ2,(4.18)
where
R(1)n = E{(A−1αn)◦(z)ℑ(BαnA−1αn)◦(z1)ℑ(BαnA−1αn)◦(zν)}.
Applying (3.18) to A−1αn(z), A
−1
αn(z1), A
−1
αn(z2), we get
E{(A−1αn)◦(z)(BαnA−1αn)◦(z1)(BαnA−1αn)◦(z2)}
=
E{(A◦αnA−1αn)◦(z)(Bαn −A◦αnA−1αnBαn)◦(z1)(Bαn −A◦αnA−1αnBαn)◦(z2)}
E{Aαn(z)}E{Aαn(z1)}E{Aαn(z2)} .
This and (5.3) yield
R(1)n = O(n
−1/2), n→∞.(4.19)
Similarly, iterating twice (3.18), applying (5.3) and (5.5) and taking into account
that only linear terms in A◦αn and B
◦
αn give non-vanishing contribution, we get
E{eαyn(x)(A−1αn)◦(z)(BαnA−1αn)◦(z1)}
= −E{e
α
yn(x)A
◦
αn(z)B
◦
αn(z1)}
E{Aαn(z)}2E{Aαn(z1)} +
E{eαyn(x)A◦αn(z)A◦αn(z1)Bαn(z1)}
E{Aαn(z)}2E{Aαn(z1)}2 +O(n
−3/2)
= E{eαyn(x)}
[
− E{A
◦
αn(z)B
◦
αn(z1)}
E{Aαn(z)}2E{Aαn(z1)}
+
E{A◦αn(z)A◦αn(z1)}E{Bαn(z1)}
E{Aαn(z)}2E{Aαn(z1)}2
]
+O(n−3/2).
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This, the bound |Zyn −E{eαyn}| = O(n−1/2) (cf. (4.13)), and (3.13) imply
E{eαyn(x)(A−1αn)◦(z)(BαnA−1αn)◦(z1)}
= −Zyn(x) 1
E{Aαn(z)}2
∂
∂z1
E{A◦αn(z)A◦αn(z1)}
E{Aαn(z1)} +O(n
−3/2)
= −Zyn(x) τ
2
αD(z, z1)
(1 + ταf(z))2
+O(n−3/2),(4.20)
where
Dτα(z, z1) =
∂
∂z1
2∆f/∆z + (a+ b)f(z)f(z1)
1 + ταf(z1)
,(4.21)
and we used (5.4) and (5.6). Plugging (4.19) – (4.21) in (4.18) and applying (1.4)
– (1.5), we get for T
(n)
2 of (4.9):
T
(n)
2 = −
xZyn(x)
2πz
∫
dλ1ϕ(λ1) c
∫ ∞
0
τ2dσ(τ)
(1 + τf(z))2
[Dτ (z, z1)−Dτ (z, z1)] + o(1).
This and (4.9) – (4.10) yield
Yn(z, x) =
(
c
∫ ∞
0
τdσ(τ)
(1 + τf(z))2
− z
)−1
× xZyn(x)
2π
∫
dλ1ϕ(λ1) c
∫ ∞
0
τ2dσ(τ)
(1 + τf(z))2
[Dτ (z, z1)−Dτ (z, z1)] + o(1),
and after some calculations based on (1.7) we finally get
Yn(z, x) =
xZyn(x)
2π
∫
dλ1ϕ(λ1) [C(z, z1)− C(z, z1)] + o(1),(4.22)
where C(z, z1) is defined in (1.28). Now it follows from (4.8) and (4.22) that
d
dx
Zyn(x) = −xVy[ϕ]Zyn(x) + o(1),(4.23)
where Vy[ϕ] is given in (1.27). If we consider Z˜yn(x) = e
x2Vy [ϕ]Zyn(x), then (4.23)
yields
dZ˜yn(x)/dx = o(1), n→∞
for any |x| ≤ C, and since Z˜yn(0) = Zyn(0) = 1, we obtain Z˜yn(x) = 1 + o(1)
uniformly in |x| ≤ C. Hence,
lim
n→∞
Zyn(x) = exp{−x2Vy[ϕ]}.
Now we take into account (4.6), allowing us to pass to the limit y ↓ 0, and obtain
(1.27). The theorem is proved.
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5. Auxiliary results
Lemma 5.1. Under conditions of Theorem 1.8 we have:
(i) lim
n→∞
E{n−1γαn} = f, |γn − γαn | = O(1), n→∞,(5.1)
(ii) Var{γn − γαn} = O(n−1), n→∞,(5.2)
(iii) E{|A◦αn|p} ≤
Cτpα
np/2|ℑz|p , E{|B
◦
αn|p} ≤
Cτpα
np/2|ℑz|2p , p = 1, 2, 3, 4,(5.3)
(iv) E{Aαn}−1 = (1 + ταf)−1 + o(1), n→∞,(5.4)
(v) Var{nEα{A◦αn(z1)Aαn(z2)}} = o(1), n→∞,(5.5)
(vi) lim
n→∞
τ−2α nE{A◦αn(z1)Aαn(z2)} = (a+ b)f(z1)f(z2) + 2∆f/∆z,(5.6)
where γαn , Aαn, Bαn are defined in (3.8) and (3.12) – (3.13), and f is a unique
solution of (1.8).
Proof. (i) It follows from (3.11) and (3.17) that |γn − γαn | ≤ |ℑz|−1. On the
other hand, Theorem 1.3 implies limn→∞E{n−1γn} = f . This leads to (5.1).
(ii) Consider V = Var{∆γn}, ∆γn = γn − γαn . By (3.11) and (3.18) we have
V = E{∆γn∆γ◦n} = −E{(Bαn/Aαn)∆γ◦n}
= −E{Bαn∆γ◦n}/E{Aαn} −E{A◦αn(Bαn/Aαn)∆γ◦n}/E{Aαn},
and by (3.17), (3.28), the Schwarz inequality, and (3.21) – (3.22)
V ≤ CV 1/2(Var{Bαn}1/2 +Var{Aαn}1/2/|ℑz|) ≤ CV 1/2n−1/2.
This yields (5.2).
(iii) Note that
(5.7) A◦αn = (Aαn)
◦
α + ταn
−1(γα)◦n,
and that (3.3) and (3.6) imply
(5.8) Var{γαn}, E{|(γαn )◦|4} = O(1), n→∞.
This allows us to replace A◦αn by (Aαn)
◦
α as n → ∞ (see e.g. (4.15)). In view of
(3.21) and (5.7) – (5.8) we have
(5.9) E{|A◦αn|2} = E{|(Aαn)◦α|2}+ τ2αn−2Var{γαn} = O(n−1).
This yields (5.3) for p = 2. Similarly, (5.3) for p = 3, 4 follows from (1.26) and (5.7)
– (5.8).
(iv) We have E{Aαn}−1 = (1 + ταf)−1 + rn, where
rn = τα(f −E{n−1γαn})E{Aαn}−1(1 + ταf)−1.
The bound |(1 + ταf)−1| ≤ |z/ℑz|, (3.32) and (5.1) imply rn = o(1), hence (5.4).
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(v) It follows from (2.8) – (2.9) and (1.24) – (1.25) that
nτ−2α Eα{(Aαn)◦α(z1)Aαn(z2)} = n
[
(a2,2 − n−2)TrGα(z1)TrGα(z2)
(5.10)
+ 2a2,2TrG
α(z1)G
α(z2) + κ4
n∑
j=1
Gαjj(z1)G
α
jj(z2)
]
= an−2γαn (z1)γ
α
n (z2) + 2n
−1 γ
α
n (z1)− γαn (z2)
z1 − z2 + bg
α
n(z1, z2) +O(n
−1),
where gαn is defined in (5.19) (see Lemma 5.2). Now (5.5) follows from (5.8) – (5.9)
and (5.13).
(vi) The relation (5.6) follows from (5.1), (5.10) and (5.12). 
Lemma 5.2. Consider
(5.11) gn(z1, z2) = n
−1
n∑
j=1
Gjj(z1)Gjj(z2).
Then under conditions of Theorem 1.8 we have as n→∞
E{gn(z1, z2)} = f(z1)f(z2) + o(1),(5.12)
Var{gn(z1, z2)} = o(1),(5.13)
where f is given by (1.8).
Proof. Since by the resolvent identity
Gjj(z1) = − 1
z1
+
1
z1
(MG)jj(z1) = − 1
z1
+
1
z1
m∑
α=1
ταyαj(Gyα)j(z1),
then
E{gn(z1, z2)} = −E{n
−1γn(z2)}
z1
+
m,n∑
α,j=1
ταE{yαj(Gyα)j(z1)Gjj(z2)}
nz1
.(5.14)
It follows from (3.10) that (Gyα)j = A
−1
αn(G
αyα)j , Gjj = G
α
jj − ταA−1αn(Gαyα)2j ,
where Aαn is defined in (3.12). Applying (3.18), we obtain
E{yαj(Gyα)j(z1)Gjj(z2)} = E{yαj(A−1αn(Gαyα)j)(z1)Gαjj(z2)}
(5.15)
− ταE{yαj(A−1αn(Gαyα)j)(z1)(A−1αn(Gαyα)2j)(z2)}
= E{Aαn(z1)}−1E{Eα{yαj(Gαyα)j(z1)}Gαjj(z2)}+ rn,
where
rn =
E{yαj(A◦αnA−1αn(Gαyα)j)(z1)Gαjj(z2)}
E{Aαn(z1)}
(5.16)
− E{yαj((1 +A
◦
αnA
−1
αn)(G
αyα)j)(z1)((1 +A
◦
αnA
−1
αn)
−1(Gαyα)
2
j )(z2)}
E{Aαn(z1)}E{Aαn(z2)} .
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Since |(Gαyα)j | ≤ |ℑz|−2||yα||2, then by the Schwarz inequality, (5.3), and (1.24)
the first term in the r.h.s. of (5.16) is less than
CVar{Aαn}1/2E{y2αj|(Gαyα)j |2} = O(n−3/2).
By the same reason, all the terms in the numerator of the second term on the r.h.s.
of (5.16), which contain A◦αn are of the order O(n
−3/2). For the only term that
does not contain A◦αn we have
E{yαj(Gαyα)j(z1)(Gαyα)2j(z2)} =
n∑
p,q,s=1
Gαjp(z1)G
α
jq(z2)G
α
js(z2)E{yαjyαpyαqyαs}
= 3a2,2G
α
jj(G
αGα)jj + κ4G
α
jjG
α
jjG
α
jj = O(n
−2),
where we used (2.8) and (1.20). Hence
(5.17) rn = O(n
−3/2), n→∞.
Besides, it follows from (1.11) that
(5.18) Eα{yαj(Gα(z1)yα)j} = n−1Gαjj(z1).
Plugging (5.17) – (5.18) in (5.15) and then in (5.14), we get
E{gn(z1, z2)} = − 1
z1
f(z2) +
1
n2z1
m,n∑
α,j=1
ταE{gαn(z1, z2)}
1 + ταf(z1)
+ o(1), n→∞,
where
(5.19) gαn(z1, z2) = n
−1
n∑
j=1
Gαjj(z1)G
α
jj(z2),
and we took into account (5.1), (5.4). Using the argument similar to that leading
to (5.17), we obtain E{gn − gαn} = o(1), n→∞. This and (1.4) show that
lim
n→∞
E{gn(z1, z2)} =
(
c
∫
τdσ(τ)
1 + τf(z1)
− z1
)−1
f(z2) = f(z1)f(z2),
and we get (5.12). The proof of (5.13) follows the scheme of proof in Lemma 3.2. 
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