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ABSTRACT
Wecomparelikelihoodfunctionsofdifferenttime-discrete
stochasticmodelingapproacheswhicharecommonlyused
to capture stochastic effects in biological network models.
We proposeto classify theseapproachesintothree groups,
according to the interpretation of the origin of stochas-
ticity. General expressions for likelihoods are developed,
and a comparison of those across the groups is provided.
This framework suggests a method for noise separation in
biological systems.
1. INTRODUCTION
Different stochastic modeling approaches have been used
for cellular networks to describe variations across exper-
iments or across different cells. These approaches range
fromrandomBooleannetworks[1], Bayesiananddynamic
Bayesian networks [2, 3] to stochastic differential equa-
tions [4]. Here we provide a general scheme for time-
discrete stochastic network models in Chapter 2. Mod-
els are grouped according to their underlying indepen-
dence assumptions, which are related to the interpretation
of the origin of stochasticity. Models in the ﬁrst group
describe the behavior of the network stochastically, and
states can directly be observed. This class is called in-
trinsic noise models and here exemplarily represented by
dynamic Bayesian networks (Subsection 2.1). The sec-
ond group, measurement error models, assumes that the
system evolvesdeterministically,but observationsarecor-
rupted by measurement error. Here, stochasticity is solely
due to the measurement process. This group is introduced
in Subsection 2.2. Finally, the two approaches are com-
bined in a third model class, in which the states of the sys-
tem and observations are different random variables with
distributions determined by intrinsic noise and measure-
ment error, respectively. We focus on general expressions
of likelihoods and provide conditions under which these
are equivalent across the classes. The marginal likelihood
of the combined model class can be used for the separa-
tion of intrinsic noise and measurement error, as shown in
Section 3.
2. METHODS
In stochastic models measurements y are interpreted as
random variates associated with a random variable Y and
probabilitydistributionPY (y|m), whichindicateshowlikely
it is to observe y, given a particular model m of a model
class M. Here we consider a set y = {yt
i} of observa-
tions, for example, concentration measurements of i =
1,...,n cell componentsat times t0,...,tT. Lets assume
for the sake of simplicity this time series to be equidis-
tant, and denote time points by their indices 0,...,T. We
furtherassume the samplespace to bediscrete here1. Usu-
ally, PY (y|m) is assumed to belong to a certain class of
distributions, characterized by a parameter vector θ. The
inverse problem of estimating θ using the data y can be
formulatedasanoptimizationproblemwithobjectivefunc-
tion F(y,θ) which is minimized with respect to θ. Here
we consider the likelihood function Ly(θ) = PY (y|θ) as
such an objective function.
2.1. Intrinsic noise models
We focus on dynamic Bayesian networks (DBN) here,
which belong to the class of time-discrete Markov pro-
cesses described for example in [5]. DBNs are an exten-
sionof(static)Bayesiannetworks(BN),whichareusually
given in terms of a directed acyclic graph (DAG) G(V,E)
with a node set V and an edge set E, togetherwith a prob-
ability distribution PY (y|θ) over random variables Y =
{Y1,...,Yn}. The DAG is a graphical representation of
independencerelations between these componentsYi (see
also [6]) and can be used to write PY (y|θ) as a product of
independent local distributions:
PY (y|θ) =
n Y
i=1
PYi(yi|Par(Yi) = ˆ par(Yi),θi). (1)
Here, Par(Yi) is the parent set of Yi in the graph, that is,
for all Yj ∈ Par(Yi), ej→i ∈ E. The local distribution
1Results can easily be extended for continuous variables by using
density functions instead of probability distributions, and by replacing
sums with respective integrals.Y1
Y2
Y3
Figure 1. DAG of a Bayesian network. Nodes are random
variables, and the graph structure indicates independence
relations (equation (3)).
Figure2. Afeedbackloop(left)andtherespectiveDAGof
aDBN(right). Theloopis unrolledbythetimeresolution.
is the conditional distribution of a node given the values
ˆ par(Yi) of its parent nodes. An example of a BN’s DAG
is given in Figure 1. Its joint distribution is written as
PY (y|θ) (2)
= PY1(y1|θ1)PY2(y2|y1,θ2)PY3(y3|y1,y2,θ3).
Once the DAG structure is given, the inverse problem to
estimate θ can be decomposed into estimating the param-
eters of the local distributions. The decomposition of the
joint distribution into the local ones is only well-deﬁned
for acyclic graph structures. Thus feedback circuits can-
not properlybe includedin a simple way. In order to over-
come this problem, DBNs were suggested by [2]. Here,
the random variables are time series Y = {Y t
i }, and vari-
ates yt
i depend on the values of the parents of Yi at a pre-
vious time point t − 1, leading to
PY (y|θ)
=
n Y
i=1
pY 0
i (y0
i)
T Y
t=1
PY t
i (yt
i| ˆ par
t−1(Yi),θi), (3)
where we use homogeneous(time-independent)transition
kernels, and ˆ par
t−1(Yi) are the values of parent nodes at
time t−1. Such a resolution in time leads to a DAG with-
out cycles independent of the existence of cycles in the
original network (Figure 2). Note that the joint distribu-
tion (3) was constructed using two independence assump-
tions: First, the relations encoded in the (static) DAG, and
second, the Markovian assumption that yt only depends
on yt−1 and not on earlier states.
2.2. Measurement error models
These models distinguish between the states xt
i of the sys-
tem and observations yt
i. In contrast to intrinsic noise
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Figure 3. Independence graph of a measurement error
model. States of the system are determined by an ODE
model, observations are random variates perturbed by
measurement noise.
models, the system itself is assumed to be determinis-
tic, and described for example by an ODE model ˙ xt =
f(xt, ˜ θ) with continuously differentiable vector ﬁeld f ∈
C1 and state parameters ˜ θ. Thus, xt is uniquely deter-
mined given the state xt0 of the system at an arbitrary
time point t0, xt = Φ(xt0,t, ˜ θ). These states cannot di-
rectly be observed, since they are corrupted by measure-
ment error. Hence observations yt
i are random variates
whose probability distribution describes uncertainty that
comesalongwiththe measurementprocess. Assumingin-
dependent measurement errors at all time and for all vari-
ables, the joint probability distribution can be written as
PY (y|θ, ˜ θ) (4)
=
n Y
i=1
PY 0
i (y0
i)
T Y
t=1
PY t
i (yt
i|xt
i = Φ(xt0,t, ˜ θ),θi).
This expression cannot directly be used as an objective
function, since we do not know the states x of the system.
In the following, we will use the data y for an a priori es-
timation of these states that can be plugged into equation
(5), such that this expression ﬁnally solely depends on y
and can directly be used as an objective function for the
inverse problem. The function Φ can be approximated by
numerical integration. For instance, an Euler approxima-
tion can be applied with time step ∆t that corresponds to
the time between two measurements:
xt = xt−1 + ∆tf(xt−1, ˜ θ) =: F(xt−1, ˜ θ) (5)
Here, xt is a function of the previous state xt−1. The re-
spective independence graph is shown in Figure 3. In-
serting this approximation for Φ and using the empirical
estimate ˆ xt−1 = yt−1 to eliminate the hiddenstates x, the
resulting expression is given by
PY (y|θ, ˜ θ) (6)
=
n Y
i=1
PY 0
i (y
0
i)
T Y
t=1
PY t
i (y
t
i|ˆ x
t
i = F(y
t−1, ˜ θ),θi).
Since trajectories do not intersect, F should be injective,
which ensures the existence of the inverse, provided that
∆t is sufﬁciently small. In this case, the conditional dis-
tribution can also be written as
PY t
i (yt
i|y
t−1
i = F−1(ˆ xt
i, ˜ θ),θ), (7)and PY (y|θ, ˜ θ) is equivalent to (3) in the sense that the
underlying independence graphs are the same. Note that
we can also here use the underlying graph structure to re-
duce the dependenceof Y t
i on part−1(Yi), which was not
explicitly stated here. This approach is, for example, used
in [7]. Thus, the likelihood of a measurement error model
is equivalent to that of a DBN in case that
• the states xt are written as functions of the previous
states xt−1
• the hiddenstates x are eliminated by plugin the em-
pirical estimates ˆ xt−1 = yt−1 into the likelihood.
Theunderlyingindependenceassumptionshave,however,
different interpretations. This becomes evident, for in-
stance, when changing the time step ∆t, which should
imply a change in the intrinsic noise, but should not affect
the measurement error. We remark that in this procedure
the data y are used twice, ﬁrst, for an a priori estimation
of the hidden states x, and second, for the calculation of
the likelihood.
Another possibility is to approximate all states xt by the
initial state x0, for example by starting with x0 and calcu-
lating t Euler steps. This approach is equivalent to mean
squared error estimation in case that measurement error is
described by a Gaussian, PY t
i (yt
i|xt
i,θ) ∼ N(0,σ2) (see
also the discussion in [8]). It is, however,computationally
more expensive than the ﬁrst approach, since it contains
many more integration steps. For a compromise between
both, a method called ’multiple shooting’ was proposed
by [9], in which measurements are divided into intervals,
and each xt in an interval I is expressed as a function
of the ﬁrst state xt
I
0 in this interval. The result is subse-
quently made continuous by respective constraints in the
objective function.
2.3. Combined model class
Now imagine a combination of both models by taking
measurement error and intrinsic noise into account. An
example are hidden Markov models (HMM), in which
states X and observations Y are both random variables.
The dynamic of the states are described by a time-discrete
Markov process,
PX(x|˜ θ) =
n Y
i=1
PX0
i (x0
i)
T Y
t=1
PXt
i(xt
i|x
t−1
i , ˜ θ), (8)
which is superimposed by measurement error (Figure 4).
The joint distribution of X and Y is given by
PXY (x,y|θ, ˜ θ) = PY (y|x,θ)PX(x|˜ θ), (9)
which can further be decoupled by the already introduced
independence assumptions for different measurements,
PY (y|x,θ) =
n Y
i=1
T Y
t=0
PY t
i (yt
i|xt
i,θ) (10)
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Figure 4. Structure of a HMM. States X and observations
Y are randomvariables. Integrationoverthe hiddenstates
X results in a marginal likelihood.
The likelihood function Ly(θ, ˜ θ) is obtained by marginal-
izing over the unknown (hidden) states X,
Ly(θ, ˜ θ) = PY (y|θ, ˜ θ) =
X
X
PX,Y (x,y|θ, ˜ θ)
=
X
X
PY (y|x,θ)PX(x|˜ θ). (11)
Likelihoods of the HMM approach and the intrinsic noise
model are equivalent if the measurement errors disappear,
PY (y|x,θ) = δ(x), (12)
which means, differently speaking, that states can directly
be observed. They are equivalent to measurement noise
modelswhentherespectiveintrinsicnoisedisappears,that
is, when the transition kernel approaches a δ-function:
PXt(x
t|x
t−1, ˜ θ) = δ(F(x
t−1, ˜ θ)). (13)
3. APPLICATION
The likelihood (11) of the combined model can be used
for the separation of intrinsic and measurement noise, as
exemplarily shown on a one-node example in the follow-
ing. We use a model of the form
xt = xt−1 + ηint
y
t = x
t + ηmeas, (14)
with discrete noise parameters ηint and ηmeas given by
ηk =



1 with probability pk
0 with probability 1 − 2pk
−1 with probability pk
(15)
with k = {int,meas}. We denote pint and pmeas with
intrinsic and measurement noise, respectively. Ten time
series with four time points each and equal noises pint =
pmeas = 0.25 were simulated using the lookup method
(Figure 5). The initial state was set to x0 = 0 for each
time series. The states of the system are discrete integers,
which we spread in Figure 5 to make them distinguish-
able. The likelihood function Ly(˜ θ = pint,θ = pmeas)
is shown in Figure 6. It is informative and has its maxi-
mum aroundthe correct values. This result is not obvious,
since two stochastic processes are superimposed, making
an ab initio estimation just by ’looking at the data’ quite
difﬁcult.-3
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Figure 5. Observed time series simulated with model (14)
and pint = pmeas = 0.25
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Figure 6. Likelihood of the time series shown in Figure 5
4. CONCLUSION
Wehavediscussedaclassiﬁcationschemefortime-discrete
stochastic models for biological networks which groups
models accordingto their independenceassumptions used
to factorize the joint probability distribution. Likelihoods
are equivalent under speciﬁc conditions. The framework
was used in Section 3 to separate intrinsic and measure-
ment noise levels in datasets. The true states of the system
cannot directly be observed in the combined model class,
but are corrupted by noise, resulting in a marginal likeli-
hood,where integrationoverthese ’hidden’true states has
to be performed. Although this is computationally highly
demanding, even for small models, we emphasize that in-
tuition by ’looking at the time series’ usually fails when
the model includes hidden variables, as is often the case
in biological studies. Statistical approaches might be ap-
propriate to extract information from the data. This was
demonstrated on a small example, which can in principle
be extended to more advanced models. This might, how-
ever, lead to high-dimensional sums or integrals, which
are computationally very demanding. Thus for practical
applications effective methods such as likelihood-free ap-
proaches [10] are needed.
A challenging question for the future is the effect of feed-
backloopson noiselevels. A ﬁrst intuitionis that negative
feedbackis a noise suppressorandmaintains homeostasis,
whereas positive loops can enhance small transient noise,
turning it to a permanent change, which explains partly
the variability across different species. Thus, we expect
that it is much harder to separate noise levels in feedback
networks.
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