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Abstract—Multi-connectivity (MCo) is considered to be a key
strategy for enabling reliable transmissions and enhanced data
rates in fifth-generation mobile networks, as it provides multiple
links from source to destination. In this work, we quantify
the communication performance of MCo in terms of outage
probability and throughput. For doing so, we establish a simple,
yet accurate analytical framework at high signal-to-noise ratio
(SNR), in which the number of links, the spectral efficiency, the
path loss, and the SNR are incorporated, giving new insights
into the potentials of MCo as compared with single-connectivity
(SCo). These are our main contributions: (1) finding the exact
coding gain of the outage probability for parallel block-fading
channels; (2) quantifying the performance improvement of MCo
over SCo in terms of SNR gain; and (3) comparing optimal and
suboptimal combining algorithms for MCo at the receiver side,
namely joint decoding, selection combining, and maximal-ratio
combining, also in terms of SNR gain. Additionally, we apply
our analytical framework to real field channel measurements and
thereby illustrate the potential of MCo to achieve high reliability
and high data rates in real cellular networks.
Index Terms—Joint decoding, multi-connectivity, outage prob-
ability, parallel fading channels, ultra-reliable low latency com-
munications.
I. INTRODUCTION
Fifth-generation mobile networks (5G) will face several
challenges to cope with emerging application scenarios [2]
in the context of ultra-reliable low latency communications
(URLLC) such as mission critical industrial automation or
communications for vehicular coordination, which require an
extremely high reliability (e.g., frame error rates of 10−9
or 10−5, respectively) while simultaneously providing low
latency (e.g., end-to-end delay of 1 ms). These requirements
pose a massive challenge on the physical layer. In fourth-
generation mobile networks (4G), reliability is obtained by the
hybrid automatic repeat request procedure, which retransmits
erroneously received packets. However, the tight timing con-
straint of URLLC does not endorse multiple retransmissions.
Multi-connectivity (MCo) is a promising tool for boosting
the reliability and capacity of wireless networks [3]. Firstly,
it provides a flexible communication framework that can
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trade diversity for multiplexing via multiple routes to the
destination. Secondly, MCo architectures can use different
carrier frequencies, such that multiple copies of the same
information can, in the best case, be delivered within a single
time slot. However intuitive such a diversity-multiplexing
tradeoff may be, some fundamental questions remain open
regarding the potentials of MCo as compared with single-
connectivity (SCo):
1) Given a target (fixed) spectral efficiency, how much
transmit power can be saved while achieving a same
outage probability at high SNR?
2) Given a target (fixed) outage probability, how much
transmit power can be saved while achieving a same
throughput at high SNR?
3) How those savings vary with the level of the target met-
ric and with the number of connections and topology?
In this work, we answer the above questions by consider-
ing both optimal and suboptimal combining algorithms at
the receiver side. The former is provided by joint decoding
(JD). For the latter, we consider standard diversity-combining
methods, namely maximal-ratio combining (MRC) or selection
combining (SC). To answer the referred questions, we derive
exact integral-form expressions for the outage probability
and throughput of each investigated system setup. More im-
portantly, we obtain corresponding asymptotic, closed-form
expressions at high signal-to-noise-ratio (SNR) that shed light
on the problem, thereby providing the answers we look for.
Next, we briefly describe MCo, the combining algorithms,
and then outline our approach and our contributions.
A. Multi-Connectivity
The MCo concept refers to any system architecture where
users are simultaneously connected via multiple communica-
tion links. With respect to URLLC, it is most desirable to
transmit the same data redundantly (diversity) over indepen-
dent fading channels in a single time slot. Microdiversity [4],
including spatial and frequency diversity, is well suited to
combat small-scale fading, while satisfying the tight latency
constraints. However, microdiversity might not be suitable for
combating large-scale fading, which is created by shadowing
effects. Shadowing is almost independent of the frequency
band, so that frequency diversity proves then ineffective.
Spatial diversity can be used, but the correlation distances for
large-scale fading can be greater than ten or even hundred me-
ters. Thus, macrodiversity [4], where large distances between
antennas exist, proves more appropriate to combat large-scale
fading.
Established principles to obtain independent fading chan-
nels include classical multiple-input multiple-output (MIMO)
2systems [5] (spatial microdiversity) with space-time block
coding, and distributed MIMO systems [5] (spatial macro-
diversity), suitable for single-frequency networks [6]. Alter-
natively, 4G concepts such as carrier aggregation (CA) [7]
and dual connectivity (DC) [8] have been introduced to
make use of multiple so-called component carriers (frequency
microdiversity), provided adjacent channels and sufficient RF
bandwidth transceivers can realize frequency diversity with a
single antenna. According to [9], the small-scale fading of
two signals is approximately uncorrelated if their frequencies
are separated at least by the coherence bandwidth, which
is confirmed, for instance, by measurement results in [10].
The techniques of CA and DC also support non-collocated
deployments (frequency macrodiversity).
B. Combining Algorithms
The system reliability strongly depends on the combining
algorithm used at the receiver side, regardless of the diversity
method. Combining algorithms merge the information received
from multiple inputs (diversity branches) into a single unified
output. The goal is to make use of the redundant information
received from the multiple inputs. There are various combining
algorithms known in literature [11], many of which merge the
received inputs at the symbol level, e.g.,
1) Selection Combining, where the best input in terms of
received SNR is selected, while all other inputs are
discarded, and
2) Maximal-Ratio Combining, where all received inputs are
weighted by their respective SNRs and are coherently
added.
In contrast to SC and MRC, which combine inputs already at
the symbol level, the principle of
3) Joint Decoding is to combine the inputs at the decoder
level, e.g., by iteratively exchanging information be-
tween decoders of each branch.
In addition to the different combining levels, JD differs fun-
damentally from SC and MRC in that the encoders at the
transmitter may produce different channel codewords based
on a joint codebook, while SC and MRC combine received
inputs from the same channel codeword.
C. Related Work
Recently, research on URLLC is emerging considerably,
focusing on the analysis of micro- and macrodiversity and
its impact on reliability. In [12], MCo solutions that utilize
micro- as well as macrodiversity were evaluated in system
simulations to illustrate how the signal-to-interference-plus-
noise ratio and the outage probability can be improved. In [13],
the impairments of correlated fading were evaluated and
the trade-offs between power consumption, link usage, and
outage probability were given. In another work, multi-radio
access-technology architectures were compared regarding their
latency, which is significantly improved by MCo techniques
[14]. For other works on MCo for URLLC, see [3] and the
references therein. The major underlying concepts of MCo
solutions, namely micro- and macrodiversity, have been exten-
sively studied, and their effects on the outage probability are
well understood [4]. However, in the aforementioned studies,
only linear (suboptimal) combining schemes, namely SC and
MRC, have been considered. In particular, the JD scheme,
which is optimum, remains open for investigation. Herein we
help to fill this gap.
Deriving the outage probability of JD for parallel fading
channels has been recognized as a highly challenging problem.
An important result is to evaluate the diversity-multiplexing
tradeoff (DMT) of fading channels. The DMT states that
by doubling the SNR, we get both a decrease in outage
probability by the factor of 2−d(r), yielding an increase in
reliability, and an increase in throughput of r bits per channel
use, i.e., the DMT describes the slope and the pre-log factor
of the outage probability and throughput, respectively, at
infinite SNR. This concept was first proposed by Zheng and
Tse for MIMO channels [15]. The corresponding results for
parallel fading channels can be found in [11]. For finite-
SNR the DMT of MIMO channels was proposed in [16]
under correlated fading. However, the DMT analysis does
not fully characterize the outage probability, and thus is not
suitable to address the fundamental questions formulated at the
beginning of the Introduction. In [17], a tight upper and lower
bound on the outage probability based on the outage exponent
analysis is given but it involves heavy computational efforts
as the results include the incomplete Gamma function and
Meijer’s G-function. In addition, neither the DMT analysis in
[11], [15] nor the outage exponent analysis in [17] considers
macrodiversity.
D. Asymptotic Outage Analysis
We want to find a good performance indicator to evaluate
the reliability of MCo in light of URLLC applications. In fact,
we aim to ultimately derive simple and insightful closed-form
expressions that can be easily used to assess or optimize prac-
tical MCo deployments. To this end, an asymptotic analysis
turns out to be a strong candidate, as it offers a simple yet
in-depth characterization of the system performance’s general
trend. In the literature, the asymptotic outage probability is
given depending on the so-called coding gain GC and diversity
gain d (see, e.g., [18]), as
P˜ out =
(
GC · Γ¯
)−d
,
where Γ¯ is the average received SNR. In this work, we assume
that the gain of MCo over SCo is based on the transmission of
identical information over N parallel block-fading channels.
This setup can be exploited by all the combining algorithms
described beforehand. All three combining algorithms can
achieve the maximum diversity gain [11], i.e., d = N ,
whereas SCo has no diversity gain, i.e., d = 1. But the
combining algorithms differ with respect to the coding gain.
The coding gains of SC and MRC have been studied in various
contexts [19]. However, the exact coding gain of JD has
been unknown so far, since the derivation of the exact outage
probability in closed form is very difficult. Only few bounds
are known, e.g., a lower bound is given in [11, Ch. 9.1.3] based
on rate allocation to the individual fading channels, and lower
and upper bounds based on an outage exponent analysis [17].
3Both works reveal some drawbacks. The lower bound in [11,
Ch. 9.1.3] offers a simple closed-form solution but is not
tight, whereas the lower and upper bounds in [17] are tight
but involve heavy computational efforts as the results include
the incomplete Gamma function and Meijer’s G-function. The
exact solution of the coding gain of JD remains unknown and
likewise the asymptotic outage probability.
More recently, we have evaluated the packet error rate
of MCo by real link-level Monte-Carlo simulations in Wire-
less LAN [20], from which we concluded that i) the asymptotic
packet error rate is a good metric to evaluate the reliability of
MCo for URLLC, ii) the asymptotic outage probability serves
as a good benchmark to evaluate practical implementations,
and iii) the asymptotic outage probability is suitable for link-
level abstraction.
E. Main Contributions of this Work
A convenient way to quantify the performance gain of MCo
over SCo is to evaluate the required transmit power to achieve
a given outage probability and a given spectral efficiency.
Eventually, we are interested in the transmit power reduction
of MCo with respect to SCo, which we refer to as SNR
gain. Based on the SNR gain we can answer the fundamental
questions formulated at the beginning of the Introduction. To
this end, we derive a remarkably simple analytical description
of the asymptotic outage probability P˜ outJD,N for JD depending
on the number of links N , the spectral efficiency Rc, the
average transmit SNRs per link Pi/N0, and the path losses
d−ηi , for i ∈ {1, 2, ..., N}, as
P˜ outJD,N =
AN (Rc)∏N
i=1(Pi/N0)d
−η
i
where
AN (Rc) = (−1)N
(
1− 2Rc · eN (−Rc ln(2))
)
,
with eN(·) being the exponential sum function. The exponent
N of the SNR is the diversity gain and the N th root of the
inverse numerator, i.e., GC,JD = 1/
N
√
AN (Rc), is the coding
gain. To the best of our knowledge, the exact coding gain of
JD for parallel block-fading channels has been unknown so far.
Our approach concentrates on the asymptotic solution, which
is an accurate performance indicator for the operational region
of URLLC applications, as we demonstrate by numerical
examples. Based on the asymptotic outage probability, we
derive the SNR gain of MCo over SCo as
GMCo,SCo =
A1(Rc)
N N
√
AN (Rc)
1
N
√
(P out)
N−1
N
√∏N
i=1 d
−η
i
d−η1
.
This result reveals that the SNR gain of MCo over SCo
increases at a rate of around 3(N − 1)/N dB with respect to
the target spectral efficiency (i.e., per source sample/channel
symbol) and decreases at a rate of 4.3(N − 1)/N · 1/P out dB
with respect to the target outage probability. In addition, we
quantify the performance improvement of JD over SC and
MRC in terms of the SNR gain as
GJD,SC =
A1(Rc)
N
√
AN (Rc)
, and
GJD,MRC =
1
N
√
N !
· A1(Rc)
N
√
AN (Rc)
,
respectively. These results reveal that the SNR gain of JD over
SC and MRC increases at a rate of around 3(N − 1)/N dB
with respect to the target spectral efficiency (i.e., per source
sample/channel symbol), while being insensitive to the target
outage probability.
Finally, we apply our analysis to real field channel mea-
surements and thereby illustrate the potential of MCo in actual
cellular networks to achieve high reliability and throughput.
F. Notation and Terminology
The upper- and lowercase letters are used to denote random
variables (RVs) and their realizations, respectively, unless
stated otherwise. The alphabet set of a RV X with realization
x is denoted by X , and its cardinality, by |X |. The probability
mass function (pmf) and probability density function (pdf)
of the discrete and continuous RV X is denoted by pX(x)
and fX(x), respectively. The pmf and pdf are simply denoted
by p(x) and f(x), respectively, whenever this notation is
unambiguous. Also, Xn and xn represent vectors containing
a temporal sequence of X and x with length n, respectively.
We use t to denote the time index and i to denote a source
index. We define AS = {Ai|i ∈ S} as an indexed series
of random vectors, and AS = {Ai|i ∈ S} as an indexed
series of RVs. In general, a set A contains elements a(·),
as in A = {a1, a2, ..., a|A|}. We define one particular set:
N = {1, 2, ..., N}. For two function f(x) and g(x), the
notation f(x) = Θ(g(x)), means that k1g(x) ≤ f(x) ≤
k2g(x), ∃k1 > 0, ∃k2 > 0, ∃x0, ∀x > x0. We denote the
probability of an event E as Pr[E ], the mutual information
as I(·; ·), the entropy as H(·), the convolution as ∗, the binary
logarithm as ld(·), and the natural logarithm as ln(·).
II. SYSTEM MODEL
A. Multi-Connectivity System Model
We consider a MCo cellular network consisting of a core
network and N base stations (BSi, ∀i ∈ N ) communicating to
a single user equipment (UE). The core network coordinates
the data transmissions to the UE. To ease the notation, only one
link per BS is included in the system model (macrodiversity).
However, a single BS can also establish multiple connections
to the UE (microdiversity). Connections between the core
network and each BS are realized by backhaul links, and
connections between each BS and UE, by wireless links.
By assumption all N wireless links are orthogonal, i.e.,
we consider parallel block-fading channels. The achievable
transmission rate over the ith wireless link depends on its
capacity Ci(Γi) and, thus, on its received SNR Γi. In the
system model, we distinguish between down- and uplink as
follows:
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Fig. 1: System model with a single UE, N base stations, and a core network for (a) the downlink and (b) the uplink.
a) Downlink: The downlink system model, as illustrated
in Fig. 1a, has one binary memoryless source, denoted as
[S(t)]∞t=1, with the k-sample sequence being represented in
vector form as Sk = [S(1), S(2), ..., S(k)]. When appropri-
ate, for simplicity, we shall drop the temporal index of the
sequence, denoting the source merely as S. By assumption
S takes values in a binary set B = {0, 1} with uniform
probabilities, i.e., Pr[S = 0] = Pr[S = 1] = 0.5. Therefore,
the entropy of the sequence is 1/k · H(Sk) = H(S) = 1. At
the core network, the source sequence Sk is encoded to the
transmit sequences Xni , ∀i ∈ N . The ith transmit sequence
is forwarded over the backhaul link to BSi. At each BS the
transmit sequence is then sent to the UE over parallel block-
fading channels. The decoder at the UE retrieves the source
sequence Sk from the received sequences Yni , ∀i ∈ N .
b) Uplink: The uplink system model, as illustrated in
Fig. 1b, is similar to the downlink, except that the source se-
quence is originated from the UE, and the received sequences
Y
n
i , ∀i ∈ N , are decoded at the core network to retrieve the
source sequence Sk. Similar to the downlink, the ith transmit
sequence Xni is sent from the UE to the ith BS over parallel
block-fading channels.
In this work, the down- and uplink system models can be
treated interchangeably, so that all further results are applicable
to both system models.
B. Link Model
As discussed in the Introduction, micro- and macrodiversity
can be achieved by spatial or frequency separation of the
channels. In both cases, it is reasonable to assume that the
channel fading is approximately uncorrelated, which we do in
this study. Furthermore, to cope with the low latency constraint
in URLLC, we consider relatively short encoded sequences.
As a result, the length of an encoded sequence is less than
or equal to the length of a fading block of a block Rayleigh
fading. Moreover, the signals can be transmitted from or to
different BSs, which leads to individual average SNR values.
As argued, we can assume that the sequences Xni , ∀i ∈ N ,
are transmitted (in up- and downlink) over independent chan-
nels undergoing block Rayleigh fading and additive white
Gaussian noise (AWGN) with mean power N0. The pdf of
the received SNR Γi is given by
fΓi(γi) =
1
Γ¯i
exp
(
− γi
Γ¯i
)
, for γi ≥ 0, (1)
with the average SNR Γ¯i being obtained as Γ¯i = (Pi/N0) ·
d−ηi , where Pi is the transmit power per channel, di is the
distance between BSi and the UE, and η is the path loss
exponent. The channel state information is assumed to be
exclusively known at the receiver.
III. PRELIMINARIES AND PROBLEM STATEMENT
The problem investigated in this work can be formulated
as follows: the received channel codewords Yn1 , ...,Y
n
N (cf.
received sequences in Section II-A) must comprise sufficient
information such that the source sequence Sk can be per-
fectly reconstructed. At the core network, for the ith link,
a channel code maps the source sequence Sk to a channel
codeword Xni (cf. transmitted sequence in Section II-A) with
an spectral efficiency Ri,c, measured in source samples per
channel input symbol, associated with the modulation scheme
Ri,M = ld(M), measured in bits per channel input symbol
for a cardinalityM of the channel input symbol alphabet; and
the channel code rate Ri,cod, measured in source samples per
bit; i.e., Ri,c = Ri,M · Ri,cod. In many parts of this work,
for simplicity, we shall assume Ri,c = Rc = k/n, ∀i. As
mentioned before, the transmitter has no knowledge of the
CSI and chooses a fixed spectral efficiency. If and only if the
instantaneous capacity of the parallel fading channels support
the spectral efficiency, the error probability at the receiver side
can be made arbitrarily small [21].
A. Channel Capacity
The instantaneous channel capacity of the MCo system
model depends on the combining algorithm. For SC and MRC
the analysis is based on the gain attained by receiving the
same channel codeword via multiple links, i.e., the channel
codewords are identical: Xn1 = ... = X
n
N = X
n. On the other
hand, for JD the channel codewords transmitted over all links
may be different but based on a joint codebook. The resulting
instantaneous channel capacities are given as follows:
Selection Combining: The instantaneous received SNRs
of each channel are assumed to be known by the receiver.
The received sequence of the subchannel with the maximum
5SNR is selected as combiner output, and the other received
sequences are discarded, so that [11]
CSC (Γ1, ...,ΓN ) = max (I(X
n;Yn1 ), ..., I(X
n;YnN ))
= φ (max (Γ1, ...,ΓN)) (2)
is the complex AWGN channel capacity of SC. Here and
throughout the text, φ(x) = ld(1 + x) represents the instanta-
neous complex AWGN channel capacity.
Maximal-ratio combining: As for SC, the instantaneous
received SNRs of each subchannel is assumed to be known.
The received sequences are scaled to their corresponding SNRs
and coherently added, so that [11]
CMRC (Γ1, ...,ΓN ) = I(X
n;Yn1 , ...,Y
n
L)
= φ
(∑N
i=1
Γi
)
(3)
is the complex AWGN channel capacity of MRC.
Joint Decoding: In contrast to SC and MRC, JD pro-
cesses each received sequence individually until decoding. The
achieved complex AWGN channel capacity is [21]
CJD (Γ1, ...,ΓN ) = I(X
n
1 ;Y
n
1 ) + ...+ I(X
n
N ;Y
n
N )
=
∑N
i=1
φ (Γi) . (4)
B. Outage Formulation
The outage probability is an important concept in fading
channels, which provides a way to characterize the per-
formance of communication systems in non-ergodic fading
scenarios. As N is finite, the parallel fading channel is non-
ergodic, i.e., N is not large enough to average over channel
variations. If the achieved instantaneous channel capacity is
less than the spectral efficiency, an outage event occurs [11].
Thus, the outage probability is given by
P outj,N = Pr [Cj (Γ1, ...,ΓN ) < Rc] (5)
for j ∈ {SC,MRC, JD}. The outage probability for SC and
MRC are well studied, whereas it is very difficult to derive a
tractable exact formula of the outage probability of JD.
IV. OUTAGE PROBABILITIES
In this section, we establish the exact outage probability
of JD in integral form. More importantly, we derive in closed
form a corresponding asymptotic expression for the high-SNR
regime. In addition, we reproduce known bounds on the JD
outage probability given in [11], [17], as well as the exact and
asymptotic outage probabilities of SC and MRC [19], [22],
which we require later on for comparison.
A. Joint Decoding
The outage probability for JD can be calculated as follows:
P outJD,N = Pr [0 ≤ φ(Γ1) + φ(Γ2) + ...+ φ(ΓN ) < Rc] (6)
= Pr [0 ≤ φ(Γ1) < Rc, 0 ≤ φ(Γ2) < Rc − φ(Γ1), ...,
0 ≤ φ(ΓN ) < Rc − φ(Γ1)− φ(Γ2)− ...− φ(ΓN−1)]
(7)
= Pr
[
0 ≤ Γ1 < 2Rc − 1, 0 ≤ Γ2 < 2Rc−φ(Γ1) − 1, ...,
0 ≤ ΓN < 2Rc−φ(Γ1)−φ(Γ2)−...−φ(ΓN−1) − 1
]
(8)
=
∫ 2Rc−1
γ1=0
∫ 2Rc−φ(γ1)−1
γ2=0
...
∫ 2Rc−φ(γ1)−φ(γ2)−...−φ(γN−1)−1
γN=0
f(γ1)f(γ2)...f(γN )dγN ...dγ2dγ1. (9)
The steps are justified as follows: in (6) we substitute the JD
channel capacity in (4) into the outage probability expression
in (5); in (7) the sum constraint is separated into individual
constraints; in (8) the bounds are transformed with φ−1(y) =
2y−1; in (9) the probability of outage is established in integral
form with the assumption that the received SNRs Γi, ∀i ∈ N ,
are independent. The pdf f(γi) is given in (1). Although the
outage expression in (9) cannot be solved in closed form, a
simple asymptotic solution can be derived at high SNR as
P outJD,N ≈
∫ 2Rc−1
γ1=0
∫ 2Rc−φ(γ1)−1
γ2=0
...
∫ 2Rc−φ(γ1)−φ(γ2)−...−φ(γN−1)−1
γN=0
1∏N
i=1 Γ¯i
dγN ...dγ2dγ1 (10)
=
AN (Rc)∏N
i=1 Γ¯i
where (11)
AN (Rc) = (−1)N
(
1− 2Rc · eN (−Rc ln(2))
)
. (12)
Here, eN(x) =
∑N−1
n=0
xn
n! is the exponential sum function.
For more details, we refer to the derivations in Appendix A.
The N th root of the inverse numerator GC,JD = 1/
N
√
AN (Rc)
is commonly termed the coding gain [18]. To our best
knowledge, the coding gain of JD was unknown so far and
constitutes an important original contribution of this work.
In contrast to the asymptotic solution in (11), a lower bound
for (9) is given by [11, Ch. 9.1.3]
P outJD,N ≥ [Pr[0 ≤ φ(Γ) < Rc/N ]]N
=
[
1− exp
(
−A1(Rc/N)
Γ¯
)]N
, (13)
for Γ¯1 = ... = Γ¯N = Γ¯ and A1(Rc/N) = 2
Rc/N − 1. Note
that the lower bound is based on the assumption that an outage
event occurs if the channel capacity of at least one fading
channel cannot support the spectral efficiency Rc/N , i.e., each
fading channel is allocated an equal share of the information.
In [17], based on the outage exponent analysis, a lower and
an upper bound are given by
P outJD,N


≥ P out,lowerJD,N = a exp
(
N
[ (
φ
(
Γ¯
)− Rc/N)E1,1 (Γ¯)
+E1,0
(
Γ¯
)
+ E0(Γ¯)/N + o(N)
])
,
≤ P out,upperJD,N = b exp
(
N
[ (
φ
(
Γ¯
)− Rc/N)E1,1 (Γ¯)
+E1,0
(
Γ¯
)
+ E0(Γ¯)/N + o(N)
])
(14)
where a and b are constants, with a ≤ b. P out,lowerJD,N and P out,upperJD,N
are refereed to as the lower and upper outage exponents,
respectively. The exact reliability functionsE1,1
(
Γ¯
)
, E1,0
(
Γ¯
)
,
and E0
(
Γ¯
)
are given in [17]. According to [17], the outage
6probability differs for Rc/N < Cergodic and Rc/N ≥ Cergodic,
where Cergodic = limN→∞ CJD(Γ1, ...,ΓN )/N = E [φ(1 + Γ)]
is the ergodic capacity. The derivations of (14) are mainly
based on large deviations theory and Meijer’s G-function [23],
[24]. For more details on the outage exponent analysis, please
refer to [17].
In contrast to the bounds in (13) and (14), our asymptotic
solution in (11) offers a simple, yet accurate solution at high
SNR. The outage exponent analysis in (14) can achieve tight
bounds on the outage probability, but the calculations involve
the incomplete Gamma function and Meijer’s G-function,
which makes any further analytical derivations on the SNR
gain, DMT, and throughput rather involved. As [17] did not
explicitly considered the properties of the asymptotic outage
probability, the exact solution of the coding gain remained
unknown. The lower bound in (13) is a simple solution,
but not tight, as we show later on. On the other hand,
our asymptotic solution in (11) offers a remarkable simple
asymptotical description of the outage probability at high SNR.
Especially for URLLC, high-SNR results are well suited, as
we are interested in frame error rates below 10−5. Note that,
more generally than (13) and (14), our solution also allows
for different average SNRs, which is of practical relevance, if
the signals are transmitted from or to different BSs. We detail
this comparison via numerical examples in Section IX.
B. Linear Combining
The outage probability for SC can be derived as follows [19,
(2.42)]:
P outSC,N = Pr [0 ≤ φ(max (Γ1, ...,ΓN)) < Rc] (15)
=
∏N
i=1
∫ 2Rc−1
γi=0
f(γi)dγi (16)
=
∏N
i=1
(
1− exp
(
− A1(Rc)
Γ¯i
))
, (17)
with A1(Rc) = 2
Rc − 1. The steps are justified as follows:
in (15) we substitute the SC channel capacity in (2) into
the outage probability expression in (5); (16) follows similar
arguments as in (6), (8), and (9), respectively, and the multiple
integral can be rewritten as the product of single integrals,
since the integral domain is normal and the SNRs are inde-
pendent; (17) is the closed-form solution of the integral in
(16). An asymptotic solution at high SNR can be derived
by using the MacLaurin series of the exponential function
exp(−xi) ≈ 1− xi for xi → 0, giving [19, (2.43)]
P outSC,N ≈
(A1(Rc))
N∏N
i=1 Γ¯i
, (18)
from which GC,SC = 1/A1(Rc) is the coding gain of SC.
To calculate the outage probability of MRC we define an
auxiliary RV, namely, the total received SNR, as ΓMRC =∑N
i=1 Γi.
We have to distinguish between two cases:
a) Identical received average SNRs: For Γ¯1 = ... =
Γ¯N = Γ¯ the pdf of the total received SNR is given by [19,
(2.30)]
fΓMRC(γMRC) =
γ
(N−1)
MRC
(N − 1)! · Γ¯N exp
(
−γMRC
Γ¯
)
. (19)
The outage probability can be then calculated as follows [19,
(2.31)-(2.33)]:
P outMRC,N = Pr [0 ≤ φ(ΓMRC) < Rc] (20)
=
∫ 2Rc−1
γMRC=0
f(γMRC)dγMRC (21)
= 1− exp
(
− A1(Rc)
Γ¯
)(∑N
i=1
(A1(Rc)/Γ¯)
(i−1)
(i− 1)!
)
.
(22)
The steps can be justified similarly to (15)-(16). The closed
form of the integral in (21) is given in [19, (2.33)]. An
asymptotic solution can be derived at high SNR [22, (16)]
as
P outMRC,N ≈
1
N !
(
A1(Rc)
Γ¯
)N
, (23)
from which GC,MRC =
N
√
N !/A1(Rc) is the coding gain of
MRC.
b) Different received average SNRs: For Γ¯1 6= ... 6= Γ¯N
the pdf of the total received SNR is given by [25, Proposi-
tion 3.1]
fΓMRC(γMRC) =
∑N
i=1
Γ¯N−2i exp
(
−γMRC
Γ¯i
)
×
∏N
j=1
j 6=i
1
Γ¯i − Γ¯j . (24)
The outage probability can be then calculated as follows:
P outMRC,N = Pr [0 ≤ φ(ΓMRC) < Rc] (25)
=
∫ 2Rc−1
γMRC=0
∑N
i=1
Γ¯N−2i exp
(
−γMRC
Γ¯i
)
×
∏N
j=1
j 6=i
1
Γ¯i − Γ¯j dγMRC (26)
=
∑N
i=1
Γ¯N−1i
(
1− exp
(
−A1(Rc)
Γ¯i
))
×
∏N
j=1
j 6=i
1
Γ¯i − Γ¯j . (27)
The steps can be justified similarly to (15)-(17). No further
simplification based on high SNRs can be achieved for (27).
However, the asymptotic solution of identical received average
SNRs in (23) gives an upper bound at high SNR for (27) by
replacing Γ¯N with
∏N
i=1 Γ¯i yielding
P outMRC,N .
1
N !
(A1(Rc))
N∏N
i=1 Γ¯i
. (28)
For more details on this upper bound, we refer to the deriva-
tions in Appendix B.
7C. Single-Connectivity
In addition, the exact and asymptotic outage probability of
SCo (e.g., N = 1 for (17) and (18)) are given as a baseline
by
P outSCo = 1− exp
(
−A1(Rc)
Γ¯
)
(29)
≈ A1(Rc)
Γ¯
, (30)
from which GC,SCo = 1/A1(Rc) is the coding gain of SCo.
V. THROUGHPUT
The throughput captures how much information is received
at the destination on average per transmission, depending on
the SNR. To capture this, following the standard approach in
the literature [4], we define the throughput T as the product of
the bandwidth B, spectral efficiency Rc, and the non-outage
probability (1 − P out), i.e.,
T = BRc(1− P out) in bit/s. (31)
To evaluate (31), we require the achieved spectral efficiencyRc
for the different combining algorithms (j ∈ {JD, SC,MRC})
for a given number of links N , outage probability P out, and
average received SNRs Γ¯N .
Now, by reformulating (11) so as to express the achieved
spectral efficiency in terms of a given outage probability, we
obtain a high-SNR asymptotic expression for the throughput
of JD as
TJD,N ≈ BA−1N
(
P out
∏N
i=1
Γ¯i
)
(1− P out) in bit/s. (32)
Here, A−1N (·) is the inverse function of AN (·). Unfortunately,
the inverse function A−1N (·) does not have a closed-form
solution. However, we can give a good approximation. At
high SNR, the achieved spectral efficiency for a given outage
probability is Rc ≫ 1. In this case, the inverse function can be
given by use of an approximation of the asymptotic Lamber
W function [26] by
A−1N
(
P out
∏N
i=1
Γ¯i
)
= Rc ≈ N − 1
ln(2)
[ln(ζ) − ln(ln(ζ))] ,
(33)
where
ζ =
N−1
√
(N − 1)!P out∏Ni=1 Γ¯i
N − 1 . (34)
For more details, we refer to the derivations in Appendix C.
The asymptotic throughputs for SC and MRC can be given
based on (18) and (28) as
TSC,N ≈ B ld
(
N
√
P out
∏N
i=1
Γ¯i + 1
)
× (1− P out) in bit/s, (35)
TMRC,N ≈ B ld
(
N
√
N ! · P out
∏N
i=1
Γ¯i + 1
)
× (1− P out) in bit/s, (36)
respectively. In addition, we give the asymptotic throughput
of SCo (e.g., from N = 1 in (35)):
TSCo ≈ B ld
(
P outΓ¯ + 1
)
(1− P out) in bit/s. (37)
VI. MULTI-CONNECTIVITY GAIN
In this section, we quantify the performance gain of MCo
over SCo in terms of transmit power reduction. For MCo we
consider the optimal combining algorithm, i.e., JD. To ensure a
fair comparison between different setups, we equally allocate
the total transmit power PT to all channels, such that Pi =
PT/N, ∀i ∈ N . However, this assumption is non-essential,
and other system setups can be evaluated from our formulas
with some effort.
We assume a target (fixed) spectral efficiency Rc (i.e., a
certain throughput has to be guaranteed) and target (fixed)
outage probability P out, and evaluate the required total average
SNR Γ¯ = σ(·)(P out) in the high-SNR regime. The SNR gain
is defined as the ratio of the required average SNR between
SCo and MCo.
A reformulation of (11) yields
σJD(P
out) =
PT
N0
= N
N
√
AN (Rc)
P out
1
N
√∏N
i=1 d
−η
i
, (38)
where σJD(P
out) is the required total average SNR for JD. The
required total average SNR for SCo based on the reformulation
of (30) is
σSCo(P
out) =
PT
N0
=
A1(Rc)
P out
1
d−η1
. (39)
The SNR gain is then given as the ratio between the required
average SNRs for SCo and JD as
GMCo,SCo =
σSCo(P
out)
σJD(P out)
=
A1(Rc)
N N
√
AN (Rc)
1
N
√
(P out)
N−1
N
√∏N
i=1 d
−η
i
d−η1
.
(40)
Based on (40), we can answer the fundamental questions
formulated at the beginning of the Introduction, i.e., how much
transmit power can be saved by MCo as compared with SCo
depending on the number of links N , the spectral efficiency
(corresponding to the throughput T ≈ BRc), the path loss d−ηi
for i ∈ N , and the outage probability P out.
VII. JOINT DECODING VS. LINEAR COMBINING
In this section, we evaluate the performance improvement
of JD over SC and MRC. All combining algorithms for MCo
are superior to SCo, since the multiple diversity branches are
exploited, i.e., the diversity gain is N . However, there exists a
difference of the outage probabilities governed by the coding
gains GC,(·) of each combining algorithm ((11), (18), and
(23)). Based on these equations, the performance improvement
8of JD over SC and MRC can be quantified in terms of the SNR
gain, which is the ratio of the coding gains,
GJD,SC =
GC,JD
GC,SC
=
A1(Rc)
N
√
AN (Rc)
>
N
√
N !, and (41)
GJD,MRC =
GC,JD
GC,MRC
=
1
N
√
N !
· A1(Rc)
N
√
AN (Rc)
> 1, (42)
respectively. In Lemma 3 (see Appendix D) we prove that the
SNR gain of JD over MRC is strictly larger than one, which
implies that the SNR gain of JD over SC is strictly larger than
N
√
N !.
VIII. SNR GAIN VS. DIVERSITY-MULTIPLEXING
TRADEOFF
In this section we relate the SNR gain to the DMT analysis.
Note that the SNR gain in (40) can be separated into two
parts, one depending on the spectral efficiency and the other
depending on the outage probability. Both parts are influenced
by the number of links. As we can easily see, with a decreasing
outage probability, the SNR gain increases, scaled by the
power of (N − 1)/N , i.e.,
∂10 log10 (GMCo,SCo) dB
∂P out
= −4.3N − 1
N
1
P out
dB. (43)
The dependency of the SNR gain in terms of the spectral
efficiency cannot be seen that easily. However, similarly as
for the throughput (cf. (72)) we can simplify the SNR gain
for sufficiently high spectral efficiencies, i.e., Rc ≫ 1, as
GMCo,SCo ≈ N
√
(N − 1)!
(ln(2))
N−1
NN
2Rc
N−1
N
R
N−1
N
c
× 1
N
√
(P out)
N−1
N
√∏N
i=1 d
−η
i
d−η1
. (44)
Now, we can see that with increasing spectral efficiency, the
SNR gain increases, scaled by the factor (N − 1)/N , i.e.,
∂10 log10 (GMCo,SCo) dB
∂Rc
≈ 3N − 1
N
dB. (45)
A similar analysis for the SNR gain of JD over SC and MRC in
(41) and (42), respectively, leads to the same result as in (45)
with respect to the spectral efficiency, while being insensitive
to the target outage probability.
We see that in (43) and (45) there is a factor of (N−1)/N .
This factor can be related to the DMT analysis, as we show
in the following. In the context of MIMO systems [15], it is
proven that for a multiplexing gain
r = lim
Γ¯→∞
Rc(Γ¯)
ld
(
N Γ¯
) , (46)
the diversity gain d will not exceed
d(r) =− lim
Γ¯→∞
ldP out·,N (r, Γ¯)
ld
(
N Γ¯
) , (47)
for Γ¯1 = ... = Γ¯N = Γ¯, i.e., all distances are normalized to
unit, and average system SNR N Γ¯. By applying a singular
value decomposition, the MIMO fading channel can also be
transformed into a parallel fading channel in the space domain
[11]. Thus, it is reasonable to relate the DMT with the SNR
gain.
For JD, the diversity gain is a function of the multiplexing
gain given by
dJD(r) =N − r, r ∈ [0, N ]. (48)
The DMT for SC and MRC is given by
dj(r) =N · (1− r), r ∈ [0, 1], (49)
for j ∈ {SC,MRC}. For more details, we refer to the
derivations in Appendix E.
The DMT of JD based on the lower bound in (13) given
in [11, Ch. 9.1.3] is aligned with our results. It is not
surprising that JD outperforms SC and MRC in terms of the
multiplexing gain. Both SC and MSC perform a non-invertible
linear transform on the received signal vector, collapsing the
dimension from N to one. It is obvious that diversity can
be maintained with SC and MRC, but both will suffer with
respect to JD when the goal is to achieve multiplexing gain.
At full diversity (dJD = N, r = 0) (i.e., fixed spectral
efficiency), the SNR gain increases by a factor proportional to
(N−1)/N with a decreasing outage probability (cf. (43)). The
term (N−1)/N is the relative maximum diversity gain of MCo
(with JD) and SCo. At full multiplexing (dJD = 0, r = N)
(i.e., fixed outage probability), the SNR gain increases by a
factor proportional to (N − 1)/N with a increasing spectral
efficiency (cf. (45)). Similar to the full diversity, the term
(N − 1)/N is the relative maximum multiplexing gain of
MCo (with JD) and SCo. In summary, both performance
improvements are governed by the relation of the maximum
diversity and maximum multiplexing gains of MCo (with JD)
and SCo.
Based on the DMT analysis, one can give the slope of the
SNR gain in the spectral efficiency and outage probability, but
not the SNR gain itself. Furthermore, the slope in the spectral
efficiency is merely valid for sufficiently high values, as we
discuss in the next section.
IX. NUMERICAL RESULTS
In this section, we illustrate and discuss the exact, asymp-
totic, and the lower bound outage probabilities of JD as well as
the exact and asymptotic throughput of JD. Furthermore, we
illustrate and discuss the corresponding SNR gain. We equally
allocate the total transmit power PT to all channels, such that
Pi = PT/N, ∀i ∈ N . Furthermore, we normalize all distances
to one. We define the average system transmit SNR as PT/N0.
Fig. 2a depicts the outage probability of JD (Monte-Carlo
simulation of (9), our asymptote in (11), and the existing
lower bound in (13)) versus the average system transmit
SNR PT/N0. For comparison, we include the SCo outage
probability in (29). We show results for N ∈ {2, 3, 5} and
a constant spectral efficiency of Rc = 0.5. We can observe
the following: (i) the asymptote is very tight at medium and
high SNR; (ii) with every additional link the diversity gain
dJD(r) increases by one with constant spectral efficiency, i.e.,
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Fig. 2: (a) JD outage probability for Monte-Carlo simulation, asymptote, and lower bound, with N ∈ {2, 3, 5} and, Rc = 0.5, and (b) JD throughput
Monte-Carlo simulation, approximated asymptote with N ∈ {2, 3, 5}, B = 20 MHz, and P out = 10−3 . The outage probability and throughput of SCo are
depicted for comparison.
the multiplexing gain is r = 0; and (iii) the SNR offset of the
lower bound increases with the number of links. At this point,
we would like to clarify our assumptions on the SNR range.
It is noteworthy that, even though our outage analysis is based
on high SNR, it leads to accurate results in the low-to-medium
SNR region as well. In Fig. 2a, for instance, the asymptotic
outage probability with 5 links is already tight for an outage
probability of P outJD,5 = 10
−3. The corresponding average
system transmit SNR is then PT/N0 = 5 dB. That means
that the average transmit SNR per link is Pi/N0 = −2 dB,
which falls in the low-to-medium SNR region.
Remark: The lower and upper bounds based on the outage
exponent analysis in (14) are tight, cf. [17, Fig. 3 - Fig. 7],
but to achieve tight bounds for the entire SNR range heavy
computation efforts are required. Especially for the class of
URRLC applications, the low-SNR range is not of interest, as
the region of the required outage probabilities is at medium
to high SNR.
Fig. 2b depicts the throughput for JD (numerical solution
of (31), our asymptote in (32) with the approximation of
the asymptotic inverse function in (33)) versus the average
system transmit SNR PT/N0. For comparison, we illustrate the
SCo throughput in (37). We show results for N ∈ {2, 3, 5},
B = 20 MHz, and an outage probability of P out = 10−3. The
following can be observed: (i) the approximated asymptote is
very tight at high SNR; and (ii) for increasing SNR, the JD
throughput increases asymptotically with N · 20 Mbit/s per
3 dB, whereas the SCo throughput increases asymptotically
with 1 · 20 Mbit/s per 3 dB.
In the following, we show numerical results for the SNR
gain with P out ∈ {10−3, 10−5} and N ∈ {2, 3, 4}. As shown
in Fig. 2a, the asymptotic outage probability is very tight
within this range, i.e., the following numerical results based
on the asymptotic outage probability barely differ from the
numerical results based on the exact outage probability.
Fig. 3a depicts the SNR gain of MCo over SCo —GMCo,SCo
in (40)— versus the spectral efficiency Rc (corresponding
to the throughput T ≈ BRc). We show results with N ∈
{2, 3, 4} number of links and an outage probability of P out ∈
{10−3, 10−5}. The following can be observed: (i) the SNR
gain increases with the number of links, spectral efficiency,
and decreasing outage probability; (ii) a decrease in outage
probability manifests itself as a vertical shift of the respective
SNR gain, i.e., from (43) we have ∆GMCo,SCo = 2 ·10N−1N dB
for an outage probability shift from 10−3 to 10−5 ; and (iii) for
sufficiently high spectral efficiencies, the SNR gain increases
by 3(N − 1)/N dB per source sample/channel symbol (cf.
(45)).
Fig. 3b depicts the SNR gain of JD —GJD,(·) given in
(41) and (42)— over SC and MRC, respectively, versus the
spectral efficiency Rc. The following can be observed: (i) the
SNR gain of JD is greater than one, as proven in Lemma 3;
(ii) the SNR gain of JD increases with N and Rc; (iii) the
SNR gain of JD with respect to MRC differs from the SNR
gain of JD with respect to SC by 1/N
√
N !; (iv) for very low
spectral efficiencies the SNR gain of JD over MRC vanishes;
and (iv) for sufficiently high spectral efficiencies, the SNR
gain increase by 3(N − 1)/N dB per source sample/channel
symbol (cf. (45)).
Note that the range of practical spectral efficiencies is within
Rc ∈ [0.5, 4.6¯] (e.g., 1/2 channel code rate and BPSK, or
2/3 channel code rate and 128-QAM). However, we illustrate
spectral efficiency up to Rc = 25, in order to show the
asymptotic slope of the SNR gain.
X. CELLULAR FIELD TRIAL FOR THE UPLINK
In [27], measurements were carried out in a field trial
testbed in Dresden (Germany) downtown. In this section we
make use of this measurement data to show the potential
of MCo in a real cellular network. In the field trial, the
uplink was considered. Next we shortly introduce the field
trial setup and then present the empirical outage probability
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Fig. 3: (a) SNR gain of MCo (with JD) over SCo, with N ∈ {2, 3, 4} and P out ∈ {10−3, 10−5} and (b) SNR gains of JD over SC and MRC, with
N ∈ {2, 3, 4}.
and throughput cumulative distribution functions (CDFs) for
the measurement data. Our results elaborate on the following
points: (i) the performance improvement of MCo over SCo
and (ii) the performance gain of JD in comparison to SC and
MRC.
A. Field Trial Setup
The field trial testbed, deployed in Dresden downtown, is
depicted in Fig. 4a. In total, 16 BSs located on five sites with
up to six-fold sectorization were used for the measurements.
During the field trial, two UEs were moved on a measurement
bus in 5 m distance while transmitting on the same time
and frequency resources employing one dipole antenna each.
The superimposed signal is jointly received by all BSs, which
took snapshots of 80 ms (corresponding to 80 transmit time
intervals) every 10 s. In total, about 1900 such measurements
were taken in order to observe a large number of different
transmission scenarios. In Fig. 4b the measured average SNR
Γ¯mi values for around 1000 measurements observed at all BSs
and locations are shown, where m denotes the measurement
number and i the BS index, i ∈ {Hbf 0°,Hbf 60°, ...}. The
two largest average SNRs measured at any BS for each
measurement are depicted in the upper part of the figure. An
interesting result is that multiple relatively high average SNR
values of two different BSs are observed at each location of the
UEs. Since combining algorithms are particularly beneficial in
scenarios with multiple relatively high average SNR values,
this result indicates that cooperation among BSs can provide
a much more reliable data transmission, as confirmed next.
For more details on this field trial setup, please refer to [27].
B. Empirical CDFs for Outage Probability and Throughput
With the measured average SNR Γ¯mi in Fig. 4b we can
generate an empirical outage probability and throughput CDF.
For each measurement we consider the N strongest links, i.e.,
the largest measured average SNRs Γ¯mi . The outage probability
can be assessed with (11), (17) and (27) for JD, SC, and MRC,
respectively, for each measurement. Similarly, the throughput
is given by (32), (35), and (36) for JD, SC, and MRC,
respectively.
Fig. 4c and Fig. 4d depict the empirical outage probability
CDF and the empirical throughput CDF, respectively. We show
results for N ∈ {2, 3} number of links, a spectral efficiency
of Rc = 1 (Fig. 4c), and an outage probability of P
out = 10−5
(Fig. 4d). The following can be observed: (i) MCo is much
superior to SCo and (ii) JD outperforms SC and MRC, the
performance gain increasing with the number of links from
source to destination.
C. Discussion
Based on the field trial setup, we can conclude that MCo
can achieve a substantial performance improvement in real
cellular networks. The measurement data at hand documents
that multiple relatively high average SNR values frequently
occur, for which combining algorithms are particularly bene-
ficial. From the uplink measurement data we can also draw
conclusions for the downlink. As argued in Section II-B, the
statistical properties of the link model are identical for the up-
and downlinks. Thus, it is reasonable to assume that multiple
relatively high average SNR values frequently occur in the
downlink as well. Based on this, MCo can also achieve low
outage probabilities and high throughput in the downlink of
real cellular networks.
XI. CONCLUSION
In this work, we answer fundamental questions regard-
ing the performance improvement of multi-connectivity over
single-connectivity. For doing so, we derive the exact and
asymptotic outage probabilities for optimal and suboptimal
receiver algorithms, namely joint decoding, selection combin-
ing, and maximal-ratio combining. We evaluate and show the
tremendous transmit power reduction of MCo over SCo, by
analytically deriving the corresponding SNR gain. Our results
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Fig. 4: (a) Testbed deployment, (b) measured average SNR Γ¯m
i
achieved at all BSs of the testbed during the complete field trial [27], (c) empirical outage
probability CDF (N ∈ {2, 3}, Rc = 1), and (d) empirical throughput CDF (N ∈ {2, 3}, P out = 10−5) for JD, SC, and MRC.
reveal that the SNR gain increases with the number of links
and the spectral efficiency, while decreasing with the outage
probability.
In addition, we compare the optimal combining algorithm,
i.e, joint decoding, with the suboptimal combining algorithms,
i.e., selection combining and maximal-ratio combining. Again,
we quantify the performance gain in terms of the SNR reduc-
tion. Our results reveal that JD becomes more advantageous
in terms of the SNR gain as the spectral efficiency and the
number of links increases.
Finally, we have applied our analytical framework to real
cellular networks. Based on the measurement data recorded
in a field trial, we have evaluated the achievable performance
improvement by the use of multi-connectivity. The measure-
ment data documents that multiple relatively high average
SNR values frequently occur, in which case multi-connectivity
proves particularly beneficial.
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APPENDIX A
ASYMPTOTIC JOINT DECODING OUTAGE PROBABILITY
The asymptotic outage probability can be obtained as
P outJD,N =
∫ 2Rc−1
γ1=0
∫ 2Rc−φ(γ1)−1
γ2=0
...
∫ 2Rc−φ(γ1)−φ(γ2)−...−φ(γN−1)−1
γN=0
1
Γ¯1
exp
(
− γ1
Γ¯1
)
× 1
Γ¯2
exp
(
− γ2
Γ¯2
)
...
1
Γ¯N
exp
(
− γN
Γ¯N
)
dγN ...dγ2dγ1
(50)
≈
∫ 2Rc−1
γ1=0
∫ 2Rc−φ(γ1)−1
γ2=0
...
∫ 2Rc−φ(γ1)−φ(γ2)−...−φ(γN−1)−1
γN=0
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1
Γ¯1
(
1− γ1
Γ¯1
) 1
Γ¯2
(
1− γ2
Γ¯2
)
...
1
Γ¯N
(
1− γN
Γ¯N
)
dγN ...dγ2dγ1
(51)
≈ 1
Γ¯1Γ¯2...Γ¯N
∫ 2Rc−1
γ1=0
∫ 2Rc−φ(γ1)−1
γ2=0
...
∫ 2Rc−φ(γ1)−φ(γ2)−...−φ(γN−1)−1
γN=0
dγN ...dγ2dγ1 (52)
=
AN (Rc)
Γ¯1Γ¯2...Γ¯N
. (53)
The steps are justified as follows: (50) is the substitution of
the pdf f(γi) given in (1) into (9); (51) MacLaurin series
for exponential function exp(−xi) ≈ 1 − xi for xi → 0,
(52) expanding the resulting product as
∏
i(1 − xi) ≈ 1 for
xi → 0; (53) is proven in Lemma 1 and the assumption that
the received SNRs are independently distributed, thus we can
interchange the integral bounds.
Lemma 1. For any N ∈ N\{1},
AN (x) =
∫ 2x−1
γN=0
∫ 2x−φ(γN )−1
γN−1=0
...
∫ 2x−φ(γN )−...−φ(γ2)−1
γ1=0
dγ1...dγN−1dγN (54)
= (−1)N (1− 2x · eN (−x ln(2))) . (55)
Here, eN (y) =
∑N−1
n=0
yn
n! is the exponential sum function.
Proof. Base case: If N = 2, then (54) is
A2(x) =
∫ 2x−1
γ2=0
∫ 2x−φ(γ2)−1
γ1=0
1dγ1dγ2
=
∫ 2x−1
γ2=0
[
2x
1 + γ2
− 1
]
dγ2
= 2x (x · ln(2)− 1) + 1, (56)
which is (55) for N = 2. So, the theorem holds for N = 2.
Inductive hypothesis: Suppose the theorem holds for all
values of N up to some K ≥ 2.
Inductive step: Let N = K + 1, then (54) is
AK+1(x) =
∫ 2x−1
γK+1=0∫ 2x−φ(γK+1)−1
γK=0
...
∫ 2x−φ(γK+1)−...−φ(γ2)−1
γ1=0
1dγ1...dγK︸ ︷︷ ︸
AK(x−φ(γK+1))
dγK+1 (57)
=
∫ 2x−1
γK+1=0
[
(−1)K + 2
x
1 + γK+1
∑K−1
n=0
(−1)K+n+1
× 1
n!
(x− φ(γK+1))n (ln(2))n
]
dγK+1 (58)
=
∫ 2x−1
γK+1=0
[
(−1)K + 2
x
1 + γK+1
∑K−1
n=0
(−1)K+n+1 1
n!
× (ln(2))n
∑n
k=0
(−1)k
(
n
k
)
xn−kφ(γK+1)k
]
dγK+1
(59)
= (−1)KγK+1 + 2x
∑K−1
n=0
(−1)K+n+1 1
n!
(ln(2))
n
×
∑n
k=0
(−1)k
(
n
k
)
xn−k
(ln(1 + γK+1))
k+1
(k + 1) (ln(2))
k
∣∣∣∣2
x−1
γK+1=0
(60)
= (−1)K
(
2x − 1− 2x
∑K−1
n=0
(−1)n 1
n!
xn+1 (ln(2))
n+1
×
∑n
k=0
(−1)k
(
n
k
)
1
k + 1︸ ︷︷ ︸
1/(n + 1)
)
(61)
= (−1)K+1 (1− 2x · eK+1 (−x ln(2))) . (62)
The steps are justified as follows: (58) is our inductive
hypothesis; for (59) we have used the binomial formula; (62)
we have used the following
∑n
k=0
(−1)k
(
n
k
)
1
k + 1
=
1
n+ 1
∑n
k=0
(−1)k
(
n+ 1
k + 1
)
(63)
=
−1
n+ 1
[∑n+1
k=1
(−1)k
(
n+ 1
k
)
+
(
n+ 1
0
)
︸ ︷︷ ︸
∑n+1
k=0 (−1)k(n+1k )=(1−1)n+1=0
−
(
n+ 1
0
)]
(64)
=
1
n+ 1
(65)
and carried out some algebraic manipulations. Equation (62)
corresponds to (55) for N = K + 1. So, the theorem holds
for N = K + 1. Hence, by the principle of mathematical
induction, the theorem holds for all N ∈ N\{1}.
APPENDIX B
LEMMA 2
Lemma 2. For any N ∈ N, Rc > 0, and RVs Γi ∈ R+, ∀i ∈
N = {1, ..., N},
Pr
[
0 ≤
∑N
i=1
Γi ≤ A1(Rc)
]
≤ 1
N !
(A1(Rc))
N∏N
i=1 Γ¯i
, (66)
where A1(Rc) = 2
Rc−1 and pdf fΓi(γi) = 1/Γ¯i exp (−γi/Γ¯i) ,
∀i ∈ N .
Proof. Let us define a N -fold simplex as
SN :=
{
(x1, ..., xN ) ∈ RN : xi ≥ 0,∑N
i=1
Γ¯ixi ≤ A1(Rc)
}
. (67)
The geometric simplex volume is [28]
Vol (SN ) :=
∫
· · ·
∫
SN
dxN ...dx1 =
1
N !
(A1(Rc))
N∏N
i=1 Γ¯i
. (68)
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Now, the left hand side of Lemma 2 can be rewritten as
Pr
[
0 ≤
∑N
i=1
Γi ≤ A1(Rc)
]
= Pr
[
0 ≤
∑N
i=1
Γ¯iXi ≤ A1(Rc)
]
(69)
=
∫
· · ·
∫
SN
∏N
i=1
exp(−xi)dxN ...dx1 (70)
≤
∫
· · ·
∫
SN
dxN ...dx1. (71)
The steps can be justified as follows: in (69) and (70) we intro-
duce the RV Xi = Γi/Γ¯i, with pdf fXi(xi) = exp (−xi) , ∀i ∈
N ; in (71) the exponential function can be upper bounded by
exp(−x) ≤ 1 for x ≥ 0; (71) is the geometric simplex volume
in (68).
APPENDIX C
INVERSE FUNCTION
For Rc ≫ 1, the term of the exponential sum function
with the highest order in (12) is dominant. Thus, we can
approximate AN (Rc = x) ≈ y = f(x) to
y = 2xx(N−1)
(ln(2))N−1
(N − 1)! = 2
xxab. (72)
We can reformulate (72) as follows
2xxa =
y
b
, ⇔ x
a
2
x
a =
1
a
a
√
y
b
,
⇔ x ln(2)
a
exp
(
x ln(2)
a
)
=
ln(2)
a
a
√
y
b
, (73)
⇔ z exp(z) = ln(2)
a
a
√
y
b
,
⇔ x = az
ln(2)
=
a
ln(2)
W
(
ln(2)
a
a
√
y
b
)
, (74)
where W (·) is the Lambert W function, i.e., z =
g−1(z exp(z)) = W (z exp(z)) is the inverse function of
g(z) = z exp(z), for z ≥ −1. For z ≥ e, the Lambert W
function is bounded by [26, Theorem 2.7]
W (z) = ln(z)− ln(ln(z)) + Θ
(
ln(ln(z))
ln(z)
)
. (75)
Finally, with (74) and (75) we can give an approximation of
the inverse function as
A−1N (AN ) = Rc ≈
N − 1
ln(2)
[ln(ζ)− ln(ln(ζ))] , (76)
where
ζ =
N−1
√
(N − 1)!AN
N − 1 . (77)
APPENDIX D
LEMMA 3
Lemma 3. For any N ∈ N\{1} and x > 0,
XN (x) = (A1(x))
N
> N ! ·AN (x) = YN (x), (78)
where AN (x) is given in Lemma 1.
Proof. For x = 0 we have XN (0) = 0 and YN (0) = 0 in (78).
Next, show that the slope of XN (x) is larger than the slope
of YN (x) for x > 0 and thus XN (x) > YN (x), x ≥ 0, ∀N .
d
dx
XN(x) =
d
dx
[
(2x − 1)N
]
= N2x ln(2) (2x − 1)N−1 , (79)
d
dx
YN (x) =
d
dx
[
N !(−1)N
(
1− 2x
∑N−1
n=0
1
n!
(−x ln(2))n
)]
(80)
= N ! ln(2)2x(−1)N+1
(∑N−1
n=0
(−1)n 1
n!
(x ln(2))
n
+
∑N−1
n=1
(−1)n 1
(n− 1)! (x ln(2))
n−1
︸ ︷︷ ︸
−∑N−2n=0 (−1)n 1n! (x ln(2))n
)
(81)
= N ! ln(2)2x(−1)2N 1
(N − 1)! (x ln(2))
N−1
(82)
= N2x ln(2) (x ln(2))
N−1
. (83)
We have to show that
(2x − 1)N−1 > (x ln(2))N−1 for x > 0. (84)
Since both sides in (84) are equal for x = 0 and have the
same exponent, it is sufficient to show
d
dx
(2x − 1) > d
dx
(x ln(2)) (85)
ln(2)2x > ln(2). (86)
(86) holds for x > 0.
APPENDIX E
DERIVATION OF DIVERSITY-MULTIPLEXING TRADEOFF
Based on the outage probability analysis considered before
the diversity gains for JD, SC, and MRC are given by
dJD(r) = − lim
Γ¯→∞
ld
(
AN (r, Γ¯)
)−N ld (Γ¯)
ld
(
N Γ¯
) (87)
= − lim
Γ¯→∞
(
r
ld
(
N Γ¯
)
ld
(
N Γ¯
)
+
ld
(
1
(N−1)!
(
r ld(N Γ¯)
)(N−1)
(ln(2))(N−1)
)
ld
(
N Γ¯
)
− N ld
(
Γ¯
)
ld
(
N Γ¯
) ) (88)
= N − r, (89)
dSC(r) = − lim
Γ¯→∞
N ld
(
A1(r, Γ¯)
)−N ld (Γ¯)
ld
(
N Γ¯
) (90)
= −N lim
Γ¯→∞
(
r
ld
(
Γ¯
)
ld
(
N Γ¯
) − ld (Γ¯)
ld
(
N Γ¯
)) (91)
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= N · (1− r), and (92)
dMRC(r) = − lim
Γ¯→∞
N ld
(
A1(r, Γ¯)
)− ld (N !)−N ld (Γ¯)
ld
(
N Γ¯
)
(93)
= −N lim
Γ¯→∞
(
r
ld
(
Γ¯
)
ld
(
N Γ¯
) − ld (N !)
N ld
(
N Γ¯
) − ld (Γ¯)
ld
(
N Γ¯
)) (94)
= N · (1− r), (95)
respectively. The steps can be justified as follows: (87), (90),
and (93) are given by substituting (11), (18), (23) into (47);
in (88) we use the infinite SNR properties of AN
(
r, Γ¯
)
in
(98) and some algebraic manipulations; for infinite SNR the
properties (99) and (100) hold which yields (89); in (91) and
(94) we use the infinite SNR property of A1
(
r, Γ¯
)
in (96) and
some algebraic manipulations; for infinite SNR the properties
in (99) and (100) hold which yields (92) and (95).
Substituting (46) into (12) the constants AN (r, Γ¯) and
its special case A1(r, Γ¯) can be given depending on the
multiplexing gain r by
lim
Γ¯→∞
A1(r, Γ¯) = lim
Γ¯→∞
(
2r ld(Γ¯) − 1) = lim
Γ¯→∞
2r ld(Γ¯), (96)
lim
Γ¯→∞
AN (r, Γ¯) = lim
Γ¯→∞
(
(−1)N + 2r ld(N Γ¯)∑N−1
n=0
(−1)N+n+1 1
n!
(
r ld(N Γ¯)
)n
(ln(2))n
)
(97)
= lim
Γ¯→∞
2r ld(N Γ¯)
1
(N − 1)!
(
r ld(N Γ¯)
)(N−1)
(ln(2))(N−1),
(98)
where (98) can be justified with the infinite SNR properties in
(101). Further properties for infinite SNR are:
lim
Γ¯→∞
ld
(
Γ¯
)
ld
(
N Γ¯
) = 1, lim
Γ¯→∞
ld(N !)
N ld
(
N Γ¯
) = 0, (99)
lim
Γ¯→∞
(N − 1) ld (ld (N Γ¯))
ld
(
N Γ¯
) = 0, (100)
lim
Γ¯→∞
(
ld(N Γ¯)
)(N−1) ≫ lim
Γ¯→∞
(
ld(N Γ¯)
)(N−n)
(101)
for n = 2, ..., N .
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