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Abstract
With the growing awareness of the potential for microbial communities to play a role in human health,
environmental remediation and other important processes, the challenge of understanding such a complex
population through the lens of high-throughput sequencing output has risen to the fore. For a de novo se-
quenced community, the first step to understanding the population involves comparing the sequences to a
reference database in some form. In this dissertation, we consider some challenges and benefits of organizing
the reference data according to evolution, with orthologous genes grouped together and stored as a multiple
sequence alignment and phylogenetic tree.
First we consider the related problem of estimating the population-level phylogeny of a group of species
based on the alignments and phylogenies of several individual genes. Under one common model, species
tree estimation is provably statistically consistent by several different methods, but those proofs rely on two
separate and potentially shaky assumptions: that every species appears in the data for every gene (i.e., there
is no missing data), and that since gene tree estimation is itself consistent, the gene trees used to compute the
population-level tree are correct. Second, we explore some novel ways to use a Bayesian MCMC algorithm
for jointly estimating alignment and phylogeny. The result is increased accuracy for large alignments, where
the MCMC method alone would not be tractable. In the process, we identify a peculiar property of this
Bayesian algorithm: it performs much differently on simulated sequences than on sequences from biological
alignment benchmarks. No other alignment method tested showed the same divergence.
Finally, we present two different practical applications a reference database containing an alignment and
tree for a group of gene families in the context of microbial ecology. The first is an algorithm that uses the tree
and alignment to construct an ensemble of profile hidden Markov models that improves remote homology
detection. The second is a data visualization technique that generates an image of the community with a high
density of data, but one that makes it naturally easy to compare many different samples at a time, potentially
uncovering otherwise elusive patterns in the data.
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Introduction
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Chapter 1
Bioinformatic Pipelines for Metagenomics
The last decade has seen an explosion in scientific understanding of the role that a community of microbes
can have shaping its environment. The microbes that inhabit the human digestive tract have received the most
attention because they appear to be important biomarkers for a variety of disease states and other metrics
of host health, but equally fascinating relationships between microbial communities and host environments
have occurred in many other contexts. The microbes in soil, for example, affect plant health, and microbes
deep within hydraulic fracturing wells could have unforeseen effects on the structural integrity of barriers
protecting ground water. But understanding these relationships requires somehow quantifying the contents of
a population of diverse organisms, a step that is invariably fraught with trade-offs in choosing what metrics are
most important and one that has only become feasible with advent of high throughput DNA sequencing. As
discussed in the following section, high-throughput sequencing yields an unordered set of short nucleotide
sequences that can number anywhere from several thousand to over a billion for a single environmental
sample. In this way, microbial ecology research is reliant on a pipeline of statistical estimation problems to
convert such a rich set of data into a useful picture of the community.
1.1 Data: High Throughput DNA Sequencing
The process of capturing data on a particular microbial community works essentially as follows: first a
sample of the community is taken, for example by a physical swab of the environment, then it is run through
a battery of physical and chemical processes to extract all DNA from the sample from the larger biomass, and
the result is a large number of DNA fragments that can be inserted into a sequencing machine where a subset
of them are read one-by-one. Since the initial sample contained every organism present in the environment
(by contrast with a culture sample, in which one or more specific organisms are selected for), the resulting
fragments are assumed to be drawn from organisms representative of the community as a whole.
The data on which this pipeline operates are thus strings, with letters taken from the alphabet {홰, 홲, 홶, 횃}.
For the standard DNA extraction protocol described above, nothing further is known about each string, in-
cluding where in the microbial genome it originated, in which case the data is called metagenomic sequenc-
ing. In some cases though, the DNA extraction may include a step that selects for only sequences that begin
with a particular string, which is often done using a string shared by all microbes on one particular gene
(called 16S). In that case, called 16S amplicon sequencing, the location of origin for each sequence within
the microbial genome is known, making comparing one sequence to another much more meaningful right
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away, but makes 99.9% of the microbial genome unavailable for more in depth analysis. In either case, the
strings that are returned form the data that are the basis for statistical estimation.
A first observation about this data is that even in the simpler amplicon scenario, with fewer reads drawn
from a single region, the data space is astronomically large. Accordingly, the main challenge with this data is
finding a transformation that simplifies it enough to be analytically useful but without obscuring meaningful
variations. Techniques for that are myriad but can be broadly classified into those that do not rely on a
reference database and those that do; the content of this dissertation deals with the latter. The common
thread of parts II, III and IV is the use of molecular phylogenetics to prepare and organize the reference
database.
1.2 Organization of This Work
The following chapter covers relevant background such as problem descriptions and statistical models re-
ferred to throughout. Following that, the thesis is divided into three parts, most of which is published.
Part II
The two chapters in Part II deal with theoretical models relevant to the problem of estimating a population-
level “species” phylogenetic tree. In particular, this can differ in topology from the phylogeny of any in-
dividual gene for a variety of reasons, and that makes it a separate and unique estimation problem. The
species phylogeny is of interest to microbial ecology because it is the basis for taxonomic organization and
classification, and taxonomic identity is the lingua franca of microbiology.
Estimating a species tree relies on the aggregation of multiple genes, and statistical consistency is estab-
lished as the gene count grows large. In practice, a common constraint is that many genes that may be useful
may only exist, or only be available, in a subset of the species. The use of “incomplete” genes like this was
not considered in previous proofs of statistical consistency, and in the first chapter we explore models for this
kind of data and establish sufficient conditions for statistical consistency for several classes of algorithm.
For the phylogeny of a single gene, on the other hand, the measure of sample size as it relates to statistical
consistency is the number of sites, i.e. the length of the gene. But species trees, in addition to requiring a
large gene count, require that the gene trees themselves have been estimated consistently. But in practice
those assumptions, that both the number of genes and the length of each approach infinity, are at odds with
one another, so an interesting theoretical question is whether consistency for the species tree holds when the
length of each gene is finite. The second chapter of this part is based on a paper that examined this condition
and found that overwhelmingly, under the most common models, the answer is no.
Part III
Part III deals with multiple sequence alignment, an integral step in molecular phylogenetics. Specifically, all
three chapters include a quantitative analysis of one particular method: BAli-Phy [184]. This method was
first released in 2005 and has been reasonably well cited in that time. As a Bayesian Markov-Chain Monte
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Carlo simulation method, the required computational resources have made it difficult to evaluate as part of a
large quantitative multiple sequence alignment study. In the few times that it has, however, it has done quite
well, albeit often crashing due to memory constraints [116].
The primary question with BAli-Phy is therefore whether it can be made to run reliably and in a reason-
able amount of time and still show the same accuracy. And if so, could it be used as part of a divide-and-
conquer algorithm to extend that accuracy to alignments of several thousand sequences. The first chapter
in Part III is a short description of the first exploratory study of BAli-Phy as a DNA aligner, which were
encouraging but inconsistent, showing a distinct difference in accuracy on biological versus simulated data.
The second chapter examines the scalability of BAli-Phy within PASTA and UPP, leveraging the obser-
vation of increased accuracy on simulated data.
The third chapter discusses a follow up to the first study, in which a curious dichotomy slowly emerged
between the alignments BAli-Phy would produce on simulated data versus on manually curated biological
data. In the follow up, we examine protein benchmarks but confirm the observations from the first chapter.
BAli-Phy is the only method to show this degree of distinction in performance on biological and simulated
data.
Part IV
The final two chapters of this thesis cover two methodological developments with practical applications for
microbiome studies. Both show, in different ways, how phylogenetics can be used as the basis for comparing
in a sample to known sequences for context.
The first is a technique for screening reads from shotgun sequencing output, specifically when the refer-
ence data is organized into gene families. By subdividing the families based on their phylogeny and com-
paring the reads to each subgroup, an increase in both sensitivity and specificity is possible compared to
BLAST and a single HMM. The gain in sensitivity was particularly large and bodes well for the ability to
recognize the presence of novel organisms in a sample.
The final chapter gives the design of a novel schema for graphically representing the content of a micro-
bial sample. Specifically, it presents the data output from phylogenetic placement, including specifically a
largely ignored metric that quantifies the degree to which a read is different from any sequence in the refer-
ence. This results is a high level view of the breadth and extent of the biodiversity in a sample that is, at a
minimum, unique.
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Chapter 2
Background
2.1 Multiple Sequence Alignment and Phylogenetic Tree Estimation
Molecular phylogenetics operates by gathering a set of orthologous sequences from organisms that share an
evolutionary ancestor and using patterns of mutations, insertions and deletions to infer the evolutionary his-
tory of the group. Mechanically, this tends to operate in two separate steps: first the sequences are combined
into a single alignment that matches homologous sites, and then the tree is estimated using the alignment
as input. This is not always exactly the procedure since knowledge of the tree can likewise affect inference
about the alignment, but it is illustrative of the two separate but inter-related problems. Once estimated, a
phylogenetic tree and its companion alignment can be the basis for additional analysis, such as the addition
of sequences from new organisms, or the estimation of a population-level phylogeny whose constraints and
evolutionary history may not be the same as individual genes.
Estimation algorithms exist for each of the problems noted above, but two statistical techniques are
especially common and deserve their own introduction.
Profile Hidden Markov Models
Hidden Markov Models (HMMs) are a common tool for sequence analysis of all kinds [79]. Generally,
there is assumed to be a sequence of hidden states each of which generates (or “emit”) an observed variable.
The parameters of the model are defined by initial probabilities on the hidden states, transition probabilities
between them, and emission probabilities conditional on the hidden state. Variations of all kinds are possible.
For nucleotide sequences, we can construct an HMM where the hidden state is either Match, Insertion, or
Deletion, and the emission is a nucleotide, or a gap (represented as a “-”) if the hidden state is a deletion (see
[52] for details, and Figure 2.1 for an illustration of the model structure).
This is the basis for a probabilistic model of sequence generation. Given a set of 푛 aligned sequences the
parameters of such a model can be trained using open source software [56]. Once such a model is trained,
denoted 푀 , it will have 푘 columns, an initial state distribution 휋 = (휋푀 , 휋퐷, 휋퐼 ), a transition probability
matrix 푇 and for each column 푖, and a column-wise vector of emission probabilities 퐩푖 = (푝퐴, 푝퐶 , 푝푇 , 푝퐺)
(in the case of nucleotide sequences). Thus a path through the hidden states of the model corresponds to an
alignment between some new sequence and the sequences the model was trained on. Given a new sequence
푞 we can use the Viterbi algorithm to align 푞 to the training sequences by finding the maximum-likelihood
path through the model and the forward algorithm to find the probability that 푞 was generated by this HMM,
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Figure 2.1: Profile HMMs and Phylogenetic Placement Diagram. (Left) A diagram of the graphical model
representing a profile HMM for nucleotide sequence generation. The emission probabilities are typically
specific to each column in the case of a match state and generic in the case of an insertion state. (Right) A
diagram of the output of a tree placement operation on query sequence 푞. The red branch is added to the
tree, and is defined by a) the identify of the branch to which it attaches, b) the distal length 푑 between the
attachment point and the node in the direction away from the root, and c) the length of the new branch 푝,
also known as the pendant length.
퐏푀
[
푞|휋, 푇 , {퐩푖}푘푖=1].
An HMM of this sort is not a multiple sequence alignment method per se, but rather a model representing
a group of orthologous sequences. Profile HMMs in general have the nice property that for a given set of
orthologous sequences, each column of the alignment is fitted individually and thus proper consideration is
given to the variety in levels of conservation across sites. The drawback is that no two sequences are more
or less alike than any other in the model, although in a biological context the sequences have a meaningful
evolutionary relationship, which is lost in this construction. Also, an HMM is not identifiable from the
resulting sequence distribution [173].
Generalized Time Reversible Model
The Generalized Time Reversible (GTR) model is another probabilistic model of sequence generation [216]
which, when run, outputs a multiple sequence alignment. This model takes the opposite approach: sequence
generation occurs by an evolutionary process over a model tree, although each site (column) of the alignment
is necessarily assumed to be i.i.d. Formally, let 퐗 = {푥푖}푛푖=1 be a set of aligned sequences with 푘 columns
in the alignment. The GTR model will generate one column at a time from 퐗: let  = (푟, 푇 , 퐸, 퐿,Λ) be
a rooted, binary tree with root 푟, topology 푇 over edge set 퐸, and with leaf nodes 퐿 = {푙푖}푛푖=1 and branch
lengths 휆푒, ∀푒 ∈ 퐸. The root of the tree is defined formally but is a nuisance parameter and not identifiable
due to time-reversibility. Let 푝0 = (푝퐴, 푝퐶 , 푝푇 , 푝퐺) be a probability vector over the initial character states at
the root. Let푄 be a 4×4 transition rate matrix for a continuous-time Markov process over the four character
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states:
푄 =
⎡⎢⎢⎢⎢⎢⎣
0 푞퐴퐶 푞퐴퐺 푞퐴푇
0 푞퐶퐺 푞퐶푇
⋮ ⋱ 0 푞퐺푇
… 0
⎤⎥⎥⎥⎥⎥⎦
Under this model a single character is simulated from 퐩 at the root. From this initial character state a
new character is sampled across each edge leading away from the root. For an edge 푒 with length 휆푒, the
new character state is sampled from the transition probability matrix given by 푒−푄휆푒 . (With no constraints
on branch lengths or the off-diagonal of 푄푖푗 the model has one extra parameter, so conventionally 푞퐺푇 ≡ 1
to avoid this.) This process is iterated until there is a newly sequenced character at each leaf node 푙푖. If 푘
characters are simulated and positioned sequentially, we can simulate aligned sequences such as 퐗.
Most often the GTR model is used to estimate the phylogeny;  , 푄 and 퐩 are treated as unknown model
parameters, with the sequences 퐗 as observed data. With that model, a given tree and model parameters
can be given a likelihood score ( , 푄,퐩), which can be used as the basis for a maximum-likelihood (ML)
tree search. Unfortunately this optimization problem is known to be NP-Hard [40, 190], but software is
nonetheless available to get reasonable estimates, even for large 푘 and large 푛. Often when the alignment
includes insertions and deletions (leading to blank characters), the character values are treated as missing
data. Additional refinements on this model are possible, but this is the bedrock optimization problem for
phylogenetic gene tree estimation, and it is known to be statistically consistent in the length 푘 [63].
Phylogenetic Placement An extension of maximum-likelihood tree estimation is what’s known as phy-
logenetic placement. Here, the input is an already-estimated multiple sequence alignment 푋 and ML tree
( , 푄,퐩), along with a single “query” sequence 푞 that is orthologous to those in the MSA and we can assume
has been aligned to it. The output is a new tree  ′ =  + 푒푞 which is equal to  but one additional branch
푒푞 having the 푞 at its leaf node. With  fixed, 푒푞 is defined by (푒0, 푡푒0 , 휆푒푞 ), where 푒0 ∈ 퐸 is the edge in  to
which the new branch attaches, 푡 ∈ [0, 1] is the attachment location as a proportion of 휆푒0 (typically where
푡 = 0 is the distal end of 푒0), and 휆푒푞 is the length of the new branch. See Figure 2.1 for an illustration of the
placement process and its outputs. This can be done using maximum likelihood as well:
푒̂푞 = argmax
푒푞
( ∪ 푒푞, 푄,퐩)
Phylogenetic placement can be solved in polynomial time, but finding an exact optimum for a moderately
sized reference tree can quickly become memory constrained, so in practice some heuristics are often used
to accelerate the search.
Discussion
In addition to ML phylogeny estimation, multiple sequence alignment is also NP-complete in its simplest
form. Specifically, maximizing the pairwise site matches within an alignment (a.k.a. the sum-of-pairs score)
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remains NP-complete even when the length of the sequences is strictly bounded from above [99]. As a result,
the combined problem of alignment and tree estimation is uniquely challenging in an era where in practice
the number of sequences needing analysis is growing rapidly, and solutions must rely on clever heuristics
to find suitable approximations. Much of the work contained herein, particularly in Parts III and IV, is
the intellectual descendant of one such heuristic method developed in 2009 called SATe´ [116] that greatly
increased the number of sequences that could be aligned with any expectation of accuracy. The details of
SATe´ and what came shortly after require a separate background.
2.2 Large-Scale Multiple Sequence Alignment
The original SATe´ publication was followed three years later by SATe´-II [117] and again in 2015 by PASTA
[139], all of which follow broadly the same divide-and-conquer approach to large-scale multiple sequence
alignment. The particular nuances that distinguish them from one another are largely beyond the scope of
this introduction so this discussion applies to all three incarnations but will default to PASTA as it is the
most recent.
Algorithm
The algorithm employs a divide-and-conquer strategy to iteratively generate an alignment, followed by a tree
until a stopping condition is met. At each step, the most recent tree guides the divide-and-conquer operations,
which produces comparatively easy-to-align subsets that are then merged to create an improved alignment
on the whole set. The improved alignment is then used to estimate an improved tree, et cetera. Figure 2.2
illustrates the steps of one iteration. At each step, PASTA relies on other tools to do certain individual tasks.
Subset alignments are performed (by default) using MAFFT [97], pairwise merging of subset alignments is
done using OPAL [234], and tree estimation is done by FastTree-2 [179], although in each case other options
are available.
Differences between the three incarnations of this algorithm are driven by, for example, the algorithm
used to choose breaking edges in the tree decomposition in Step 2, the specifics of how pairwise subset align-
ments were merged into a single MSA, and the stopping criteria for the iterations. Much of the work in Part
III began shortly after PASTA was published. Since PASTA and SATe´-II each represented significant and
consistent improvements over the previous version developed largely by modifying and tuning the previous
version, that strategy prevailed as PASTA was developed further, with particular focus on finding a way to
use BAli-Phy [184] within the subset alignment step to leverage higher accuracy that had sometimes been
observed.
Other Methods Based on SATe´
As SATe´ and PASTA were being developed, other research looked at the usefulness of pairing the tree
decomposition strategy from SATe´ with profile HMMs to create a hybrid structure that enjoys the benefits
of both: the site-specific detail of the HMM with the evolutionary consistency of a tree model. The approach
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Step 1: Initialize / Generate Tree
Step 2: Decompose Tree
Step 3: Align Subsets
Step 4: Merge Alignments
Figure 2.2: One iteration of PASTA. (Top Left) A fast tree estimation algorithm is used to initialize a tree
from a different, fast alignment. (Top Right) The tree is recursively bisected as long as it has a minimum
number of leaves: the numbers accompanying each bisection (red dotted-line) denotes the order in which
it occurs. (Bottom Right) The subsets of sequences grouped by the decomposition are each, individually
aligned using a separate algorithm. (Bottom Left) The subset alignments are merged pairwise to generate a
single MSA. Returning to step 1, a tree is estimated from this MSA and iterations continue until a stopping
condition is met.
was simple: take a well-constructed MSA-tree pair, apply the SATe´ decomposition to the tree, and generate
a profile HMM for every subset. The resulting ensemble of HMMs has in practice been shown to improve
both sensitivity and precision for analyses that depend on detection of homology and sequence alignment.
This basic approach was used in SEPP [140] to obtain more accurate alignments of the query sequences
to the reference, which in turn improves placement accuracy. Additionally, this step effectively localizes the
query sequence to a region of the tree and allows the option of placing into a sufficiently large and properly
chosen subtree with a minimum cost of accuracy, a convenient boosting option when the full tree is too large.
In TIPP, the SEPP algorithm was used in the context of sequences from a microbial community, but placed
into a refined taxonomy so that the placement would correspond to a taxon identification. In UPP [156] it was
used to conduct alignment on a large input set when the input set contained an unknown but potentially large
number of fragmentary sequences. It was additionally used in HIPPI [158], which is described in Chapter 8.
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Figure 2.3: ILS Example. Above, a population level species tree on four taxa is represented by the thick
yellow tree in the background. Within it, the lineages of an individual gene tree coalesce at random after they
have entered a common population. This can result, as it does here, in a gene having a different evolutionary
history from its host. Here the gene tree displays (푎, (푏, 푐), 푑)whereas the species tree displays (((푎, 푏), 푐), 푑).
The MSC models this as a compound Poisson process occurring in reverse time. Once two lineages enter
the same population, their time until coalescence follows an exponential distribution.
2.3 Species Tree Estimation and ILS
The approach to estimating a phylogenetic tree described in Section 2.1 above refers specifically to the evolu-
tionary history of a single gene. A well-known phenomenon in evolutionary biology is that two genes shared
among the same set of organisms can demonstrate different evolutionary histories, but an important example
is Incomplete Lineage Sorting (ILS) [130]. ILS is a population-level phenomenon, where the population of
a particular organism has a tree that represents its overall speciation events, but within the population tree
are the lineages of the individual genes, each with their own branching events at their own times (see Figure
2.3).
The multi-species coalescent (MSC) [102] is a stochastic model of this phenomenon that takes the species
tree  as an input parameter and describes the probability of the gene trees it may generate. Here the edges
of  have a branch length denominated in “coalescent-units”, not the same as time although analogous
with the exception that  need not be ultrametric in coalescent units. Gene trees are simulated according
to the following process. One lineage begins at each leaf of the species tree and advances in reverse time.
When two lineages enter a common population, they continue advancing but are subject to coalescent events,
which happen according to a (compound) homogenous Poisson process with rate 휃. If three or more enter
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the same population, all pairs are subject to the same rate of coalescence. In Figure 2.3, 푎 and 푏 enter the
same population at the point 푡1, but they do not coalesce until above the point 푡2, where 푐 entered the same
population.
Methods and Challenges
Let  be the (unknown) model species tree that has generated a set  = {푔푖, 푡푖}푚푖=1 of 푚 genes on 푛 species.
Each gene consists of a set of (aligned) sequences 푋푚 = {푥푚푗}푛푗=1 which are generated by its gene tree
푡푖, which is also unknown. For a biologist looking for an accurate representation of the population-level
evolutionary history of a set of species in the presence of ILS, reconstructing it from genetic data is non-
trivial; in some cases, the most like gene tree topology may actually be different from  [2].
One often used approach historically has been to concatenate the sequences from multiple individual
genes and get a maximum likelihood tree. That approach often works well in practice when ILS is low but
is not statistically consistent as 푚 → ∞. That is, for some model trees the error will not approach zero in
probability as more genes are observed.
SVDquartets [39] uses site pattern frequencies as an indicator of quartet likelihood for the true species
tree.
A different category known as “summary” methods involve first estimating the gene trees for each gene
individually, then combining the resulting trees. The advantage is that given all correct gene trees, these can
be statistically consistent for 푚→∞. ASTRAL [143] does this by tabulating quartet frequencies over  and
seeks the tree whose quartet topologies agree with the most possible quartets from among the gene trees.
NJst [119] and ASTRID [227] both construct a distance-matrix 퐷 from the average internode (topological)
distance over the gene trees and constructs ̂ from 퐷.
There are numerous other methods as well, although each one has to balance a) finite gene length creating
gene tree error, b) optimization problems to find ̂ that are often NP-hard, c) model misspecification and d)
questions about statistical consistency.
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Part II
Some Limit Theorems in Phylogenomics1
1With apologies to R.R. Bahadur.
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Chapter 3
Statistical Consistency of Coalescent-Based
Species Tree Estimation under a Model of
Deleted Taxa
3.1 Introduction 1
The estimation of a species phylogeny from multiple loci is confounded by biological processes such as hor-
izontal gene transfer and incomplete lineage sorting that cause individual gene tree topologies to differ from
that of the overall species tree [130]. Incomplete lineage sorting (ILS), which is modeled by the well-studied
multi-species coalescent (MSC) model, is considered to be perhaps the major cause for this discordance
[59]. Many methods have been developed to estimate the species tree in the presence of ILS in a statistically
consistent manner, which means that as the amount of data increases, the species tree topology estimated
by the method converges in probability to the true species tree topology. Examples of methods for species
tree estimation that are statistically consistent under the MSC include ASTRAL [141, 143], ASTRID [227],
*BEAST [82], BEST [118], the population tree in BUCKy [106], GLASS [149], MP-EST [120], METAL
[47], NJst [119], SMRT [48], SNAPP [31], STEAC [116], STAR [116], STEM [104], and SVDquartets
[38]. Some of these methods (e.g., ASTRAL, ASTRID, BUCKy-pop, and NJst) estimate just the species
tree topology but not the branch lengths in coalescent units, while others (e.g., BEST, *BEAST, and MP-
EST) also estimate the branch lengths. In this chapter, we will refer to all methods that have been proven to
be statistically consistent under the MSC as “coalescent-based species tree estimation methods“.
One of the key assumptions in the proofs of statistical consistency for standard methods is that every
gene is present in every species. This assumption is unrealistic for many empirical datasets (e.g., the plant
transcriptome dataset studied in [236]), which can have substantial missing data. The impact of missing data
on species tree estimation has mostly been investigated from an empirical rather than theoretical standpoint.
Early studies focused on the impact of missing data on the estimation of individual gene trees [75, 177, 253],
while later studies examined the impact on multi-locus species tree estimation but without any gene tree
discord [111, 238, 239, 240]. Four recent studies have examined the impact of missing data on species
tree estimation using multiple loci, when gene trees can differ from the species tree due to ILS [87, 227,
245, 209]. These studies have largely focused on whether it is better to include taxa and/or genes that have
substantial amounts of missing data (e.g., taxa that are absent for 50% or more of the genes), and the relative
performance of different coalescent-based species tree estimation methods in the presence of missing data. In
general these studies have shown that although deleting whole genes from the overall data reduces accuracy
1This chapter contains material previously published in [163]. This chapter contains a correction to the proof of Theorem 12 as
it appears in that publication. The proofs were developed in part with the help of Jed Chou and the writing was revised by Tandy
Warnow. The copyright owner has provided permission to reprint.
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compared to having no missing data, including gene data (even if they are highly incomplete) may be on the
whole beneficial to species tree estimation efforts, at least for many coalescent-based species tree estimation
methods.
Yet, the question of whether coalescent-based methods are statistically consistent under the MSC in the
presence of missing data has not been addressed. This chapter examines whether standard coalescent-based
species tree estimation methods remain statistically consistent in the presence of missing data. We explore
this question under a simple i.i.d. model of missing data (where every species is missing from every gene
with the same probability 푝 > 0, and denoted 푀푖푖푑), and also under a more general model of missing data
where, for some constant 푘, each subset of 푘 species has non-zero probability of being present in a randomly
selected gene. We refer to this as the “full subset coverage” model (denoted푀푓푠푐). The푀푓푠푐 model includes
the simpler i.i.d. model as a special case, but also includes the models of taxon deletion considered in [87]
and [245].
In this study, we address the question of whether coalescent-based species tree estimation methods are
statistically consistent under the 푀푖푖푑 or 푀푓푠푐 models of taxon deletion. We focus on coalescent-based
species tree methods that operate by computing summary statistics for subsets of the taxon set and using
those summary statistics to estimate the species tree. We show that whenever these calculated summary
statistics are not impacted by deleting species outside the subset of interest, then the coalescent-based species
tree method will be statistically consistent under the 푀푓푠푐 model of taxon deletion. We also discuss taxon-
deletion models under which species tree estimation methods cannot be statistically consistent, and we finish
by discussing the impact of missing data on species tree estimation in practice.
3.2 Background
3.2.1 Problem statement and notation
The multi-species coalescent is a population genetics model that describes the evolution of individual genes
within a population-level species phylogeny [102]. Specifically, a species phylogeny  = (푇 ,Θ) with topol-
ogy 푇 and branch lengths Θ is given (but unknown) on a set of 푛-taxa,  = {푥푖}푛푖=1, where the branch
lengths are denominated in “coalescent units.” This species tree then parameterizes a probability density
function for a random variable 퐺( ) defined over all possible phylogenies of  . For a gene tree 푔 ∼ 퐺( ),
an additional assumption can be made regarding a sequence evolution model which may generate a set of
sequences 푠푔 = (푠푔1,… , 푠푔푛) for each taxon in  . Let the leaf set of gene tree 푔 be denoted as (푔). Given a
collection of genes 푔1,… , 푔푚 ∼ 퐺( ), the coalescent-based species tree estimation problem is the challenge
of estimating the topology 푇 from the input data 퐼푚, which may include the gene trees, the accompanying
sequences or both.
Thus coalescent-based species tree estimation methods can work with a variety of different types of
inputs. Usually such methods assume that the estimation of gene trees given sequence data can be done
with statistical consistency, which is true in the case of the most common models [199]. In this chapter, we
will consider the input data 퐼 to include, broadly, the gene trees themselves (one per gene), with or without
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branch lengths, or the multiple sequence alignments (one per gene), or both depending on the method. In
either case, it is natural to consider the input data 퐼 as being potentially restricted to a subset  ′ of the taxa
by considering, respectively, the subtrees of each gene tree restricted to the leaves with taxa in  ′, or the
multiple sequence alignment of only the sequences corresponding to taxa in  ′. We will refer occasionally
to this restricted data as 퐼| ′ . In contexts where the number of genes may vary and is indexed by푚, the input
data 퐼 on 푚 genes is correspondingly indexed as 퐼푚.
Tuple-based methods We will establish properties about statistical consistency in the presence of missing
data for a class of coalescent-based species tree estimation methods that we collectively refer to as “tuple-
based methods”. As we will show, nearly all coalescent-based species tree estimation methods that have
been proven to be statistically consistent under the MSC are tuple-based, so this restriction covers most of
the methods in use.
A coalescent-based method is a “tuple-based” method if there is some 퓁 ∈ ℤ≥2 such that the method
operates by computing a set of summary statistics from the input 퐼 for every subset of 퓁 species, and then
uses these summary statistics to compute the species tree. Furthermore a tuple-based method is called an
퓁-tuple-based method (or more simply an 퓁-tuple method) to reflect the specific value of 퓁 on which it bases
its summary statistics. We write each tuple-based method as a pair (퐹 , 훼), with 퐹 the function that computes
the set of summary statistics from 퐼 , and 훼 the function that computes a species tree given 퐹 (퐼). Also, the set
of summary statistics computed by an 퓁-tuple method includes one statistic for every tree topology (possibly
rooted) on every subset of 퓁 species.
Since a “tree” on two species is just a path, the 2-tuple methods compute pairwise distances for every
pair of species. Examples of 2-tuple methods include NJst and ASTRID, which operate by computing the
“average internode distance” between every pair of species. Other 2-tuple based methods include GLASS
[149] and its variants (e.g., [94]), METAL [47], STAR [116], and STEAC [116], which also compute a
pairwise distance between every pair of species, but use a different technique to do the calculation. 2-tuple
methods then compute a tree on the matrix of pairwise distances, using methods such as Neighbor Joining
(NJ) [196] or FastME [110]; thus, NJ and FastME serve as the function 훼 in the 2-tuple method.
MP-EST and SMRT are 3-tuple methods. MP-EST requires rooted gene trees (and so depends on the
strict molecular clock), and uses the frequency of each rooted 3-leaf tree 푡 induced in the input set of gene
trees as the summary statistic for 푡. It then seeks the model species tree (topology and branch lengths) that is
most likely to produce the observed distribution of rooted 3-leaf gene tree frequencies. SMRT is a site-based
method that estimates rooted three-leaf subtrees from the concatenated gene sequence alignments, and so
depends on the strict molecular clock. SMRT then combines the rooted three-leaf subtrees into a tree on the
full set of taxa using the Modified Min Cut algorithm [169].
In contrast to 3-tuple methods (e.g., MP-EST and SMRT), 4-tuple methods operate on unrooted gene
trees, and so do not depend on the strict molecular clock. 4-tuple methods begin by computing either the
most likely tree on every four leaves, or by computing some real-valued statistic for each unrooted tree on
every four leaves. An example of a 4-tuple method is ASTRAL [141, 143], which uses the frequency of
quartet tree 푡 induced in the input gene trees as the real-valued support for 푡. Other 4-tuple methods include
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the population tree in BUCKy [106] (called BUCKy-pop in [249]) and the implementation of SVDquartets
[38] within PAUP* [213]; in these two cases, the real-valued support for a quartet tree is either 1 or 0 (i.e.,
the best quartet tree on every four leaves is determined). All these 4-tuple methods then compute a species
tree by applying some quartet amalgamation method to the set of quartet trees, weighted by their support
values. For these 4-tuple methods, 훼 is the quartet amalgamation technique used to construct the tree 푇 from
the set of weighted quartet trees.
The number of summary statistics that each type of method computes depends on the value for 퓁 and
the number 푛 of species: 2-tuple methods compute (푛2) summary statistics (one for each pair of species),
3-tuple methods compute 3(푛3) summary statistics (one for each rooted three-leaf tree), and 4-tuple methods
compute 3(푛4) summary statistics (one for each unrooted four-leaf tree).
The proofs of statistical consistency for 퓁-tuple-based methods have the following basic steps: first, they
show that as the number 푚 of genes increases, the vector of summary statistics computed by 퐹 on input
data 퐼푚 converges in probability to a constant vector (which we will refer to as 퐹0). Second, they show that
훼(퐹0) = 푇 , where 푇 is the topology of the true species tree. Third, they show that there is some 훿 > 0 so
that whenever 퐿∞(퐹1, 퐹0) < 훿 then 훼(퐹1) = 훼(퐹0) = 푇 (here 퐿∞ is the infinity-norm, i.e. the maximum
absolute difference of individual vector components). It follows that the algorithm 퐴 = (퐹 , 훼) is statistically
consistent under the MSC. Therefore, when we refer to a statistically consistent 퓁-tuple method, we will
assume that these properties hold for the method, and then study the impact of missing data on the method.
Proofs of statistical consistency for many coalescent-based methods typically require several extra con-
ditions. For example, the proofs of statistical consistency of SVDquartets, MP-EST, STEM, STAR, and
SMRT require that sequences evolve under the strict molecular clock. Similarly, the proofs of statistical con-
sistency for nearly all methods that operate by combining gene trees require completely correct gene trees
(for an exception to this rule see [193]), and it is unknown whether any standard coalescent-based methods
that estimate species trees by combining gene trees are statistically consistent in the presence of gene tree
estimation error. Another complication in the proofs of statistical consistency is the typical requirement
that 훼 provide an exact solution to an optimization problem (e.g., finding the species tree that maximizes
some optimization criterion with respect to the input gene data). This is generally not an issue for 2-tuple
methods, which use methods like neighbor joining [196] to compute trees from distance matrices, but can
be a problem for 3-tuple and 4-tuple methods. For example, 4-tuple methods tend to have two steps, where
the first step computes a set of quartet trees (using 퐹 ) and the second step computes a tree from the set of
quartet trees using 훼. Since quartet tree compatibility is NP-hard [207], quartet amalgamation methods are
typically heuristics that have no guarantees (the dynamic programming algorithm in ASTRAL is one of the
few exceptions to this), and may not even be guaranteed to return a tree 푇 when given its set of quartet trees.
Thus, statistical consistency of coalescent-based methods is complicated, even when there are no missing
data.
Extension of tuple-based methods to missing data These tuple-based methods are defined and described
on the assumption of gene trees or sequence alignments without missing data, and the statistics or the algo-
rithm may not be fully defined if not all taxa are present. For example, for a given gene tree, the topology for
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quartet 푖푗푘푙 does not exist if one or more of the species is missing from the gene. Intuitively, if the method
would have called for the calculation of a statistic on a particular set of taxa for a particular gene, it is not
possible to calculate this if any taxon in the set is not present, so that gene should be excluded for purposes of
that statistic. Thus, the natural extension of a tuple-based method (퐹 , 훼) to inputs with missing data (species
missing from genes) is as follows:
Definition 1. Let 퐴 = (퐹 , 훼) be an 퓁-tuple species tree estimation method. The natural extension of 퐴
computes the summary statistics for a given set 퐵 of 퓁 species based only on those genes that contain all the
species in 퐵.
Type 1 and Type 2 퓁-tuple methods Since the set of summary statistics includes a real number for every
tree 푡 on 퓁 species, we will let 퐹푡(퐼) denote the summary statistic computed by the function 퐹 for tree 푡
given input 퐼 . For a set 퐵 of 퓁 species drawn from the full set  of species, let 퐼|퐵 denote the input set
퐼 restricted to 퐵; thus, all species in  ⧵ 퐵 are deleted entirely from the input. Then tuple-based methods
can be characterized further depending on how they behave on such inputs. Specifically, we will partition
퓁-tuple methods (퐹 , 훼) into two categories:
• Type 1: For all inputs 퐼 , all sets 퐵 of 퓁 species from  , and all trees 푡 on 퐵, 퐹푡(퐼) = 퐹푡(퐼|퐵).
• Type 2: There is at least one input 퐼 , one set 퐵 of 퓁 species, and one tree 푡 on 퐵 such that 퐹푡(퐼) ≠
퐹푡(퐼|퐵).
Thus, a Type 1 퓁-tuple method has the property that deleting taxa from outside a set 퐵 does not impact
the summary statistics it computes for any tree on 퐵. Note that taxon deletion impacts both Type 1 and Type
2 methods, in that if enough taxa are deleted from enough genes then accuracy must decrease. As we will
see, Type 1 methods are easier to analyze than Type 2 methods, and in particular it is easy to prove that a
Type 1 method remains statistically consistent in the presence of missing data for some models of random
taxon deletion. Most statistically consistent coalescent-based methods are Type 1 tuple-based methods;
for example, ASTRAL, GLASS, METAL, MP-EST, STEAC, and SVDquartets are all Type 1 tuple-based
methods. ASTRID, NJst, and STAR are Type 2 methods.
3.2.2 Taxon Deletion Models
Let  be a species tree on a set  of 푛 species, with  = {푥푖}푛푖=1, and let 푚 gene trees evolve within  under
the multi-species coalescent model. We denote the set of gene trees by 퐓 = {푇푖}푚푖=1, and the set of genes
by  = {푔푖}푚푖=1. To model taxon deletion, we let 푔푖 denote an arbitrary gene, and 푌푖 = [푌푖1,… , 푌푖푛]푇 be a
random 푛-dimensional vector where
푌푖푗 = 핀{푥푗 is present in 푔푖} (3.2.1)
Here each individual 푌푖푗 is a binary random variable that represents whether a species 푥푗 is present for a
random gene 푔푖.
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Exchangeability For the following lemma, we will assume that if 푇푖 is generated before 푌푖, then the post-
deletion tree 푇 ∗푖 = 푇푖|푌푖 = 푦푖 is obtained by taking the subtree of 푇푖 restricted to the set of leaves {푥푗|푦푖푗 = 1},
that is, the set of leaves whose taxa have not been deleted. If 푌푖 is generated before 푇푖, then 푇 ∗푖 is obtained
by taking the same subtree of the species tree  ,  |푌푖 and simulating a gene tree within this species subtree
under the multi-species coalescent.
Lemma 2. If 푇푖 and 푌푖 are independent, the two variables are exchangeable and the distribution of 푇 ∗푖 does
not depend on the sequence.
Proof. If 푌푖 is generated first, then the conditional distribution of 푇 ∗푖 is equal to the distribution of gene trees
under the multi-species coalescent on  |푌푖, by definition.
If 푇푖 is generated first, then the pruning operations described above mean that 푇 ∗푖 will lie entirely within
the subtree  |푌푖. It remains to show that the probability of any given pattern of coalescence on the remaining
branches is identical to the MSC under  |푌푖. This follows from the memoryless property of coalescence
under the MSC: the probability of any two lineages originating within  |푌푖 coalescing at any given point is
not dependent on either lineage’s coalescent history.
It should be noted by this model description, taxa are absent or present independently of the generation
of the gene data, including tree topology and sequence evolution, and the two processes are exchangeable.
Also, as is the case with the general multi-species coalescent model, gene trees evolve under a process that
is i.i.d. with respect to one another.
We will now define the two models for taxon deletion described briefly earlier.
The i.i.d. Model (푀푖푖푑) 푀푖푖푑 is a family of models parameterized by 푝, with 0 < 푝 < 1, where 푝 is
the probability that a random gene is present in a random species. For the 푀푖푖푑 model for parameter 푝, we
assume that 푌푖푗 ∼ 퐵푒푟푛표푢푙푙푖(푝) for all genes 푖 and all taxa 푗, and that 푌푖푗 and 푌푘푗 are independent for 푘 ≠ 푖.
(By extension of the statement earlier that genes evolve independently of one another, this also implies that
푌푖푗 and 푌푖푘 are independent for genes 푗, 푘 where 푗 ≠ 푘.)
The Full Subset Coverage Model (푀푓푠푐) 푀푓푠푐 is a family of models parameterized by 푘 ≥ 2. We assume
that the taxon deletion process is i.i.d. across the genes but we do not assume that it is i.i.d. across species.
An 푀푓푠푐 model for parameter 푘 satisfies the property that for any subset 퐵 of at most 푘 species there is a
strictly positive probability 푝퐵 (that can depend on 퐵) so that given a random gene, every member of 퐵 is
present in the data for that gene with probability 푝퐵. Since the number of taxon sets of size at most 푘 is finite,
푝∗ = min{푝퐵 ∶ 퐵 ⊆  , |퐵| ≤ 푘} > 0; hence, every taxon subset of size at most 푘 appears in a random gene
with probability at least 푝∗. Note that every 푀푖푖푑 model satisfies the property of being an 푀푓푠푐 model for
every 푘.
Comparison to previous models Most prior studies of the impact of missing data on phylogenomic anal-
ysis have been performed under the 푀푖푖푑 model; this model is referred to as R in [245] and as the “random
allocation” model in [87]. [245] also considered the G model, where missing data are concentrated in a
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subset of randomly chosen genes, and then ingroup taxa are deleted under an i.i.d. process from these genes.
[245] also studied the S model, where missing data are allowed only in a subset of randomly chosen ingroup
species, and that the genes are deleted from the selected species under an i.i.d. process. Note that the S and
G models studied in [245] are 푀푓푠푐 models.
3.3 Results
3.3.1 Results under an adversary model of taxon deletion
Theorem 3. Let taxon deletion be dependent on gene tree topology. There exists a dependency structure
under which no method is statistically consistent.
Proof. Let  and  ′ be possible species trees; note that  ′ has a topology that appears with strictly positive
probability under the MSC for species tree  . For each gene 푔푖 (whose true gene tree topology we’ll denote as
푡푖 for clarity), consider the dependency structure where all taxa are present in the data for 푔푖 with probability
1 if the topology of 푡푖 is identical to  ′, and all taxa are absent with probability 1 otherwise. Effectively,
gene 푔푖 is observed if and only if it has topology identical to  ′. Then the distribution of observed gene data
is not unique to the species tree and identifiability of the species tree is lost, so no method can be statistically
consistent.
The theorem above demonstrates that a dependence between gene tree topology and taxon presence
can quickly unravel statistical consistency guarantees in the absence of additional assumptions. But such
a dependence may exist for some realistic models of gene presence/absence, including a birth/death type
model where a gene may be present only for a clade of the tree. Such models are interesting and unsolved,
but are beyond the scope of this chapter.
3.3.2 Results for Type 1 methods under 푀푓푠푐
We now discuss the statistical consistency guarantees of Type 1 tuple-based methods. As we will see, most
of the tuple-based methods remain statistically consistent even in the presence of missing data, as long as
the process that generates the missing taxa is well-behaved (e.g., not generated by an adversary that biases
the method towards the wrong tree).
Let 퐴 = (퐹 , 훼) be a Type 1 퓁-tuple method that satisfies the following properties:
• (i) For all model species trees  = (푇 ,Θ), as the number 푚 of genes increases, 퐹 (퐼푚) 푝⟶ 퐹0, where
퐹0 is a constant vector parameterized by  .
• (ii) There exists 훿 > 0 such that for all vectors of summary statistics 퐹1 satisfying 퐿∞(퐹1, 퐹0) < 훿,
훼(퐹1) = 훼(퐹0) = 푇 .
Theorem 4. Let 퐴 = (퐹 , 훼) be a Type 1 퓁-tuple species tree estimation method satisfying the two proper-
ties (i) and (ii) above, and assume that the number of species is at least 퓁. The natural extension of 퐴 is
statistically consistent under 푀푓푠푐 with parameter 푘 ≥ 퓁, and thus also under 푀푖푖푑 for any parameter 푝.
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Proof. Let  = (푇 ,Θ) be the model species tree, 퐼푚 be the input dataset containing 푚 genes, 퐶 be the
number of summary statistics computed by algorithm 퐴 = (퐹 , 훼) on input 퐼푚. Since 퐴 = (퐹 , 훼) satisfies
condition (i) when there are no missing data, then as the number of genes 푚 increases, 퐹 (퐼푚)
푝
⟶ 퐹0, where
퐹0 is a vector of constants. We will denote the 푖푡ℎ summary statistic computed on input 퐼푚 by 퐹푖(퐼푚) and the
푖-th component of 퐹0 as 퐹0푖 . We write 퐹 (퐼푚) =
(
퐹1(퐼푚|퐱1),… , 퐹퐶 (퐼푚|퐱퐶 )) where 퐱푖 denotes a particular set
of 퓁 taxa. In other words, since 퐴 satisfies condition (i) when there are no missing data, for all 푖 = 1,… , 퐶
there exist a constant 퐹0푖 such that 퐹푖(퐼푚|퐱푖) 푝⟶ 퐹0푖 as푚→∞. Since the data for each gene are independent
of all others, to prove statistical consistency under the 푀푓푠푐 model we merely require that 퐼푚|퐱푖 include an
infinite number of genes as 푚 → ∞. Under the 푀푓푠푐 model, 푃푟[퐱푖 ⊆ 퐿(푔)] > 0 for every gene 푔 (where(푔) denotes the set of species for gene 푔). Hence, by the Borel-Cantelli lemma, the number of genes that
include all 퓁 taxa in 퐱푖 will also approach infinity. Thus 퐼푚|퐱푖 will include an infinite number of genes, and
퐹 (퐼푚|퐱푖) 푝⟶ 퐹0푖 . By the definition of the natural extension of 퐴, 훼 does not change under deleted taxa.
Since 퐴 satisfies condition (ii), ∃훿 > 0 such that ∀퐹1 with 퐿∞(퐹1, 퐹0) < 훿, 훼(퐹1) = 푇 , and so the natural
extension of 퐴 is statistically consistent under 푀푓푠푐 . Since 푀푖푖푑 is a subset of 푀푓푠푐 , it is also statistically
consistent under 푀푖푖푑 .
Corollary 5. ASTRAL and METAL are statistically consistent under the MSC even when taxa are deleted
under an 푀푓푠푐 model, provided that each is run in exact mode and so finds globally optimal species trees.
MP-EST and STEM are statistically consistent under the MSC even when taxa are deleted under an 푀푓푠푐
model, if sequence evolution is under a strict molecular clock and they find globally optimal species trees.
SVDquartets is statistically consistent under the MSC even when taxa are deleted under an 푀푓푠푐 model, if
sequence evolution is under a strict molecular clock and the quartet amalgamation heuristic used is modified
to ensure that it returns a compatibility tree when the input set of quartets is compatible. SMRT is statistically
consistent under the MSC even when taxa are deleted under an 푀푓푠푐 model, if sequence evolution is under
the symmetric two-state model with a strict molecular clock.
3.3.3 Statistical consistency of versions of ASTRAL under 푀푓푠푐
ASTRAL-1 [141] (and its improved versions, ASTRAL-II [143] and ASTRAL-III [251]) are coalescent-
based methods for estimating species trees that take unrooted gene trees as input, and return a tree that
minimizes the quartet tree distance to the input gene trees. Each can be run in exact mode, which guarantees
that the tree that is returned has the minimum distance to the input gene trees. However, the exact versions
are computationally intensive (running in time that grows exponentially with the number of species), and
so heuristic versions are also available. These heuristic versions operate by constraining the search space
using the input set of gene trees, and then guarantee that an optimal tree is returned within the search space.
The important difference between the two methods is how the search space is constrained, and ASTRAL-2
explicitly enlarges the space compared to ASTRAL-1 when the input gene trees can be incomplete (i.e.,
when some species are missing from some gene trees). Because the search space is constrained using the
input gene trees, the two ASTRAL algorithms depends on the input in a way that makes the analysis of their
statistical guarantees non-trivial.
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This section shows that both ASTRAL-1 and ASTRAL-2 are statistically consistent under the 푀푖푖푑
model, but not under any푀푓푠푐 model. We then present a modification to ASTRAL-1, denoted by ASTRAL*,
and which differs from ASTRAL-1 only in how the search space is constrained. We then show that ASTRAL*
is statistically consistent under many 푀푓푠푐 models.
ASTRAL-1
We begin with a formal description of the ASTRAL-1 algorithm.
Notation. We let  denote the full set of species, and  ′ denote an arbitrary subset of  . Every tree 푡
we consider is assumed to be a binary unrooted tree with leaves taken from a subset of  , and as earlier we
denote the leafset of 푡 by (푡). Each edge of 푡 defines a bipartition of the set (푡) (denoted by 퐵|퐵′, for
some set 퐵 ⊆  and 퐵′ = (푡) ⧵퐵) obtained by deleting the edge but not its endpoints from 푡. We will refer
to the set of all these bipartitions as 퐵푖푝(푡), and the set of halves of the bipartitions of 푡 as the clades of 푡.
(Note that the term “clades” is normally used only in the context of rooted trees, but we extend the term here
to allow us to refer to halves of bipartitions using the same term.) We let 푇 (푋) denote the set of unrooted
binary trees on leafset  that satisfy 퐵푖푝(푡) ⊆ 푋. If 푋 is not provided, then we assume the set of unrooted
binary trees is not constrained, and let 푇 denote the set of all unrooted binary trees on leafset  .
We let푄(푡) denote all 4-leaf homeomorphic subtrees of 푡 induced by a set of four leaves in 푡, and we note
that when 푡 is binary (i.e., fully resolved), then푄(푡) contains only binary quartet trees. Let be the set of all(푛
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) 4-taxon subsets of the taxon set  . Let 푞 ∈ , let 푡 be an arbitrary tree topology on  and let 푇 표푝(푞, 푡)
denote the induced quartet subtree topology for quartet 푞 in 푡.
Definition 6. ASTRAL Optimization Problem
Input: Taxon set  = {푥푖}푛푖=1, gene trees 푡1,… , 푡푚, and set 푋 of allowed bipartitions of  .
Output: Binary tree 푇 where
푇 = arg max
푡∈푇 (푋)
∑
푞∈
푚∑
푖=1
핀{푇 표푝(푞,푡)=푇 표푝(푞,푔푖)}
ASTRAL-1 will specifically return the tree that maximizes the optimization criteria in the innermost
summation subject to the constraint that every bipartition in the output tree be included in the set  . There-
fore, to show consistency under a model of missing data it is necessary to show not only that the optimization
criteria still works, but also that the true topology will be still be included in this constrained search space.
ASTRAL-1 and ASTRAL-2 differ in how they define the default set 푋 of allowed bipartitions, and also
use slightly different dynamic programming techniques to assemble the optimal tree from the bottom up.
Note that to run ASTRAL-1 or ASTRAL-2 in exact mode, the set 푋 is defined to be all bipartitions on  .
In the default version of ASTRAL-1 (referred to as the “heuristic version”), 푋 is the set of all bipartitions
that appear in any gene tree. Hence, when there are no missing data, then as the number of genes increases,
the set 푋 will include all possible bipartitions on the taxon set with probability converging to 1 (and hence
in particular the bipartitions in the true species tree). However, when there are missing data, then proving
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that the set푋 contains all the bipartitions in the species tree takes some care. In particular, if every gene tree
is incomplete, then no bipartition in any gene tree is a bipartition of the full set of taxa, and so this default
setting will not enable a statistically consistent estimation method.
ASTRAL*: We will modify ASTRAL-1 by changing how it defines the set푋 of allowed bipartitions, and
refer to this modification as ASTRAL*. Specifically, we will add bipartitions to the default setting computed
by ASTRAL-1. Hence, ASTRAL*’s extra bipartitions could also be added to ASTRAL-2.
Note that ASTRAL-1, ASTRAL-2, and hence also ASTRAL, when run in heuristic mode, are different
from the species tree estimation methods described previously, in that 훼 depends not only on the summary
statistics 퐹 (퐼) but also on the input data 퐼 . Therefore, we denote the output of the function by 훼(퐹 , 퐼).
For every clade 퐶 ⊂  occurring in a gene tree, we require that ASTRAL* adds the bipartition 퐶|퐶 ′
where퐶 ′ =  ⧵퐶 , to its set푋. (Note that since the trees in this problem are unrooted, a clade and one half of
a bipartition are equivalent concepts.) This is a trivial extension of the algorithm for a model of incomplete
genes and one that strengthens the conditions under which the method is consistent, as we will see below.
Theorem 7. (1) ASTRAL*, as well as ASTRAL-1 and ASTRAL-2 run in default heuristic mode, are statis-
tically consistent under the MSC for any 푀푖푖푑 model of taxon deletion. (2) ASTRAL-1 is not statistically
consistent under an 푀푓푠푐 model with parameter 푘 if the number of species is greater than 푘 and ASTRAL-1
is run in default heuristic mode. (3) ASTRAL* is statistically consistent under any 푀푓푠푐 model of taxon
deletion with parameter 푘 if the number 푛 of species is at most 2푘.
Proof. (1) Let  be a model species tree, and consider taxon deletion under some 푀푖푖푑 model. We will
show that there is non-zero probability that every bipartition in the species tree appears in the search space
computed by ASTRAL-1 in its default setting. Since the search space computed by ASTRAL-1 is a subset
of the search space computed by ASTRAL-2 and ASTRAL*, the result will follow. Recall that ASTRAL-1
includes all bipartitions 퐶|퐶 ′ that appear in any input gene tree. Under the MSC model, every bipartition
appears in some gene tree with probability increasing to 1 as the number of genes increases. Under any푀푖푖푑
model, for every subset of taxa, the probability that none of the taxa in the subset are deleted is strictly greater
than 0. Hence, under 푀푖푖푑 , the set 푋 of bipartitions allowed in the ASTRAL-1 search space will converge
to the set of all possible bipartitions. Therefore, ASTRAL-1 is statistically consistent under 푀푖푖푑 . Since
the sets of bipartitions computed by ASTRAL* and ASTRAL-2 contain the set of bipartitions computed by
ASTRAL-1, ASTRAL-2 and ASTRAL* are also statistically consistent under 푀푖푖푑 .
(2) Now consider the푀푓푠푐 model with parameter 푘: let 푛 > 푘, and further let the taxon deletion process
be such that every gene has exactly 푘 taxa, (e.g. 푘 taxa sampled uniformly, a valid model under푀푓푠푐). Then
if ASTRAL-1 is run in heuristic mode, it will compute a set 푋 that contains no bipartitions on the set  of
species, and so cannot be statistically consistent under all 푀푓푠푐 models.
(3) We now show that ASTRAL* run in heuristic mode is statistically consistent under any 푀푓푠푐 model
with parameter 푘 when 푛 ≤ 2푘. Let 퐶|퐶 ′ be an arbitrary bipartition on  , and assume without loss of
generality that |퐶| ≤ 푘. Hence, under 푀푖푖푑 , the probability that 퐶 appears in a random gene tree is strictly
positive. Under the MSC, any bipartition on  appears in a given true gene tree with strictly positive prob-
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ability. Since this process is independent from the removal of taxa, and since there is non-zero probability
that all members of a clade appear in the gene tree, the probability is non-zero that the set 퐶 appears as a
clade in a random gene tree.
Hence, as the number 푚 of gene trees increases, the probability approaches 1 that 퐶 appears as a clade in
at least one gene tree. Thus the probability approaches 1 that the set푋 computed by ASTRAL* will contain
퐶|퐶 ′, where 퐶 ′ =  ⧵퐶 . Therefore, ASTRAL*, run in heuristic mode, will be statistically consistent under
the 푀푓푠푐 model with parameter 푘, provided that the number of species 푛 ≤ 2푘.
Theorem 8. ASTRAL-1 and ASTRAL*, when run in heuristic mode, are not statistically consistent under
the 푀푆퐶푓푠푐 class of models with parameter 푘, if the number of species 푛 > 2푘.
Proof. Consider a model of taxon deletion where every gene tree has exactly 푘 taxa, selected at random from
the full set of taxa. This model satisfies the conditions of the 푀푓푠푐 models with parameter 푘. Now assume
푘 < ⌊푛∕2⌋.
Let  be a caterpillar tree on a set  of 푛 taxa. Then  contains a clade 퐵 of size ⌊푛∕2⌋ whose comple-
ment is at least as large; hence both 퐵 and  ⧵퐵 have more than 푘 species. Hence, under this model of taxon
deletion, neither 퐵 nor  ⧵퐵 will be in any gene tree. Hence, the bipartition 퐵|퐵′ (where 퐵′ =  ⧵퐵) will
not be in 푋 (the constraint on the search space) as computed by ASTRAL and ASTRAL*. Hence, neither
ASTRAL nor ASTRAL* can recover the true species tree under this random taxon deletion model.
3.3.4 Statistical consistency of ASTRID and NJst under 푀푖푖푑
As noted earlier, ASTRID, NJst, and STAR are Type 2 methods, and proofs we provided of statistical con-
sistency for Type 1 tuple-based methods do not apply to these methods (or other Type 2 methods). In this
section we will show ASTRID and NJst remain statistically consistent under the 푀푖푖푑 models of taxon dele-
tion. However, the statistical consistency of these methods under the more general푀푓푠푐 models is unknown.
NJst is a distance-based method that uses the average topological “internode” distance between taxa in
the gene trees. The internode distance between two taxa 푥푖 and 푥푗 in a tree is the count of individual nodes
along the path from 푥푖 to 푥푗 , denoted 휌(푥푖, 푥푗). ASTRID is an extension of NJst with the averaging redefined
to better accommodate missing taxa and is precisely the natural extension of NJst as defined earlier, where
the statistic for each pair is calculated as usual but restricted to the genes in which both members of the pair
appear. However, NJst and ASTRID are not Type 1 methods, under the definition provided above, because
the internode distance for two taxa 푥푖 and 푥푗 can be affected by the presence or absence of a third taxon.
Distance methods are formally 2-tuple methods, and use an algorithm such as neighbor joining [196] to
return a tree topology and branch lengths given (푛2) pairwise distances (collectively, the distance “matrix“).
We now state some well-known properties of such methods for reference in the proof below. For a tree with
topology 푇 = (푉 ,퐸) on 푛 taxa and edge weights 푙푒, 푒 ∈ 퐸, if the distance for any two taxa 푗 and 푘 is equal
to the sum of the edge weights over edges in the shortest path between leaves 푗 and 푘, then neighbor-joining
will return a tree with topology 푇 , and the distance matrix is said to be additive on the topology 푇 . An
equivalent definition of an additive matrix is as follows:
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Definition 9. The Four Point Condition. Let 푇 = (푉 ,퐸) be a tree on 푛 leaves labeled as  = {푠푖}푛푖=1 with
positive edge weights 푙푒, 푒 ∈ 퐸. Let 퐷 = 푑푖푗 be the matrix of pairwise distances between all pairs of taxa
(푖, 푗), 푖, 푗 ∈  . The matrix 퐷 is additive on the topology 푇 if and only if for all sets of four (not necessarily
distinct) leaves {푖, 푗, 푘, 푙} ⊂  with quartet-subtree topology 푖푗|푘푙 in 푇 , without loss of generality, the
following holds:
푑푖푗 + 푑푘푙 < 푑푖푘 + 푑푗푙 = 푑푖푙 + 푑푗푘.
Furthermore, if instead of 퐷 as above we are given 퐷̂ = 푑푖푗 + 휀푖푗 , where 휀푖푗 is an unknown noise term
such that for all 푖, 푗 ∈  , |휀푖푗| < 12 min푎,푏∈ 푑푎푏, then neighbor-joining applied to the matrix 퐷̂ will also
return the topology 푇 with probability 1. Therefore, since NJst is a distance-method, to prove statistical
consistency it suffices to show that the metric given by the average internode distance collectively converges
to an additive matrix on the true topology.
Theorem 12. Assume that taxa are absent from the data for each gene according to the 푀푖푖푑 model. Then
NJst and ASTRID are statistically consistent under the MSC.
First we give a helpful lemma in two parts. Note that since 휌(푥푖, 푥푗) is undefined when either of 푥푖 or 푥푗
are removed, the expectation of 휌(푥푖, 푥푗) is formally undefined as long as the probability of either is nonzero.
We nonetheless use the notation 퐄 [휌(푥푖, 푥푗)] in the lemma and proofs below, which will refer implicitly to
the conditional expectation on the event that neither 푥푖 nor 푥푗 are removed.
Lemma 13. Under the MSC and푀푖푖푑 , let 푎, 푏, 푐 and 푑 be four taxa, and consider the event in the coalescent
probability space in which the lineages of these taxa have entered a common population and no pair have
coalesced with one another, denoted as  ′. Denote the points on each respective lineage in which they enter
the common population as 퐴, 퐵, 퐶 , and 퐷. Let 푌 be the random variable representing the taxon deletion
process. Then for any two taxa {푖, 푗} ⊂ {푎, 푏, 푐, 푑} and respectively {퐼, 퐽} ⊂ {퐴,퐵, 퐶,퐷}:
퐄
[
휌(푖, 푗)| ′] = 퐄푌 [휌(푖, 퐼)| ′] + 퐄푌 [휌(푗, 퐽 )| ′] +퐾
where 퐾 is a constant that does not depend on the identities of 푖 and 푗.
Proof of Lemma 13. Consider any gene tree 푔 meeting the condition of event  ′, and let 퐺 be the subtree of
푔 sitting between the points 퐴, 퐵, 퐶 and 퐷 and the root. The topology of 퐺 in this model, given that 푔 ∈  ,
is determined by a set of i.i.d. Exponentially distributed random variables corresponding to the pairwise
times-to-coalescence of all remaining lineages concurrent with and including {퐴,퐵, 퐶,퐷}. By De Finetti’s
theorem, the probability density function of 퐺 is unique up to a permutation of the indices of the random
variables. Thus for any {퐼, 퐽} ⊂ {퐴,퐵, 퐶,퐷}, since 휌(퐼, 퐽 ) is dependent only on the topology of 퐺, the
probability density of 휌(퐼, 퐽 ) does not depend on the identity of 퐼 and 퐽 , and thus 퐄 [휌(퐼, 퐽 )| ′] = 퐾 .
Lemma 14. Let the conditions of Lemma 13 in the manuscript hold. Let the species tree  display an unbal-
anced topology, without loss of generality labeled (((푎, 푏), 푐), 푑), and let  ′′ denote the event in coalescent
probability space that 푎, 푏, and 푐 have entered a common population and no two have coalesced with one
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Figure 3.1: The species tree  , having unbalanced topology and showing the conditions that constitute event ′′.
another. Let 퐴, 퐵 and 퐶 denote the points where the lineages of 푎, 푏 and 푐 enter a common population, and
let 퐷 denote the point where the lineage of 푑 joins them. (See Figure 3.1.)
Then for any two distinct taxa {푖, 푗} ⊂ {푎, 푏, 푐, 푑} and respectively {퐼, 퐽} ⊂ {퐴,퐵, 퐶,퐷}:
퐄
[
휌(푖, 푗)| ′′] = 퐄푌 [휌(푖, 퐼)| ′′] + 퐄푌 [휌(푗, 퐽 )| ′′] +퐻
where 퐻 is a constant that does not depend on the identities of 푖 and 푗.
Additionally, the matrix 퐑푖푗 =
[
퐄
[
휌(푖, 푗)| ′′]] is additive.
Proof of Lemma 14. As with the proof of Lemma 13, since 퐴, 퐵 and 퐶 are un-coalesced and in the same
population, they are exchangeable. This gives us that:
퐄
[
휌(퐴,퐵)| ′′] = 퐄 [휌(퐴,퐶)| ′′] = 퐄 [휌(퐵,퐶)| ′′] = 퐾
Additionally, it implies that:
퐄
[
휌(퐴,퐷)| ′′] = 퐄 [휌(퐵,퐷)| ′′] = 퐄 [휌(퐶,퐷)| ′′] = 퐽
Together, those imply the first statement, where 퐻 = 퐾 + 퐽 .
Since the first statement applies only to distinct pairs of indices, showing that the Four Point condition
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applies to the matrix퐑 requires additionally verifying sets of non-distinct indices. In practice this only means
checking sets with duplicates since triplicates and beyond are trivial. Exchangeability of 퐴, 퐵 and 퐶 saves
us time here as well. The first two cases are simple:
AB|CC:
퐄
[
휌(퐴,퐵)| ′′] + 퐄 [휌(퐶,퐶)| ′′] = 퐾
퐄
[
휌(퐴,퐶)| ′′] + 퐄 [휌(퐵,퐶)| ′′] = 2퐾
AD|CC:
퐄
[
휌(퐴,퐷)| ′′] + 퐄 [휌(퐶,퐶)| ′′] = 퐾
퐄
[
휌(퐴,퐶)| ′′] + 퐄 [휌(퐷,퐶)| ′′] = 퐾 + 퐽
The final set will take a bit more work:
AB|DD:
퐄
[
휌(퐴,퐵)| ′′] + 퐄 [휌(퐷,퐷)| ′′] = 퐾
퐄
[
휌(퐴,퐷)| ′′] + 퐄 [휌(퐵,퐷)| ′′] = 2퐽 (3.3.1)
But it is not clear that 퐾 < 2퐽 , so we must show that. We will in fact show that 퐾 < 퐽 , which is
sufficient. To do this, we will partition event  ′′ into a few cases and show that for each case 푖:
퐄
[
휌(퐴,퐵)| ′′,Case 푖] ≤ 퐄 [휌(퐴,퐷)| ′′,Case 푖] (3.3.2)
Figure 3.1 shows an illustration of the species tree  and the conditions that define the event  ′′. The
point where 푎, 푏 and 푐 join a common population is denoted as E1, and the point where those three join a
common population with 푑 as E2.
The cases that we will consider will be based on how many coalescent events (CEs) happen between
the three lineages in the portion of the species tree between E1 and E2. The possibilities are 0, 1 and 2.
Crucially, the relative probability that the gene tree would take on Case 0/1/2 depends on the shape of the
species tree and is difficult to compare arbitrarily. But by limiting the comparison to one case at a time, if
(3.3.4) holds conditionally for every case then it also holds unconditionally, so relative probability is not an
issue.
Case 1: 0 CEs This is the simplest case because it means all four lineages enter a common topology un-
coalesced at the root E2. In this case the four lineages become exchangeable and (3.3.4) holds with strict
equality.
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Case 2: 2 CEs This is the next simplest. There are three possible ways for 2 CEs to occur in the E1-E2
region and each one fully determines the gene tree topology. The three possibilities are shown in Figure 3.2a
along with the resultant topology. Once again by exchangeability we know that all three possibilities are
equally likely, so we can compute the conditional expectation directly, shown in Table 3.1.
휌(퐴,퐵) 휌(퐴,퐷)
(1) 2 4
(2) 3 4
(3) 3 3
avg. 2.67 3.67
Table 3.1: Internode distances from Figure 3.2a.
Thus (3.3.4) holds for Case 2.
Case 3: 1 CE This case is slightly more complicated just by the number of possible topologies, which
are illustrated in Figure 3.2b. The three equally likely CE combinations are shown and labeled (4)-(6). In
each case, there are three ways that the exiting lineage can coalesce with 퐷 to form the rooted gene tree
(also equally likely). Those are labeled (a)-(c). Since that is the full range of possibilities for Case 3, we
can compute the conditional means directly by computing the internode distances and the averages. Those
values are given in Table 3.2.
휌(퐴,퐵) 휌(퐴,퐷)
(a) 2 4
(1) (b) 2 4
(c) 2 3
(a) 3 4
(2) (b) 4 4
(c) 4 3
(a) 3 3
(3) (b) 4 2
(c) 4 3
avg. 3.11 3.33
Table 3.2: Internode distances from Figure 3.2b.
Thus (3.3.4) holds for Case 3 as well, and in both of the last two cases the strict inequality has held. So
we have that 퐾 < 퐽 , and the conditions in (3.3.4) check out.
Therefore, the four-point condition holds for the matrix 퐑푖푗 and it is additive.
Proof of Theorem 12. In order to show that the method is statistically consistent, we must show the follow-
ing:
1. For a gene tree generated under the coalescent process in the MSC followed by the removal of taxa
subject to 푀푖푖푑 , the expected value of the summary statistics 휌(푥푖, 푥푗) for each pair of taxa 푥푖, 푥푗 form
an additive matrix that defines the topology of the species tree.
27
2. The statistics themselves converge to their expectations as the number 푚 of genes approaches infinity.
The second property follows from the i.i.d.-generation of gene trees and the weak law of large numbers;
hence, we need only establish the first property.
Let 퐺 be a random gene tree on 푛 taxa generated by the MSC on species tree  , and let 푌푛 ∼푀푖푖푑 with
probability of deletion 푝. We will show that for an arbitrary set of four taxa {푥1, 푥2, 푥푎, 푥푏}, the expectations
over 퐺 and 푌푛 of the internode distances are additive on the species tree, which we check by confirming that
they obey the four point condition for the species tree  . In what follows, we will refer to this by saying that
the expectations “obey the four point condition”, with the understanding that this is with reference to the
species tree  . Importantly, the event  =  ′ ∪ ′′ defined in Lemmas 13 and 14 includes all cases in which
the quartet-subtree topology in the gene tree does not match that of the species tree, and implies that the four
point condition holds in these cases. As a result, it suffices to show that the four point condition holds when
the quartet-subtree in 퐺 is identical to the topology in the species tree, which we assume without loss of
generality has topology 푥1푥2|푥푎푥푏. We will show this by induction on the number 푛 of taxa, and begin with
the smallest non-trivial case, 푛 = 4.
Base Step: For 푛 = 4 we can write the expected values of the internode distances in closed form and
check the four point condition directly:
퐄
[
휌(푥1, 푥2)
]
= 2 − 푝2
퐄
[
휌(푥푎, 푥푏)
]
= 2 − 푝2
퐄
[
휌(푥1, 푥푎)
]
= 3(1 − 푝)(1 − 푝) + 2(2푝(1 − 푝)) + 1(푝2)
= 3(1 − 2푝 + 푝2) + 4(푝 − 푝2) + 푝2
= 3 − 6푝 + 3푝2 + 4푝 − 4푝2 + 푝2
= 3 − 2푝
퐄
[
휌(푥2, 푥푏)
]
= 3 − 2푝
Thus to test that the four point condition holds, we have:
퐄
[
휌(푥1, 푥2)
]
+ 퐄
[
휌(푥푎, 푥푏)
]
= 2 − 푝2 + 2 − 푝2
= 4 − 2푝2
퐄
[
휌(푥1, 푥푎)
]
+ 퐄
[
휌(푥2, 푥푏)
]
= 3 − 2푝 + 3 − 2푝
= 6 − 4푝
퐄
[
휌(푥2, 푥푎)
]
+ 퐄
[
휌(푥1, 푥푏)
]
= 6 − 4푝
It remains to show that 6 − 4푝 > 4 − 2푝2. Let:
푓 (푝) = (6 − 4푝) − (4 − 2푝2)
= 2푝2 − 4푝 + 2
= 2(1 − 푝)2
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Since 푓 (푝) is the product of positive terms, 푓 (푝) > 0 for 0 ≤ 푝 ≤ 1. Thus 6 − 4푝 > 4 − 2푝2 and the four
point condition holds for 푛 = 4.
Induction Step: Assume that for a set 푆푛 of 푛 taxa, the expected value of the matrix 퐷 = [휌(푥푖, 푥푗)] for
a random gene tree 퐺푛 and taxon-removal variable 푌푛 is additive on the true species tree. That is, for any set
of 푛-taxa under the MSC and 푀푖푖푑 and any quartet (푎, 푏, 푐, 푑), the four point condition holds for 퐄푛[휌(푖, 푗)],
푖, 푗 ∈ {푎, 푏, 푐, 푑}, a fact that we will use below. Here 퐄푛 denotes the expectation operator under 푛 taxa for
notational clarity. We will now show that the same holds for a set of size 푛 + 1.
Let 푥푛+1 be a new taxon and let 퐺 be generated under the MSC on 푆푛 ∪ {푥푛+1} with taxon-removal
variable 푌푛+1 = (푌푛, 푦푛+1) where 푦푛+1 ∼ 퐵푒푟푛표푢푙푙푖(푝) in accordance with 푀푖푖푑 . Our approach will be to
define three cases, each of which have non-zero probability, and show that regardless of the placement of
푥푛+1 in the species tree, the four point condition holds on {푥1, 푥2, 푥푎, 푥푏}.
Case 1: 푥푛+1 is deleted from 퐺 (i.e. 푦푛+1 = 1). In this case the conditional values of 퐄푛+1[휌(푥, 푥′)] for
푥 ≠ 푥′, 푥, 푥′ ∈ {푥1, 푥2, 푥푎, 푥푏} are identical to the 푛-taxa case, and thus by our assumption they obey the
four point condition.
Case 2: 푥푛+1 is not deleted and it coalesces with 퐺 (after taxon-deletion has been applied) on a branch
that is not on the induced quartet-subtree of 퐺 for the quartet {푥1, 푥2, 푥푎, 푥푏}. In this case, the coalescence
event for 푥푛+1 does not add to the internode distances along any of the branches connecting any two members
of the quartet. As a result, again the conditional values of 퐄[휌(푥, 푥′)] for 푥 ≠ 푥′, 푥, 푥′ ∈ {푥푖, 푥푗 , 푥푘, 푥푙} are
identical to the 푛-taxa case, where again they obey the four point condition, by the induction assumption.
Case 3: 푥푛+1 is not deleted and coalesces directly with a branch on the induced quartet subtree of 퐺 for
the quartet {푥1, 푥2, 푥푎, 푥푏}. This case is non-trivial and requires some analysis. For shorthand, we will refer
to the quartet-subtree of 퐺 restricted to {푥1, 푥2, 푥푎, 푥푏} as simply 푞. For a pair of taxa 푖, 푗 ∈ 푆푛 the value of
the expected internode distance in the presence of 푥푛+1 is:
퐄푛+1 [휌(푖, 푗)] = 퐄푛 [휌(푖, 푗)] + 푃 (푖, 푗) (3.3.3)
where 푃 (푖, 푗) denotes the probability that 푥푛+1 coalesces on a branch in the path from 푖 to 푗, which would
cause 휌(푖, 푗) to increase by 1. This quantity is non-trivial and depends jointly on both the topology of 퐺 and
the value of 푌푛. However, since the first term obeys the four point condition by the induction hypothesis, the
proof depends on showing that 푃 (푖, 푗) does as well.
To do that, we will first partition the joint probability space of the MSC and 푀푖푖푑 , denoted as  and
assign each part of this partition to one of the five branches in the subtree 푞, then show that for {푖, 푗} ⊂
{푥1, 푥2, 푥푎, 푥푏}, 푃 (푖, 푗) can be expressed as the sum of probabilities assigned to the branches between 푖 and
푗. We will label the branches as 푏1, 푏2, 푏푎, and 푏푏 for the four outer branches and 푏푚 for the middle branch.
Figure 3.3 describes the partition based on the branch with which 푥푛+1 coalesces (in each column) and
the outcome of the taxon-removal process (in each row). For the illustrations in the header of each row,
a branch represented with a dotted line represents the case that all lineages coalescing along that branch
other than 푥푛+1 are fully removed by the taxon-removal process. The positions of the relative taxa are given
in the illustration in the first row header, and all taxon-removal outcomes that allow at least one 휌(푖, 푗),
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푖, 푗 ∈ {푥1, 푥2, 푥푎, 푥푏} to be measured are represented in the rows. The assignment is not unique, as implied
by the entries with offer two possibilities, but for the proof either will work so we consider the default to be
the first branch listed.
For an event (퐺, 푌푛+1) ∈ , denote the assignment of (퐺, 푌푛+1) to branch 푏푒 as (퐺, 푌푛+1) → 푏푒, and for
that branch let
푝푒 = 푃
(
{(퐺, 푌푛+1) ∈ |(퐺, 푌푛+1)→ 푏푒}) .
In this way, for any pair of taxa 푖, 푗 ∈ {푥1, 푥2, 푥푎, 푥푏}, the probability that 휌(푖, 푗) is incremented by 1 in the
presence of 푥푛+1 is given precisely by the sum of 푝푒 for set of edges 푒 between 푖 and 푗 in the quartet subtree
푞. This should be apparent by visual inspection of the table. Thus, 푃 (푖, 푗) in (3.3.3) is the sum of positive
edge weights on the topology 푥1푥2|푥푎푥푏, which is also the species tree topology on these four taxa, and so
is additive on the species tree. Hence, it meets the four point condition, completing the proof.
This proof has been limited to ASTRID, and only provided under the 푀푖푖푑 model of taxon deletion
because the independence of taxon deletion (between taxa as well as from gene tree generation) was used
when we noted that
퐄푛+1[휌(푥, 푥′)] = 퐄푛[휌(푥, 푥′)] + 푝푥푥′ (3.3.4)
in case 3. Independence implies that the marginal probability distribution of 휌(푥, 푥′) for 푛 taxa is identical
to the conditional distribution given the information that 푥푛+1 has not been deleted.
While that is not strictly necessary for (3.3.4) to hold, counterexamples can be difficult to construct, and
thus it is non-trivial to characterize conditions that may be weaker than pure independence and still imply
that ASTRID is statistically consistent. It is an open question whether ASTRID is statistically consistent
under any more general model (e.g., under the 푀푓푠푐 model). It is also an open question whether other Type
II methods (e.g., STAR) are statistically consistent under the 푀푖푖푑 model of taxon deletion.
Results shown here have focused on whether coalescent-based species tree estimation methods remain
statistically consistent in the presence of missing data. However, inherent in the question is the assumption
that the method being considered is statistically consistent when there are no missing data. Here we consider
the conditions under which the different methods we discussed in this chapter are statistically consistent
when there are no missing data.
3.4 Discussion
This study examined the theoretical properties of coalescent-based species tree estimation methods, and
showed that the Type 1 methods are statistically consistent under a fairly general model of missing data (the
“full subset coverage” model, 푀푓푠푐), while at least one Type 2 method is statistically consistent under an
i.i.d. model of missing data that is a subclass of the푀푓푠푐 model. However, these statistical consistency results
do not suggest that missing data do not have a negative impact on the accuracy of coalescent-based species
tree estimation, nor that the impact may differ between methods. The practical implications of missing data
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are best understood through experimental studies.
Four such studies [87, 227, 245, 209] examined the impact of missing data on coalescent-based species
tree estimation methods. Hovmo¨ller et al. [87] evaluated the impact of missing data on STEM and *BEAST,
using two different models of taxon deletion and found that both STEM and *BEAST were highly robust to
missing data.
Xi et al. [245] evaluated ASTRAL (v. 4.7.1), MP-EST, and STAR on simulated and biological datasets
with missing data. They explored two taxon deletion models, S (missing data restricted to a subset of selected
species) and G (missing data restricted to a subset of selected genes), although they never deleted any genes
from the outgroup taxa. They found that the impact of missing data depended on the model and the amount
of missing data, and that in general ASTRAL and MP-EST were highly robust to missing data, while STAR
was much more negatively impacted.
Streicher et al. [209] examined the impact of missing data on the branch support of species trees estimated
using NJst and ASTRAL (v. 4.7.6) on a biological dataset of Iguanian lizards. They explored different
amounts of missing data, and concluded that in general it is best to include all the data, except (perhaps)
when the amount of missing data in the gene or species exceeds 50%.
Finally, Vachaspati and Warnow [227] studied the impact of missing data on ASTRID and ASTRAL-
2 (v. 4.7.8) on simulated datasets with 50 species under a model in which all genes had missing data, but
the genes that were deleted from each species were selected under an i.i.d. model. They observed that
both ASTRID and ASTRAL were substantially impacted by missing data, so that error increased with taxon
deletion. However, even with very high missing data rates (i.e., all genes missing 80% of the species), both
ASTRID and ASTRAL-2 achieved good accuracy with a large enough number of genes.
Overall these studies suggest that missing data is not especially detrimental to accuracy using MP-EST,
ASTRID, ASTRAL, STEM, and *BEAST.
However, one particularly challenge of missing data is the possibility that outgroup taxa may be the
missing taxa. When the phylogenomic estimation method requires rooted gene trees, this creates a challenge
of using a different rooting method (e.g., midpoint rooting, or maximum likelihood under a strict molecular
clock assumption). These rooting techniques are not statistically consistent when the data does not follow a
strict clock, however. Only two of the studies above [87, 245] considered methods that require rooted gene
trees, but both evolved sequences under a strict molecular clock. Xi, et al. [245] used outgroup rooting but
did not simulate under conditions where data was missing for the outgroup. Thus our understanding of the
empirical impact of missing data on methods that require rooted gene trees would benefit from additional
study.
3.5 Summary
We have shown that if taxon absence/presence is independent of gene tree topology, then it is exchangeable
with the MSC. We have further shown that full subset coverage is sufficient for a tuple-based method to be
statistically consistent, and that i.i.d. taxon deletion is a necessary condition for NJst and ASTRID to be
statistically consistent.
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Figure 3.2: Illustration of cases 2 and 3 as defined in the proof of Lemma 14.
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Figure 3.3: Table of attachment branches given the latent 5-taxon topology and set of deleted taxa from
푞, assuming no other taxa coalesce closer to the inner nodes. Branches (in rows) given by dotted lines are
pruned as a result of taxon deletion.
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Chapter 4
Inconsistency of Partitioned Likelihood and
Topology-Based Summary Methods
4.1 Introduction1
Species trees are a key aspect of much biological research, including the detection of co-evolution, the infer-
ence of ancestral traits, and the dating of speciation events [178]. The availability of sequence data collected
from diverse species representing a broad spectrum of life has led to the expectation that the construction
of a robust Tree of Life should be possible using statistical estimation methods, such as maximum likeli-
hood. These estimations are increasingly based on large numbers of loci (sometimes thousands) selected
from across the genomes of different species [134, 92, 144, 236, 34, 129].
Many methods used for species tree estimation, however, have been designed for gene tree estimation,
which is a simpler statistical estimation problem. For gene tree estimation, the assumption is that the input
sequences have all evolved down a single model tree (called the “gene tree”) under a sequence evolution
model, such as Cavender-Farris-Neyman [36, 60, 154], Jukes-Cantor [95], or the Generalised Time Re-
versible (GTR) model [216]. The estimation of the gene tree under these models from the aligned sequence
data is a well-studied problem, and many statistically consistent methods have been developed under these
models [199]. Species tree estimation is much more complex, since gene trees can differ from the species
tree due to multiple causes, including incomplete lineage sorting (ILS), as modeled by the multi-species coa-
lescent (MSC) model [130]. Indeed, many recent phylogenetic analyses of genome-scale biological datasets
for birds [92], land plants [236], worms [34], and other organisms, have revealed substantial heterogeneity
across the genes that is consistent with ILS.
The construction of the species tree when there is gene tree heterogeneity due to ILS can be seen as
a statistical estimation problem under a two-phase model of sequence evolution where gene trees evolve
within a species tree under the MSC model, and then gene sequences evolve down each gene tree under a
sequence evolution model. For example, under the MSC+JC model where true gene trees evolve within
the species tree under the MSC model and gene sequences evolve down the gene trees under the Jukes-
Cantor (JC) model, the estimation of species trees from gene sequence data needs to use the properties of the
evolutionary models in order to be statistically consistent. One such approach for species tree estimation is to
estimate gene trees for each locus, and then combine these gene trees into a species tree using a coalescent-
based summary method (that takes gene tree incongruence due to ILS into account); such approaches can be
1This chapter contains material previously published in [191]. The proof of inconsistency for fully-partitioned Maximum Like-
lihood estimation was developed in collaboration with Sebastian Roch, and the majority of the writing was done by Sebastian Roch
and Tandy Warnow. Figures were drawn by Sebastian Roch. The copyright owner has provided permission to reprint.
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proven to converge in probability to the true species tree as the number of genes and number of sites per gene
both increase. Thus, for example, statistically consistent species tree estimation under these conditions is
possible under the MSC+JC model when gene trees are estimated using Jukes-Cantor maximum likelihood
and then combined into a species tree using an appropriate coalescent-based summary method. Examples of
these summary methods that enable statistically consistent species tree estimation include MP-EST [120],
NJst [119], ASTRID [227], ASTRAL [141, 143], STEM [104], STEAC [121], STAR [121], and GLASS
[149].
In contrast, many species trees are estimated using “unpartitioned maximum likelihood”, where the gene
sequence alignments are concatenated into a single supermatrix, and a tree is then estimated on that super-
matrix under the assumption that all the sites evolve under the same model tree. As shown by [192], this
approach is not statistically consistent and can even be positively misleading in the presence of gene tree
heterogeneity due to ILS.
Although unpartitioned concatenated analysis with maximum likelihood (CA-ML) is known to be sta-
tistically inconsistent and coalescent-based species tree methods can be statistically consistent, performance
in practice (and in particular on simulated datasets) has been mixed, with CA-ML sometimes more accu-
rate than leading summary methods [109, 172, 138, 15, 41, 146]. One of the challenges to using summary
methods is gene tree estimation error, resulting in part from limited sequence lengths per gene [16]. The
“statistical binning” approach [138] was designed to improve the accuracy of species trees estimated us-
ing summary methods by binning sequences from different genes together using statistical techniques for
detecting strongly supported incongruence (e.g., using bootstrap support on estimated gene trees) and then
estimating new gene trees on the combined datasets. As shown in [15], weighted statistical binning (an
improved version of the original statistical binning approach) followed by appropriate summary methods is
statistically consistent under the MSC+JC model under the condition that the number of genes and number
of sites per gene both increase.
Note however that the guarantees of statistical consistency provided so far have nearly always made the
following assumptions: every locus is recombination-free, the number of sites per locus increases without
bound, and the number of loci increases without bound. These assumptions are unrealistic, since as noted in
[205] recombination-free loci are generally short. Therefore, of greater relevance to practice is the question
of statistical consistency where the number of recombination-free loci increases, but the number of sites per
locus is bounded by some 퐿 ∈ 퐙+ [231, 193]. We investigate this question for the following methods2:
• fully partitioned maximum likelihood,
• topology-based summary methods (i.e., methods that combine gene tree topologies), and
• weighted statistical binning pipelines followed by topology-based summary methods.
We address this question under the MSC+CFN model, where the CFN is the symmetric two-state se-
quence evolution model (i.e., the two-state version of the Jukes-Cantor model). Perhaps surprisingly, our
2Only the first of these three is covered in detail in this doctoral thesis, although the publication from which this chapter has been
excerpted is broader in scope. The discussion may therefore touch on the last two items occasionally, but the proofs are beyond the
scope of this thesis.
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results are negative: for all 퐿, none of the approaches is statistically consistent under the MSC+CFN model
and can even be positively misleading. Furthermore, this problematic behavior occurs even when all the
genes evolve down a single model CFN tree. Therefore, expectations of accurate species trees using any of
these methods given large amounts of data may be unfounded.
The key challenge to species tree estimation is long branch attraction, a phenomenon that can confound
maximum likelihood tree estimation when sequence lengths for each genomic region are finite. In fact, we
show that many species tree estimation methods that are statistically consistent when the number of genomic
regions and their lengths both increase become inconsistent when only the number of regions increases,
and the sequence length for each genomic region is bounded (however arbitrarily). These results suggest
that many of the common approaches to species tree estimation are far from being mathematically rigorous,
even under highly simplified model conditions where there is no heterogeneity between the loci. This is
a very substantial limitation for multilocus phylogeny estimation methods in general, and shows that new
approaches for species tree estimation are needed.
4.2 Evolution under the MSC
Our analysis is based on the MSC+CFN model. A CFN model gene tree is an unrooted binary tree ( ,Λ)
with topology  and branch lengths Λ. Under the assumption that the tree has 푛 leaves, each site (character)
휒 refers to the length-푛 vector of character states corresponding the same homologous site for each taxon.
The possible character states are {0, 1} and evolutionary changes are modeled by a continuous-time Markov
process with instantaneous rate matrix 푄 =
(
−1∕2 1∕2
1∕2 −1∕2
)
. In particular, the probability of a change
along a branch of length 휆 is parametrized as 푝 = 12
(
1 − 푒−2휆
). Under the MSC+CFN model, each locus
푗 evolves independently on a random gene tree (푗 ,Λ푗), which is derived from the multispecies coalescent
on a species tree ( ,Γ, 휃), where the Γ푒s are the branch lengths in units of 휃푒 = 2푁푒휇푒 with 푁푒 and 휇푒 the
effective population size and mutation rate of branch 푒. That is, on each branch 푒 of  , looking backwards in
time, lineages entering the branch coalesce at rate 2∕휃푒 according to the Kingman coalescent. The remaining
lineages at the top of the branch enter the ancestral population, and so on. See Figure 4.1 for an illustration.
We assume that all 푚 loci evolve on the same species tree and that each locus has a constant, finite
sequence length 퐿. Let 휒푖푗 represent site 푖 on locus 푗, where 1 ≤ 푖 ≤ 퐿 and 1 ≤ 푗 ≤ 푚, and let 휒⋅푗 represent
the set of all characters for locus 푗. We refer to the 휒⋅푗 as 푗-th locus sequences. Denote the entire set of
characters on all loci as 푋.
Inconsistency of partitioned maximum likelihood
Let ( 0,Λ, 휒) denote the likelihood function for a single site 휒 under the CFN model on ( 0,Λ), and let
퓁 = log be the log-likelihood. Under fully partitioned maximum likelihood, we seek a single binary tree
topology  0 but allow each locus to have its own branch length parameter Λ푗 ; hence, the general likelihood
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Figure 4.1: A species tree ( ,Γ, 휃), represented above by the “box tree,” together with a gene tree ( ,Λ)
inside it. An incomplete lineage sorting event is depicted: in branch 푒 of the species tree the lineages from
푎 and 푏 fail to coalesce, thereby producing an unrooted topology for  (i.e. 푎푑|푏푐) that differs from the
unrooted topology of  (i.e. 푎푏|푐푑).
function over all sites and all loci is
퓁∗( 0,Λ1,… ,Λ푚, 푋) =
푚∑
푗=1
퐿∑
푖=1
퓁( 0,Λ푗 , 휒푖푗),
and a maximum likelihood topology is any element of the set
argmax 0 maxΛ1,…,Λ푚 퓁
∗( 0,Λ1,… ,Λ푚, 푋). (4.2.1)
Theorem 15 (Inconsistency of partitioned ML). Under the MSC+CFN model, fully partitioned maximum
likelihood on loci with a bounded number of sites is not statistically consistent and is even positively mislead-
ing. That is, for any length 퐿 ∈ ℕ, there is a species tree with topology, branch lengths and mutation rates
such that, given data generated under the MSC+CFN model, as the number of loci 푚 → ∞, the maximum
likelihood topology is unique and is different from the true species tree topology with probability going to 1.
The proof of this theorem is provided in Section 4.6.
4.3 Theoretical framework
Our analysis in fact establishes a stronger—perhaps more counter-intuitive—result. We show that partitioned
maximum likelihood, topology-based summary methods, and weighted statistical binning pipelines are sta-
tistically inconsistent for multi-locus evolution where there is no gene tree heterogeneity at all and when all
loci have only 퐿 sites for any arbitrarily selected 퐿. By a continuity argument, we also establish that these
negative results imply that these methods, which were designed to address heterogeneity across the genome
resulting from ILS, are also statistically inconsistent under the MSC+CFN model.
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Figure 4.2: A four-taxon tree
Setting for analysis
Fix  0 to be the four-taxon topology 푎푏|푐푑 on {푎, 푏, 푐, 푑} and let Λ0 denote a vector of branch lengths on
 0 under the CFN model. Specifically, denote the endpoint of the middle edge on the 푎푏 side as 푒, and on
the 푐푑 side as 푓 (see Figure 4.2). For this tree, denote the length of branch 푎푒 as 휆0푎, 푏푒 as 휆0푏, 푐푓 as 휆0푐 , 푑푓
as 휆0푑 and 푒푓 as 휆0푚. For a branch length 휆, we will also use the parametrization 휙 = − 12 log 휆 in terms of
which the probability of a change along this branch is
푝 = 1
2
(
1 − 푒−2휆
)
= 1
2
(1 − 휙), (4.3.1)
and the probability of no change is 푞 = 12 (1 + 휙). See [199, Section 8.6] for more details on this standard
parameterization. Denote the 푝-, 푞-, and 휙-parameters as defined above for each branch using the same
subscripts. We choose Λ0 to construct a Felsenstein zone tree (i.e., a four-leaf model tree where some tree
estimation methods are positively misleading, as shown in [62]) where, for a parameter 휌 > 0, 푝0푎 = 푝0푐 = 휌
and 푝0푏 = 푝0푑 = 푝0푚 = 휌3. Note that for any 휌 > 0, we can set 휆0푎 = 휆0푐 = −12 log(1 − 2휌) and 휆0푏 = 휆0푑 = 휆0푚 =
−12 log(1 − 2휌
3) to satisfy this relationship. We assume that the characters 휒⋅푗 , 푗 = 1, 2,…, are generated
under the CFN model on ( 0,Λ0). We also denote the alternate topologies by  ∗ = 푎푐|푏푑 and  1 = 푎푑|푏푐.
Basic claims
The key step in proving our main theorems is to establish the following three claims. In the first claim we
show that, for any sequence length 퐿, by taking the mutation rate small enough (through choosing 휌) in
the four-taxon species tree ( 0,Λ0) described above we can ensure that the wrong topology is chosen by
partitioned ML in the limit of large gene numbers. The idea behind the proof is described in the Section
“Analysis of partitioned ML” below. This claim implies Theorem 15 in the absence of incomplete lineage
sorting. We then show in Section 4.6 that the effect of the MSC can be made negligible.
Claim 1 (Partitioned ML: Felsenstein zone). Assume that the length-퐿 locus sequences 휒⋅푗 , 푗 = 1, 2,…, are
generated under the CFN model on ( 0,Λ0) and let ̂푗 be the fully partitioned maximum likelihood topology
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obtained from the sequences of the first 푗 loci. For any length 퐿 ≥ 1, there is 휌 > 0 small enough such that,
with probability one, ̂푗 →  ∗ as 푗 → +∞.
Analysis of partitioned ML
We describe the main ideas used to prove Claim 1. First, we note that the case 퐿 = 1 of a single site per
gene corresponds to the No Common Mechanism model of [225], under which it was shown that maximum
likelihood is equivalent to maximum parsimony, establishing statistical inconsistency (together with [62]).
So we assume from now on that 퐿 ≥ 2. Extending the results of [225] to this more general multilocus
setting requires a delicate asymptotic argument. We proceed as follows:
(a) By choosing 휌 small enough, we show that we can restrict the analysis to the five most common dataset
types, which we refer to as locus patterns.
(b) We then show that, for these locus patterns, the likelihood on  ∗ dominates the likelihood on  0,  1,
and that this domination is strict in one case.
Under our choice of branch lengths, as 휌 → 0, the five most common locus patterns, which we refer to as
dominant (see Lemma 16 below for justification), are:
1. All constant sites: Every character has the same state on all four taxa, but that state can change from
one character to another (e.g. 푥푎 = 푥푏 = 푥푐 = 푥푑 = 0001010). We let 풳0 be the set of such datasets
and we let 푄0 be the probability of observing any 푥 ∈ 풳0 under ( 0,Λ0).
2. One singleton site on 푎 or 푐: All sites are constant except for one, on which either 푎 or 푐 is different
from all others (e.g. 푥푎 = 0111110, 푥푏 = 푥푐 = 푥푑 = 1111110). We let 풳11 be the set of such datasets
and we let 푄11 be the probability of observing any 푥 ∈ 풳11 under ( 0,Λ0).
3. Two identical singleton sites on 푎 or 푐: All sites are constant except for two, each of which has the
same taxon 푎 or 푐 different from the others (e.g. 푥푎 = 0011110, 푥푏 = 푥푐 = 푥푑 = 1111110). We let
풳2= be the set of such datasets and we let 푄2= be the probability of observing any 푥 ∈ 풳2= under
( 0,Λ0).
4. Two different singleton sites on 푎 and 푐: All sites are constant except for two, one of which has a
different character state on 푎 and the other a different character state on 푐 (e.g. 푥푎 = 1001110, 푥푐 =
0101110, 푥푏 = 푥푑 = 0001110). We let풳2≠ be the set of such datasets and we let푄2≠ be the probability
of observing any 푥 ∈ 풳2≠ under ( 0,Λ0).
5. One site with a 2∕2-split 푎푐|푏푑: 퐿 − 1 sites are constant with a single site having 푎 and 푐 different
from 푏 and 푑 (e.g. 푥푎 = 푥푐 = 1001110, 푥푏 = 푥푑 = 0001110). We let 풳12 be the set of such datasets
and we let 푄12 be the probability of observing any 푥 ∈ 풳12 under ( 0,Λ0).
Note that above only the last pattern is informative and it supports the split in  ∗ rather than  0. Let 풳̃ be
the set of all remaining locus patterns.
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The next lemma, which encapsulates the key technical steps in the proof of Theorem 15, has two parts:
in (a) the probability of observing the dominant locus patterns is bounded analytically; in (b) we show that
the wrong topology has higher expected locus-wise likelihood under these dominant patterns. Claim 1 then
follows by the law of large numbers, as detailed in Sections 4.6.
Lemma 16 (Dominant patterns and their likelihood contributions). Assume 퐿 ≥ 2.
(a) The probabilities of observing the dominant locus patterns are bounded as follows:
푄0 =
(1
2
)퐿
− (휌), 푄11 = (휌), 푄2= = (휌2),
푄2≠ = (휌2) and 푄12 =
(1
2
)퐿
휌2 + (휌3).
Moreover, for all 푥 ∈ 풳̃ , the probability of observing 푥 under the CFN model on ( 0,Λ0) is (휌3).
(b) For all 푥 ∈ 풳0 ∪풳11 ∪풳2= ∪풳2≠, it holds that
sup
Λ
퓁( ∗,Λ, 푥) − sup
Λ
퓁( 0,Λ, 푥) ≥ 0,
while, for all 푥 ∈ 풳12,
sup
Λ
퓁( ∗,Λ, 푥) − sup
Λ
퓁( 0,Λ, 푥) ≥ 퐾12 > 0,
for some positive constant 퐾12 depending only on 퐿. The same holds if one replaces  0 with  1
above.
Note that the big-O notation implicitly includes the contribution from 퐿, which we treat as a constant. The
detailed proofs of Lemma 16 and Claim 1 are provided in Section 4.6.
4.4 Discussion
Our results show that fully partitioned maximum likelihood is inconsistent (even positively misleading) even
when there is no gene tree heterogeneity at all (i.e., when all loci evolve down a common CFN model tree),
and hence by continuity under the multi-locus MSC+CFN model. The inconsistency result occurs because
each locus has at most 퐿 sites (for an arbitrarily selected bound 퐿), and the loci all evolve down gene trees
that have long branch attraction (LBA). It is well known that maximum likelihood is statistically consistent
even in the presence of LBA, but our results show that LBA is sufficient to bias fully partitioned ML towards
the same wrong tree on each locus, and hence towards the same wrong tree for the partitioned concatenation
analysis.
The same argument is used to establish that reasonable summary methods and weighted statistical bin-
ning pipelines that use these reasonable summary methods can be positively misleading when each locus
has only 퐿 sites, even when there is no gene tree heterogeneity. Hence, summary methods and weighted
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statistical binning pipelines do not solve this challenge, either. All the methods we addressed in this study
can be seen as partitioned analyses – partitioned maximum likelihood estimates numeric parameters for each
locus but keeps the tree topology the same across the loci, and summary methods estimate the gene trees
independently across the loci. The fundamental challenge to multi-locus species tree estimation using these
partitioned analyses (whether partitioned maximum likelihood or summary methods) is that maximum like-
lihood tree estimation is impacted by conditions such as LBA when the number of sites is not allowed to
increase.
It is interesting to consider unpartitioned maximum likelihood under the same set of conditions. When all
the loci evolve down the same CFN model tree, even though each locus has only퐿 sites, as the number of loci
increases, the unpartitioned maximum likelihood analysis will converge to the true tree; thus, unpartitioned
maximum likelihood analysis is consistent under this setting. On the other hand, when there is gene tree
heterogeneity resulting from ILS (as modelled by the MSC), then unpartitioned ML is inconsistent and can be
positively misleading [192]. Hence, unpartitioned maximum likelihood can be statistically consistent under
one setting and inconsistent (and even positively misleading) under another. In other words, unpartitioned
maximum likelihood is not the solution to the challenge raised by this study.
Our analysis does not apply to multilocus methods that estimate the species tree directly from sequence
data—without a gene tree reconstruction step. These include for instance METAL [47], SNAPP [31],
SVDquartets [38, 39, 122], and *BEAST [82]. In particular, METAL has been shown to be consistent on
finite-length genes under some assumptions on the multispecies coalescent [47]. It is also worthwhile point-
ing out that our results, while being based on the MSC, are likely to hold more generally for other sources
of gene tree discordance, including horizontal gene transfer (HGT). Indeed, as long as rates of HGT are low
enough, in the Felsenstein zone similar conclusions about inconsistency will follow for partitioned ML and
summary-based methods.
4.5 Conclusion
Prior to this study, many coalescent-based species tree estimation methods were assumed to be statistically
consistent under this regime, but no proofs had been provided. This study now establishes that many of the
standard methods used in phylogenomic species tree estimation are statistically inconsistent.
Moreover, only a small number of methods have been proven to be statistically consistent for bounded
퐿. Some of the summary methods described in [193] for instance are statistically consistent for 퐿 = 1, but
the proofs depend on the strict molecular clock.
When the strict molecular clock assumption does not hold, few methods are statistically consistent for
bounded 퐿. METAL [47] is one of the few coalescent-based methods that does not require a molecular
clock, and that has been proven to be statistically consistent under the MSC+CFN model. It should be
noted however that the model of evolution in [47] allows mutation rates to vary across branches of the
species tree, but those rates must be the same across loci, a major constraint. More recently, a log-det
distance based extension of METAL has been shown consistent under more general models of substitution
and population size variation, as well as certain clock-constrained models allowing variation of rates across
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loci [3]. SVDquartets [38], a quartet-based method which has also been formally shown to be statistically
consistent [233], builds on identifiability results [39, 122] that allow mutation rate variation across sites on
each gene, not necessarily under a molecular clock.
Much remains to be understood about the important theoretical question of fixed locus length consistency
of multilocus methods in general.
4.6 Proofs of the main results
We provide detailed proofs of the main claims.
Key lemmas
Proof of Lemma 16. Recall that we assume 퐿 ≥ 2.
(a) Under our choice of branch lengths, as 휇 → 0, the five most common locus site patterns are:
1. All constant sites: Every character has the same value on all four taxa (e.g. 푥푎 = 푥푏 = 푥푐 = 푥푑 =
000101). For any such 푥 ∈ 풳0, 푥 occurs with probability
푄0 =
[1
2
(
1 − 휌3
)3 (1 − 휌)2 + (휌)]퐿
=
(1
2
)퐿
− (휌),
where the first term in the brackets corresponds to the case of no substitution, while the second term
accounts for all possibilities with at least one substitution. For convenience we denote the expression
in brackets—the probability of a single site being identical on all four taxa—as 푞0.
2. One singleton site on 푎 or 푐: All sites are constant except for one, on which either 푎 or 푐 is different
from all others (e.g. 푥푎 = 01… , 푥푏 = 푥푐 = 푥푑 = 11… ). Any dataset with this locus site pattern
occurs with probability
푄11 = 푞퐿−10
[1
2
(1 − 휌3)3(1 − 휌)휌 + (휌2)] = (휌),
where the first term in the brackets corresponds to the case of a single substitution along the edge
leading to the differing taxon, while the second term accounts for all possibilities involving at least
two substitutions.
3. Two identical singleton sites on 푎 or 푐: All sites are constant except for two, each of which has the
same taxon 푎 or 푐 different from the others (e.g. 푥푎 = 001… , 푥푏 = 푥푐 = 푥푑 = 111… ). Any dataset
with this locus site pattern occurs with probability
푄2= = 푞퐿−20
[1
2
(1 − 휌3)3(1 − 휌)휌 + (휌2)]2
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= (휌2),
which follows from the same computation as in the one singleton case.
4. Two different singleton sites on 푎 and 푐: All sites are constant except for two, one of which has a
different character on 푎 and the other a different character on 푐 (e.g. 푥푎 = 100… , 푥푐 = 010… ,
푥푏 = 푥푑 = 000… ). Any dataset with this locus site pattern occurs with probability
푄2≠ = 푞퐿−20
[1
2
(1 − 휌3)3(1 − 휌)휌 + (휌2)]2
= (휌2),
which follows from the same computation as in the one singleton case.
5. One site with a 2∕2-split 푎푐|푏푑: 퐿 − 1 sites are constant with a single site having 푎 and 푐 different
from 푏 and 푑 (e.g. 푥푎 = 푥푐 = 100… , 푥푏 = 푥푑 = 000… ). Any dataset with this locus site pattern
occurs with probability
푄12 = 푞퐿−10
[1
2
(1 − 휌3)3휌2 + (휌3)]
=
(1
2
)퐿
휌2 + (휌3), (4.6.1)
where the first term in the brackets corresponds to the case of substitutions along the edges leading
to the differing taxa, while the second term accounts for all possibilities with at least one substitution
along the other edges.
Any remaining locus site pattern must include either a change along one of the short branches, which in-
volves multiplication by 휌3, or three changes along one of the long branches, which also means multiplication
by 휌3. Thus all 푥 in 풳̃ have probability (휌3). That concludes the proof of the claim in (a).
(b) It remains to prove (b). For each locus site pattern we will put an upper bound on the maximum of the
likelihood function for topology  0 = 푎푏|푐푑, and show that in every case the alternate topology  ∗ = 푎푐|푏푑
has maximum likelihood greater than or equal to this upper bound, and in at least one case is strictly greater.
Some remarks about notation first. Note that the labels we have used for the branch lengths of  0 can be
used similarly regardless of the topology of the tree: 휆푚 represents the middle branch in any topology, and the
others represent the branch leading to their respective taxon. Also we use Λ and Φ interchangeably, where
Φ is the corresponding collection of 휙-parameters as defined in (4.3.1). Finally we will use the following
property of the 휙-parametrization [199]: the 휙’s multiply along paths; indeed, we have for instance,
퐏푥∼( 0,Φ0)[푥푎1 ≠ 푥푏1]
= (1 − 푝0푎)푝
0
푏 + 푝
0
푎(1 − 푝
0
푏)
= 1
2
(1 + 휙0푎)
1
2
(1 − 휙0푏) +
1
2
(1 − 휙0푎)
1
2
(1 + 휙0푏)
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= 1
2
(1 − 휙0푎휙
0
푏). (4.6.2)
Finally, because by inclusion the probability of observing 휒⋅1 is at most the probability of observing 휒푎1,
which is simply
(
1
2
)퐿 by independence of the sites, we have
sup
Λ
퓁( ,Λ, 휒⋅1) ≤ log
(1
2
)퐿
= −퐿 log 2. (4.6.3)
We divide up the proof of by locus site pattern.
1. All constant sites: Recall from (4.6.3) that, for any  (and, in particular, for  0),
sup
Λ
퓁( ,Λ, 푥) ≤ −퐿 log 2.
For 푥 ∈ 풳0, that can always (in particular, for  ∗) be achieved by setting all branch lengths to 0.
2. One singleton site on 푎 or 푐: Without loss of generality, assume the non-constant site is site 1 and that
it has (푥푎1, 푥푏1, 푥푐1, 푥푑1 ) = (1, 0, 0, 0). Assume also that (푥푎푖 , 푥푏푖 , 푥푐푖 , 푥푑푖 ) = (0, 0, 0, 0) for all 푖 = 2,… , 퐿.
We can put the following upper bound on the likelihood function for  0. Letting 휙푎푏 = 휙푎휙푏 and
using (4.6.2), we have
퐏푥∼( 0,Φ)
(
푥푎1=1, 푥
푏
1=푥
푐
1=푥
푑
1=0
)
×퐏푥∼( 0,Φ)
(
푥푎푖=푥
푏
푖=푥
푐
푖=푥
푑
푖 =0
)퐿−1
≤ 퐏푥∼( 0,Φ) (푥푎1=1≠푥푏1)
×퐏푥∼( 0,Φ)
(
푥푎푖=0=푥
푏
푖
)퐿−1
≤ 1
2
(1 − 휙푎푏
2
)[
1
2
(1 + 휙푎푏
2
)]퐿−1
, (4.6.4)
where the first inequality follows by inclusion. To derive our upper bound, we maximize the expression
on the last line as a function of 휙푎푏. Taking the log, differentiating and equating to 0, we get
−1
1 − 휙푎푏
+ (퐿 − 1) 1
1 + 휙푎푏
= 0
that is, 휙푎푏 = 퐿−2퐿 . Plugging this back above, we get the upper bound
sup
Φ
퓁( 0,Φ, 푥)
≤ 퐿 log(1
2
)
+ log
( 1
퐿
)
+ (퐿 − 1) log
(
1 − 1
퐿
)
.
On the other hand, for  ∗ (or, in fact, any topology), setting 휆푏 = 휆푐 = 휆푑 = 휆푚 = 0 and 휆푎 so that
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푝푎 =
1
퐿
, we get the matching bound
퐏푥∼( ∗,Φ)
(
푥푎1=1, 푥
푏
1=푥
푐
1=푥
푑
1=0
)
×퐏푥∼( ∗,Φ)
(
푥푎푖=푥
푏
푖=푥
푐
푖=푥
푑
푖 =0
)퐿−1
= 1
2
( 1
퐿
) [1
2
(
1 − 1
퐿
)]퐿−1
,
which establishes the required lower bound on supΦ 퓁( ∗,Φ, 푥).
3. Two identical singleton sites on 푎 or 푐: For this locus site pattern, the argument is identical to the
previous locus site pattern when 퐿 ≥ 4, with the difference that the exponents in (4.6.4) are 2 and
퐿 − 2, and accordingly throughout, giving an optimal 휙푎푏 of 퐿−4퐿 and the upper bound 퐿 log(1∕2) +
2 log
(
2
퐿
)
+ (퐿 − 2) log
(
1 − 2
퐿
)
. This can likewise be achieved with topology  ∗ (or, in fact, any
topology) if 휆푏 = 휆푐 = 휆푑 = 휆푚 = 0 and 휆푎 is set so that 푝푎 = 2퐿 . When 퐿 = 2 or 퐿 = 3, the optimal
휙푎푏 is 0 and the upper bound is 2퐿 log(1∕2). This can likewise be achieved with topology  ∗ (or, in
fact, any topology) if 휆푏 = 휆푐 = 휆푑 = 휆푚 = 0 and 휆푎 is set so that 푝푎 = 12 .
4. Two different singleton sites on 푎 and 푐: Assume that (푥푎1, 푥푏1, 푥푐1, 푥푑1 ) = (1, 0, 0, 0), (푥푎1, 푥푏1, 푥푐1, 푥푑1 ) =
(0, 0, 1, 0) and (푥푎푖 , 푥푏푖 , 푥푐푖 , 푥푑푖 ) = (0, 0, 0, 0) for all 푖 = 3,… , 퐿, without loss of generality. (Recall that
the case of two different singletons not involving 푎 and 푐 has negligible probability of being observed
by part (a) and is therefore not considered here.) We will use the following property of the CFN
model: on  0, because the path joining 푎, 푏 and the path joining 푐, 푑 are disjoint, the event {푥푐1 = 푥푑1}
is independent of the states 푥푎1 and 푥푏1. This is immediate by the symmetry of the CFN model and the
Markov property [199]. (Indeed, conditioning on the state at 푓 has no effect on the agreement between
푐 and 푑.) Using this fact as well as inclusion and (4.6.2), we get
퐏푥∼( 0,Φ)
(
푥푎1=1, 푥
푏
1=푥
푐
1=푥
푑
1=0
)
×퐏푥∼( 0,Φ)
(
푥푐1=1, 푥
푎
1=푥
푏
1=푥
푑
1=0
)
×퐏푥∼( 0,Φ)
(
푥푎푖=푥
푏
푖=푥
푐
푖=푥
푑
푖 =0
)퐿−2
≤ 퐏푥∼( 0,Φ) (푥푎1=1≠푥푏1, 푥푐1=푥푑1)
×퐏푥∼( 0,Φ)
(
푥푎1=0=푥
푏
1, 푥
푐
1≠푥푑1)
×퐏푥∼( 0,Φ)
(
푥푎푖=0=푥
푏
푖 , 푥
푐
푖=푥
푑
푖
)퐿−2
= [퐏푥∼( 0,Φ)(푥푎1=1≠푥푏1)
×푃푥∼( 0,Φ)(푥푐1=푥푑1 )]
×[퐏푥∼( 0,Φ)(푥푎1=0=푥푏1)
×퐏푥∼( 0,Φ)(푥푐1≠푥푑1 )]
×[퐏푥∼( 0,Φ)(푥푎푖=0=푥푏푖 )
×퐏푥∼( 0,Φ)(푥푐푖=푥푑푖 )]퐿−2
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= 1
2
(1 − 휙푎푏
2
)(1 + 휙푐푑
2
)
×1
2
(1 + 휙푎푏
2
)(1 − 휙푐푑
2
)
×
[
1
2
(1 + 휙푎푏
2
)(1 + 휙푐푑
2
)]퐿−2
=
(1
2
)퐿(1 − 휙푎푏
2
)(1 + 휙푎푏
2
)퐿−1
×
(1 − 휙푐푑
2
)(1 + 휙푐푑
2
)퐿−1
,
where 휙푎푏 = 휙푎휙푏 and 휙푐푑 = 휙푐휙푑 . Maximizing this last expression over 휙푎푏 and 휙푐푑 proceeds as
in (4.6.4). We then get the upper bound
sup
Φ
퓁( 0,Φ, 푥)
≤ 퐿 log(1
2
)
+ 2 log
( 1
퐿
)
+ 2(퐿 − 1) log
(
1 − 1
퐿
)
.
On the other hand, for  ∗ (or, in fact, any topology), setting 휆푏 = 휆푑 = 휆푚 = 0 and 휆푎 = 휆푐 so that
푝푎 = 푝푐 =
1
퐿
, we get
퐏푥∼( ∗,Φ)
(
푥푎1=1, 푥
푏
1=푥
푐
1=푥
푑
1=0
)
×퐏푥∼( ∗,Φ)
(
푥푐1=1, 푥
푎
1=푥
푏
1=푥
푑
1=0
)
×퐏푥∼( ∗,Φ)
(
푥푎푖=푥
푏
푖=푥
푐
푖=푥
푑
푖 =0
)퐿−2
= 1
2
( 1
퐿
)(
1 − 1
퐿
)
× 1
2
( 1
퐿
)(
1 − 1
퐿
)
×
[
1
2
(
1 − 1
퐿
)2]퐿−2
,
which establishes the required lower bound on supΦ 퓁( ∗,Φ, 푥).
5. One site with a 2/2-split 푎푐|푏푑: Without loss of generality, we assume that (푥푎1, 푥푏1, 푥푐1, 푥푑1 ) = (1, 0, 1, 0)
and (푥푎푖 , 푥푏푖 , 푥푐푖 , 푥푑푖 ) = (0, 0, 0, 0) for all 푖 = 2,… , 퐿. Arguing as in the previous case,
퐏푥∼( 0,Φ)
(
푥푎1=푥
푐
1=1, 푥
푏
1=푥
푑
1=0
)
×퐏푥∼( 0,Φ)
(
푥푎푖=푥
푏
푖=푥
푐
푖=푥
푑
푖 =0
)퐿−1
≤ 퐏푥∼( 0,Φ) (푥푎1=1≠푥푏1, 푥푐1≠푥푑1)
×퐏푥∼( 0,Φ)
(
푥푎푖=0=푥
푏
푖 , 푥
푐
푖=푥
푑
푖
)퐿−1
= [퐏푥∼( 0,Φ)(푥푎1=1≠푥푏1)퐏푥∼( 0,Φ)(푥푐1≠푥푑1 )]
×[퐏푥∼( 0,Φ)(푥푎푖=0=푥푏푖 )
×퐏푥∼( 0,Φ)(푥푐푖=푥푑푖 )]퐿−1
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= 1
2
(1 − 휙푎푏
2
)(1 − 휙푐푑
2
)
×
[
1
2
(1 + 휙푎푏
2
)(1 + 휙푐푑
2
)]퐿−1
=
(1
2
)퐿(1 − 휙푎푏
2
)(1 + 휙푎푏
2
)퐿−1
(1 − 휙푐푑
2
)(1 + 휙푐푑
2
)퐿−1
,
where, again,휙푎푏 = 휙푎휙푏 and휙푐푑 = 휙푐휙푑 . This bound matches the bound we obtained in the previous
case. Hence, we once again get the upper bound
sup
Φ
퓁( 0,Φ, 푥)
≤ 퐿 log(1
2
)
+ 2 log
( 1
퐿
)
+ 2(퐿 − 1) log
(
1 − 1
퐿
)
.
However, in this case, we claim that the maximum likelihood under  ∗ is strictly greater. Indeed,
letting 휆푎 = 휆푏 = 휆푐 = 휆푑 = 0 and setting 휆푚 such that 푝푚 = 1퐿 , we get
퐏푥∼( ∗,Φ)
(
푥푎1=푥
푐
1=1, 푥
푏
1=푥
푑
1=0
)
×퐏푥∼( ∗,Φ)
(
푥푎푖=푥
푏
푖=푥
푐
푖=푥
푑
푖 =0
)퐿−1
= 1
2
( 1
퐿
)
×
[1
2
(
1 − 1
퐿
)]퐿−1
,
so
sup
Φ
퓁( ∗,Φ, 푥)
≥ 퐿 log(1
2
)
+ log
( 1
퐿
)
+ (퐿 − 1) log
(
1 − 1
퐿
)
.
Therefore
sup
Φ
퓁( ∗,Φ, 푥) − sup
Φ
퓁( 0,Φ, 푥)
≥ − log( 1
퐿
)
− (퐿 − 1) log
(
1 − 1
퐿
)
=∶ 퐾12 > 0,
where the last equality is a definition. Positivity of 퐾12 can be seen, for instance, by noticing that
dividing it by 퐿 gives the entropy of a 2-state random variable.
In all the above cases, a similar argument still applies if one replaces  0 with  1 (by exchanging the roles
of 푏 and 푑 throughout). That concludes the proof of the claim in (b).
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Partitioned ML on CFN model
Proof of Claim 1. Using Lemma 16, we are now ready to prove Claim 1.
We first show that, for a fixed topology, as the number of loci grows to infinity the maximum likelihood
value converges almost surely to the expected value of the maximum likelihood value on a single locus.
Lemma 17 (Convergence of the partitioned log-likelihood). Let  ′ be a fixed topology on the four taxa with
branch lengths Λ′. Let also  ′′ be a fixed topology on the four taxa (possibly, but not necessarily, equal
to  ′). If the length-퐿 locus sequence datasets 휒⋅푗 , 푗 = 1, 2,…, are generated under the CFN model on
( ′,Λ′), then it holds that
1
푚
푚∑
푗=1
sup
Λ푗
퓁( ′′,Λ푗 , 휒⋅푗)
→ 퐄휒⋅1∼( ′,Λ′)
[
sup
Λ
퓁( ′′,Λ, 휒⋅1)
]
∈ [−4퐿 log 2,−퐿 log 2], (4.6.5)
almost surely as 푚 → +∞. Above, the subscript 휒⋅1 ∼ ( ′,Λ′) indicates that the expectation is taken over
a single locus under the CFN model on ( ′,Λ′).
Proof. For a given topology and data set there is a unique maximum likelihood value, though the branch
lengths at which it is attained may not themselves be unique. For any given locus 푗, there are a finite number
of four-sequence data sets 휒푗̇ of length 퐿 that can occur under the CFN model. As the number of loci
approaches infinity, the frequency of each data set approaches its expected value by the Strong Law of Large
Numbers (SLLN) (see, e.g., [53]). To check that the conditions of the SLLN are satisfied, note that the log-
likelihood is non-positive. In fact, by taking branch lengths to +∞ under the CFN model, we have for any
topology  on {푎, 푏, 푐, 푑} and any locus data set 휒⋅1
sup
Λ
퓁( ,Λ, 휒⋅1) ≥ log
(1
2
)4퐿
= −4퐿 log 2. (4.6.6)
On the other hand, because by inclusion the probability of observing 휒⋅1 is at most the probability of observ-
ing 휒푎1, which is simply
(
1
2
)퐿 by independence of the sites, we also have
sup
Λ
퓁( ,Λ, 휒⋅1) ≤ log
(1
2
)퐿
= −퐿 log 2. (4.6.7)
So the expectation on the RHS of (4.6.5) lies in the interval [−4퐿 log 2,−퐿 log 2].
Hence, in view of Lemma 17, our goal is to show that there is 휌 > 0 small enough such that the expected
log-likelihood under ( 0,Λ0) is higher for  ∗ than it is for  0 or  1. That is, it suffices to establish the
following claim.
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Lemma 18 (Expected locus-wise maximum likelihood on a fixed topology: key inequality). There exists
휌 > 0 such that
퐄휒⋅1∼( 0,Λ0)
[
sup
Λ
퓁( 0,Λ, 휒⋅1)
]
< 퐄휒⋅1∼( 0,Λ0)
[
sup
Λ
퓁( ∗,Λ, 휒⋅1)
]
, (4.6.8)
and
퐄휒⋅1∼( 0,Λ0)
[
sup
Λ
퓁( 1,Λ, 휒⋅1)
]
< 퐄휒⋅1∼( 0,Λ0)
[
sup
Λ
퓁( ∗,Λ, 휒⋅1)
]
. (4.6.9)
Proof. Let풳 be the set of all possible single-locus datasets. To prove Lemma 18, we expand the expectations
in (4.6.8) over 풳 . In other words, we seek to show that∑
푥∈풳
퐏휒⋅1∼( 0,Λ0)[휒⋅1 = 푥]
×
{
sup
Λ
퓁( ∗,Λ, 푥) − sup
Λ
퓁( 0,Λ, 푥)
}
> 0. (4.6.10)
We then use Lemma 16 as follows. By (a),∑
푥∈풳̃
퐏휒⋅1∼( 0,Λ0)[휒⋅1 = 푥]
×
|||| supΛ 퓁( ∗,Λ, 푥) − supΛ 퓁( 0,Λ, 푥) |||| = (휌3). (4.6.11)
Indeed, any locus site pattern in 풳̃ has probability (휌3). Moreover, recall from (4.6.6) and (4.6.7) that the
expression in absolute value is bounded by 3퐿 log 2. In addition, by (a) and (b), we then arrive at∑
푥∈풳
퐏휒⋅1∼( 0,Λ0)[휒⋅1 = 푥]
×
{
sup
Λ
퓁( ∗,Λ, 푥) − sup
Λ
퓁( 0,Λ, 푥)
}
≥ 퐾12
{(1
2
)퐿
휌2 + (휌3)
}
+ (휌3) > 0,
for 휌 > 0 small enough.
The same argument applies for (4.6.9).
Combining Lemmas 17 and 18 gives Claim 1.
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Part III
Statistical Multiple Sequence Alignment
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General Background
BAli-Phy [210, 185, 182] is an uncommon software among those that address either of the related problems of
multiple sequence alignment and phylogeny estimation. The algorithm underlying it uses a Bayesian model
in which the joint alignment-tree space is endowed with a prior distribution and Markov-Chain Monte-Carlo
(MCMC) simulation is used to sample from the posterior, conditional on the observed raw sequences. The
model is statistically rigorous and the algorithm uses a Metropolis-Hastings step within Gibbs Sampling and
clever transition kernels, one for the alignment and one for the tree, to ensure that the sampling reflects the
posterior. This approach differs from the more common “two-phase“ paradigm in which the alignment and
tree are estimated separately or iteratively conditional on one another.
This model has several implications for how it is used. First, it effectively assumes a strictly tree-like
process of sequence evolution. Although it is generally accepted that tree-like evolution is a realistic model,
phenomena like recombination and HGT that violate this assumption are known to occur. Second, it offers
the possibility that by jointly exploring the space of alignments and trees, a combination could be found
that fits the data better than when each is estimated separately, leading to better understanding of evolution.
Third, MCMC algorithms in general rely on sampling density to be effective, thus when the sample space
scales exponentially in the input size (as it does here) they are naturally restricted to small inputs and require
as many computational resources as are available for best results. Finally, accurately modeling the posterior
density of the joint sample space is a much richer task than simple point estimation of the sequence alignment
or phylogeny. Thus some additional steps are needed given the output of this method if a point estimate is
desired, although it is not always clear what the best approach is or how it may affect sampling requirements.
Primarily as a result of the computational demands, BAli-Phy is often left out of quantitative accuracy
studies. In the studies that have included it, which are discssed below, its results have shown greater accuracy
but also the frustration of high computational demands, often failing to run on larger data. The chapters that
follow aim to enhance our quantitative understanding of BAli-Phy’s performance and its responsiveness to
different kinds of input data, particularly on the task of multiple sequence alignment.
The first describes a small exploratory study designed to explore BAli-Phy’s computational requirements
and accuracy under some basic conditions. The eventual goal of that study was to find a way to run BAli-Phy
reliably and accurately on alignments that were large enough that it could be used as the subset aligner within
PASTA. The hope was that the more accurate alignments produced would translate to more accurate large-
scale alignments by the divide-and-conquer approach. The second chapter describes the study in which that
goal was realized, in part. Notably, the exploratory analysis showed a curious difference in BAli-Phy’s accu-
racy when applied to simulated as opposed to biological data. The effort to scale BAli-Phy through PASTA
was limited to simulated data as a result. The third chapter examines this difference in performance using
a rigorous study and shows that this dichotomy persists for an impressive array of simulated and biological
data.
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Chapter 5
Preliminary Analyses
5.1 Introduction1
The main study evaluating alignment accuracy that included BAli-Phy was published in 2009 [116, Supple-
mental Information] and noted that in several cases, on data that was not unreasonably large, BAli-Phy had
failed for reasons that were not clear. Since both software and hardware had evolved in that time, it was pru-
dent to begin with an exploratory study that would show whether the higher accuracy could be reproduced
on modern hardware. At the same time, that study would provide answers to several important questions
related to the strategy of leveraging BAli-Phy within PASTA.
First, since BAli-Phy outputs a large set of alignment-tree pairs, a heuristic is needed to cull a single
point estimate alignment from that. The previous study had used the posterior decoding alignment, which is
the alignment that maximizes the column-wise posterior probability, but others were possible too so testing
was needed to show that the heuristic was reliable. Second, it would be ideal to understand the effect of
parameters like number of sequences, sequence length, running time and others on the ESS value (effective
sample size, a measure of sampling adequacy in an MCMC simulation) at the point of termination. While that
can be observed directly, a more subjective but arguably more important question is about the relationship
between ESS and alignment accuracy. And third, the major difference between the computing environment
and that of the 2009 study is the greatly increased amount of RAM available, so a reasonable question is
whether BAli-Phy would encounter the same problems as before with more RAM available.
Although this was not a large study it produced some interesting data and laid the groundwork for the
follow up studies contained in the following two chapters. First, it provided a clear indication over multiple
replicates that there seemed to be a difference in how BAli-Phy aligned biological versus simulated data.
Second, for the purposes of a point estimate of the alignment, there was no need to achieve an especially
high ESS value in order to get consistently high-quality alignments.
5.2 Materials & Methods
5.2.1 Algorithms
PASTA PASTA v1.6.3 was run in its default settings, which involved three iterations, decomposes to 50%
of the initial data set size and applies MAFFT on each subset. To construct the tree, it used FastTree-2 [179].
1The results presented in this chapter are unpublished.
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MAFFT MAFFT v7.273 was run using the L-Ins-I option, which is designed for maximum accuracy at
the expense of running time.
BAli-Phy BAli-Phy v2.3.6 was run on the raw unaligned sequences using no constraints and all default
settings (unless otherwise specified). In every case, it was run on 32 cores in parallel, simultaneously for 24
hours, and the results were pooled into a single sample. Wherever the BAli-Phy alignment is referred to, the
Posterior Decoding alignment was used.
5.2.2 Simulated Data
The simulated data included 10 replicates each of the following two data sets. Empirical statistics for all data
sets are given in Table 5.1 later in this section.
• Indelible: this data was generated using the Indelible simulator [68] and is a subset of the simulations
used in the original publication for PASTA [139].
• RNAsim: this data was generated using RNAsim [76] and is also a subset of the 10,000-taxon data
used in [139].
In both cases, the data used in this chapter are randomly chosen 200- and 100-taxon subsets for 10 of the
original 20 replicates. In particular, to ensure that additional variability was not introduced, the 100-taxon
subset was chosen to be contained in the 200-taxon subset.
5.2.3 Biological Data
The biological data includes 100- and 200-taxon subsets randomly chosen from two separate, curated 16S
alignments pulled from the Comparative RNA Website (CRW) [35]. As with the previous data, the subsets
were pulled so that each 200-taxon subset properly contains exactly one 100-taxon subset. To allow for the
possibility that 100 taxa may be too large for BAli-Phy, subsets of size 25 were also run. This also provided
the opportunity to observe whether the smaller size would materially increase the ESS value.
The two CRW alignments are 16S.B.all (briefly, 16S.B) and 16S.M. Relevant descriptive statistics about
these two alignments are given in Table 5.1, alongside the values for the simulated data. These two were
chosen in particular from among the various CRW alignments available precisely because they represented
different ends of the spectrum in terms of the number of sequences and their average similarity. The 16S.B
alignment contains a large number of sequences that are highly conserved, averaging nearly 80% pairwise
identity, whereas the 16S.M are closer to 60% on average, and come from a much smaller overall alignment.
Table 5.1 makes clear that these data sets represent four somewhat dramatically variable sets of condi-
tions. The biological alignments have very high and very low gap length, but slow and mild rates of evolution,
respectively, whereas the two simulated data sets have relatively higher rates of evolution, but also differing
gap properties. Additionally, of course, two are simulated and two are manually curated RNA sequences.
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Table 5.1: Average summary statistics for the alignments used in this section, which includes two simulated
alignments (Indelible and RNAsim) and two biological alignment benchmarks (16S.B and 16S.M) from
CRW. The statistics shown for the two CRW alignments reflect the properties of the single alignment prior
to subsampling for individual replicates.
Statistic 16S.B 16S.M Indelible RNAsim
# Sequences 27,643 901 200 200
# Columns in Ref. Alignment 6,857 4,722 5,423 20,615
Avg # Gaps per Sequence 1,111 214 595 1,531
Avg. Gap Length 4.9 17.2 7.4 12.4
Avg. % seq. identity 79% 64% 33% 59%
5.2.4 Evaluation
For all data and all methods, we will examine pairwise false-negative and false-positive homology rates
(SPFN and SPFP, respectively), as well as the total column score, which is the percentage of reference
alignment columns that are fully reconstructed in the estimated alignment (briefly, TC).
Also, as noted earlier, one metric of interest with respect to BAli-Phy is the ESS value, so we present
those and include a brief discussion thereof in the results section.
5.3 Results
5.3.1 Simulated Data
Figure 5.1 shows the results of the three methods on both sets of simulated data, at both 100 and 200 taxa.
The interpretation of the data in this table is unambiguous: BAli-Phy, given 24 hours and 32 cores of running
time and using the posterior decoding alignment, is a superior alignment methodology on these data. On the
Indelible data, where the pairwise sequence similarity is 33%, BAli-Phy’s error rate is an order of magnitude
lower than MAFFT or PASTA. On the RNAsim data, which has a more complicated simulation model and
indel parameters, the only exception is on the 200-taxon data, where MAFFT has a slight edge in pairwise
alignment error. Despite this, BAli-Phy still generates a better total column score.
It is important to note that 200 taxa appears to be nearly an upper limit for BAli-Phy, with efforts to run
any more taxa than this frequently simply failing to run and generating what appears to be a debug message
in one of the output files. In fact, the ESS testing, which is discussed in further detail later, shows that for
some particular parameter settings, even 200 is effectively too large of a sample to run on BAli-Phy. No
experiments were done to tailor the computing environment to the data, by perhaps adding additional RAM
or making other strategic changes.
One additional observation from this data is insightful. On the Indelible data, MAFFT performs quite
poorly relative to PASTA, but on the RNAsim data the opposite is true. This illustrates simultaneously a
significant disadvantage of MAFFT and the mechanism by which PASTA and its predecessors SATe´-I [116]
and SATe´-II [117] were able to achieve such improvement by using MAFFT on smaller alignments. When
the true alignment has such low pairwise similarity, MAFFT does not do well because it looks for spikes in
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the cross-correlation functions at varying lags, but on such data the cross correlation is low to begin with
so the potential to catch this signal is limited. The SATe´ decomposition, however, specifically divides the
sequences into subsets chosen to (approximately) maximize the pairwise similarity within each group.
5.3.2 Biological Data
Figure 5.1 also contains the results of the same three methods on the two sets of replicates from the 16S
reference alignments. Unfortunately, these results are more nebulous than the simulated data, but nonetheless
some observations stand out.
First, as noted previously, this data is closer in average sequence similarity than either the RNAsim or
Indelible, so it is perhaps not surprising to see MAFFT outperform PASTA on this data. The difference is
narrow though, which suggests that the biological data have some properties that distinguish them from the
simulations. Second, the high total column score compared to either simulated data set demonstrates that
the 16S data contains a very high degree of variation in evolutionary rate across sites, which is of course a
well-known property of the 16S data, and the conservation along the structural backbone is why such a high
quality reference alignment is even possible.
But the most jarring result compared to the simulated data is the performance of BAli-Phy. BAli-Phy here
shows a clear tendency to under-align and bias itself toward low false positive error but high false negative.
To allow for the possibility that model misspecification could be an issue, BAli-Phy was additionally run
with the substitution model specified as GTR (vs. the Tamura-Nei model [214], by default). It was also
considered possible that BAli-Phy was being hampered by a long burn-in period on these sequences, so it
was run additionally where it was given a sensible starting tree (in this case, the output tree from PASTA).
Table 5.1 shows that neither of those modifications had a substantial effect on accuracy.
There are several possible reasons why BAli-Phy’s performance could suffer in this specific way. One
possibility is simply that the effective penalty for opening up a gap is too small, so when a column of the
alignment has a high rate of evolution and is thus noisy, BAli-Phy prefers to insert gaps. Alternatively, it
could be that BAli-Phy’s assumed rates-across-sites variation is simply insufficient compared to the varia-
tion in the 16S sequences, so high-variation columns are seen as unlikely to occur very near low-variation
columns, and thus indels are preferable.
Finally, note in Figure 5.1 that the performance did not improve significantly when we dropped the size of
the data to 25 taxa. Here, we exclude PASTA because on such a small set, it is de facto equivalent to running
MAFFT. The methods on 16S.M improved slightly, mainly because there was more room for improvement,
but BAli-Phy still showed the same proclivity to under-align. Unfortunately, biological data sets with high
quality reference alignments are rare, but nonetheless, these data emphasize the need to remain focused on
this kind of alignment because of the unique part of the parameter space it appears to occupy.
5.3.3 ESS Values
We conclude this section with some brief observations from Table 5.2, which contains ESS values calculated
from the BAli-Phy per-iteration summary statistics. By default, the minimum ESS value of all the statistics
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is reported.
As discussed above, BAli-Phy was run under some additional conditions for the biological data, namely
small sample size (25 taxa), using the GTR model and using a credible starting tree. The first observation
is that none of these measures managed to consistently boost the ESS value. In the cases where there is
a rise, it is still below 200 and thus not to a level conventially considered to have “converged”. Also, on
the 200-taxon data, several of the replicates under the GTR and starting-tree conditions were not able to
finish running. The nature of this failure is unclear as the program does not stop running; it merely produces
no output and leaves what appears to be a debugging message for one particular subroutine in the standard
output file. This appears to be related to memory, or more broadly to the size of the input data. The same
failure was observed more often at size 250, and universally at size 500.
Finally, the last two rows of Table 5.2 contain ESS values simulated data as a comparison. For the
simulated data, where Bali-Phy consistently gave material gains in alignment accuracy, the ESS is still less
than 70 for the 100-taxon data and less than 100 for the 200-taxon data. This strongly suggests that a large
ESS value is not necessary for a high quality alignment. Moreover, by contrapositive, the results for BAli-Phy
with the starting tree on 16S.B indicate that higher ESS values do not necessarily lead to a better alignment.
Table 5.2: ESS values for BAli-Phy runs on the various test datasets. Values shown are averages over 10
replicates in each case.
Size
Data Method 25 100 200
16S.B GTR 99 60
1st Tree 150 69
Default 56 66 119
16S.M GTR 63 38
1st Tree 64 41
Default 196 65 84
Indelible Default 68 39
RNAsim Default 66 95
5.4 Conclusions
The experimental results in this chapter represent a useful comparison of a statistical co-estimation method
(BAli-Phy) against an iterative method (PASTA) and a non-model-based method (MAFFT). The results show
unambiguously that for two dissimilar simulation methodologies, at 100 and 200 taxa, BAli-Phy is able to
improve the alignment accuracy according to essentially any measure over either of the other two methods.
While the Indelible simulator uses a model quite close to BAli-Phy’s, RNAsim does not, and in fact it is
designed to resemble the conditions of structural RNA, e.g. 16S. However, results on the biological data
show quite different phenomena when comparing BAli-Phy with the others, suggesting that there is some
major difference between actual 16S RNA data and the simulated RNA sequences.
In the process, we have also shown that for estimation a single, accurate alignment, the posterior decoding
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method within BAli-Phy appears to perform well without regard to ESS, or alternatively that ESS values
above 60 are often sufficient. Unfortunately, this is the only clear recommendation we can offer from this
data: BAli-Phy, on 32 cores with 64 GB RAM and 48 hours appears to be safe to use for alignments with an
expectation of reasonable accuracy without testing for “convergence” in a traditional sense.
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Data Size  Method SPFN SPFP TC
200  MAFFT 38.9% 29.6% 0.2%
PASTA 11.2% 9.9% 5.6%
B-P (PD) 1.9% 1.9% 21.3%
100  MAFFT 17.9% 13.3% 6.9%
PASTA 11.5% 10.5% 17.9%
B-P (PD) 2.3% 2.3% 32.0%
200  MAFFT 10.2% 10.1% 9.9%
PASTA 15.5% 14.5% 7.0%
B-P (PD) 11.3% 10.6% 14.1%
100  MAFFT 11.7% 11.7% 15.3%
PASTA 15.7% 15.2% 10.6%
B-P (PD) 8.0% 7.9% 25.3%
200  MAFFT 4.2% 4.6% 50.6%
PASTA 4.8% 5.3% 50.4%
B-P (PD) 9.4% 1.8% 45.3%
B-P (GTR) 9.4% 1.8% 45.9%
B-P (1st Tree) 9.6% 1.8% 46.6%
100  MAFFT 4.2% 4.8% 62.5%
PASTA 4.7% 5.2% 62.3%
B-P (PD) 8.9% 1.7% 56.8%
B-P (GTR) 9.0% 1.6% 57.0%
B-P (1st Tree) 9.3% 1.6% 56.0%
25  MAFFT 4.6% 5.2% 79.1%
B-P (PD) 8.4% 1.6% 74.1%
200  MAFFT 17.5% 19.6% 2.7%
PASTA 18.6% 21.2% 2.7%
B-P (PD) 30.7% 17.8% 2.0%
B-P (GTR) 32.9% 19.5% 1.7%
B-P (1st Tree) 28.1% 18.1% 2.7%
100  MAFFT 17.3% 19.8% 6.2%
PASTA 18.9% 21.6% 5.7%
B-P (PD) 25.9% 16.0% 6.9%
B-P (GTR) 26.3% 17.5% 6.5%
B-P (1st Tree) 25.3% 16.3% 6.9%
25  MAFFT 18.5% 21.6% 22.4%
B-P (PD) 23.3% 14.0% 27.6%
16S.M
16.S.B all
Indelible 
M2
RNAsim
Figure 5.1: Alignment Results on all conditions tested. Here B-P (PD) refers to BAli-Phy under default
settings, B-P (GTR) is BAli-Phy with the GTR substitution model specified, and B-P (1st Tree) is BAli-Phy
with the PASTA tree given as a starting tree. (In all three versions of BAli-Phy, the posterior decoding
alignment was used.) Bar charts are only shown for default BAli-Phy, MAFFT and PASTA for clarity.
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Chapter 6
Scaling Statistical Multiple Sequence
Alignment to Large Datasets
6.1 Background1
Multiple sequence alignment (MSA) of individual loci (where a locus is a recombination-free region within
a genome) is the first step in many bioinformatics pipelines, including phylogeny estimation, protein clas-
sification, the detection of selection and co-evolution, and metagenomics. Several application areas could
benefit directly from improved alignments and phylogenies of large-datasets. For example, metagenomic
methods that rely on marker genes (e.g. [198], [114], [157]) invariably use genes that are present for well
over 1,000 bacterial sequences and rely directly on the phylogeny to characterize the content of a shotgun
sequencing sample. Improved alignments mean higher quality signal and thus more precise description of a
given microbial community. Furthermore, it is well established that dense taxonomic sampling generally im-
proves the estimation of phylogenies and multiple sequence alignments. Thus, multiple sequence alignment
of datasets containing hundreds to many thousands of sequences is of increasing importance.
Numerous MSA methods have been developed, but only a few of these can analyze large datasets, and
even fewer have been demonstrated to have good accuracy beyond a few hundred sequences [156]. The
impact of multiple sequence alignment on downstream analyses is known to be substantial, with errors in
multiple sequence alignment producing increased error rates in phylogeny estimation, false detection of
positive selection, difficulties in detecting active sites in proteins, etc. [83]. Thus, highly accurate multiple
sequence alignment, especially of large datasets spanning large evolutionary distances, is one of the major
outstanding bioinformatics problems [151].
One of the most accurate approaches to multiple sequence alignment is statistical estimation under
stochastic models of sequence evolution where sequences evolve down trees with indels (insertions and
deletions) and substitutions. Yet statistical estimation of alignments or trees under these models is rarely
performed, largely because the current methods for this type of analysis are too computationally intensive
to use on more than about 100 sequences. While many methods have this approach [25, 161, 128, 188],
BAli-Phy is the best-known, and the main such method that is used to estimate an alignment and phylogeny
from unaligned sequences; [184] is the initial paper on this method, but subsequent publications extended
and improved the statistical models on which the method is based.
Liu et al. [116] showed that BAli-Phy dominated SATe´ and other alignment and tree estimation methods
on datasets with 100 sequences with respect to alignment and tree accuracy, but the analysis took several
1This chapter contains material previously published in [166]. The experiments were designed and supervised in collaboration
with Tandy Warnow, who additionally contributed to the writing. The copyright owner has provided permission to reprint.
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weeks for each dataset. Even smaller datasets can be computationally intensive (for example, a BAli-Phy
analysis of a dataset with 68 sequences took about 21 CPU days [71]), and the largest dataset that BAli-Phy
has analyzed may be the 117-sequence dataset studied in [133]. However, BAli-Phy may not be able to run
on substantially larger datasets than this; indeed, our initial testing found that with 500 sequences, BAli-Phy
failed at an early step on every run (and practical constraints tend to limit its use below even that). Indeed,
although BAli-Phy has been cited often in the literature, very few benchmarks of performance are included;
most simply note that BAli-Phy has a strong statistical model but is slow and computationally demanding
[10, 215]. Thus, improving the scalability of BAli-Phy to larger datasets is of great interest and potentially
substantial impact.
Our group has developed several techniques [156, 116, 117, 139] to improve the scalability of multiple
sequence alignment methods to large datasets, of which PASTA [139] and UPP [156] provide the largest
improvements. PASTA is an iterative divide-and-conquer method for co-estimating trees and alignments, in
which each iteration begins with a maximum likelihood tree computed in the previous iteration, and then
uses the tree to partition the sequences into small subsets that are local within the tree. Then, a selected MSA
method is applied to each subset and the subset alignments on adjacent subsets (defined by the topology in
the tree) are aligned together using profile-profile alignment methods. Finally, an alignment on the entire
dataset is obtained by transitivity. As shown in [139], using PASTA with MAFFT [97] on the subsets made
it possible to align ultra-large datasets, including one with 1,000,000 sequences, and to do so with high
accuracy. UPP uses a different approach: it selects a random subset of the sequences, computes an alignment
and tree (called the backbone alignment and backbone tree) on the subset using PASTA, and then represents
this PASTA alignment using an ensemble of Hidden Markov Models (HMMs), each computed on a small
subset of the sequences (see [156] and Section 6.2 for a description of how this ensemble is built). Each
remaining sequence is then aligned to the backbone alignment using the best-scoring HMM in the ensemble.
Finally, the entire set of sequences is aligned through transitivity. Like PASTA, UPP also produces highly
accurate alignments of datasets with 1,000,000 sequences [156], and is more accurate than PASTA when the
sequence dataset has fragmentary sequences [156].
In this study, we explore the use of both PASTA and UPP to boost BAli-Phy. PASTA is a method that
has algorithmic parameters with default settings, and we use PASTA with its default settings as a starting
tree. We then run one iteration of PASTA using BAli-Phy instead of MAFFT as the subset aligner, and
we refer to this extension of PASTA by “PASTA+BAli-Phy”. As we will show, PASTA+BAli-Phy can
align 1000-sequence datasets with higher accuracy than default PASTA. We also use PASTA+BAli-Phy
instead of default PASTA within UPP to compute backbone alignments with 1000 sequences, and we show
that this approach produces more accurate alignments on 10,000-sequence datasets than default UPP. The
improvements obtained over default PASTA and default UPP are significant, since these two methods are
the current most accurate methods for large-scale and ultra-large scale multiple sequence alignment [156],
especially (but not only) when alignments are used for phylogenetic estimation purposes.
The rest of this chapter is organized as follows. In Section 6.2, we describe BAli-Phy, PASTA, and UPP,
and the performance study we used to evaluate the impact of integrating BAli-Phy into PASTA and UPP. In
Section 6.3, we report the results of the performance study. In Section 6.3.2, we discuss the implications of
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the study and future research. Additional results and discussion are provided in Section 6.5.
6.2 Methods
We ran two experiments in this study. The first experiment evaluated PASTA+BAli-Phy on 1000-sequence
datasets in comparison to other alignment methods, and the second experiment evaluated the impact of using
UPP to boost BAli-Phy. This is done by having PASTA+BAli-Phy compute the backbone alignment and tree,
before adding the remaining sequences using UPP. We explore this on 10,000-sequence datasets. All datasets
are available from prior publications.
6.2.1 Algorithms
BAli-Phy
BAli-Phy is a method that uses Gibbs sampling to alternately sample a new alignment, followed by a new
phylogeny, each proportional to their likelihood under its sequence evolution model. Unlike standard phy-
logenetic models, such as the Generalized Time Reversible (GTR) model [216] in which only substitutions
occur, the stochastic models in BAli-Phy, RS05 and subsequently RS07, also have insertions and deletions
(indels). The resulting set of simulated phylogeny-alignment pairs constitutes an estimate of the joint poste-
rior distribution.
BAli-Phy does not have a well-defined stopping rule, and will run indefinitely until it is terminated.
Hence, to run BAli-Phy so as to compute a single MSA, it is necessary to define a stopping rule and a
method for extracting the final alignment. In the study presented here, BAli-Phy was stopped after 24 hours
of running independently on all 32 cores of a single node on the Blue Waters computing facility at UIUC [23].
Once completed, the posterior decoding (PD) alignment was computed using the alignment-max command
within BAli-Phy and designated as the output alignment; this alignment obtained by scoring each column in
the sample alignments according to how often it appears, and choosing the set of columns that a) constitutes a
valid MSA on the data and b) has the largest cumulative score possible. We chose the PD alignment because
prior studies have shown that the PD alignment was more accurate than the MAP (maximum a-posteriori)
alignment [116, 127].
For all experiments described in this chapter, we use “BAli-Phy” to specifically refer to the protocol
described above for computing a multiple sequence alignment from a given input, using BAli-Phy v2.3.6.
No restrictions or starting data were provided to the software; commands for its execution, as well as for
computation of the PD alignment, are provided in Section 6.5.
MAFFT
MAFFT is a well known method for multiple sequence alignment that has been consistently one of the top
performing methods in terms of alignment accuracy on both nucleotide and amino acid benchmarks [57, 116].
MAFFT has many ways of being run, but its most accurate settings, such as using the local pairs (MAFFT
L-INS-i) command, are computationally very intensive on large datsets. MAFFT run in default mode will
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select the variant to run based on the dataset size, but will not typically have the same high accuracy as when
run using the local pairs command.
PASTA
is an algorithm for large-scale multiple sequence alignment that has several algorithmic parameters that can
be set by the user, but also has default settings, which we now describe. PASTA operates by initializing
an alignment, then iteratively estimating a maximum likelihood (ML) tree using FastTree-2 [179] on the
alignment, estimating an alignment with the help of this tree, and repeating. The calculation of the new
alignment given the current tree is obtained using a specific divide-and-conquer strategy, wherein the tree
is broken into subtrees through repeatedly deleting centroid edges until each subtree has a small enough
number of sequences (the default maximum size is 200). Then, the preferred multiple sequence alignment
method (default is MAFFT L-INS-i) is used to align each subset, yielding a set of subset MSAs. Then, every
pair of subset alignments that are adjacent to each other in the tree are merged into a larger alignment using a
profile-profile alignment technique (default is OPAL [234]). This produces a set of larger subset alignments
that overlap and agree pairwise in all homologies for those sequences that they share; hence, an alignment
on the entire set is then computed using transitivity. The number of times this process iterates can be set
by the user, but the default is three. As shown in [139], PASTA improves on both SATe´ [116] and SATe´-II
[117] in terms of accuracy and scalability to large datasets.
PASTA Variants
PASTA has default settings as described above that were selected for use with MAFFT L-INS-i as the subset
aligner. However, PASTA can be used with any preferred MSA method as the subset aligner. In this chapter,
we examine the effect of using BAli-Phy instead of MAFFT L-INS-i within PASTA. In order to implement
this, some additions to the infrastructure within PASTA were necessary. See Section 6.5 for details.
Because BAli-Phy requires 24 hours and a 32-core server to run whereas MAFFT L-INS-i runs on 200
sequences in a matter of minutes, replacing MAFFT L-INS-i for the initial iterations when the subsets are
effectively (more) random would have been a poor use of expensive computing resources. We therefore chose
to implement it by running PASTA in default mode (which involves three iterations), and then performing
the fourth iteration using BAli-Phy as the subset aligner. Because BAli-Phy is able to run on datasets with
100 sequences, we set the decomposition size to 100 (instead of 200, which is the default setting). All other
parameters were run in default mode. The two natural lines of inquiry with the tests were therefore (a)
does the fourth iteration using BAli-Phy improve the alignment compared with the result after the first three
iterations (i.e., PASTA in its default settings), and if so, (b) can we be sure it is due to BAli-Phy and not
simply that we used an extra iteration? To explore these questions, the three variants of PASTA we tested
are:
1. PASTA(default): PASTA with fully default settings, which means three iterations, maximum subset
size 200, with MAFFT L-INS-i as the subset-aligner, and OPAL to align pairs of subset alignments.
We denote this by P(default).
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p-
distance Gaps
/ Seq
Gap
Length
%
BlankSites Avg Max
RNAsim 4806 41% 61% 1036 3.1 68%
Indel. M2 2179 67% 74% 210 5.6 54%
Rose L1 3777 70% 77% 209 13.2 73%
Rose M1 3934 70% 77% 294 9.9 74%
Rose S1 2106 69% 77% 285 3.9 52%
Table 6.1: Summary statistics for true alignments on 1,000-sequence data. The p-distance is the normalized
pairwise Hamming distance. Numbers shown are averages over 10 replicates.
2. PASTA+BAli-Phy: PASTA with three iterations under default settings, followed by one iteration with
maximum subset size 100 and BAli-Phy as the subset aligner. (Equivalently, the final iteration was
simply run with the phylogeny estimated in (1) specified as an input.) We denote this by P+BAli-Phy.
3. PASTA+MAFFT-L: PASTA with three iterations under default settings, followed by one iteration
with maximum subset size 100 and MAFFT L-INS-i as the subset aligner. (Also equivalently specified
as a single-iteration.) We denote this by P+MAFFT-L.
UPP
UPP is a fast multiple sequence alignment method that can be extended to 1,000,000 sequences easily, and
is especially robust to fragmentary sequences compared to PASTA [156]. UPP works by choosing a ran-
dom subset of (at most) 1000 sequences in the dataset to be the “backbone” and aligns those sequences with
PASTA. It then constructs a collection of HMMs (called an “ensemble of HMMs”) on the backbone align-
ment. For each of the remaining sequences, it finds the HMM from the ensemble that has the best bitscore,
and uses that HMM to add the sequence to the backbone alignment. These additions are done independently,
because the backbone alignment does not change during the process. UPP runs in time that is linear in the
number of sequences in the input, and is also highly parallelizable. We present results using UPP with the
three variants of PASTA described above to compute the backbone alignment and tree on 1000-sequence
subsets of different 10,000-sequence datasets.
ML Trees
Maximum likelihood trees were estimated on each 1000-sequence alignment as well as the ground-truth
alignment using RAxML [206] and FastTree-2 [179], two of the most accurate methods for large-scale max-
imum likelihood [115]. For the 10,000-sequence datasets, we only used FastTree-2, since RAxML is too
slow on such datasets. We ran RAxML and FastTree-2 in their default modes under the GTR model with
gamma-distributed rates across sites.
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6.2.2 Data
In order to test the algorithms described above, a collection of simulated datasets used in [139] was down-
loaded from the authors’ website. This collection included data generated by three separate sequence evolu-
tion simulators, Indelible [68], RNASim [76], and Rose [208]. Each of these simulators has distinct proper-
ties, and hence represents a unique set of simulation conditions. Two of the three (Indelible and RNAsim)
included 10,000 sequences in each replicate, while the third (Rose) included only 1,000. For the former, ten
replicates from each simulator were used and a single set of 1,000 sequences was randomly chosen from the
original.
Table 6.1 contains some descriptive statistics for the reference alignments of each of the 1,000-sequence
simulated data. The RNAsim data are considerably different from the other two, with longer sequences and
shorter evolutionary diameter, as well as many more indels of shorter length. The Rose and Indelible data,
on the other hand, are similar to each other, with the primary difference being the overall rate of evolution.
Finally the individual Rose model conditions vary primarily on the length of the indels. In all, each of the
three simulators provides insight into a unique part of the data space. Detailed descriptions of the simulators
and the data used are provided below.
Rose
Rose is a subset of a larger collection of DNA sequences simulated using the ROSE simulator [208] that was
used in [116] to evaluate SATe´ in comparison to other MSA methods. The ROSE simulator is a straight-
forward implementation of the HKY stochastic model, which is itself a close precursor to the standard Gen-
eralized Time Reversible (GTR) model [216] in use today. The simulator adds an additional model that
allows the user to simulate insertions (and similarly deletions) by simulating, in order, the number of in-
sertion events that occur, the position of each insertion followed by its length. We used 10 replicates of the
1,000-sequence datasets from the model conditions labeled 1000M1, 1000S1 and 1000L1 from [116], where
the M/S/L moniker refers to the average gap length (i.e. Medium, Short or Long, respectively) of each indel
event. The specific model conditions we selected have high rates of evolution, and were selected to provide
a substantial challenge to the MSA methods.
Indelible
Indelible is similar to ROSE, but includes some additions that accommodate additional model complexity,
such as gamma-distributed rates across sites and a codon-model. The Indelible data used for these exper-
iments are the same data used in [139], and includes only the model condition labeled M2 in that paper,
which is the highest rate of evolution of the three that were used.
RNAsim
RNAsim simulates RNA sequence evolution down a tree, specifically taking RNA structure into account,
and hence represents a significant departure from the previous two. It uses a population genetics model with
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selection to simulate sequence mutations, with selection favoring mutations with a relatively low free energy
in its folded state. This is designed to emulate actual conditions that might plausibly be acting on mutations to
RNA sequences, particularly those in a folded state such as ribosomal RNA. As a result, it has several major
differences from the other simulators. First, there is no uniform substitution matrix used in the simulation.
Second, site mutation probabilities are not independent of one another. Importantly, by contrast with the
other two simulators, these differences are a departure from the likelihood model (GTRGAMMA) used in the
maximum likelihood phylogeny estimation step of PASTA, and also a departure from the substitution model
used by BAli-Phy. Therefore, results on the RNAsim data provide a test of the MSA method’s robustness to
model misspecification, and indirectly also test the ability of GTRGAMMA maximum likelihood phylogeny
estimation to be robust to substantial model misspecification.
Evaluation criteria
We explore alignment accuracy using three standard criteria: modeller score (i.e., precision), SP score (i.e.,
recall), and total column (TC) score, as computed by FastSP [142]. The modeller score is equivalent to
1-SPFP, where SPFP is the “sum-of-pairs false positive rate”; similarly, the SP score is equivalent to 1-
SPFN, where SPFN is the “sum-of-pairs false negative rate”. These SPFP and SPFN error rates are based
on homologies between nucleotides that appear in the true and estimated alignments [142]. The TC score is
the fraction of the number of columns in the true alignment that are recovered in the estimated alignment.
All accuracy criteria are given as a percentage, with 100% indicating perfect accuracy.
We explore phylogenetic accuracy of maximum likelihood (ML) trees computed on these alignments
using the Robinson-Foulds (RF) error rate, where the RF error is the percentage of the non-trivial bipartitions
in the true tree that are missing from the estimated tree. We report accuracy using “Delta-RF”, which is the
change in the RF error rate between the ML tree computed using the estimated alignment and the ML tree
computed on the true alignment. The RF error rates were calculated using DendroPy [211].
6.3 Results and discussion
Results for experiment 1: We compare P+BAli-Phy, P+MAFFT-L, P(default), MAFFT L-INS-i, and
MAFFT run in default mode; see Table 6.2. P+BAli-Phy has the top TC scores of all methods, with very
substantial improvements over the second best method, which is typically P+MAFFT-L. P+BAli-Phy is also
the best performing method in terms of alignment precision and recall on four of the five model conditions,
and in second place on the fifth (Rose S1), where P(default) is best. However, P+BAli-Phy is within 1% of
P(default) on the Rose S1 datasets in terms of precision and recall. MAFFT L-INS-i produces less accurate
alignments than the PASTA variants we study, but is much more accurate than MAFFT run in default mode.
The fact that default MAFFT has poor accuracy on these datasets shows that these are not datasets that are
aligned with high accuracy by all methods; only the better methods provide good accuracy on these datasets.
Results in terms of tree error are somewhat more mixed: P+BAli-Phy is best on three of the five model
conditions, in second place (behind MAFFT L-INS-i) on one condition (Rose 1000M1, or M1 for short), and
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Delta-RF
Data Method Prec. Rec. TC RAxML FT-2
P(Default) 95.1% 94.6% 4.5% 1.86% 0.68%
Indelible P+BAli-Phy 98.7% 98.7% 14.6% 0.29% -0.72%
M2 P+MAFFT-L 97.2% 97.0% 6.8% 0.75% -0.20%
MAFFT-L 80.2% 75.0% 1.4% 15.73% 8.74%
MAFFT-def 1.0% 0.4% 0.0% (not run) (not run)
RNAsim
P(default) 90.3% 90.4% 3.5% 0.56% 0.33%
P+BAli-Phy 92.1% 92.1% 8.5% 0.70% 0.42%
P+MAFFT-L 88.8% 89.0% 3.9% 0.34% 0.45%
MAFFT-L 91.8% 91.5% 2.9% 0.73% 6.47%
MAFFT-def 83.7% 71.5% 1.4% (not run) (not run)
Rose L1
P(default) 90.9% 90.6% 15.9% 2.07% 2.24%
P+BAli-Phy 91.8% 91.7% 33.2% 1.47% 1.51%
P+MAFFT-L 90.0% 89.8% 21.8% 1.98% 2.00%
MAFFT-L 84.1% 76.6% 6.4% 3.45% 3.15%
MAFFT-def 1.1% 0.4% 0.0% (not run) (not run)
Rose M1
P(default) 79.7% 79.0% 9.0% 5.35% 6.26%
P+BAli-Phy 79.8% 79.6% 24.4% 4.70% 5.45%
P+MAFFT-L 78.6% 78.2% 12.9% 5.96% 5.89%
MAFFT-L 74.9% 63.3% 3.0% 3.64% 3.90%
MAFFT-def 1.2% 0.5% 0.0% (not run) (not run)
Rose S1
P(default) 85.3% 85.1% 2.8% 3.94% 4.29%
P+BAli-Phy 84.3% 84.3% 10.3% 2.26% 3.59%
P+MAFFT-L 83.5% 83.3% 4.8% 3.55% 4.38%
MAFFT-L 76.2% 68.2% 0.5% 3.80% 3.79%
MAFFT-def 1.2% 0.5% 0.0% (not run) (not run)
Table 6.2: Alignment and tree accuracy metrics for all methods on 1,000 sequences. Note that precision,
recall and TC are accuracy metrics (so larger is better) but Delta-RF is an error metric (so smaller is better).
Metrics are averages over 10 replicates. Method names have been shortened slightly for space: P(default)
refers to PASTA(default), P+(...) is shorthand for PASTA+(...), MAFFT-def refers to default MAFFT, and
MAFFT-L refers to MAFFT L-INS-i. Bold numbers indicate best performing method.
in second or third place (depending on which ML software is used) on the remaining condition (RNASim).
However, on those conditions where P+BAli-Phy does not have the highest tree accuracy, it is close to the
best performing method (within 0.36% in terms of Delta-RF on the RNASim data, and within 1.6% on the
Rose M1 data).
Overall, default MAFFT has the worst accuracy of all methods on these data with respect to all criteria.
MAFFT L-INS-i is clearly more accurate than default MAFFT, but not as accurate as the PASTA variants in
terms of alignment criteria. Hosever, MAFFT L-INS-i has the best tree accuracy on the Rose M1 datasets,
and second best tree accuracy on the Rose S1 datasets.
Figure 6.1 shows results for each replicate comparing P+BAli-Phy to P(default), with respect to three
metrics: TC score, Delta-RF, and SP-score. Results for Modeler score are nearly identical to SP-score,
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Figure 6.1: Results on 1,000 sequences, comparing default PASTA and PASTA+BAliPhy. Each point rep-
resents one replicate. PASTA denotes the alignment from PASTA under default settings (referred to as
“PASTA(default)” in the text), and PASTA+BAli-Phy denotes the alignment after an additional iteration
using BAli-Phy. Delta-RF refers to the difference between the RF error rates of ML trees computed on
the estimated and true alignments. In each subfigure, a position above the 45-degree line indicates that
PASTA+BAli-Phy is preferable; the axes for the subfigure for Delta-RF have been flipped to maintain this
interpretation, since Delta-RF is an error metric rather than an accuracy metric.
and are shown in Section 6.5. Results for FastTree-2 and RAxML as the ML tree estimation method are
similar; here we show results for RAxML; see Section 6.5 for FastTree-2. Points above the 푥 = 푦 diagonal
correspond to datasets in which P+BAli-Phy is more accurate than P(default) for the specified criterion, and
conversely points below the diagonal correspond to datasets in which P+BAli-Phy is less accurate. Note
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Data Backbone Prec. Rec. TC Δ-RF
P(default) 96.2% 93.6% 2.6% 0.77%
Indelible P+BAli-Phy 97.8% 95.6% 4.3% 0.54%
P+MAFFT-L 97.3% 95.0% 3.2% 0.62%
P(default) 90.8% 90.5% 0.5% 0.77%
RNAsim P+BAli-Phy 91.4% 91.0% 0.6% 0.67%
P+MAFFT-L 89.4% 89.1% 0.5% 0.67%
Table 6.3: Alignment and tree accuracy metrics for UPP alignments on 10,000 sequences. Each method
shown under Backbone is the method used to align the backbone of 1,000 sequences. Due to the running
time required for RAxML on data of this size, Δ-RF shown is for FastTree-2 only. Bold numbers indicate
best performing method.
that P+BAli-Phy has a higher TC score on every replicate than P(default) (all points are above the 푥 = 푦
diagonal), and the improvement in TC score is particularly substantial (the distance to the 푥 = 푦 diagonal
is large). P+BAli-Phy also produces more accurate trees on nearly all replicates of all model conditions
(note the particularly large improvements on several of the Rose S1 replicates). With the exception of the
Rose S1 model condition, P+BAli-Phy is as good or better than default PASTA in terms of SP-score (more
replicates above the 푥 = 푦 diagonal than below). Furthermore, although default PASTA has slightly better
SP-scores than P+BAli-Phy on several of the Rose S1 replicates, P+BAli-Phy is nearly always better with
respect to tree accuracy on these replicates. The same figure comparing PASTA with BAli-Phy to PASTA
with MAFFT shows virtually identical patterns and is contained in the Section 6.5.
Results for experiment 2: In Experiment 2, we compared three variants of UPP that differ only in how
the backbone alignment and tree are computed; see Table 6.3. Clearly using P+BAli-Phy to compute the
backbone alignment and tree has the highest alignment accuracy for all three criteria, and the gains in accu-
racy are largest in terms of the TC score; the second most accurate method uses P+MAFFT-L to compute
the backbone alignment and tree. UPP only computes an alignment, so we computed ML trees on these
three alignments using FastTree-2 (RAxML is too slow to run on 10,000 sequences). Note that the trees
computed using UPP with P+BAli-Phy are within 0.67% in RF error of the tree computed using ML on the
true alignment, showing that the alignment error is low enough to not impact the tree estimation by much in
comparison to the tree computed on the true alignment.
6.3.1 Statistical significance
Table 6.4 shows 푝-values for each metric and each model condition for the hypothesis that P+BAli-Phy out-
performs P(default) on measures of alignment accuracy, correcting for multiple tests using the Benjamini-
Hochberg procedure, and Table 6.5 shows the same for measures of tree accuracy. P+BAli-Phy has statis-
tically significant improvements over P(default) with respect to the TC score on all the model conditions.
P+BAli-Phy also has statistically significant improvements over P(default) with respect to precision and re-
call (alignment modeller and SP-score) on the Indelible and RNASim datasets, but not on the Rose datasets.
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Figure 6.2: Results on 10,000 sequences Using UPP on two different backbones: one computed using default
PASTA and the other computed using PASTA+BAliPhy (i.e., one iteration of PASTA using BAli-Phy as the
subset aligner after default PASTA completes). Each point represents one replicate. Delta-RF refers to the
difference between the RF error rates of ML trees computed on the estimated and true alignments. In each
subfigure, a position above the 45-degree line indicates that PASTA+BAli-Phy is preferable; the axes for the
subfigure for Delta-RF have been flipped to maintain this interpretation, since Delta-RF is an error metric
rather than an accuracy metric.
ML trees computed on P+BAli-Phy alignments are also statistically significantly more accurate than ML
trees computed on P(default) alignments for 6 of the 10 combinations of model condition and ML software.
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Data Precision Recall TC
Indelible M2 0.001 0.001 <0.001
RNAsim <0.001 0.001 <0.001
Rose L1 0.211 0.188 <0.001
Rose M1 0.473 0.298 <0.001
Rose S1 0.820 0.770 <0.001
Table 6.4: 푃 -values for each model condition and metric for the hypothesis test that P+BAli-Phy outperforms
P(default) with respect to alignment accuracy. Values are based on one-sided Student’s T-test for differences
between the two methods on each replicate. Bolded values indicate significant differences using a Benjamini-
Hochberg procedure to control the false discovery rate at 5% [17].
Delta-RF Delta-RF
Data RAxML FastTree-2
Indelible M2 0.021 0.014
RNAsim 0.677 0.660
Rose L1 0.036 0.054
Rose M1 0.136 0.030
Rose S1 0.010 0.007
Table 6.5: 푃 -values for each model condition and metric for the hypothesis test that P+BAli-Phy outper-
forms P(default) with respect to tree accuracy. Values are based on one-sided Student’s T-test for differences
between the two methods on each replicate. Bolded values indicate significant differences using a Benjamini-
Hochberg procedure to control the false discovery rate at 5% [17].
6.3.2 General Observations
As this study showed, incorporating BAli-Phy into PASTA produced alignments that were generally more
accurate than default PASTA, which is based on MAFFT; similarly, incorporating PASTA+BAli-Phy into
UPP produced alignments that were more accurate than default UPP, which is based on default PASTA.
The improvement in alignment accuracy was most noticeable for the Total Column (TC) score, where
PASTA+BAli-Phy had much higher TC scores than the next best method, which was PASTA+MAFFT-
L. For example, on the 1,000-sequence datasets we studied, PASTA+BAli-Phy had much higher TC scores
than PASTA+MAFFT-L and default PASTA, by factors that ranged from 1.5 to 2.2 (for PASTA+MAFFT-L)
and from 2.1 to 3.7 (for default PASTA). PASTA+BAli-Phy nearly always produced alignments that have
higher modeller-score (precision) and SP-score (recall), with the single exception being the Rose S1 dataset
with 1,000 sequences, where it was 1% lower than the best-performing (default PASTA), but both had good
accuracy (precision and recall greater than 84%). The integration of PASTA+BAli-Phy into UPP produces
alignments that strictly dominate the second best performing method, which is UPP run in default mode, us-
ing default PASTA to compute its backbone tree. Thus, integrating BAli-Phy into PASTA and UPP improves
alignment accuracy with respect to all three criteria, with particularly large improvements for TC scores.
Perhaps the most important trend with respect to tree accuracy is that for all 10,000-sequence model
conditions and nearly all 1,000-sequence model conditions, ML trees computed on the PASTA+BAli-Phy
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alignments are within 1% (in terms of tree error) of the ML tree computed on the true alignment. Thus,
in general, alignment error in PASTA+BAli-Phy does not increase tree error in a noticeable way over what
could be computed given the true alignment. The only exceptions to this are the Rose datasets, where the
increase in tree error obtained on the PASTA+BAli-Phy alignment compared to trees computed on the true
alignment ranges from 1.47% (Rose L1) to 4.7% (Rose M1). However, ML trees on other alignments on
those datasets also have somewhat higher Delta-RF error on these Rose datasets. Indeed, PASTA+BAli-Phy
has the lowest Delta-RF error on four of the six combinations of ML method and model condition, and comes
in second place on the remaining two conditions. Furthermore, when ML trees computed on PASTA+BAli-
Phy alignments are not the most accurate, they are very close in accuracy to the the most accurate trees, with
differences that range from 0.36% to 1.6%.
The gap length distribution affects alignment difficulty, with short gap datasets harder to align correctly
than datasets with long gaps. The comparison between results on the 1,000-sequence Rose M1 (medium gap
length) datasets and the 1000-sequence Rose S1 datasets is interesting, though. If alignment precision and
recall are considered, then the Rose M1 datasets are more difficult, as they result in reduced precision and re-
call values for all methods; however, if TC scores are considered, then the Rose S1 datasets are more difficult.
Clearly, model conditions impact performance with respect to the different alignment criteria differently, but
generally short gaps combined with high rates of substitution create the hardest conditions.
6.4 Conclusions
This study was limited to simulated datasets where sequences evolve down model trees under processes
that include insertions, deletions, and substitutions. Of the three simulators used to produce these datasets,
RNASim is the most complex, and in particular includes sites that co-evolve based on the secondary structure
for the RNA molecule used to design the simulation. On these datasets, we explored the use of BAli-Phy
within PASTA (and then within UPP) as a point estimator of the true sequence alignment. Our study shows
that incorporating BAli-Phy into PASTA and UPP enables BAli-Phy to be extended to large and ultra-large
datasets, and to produce more accurate alignments than the default settings for PASTA and UPP, which are
the current best alignment methods for large-scale and ultra-large-scale multiple sequence alignment. Indeed,
what this study shows is that integrating BAli-Phy into PASTA means that a dataset with 1000 sequences can
be aligned in the same time as 10 independent BAli-Phy analyses of 100 sequences each. Furthermore, once
a dataset of this size is computed, larger datasets can be aligned very quickly by using the PASTA+BAli-Phy
alignment as the backbone alignment and tree in UPP. Thus, even though this approach does not address
how to speed up BAli-Phy for 100-taxon datasets, it does show that BAli-Phy can be scaled to much larger
datasets in an essentially linear fashion.
Yet there are several limitations to this study. First, although we explored this technique with BAli-Phy,
we did not explore it with other statistical methods. However, since the parameters of the divide-and-conquer
strategy (especially the maximum subset size) can be adjusted to suit the given base MSA method, this
extension can be easily done. Thus, methods such as StatAlign [161], which may be limited to even smaller
datasets, could also be tested in this framework. Similarly, methods such as PAGAN [126] are impacted
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by dataset size and the challenge in estimating good guide trees, and PASTA’s phylogenetically-informed
divide-and-conquer strategy might be useful techniques to improve their scalability to large datasets that
have evolved quickly. Thus, future work should evaluate the impact of this type of strategy on StatAlign,
PAGAN, and other statistical methods.
Our study also only examined minor adjustments to the algorithmic parameters for PASTA and UPP;
additional research to optimize the parameters involved in this implementation could lead to substantial
improvements, as essentially no parameter tuning was done.
This study was limited to simulated datasets, and so the potential for this type of approach to provide
improvements on biological datasets is unknown. One of the challenges is that most biological alignment
benchmarks are amino acid datasets; while BAli-Phy can analyze amino acid sequences, it is even more
computationally intensive on amino acid datasets than on nucleotide datasets, and it is not known whether
the statistical approach in BAli-Phy will provide advantages for structural alignment estimation.
Finally, one of the appealing aspects of the Bayesian approach in BAli-Phy is that it returns a sample
from the distribution on multiple sequence alignments and trees. This study only explored BAli-Phy as a
point estimator of the alignment, and so in a sense does not truly scale BAli-Phy to large datasets. Scaling
Bayesian methods such as BAli-Phy so that they achieve their full potential on large datasets is clearly of
great interest, and future work should attempt to do this.
6.5 Additional Information
6.5.1 Technical Modifications to PASTA
The default version of PASTA v1.6.3 is designed to run on a single node using a shared-memory imple-
mentation with multiple processors, and to run consecutively from start to finish using a single command.
However, running PASTA in this manner is not practical using BAli-Phy as the subset aligner; with 1,000
sequences and a maximum subset size of 100, PASTA requires 10-16 subset alignments that require 32 CPU-
days apiece. While this is theoretically possible given the right computing resource, shared resources such
as university clusters frequently have constraints on job time, to name one, that prohibit a continuous im-
plementation of PASTA. Instead, we needed an implementation of PASTA that allows subsets to be aligned
separately, on different servers or at different times if necessary.
The solution was to add an optional checkpoint just prior to the subset alignment step where it will
save its state, terminate, and when restarted, resume from the previous point assuming that the subsets had
been aligned and copied to the appropriate path. When PASTA is run with this option, upon reaching the
checkpoint it outputs a text file with paths to the subset sequence files and target paths for the aligned version.
This addition is therefore useful not just for using BAli-Phy as the subset aligner, but any method that is not
currently implemented, or even to achieve additional parallelism on data where the number of subsets makes
a single node impractical. The commands and links to source code for this branch of the PASTA code are
provided in the following section.
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6.5.2 Software Commands Used
In the sections below, <datatype> refers to whether the sequences are DNA, RNA or amino acid sequences.
This was DNA for all of our data except for RNAsim, which was RNA.
PASTA
The following commands assume that the work for PASTA(default), PASTA+MAFFT-L and PASTA+BAli-
Phy sit in folders called respectively <pasta def folder>, <pasta mafft folder> and <pasta bp folder>.
For PASTA(default) and PASTA+MAFFT-L, the commands are:
Default:
python run_pasta.py -d <datatype> -i <raw_seqs> -j pasta_default -o
<pasta_def_folder>/<model-replicate folder> --temporaries=<temps_folder> -k
MAFFT:
python run_pasta.py -i <raw_seqs>
-t <pasta_def_folder>/<model replicate folder>/pasta_default.tre
-o <pasta_mafft_folder>/<model/replicate folder> -j pj_mafft -d <datatype>
--temporaries=<temps_folder> --max-subproblem-size=100 -k --keepalignmenttemps
--iter-limit=1
For PASTA+BAli-Phy, there are two commands. The first starts PASTA and does the decomposition,
and then exits after outputting a list of files that need to be aligned and saving its state. The second resumes
from the previously saved state under the assumption that the alignments have been completed and are in
their target locations on disk and proceeds with the remainder of the algorithm. The commands are:
Start:
python run_pasta.py -i <raw_seqs>
-t <pasta_def_folder>/<model replicate folder>/pasta_default.tre -o
<pasta_bp_folder>/<model-replicate folder> -j pastabp -d <datatype>
--interruptible --temporaries=<temps_folder>
--max-subproblem-size=100 -k --keepalignmenttemps
--iter-limit=1
Finish:
python run_pasta.py -i <raw_seqs> -o <pasta_bp_folder>/<model replicate folder>
-j pastabp -d <datatype>
-t <pasta_def_folder>/<model replicate folder>_default.tre
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--interruptible --temporaries=<temps_folder> --max-subproblem-size=100
--resume-state-path=<pasta_bp_folder>/<model replicate folder>/
pastabp_temp_iteration_0_picklefile -k --keepalignmenttemps --iter-limit=1
The option --interruptible is necessary in both and indicates to PASTA that it should stop at the
checkpoint. In the second command, the option --resume-state-path is the path to the file containing
the state at checkpointing and the sample argument there is consistent with the naming that PASTA will use
for that file.
BAli-Phy
BAli-Phy was run on Blue Waters by setting up a job with a wall-clock time limit of 24 hours and submitting
it with the following shell script, which starts a background BAli-Phy process once for every processor found
by the nproc Linux command (on Blue Waters, it is 32). In the following, the variable ${id} is assumed to
be a name that identifies the particular alignment being run.
for iteration in $(seq 1 $(nproc))
do
bali-phy <subset-fasta> --name <job_id_work_folder>/${id}_out/${id}-${iteration}
> <job_id_work_folder>/${id}_out/log_$iteration.txt 2>&1 &
done
wait
After the job has completed the following is run, which removes the first 10 samples from the output
for each processor, then concatenates the rest into a single file. Then the posterior-decoding alignment is
computed in the final line with the alignment-max command.
for iteration in $(seq 1 32)
do
cut-range --skip=10 <
<job_id_work_folder>/${id}_out/${id}-${iteration}-1/C1.P1.fastas
>> <job_id_work_folder>/${id}_out/combined.fasta
done
cat <job_id_work_folder>/${id}_out/combined.fasta | alignment-max >
<job_id_work_folder>/${id}_out/${id}_posterior_decoding.fasta
MAFFT
We ran MAFFT in two ways: its default version, and its MAFFT L-INS-i version. The command for the
L-INS-i algorithm is:
mafft-linsi <raw_seqs> > <output_file>
74
UPP
Other that specifying the backbone alignment and tree, UPP was run with default settings. The command is:
python run_upp.py -m <datatype> -s <raw_query_seqs> -d <work_folder> -t <tree>
-a <backbone_alignment> -p <temps_folder>
In this command, <raw query seqs> is a fasta file with the unaligned sequences, excluding the sequences
included in the backbone alignment. <tree> refers to a specified phylogenetic tree on the backbone align-
ment and <backbone alignment is the corresponding alignment itself. Both were the default output by
PASTA for that particular backbone. By default, PASTA uses FastTree-2 to find its final tree estimate using
the parameters -nt -gtr -gamma -fastest, and this was the tree used in the command above.
RAxML & FastTree-2
Finally, for maximum-likelihood trees estimated directly (i.e. not from within PASTA), both methods were
run using the GTR-Γ model. RAxML was run with 8 threads specifically, and FastTree was run without
specifying the number of threads. The commands are:
RAxML
raxmlHPC-PTHREADS-AVX -s <alignment_fasta> -w <work_folder> -n <tree_name>.tre
-m GTRGAMMA -p 100 -T 8
FastTree-2
FastTreeMP -quiet -gtr -gamma -nt <alignment_fasta> > <tree_name>.tre
6.5.3 Additional Scatter Plots for 1000-sequence Data
In this section, we present all three pairwise comparisons of all metrics on the 1000-sequence data. The
three methods considered are, briefly:
a. PASTA(Default) PASTA under default settings: 3 iterations, all with MAFFT (L-Ins-I) as the subset
aligner and decomposition to a maximum size of 200 sequences.
For each of the next two methods, we run PASTA for 1 iteration with the initial tree taken from the
output of this method, which is equivalent to running PASTA for 4 iterations with slightly different
settings on the final cycle.
b. PASTA+BAli-Phy PASTA for 1 iteration, with the BAli-Phy Posterior Decoding alignment on subsets
and decomposition to a maximum size of 100 sequences. Using the PASTA(default) output phylogeny
as an initial tree.
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c. PASTA+MAFFT-L PASTA for 1 iteration, with MAFFT L-Ins-I as the subset aligner and decompo-
sition to a maximum size of 100 sequences. Using the PASTA(default) output phylogeny as an initial
tree.
Figure 6.3 shows full results (for all five criteria) corresponding to Figure 6.1, which is partially dupli-
cated here. In all subfigures in this section, each point represents one replicate and a position above or below
the 45-degree line is interpreted as favoring one method or the other consistently across the page. This
requires inverting the axes for the bottom panels compared to the upper three, but maintains a consistent
interpretation.
Note that the figures for SP-score and Modeller score are nearly identical. Delta-FN results using
FastTree-2 and RAxML have some differences in terms of magnitude, but not in terms of relative perfor-
mance. The remaining figures are the equivalents of Figure 6.1, with the difference that each compares a
different pair of methods. The second compares PASTA+MAFFT-L to default PASTA. The fourth iteration
with MAFFT L-INS-i improves the TC score but does not improve either precision or recall. The compar-
ison with respect to precision and recall shows that PASTA+MAFFT-L is better than default PASTA on
the Indelible datasets, but about the same on the Rose data, and less accurate than default PASTA on the
RNAsim data.
The final figure compares PASTA+BAli-Phy to PASTA+MAFFT-L directly. Consistent with the previ-
ous figure, PASTA+BAli-Phy seems to be much better than PASTA+MAFFT-L in much the way that it was
better on PASTA run in default setting.
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Figure 6.3: Pointwise comparison of five criteria for PASTA before and after a final iteration using BAli-
Phy as the subset aligner. PASTA denotes the alignment from PASTA under default settings (referred to
as “PASTA(default)” in the text). Delta-RF refers to the difference between the RF error rates of ML trees
computed on the estimated and true alignments.
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Figure 6.4: Pointwise comparisons between PASTA run in default setting (referred to as PASTA here) and
PASTA+MAFFT-L, analogous to Figure 6.3. It appears that the fourth iteration with MAFFT improves the
TC score but does not improve either precision or recall. PASTA+MAFFT-L is better for precision and recall
on Indelible, but worse on RNAsim and roughly even on Rose.
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Figure 6.5: Same as Figure 6.4, but comparing PASTA+MAFFT-L to PASTA+BAli-Phy. Recall that PASTA+BAli-
Phy refers to a single iteration of PASTA run with BAli-Phy as the subset aligner on subset-size 100, using the tree
from PASTA as the starting tree. PASTA+MAFFT-L is analogous with MAFFT in place of BAli-Phy.
6.6 Comparison of RAxML vs. FastTree-2
Table 6.6 gives a detailed comparison of the actual error rates for each of the two maximum-likelihood tree
estimation techniques. 79
RF Error
Data Alignment RAxML FT-2 Diff.
Indelible M2
P(default) 24.1% 32.2% -8.1%
P(BAli-Phy) 22.6% 30.8% -8.2%
P(MAFFT) 23.0% 31.3% -8.3%
Reference 22.3% 31.5% -9.2%
P(default) 16.1% 16.4% -0.3%
P(BAli-Phy) 16.3% 16.5% -0.3%
RNAsim P(MAFFT) 15.9% 16.5% -0.6%
Reference 15.6% 16.1% -0.5%
P(default) 14.0% 13.4% 0.6%
P(BAli-Phy) 13.4% 12.7% 0.7%
Rose L1 P(MAFFT) 13.9% 13.2% 0.7%
Reference 11.9% 11.2% 0.7%
P(default) 16.8% 17.0% -0.1%
P(BAli-Phy) 16.2% 16.1% 0.1%
Rose M1 P(MAFFT) 17.5% 16.6% 0.9%
Reference 11.5% 10.7% 0.8%
P(default) 14.7% 14.0% 0.7%
P(BAli-Phy) 13.0% 13.3% -0.2%
Rose S1 P(MAFFT) 14.3% 14.1% 0.3%
Reference 10.8% 9.7% 1.1%
Table 6.6: RAxML and FastTree-2 RF error details for each dataset and each method. On Indelible, FastTree-
2 generates a tree that is noticeably less accurate than RAxML for all alignments, including the reference,
and it is not clear what causes that. On all other data the two perform about equally.
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Chapter 7
Benchmarking Statistical Multiple Sequence
Alignment on Amino Acid Sequences
7.1 Background1
Multiple sequence alignment is a basic step in many bioinformatics pipelines, including phylogenetic esti-
mation, but also for analyses specifically aimed at understanding proteins. For example, protein alignment
is used in protein structure and function prediction [44], protein family and domain identification [150, 72],
functional site identification [4, 197], domain identification [19], inference of ancestral proteins [86], detec-
tion of positive selection [69], and protein-protein interactions [247]. However, multiple sequence alignment
is often difficult to perform with high accuracy, and errors in alignments can have a substantial impact on the
downstream analyses [105, 148, 167, 69, 49, 201, 230, 96, 176]. For this reason, the evaluation of multiple
sequence alignment methods (and the development of new methods with improved accuracy), especially for
protein sequences, has been a topic of substantial interest in the bioinformatics research community (e.g.,
[230, 219, 89, 170, 108]).
Protein alignment methods have mainly been evaluated using databases, such as BAliBase [13], Hom-
strad [145], SABmark [228], Sisyphus [8], and Mattbench [46], that provide reference alignments for dif-
ferent protein families and superfamilies based on structural features of the protein sequences (see discus-
sions about these benchmarks in [9, 89]). Performance studies evaluating protein alignment methods using
these benchmarks (e.g., [57, 22, 200, 219, 100, 139, 156]) have revealed conditions under which alignment
methods degrade in accuracy (e.g., large data sets, or highly heterogeneous data sets with low average pair-
wise sequence identity) and have also revealed differences between alignment methods in terms of accuracy,
computational efficiency, and scalability to large data sets. In turn, the databases have been used to provide
training data for machine learning techniques to infer alignments on novel data sets (e.g., [50, 194]). Method
development for protein alignment is thus strongly influenced by these databases, and has produced sev-
eral protein alignment methods that are considered highly accurate and robust to many different challenging
conditions.
An alternative approach to multiple sequence alignment has been developed within the statistical phylo-
genetics community in which an alignment is co-estimated with a phylogenetic tree by considering stochastic
models of evolution in which sequences evolve down a model tree under a process that includes substitutions,
1This chapter contains material previously published in [165], which was a joint work with Ehsan Saleh and Tandy Warnow. It
has been edited slightly for brevity. Author contributions on that publication were as follows: TW conceived of the project. TW
& MN designed the experiments. ES & MN performed the experiments. TW, MN and ES analyzed the data. ES and MN created
figures, and TW and MN wrote the paper. Permission to reprint has been provided by the copyright holders.
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insertions, and deletions (jointly referred to as “indels”). Likelihood-based estimation of alignments and/or
trees under these models provide a mathematically rigorous and therefore appealing approach, and was ini-
tially proposed in [20]. Subsequent extensions of this basic approach were made in a sequence of papers
[221, 222, 223, 85, 135, 136, 137, 81, 128, 67, 127, 210, 185, 161, 28, 182]. BAli-Phy [210, 185, 182], a
Bayesian method that uses MCMC sampling to jointly estimate the multiple sequence alignment and phylo-
genetic tree under a stochastic sequence evolution model that allows for indels and substitutions, is the most
well-known of these methods.
A related approach is PRANK [125], which closely adheres to a phylogenetic model of sequence evolu-
tion but does not rely on a detailed stochastic model to the same degree. Because of its similarity in design
objectives, [21] refer to PRANK as a “heuristic to full statistical alignment”. Figure 1 in [21] examined
alignments computed using BAli-Phy and PRANK in comparison to other methods on biological protein
data sets, and showed that alignments produced by BAli-Phy and PRANK were outliers in the set, while the
remaining methods largely grouped together.
Only a few studies have evaluated BAli-Phy for accuracy on either biological or simulated datas. Three
studies [116, 182, 166] evaluated BAli-Phy on simulated nucleotide data sets and found it to have superior
accuracy compared to the other alignment methods they examined; this question was examined directly in
[116, 182] and indirectly in [166] through the substitution of MAFFT [97] by BAli-Phy within PASTA [139],
a divide-and-conquer meta-method that is designed to scale MSA methods to larger data sets.
Additionally, [98] evaluated BAli-Phy on protein biological benchmarks as well as on simulated protein
data sets (to the best of our knowledge, this is the only study that has evaluated BAli-Phy in terms of accu-
racy on biological data). In their study, BAli-Phy was much less accurate than some other MSA methods
(PRANK, Muscle [58], and variants of MAFFT) on the biological data, but was very good (and for some cri-
teria it was the best) on the simulated data. This study is intriguing but its evaluation of BAli-Phy is limited;
the data analyzed were large for BAli-Phy (the simulated data sets had 100 sequences, and the biological
data sets ranged up to 100 sequences), and each run was limited to 1000 MCMC iterations. As discussed by
the authors (and in [183]), 1000 MCMC iterations may not have been sufficient to allow BAli-Phy to reach
convergence on data sets of this size, and it is known that BAli-Phy can have reduced accuracy if stopped pre-
maturely [183]. The contrast in performance on biological and simulated data is notable but a more careful
evaluation of BAli-Phy is necessary to understand its performance on biological benchmark data sets.
Present Study
Here we report on an extensive performance study in which we compared BAli-Phy version 2.3.8 to a col-
lection of multiple sequence alignment methods on a diverse range of input data. First we compare it to
the leading protein sequence alignment methods. We used 1192 data sets from four established benchmark
databases of protein multiple sequence alignments (BAliBASE v3.0, Sisyphus v1.2, Mattbench, and Hom-
strad, all downloaded in March 2017) as well as 120 simulated data sets in order to characterize the relative
and absolute accuracy of the methods we explore. We limited our study to biological sequence data sets with
at most 25 sequences and to simulated data sets (under 6 model conditions) with 27 sequences, so that we
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were able to run BAli-Phy long enough to get adequate sampling density. In particular, we ran BAli-Phy on
each data set using 32 independent runs, each for 48 hours (i.e., BAli-Phy was run somewhat longer than 2
months on each data set). In this way BAli-Phy generated many hundreds of thousands (and in several cases
more than 1,000,000) MCMC samples for each data set that it analyzed and produced ESS values indicative
of adequate sampling. This study used more than 230 CPU years for the BAli-Phy analyses alone in order to
ensure that its performance would be measured fairly, and it provides a careful evaluation of how BAli-Phy
performs on biological and simulated data sets. A separate study was done on a smaller number of simulated
and biological nucleotide alignments to see whether the trends on protein data carried over. It also includes
some more varied simulation conditions in the results. That study is covered in more detail in the following
chapter, but its conclusions are relevant to our interpretation and are dicussed breifly here.
Our results show a peculiar pattern for multiple sequence alignments produced by BAli-Phy. On studies
of simulated data, BAli-Phy’s performance was superior to other methods virtually across the board, mea-
sured by both false-positive and false-negative rates, and produced alignments that were consistently close to
the correct length. This held for both protein and nucleotide alignments, and it held regardless of the specific
simulation model used. However, on biological data BAli-Phy appears to be consistently under-aligning the
sequences, leading to estimated alignments that were longer than the curated reference alignments and cau-
ing accuracy metrics to show a bias toward a high pairwise false-negative rate (called SP-Score) but a low
false-positive rate (called Modeler score). Again, this held for both the nucleotide and the protein alignment
benchmarks. There, BAli-Phy generally had Modeler scores better than most other methods, but SP-scores
that were lower than most; furthermore, BAli-Phy produced alignments that were generally longer than the
reference alignment and also longer than all the other alignments. In other words, BAli-Phy tended to under-
align on biological data but not on the simulated data and was visibly an outlier on the biological data in terms
of alignment length. In light of this puzzling divergence it is worth noting that, upon closer examination,
the limited evaluation of BAli-Phy in previous studies also suggest that biological data are troublesome. In
these studies we provide a more detailed examination of the differences, but at present it is not clear why this
occurs. There are several possible explanations dicussed below, and we close with some visual inspection
of BAli-Phy alignments looking for additional clues.
7.2 Materials & Methods
7.2.1 Alignment Methods
We explored the following multiple sequence alignment methods: BAli-Phy v. 2.3.6, Clustal-Omega v. 1.2.4
[200], CONTRAlign v. 1.04 [50], DiAlign v. 2.2.2 [147, 74], Kalign v. 2.04 [107], MAFFT v. 7.305b [97],
Muscle v. 3.8.31 [58], PRANK v. 140603 [124, 125], PRIME v. 1.1 [248], Probalign v. 1.4 [194], ProbCons
v. 1.12 [51], PROMALS3D (retrieved Jan. 31, 2018, installed and run with Python 2.7.8 and GCC v. 4.7.1)
[174], and T-Coffee v. 11.00.8cbe486 [160, 159, 168]. We explore two ways of running MAFFT: MAFFT-
G-INS-i and MAFFT-Homologs (using the SwissProt Database [14]).
All methods other than BAli-Phy and Promals3D were performed in default mode. Promals-3D enables
83
structural alignment features, but we turned these off using the following sample command:
python promals < InputSequencesFile > -dali 0 -tmalign 0 -fast 0
BAli-Phy requires specific parameters (including the substitution model and the number of MCMC iterations)
to be set by the user. To select a protein sequence evolution model for use in BAli-Phy, we used RAxML
[206] version 8.2.9 to select the protein sequence evolution model based on likelihood scores computed on
the alignment computed using MAFFT L-ins-i (see paper for details [165]). We ran 32 independent runs
of BAli-Phy, each for 48 hours, discarding the first 25% of the alignments that were generated during the
MCMC run, and then retaining every tenth alignment in the remaining sample. The point estimates of the
alignments were computed using the posterior decoding (PD). According to the output from BAli-Phy, the
vast majority of the BAli-Phy runs we performed had good ESS values, which suggests that BAli-Phy may
have converged on those data; see paper for details.
7.2.2 Computational Resources
BAli-Phy and T-Coffee are the most computationally intensive methods we explored, and so these were run
on the Blue Waters supercomputer at the National Center for Supercomputing Applications (NCSA); all
other methods were run on the Campus Cluster at the University of Illinois at Urbana-Champaign.
7.2.3 Data Sets
Protein biological data sets. We took all the alignments from the four databases we selected (BAliBASE,
Mattbench, Homstrad, and Sisyphus) that had between 4 and 25 sequences. Each alignment with more than
25 sequences was then sub-sampled to produce a data set with between 5 and 25 sequences; see paper for
the protocol used for sub-sampling.
T-Coffee failed to align a number of data sets, returning empty folders; this was particularly pronounced
on the BAliBase data, where 82 out of 742 alignments were not completed, although it also failed to align
2 data sets each from the other three benchmarks (see paper for discussion). BAli-Phy was able to analyze
all the data sets, but on two data sets the posterior decoding algorithm failed due to the high computational
complexity of having a small number of very long sequences. After eliminating the data sets where T-Coffee
and the Bali-Phy posterior decoding failed to complete, we still had a large number (1192) of reference align-
ments from the four benchmarks. Table 7.1 presents empirical properties for the reference alignments for
these 1192 data sets, including average pairwise sequence identity (PID), average sequence length, average
number of sequences, average percentage gapped, and mean gap length.
Simulated data sets. We generated 120 simulated data sets (20 data sets from each of 6 different model
conditions) to evaluate the alignment methods for this study. To obtain the basic model tree topology and
branch lengths, we selected the 27-sequence serine protease data set from the Homstrad benchmark collec-
tion, computed a MAFFT L-ins-i alignment on the data set, and then used RAxML v8.2.9 to construct a
phylogenetic tree with branch lengths (see paper for exact command). RAxML selected the WAG model
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Table 7.1: Empirical properties of the 1192 reference alignments from the four biological benchmark col-
lections. We report the average pairwise sequence identity (PID), average number of sequences, average
alignment length, average fraction of the reference alignment occupied by gaps, and median gap length.
Database PID # seqs. alignment length % gapped gap length
BAliBase 0.30 12.4 772.0 37.7 8.1
Homstrad 0.37 6.9 257.3 16.6 2.7
Mattbench 0.20 7.3 416.4 44.6 2.8
Sisyphus 0.26 9.4 172.3 21.0 4.9
[235] for this data set. We set the indel rate and the gap length distribution (a negative binomial) to match
the empirical distribution for the serine protease data set. We then modified this basic model tree in two ways
– by rescaling the branch lengths (by a factor of three) and reducing the indel rate – to produce six different
model conditions (Table 7.2) that ranged in terms of the average percent gapped (from 18.3% to 46.4%) and
average pairwise sequence identity (from 0.11 to 0.24). Hence, this process produced six different model
conditions with a range of average PID and percentage gapped that cover the characteristics of the biolog-
ical benchmark data sets we explored. The sequence length at the root is 200, and then sequences evolve
down the model tree with indels and substitutions using the Indelible [68] simulator. We used WAG for the
substitution model, and indels were generated with lengths drawn from a negative binomial distribution.
Table 7.2: Empirical properties of the true alignments for the simulated data sets, each with 27 sequences.
Each submatrix represents one of the six model conditions, and the top row within each submatrix represents
the mean pairwise sequence identity (PID) and the bottom row represents the percentage gapped.
Low subst. rate High subst. rate
In
de
lR
at
e High
PID 0.24 0.11
% gapped 46.4 42.6
Medium
PID 0.24 0.11
% gapped 29.8 31.5
Low
PID 0.23 0.12
% gapped 18.3 19.2
7.2.4 Evaluation Criteria
The accuracy of the estimated alignment was assessed in comparison to the reference alignment for the
biological data sets, and to the true alignment for the simulated data sets. Each alignment on the same set of
sequences can be represented by its set of “homology pairs”, where a homology pair is a pair of residues, one
from each of two different sequences, that are placed in the same column in the alignment (see [142, 232]).
Two different alignments can then be compared to each other by examining the shared or unique homology
pairs. Furthermore, when one alignment is treated as a reference or true alignment, then the error in an
estimated alignment can be evaluated by calculating the number of homology pairs in the true alignment
that are missing from the estimated alignment (i.e., the number of false negatives) as well as the number of
homology pairs in the estimated alignment that do not appear in the true alignment (i.e., the number of false
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positives). These error metrics are normalized to produce values between 0 and 1, which are then called the
error rates. The first of these error rates is referred to as the SPFN (sum-of-pairs false negatives score) and
the second is referred to as the SPFP (sum-of-pairs false positives score). Finally, the error rates can also be
expressed as accuracy measures in the obvious way: 1-SPFN is a measure of recall, and is referred to as the
Modeler Score, and 1-SPFP is a measure of precision, and is referred to as the SP-Score.
We also report the expansion ratio, which is the ratio of the number of sites in the estimated alignment to
the number of sites in the reference or true alignment; values below 1.0 represent over-alignment (i.e., shorter
alignments than the reference or true alignment) and values greater than 1.0 represent under-alignment. We
used FastSP v. 1.6.0 [142] to calculate these values. Note that the classical tradeoff between the false positive
rate (FPR) and false negative rate (FNR) has an analog in multiple sequence alignment as well: just as a
classifier can achieve zero FPR by classifying everything as negative, an MSA can have zero SPFP if the
sequences are completely unaligned (i.e., all sites in the alignment have at most one non-gap character). That
is the extreme case, of course, but serves to indicate that although expansion ratios greater than 1.0 reflect
under-alignment, a pattern of low SPFP and high SPFN (equivalently high Modeler score and low SP-score)
is also indicative of under-alignment.
Finally, we examined the impact of alignment error on tree error. We computed maximum likelihood
trees using RAxML v8.2.9 on estimated and true alignments for the simulated datasets, and then recorded
the Robinson-Foulds [189] error rate (i.e., the fraction of the number of branches in the true tree that are
missing from the estimated tree), computed using Dendropy [211].
The impact of pairwise sequence identity (PID) on multiple sequence alignment accuracy is well estab-
lished (e.g., [220, 22, 116, 200, 230]), with alignment accuracy generally decreasing as PID decreases, and
expected to be very low when PID is below 0.20 [9]. Therefore, we evaluated the impact of PID on alignment
accuracy in our experiments. We grouped the sequence data sets into four bins according to the PID within
each data set, with the highest PID bin (where PID is at least 0.5) expected to contain the easiest data sets to
align and the lowest PID bin (where PID is at most 0.15) expected to contain the most difficult data sets to
align.
7.3 Results
7.3.1 Biological Data
We began by exploring the overall accuracy of the different methods we examined with respect to Modeler
score and SP-score (Fig. 7.1). The results shown are restricted to the 1192 data sets where all methods ran
successfully.
There was a large range in scores on these data, with the average Modeler score varying from 0.66 to
0.80 and average SP-score varying from 0.63 to 0.77. PROMALS, T-Coffee, CONTRAlign, and MAFFT-
homologs each came in the top four places for both criteria, and Kalign, DiAlign, and PRANK had the lowest
overall SP-scores and Modeler scores of all the methods we tested. BAli-Phy had the top average Modeler
score (0.80) but among the lowest average SP-scores of all the methods (0.67, ranking 11 out of 14); thus,
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BAli-Phy’s average Modeler score was substantially larger than its SP-score, a pattern that indicates under-
alignment. All other methods had close average SP and Modeler scores (i.e., differences that were at most
0.04, and usually at most 0.01).
Results on the individual benchmarks for Modeler and SP-scores show similar trends (Fig. 7.2). For
example, T-Coffee had the highest SP-scores on the Homstrad (0.89), Mattbench (0.78), and Sisyphus (0.80)
benchmarks, and PROMALS had the highest SP-score (0.74) on the BAliBASE data (where T-Coffee had
0.71). Thus, T-Coffee was either best or close to best in terms of SP-score on these data sets. Similarly,
although PROMALS was only top on the BAliBASE data sets, it came in second on the other benchmarks,
where its average SP-scores were fairly close to the best score: 0.01 lower than best on the Homstrad data
sets, 0.03 lower than best on the Sisyphus data sets, and 0.06 lower on the Mattbench data sets. MAFFT-
Homologs had the second or third highest SP-score on all but the Sisyphus benchmark, and the third or fourth
highest Modeler score on three of the benchmarks. Finally, BAli-Phy consistently ranked among the first
three methods for Modeler Score (it was top on BAliBASE, in second place on Sisyphus and Mattbench, and
in third place on Homstrad) and between eighth and twelfth for SP-score (Fig. 7.2). Thus, overall as well as
on the individual benchmarks, BAli-Phy produced alignments with high Modeler scores and low SP-scores,
a pattern that indicates under-alignment.
To better understand this trend, we examined the expansion ratios of the different alignment methods. A
few methods (notably Clustal, Probcons, and Promals) had excellent expansion ratios (in the range 0.95 to
1.05) across all PID values. However, all others either under-aligned (i.e., expansion ratios greater than 1.05)
or over-aligned (i.e., expansion ratios less than 0.95) for some condition (Fig. 7.3). As expected, the lowest
PID condition (PID ≥ 0.5) was the most challenging for the remaining methods. For this condition, BAli-
Phy, DiAlign, and Prank under-aligned the most, with expansion ratios 1.87, 1.31, and 1.17 respectively.
The methods that over-aligned the most were Muscle (expansion ratio 0.81), Prime (expansion ratio 0.84),
Kalign (expansion ratio 0.86), MAFFT-G-INS-i, MAFFT-Homologs, and CONTRAlign (all with expansion
ratio 0.89). Most significantly, BAli-Phy’s expansion ratio was the largest of all the methods for each bin,
indicating that it under-aligned the most of all the methods and produced substantially longer alignments
than all other methods. Hence, BAli-Phy was an outlier among these methods in terms of alignment length.
The remaining experiments were restricted to the top-performing alignment methods. Therefore, we
exclude Kalign, DiAlign, and PRANK, each of which had among the lowest overall accuracy in terms of
SP-score and Modeler score on the biological data sets.
PID also impacted the SP-score and Modeler score of the top methods, as shown in Figures 7.4-7.5. As
expected, all methods had their best SP-scores and Modeler scores under the highest PID bin (i.e., when PID
≥ 0.5) and their scores dropped as PID decreased. The range in SP-scores and Modeler scores was narrowest
for the highest PID bin (at most 0.05 difference between the largest and smallest scores) and increased as
PID dropped. For example, on the highest PID bin (Fig. 7.4), the Modeler scores ranged from 0.91 (attained
by T-Coffee) to 0.95 (attained by BAli-Phy), while on the lowest PID bin the Modeler scores ranged from
0.26 (Clustal) to 0.53 (BAli-Phy). Furthermore, although the Modeler scores dropped for all methods as PID
dropped, this effect was smaller for BAli-Phy, Promals, and T-Coffee than for the other methods (i.e., the
change in average Modeler score between the top and bottom PID bins for these three methods was at most
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0.47, and all other methods had changes of between 0.59 and 0.68).
Similar trends hold for SP-score (Fig. 7.5), with the following main difference: under the low PID bin,
BAli-Phy’s SP-score tied for the lowest of all methods, indicating it is more impacted by changes in PID
than we saw for its Modeler score (in particular, the change in BAli-Phy’s SP-scores between the high and
low PID bins was 0.64, which is approximately the same change as for the remaining methods other than
Promals and T-Coffee). Finally, for the two bins where the differences between methods were large (i.e., the
bottom two bins), T-Coffee and PROMALS had the top SP-scores.
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Figure 7.1: Average Modeler Score (i.e., precision) vs. average SP-score (i.e., recall) of the full set of multiple
sequence alignment methods on the biological benchmark data sets, each with at least 4 and at most 25
sequences; each data point represents analyses of 1192 data sets from the four benchmark collections (658
from BAliBase, 231 from Homstrad, 202 from Mattbench, and 101 from Sisyphus). See Table 7.4 for actual
numeric values.
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Figure 7.2: Average Modeler Score (i.e., precision) vs. SP-Score (i.e., recall) of all alignment methods on the
individual biological benchmarks. Results shown are for 1192 data sets from the four benchmark collections
(658 from BAliBase, 231 from Homstrad, 202 from Mattbench, and 101 from Sisyphus) See Table 7.5 for
actual numeric values.
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Figure 7.3: Average expansion ratios on the 1192 biological benchmark data sets, each with at most 25 se-
quences, by average percent ID (ID). Values more than 1.0 indicate under-alignment (i.e., longer alignments
than the reference alignment), while values less than 1.0 indicate over-alignment (i.e., shorter alignments
than the reference alignment). The four bins based on average sequence identity, ordered from smallest to
largest, have 83, 417, 615, and 77 alignments, respectively. See Table 7.6 for actual numeric values.
7.3.2 Simulated Data
Methods that rely on gathering homologs from external databases (e.g., MAFFT-Homologs, T-Coffee and
Promals) are expected to have poor accuracy on these simulated data, a prediction we confirmed (see paper
for details). We therefore omit these three methods for the rest of this section, but we include PRANK since,
like BAli-Phy, it is a phylogeny-aware method.
We explored the relative and absolute accuracy of the multiple sequence alignment methods on simulated
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Figure 7.4: Average Modeler Scores (i.e., precision) for the top methods on the 1192 biological benchmark
data sets, binned into different average pairwise sequence identity (ID) levels. The four bins based on average
sequence identity, ordered from smallest to largest, have 83, 417, 615, and 77 alignments, respectively. See
Table 7.7 for actual numeric values.
data sets with 27 sequences with 6 model conditions, each with 20 replicates. The accuracy of these methods
varied across these six model conditions (Fig. 7.6). When both rates are low, all methods had excellent
Modeler and SP-scores (i.e., at least 0.95) and the differences between them were small (e.g., the difference
in score between any two methods under the easiest model condition was at most 0.02 for both criteria).
However, with higher substitution rates or indel rates, the accuracy of all methods decreased and the range
in scores increased.
The most striking observation on the simulated data sets is that BAli-Phy had the best accuracy of all
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Figure 7.5: Average SP-scores (i.e., recall) for the top methods on the 1192 biological benchmark data sets,
with data sets binned by average pairwise sequence identity (ID) levels. The four bins based on average PID,
ordered from smallest to largest PID values, have 83, 417, 615, and 77 alignments, respectively. See Table
7.8 for actual numeric values.
methods with respect to both criteria. Furthermore, while the difference between BAli-Phy and the least
accurate method was small (at most 0.02) for the easiest model condition, the difference in accuracy between
BAli-Phy and the second most accurate method increased as the indel rate or the substitution rate increased.
For example, under the most difficult model condition (where substitution and indel rates were the highest),
BAli-Phy achieved average SP-score and Modeler score of 0.93; the second best SP-score was 0.87 (attained
by Clustal) and the second best Modeler score was 0.84 (attained by MAFFT-G-ins-i). These are drops in
accuracy in the 0.07 to 0.09 range (see Table 7.9).
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Figure 7.6: Modeler score (i.e., precision) vs. SP-Score (i.e., recall) for MSA methods on simulated amino
acid data sets with 27 sequences for 6 different model conditions that vary by the substitution rate and indel
rate; averages over 20 replicates are shown.
As shown in Figure 7.7, similar trends were seen with respect to expansion ratios. Results under the
easiest model condition (with low mutation rates and indel rates that were at most moderate), all methods
produced expansion ratios in the range 0.97-1.01 (i.e., nearly perfect). However, under the more difficult
model conditions, the methods could be distinguished and we observed the following overall trends. BAli-
Phy produced alignments with expansion ratios of 1.0 under all six model conditions (except when given
the wrong substitution model, in which case it produced alignments with average expansion ratio 0.99).
Most other methods over-aligned under difficult conditions (e.g., Muscle, MAFFT G-INS-i, CONTRAlign,
Clustal, and PRIME over-aligned when mutation rates and indel rates were high, with expansion ratios less
than 0.90). The three remaining methods (PRANK, Probalign, and ProbCons) showed somewhat different
responses. PRANK tended to under-align (with an expansion ratio of 1.5 for the most difficult condition
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where both indel and mutation rates were high) and Probalign under-aligned whenever substitution rates were
high (expansion ratio of 1.06-1.08), over-aligned for the condition with high indel rates and low substitution
rates (expansion ratio of 0.92), and had nearly perfect expansion ratios (in the 0.98-0.99 range ) for the
remaining two conditions. ProbCons had excellent expansion ratios (in the range 0.97-1.0) under five of the
six conditions, but over-aligned (expansion ratio 0.91) when indel rates were high and substitution rates were
low. Thus, of these methods, only BAli-Phy had consistently excellent expansion ratios under all six model
conditions.
The performance of PRANK on the simulated data was generally not as strong as many of the better
methods. Under the most difficult model condition, PRANK had the lowest average Modeler and SP-scores
(0.65 and 0.52 respectively), and produced the longest alignments (with expansion ratio 1.5) of all the tested
methods. However, under the two easiest conditions (low substitution rates with low or moderate indel rates),
PRANK produced alignments that were very close to the correct length (expansion ratios between 0.96 and
1.0) and had SP-scores and Modeler scores of at least 0.96; it even achieved average SP-score and Modeler
score of 0.92 and 0.93 respectively for the simulated data under the low substitution rate with high indel rate.
Thus, PRANK’s accuracy was impacted by the substitution rate: it was competitive with the better methods
under conditions with low substitution rates but not when substitution rates were high. Also, when PRANK
was given the true (model) tree as a guide tree, these scores increased (in one case by 0.10, see Table 7.9),
but not enough to change its ranking within the experiment (e.g., PRANK used with the true tree was still in
the bottom position for both SP-score and Modeler score under the most difficult model condition).
7.3.3 Running Time
We also did a small evaluation of the running time of a sample of the alignment methods. As noted, we
always ran BAli-Phy for 48 hours on 32 independent runs, in order to improve the chances of convergence.
Hence, the total running time for BAli-Phy always exceeded 2 months on each data set. In other words, the
way we ran BAli-Phy is by design computationally intensive.
We selected four data sets (one from each of the benchmark collections), each containing 17 sequences.
This comparison is meant to be approximate, as we used different platforms for the methods and did not
ensure that all methods were run using the same environments, and only examined four data sets; hence, the
results are not necessarily indicative of running time on other data sets. T-Coffee and BAli-Phy were run on
the National Center of Supercomputing Applications Blue Waters supercomputer and the rest of the methods
were run on the Campus Cluster at the University of Illinois at Urbana-Champaign. Some of these methods
were compiled from the source code, and we used the precompiled versions for other methods.
As shown in Table 7.3, BAli-Phy was the most computationally intensive of all the methods. T-Coffee
was the next most computationally intensive, using from 7 to 59 minutes on these four data sets. PROMALS
and PRANK were faster than T-Coffee, but each was slow on at least one data set: PROMALS used 24
minutes on one data set and PRANK used 4 minutes on another. All the others were much faster, never
using even a full minute on any of the four data sets, and several of these (i.e., DiAlign, PRIME, Clustal,
Muscle, and MAFFT-G-ins-i) never exceeded two seconds on any data set.
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Figure 7.7: Box plot showing expansion ratios (1.0 is perfect, ratios below 1.0 indicate over-alignment, and
ratios above 1.0 indicate under-alignment) for MSA methods on simulated amino acid data sets with 27
sequences for 6 different model conditions that vary by the substitution rate and indel rate; averages over 20
replicates are shown. Lines represent means and the lower and upper hinges of the box represents first and
third quartiles; the upper whisker is the maximum value, and the lower whisker is the minimum value. See
Table 7.4 for actual numeric values.
Although this was a limited study, the methods that were very fast on these data are likely to remain
very fast for other data sets with similar characteristics (number of sequences and average sequence length),
under other modern computational platforms. On the other hand, although we ran BAli-Phy 32 times, each
for 48 hours, similar accuracy might have been obtained from a reduced number of hours or number of
independent runs; also, the new version of BAli-Phy (v.3.1.5) may converge more quickly than the version
we used (v.2.3.8). Thus, these running time values are not meant to be used to predict running time on other
data sets or on other platforms, but mainly only to show that some of the better methods (e.g., MAFFT-G-
ins-i) were very fast, and much faster than some of the other methods that also had very good accuracy.
95
Table 7.3: Running time (in seconds) information of a single 17-sequence data set in each of the biological
benchmarks for a sample of the alignment methods, with methods roughly sorted by running time from
fastest to slowest. The running times are rounded to the nearest hundredth of a second, and reflect wall clock
time. The time reported for most methods is based on a single processor. However, BAli-Phy was run 32
independent times, each for 48 hours (in order to improve the chances of convergence) but the running time
reported is for a single run; MAFFT uses 4 threads, and Clustal uses 12 threads.
Benchmark Mattbench Homstrad Sisyphus BAliBASE
Data set SF054 proteasome AL00048098 BALBS213
Max. Seq. Len. 270 250 117 688
DiAlign 0.0 0.0 0.0 0.0
PRIME 0.1 0.0 0.0 0.0
Clustal 0.4 0.3 0.1 1.5
Muscle 0.5 0.4 0.1 1.0
MAFFT-G-INS-i 0.7 0.7 0.3 2.0
Probalign 1.7 1.4 0.4 7.9
ProbCons 3.1 2.6 0.6 12.6
CONTRAlign 5.8 6.2 1.4 42.0
PRANK 48.5 1:16.1 9.4 4:14.7
PROMALS 14:11.5 12:22.1 5:06.2 24:03.2
T-Coffee 46:47.2 58:04.7 7:06.5 59:18.8
BAli-Phy 48:00:00.0 48:00:00.0 48:00:00.0 48:00:00.0
7.3.4 Impact on Tree Estimation
Alignment estimation is known to have an impact on tree estimation [49, 230, 139], and so we explored this
issue as well. We evaluated the topological error of maximum likelihood trees computed using RAxML
v8.2.9 on the true alignment and on estimated alignments. We did not explore the impact on tree error on the
biological data sets because true trees are unknown, and the true species tree can differ from the true gene
tree as the result of multiple biological processes, including incomplete lineage sorting [130].
We let RAxML select the protein substitution model for each data set , and report the normalized
Robinson-Foulds (RF) error for the single best ML tree found by RAxML. We report the normalized RF
error rates in Figure 7.8 and Delta-RF (the increase in error rate resulting from using an estimated alignment
instead of the true alignment) in Table 7.10.
Under the model conditions with low mutation rates, all the methods had good accuracy, with Delta-RF
error rates that were at most 1%. However, under the conditions with high substitution rates, the methods
could be clearly distinguished Table 7.10. For example, under the hardest model condition (where the indel
and substitution rates were both high), the Delta-RF rates were 28% for Clustal, 20% for PRANK, 9% for
Probalign, 7% for ProbCons, and 4% for Muscle; in contrast, BAli-Phy and PRIME had 1% and MAFFT-
G-ins-i had 0% Delta-RF rate. More generally, for all conditions, ML trees computed on the BAli-Phy,
MAFFT-G-ins-i, and PRIME alignments had Delta-RF at most 1%, and so were very close in accuracy to
ML trees computed on the true alignment. Thus, BAli-Phy came in among the top alignment methods with
respect to topological accuracy of maximum likelihood trees computed on these alignments.
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7.4 Discussion
Although our study was restricted to amino acid data sets with at most 27 sequences, the following trends
were consistently observed. For both biological and simulated data and for all methods, the best Modeler
and SP-scores were obtained for the high PID conditions and SP-scores and Modeler scores decreased as
PID decreased. We also saw that the expansion ratios were very close to 1.0 for high PID conditions, but
when PID was low the expansion ratios could be far from 1.0. Similarly, our simulation study showed
that under the low substitution rate conditions (where PID was moderate at 0.24) then alignment error did
not have a noteworthy impact on tree estimation (i.e., maximum likelihood trees estimated on estimated
alignments were on average within 1% Robinson-Foulds error of the maximum likelihood trees estimated
on the true alignment); however, under the high substitution rate conditions (where PID was low at 0.11)
then maximum likelihood trees for some estimated alignments (e.g., Clustal and PRANK) were very far
from the maximum likelihood tree on the true alignment. Thus, PID impacted the accuracy (measured in
three different ways) of alignment methods and also had an impact on tree estimation computed on estimated
alignments. This reduction in accuracy under low PID conditions explains why some biological benchmarks
were more difficult than others. For example, all alignment methods had lower average Modeler and SP-
scores on Mattbench than on the other benchmarks, and the average PID for the Mattbench data sets (0.20) is
the lowest of the four biological collections we analyzed. Similarly, the Homstrad data sets have the highest
average PID (0.37) of all these benchmarks, and the Modeler and SP-scores were highest on these data sets.
Another consistent trend throughout this study is that the differences between methods in terms of SP-
score, Modeler score, and expansion ratio increased as PID decreased. Furthermore, under the high PID data
sets, the differences between methods is very small, making distinctions between methods more difficult,
but methods were easily distinguished on the low PID conditions. These trends suggest that the choice of
alignment method may have little impact when PID is high but can be important when PID is low. The impact
of PID on alignment accuracy and downstream analyses have been observed before (e.g., [22, 116, 200]), so
these observations confirm prior studies.
The best performing methods on the biological data sets were typically T-Coffee and PROMALS (al-
though the relative performance depended on the PID level and the criterion). For example, T-Coffee had the
highest average SP-scores for the low PID data sets but not for the high PID data sets where PROMALS and
many other methods had higher SP-scores. MAFFT-homologs and CONTRAlign also had good Modeler
and SP-scores on the biological data sets, coming in the first four positions for all benchmarks. The good
overall performance of MAFFT-homologs, PROMALS, and T-Coffee is noteworthy since these methods
share a common strategy of recruiting homologs from an external database to use in the alignment task.
Finally, BAli-Phy produced the best Modeler scores but came in at position 11 (out of 14) for its SP-score.
Results on the simulated data sets showed different trends: as they are inherently unsuited for simulated
data, T-Coffee and PROMALS were not among the better methods for SP-score or Modeler score, and BAli-
Phy had better scores than all the other methods for both criteria. Hence, the relative performance of methods
seems to depend on PID, the criterion (i.e., Modeler score or SP-score), and – to some extent – whether the
data were biological or simulated. In particular, our study shows that BAli-Phy, a leading statistical method
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for co-estimating alignments and trees, had the best Modeler scores and SP-scores of all the methods we
examined on simulated data sets but lower SP-scores than many methods on the biological data sets.
To understand this difference in performance, it is helpful to consider the tendency of methods to either
under-align (i.e., produce alignments that are longer than the reference alignment) or over-align (i.e., pro-
duce alignments than are shorter than the reference alignment). Our study shows that that many methods
tended to over-align (producing expansion ratios substantially less than 1.0) under challenging conditions;
the major exceptions to this were BAli-Phy (which under-aligned the most of all methods), DiAlign, and
PRANK (some other methods also under-aligned but to lesser degrees). Interestingly, in contrast to the
other alignment methods, BAli-Phy never under-aligned on the simulated data, even under the most chal-
lenging conditions. Under-alignment is also demonstrated by higher Modeler scores than SP-scores, a trend
consistently demonstrated by BAli-Phy on the biological data (where the overall gap was 0.13), but never
on the simulated data (where BAli-Phy had average Modeler and SP-scores that were within 0.01 for every
model condition). In other words, our data show that BAli-Phy under-aligned on the biological data with
respect to the reference alignment, but did not under-align on the simulated data with respect to the true
alignment. The fact that BAli-Phy under-aligned on biological data but not on simulated data explains the
change in performance for BAli-Phy between biological and simulated data.
The performance of PRANK in our study is interesting to consider, since PRANK is designed to be
“phylogeny-aware”, and so has some similarities to BAli-Phy in terms of approach. On biological data
Prank produced slightly larger Modeler scores than SP-scores (but on average within 0.04 of each other); on
the simulated data Prank also produced larger Modeler scores, but the gap was larger (0.15), at least for the
most difficult model condition. Prank under-aligned on both simulated and biological data, but the degree to
which it under-aligned was larger on the simulated data. Thus, like BAli-Phy, PRANK tended to under-align
on the biological data and responded differently to the biological and simulated data. However, PRANK
was not competitive with the better methods in our study on either the biological or simulated data for any
criterion, while BAli-Phy generally had the best (or close to the best) Modeler scores under all conditions,
and only had reduced SP-scores on the biological data. As we have seen, PRANK had very good accuracy
(even if not the best accuracy) under conditions with high PID, but relatively poor accuracy (compared to the
better methods) under the low PID conditions, such as occur under high rates of evolution.PRANK’s reduced
accuracy on the simulated data sets under higher rates of evolution is perhaps surprising, given that PRANK
had superior alignment accuracy in prior simulation studies [125]. However, a careful examination of [125]
reveals that the simulation conditions in which PRANK provided outstanding accuracy had substitutions
operating under the simplest model (Jukes-Cantor with a strict molecular clock), which may have favored
PRANK in some way.
Conclusions
Statistical sequence alignment, and in particular statistical co-estimation of multiple sequence alignments
and phylogenetic trees under phylogenetic models of sequence evolution, has been considered by many to
be the most rigorous approach to alignment estimation. This study examined the accuracy of BAli-Phy, a
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leading method for statistical co-estimation of alignments and trees, on both biological and simulated data
under a range of model conditions, and explored the impact of alignment accuracy on tree accuracy.
Our study shows that BAli-Phy has the best (or close to best) accuracy of all methods for all criteria we
examined (SP-score, Modeler score, expansion ratio, and accuracy of maximum likelihood trees estimated
on the alignment) for the simulated data; however, BAli-Phy under-aligns on biological data to a sufficient
extent that its overall SP-score drops to 11th place (out of 14) even though its Modeler score remains in top
place. In other words, BAli-Phy has superior accuracy on simulated data but mixed accuracy on biological
data caused by under-alignment. We do not know why BAli-Phy has this difference in performance between
biological and simulated data.
Understanding this distinction in performance requires some care as there are multiple possible expla-
nations, including the distinctions between evolutionary and structural alignments, the potential for model
misspecification between the model assumed in BAli-Phy and how proteins evolve, and the possibility that
reference alignments could have errors [9, 89]. Furthermore, each explanation is potentially valid, and each
may contribute to a greater or lesser degree to this distinction in performance. The study in the following
chapter provides some variety of model conditions, but it is ultimately a phylogenetic evolution at work so
model misspecification is still limited.
The first potential explanation is that the reference alignments in the biological benchmarks are accurate
as structural alignments but not as evolutionary alignments, which is feasible to the extent that structural
similarity (sometimes referred to incorrectly as “structural homology”) is different from “evolutionary ho-
mology” (see [186, 89, 37, 27] for discussion). If this is the major cause for this discordance, then BAli-Phy
should be highly suitable for alignments used in phylogenetic inference, but perhaps not as suitable for align-
ments used to predict protein structures.
The second potential explanation is that the reference alignments are accurate evolutionary alignments,
but the model assumed by BAli-Phy is a poor match to the true model under which the proteins evolve. There
are many critiques of sequence evolution models used in phylogeny estimation [241, 113] and in simulation
studies [89, 26], with two of the major concerns being the assumption that the sites evolve identically and
independently (the i.i.d. assumption) and without any selection occurring. Although the model underlying
BAli-Phy is more complex than the standard models discussed in these papers in that it addresses insertions
and deletions (i.e., indels) rather than only substitutions, the BAli-Phy model nevertheless also has those
two problematic features (i.i.d. site evolution and no selection operating) that are clearly violated by protein
sequence evolution. If the degree of misspecification between the model in BAli-Phy and how proteins
actually evolve is sufficient to explain much of the distinction in performance between BAli-Phy on biological
and simulated data sets, then phylogeny estimation under standard models may also be impacted since many
genomic regions (e.g., protein-coding sequences) are acted on by selection and evolve under processes that
are not i.i.d.
Finally, it is possible that the reference alignments for the biological benchmarks are insufficiently ac-
curate. This might occur if the reference alignments themselves have false positive homologies (i.e., are
over-aligned) since then the true alignment would have a high Modeler score and a low SP-score with re-
spect to the reference alignment (which is what we see with BAli-Phy on the biological data sets). Since
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we observed the same general trends across all four benchmark collections, whatever the issues are they are
likely to be impacting each collection rather than just one. If some of the reference alignments are incorrect,
then more accurate structural alignments would need to be developed in order to provide reliable benchmarks
for evaluating protein alignment methods.
Investigating these different possible explanations will require additional study. For example, the impact
of model misspecification could be explored using simulations in which the various assumptions of the
stochastic model assumed in BAli-Phy could be violated. Table 7.9 includes an initial evaluation of the
impact of model misspecification of the substitution model (which shows that using JTT instead of WAG can
reduce SP-score or Modeler score but not even by 0.01), but other types of model misspecification are likely to
be more impactful. For example, selection is clearly relevant to protein sequence evolution, and so simulating
under sequence evolution models with varying degrees and types of selection could potentially reveal the
degree to which selection complicates alignment estimation. Similarly, heterotachy [123, 217, 252], where
sites evolve independently not under identical models, is also expected to be present in many data sets and
may complicate the inference of alignment using the stochastic sequence evolution model within BAli-Phy.
Fortunately, some simulation tools have been developed that could be used for such studies, as described
in [11, 73]. Determining whether the reference alignments in these biological benchmarks have errors will
depend on experimental data that provide structural features of folded proteins as well as on alignments of
multiple protein structures, and so may require new computational methods. Thus, determining the relative
contribution of each of these possible explanations will require substantial effort, and should be the focus of
future research.
Other directions for future work include examining these questions on larger data sets. Our study ex-
amined BAli-Phy version 2.3.8, but a new version has been developed (version 3.1.5) that is faster and uses
reduced memory compared to the version we studied, and is designed to handle larger data sets; therefore,
any subsequent evaluation of these issues on larger sequence data sets should use this new version. The
questions we raise here are also relevant to RNA and DNA sequence evolution, and so future work should
examine how statistical alignment methods perform compared to other methods on nucleotide data sets with
structural alignments and also on simulated nucleotide data sets.
Abridged Supplementary Information
The full supplementary material is available along with the publication in which this chapter first appeared
[165]. A selection of the contents of that document are provided below, as they are directly referred to in the
text above.
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Table 7.4: Results for Figure 7.1 above. We show overall average SP-scores and Modeler scores on the
biological data sets. We also show the difference between the Modeler score and SP-score for each method
(“Score-Diff”), noting that large positive differences indicate under-alignment. Finally, we show the size of
the range of scores (“Max Diff”).
Method SP-score Modeler score Score-Diff
BAli-Phy 0.67 0.80 0.13
Clustal 0.68 0.69 0.01
CONTRAlign 0.73 0.72 0.01
DiAlign 0.63 0.67 0.04
MAFFT-GINSI 0.71 0.70 0.01
Kalign 0.66 0.66 0.00
MAFFT-Homologs 0.73 0.72 0.01
Muscle 0.69 0.67 0.02
Prank 0.62 0.66 0.04
Prime 0.70 0.69 0.01
Probalign 0.71 0.72 0.01
Probcons 0.72 0.72 0.00
PROMALS 0.77 0.76 0.01
T-Coffee 0.77 0.77 0.00
Max Diff 0.15 0.14
Table 7.5: Results for Figure 7.2 above. We show average SP-scores and Modeler scores on the individual
biological benchmarks.
BAliBASE Homstrad Mattbench Sisyphus
SP Mod SP Mod SP Mod SP Mod
BAli-Phy 0.67 0.81 0.80 0.86 0.51 0.66 0.69 0.80
Clustal 0.70 0.71 0.81 0.82 0.53 0.51 0.61 0.64
CONTRAlign 0.73 0.73 0.84 0.83 0.59 0.54 0.74 0.74
DiAlign 0.65 0.70 0.76 0.78 0.46 0.49 0.58 0.64
MAFFT G-INS-i 0.71 0.72 0.82 0.82 0.56 0.52 0.72 0.73
Kalign 0.68 0.68 0.80 0.80 0.49 0.45 0.62 0.62
MAFFT Homologs 0.73 0.73 0.86 0.85 0.62 0.57 0.69 0.70
MUSCLE 0.69 0.68 0.82 0.82 0.54 0.48 0.67 0.67
PRANK 0.62 0.68 0.77 0.79 0.48 0.47 0.61 0.64
PRIME 0.71 0.70 0.82 0.82 0.55 0.50 0.71 0.70
Probalign 0.72 0.73 0.84 0.84 0.58 0.55 0.65 0.67
PROBCONS 0.72 0.74 0.84 0.83 0.56 0.53 0.72 0.73
PROMALS 0.74 0.75 0.88 0.87 0.72 0.66 0.77 0.77
T-Coffee 0.71 0.74 0.89 0.89 0.78 0.72 0.80 0.82
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Table 7.6: Results for Figure 7.3 above. We show Expansion ratios on the biological data sets, partitioned
by PID (pairwise sequence identity) into four bins. We also show the maximum difference between scores
within each bin.
PID range: 0-0.15 0.15-0.25 0.25-0.5 0.5-1.0
BAli-Phy 1.87 1.56 1.38 1.20
Clustal 0.97 0.96 1.01 1.01
CONTRAlign 0.89 0.96 1.01 1.01
ProbCons 1.02 1.05 1.05 1.03
DiAlign 1.31 1.19 1.09 1.04
MAFFT-GINSI 0.89 0.94 1.00 1.01
KAlign 0.86 0.94 1.02 1.02
MAFFT-Homologs 0.89 0.94 1.00 1.01
Muscle 0.81 0.88 0.98 1.00
Prank 1.17 1.22 1.17 1.06
Prime 0.84 0.92 1.00 1.02
ProbAlign 1.05 1.05 1.05 1.02
Promals 0.96 0.96 1.01 1.01
T-Coffee 0.99 1.03 1.09 1.08
Max Diff 1.03 0.64 0.38 0.20
Table 7.7: Results for Figure 7.4 above (we also show DiAlign, Kalign, and PRANK). We show Modeler
scores on the biological data sets, partitioned by PID (pairwise sequence identity) into four bins. We show
Δ for each method, which is the difference between the average scores attained on the lowest and highest
PID bins. We also show the maximum difference (“Max Diff”) between scores within each bin.
PID range: 0-0.15 0.15-0.25 0.25-0.5 0.5-1.0 Δ
BAli-Phy 0.53 0.71 0.87 0.95 0.42
Clustal 0.26 0.56 0.81 0.94 0.68
CONTRAlign 0.35 0.60 0.82 0.94 0.59
ProbCons 0.33 0.60 0.82 0.93 0.60
DiAlign 0.28 0.54 0.79 0.92 0.64
MAFFT-GINSI 0.31 0.58 0.81 0.93 0.62
Kalign 0.23 0.51 0.79 0.93 0.70
MAFFT-Homologs 0.33 0.61 0.83 0.94 0.61
Muscle 0.26 0.53 0.79 0.93 0.67
Prank 0.25 0.51 0.78 0.92 0.67
Prime 0.29 0.56 0.80 0.93 0.64
ProbAlign 0.32 0.60 0.83 0.94 0.62
Promals 0.46 0.67 0.84 0.93 0.47
T-Coffee 0.53 0.71 0.83 0.91 0.38
Max Diff 0.30 0.20 0.08 0.04
102
Table 7.8: Results for Figure 7.5 (we also show DiAlign, Kalign, and PRANK). We show SP-scores on the
biological data sets, partitioned by PID (pairwise sequence identity) into four bins. We show Δ for each
method, which is the difference between the average scores attained on the lowest and highest PID bins. We
also show the maximum difference (“Max Diff”) between scores within each bin.
PID range: 0-0.15 0.15-0.25 0.25-0.5 0.5-1.0 Δ
BAli-Phy 0.27 0.55 0.78 0.91 0.64
Clustal 0.24 0.55 0.81 0.93 0.69
CONTRAlign 0.37 0.62 0.83 0.94 0.57
ProbCons 0.32 0.60 0.82 0.93 0.61
DiAlign 0.20 0.48 0.76 0.91 0.71
MAFFT-GINSI 0.31 0.60 0.81 0.93 0.62
KAlign 0.24 0.52 0.79 0.92 0.68
MAFFT-Homologs 0.35 0.63 0.83 0.94 0.59
Muscle 0.28 0.55 0.80 0.93 0.65
Prank 0.22 0.47 0.75 0.91 0.69
Prime 0.31 0.59 0.81 0.92 0.61
ProbAlign 0.30 0.59 0.82 0.94 0.64
Promals 0.48 0.69 0.84 0.93 0.45
T-Coffee 0.55 0.71 0.81 0.89 0.34
Max Diff 0.35 0.24 0.09 0.05
Table 7.9: Partial results from above, showing SP-score, Modeler score, and Expansion ratio on the sim-
ulated datasets with high substitution rates and indel rates (i.e., the most difficult model condition). The
data were simulated under the WAG model; therefore, results under the JTT model represent a test of model
misspecification (albeit one where the model misspecification is small). We also show results with PRANK
run on the true (model) tree as the guide tree to evaluate the impact of providing PRANK with the true tree
instead of the guide tree estimated by PRANK. As shown here, PRANK improves when given the true tree,
but even so has the lowest SP-score and Modeler score, and still under-aligns more than any other method.
Method SP-score Modeler score Expansion Ratio
BAli-Phy (JTT) 0.93 0.93 1.00
BAli-Phy (WAG) 0.93 0.93 1.00
Clustal 0.87 0.83 0.89
CONTRAlign 0.78 0.77 0.88
MAFFT G-INS-i 0.85 0.84 0.84
MUSCLE 0.77 0.75 0.79
PRANK 0.52 0.65 1.50
PRANK (on true tree) 0.61 0.70 1.28
PRIME 0.85 0.83 0.89
Probalign 0.77 0.79 1.06
PROBCONS 0.82 0.82 0.99
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Table 7.10: The difference in Robinson-Foulds (RF) tree error rates (i.e., Delta-RF) on simulated datasets,
for the three model conditions with high substitution rates. Each model condition (MC) is indicated by the
indel rate (Low, Medium, or High). The Delta-RF error is the difference in mean RF error rate between the
maximum likelihood tree on the given alignment and on the true alignment, as computed using RAxML.
Low Medium High
BAli-Phy 0.00 0.01 0.01
Clustal 0.01 0.07 0.28
CONTRAlign 0.00 0.05 0.05
MAFFT-G-INS-i 0.00 0.01 0.00
Muscle 0.00 0.03 0.04
Prank 0.06 0.17 0.20
Prime 0.00 0.01 0.01
Probalign 0.02 0.05 0.09
Probcons 0.01 0.03 0.07
indel_rate: Low indel_rate: Medium indel_rate: High
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Figure 7.8: Box plot of the Robinson-Foulds tree error rates (maximum is 1.0) on the simulated datasets
of maximum likelihood trees computed using RAxML on various alignments, including the true alignment.
Lines represent medians and the lower and upper hinges of the box represents first and third quartiles; the
upper whisker represents the 90th percentile and the lower whisker represents the 10th percentile.
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Part IV
Metagenomic Analysis in the Presence of
Biodiversity
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Chapter 8
HIPPI
8.1 Introduction1
The assignment of newly obtained molecular sequences to gene families or protein families and superfamilies
is a fundamental step in many bioinformatics analyses. For example, newly discovered protein sequences are
assigned to protein families or superfamilies to enable functional annotation [77, 244]. Similarly, sequences
obtained in shotgun sequencing analyses of environmental samples are often assigned to gene families in or-
der to perform marker-based taxonomic identification [30, 114, 198, 157, 152]. This assignment is very diffi-
cult when the query sequence is very short (a typical problem for transcriptomic and metagenomic datasets),
or when the query sequence shares little sequence similarity to any of the sequences in published databases
[195]. Therefore, improving the precision and recall of methods that classify sequences into existing families
is an area of active research.
Techniques for protein family classification and gene binning operate in two basic steps: first, the query
sequence is compared to each family in a published database and the probability of membership in the family
is assessed; then, the family with the highest probability is returned for that query sequence, provided the
probability is above a required minimum threshold. The first step of this process thus uses tools for ho-
mology detection. One of the simplest methods for homology detection is BLAST [5], including variations
designed specifically for proteins, such as blastp and PSI-BLAST [6]. While these sequence similarity-based
approaches have good accuracy in many conditions, they can have poor accuracy when classifying query se-
quences that have low sequence similarity to all the sequences in the reference database [203].
A different approach is to represent each family as a single profile hidden Markov model (HMM) and
assign the query sequence to the family whose profile HMM returns the highest bit score for the query
sequence [54]. For example, this approach is used to assign query sequences to Pfam [66] protein families and
superfamilies, where the HMMER [65, 55] software suite is used to build HMMs and assign query sequences
to the best fitting Pfam family. Additionally, it has been used in several other applications, including the
identification of viral families from metagenomic samples [202].
A related approach is the HHsearch pipeline [203], which is packaged with HHblits [187] in the pub-
licly available HHpred server [204]. This pipeline takes the query sequence and finds a set of homologous
1This chapter contains material previously published in [158], which was a joint work with Nam Nguyen, Siavash Mirarab and
Tandy Warnow. The work described in the chapter, including development of the algorithm, programming and execution of the
experimental study, was conducted by the author jointly with Nam Nguyen. The work was directed and reviewed by Siavash Mirarab
and Tandy Warnow, both of whom also contributed to the writing. Figures 8.1 and 8.2 were drawn by Nam Nguyen. Permission to
reprint has been provided by the copyright holders.
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sequences from a reference protein database. It then builds an HMM on a multiple sequence alignment of
the query sequence and its homologous sequences, aligns the HMM against the individual HMMs built on
each of the protein families, and finally assigns the query sequence to the family with the best score. The
HHsearch pipeline has been shown to perform well on remote homology detection [175]. Some methods use
a collection of profile HMMs (which we call ensembles of HMMs) to represent a protein family, including
T-HMM [180] and SCI-PHY [30]. T-HMM takes as input an alignment and a tree constructed on the align-
ment. It then builds its ensemble of HMMs by building a profile HMM at every node in the tree. Similarly,
SCI-PHY takes as input an alignment and builds a tree from the alignment. From the tree, SCI-PHY con-
structs a profile HMM on a subset of the clades in the tree. In both of these methods, the profile HMMs are
based upon clades in their respective trees. These approaches have shown that using an ensemble of HMMs
to represent a protein family has resulted in improved protein family identification for remote homologs,
improved subfamily identification, and improved orthology detection [30, 180, 1, 103, 181].
We have developed similar methods for representing a multiple sequence alignment with an ensemble
of HMMs. These methods include SEPP [140], TIPP [157], and UPP [156] (collectively referred to as
the ∗PP methods). One of the key difference between the ∗PP methods and previous ensemble approaches
(i.e., T-HMM and SCI-PHY) is that the profiles generated by the ∗PP methods are based upon a recursive
subdivision of an input tree into approximately equally-sized subtrees (referred to as a “centroid decompo-
sition”), resulting in fewer profile HMMs, without requiring the profile HMMs to be based upon clades. In
the UPP study [156], the authors found that a clade-based decomposition created a more computationally
intensive process without resulting in improved accuracy. The ensembles of HMMs generated by the ∗PP
methods have been shown to improve the accuracy of phylogenetic placement, taxon identification of short
metagenomic reads, and multiple sequence alignment estimation.
Here, we present a new method, HIPPI (HIerarchical Profile HMMs for Protein family Identification; see
Fig. 8.1 for an overview of the algorithm), that classifies query amino acid sequences into protein families and
superfamilies. HIPPI modifies the previous ∗PP methods to address the problem of family selection. As in the
∗PP methods, HIPPI builds an ensemble of profile HMMs to represent each protein family, but it improves on
earlier techniques for building ensembles of profile HMMs by changing the dataset decomposition strategy
to take pairwise sequence identity into account. Given a query sequence 푞, HIPPI scores 푞 against every
profile HMM in every ensemble of profile HMMs built from the protein families. Finally, HIPPI assigns 푞
to the protein family whose ensemble of HMMs has the profile HMM that reports the best bit score for the
query sequence. This is a general approach that can be applied to any collection of protein families.
In our study, we present a comparison between our approach, HMMER, blastp, and the HHblits+HHsearch
pipeline (referred to herein as “HHsearch”) for the problem of protein family identification using the Pfam-A
database of protein families [66]. As we will show, HIPPI provides greater precision and recall than the
other methods. Furthermore, HIPPI has substantially better precision and recall than the other methods un-
der the most challenging conditions where the protein family has low average sequence identity and the query
sequence is fragmentary.
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Figure 8.1: Overview of the HIPPI algorithm. The input is a collection of seed alignments. Box 1 shows the
preprocessing phase of building the ensemble of HMMs database from the seed alignments. Box 2 shows the
classification phase of using the ensemble of HMMs database to classify the query sequences. See Fig. 8.2
for details of how the ensemble of HMMs is constructed.
8.2 HIPPI
The input to the HIPPI algorithm is a database = {1,2,… ,푘} of protein families and a query sequence
푞. Every family 푖 in the database includes a known (curated) seed alignment. The key feature of HIPPI is
in the preprocessing step described below, where the method builds an ensemble of HMMs for each family,
based on an estimated maximum likelihood (ML) phylogeny for the family.
8.2.1 Preprocessing
In the preprocessing step (Box 1 in Fig. 8.1), we construct an ensemble퐻푖 of HMMs for each protein family푖 in the database . Here we show how we compute 퐻푖, given 푖.
1. Step 1: We estimate a maximum likelihood tree 푇푖 for the seed alignment for 푖, using FastTree-2
[179].
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2. Step 2: We build the collection of profile HMMs from the seed alignment and ML tree as follows
(Fig. 8.2). Starting with the initial seed alignment, we build a profile HMM on the entire alignment
and add the profile to our ensemble of HMMs. Next, if the seed alignment has more than ten sequences,
the ML tree is partitioned into two subtrees by removing the centroid edge (i.e., an edge that splits the
tree into two subtrees of approximately equal size). For each of the subtrees, we build a profile HMM
on the alignment induced by the sequences in the leaf set of the subtree and we add the HMM to the
ensemble of HMMs. This decomposition process is applied recursively on those subtrees that have
at least ten sequences, until the stopping criterion based upon two parameters, 푋 and 푌 , is met: the
number of sequences in the subtree is at most 푋% of the initial seed alignment size (referred to as the
“maximum decomposition size”) and average pairwise sequence identity is at least 푌% (referred to as
the “minimum average identity threshold”). Therefore, if the initial seed alignment has ten or fewer
sequences, the ensemble will only contain the HMM on the initial seed alignment.
This decomposition process produces a collection of nested profile HMMs, with one profile HMM
based upon the entire seed alignment, and (potentially) other profile HMMs based on induced align-
ments with fewer sequences.
This gives us a set of ensembles {퐻푖}푘푖=1, where each ensemble 퐻푖 is a set of 푝푖 profile HMMs, {ℎ푖푗 , 푗 =
1,… , 푝푖}.
8.2.2 Classification
In the homology detection step (Box 2 in Fig. 8.1), we are given a query sequences 푞, and we assign 푞
to the family that contains the profile HMM with the highest bit score, provided the bit score is above the
chosen threshold for that family. Therefore, if no family produces a bit score for 푞 that is above the family’s
threshold, then Family(푞) is undefined, and 푞 is not assigned to any family.
Formally, the assignment is performed as follows. First, we denote the bit score for sequence 푞 given
profile HMM ℎ by BS(q,h). We let Family(q) denote the family to which we assign 푞, and we set
Family(푞) = argmax
푖=1,…,푘
[
max
푗=1,…,푝푖
{
BS(푞, ℎ푖푗) > 푔푖
}]
where 푔푖 is a chosen threshold for family 푖 (see below for further discussion on thresholds). If the innermost
set in this formula is empty, meaning no family has a bit score above its threshold, then no family is returned.
8.2.3 Comments
The inclusion of the minimum average identity threshold 푌 differentiates HIPPI from previous ∗PP methods,
which only considered size of the subsets in building the ensemble of HMMs. For example, previous methods
either decomposed until each subset was less than 10% of the full data [140] (roughly producing 20 HMMs
in total); or used a fixed decomposition size [156], decomposing until the subsets have at most 10 sequences
(typically producing hundreds of HMMs on an alignment with 1,000 sequences). HIPPI, on the other hand,
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Generating ensemble of HMMs
1. Build an HMM on the entire MSA and add it to the ensemble.
   If the MSA has more than 10 sequences, go to step 2.
2. Partition the tree on the centroid edge
   that separates the tree into two
   approximately equally sized subtrees.
5. Once none of the subtrees meet any of the decomposition criteria,
   return the ensemble of HMMs produced by this iterative process
4. Repeat the decomposition steps 2 and
   3 on each subtree with  more than 10 leaves
   that meets either one of the two following criteria:
   A) Contains more leaves than 10% of the                                                       
        total number of sequences in the original                               
        input alignment.
        Example: Subtree contains 45 leaves and original
        alignment contained 100 sequences.
B) The mean pairwise sequence
         identity of the induced MSA is
         below 0.4
         Example: The induced MSA has
         a mean pairwise sequence 
         identity of 0.31
Ensemble of HMMs
Ensemble of HMMs
Ensemble of HMMs
HMM1 HMM1
HMM2
HMM3
HMM1
HMM2
HMM3
HMM1
HMM2
HMM3
HMM4
HMM5
HMM6
HMM7
3. Find the alignments induced by each of
   the subtrees and add the HMMs built on
   the induced alignments to the ensemble
Figure 8.2: Algorithm for generating the ensemble of HMMs. The input is a seed alignment and a maximum
likelihood (ML) tree that has been estimated for the seed alignment. The algorithm begins by adding the
HMM built on the seed alignment to the ensemble. If the seed alignment has more than 10 sequences, the ML
tree is decomposed into two subtrees by deleting the centroid edge (i.e., the edge that produces a maximally
balanced split of the taxon set into two sets). The subtrees are used to generate induced alignments. HMMs
are built for each induced alignment and added to the ensemble. The process iterates on those subtrees
that meet the criterion for decomposition (subset size more than max(10, n/10), where n is the number of
sequences in the seed alignment, and mean pairwise sequence identity less than 40%).
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dynamically determines whether additional decompositions are needed based upon the heterogeneity of the
subsets.
Finally, our current implementation of HIPPI, we use HMMER’s hmmbuild to build the profile HMMs
and HMMER’s hmmsearch to score the query sequences against the ensemble of HMMs. However, HIPPI is
a general approach for representing an MSA using profile HMMs, and thus can be used with any HMM-based
software.
8.3 Performance study
8.3.1 Data
The Pfam-A database version 28.0 was retrieved and all families were restricted to their curated seed se-
quences and corresponding alignment. Since the sequences are manually curated with respect to their family
assignment, we consider these assignments as de facto ground truth, which enables the cross-validation
scheme described below. The set of over 16,000 families was further restricted to those with at least 10
sequences in the seed alignment. This gave us 11,156 families containing a total of 1,238,077 sequences and
a diverse distribution of individual family sizes.
Additionally, for each sequence in the test set above, two fragmentary sequences were generated whose
lengths were 1/4 and 1/2 of the full-length sequence. The fragments were generated by randomly selecting a
contiguous subsequence (i.e., substring) of the desired length from somewhere in the full-length sequence.
A link to the data used in this study is provided in HPPI’s README at [155].
Cross-validation testing We conducted a four-fold cross validation test on the Pfam-A dataset by parti-
tioning the seed sequences in each family into a test set and a training set. For each family, 75% of the seed
sequences were retained and used to represent that family (i.e., the training set). The remaining 25% of the
seed sequences were used as query sequences (i.e., the test set). The goal of this experimental design is to
examine the accuracy of assigning the query sequences back to its original family using the reduced set of
seed alignments to represent each Pfam family. We partitioned the Pfam-A dataset using this scheme four
times (i.e., four pairs of test sets and training sets), with each pair of the test and training set corresponding
to one cross-fold of the four-fold cross validation. The partitioning scheme used ensures that each seed se-
quence appears exactly once in each of the cross-folds, with three appearances in the training sets and one
appearance in the test set. For very small families, the removal of even one or two sequences can substantially
reduce the diversity of the sequences within the family, and thus a minimum family size of 10 was imposed
to prevent spurious results on small families. This cutoff was chosen in advance and was not based upon the
empirical properties of the Pfam-A dataset.
In each case, every sequence in the test set and each of its two corresponding fragmentary sequences were
treated as de novo query sequences, and the remaining 75% was treated as the database of known families
for which each query sequence could be determined to be homologous.
The computational requirements for HHsearch (see Running Time in Results and Discussion) meant
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that we could only evaluate HHsearch on one of the four cross-fold subsets. However, we tested HIPPI,
HMMER, and blastp on all four cross-fold subsets; the combined results of the all cross-folds are shown
in the supplementary materials for the paper [155, Supplement]. The performance of these three methods
across the different cross-folds is very close - no individual precision or recall for a fold was different from
any other by more than 0.2%. Our main analysis, shown in Figures 8.3 and 8.4, contains the results of all
methods tested on just one cross-fold.
8.3.2 Methods
The implementation of each method on this data is described below. Note that when a method assigns
a sequence to a family, it is accompanied by a method-specific score; as a result, the assignment can be
rejected if the score is below an inclusion threshold (see below for more details) for that combination of
method and dataset. The commands used to replicate the results are given in the paper supplement.
HMMER The HMMER pipeline was implemented using HMMER v3.1b2 [65, 55]. An HMM was built
on the curated Pfam alignment for the seed sequences of each family in the training data using the HMMER
hmmbuild command. For a given query sequence, the sequence is aligned to the HMM for each family using
the HMMER hmmsearch command and the family with the highest bit score that is above the inclusion
threshold is returned.
HIPPI The preprocessing step for HIPPI was run on the training set to build ensembles of HMMs for
each family (see Box 1 in Fig. 8.1), and the classification step was run on every query sequence in the test set
(see Box 2 in Fig. 8.1). We report the family with the highest bit score that is above the inclusion threshold
for each query sequence. HIPPI’s performance is impacted by the choices of maximum decomposition size
푋 (expressed as a percentage of the full set of sequences) and minimum average identity threshold 푌 (also
expressed as a percentage) used in the stopping criterion. A preliminary analysis on a subset of the data
(see Table 8.1 and discussion in HIPPI parameter selection) suggested a default setting of 푋 = 10 and
푌 = 40—decompose until each subset contains at most 10% of the initial seed sequences and has an average
pairwise sequence identity that is at least 40%, or the subset contains 10 or fewer sequences. We call this
default HIPPI, and results presented for HIPPI in comparison to HMMER, blastp, and HHsearch are under
this parameter setting. Note that HIPPI run using a single HMM in the ensemble is equivalent to running
HMMER, as described in the preceding paragraph.
HHsearch This pipeline was designed to emulate the HHpred server and uses the HH-suite software tools
version 3.0.0. For each family in the training set, HHmake was used to generate an HMM on the seed
alignment in the training dataset. HHblits was used with the pre-filtered version of the Uniprot20 [218]
database, which is the database recommended by the software developers. For every query sequence, an
HHblits search was conducted against the Uniprot20 data to generate a multiple sequence alignment. The
multiple sequence alignment was scored against the HMMs built on the families in the training set using
HHsearch.
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The default setting for HHsearch is to use a local alignment and two iterations of HHblits to gather
homologs. In order to ensure that the optimal parameters for this pipeline were used, we explored variants
where we replaced local alignment by global alignment and used one iteration of HHblits instead of two.
We tested these alternative settings on 30,000 sequences from the holdout data to understand their impact,
particularly on fragmentary sequences. 10,000 of the sequences were randomly selected from the full-length
set; we then included the half-length and quarter-length versions of the selected full-length sequences, for a
total of 30,000 sequences. We label the default setting by “HHsearch: 2 Iterations”. We began by comparing
HHsearch: 2 Iterations using global alignment to the default setting; this comparison showed that for all
sequence lengths studied, the local alignment strategy produced better results. We then compared the use
of one iteration to two iterations of HHblits, followed by local alignment. The results of these initial tests
are provided in the supplementary materials for the paper. No single way of running HHsearch provided the
best accuracy across all the conditions explored, but the two best methods both use local alignment. Hence,
we show the two top performing settings, HHsearch: 1 Iteration and HHsearch: 2 Iterations, on the holdout
data; see Results and Discussion.
blastp For each of the four training sets, the data were first preprocessed by constructing a blastp database
on all the sequences in the training set fold. For each query sequence in the test set, blastp performed a search
against the database for the appropriate training set, and returns a list of the sequences that are most similar
to the query sequence. We assign the query sequence to the family of the sequence with the best bit score.
Inclusion thresholds
We trace out multiple points on the precision-recall curve by varying the inclusion threshold of the classifi-
cation. If the query sequence’s best hit failed to meet the inclusion threshold for a given method, the query
sequence was left as unclassified (i.e., it was not assigned to any family). Note that all methods have heuris-
tics that might prevent a sequence from being scored against another family if the method can determine in
advance that the match will likely be poor. Thus even if the inclusion threshold is not used, some sequences
might be unclassified.
In the cases of HMMER and HIPPI, we explored the use of the Pfam curated sequence gathering cutoff
thresholds for each family. However, since the Pfam threshold is chosen based on full-length sequences rather
than fragmentary sequences, we also examined settings for the inclusion threshold by scaling the gathering
cutoff threshold by 0% (i.e., no minimum threshold) to 100% (i.e., the default threshold). As the HHsearch
pipeline returns the probability of membership, we examined thresholds for inclusion from 25% (i.e., accept
the most probable family that has at least 25% support) to 99% (i.e., only accept the family if it has 99%
support for membership). As blastp returns a BLAST bit score for the best hit (note that the BLAST bit
score is not comparable to the HMMER bit score), we examine fixed BLAST bit scores thresholds from a
bit score of 0 (i.e., accept the best hit regardless of the bit score) to a bit score of 45 (i.e., where the drop in
recall was most noticeable).
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8.3.3 Evaluation Criteria
For each method, we examine precision and recall for the best hit. Previous research has shown that using a
single HMM on a large and evolutionarily divergent data set can lead to poor downstream analyses, and by
using an ensemble of HMMs (as in the SEPP [140], TIPP [157], and UPP [156] studies) the accuracy of the
analyses can be improved. These two dimensions (the number of sequences in the seed alignment and the
average pairwise sequence identity of the seed alignment) are therefore of particular interest to examine the
performance of our methods at the subgroup level.
8.3.4 HIPPI parameter selection
In order to determine the optimal parameter settings for the maximum decomposition size 푋 and minimum
average identity threshold 푌 , we tested different settings for these parameters on a very small subset of the
Pfam database (called the “parameter selection set”), chosen as follows. Our goal was to find families that
were very similar to each other such that the different HIPPI variants might have problems assigning the
query sequences to the correct family.
We created a graph where each vertex represents a single Pfam family and the edges represented sufficient
similarity between the families. Ten sequences from each family were chosen at random and scored against
the single profile HMM for every other family. If the average bit score of the ten sequences scored against
another family’s HMM is greater than 25, an edge is drawn between the two Pfam families to represent that
the families were sufficiently similar. All families with degree at least five (i.e., that are adjacent to at least five
other families) are considered well-connected and are included in the parameter selection set; all the families
they are adjacent to are also included. This produced a set of 142 Pfam families that were highly connected
whose sequences would allow us to test precision at each parameter value since their sequences were mutually
confusable (sequences from one family would score highly to HMMs built on the other connected families).
We consider stopping rules based on a maximum decomposition size푋 of 5 or 10 (expressed as a percent-
age of the full dataset) and on a minimum average identity threshold 푌 of 0 or 40 (expressed as a percentage).
For each stopping rule, we consider two versions of HIPPI: a conservative version (indicated using “-c”) that
uses the gathering cutoff threshold 푔푖 for each family 푖, and an aggressive version (indicated using “-a”) that
drops this gathering cutoff threshold requirement. Methods are labeled as HIPPI-x (X%,Y%), where “-x”
is either “-c” (conservative) or “-a” (aggressive). Note that a minimum required average sequence identity
threshold of 0% would result in the same collection of profile HMMs as in UPP.
8.4 Results and Discussion
8.4.1 Impact of parameter selection
The results on the parameter selection dataset show that while methods had similar results under most con-
ditions, the best overall results for both the aggressive and conservative versions of HIPPI used a maximum
decomposition size of 10% and a minimum average identity threshold of 40% (i.e., HIPPI (10%,40%); see
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Method
Fragment Size
Quarter-length Half-length Full-length
Prec. Rec. Prec. Rec. Prec. Rec.
HIPPI-c (5%, 0%) 92.6% 33.8% 86.4% 47.7% 85.6% 79.2%
HIPPI-c (10%, 0%) 93.1% 34.3% 86.6% 45.1% 85.1% 78.0%
HIPPI-c (10%, 40%) 92.2% 33.4% 86.6% 48.8% 85.8% 79.5%
HIPPI-a (5%, 0%) 82.6% 39.9% 78.6% 67.4% 84.1% 83.3%
HIPPI-a (10%, 0%) 82.8% 37.8% 78.1% 65.2% 83.6% 82.7%
HIPPI-a (10%, 40%) 82.5% 40.6% 79.3% 68.8% 84.6% 83.8%
Table 8.1: Average precision / recall scores on the 143 Pfam families from the parameter selection dataset
across all four-folds for the three different fragment lengths. The methods are labeled as HIPPI-x (푋%,푌%),
where “-x” is either “-c” (the conservative setting that uses the default gathering cutoff threshold for the
inclusion threshold) or “-a” (the aggressive setting that uses no inclusion threshold), 푋% denotes the maxi-
mum decomposition size, expressed as a percentage of the number of sequences in the full dataset, and 푌%
denotes the minimum average pairwise sequence identity within each subset, expressed as a percentage. The
best average precision and recall for the conservative and aggressive versions are bolded.
Table 8.1). Thus, we selected 10% as the default decomposition size and 40% as the minimum average iden-
tity threshold; we refer to this setting as default HIPPI. When we fix the decomposition size to be 10% and
compare the impact of using a minimum average identity threshold versus not using a threshold (i.e., 40%
identity versus 0% identity), the results show that using a minimum average identity threshold resulted in
comparable or better precision (2 out of 6 cases with precision improvement of 1% or greater, remaining
four cases with precision within 1% of each other) and better recall (5 out of 6 with recall improvement
of 1% or greater; remaining one case with recall within 1% of each other). Prior uses of the *PP methods
did not consider sequence identity as a determination for decomposition; these results show that taking the
evolutionary diameter of the alignment into account results in improved accuracy.
8.4.2 Running time
All HHsearch variants took at least 10 seconds per query sequence on a node with 32 cores. Actual times
were often longer, but I/O issues may have contributed in some cases so an accurate benchmark was not
possible. Nonetheless, this meant that a single cross-fold set of test data required over 2,500 node hours,
whereas all other methods ran in less than 24 node hours. On a node with 32 cores, blastp required 13 hours
and 34 minutes to analyze a single cross-fold set, HMMER completed in 57 minutes, and HIPPI finished in 11
hours and 54 minutes. The running time difference between HMMER and HIPPI is not too surprising; HIPPI
had 14 times more HMMs than HMMER (159,602 HMMs versus 11,156 HMMs). In terms of preprocessing
time, blastp required less than a minute to build its BLAST database, HMMER required 2 minutes to build
its profile HMMs, and HIPPI required 53 minutes to build its ensembles of profile HMMs, with more than
55% of HIPPI’s time spent on building the ML trees used to generate the decompositions.
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Figure 8.3: Precision-recall curves for the five methods, evaluated on one cross-fold subset of the data. We
vary the length of the query sequence from unchanged (i.e., full) to half-length and quarter-length. The
curves are estimated by varying an inclusion threshold parameter for the particular method and producing
five to seven distinct points, with intermediate values interpolated linearly. Note that the scales for both axes
vary between panels due to the significant impact of sequence fragmentation.
8.4.3 Precision and recall
We were only able to run HHsearch on a single cross-fold due to HHsearch’s high computational costs. Thus,
the data shown here for all methods are restricted to results on a single cross-fold set, which includes 312,841
query sequences of each fragment length (full-length, half-length, and quarter-length; 938,523 sequences
total). For all other methods the precision and recall results were virtually identical across all four cross-fold
sets (see paper supplement).
Figure 8.3 contains precision-recall curves for each of the five different methods under consideration. The
curves are estimated by varying an inclusion threshold parameter for the particular method and producing
five to seven distinct points, with intermediate values interpolated linearly. Figure 8.4 contains additional
precision-recall curves that are similar to Figure 8.3, but where families are grouped according to the size
of the seed alignment and its average pairwise sequence identity. The grouping by size has only two levels:
families with 0 to 100 seed sequences and those with more than 100 sequences. The grouping by average
pairwise sequence identity has three levels: 0-20%, 20-30%, and more than 30%, which represent about 5%,
28% and 67% of the 11,156 families, respectively.
Figure 8.3 shows that for all query sequence lengths, HIPPI dominates all other methods at every one of
its computed points on the curve. Figure 8.4 shows that HIPPI’s improvement over the other methods is not
localized to one part of the data space; the HIPPI precision-recall curve is the most outward from the origin
in nearly every case, though the degree of improvement that HIPPI has over the other methods depends on
the query sequence length, average pairwise sequence identity within the seed alignment, and the number of
116
seed sequences.
For example, under the easiest conditions (full-length conditions with high sequence identity), all meth-
ods do very well, but HIPPI and HMMER are very close in performance, with the other methods having lower
precision and recall. On the most fragmentary query sequences (quarter-length sequences), all methods de-
grade in recall (and, to a lesser extent, in precision), but HIPPI remains the most accurate with respect to
both precision and recall and blastp becomes the next most accurate. Furthermore, on the most fragmentary
sequences, the degree of improvement of HIPPI over the other methods is the largest.
Similarly, the query sequence length also impacts the choice of how to run the HHsearch pipeline
(Fig. 8.3): 1 iteration of HHblits clearly dominates 2 iterations on the full-length sequences, has slightly
better performance on the half-length sequences, and has slightly worse performance on the quarter-length
sequences. For full-length sequences, we conjecture that the first iteration returns a sufficient number of
homologs for building an HMM and that the second iteration therefore includes too many remote homologs,
which in turn negatively impacts the resulting HMM. However, for shorter sequences the reverse is true: the
first iteration returns fewer homologs than necessary, and a successive iteration improves results.
The differences between HIPPI and the other methods are significant. For example, the comparison be-
tween HIPPI and HMMER on the full-length sequences shows that HIPPI provides an increase in recall for
the same precision of roughly 0.5%, which is statistically significant with 푝 < 0.001 using a binomial test.
The degree of improvement increases on the fragmentary sequences, where HIPPI provides a substantial
increase in recall compared to HMMER, BLAST, and the HHsearch variants. For example, at 99.2% preci-
sion, on half-length sequences HIPPI’s recall was 6% greater than HMMER, 16% greater than BLAST, and
26% greater than the HHsearch variants, and on quarter-length sequences it is 17% greater than HMMER,
10% greater than BLAST, and 34% greater than the HHsearch variants.
8.5 Conclusion and future work
HIPPI is a new method for assigning membership of query sequences to protein families and superfamilies.
When used with the Pfam database, HIPPI provides higher precision and recall in comparison to the use of a
single HMM, blastp, and HHsearch. Furthermore, the improvement in precision and recall is very substantial
for those protein families that have seed sequence alignments with low average pairwise sequence identity,
or when the query sequence is fragmentary. Thus, HIPPI enables highly accurate family identification of
amino acid sequences, even for very challenging conditions.
The key advance in HIPPI over previous ∗PP methods is the method used to construct the ensemble of
HMMs used to represent a seed alignment. While the previous ∗PP methods differed in various respects
in how they built their ensemble of HMMs, their decompositions used stopping rules that only considered
either the number of sequences in each subset or the total number of subsets created. The dataset decom-
position technique that HIPPI uses, however, also considers the average pairwise sequence identity within
the subsets to determine whether to continue the decomposition. This new technique for building an en-
semble of HMMs enables HIPPI to select the “best” decomposition for protein families that can have very
different properties in terms of the number of sequences and in the evolutionary diameter of the family (i.e.,
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sequence heterogeneity), and leads to improved accuracy for protein family classification compared to the
∗PP decomposition strategies.
The simplicity of the HIPPI approach shows that dramatic improvements in accuracy - in terms of both
precision and recall - are obtainable through divide-and-conquer strategies. Thus, although we tested HIPPI
only in conjunction with profile HMMs computed using HMMER, comparable improvements might be
achievable for other techniques (such as the profile HMMs used within the HHsearch pipeline, position-
specific profiles, support vector machines, and Markov random fields) that are used to represent protein
families, subfamilies, or superfamilies.
This study also showed that the accuracy of the HHsearch pipeline with respect to protein family iden-
tification on Pfam is substantially impacted by the choice of algorithmic parameter setting (local vs. global,
and the number of HHblits iterations). However, every variant of this pipeline we studied was less accu-
rate (for both precision and recall) than HIPPI, and typically less accurate than the use of a single profile
HMM (results that are consistent with [246]). Yet, since the ensemble of HMM techniques used in HIPPI
is designed to improve accuracy of bioinformatics tasks that use HMMs, we conjecture that integrating the
ensemble of HMM technique in HIPPI into the HHsearch pipeline could lead to even better protein family
classification than HIPPI currently achieves.
The current implementation of HIPPI uses the centroid edge in the tree to partition the subsets. However,
another approach that might provide improved accuracy is partitioning the tree on the longest edge in order
to increase the separation between the subsets, until all the subsets are sufficiently small and homogeneous.
The study evaluating variants of the UPP multiple sequence alignment method [156] showed that dividing
on the longest edge resulted in no improvements in alignment accuracy, but had an increased cost of running
time due to more subsets being generated. It may be the case, however, that the longest edge decomposition
has better performance for protein family identification; we are currently exploring this idea.
Currently, HIPPI assigns the query sequence to the protein family that resulted in the best bit score.
However, the HIPPI algorithm also returns the bit score of the query sequence scored against all the profile
HMMs. It is possible to convert the bit scores into confidence scores (i.e., the probability of a protein family
for generating the query sequence) using the alignment support calculation equations provided in [157]. We
plan to include confidence scores in future versions of HIPPI.
Given the improvement obtained using the new dataset decomposition strategy, we conjecture that mod-
ifications to the dataset decomposition strategies used in the previous ∗PP methods could lead to improve-
ments for their respective tasks. For example, one of the key tasks in TIPP [157] is the assignment of
metagenomic shotgun data to marker genes. HIPPI’s superior accuracy on fragmentary sequences may lead
to improved abundance profiles by enabling more accurate assignments of the fragmentary reads to protein
families or gene families, and could result in improvements to other marker-based profiling methods such as
mOTU [212], MetaPhyler [114], and MetaPhlAn [198].
However, other design strategies may provide even better advantages. Indeed, the overall observation
in this study, as well as in SEPP [140], TIPP [157], UPP [156], T-HMM [180], and SCI-PHY [30], is that
representations of multiple sequence alignments by ensembles of HMMs (however constructed) provide
improved accuracy for many bioinformatics tasks compared to the use of a single HMM, and are often better
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than the leading alternative methods. Thus, perhaps the design strategies used by T-HMM or SCI-PHY will
provide even better accuracy. Further research is needed to find the best ways of constructing and using
ensembles of HMMs, while also providing highly efficient and easy to use implementations.
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Figure 8.4: Precision-recall curves for the five methods across different model conditions, evaluated on one
cross-fold subset of the data. The columns represent the mean sequence identity of the family, the rows are
first grouped by sequence length, and are further subdivided by family size. Note that the scales for both
axes vary between panels due to the significant impacts of segment fragmentation, family size, and sequence
identity.
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Chapter 9
Visualizing Microbial Biodiversity with
Phylogenetic Placement
Note The following chapter describes a method of visualizing data representing a community of bacteria,
the output of which is a graphic that is roughly on the order of one-page in size. As the chapter makes
clear, a typical usage would involve generating (at least) one image per sample and comparing many images
to analyze a study involving many samples. As a consequence, the graphics created for the two examples
below are too large to be included in this dissertation and have thus been made available in Appendices A
and B.
Finally, the content of this chapter is currently in preparation for submission to a journal. For that ef-
fort, all data has been made publicly available on the Illinois Data Bank (https://doi.org/10.13012/B2IDB-
1678505 V1) and source code required to reproduce the graphics used is available on GitHub [162]. Addi-
tionally, the full sets of graphics and animations referred to in Section 9.4 have been included as electronic
supplements with their contents described in the Appendix. This manuscript is a collaboration with Rebecca
Stumpf and Karthik Yarlagadda, who have both helped to write the manuscript and interpret graphics in the
two example studies.
9.1 Introduction
Microbial communities are observed principally by way of high-throughput sequencing applied to environ-
mental samples, meaning the starting point for analysis is a tens of thousands up to billions of potentially
unique sequences. Thus any quantitative method is necessarily a balancing act: it must simplify the data to
the point of being useful for a researcher while still conveying as much important nuance as possible. Virtu-
ally all such methods contextualize this data first through a comparison to some set of reference sequences,
which leads in turn to the challenge of quantifying the comparison. A read can match any number of those
in the database, or none at all, and it can do so to a varying degree, and by way of mutation, insertion, or
deletion. A common weakness of popular methods is that this varying degree and type of similarity to the
reference data is not captured and mined for insight. Most often some kind of thresholding is applied below
which the sequence is labeled as unidentified. It is clear that public databases of microbial biodiversity repre-
sent only a small fraction of what exists [7, 29], which means that the degree and nature of differences from
the sphere of known microbes are important descriptors of a community, but these relative relationships
are rarely leveraged in any substantial way. One method that does capture this, however, is phylogenetic
placement.
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Phylogenetic placement is a method for mapping query sequences onto a reference phylogenetic tree
(generated from a reference multiple sequence alignment) according to the likely evolutionary relationship
between the new sequence and the reference. Specifically, the placer adds a single new branch to the tree
with the query sequence at its leaf, chosen according to maximum likelihood. The new branch is defined by
two values: 1) the point of attachment on the original reference tree and 2) the length. The former represents
the sequence(s) in the reference that most closely match the query. The latter represents the degree to which
the query sequence differs from even its closest match; assuming the reference is comprehensive this could
be considered a proxy for sequence novelty.
Algorithms for phylogenetic placement include EPA [18], pplacer [132] and SEPP [140]. In the context
of microbial ecology, the relationship between phylogenetic placement and the commonly used UNIFRAC
metric for microbial communities has been documented [131], and a recent study showed that using phylo-
genetic placement with exact amplicon sequences can improve accuracy for some common analyses [91].
Interestingly though, for all the cases where phylogenetic placement has been applied to a microbiome, to our
knowledge none have used the branch lengths in the subsequent analysis in a meaningful way. [91] observed
that placement is particularly useful in the presence of novel sequences, but stops there.
One major benefit of applying phylogenetic placement in microbial ecology is flexibility. Placing exact
amplicon sequences is one specific use case involving PCR amplicon sequence output, but it can also be ap-
plied to representative sequences from a de-noising algorithm [153] for consistency with a separate analysis
or for faster running time. It can be applied to amplicon data from any gene of particular interest as long as
a suitable reference set is available, or it can be applied to shotgun sequencing data by recruiting reads to
marker genes, as in MetaPhlan [224] or MetaPhyler [114]. Furthermore, the tree can even be constrained to
agree with a specific taxonomy, so that the attachment point constitutes a form of taxonomic identification,
as in [157]. In every case though, the degree of novelty for a sequence relative to a reference database is
a useful statistic; systematic differences in sequence novelty for one or more microbial species across mul-
tiple samples could indicate structural differences that phylogenetic or taxonomic profiling may not. At a
minimum, branch length data can potentially characterize the microbes in a sample in a unique way.
To that end, we describe a novel data graphic that visualizes phylogenetic placement output for a mi-
crobiome, referred to herein as a PICAN-PI chart or graph (“Population-level Identity, Composition and
Novelty via Phylogenetic Insertion”). The PICAN-PI chart is a picture of the community that shows the
relative phylogenetic abundance of its members and their degree of novelty relative to the reference data, for
which it uses markers with a two-dimensional color scale (hue and saturation). The markers are positioned
relative to a background image of the reference tree, suggesting phylogenetic relationships where possible.
(Note that as discussed above, a tree derived from a taxonomy can be used in the placement step in lieu of
an unrestricted phylogeny, so herein the term “phylogeny” is used with the understanding that a taxonomy
could be substituted at the user’s discretion.) This graphic is the first to quantitatively visualize population-
level deviations from a reference database. The result is a graphic for a single microbial sample that has a
high information density over a full screen or page. Accordingly, the design and usage presented here has
been chosen with the goal of maximizing the speed and ease of interpretation, including the possibility of
comparing many samples at a time.
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The following sections first discuss the graphic and its interpretation, then evaluate it through a re-
analysis of publicly available data from two previous studies. In both cases, phylogenetic placement was
applied to exact 16S amplicon sequences and the output was plotted as a PICAN-PI image for each sample.
As we show, the images not only reproduce the conclusions of the studies visually, they provide additional
biologically relevant insights.
9.1.1 Related Work
Several methods are available for visualizing phylogenetic placements, including Genesis [45], guppy [132],
EvolView [80] and iTOL [112], among others. Many of these have some way of visualizing the relative
abundance of sequences attaching to a particular edge, and often that is accomplished by varying the edge
thickness. Many of them also have several options for annotating the graphics and are designed for creative
flexibility by the user.
Other tools allow the user to visualize relative abundance of a microbial sample over a tree-representation
of a reference taxonomy or phylogeny, such as GraPhlan [12] and MetaCoder [70]. They are not purpose
built for phylogenetic placement data, but could be adapted.
Importantly, the PICAN-PI graph is not a software but rather a schema for drawing a picture (although a
reference implementation is provided). It is possible that one of the two software above could, by modifying
settings carefully, produce a PICAN-PI graph, although the schema design differs in substantial ways from
the defaults of each one. First, as noted above, the presentation of pendant branch lengths is a prominent
feature and is unique. Second, the schema emphasizes that the layout of the reference tree and marker and
branch sizes not be allowed to vary. These are crucial features that give the PICAN-PI graph its unique
advantages and its caveats, both discussed in the following sections.
9.2 The PICAN-PI Graph
A PICAN-PI image takes the output of a phylogenetic placement algorithm as input. It begins with the
reference phylogenetic tree used for placement drawn on a blank background with branch lengths accurately
depicted, with the only condition that the layout be identical for every sample to be compared. Next, for each
unique sequence in the placement step we have a multiplicity in the sample, an attachment location (branch
id and distance from the distal end), and a subtending branch length. For each unique sequence, a marker is
drawn on the reference tree with its center given by the attachment location and its color given, jointly, by the
multiplicity and the subtending branch length. Specifically, using the hue-saturation-value color scale, the
saturation (i.e. faint or vivid) is determined by the multiplicity and the hue is determined by the subtending
branch length. (See Figure 9.1 for an example of such a color scale.)
The resulting graphic is analogous to a heat map. Each marker denotes a sequence in the sample, and
its vividness denotes its relative abundance, up to a point. Because the reference phylogeny is drawn with a
fixed layout, it serves as a de-facto “map” of the phylogenetic diversity in the reference sequences and allows
the physical location of each marker to denote is identity within that group. Finally the hue denotes how
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closely it groups with its nearest matches in the reference data.
This schema has several advantages. The layout means that physical proximity is a rough proxy for
evolutionary similarity, although in some cases such as on the outer edges of large clades it can be misleading.
But another advantage is that it can be “zoomed in”, in a sense, by opting to display only a subset of the
reference tree and optimizing the layout accordingly. Still another is that by making saturation proportional to
abundance, visual significance corresponds to numeric significance and the user’s attention is drawn naturally
to where it is needed. Also, the coloring according to novelty allows the user to identify differences in
sequences that might all otherwise map to the same taxonomic group. But arguably the most important is
that the consistent interpretation of size and location means that the user can toggle between images of many
samples, paying attention only to shifts in location and color, and detect trends and patterns of difference
that might be very difficult to capture using purely quantitative methods.
9.2.1 Accessibility
A major disadvantage of this graphic at this point in development concerns accessibility for colorblind in-
dividuals, which is a direct consequence of using a two-dimensional color scale. Hue-coding, as described
above for branch length, is a notoriously unfriendly practice in this regard [93]. Conversely, however, the
information density is partly afforded by the ability to represent two dimensions of data in the same locus.
One option is to replace the hue scale with an accessible gradient scale, with some colors having potentially
ambiguous interpretation or possibly with a cutoff for relative abundance showing only minimally abundant
sequences. Other alternatives are possible too; finding the right balance requires experimentation and can
vary depending on the data at hand or user preferences. A purpose-built software could alleviate some of
these issues, although unfortunately, while this is a priority for future research, it is beyond the scope of this
manuscript.
To address this as well as possible, the figures contained in this chapter as well as the supplementary
information have been reproduced with adjusted configurations to minimize the need for red-green discrim-
ination, and are located in Appendices A and B. In each case, the adjustments are limited to changing the
hue scale.
9.2.2 Simple Example
Figure 9.1 contains two PICAN-PI graphs to illustrate how the graphs are interpreted. Both are samples
from the human vaginal microbiome, and are pulled from the primate study described in more detail below.
This environment is a helpful minimal example because the healthy human vaginal microbiome is known
to be colonized almost exclusively by the genera Lactobacillus and Pseudomonas, while in the case of bac-
terial vaginosis (BV) there is a notable presence of other microbes, among them Gardnerella vaginalis and
Mycoplasma hominus [101, 250]. Figure 9.1 shows a healthy sample (right) and a sample with positive
diagnosis of BV (left). The background tree is a phylogeny on all bacterial sequences in the reference data,
and a full annotation is in Figure 9.2 (top left). It is omitted here to demonstrate that it is more effective to
first identify the points of interest in the tree, then look more closely to see which part of the phylogeny is
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Figure 9.1: Examples of PICAN-PI graph outputs for two human vaginal microbiome samples [101]. Left:
a patient diagnosed with bacterial vaginosis. Right: a negative control.
represented.
In the right graph, we see two small clusters of vivid red markers, with a small number of scattered faint
markers elsewhere. The vivid clusters, on inspection, indeed correspond to Lactobacillus and Pseudomonas.
In the left graph, we see a smaller cluster in the locus identified as Lactobacillus, nothing at Pseudomonas,
and some additional vivid red markers. One of those can be identified as G. vaginalis, and another as M.
hominus. In addition, there are several scattered groups of yellow markers, meaning slightly longer branch
lengths, which indicate that the condition is characterized not just by an invasion from known pathogens, but
by a general colonization of microbes that diverge from well-catalogued taxa.
As a final observation, the healthy graph contains an unmistakable green marker in the middle of the
graph. On closer inspection, all nine healthy samples have a marker in the same hue and locus. The green
indicates strong divergence from the nearest relative, which itself is situated on a sparsely populated clade
relatively between the main Baciliales and Lactobaciliales clades. An interesting follow up study might
examine whether this microbe is present in other healthy vaginal samples, and if so what it might be and
what role it might play.
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9.3 System & Methods
The details of the sequencing output for both studies as well as the reference phylogeny are described below.
For each study, the raw sequences were de-duplicated and multiplicities recorded, and were given as input to
the phylogenetic placement software SEPP [140] with the reference alignment and phylogeny specified and
with parameters -A 25 -P 200.
The output from SEPP was then used as input by the reference implementation developed for this chapter.
The complete code is available on GitHub [162] along with instructions for generating a graphic. The code
relies on the DendroPy library [211] for operating on trees, and the cairo graphics library [243]. Figures for
publication were assembled from the output using Adobe Illustrator, with no changes to the figures other
than the removal of Archaea for display purposes. Animations were generated using the OpenCV library
[90] using scripts included in the code provided on Github.
9.3.1 Data
Reference Phylogeny The reference phylogeny was constructed using 12,654 sequences from RDP release
11, update 5 [42], which were then aligned using PASTA [139] and used to construct a maximum likelihood
phylogeny with RAxML [206]. These sequences were labeled using the NCBI taxonomy [61] and the tree
was evaluated visually for general consistency with the taxonomy.
Primate Study For this study, we obtained sequencing data from 76 of the 77 samples directly from the
authors of [250]. The details of data collection, sequencing and data availability are contained in the original
study.
IBD Study Sequencing data from the original study were obtained from the NCBI sequencing read archive
(SRA) using Accession PRJEB18471. Data from 683 samples were downloaded, along with metadata in-
dicating disease subtype, patient ID, sample date and other relevant fields. Samples with fewer than 10,000
reads were excluded from our analysis, which left 611 samples.
Availability All data required to reproduce these graphics, along with the full set of graphics themselves,
are publicly available in the Illinois Data Bank (https://doi.org/10.13012/B2IDB-1678505 V1). This in-
cludes the reference phylogeny (with alignment and taxonomic annotation), SEPP output, and the full set of
graphics created in each of the two studies below, including versions tailored for accessibility. The required
to generate these graphics is available on GitHub [162].
9.4 Results
In each of the following studies, data from a previous work is reanalyzed by creating PICAN-PI charts for each
of the samples collected. Both studies used 16S PCR amplicon sequencing, so the phylogenetic placement
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in both cases was done using the same reference phylogeny (i.e., Figure 9.2, top left). The examples below
are chosen to show how this analysis can complement standard pipelines and provide additional insight.
The full set of images used in these studies is prohibitively large to include, so it has been included as
supplementary material. The graphics created and used for the primate study in the following section is
included and described in Appendix A. For the IBD study in Section 9.4.2, the graphics were generated and
organized into animations grouped by disease subtype. In addition to the graphics on the entire reference
tree, a separate set has been created showing only the class Clostridia at much higher resolution. Those
animations are contained as AVI files in a separate supplementary file, described in Appendix B.
9.4.1 The Vaginal Microbiome of Human and Non-Human Primates
[250] conducted a broad survey of the vaginal microbiome in 77 samples across from 10 primate species
(including human) which expanded on an earlier study of the human vaginal microbiome [101]. The initial
work noted the overwhelming abundance of the genus Lactobacillus and to a lesser extent Pseudomonas in
the healthy human samples, reflecting the microbes role in regulating ph. The motivating questions for the
broader study were 1) whether the vaginal microbiome of other non-human primates has a similarly taxo-
nomically narrow community, 2) whether the vaginal microbiome of non-human primates is host-specific,
and 3) to what extent the microbial communities of these hosts reflects their own evolutionary relationships.
[250] found that the human vaginal microbiome is unique in being overwhelmingly restricted to a small
number of genera. Every other host species has considerably larger diversity than the human samples by
any metric. Additionally, communities from the same host species indeed clustered together indicating that
each host had a characteristic community structure. Finally, the study did not find conclusive evidence of
a structural relationship between the microbial communities and host evolution, although the abstract states
directly: “The proportion of unclassified taxa observed in nonhuman primate samples increased with the
phylogenetic distance from humans, indicative of the existence of previously unrecognized microbial taxa.”
For our reanalysis, the interest is in exploring what more we can learn about the primate vaginal micro-
biome by visualizing the data, including what differentiates the communities of one host from that of another,
what similarities they might have. Also, shedding some light on the curious observation about unclassified
taxa would be useful.
Figure 9.2 contains composite PICAN-PI graphs for three of the host species in this study which suffice
for discussion. It also contains an annotation of the background tree for reference. The composites are an
average (using RGBA color values) of the PICAN-PI graphs across all samples for each host, in this case
chimpanzee (14 samples), wild baboon (5 samples), and lemur (6 samples). The averaging has the effect
that a marker is only vivid in the composite if it is shared by a relatively large share of the samples, so the
composite graphs are a proxy for the “core” microbiome for each species. The graphics for each individual
sample across all hosts are contained in the supplementary information.
First, note that by comparison to the PICAN-PI graphs of the human vaginal microbiome shown earlier
(Figure 9.1), the observation that other nonhuman primates have a more diverse microbiome is quite clear;
there are simply many more parts of the tree with vivid markers, even compared with the relatively diverse
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community of the BV sample. Second, a limited narrative emerges through the graphics of what makes the
communities host-specific and what they have in common. Four regions of the tree, labeled (a) through (d)
in the lower left graphic, have a cluster of microbes in all three images, although all four of them change
noticeably in hue across the three graphics, indicating at a minimum that the sequences are different. In
other words, the vaginal microbiome for these three hosts each contain a group of microbes from (a) Bac-
teroidaceae, (b) Lactobacillaceae, (c) Clostridia, and (d) three groups in the phylum Actinobacteria, but in
each case the microbes are, for the most part, different from one another. An interested researcher could use
this as a starting point to see if other hosts have the same pattern, or to zoom in on each of these subtrees
and characterize the overlap in additional detail.
Finally, the three hosts were chosen to examine the comment about unclassified taxa. The chimpanzees
are the closest human relative, followed by the baboon and then the lemur. Recall that the hue scale represents
branch length, or novelty relative to the reference database, of the sequences. Here, red indicates a perfect
match to the database (zero-length), with gradations of orange and yellow indicating an imperfect or close
match, followed by green indicating a more distant match and blue indicating a high degree of relative novelty.
In the composite PICAN-PI graphs, the chimpanzee microbes are nearly all red, the baboons have some red,
but more orange and yellow and even some green, while the lemurs are nearly all yellow to green. Other
species, though not included here, show additional gradations of the same pattern, with none as uniformly
green-yellow as lemurs.
That serves as an immediate explanation for why an increasing share of the sequences would be un-
recognized, and gives a good idea of what kind of “previously unrecognized microbial taxa” are in there.
Essentially, the microbes in these communities are similar to microbes that are well documented, but their
similarity decreases as the host diverges from humans. That suggests, perhaps unsurprisingly, that the ref-
erence data may be slightly human-centric in its contents. But it also suggests that the hypothesis of a
relationship between host evolution and microbiome should be examined more deeply.
9.4.2 The Microbiome of Inflammatory Bowel Disease
A recent study used longitudinal sampling to study the relationship between the gut microbiome and various
subtypes of inflammatory bowel disease [78]. Subjects provided samples at roughly three month intervals.
Subsequent analysis of 16S amplicon sequences relied on ordination plots and measures of alpha and beta
diversity to describe the results and draw several relevant conclusions about these disease states. What those
techniques have in common is that they each distill the complexity in the microbiome down to a small number
of descriptive statistics that often quickly formulate a narrative about the communities. That naturally comes
at the expense of detail, which is the strength of a PICAN-PI chart. This study was reanalyzed to illustrate
how the PICAN-PI chart can complement such an analysis. This longitudinal data is particularly informative
because it offers the chance to present many graphics together in an animation, revealing patterns in the
temporal variability for the different disease states. The graphics for this reanalysis were converted into
animations due to the large number, with one animation per condition. This includes animations of the
PICAN-PI graphs on the full reference tree, as well as animations limited to the subtree of Clostridia only,
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at better resolution.
ICD-r vs. Other Subtypes
The patients in the study reported in [78] were divided into six different disease subtypes, three types of
colitis and two types of Crohn’s disease, although patients with Ileal Crohn’s were further divided based
on whether they had had a resection surgery already (ICD-r, or ICD-nr if they had not), with a seventh
group used as a healthy control. The first major conclusion of the paper is that the ICD-r group had low
microbial richness and the highest volatility of any group and was most distant from the healthy group in
ordination space. That the ileal resection surgery can have such an effect is noteworthy, and it raises many
testable questions, e.g., Is the decrease in species richness accounted for by species in one or more particular
taxonomic group? What does it mean in practice for a relatively homogenous community to be considered
more volatile than a more diverse community?
The graphics make it immediately clear why the PCoA plots in the study were dominated by the differ-
ence between the ICD-r group and all others. First, in most samples in every other group, though especially
so with the healthy controls, there is a consistent presence of blue and green throughout the images, that
is, novel microbes relative to the database. But aside from a small number of notable samples the ICD-r
graphs are almost exclusively red to orange, meaning they are close or exact matches with well known mi-
crobes. Moreover, microbes in the ICD-r samples appear to be restricted to some relatively specific locations
in the tree, which show as thick red spots in the all-bacteria graphics. The Clostridia-only graphics show
an example in detail. In all but the ICD-r samples, two clades are densely populated in almost every fig-
ure: Ruminococcaceae (at the 6-7 o’clock position) and Lachnospiraceae (at 9 o’clock). But in the ICD-r
samples, again with a small number of notable exceptions, one of those has been almost totally cleared out
(Ruminococcaceae) while the other is still well-represented. In the absence of the resected portion of the
colon, it seems only certain microbes get to stay.
Interpreting Volatility
The other significant conclusion of this study is that all subtypes of IBD experience higher volatility in the
makeup of the microbiome compared to healthy individuals, although this is more pronounced in Crohn’s
disease. Interestingly, another study published almost concurrently, with a similar methodology drew an
essentially identical conclusion, leading to speculation that an effective, non-invasive diagnostic for Crohn’s
disease would have to involve repeated sampling to capture this [171, 229]. Interestingly, both papers mea-
sure volatility chiefly through unweighted Unifrac distance between subsequent samples from the same in-
dividual. That is a sensible metric but leaves open the question of what form it takes and whether it may be
taxonomically localized, or whether there may be a core set whose abundance is not volatile, etc. . .Notably,
both studies find, roughly, a mean of 0.4 for HC and ulcerative colitis (UC) patients versus 0.5 for the highly
volatile Crohn’s disease, but the sampling ranges for both groups are about ±0.15 and overlap considerably.
Thus, better understanding of the issue will still be valuable.
The first question then is simply whether a difference in volatility is visible when looking at the PICAN-
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PI animation or individual graphs for the Crohn’s patients (CCD) and the controls (HC), the set where the
difference should be most extreme. It requires looking closely at both, side-by-side, but the difference sug-
gests that for CCD samples, the set of microbes that are present at some minimum level seems to change from
one sample to the next. That is, more microbes disappear from one sample to the next, and more new ones
show up, and this happens roughly consistently throughout the phylogeny. In the HC samples, observed
abundance may vary, but a microbe present in one sample is much more likely to be present in the next.
Comparing the ulcerative colitis (UC) with the HC samples, the gap in volatility also seems to be due to this
phenomenon on a much smaller level.
9.5 Discussion
Among the challenges of microbial ecology research, many of them stem from the simple fact that a mi-
crobiome is by its nature extremely complex and must be heavily simplified in order to be computationally
tractable or usable to a researcher. That leads to an inevitable trade-off between the need reduce complexity
to make the data manageable and the risk of oversimplification. The goal of the PICAN-PI graph is to occupy
a niche at one particular end of that spectrum, favoring a complex, high-density representation of the data
in the hope that it will reveal trends and meaning that may have been otherwise obscured. The approach
to keeping it manageable is to design the graphic so that samples can be compared in rapid sequence, with
minimal visual noise to distract the brain.
Another challenge is the general incompleteness of available databases relative to the universe of bacteria,
which is addressed in small part by using the branch length from phylogenetic placement. As shown above,
this is not always important, but in some cases it can draw some distinctions that might otherwise have been
missed.
The benefits of using these graphics are varied and often surprising. In one case during development,
one particular sample from a study caught our eye beacuse it was littered with blue markers denoting very
long branches, including many attaching on the long segment of the tree separating bacteria and archaea
(novel taxa indeed). This was a useful clue that something had likely gone wrong in the prep or sequencing
for that sample and that it should be removed for analysis. Another example is the difference between inter-
and intra-subject variability in the longitudinal IBD data above. Though it is well-documented that the
microbiome varies more person-to-person that within a single person over time [43, 64], it is revealing to
watch the animations, particularly of the healthy controls, and notice the break points in the stream of images
where one patient ends and another begins. It is helpful to have an intuition for what constitutes a “normal”
range of variation in a microbiome for a particular environment.
9.5.1 Future Work
As discussed in Section 9.2.1, the goal of a high data-density in the representation meant taking advantage of
a two-dimensional color scale to present two dimensions of data, although unfortunately a two-dimensional
color scale is not available all users. As a result, addressing accessibility is a priority for future develop-
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ment and will require some experimentation and testing to find the best way to display both dimensions for
colorblind individuals.
Another avenue for future research is addressing the question of what constitutes a significant difference
between figures or groups of figures, analogous to identifying when a time series constitutes a trend or
many other problems in classical statistics. Phylogenetic placement data can itself be subjected to statistical
testing as to the difference in the community’s distribution over the phylogeny [91, 131], but that relies
on distributional assumptions that consider differences more or less significant based on distance in the
phylogeny, although that may not correspond to actual priorities. Another approach would be to apply the
principles of visual inference to these graphics [33, 237] to calibrate the reliability of human inference when
looking at PICAN-PI graphs, although this would require developing a new way to simulate microbiome
data variability. In the meantime, users are reminded that accuracy of visual inference is well correlated
with sample size but not with user confidence [84], so caution is warranted.
9.6 Conclusion
Analysis of data is fundamentally about comparison, and properly designed data visualization makes that
possible where it might otherwise have been difficult [226]. The PICAN-PI graph allows the user to compare
the microbes in a sample to each other, to those of another sample, and to those of the reference database,
and to do so at arbitrary resolution for any gene having a sufficiently large reference set. The examples
above demonstrate how this can be used to enhance understanding of the data and find clues to causation
and avenues for further research, specifically in ways that augment traditional lines of analysis.
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Figure 9.2: Composite PICAN-PI graphs for three host species with variable relatedness to humans: chim-
panzee (top right), baboon (bottom right), and lemur (bottom left). All three graphics use the same scale.
Four parts of the phylogeny with a presence in all three graphics are labeled (a)-(d) in the lower left image.
An annotated background tree with major clades labeled is also shown for reference (top left).
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Chapter 10
Conclusions and Future Work
10.1 Phylogenomics
10.1.1 Missing Data
The work described in Chapter 3 suggests that under some basic conditions that generate missing data, most
phylogenomic species tree estimation methods maintain their statistical consistency, but nonetheless there is
work to do to understand the practical implications of this.
For one, the theory developed in that section addressed statistical consistency in the proper sense of
the limiting case, but a cursory look at the proofs or even basic statistical intuition suggests that the rate of
missing data likely affects the convergence of these methods. The exact degree of the effect, or whether it
is affected by the distribution of missing data, or whether it impacts some methods in a different way than
others, has not been examined at all. It is an important matter, especially as this particular domain lacks
descriptive statistics such as sample variance that might indicate confidence in the estimates to the user.
Another issue for future work is to explore additional models of missing data. Because the models
described herein assume independence between the data-existence and tree topology, they represent in a sense
the simplest possible probabilistic models for generating this missing data. That independence dodges the
challenge of describing the correlation in detail, and as shown in Theorem 3 without independence an explicit
correlation structure is necessary for consistency. But more to the point, as it pertains to researchers dealing
with missing data, independence in this situation implies that the cause is strictly related to shortcomings
in data gather. In other words, the reason the available sequences for a particular species may not contain a
given gene has nothing to do with the species or gene in question. This may be true if the data is of uncertain
provenance or is difficult to collect or if other human factors like funding constraints are at work. But as public
databases are more and more densely populated and the cost of sequencing continues to decline rapidly, that
is less and less the case. A much more likely cause for a researcher to be confronted with a missing gene
for some species is that in those species the gene does not exist! Furthermore, the presence of a shared
gene among a set of species is often a clear indicator of evolutionary closeness, which violates the idea of
independence in the most direct possible way.
An expanded version of Chapter 3 included an experimental study that examined these models of missing
data, but also a birth-death model where a gene may disappear or appear for the first time at a certain point
one the species tree rendering it entirely present or entirely absent for all the species below [164]. The theory
implications of this model were not explored, but the empirical performance comparison showed a distinct
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advantage for ASTRID under that model. That makes some intuitive sense as this model would generate some
extra trees with necessarily small internode distances for each clade, but the real reasons are not known with
certainty. However, if the traditional models suggest that several methods are equally accurate while a more
biologically realistic model favors one method in particular, then future work to explain this trend should be
a priority.
The last major avenue for future research on this topic is to simply apply this in cases where missing
data has thusfar precluded phylogenomic analysis outright. The most obvious example of this is in viruses,
particularly double-stranded DNA viruses, where the number of available genes is large enough that a cred-
ible species-phylogeny may be within reach. Current viral taxonomies do not typically go above the Order
level, and methodologies for viral taxon identification use shared gene content as the primary indicator of
relatedness [24]. This suggests that ASTRID may be uniquely well suited to build a credible tree-of-life for
viruses at a much higher level than previously possible.
10.1.2 Finite Site Length
The practical implication of the theory developed in Chapter 4 is that the estimation of gene trees on the way
to a species tree is not a process that can be taken for granted. In practice this means that quantifying the
effects of gene tree estimation error on species tree accuracy must become a de rigueur step in phylogenomics
method development in the future. In fairness, that has already begun with recent papers including that
analysis [146]. But much is still unexplored and this new dimension could change the consensus about
which methods are optimal and when. Since in practice the property of finite site length applies universally,
a method that shows robustness to gene tree estimation error should be preferred, all else equal.
10.2 BAli-Phy
Since they were developed exclusively on simulated data the encouraging results found in Chapter 6 are
unfortunately neutralized, at least temporarily, by those of Chapter 7. Instead, future work should involve
trying to more deeply understand why BAli-Phy, and only BAli-Phy among a large number of methods tested,
shows this strange difference in how it reacts to simulated versus biological data.
The best strategic approach for this is to systematically examine to what extent the reference alignments
on the biological data are consistent with BAli-Phy’s core assumptions, chief among them the assumption of
a tree-like evolution process. This is based on the observation that all alignment decisions in BAli-Phy are
made conditional on the tree in use at the time, and if a particular column of the reference alignment displays
reticulate evolution (particularly in the form of two disconnected clades that share a homologous site where
the group separating them has a deletion), BAli-Phy will consider that option highly unlikely versus an
alignment that put each clade in separate columns. Writ large, the effect of this would be to systematically
under align, which is what has been observed on biological data relative to the curated reference alignments.
Although that explanation sounds promising, two observations from analysis not included here are rel-
evant. First, in the alignments that I have explored in depth, BAli-Phy opts for this kind of split in the
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overwhelming majority of un-gapped columns. Second, for a sequence of several un-gapped columns in a
row, BAli-Phy usually performs the same split on the whole sequence, then moves to a different one in the
next cluster. So that explanation would imply that if the reference alignments are correct, then reticulate
evolution is not just occasional or even frequent, but more like universal, to the point of calling into question
the meaning of a phylogenetic tree in the first place. So at a minimum this explanation needs to be verified
with a strong study.
It’s possible that the reference alignments might imply a different form of BAli-Phy model misspecifi-
cation, for example the distribution of indel lengths, but it’s not clear what else would lead to the particular
outcomes that are observed.
A different approach that would be useful is to reach out to labs that have generated the reference data
and understand what exactly the process is for that. One possible red flag would be if it was reported that
the first step was to generate an alignment with MAFFT, ClustalW or MUSCLE (three of the most popular
alignment software, particularly in years past) which was then refined manually based on the discretion of
the curator. This may seem like a reasonable approach to generate such an extensive benchmark of curated
alignments, but the simulated data implies that in those conditions, all three will tend to over align. That over
alignment could easily survive the curation process, which would then yield over aligned references against
which BAli-Phy, being more accurate, would appear to under align.
What seems clear based on the research presented here is that somehow BAli-Phy is inadvertently acting
as a classifier that can detect the difference between simulated and biological data based on some latent
property of the sequences. Regardless of what that turns out to be it should yield some insight, however
small, in to the nature of biological sequences.
10.3 Applications to Microbial Ecology
10.3.1 HIPPI
HIPPI remains an interesting approach to a basic problem in microbial ecology, especially with the devel-
opment of new technologies that return over a billion sequences from a single sample: what is the first thing
to do to separate the known from the unknown reads? Nearly 30 years after its initial publication, BLAST
[5] is still a leader for that problem. But with the number of reads per sample so large now and the size of
public databases equally large, BLAST may be too computationally intensive to run [88]. As an alternative,
some other methods using hashing methods to accelerate the search [32, 242]. This can speed up the search
by a factor of 100 in some cases, but comes with a small tradeoff in sensitivity. HIPPI is a tradeoff in the
opposite direction: additional sensitivity at the potential cost of more computing resources.
The benefit of HIPPI is therefore straightforward, and since the public repositories still only cover a small
fraction of microbial biodiversity, the use case is too. The challenge is in getting it implemented consistently
and with a fast enough implementation to deal with the larger samples and larger references. That should
be the first goal of future research. The second should be in expanding the set of genes that it has been
implemented to work with. Currently that set is the housekeeping genes used in TIPP, but there is no reason
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why it has to be limited only to these.
10.3.2 Visualization
The work presented in Chapter 9 is still in its infancy. Future work on this will be devoted to getting it
published, first, and then on finding opportunities to implement it for better understanding of a research
question at hand. Unfortunately analysis that focuses strictly or almost strictly on alpha and beta diversity
remains the dominant paradigm for microbial ecology research, but the usefulness of that approach beyond
simple observations is dubious. The only way to break through that is to seek a deeper understanding of
the data, and this visualization is designed to do that. Nonetheless, for a dataset as complex as sequencing
output from a microbial sample, a deeper understanding requires wading through more of it and that is
difficult and tedious. This visualization method is in exactly that spirit; it is abstract and requires practice
to use effectively, which means it may not be adopted immediately. Future research, therefore, will have to
work on ways to make this more clear and more usable by biological researchers.
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Appendix A
PICAN-PI Graphics for the Primate
Vaginal Microbiome Samples
The supplementary file PICAN-PI supplement Primate Vaginal all.zip contains the PICAN-PI graphics gen-
erated from the samples used in [250]. Specifically, there are two pdf files:
PICAN-PI Full Tree Primate Vaginal.pdf
contains the full set of PICAN-PI graphics generated for the re-analysis in Section 9.4.1. The first page
contains an image of the reference phylogeny with every node color coded according to the phylum of that
organism. The images in this file notably contain the Archaea clade, whereas the PICAN-PI graphs in Chapter
9 omitted that group to save space.
There are 76 graphics in this file other than the annotated reference on the first page. Each image has a
label in the top left corner that identifies the subject, but denotes the host species first.
PICAN-PI Full Tree Primate Vaginal COLORBLIND ACCESSIBLE.pdf
This file contains the same set of images as in the previous file, with the exception that the hue scale has
been narrowed to the blue-red range to be slightly more friendly to individuals that are colorblind.
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Appendix B
PICAN-PI Animations for the
Inflammatory Bowel Disease Samples
The supplementary file PICAN PI supplement IBD animations all.zip contains four groups of animations
that were generated because of the large number (over 600) of patients studied in [78] and again in Section
9.4.2. Each group has the same number of animations, along with a pdf of the annotated reference and a
README file.
Before explaining the animations, the four groups are each in a separate subfolder within the ZIP file:
• IBD animations full tree. Animations show graphics using the full reference phylogeny, including
Archaea, using the full color hue-sale.
• IBD animations clostridia only. Animations show graphics plotted only on the subtree that contains
the class Clostridia. These also use the full color hue-scale.
• * accessible. This group includes both folders with “accessible” in the name. These are identical to
the images in the corresponding folders above, with the exception that the hue scale has been shift to
only include the blue to red range. This is to accommodate individuals with red-green colorblindness.
In each subfolder there are seven AVI files, one for each IBD subtype studied (see the associated README
also). In each one, the PICAN-PI images from all the patients and samples of that subtype are animated and
presented in rapid sequence. Samples from any given patient are grouped to gether and ordered chronologi-
cally. Each image has a label that gives:
[Condition] [PatientID] [SampleTimePoint]
which will change along with the image. The README file in each subfolder describe the contents in
slightly more detail.
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