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Composicio´n en una Sociedad de Mu´sicos
por
Alberto Alejandro Va´zquez Corte´s
Resumen
En este trabajo, se presenta una nueva metaheur´ıstica denominada “Composicio´n en una
Sociedad de Mu´sicos” (CSM); la cual basa sus ideas sociolo´gicas sobre el comportamiento co-
laborativo en el Me´todo de Composicio´n Musical (MMC); CSM incluye adema´s dos nuevos
comportamientos sociales: aislamiento y abuso. Por otro lado se incluye el paradigma de reacti-
vidad (resultado del aprendizaje, auto-adaptacio´n y toma de decisiones) en las metaheur´ısticas.
Con base en los resultados nu´mericos obtenidos, se puede decir que la CSM ha demostrado
tener una buena capacidad de resolver instancias del problema de optimizacio´n global continua
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La optimizacio´n ha sido un a´rea fe´rtil de investigacio´n por varias de´cadas, ya que d´ıa a d´ıa los
investigadores se enfrentan a problemas de decisio´n u optimizacio´n cada vez ma´s complejos. Por
ende, surge la necesidad de generar, desarrollar, adaptar y/o modificar los me´todos y te´cnicas
de solucio´n disponibles con el fin de alcanzar mejores formas de solucionar los problemas de
intere´s.
En el presente trabajo, se aborda el problema de optimizacio´n global sin restricciones.
El problema de optimizacio´n global es uno de los problemas que atrae el mayor intere´s de la
comunidad cient´ıfica y de los tomadores de decisiones, puesto que e´ste tiene diversas aplicaciones
tales como: procesamiento de ima´genes, procesos qu´ımicos y biolog´ıa molecular entre otras. En
la ecuacio´n (1.1) se muestra el modelo general del problema de optimizacio´n global.
mı´nx∈F⊂S f(x)
f : Rn → R
x ∈ Rn
(1.1)
Donde: x es el conjunto de las n variables de decisio´n; f es la funcio´n objetivo; F es la regio´n
factible y S la regio´n de bu´squeda (F y S son iguales al ser un problema sin restricciones).
Para resolver el problema de optimizacio´n global, se han propuesto una gran variedad de
estrategias, dichas estrategias se pueden clasificar en procedimientos exactos, como ejemplos:
me´todo de Newton, me´todos de cotas y estrategias de aproximacio´n, tales como el recocido
simulado, algoritmos gene´ticos, bu´squeda armo´nica entre otros.
En el presente trabajo, se presenta una metaheur´ıstica denominada “Composicio´n en una
Sociedad de Mu´sicos” (CSM), la cual retoma algunas ideas propuestas en el MMC (Me´todo
de Composicio´n Musical, metaheur´ıstica desarrollada en UAM-A, de la cual se habla ma´s
adelante). Sin embargo, las principales diferencias son:
a) CSM utiliza la idea de bu´squeda reactiva para el control de para´metros.
b) Los mu´sicos en CSM poseen diferentes conductas (mu´sicos ermitan˜os, mu´sicos coopera-
tivos y mu´sicos para´sitos), similar a los comportamietos posibles de cada ser humano en
la sociedad de acuerdo a lo planteado en [21].
La estructura del presente trabajo es la siguiente:
En la seccio´n 2, se presenta un estado del arte sobre reactividad, comportamientos sociales
y sobre las metaheur´ısticas empleadas internamente en CSM.
En la seccio´n 3, se presenta una descripcio´n detallada de CSM.
En la seccio´n 4, se presenta la te´cnica de calibracio´n de para´metros empleada (basada en
Bu´squeda Armo´nica).
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En la seccio´n 5, se describen las instancias empleadas para probar la eficacia de CSM.
En la seccio´n 6, se presenta el procedimiento experimental, donde se describe la parte
te´cnica del trabajo, es decir, co´mo se programo´ la metaheur´ıstica, ejecucio´n, requerimien-
tos, archivos de entrada y salida, entre otros.
En la seccio´n 7, se presentan los resultados nu´mericos y un ana´lisis de los mismos.






El te´rmino sociedad proviene del lat´ın socieˇtas lo que significa: compan˜erismo, asociacio´n,
unio´n. Generalmente, se utiliza el te´rmino sociedad para referirse a cualquier asociacio´n o grupo
de seres vivos, con ciertas semejanzas o coincidencias en su constitucio´n o en sus actividades,
que interaccionan entre s´ı y con su medio ambiente. Debe hacerse notar que la unidad resultante
de la unio´n no elimina las diferencias entre sus integrantes, sino que e´stos preservan su indivi-
dualidad de seres humanos interrelacionados a trave´s de v´ınculos. Los miembros de la sociedad
interactu´an entre s´ı y con su medio, para alcanzar un bien comu´n. Los v´ınculos permiten: el
intercambio incesante de pensamientos, ideas, conocimientos, afectos y sentimientos; y adema´s,
una constante comunicacio´n sobre beneficios, servicios, necesidades, entre otros [18].
La sociedad humana posee y reproduce muchas de las caracter´ısticas de la sociedad animal,
como son cooperacio´n, especializacio´n, continuidad, entre otras; sin embargo, existe una dife-
rencia entre las sociedades animal y la humana, la cual es la “cultura”[19]. La palabra cultura
proviene del lat´ın cultura que significa cultivo. En la actualidad, esta palabra se utiliza en una
amplia variedad de situaciones (con diferentes significados) que van desde utilizarla para referir-
se a un punto de estatus o distincio´n; hasta aplicarla en sentido art´ıstico para referirse a alguna
disciplina art´ıstica o a los productos emanados de ella. En sociolog´ıa y a´reas afines, se emplea el
te´rmino cultura para referirse al conjunto de tradiciones, usos y costumbres de un grupo social,
etc [20]. Cultura es un te´rmino complejo que comprende conocimiento, arte, creencia, moral,
usos y costumbres adquiridas por el hombre en cuanto es miembro de una sociedad; es decir,
la cultura surge de la interaccio´n social y consiste en contenidos de conocimiento y pautas de
conducta que han sido socialmente aprendidas [19].
Las sociedades humanas han sido analizadas por varias disciplinas cient´ıficas, como son:
sociolog´ıa, medicina, inteligencia artificial, entre otras; lo que ha llevado a generar un gran
nu´mero de ideas, conceptos, modelos y te´cnicas para su estudio. Una de estas ideas es la de red
social, desarrollada desde la segunda mitad del siglo XX, como una amplicacio´n de la teor´ıa
moderna de la comunicacio´n al tejido de interacciones que se configura alrededor de las personas.
Esta idea se basa en un enfoque multidisciplinario, el cual analiza las estruturas sociales a trave´s
de la teor´ıa de graficas. En te´rminos generales, una red social es un modelo que mapea todos
los lazos relevantes entre un conjunto de actores (personas, organizaciones u otras entidades
sociales), denominados nodos o miembros de la red, conectados por una o varias relaciones
(amistad, parentesco, intereses comunes, entre otras), llamadas v´ınculos o aristas. Chritakis y
Fowler [21] mencionan que una red social posee las siguientes normas generales: a) Se organizan
y reorganizan continuamente la estructura de dicha red b) Se ven influenciados por los v´ınculos
e interacciones con otros agentes; adema´s, las redes sociales poseen propiedades y funciones que
sus miembros no poseen, no controlan ni perciben.
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Una particularidad interesante presente tanto a nivel individual como en colectivo, es la
creatividad. Creatividad es el proceso inteligente para unir, juntar, asociar, conectar, integrar o
combinar diferentes ideas ya existentes (previamente no relacionadas) de manera no habitual,
inesperada, sorpresiva e innovadora, a fin de producir nuevas ideas que sera´n ma´s complejas
y mejor adaptadas para algunos propo´sitos [22]. La creatividad es resultado de un momento
de inspiracio´n (instante de claridad inexplicable e incomprensible); o bien, es causada por un
proceso recursivo de estudio, ana´lisis y adaptacio´n sobre alguna idea o pensamiento [23]. La
creatividad socio-cultural, tambie´n denominada creatividad colectiva, es un proceso c´ıclico de
interaccio´n y comunicacio´n entre los individuos de un grupo para la construccio´n de conocimien-
to. En otras palabras, la creatividad social es un proceso de evaluacio´n, filtrado, aceptacio´n y
aprendizaje social del conocimiento para la solucio´n de problemas; dicho proceso es de cara´cter
aloce´ntrico, e´tico y constructivo.
En la actualidad, se han generado y utilizado varios algoritmos de creatividad artificial para
la generacio´n de elementos art´ısticos en la mu´sica, en la literatura y las artes visuales. Un
me´todo es considerado como un algoritmo de creatividad artificial si parte de las siguientes
premisas esenciales: a) el modelo contiene una sociedad de agentes situados en un entorno
cultural; b) ningu´n agente puede afectar directamente el comportamiento de otro; c) existen
reglas que dirigen el comportamiento global del sistema; d) los agentes interactu´an con otros
agentes para intercambiar ideas, artefactos y opiniones; e) los agentes interactu´an con el medio
ambiente para acceder a los s´ımbolos culturales; f) los agentes pueden evaluar la calidad de los
artefactos de los agentes con los que tienen un v´ınculo y decidir si la informacio´n o artefactos
le son u´tiles.
Hablando de sociedades creativas en donde se ven involucrados elementos culturales, un
rasgo cultural presente en casi todas las sociedades es la mu´sica. La mu´sica esta´ presente en
la vida cotidiana, ya sea, en la recreacio´n, en la comunicacio´n, en el arte, en la cultura o
simplemente dispersa en el medio circundante [24]. La mu´sica tiene una gran influencia en el
ser humano; lo cual, la ha colocado como un elemento de identidad personal y social; ya que,
el sonido impacta en la conducta individual y colectiva, adema´s, es una de las formas ma´s
antiguas de expresio´n [25]. La mu´sica es el arte, la ciencia y el lenguaje que organiza motivos
(unidades musicales), considerando los principios de melod´ıa, ritmo y armon´ıa a fin de generar
y trasmitir un mensaje entre el compositor y el espectador.
Un grupo de compositores dedicado a crear bellas melod´ıas, esta´ conformado por indivi-
duos que emplean diferentes te´cnicas, estilos e instrumentos musicales durante el proceso de
composicio´n, as´ı mismo no todos los compositores se comportan de igual forma al realizar el
trabajo. Su estilo musical se define con base en las experiencias obtenidas a lo largo de su tra-
yectoria musical. Al enfrentarse a un nuevo reto, recuerdan y aprenden de experiencias previas,
adaptando su trabajo musical con base en los requerimientos que la nueva melod´ıa demande y
la tendencia marcada por la sociedad. En una sociedad musical, se pueden adoptar tres com-
portamientos, los cuales son: cooperativos, aislados o bien para´sitos. Adoptar cualquiera de los
comportamientos depende de la personalidad, cosmovisio´n personal, estado de a´nimo, valores
morales, entre otros.
A continuacio´n, se describen tres tipos diferentes de agentes inmiscuidos en el sistema socio-
creativo para crear mu´sica, los cuales son:
a) Colaborativos. Son aquellos que deciden ser productivos asocia´ndose con otros, dividen el
trabajo y comparten tanto su talento como su conocimiento.
b) Aislados. Son aquellos que se enfocan en trabajar sin tomar en cuenta la obra de otros,
concentra´ndose en su propio talento y experiencias.
c) Para´sitos. Son aquellos que se aprovechan del trabajo de los dema´s, compilando las mejo-
res melod´ıas en la sociedad, pero se niegan a compartir su conocimiento o talento con los
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dema´s. Estos compositores producen nuevos elementos recombinando la mejor informa-
cio´n que han “robado”, lo cual permite buscar nuevos trabajos en regiones prometedoras
acotada por informacio´n de e´lite.
Adema´s, del comportamiento social, los individuos presentan elementos propios que influ-
yen en su comportamiento y toma de desiciones. En estos procesos internos se implican los
mecanismos de aprendizaje basados en experiencia y adaptacio´n.
2.2. Reactividad
En los seres humanos los procesos de resolucio´n de problemas se encuentran fuertemente
ligados al aprendizaje adquirido a lo largo de la vida. En te´rminos generales, el aprendizaje se
puede ver como el conocimiento, o la experiencia, adquirido por la interaccio´n de las neuronas
al procesar la informacio´n referente a los est´ımulos externos involucrados en el proceso de
resoclucio´n (fase que supone la conclusio´n de un proceso ma´s amplio que tiene como pasos
previos la identificacio´n del problema y su modelado). Cabe mencionar, que cada persona
puede acceder, modificar y usar su conocimiento en la toma de decisiones, e´sta es la idea base
para el paradigma de bu´squeda reactiva.
El concepto de reactividad se ha empleado en diversas metaheur´ısticas desde hace tiempo.
Uno de los aspectos donde ma´s se ha empleado es en el control de para´metros. La diferencia
entre calibracio´n (configuracio´n) de para´metros y control de para´metros es que la calibracio´n
se ejecuta fuera de l´ınea, es decir, antes de la ejecucio´n de la metaheur´ıstica; mientras que el
control lo realiza la propia metaheur´ıstica internamente en cada iteracio´n. El valor que se le
asigne al para´metro en cuestio´n, depende de las circunstancias, escenario o tiempo en el que se
encuentra la ejecucio´n de la metaheur´ıstica [26]. Por ejemplo, Recocido Simulado (SA), simula
el proceso de recocido del acero, en donde inicialmente la temperatura del acero es muy alta y
luego sucede un enfriamiento progresivo y paulatino hasta un valor muy bajo, con la finalidad de
que los a´tomos internos se acomoden de forma o´ptima y con esto conseguir un acero de o´ptima
calidad. En una versio´n reactiva, la temperatura se controla no so´lo considerando el principio
de que se tiene que llegar a 0 (o un valor muy bajo), sino que se puede aumentar, o disminuir
de golpe con base en las circunstancias de la bu´squeda en ese momento. Estos nuevos principios
o reglas toman en consideracio´n elementos de memoria, es decir, se aumenta la temperatura o
se disminuye tomando como referencia si esto funciono´ bien anteriormente. El momento en que
se toma la decisio´n de: a) aumentar la temperatura de golpe, b) continuar con un decremento
paulatino o c) bajarla de golpe, sucede cuando la bu´squeda se estanca sin conseguir mejores
resultados durante repetidas iteraciones. En ese momento se tienen tres posibles decisiones, y la
decisio´n se toma considerando el temperatura actual, es decir el escenario o circunstancia, y por
otro lado considerando los casos de e´xito que han tenido cada decisio´n, es decir, experiencias
previas.
Otro aspecto en donde se ha implementado la reactividad dentro de una metaheur´ıstica
es en el problema de dirigir la bu´squeda hacia una direccio´n u otra(s). Esta decisio´n se toma
con base en las experiencias previas, es decir, recordando que es lo que ha funcionado con
mejores resultados en el pasado. Durante la ejecucio´n, la metaheur´ıstica se va a enfrentar a
esta decisio´n en repetidas ocasiones; si se guarda esta informacio´n, mas el resultado obtenido
(si fue beneficioso o no), se tendra´ una memoria o base de datos que ayudara´ a tomar la mejor
decisio´n en las iteraciones posteriores.
Queda claro que para que una metaheurs´tica sea reactiva, debe de tener una memoria y un
conjunto de reglas que son ejecutadas cuando se toma una decisio´n que impacta en el proceso
de bu´squeda. La decisio´n que se tome es influenciada por las experiencias previas y las mejores
decisiones tienen mayores probabilidades de ser elegidas.
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Ahora bien, en una metaheur´ıstica poblacional, en donde esta´n involucrados varios agentes
o individuos, existe la posibilidad de que cada agente tenga su propia memoria y sus propias
reglas para tomar decisiones. O bien, compartir memoria, compartir las reglas o ambas. Si la
memoria es grupal, todos los agentes tendra´n acceso a ella y todos aportara´n sus experiencias,
lo cual enriquece la base de datos considerando diferentes perspectivas.
A lo largo de los an˜os, se han introducido diferentes conceptos referentes a la relacio´n entre
reactividad y sistemas multi-agentes. Bredenfeld y Kobialka [5] presentan un enfoque basado en
la coordinacio´n grupal, el cual es una extensio´n del esquema basado en comportamientos duo-
dina´micos; en dicho trabajo se introducen “variables grupales”que son le´ıdas y actualizadas
por los agentes de forma reactiva. Este enfoque fue aplicado para coordinar robots en un
equipo de futbol soccer. Por otro lado, Behnke y Rojas introducen en 2001 [6], “jerarqu´ıas de
comportamientos”; ra´pido y simple al comienzo de la jerarqu´ıa y comporta´ndose ma´s lento y
complejo conforme se llega al final. El sensor de modulacio´n se ajusta de forma reactiva con
base en las caracter´ısticas temporales del sistema. Este enfoque fue aplicado en RoboCup, un
torneo de futbol soccer entre robots (http://www.robocup.org).
2.3. Metaheur´ısticas como te´cnicas para resolver proble-
mas de optimizacio´n
Se distinguen comu´nmente dos grandes clases de te´cnicas de optimizacio´n, por un lado se
encuentran los me´todos exactos que esta´n basados en un estudio matema´tico riguroso de las
funciones involucradas en el modelo, lo que puede implicar dificultades serias, relacionadas
con la no-linealidad y la no-continuidad de las funciones. Por otro lado, se encuentran las
metaheur´ısticas que pueden ser vistas como heur´ısticas de alto nivel, disen˜adas para encontrar,
generar o seleccionar una solucio´n lo suficientemente buena a un problema de optimizacio´n,
especialmente cuando no se cuenta con toda la informacio´n o se tiene capacidad computacional
limitada. Es importante mencionar que las metaheur´ısticas representan una buena alternativa
para tratar los problemas NP-completos y NP-duros.
Hoy en d´ıa, se han desarrollado un gran nu´mero de metaheur´ısticas. Algunas de ellas intentan
reproducir feno´menos presentes en la naturaleza, como las te´cnicas de Co´mputo Evolutivo, sin
dejar de mencionar otros enfoques como el de Bu´squeda local y las metaheur´ısticas basadas en
trayectorias [15].
El paradigma de las te´cnicas de Co´mputo Evolutivo data de principio de los an˜os 50’s cuando
surge la idea de usar los principios darwinianos [8] con el propo´sito de solucionar problemas
relacionados con auto´matas. No fue hasta los 60’s, que tres distintas interpretaciones de esta
idea comenzaron a desarrollarse en tres diferentes lugares. Programacio´n Evolutiva (EP) fue
introducida por Lawrence J. Fogel [7] en los Estados Unidos, y casi simulta´neamente Rechenberg
y Schwefel introducen Estrategias Evolutivas (ESs) en Alemania en 1964. Casi una de´cada
despue´s, John Henry Holland de la Universidad de Michigan crea un me´todo que simula la
teor´ıa de la evolucio´n darwiniana para resolver problemas de optimizacio´n, llamado Algoritmo
Gene´tico (GA) [9]. A principio de los 90’s se unifican en una sola rama de estudio llamada
“Co´mputo Evolutivo”. Asimismo, al principio de los 90’s una nueva ideolog´ıa inspirada en las
tres anteriores emerge, llamada Programacio´n Gene´tica (GP).
Hoy en d´ıa, el campo de las Metaheur´ısticas inspiradas en la naturaleza, en su gran parte
esta´ constituido por Algoritmos Evolutivos (incluidos GAs, EP, ESs, GP, Evolucio´n diferencial
- ED [3], entre otros), los algoritmos de Inteligencia Colectiva, por ejemplo: Optimizacio´n por
enjambre de part´ıculas (PSO) [10], Optimizacio´n por colonia de hormigas (ACO)[11], Optimiza-
cio´n por Bu´squeda con Bacterias (BFO) [12], etc. Tambie´n, el campo se extiende en un sentido
ma´s amplio para incluir los Algoritmos Meme´ticos (MAs), Algoritmos Culturales, Bu´squeda
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Armo´nica (HS) [4] entre otros.
De estas nuevas vertientes cabe recalcar a PSO y ED como te´cnicas de reciente creacio´n, que
han sido foco de investigacio´n en las u´ltimas de´cadas, en gran medida por los buenos resultados
obtenidos al momento de resolver problemas de optimizacio´n continua.
2.3.1. Metaheur´ısticas basadas en sociedades
Las metaheur´ısticas basadas en sociedades pueden ser vistas como un subconjunto de los
me´todos evolutivos. En los procedimientos que imitan sociedades, la bu´squeda es influenciada
por cambios en el entorno social, as´ı como por interaccio´n entre los individuos (agentes) y
con su entorno; en otras palabras, los individuos son entidades fundamentalmente sociales que
interactu´an entre si con el propo´sito de mejorar. Dichas mejoras se alcanzan: por las aportaciones
que hacen cada uno de los individuos en la sociedad, las interacciones que inducen procesos de
aprendizaje entre los agentes y a la adaptacio´n veloz de los agentes a su entorno. La inspiracio´n
de muchas de estas te´cnicas proviene de procesos naturales observados en sistemas biolo´gicos
y/o sociales.
La te´cnica de Composicio´n en una Sociedad de Mu´sicos (CSM), desarrollada en este trabajo,
emplea internamente cinco metaheur´ısticas con el propo´sito de generar nuevas soluciones con
base en mecanismos reactivos. Se han incluido dentro del procedimiento porque han sido imple-
mentadas para resolver numerosas instancias del problema de optimizacio´n global con buenos
resultados. Cada uno de los diferentes me´todos de bu´squeda realiza un balance entre diversi-
ficacio´n e intensificacio´n, apoya´ndose sobre elementos de memoria, experiencia, colaboracio´n,
adaptacio´n, seleccio´n, entre otras te´cnicas para dirigir la bu´squeda, salir de o´ptimos locales e
intensificar la bu´squeda en zonas prometedoras.
A continuacio´n, se describen las metaheur´ısticas empleadas por CSM para generar solu-
ciones. Es importante mencionar que CSM no utiliza el procedimiento original al pie de la
letra, sino que emplea una adaptacio´n, la cual sera´ explicada posteriormente. Dicha adaptacio´n
se debe a que las metaheur´ısticas seleccionadas generan en cada iteracio´n ma´s de una solu-
cio´n (a excepcio´n de HS); en cambio, CSM so´lo necesita una. La adaptacio´n es llamada como
“Metaheur´ıstica generadora de soluciones”.
2.3.2. Colonia de Abejas Artificiales
Dentro de los algoritmos inspirados en la naturaleza para resolver problemas de optimi-
zacio´n, esta´n los basados en inteligencia colectiva (Swarm Intelligence), que son aquellos que
se enfocan en el comportamiento colectivo, el control descentralizado y la auto-organizacio´n.
Dentro de estos algoritmos podemos encontrar a la colonia de hormigas (ACO), bancos de peces
(AFSA) [13], parvadas de paja´ros y la colonia de abejas artificiales (ABC). ABC fue propuesto
en 2005 por Karaboga [2] y esta´ basado en el forrajeo (recoleccio´n de polen y nectar) de las
abejas mel´ıferas.
ABC imita dos aspectos importantes que realizan las abejas cuando buscan su alimento:
Bu´squeda local (a la cercan´ıa).
Bu´squeda dirigida (hacia la mejor fuente de alimento).
Exploracio´n (visitar regiones nunca antes exploradas).
En este proceso interactu´an tres tipos de abejas, las cuales son:
a) Abeja supervisora: Esta´ al mando y dirige la bu´squeda, tiene una abeja obrera a su cargo
para realizar las bu´squedas. Conoce la ubicacio´n de la mejor fuente de alimento (mejor
solucio´n) encontrada hasta el momento.
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b) Abeja obrera: Realiza la bu´squeda local y/o dirigida con base en lo que su supervisora le
ordene.
c) Abeja Exploradora: Busca nuevos puntos de partida (aleatorios) para explorar el espacio
de bu´squeda.
La idea es la siguiente: Se realiza una bu´squeda en la cercan´ıa y posteriormente una bu´squeda
en direccio´n a la mejor fuente de alimento. Si las dos estrategias anteriores no logran encontrar
una fuente de alimento mejor que la fuente de alimento inicial, entonces se explora el paisaje de
bu´squeda desde otra perspectiva o posicio´n. A lo largo de la bu´squeda, las abejas se posicionan
en puntos donde la fuente de alimento es buena, siempre dirigiendo la bu´squeda en direccio´n a
la mejor fuente de alimento. La diversificacio´n se hace presente cuando la abeja explora nuevos
territorios, lo que ayuda tambie´n a escapar de o´ptimos locales.
2.3.3. Algoritmo Gene´tico
Un investigador de la Universidad de Michigan llamado John Holland era consciente de la
importancia de la seleccio´n natural, y a fines de los 60’s desarrollo´ una te´cnica que permitio´
incorporarla a un programa. Su objetivo era lograr que las computadoras aprendieran por s´ı
mismas. A la te´cnica que invento´ Holland se le llamo´ originalmente “planes reproductivos”,
pero se hizo popular bajo el nombre “Algoritmo Gene´tico”tras la publicacio´n de su libro en
1975 [9].
En la literatura se han reportado aplicaciones de los algoritmos gene´ticos (AG) para una
gran variedad de problemas de optimizacio´n. Esta metaheur´ıstica se inspira en el proceso de
evolucio´n de individuos de una poblacio´n, donde los individuos mejor adaptados tienen mayores
probabilidades de sobrevivir y reproducirse.
A continuacio´n, se describen las fases del proceso de bu´squeda:
Seleccio´n de individuos para cruza: Por cada individuo a generar (descendiente) se selec-
cionan dos individuos padres, diferentes entre si; se les asigna una mayor probabilidad de
ser elegidos a los mejores individuos, sin descartar la seleccio´n estoca´stica.
Cruza: Se aplica un mecanismo de cruza para generar los nuevos individuos. El mecanismo
de cruza debe proveer al nuevo individuo caracter´ısticas de ambos padres.
Mutacio´n: Bajo cierta probabilidad, t´ıpicamente baja, se realiza la mutacio´n de los nuevos
individuos, que consiste en alterar aleatoriamente la nueva solucio´n en un rango corto.
Reemplazo: Se remplazan individuos de la generacio´n anterior por los nuevos individuos.
Los mejores individuos de la generacio´n anterior sobreviven a la pro´xima generacio´n.
2.3.4. Bu´squeda Armo´nica
Bu´squeda Armo´nica (HS) fue inicialmente desarrollada por Zong Woo Geem et al. en 2001
[4]. Al pasar de los an˜os, su eficiencia y sus ventajas han sido demostradas en varias aplicaciones;
desde entonces, ha sido implementada para resolver muchos problemas de optimizacio´n inclu-
yendo optimizacio´n global, flujos en redes, modelado de flujos acu´ıferos subterra´neos, sistemas
de ahorro de energ´ıa, ruteo de veh´ıculos, entre otros.
HS es una metaheur´ıstica basada en la analog´ıa del comportamiento de un mu´sico al crear
o imporovisar mu´sica; el mu´sico busca un perfecto estado de armon´ıa en las notas. La armon´ıa
en la mu´sica es equivalente a encontrar la solucio´n o´ptima en un proceso de optimizacio´n. El
proceso de bu´squeda en optimizacio´n puede ser comparado con el proceso de improvisacio´n de
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un mu´sico de jazz. Por otra parte, la armon´ıa es determinada por el esta´ndar de belleza del
sonido musical.
Bu´squeda Armo´nica es el perfecto ejemplo, en donde se transforma el proceso cualitativo de
improvisacio´n, en un conjunto de reglas cuantitativas. As´ı pasamos de la belleza de la armon´ıa
en la mu´sica, a un proceso de optimizacio´n que busca la perfecta armon´ıa.
Procedimiento. Cuando un mu´sico esta´ improvisando, se tienen tres posibles decisiones:
(1) tocar una famosa pieza de mu´sica en su memoria (2) tocar algo similar a una pieza que
recuerde (3) componer algo nuevo y ser creativo. Formalizando estas tres componentes en un
algoritmo, se integran a la metaheur´ıstica como: uso de la memoria armo´nica, ajuste de tono y
aleatoriedad.
El uso de la memoria armo´nica es importante, similar a la eleccio´n de los mejores individuos
en el algoritmo gene´tico. Esto asegura que las mejores armon´ıas continu´en en la nueva memoria
armo´nica. El para´metro raceptacion [0,1] usualmente llamado “aceptacio´n de memoria armo´nica”
controla el uso de la memoria armo´nica al momento de crear nuevas armon´ıas. Si el valor
asignado es muy pequen˜o, so´lo pocas buenas armon´ıas se seleccionan, lo que posiblemente
provoque que el algoritmo converja lentamente. Si el valor es exageradamente alto (cercano a
1), la gran mayor´ıa de las armon´ıas se toman de la memoria armo´nica, lo que provoca que no se
exploren otros valores que podr´ıan dar mejores resultados. Por lo tanto, t´ıpicamente se asigna
un valor entre raceptacion= [0.7, 0.95].
El segundo componente es el ajuste de tono, determinado por el ancho de banda brango y el
para´metro de ajuste de tono rajuste. Como en la mu´sica, el ajuste de tono significa el cambio
en alguna frecuencia, que corresponde a generar una solucio´n ligeramente diferente. El ajuste
utilizado es el siguiente:
Xnueva=Xvieja+brango
donde Xvieja es el tono o solucio´n existente de la memoria armo´nica, y Xnueva es el nuevo
tono despue´s del ajuste de tono. En esencia esta operacio´n produce una nueva solucio´n basada
en algo que ya ten´ıamos con una ligera perturbacio´n o cambio de tono, t´ıpicamente en un rango
pequen˜o. El ajuste de tono es similar a la mutacio´n si lo comparamos con el algoritmo gene´tico.
Se puede controlar la frecuencia del ajuste de tono de una armon´ıa mediante el para´metro
rajuste. Un pequen˜o cambio en el tono en un ancho de banda estrecho puede hacer ma´s lenta
la convergencia, ya que limitamos la exploracio´n a un pequen˜o sub-espacio del espacio de
bu´squeda. En el sentido opuesto, un gran cambio en el tono en un ancho de banda grande
podr´ıa causar que la bu´squeda se torne un tanto aleatoria. Usualmente se toma rajuste= 0.5 en
la mayor´ıa de las aplicaciones.
El tercer componente es la aleatoriedad, que tiene como finalidad incrementar la diversidad
en las soluciones. Aunque el ajuste de tono tiene un propo´sito similar, e´ste esta´ limitado a un
ancho de banda o espacio de movimiento definido. El uso de la aleatoriedad puede conducir a
espacios inexplorados donde se puede encontrar el o´ptimo global.
A continuacio´n, se presenta el algoritmo cano´nico de HS. Cabe mencionar que HS so´lo




0: raceptacion Rango de aceptacio´n de la memoria armo´nica.
0: rajuste Frecuencia de ajuste de tono.
0: brango Ancho de Banda.
1: Generar un conjunto inicial de n arreglos armo´nicos (soluciones). Evaluar cada solucio´n con
respecto a la funcio´n objetivo e integrarla a la memoria armo´nica.
2: mientras no se cumple un criterio de paro hacer
3: Se genera un arreglo armo´nico vac´ıo. x = (x1,x2,x3, . . . , xd)
4: para cada variable i del vector solucio´n (desde 1 hasta d) hacer
5: si aleatorio1 < raceptacion entonces
6: Aceptacio´n de la memoria armo´nica (Recordar). Se elige de manera aleatoria un
arreglo armo´nico de la memoria armo´nica y se toma el valor de la variable i para
asignarlo en el valor de la variable i del nuevo arreglo armo´nico.
7: si no
8: si aleatorio2 < rajuste entonces
9: Ajuste de tono en ancho de banda (Generar algo ligeramente diferente). Se elige
de manera aleatoria un arreglo armo´nico de la memoria armo´nica, se toma el valor
de la variable i y se ajusta el valor de manera aleatoria dentro del ancho de banda
(brango). Finalmente se asigna al valor de la variable i del nuevo arreglo armo´nico.
10: si no
11: Aleatoriedad (Creatividad). Generar una nueva armon´ıa totalmente aleatoria den-





15: Evaluar a x con respecto a la funcio´n objetivo.
16: si x mejor que el peor arreglo armo´nico entonces





22: devolver Mejor arreglo armo´nico (solucio´n)
La figura 2-1, ilustra los tres movimientos posibles en HS: memoria armo´nica, ajuste de tono
y aleatoridad.
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Figura 2-1: Memoria armo´nica (recordar), ajuste de tono (recordar y modificarlo un poco) y
aleatoridad (creatividad)
2.3.5. Evolucio´n diferencial
El algoritmo de Evolucio´n diferencial (ED) fue introducido por Storn y Price en 1995 [3],
dicho algoritmo es un Algoritmo Evolutivo disen˜ado para trabajar con variables reales, involu-
crando un mecanismo novedoso para generar una solucio´n candidata y un esquema de reemplazo
gloto´n. ED trabaja de la siguiente manera: Inicialmente todos los individuos son creados de
forma aleatoria. Despue´s, por cada individuo en la poblacio´n, se crea un descendiente, el cual es
creado realizando operaciones entre vectores, combinando direcciones y magnitudes, o mante-
niendo la direccio´n pero aumentando o disminuyendo la magnitud. El descendiente reemplaza
al padre so´lo si este es mejor, de otra forma el padre sobrevive a la siguiente generacio´n.
A continuacio´n, se describen las cuatro etapas del algoritmo de ED:
1. Inicializacio´n: Inicializar los individuos de la poblacio´n de forma aleatoria considerando
como posibles valores, todos los definidos por el espacio de bu´squeda.
2. Mutacio´n: Sea a la solucio´n de partida o “Individuo original”, y P la poblacio´n, donde
a ∈ P . Se deben elegir dos elementos de P : b, c tal que b 6= c, a 6= b, a 6= c, es decir
que sean elementos distintos entre si; se debe de cumplir que |P | ≥ 3. Se genera una
nueva solucio´n x, realizando la siguiente operacio´n, tomando a las soluciones a, b, c como
vectores: x = a + (Pctrl)(b − c) , donde Pctrl es un valor real entre 0 y 1. La nueva
solucio´n x, se conocera´ como “Mutante”.
3. Recombinacio´n: Se hace uso de la te´cnica “Cruza exponencial”, en donde se combinan
elementos (variables) del “Individuo original” con su “Mutante”, con base en el factor de
cruza que determina que´ tantas caracter´ısticas mutantes se le otorgan al “Nuevo indivi-
duo”. Es decir, la solucio´n resultante o “Nuevo individuo” tiene tanto sus caracter´ısticas
originales (antes de la mutacio´n), como las de su mutante con base en el factor de cruza.
4. Seleccio´n: Si el individuo resultante de la recombinacio´n es mejor que el individuo original,
se remplaza en la poblacio´n.
En cada generacio´n se repiten los pasos 1, 2 y 3 para cada individuo de la poblacio´n.
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Figura 2-2: Procedimiento de Evolucio´n Diferencial
2.3.6. Bu´squeda Dispersa
Los conceptos y principios fundamentales de Bu´squeda Dispersa (SS) [14] fueron propuestos
a comienzo de la de´cada de los setenta. La primera descripcio´n del me´todo fue publicada en
1977 por Fred Glover donde establece los principios de SS.
En una comparacio´n con AG, este´ mantiene un conjunto de soluciones relativamente grande,
selecciona las mejores de manera probabil´ıstica, realizando operaciones de recombinacio´n y
mutacio´n entre ellas para formar la siguiente generacio´n. En cambio, en SS la seleccio´n de
soluciones es sistema´tica y estrate´gica sobre un conjunto pequen˜o. Como ilustracio´n basta
decir que los algoritmos gene´ticos suelen considerar una poblacio´n de 100 soluciones mientras
que en la bu´squeda dispersa es habitual trabajar con un conjunto de tan so´lo 10 soluciones.
A continuacio´n, se describen los pasos del algoritmo cano´nico:
1. Generacio´n de soluciones diversas: El me´todo genera un conjunto P de soluciones diversas
(alrededor de 100), del que se extrae un subconjunto pequen˜o (alrededor de b=10) con el
que se realizan las combinaciones y que se denomina como: conjunto de referencia.
2. Conjunto de referencia (Ref-Set): Extra´ıdo del conjunto de las soluciones diversas segu´n
dos criterios: (1) contener soluciones de calidad (2) que sean diferentes entre si (calidad
y diversidad). Las soluciones en este conjunto esta´n ordenadas de mejor a peor respecto
de su calidad.
a) Creacio´n: Se inicializa el conjunto de referencia con las b/2 mejores soluciones de
P. Las b/2 restantes se extraen de P por el criterio de ma´xima distancia con las
ya incluidas en el conjunto de referencia. Para ello se debe definir previamente una
funcio´n de distancia.
b) Actualizacio´n: Las soluciones fruto de etapas de combinacio´n y mejora, pueden en-
trar en el conjunto de referencia y reemplazar a alguna de las ya incluidas si las
mejoran. As´ı pues, el conjunto de referencia mantiene un taman˜o b constante pero
va mejorando a lo largo de la bu´squeda.
3. Me´todo de combinacio´n: se combinan las soluciones del conjunto de referencia. Para ello,
se consideran subconjuntos de dos o ma´s elementos de dicho conjunto y se combinan
mediante un me´todo de cruza.
4. Me´todo de mejora. T´ıpicamente se trata de un me´todo de bu´squeda local para mejorar
las soluciones, tanto del conjunto de referencia como de las resultantes de la combinacio´n,
antes de considerar su inclusio´n en el conjunto de referencia.
2.3.7. Me´todo de Composicio´n Musical
El Me´todo de Composicio´n Musical (MMC) fue propuesto por el Dr. Roma´n Anselmo Mora
y el Dr. Javier Ramı´rez Rodr´ıguez (entre otros)[17], para resolver problemas de optimizacio´n
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no restringida. Este algoritmo socio-cultural esta´ basado en la evolucio´n de una sociedad ar-
tificial de agentes (o compositores), que tienen una capacidad creativa propia y que pueden
intercambiar informacio´n entre s´ı. Esta sociedad es dina´mica, por lo que los v´ınculos entre los
diferentes agentes pueden crearse o desaparecer en el transcurso de la evolucio´n. Los agentes
son libres de utilizar o no la informacio´n de los dema´s agentes con los cuales esta´n en contacto.
El comportamiento de intensificacio´n adoptado por los agentes (cada agente busca en su “en-
torno”) se ve balanceado por la capacidad exploradora debida a la interaccio´n entre ellos. A
continuacio´n, se describe brevemente el modo operativo del algoritmo:
1. Se crea una sociedad de compositores, con v´ınculos entre ellos generados de forma alea-
toria. Cada compositor tiene un conjunto inicial de melod´ıas (soluciones), tambie´n ge-
neradas de forma aleatoria. Este conjunto de melod´ıas forma el conocimiento propio del
compositor, su obra musical de acuerdo a la meta´fora del MMC.
2. Mientras no se cumple un criterio de paro (t´ıpicamente, mientras no se alcanza un tiempo
l´ımite de ejecucio´n o un nu´mero ma´ximo de iteraciones), se realizan los siguientes pasos:
a) Cada agente intercambia informacio´n con sus vecinos, aceptando o rechazando una
melod´ıa para construir su conocimiento adquirido .
b) La unio´n de los conocimientos propio y adquirido de cada agente forma su expe-
riencia.
c) Cada agente construye una nueva melod´ıa. Para ello, puede tomar en cuenta su
experiencia completamente (mediante una recombinacio´n de varias de sus melod´ıas
conocidas), parcialmente (modificando localmente una de sus melod´ıas conocidas) o
para nada (inventando una melod´ıa completamente nueva).
d) Cada agente decide integrar o no la melod´ıa nueva a su conocimiento propio, gene-
ralmente de acuerdo a un criterio gloto´n.
e) Se actualiza la sociedad artificial, de tal forma que cada agente puede eliminar v´ıncu-
los existentes con sus vecinos y/o crear v´ınculos nuevos con otros agentes.
Varios experimentos nume´ricos han permitido comprobar que los resultados obtenidos por
el algoritmo MMC sobre bancos de instancias con funciones continuas (restringidas o no) son
muy satisfactorios cuando se comparan con otras te´cnicas metaheur´ısticas del estado del arte
[17].
En la figura 2-3, se pueden observar los integrantes de la sociedad de compositores, as´ı como
los v´ınculos o asociaciones entre ellos; estos v´ınculos cambian con el paso del tiempo.
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Figura 2-3: Intergrantes de la sociedad y los v´ınculos entre ellos (MMC)
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Cap´ıtulo 3
Descripcio´n del me´todo desarrollado
Como antes se ha mencionado, la metaheur´ıstica “Composicio´n en una sociedad de mu´sicos”
(CSM) presenta dos l´ıneas de investigacio´n:
Comportamientos sociales,
Reactividad.
El tipo de comportamiento adoptado determina cua´les melod´ıas esta´n involucradas al mo-
mento de generar una nueva solucio´n. Por otro lado, la reactividad decide que´ te´cnica es la
ma´s conveniente para generar nuevas soluciones con las melod´ıas involucradas en el proceso de
composicio´n musical.
Estos dos aspectos de la metaheur´ıstica se abordara´n de manera separada al explicar la
metodolog´ıa empleada, pero ambas conforman el algoritmo general. Elegir el comportamiento
social (influenciado por los para´metros de entrada) es la parte crucial del algoritmo; por otro
lado, la reactividad se emplea para imitar el comportamiento de aprendizaje, y se aplica sin
importar el comportamiento del compositor (aislado, para´sito o colaborador).
3.1. Comportamiento Social
Algunos mu´sicos deciden ser productivos asocia´ndose con otros para colaborar, dividir el
trabajo y compartir su talento y su conocimiento. En este caso, la metaheur´ıstica se inspira en
el MMC, reproduciendo sus mecanismos de intercambio de informacio´n y colaboracio´n entre
los individuos.
Por otro lado, se introduce otro tipo de compositor que decide trabajar en solitario, ya que
as´ı se enfoca sobre su propia obra sin tomar en cuenta la obra de los dema´s, concentra´ndose en
su propio talento y experiencias.
Finalmente, un subconjunto de compositores se aprovecha del trabajo de los dema´s, compi-
lando las mejores melod´ıas producidas por la sociedad, ahorra´ndose con ello el trabajo de crear
sus propias melod´ıas.
Los compositores de esta u´ltima clase so´lo producen melod´ıas nuevas recombinando elemen-
tos de las mejores, garantizando de esta forma trabajos de buena calidad y con buena aceptacio´n,
pero poco originales. Esta clase de compositores permite crear soluciones nuevas en regiones
intermedias de algunas soluciones e´lite (mejores soluciones encontradas hasta el momento), de
manera similar a las te´cnicas de re-encadenamiento de trayectorias. El re-encadenamiento de
trayectorias (Glover y Laguna, 1997) [28] se basa en el hecho de que entre dos soluciones se
puede trazar un camino que las una, de modo que las soluciones en dicho camino contengan
atributos de ellas.
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En la figura 3-1, se ilustra la composicio´n de la sociedad de mu´sicos. El punto verde indica la
mejor melod´ıa de cada compositor colaborativo, que a su vez, son compiladas por el compositor
para´sito. El compositor aislado, realiza un balance entre sus mejores y ma´s diversas melod´ıas
(puntos amarillos y azules) aisla´ndose de los compositores colaborativos.
Figura 3-1: Individuos colaborativos, individuo aislado e individuo para´sito
3.1.1. Para´metros de entrada
En toda metaheur´ıstica, encontrar la configuracio´n de para´metros de entrada o´ptima es un
requerimiento esencial para encontrar soluciones de buena calidad, en el menor nu´mero posible
de iteraciones. CSM no es la excepcio´n, la metaheur´ıstica tiene cuatro para´metros de entrada
que influyen en el desempen˜o de la misma, involucrando los siguientes dos aspectos:
La tendencia en el comportamiento (colaborativo, aislado, para´sito) de los compositores.
El nu´mero de compositores y su capacidad de retencio´n de memoria al paso de las itera-
ciones.
A continuacio´n, se describen los cuatro para´metros de entrada:
1. Tasa de trabajo colaborativo (tco). Valor real entre 0 y 1. Define la probabilidad de que
los compositores colaboren entre s´ı, o en caso contrario que se comporten de forma aislada
o abusiva.
2. Tasa de comportamiento para´sito (tpar). Valor real entre 0 y 1. Define la probabilidad
condicional de que, dado que no se comportan de forma colaborativa, los compositores
adopten un comportamiento para´sito o, al contrario, aislado.
3. Nu´mero de compositores (n): Valor entero entre 2 e ∞. Nu´mero de compositores que
colaboran entre si. So´lo existe un compositor aislado y un para´sito, independientemente
del nu´mero de compositores colaborativos.
28
4. Nu´mero de melod´ıas por compositor (m). Valor entero entre 3 e∞. Capacidad de memoria
por compositor, es decir, cua´ntas melod´ıas puede recordar un agente simultaneamente a
lo largo de la ejecucio´n del algoritmo. Cabe mencionar, que en el caso del compositor
para´sito, el taman˜o de su memoria es n.
3.1.2. Algoritmo general
Con base en lo enunciado anteriormente, acerca de los diferentes comportamientos sociales
que pueden adoptar los compositores, el algoritmo 2 presenta la estructura general del me´todo
de CSM. En los renglones 3 y 8, se realizan las pruebas para decidir el tipo de comportamiento
que los compositores adoptara´n.
Algoritmo 2 Algoritmo CSM
Entrada: Para´metros de entrada: (tco, tpar, n, m)
1: Inicializacio´n de la sociedad y agentes reactivos (n, m)
2: mientras No se cumpla un criterio de paro hacer
3: si aleatorio1 < tco entonces
4: para todo Compositores colaborativos hacer
5: Proceso de composicio´n de compositor colaborativo
6: fin para
7: si no
8: si aleatorio2 < tpar entonces
9: Proceso de composicio´n de compositor para´sito
10: si no
11: Proceso de composicio´n de compositor aislado
12: fin si
13: fin si
14: Actualizar v´ınculos en la sociedad (compositores colaborativos), cada mu´sico puede eli-
minar o agregar v´ınculos con sus colegas.
15: Se comparten las melod´ıas (conocimiento adquirido).
16: fin mientras
17: devolver Mejor melod´ıa (solucio´n) encontrada
Donde:
aleatorio1, aleatorio2: son nu´meros reales aleatorios e independientes con distribucio´n
uniforme entre 0 y 1.
Criterio de paro: consiste t´ıpicamente en alcanzar un tiempo l´ımite de ejecucio´n, un
nu´mero ma´ximo de iteraciones o un nu´mero ma´ximo de llamadas a la funcio´n objetivo.
3.1.3. Inicializacio´n de la sociedad
Este proceso crea los compositores y su memoria propia (melod´ıas o soluciones) en base a
los para´metros de entrada. Adema´s, crea las relaciones entre los compositores colaborativos. A
continuacio´n, se describen los pasos a seguir:
Crear n compositores colaborativos, cada uno con m melod´ıas (soluciones). A cada una
de las notas (variables) que integran la melod´ıa, se le asigna un valor aleatorio uniforme
entre sus cotas.
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Determinar, para cada compositor colaborativo, su mejor melod´ıa y guardarla dentro
del arreglo de mejores melod´ıas de taman˜o n. Dicho arreglo constituye la memoria del
compositor para´sito.
Crear el compositor aislado con m melod´ıas genaradas de forma distribuida. Es decir, se
procura que las soluciones abarquen en lo posible todo el espacio de bu´squeda.
Crear las relaciones entre los individuos colaborativos de acuerdo a los siguientes pasos:
• Por cada compositor colaborativo se decide si se crea un v´ınculo con cada uno de los
otros compositores colaborativos, con una probabilidad de 0.5; es decir, existe una
probabilidad igual que el v´ınculo sea creado o no.
• Se impone que cada compositor tenga al menos un v´ınculo con otro compositor; por
lo que, si no se crea ningu´n v´ınculo en el paso anterior, se elige de forma aleatoria
un compositor y se crea el v´ınculo con el. El motivo de lo anterior es que, de no
tener ninguna colaboracio´n con otro agente, el compositor se comportar´ıa como un
compositor aislado.
3.1.4. Proceso de composicio´n
El proceso de composicio´n, es la parte del algoritmo en donde el compositor, con base en el
conocimiento disponible, inicia la creacio´n de nuevas melod´ıas, mediante estrategias reactivas.
Posteriormente, se decide si las melod´ıas se integran o se desechan en la memoria del com-
positor, con base en una calificacio´n obtenida. Cada tipo de compositor (colaborativo, aislado
o para´sito) tiene su propia forma de componer mu´sica tomando como referencia sus melod´ıas
base; entie´ndase como melod´ıas base, las melod´ıas del conocimiento del compositor, es decir, las
melod´ıas a las que tiene acceso. A continuacio´n, se describe, para cada compositor, su proceso
de composicio´n.
Proceso de composicio´n para compositores colaborativos
Nu´mero de melod´ıas a componer: n nuevas melod´ıas, una por cada compositor colabora-
tivo.
Melod´ıas base: Se toma como base las m melod´ıas del compositor (conocimiento propio),
adema´s de las aportadas por la sociedad (conocimiento adquirido).
Calificacio´n: Se dice que una melod´ıa generada es buena si es mejor que la peor melod´ıa
del compositor.
Reemplazo: Si la melod´ıa fue calificada como buena, reemplaza a la peor melod´ıa del
compositor. Tambie´n se valida si se puede integrar al arreglo de mejores soluciones.
En la figura 3-2, se ilustra a cada mu´sico colaborativo componiendo su propia melod´ıa,
con base en su propio conocimiento (melod´ıas verdes) y el aportado por la sociedad (melod´ıas
amarillas).
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Figura 3-2: Compositores Colaborativos
Proceso de composicio´n para compositor para´sito
Nu´mero de melod´ıas a componer: n nuevas melod´ıas.
Melod´ıas base: Se toman como base las n mejores melod´ıas (arreglo de mejores soluciones).
Calificacio´n: Se dice que una melod´ıa generada es buena si es mejor que la peor melod´ıa
contenida en arreglo de mejores melod´ıas.
Reemplazo: Si la melod´ıa fue calificada como buena, reemplaza a la peor melod´ıa del
arreglo de mejores melod´ıas.
En la figura 3-3, se ilustra al compositor para´sito; robando las mejores melod´ıas de los
compositores colaborativos y el compositor aislado.
Figura 3-3: Compositor Para´sito
Proceso de composicio´n para compositor aislado
Nu´mero de melod´ıas a componer: m nuevas melod´ıas.
Melod´ıas base: Se toma como base las m melod´ıas del compositor aislado.
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Calificacio´n: Se dice que una melod´ıa generada es buena si es mejor que la peor melod´ıa
del compositor aislado.
Reemplazo: Una vez generadas las m nuevas melod´ıas, se integran a las m viejas melod´ıas
(melod´ıas iniciales), generando un conjunto de 2m melod´ıas. De este nuevo conjunto, se
toman las m/2 mejores soluciones en te´rminos de la funcio´n objetivo y las m/2 ma´s
diversas (las soluciones ma´s alejadas de la mejor solucio´n conocida por el compositor
aislado con base en la distancia euclidiana), para formar el nuevo conjunto de m melod´ıas
que el compositor conservara´. Si se repiten dos soluciones en el nuevo conjunto final de
melod´ıas, entonces una de ellas, se remplaza con una melod´ıa (solucio´n) generada de
forma aleatoria. Adema´s, por cada melod´ıa producida, se valida si se puede integrar al
arreglo de mejores soluciones. Obse´rvese que las soluciones diversas corresponden a las
soluciones ma´s alejadas de la mejor solucio´n conocida por el compositor aislado.
En la figura 3-4, se ilustra al compositor aislado; por un lado con sus mejores melod´ıas, y
por el otro, sus ma´s diversas.
Figura 3-4: Compositor Aislado
3.2. Reactividad
3.2.1. Agentes Reactivos
Un agente reactivo es un elemento vigilante y participativo en el proceso de composicio´n
musical. Su objetivo es recopilar informacio´n de las decisiones efectuadas a lo largo del proceso
de bu´squeda, y con base en dicha informacio´n (memoria), tomar las mejores decisiones para
generar soluciones de buena calidad, que lleven a la metaheur´ıstica a encontrar buenas (mejores)
soluciones en el menor nu´mero de pasos.
Existen tres agentes reactivos inmersos en el proceso de composicio´n musical, que emplean
mecanismos de aprendizaje basados en experiencia (memoria) y toma de decisiones en l´ınea,
auto-adapta´ndose (otorgando mayor prioridad a buenos resultados) segu´n las circunstancias
en un momento dado, lo que permite a la metaheur´ıstica sacar provecho de esa inteligencia
emergente. Los agentes se enfocan en aspectos donde de no ser empleados de forma reactiva,
tendr´ıan que calibrarse previamente a la ejecucio´n de la metaheur´ıstica. El control de para´me-
tros mediante reactividad ahorra tiempo en la calibracio´n de los mismos, considerando que el
problema de calibracio´n de para´metros es por si solo un problema NP-Duro.
Las siguientes, son las a´reas en las que esta´n involucrados los agentes reactivos:
Reactividad en la eleccio´n de la metaheur´ıstica generadora de soluciones.
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Reactividad en la calibracio´n de para´metros mediante HS.
Reactividad en la direccio´n de movimiento de las variables.
En la figura 3-5, se ilustran los tres agentes reactivos involucrados en el proceso de compo-
sicio´n mu´sical. El primero (a la izquierda), debe decidir entre las cinco metaheur´ısticas gene-
radoras de soluciones disponibles (´ıconos a su izquierda) como mecanismo para generar nuevas
melod´ıas. El segundo (al centro), crea configuraciones de para´metros mediante HS para la
metaheur´ıstica seleccionada por el primer agente. Y finalmente, el tercero (a la derecha), de-
cide la direccio´n (izquierda o derecha) de los movimientos de las variables en situaciones de
perturbacio´n. Posteriormente, se describira´ cada uno a detalle.
Figura 3-5: Agentes Reactivos
3.2.2. Reactividad en la eleccio´n de la metaheur´ıstica generadora de
soluciones
Sin importar el tipo de comportamiento del compositor (colaborativo, para´sito o aislado),
cuando empieza el proceso de composicio´n, el agente reactivo tiene la tarea de elegir un me´todo
para generar nuevas soluciones. El me´todo que elija influye en la calidad de sus melod´ıas; por
esta razo´n debe elegir la te´cnica a emplear con base en los resultados obtenidos en sus expe-
riencias previas. Las te´cnicas propuestas en este contexto se inspiran en metaheur´ısticas del
estado del arte que emplean sus propias peculiaridades (eleccio´n de vecindarios, mecanismos de
cruza, perturbaciones, etc.) para generar hermosas melod´ıas (buenas soluciones que reduzcan
o incrementen el valor de la F.O). Las cinco metaheur´ısticas generadoras de soluciones emplea-
das se eligieron con base en los buenos resultados obtenidos sobre instancias del problema de
optimizacio´n global.





En la figura 3-6, se ilustra al agente reactivo encargado de la eleccio´n de la metaheur´ıstica
generadora de soluciones.
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Figura 3-6: Eleccio´n de la metaheur´ıstica generadora de soluciones
3.2.3. Reactividad en la calibracio´n de para´metros mediante Bu´sque-
da Armo´nica
Por otro lado, la calibracio´n de para´metros mediante HS tiene como objetivo generar las
mejores configuraciones de para´metros de entrada de cada una de las metaheur´ısticas genera-
doras de soluciones. Cada una de ellas tiene su propia memoria, con la cual, el agente reactivo
crea nuevas configuraciones basa´ndose en los principios de HS:
Aceptacio´n de memoria armo´nica.
Ajuste de tono en un ancho de banda.
Aleatoriedad.
Al incluir en la memoria las mejores configuraciones, despue´s de un cierto nu´mero de ite-
raciones empleando HS, se tendra´n configuracio´nes lo suficientemente buenas como para que
cada metaheur´ıstica pueda producir soluciones de alta calidad. Es importante mencionar que
una solucio´n de HS representa una configuracio´n de para´metros asociada a una metaheur´ısti-
ca generadora de soluciones, por lo cual sera´ llamada “solucio´n-configuracio´n”. El nu´mero de
variables, as´ı como el tipo de dato de cada variable (real, entero, booleano etc.) de una solu-
cio´n-configuracio´n dependen de los para´metros de entrada de cada metaheur´ıstica generadora
de soluciones.
En la figura 3-7, se ilustra al agente reactivo encargado de producir soluciones-configuraciones
mediante HS.
Figura 3-7: Calibracio´n de para´metros mediante Bu´squeda Armo´nica
3.2.4. Reactividad en la direccio´n de movimiento de las variables
HS en su forma cano´nica incluye la alteracio´n de una nota (variable) en un rango o ancho de
banda acotado. Esta modificacio´n aleatoria y local de algunas notas es un proceso similar a la
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mutacio´n en AG. Los movimientos se pueden ver como perturbaciones aportadas a una solucio´n
con la finalidad de realizar una bu´squeda en su entorno. En la metaheur´ıstica Composicio´n en
una Sociedad de Mu´sicos, al momento de producirse un movimiento perturbador, se registra
la direccio´n del movimiento de la variable ya sea positivo (derecha) o negativo (izquierda). Se
define previamente un ancho de banda en el cual se mantiene la perturbacio´n. Por ejemplo, si
el valor actual de la variable es 5 y el ancho de banda se define en +1 y -1, entonces los l´ımites
inferior y superior aceptables del movimiento son 4 y 6. Dos posibles valores resultantes de la
perturbacio´n son por ejemplo: 5.6 (positivo) o 4.56 (negativo). El agente reactivo registra dichos
movimientos para aprender de los aciertos y errores y, en un futuro, tomar mejores decisiones
en cuanto a la direccio´n hacia donde se han encontrado las mejores soluciones. Es importante
mencionar que el aprendizaje es individual por cada variable (nota).
En la figura 3-11, se ilustra al agente reactivo que vigila, registra y aprende de los movi-
mientos por cada variable, en caso de movimientos perturbantes.
Figura 3-8: Direccio´n de movimiento de las variables
3.2.5. Inicializacio´n de los agentes reactivos
Memoria de metaheur´ısticas generadoras de soluciones : Se crea un vector de ponderacio´n de
nu´meros enteros. El taman˜o depende del nu´mero de metaheur´ısticas generadoras de soluciones
que se utilicen en el proceso de composicio´n musical. El valor inicial de cada casilla es 1, que
corresponde a la calificacio´n otorgada a cada metaheur´ıstica generadora de soluciones. Cada
vez que una te´cnica produce una “buena solucio´n”, se califica positivamente suma´ndole 1 a la
casilla del vector de ponderacio´n correspondiente. De igual manera, en caso de que la solucio´n
sea “mala”, se le califica negativamente resta´ndole 1. Siempre se cuida que el menor valor
asignado por casilla dentro del vector de ponderacio´n sea 1. La calidad de una melod´ıa (buena
o mala) depende del criterio de aceptacio´n de cada tipo de compositor (colaborativo, para´sito
o aislado). La metaheur´ıstica con un mayor puntaje tiene por lo tanto mayores probabilidades
de ser elegida como te´cnica para creacio´n de nuevas melod´ıas, con base en un mecanismo de
ruleta.
En la figura 3-9, se ilustra la memoria de metaheur´ısticas generadoras de soluciones, recie´n
creada.
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Figura 3-9: Memoria de metaheur´ısticas generadoras de soluciones
Memoria de soluciones-configuraciones : Una solucio´n-configuracio´n (solucio´n de HS que re-
presenta una configuracio´n de para´metros para una metaheur´ıstica generadora de soluciones) se
representa por x = (x1,x2,x3, . . . , xd), donde d es la dimensio´n o nu´mero de para´metros a ajus-
tar en la metaheur´ıstica generadora. La memoria se compone de m soluciones-configuraciones
(donde m es un para´metro de entrada de CSM). Cada metaheur´ıstica generadora de soluciones
tiene su propia memoria adaptada al nu´mero y tipo de para´metros de entrada que requiere. Por
ejemplo, AG tiene 4 para´metros de configuracio´n que son: taman˜o de la poblacio´n (tipo entero
entre 2 e ∞), tasa de mutacio´n (real entre 0 y 1), tasa de supervivencia (real entre 0 y 1) y
rango de mutacio´n o ancho de banda (real entre 0 e ∞); mientras que ABC tiene solo dos que
son: taman˜o de la poblacio´n (tipo entero entre 2 e ∞) y rango de bu´squeda o ancho de banda
(real entre 0 e ∞). Por lo tanto, cada memoria es diferente dependiendo de la metaheur´ıstica
considerada; a su vez, cada tipo de para´metro tiene un espacio de movimiento definido (l´ımite
superior e inferior) y un rango de ajuste (cuando HS emplea ajuste de tono). La calificacio´n que
se le asigne a una solucio´n-configuracio´n dependera´ del desempen˜o de la misma; entendiendo
como desempen˜o, un ana´lisis de la calidad de las melod´ıas (soluciones) producidas con la misma
solucio´n-configuracio´n. A continuacio´n, se describen los pasos a seguir para crear la memoria
de soluciones-configuraciones:
Por cada metaheur´ıstica generadora de soluciones se crea un arreglo de m soluciones-
configuraciones donde m es un para´metro de configuracio´n del CSM que indica tambie´n
el nu´mero de melod´ıas por compositor.
Cada solucio´n-configuracio´n es generada de forma aleatoria y se le asigna una calificacio´n
inicial muy mala, es decir si es un problema de maximizacio´n un valor extremadamente
pequen˜o y si es un problema de minimizacio´n un valor extremadamente grande. Los valo-
res que se le asignen a cada nota (variable) de cada solucio´n-configuracio´n dependen del
tipo de dato y rango permitido de variacio´n (l´ımite superior e inferior) de los para´metros
de configuracio´n de cada metaheur´ıstica generadora de soluciones.
En la figura 3-10, se ilustra la memoria de soluciones-configuraciones. Cada metaheur´ısti-
ca generadora de soluciones tiene su propia memoria en donde se producen las soluciones-
configuraciones que servira´n de para´metros de entrada.
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Figura 3-10: Memoria de soluciones-configuraciones
Memoria de movimiento de variables : Cuando se produce un movimiento perturbatorio
durante la creacio´n de una melod´ıa (solucio´n), se registra la direccio´n de movimiento por cada
variable del vector solucio´n. Es decir, se mantiene un registro de los movimientos a la izquierda
y derecha que fueron e´xito y fracaso por cada nota (variable) de la melod´ıa (solucio´n) cuando
suceda un movimiento perturbante. El fracaso o el e´xito depende de la calidad de la solucio´n,
es decir, si el compositor la acepta como suya dentro de su memoria o no. Por ejemplo: la
nueva melod´ıa es aceptada por el compositor y consta de dos variables; adema´s, se produce un
movimiento perturbante hacia la izquierda en la segunda variable, entonces, se an˜ade un punto
a la calificacio´n del movimiento a la izquierda de la segunda variable. En caso de fracaso se
resta un punto.
La figura 3-11, ilustra la memoria de movimiento de variables. El arreglo superior registra los
movimientos hacia la derecha y el inferior a la izquierda, por cada variable del vector solucio´n
(melod´ıa).
Figura 3-11: Memoria de movimiento de variables
3.2.6. Algoritmo del proceso reactivo musical
A continuacio´n, se presenta el procedimiento empleado por un compositor (colaborativo,
aislado o para´sito) para crear un conjunto de nuevas melod´ıas, que en principio se espera que
sean mejor que la peor melod´ıa del compositor considerado. Lo ideal es que se integren al
arreglo de mejores melod´ıas y en el mejor de los casos, que se genere la mejor melod´ıa. Este
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proceso contempla premiar a las te´cnicas que producen buenas soluciones y castigar a las otras;
el registro de dicha accio´n persiste en las memorias de los agentes reactivos.
Algoritmo 3 Algoritmo del proceso reactivo musical
1: Seleccio´n de metaheur´ıstica generadora de soluciones
2: Creacio´n de solucio´n-configuracio´n mediante Bu´squeda Armo´nica [Ver algoritmo]
3: para cada melod´ıa a componer (dependiendo el tipo de compositor) hacer
4: Crear melod´ıa
5: Si al crear la nueva melod´ıa sucede un movimiento perturbante se registra
6: Calificar la nueva melod´ıa
7: si la melod´ıa fue calificada como “buena” entonces
8: Aplicar te´cnica de reemplazo del compositor
9: Premiar metaheur´ıstica
10: Premiar movimientos perturbantes
11: si no
12: Se desecha la melod´ıa
13: Castigar metaheur´ıstica




A continuacio´n, se describen cada uno de lo pasos del algoritmo:
Seleccio´n de metaheur´ıstica generadora de soluciones: Se efectu´a con base en la memoria
de metaheur´ısticas generadoras de soluciones mediante el me´todo de la ruleta, donde la
metaheur´ıstica con mayor puntaje tendra´ mayor probabilidad de ser elegida.
Crear melod´ıa: Una vez que:
• se ha elegido la metaheur´ıstica generadora de soluciones
• se tiene la solucio´n-configuracio´n producida por HS
• se tienen las melod´ıas base (melod´ıas del compositor)
La metaheur´ıstica utiliza sus propios procedimientos de bu´squeda para generar la nueva
melod´ıa.
Calificar melod´ıa: se califica con base en los criterios de aceptacio´n del compositor consi-
derado.
Premiar metaheur´ıstica: Se premia a la metaheur´ıstica generadora de soluciones sumando
un punto a la casilla correspondiente en el vector de ponderaciones.
Premiar movimientos perturbantes: Si ocurrio´ un movimiento perturbante en una o ma´s
variables, se premia el movimiento (izquierda o derecha) para dicha(s) variable(s) sumando
un punto en su(s) casilla(s) correspondiente(s).
Castigar metaheur´ıstica: Se castiga a la metaheur´ıstica generadora de soluciones resta´ndo-
le un punto a la casilla correspondiente en el vector de ponderaciones. Se cuida que el
menor valor sea 1.
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Castigar movimientos perturbantes: Si ocurrio´ un movimiento perturbante en una o ma´s
variables, se castiga el movimiento (izquierda o derecha) para dicha(s) variable(s) restando
un punto en su(s) casilla(s) correspondiente(s).
Calificar solucio´n-configuracio´n: La calificacio´n que se le asigne a la solucio´n-configuracio´n,
depende de la calidad de las melod´ıas generadas, y es el promedio del nu´mero de llamadas
la funcio´n objetivo que se necesitaron para generar la melod´ıa (solucio´n). Si la calificacio´n
es mejor en comparacio´n con la peor solucio´n-configuracio´n en la memoria de soluciones-
configuraciones correspondiente a la metaheur´ıstica generadora de soluciones seleccionada,
entonces se reemplaza.
La figura 3-12, ilustra el proceso reactivo musical empleado por el compositor (ya sea cola-
borativo, aislado o para´sito) encargado de componer nuevas melod´ıas. Se indica en cada paso
el nu´mero correspondiente con el nu´mero de l´ınea en el algoritmo del proceso reactivo musical,
que se explico´ anteriormente.
Figura 3-12: Proceso reactivo musical
3.2.7. Creacio´n de solucio´n-configuracio´n mediante Bu´squeda Armo´ni-
ca
Una solucio´n-configuracio´n es la configuracio´n de para´metros de entrada que la metaheur´ısti-
ca generadora de soluciones ocupa para generar una melod´ıa. Cada metaheur´ıstica generadora
tiene su propia memoria de soluciones-configuraciones. Este procedimiento se inspira en la
metaheur´ıstica de HS para crear una solucio´n-configuracio´n, al contemplar tres opciones para
asignar un valor a cada nota (variable) i del nuevo vector solucio´n de taman˜o d (1 ≤ i ≤ d ).
A continuacio´n, se describen estas tres opciones:
1. Aceptacio´n de la memoria armo´nica: Recordar caracter´ısticas pasadas. Se elige de manera
aleatoria una solucio´n-configuracio´n de la memoria armo´nica y se toma el valor de la
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variable i para asignarlo en el valor de la variable i de la nueva solucio´n-configuracio´n
aspirante.
La figura 3-13, ilustra co´mo la primera casilla del vector solucio´n es asignada recordando
caracter´ısticas pasadas, en este caso el color rojo, que ya estaba contenido en la memoria
armo´nica.
Figura 3-13: Recordar caracter´ısticas pasadas
2. Creatividad: Generar caracter´ısticas de manera aleatoria. Se genera un valor aleatorio
entre el l´ımite inferior y el l´ımite superior del espacio de variacio´n del para´metro y se
asigna el valor a la variable i de la nueva solucio´n-configuracio´n aspirante.
La figura 3-14, ilustra como la segunda casilla del vector solucio´n es asignada siendo
creativo; es decir, se produce una caracter´ıstica nueva, que en este caso es el color azul,
el cual no estaba contenido en la memoria armo´nica previamente.
Figura 3-14: Generar caracter´ısticas de manera aleatoria
3. Ajuste de tono en ancho de banda: Recordar caracter´ısticas pasadas, alterando ligeramen-
te. Se elige de manera aleatoria una solucio´n-configuracio´n de la memoria armo´nica, se
toma el valor de la variable i y se ajusta el valor de manera aleatoria dentro del ancho de
banda. Finalmente, se asigna al valor a la variable i de la nueva solucio´n-configuracio´n
aspirante.
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La figura 3-15, ilustra como la tercer casilla del vector solucio´n es asignada recordando
una caracter´ıstica pasada, pero alterando un poco. Se recuerda el color purpura, pero se
modifica un poco y el resultado es el color lila (muy parecido al purpura).
Figura 3-15: Recordar caracter´ısticas pasadas, alterando ligeramente
A continuacio´n, se presenta el algoritmo para crear una solucio´n-configuracio´n mediante HS:
Algoritmo 4 Creacio´n de solucio´n-configuracio´n mediante HS
1: Se crea un vector solucio´n vac´ıo de taman˜o d denotado como “solucio´n-configuracio´n aspi-
rante”
2: para cada variable i del vector solucio´n (desde 1 hasta d) hacer
3: si aleatorio1 > raceptacion entonces
4: Aceptacio´n de la memoria armo´nica
5: si no
6: si aleatorio2 > rajuste entonces






13: La solucio´n-configuracio´n aspirante esta´ lista para ser introducida como para´metros de
entrada en una metaheur´ıstica generadora de soluciones.
Donde:
raceptacion: Para´metro fijo que determina la probabilidad de que se utilicen elementos de
la memoria armo´nica. En caso contrario, se realiza un ajuste de tono o se generan carac-
ter´ısticas de forma aleatoria. El valor utilizado en el marco de este trabajo es raceptacion =
0.3.
rajuste: Para´metro fijo que determina la probabilidad de que se realice un ajuste de tono.
En caso contrario, se generan caracter´ısticas de forma aleatoria. El valor utilizado en el
marco de este trabajo es rajuste = 0.1.
aleatorio1 y aleatorio2: Son nu´meros reales e independientes, generados de forma aleatoria
con una distribucio´n uniforme entre 0 y 1.
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3.3. Metaheur´ısticas generadoras de soluciones
A continuacio´n, se presenta el algoritmo adaptado de cada una de las metaheur´ısticas em-
pleadas para generar nuevas soluciones dentro del proceso reactivo musical, es decir, las llamadas
“metaheur´ısticas generadoras de soluciones”. Recue´rdese que dicha adaptacio´n se debe a que
las metaheur´ısticas seleccionadas generan en cada iteracio´n ma´s de una solucio´n (a excepcio´n
de HS); en cambio, CSM necesita so´la una solucio´n a la vez.
3.3.1. Metaheur´ıstica generadora de soluciones basada en ABC
A continuacio´n, se presenta el algorimo adaptado de la metaheur´ıstica generadora de solu-
ciones basada en ABC:
Algoritmo 5 ABC Adaptado
Entrada:
0: rb: Rango de Bu´squeda local (que´ tanto puede volar la abeja en una bu´squeda local).
0: a: Solucio´n de partida, en la cual se posiciona la abeja supervisora y su obrera inicialmente.
0: z : Mejor solucio´n conocida o mejor fuente de alimento.
1: bl = Bu´squedaLocal (a, rb), bl ≥ a
2: si bl < z entonces
3: bd = Bu´squedaDirigida (bl), bd ≥ bl ≥ a
4: si bd == a entonces
5: be = Solucio´nAleatoria()
6: devolver be
7: si no
8: si bd > z entonces







16: z ← bl
17: devolver bl
18: fin si
A continuacio´n, se describen las tres estrategias del proceso de bu´squeda:
1. Bu´squeda Local: Inicialmente la abeja supervisora manda a su obrera a buscar alimento
en una zona acotada; el objetivo es encontrar una mejor fuente de alimento que la mejor
que se conoce al inicio.
2. Bu´squeda Dirigida: Si la abeja obrera no encuentra algo mejor que la mejor fuente de
alimento conocida en la bu´squeda local, la supervisora le ordena realizar una bu´sque-
da dirigie´ndose hac´ıa la mejor fuente de alimento conocida, en ese recorrido puede ser
que encuentre una mejor fuente de alimento. Aunque la obrera no encuentre algo mejor
que la mejor fuente de alimento conocida, se tomara´ como una bu´squeda exitosa haber
encontrado algo mejor que con lo que se ten´ıa antes de realizar la bu´squeda local.
3. Bu´squeda Aleatoria: Cuando la bu´squeda local y la bu´squeda dirigida no consigan mejorar
en nada la solucio´n de partida, la abeja supervisora se convierte en abeja exploradora y
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se dirige a otra nueva posicio´n de manera aleatoria, lleva´ndose consigo a su obrera para
iniciar su bu´squeda desde otro punto, ya que el anterior no fue de utilidad.
En la figura 3-16, se muestran las tres fases de bu´squeda en ABC:
Figura 3-16: Fases del proceso de bu´squeda en ABC
3.3.2. Metaheur´ıstica generadora de soluciones basada en AG
A continuacio´n, se presenta el algoritmo adaptado para la metaheur´ıstica generadora de
soluciones basada en AG, en donde se introduce una segunda alternativa de bu´squeda (Bu´squeda
local), en caso de que la mutacio´n no produzca un mejor individuo:
Algoritmo 6 AG Adaptado
Entrada:
0: tasaMutacion Probabilidad de que ocurra una mutacio´n.
0: rangoMutacion Que tanto podra´n cambiar las variables si ocurre una mutacio´n.
1: Elegir al padre1 mediante torneo binario.
2: Elegir al padre2 mediante torneo binario.
3: si padre1 == padre2 entonces
4: hijo = padre1
5: si no
6: hijo = Cruza (padre1 , padre2 )
7: fin si
8: clon = Clonar (hijo)
9: mutante = Mutar (clon, tasaMutacion , rangoMutacion)
10: si mutante es mejor que hijo entonces
11: devolver mutante
12: si no
13: hijo = Bu´squedaLocal (hijo, rangoMutacion)
14: devolver hijo
15: fin si
La figura 3-17, ilustra la seleccio´n de los individuos padre (torneo binario); posteriormente,
la cruza que genera un hijo, el cual es clonado y posteriormente mutado. En caso de que el
mutante no sea mejor que el hijo, se realiza una bu´squeda local a partir del hijo.
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Figura 3-17: AG Adaptado
3.3.3. Metaheur´ıstica generadora de soluciones basada en ED
La adaptacio´n del algoritmo de ED descarta la etapa de “Inicializacio´n”, ya que partimos
de una solucio´n a del dominio del compositor y tambie´n se descarta la etapa de “Seleccio´n”, ya
que la nueva solucio´n generada sera´ evaluada con base en los propios criterios del compositor.
A continuacio´n, se presenta el algoritmo adaptado para la metaheur´ıstica generadora de
soluciones basada en ED:
Algoritmo 7 ED Adaptado
Entrada:
0: a Solucio´n de partida
0: CR Factor de Cruza [0,1]
0: parCtrl Para´metro de control [0,1]
1: Seleccionar dos melod´ıas de la experiencia del compositor (b y c) tal que b 6= c, a 6= b, a 6= c,
es decir que sean elementos distintos entre si;
2: mutante = a + (Pctrl)(b− c)
3: recombinado = CruzaDiferencial (a, mutante, CR)
4: devolver recombinado
Donde:
Mutacio´n: Sea a la solucio´n de partida o “Individuo original”, y P la poblacio´n (melod´ıas
de la experiencia del compositor), donde a ∈ P . Se debe de elegir dos elementos de P :
b, c tal que b 6= c, a 6= b, a 6= c, es decir que sean elementos distintos entre si; se debe de
cumplir que |P | ≥ 3. Se genera una nueva solucio´n x, realizando la siguiente operacio´n,
tomando a las soluciones a, b, c como vectores: x = a+ (Pctrl)(b− c), donde Pctrl es un
valor real entre 0 y 1. La nueva solucio´n x, se conoce como “Mutante”.
Si al momento de realizar la mutacio´n, los valores sobrepasan los l´ımites del espacio de
bu´squeda, se resta o se suma en direccio´n contraria al l´ımite sobrepasado hasta que el
valor este dentro del rango.
Recombinacio´n: Se hace uso de la te´cnica “Cruza diferencial” en donde se combinan ele-
mentos (variables) del “Individuo original” con su “Mutante” con base en el factor de
cruza que determina que´ tantas caracter´ısticas mutantes se le otorgan al “Nuevo indivi-
duo”.
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A continuacio´n, se presenta el algoritmo de Cruza Diferencial:
Algoritmo 8 Algoritmo de Cruza Diferencial
Entrada:
0: a Solucio´n inicial
0: mutante Solucio´n mutante CR Factor de Cruza [0,1]
1: pos = Nu´mero entero aleatorio entre 1 y D, donde D es la dimensio´n del vector solucio´n o
nu´mero de variables de la solucio´n.
2: posPartida = pos
3: repetir
4: a[pos ] = mutante[pos ]
5: si pos == D entonces
6: pos = 1
7: si no
8: pos = pos + 1
9: fin si
10: si posPartida == pos entonces
11: devolver a
12: fin si
aleatorio = aleatorio[0,1]. Funcio´n generadora de aleatorios entre 0 y 1
13: hasta que aleatorio menor que CR
14: devolver a
La figura 3-18, ilustra la fase de mutacio´n y recombinacio´n del algoritmo de ED Adaptado.
En el primer recuadro se observa co´mo se llava acabo la mutacio´n con tres individuos distintos
mediante operaciones vectoriales. En el segundo recuadro, el individuo final es el resultado de
la recombinacio´n mediante cruza diferencial del mutante y el individuo original a.
Figura 3-18: Mutacio´n y Recombinacio´n
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3.3.4. Metaheur´ıstica generadora de soluciones basada en SS
A continuacio´n, se presenta el algoritmo adaptado para la metaheur´ıstica generadora de
soluciones basada en SS:
Algoritmo 9 SS Adaptado
Entrada:
0: CR Taman˜o del Conjunto de Referencia
0: rb Rango de Bu´squeda (Bu´squeda local)
1: MEJORES[] = Seleccionar los CR /2 mejores elementos (melod´ıas) de la experiencia del
compositor.
2: DIVERSOS[] = Seleccionar los CR /2 elementos de la experiencia del compositor ma´s
distantes de la mejor solucio´n.
3: MEJOR = Elegir aleatoriamente un elemento de entre los MEJORES[]
4: DIVERSO = Elegir aleatoriamente un elemento de entre los DIVERSOS[]
5: Solucio´n = Cruzar (MEJOR, DIVERSO)
6: Solucio´n = Bu´squedaLocal (Solucio´n, rb)
7: devolver Solucio´n
Donde:
1 La mitad de los CR individuos esta´ conformada por las mejores melod´ıas de la experiencia
del compositor, es decir, los que tienen mejor evaluacio´n con respecto a la funcio´n de costo.
2 La otra mitad se constituye de los elementos ma´s diversos, se seleccionan los ma´s alejados
de la mejor solucio´n con base a alguna me´trica, en este trabajo se empleo´ la me´trica
euclidiana. Se entiende como soluciones diversas, aquellas que esta´n ma´s alejadas de la
mejor solucio´n. En este escenario pueden ocurrir dos situaciones: que la solucio´n diversa
sea tambie´n una buena solucio´n o que no sea de calidad, pero lo que realmente se busca
es que este´ lo suficientemente alejada como para trazar una ruta desde los dos puntos y
en ese camino encontrar mejores soluciones. Si un individuo se repite tanto en los mejores
como en los diversos se elimina el duplicado y se reemplaza por una solucio´n aleatoria.
3,4 Se elige de manera aleatoria un elemento “bueno 2un elemento “diverso”del conjunto de
referencia.
5 Cruzar ambos elementos (bueno y diverso), de la cruza resulta un nuevo elemento.
6 A partir del nuevo elemento producido se realiza una bu´squeda local para intensificar la
bu´squeda.
La figura 3-19, ilustra los pasos del algoritmo SS Adaptado. Inicialmente se cuenta con un
conjunto grande de soluciones. Posteriormente se forma el subconjunto CR conformado por
las mejores (melod´ıas amarillas) y ma´s diversas (melod´ıas azules) soluciones. Se selecciona una
melod´ıa de cada tipo, se realiza la cruza y al final se realiza una bu´squeda local.
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La calibracio´n de para´metros es un problema de optimizacio´n en el cual se desea encontrar
la mejor combinacio´n de para´metros de entrada para una metaheur´ıstica, con la cual, la me-
taheur´ıstica encuentre una solucio´n de buena calidad en el menor tiempo posible y de forma
constante.
Debido a que los para´metros de entrada de una metaheur´ıstica tienen una gran influencia
en su efectividad (alcanzar el o´ptimo) y eficiencia (tiempo), la calibracio´n de para´metros tiene
una gran importancia al momento de probar y ejecutar las metaheur´ısticas desarrolladas; de
este procedimiento depende el tiempo de ejecucio´n que le tome a la metaheur´ıstica encontrar
el o´ptimo (si lo encuentra), as´ı como la eficiencia para direccionar la bu´squeda a las mejores
soluciones.
La necesidad de calibrar mu´ltiples para´metros, combinado con la naturaleza estoca´stica de
la metaheur´ıstica, hacen de la calibracio´n de para´metros un problema no trivial.
4.2. Calibracio´n de para´metros
Aunque la calibracio´n de para´metros introduce mayor flexibilidad y robustez en la resolucio´n
de problemas de optimizacio´n, requiere un cuidadoso procedimiento al momento de realizarse.
Un error comu´n es creer que encontrando una calibracio´n adecuada para un problema, esta
misma configuracio´n funcionara´ para otros problemas. Cada problema o instancia tiene sus
propias caracter´ısticas y paisajes de bu´squeda diferentes, es por esta razo´n, que se debe de
calibrar para´metros para cada nuevo problema a resolver, aunque la metaheur´ıstica sea la
misma.
Se ha demostrado que la calibracio´n de para´metros es un problema NP-Duro por s´ı mismo,
y es claro, ya que es un problema combinatorio en donde se busca encontrar la combinacio´n de
valores asignados a los para´metros de la metaheur´ıstica, que minimice las llamadas a la funcio´n
objetivo y que encuentre una buena solucio´n o la mejor en un tiempo razonable.
Existen dos estrategias diferentes para la calibracio´n de para´metros.
Calibracio´n de para´metros fuera de l´ınea (meta-optimizacio´n):
• Los valores de los diferentes para´metros se establecen antes de la ejecucio´n de la
metaheur´ıstica.
• El programador debe efectuar un trabajo previo para encontrar la mejor configura-
cio´n que minimice las llamadas a la funcio´n objetivo y por consiguiente mejorar en
tiempos.
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Estrategias en l´ınea de calibracio´n de para´metros (control de para´metros):
• Se controlan los para´metros y se actualizan de forma dina´mica o adaptativa durante
la ejecucio´n de la metaheur´ıstica.
• El programador se olvida de la calibracio´n de para´metros ya que el propio algoritmo
trata de encontrar la mejor configuracio´n durante la ejecucio´n.
A continuacio´n, se mencionan dos mecanismos para la calibracio´n de para´metros fuera de
l´ınea.
1. Me´todos estad´ısticos
Basados en el disen˜o de experimentos, con el cual se obtiene la mayor cantidad de informacio´n
posible con el menor nu´mero de experimentos, tambie´n llamados me´todos exactos.
Por cada para´metro a calibrar se establece un vector de valores de prueba. Se prueban todas
las combinaciones posibles entre ellos, calculando el promedio o la media de las llamadas a la
funcio´n objetivo o el tiempo de ejecucio´n de n corridas con la misma calibracio´n para establecer
la eficiencia de la combinacio´n. Algunas te´cnicas basadas en el disen˜o de experimentos involu-
cran mecanismos de corte (fraccionales), para no experimentar en combinaciones que no tienen
posibilidad de arrojar buenos resultados, y de esta forma reducir el nu´mero de experimentos.
2. Optimizacio´n
Encuentran la mejor combinacio´n mediante el uso de una metaheur´ıstica. Como se ha mencio-
nado anteriormente, la calibracio´n de para´metros es un problema NP-Duro. Una de las ventajas
de las metaheur´ısticas sobre los me´todos exactos, es que se pueden aproximar o encontrar la
mejor solucio´n en un tiempo razonable. De esta forma se automatiza la calibracio´n y se le
deja el trabajo a la metaheur´ıstica, lo cual resulta ser conveniente por cuestiones de tiempo y
esfuerzo.
Cualquier metaheur´ıstica del estado del arte puede ser adaptada para realizar la funcio´n de
calibrador de para´metros, ya que saben guiar la bu´squeda para encontrar soluciones de buena
calidad o, en el mejor de los casos, encontrar la mejor.
4.3. Bu´squeda Armo´nica como mecanismo de calibra-
cio´n de para´metros fuera de l´ınea
4.3.1. Introduccio´n
Una metaheur´ıstica es un me´todo inteligente que por si misma, ya que es capaz de encontrar
buenas soluciones a un problema de optimizacio´n implementando estrateg´ıas de bu´squeda. En
este sentido, dejar que una metaheur´ıstica, se encargue de la calibracio´n de para´metros sin
supervisio´n, resulta una propuesta atractiva.
Una te´cnica concurrida al momento de calibrar los para´metros de una metaheur´ıstica (fuera
de l´ınea) es variar un para´metro dentro de un rango de valores y dejar otros esta´ticos. La mejor
combinacio´n es aquella donde se obtiene el mejor desempen˜o de la metaheur´ıstica, una vez que
se probaron todos los valores posibles del para´metro que se puso a variar. Este proceso es un
estira y encoge, ya que al momento de variar un para´metro y dejar otro fijo, al paso del tiempo
se obtendra´ una combinacio´n que sea la mejor, pero posteriormente al mover otro para´metro
que se hab´ıa quedado fijo, se puede obtener un mejor resultado, y as´ı sucesivamente. Es claro
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que este mecanismo no es la mejor forma de calibrar los para´metros de una metaheur´ıstica,
pero se puede llegar a una configuracio´n decente.
Pero ahora, imag´ınese que se guardan un conjunto de buenas configuraciones y con base en
estas se calibran los para´metros de una metaheur´ıstica. Naturalmente, con el paso del tiempo
estas configuraciones comenzaro´n a dirigirse hacia la mejor configuracio´n y parecerse entre si.
Para evitar estancamientos en o´ptimos locales se puede diversificar con un ajuste (movimiento
moderado) o un toque de aleatoriedad para buscar en otras direcciones que no se hab´ıan explo-
rado. De esta forma se guia la bu´squeda (calibracio´n) de una forma inteligente, en comparacio´n
al proceso de estira y encoge descrito en un principio.
Como se puede observar, este procedimiento se asemeja a una te´cnica de bu´squeda mo-
vie´ndose en un espacio acotado con el objetivo de encontrar la mejor solucio´n. Esta misma
accio´n la realizan muchas de las metaheur´ısticas descritas en este trabajo, pero so´lo una se pa-
rece en el hecho que en algunas ocasiones permanecen valores fijos, otras ocasiones se mueven
en un ancho de banda y otras se eligen valores de forma aleatoria. Es claro que se habla de
Bu´squeda Armo´nica.
4.3.2. Solucio´n-configuracio´n
Si HS es la te´cnica de calibracio´n de para´metros, una solucio´n de HS es una nueva configu-
racio´n para la metaheur´ıstica.
En este sentido se puede definir a la ” solucio´n-configuracio´n”x como:
x = (x1,x2,x3, . . . , xd), donde d es la dimensio´n del vector solucio´n, nu´mero de variables o
nu´mero de para´metros de entrada de la metaheur´ıstica.
Obse´rvese que las metaheur´ısticas tienen variables de configuracio´n de diferente tipo de
dato. Algunas variables pueden ser de tipo: entero, real, binario, cara´cter, etc. Por lo que a
cada tipo de dato se debe delimitar en su espacio de valores que puede tomar (limite inferior
y limite superior), as´ı como la precisio´n en el caso las variables de tipo real. Por ejemplo, AG
tiene un para´metro de tipo entero que es el taman˜o de la poblacio´n que puede variar entre 2
hasta n; mientras que la tasa de mutacio´n es de tipo real y var´ıa entre 0 y 1 con las de´cimas
de precisio´n que sean convenientes. En el caso de CSM x se define como: x = (n,m, tco, tpar),
donde n, m, tco, tpar, son los para´metros de entrada de CSM.
4.3.3. Desempen˜o de una solucio´n-configuracio´n
Se ha hablado de co´mo HS crea soluciones-configuraciones, pero ¿co´mo saber si es una buena
configuracio´n de para´metros para CSM?. En principio se tiene que ejecutar a CSM con dicha
configuracio´n para conocer su desempen˜o, es decir, cua´ntas llamadas a la funcio´n objetivo le
tomo´ a CSM encontrar el o´ptimo (considerando que se conoce el o´ptimo). Pero es claro que una
sola ejecucio´n no es suficiente, debido a la naturaleza estoca´stica de las metaheur´ısticas. Por
ejemplo, en una ejecucio´n se puede obtener un muy buen resultado (100 llamadas a F.O) y en
la siguiente uno muy malo (10,000 llamadas a F.O) y la siguiente un resultado aceptable (500
llamadas a F.O); por lo que se debe tomar una muestra de resultados o calificaciones y tomar
el promedio o la media como valor para decidir si el desempen˜o de la configuracio´n fue bueno
o malo. Como se ha indicado en el algoritmo, si el desempen˜o de la solucio´n-configuracio´n es
mejor que la peor solucio´n-configuracio´n de la memoria armo´nica, entonces se remplaza.
Es importante mencionar que se debe de considerar lo siguiente:
Se debe de poner un l´ımite de llamadas a la funcio´n objetivo para cada ejecucio´n de CSM.
En algunas ocasiones la configuracio´n puede ser tan mala que provoque que CSM nunca
se alcance el o´ptimo, por lo que al alcanzar el l´ımite, se detiene la ejecucio´n del CSM,
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y como el l´ımite es un valor alto, entonces la calificacio´n de dicha configuracio´n es muy
mala.
Una vez que se encuentra el o´ptimo se detiene la ejecucio´n del CSM y el nu´mero de
llamadas a la F.O es la calificacio´n de dicha solucio´n-configuracio´n.
4.3.4. Para´metros de entrada del calibrador de para´metros por HS
Si se desea calibrar los para´metros de la metaheur´ıstica que se utiliza para calibrar para´me-
tros, se podr´ıa pensar en volver a utilizar este me´todo, o cualquier otro, para calibrar al calibra-
dor, pero realmente complica demasiado el proceso. Dado que HS se desempen˜a como calibrador
de para´metros automa´tico, se elige una configuracio´n de para´metros adecuada que sea buena,
aunque no sea la mejor.
Por esta razo´n, es que se fijaron los valores de los para´metros de entrada de forma esta´tica.
En este trabajo se utilizaron los valores que en la pra´ctica se han ajustado a un mayor nu´mero
de problemas resultos mediante HS, haciendo un balance entre intensificacio´n y diversificacio´n,
de tal manera que sea posible salir de o´ptimos locales sin caer en la aleatoriedad y con la debida
intensificacio´n para seguir por caminos prometedores. Obse´rvese que se an˜aden para´metros con
la finalidad de no estancarse en malas configuraciones.
A continuacio´n, se describe la configuracio´n establecida:
Nu´mero de pruebas por solucio´n-configuracio´n (testDes). Nu´mero de ejecuciones del CSM
que se realizan por solucio´n-configuracio´n, con la finalidad de obtener el desempen˜o de la
solucio´n-configuracio´n (Ver siguiente seccio´n). Valor: 6.
Ma´ximo nu´mero de generaciones (maxIT ): El nu´mero ma´ximo de generaciones que el
algoritmo de HS ejecutara´ para la calibracio´n. Valor: 300.
Ma´ximo nu´mero de llamadas a la F.O (maxFO): El nu´mero ma´ximo de llamadas a la F.O
que CSM puede sumar en una ejecucio´n, si el l´ımite es alcanzado, se detiene la ejecucio´n
de CSM. Valor: Depende de la dimensio´n de la instancia a resolver. Para instancias con
d=5 se establecio´ 3000, con d=10 se establecio´ 5000 y para d=30 se establecio´ 10,000.
Taman˜o de memoria armo´nica (tamArm). Nu´mero de soluciones-configuraciones que se
mantienen en memoria durante la calibracio´n. Valor: 6.
Aceptacio´n de memoria armo´nica (raceptacion). Probabilidad de que se recuerde una para´me-
tro de la memoria armo´nica. Valor: 0.4.
Ajuste de tono (rajuste). Probabilidad de que se recuerde un para´metro y se ajuste un
poco. Valor: 0.65.
Ancho de banda (brango): Que´ tanto se altera un para´metro en caso de que se realice el
ajuste de tono. Valor: Depende del tipo de dato del para´metro. Para valores enteros (n
y m) es 8, considerando que el l´ımite inferior es 3 y el superior es 80. Para valores reales
(tco, tpar) es 0.13, considerando que el l´ımite inferior es 0 y el superior es 1.
Adema´s, es importante tener en cuenta las siguientes consideraciones:
Si la tasa de aceptacio´n de memoria armo´nica es muy alta, siempre se sigue el camino de
buenos resultados, por lo que la bu´squeda se puede quedar estancada en o´ptimos locales
con gran facilidad.
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Si el ancho de banda es muy grande, la bu´squeda se torna aleatoria, y se pierde la direccio´n
hacia los buenos resultados.
Si la tasa de aceptacio´n de memoria armo´nica es muy baja y la tasa de ajuste de tono
tambie´n, entonces la bu´squeda se torna aleatoria.
Si el taman˜o de la memoria armo´nica es muy grande, llevara´ mas tiempo tener una
memoria armo´nica confiable.
4.3.5. Algoritmo
Como ya se ha mencionado en secciones anteriores, las tres estrategias que emplea HS para
dirigir la bu´squeda son:
Aceptacio´n de memoria armo´nica
Ajuste de tono en un ancho de banda
Aleatoriedad
A continuacio´n, se puede observar co´mo estos elementos y los otros para´metros de entrada
influyen en el algoritmo calibrador de metaheur´ısticas mediante HS:
Algoritmo 10 Calibrador HS
Entrada:
0: Nu´mero de pruebas por solucio´n-configuracio´n (testDes)
0: Ma´ximo nu´mero de generaciones (maxIT )
0: Ma´ximo nu´mero de llamadas a la F.O (maxFO)
0: Taman˜o de memoria armo´nica (tamArm)
0: Aceptacio´n de memoria armo´nica (raceptacion)
0: Ajuste de tono (rajuste)
0: Ancho de banda (brango)
1: Inicializar la memoria armo´nica (MA) de taman˜o tamArm con valores aleatorios y asignarle
a cada solucio´n-configuracio´n calificaciones muy malas.
2: iteraciones = 0
3: mientras iteraciones < maxIT hacer
4: Nueva solucio´n-configuracio´n = HS ( raceptacion, rajuste, brango, MA)
5: La calificacio´n de la nueva solucio´n-configuracio´n (desempen˜o) se obtiene ejecutando
CSM testDes veces y calculando el promedio de las llamadas a la F.O.
6: Si por cada ejecucio´n de CSM se alcanzan maxFO llamadas a la F.O se detiene la
ejecucio´n de CSM.
7: si nueva solucio´n-configuracio´n es mejor que la peor contenida en MA entonces
8: Se remplaza la peor por la nueva solucio´n-configuracio´n.
9: si no
10: Se desecha la nueva solucio´n-configuracio´n
11: fin si
12: iteraciones = iteraciones + 1
13: fin mientras
14: devolver mejor solucio´n-configuracio´n contenida en MA
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Algoritmo 11 HS (generadora de soluciones-configuraciones)
Entrada:
0: raceptacion Rango de aceptacio´n de la memoria armo´nica.
0: rajuste Frecuencia de ajuste de tono.
0: brango Ancho de Banda.
0: Memoria Armo´nica MA
1: Se genera una solucio´n-configuracio´n vac´ıa, que contiene los para´metros de entrada de CSM
x = (n,m, tco, tpar)
2: para cada elemento i de x , con i desde 1 hasta 4 hacer
3: si aleatorio1 < raceptacion entonces
4: Aceptacio´n de la memoria armo´nica (Recordar). Se elige de manera aleatoria una
solucio´n-configuracio´n de MA y se toma el valor de la variable i para asignarlo en el
valor de la variable i de la nueva solucio´n-configuracio´n.
5: si no
6: si aleatorio2 < rajuste entonces
7: Ajuste de tono en ancho de banda (Generar algo ligeramente diferente). Se elige de
manera aleatoria una solucio´n-configuracio´n de MA, se toma el valor de la varia-
ble i y se ajusta el valor de manera aleatoria dentro del ancho de banda (brango).
Finalmente se asigna al valor a la variable i de la nueva solucio´n-configuracio´n.
8: si no
9: Aleatoriedad (Creatividad). Generar un valor aleatorio dentro del espacio de mo-






Como se puede observar, en algunas ocasiones se sigue por el camino que ha dado buenos
resultados, en otras se diversifica un poco para salir de o´ptimos locales, y en otras ocasiones
se exploran nuevos espacios siendo creativos. Este es el camino a seguir durante t iteraciones,
para as´ı lograr aproximarse o alcanzar la configuracio´n o´ptima.
4.3.6. Ajuste de tono en un ancho de banda
Sea x el valor actual de un para´metro, li el limite inferior del espacio de movimiento, ls
el limite superior del espacio de movimiento, b el ancho de banda de ajuste y xb el valor del
para´metro despue´s del ajuste podra´ estar en los siguientes rangos: li ≤ xb ≤ ls, (x− b) ≤ xb ≤
(x + b).
Ejemplo:
Para´metro de configuracio´n: Taman˜o de la poblacio´n
Tipo de dato: Entero
Espacio de movimiento: [1, 100] (l´ımite inferior y l´ımite superior)
Ancho de banda de ajuste: 3
Valor actual del para´metro: 40





Sistema Operativo: MAC OSX “El capita´n”
Procesador : Intel core i5
Memoria RAM : 4GB
Lenguaje de programacio´n: JAVA 1.6
Compilador : javac
5.2. Proyecto
A continuacio´n, se explica la funcionalidad de cada clase contenida en el proyecto JAVA. El
objetivo es que, en caso de agregar nuevas funciones o seguir con el trabajo de investigacio´n, se
entienda la estructura del proyecto. La informacio´n se divide por paquetes.
Figura 5-1: Paquetes contenidos dentro del proyecto JAVA
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mx.uam.azc.heuristic.algorithm
• HeuristicInterface: Interface que define los me´todos que una metaheur´ıstica (CSM o
cualquier otra) debe implementar para ejecutarse.
• Heuristica: Clase abstracta que contiene me´todos generales como: ca´lculo del tiempo
de ejecucio´n, inicializacio´n de la poblacio´n, inicializacio´n de las memorias (reactivi-
dad). Adema´s, contiene las funciones de vecinadario y el generador de aleatorios.
mx.uam.azc.heuristic.algorithm.method
• CPMS : Clase que contiene el algoritmo del CSM.
• ArmonicaSearchParameters : Clase que implementa la funcionalidad del calibrador
de para´metros por HS.
mx.uam.azc.heuristic.constants
• Constants : Contiene las constantes globales de la aplicacio´n.
• ProblemasCEC: Contiene valores constantes con repecto a las funciones del CEC
como: valor o´ptimo, nu´mero de problema.
mx.uam.azc.heuristic.fo
• FOInterface: Interface que debe implementar una clase que contenga la lo´gica de
una funcio´n a resolver. Por ejemplo la clase BentCigarFunction implementa esta
interface.
• FuncionObjetivo: Clase padre que se guarda el nu´mero de llamadas a la funcio´n
objetivo, el tipo de problema (minimizacio´n o maximizacio´n), el o´ptimo conocido de
una funcio´n.
• OptimizacionGlobal : Clase que extiende de la super clase FuncionObjetivo. Se defi-
nen valores como el l´ımite superior e inferior del espacio de bu´squeda, as´ı como la
precisio´n al momento de redondear valores reales.
mx.uam.azc.heuristic.fo.cec2015
• En este paquete se encuentran las clases obtenidas del CEC 15. Se extraen los me´to-
dos que resuelven cada una de las 5 funciones o instancias resueltas en este trabajo.
mx.uam.azc.heuristic.fo.optimizacionglobal
• BentCigarFunction: Clase que resuelve la funcio´n Bent Cigar, extiene de la super
clase OptimizacionGlobal e implementa la interface FOInterface.
• DiscusFunction: Clase que resuelve la funcio´n Discus, extiene de la super clase Op-
timizacionGlobal e implementa la interface FOInterface.
• HappyCatFunction: Clase que resuelve la funcio´n Happy Cat, extiene de la super
clase OptimizacionGlobal e implementa la interface FOInterface.
• KatsuuraFunction: Clase que resuelve la funcio´n Katsuura, extiene de la super clase
OptimizacionGlobal e implementa la interface FOInterface.
• SchwefelFunction: Clase que resuelve la funcio´n Modified Schwefel, extiene de la
super clase OptimizacionGlobal e implementa la interface FOInterface.
mx.uam.azc.heuristic.fo.parameters
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• OptimizacionGlobalParameters : Clase donde se define el nu´mero de pruebas y el
nu´mero ma´ximo de llamadas a la funcio´n al ejecutar la metaheur´ıstica (CSM) dada
una solucio´n-configuracio´n.
• FOHeuristic: Clase que implemeta el me´todo para obtener el desempen˜o de una
solucio´n-configuracio´n, extiende de OptimizacionGlobalParameters.
mx.uam.azc.heuristic.parameters
• Result : Clase donde se guada la informacio´n estad´ıstica de la ejecucio´n del CSM
sobre una instancia.
• ResultHeuristic:Clase donde se guarda la informacio´n general de una ejecucio´n de la
metaheur´ıstica, por ejemplo: si encontro´ el o´ptimo, nu´mero total de llamadas a la
F.O, tiempo de ejecucio´n y nu´mero de iteraciones.
• ResultRealHeuristic: Engloba la mejor solucio´n y la poblacio´n al final de la ejecucio´n
de la metaheur´ıstica.
mx.uam.azc.heuristic.parameters.tester
• Tester : Clase principal, en donde se ejecuta la metaheur´ıstica (CSM) y devuelve
como resultado el ana´lisis estad´ıstico.
mx.uam.azc.heuristic.random
• Randomizer : Clase que contiene me´todos para generar aleatorios (enteros, reales,
etc.)
mx.uam.azc.heuristic.reactivity
• HeuristicaGoodResults : Memoria de metaheur´ısticas generadoras de soluciones. Es
decir, lleva el registro de las calificaciones obtenidas por cada metaheur´ıstica gene-
radora de soluciones.
• Reactivity : Clase padre que contiene informacio´n general que necesitan cada uno de
los tres agentes reactivos.
• ReactivityInterface: Interface que define los me´todos que debe implementar un agente
reactivo.
• Reactivityimplementation: Contenedor de memorias utilizadas por los agentes reac-
tivos.
• ReactivityHeuristic: Contiene la lo´gica que implementa el agente reactivo que selec-
ciona la metaheur´ıstica generadora de soluciones, con base en la experiencia.
• ReactivityHeuristicParameters : Contiene la lo´gica que implementa el agente reactivo
encargado de generar una solucio´n-configuracio´n para la metaheur´ıstica generadora
de soluciones seleccionada.
• ReactivityMove: Contiene la lo´gica que implementa el agente reactivo que registra el
movimiento de las variables en caso de movimientos perturbantes.
mx.uam.azc.heuristic.solution
• Solution: Clase padre que registra el costo de una solucio´n y define me´todos de
comparacio´n con base en el costo.
• SolutionInterface: Interface que define la funcionalidad de una solucio´n.
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mx.uam.azc.heuristic.solution.mix
• MixSolution: Representa una solucio´n-configuracio´n y extiende de la clase padre
Solution. La solucio´n-configuracio´n puede tener variables de diferente tipo.
• MixVariable: Representa una variable contenida en una solucio´n-configuracio´n.
• MixVariableInterface: Interface que define los me´todos que afectan una variable ya
sea de tipo real o entera.
• BigDecimalMix : Representa una variable de tipo Real con alto grado de presicio´n.
• DoubleMix : Representa una variable de tipo Real.
• IntegerMix : Representa una variable de tipo Entero.
• MixPoblacion: Engloba un conjunto de soluciones-configuraciones. Es la estructura
utilizada como memoria de soluciones-configuraciones en el proceso reactivo.
mx.uam.azc.heuristic.solution.real
• RealSolution: Estructura de una solucio´n, en donde todas sus variables son de tipo
real. Extiende de la clase padre Solution e implementa la interface SolutionInterface.
• RealPoblacion: Engloba un conjunto de soluciones llamado Poblacio´n y define me´to-
dos de inicializacio´n.
• Compositor : Memoria de un compositor.
• Red : Conjunto de compositores, as´ı como los v´ınculos entre ellos.
mx.uam.azc.heuristic.util
• TimeExecution: Clase de utiler´ıa, con me´todos para ca´lculo de tiempos de ejecucio´n.
• Util : Clase de utileria con me´todos generales que se utilizan constantemente.
mx.uam.azc.heuristic.vecindarios
• VecindariosRealSolution: Clase en donde se encuentran los me´todos de cruza, fun-
ciones de bu´squeda, etc.
5.3. Entregable
Debido a que el proyecto fue programado sobre la plataforma JAVA, el archivo ejecutable
es un JAR de nombre CSM.jar, que lee los para´metros de entrada del archivo input.csv, ejecuta
el algoritmo de CSM sobre una instancia de optimizacio´n global continua sin restricciones (el
nu´mero de veces requeridas) y devuelve los resultados de las ejecuciones, as´ı como el ana´lisis
estad´ıstico en el archivo result.csv. Un archivo .csv es un archivo de texto plano que puede ser
abierto como hoja de ca´lculo, con la finalidad de tener una forma amigable de introduccio´n y
lectura de informacio´n.
5.4. Requerimientos para ejecucio´n
Tener instalada una versio´n de JAVA (6 o superior). JAVA trabaja sobre cualquier sistema
operativo (Windows, Linux, Unix, MacOS, Android, Solaris).
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5.5. Archivo de entrada input.csv
En este archivo se coloca la informacio´n de entrada para la ejecucio´n de CSM. La informacio´n
requerida es la siguiente:
Seed : Semilla para el generador de nu´meros aleatorios. Se debe colocar un valor entero.
Si no se requiere una semilla espec´ıfica, colocar ”NA”.
NumFuncion: Indica la funcio´n a probar:
• Bent Cigar Function (1)
• Discus Function (2)
• Schwefel’s Function (4)
• Katsuura Function (5)
• HappyCat Function (6)
Dimension: Nu´mero de variables involucradas en la funcio´n. Nu´mero entero positivo ma-
yor que 1 y menor o igual que 30.
Precision: Precisio´n (nu´mero de decimales) con la que se manejan los nu´meros reales.
Nu´mero entero positivo menor o igual que 50.
MAX-Call-FO : L´ımite de llamadas a la funcio´n objetivo, que al alcanzarse, se detiene la
ejecucio´n i y se sigue con la siguiente ejecucio´n (1 < i < NumExecutions).
NumExecutions : Total de ejecuciones de CSM. Cada ejecucio´n se realiza con los mismos
para´metros de entrada (n, m, tco, tpar).
Para´metros de entrada:
• Nu´mero de compositores (n): Valor entero positivo mayor que 2. Nu´mero de com-
positores que colaboran entre si.
• Nu´mero de melod´ıas por compositor (m). Valor entero positivo mayor que 3. Ca-
pacidad de memoria por compositor, es decir, cua´ntas melod´ıas puede recordar un
compositor simulta´neamente a lo largo de la ejecucio´n del algoritmo.
• Tasa de trabajo colaborativo (tco). Valor real entre 0 y 1. Define la probabilidad que
los compositores colaboren entre si, o en caso contrario que se comporten de forma
aislada o abusiva.
• Tasa de comportamiento para´sito (tpar). Valor real entre 0 y 1. Define la proba-
bilidad condicional de que, dado que no se comportan de forma colaborativa, los
compositores adopten un comportamiento para´sito o, al contrario, aislado.




A continuacio´n, se describen los pasos a seguir para la ejecucio´n:
Abrir la consola de l´ınea de comandos.
Posicionarse en la ruta donde se encuentra el archivo CSM.jar e input.csv. Ambos archivos
tienen que estar en la misma ruta.
Escribir el siguiente comando: java -jar CSM.jar
El programa crea el archivo de resultados result.csv ; en caso de ya existir, lo reemplaza.
5.7. Archivo de resultados result.csv
El archivo de salida contiene la siguiente informacio´n:
FUNCTION : Describe la funcio´n con la cual se realizo´ la ejecucio´n.
Para´metros de entrada: Los mismos para´metros introducidos en el archivo de entrada (n,
m, tco, tpar).
MINIMUM : Menor nu´mero de llamadas a la F.O empleadas en una ejecucio´n para alcan-
zar el valor o´ptimo.
MAXIMUM : Mayor nu´mero de llamadas a la F.O empleadas en una ejecucio´n para al-
canzar el valor o´ptimo, o cuando se finalizo´ la ejecucio´n al alcanzar el nu´mero ma´ximo de
llamadas.
AVERAGE : Promedio de llamadas a la F.O empleadas para alcanzar el valor o´ptimo,
considerando el total de ejecuciones.
MEAN : Mediana.
STD : Desviacio´n Estandard.
VARIANCE : Varianza.
VAR-LINF : L´ımite inferior de la varianza, proporcionado por prueba bootstrap.
VAR-LSUP : L´ımite superior de la varianza, proporcionado por prueba bootstrap.
MEAN-LINF : L´ımite inferior de la mediana, proporcionado por prueba bootstrap.
MEAN-LSUP : L´ımite superior de la mediana, proporcionado por prueba bootstrap.





A continuacio´n, se muestran las instancias con las que se probo´ la eficiencia del CSM. Se
muestra la ecuacio´n, la gra´fica en 3 dimensiones y sus principales caracter´ısticas. Cabe men-
cionar que las instancias se obtuvieron del CEC’15 (Congress on Evolutionary Computation,
2015) [16]. En todos los casos el o´ptimo es conocido.





















Con una direccio´n sensible
Figura 6-2: Discus function
6.3. Modified Schwefel’s Function
f4(x) = 418,9829×D −
∑D
i=1 g(zi)
zi = xi + 4,209687462275036 exp 002
g(zi) =

zi sin(|zi| 12 ) si |zi| ≤ 500
(500− mo´d (zi, 500)) sin(
√
500− mo´d (zi, 500))− (zi−500)210000D zi > 500
( mo´d (|zi|, 500)− 500) sin(




Gran nu´mero de o´ptimos locales y el segundo mejor o´ptimo local esta muy lejos del o´ptimo
global
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Continua en todas partes, sin embargo, en ninguna parte diferenciable
























En la presente seccio´n se muestran los resultados obtenidos por el CSM sobre un conjunto de
instancias de prueba tomadas del CEC’15 (Congress on Evolutionary Computation, 2015) [16].
Como se menciono´ en la seccio´n anterior, estas instancias poseen caracter´ısticas que dificultan
su resolucio´n. Por ejemplo: poseen mu´ltiples o´ptimos locales, lo cual implica que en el disen˜o del
me´todo se involucran estrateg´ıas que le permiten escapar de o´ptimos locales; algunas son multi-
modales, otras no son diferenciables, algunas otras son no separables, entre otras caracter´ısticas.
Para concursar en el CEC, la metaheur´ıstica candidata debe de encontrar la solucio´n o´ptima
en 500 o menos llamadas a la F.O para el caso de instancias con D=5 y D=10, y 1500 para
instancias con D=30; donde D representa la dimensio´n del vector solucio´n, es decir, el nu´mero
de variables involucradas.
A continuacio´n, se listan las instancias de prueba (descritas en la seccio´n anterior), seguidas
de el valor o´ptimo conocido:
Bent Cigar Function (F1), 100
Discus Function (F2), 200
Schwefel’s Function (F4), 400
Katsuura Function (F5), 500
HappyCat Function (F6), 600
Los valores tco, tpar, n y m son las variables de entrada de CSM. La calibracio´n de para´me-
tros de entrada se realizo´ con el me´todo propuesto en la seccio´n 4, basado en Bu´squeda Armo´ni-
ca; se realizo´ para las cinco instancias y para cada dimensio´n (5, 10 y 30), es decir, se realizaro´n
15 calibraciones de para´metros en total.
Inicialmente se presenta una seccio´n con resultados estad´ısticos donde se demuestra que
CSM alcanza siempre el valor o´ptimo conocido, y adema´s, lo encuentra con pocas llamadas
a la funcio´n objetivo (las requeridas por el CEC). Posteriormente, se presenta una prueba de
hipo´tesis parame´trica para aceptar o rechazar el supuesto planteado por el CEC (ma´ximo de
llamadas a la F.O) para las cinco instancias. Y finalmente, con el objetivo de comparar a CSM
con otras metaheur´ısticas, se calcula el error generado por cada una de las instancias con D=10.
7.1. Resultados Estad´ısticos
Sobre cada una de las instancias de prueba se realizaron 100 ejecuciones aplicando CSM
despue´s de ser calibrado; en cada una de las 100 ejecuciones, se reporta el nu´mero de llama-
das a la funcio´n objetivo requeridas para que CSM alcance el valor o´ptimo (o mejor solucio´n
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conocida). Este procedimiento se realiza para cada instancia y para las dimensiones (5, 10 y
30).
Sea x = (x1,x2,x3, . . . , xn), donde n =100 (ejecuciones) y xi corresponde al nu´mero de
llamadas a la F.O empleadas para llegar al o´ptimo en la ejecucio´n i, se muestran los siguientes
valores estad´ısticos:
Mejor : mı´n(x1 . . . xn). Indica el menor nu´mero de llamadas a la F.O empleadas para
alcanzar el valor o´ptimo, considerando las 100 ejecuciones.
Peor : ma´x(x1 . . . xn). Indica el mayor nu´mero de llamadas a la F.O empleadas para al-





. Indica el promedio de llamadas a la F.O requeridas, considerando las
100 ejecuciones.
Mediana: Considerando que x es un conjunto ordenado , la mediana es el la media
aritme´tica de los valores centrales x50+x51
2
.
STD : Desviacio´n Esta´ndar. Indica la variacio´n esperada con respecto a la media aritme´tica
(promedio).
En el cuadro 7.1 se muestran los resultados estad´ısticos obtenidos sobre las instancias de
prueba con D=5.
Para´metros configuracio´n Resultados Estad´ısticos
Funcio´n n m tco tpar Mejor Peor Promedio Mediana STD
Bent Cigar Function 3 5 0.2 0.2 33 2052 230.91 125 316.78
Discus Function 7 3 0.58 0.05 44 2456 453.98 258 501.68
Schwefel’s Function 5 3 0.19 0.11 21 834 160.55 105 154.69
Katsuura Function 5 3 0.6 0.1 21 1207 98.1 54 145.08
HappyCat Function 5 5 0.05 0.56 41 1316 290.78 203 255.91
Cuadro 7.1: Resultados Estad´ısticos D=5
La figura 7-1, presenta el diagrama de caja y bigote para las funciones evaluadas con D=5.
Figura 7-1: Diagrama de caja y bigotes para D=5
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En el cuadro 7.2 se muestran los resultados estad´ısticos obtenidos sobre las instancias de
prueba con D=10.
Para´metros configuracio´n Resultados Estad´ısticos
Funcio´n n m tco tpar Mejor Peor Promedio Mediana STD
Bent Cigar Function 3 11 0.04 0.29 66 73823 2765.68 281 8857.28
Discus Function 7 3 0.06 0.51 47 1416 426.2 282 357.51
Schwefel’s Function 7 5 0.07 0.63 77 1858 441.19 321 344.78
Katsuura Function 3 9 0.52 0.02 53 1177 205.93 143 186.85
HappyCat Function 7 5 0.02 0.04 59 17948 845.5 176 2470.85
Cuadro 7.2: Resultados Estad´ısticos D=10
La figura 7-2, presenta el diagrama de caja y bigotes para las funciones evaluadas con D=10.
Figura 7-2: Diagrama de caja y bigotes para D=10
En el cuadro 7.3 se muestran los resultados estad´ısticos obtenidos sobre las instancias de
prueba con D=30.
Para´metros configuracio´n Resultados Estad´ısticos
Funcio´n n m tco tpar Mejor Peor Promedio Mediana STD
Bent Cigar Function 21 23 0.23 0.6 620 100089 14627.41 2408 28873.96
Discus Function 5 3 0.2 0.84 54 2435 629.56 563 475.77
Schwefel’s Function 3 5 0.04 0.32 30 5847 358 156 678.01
Katsuura Function 5 6 0.12 0.25 42 64008 1941.97 263 7870.98
HappyCat Function 3 5 0.03 0.07 30 29441 1113.93 138 3681.61
Cuadro 7.3: Resultados Estad´ısticos D=30
La figura 7-3, presenta el diagrama de caja y bigotes para las funciones evaluadas con D=30.
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Figura 7-3: Diagrama de caja y bigotes para D=30
7.2. Me´todo de remuestreo Bootstrap
Se realizo´ el me´todo de remuestreo Bootstrap, el cual se utiliza para aproximar la distribu-
cio´n en el muestreo de un ana´lisis estad´ıstico. Dicho me´todo construye intervalos de confianza
que proporcionan con una certeza del 95 % los l´ımites inferior y superior que le tomara´ al CSM
alcanzar el valor o´ptimo si se ejecuta para la instancia indicada (en base a la mediana). El
procedimiento es el siguiente:
Se toman en cuenta las 100 ejecuciones de CSM para cada instancia, las cuales proporcio-
nan el nu´mero de llamadas a la funcio´n objetivo que le llevo´ a CSM alcanzar el o´ptimo.
Se seleccionan 20 datos de muestra de forma aleatoria, con reemplazo y se obtiene la
mediana. Este proceso se repite 1000 veces.
Al final se obtienen 1000 datos de mediana. Se ordenan de menor a mayor.
El l´ımite inferior del intervalo de confianza corresponde al valor en la posicio´n 25 y el
l´ımite superior es el valor en la posicio´n 975.
En el cuadro 7.4 se muestran los intervalos de confianza (inferior y superior) obtenidos
mediante el me´todo de remuestreo bootstrap para cada instancia con D=5, con una certeza del
95 %.
Funcio´n L´ımite Inferior L´ımite Superior
Bent Cigar Function 94 176
Discus Function 135 660
Schwefel’s Function 73 180
Katsuura Function 41 104
HappyCat Function 130 361
Cuadro 7.4: Intervalos de confianza para D=5
En el cuadro 7.5 se muestran los intervalos de confianza (inferior y superior) obtenidos
mediante el me´todo de remuestreo bootstrap para cada instancia con D=10, con una certeza
del 95 %.
68
Funcio´n L´ımite Inferior L´ımite Superior
Bent Cigar Function 231 700
Discus Function 180 615
Schwefel’s Function 239 572
Katsuura Function 111 215
HappyCat Function 125 319
Cuadro 7.5: Intervalos de confianza para D=10
En el cuadro 7.6 se muestran los intervalos de confianza (inferior y superior) obtenidos
mediante el me´todo de remuestreo bootstrap para cada instancia con D=30, con una certeza
del 95 %.
Funcio´n L´ımite Inferior L´ımite Superior
Bent Cigar Function 1595 5031
Discus Function 313 855
Schwefel’s Function 108 295
Katsuura Function 159 593
HappyCat Function 109 367
Cuadro 7.6: Intervalos de confianza para D=30
7.3. Prueba de hipo´tesis parame´trica
Con base en los resultados obtenidos (100 ejecuciones por cada instancia), se realizo´ la
prueba de hipo´tesis parame´trica a trave´s del esta´ıdistico Z. En donde:
Hipo´tesis alterna (Ha): Se necesitan a lo mucho 500 llamadas a la F.O para instancias
con D=5 y D=10, y a lo mucho 1500 para instancias con D=30.
Hipo´tesis nula (Ho): Se necesitan ma´s de 500 llamadas a la F.O para instancias con D=5
y D=10, y ma´s de 1500 para instancias con D=30.
Nivel de significacio´n: 0.05
Desviacio´n esta´ndar (STD): Mide la variabilidad dentro de una muestra.
Error esta´ndar de la media (EEM): Estima la variabilidad entre las medias de las
muestras que se obtendr´ıa si se tomaran mu´ltiples muestras de la poblacio´n (datos).
EEM = STD√
n
, donde n = 100.
Estad´ıstico de prueba (Z): Z = Promedio−500
EEM
para instancias con D=5 y D=10. Z =
Promedio−1500
EEM
para instancias con D=30.
El cuadro 7.7 muestra los datos estad´ısticos empleados en la prueba de hipo´tesis para ins-
tancias con D=5.
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Funcio´n Promedio STD EEM Z Valor de Z al 95 Hipo´tesis
Bent Cigar Function 230.91 316.7836 31.678 -8.494 1.65 Se acepta Ha
Discus Function 453.98 501.678 50.167 -0.917 1.65 Se acepta Ha
Schwefel’s Function 160.55 154.69 15.469 -21.943 1.65 Se acepta Ha
Katsuura Function 98.1 145.075 14.507 -27.702 1.65 Se acepta Ha
HappyCat Function 290.78 255.906 25.590 -8.175 1.65 Se acepta Ha
Cuadro 7.7: Hipo´tesis parame´trica D=5
El cuadro 7.8 muestra los datos estad´ısticos empleados en la prueba de hipo´tesis planteada
para instancias con D=10.
Funcio´n Promedio STD EEM Z Valor de Z al 95 Hipo´tesis
Bent Cigar Function 2765.68 8857.28 885.728 2.557 1.65 Se rechaza Ha
Discus Function 426.2 357.51 35.751 -2.064 1.65 Se acepta Ha
Schwefel’s Function 441.19 344.78 34.478 -1.705 1.65 Se acepta Ha
Katsuura Function 205.93 186.85 18.685 -15.738 1.65 Se acepta Ha
HappyCat Function 845.5 2470.85 247.085 1.398 1.65 Se acepta Ha
Cuadro 7.8: Hipo´tesis parame´trica D=10
El cuadro 7.9 muestra los datos estad´ısticos empleados en la prueba de hipo´tesis planteada
para instancias con D=30.
Funcio´n Promedio STD EEM Z Valor de Z al 95 Hipo´tesis
Bent Cigar Function 14627.41 28873.96 2887.396 4.546 1.65 Se rechaza Ha
Discus Function 629.56 457.77 47.577 -18.295 1.65 Se acepta Ha
Schwefel’s Function 358 678.01 67.801 -16.843 1.65 Se acepta Ha
Katsuura Function 1941.97 7870.98 787.098 0.561 1.65 Se acepta Ha
HappyCat Function 1113.93 3681.61 368.161 -1.048 1.65 Se acepta Ha
Cuadro 7.9: Hipo´tesis parame´trica D=30
Con base en la informacio´n anterior, se puede afirmar que CSM satisface los requisitos del
CEC’15 para las 5 instancias con D=5, pero para las instancias con D=10 y D=30 se cumple la
hipo´tesis en 4 de las 5 instancias. Los resultados anteriores muestran que el me´todo propuesto es
eficiente en problemas multi-modales y tiene un comportamiento menos favorable en instancias
uni-modales.
7.4. Error generado
Con los objetivos caracterizar el comportamiento del CSM e identificar las ventajas y des-
ventajas del me´todo propuesto sobre otras metaheur´ısticas, se calculo´ el error generado por
cada instancia de dimensio´n D=10.
Se realizaron 20 ejecuciones por cada una de las instancias, restringiendo cada ejecucio´n a
lo ma´s 500 llamadas a la funcio´n objetivo. Una vez que se tiene el valor de la funcio´n objetivo
al alcanzar las 500 llamadas a la F.O, se obtiene el error generado por CSM a trave´s de la
ecuacio´n (7.1).
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errori,j = |f(xi,?)− f(xi,j)| (7.1)
Donde: errori,j es el error generado por el CSM en la corrida j de la instancia i; f(x
i,?) es el
valor o´ptimo conocido de la funcio´n objetivo reportado para la i−e´sima instancia y f(xi,j) es el
valor de funcio´n objetivo encontrado por CSM para la i−e´sima instancia en la j−e´sima corrida.













45.85065 0.0007 0.1935 1.33655 162,539,670.1
Mediana de
Error
0 0 0 0 0
Mayor Error
registrado
354.269 0.014 0.743 14.246 2,624,033,567
Menor Error
registrado
0 0 0 0 0
Desviacio´n
Esta´ndar
105.4469228 0.003130495 0.25647889 3.45386742 587,978,041.7
Cuadro 7.10: Caracterizacio´n del error. Se muestra el informacio´n del error producido por cada
funcio´n, mediante diferentes valores estad´ısticos y con respecto a la hipo´tesis de a lo ma´s 500
llamadas a la F.O.
En las figuras siguientes se muestran los valores de los errores generados por CSM para cada
una de las instancias, en diagramas de caja y bigotes.
Figura 7-4: Error generado por Bent Cigar Function
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Figura 7-5: Error generado por Discus Function
Figura 7-6: Error generado por Schwefel’s Function
Figura 7-7: Error generado por Katsuura Function
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Figura 7-8: Error generado por HappyCat Function
Finalmente, se realizo´ un estudio comparativo entre los valores de errores generados por el
CSM contra los generados por HumangCog (el cual utiliza un paradigma reactivo) [27] (Hc-1),
Recocido Simulado [27] (SA), Evolucio´n Diferencial (ED) y Bu´squeda Armo´nica (HS). Cabe
mencionar que ED y HS fueron programadas y calibradas con la finalidad de comparar sus
resultados con los de CSM.
En los cuadros 7.11 y 7.12 se muestran los valores de error promedio y mediana de error,
respectivamente generados por cada uno de los algoritmos.
En el cuadro 7.11 se muestra que en cuatro de cinco instancias CSM produce el promedio












CSM 45.850 0.0007 0.1935 1.33655 1.62E+08
HC-1 2.11E+03 2.8 3.5 6.27E+04 3.12E+09
SA 1.23E+03 1.51 4.4 4.14E+04 9.00E+07
ED 889.07 0.993 0.749 5.46E+04 3.00E+08
HS 390.623 0.305 0.807 6.19E+07 5.78E+08
Cuadro 7.11: Promedio de error
En el cuadro 7.12 se muestra que en las cinco instancias CSM produce la mediana de error












CSM 0 0 0 0 0
HC-1 2.09E+03 2.82E+00 3.63E+00 7.80E+04 3.27E+09
SA 1.30E+03 1.77E+00 4.62E+00 4.55E+04 2.14E+08
ED 869.694 0.984 0.724 1.59E+04 3.07E+08
HS 420.008 0.269 0.815 4.52E+06 5.22E+08
Cuadro 7.12: Mediana de error
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Los datos del error (comparando con Hc-1, SA, ED y HS) fueron normalizados y dicha
informacio´n se muestra en las figuras siguientes:
Figura 7-9: Valor normalizado de la mediana del error
Figura 7-10: Valor normalizado del promedio del error
Con base en la informacio´n anterior, se puede afirmar que el CSM es capaz de resolver




El ser humano y el co´mo reacciona ante diferentes situaciones o circunstancias en su d´ıa
a d´ıa, siempre ha sido motivo de estudio por parte de los cient´ıficos que tratan de entender
el por que´ de las decisiones que tomamos, y co´mo el cerebro realiza el proceso de toma de
decisiones. Es claro que intervienen muchos factores como: experiencias previas, miedos, va-
lores, personalidad, entorno de convivencia, moral, temperamento, cultura, etc. Este proceso
de toma de decisiones es demasiado complejo, pero existe otra forma de “predecir”la reaccio´n
que tendremos ante cierta situacio´n, fija´ndonos co´mo hemos reaccionado con anterioridad en
la misma circunstancia. Cada evento se queda guardado en nuestro cerebro, en la “memoria”.
Entonces, con base en nuestras experiencias previas podemos predecir, con bases probabil´ısti-
cas, que´ reaccio´n tendremos ante una situacio´n que ya hemos experimentado. Si la situacio´n es
nueva, queda claro que no se tendra´n para´metros de partida y la utilizacin de la experiencia
en circunstancias similares se volvera´ un poco ma´s aleatoria (como cuando se es infante). De
las posibles reacciones que se pueden tener, existen algunas que nunca tendremos, simplemente
porque no las conocemos o sabemos las consecuencias que pueden tener y optamos por reac-
cionar como normalmente hacemos o como mejor nos convenga. El ser humano por naturaleza
es ego´ısta y siempre buscara su beneficio o su supervivencia.
Ejemplificando lo mencionado en el pa´rrafo anterior, piense en una persona adulta que
nunca ha reaccionado con violencia en su vida en una situacio´n de conflicto. Si a lo largo de su
vida, siempre que enfrenta una situacio´n de este tipo, dialoga o se acobarda, lo natural es que
elija cualquiera de estas dos opciones, antes de tomar la decisio´n de reaccionar con violencia.
Pero, ¿que´ sucede cuando un d´ıa reacciona con violencia?. Existe la probabilidad de que gane o
que pierda. Si gana se sentira´ motivado a reaccionar con violencia en otra ocasio´n; si pierde se
reduce la probabilidad aun ma´s de que lo vuelva a intentar. Del otro lado de la moneda, tenemos
al individuo que toda su vida ha arreglado los conflictos con violencia, y un d´ıa comienza a
experimentar con el dialogo, la negociacio´n o la comprensio´n. Si estas alterativas funcionan, las
comenzara´ a emplear cuando enfrente una situacio´n de conflicto.
Las experiencias que han tenido ambos individuos a lo largo de su vida, marcaron sus
reacciones en eventos de toma de decisiones, pero siempre buscando el beneficio propio o el
comu´n (familia, sociedad, grupo de trabajo etc.). Cuando se busca el beneficio comu´n de un
grupo de individuos, se debe de tener el conocimiento de que´ es bueno y que´ es malo para todos.
Como los eventos y las reacciones desencadenadas son poco predecibles, puede ser que en otras
circunstancias u otros escenarios, una persona que se caracterizo´ por ser pasiva y tranquila
toda su vida, hubiese sido ruda. El e´xito alcanzado en su vida no dependio´ tanto del tipo de
decisiones que tomo´ a lo largo de su vida, sino que el e´xito lo obtuvo porque siempre busco´ su
beneficio y el comu´n.
Haciendo una analog´ıa con el proceso reactivo musical del CSM, la reaccio´n ante la decisio´n
de elegir la mejor te´cnica para generar nuevas soluciones toma como base las decisiones previas
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tomadas por toda la sociedad. Los integrantes de la sociedad de mu´sicos adoptan distintos
comportamientos, pero siempre buscan el bien comu´n; el conocimiento es aportado por todos,
y todos acceden a e´l cuando se toma una decisio´n que pretende mejorar la gama de melod´ıas y
encontrar la perfecta armon´ıa (solucio´n o´ptima). Naturalmente, siempre hay diversos caminos
para un mismo fin, y todos los caminos pueden llevar al e´xito, lo mismo sucede en la sociedad
de mu´sicos. Por ejemplo, en una ejecucio´n del algoritmo las decisiones tomadas para elegir la
te´cnica de generacio´n de soluciones se inclinan hacia las metaheur´ısticas ED y AG como mejor
alternativas, y en otra ejecucio´n ABC y SS son las predominantes . Ambas ejecuciones con-
siguieron llegar a la solucio´n o´ptima con el mismo nu´mero de llamadas a la funcio´n objetivo
en promedio. Esto nos indica que realmente no hay un solo camino para encontrar la mejor
solucio´n, pero un mecanismo de toma de decisiones reactivo ayuda a que se tomen las mejores
decisiones que permiten encontrar la mejor solucio´n en un menor nu´mero de pasos. Por otra
parte, la sociedad de mu´sicos cuenta con muchas opciones eficaces para realizar la bu´squeda,
que combinan estrategias de intensificacio´n y diversificacio´n. Cada una de las metaheur´ısticas
internas han sido eficaces resolviendo muchos otros problemas de optimizacio´n, y han probado
ser excelentes alternativas. Por lo que, CSM tiene me´todos de bu´squeda eficientes y un mecanis-
mo de eleccio´n inteligente, sin casarse con una te´cnica, ya que a lo largo del algoritmo cualquier
te´cnica puede ser elegida. Esto le da un abanico de opciones en donde si no funciona una op-
cio´n, otra lo hara´. Por ejemplo, puede ser que al principio AG dirija la bu´squeda, pero despue´s
estancarse en malos resultados (resta´ndole puntos en la matriz de experiencias), da´ndole opor-
tunidad a ED y SS de guiar la bu´squeda y salir de o´ptimos locales. Como se ha mencionado a
lo largo de este trabajo, la toma de decisiones se adapta en base las circunstancias.
En trabajos posteriores se puede extender el programa para resolver problemas con otra
estructura de datos, como: Gra´ficas, flujos, etc; ya que el co´digo esta´ disen˜ado para cambiar
la implementacio´n fa´cilmente. Se podr´ıa crear una nueva versio´n adaptada a problemas de
optimizacio´n multi-objetivo realizando una distribucio´n de tareas entre los comportamientos
existentes en la sociedad. Otra opcio´n posible, es una extensio´n para resolver problemas de
optimizacio´n global con restricciones.
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