We introduce the following model for generating semirandom 3CNF formulas. First, an √ n log log n, which almost matches the density Ω( √ n) required by known algorithms for refuting 3CNF formulas that are completely random.
Introduction
We consider a distribution over random 3CNF formulas. This distribution has a worse case aspect to it combined with a random aspect. For a given value of n (number of variables), the distribution has two parameters, namely the density β > 0 and the noise 0 ≤ ≤ 1/2. Both parameters may depend on n. First, a 3CNF formula φ with n variables and m = βn clauses (assume throughout for simplicity that βn is an integer) is picked in an arbitrary fashion. We may think of it as being picked by an adversary in a worst case fashion. Then the polarity of each variable appearance in the formula is flipped independently with probability . This gives a probability distribution over formulas. All the formulas have exactly the same sequence of variables (read clause after clause), but the polarities of the variables may differ. Let φ denote a formula chosen at random from this probability distribution.
The smaller is, the more correlated the polarity of the variables is with the original polarity set by the adversary. When = 0 we have that φ 0 = φ. Hence at noise level = 0 the formula is a worst case formula φ. Even at the maximum noise level = 1/2 the formula still has some characteristics of worst case formulas (the sequence of variables), but it also has some characteristics of a completely random formula (the polarity of variables).
It is not difficult to see that if β and are sufficiently large, then regardless of the choice of φ, the formula φ is unlikely to be satisfiable. Specifically, (1 − 3 ) m 2 n is an obvious upper bound on the expected number of satisfying assignments, and when this number drops below 1 the formula φ is very unlikely to be satisfiable. A note on the smoothed model. For simplicity of the smoothed model, we assume that the noise level is exactly . That is, the polarity of every variable occurrence is flipped with probability exactly . An apparently more demanding version of the smoothed model would assume that the polarity of every variable occurrence is flipped with probability at least . More precisely, each occurrence is flipped with some unknown probability (that may differ in an unknown way from one variable occurrence to the other), with a guarantee that ≤ ≤ 1− . In some contexts it turns out that handling noise levels of at least is more difficult than handling noise levels of exactly . However, in our context both models of noise are equivalent, because the adversary who generates φ is sufficiently powerful to simulate a noise level of . The adversary may simply flip the polarity of the respective variable occurrence with probability − 1−2 . This flipping probability followed by a noise level of (with respect to the possibly flipped polarity) is equivalent to a noise level of with respect to the original polarity. Results. We design a random polynomial time algorithm, called SmoothRefute, for refuting 3CNF formulas. Given a 3CNF formula, the algorithm either outputs refuted or abort.
The following theorem shows that the output of
SmoothRefute can serve as a witness that a 3CNF formula is not satisfiable.
Theorem 1.1 The algorithm SmoothRefute never outputs refuted on a satisfiable 3CNF formula.
The following theorem shows that for every sufficiently dense 3CNF formula φ, algorithm SmoothRefute refutes most formulas φ .
Theorem 1.2
There is some universal constant c such that for every n −1/4 < ≤ 1/2, for any formula φ with n variables and m = βn clauses and β > c −2 √ n log log n, the probability that SmoothRefute(φ ) outputs refuted is at least 1 − 2
−Ω(n) , where probability is taken over the choice of smoothed version φ of φ, and over the coin tosses of SmoothRefute.
Techniques. The techniques that we use are extensions of techniques that are used in [9] (which in part build upon techniques in earlier work). In [9] it was shown that random 3CNF formulas with cn 1.4 clauses (for sufficiently large constant c) have polynomial size witnesses that certify that they are not satisfiable. For formulas with Ω(n 1.5 ) clauses, these witnesses can be found efficiently. These witnesses involve three ingredients that in the current paper we shall call imbalance, discrepancy and even covers. (See definitions in later sections of this paper.) The even covers ingredient used the randomness of the input formula φ in two different ways: the randomness of the variables was used in order to prove the existence of even covers, whereas the randomness of the polarity of the variables was used in order to place restrictions on how the clauses that participate in the even covers can be satisfied. The trigger to the current work is a result of [14] that implies in our context that with an extra loss of log n in the density of the formula φ, even covers exist whether or not the variables are random. Hence all that is needed for the even covers ingredient is the randomness of the polarity of the variables. It is fairly straightforward to see that randomness of polarities suffices also for the imbalance ingredient, and with a little help from semidefinite programming it turns out that also the discrepancy ingredient can be based only on the randomness of the polarity of the variables. Combining these observations, one gets a deterministic refutation algorithm for 1/2-smoothed formulas of density c log n √ n, a factor of O(log n) larger than the density required by current refutation algorithms of random formulas (in which both variables and polarities are random).
A significant part of the current work is to reprove the results of [14] , but with tighter parameters. This allows us to reduce the density of refutable 1/2-smoothed formulas from c log n √ n to c √ n log log n, which is considerably closer to the Ω( √ n) bounds that suffice for refutation of random 3CNF.
The proof for the 1/2-smoothed case is very sensitive to the fact that = 1/2. If is changed even slightly (say to 0.50001), the proof no longer works. This may appear counter-intuitive, because an -smoothed formula φ with m clauses for < 1/2 contains within it a 1/2-smoothed formula φ on 8 3 m clauses. Hence if β > −3 √ n log log n then one would expect the algorithm for 1/2-smoothed refutation to work. However, the difficulty is that it is not clear how to determine which of the clauses of φ should belong to φ . We overcome this obstacle by not looking for φ at all, but rather separating the roles of imbalance and discrepancy from that of even covers. We first cut off from φ a random subformula φ 1 that is used only for the even covers. Then we set up a linear program with exponentially many constraints that addresses the imbalance and the discrepancy. This linear program is solvable in polynomial time, using a semidefinite program as a separation oracle. Interestingly, by separating even covers from discrepancy and imbalance, the density β required for refuting -smoothed formulas grows only like −2 rather than
Related work. Refuting random 3CNF formulas is a well studied area. Refutation becomes easier the more dense the formula is. Following the introduction of spectral techniques in this context [13] , it is now known how to refute random 3CNF formulas of densities Ω( √ n) [10, 9] , and that random 3CNF formulas of density cn 0.4 have polynomial size witnesses for nonsatisfiability [9] (though there is no known polynomial time algorithm for actually finding such a witness). It is a major challenge to find refutation algorithms that can refute random 3CNF formulas of large constant density, partly motivated by its connection with inapproximability of various problems such as min-bisection and dense k-subgraph (see [7] for details).
To the best of our knowledge, this is the first paper to study refutation of semi-random formulas -namely, formulas that combine worst case and random aspects, though there has been previous work on finding satisfying assignments to satisfiable semi-random 3CNF formulas [11] . Our particular model of smoothed formulas can be viewed as a new contribution of this paper. Semi-random models in general have been introduced in [4] , and they come in two major flavors. In one (see [8] , for example), first a random instance is generated, and then an adversary is allowed to change it subject to some constraints. In the other, named smoothed analysis in [15] , first a worst case instance is generated, and then it is modified at random. The current work is in the spirit of the smoothed analysis model. Intuitively, results in this model can be interpreted as "instability" of the difficult instances of the underlying problem -a small random perturbation to a difficult instance results in an easy instance. Our motivation for studying semi-random models is that they are more challenging than random models, lead to more robust algorithms, and lead to a better understanding of the borderline between difficult and easy instances.
The algorithm when = 1/2
We use φ adv to denote an arbitrary 3CNF formula with n variables and m = βn clauses chosen arbitrarily (by an adversary). Applying a 1/2-smoothing operator on φ adv , namely, flipping the polarity of each variable occurrence independently with probability 1/2, we get a distribution over random 3CNF formulas. We use φ smooth to denote a formula chosen at random from this distribution.
Fix an arbitrary assignment ψ to the variables. For 0 ≤ i ≤ 3, we use S i (ψ) to denote the number of clauses of φ smooth that have i of their literals satisfied by ψ. Hence for every ψ, S i (ψ) ≥ 0 for every i, and we have the equality
If φ smooth is not satisfiable then for every ψ it must hold that S 0 (ψ) > 0. To prove that this indeed happens, we shall derive various inequalities involving S 1 (ψ), S 2 (ψ) and S 3 (ψ). As these inequalities will be true for every assignment ψ, we shall omit reference to ψ and simply use S 1 , S 2 and S 3 in our inequalities. To refute φ smooth , we will need to derive the strict inequality S 1 + S 2 + S 3 < m. Proof: Fix an arbitrary 3CNF formula φ adv with n variables and m = βn clauses. All expectations and probabilities in this proof are taken over the choice of φ smooth , the 1/2-smoothing of φ adv (namely, the polarity of each variable occurrence is flipped with probability 1/2). 
The imbalance
3βn. The imbalance I φ smooth is highly concentrated around its expectation. This follows from the fact the polarity of every literal is independent and it affects the imbalance by at most ±1. Hence I φ smooth ≤ O(n √ β) with probability 1 − 2
−Ω(n) . Further details are omitted. 2 The imbalance I φ smooth provides us with one of the inequalities that SmoothRefute will use. The following proposition also appears in earlier work, such as [9] . 
Proof: Inequality (1) follows from the fact that S 1 + 2S 2 + 3S 3 (which is the number of variable occurrences that are satisfied) is maximized by the assignment that sets each variable x i to the polarity that agrees with the majority of the occurrences of x i in φ. 2
Combinatorial discrepancy
The use of discrepancy arguments in refutation of random CNF appears in some form or other in many previous works [13, 12, 7, 6, 10, 9] , sometimes explicitly and sometimes implicitly. However, as we shall be dealing with smoothed 3CNF formulas rather than totally random ones, the discrepancy arguments that we will use will be somewhat different than those previously used.
Given a hypergraph H(V, E) and a two-coloring c : V −→ {+1, −1} of its vertices, the combinatorial discrepancy of a hyperedge e ∈ E with respect to this coloring is disc c (e) = | v∈E c(v)|, and the combinatorial discrepancy of the hypergraph with respect to this coloring is disc c (G) = max e disc c (e).
We now describe how a 3CNF formula φ gives rise to a hypergraph D φ together with a two-coloring of the hypergraph. It is easier to visualize this hypergraph if one thinks of its vertices as being arranged in an n by n symmetric matrix 
These vertices are colored according to the following rule. A vertex is given the color −1 if the polarities of the two variable occurrences that gave rise to it agree (hence the vertex at M 1,2 in the above example is colored −1), and a vertex is given the color +1 if the polarities of the two variable occurrences that gave rise to it disagree (hence the vertex at M 1,4 in the above example is colored +1).
Having described the vertices of D and their colors, we now describe the hyperedges. These correspond to combinatorial rectangles of M . That is, every hyperedge is indexed by two nonempty sets, a set of rows S r ⊂ [1, n] and a set of columns S c ⊂ [1, n] , and contains all the vertices at entries M i,j with i ∈ S r and j ∈ S c . Hence altogether the hypergraph has (2 n − 1) 2 potential hyperedges, though the actual number may be smaller, because some of these potential hyperedges might not contain any vertex.
Observe that the hyperedges of D φ are completely determined by the variables that the clauses contain, irrespective of their polarity. The polarity of the variables only determines the coloring of the vertices. If the polarity is random, then the color of each vertex is random (though the colors of vertices that are derived from the same clause are correlated). Using these observations, the proof of the following lemma follows easily from standard arguments in discrepancy theory. Proof: Consider an arbitrary hyperedge e in the hypergraph D φ . It has at most 6m vertices. The random polarity in φ 1/2 induces a random coloring on e. Every vertex is equally likely to be colored either +1 or −1. Hence the expected sum of colors of vertices in e is 0. The colors of vertices that come from the same clause of φ (at most 6 vertices per clause) are correlated, but the colors of vertices coming from different clauses are independent. Consider a clause exposure martingale, in which in each step we expose the polarities in one clause. This martingale enjoys the bounded difference property, and hence Azuma's inequality implies that the probability that the sum of colors deviates from the expectation by λ |e| is exponentially small in λ 2 .
Setting λ = c n/6 for sufficiently large constant c, and noting that |e| ≤ 6m, implies that the probability of e having discrepancy larger than c √ nm is at most 2 −3n . Taking the union bound over all edges implies the lemma. 
Proof: Let A be an assignment that satisfies m 1 clauses of φ as NAE. Consider the n-dimensional vector v A that has value 1 on coordinates corresponding to variables that A sets to true, and value −1 on coordinates corresponding to variables that A sets to false. For the matrix M representing the hypergraph D, let M be the integer valued matrix that is derived by summing up the colors of vertices in every entry M ij . Consider now the product v
Using the definition of M , it is not hard to see that every clause that is satisfied either once or twice by A contributes +2 to v t A M φ v A , whereas every other clause contributes −6.
equivalent to partitioning M into four combinatorial rectangles (e.g., rows corresponding to +1 entries in v A and columns corresponding to −1 entries), and at least one of these rectangles contributes a quarter of the value to v
The following result of Alon and Naor [3] shows that the discrepancy of the matrix M from Lemma 2.5 can be approximated efficiently.
Theorem 2.6
There is a polynomial time algorithm that approximates the discrepancy of a matrix within a factor of ρ, where 1 < ρ < 2 is some universal constant.
Remarks on Theorem 2.6. 1. In [3] , the term cut-norm is used, but this is exactly the same as discrepancy. The best possible value for ρ in Theorem 2.6 is known as the Grothendieck's constant, but its exact value is not known. 2. In [3] , a ρ-approximation is also provided for the maximum over ±1 vectors of v t A M v A (and this quantity appears in the proof of Lemma 2.5). This fact may become useful if one wants to optimize the constants involved in our refutation algorithm. 3. The reader may have noticed that symmetry of M implies that we could have restricted the definition of discrepancy to combinatorial squares (requiring S r = S c ) rather than combinatorial rectangles (arbitrary S r and S c ). However, in this restricted case it is not known how to approximate the discrepancy within constant factors. See [5] and [2] for details.
Even covers
Give a 3CNF formula φ, let H φ be the following 3-uniform hypergraph. The vertices of H φ are the variables of φ. The hyperedges are the clauses of φ. For example, the clause (x 1 ∨x 2 ∨x 3 ) gives rise to the hyperedge (x 1 , x 2 , x 3 ). Observe that the hypergraph does not represent the polarity of variables in the clauses.
An even cover in a hypergraph is a set of hyperedges that contains each vertex an even number of times (either not at all, or twice, or four times, etc.). The size of an even cover is the number of hyperedges in the even cover. It is not hard to see that every hypergraph on n vertices with more than n hyperedges has an even cover of size at most n + 1. This follows by viewing each hyperedge as an indicator vector for its variables, noting that this gives a vector space of dimension at most n, and that every minimal set of linearly independent binary vectors (addition performed modulo 2) corresponds to an even cover.
The following theorem is implicit in the work of Naor and Vastreate [14] .
Theorem 2.7 Every 3-uniform hypergraph with n vertices and βn hyperedges contains an even cover of size at most log n.
Here β = c log n √ n for some sufficiently large universal constant c.
In our work, we improve over the value of β and show: Theorem 2.8 Let H be an arbitrary 3-uniform hypergraph with n vertices and m = βn hyperedges, and let c be a sufficiently large universal constant. Then:
1. If β ≥ c n log n/ log log n then H contains an even cover of size O(log n/ log log n).
If β ≥ c √ n log log n then H contains an even cover of size (log n)
O(log log n) .
Moreover, in both cases there is a polynomial time algorithm that finds the respective even cover.
Due to lack of space, we present here only some of the ideas used in the proof of Theorem 2.8.
The following lemma is well known.
Lemma 2.9 In any n-vertex graph of average degree d there is a cycle of length no longer than
Proof: If the graph is d-regular, the proof follows easily by performing breadth first search, starting from an arbitrary vertex. If the graph is not regular, the proof is more complicated, and omitted here. 2
The following notion (used also in [14] ) helps simply later proofs. The following lemma (similar to [14] ) shows that up to a negligible effect on d, we may assume that the small overlap condition holds. 
Proof: Given an 3-uniform hypergraph H, consider an auxiliary graph G whose vertices are the hyperedges of H, and two vertices of G are connected by an edge if the respective hyperedges share at least 2 vertices (in H). Consider an arbitrary maximal matching M in G. If the matching contains less than dn 3/2 edges, then remove the corresponding matched hyperedges from H. The number of hyperedges in H remains essentially unchanged, and H now satisfies the small overlap condition.
If the matching M contains dn 3/2 edges, then consider an auxiliary multigraph F (it may have parallel edges). The vertices of F are the vertices of H. Every edge of the matching M contributes one edge to F as follows. Let the matching edge correspond to two hyperedges e 1 and e 2 in H, and without loss of generality, assume that e 1 and e 2 share their first 2 vertices (in H). Then in F add an edge between the vertex that is labelled by the last vertex of e 1 and the vertex that is labelled by the last vertex of e 2 . Observe that now any cycle in F corresponds in a natural way to an even cover in H (with twice as many hyperedges in H than edges if F ). Lemma 2.9 implies that H has an even cover with 4 edges, where is the smallest value satisfying
2 Now is our main point of departure from [14] . We construct an auxiliary graph G that is different from the one constructed in [14] . This leads to considerable simplification in the proofs (if one wishes only to recover the bounds from [14] ), and also allows for improved bounds. The graph that we construct is similar to the one constructed in [12] in their refutation algorithm for random 3SAT.
The vertices of G are labelled by pairs of vertices of H. The edges of G are derived from hyperedges of H as follows. Every hyperedge of H is an 3-tuple. Every two hyperedges e 1 and e 2 of H that share their last vertex contribute one edge to G. This edge connects the vertices v 1 and v 2 in G, if the labels of v 1 and v 2 satisfy the following conditions. The pair labelling v 1 agrees on its first coordinate with the first coordinate of the tuple labelling e 1 , and agrees in its second coordinate with the second coordinate of the tuple labelling e 2 . The pair labelling v 2 agrees on its first coordinate with the first coordinate of the tuple labelling e 2 , and agrees in its second coordinate with the second coordinate of the tuple labelling e 1 . Moreover, we color this edge by the color c, where c is the last vertex (the overlap vertex) in the tuples e 1 and e 2 . Hence every edge of G (together with its color and the labels of its endpoints) uniquely determines which two hyperedges in H generated it.
The following proposition is the key reason for introducing the small overlap property.
Proposition 2.12 The coloring of the edges of G is a legal coloring (no two edges of the same color are incident with the same vertex).
Proof: Otherwise there would be two hyperedges in H whose overlap is at least 2. 2
The key to finding even covers in H is by using cycles in G. Observe that for every cycle in G, every vertex of H appears an even number of times on this cycle (counting all its appearances in hyperedges of H that generated the cycle in G). However, this does not guarantee that the cycle corresponds to an even cover in G, because the cycle might be trivial in the following sense: every hyperedge of H appears an even number of times in this cycle. (Observe that a hyperedge in H may generate several edges in G. This is unlike the case in the proof of Lemma 2.11 where a hyperedge in H could generate only one edge in the multigraph F , because of the restriction that M is a matching.) To overcome this problem, we shall only consider distinguished cycles in G. Proof: Consider the color c that appears either once or twice in the distinguished cycle. Consider the hyperedges that generated this color in the cycle. They did not generate any other edge in the cycle (as otherwise it would be colored c as well). If c appears only once, then the two hyperedges that generated it each appears only once on the cycle, and it is nontrivial. If c appears twice, then in could not be that both appearances were generated by the same pair of hyperedges, because then both appearances would correspond to the same edge, contradicting the requirement that the cycle is simple. 2
Definition 2.13 A cycle in G is
To show that G has short distinguished cycles, we first bound from below its average degree. The discussion so far leads to the problem of providing bounds for L(D, N ) as defined below.
Definition 2.16 Let L(N, D) denote the minimum value of such that for every graph G with N vertices (in our case N = n 2 ) and average degree at least D (in our case
D ≥ d 2 /
2), and for every legal coloring of its edges, G must contain a distinguished cycle of length at most .
In the above definition, G need not be a simple graph. It may have parallel edges. But if it does, then it contains a distinguished cycle of length two.
Our proof of Theorem 2.8 proceeds by providing upper bounds on L(N, D) for relatively small values of D.
These bounds need to use the fact that a cycle has two different ways of becoming distinguished -either by having some color appear once or by having some color appear twice. For example, the edges of a hypercube on N vertices (and hence of degree D = log N ) can be legally colored such that there is no cycle in which some color appears exactly twice (e.g., color each edge by a different color), and they can be legally colored such that there is no cycle in which some color appears exactly once (color the edges by the dimension of the bit that they flip). However, no coloring will exclude both types of cycles (this is an immediate corollary from our proof).
For item (1) of Theorem 2.8, we set D to be roughly log N/ log log N , and the proof proceeds by a breadth first search argument similar the proof of Lemma 2.9, with the provision that new edges used in developing the BFS cannot be of a color that appears on the path from the new edge to the root. This ensures that when a cycle is detected, every color appears at most twice on this cycle (which is a stronger property than what we actually need.) For item (2) of Theorem 2.8 we set D to be roughly log log N , and the proof is considerably more complicated. To illustrate some of the ideas that we use in the proof, we provide here a proof for upper bounding a quantity that is related to (but not identical to) L(N, D). For this, we change the setting in which we seek to find a distinguished cycle. Rather than having a legally-colored graph of minimum degree D, we shall assume that we have a graph in which edges are colored (not necessarily legally) by D colors, and every vertex is incident with at least one edge of every color.
Definition 2.17 LetL(N, D) denote the minimum value of such that for every graph G with N vertices and any coloring of its edges by D colors, if every vertex is incident with edges of all colors, then G contains a distinguished cycle of length at most .
It may be useful to notice thatL (N, D) and L(N, D) have a common special case, namely D-regular graphs with a legal coloring by D colors. Such colorings exist for all bipartite D-regular graphs.
Proposition 2.18 For
D > log log N ,L(N, D) ≤ O(log 3 N ). Moreover,
a distinguished cycle of this length can be found in polynomial time.
Proof: Consider an arbitrary graph on N vertices, and an arbitrary coloring of its edges by D colors such that every vertex is incident with all colors. We will show that a distinguished cycle exists. Our proof also provides a polynomial time algorithm for finding such a cycle.
Remove all edges from G and put them back in, one color class at a time. We shall consider the minimum size of connected components that are formed at various steps of this process. We shall show that the assumption that there are no distinguished cycles implies the existence of a connected component of size larger than N , which is a contradiction. Moreover, throughout our proof we shall control the diameter of connected components, and this will lead to a proof that there is a distinguished cycle of length O(log 3 N ).
Initially, all vertices are isolated and there are N components. After adding edges of the first color class, every vertex has degree at least one. We partition the graph into connected components as follows.
Iteratively, pick an arbitrary vertex that has not yet
been marked. Mark it as a center vertex, and mark all its neighbors and all their neighbors as noncenter vertices.
2. Every center vertex will correspond to exactly one connected component. It will be connected to all its neighbors. All other noncenter vertices (those are at distance two from the set of center vertices) connect to the center vertex that originally marked them (other choices would work as well).
It is not hard to see that every connected component has size at least s 1 = 2 and diameter at most
Consider now what happens when edges of the second color class are added. If any such edge lies in an existing connected component, then this component must contain a distinguished cycle with this edge being the only edge of its color. Hence all second color edges join different components. Moreover, if there are two components that are joined by two edges of the second color, this leads to a distinguished cycle in which the second color appears twice. Hence we may assume that there is at most one edge of the second color joining any two components.
Consider now a graph for which the components after the first phase are the vertices, and edges of the second color are the edges. This must be a simple graph, and moreover, its minimum degree is 2 (because every vertex in every component is incident with at least one edge of the second color). Partitioning this new graph into connected components as described above we get components of size at least s 2 = s 1 (s 1 + 1) = 6, and diameter at most 4 + 5d 1 = 24.
Likewise, after adding edges of the third color, all components are of size at least s 3 = s 2 (s 2 + 1) = 42 and the diameter is at most 4 + 5d 2 = 124. By induction, after adding edges of color i + 1, all components are of size larger than 2
. Hence if there are more than log log N colors there must be a distinguished cycle. The length of the distinguished cycle is at most twice the size of the maximum diameter reached (plus two, for the two edges of the last color connecting two components), and can readily be seen to be at most c log log N where c converges to 5 as N grows, and hence O(log 3 N ). 2
Due to space limitation, we omit from this manuscript further details of the proof of Theorem 2.8, and extensions to r-uniform hypergraphs for r > 3.
We now explain how even covers can be used in refutation algorithms. We say that an assignment satisfies a 3CNF clause as 3XOR if it sets either exactly one or all three of the literals to true. Equivalently, the number of literals satisfied in the clause is odd. Consider now the clauses involved in an even cover of size 2 (observe that an even cover always has an even number of hyperedges, because every hyperedge contains three vertices, and every vertex appears an even number of times) as a system of 2 linear equations, where every clause is an equation over the respective three literals, requiring their sum modulo 2 to be equal to 1. Here, a negated variablex i is replaced by 1−x i , which for computations modulo 2 is equivalent to adding 1 to the right hand side of the equation. Hence if an even cover corresponds to a set of clauses that has an odd number of negated literals, summing all equations modulo 2 the left hand side vanishes (because every variably appears an even number of times), and the right hand side adds up to 1. This proves the following proposition.
Proposition 2.19 If a set of clauses in a 3CNF formula φ forms an even cover in the respective hypergraph H φ , and moreover, the number of negated literals in these clauses is odd, then there is no assignment that satisfies all these clauses as 3XOR.
This leads to the following corollary, that was previously used in [9] .
Corollary 2.20 Let φ be an arbitrary 3CNF formula with n variables and m = βn clauses. Then if H φ has t disjoint even covers, and each one of them corresponds to a set of clauses with an odd number of negated literals, then
S 1 + S 3 ≤ m − t (3)
The refutation algorithm
We can now present our deterministic polynomial time refutation algorithm Refute-unbiased for sufficiently dense 1/2-smoothed 3CNF formulas. This is a simplified version of our final randomized algorithm SmoothRefute, and it works only if the smoothing parameter satisfies = 1/2 (hence the name "unbiased"). Given an input formula φ (whether smoothed or not), algorithm Refute-unbiased operates as follows.
1.
Compute the total imbalance I φ , as described in Section 2.1.
2.
Construct the hypergraph D φ as described in Section 2.2, and use the algorithm of Theorem 2.6 to compute an upper bound disc φ on disc φ . 3. Construct the hypergraph H φ as described in Section 2.3. Iteratively extract from it even covers, using the polynomial time procedure implied by item (2) of Theorem 2.8. Discard those even covers that correspond to sets of clauses that have an even number of negated variables. Let t denote the number of even covers that remain.
If
The fact that the algorithm runs in polynomial time follows from the discussions in the preceding sections. It remains to show that the algorithm is correct, and that it succeeds to refute most sufficiently dense 1/2-smoothed 3CNF formulas.
Theorem 2.21 1. Whenever algorithm Refute-unbiased
outputs refuted, the input formula is not satisfiable.
Let φ be an arbitrary 3CNF formula with n variables
and m = βn clauses, where β = c √ n log log n for a sufficiently large universal constant c. Then with probability 1 − 2
−Ω(n) over the choice of its smoothed version φ 1/2 , algorithm Refute-unbiased outputs refuted.
Proof:
To prove the first part of the theorem, add inequality (1) plus twice inequality (2) plus inequality (3) to derive 4(S 1 +S 2 +S 3 ) ≤ 4m+I φ +disc φ −t. (Note that we may substitute disc for disc in inequality (2) and it remains valid.) Algorithm Refute-unbiased outputs refuted only if I φ + disc φ < t. But in this last case S 1 + S 2 + S 3 < m, implying that no assignment can satisfy all clauses.
To prove the second part of the theorem, recall that Lemma 2.4) . As for t, the value of β and item (2) of Theorem 2.8 imply that step 3 of the algorithm would extract m 1−o(1) disjoint even covers. Thereafter, the fact that polarities of variables in φ 1/2 are random and independent implies that the clauses corresponding to an even cover have probability 1/2 of containing an odd number of negative literals. As this holds for every even cover separately, and polarities in different even covers are independent, standard bounds on large deviations (such as the Chernoff bounds) imply that with overwhelming probability (say, 1 − 2
Hence indeed I φ + disc φ < t (for our choice of parameters) and the algorithm outputs refuted. 2
The algorithm when < 1/2
Having dealt with the easier special case of = 1/2, we now move to the case of general for -smoothed 3CNF formulas. One ingredient of algorithm Refute-unbiased, the use of even covers, extends easily to the general case. However, blending it together with the other ingredients (such as discrepancy) is the challenging aspect of this section.
Even covers
The existence of m δ disjoint even covers in φ smooth follows exactly as in Section 2.3, because this statement does not depend on the polarity of variables. The only part where polarity of variables is used is in arguing that in a constant fraction of these even covers, the number of negated literals is odd. For -smoothed formulas, this claim needs to be modified. Specifically, if an even cover contains at least 1/ clauses, then with constant probability there will be an odd number of variables of negative polarity. If the even cover contains 2 ≤ 1/ clauses, then this probability is not constant, but rather Ω( ). However, this lower probability is compensated for by the the fact that the small even cover excludes only a small number of clauses from φ, and hence more disjoint even covers can be found. Using the above argument, we have the following corollary whose detailed proof is omitted from this manuscript. Let us remark here that in algorithm SmoothRefute, Corollary 3.1 would not be applied on the input formula itself, but on some subformula of it that we shall call φ 1 .
The balancing LP
In this section we shall deal both with the discrepancy property and with the imbalance. Observe that when < 1/2, then both the imbalance and the discrepancy of φ smooth might be Ω(m) (e.g., if φ adv has only positive literals), and then algorithm Refute-unbiased would abort. Our approach would be to carefully select a subformula φ of φ smooth , for which both the discrepancy and the imbalance are small. In fact, our approach would need to work under an additional constraint: some subformula φ 1 of φ smooth will first be chosen regardless of its imbalance and discrepancy properties, and then φ will be required to contain all clauses of φ 1 . To simplify some technicalities in the proof of Lemma 3.2, it is useful to introduce at this point a variation on the smoothing operation. With every clause associate an error vector of three indicator variables, where an indicator variable has value 1 if the polarity of the respective literal was flipped by the smoothing operator and 0 otherwise. There are eight possible error vectors, and when = 1/2, the expected number of clauses having any particular error vector is exactly m/8. When the actual number of times that each error vector appears is exactly m/8 (assume without loss of generality that m is divisible by 8), we call the result a perfect smoothing. It is not hard to see that with probability at least Ω(m −7/2 ), a 1/2-smoothing results in a perfect smoothing. Since results of Section 2 fail with probability 2
Lemma 3.2 Let
−Ω(n) (specifically, we will be interested in lemmas 2.2 and 2.4), they hold even under the assumption that the 1/2-smoothing operation produces a perfect smoothing.
Proof of Lemma 3.2. Proof: We first prove a simplified version of the lemma in which m 1 = 3 m, and for φ one is allowed to choose 7m 1 additional clauses. Hence m = 8m 1 .
Ignore the variables in φ adv , and consider only the polarity changes introduced by -smoothing. For < 1/2, the error vector (1, 1, 1) is the least frequent one, expected to appear roughly 3 m times. Now, while inspecting only the error vectors but not the variables in the clauses, select 8 3 m clauses of φ smooth at random, conditioned on each error vector appearing 3 m times. Observe that conditioned on the set of clauses being chosen by this process and the requirement that the associated error vectors correspond to a perfect smoothing , the choice of error vector associated with each of the clauses is random. Hence on these set of clauses, we have a perfectly smoothed formula. Finally, if first we choose 3 m clauses independently at random, and only later we choose the remaining 7
3 m clauses at random conditioned on eventually having 3 m clauses with each of the error vectors, the distribution does not change. Hence for the simplified version of the lemma, we are in a situation essentially equivalent to perfectly smoothed formulas, and for them we already established O( √ nm ) bounds on the discrepancy and on the imbalance in Section 2.
To prove the lemma (with m 1 = 2 m and m = 4m 1 ), we no longer require each error vector to appear the same number of times. Instead, we require the even error vectors 2 m clauses to φ 1 . Now the important point is that this distribution over error vectors is unbiased with respect to both the imbalance (every literal is equally likely to have positive or negative polarity) and the discrepancy (every vertex in D is equally likely to be colored +1 or −1), and hence the proofs from Section 2 extend to give an O( √ nm ) upper bound on imbalance and discrepancy also in this case. Further details are deferred to the full version of this manuscript. 2 Given a subformula φ 1 , the proof of Lemma 3.2 does not provide an efficient algorithm for choosing φ . Hence Lemma 3.2 will only be used in an exsitential fashion, to show that a certain linear program that we call the balancing LP is likely to have a feasible solution. We now describe the balancing LP.
Given an arbitrary 3CNF formula φ with n variables and m clauses, and an arbitrary subformula φ 1 with m 1 clauses, associate with each clause C i in φ smooth an indicator variable y i . Our intention is that y i = 1 if C i is included in φ , and y i = 0 otherwise. The balancing LP has five sets of linear constraints, some of which will be explained later. 1. Each clause is chosen at most once. 0 ≤ y i ≤ 1 for all i. 2. Clauses of φ 1 must be chosen. y i = 1 for all C i ∈ φ 1 . 3. φ has m = 4m 1 clauses. i y i = 4m 1 .
2
n constraints requiring the fractional imbalance to be at most t 1 .
(2
n − 1) 2 constraints requiring the fractional discrepancy to be at most t 2 .
By fractional imbalance we mean the following. For each variable, its fractional imbalance is the absolute difference between the sum of the y i variables for clauses C i in which the variable appears positively, and the sum of the y i variables for clauses C i in which the variable appears negatively. The fractional imbalance is the sum of fractional imbalances over all variables. The fractional discrepancy is defined in an analogous manner (contributions of a clause C i to entries of the matrix M are ±y i rather than ±1). The fact that the constraints in 4 and 5 can be written as (exponentially many) linear constraints will become apparent once we explain how the LP can be solved.
Lemma 3.3
There is a polynomial time algorithm that whenever the balancing LP is feasible, produces a near feasible solution in the sense that constraint 5 is satisfied up to a factor of ρ (the fractional discrepancy is at most ρt 2 rather than t 2 ). Here 1 < ρ < 2 is the approximation ratio for discrepancy guaranteed in Theorem 2.6.
Proof:
The linear program has exponentially many linear constraints (those involving fractional imbalance and fractional discrepancy). To solve it we shall use the Ellipsoid algorithm. One of the technical conditions required in this case is that the feasible region is contained in some bounding ball of polynomial radius. This condition is satisfied in our case, because all y i variables are bounded by 1. Another technical condition is that the feasible region has nontrivial volume. As we will always use the LP when t 1 and t 2 have some slackness, this condition will hold. It remains to show that if a given fractional solution is infeasible, one can efficiently find a violated linear constraint.
It is easy to check if constraint 1 is violated. Constraints 2 and 3 may be assumed never to be violated. These are equality constraints that simply reduce the dimension of the search space. To check whether constraint 4 is violated, compute the fractional imbalance of the given fractional solution. This can be done in polynomial time, simply by following the definition of the fractional imbalance. If this constraint is violated, we generate a violated linear constraint as follows. For each literal occurrence, we label it as either +1 (if it has the same polarity as the direction of the fractional imbalance of the respective variable), or −1 (if it has the opposite polarity as the direction of the fractional imbalance of the respective variable), or 0 (if the respective variable had fractional imbalance 0). For each clause C i , let a i be the sum of labels of the three literal occurrences in the clause. Then we add the linear constraint a i y i ≤ t 1 . This constraint is violated by the current fractional solution, because a i y i is exactly its fractional imbalance. On the other hand, it needs to be satisfied by any feasible solution, because for any choice of y i , a i y i is a lower bound on the fractional imbalance.
To compute whether constraint 5 is violated, construct the matrix M (as in Section 2.2, but with possibly fractional values), and use Theorem 2.6 to obtain an upper bound on its discrepancy. This upper bound approximates the true discrepancy within a factor better than ρ. If this upper bound is larger than ρt 2 , we declare constraint 5 to be violated. (If this upper bound is between ρt 2 and t 2 the constraint might still be violated, but to an extent allowed by Lemma 3.3.) To find a single constraint that is violated, we use the fact that the algorithm of [3] referred to by Theorem 2.6 in fact finds a combinatorial rectangle whose discrepancy is at most ρ times smaller than the discrepancy of the underlying matrix, and hence larger than t 2 in our case. Similar to the case for imbalance, we compute for each clause C i a coefficient b i summarizing its influence on the discrepancy on this particular combinatorial rectangle, and add the constraint
We now show that for the balancing LP, fractional solutions are essentially as good as integer solutions. Proof: Given a fractional solution {y * i } to the linear program, use randomized rounding. Namely, every clause C i is included in φ independently at random with probability y * i . Clearly, φ 1 is contained in φ because all respective y i variables have value 1. The expected number of clauses in φ is m = 4m 1 , and with high probability will not deviate from the expectation by more than √ m . Each of the 2 n linear fractional imbalance constraints (that collectively make up constraint 4) is satisfied in expectation. Likewise, each of the roughly 2 2n linear fractional discrepancy constraints (that collectively make up constraint 5) is satisfied (up to a multiplicative factor of ρ) in expectation. Altogether there are roughly 2 2n linear constraints, and each linear constraint involves sums of independent random variables with probabilities y * i , where each random variable has absolute value at most 6, and y * i = m . Hence standard bounds on large deviations imply that with high probability, all linear constraints will be satisfied simultaneously, given an additive slackness term of b √ nm , for some sufficiently large universal constant b. 2
Algorithm SmoothRefute
Algorithm SmoothRefute receives as input an arbitrary 3CNF formula φ with n variables and m = βn clauses, with β ≥ 8c √ n log log n for a sufficiently large constant c (as required by item 2 of Theorem 2.8).
1. Pick at random a subformula φ 1 of φ containing m 1 = 2cn √ n log log n clauses. Proof: the polynomiality of SmoothRefute follows from the fact that each of its steps runs in polynomial time.
Step 1 is the step that uses randomization. 2 We now prove Theorem 1.1.
Proof:
We need to show that if SmoothRefute outputs refuted then φ is not satisfiable. By Lemma 3.3, SmoothRefute outputs refuted only if the balancing LP has a fractional solution with fractional imbalance at most t 1 and fractional discrepancy at most ρt 2 . By Lemma 3.4, this implies that the balancing LP has an integer solution (φ has a subformula φ containing φ 1 ) with imbalance I φ ≤ t 1 + b √ nm and discrepancy disc φ ≤ ρt 2 + b √ nm . Using the lower bound on t in step 3 of the algorithm, the choice of t 1 and t 2 in step 2, and the fact that ρ < 2 we have
Now the proof of item 1 in Theorem 2.21 implies that φ is not satisfiable. Hence also φ is not satisfiable. 2
Finally, we prove Theorem 1.2. Proof: The subformula φ 1 chosen at step 1 of SmoothRefute is an -smoothed formula of density β = 2c √ n log log n. Hence by Corollary 3.1, the value of t in step 3 is likely to be at least min[ m 1 , m δ 1 ], for δ arbitrarily close to 1. For our choice of parameters, this is larger than 8b √ nm , so SmoothRefute will not abort in step 3. By Lemma 3.2, the balancing LP with the choice of parameters as given in step 4 of SmoothRefute is likely to be feasible (it is likely to have a feasible integer solution), and hence by Lemma 3.3 SmoothRefute will output refuted in step 4. It is not hard to see that the above arguments fail with probability at most 2 −Ω(n) . Further details are omitted. 2
