Summary: This paper proposes a standard for notation in econometrics. It presents a fully integrated and internally consistent framework for notation and abbreviations, which is as close as possible to existing common practice and also obeys ISO regulations. The symbols used are instantly recognizable and interpretable, thus minimizing ambiguity a n d enhancing reading e ciency. The standard is designed in a exible manner, thus allowing for future extensions.
see Bollob as (1986, p. 60) .
On the other hand, many serious researchers did worry about notation. Jan Tinbergen propagated that`when you have an index to a certain variable you should use the capital letter as its upper limit.' For example, i = 1 : : : I and j = 1 : : : J , because this`was just a little detail that could help you a lot to see through things' (Magnus and Morgan, 1987, p. 127) .
In physics, engineering, and chemistry a serious attempt has been made to standardize symbols. The International Organization for Standardization (ISO) has published international regulations (ISO Standards Handbook, 1982) and the International Union of Pure and Applied Physics (IPU) has issued recommendations (CRC Handbook of Chemistry and Physics, 1988) . These regulations are generally followed by the profession, with one major exception: the treatment of lowercase single-letter constants (such as the base of natural logarithms e and the imaginary unit i|very often written as e and i, contrary to ISO regulations) or operators (such a s t h e d e r i v ative operator d|often written as d). 1 It appears that the profession nds that single-letter lowercase mathematical symbols look odd. There are examples of this phenomenon in econometrics too: one often sees det(A) for determinant, E(x) for expectation, but r(A) for rank.
Notation matters. A good and consistent notation helps in the understanding, communication and development of our profession. In the Renaissance, mathematics was written in a verbal style with p for plus, m for minus and R for square root. So, when Cardano (1501{1576) Kline (1972, p. 260) . There is no doubt that the development of good notation has been of great importance in the history of mathematics.
In this paper we attempt to harmonize the various practices in econometrics notation. It proposes a fully integrated and internally consistent framework for notation and abbreviations, which is as close as possible to existing common practice and also obeys ISO regulations. The symbols used are instantly recognizable and interpretable, thus minimizing ambiguity and enhancing reading e ciency. Using a common notation will save authors the e ort to de ne their notation in every paper. Only special notation needs to be de ned. We have tried to design our standard in a exible manner, allowing for future extensions in specialized elds.
There are many problems in designing a consistent notation. Our hope is to provide a useful benchmark and starting point for an evolving process. The notation is L A T E X oriented. Many L A T E X de nitions are provided, and the complete list of de nitions can be downloaded from http://cwis.kub.nl/ few5/center/sta /magnus. If we h a ve a symmetric matrix A of order n n, t h e n t h e e i g e n values are real and can be ordered. We recommend the ordering In the two-variable case one can write y i = 1 + 2 x i + " i or y i = + x i + " i but not y i = 0 + 1 x i + " i , since 0 is often used for other purposes, in particular as the value of the parameter under the null hypothesis.
The observations are typically indexed i = 1 : : : n (in cross sections) or t = 1 : : : T (in time series). If there are two cross sections one can use i and j if there are two time series one uses t and s. There are k regressors (not K) indexed by h = 1 : : : k . Acronyms and special symbols take precedence over index labels. For example, in de ning the t-statistic one should not use t as a summation index, and in formulae involving the imaginary unit i confusion can be avoided by not using i as
This formulation is not without controversy. Some authors write X ht instead of x ih , which is unsatisfactory, since X is an n k matrix and hence in their formulation X ht is the th-th element of X. Some write 0 for the rst element of , if the regression contains a constant term, and then let k denote the number of`real' regressors (so that X has k + 1 columns). We prefer to avoid this formulation for many reasons. It is convenient to always have k regressors independent of whether there is a constant term or not. Also, the inclusion of a constant does make an important di erence, for example in potentially non-stationary time series, and it can translate into a`real' variable such as a drift, which alters distributions and time paths.
Another issue is the disturbance term. We denote this by " (nepsi for a scalar, nvepsi for a vector) if the disturbances (or errors) are spherically distributed. 2 If the errors are not spherical, we denote them by u.
Estimators are random variables which say something about a xed but unknown quantity, called a parameter. They are denoted by`hats', such a s b . (nwidehatfnvbetag). 3 If we h a ve a second estimator of this is denoted by a`tilde': e . The realization of an estimator is an estimate.
Predictors are like estimators, except that they say something about a random variable. They are also denoted by`hats' (b y, b ") or tildes (e y, e "). The realization of a predictor is the`predicted value'.
The symbolsR 2 and R 2 denote the coe cient of determination and the adjusted coe cient of determination, respectively.
In the case of OLS (ordinary least squares), it is tradition to write b instead of b for the OLS estimator (X 0 X) ;1 X 0 y, e instead of b " for the residuals, and s 2 instead of b 2 for the OLS estimator of 2 . 4 We prefer not to do so, in order to stress the randomness of the estimators (one often thinks of b as a vector of constants).
If a is a vector, say of order n, then a (nwidebar) denotes the average of its components: a = { 0 a={ 0 {.
It is customary to write P X = X(X 0 X) + X 0 M X = I n ; P X where X has n rows. If there is no possibility of confusion, we can write M and P instead of M X and P X . The matrix which puts a vector in deviation form is thus M { = I n ; (1=n){{ 0 and the vector M { a denotes the vector a in deviation from its mean.
We denote a null hypothesis as H 0 (nrH) and an alternative a s H A (not H a since a may be a scalar or may refer to`asymptotic'). The statement of H 0 : R 0 = c is preferred over R = r. In the latter formulation, the single-hypothesis case is usually written as w 0 = r or r 0 = r, neither of which is ideal. However, if one writes R 0 = c, this specializes to r 0 = c in the one-dimensional case. This has the additional advantage that we can use r to denote the number of restrictions (dimension of c).
In the special case where R = I r (or where R is square and invertible), we usually write = 0 rather than = c.
The GLS model is written
We prefer the use of over , which can be confused with the summation symbol.
For the simultaneous equations model our starting point i s t h e (uni- We write f(x) g(x) (napprox) i f the two functions are approximately equal in some sense depending on the context. If f(x) is proportional to g(x) we write f(x) / g(x) (npropto). We say that`f(x) is at most of order g(x)' and write f(x) = O(g(x)), if jf(x)=g(x)j is bounded above i n some neighborhood of c (possibly 1), and we s a y t h a t f(x) is of order less than g(x)' and write f(x) = o(g(x)), if f(x)=g(x) ! 0 when x ! c. Finally, w e w r i t e f(x) g(x) ( nsim) i f f(x)=g(x) ! 1 when x ! c. The two functions are then said to be`asymptotically equal '. 5 Notice that when f(x) a n d g(x) are asymptotically equal, then f(x) g(x) and also f(x) = O(g(x)), but not vice versa. 5x t = x t ; x t;1 (ndiff) 4 forward di erence operator:
Instead of ' (1) (x) and ' (2) (x), one can write the more common ' 0 (x) a n d ' 00 (x), but otherwise we prefer to reserve the prime for matrix transposes rather than derivatives. Notice the di erence between the di erencing operator ndiff (5) Stiefel manifold: set of real n k matrices X such that X 0 X = I k (k n) ( ncalV)
O n V n n , orthogonal group of dimension n (ncalO) O n + proper orthogonal group of dimension n (orthogonal n n matrices with determinant + 1 ) S n V n 1 , unit sphere in R n (ncalS)
The Stiefel manifold V n k is also denoted as V k n in the literature. We recommend the former notation which is in line with R n k .
7 Statistical symbols, functions and operators
The following symbols are commonly used. (g(x) ) of probabilistic order less than g(x)
Notice that the symbol! (;!) indicates both convergence and a.s. convergence. The symbol w ;! for weak convergence is preferred to =), which denotes logical implication. The matrix ;H is also called the observed information matrix, while its expectation I := ; E(H) is the expected information matrix.
The main distributions in statistics are denoted as follows. We use the word`expectation' to denote mathematical expectation of a random vector x, denoted E(x). The word`average' refers to taking the average of some numbers: x = (1=n) P n i=1 x i . The word`mean' which could indicate either is best avoided. Like`expectation', the words`variance' (var),`covariance' (cov), and`correlation' (corr) indicate population parameters. Our hope is that this paper may c o n tribute towards the establishment o f a common notation in econometrics. Our fear is that it will not. We realize that it will be di cult to get consensus. The = sign for equality w as rst proposed in the middle of the 16th century, but 150 years later Bernoulli still used / (stylized , short for aequalis) in his Ars Conjectandi. Thus, our expectation is that it could take 1 5 0 y ears before a common notation is adopted.
