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SAMPLING RANDOM GRAPH HOMOMORPHISMS
AND APPLICATIONS TO NETWORK DATA ANALYSIS
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ABSTRACT. A graph homomorphism is a map between two graphs that preserves adjacency relations.
We consider the problem of sampling a random graph homomorphism from a graph F into a large net-
workG . WhenG is the complete graph with q nodes, this becomes the well-known problem of sampling
uniform q-colorings of F . We propose two complementary MCMC algorithms for sampling a random
graph homomorphisms and establish bounds on their mixing times and concentration of their time
averages. Based on our sampling algorithms, we propose a novel framework for network data analysis
that circumvents some of the drawbacks in methods based on independent and neigborhood sampling.
Various time averages of the MCMC trajectory give us real-, function-, and network-valued computable
observables, including well-known ones such as homomorphism density and average clustering coeffi-
cient. One of the main observable we propose is called the conditional homomorphism density profile,
which reveals hierarchical structure of the network. Furthermore, we show that these network observ-
ables are stable with respect to a suitably renormalized cut distance between networks. We also provide
various examples and simulations demonstrating our framework through synthetic and real-world net-
works. For instance, we apply our framework to analyze Word Adjacency Networks of a 45 novels data set
and propose an authorship attribution scheme using motif sampling and conditional homomorphism
density profiles.
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1. INTRODUCTION
Over the past several decades, technological advances in data collection and extraction have fueled
an explosion of network data from seemingly all corners of science – from computer science to the
information sciences, from biology and bioinformatics to physics, and from economics to sociology.
These data sets come with locally defined pairwise relationship, and the emerging and interdisci-
plinary field of Network Data Analysis aims at systematic methods to analyze such network data at
a systems level, by combining various mathematical techniques including statistics, graph theory,
geometry, and topology.
Sampling is an indispensable tool in statistical analysis of large graphs and networks. Namely, we
select a typical sample of the network and calculate its graph theoretical properties such as average
degree, mean shortest path length, and expansion (see [KC14] for a survey of statistical methods for
network data analysis). One of the most fundamental sampling methods, which is called the inde-
pendent sampling, is to choose a fixed number of nodes independently at random according to some
distribution on the nodes. One then studies properties of the subgraph or subnetwork induced on
the sample. Independent sampling is suitable for dense graphs, and closely connected to the class of
network observables called the homomorphism density, which were the central thread in the recent
development of the theory of dense graph limits and graphons [LS06, Lov12].
An alternative sampling procedure particularly suitable for sparse networks is called the neighbor-
hood sampling (or snowball sampling). Namely, one may pick a random node and sample its entire
neighborhood up to some fixed radius, so that we are guaranteed to capture a connected local piece
of the sparse network. We then ask how the given network looks like locally. For instance, the average
clustering coefficient, first introduced in [WS98], is a network observable that measures the extent to
which a given network locally resembles complete graphs. Also, neighborhood sampling was used in
[BS+01] to define the sampling distance between networks and to define limit object of sequences of
bounded degree networks.
One of the central concept in this paper is sampling graphs from networks. That is, for a fixed ’tem-
plate graph’ (motif) F of k nodes, we would like to sample k nodes from the network G so that the
induced subnetwork always contains a copy of F . This is equivalent to conditioning the independent
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FIGURE 1. Independent sampling (left), neighborhood sampling (middle), and motif sam-
pling (right).
sampling to contain a ’homomorphic copy’ of F . This conditioning enforces that we are always sam-
pling some meaningful portion of the network, where the prescribed graph F serves as a backbone.
One can then study properties of subnetworks ofG induced on this random copy of F . An immediate
advantage is that we have the freedom to change the motif F to capture different aspects of the net-
work. In order to distinguish from sampling graphs from a random graph model, we call this sampling
scheme motif sampling. (See Figure 1.)
We propose two complementary Markov Chain Monte Carlo algorithms for motif sampling, and
propose a novel framework for network data analysis based on motif sampling. Roughly speaking,
we will take time averages along the MCMC trajectory of motif sampling to compute various real-,
function-, and network-valued observables. These network observables are stable in the sense that a
small change in the network results in a small change in their values. Our new network observables
are not vanishingly small for sparse networks, and are able to capture multi-scale features.
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FIGURE 2. Heat map of the Word Adjacency Networks of four novels and their CHD profiles
corresponding to the self-loop motif.
4 HANBAEK LYU, FACUNDO MEMOLI, AND DAVID SIVAKOFF
To demonstrate our new sampling technique and Network Data analysis framework, we analyze
the Word Adjacency Networks [SER15] corresponding to a selected 45 novels of nine authors. These
networks are typically very sparse and spiky. We analyze hierarchical structure of this networks by
using our framework, and also apply to the authorship attribution problem. We show that a particular
choice of motifs can be more effective in distinguishing a particular author.
2. BACKGROUND AND RELATED WORK
Our work is inspired by the graph homomorphism and graph limit theory (see, e.g., [LS06, Lov12])
for sampling and constructing network observables, as well as the approach of Topological Data Anal-
ysis (see, e.g., [Car09, EH10]) for considering hierarchical structure of the objects and stability in-
equalities of the observables.
One of the central questions in network data analysis is the following: What do we observe from a
network? As the typical size and complexity of network data are far exceeding the capability of human
perception, we need some lens through which we can perceive and analyze network data. Namely,
given network G , we want to associate a much simpler object f (G ), which we call a network observ-
able, such that it is computable in a reasonable amount of time even when G is large and complex,
and yet it contains substantial information on G . These two seemingly contradictory properties of
network observables are stated more precisely below:
(i) (Computability) The observable f (G ) is computable in at most polynomial time in the size of the
network G .
(ii) (Stability) For given two networks G1,G2, we have
d( f (G1), f (G2))≤ d(G1,G2), (1)
where d in both sides denote a suitable distance metric between the observables and the
networks, respectively.
An inequality of type (1) is called ‘stability inequality’ for the observable f (G ), which encodes the
property that a small change in the network yields small change in the observable. In the context of
asymmetric networks, several possible observables f and a suitable metric are studied in [CM18b,
CM17, CM18a, Tur19, CM18c, CM19].
For instance, let G = (V ,E) be a finite simple graph and let K3 be a triangle. Let us choose three
nodes x1, x2, x3 independently from V uniformly at random, and define an observable t(K3,G), which
is called the homomorphism density of K3 in G , by
t(K3,G) :=P(there is an edge between xi and x j for all 1≤ i < j ≤ 3). (2)
In words, this is the probability that three randomly chosen people from a social network are friends of
each other. If we replace the triangle K3 with an arbitrary simple graph F , a similar observable t(F,G)
can be defined. Note that computing such observables can be done efficiently by repeated sampling
and averaging. Moreover, a fundamental lemma due to Lovász and Szegedy [LS06] asserts that the
homomorphism densities are stable with respect to the cut distance between graphs (or graphons, in
general):
|t(F,G1)−t(F,G2)| ≤ |EF | ·δä(G1,G2), (3)
where G1,G2 are simple graphs and EF is the set of edges in F . Hence by varying F , we obtain a family
of observables that satisfy the computability and stability (note that we can absorb the constant |EF |
into the cut distance δä).
However, there are two notable shortcomings of homomorphism densities as network observables.
First, homomorphism densities provide no useful information for sparse networks, where the average
degree is of order sublinear in the number of nodes (e.g., two-dimensional lattices or trees). This is
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because for sparse networks the independent sampling outputs a set of non-adjacent nodes with high
probability. In terms of the stability inequality (3), this is reflected in the fact that the cut distance δä
between two sparse networks becomes asymptotically zero as the sizes of networks tend to infinity.
Second, homomorphism densities do not capture multi-scale features of networks. Namely, we might
be interested in how the triangle of friendship varies over different scales, but the homomorphism
density of triangles aggregates such information into a single numeric value.
An entirely different approach is taken in the fields of Topological Data Analysis (TDA) in order to
capture multi-scale feature of data sets [Car09, EH10]. The essential work flow in TDA is as follows.
First, a data set X consisting of a finite number of points in Euclidean space Rd is given. In order to
equip the data set with a topological structure, one constructs a filtration of simplicial complexes on
top of X by attaching a suitable set of high dimensional cells according to the filtration parameter
(spatial resolution). Then by computing the homology of the filtration (or the persistent homology of
X ), one can associate X with a topological invariant f (X ) called the persistence diagram [ELZ00] (or
barcodes [Ghr08]). Stability of such observable is well-known [CSEH07, CCSG+09]. Namely, it holds
that
dB ( f (X ), f (Y ))≤ dG H (X ,Y ), (4)
where the distance metric on the left and right hand side denotes the bottleneck distance between
persistence diagrams and the Gromov-Hausdorff distance between data sets X and Y viewed as finite
metric spaces. However, as is well-known in the TDA community, computing persistence diagrams
for large data sets is computationally expensive (see [ELZ00, ZC05] for earlier algorithms and [Car09,
EM12, OPT+17, MS19] for recent surveys).
Lastly, we remark that motif sampling in fact generalizes the well-known problem of sampling a
proper coloring of a given graph uniformly at random. Recall that a (graph) homomorphism from a
graph F into another graph G is a vertex map that preserves the adjacency relation. In the special
case when G is the complete graph Kq with q nodes, a graph homomorphism F → Kq agrees with a
(proper) q-coloring of F . Indeed, in order the preserve the adjacency, any two adjacent nodes in F
should not be mapped into the same node in Kq . A number of MCMC algorithms and their mixing
times to sample a uniform q-coloring of a graph have been studied for decades [Jer95, SS97, SS97,
Vig00, DGM02, FV07]. We believe that the problem of sampling a uniform random homomorphism
F → G for general graphs F and G is an interesting problem in is own right, generalizing the graph
coloring problem.
There is an interesting change of perspective between the graph coloring problem and motif sam-
pling. Namely, in graph coloring F →Kq , the problem becomes easier for large q and hence the atten-
tion is toward sampling a random q-coloring for small q . On the other hand, for motif sampling, our
goal is to analyze large networkG through a random homomorphism F →G from a motif F . Hence in
our case F is small and G is large. It will be conceptually helpful to visualize a homomorpihsm F →G
as a graph-theoretic embedding of a motif F into the large network G .
2.1. Organization. We first introduce random homomorphism from motifs into networks and three
network observables in Section 3. In Section 4, we state stability inequalities (Propositions 4.1, 4.2,
and Theorem 4.3) for our network observables in terms of graphons and cut distance. In Section 5,
we introduce two Markov chain Monte Carlo (MCMC) algorithms for motif sampling. Their conver-
gence is stated in Theorems 5.7 and 5.8. An important implication is Corollary 5.10, by which we are
able to compute the network observables by suitable time averages of the MCMC trajectory. In Sec-
tion 6, we state mixing time bounds for the two MCMC algorithms (Theorems 6.1 and 6.2) as well as
a concentration inequality for their averages (Theorem 6.3). Sections 8 and 9 are devoted to exam-
ples and applications of our framework. In Section 8, we provide various examples and simulations
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demonstrating our results through synthetic networks. In Section 9, we apply our framework to ana-
lyze Word Adjacency Networks of a 45 novels data set and propose an authorship attribution scheme
using motif sampling and conditional homomorphism profiles. Lastly in Sections 10 and 11, we prove
stability inequalities and convergence, mixing bound, and concentration of the MCMC algorithms.
2.2. Notations. For each integer n ≥ 1, we write [n]= {1,2, · · · ,n}. Given a matrix A : [n]2 → [0,∞), we
call the pair G = ([n], A) an edge-weighted graph with node set [n] and edge weight A. When A is 0-1
valued, we call G a directed graph and we also write G = ([n],E), where E = {(i , j ) ∈ [n]2 |A(i , j )= 1} is
the set of all directed edges. Given an edge-weighted graph G = ([n], A), define its maximum degree
by
∆(G)=max
a∈[n]
∑
b∈[n]
1
(
A(a,b)+ A(b, a)> 0). (5)
A sequence (x j )mj=0 of nodes in G is called a walk of length m if A(x j , x j+1) > 0 for all 0 ≤ j < m. A
walk is a path if all nodes in the walk are distinct. We define the diameter of G , which we denote by
diam(G), by
diam(G)= max
a,b∈[n]
min{k ≥ 0 |∃ a path of length k between a and b}. (6)
We let diam(G)=∞ if there is no path between some x, y ∈V .
For any event A, we let 1A denote the indicator function of A, where 1A(ω) = 1 if ω ∈ A and 0
otherwise. We also denote 1A = 1(A) when convenient. For two real numbers a,b ∈ R, we denote
a∨b =max(a,b) and a∧b =min(a,b).
3. MOTIF SAMPLING AND NETWORK OBSERVABLES
3.1. Random homomorphism from motifs into networks. To describe motif sampling, we first give
a precise definition of networks and motifs. A network as a mathematical object consists of a triple
G = (X , A,α), where X , a finite set, is the node set of individuals, A : X 2 → [0,∞) is a matrix describing
interaction strength between individuals, and α : X → (0,1] is a probability measure on X giving sig-
nificance of each individual (cf. [CM19]) . Any given (n×n) matrix A taking values from [0,1] can be
regarded as a network ([n], A,α) where α(i )≡ 1/n is the uniform distribution on [n].
Fix an integer k ≥ 1 and a matrix AF : [k]2 → [0,∞). Let F = ([k], AF ) denote the corresponding
edge-weighted graph, which we also call a motif. A motif F = ([k], AF ) is said to be simple if AF is
0-1 valued, has zero diagonal entries (no loops), and AF (i , j )+ AF ( j , i ) ∈ {0,1} for each 1 ≤ i < j ≤ k
(see Figure 3 for an illustration). The fact that simple motifs have at most one directed edge between
any pair of nodes is crucial in the proof of stability inequalities of the network observables stated in
Subsection 4.2.
FIGURE 3. Graphical representation of simple motifs (a)-(d) and non-simple motif (e). mo-
tifs may contain no edge (a), several connected components (d), or loops or muiple edges
between a pair of nodes (e). Node labels of motifs are suppressed in these examples.
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For a given motif F = ([k], AF ) and a n-node network G = ([n], A,α), we introduce the following
probability distribution piF→G on the set [n][k] of all vertex maps x : [k]→ [n] by
piF→G (x)=
1
Z
( ∏
1≤i , j≤k
A(x(i ),x( j ))AF (i , j )
)
α(x(1)) · · ·α(x(k)), (7)
where the normalizing constant Z is given by
Z= t(F,G ) := ∑
x:[k]→[n]
( ∏
1≤i , j≤k
A(x(i ),x( j ))AF (i , j )
)
α(x(1)) · · ·α(x(k)). (8)
We call the random vertex map x : [k] → [n] distributed as piF→G the random homomorphism of F
into G .
A vertex map x : [k] → [n] is a (graph) homomorphism F → G if piF→G (x) > 0. Hence piF→G is a
probability measure on the set of all homomorphisms F →G . The above quantity t(F,G ) is known as
the homomorphism density of F in G . When G is a simple graph with uniform node weight α, then
piF→G becomes the uniform probability distribution on the set of all homomorphisms from F to G ,
and t(F,G ) is the probability of a random vertex map [x]→ [n] chosen from independent sampling is
a homomorphism F →G , as we discussed in (2) and below.
3.2. Network observables. We introduce three network observables based on the random embed-
ding of motif F into a network G .
Definition 3.1 (Conditional homomorphism density). Let G = ([n], A,α) be a network and fix two
motifs H = ([k], AH ) and F = ([k], AF ). Let H +F denote the motif ([k], AH + AF ). We define the condi-
tional homomorphism density of H in G given F by
t(H ,G |F )= t(H +F,G )
t(F,G )
, (9)
which is set to be zero when the denominator is zero.
When G is a simple graph with uniform node weight, the above quantity equals to the probability
that all edges in H are preserved by a uniform random homomorphism x : F →G .
Example 3.2 (Average clustering coefficient). A notable special case is when F is the wedge motif W3 =
([3],1{(1,2),(1,3)}) and H = ([3],1{(2,3)}). Then t(H ,G |W3) is the conditional probability that a random
sample of three nodes x1, x2, x3 in G induces a copy of the triangle motif K3, given that there are edges
from x1 to x2 and x3 in G . If G is a simple graph and if all three nodes are required to be distinct, such
a conditional probability is known as the transitivity ratio [LP49].
A similar quantity with different averaging leads to the average clustering coefficient, which was
introduced to measure how a give network locally resemblefs a complete graph and used to define
small-world networks in [WS98]. Namely, we may write
t(H ,G |W3)=
∑
x1∈[n]
∑
x2,x3∈[n] A(x1, x2)A(x2, x3)A(x1, x3)α(x2)α(x3)(∑
x2∈[n] A(x1, x2)α(x2)
)2 α(x1)∑
x1∈[n]α(x1)
. (10)
If G is a simple graph with uniform node weight α≡ 1/n, then we can rewrite the above equation as
t(H ,G |W3)=
∑
x1∈[n]
#(edges between neighbors of x1 in G )
degG (x1)(degG (x1)−1)/2
degG (x1)−1
n degG (x1)
. (11)
If the second ratio in the above summation is replaced by 1/n, then it becomes the average clustering
coefficient of G [WS98]. Hence the conditional homomorphism density t(H ,G |W3) can be regarded
as a version of generalized average clustering coefficient, which lower bounds the average clustering
coefficient of G when it is a simple graph. N
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Next, instead of looking at conditional homomorphism density of H in G given F at a single scale,
we could look at how the conditional density varies at different scales as we threshold G according to
a parameter t ≥ 0. Namely, we draw a random homomorphism x : F →G , and ask if all the edges in H
have weights ≥ t in G . This naturally leads to the following function-valued observable.
Definition 3.3 (CHD profile). Let G = ([n], A,α) be a network and fix two motifs H = ([k], AH ) and
F = ([k], AF ). We define the CHD (Conditional Homomorphism Density) profile of a network G for H
given F by the function f(H ,G |F ) : [0,1]→ [0,1],
f(H ,G |F )(t )=PF→G
(
min
1≤i , j≤k
A(x(i ),x( j ))AH (i , j ) ≥ t
)
, (12)
where x : F →G is a random embedding drawn from the distribution piF→G defined at (7).
Example 3.4 (Two-armed path, singleton, and self-loop motifs). For integers k1,k2 ≥ 0, we define a
two-armed path motif Fk1,k2 = ({0,1, · · · ,k1+k2},1(E)) where its set E of directed edges are given by
E = {(0,1), (1,2), · · · , (k1−1,k1), (0,k1+1), (k1+1,k1+2), · · · , (k1+k2−1,k1+k2)}. (13)
This is also the rooted tree consisting of two directed paths of lengths k1 and k2 from the root 0. Also,
we denote Hk1,k2 = ({0,1, · · · ,k1+k2},1{(k1,k1+k2)}). This is the motif on the same node set as Fk1,k2 with
a single directed edge between the ends of the two arms. (See Figure 4.)
FIGURE 4. Plots of directed path and cycle motifs Pk and Ck (left) and two-way path and cy-
cle motifs Fk1,k2 and Ck1,k2 (right). Pk and Fk1,k2 consist of blue edges and Ck and Ck1,k2 are
obtained by adding the red edge (k,1) and (−k1,k2), respectively.
When k1 = k2 = 0, then F0,0 and H0,0 become the ‘singleton motif’ ([0],1(;)) and the ‘self-loop
motif’ ([0],1(0,0)). In this case the corresponding homomorphism and conditional homomorphism
densities have simple expressions involving only the diagonal entries of edge weight matrix of the
network. Namely, for a given network G = ([n], A,α), we have
t(H0,0,G )=
n∑
k=1
A(k,k)α(k), t(F0,0,G )=
n∑
k=1
α(k)= 1. (14)
The former is also the weighted average of the diagonal entries of A with respect to the node weight
α. For the conditional homomorphism densities, observe that
t(H0,0,G |F0,0)=
n∑
k=1
A(k,k)α(k), t(H0,0,G |H0,0)=
∑n
k=1 A(k,k)
2α(k)∑n
k=1 A(k,k)α(k)
. (15)
The latter is also the ratio between the first two moments of the diagonal entries of A. Lastly, the
corresponding CHD profile is given by
f(H0,0,G |F0,0)(t )=
n∑
k=1
1(A(k,k)≥ t )α(k), f(H0,0,G |F0,0)(t )=
∑n
k=1 1(A(k,k)≥ t )A(k,k)α(k)∑n
k=1 A(k,k)α(k)
. (16)
These quantities can be interpreted as the probability that the self-loop intensity A(k,k) is at least t ,
when k ∈ [n] is chosen with probability proportional to α(k) or A(k,k)α(k), respectively. N
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Lastly, we define network-valued observables from motif sampling. Recall that motif sampling
gives the k-dimensional probability measure piF→G on the set [n][k]. Projecting this measure onto
the first and last coordinates gives a probability measure on [n]{1,k}. This can be regarded as a matrix
AF : [n]2 → [0,1] of another network G F := ([n], AF ,α). A precise definition is given below.
Definition 3.5 (Motif transform). Let F = ([k], AF ) be a motif for some k ≥ 2 and G = ([n], A,α) be a
network. The motif transform of G by F is the network G F := ([n], AF ,α), where
AF (x, y)=PF→G
(
x(1)= x, x(k)= y) , (17)
where x : F →G is a random embedding drawn from the distribution piF→G defined at (7).
Motif transforms can be used to modify a given network so that certain structural defects are reme-
died, without perturbing the original network too much. For instance, suppose G consists two large
cliques C1 and C2 connected by a thin path P . When we perform the single-linkage clustering onG , it
will perceive C1∪P ∪C2 as a single cluster, even though the linkage P is not significant. To overcome
such issue, we could instead perform single-linkage clustering on the motif transform G F where F is
a triangle. Then the thin linkage P is suppressed by the transform, and the two cliques C1 and C2 will
be detected as separate clusters. See Example 8.5 for more details.
Remark 3.6. Transformations of networks analogous to motifs transforms have been studied in the
context of clustering of metric spaces and networks in [CM13, CMRS17, CMRS16].
4. STABILITY INEQUALITIES
4.1. Graphons and distance between networks. We introduce two commonly used notions of dis-
tance between networks as viewed as ‘graphons’. A kernel is a measurable integrable function W :
[0,1]2 → [0,∞). We say a kernel W is a graphon if it takes values from [0,1]. Note that we do not re-
quire the kernels and graphons are symmetric, in contrast to the convention in [Lov12]. For a given
network G = ([n], A,α), we define a ‘block kernel’ UG : [0,1]2 → [0,1] by
UG (x, y)=
∑
1≤i , j≤n
A(i , j )1(x ∈ Ii , y ∈ I j ), (18)
where [0,1] = I1 unionsq I2 unionsq ·· · unionsq In is a partition such that each Ii is an interval with Lebesgue measure
µ(Ii )=α(i ). (For more discussion on kernels and graphons, see Lovász [Lov12].)
For any integrable function W : [0,1]2 →R, we define its p-norm by
‖W ‖p =
(∫ 1
0
∫ 1
0
|W (x, y)|p d x d y
)1/p
, (19)
for any real p ∈ (0,∞), and its cut norm by
‖W ‖ä = sup
A,B⊆[0,1]
∣∣∣∣∫
A
∫
B
W (x, y)d x d y
∣∣∣∣ . (20)
Now for any two networks G1 and G2, we define their p-distance by
δp (G1,G2)= inf
ϕ
‖UG1 −Uϕ(G2)‖p , (21)
where the infimum is taken over all bijections ϕ : [n]→ [n] and ϕ(G2) is the network ([n], Aϕ,α ◦ϕ),
Aϕ(x, y)= A(ϕ(x),ϕ(y)). Taking infimum overϕmake sures that the similarity between two networks
does not depend on relabeling of nodes. We define cut distance between G1 and G2 similarly and
denote it by δä(G1,G2).
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The cut distance is less conservative than the 1-norm in the sense that
δä(W1,W2)≤ δ1(W1,W2) (22)
for any two kernels W1 and W2. This follows from the fact that
‖W ‖ä ≤ ‖|W |‖ä = ‖W ‖1. (23)
for any kernel W .
4.2. Stability inequalities. In this subsection, we state stability inequalities for the network observ-
ables we introduced in Section 3 in terms of kernels and graphons.
The homomorphism density of a motif F = ([k], AF ) in a kernel U is defined by (see, e.g., [LS06,
Subsection 7.2])
t(F,U )=
∫
[0,1]k
∏
1≤i , j≤k
U (xi , x j )
AF (i , j ) d x1 · · ·d xk . (24)
For any other motif H = ([k], AH ), we define the conditional homomorphism density of H in U given F
by t(H ,U |F )= t(H+F,U )/t(F,U ), where F+E = ([k], AE+AF ) and we set t(H ,U |F )= 0 if t(F,U )= 0.
It is easy to check that the two definitions of conditional homomorphism density for networks and
graphons agree, namely, t(H ,G |F ) = t(H ,UG |,F ). Also, CHD for kernels are defined similarly as in
(12). Lastly, we define the motif transform U F : [0,1]2 → [0,∞) of a kernel U by a motif F = ([k], AF )
for k ≥ 2 by
U F (x1, xk )=
1
t(F,U )
∫
[0,1]k−2
∏
1≤i , j≤k
U (xi , x j )
AF (i , j ) d x2 · · ·d xk−1. (25)
The well-known stability inequality for homomorphism densities is due to Lovász and Szegedy
[LS06], which reads
|t(F,U )−t(F,W )| ≤ |EF | ·δä(U ,W ) (26)
for any two graphons U ,W : [0,1]2 → [0,1] and a motif F = ([k],EF ). A simple application of this
inequality shows that conditional homomorphism densities are also stable with respect to the cut
distance up to a normalization.
Proposition 4.1. Let H = ([k], AH ) and F = ([k], AF ) be motifs such that H+F = ([k], AH+AF ) is simple.
Let U ,V : [0,1]2 → [0,1] be graphons. Then
|t(H ,U |F )−t(H ,W |F )| ≤ 2|EH | ·δä(U ,W )
max(t(F,U ),t(F,W ))
. (27)
A similar argument shows that motif transforms are also stable with respect to cut distance.
Proposition 4.2. Let F = ([k], AF ) be a simple motif and let U ,W : [0,1]2 → [0,1] be graphons. Then
δ(U F ,W F )ä ≤
(
1+ 1
max(t(F,U ),t(F,W ))
)
|E | ·δä(U ,W ) (28)
For the CHD profiles, we prove the following stability inequality.
Theorem 4.3. Let H = ([k], AH ) and F = ([k], AF ) be simple motifs such that H +F = ([k], AH + AF ) is
simple. Then for any graphons U ,W : [0,1]2 → [0,1],
‖f(H ,U |F )−f(H ,W |F )‖1 ≤ 2‖AF‖1 ·δä(U ,W )+‖AH‖1 ·δ1(U ,W )
max(t(F,U ),t(F,W ))
. (29)
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5. MCMC FOR MOTIF SAMPLING AND COMPUTING THE OBSERVABLES
5.1. Dynamic embedding. Note that computing the measure piF→G according to its definition is
computationally expensive, especially when the network G is large. In this subsection, we give ef-
ficient randomized algorithms to sample a random embedding F → G from the measure piF→G by a
Markov chain Monte Carlo method. Namely, we seek for a Markov chain (xt )t≥0 evolving in the space
[n][k] of vertex maps [k]→ [n] such that each xt is a homomorphism F →G and the chain (xt )t≥0 has a
unique starionay distribution given by (7) and (8). We call such a Markov chain a dynamic embedding
of F into G . We propose two complementary dynamic embedding schemes.
Observe that equation (7) suggests to consider a spin model on F where each site i ∈ [k] takes a
discrete spin x(i ) ∈ [n] and the probability of such discrete spin configuration x : [k]→ [n] is given by
(7). This spin model interpretation naturally leads us to the following dynamic embedding in terms
of the Glauber chain (see Figure 5).
Definition 5.1 (Glauber chain). Let F = ([k], AF ) be a simple motif and G = ([n], A,α) be a network.
Suppose t(F,G ) > 0 and fix a homomorphism x0 : F → G . Define a Markov chain xt of homomor-
phisms F →G as below.
(i) Choose a node i ∈ [k] of F uniformly at random.
(ii) Set xt+1( j )= xt ( j ) for j 6= i . Update xt (i )= a to xt+1(i )= b according to the transition kernel
G(a,b)=
(∏
j 6=i A(xt ( j ),b)AF ( j ,i ) A(b,xt ( j ))AF (i , j )
)
A(b,b)AF (i ,i )α(b)∑
1≤c≤n
(∏
j 6=i A(xt ( j ),c)AF ( j ,i ) A(c,xt ( j ))AF (i , j )
)
A(c,c)AF (i ,i )α(c)
, (30)
where the product is over all 1≤ j ≤ k such that j 6= i .
FIGURE 5. Glauber chain of homomorphisms xt : F → G , where G is the (9× 9) grid with
uniform node weight and F = ([6],1{(1,2),(2,3),··· ,(5,6)}) is a directed path. The orientation of the
edges (1,2) and (1,3) are suppressed in the figure. During the first transition, node 5 is chosen
with probability 1/6 and xt (5) is moved to the top left common neighbor of xt (4) and xt (6)
with probability 1/2. During the second transition, node 1 is chosen with probability 1/6 and
xt+1(1) is moved to the right neighbor of xt+1(2) with probability 1/4.
Remark 5.2. Note that in each step of the Glauber chain, the transition kernel in (30) can be com-
puted in at most O(∆(G )k2) steps in general, where ∆(G ) denotes the ‘maximum degree’ of G , which
we understand as the maximum degree of the edge-weighted graph ([n], A) as defined at (5). This will
be of order n if G is very dense, but in Theorem 6.1, we show that the Glauber chain mixes fast in this
case. On the other hand, if G is of bounded degree or sparse then ∆(G )=O(1), but in this case we do
not have a good mixing bound and we expect the chain could mix very slowly.
Note that in the case of the Glauber chain, since all nodes in the motif try to move in all possible
directions within the network, one can expect that it might take a long time to converge to its station-
ary distribution. To break the symmetry, we can designate a special node in the motif F as a ‘pivot’,
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and let it ‘carry around’ all the rest as it performs a simple random walk on G . A canonical random
walk kernel on G can be modified by the Metropolis-Hastings algorithm so that its unique stationary
distribution agrees with the correct marginal distribution from the joint distribution piF→G . We can
then successively sample the rest (see Figure 6) after each move of the pivot. We call this alternative
dynamic embedding the pivot chain.
In order to make a precise definition of the pivot chain, we restrict the motif F = ([k], AF ) to be an
edge-weighted directed tree rooted at node 1 without loops. More precisely, suppose AF = 0 if k = 1
and for k ≥ 2, we assume that for each 2≤ i ≤ k, AF ( j , i )> 0 for some unique 1≤ j ≤ k, j 6= i . In this
case we denote j = i− can call it the parent of i . We may also assume that the other nodes ∈ {2, · · · ,k}
are in a depth-first order, so that i− < i for all 2 ≤ i ≤ k. We can always assume such ordering by
suitably permuting the vertices, if necessary. In this case we call F a rooted tree motif.
Now we introduce the pivot chain. See Figure 6 for an illustration.
Definition 5.3 (Pivot chain). Let F = ([k], AF ) be a rooted tree motif and letG = ([n], A,α) be a network
such that for each i ∈ [n], A(i , j )> 0 for some j ∈ [n]. Let x0 : [k]→ [n] be an arbitrary homomorphism.
Define a Markov chain xt of homomorphisms F →G as below.
(i) Given xt (1) = a, sample a node b ∈ [n] according to the distribution Ψ(a, · ), where the kernel
Ψ : [n]2 → [0,1] is defined by
Ψ(a,b)= α(a)max(A(a,b), A(b, a))α(b)∑
c∈[n]α(a)max(A(a,c), A(c, a))α(c)
a,b ∈ [n]. (31)
(ii) Let pi(1) denote the projection of the probability distribution piF→G (defined at (7)) onto the loca-
tion of node 1. Then accept the update a 7→ b and set xt+1(1)= b or reject the update and set
xt+1(1)= a independently with probability λ or 1−λ, respectively, where
λ=
[
pi(1)(b)
pi(1)(a)
Ψ(b, a)
Ψ(a,b)
∧1
]
. (32)
(iii) Having sampled xt+1(1), · · · , xt+1(i − 1) ∈ [n], inductively, sample xt+1(i ) ∈ [n] according to the
following conditional probability distribution
P(xt+1(i )= xi |xt+1(1)= x1, · · · , xt+1(i −1)= xi−1)=
(∏
2≤ j<i A(x j− , x j )α( j )
)
A(xi− , xi )α(xi )∑
c∈[n]
(∏
2≤ j<i A(x j− , x j )α( j )
)
A(xi− ,c)α(c)
. (33)
FIGURE 6. Pivot chain of homomorphisms xt : F →G , whereG is the (9×9) grid with uniform
node weight and F = ([6],1{(1,2),(2,3),··· ,(5,6)}) is a directed path. The orientation of the edges
(1,2) and (1,3) are suppressed in the figure. During the first transition, the pivot xt (1) moves
to its right neighbor with probability 1/4, and xt+1(i+1) is sampled uniformly among the four
neighbors of xt+1(i ) from i = 2 to 6. Note that xt+1(4) = xt+1(6) in the middle figure. The
second transition is similar.
SAMPLING RANDOM GRAPH HOMOMORPHISMS AND APPLICATIONS TO NETWORK DATA ANALYSIS 13
The tree structure of the motif F is crucially used both in step (ii) and (iii) of the pivot chain.
Namely, computing the acceptance probability λ in step (ii) involves computing the marginal distri-
bution pi(1) on the location of the pivot from the joint distribution piF→G . This can be done recursively
due to the tree structure of F , admitting a particularly simple formula when F is a star or a path (see
Examples 5.4 and 5.5).
In order to explain the construction of the pivot chain, we first note that the simple random walk
on G with kernelΨ defined at (31) has the following canonical stationary distribution
piG (a) :=
∑
c∈[n]Ψ(a,c)∑
b,c∈[n]Ψ(b,c)
a ∈ [n]. (34)
When this random walk is irreducible, piG is its unique stationary distribution. If we draw a random
homomorphism x : F → G from a star F = ([k], AF ) into a network G = ([n], A,α) according to the
distribution piF→G , then for each x1 ∈ [n],
pi(1)(x1) :=PF→G (x(1)= x1)=
1
t(F,G )
∑
1≤x2,··· ,xk≤n
A(x2− , x2) · · ·A(xk− , xk )α(x1)α(x2) · · ·α(xk ). (35)
Hence, we may use Metropolis-Hastings algorithm [Liu08, LP17] to modify the random walk kernelΨ
to P so that its stationary distribution becomes pi(1), where
P (a,b)=
Ψ(a,b)
[
pi(1)(b)Ψ(b,a)
pi(1)(a)Ψ(a,b) ∧1
]
if b 6= a
1−∑c:c 6=aΨ(a,c)[ pi(1)(c)Ψ(c,a)pi(1)(a)Ψ(a,c) ∧1] if b = a. (36)
This new kernel P can be executed by steps (i)-(ii) in the definition of the pivot chain.
Example 5.4 (Pivot chain for embedding stars). Consider the motif F = ([k],1{(1,2),(1,3),··· ,(1,k)}), which
is a ‘star’ with center 1 (e.g., (a)-(c) in Figure 3). Embedding a star into a network gives important
network observables such as the transtivity ratio and average clustering coefficient (see Example 3.2).
In this case, the marginal distribution pi(1) of the pivot in (35) simplifies into
pi(1)(x1)= α(x1)
t(F,G )
( ∑
c∈[n]
A(x1,c)α(c)
)k−1
. (37)
Accordingly, the acceptance probability λ in (32) becomes
λ=
[
α(b)
(∑
c∈[n] A(b,c)α(c)
)k−1
α(a)
(∑
c∈[n] A(a,c)α(c)
)k−1 Ψ(b, a)Ψ(a,b) ∧1
]
. (38)
For a further simplicity, suppose that the network G = ([n], A,α) is such that A is symmetric and
α≡ 1/n. In this case, the random walk kernel Ψ and the acceptance probability λ for the pivot chain
simplify as
Ψ(a,b)= A(a,b)∑
c∈[n] A(a,c)
a,b ∈ [n], λ=
[ (∑
c∈[n] A(b,c)
)k−2(∑
c∈[n] A(a,c)
)k−2 ∧1
]
. (39)
In particular, if F = ([2],1{(0,1)}), then λ≡ 1 and the pivot xt (1) performs the simple random walk on G
given by the kernelΨ(a,b)∝ A(a,b) with no rejection. N
Example 5.5 (Pivot chain for embedding paths). Consider the motif F = ([k],1{(1,2),(2,3),··· ,(k−1,k)}), a
directed path of length k −1, and suppose for simplicity that the node weight α on the network G =
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([n], A,α) is uniform. Draw a random homomorphism x : F → G from the distribution piF→G . Then
the marginal distribution pi(1) of the pivot in (35) simplifies into
pi(1)(x1)= n
−k
t(F,G )
∑
c∈[n]
Ak−1(x1,c). (40)
Hence the acceptance probability in step (ii) of the pivot chain becomes
λ=
[∑
c∈[n] Ak−1(b,c)∑
c∈[n] Ak−1(a,c)
Ψ(b, a)
Ψ(a,b)
∧1
]
, (41)
which involves computing powers of the matrix A up to the length of the path F . N
Remark 5.6 (Computational cost of the pivot chain). From the computations in Examples 5.4 and
5.5, one can easily generalize the formula for the acceptance probability λ recursively when F is a
general directed tree motif. This will involve computing powers of A up to the depth of the tree. More
precisely, the computational cost of each step of the pivot chain is of order∆(G )`∆(F ), where∆(G ) and
∆(F ) denote the maximum degree ofG and F (defined at (5)) and ` denotes the depth of F . Unlike the
Glauber chain, this could be exponentially large in the depth of F even when G and F have bounded
maximum degree.
5.2. Convergence of Glauber/pivot chains. In this subsection, we state convergence results for the
Glauber and pivot chains.
We say a network G = ([n], A,α) is irreducible if the random walk on G with kernel Ψ defined at
(31) visits all nodes in G with positive probability. Note that sinceΨ(a,b)> 0 if and only ifΨ(b, a)> 0,
each proposed move a 7→ b is never rejected with probability 1. Hence G is irreducible if and only if
the random walk on G with the modified kernel P is irreducible. Moreover, we say G is bidirectional
if A(i , j ) > 0 if and only if A( j , i ) > 0 for all i , j ∈ [n]. Lastly, we associate a simple graph G = ([n], AG )
with the network G , where AG is its adjacency matrix given by AG (i , j ) = 1(min(A(i , j ), A( j , i )) > 0).
We call G the skeleton of G .
Theorem 5.7. Let F = ([k], AF ) be a motif and G = ([n], A,α) be an irreducible network. Suppose
t(F,G )> 0 and let (xt )t≥0 be the Glauber chain F →G .
(i) piF→G is a stationary distribution for the Glauber chain.
(ii) If F is a rooted tree motif, G is bidirectional, and its skeleton G contains an odd cycle, then the
Glauber chain is irreducible and piF→U is its unique stationary distribution.
Theorem 5.8. Let F = ([k], AF ) be a rooted tree motif, and G = ([n], A,α) be an irreducible network.
Further assume that for each i ∈ [n], A(i , j )> 0 for some j ∈ [n]. Then pivot chain F →G is irreducible
with unique stationary distribution piF→G .
Since both the Glauber and pivot chains evolve in the finite state space [n][k], when given the ir-
reducibility condition, both chains converge to their unique starionay distribution piF→G . Then the
Markov chain ergodic theorem implies the following corollary.
Theorem 5.9. Let F = ([k], AF ) be a rooted tree motif and G = ([n], A,α) be an irreducible network. Let
g : [n][k] → Rd be any function for d ≥ 1. Let x : [k] → [n] denote a random homomorphism F → G
drawn from piF→G .
(i) If (xt )t≥0 denotes the pivot chain F →G , then
E[g (x)]= lim
N→∞
1
N
N∑
t=1
g (xt ). (42)
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(ii) If G is bidirectional and its skeleton contains an odd cycle, then (42) also holds for the Glauber
chain (xt )t≥0 : F →G .
Given an irreducible dynamic embedding xt : F → G with piF→G as the unique starionay distribu-
tion, we take various time averages to compute meaningful quantities for the underlying network G .
Let Ei , j be the (n×n) matrix with zero entries except 1 at (i , j ) entry.
Corollary 5.10. Let F = ([k], AF ) be a rooted tree motif, H = ([k], AH ) another motif, and G = ([n], A,α)
an irreducible network. Let (xt )t≥0 be the pivot chain F →G . Then the followings hold:
t(H ,G |F )= lim
N→∞
1
N
N∑
t=1
∏
1≤i , j≤k
A(xt (i ),xt ( j ))
AH (i , j ), (43)
f(H ,G |F )(t )= lim
N→∞
1
N
N∑
t=1
∏
1≤i , j≤k
1
(
A(xt (i ),xt ( j ))
AH (i , j ) ≥ t
)
t ∈ [0,1], (44)
t(H ,G |,F )AH = lim
N→∞
1
N
N∑
t=1
( ∏
1≤i , j≤k
A(xt (i ),xt ( j ))
AH (i , j )
)
Ext (1),xt (k). (45)
Furthermore, G is bidirectional and its skeleton contains an odd cycle, then the above equations also
hold for the Glauber chain (xt )t≥0 : F →G .
Remark 5.11. When we compute AH using (45), we do not need to approximate the conditional ho-
momorphism density t(H ,G , |F ) separately. Instead, we compute the limiting matrix on the right
hand side of 45 and normalize by its 1-norm so that ‖AH‖1 = 1.
6. MIXING AND CONCENTRATION OF DYNAMIC EMBEDDINGS
6.1. Mixing time of Glauber/pivot chains. Next, we address the question of how long we should run
the Markov chain Monte Carlo in order to get a precise convergence to the target measure piF→G .
Recall that the total deviation distance between two probability distributions µ,ν on a finite set Ω is
defined by
‖µ−ν‖TV = 1
2
∑
x∈Ω
|µ(x)−ν(x)|. (46)
If (X t )t≥0 is any Markov chain on finite state space Ω with transition kernel P and unique starionay
distribution pi, then its mixing time tmi x is defined to be the function
tmi x (ε)= inf
{
t ≥ 0 : max
x∈Ω
‖P t (x, ·)−pi‖TV ≤ ε
}
. (47)
In Theorems 6.1 and 6.2 below, we give bounds on the mixing times of the Glauber and pivot chains
when the underlying motif F is a tree. For the Glauber chain, let x : F → G be a homomorphism and
fix a node j ∈ [k]. Define a probability distribution µx, j on [n] by
µx,i (b)=
(∏
j 6=i A(x( j ),b)AF ( j ,i ) A(b,x( j ))AF (i , j )
)
A(b,b)AF (i ,i )α(b)∑
1≤c≤n
(∏
j 6=i A(x( j ),c)AF ( j ,i ) A(c,x( j ))AF (i , j )
)
A(c,c)AF (i ,i )α(c)
, (48)
This is the conditional distribution that the Glauber chain uses to update x( j ).
For each integer d ≥ 1 and network G = ([n], A,α), define the following quantity
c(d ,G )= max
x,x′:Sd→G
x∼ x′ and x(1)= x′(1)
(
1−2d‖µx,1−µx′,1‖TV
)
, (49)
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where Sd = ([d +1],E) is the star with d leaves where node 1 is at the center, and x ∼ x′ means that
they differ by at most one coordinate. For a motif F = ([k], AF ), we also denote its maximum degree
∆(F ) by
∆(F )=max
i∈[k]
∑
j 6=i
1(AF (i , j )+ AF ( j , i )> 0). (50)
Theorem 6.1. Suppose F = ([k], AF ) is a rooted tree motif and G is an irreducible and bidirectional
network. Further assume that the skeleton G of G contains an odd cycle. If c(∆(F ),G ) > 0, then the
mixing time tmi x (ε) of the Glauber chain (xt )t≥0 of homomorphisms F →G satisfies
tmi x (ε)≤ d2c(∆,G )k log(2k/ε)(diam(G)+1)e. (51)
On the other hand, we show that the pivot chain mixes at the same time that the single-site random
walk on network G does. An important implication of this fact is that the mixing time of the pivot
chain does not depend on the size of the motif. However, the computational cost of performing each
step of the pivot chain does increase in the size of the motif (see Remark 5.6).
It is well-known that the mixing time of a random walk onG can be bounded by the absolute spec-
tral gap of the transition kernel in (36) (see [LP17, Thm. 12.3, 12.4]). Moreover, a standard coupling ar-
gument shows that the mixing time is bounded above by the meeting time of two independent copies
of the random walk. Using a well-known cubic bound on the meeting times [CTW93], we obtain the
following result.
Theorem 6.2. Let F = ([k],EF ) be a directed rooted tree and G = ([n], A,α) be an irreducible network.
Further assume that for each i ∈ [n], A(i , j ) > 0 for some j ∈ [n]. Let P denote the transition kernel of
the random walk on G defined at (36).
(i) Let t (1)mi x (ε) be the mixing time of the pivot with kernel P. Then
tmi x (ε)= t (1)mi x (ε). (52)
(ii) Let λ? be the eigenvalue of P with largest modulus that is less than 1. Then
λ? log(1/2ε)
1−λ?
≤ tmi x (ε)≤max
x∈[n]
log(1/α(x)ε)
1−λ?
. (53)
(iii) Suppose n ≥ 13, A is the adjacency matrix of some simple graph, andα(i )∝ deg(i ) for each i ∈ [n].
Then
tmi x (ε)≤ log2(ε−1)
(
4
27
n3+ 4
3
n2+ 2
9
n− 296
27
)
. (54)
6.2. Concentration and statistical inference. Suppose (xt )t≥0 is the pivot chain of homomorphisms
F → G , and let g : [k][n] → Rd be a function for some d ≥ 1. In the previous subsection, we observed
that various observables on the network G can be realized as the expected value E[g (x)] under the
starionay distribution piF→G , so according to Corollary 5.10, we can approximate them by time aver-
ages of increments g (xt ) for suitable choice of g . A natural question to follow is that if we take the
time average for the first N steps, is it possible to infer about the true value E[g (x)]?
The above question can be addressed by applying the McDiarmid’s inequality for Markov chains
(see, e.g., [P+15, Cor. 2.11]) together with the upper bound on the mixing time of pivot chain provided
in Theorems 6.2.
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Theorem 6.3. Let F = ([k],EF ),G = ([n], A,α), (xt )t≥0, and t (1)mi x (ε) be as in Theorem 6.2. Let g : [k][n] →
R be any functional. Then for any δ> 0,
P
(∣∣∣∣∣EpiF→G [g (x)]− 1N N∑t=1 g (xt )
∣∣∣∣∣≥ δ
)
< 2exp
(
−2δ2N
9t (1)mi x (1/4)
)
. (55)
A similar result for the Glauber chain (with t (1)mi x (1/4) at (55) replaced by tmi x (1/4)) can be derived
from the mixing bounds provided in Theorem 6.1.
Remark 6.4. One can reduce the requirement for running time N in Theorem 6.3 by a constant factor
in two different ways. First, if the random walk of pivot on G exhibits a cutoff, then the factor of 9 in
(55) can be replaced by 4 (see [P+15, Rmk. 2.12]). Second, if we take the partial sum of g (xt ) after a
‘burn-in period’ a multiple of mixing time of the pivot chain, then thereafter we only need to run the
chain for a multiple of the relaxation time 1/(1−λ?) of the random walk of pivot (see [LP17, Thm.
12.19]).
Next, we give a concentration inequality for vector-valued partial sums process. This will allow
us to construct confidence intervals for CHD profiles and motif transforms. The key ingredients are
the use of burn-in period as in [LP17, Thm. 12.19] and a concentration inequality for vector-valued
martingales [Hay05].
Theorem 6.5. Let F = ([k], AF ), G = ([n], A,α), (xt )t≥0, and t (1)mi x (ε) be as in Theorem 6.2. LetH be any
Hilbert space and let g : [n][k] →H be any function such that ‖g‖∞ ≤ 1. Then for any ε,δ> 0,
P
(∥∥∥∥∥EpiF→G [g (x)]− 1N N∑t=1 g (xr+t )
∥∥∥∥∥≥ δ
)
≤ 2e2 exp
(−δ2N
2
)
+ε, (56)
provided r ≥ t (1)mi x (ε).
7. MOTIF TRANSFORMS AND SPECTRAL DECOMPOSITION
In this section, we compute the motif transform by paths using a certain spectral decomposition
and consider motif transforms in terms of graphons. We denote the path and cycle motifs by Pk =
([k],1{(1,2),(2,3),··· ,(k−1,k)}) and Ck = ([k],1{(1,2),··· ,(k−1,k),(k,1)}), respectively.
7.1. Motif transform by paths. For any function f : [n]→ [0,1], denote by diag( f ) the (n×n) diagonal
matrix whose (i , i ) entry is f (i ). For a given network G = ([n], A,α), observe that
t(Pk ,G )α(x1)
−1/2 APk (x1, xk )α(xk )−1/2 =
∑
x2,··· ,xk−1∈[n]
k−1∏
`=1
√
α(x`)A(x`, x`+1)
√
α(x`+1) (57)
=
[(
diag(
p
α) A diag(
p
α)
)k−1]
x1,xk
. (58)
If we denote B = diag(pα) A diag(pα), this yields
t(Pk ,G )A
Pk = diag(pα)B k−1diag(pα). (59)
Since B is a real symmetric matrix, its eigenvectors form an orthonormal basis of Rn . Namely, let
λ1 ≥ λ2 ≥ ·· · ≥ λn be the eigenvalues of B and let vi be the corresponding eigenvector of λi . Then vi
and v j are orthogonal if i 6= j . Furthermore, we may normalize the eigenvectors so that if we let V be
the (n×n) matrix whose i th column is vi , then V T V = In , the (n×n) identity matrix. The spectral
decomposition for B gives B =V diag(λ1, · · · ,λn)V T . Hence
t(Pk ,G )A
Pk = diag(pα)V diag(λk−11 , · · · ,λk−1n )V T diag(
p
α), (60)
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or equivalently,
t(Pk ,G )A
Pk (i , j )=
n∑
`=1
λk−1`
√
α(i )v`(i )
√
α( j )v`( j ), (61)
where v`(i ) denotes the i th coordinate of the eigenvector v`. Summing the above equation over all
i , j gives
t(Pk ,G )=
n∑
`=1
λk−1` (〈
p
α, v`〉)2, (62)
where 〈·, ·〉 denotes the inner product between two vectors in Rn . Combining the last two equations
yields
APk (i , j )=
∑n
`=1λ
k−1
`
p
α(i )v`(i )
√
α( j )v`( j )∑n
`=1λ
k−1
`
〈pα, v`〉2
, (63)
Now suppose G is irreducible. Then by Perron-Frobenius theorem for nonnegative irrducible ma-
trices, λ1 is the eigenvalue of B with maximum modulus whose associated eigenspace is simple,
and the components of the corresponding normalized eigenvector v1 are all positive. This yields
〈pα, v1〉 > 0, and consequently
A¯ := lim
k→∞
APk = 1〈pα, v1〉2
diag(
p
α)v1v
T
1 diag(
p
α). (64)
If G is not irreducible, then the top eigenspace may not be simple and λ1 = ·· · = λr > λr+1 for some
1≤ r < n. By decomposing A into irreducible blocks and applying the previous observation, we have
〈pα, vi 〉 > 0 for each 1≤ i ≤ r and
A¯ := lim
k→∞
APk = 1∑r
i=1〈
p
α, v1〉2
diag(
p
α)
(
r∑
i=1
vi v
T
i
)
diag(
p
α). (65)
We denote G¯ = ([n], A¯,α) and call this network as the transitive closure of G .
It is well-known that the Perron vector of an irreducible matrix A, which is the normalized eigen-
vector corresponding to the Perron-Frobenius eivenvalue λ1 of A, varies continuously under small
perturbation of A, as long as resulting matrix is still irreducible [Kat13]. It follows that the transitive
closure G¯ of an irreducible network G is stable under small perturbation. However, it is easy to see
that this is not the case for reducible networks (see Example 7.6).
Example 7.1. Consider a network G = ([3], A,α), where α= ((1−²)/2,², (1−²)/2) and
A =
1 s 0s 1 s
0 s 1
 . (66)
Then G is irreducible if and only if s > 0. Suppose s > 0. Also note that
diag(
p
α) A diag(
p
α)=
 (1−²)/2 s
p
(1−²)²/2 0
s
p
(1−²)²/2 ² sp(1−²)²/2
0 s
p
(1−²)²/2 (1−²)/2
 . (67)
The eigenvalues of this matrix are
λ0 = 1−²
2
λ− = 1
4
(
(²+1)−
√
(3²−1)2−16s2²(1−²)
)
λ+ = 1
4
(
(²+1)+
√
(3²−1)2−16s2²(1−²)
)
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and the corresponding eigenvectors are
v0 = (−1,0,1)T (68)
v− =
(
1,
3²−1−
√
(3²−1)2+16s2²(1−²)
2s
p
2²(1−²) ,1
)T
(69)
v+ =
(
1,
3²−1+
√
(3²−1)2+16s2²(1−²)
2s
p
2²(1−²) ,1
)T
(70)
The Perron-Frobenious eigenvector of the matrix in (67) is v+. Then using (64), we can compute
A¯ =
1/4 0 1/40 0 0
1/4 0 1/4
+²
−s s −ss 0 s
−s s −s
+O(²2). (71)
Hence in the limit as ²↘ 0, the transitive closure of G consists of two clusters with uniform commu-
nication strength of 1/4. However, if we change the order of limits, that is, if we first let ²↘ 0 and then
k →∞, then the two clusters do not communicate in the limit. Namely, one can compute
APk =
1/2 0 00 0 0
0 0 1/2
+²
−(k−1)s2−2s s ks2s 0 s
ks2 s −(k−1)s2−2s
+O(²2), (72)
which is valid for all k ≥ 2. Hence for any fixed k ≥ 1, the motif transform of G by Pk gives two non-
communicating clusters as ²↘ 0. N
7.2. Motif transform of graphons. Recall the n-block graphon UG : [0,1]2 → [0,1] associated with
network G = ([n], A,α), which is introduced in Subsection 4.1. For each graphon U and a simple
motif F = ([k],1(E)) with k ≥ 2, define a graphon U F by
U F (x1, xk )=
1
t(F,U )
∫
[0,1]k−2
∏
(i , j )∈E
U (xi , x j )d x2 · · ·d xk−1. (73)
It is easy to verify that the graphon corresponding to the motif transformG F agrees with (UG )F . Below
we give some examples.
Example 7.2 (path). Let Pk be the path motif on node set [k]. Let U : [0,1]2 → [0,1] be graphon. Then
t(Pk ,U )U
Pk (x1, xk )=
∫
[0,1]k−2
U (x1, x2)U (x2, x3) · · ·U (xk−1, xk )d x2 · · ·d xk−1. (74)
We denote the graphon in the right hand side as U ◦(k−1), which is called the (k−1)st power of U . N
Example 7.3 (cycle). Let Ck be a cycle motif on node set [k]. Let U : [0,1]2 → [0,1] be graphon. Then
t(Ck ,U )U
Ck (x1, xk )=U (x1, xk )
∫
[0,1]k−2
U (x1, x2) · · ·U (xk−1, xk )d x2 · · ·d xk−1 (75)
=U (x1, xk )U ◦(k−1)(x1, xk ). (76)
We denote the graphon in the right hand side as U ◦(k−1), which is called the (k −1)st operator power
of U . N
Example 7.4. LetG = ([3], A,α) be the network in Example 7.1. Let UG be the corresponding graphon.
Namely, let [0,1] = I1 unionsq I2 unionsq I3 be a partition where I1 = [0, (1− ε)/2), I2 = [(1− ε)/2,(1+ ε)/2), and
I3 = [(1+ε)/2,1]. Then UG is the 3-block graphon taking value A(i , j ) on rectangle Ii×I j for 1≤ i , j ≤ 3.
Denoting U =UG , the three graphons U , U ◦2, and U ·U ◦2 are shown in Figure 7.
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FIGURE 7. Graphons U =UG (left), U ◦2 (middle), and U ·U ◦2 (right).
According to the previous examples, we have
U P3 = U
◦2
t(P3,U )
, UC3 = U ·U
◦2
t(C3,U )
, (77)
where t(P3,U ) = ‖U ◦2‖1 and t(P3,U ) = ‖U ·U ◦2‖1. See Figure 13 for hierarchical clustering dendro-
grams of these graphons. N
7.3. Spectral decomposition and motif transform by paths. In this subsection, we assume all ker-
nels and graphons are symmetric.
A kernel W : [0,1]2 → [0,∞) induces a compact Hilbert-Schmidt operator TW onL 2[0,1] where
TW ( f )(x)=
∫ 1
0
W (x, y) f (y)d y. (78)
TW has discrete spectrum, i.e., its spectrum is a countable multiset Spec(W )= {λ1,λ2, · · · }, where each
eigenvalue has finite multiplicity and |λn |→ 0 as n →∞. Since W is assumed to be symmetric, all λi s
are real so we may arrange them so that λ1 ≥λ2 ≥ ·· · . Via a spectral decomposition we may write
W (x, y)=
∞∑
j=1
λ j f j (x) f j (y), (79)
where f j is an eigenfunction associated to λ j and they form an orthonormal basis for L 2[0,1], i.e.,∫ 1
0 fi (x) f j (x)d x = 1(i = j ).
Let Pk be the path on node set [k]. Let U be a graphon with eigenvaluesλ1 ≥λ2 ≥ ·· · . Orthogonality
of the eigenfunctions easily yields
U Pk (x, y)=
∑
j λ
n
j f j (x) f j (y)∑
j λ
n
j
(∫
f j (x1)d x1
)2 , (80)
Further, suppose the top eigenvalue of U has multiplicity r ≥ 1. Then
U¯ (x, y)= lim
n→∞U
Pk (x, y)=
∑k
j=1 f j (x) f j (y)∑k
j=1
(∫
f j (x1)d x1
)2 . (81)
Note that (80) and (81) are the graphon analogues of formulas (61) and (65).
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The network and graphon versions of these formulas are compatible through the following simple
observation.
Proposition 7.5. Let G = ([n], A,α) be a network such that A is symmetric, and let U = UG be the
corresponding graphon. Let λ ∈R and v = (v1, · · · , vn)T ∈Rn be a pair of an eigenvalue and its associate
eigenvector of the matrix B = diag(pα) A diag(pα). Then the following function fv : [0,1]→R
fv (x)=
n∑
i=1
vip
α(i )
1(x ∈ Ii ) (82)
is an eigenfunction of the integral operator TU associated to the eigenvalue λ. Conversely, every eigen-
function of TU is given this way.
Proof. First observe that any eigenfunction f of TU must be constant over each interval Ii . Hence we
may write f =∑ai 1(Ii ) for some ai ∈R. Then for each x ∈ [0,1]
TU ( fv )(x) =
∫ 1
0
U (x, y) f (y)d y (83)
=
∫ 1
0
∑
i , j ,k
A(i , j )1(x ∈ Ii )1(y ∈ I j )ak 1(y ∈ Ik )d y (84)
= ∑
i
1(x ∈ Ii )
∑
j
A(i , j )α( j )a j . (85)
Hence f is an eigenfunction of TU with eigenvalue λ if and only if
n∑
j=1
A(i , j )α( j )a j =λai ∀1≤ i ≤ n, (86)
which is equivalent to saying that u := (a1, · · · , an)T is an eigenvector of the matrix A diag(α). Further
note that A diag(α)u =λu is equivalent to
B diag(
p
α)u =λdiag(pα)u. (87)
This shows the assertion. 
When a graphon U is not irreducible, its top eigenspace is not simple and its dimension can change
under an arbitrarily small perturbation. Hence formula (81) suggests that the operation of transitive
closure U → U¯ is not stable under any norm. The following example illustrates this.
Example 7.6 (Instability of transitive closure). Let f1 = 1([0,1]) and choose a function f2 : [0,1] →
{−1,1} so that ∫ 10 f2(x)d x = 0. Then ‖ f2‖2 = 1 and 〈 f1, f2〉 = 0. Now fix ²> 0, and define two graphons
U and U² through their spectral decompositions
U = f1⊗ f1+ f2⊗ f2 and U² = f1⊗ f1+ (1−²) f2⊗ f2, (88)
where ( fi ⊗ f j )(x, y)= fi (x) f j (y). Then by (81), we get U¯ =U and U¯² = f1⊗ f1. This yields
ε(U¯ −U¯²)= ε f2⊗ f2 =U −U². (89)
N
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8. EXAMPLES
In this section, we demonstrate our techniques and results through various examples. Throughout
this section we use the motifs Hk1,k2 and Fk1,k2 introduced in Example 3.4. In Subsection 8.1, we com-
pute explicitly and numerically various homomorphism densities for the network given by a torus
graph plus some random edges. In Subsection 8.2, we compute various CHD profiles for stochastic
block networks. Lastly in Subsection 8.3, we discuss motif transforms in the context of hierarchical
clustering of networks and illustrate this using a barbell network.
8.1. Conditional homomorphism densities.
Example 8.1 (Torus). LetGn = ([n]×[n], A,α) be the (n×n) torusZn×Zn with nearest neighbor edges
and uniform node weightα≡ 1/n2. Consider the conditional homomorphism densityt(Hk,0,Gn |Fk,0).
Since A binary and symmetric, note that PFk,0→Gn is the uniform probability distribution on the sam-
ple paths of simple symmetric random walk on Gn for the first k steps. Hence if we denote this ran-
dom walk by (X t )t≥0, then
t(Hk,0,Gn |Fk,0)=P(‖Xk − (0,0)‖∞ = 1 |X0 = (0,0)) (90)
= 4P(Xk+1 = (0,0) |X0 = (0,0)) (91)
= 1
4k
∑
a,b≥0
2(a+b)=k+1
(k+1)!
a!a!b!b!
. (92)
For instance, we have t(H3,0,Gn |F3,0)= 9/16= 0.5625 and
t(H9,0,Gn |F9,0)= 2 ·10!
49
(
1
5!5!
+ 1
4!4!
+ 1
3!3!2!2!
)
= 3969
16384
≈ 0.2422. (93)
See Figure 8 for a simulation of Glauber and Pivot chains Fk,0 → Gn . As asserted in Corollary 5.10, 
  
(𝑎) (𝑏) (𝑐) (𝑎) 
   
FIGURE 8. Computing t(Hk,0,Gn |Fk,0) by time averages of Glauber (red) and Pivot (blue)
chains Fk,0 →G50 for k = 0 (left), k = 3 (middle), and k = 9 (right).
time averages of these dynamic embeddings converge to the correct values of the conditional homo-
morphism density t(Hk,0,Gn |Fk,0). The simulation indicates that for sparse networks like the torus,
Glauber chain takes longer to converge than Pivot chain does. N
Example 8.2 (Torus with long-range edges). Fix parameters p ∈ [0,1] and α ∈ [0,∞). Let Gn =G p,αn be
the n×n torus Zn ×Zn with additional edges added randomly to each non-adjacent pair (a,b) and
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(c,d), independently with probability p(|a− c|+ |b−d |)−α. When α= 0, this reduces to the standard
Watts-Strogatz model [WS98].
See Figure 8 for some simulation of Glauber and Pivot chains Fk,0 →G50 for p = 0.1 andα= 0. Time
averages of these dynamic embeddings converge to the correct values of the conditional homomor-
phism density t(Hk,0,Gn |Fk,0), which is approximately the ambient edge density 0.1. This is because
if we sample a copy of Fk,0, it is likely to use some ambient ‘shortcut’ edges so that the two ends of Fk,0
are far apart in the usual shortest path metric on torus. Hence the chance that these two endpoints
are adjacent in the network G p,0n is roughly p.
 
  
(𝑎) (𝑏) (𝑐) 
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(𝑎) (𝑏) (𝑐) 
FIGURE 9. Computing t(Hk,0,Gn |Fk,0) by time averages of Glauber (red) and Pivot (blue)
chains Fk,0 →G 0.1,050 for k = 2 (left), k = 3 (middle), and (right) k = 9 (right).
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FIGURE 10. Computing t(H ,Gn |F ) via time averages of Glauber/Pivot chains F →G 0.1,050 . The
underlying rooted tree motif F = ([6],1{(1,2),(1,3),(1,4),(4,5),(4,6)}) is depicted on the left, and H =
([6], AH ) is obtained from F by adding directed edges (red) (2,5) and (3,6).
In the next example, we use the tree motif F on six nodes and H is obtained from F by adding
two extra edges, as described in Figure 10. A similar reasoning to the one used above tells us that the
probability that a random copy of F from G p,0n has edges (2,5) and (3,6) should be about p
2. Indeed,
both the Glauber and Pivot chains in Figure 10 converge to 0.01. N
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8.2. CHD profiles of stochastic block networks. Let G = ([n], A,α) be a network. For each integer
r ≥ 1 and a real number σ > 0, we will define a ‘stochastic block network’ X = ([nr ],B (r )(A,σ2),β)
by replacing each node of G by a community with r nodes. The node weight β : [nr ] → [0,1] of the
block network is inherited from α by the relation β(x)=α(bx/r c+1). For the edge weight, we define
B (r )(A,σ2) = Γ(r )(A,σ2)/max(Γ(r )(A,σ2)), where Γ(r )(A,σ2) is the (nr ×nr ) random matrix obtained
from A by replacing each of its positive entries ai j > 0 by an (r × r ) matrix of i.i.d. entries follow-
ing a Gamma distribution with mean ai j and variance σ2. Recall that the Gamma distribution with
parameters α and β has the following probability distribution function
fα,β(x)=
βα
Γ(α)
xα−1e−βx 1(x ≥ 0). (94)
Since the mean and variance of the above distribution are given by α/β and α/β2, respectively, we
may set α= a2i j /σ2 and β= ai j /σ2 for the (r × r ) block corresponding to ai j .
For instance, consider two networks G1 = ([6], A1,α), G2 = ([6], A2,α) where α≡ 1/6 and
A1 =

5 1 1 1 1 1
1 5 1 1 1 1
1 1 5 1 1 1
1 1 1 5 1 1
1 1 1 1 5 1
1 1 1 1 1 5
 , A2 =

1 1 1 5 5 1
1 1 1 1 1 5
5 1 1 5 1 5
5 1 1 1 1 2
1 5 1 1 1 1
1 1 5 10 1 1
 . (95)
Let B1 = B (10)(A1,1), B2 = B (10)(A2,1.5), and B3 = B (10)(A2,0.5). Consider the stochastic block net-
works X1 = ([60],B1,β),X2 = ([60],B2,β), and X3 = ([60],B3,β). The plots of matrices B1 and B2 are
given in Figure 11.
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FIGURE 11. Plots of random block matrices B1 (left), B2 (middle), and B3 (right). Colors from
dark blue to yellow denote values of entries from 0 to 1, as shown in the colorbar on the right.
In Figure 12 below, we plot the CHD profiles f := f(Hk1,k2 ,X |Fk1,k2 ) for X = X1,X2, and X3. The
first row in Figure 12 shows the CHD profiles for k1 = k2 = 0. At each filtration level t ∈ [0,1], the value
f(t ) of the profile in this case means the proportion of diagonal entries in Bi at least t (see Example
3.4). The CHD profiles forX2 andX3 drop quickly to zero by level t = 0.3, as opposed to the profile for
X1, which stays close to height 1 and starts dropping around level t = 0.4. This is because, as can be
seen in Figure 11, entries in the diagonal blocks of the matrix B1 is large compared to that in the off
diagonal blocks, whereas for the other two matrices B1 and B2, diagonal entries are essentially in the
order of the Gamma noise with standard deviation σ.
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FIGURE 12. Plots of CHD profiles f(Hk1,k2 ,X |Fk1,k2 ) for X = X1 (first row), X2 (second row),
and X3 (third row). To compute each profile, both the Glauber (red) and pivot (blue) chains
are ran up to 105 iterations.
For max(k1,k2) ≥ 1, note that the value of the profile f(t ) at level t equals the probability that the
extra edge in Hk1,k2 has weight ≥ t in X, when we sample a random copy of Fk1,k2 from X. For in-
stance, if (k1,k2) = (0,1), this quantity is almost the density of edges in X whose weights are at least
t . But since the measure of random homomorphism x : F1,0 →X is proportional to the edge weight
Bi (x(0),x(1)), we are in favor of sampling copies of F0,1 with large edge weight.
In the second row of Figure 12, the profile forX3 differs drastically from the other two, which grad-
ually decays to zero. The small variance in the Gamma noise for sampling B3 makes the two values
of 5 and 10 in A2 more pronounced with respect to the ‘ground level’ 1. Hence we see two plateaus
in its profile. As noted in the previous paragraph, the height of the first plateau (about 0.7), is much
larger than the actual density (about 0.25) of edges sample from blocks of value 5. A similar tendency
could be seen in the third row of Figure 12, which shows the CHD profiles for (k1,k2) = (4,5). Note
that the first plateau in the profile forX now appears at a lower height (about 0.4). This indicates that
sampling a copy of F4,5 is less affected by the edge weights than sampling a copy of F0,1.
8.3. Hierarchical clustering for networks and motif transform. Given a finite metric space (X ,d), at
each threshold level t ≥ 0, we merge any two points x, y ∈ X into the same cluster if d(x, y)≤ t . Hence
each points belong to its own cluster at level t = 0, and as we increase t , more points become merged
into fewer clusters. This process terminates at t =maxx,y∈X d(x, y) with a single cluster. Dendrogram
is a tree-like diagram that represents this process of single-linkage hierarchical clustering.
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Our formulation of single-linkage hierarchical clustering for networks is in some sense ‘dual’ to
that for finite metric space we described above. Namely, let G = ([n], A,α) be a network. Recall that
for distinct nodes x, y ∈ [n], when the association or similarity between them are strong, then the
edge weight A(x, y) should be large (e.g., adjacency relation in simple graphs). Hence it would be nat-
ural to interpret the edge weight matrix A as a measure of similarity between the nodes, as opposed
to a metric d on a finite metric space. However, this interpretation may not be consistent with the
diagonal entries of A when they are small or zero (e.g., adjacency matrix of simple graphs).
A straightforward way to handle the above issue for the general case would be to use only the off-
diagonal entries of A to define hierarchical clustering of networks. Namely, we introduce the following
equivalence relation ∼t on the node set [n] for each t ≥ 0 by
x ∼t y ⇐⇒ x = y or One can walk from x to y (or vice versa)using edges of weight > t . (96)
Call an equivalence class of the node set [n] under the relation ∼t a cluster at time t . Then observe
that x ∼t x for all x ∈ [n] and t ≥ 0, and as we gradually increase t from 0, we start to see more and
more equivalence classes, where each node forms its own cluster for all t >max(A). This procedure
may be seen as dual to the usual single-linkage hierarchical clustering for finite metric spaces.
In order to compute the dendrogram for a given network G = ([n], A,α) resulting from the above
scheme, we turn it into a finite metric space by taking the shortest path metric after suitably trans-
forming A into a dissimilarity matrix, which we denote by A′. Here we define A′ as below:
A′(x, y)=

0 if x = y
∞ if A(x, y)= 0 and x 6= y
max(A)− A(x, y) otherwise.
(97)
Then for each x, y ∈ [n], let d(x, y) be the smallest sum of all A′-edge weights of any walk between x
and y . Computing the metric d for a given n-node network can be easily done in O(n3) time by using
the Floyd-Warshall algorithm [Flo62, War62]. See Figures 16, 17, and 25 for network dendrograms
computed in this way.
Remark 8.3. Given a network G = ([n], A,α), consider the following ‘capacity function’ TG : [n]2 →
[0,∞) defined by
TG (x, y)= sup
t≥0
{
t ≥ 0
∣∣∣∃x0, x1, · · · , xm ∈ [n] s.t. (x0, xm)= (x, y) or (y, x)
and min0≤i<m A(xi , xi+1)> t .
}
. (98)
Note that TG (x, y) = A(x, x) for all x ∈ [n], whereas the off-diagonal entries can be interpreted as fol-
lows: as t increases from 0 to ∞, TG (x, y) is the time that distinct nodes x and y split into distinct
clusters in the single-linkage dendrogram of G . Furthermore, it is easy to see that TG satisfies the
following ‘dual’ ultrametric condition [CM10] for distinct nodes:
TG (x, y)≥min(TG (x, z),TG (z, y)) ∀ x, y, z ∈ [n] s.t. x 6= y . (99)
Notice (99) may not hold if x = y , as TG (x, y)= A(x, x) could be less than min(TG (x, z),TG (z, x)) (e.g.,
G simple graph). If we modify the capacity function on the diagonals by setting TG (x, x) ≡ max(A),
then (99) is satisfied for all choices x, y, z ∈ [z]. This modification corresponds to setting A′(x, x) = 0
in (97).
An alternative way to formulate single-linkage hierarchical clustering for network incorporating
diagonal entries of the edge weight matrix A is by allowing each node x to ‘appear’ in the dendrogram
at different times depending on its ‘self-similarity’ A(x, x). More precisely, define a relation ∼′t on the
node set [n] by (96) without the first condition x = y . Since x ∼′t x if and only if A(x, x) > t , in order
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for this relation to be an equivalence relation, we need to restrict its domain to {x ∈ [n] |A(x, x)> t } at
each filtration level t . The resulting dendrogram is called a treegram, since its leaves may appear at
different heights.
Example 8.4. Recall the graphons U , U ◦2, and U ·U ◦2 discussed in Example 7.4. Note that U is the
graphon UG associated to the network G = ([3], A,α) in Example 7.1. Single-linkage hierarchical clus-
tering dendrograms of the three networks corresponding to the three graphons are shown in Figure 13
(in solid + dotted blue lines), which are solely determined by the off-diagonal entries. Truncating each
vertical line below the corresponding diagonal entry (dotted blue lines), one obtains the treegram for
the three networks (solid blue lines).
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FIGURE 13. Dendrograms and treegrams of the networks associated to the graphons U =UG
(left), U ◦2 (middle), and U ·U ◦2 (right) in Example 7.4. a1 = s2(1+ ²)/2, a2 = s(1+ ²)/2, a3 =
s2(1−²/4)+², and a4 = (1/2)+ (s2−1/2)². See the main text in Example 8.4 for more details.
Furthermore, one can also think of hierarchical clustering of the graphons by viewing them as
networks with continuum node set [0,1]. The resulting dendrogram is shown in Figure 13 (solid blue
lines + shaded rectangles) N
Example 8.5 (Barbell networks). In this example, we consider ‘barbell networks’, which are obtained
by connecting two networks by a single edge of weight 1. When the two networks areH1 andH2, we
denote the resulting barbell network byH1⊕H2, and we sayH1 andH2 are the two components of
H1⊕H2.
FIGURE 14. Depiction of a barbell network.
Recall the network G p,αn defined in Example 8.2, which is the (n×n) torus with long range edges
added according to the parameters p and α. Also let X = ([nr ],Br (A,σ2),β) denote the stochastic
block network constructed from a given network G = ([n], A,α) (see Subsection 8.2). Denote the sto-
chastic block network corresponding to G p,αn with parameters r and σ by G
p,α
n (r,σ).
Now define barbell networks G1 :=G 0,010 ⊕G 0.2,010 and G2 =G 0,05 (5,0.6)⊕G 0.2,05 (5,0.2). Lastly, let G3 :=
G
C3
2 be the motif transform of G2 by the triangle motif C3 := ([3],1{(1,2),(2,3),(3,1)}) (here the orientation
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of the edges of C3 is irrelevant since the networks are symmetric). In each barbell networks, the two
components are connected by the edge between the node 80 and node 53 in the two components.
For each i ∈ {1,2,3}, let Ai denote the edge weight matrix corresponding to Gi . The plots for Ai ’s are
given in Figure 15.
 
  
FIGURE 15. Plot of log transforms of the edge weight matrices A1 (left), A2 (middle), and
A3 = AC32 (right). Corresponding colorbars are shown to the right of each plot.
We are going to consider the single-linkage dendrograms of each barbell network for their hierar-
chical clustering analysis. Note that for any connected graph G , its single-linkage dendrogram is not
very interesting: all nodes remain in separate clusters for t ∈ [0,1) and simultaneously form a single
cluster at t = 1. This is the case for the network G1, so we omit its dendrogram. For G2, the Gamma
noise prevents all nodes from merging at the same level. Instead, we expect to have multiple clusters
forming at different levels and they all merge into one cluster at some positive level t > 0. Indeed, in
the single-linkage dendrogram for G2 shown in Figure 16, we do observe such hierarchical clustering
structure of G2.
FIGURE 16. Single-linkage dendrogram for barbell network G2.
However, the ‘single linkage’ between the two main components of G2 is very marginal compared
to the substantial inter-connection within the components. We may can use motif transforms prior
to single-linkage clustering in order to better separate the two main components. The construction
of G3 =GC32 using triangle motif transform and its dendrogram in Figure 17 demonstrate this point.
In the dendrogram ofG3 shown in Figure 17, we see that the to main clusters still maintain internal
hierarchical structure, but they are separated at all levels t ≥ 0. A similar motif transform may be
used to suppress weak connections in the more general situation in order to emphasize the clustering
structure within networks, but without perturbing the given network too much. N
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FIGURE 17. Single-linkage dendrogram for barbell network G3, which is obtained by motif-
transforming G2 using a triangle C3.
9. APPLICATIONS: TEXTUAL ANALYSIS AND WORD ADJACENCY NETWORKS
9.1. Word Adjacency Networks. Function word adjacency networks (WANs) were recently used by
Segarra, Eisen, and Ribeiro in the context of authorship attribution [SER15]. Function words are
words that are used for grammatical purpose and do not carry lexical meaning on their own (see
Table 18). After fixing a list of n function words, for a given articleA , we construct a (n×n) frequency
matrix M(A ) whose (i , j ) entry mi j is the number of times that the i th function word is followed by
the j th function word within a forward window of D = 10 consecutive words (see [SER15] for details).
For a given article A , we associate a network G (A ) = ([n], A,α), where α ≡ 1/n is the uniform node
weight on the function words and A is a suitable matrix obtained from normalizing the frequency
matrix M(A ). Here we choose A =M(A )/max(M(A )).
TABLE 18. List of most commonly used function words in the analyzed texts (excerpted from
[SER15])
9.2. A Novel data set. The particular data set we will analyze in this section consists of the following
45 novels of the nine authors listed below:
0. Jacob Abbott: Caleb in the Country, Charles I, Cleopatra, Cyrus the Great, and Darius the Great
1. Thomas Bailey Aldrich: Marjorie Daw, The Cruise of the Dolphin, The Little Violinist, Mademoi-
selle Olympe Zabriski, and A Midnight Fantasy
2. Grant Allen: The British Barbarians, Biographies of Working Men, Anglo-Saxon Britain, Charles
Darwin, and An African Millionaire
3. Jane Austen: Northanger Abbey, Emma, Mansfield Park, Pride and Prejudice, and Sense and Sen-
sibility
4. Charles Dickens: A Christmas Carol, David Copperfield, Bleak House, Oliver Twist, Holiday Ro-
mance
5. Christopher Marlowe: Edward the Second, The Tragical History of Doctor Faustus, The Jew of
Malta, Massacre at Paris, and Hero and Leander and Other Poems
6. Herman Melville: Israel Potter, The Confidence-Man, Moby Dick; or The Whale, Omoo: Adven-
tures in the South Seas, and Typee
7. William Shakespeare: Hamlet, Henry VIII, Julius Cesar, King Lear, and Romeo and Juliet
8. Mark Twain: Adventures of Huckleberry Finn, A Horse’s Tale, The Innocents Abroad, The Adven-
tures of Tom Sawyer, and A Tramp Abroad
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The frequency matrices corresponding to the above novels are recorded using a list of n = 211
function words (see supplimentary material of the reference [SER15]).
9.3. Preliminary analysis. The frequency matrices are sparse and spiky, meaning that most entries
are zero, and that there are a few entries that are very large compared to the others. For their visual
representation, in Figure 19, we plot the heat map of some of the frequency matrices after a double
‘log transform’ A 7→ log(A+1) and then normalization B 7→B/max(B).
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FIGURE 19. Heat maps of the transformed frequency matrices corresponding to the four nov-
els listed above. Blue = 0 and yellow = 1.
Next, we find that the corresponding WANs contains one large connected components and a num-
ber of isolated nodes. This can be seen effectively by performing single-linkage hierarchical clustering
on these networks.
Below we plot the resulting single-linkage dendrograms for two novels: "Jane Austen - Pride and
Prejudice" and "William Shakespeare - Hamlet". In both novels, the weight between the function
words "of" and "the" is the maximum and they merge at level 1 (last two words in Figure 25 top and
the fourth and fifth to last in Figure 25 bottom). On the other hand, function words such as "yet" and
"whomever" are isolated in both networks (first two words in Figure 25 top and bottom).
9.4. CHD profiles of the Novel data set. Next, we compute various CHD profiles of the WAN corre-
sponding to our novel data set. We consider the following three pairs of motifs: (see also Example
3.4)
(H0,0, H0,0) : H0,0 = ({0},1{(0,0)}) (100)
(F0,1,F0,1) : F0,1 = ({0,1},1{(0,1)}) (101)
(H1,1,F1,1) : H1,1 = ({0,1,2},1{(1,2)}), F1,1 = ({0,1,2},1{(0,1),(1,2)}). (102)
CHD profile of WAN corresponding to Jane Austen’s and Mark Twain’s five novels with respect to
the three pairs of motifs are shown in Figures 20 and 21. The CHD profiles for the full list of 45 novels
are given in the appendix.
The first rows in Figures 20 and 21 show the CHD profiles f(H0,0,G |H0,0) for the pair of ‘self-loop’
motifs. At each filtration level t ∈ [0,1], the value f(t ) of the profile in this case means roughly the
density of self-loops in the network GA whose edge weight exceed t . In terms of the function words,
larger value of f(t ) indicates that more function words are likely to be repeated in a given D = 10
chunk of words. All of the five CHD profiles for Jane Austen drops to zero quickly and vanishes after
t = 0.4. This means that in her five novels, function words are not likely to be repeated frequently
in a short distance. This is in a contrast to the corresponding five CHD profiles for Mark Twain. The
rightmost long horizontal bars around height 0.4 indicate that, among the function words that are
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FIGURE 20. CHD profile of WAN corresponding to Jane Austen’s five novels and the pairs of
motifs (H0,0, H0,0), (F0,1,F0,1), and (H1,1,F1,1). Horizontal and vertical axis in each plot in-
dicate filtration level and value of the profile, respectively. The CHD profiles for the pair
(H0,0, H0,0) are computed exactly, while for other two pairs, we used the Glauber (red) and
pivot (blue) chains are ran up to 5000 iterations.
repeated within a 10-ward window at least once, at least 40% of them are repeated almost with the
maximum frequency. In this regard, from the full CHD profiles given in Figure 27, the nine authors
seem to divide into two groups. Namely, Jane Austen, Christopher Marlowe, and William Shakespeare
have their (0,0) CHD profiles vanishing quickly (less frequent repetition of function words), and the
other five with persisting (0,0) CHD profiles (more frequent repetition of function words).
The second rows in Figures 20 and 21 show CHD profiles f(F0,1,G |F0,1). The value f(t ) of the
CHD profile in this case can be viewed as the tail probability of a randomly chosen edge weight in
the network, where the probability of each edge (i , j ) is proportional fo the weight A(i , j ). The CHD
profiles for Mark Twain seem to persist longer than that of Jane Austen as in the self-loop case, the
difference is rather subtle in this case.
Lastly, the third rows in Figures 20 and 21 show CHD profiles f(H1,1,G |F1,1). The value f(t ) of
the CHD profile in this case can be regarded as a version of the average clustering coefficient for the
corresponding WAN (see Example 3.2). Namely, the value f(t ) of the profile at level t is the conditional
probability that two random nodes with a common neighbor are connected by an edge with intensity
≥ t . In terms of function words, this is the probability that if we randomly choose three function
words x, y , and z such that x and y are likely to appear shortly after z, then y also appears shortly
after x with more than a proportion t of all times. From the third row in Figure 20, it seems that for
Jane Austen, two function words with common associated function word are liketly to have very weak
association. On the contrary, for Mark Twain as in the third row of Figure 21, function words tend to
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FIGURE 21. CHD profile of WAN corresponding to Mark Twain’s five novels and the pairs of
motifs (H00,F00), (H01,F01), and (H11, H11). Horizontal and vertical axis in each plot indicate
filtration level and value of the profile, respectively. The profiles for the pair (H00,F00) are
computed exactly, while for other two pairs, we used the Glauber (red) and pivot (blue) chains
are ran up to 5000 iterations.
be more strongly clustered. From Figure 31, one can see that the (1,1) CHD profile of Shakespeare
exhibits fast decay in a manner similar to Jane Austen’s CHD profiles. While the five CHD profiles
of most authors are similar, Grant Allan and Christopher Marlowe show somewhat more significant
differences in their CHD profiles among different novels.
9.5. Authorship attribution by CHD profiles. In this subsection, we analyze the CHD profiles of the
dataset of novels more quantitatively by computing the pairwise L1-distances between the CHD pro-
files. Also, we discuss a application in authorship attribution.
In order to generate the distance matrices, we partition the 45 novels into ‘validation set’ and ‘ref-
erence set’ of sizes 9 and 36, respectively, by randomly selecting a novel for each author. Note that
there are total 59 such partitions. For each article i in the validation set, and for each of the three pairs
of motifs, we compute the L1-distance between the corresponding CHD profile of the article i and the
mean CHD profile of each of the nine authors, where the mean profile for each author is computed by
averaging the four profiles in the reference set. This will give us a 9×9 matrix of L1-distances between
the CHD profiles of the nine authors. We repeat this process for 104 iterations to obtain a 9×9×104
array. The average of all 104 distance matrices for each of the three pairs of motifs are shown in Figure
22.
For instance, consider the middle plot in Figure 22. The plot suggests that Jane Austen and William
Shakespeare have small L1-distance with respect to their CHD profiles f(F0,1,G |F0,1). From the full
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FIGURE 22. Heat maps of the average L1-distance matrices between the reference (rows) and
validation (columns) CHD profiles of the nine authors for the pair of motifs (H00,F00) (left),
(H01,F01) (middle), and (H11,F11) (right).
list of CHD profiles given in Figure 29, we can see ‘why’ this is so: while their CHD profiles drops to
zero quickly around filtration level 0.5, all the other authors have more persisting CHD profiles. In
Figure 23, we plot the single-linkage hierarchical clustering dendrogram for the distance matrices in
Figure 22. Interestingly, in all three cases, Jane Austen and William Shakespeare merge into the same
cluster early in the filtration.
FIGURE 23. Single-linkage dendrogram of the average L1-distance matrices between the ref-
erence and validation CHD profiles of the nine authors for the pair of motifs (H00,F00) (left),
(H01,F01) (middle), and (H11,F11) (right).
On the other hand, The numerical values of its third column are
[0.0059,0.0054,0.0050,0.0011,0.0057,0.0037,0.0041,0.0017,0.0050]T . (103)
These values are the average L1-distances between the CHD profiles f(F0,1,G |F0,1) of a validation
article of Jane Austen and reference articles of all nine authors. Since the minimum 0.0011 is achieved
at its fourth entry this one could correctly attribute Jane Austen’s validation article to herself.
In general, given a validation article X of an unknown author, we may attribute it to the author
Y such that the average L1-distance between the corresponding CHD profiles are as small as possi-
ble. Notice that this ‘authorship attribution by on CHD profiles’ depends on the choice of the pair of
motifs. One can see that this is a reasonable algorithm for authorship attribution since the average
distance matrices in Figure 22 have small diagonal entries.
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TABLE 24. Success rate of authorship attribution by using the CHD profiles and Frobenius
distance matrices.
In Table 24, we give the success rate of this authorship attribution algorithm for the three choices
of motifs we are using, as well as the baseline method of using the full Frobenius distance between the
(211×211) normalized frequency matrices of the corresponding articles. Note that a uniform random
attribution will give success rate of 1/9≈ 0.111. In Table 24, we see that in many cases, the authorship
attribution based on CHD profiles outperform this random attribution strategy by a large margin. For
instance, using any of the three pairs of motifs, one can correctly attribute Jacob Abbott’s and Jane
Austen’s articles with success rate at least 67-75% and 43-53%, respectively. Also, CHD profile based
method show comparable and complementary results to the Frobenius norm based method. Another
interesting observation from Table 24 is that a particular choice of motifs can be more effective for a
particular author. For instance, for Mark Twain, the use of single-node motif pairs (H00,F00) yields
about 47% success rate, in contrast to the mere 1.1% and 11.5% of using the other two pairs. One
could also use more elaborate pair (H ,F ) of motifs to improve the overall success rate or to distinguish
a particular author.
We also remark that the Frobenius norm based method is computationally expensive, especially
since one has to compare each article (matrix of size n×n) with all the others directly in Frobenius
distance (each requiring O(n2) steps). On the other hand, using CHD profiles one has to only com-
pare the stored arrays of size the number of filtration steps, which is independent of the size of the
original matrix. Moreover, computing each profile can be effectively done using our proposed MCMC
algorithms.
10. PROOF OF STABILITY INEQUALITIES
In this section, we provide proofs of the stability inequalities stated in Subsection 4.2, namely,
Propositions 4.1, 4.2, and 4.3.
Proof of Proposition 4.1. First write
|t(H ,U |F )−t(H ,W |F )| ≤ t(H ,U )|t(F,W )−t(F,U )|+t(F,U )|t(H ,U )−t(H ,W )|
t(F,U )t(F,W )
. (104)
Since F is a subgraph of H , we have t(H ,U )≤ t(F,U ) and |EH | ≤ |EH |. Hence the assertion follows by
(3). 
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In order to prove Proposition 4.2, note that the norm of a kernel W : [0,1]2 → [0,∞) can also defined
by the formula
‖W ‖ä = sup
0≤ f ,g≤1
∣∣∣∣∫ 1
0
∫ 1
0
W (x, y) f (x)g (y)d x d y
∣∣∣∣ , (105)
where f , g : [0,1]→ [0,1] are measurable functions.
Proof of Proposition 4.2. Let F = ([k], AF ) be a simple motif and U ,W denote graphons. Write U¯ =
t(F,U )U F and W¯ = t(F,W )W F . We first claim that
‖U¯ −W¯ ‖ä ≤ ‖AF‖1 · ‖U −W ‖ä, (106)
from which the assertion follows easily. Indeed,
‖U F −W F‖ä = 1
t(F,U )t(F,W )
‖t(F,W )U¯ −t(F,W )W¯ ‖ä
≤ 1
t(F,U )t(F,W )
(
t(F,W ) · ‖U¯ −W¯ ‖ä+|t(F,U )−t(F,W )| · ‖W¯ ‖ä
)
,
and we have ‖W¯ ‖ä/t(F,U )= ‖W F‖ä = ‖W F‖1 = 1. Then the assertion follows from (27) and a similar
inequality after changing the role of U and W .
To show the claim, let f , g : [0,1]→ [0,1] be two measurable functions. It suffices to show that∣∣∣∣∫ 1
0
∫ 1
0
f (x1)g (xn)(U¯ (x1, xn)−W¯ (x1, xn))d x1d xn
∣∣∣∣≤ ‖AF‖1 · ‖U −W ‖ä. (107)
Indeed, the double integral in the left hand side can be written as∫
[0,1]n
f (x1)g (xn)
( ∏
1≤i , j≤k
U (zi , w j )
AF (i , j )− ∏
1≤i , j≤k
W (zi , w j )
AF (i , j )
)
d x1 · · ·d xn . (108)
We say a pair (i , j ) ∈ [k]2 a ‘directed edge’ of F if AF (i , j ) = 1. Order all directed edges of F as E =
{e1,e2, · · · ,em}, and denote er = (ir , jr ). Since F is a simple motif, there is at most one directed edge
between each pair of nodes. Hence we can write the term in the parenthesis as the following tele-
scoping sum
m∑
r=1
U (e1) · · ·U (er−1)(U (er )−W (er ))W (er+1) · · ·W (em)
=
m∑
r=1
α(zir )β(w jr )(U (zir , w jr )−W (zir , w jr )),
where α(zir ) is the product of all U (ek )’s and W (ek )’s such that ek uses the node ir and β(w jr ) is
defined similarly. Now for each 1≤ r ≤m, we have∣∣∣∣∫
[0,1]n
f (x1)g (xn)α(zir )β(w jr )(U (zir , w jr )−W (zir , w jr ))d x1 · · ·d xn
∣∣∣∣≤ ‖U −W ‖ä. (109)
The claim then follows. 
Lastly, we prove Theorem 4.3. It will be convenient to introduce the following notion of distance
between filtrations of kernels.
d■(U ,W )=
∫ ∞
0
‖1(U ≥ t )−1(W ≥ t )‖äd t (110)
For its ‘unlabeled’ version, we define
δ■(U ,W )= inf
ϕ
d■(U ,W ϕ) (111)
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where the infimum ranges over all measure preserving maps ϕ : [0,1]→ [0,1].
An interesting observation is that this new notion of distance between kernels interpolates the
distances induced by the cut norm and the 1-norm. For a given graphon U : [0,1]2 → [0,1] and t ≥ 0,
we denote by U≥t the 0-1 graphon defined by
U≥t (x, y)= 1(U (x, y)≥ t ). (112)
Proposition 10.1. For any two graphons U ,W : [0,1]2 → [0,1], we have
δä(U ,W )≤ δ■(U ,W )≤ δ1(U ,W ). (113)
Proof. It suffices to show the following ‘labeled’ version of the assertion:
dä(U ,W )≤ d■(U ,W )≤ d1(U ,W ). (114)
To show the first inequality, note that for any fixed (x, y) ∈ [0,1]2,∫ 1
0
1(U (x, y)≥ t )−1(W (x, y)≥ t )d t =W (x, y)−U (x, y). (115)
Hence the first inequality follows easily from definition and Fubini’s theorem:
‖U −W ‖ä = sup
S×T⊆[0,1]2
∣∣∣∣∫
S
∫
T
U (x, y)−W (x, y)d x d y
∣∣∣∣ (116)
= sup
S×T⊆[0,1]2
∣∣∣∣∫
S
∫
T
∫ 1
0
1(U > t )−1(W > t )d t d x d y
∣∣∣∣ (117)
= sup
S×T⊆[0,1]2
∣∣∣∣∫ 1
0
∫
S
∫
T
1(U > t )−1(W > t )d x d y d t
∣∣∣∣ (118)
≤
∫ 1
0
sup
S×T⊆[0,1]2
∣∣∣∣∫
S
∫
T
1(U > t )−1(W > t )d x d y
∣∣∣∣ d t . (119)
For the second inequality, by a standard approximation argument, it is enough to show the asser-
tion for the special case when both U and W are simple functions. Hence we may assume that there
exists a partition [0,1]2 =R1unionsq·· ·unionsqRn into measurable subsets such that both kernels are constant on
each R j . Define kernels U 0, · · · ,U n by
U j (x, y)=U (x, y)1{(x, y) ∈R1∪·· ·∪R j }+W (x, y)1{(x, y) ∈R j+1∪·· ·∪Rn}.
In words, U j uses values from U on the first j Ri ’s, but agrees with W on the rest. Denote by u j and
w j the values of U and W on the R j , respectively. Observe that
∣∣∣1{U j (x, y)> t }−1{U j−1(x, y)> t }∣∣∣={1 if t ∈ [u j ∧w j ,u j ∨w j ] and (x, y) ∈R j
0 otherwise.
This yields that, for any p ∈ [0,∞)
‖U j≥t −U j−1≥t ‖ä =µ(R j )1{t ∈ [u j ∧w j ,u j ∨w j ]}.
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Now triangle inequality for the cut norm gives∫ 1
0
‖U≥t −W≥t‖äd t ≤
n∑
j=1
|u j −w j |µ(R j )
=
∫ 1
0
∫ 1
0
k2∑
j=1
∣∣∣U j (x, y)−U j−1(x, y)∣∣∣ d x d y
=
∫ 1
0
∫ 1
0
|U (x, y)−W (x, y)|d x d y
= ‖U −W ‖1.
This shows the assertion. 
We need one more preparation to prove Theorem 4.3. Let F = ([k], AF ) and H = ([k], AH ) be motifs
and U : [0,1]2 → [0,1] be a graphon. For each t ≥ 0, denote
t(H ,U≥t ; F )=
∫
[0,1]k
∏
1≤i , j≤k
1(U (xi , x j )
AH (i , j ) ≥ t ) ∏
1≤i , j≤k
U (xi , x j )
AF (i , j ) d x1 · · ·d xk . (120)
Then it is easy to see that
f(H ,U |F )(t )= 1
t(F,U )
t(H ,U≥t ; F ). (121)
Proposition 10.2. Let H = ([k], AH ) and F = ([k], AF ) be simple motifs such that H+F = ([k], AF +AH )
is simple. Fix graphons U ,W : [0,1]2 → [0,1]. Then
|t(H ,U≥t ;F )−t(H ,W≥t ;F )| ≤ ‖AF‖1 ·δä(U ,W )+‖AH‖1 ·δä(U≥t ,W≥t ). (122)
Proof. Denote EF = {(i , j ) ∈ [k]2 |AF (i , j ) > 0} and EH = {(i , j ) ∈ [k]2 |AH (i , j ) > 0}. Then by the hy-
pothesis, EF and EH are disjoint and E := EF ∪EF = {(i , j ) ∈ [k]2 |AF (i , j )+ AH (i , j ) > 0}. Write E =
{e1,e2, · · · ,em}, where m = |E |.
Fix a vertex map [k] 7→ [0,1], i 7→ xi . For each 1≤ `≤m, define a` and b` by
a` =
{
U (e`) if e` ∈ EF
1(U (e` ≥ t )) if e` ∈ EH ,
b` =
{
W (e`) if e` ∈ EF
1(W (e` ≥ t )) if e` ∈ EH .
(123)
Then we have ∏
(i , j )∈EH
1(U (xi , x j )≥ t )
∏
(i , j )∈EF
U (xi , x j )=
m∏
`=1
a`, (124)
∏
(i , j )∈EH \EF
1(W (xi , x j )≥ t )
∏
(i , j )∈EF
W (xi , x j )=
m∏
`=1
b`. (125)
Also, we can write the difference of the integrands as the following telescoping sum
m∏
`=1
a`−
m∏
`=1
b` =
m∑
`=1
(a1 · · ·a`b`+1 · · ·bm −a1 · · ·a`−1b` · · ·bm) (126)
=
m∑
`=1
c`(a`−b`), (127)
where each c` is a suitable product of ai ’s and bi ’s. Note that since U and W are graphons, each
c` ∈ [0,1]. Moreover, say the mth summand corresponds to an edge (i , j ) ∈ EH . By the assumption on
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simple motifs, none of a` and b` depend on both coordinates xi and x j except a` and b`. Hence c`
can be written as the product f`(xi )g`(x j ) of two functions. Furthermore,
a`−b` =
{
U (xi , x j )−W (xi , x j ) if (i , j ) ∈ EF
1(U (xi , x j )≥ t )−1(W (xi , x j )≥ t ) if (i , j ) ∈ EH .
(128)
Hence if (i , j ) ∈ EF , we get∣∣∣∣∫
[0,1]k
c`(a`−b`)d x1 · · ·d xk
∣∣∣∣ (129)
=
∣∣∣∣∣
∫
[0,1]k−2
(∫
[0,1]2
f`(xi )g`(x j )U (xi , x j )−W (xi , x j )d xi d x j
) ∏
6`=i , j
d x`
∣∣∣∣∣ (130)
≤ ‖U −W ‖ä. (131)
Similarly, for (i , j ) ∈ EH , we have∣∣∣∣∫
[0,1]k
c`(a`−b`)d x1 · · ·d xk
∣∣∣∣≤ ‖U≥t −W≥t‖ä. (132)
Therefore the assertion follows from a triangle inequality and optimizing the bound over all measure
preserving maps, as well as noting that |EF | = ‖AF‖1 and |EH | = ‖AH‖1. 
Now we prove Theorem 4.3.
Proof of Theorem 4.3. Let F = ([k], AF ) and H = ([k], AH ) be simple motifs such that H+F := ([k], AF+
AH ) is simple. First use a triangle inequality to write
|f(H ,U |F )(t )−f(H ,W |F )(t )| (133)
≤ t(F,U )|t(H ,Wt≥t ; F )−t(H ,Ut≥t ; F )|+t(H ,U≥t ; F )|t(F,U )−t(F,W )|
t(F,U )t(F,W )
. (134)
Note that t(F +H ,U )≤ t(F,U ) and for each t ∈ [0,1] we have t(H ,U≥t ; F ) ∈ [0,1] by definition. Hence
by using Proposition 10.2, we get
|f(H ,U |F )(t )−f(H ,W |F )(t )| (135)
≤ ‖AF‖1 ·δä(U ,W )+‖AH‖1 ·δä(U≥t ,W≥t )
t(F,W )
+ ‖AF‖1 ·δä(U ,W )
t(F,U )
. (136)
Integrating this inequality over t ∈ [0,1] and using Proposition 10.1 then give
‖f(H ,U |F )(t )−f(H ,W |F )(t )‖1 (137)
≤ |EF | ·δä(U ,W )
(
1
t(F,W )
+ 1
t(F,U )
)
+ |EH \ EF | ·δ1(U ,W )
t(F,W )
. (138)
We can obtain a similar inequality after we change the roles of U and W . Then the assertion follows
optimizing between the two upper bounds. 
11. PROOF OF CONVERGENCE AND MIXING TIME BOUNDS OF THE GLAUBER AND PIVOT CHAINS
In this section, we establish convergence and mixing properties of the Glauber and pivot chains of
homomorphisms F →G by proving Theorems 5.7, 6.1, 5.8, 6.2, and Corollary 5.10.
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11.1. Convergence and mixing of the pivot chain. Let (xt )t≥0 be a pivot chain of homomorphisms
F → G . We first show that the pivot chain converges to the desired distribution piF→G over [n][k],
defined in (7). Recall the α is the unique starionay distribution of the simple random walk on G with
the modified kernel (36). In this subsection, we write a rooted tree motif F = ([k], AF ) as ([k],EF ),
where EF = {(i , j ) ∈ [k]2 |AF (i , j )= 1}.
Proof of Theorem 5.8 . Since the network G is irreducible and finite, the random walk (xt (1))t≥0 of
pivot on G with kernel P defined at (36) is also irreducible. It follows that the pivot chain is irre-
ducible with a unique starionay distribution, say, pi. We show pi is in fact the desired measure piF→G .
First, recall that xt (1) is a simple random walk on the networkG modified by the Metropolis-Hastings
algorithm so that it has the following marginal distribution as its unique stationary distribution: (see,
e.g., [LP17, Sec. 3.2])
pi(1)(x1)=
∑
x2,··· ,xk∈[n]
∏
(i , j )∈EF A(xi , x j )α(x1)α(x2) · · ·α(xk )
t(F,G )
(139)
Second, we decompose xt into return times of the pivot xt (1) to a fixed node x1 ∈ [n] in G . Namely,
let τ(`) be the `th return time of xt (1) to x1. Then by independence of sampling xt over {2, · · · ,k} for
each t , the strong law of large numbers yields
lim
M→∞
1
M
M∑
`=1
1(xτ(`)(2)= x2, · · · ,xτ(`)(k)= xk ) (140)
=
∏
{i , j }∈EF A(xi , x j )α(x2) · · ·α(xk )∑
x2,··· ,xk∈[n]
∏
{i , j }∈EF A(xi , x j )α(x2) · · ·α(xk )
. (141)
Now, for each fixed homomorphism x : F → G , i 7→ xi , we use the Markov chain ergodic theorem
and previous estimates to write
pi(x)= lim
N→∞
1
N
N∑
t=0
1(xt = x) (142)
= lim
N→∞
∑N
t=0 1(xt = x)∑N
t=0 1(xt (1)= x1)
∑N
t=0 1(xt (1)= x1)
N
(143)
=
∏
{i , j }∈EF A(xi , x j )α(x2) · · ·α(xk )∑
1≤x2,··· ,xk≤n
∏
{i , j }∈EF A(xi , x j )α(x2) · · ·α(xk )
pi(1)(x1) (144)
=
∏
{i , j }∈EF A(xi , x j )α(x1)α(x2) · · ·α(xk )
t(F,G )
=piF→G (x). (145)
This shows the assertion. 
Next, we bound the mixing time of the pivot chain. Our argument is based on the well-known
bounds on the mixing time and meeting time of random walks on graphs.
Proof of Theorem 6.2. Fix a rooted tree motif F = ([k],EF ) and a network G = ([n], A,α). Let P denote
the transition kernel of the random walk of pivot onG given at (36). Note that (ii) follows immediately
from the equality in (i) and known bounds on mixing times of random walks (see, e.g., [LP17, Thm
12.3 and 12.4]).
Now we show (i). The entire pivot chain and the random walk of the pivot have the same mixing
time since after each move of the pivot, since the pivot converges to the correct marginal distribution
pi(1) induced from the joint distribution piF→G , and we always sample the non-pivot nodes from the
correct distribution conditioned on the location of the pivot. To make this idea more precise, let
y : [k] → [n] be an arbitrary homomorphism F → G and let (xt )t≥0 denote the pivot chain F → G
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with x0 = y. Write pi = piF→G and pit for the distribution of xt . Let pi(1) denote the unique stationary
distribution of the pivot (xt (1))t≥0. Let x : F → G be a homomorphism and write x(1) = x1. Then for
any t ≥ 0, note that
P(xt = x |xt (1)= x1) (146)
= 1∑
x2,··· ,xk∈[n]
(∏
(i , j )∈EF A(xi , x j )
)
α(x2) · · ·α(xk )
( ∏
(i , j )∈EF
A(xi , x j )
)
α(x2) · · ·α(xk ) (147)
=Ppi(xt = x |xt (1)= x1). (148)
Hence we have
|pit (x)−pi(x)| = |P(xt (1)= x1)−pi(1)(x1)| ·P(xt = x |xt (1)= x1). (149)
Thus summing the above equation over all homomorphsms x : F →G , we get
‖pit −pi‖TV = 1
2
∑
x:[k]→[n]
|pit (x)−pi(x)| (150)
= 1
2
∑
x1∈[n]
|P(xt (1)= x1)−pi(1)(x1)| (151)
= ‖P t (y(1), ·)−pi(1)(x1)‖TV. (152)
This shows (i).
To show (iii), let (X t )t≥0 and (Yt )t≥0 be two independent random walks on G with kernel P , where
at each time t we choose one of them independently with equal probability to move. Let tM be the
first time that these two chains meet, and let τM be their worst case expected meeting time, that is,
τM = max
x0,y0∈[n]
E[tM |X0 = x0,Y0 = y0]. (153)
Then by a standard coupling argument and Markov’s inequality, we have
‖P t (x, ·)−α‖TV ≤P(X t 6= Yt )=P(tM > t )≤ τM
t
. (154)
By imposing the last expression to be bounded by 1/4, this yields tmi x (1/4)≤ 4τM . Hence we get
tmi x (ε)≤ 4τM log2(ε−1). (155)
Now under the hypothesis in (iii), there is a universal cubic upper bound on the meeting time τM due
to Coppersmith, Tetali, and Winkler [CTW93, Thm. 3]. This shows (iii). 
Lastly in this subsection, we prove Corollary 5.10 for the pivot chain. The assertion for the Glauber
chain follows similarly from Theorem 5.7, which will be proved in Subsection 11.3.
Proof of Corollary 5.10. Let F = ([k],EF ) be a directed tree motif and G = ([n], A,α) be an irreducible
network. Let (xt )t≥0 be a pivot chain of homomorphisms F → G and let pi := piF→G be its unique
starionay distribution. To show (44), note that
lim
N→∞
1
N
N∑
t=1
∏
1≤i , j≤k
1(A(xt (i ),xt ( j ))
AH (i , j ) ≥ t )= Epi
[ ∏
1≤i , j≤k
1(A(xt (i ),xt ( j ))
AH (i , j ) ≥ t )
]
(156)
=PF→G
(
min
1≤i , j≤k
A(x(i ),x( j ))AH (i , j ) ≥ t
)
, (157)
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where the first equality is due to Theorem 5.9. In order to show (43), note that
lim
N→∞
1
N
N∑
t=1
∏
1≤i , j≤k
A(xt (i ),xt ( j ))
AH (i , j ) (158)
= Epi
[ ∏
1≤i , j≤k
A(x(i ),x( j ))AH (i , j )
]
(159)
= ∑
x:[k]→[n]
( ∏
1≤i , j≤k
A(x(i ),x( j ))AH (i , j )
) [∏
(i , j )∈EF A(x(i ),x( j ))
]
α(x(1)) · · ·α(x(k))
t(F,G )
(160)
= ∑
x:[k]→[n]
( ∏
1≤i , j≤k
A(x(i ),x( j ))AH (i , j )+AF (i , j )
)
α(x(1)) · · ·α(x(k))
t(F,G )
(161)
= t(H ,G )
t(F,G )
= t(F +H ,G |F ). (162)
For the last equation (45), we fix x1, xk ∈ [n]. By definition, we have
AH (x1, xk )= EpiH→G [1(x(1)= x1, x(k)= xk )] . (163)
By similar computation as above, we can write
lim
N→∞
1
N
N∑
t=1
( ∏
1≤i , j≤k
A(xt (i ),xt ( j ))
AH (i , j )
)
1(xt (1)= x1, xt (k)= xk ) (164)
= Epi
[( ∏
1≤i , j≤k
A(xt (i ),xt ( j ))
AH (i , j )
)
1(x(1)= x1, x(k)= xk )
]
(165)
= t(F +H ,G |F )EpiH→G [1(x(1)= x1, x(k)= xk )] . (166)
Hence the assertion follows from (163). 
11.2. Concentration of the pivot chain and rate of convergence.
Proof of Theorem 6.3. This is a direct consequence of McDirmid’s inequality for Markov chains [P+15,
Cor. 2.11] and the first equality in Theorem 6.2 (i). 
Next, we prove Theorem 6.5. An essential step is given by the following lemma, which is due to
Hayes [Hay05] and Kallenberg and Sztencel [KS91]. Let H be Hilbert space, and let (X t )t≥0 be a
sequence ofH -valued random ‘vectors’. We say it is a very-weak martingale if X0 = 0 and
E[X t+1 |X t ]= X t ∀t ≥ 0. (167)
Lemma 11.1 (Thm. 1.8 in [Hay05]). Let (X t )t≥0 be a very-weak martingale taking values in a Hilbert
spaceH and ‖X t+1−X t‖ ≤ 1 for all t ≥ 0. Then for any a > 0 and t ≥ 0,
P(‖X t‖ ≥ a)≤ 2e2 exp
(−a2
2t
)
. (168)
Proof. The original statement [Hay05, Thm. 1.8] is asserted for a Euclidean space E in place of the
Hilbert space H . The key argument is given by a discrete-time version of a Theorem of Kallenberg
and Sztencel ([KS91, Thm. 3.1]), which is proved by Hayes in [Hay05, Prop. 1.5] for Euclidean space.
The gist of argument is that, given a very-weak martingale (X t )t≥0 in a Euclidean space with norm ‖·‖,
we can construct a very-weak martingale (Yt )t≥0 in R2 in such a way that
(‖X t‖,‖X t+1‖,‖X t+1−X t‖)= (‖Yt‖2,‖Yt+1‖2,‖Yt+1−Yt‖2). (169)
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By examining the proof of [Hay05, Prop. 1.5], one finds that the existence of such a 2-dimensional
‘local martingale’ is guaranteed by an inner product structure and completeness with respect to the
induced norm of the underlying space. Hence the same conclusion holds for Hilbert spaces. 
Proof of Theorem 6.5. We use a similar coupling idea that is used in the proof of [LP17, Thm. 12.19].
Recall that tmi x ≡ t (1)mi x by Theorem 6.2 (i). Fix an integer r ≥ t (1)mi x (ε) = tmi x (ε). Let Ω = [n][k] and fix
a homomorphism x : F →G for the initial state of the pivot chain (xt )t≥0. Let pit denote the law of xt
and let pi :=piF→G . Let µr be the optimal coupling between pit and pi, so that∑
x6=y
µr (x,y)= ‖pit −pi‖T V . (170)
We define a pair (yt ,zt ) of pivot chains such that 1) The law of (y0,z0) is µr and 2) individually (yt )t≥0
and (zt )t≥0 are pivot chains F → G , and 3) once these two chains meet, they evolve in unison. Note
that (yt )t≥0 has the same law as (xr+t )t≥0. Also note that by the choice of r and µr ,
P(y0 6= z0)= ‖pit −pi‖T V ≤ ε. (171)
Now letH be a Hilbert space and let g :Ω→H be any function. By subtracting Epi(g (x)) from g ,
we may assume Epi(g (x))= 0. Then by conditioning on whether y0 = z0 or not, we have
P
(∥∥∥∥∥ N∑t=1 g (xr+t )
∥∥∥∥∥≥Nδ
)
=P
(∥∥∥∥∥ N∑t=1 g (yt )
∥∥∥∥∥≥Nδ
)
(172)
≤P
(∥∥∥∥∥ N∑t=1 g (zt )
∥∥∥∥∥≥Nδ
)
+P(y0 6= z0). (173)
The last term is at most ε by (171), and we can apply Lemma 11.1 for the first term. This gives the
assertion. 
11.3. Convergence and mixing of the Glauber chain. In this subsection, we consider convergence
and mixing of the Glauber chain (xt )t≥0 of homomorphisms F → G . We first investigate under what
conditions the Glauber chain is irreducible.
For two homomorphisms x,x′ : F →G , denote x∼ x′ if they differ by at most one coordinate. Define
a graph S (F,G )= (V ,E ) where V is the set of all graph homomorphisms F → G and {x,x′} ∈ E if and
only if x ∼ x′. We say x′ is reachable from x in r steps if there exists a walk between x′ and x of length
r in S (F,G ). Lastly, denote the shortest path distance on S (F,G ) by dF,G . Then dF,G (x,x′)= r if x′ is
reachable from x in r steps and r is as small as possible. It is not hard to see that the Glauber chain
(xt )t≥0 is irreducible if and only if S (F,G ) is connected. In the following proposition, we show that
this is the case when F is a tree motif and G contains an odd cycle.
Proposition 11.2. Suppose F = ([k], AF ) is a tree motif and G = ([n], A,α) is irreducible and bidirec-
tional network. Further assume that the skeleton ofG contains an odd cycle. ThenS (F,G ) is connected
and
diam(S (F,G ))≤ 2kdiam(G )+4(k−1). (174)
Proof. We may assume t(F,G )> 0 since otherwiseS (F,G ) is empty and hence is connected. If k = 1,
then each Glauber update is to sample the location of 1 uniformly at random from [n], so the assertion
holds. We may assume k ≥ 2.
We first give a sketch of the proof of connectedness of S (F,G ). Since G is bidirectional, we can
fold the embedding x : F → G until we obtain a copy of K2 (complete graph with two nodes) that is
still a valid embedding F → G . One can also ‘contract’ the embedding x′ in a similar way. By using
irreducibility, then one can walk these copies of K2 in G until they completely overlap. Each of these
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moves occur with positive probability since G is bidirectional, and the issue of parity in matching the
two copies of K2 can be handled by ‘going around’ the odd cycle in G .
Below we give a more careful argument for the above sketch. Fix two homomorphisms x,x′ : F →G .
It suffices to show that x′ is reachable from x in 2kdiam(G )+4(k −1) steps. Choose a any two nodes
`,`′ ∈ [k] such that ` is a leaf in F (i.e., AF (`, i )= 0 for all i ∈ [k]) and they have a common neighbor in
F (i.e., AF (i ,`)> 0 and AF (i ,`′)+AF (`′, i )> 0 for some i ∈ [k]). Consider the vertex map x(1) : [k]→ [n]
defined by x(1)( j ) = x( j ) for i 6= j and x(1)(`) = x(1)(`′). Since G is bidirectional, we see that ξ(1) is a
homomorphism F → G . Also note that x ∼ x(1) and x(1) uses at most k −1 distinct values in [n]. By
repeating a similar operation, we can construct a sequence of homomorphisms x(1),x(2), · · · ,x(k−2) =:
y(1) such that y uses only two distinct values in [n].
Next, let G denote the skeleton of G , which is connected since G is irreducible and bidirectional.
Suppose there exists a walk W = (a1, a2, · · · , a2m) in G for some integer m ≥ 0 such that y(1)= a1 and
x′(1)= a2m−1. We claim that this implies x′ is reachable from y(1) in k(m+1)+k−2 steps.
To see this, recall that the walk W is chosen in the skeleton G so that min(A(a2, a3), A(a3, a2))> 0.
Hence with positive probability, we can move all nodes in y(1)[F ] at location a1 inG to location a3, and
the resulting vertex map y(2) : [k] → {a2, a3} is still a homomorphism F → G . By a similar argument,
we can construct a homomorphism y (3) : F → G such that y(3)(1) = a3 and y (3) maps all nodes of F
onto {a3, a4}. Also note that y(3) is reachable from y (1) in k steps. Hence we can ‘slide over’ y (1) onto
the nodes {a3, a4} in k steps. Repeating this argument, this shows that there is a homomorphism
y(m) : F →G such that y(m) maps [k] onto {a2m−1, a2m} and it is reachable from y(1) in km steps.
To finish the proof, we first choose a walk W1 = (a1, a2, · · · , a2m−1) in the skeleton G such that a1 =
y(1)(1) and a2m−1 = x′(1) for some integer m ≥ 1. We can always choose such a walk using the odd cycle
in G , say C , and the connectivity of G : first walk from y(1)(1) to the odd cycle C , traverse it in one of the
two ways, and then walk to x′(1). Moreover, it is easy to see that this gives 2m−2≤ 4diam(G ). Lastly,
since x′ is a homomorphism F → G with x′(1) = a2m−1 and since k ≥ 2, there must exist some node
a2m ∈ [m] such that A(a2m−1, a2m) > 0. Since G is bidirectional, we also have A(a2m , a2m−1) > 0, so
a2m−1 and a2m are adjacent in the skeleton G . Hence we can let W be the walk (a1, a2, · · · , a2m−1, a2m).
Then y′ is reachable from x in k −2 steps by construction, and x′ is reachable from y(1) in k(m+1)+
k−2≤ 2k(diam(G )+1)+k−2 steps by the claim. Hence x′ is reachable from x in 2kdiam(G )+4(k−1)
steps, as desired. 
When F is not necessarily a tree, a straightforward generalization of the argument in the Proof of
11.2 shows the following.
Proposition 11.3. Let F be any simple motif and G be an irreducible and bidirectional network. Sup-
pose there exists an integer r ≥ 1 with following three conditions:
(i) For each x ∈ G (F,G ), there exists y ∈ G (F,G ) such that y is reachable from x in k steps and the
skeleton of y[F ] is isomorphic to Kr .
(ii) dG (u, v)< r implies {u, v} ∈ EG .
(iii) G contains Kr+1 as a subgraph.
ThenS (F,G ) is connected and
diam(S (F,G ))≤ 2k ·diam(G )+2(k− r ). (175)
Proof. Omitted. 
Next, we prove Theorem 5.7.
Proof of Theorem 5.7. Proposition 11.2 and an elementary Markov chain theory imply that the Glauber
chain is irreducible under the assumption of (ii) and has a unique starionay distribution. Hence it re-
mains to show (i), that pi := PF→G is a starionay distribution of the Glauber chain. To this end, write
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F = ([k], AF ) and let P be the transition kernel of the Glauber chain. It suffices to check the detailed
balance equation is satisfied by pi. Namely, let x,y be any homomorphisms F → G such that they
agree at all nodes of F but for some ` ∈ [k]. We will show that
pi(x)P (x,y)=pi(y)P (y,x). (176)
Decompose F into two motifs F` = ([k], A`) and F c` = ([k], Ac`), where A`(i , j )= AF (i , j )1(u ∈ {i , j })
and Ac
`
(i , j )= AF (i , j )1(u ∉ {i , j }). Note that AF = A`+ Ac`. Then we can write
pi(x)P (x,y)= k
−1
t(F,G )
( ∏
1≤i , j≤k
A(x(i ),x( j ))A
c
`
(i , j )
) ∏
i∈[k]
i 6=`
α(x(i ))
 (177)
×
∏
j 6=`[A(x( j ),x(`))A(x( j ),y(`))]A`( j ,`)[A(x( j ),x(`))A(y(`),x( j ))]A`(`, j )∑
1≤c≤n
(∏
j 6=c A(x( j ),c)A`( j ,`) A(c,x( j ))A`(`, j )
)
A(c,c)A`(`,`)α(c)
(178)
× A(x(`),x(`))A`(`,`) A(y(`),y(`))A`(`,`)α(x(`))α(y(`)). (179)
From this and the fact that x and y agree on all nodes j 6= ` in [k], we see that the value of pi(x)P (x,y)
is left unchanged if we exchange the roles of x and y. This shows (176), as desired. 
To prove Theorem 6.1, we first recall a canonical construction of coupling (X ,Y ) between two dis-
tributions µ and ν on a finite setΩ such that µ(x)∧ν(x)> 0 for some x ∈Ω. Let p =∑x∈Ωµ(x)∧ν(x) ∈
(0,1). Flip a coin with probability of heads equal to p. If it lands heads, draw Z from the distribu-
tion p−1µ∧ν and let X = Y = Z . Otherwise, draw independently X and Y from the distributions
(1−p)−1(µ−ν)1(µ> ν) and (1−p)−1(ν−µ)1(ν>µ), respectively. It is easy to verify that X and Y have
distributions µ and ν, respectively, and that X = Y if and only if the coin lands heads. This coupling
is called the optimal coupling between µ and ν, since
P(X 6= Y )= 1−p = ‖µ−ν‖TV. (180)
The following lemma is a crucial ingredient for the proof of Theorem 6.1.
Lemma 11.4. Fix a network G = ([n], A,α) and a simple motif F = ([k], AF ). Let (xt )t≥0 and (x′t )t≥0 be
the Glauber chains of homomorphisms F → G such that x0 is reachable from x′0. Then there exists a
coupling between the two chains such that
E[dF,G (xt ,x
′
t )]≤ exp
(
−c(∆,G )t
k
)
dF,G (x0,x
′
0), (181)
where ∆=∆(F ) denotes the maximum degree of F defined at (50).
Proof. Denote ρ(t )= dF,G (xt ,x′t ) for all t ≥ 0. Let P denote the transition kernel of the Glauber chain.
We first claim that if xt ∼ xt ′ , then there exists a coupling between xt+1 and x′t+1 such that
E[ρ(t +1) |ρ(t )= 1]= 1− c(∆,G )
k
. (182)
Suppose xt and x′t differ at a single coordinate, say u ∈ [k]. Denote NF (u) = {i ∈ [k] |AF (i ,u)+
AF (u, i ) > 0}. To couple xt and x′t+1, first sample v ∈ [k] uniformly at random. Let µ = µxt ,v and
µ′ = µx′t ,v . Note that µ = µ′ if v ∉ NF (u). If v ∈ NF (u), then since b := xt (v) = x′t (v) and xt ,x′t are
homomorphisms F →G , we have µ(b)∧µ′(b)> 0. Hence the optimal coupling (X ,Y ) between µ and
µ′ are well-defined. We then let xt+1(v)= X and x′t+1(v)= Y .
Note that if v ∉NF (u)∪ {u}, then X = Y with probability 1 and ρ(t+1)= 1. If v = u, then also X = Y
with probability 1 and ρ(t + 1) = 0. Otherwise, v ∈ NF (u) and noting that (180), either X = Y with
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probability 1−‖µ−µ′‖TV and ρ(t +1) = 0, or X 6= Y with probability ‖µ−µ′‖TV. In the last case, we
have ρ(t +1)= 2 or 3 depending on the structure of G . Combining these observations, we have
E[ρ(t +1)−1 |ρ(t )= 1] (183)
≤ 2P(ρ(t +1) ∈ {2,3} |ρ(t )= 1)−P(ρ(t +1)= 0 |ρ(t )= 1) (184)
≤−k−1 (1−2∆‖µ−µ′‖TV) . (185)
Further, since µ and µ′ are determined locally, the expression in the bracket is at most c(∆,G ). This
shows the claim.
To finish the proof, first note that since x0 and x′0 belongs to the same component of S (F,G ), so
do xt and x′t for all t ≥ 0. We may choose a sequence xt = x(0)t ,x(1)t , · · · ,x(ρ(t ))t = x′t of homomorphisms
x(i )t : F →G such that x(i )t ∼ x(i+1)t for all 0≤ i <m. Use the similar coupling between each pair x(i )t and
x(i+1)t . Then triangle inequality and the claim yields
E[ρ(t +1)]≤
ρ(t )∑
i=0
E[dH (x
(i )
t+1,x
(i+1)
t+1 )]≤
(
−c(∆,G )
k
)
ρ(t ), (186)
where we denoted by x(i )t+1 the homomorphism obtained after one-step update of the Glauber chain
from x(i )t . Iterating this observation shows the assertion. 
Remark 11.5. In the second paragraph in the proof of Lemma 11.4, we always have ρ(t +1) ∈ {0,1,2}
if A(x, y)> 0 for all x 6= y ∈ [n]. In this case, Lemma 11.4 holds with c(∆,G ) replaced by c ′(∆,G ), which
is defined similarly as in (49) without the factor of 2. N
Now Theorem 6.1 follows immediately.
Proof of Theorem 6.1. Let (xt )t≥0 and (x′t )t≥0 be Glauber chains of homomorphisms F → G . Let
P be the transition kernel of the Glauber chain. By Proposition 11.2, x0 is reachable from x′0 and
dF,G (x0,x′0)≤ 2k(diam(G )+1). Using the coupling between xt and x′t as in Lemma 11.4 and Markov’s
inequality give
P(xt 6= x′t )=P(dF,G (xt ,x′t )≥ 1)≤ E(dF,G (xt ,x′t ))≤ 2k exp
(
−c(∆,G )t
k
)
(diam(G )+1). (187)
Minimizing the left hand side over all coupling between P t (x0, ·) and P t (x′0, ·) gives
‖P t (x0, ·)−P t (x′0, ·)‖T V ≤ 2k exp
(
−c(∆,G )t
k
)
(diam(G )+1). (188)
Then the assertion follows. 
Remark 11.6. Suppose that G is the complete graph Kq with q nodes and uniform distribution on
its nodes. Then a homomorphism F → Kq is a q-coloring of F and it is well-known that the Glauber
chain of q-colorings of F mixes rapidly with mixing time
tmi x (ε)≤
⌈(
q −2∆
q −∆
)
k log(ε/k)
⌉
, (189)
provided q > 2∆ (e.g., [LP17, Thm. 14.8]). This can be obtained as a special case of Lemma 11.4.
Indeed, note thatS (F,Kq ) is connected and has diameter at most k. Hence according to Lemma 11.4
and Remark 11.5, it is enough to show that
c ′(∆,Kq )≥ q −2∆
q −∆ , (190)
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where the quantity on the left hand side is defined in Remark 11.5. To see this, note that when G is a
simple graph with uniform distribution on its nodes,
1−‖µx,v −µx′,v‖TV =
∑
z∈[n]
µx,v (z)∧µx′,v (z)=
|supp(µx,v )∩ supp(µx′,v )|
|supp(µx,v )|∨ |supp(µx′,v )|
. (191)
When we take G = Kq , it is not hard to see that the last expression in (191) is at most 1− 1/(q −∆).
Hence we have (190), as desired. N
REFERENCES
[BS+01] Itai Benjamini, Oded Schramm, et al., Recurrence of distributional limits of finite planar graphs,
Electronic Journal of Probability 6 (2001).
[Car09] Gunnar Carlsson, Topology and data, Bulletin of the American Mathematical Society 46 (2009),
no. 2, 255–308.
[CCSG+09] Frédéric Chazal, David Cohen-Steiner, Leonidas J Guibas, Facundo Mémoli, and Steve Y Oudot,
Gromov-Hausdorff stable signatures for shapes using persistence, Computer Graphics Forum,
vol. 28, Wiley Online Library, 2009, pp. 1393–1403.
[CM10] Gunnar Carlsson and Facundo MÃŠmoli, Characterization, stability and convergence of hierarchi-
cal clustering methods, Journal of machine learning research 11 (2010), no. Apr, 1425–1470.
[CM13] Gunnar E. Carlsson and Facundo Mémoli, Classifying clustering schemes, Foundations of Compu-
tational Mathematics 13 (2013), no. 2, 221–252.
[CM17] Samir Chowdhury and Facundo Mémoli, Distances and isomorphism between networks and the
stability of network invariants, arXiv preprint arXiv:1708.04727 (2017).
[CM18a] , A functorial dowker theorem and persistent homology of asymmetric networks, Journal of
Applied and Computational Topology 2 (2018), no. 1-2, 115–175.
[CM18b] , The metric space of networks, arXiv preprint arXiv:1804.02820 (2018).
[CM18c] , Persistent path homology of directed networks, Proceedings of the Twenty-Ninth Annual
ACM-SIAM Symposium on Discrete Algorithms, SIAM, 2018, pp. 1152–1169.
[CM19] , The gromov-wasserstein distance between networks, Information and Inference (to appear)
(2019).
[CMRS16] Gunnar Carlsson, Facundo Mémoli, Alejandro Ribeiro, and Santiago Segarra, Excisive hierarchical
clustering methods for network data, arXiv preprint arXiv:1607.06339 (2016).
[CMRS17] , Representable hierarchical clustering methods for asymmetric networks, Data Science
(Cham) (Francesco Palumbo, Angela Montanari, and Maurizio Vichi, eds.), Springer International
Publishing, 2017, pp. 83–95.
[CSEH07] David Cohen-Steiner, Herbert Edelsbrunner, and John Harer, Stability of persistence diagrams, Dis-
crete & Computational Geometry 37 (2007), no. 1, 103–120.
[CTW93] Don Coppersmith, Prasad Tetali, and Peter Winkler, Collisions among random walks on a graph,
SIAM Journal on Discrete Mathematics 6 (1993), no. 3, 363–374.
[DGM02] Martin Dyer, Catherine Greenhill, and Mike Molloy, Very rapid mixing of the glauber dynamics for
proper colorings on bounded-degree graphs, Random Structures & Algorithms 20 (2002), no. 1, 98–
114.
[EH10] Herbert Edelsbrunner and John Harer, Computational topology: an introduction, American Math-
ematical Soc., 2010.
[ELZ00] Herbert Edelsbrunner, David Letscher, and Afra Zomorodian, Topological persistence and simpli-
fication, Foundations of Computer Science, 2000. Proceedings. 41st Annual Symposium on, IEEE,
2000, pp. 454–463.
[EM12] Herbert Edelsbrunner and Dmitriy Morozov, Persistent homology: theory and practice, Tech. report,
Lawrence Berkeley National Lab.(LBNL), Berkeley, CA (United States), 2012.
[Flo62] Robert W Floyd, Algorithm 97: shortest path, Communications of the ACM 5 (1962), no. 6, 345.
[FV07] Alan Frieze and Eric Vigoda, A survey on the use of markov chains to randomly sample colourings,
Oxford Lecture Series in Mathematics and its Applications 34 (2007), 53.
SAMPLING RANDOM GRAPH HOMOMORPHISMS AND APPLICATIONS TO NETWORK DATA ANALYSIS 47
[Ghr08] Robert Ghrist, Barcodes: the persistent topology of data, Bulletin of the American Mathematical
Society 45 (2008), no. 1, 61–75.
[Hay05] Thomas P Hayes, A large-deviation inequality for vector-valued martingales, Combinatorics, Prob-
ability and Computing (2005).
[Jer95] Mark Jerrum, A very simple algorithm for estimating the number of k-colorings of a low-degree
graph, Random Structures & Algorithms 7 (1995), no. 2, 157–165.
[Kat13] Tosio Kato, Perturbation theory for linear operators, vol. 132, Springer Science & Business Media,
2013.
[KC14] Eric D Kolaczyk and Gábor Csárdi, Statistical analysis of network data with r, vol. 65, Springer, 2014.
[KS91] Olav Kallenberg and Rafal Sztencel, Some dimension-free features of vector-valued martingales,
Probability Theory and Related Fields 88 (1991), no. 2, 215–247.
[Liu08] Jun S Liu, Monte carlo strategies in scientific computing, Springer Science & Business Media, 2008.
[Lov12] László Lovász, Large networks and graph limits, vol. 60, American Mathematical Soc., 2012.
[LP49] R Duncan Luce and Albert D Perry, A method of matrix analysis of group structure, Psychometrika
14 (1949), no. 2, 95–116.
[LP17] David A Levin and Yuval Peres, Markov chains and mixing times, vol. 107, American Mathematical
Soc., 2017.
[LS06] László Lovász and Balázs Szegedy, Limits of dense graph sequences, Journal of Combinatorial The-
ory, Series B 96 (2006), no. 6, 933–957.
[MS19] Facundo Mémoli and Kritika Singhal, A primer on persistent homology of finite metric spaces, Bul-
letin of mathematical biology (2019), 1–43.
[OPT+17] Nina Otter, Mason A Porter, Ulrike Tillmann, Peter Grindrod, and Heather A Harrington, A roadmap
for the computation of persistent homology, EPJ Data Science 6 (2017), no. 1, 17.
[P+15] Daniel Paulin et al., Concentration inequalities for Markov chains by marton couplings and spectral
methods, Electronic Journal of Probability 20 (2015).
[SER15] Santiago Segarra, Mark Eisen, and Alejandro Ribeiro, Authorship attribution through function word
adjacency networks, IEEE Transactions on Signal Processing 63 (2015), no. 20, 5464–5478.
[SS97] Jesús Salas and Alan D Sokal, Absence of phase transition for antiferromagnetic potts models via the
dobrushin uniqueness theorem, Journal of Statistical Physics 86 (1997), no. 3-4, 551–579.
[Tur19] Katharine Turner, Rips filtrations for quasimetric spaces and asymmetric functions with stability
results, Algebraic & Geometric Topology 19 (2019), no. 3, 1135–1170.
[Vig00] Eric Vigoda, Improved bounds for sampling colorings, Journal of Mathematical Physics 41 (2000),
no. 3, 1555–1569.
[War62] Stephen Warshall, A theorem on boolean matrices, Journal of the ACM (JACM) 9 (1962), no. 1, 11–12.
[WS98] Duncan J Watts and Steven H Strogatz, Collective dynamics of "small-world" networks, nature 393
(1998), no. 6684, 440–442.
[ZC05] Afra Zomorodian and Gunnar Carlsson, Computing persistent homology, Discrete & Computa-
tional Geometry 33 (2005), no. 2, 249–274.
HANBAEK LYU, DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CALIFORNIA LOS ANGELES, CA 90095
E-mail address: colourgraph@gmail.com
FACUNDO MEMOLI, DEPARTMENT OF MATHEMATICS, THE OHIO STATE UNIVERSITY, COLUMBUS, OH 43210
E-mail address: memoli@math.osu.edu
DAVID SIVAKOFF, DEPARTMENT OF STATISTICS AND MATHEMATICS, THE OHIO STATE UNIVERSITY, COLUMBUS, OH 43210
E-mail address: dsivakoff@stat.osu.edu
48 HANBAEK LYU, FACUNDO MEMOLI, AND DAVID SIVAKOFF
APPENDIX A. SINGLE-LINKAGE HIERARCHICAL CLUSTERING DENDROGRAMS OF SOME WANS
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APPENDIX B. CHD PROFILES OF THE WORD ADJACENCY NETWORKS OF THE 45 NOVELS DATA SET
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