Dual-energy CT imaging using a single-energy CT data is feasible via
  deep learning by Zhao, Wei et al.
Dual-energy CT imaging using a single-energy CT data is feasible
via deep learning
Wei Zhaoa,†, Tianling Lvb,†, Peng Gaoa, Liyue Shena, Xianjin Daia, Kai Chenga, Mengyu Jiaa,
Yang Chenb,*, Lei Xinga,*
aStanford University, Department of Radiation Oncology, 875 Blake Wilbur Drive, Stanford, California, United
States, 94306
bSoutheast University, Department of Computer Science and Engineering, 2 Sipailou, Nanjing, China, 210096
†Authors contributed equally to this paper.
Abstract. In a standard computed tomography (CT) image, pixels having the same Hounsfield Units (HU) can
correspond to different materials and it is therefore challenging to differentiate and quantify materials. Dual-energy
CT (DECT) is desirable to differentiate multiple materials, but DECT scanners are not widely available as single-
energy CT (SECT) scanners. Here we develop a deep learning approach to perform DECT imaging by using standard
SECT data. A deep learning model to map low-energy image to high-energy image using a two-stage convolutional
neural network (CNN) is developed. The model was evaluated using 4949 images from 22 patients who received
contrast-enhanced abdomen DECT scan with a popular DE application: virtual non-contrast (VNC) imaging and
contrast quantification. The HU difference between the predicted and original high-energy CT images are 3.47, 2.95,
2.38 and 2.40 HU for ROIs on spine, aorta, liver and stomach, respectively. The HU differences between VNC images
obtained from original DECT and deep learning DECT are 4.10, 3.75, 2.33 and 2.92 HU for the 4 ROIs, respectively.
The aorta iodine quantification difference between iodine maps obtained from original DECT and deep learning DECT
images is 0.9%, suggesting high consistency between the predicted and the original high-energy CT images. This study
demonstrates that highly accurate DECT imaging with single low-energy data is achievable by using a deep learning
approach. The proposed method can significantly simplify the DECT system design, reducing the scanning dose and
imaging cost.
Keywords: Dual-energy CT, deep learning, material decomposition, convolutional neural network, U-Net, ResNet,
virtual non-contrast, iodine quantification.
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1 Introduction
In standard single-energy computed tomography (SECT) imaging, the pixel value represents ef-
fective linear attenuation coefficient and it is an averaged contribution of all materials or chemical
elements in the pixel. It therefore does not give a unique description for any given material and
pixels having the same CT numbers can represent materials with different elemental compositions,
making the differentiation and quantification of materials extremely challenging. Dual-energy
CT (DECT) scans the object using two different energy spectra and is able to take advantage of
the energy dependence of the linear attenuation coefficients to yield material-specific images.1–14
This enable DECT to be applied in several emerging clinical applications, including virtual mo-
noenergetic imaging, automated bone removal in CT angiography, perfused blood volume, virtual
noncontrast-enhanced images, urinary stone characterization and so on, and the application list is
still expanding.
In reality, vendors have used different techniques to acquire dual-energy data, including rapid
kV switching,1, 15 dual x-ray sources,4 and layered detector.3, 16 All these proprietary techniques
have posed a significant burden on CT system hardware. Hence, DECT scanners are not widely
available as SECT scanners, especially for a developing area. In addition to the increased com-
plexity of the imaging system and cost, DECT may also increases the radiation dose to patients
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Fig 1 Overall flowchart of the proposed deep learning-based DECT imaging method.
due to the additional CT scan. A deep learning model learns multiple levels of representations that
correspond to different levels of abstraction from the input images to perform prediction. It has
been successfully applied into many fields, including medical imaging. In this study, instead of
scanning the patient twice using different spectra, we propose to obtain DECT images from SECT
by developing a deep learning strategy and show its extraordinary performance by using 22 clinical
cases.
2 Methods
Suppose IH , IL are the low-energy and the corresponding high-energy CT images, respectively.
We aim to train a deep learning model to transform IL to IH using paired DECT images. The end
point of the deep learning approach was a model capable of providing the high-energy CT image
IH for a given input low-energy CT image IL. To this end, we first used a dedicated ene-to-end
convolutional neural network (CNN) model17 which is a fully convolutional network derived from
ResNet to yield noise significantly reduced high- and low-energy CT images IHD and ILD. Instead
of directly mapping the high-energy CT image from the low-energy CT image, we then trained
an independent mapping CNN, which was referred to as DECT-CNN, to learn the difference Idiff
between IHD and ILD for the given input ILD, and the predicted high-energy CT image Ipred is
calculated as the summation of the origianl low-energy CT image IL and the predicted difference
100 kV 140 kV 140 kVDL
(Deep learning)
Difference = 
140 kVDL-140 kV 
a b c d
Fig 2 Original (a) low- and (b) high-energy DECT images and (c) predicted high-energy CT images, and (d) difference
image between the predicted and original 140 kV images. All images are displayed in (C=0HU and W=500HU).
image Idiff during inference procedure. The workflow of proposed deep learning-based DECT
imaging method is shown in Fig. 1.
Due to the complexity of predicting Idiff from ILD, a large reception field is needed for the
DECT-CNN model. We therefore use the U-Net structure for the DECT-CNN to take advantage of
its extremely large reception field and the ability to keep the high-resolution context information.
Different from the original U-Net which uses softmax and cross entropy loss, we have updated the
DECT-CNN model by using a mean-squared-error loss.
Based on the original low-energy CT image IL and the predicted high-energy CT image Ipred,
we study the performance of the deep learning-based DECT using a popular DE application: vir-
tual non-contrast (VNC) imaging and contrast quantification. A statistically optimal image-domain
material decomposition algorithm is employed to obtain the VNC images and the iodine maps.18
To assess the accuracy of the approach, we retrospectively studied DECT images from 22 pa-
tients who received contrast-enhanced abdomen CT scan. The proposed model was trained on 16
randomly selected image volumes which include 4949 image slices. The remaining 6 volumes
were equally divided into a validation group and a testing group each of which includes 3 vol-
umes. Quantitative comparisons between the predicted high-energy CT images and the original
high-energy CT images were performed using HU accuracy in 60 region-of-interests (ROIs) on
different types of tissues. VNC images and iodine maps quantification obtained from the origi-
nal DECT images and the deep learning-based DECT images were compared and quantitatively
evaluated using HU value and noise level.
3 Results
We found that the mapping CNN yields inferior high-energy CT images with original noisy low-
energy CT images as input, indicating the CNN wastes its ability of expression on mapping the
image difference between high- and low-energy levels with the presence of noise. With noise
significantly reduced DECT images, the CNN can appreciate the ingenuous CT image difference
at different energy levels and ultimately yield superior high-energy CT image. An example image
slice is shown in Fig. 2. The HU difference between the predicted and original high-energy CT
images are 3.47 HU, 2.95 HU, 2.38 HU and 2.40 HU for ROIs on spine, aorta, liver and stomach,
respectively. Fig. 3 shows the three-dimensional VNC images and iodine maps obtained from
original 100 kV/140 kV DECT images and deep learning-based DECT images. As can be seen, the
deep learning-based DECT approach provides high quality VNC and iodine maps. Since material
decomposition uses matrix inversion and yields amplified image noise, the noise levels in VNC
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Fig 3 Illustration of the contrast-enhanced 100 kV CT images (C=0HU and W=500HU) and VNC images (C=0HU
and W=500HU) and iodine maps (C=0.6 and W=1.2) obtained using original DECT images and deep learning (DL)-
based DECT images in transversal, coronal and sagittal views.
images and iodine maps obtained from the original DECT images are much higher than the 100
kV images. Due to the noise correlation between the predicted high-energy CT images and the
original low-energy CT images, deep learning-based DECT imaging provides noise significantly
reduced VNC images and iodine maps. The HU differences between VNC images obtained from
original DECT and deep learning DECT are 4.10 HU, 3.75 HU, 2.33 HU and 2.92 HU for ROIs
on spine, aorta, liver and stomach, respectively. The aorta iodine quantification difference between
iodine maps obtained from original DECT and deep learning DECT images is 0.9%, suggesting
high consistency between the predicted and the original high-energy CT images.
4 Discussion and Conclusion
Since we have used an image domain material decomposition method, artifacts in the CT images,
such as beam hardening artifacts, scatter artifacts, may reduce the accuracy of the material-specific
images. This can impact material decomposition using both the original DECT images and the
deep learning DECT images. Hence, in the cases where artifacts significantly reduce the HU
accuracy of CT images, beam hardening correction19, 20 and scatter correction21–25 methods can be
employed to reduce the CT artifacts and further to enhance the material decomposition accuracy.
This study demonstrates that highly accurate DECT imaging with single low-energy data is
achievable by using a deep learning approach. The proposed algorithm shows superior and reli-
able performance on the clinical datasets, and provides clinically valuable high quality VNC and
iodine maps. Compared to the current standard DECT techniques, the proposed method can signif-
icantly simplify the DECT system design, reduce the scanning dose by using only a single kV data
acquisition, and reduce the noise level of material decomposition by taking advantage of the noise
correlation of the deep learning derived DECT images. The strategy reduces the DECT imag-
ing cost and may find widespread clinical applications, including cardiac imaging, angiography,
perfusion imaging and urinary stone characterization and so on.
References
1 W. A. Kalender, W. Perman, J. Vetter, et al., “Evaluation of a prototype dual-energy computed
tomographic apparatus. I. phantom studies,” Medical Physics 13(3), 334–339 (1986).
2 J. A. Fessler, I. A. Elbakri, P. Sukovic, et al., “Maximum-likelihood dual-energy tomographic
image reconstruction,” Proc. SPIE Medical Imaging 2002: Image Processing, 4684, 38–50
(2002).
3 R. Carmi, G. Naveh, and A. Altman, “Material separation with dual-layer CT,” IEEE Nuclear
Science Symposium Conference Record, 4, 3–pp (2005).
4 T. R. Johnson, B. Krauss, M. Sedlmair, et al., “Material differentiation by dual energy CT:
initial experience,” European Radiology 17(6), 1510–1517 (2007).
5 P. J. La Riviere et al., “Penalized-likelihood sinogram decomposition for dual-energy com-
puted tomography,” IEEE Nuclear Science Symposium Conference Record, 5166–5169
(2008).
6 K. Matsumoto, M. Jinzaki, Y. Tanami, et al., “Virtual monochromatic spectral imaging with
fast kilovoltage switching: improved image quality as compared with that obtained with con-
ventional 120-kVp CT,” Radiology 259(1), 257–262 (2011).
7 C. Maaß, E. Meyer, and M. Kachelrieß, “Exact dual energy material decomposition from
inconsistent rays (MDIR),” Medical Physics 38(2), 691–700 (2011).
8 T. Niu, X. Dong, M. Petrongolo, et al., “Iterative image-domain decomposition for dual-
energy CT,” Medical Physics 41(4), 041901 (2014).
9 T. Xia, A. M. Alessio, and P. E. Kinahan, “Dual energy CT for attenuation correction with
PET/CT,” Medical Physics 41(1) (2014).
10 W. Zhao, T. Niu, L. Xing, et al., “Using edge-preserving algorithm with non-local mean for
significantly improved image-domain material decomposition in dual-energy CT,” Physics in
Medicine & Biology 61(3), 1332 (2016).
11 W. Zhao, L. Xing, Q. Zhang, et al., “Segmentation-free x-ray energy spectrum estimation
for computed tomography using dual-energy material decomposition,” Journal of Medical
Imaging 4(2), 023506 (2017).
12 R. Forghani, B. De Man, and R. Gupta, “Dual-energy computed tomography: physical prin-
ciples, approaches to scanning, usage, and implementation: Part 1,” Neuroimaging Clinics
27(3), 371–384 (2017).
13 H. Zhang, D. Zeng, J. Lin, et al., “Iterative reconstruction for dual energy CT with an average
image-induced nonlocal means regularization,” Physics in Medicine & Biology 62(13), 5556
(2017).
14 W. Zhao, D. Vernekohl, F. Han, et al., “A unified material decomposition framework for
quantitative dual-and triple-energy CT imaging,” Medical Physics 45(7), 2964–2977 (2018).
15 A. C. Silva, B. G. Morse, A. K. Hara, et al., “Dual-energy (spectral) CT: applications in
abdominal imaging,” Radiographics 31(4), 1031–1046 (2011).
16 J. Hao, K. Kang, L. Zhang, et al., “A novel image optimization method for dual-energy
computed tomography,” Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 722, 34–42 (2013).
17 W. Yang, H. Zhang, J. Yang, et al., “Improving low-dose CT image using residual convolu-
tional network,” IEEE Access 5, 24698–24705 (2017).
18 S. Faby, S. Kuchenbecker, S. Sawall, et al., “Performance of today’s dual energy CT and fu-
ture multi energy ct in virtual non-contrast imaging and in iodine quantification: A simulation
study,” Medical Physics 42(7), 4349–4366 (2015).
19 W. Zhao, G. Fu, C. Sun, et al., “Beam hardening correction for a cone-beam CT system and
its effect on spatial resolution,” Chinese Physics C 35(10), 978–985 (2011).
20 W. Zhao, D. Li, K. Niu, et al., “Robust Beam Hardening Artifacts Reduction for Com-
puted Tomography Using Spectrum Modeling,” IEEE Transactions on Computational Imag-
ing 5(2), 333–342 (2019).
21 T. Niu, L. Zhu, “Scatter correction for full-fan volumetric CT using a stationary beam blocker
in a single full scan,” Medical Physics 38(11), 6027–6038 (2011).
22 W. Zhao, S. Brunner, K. Niu, et al., “A patient-specific scatter artifacts correction method,”
Proc. SPIE Medical Imaging 2014: Physics of Medical Imaging 9033, 903310 (2014).
23 W. Zhao, S. Brunner, K. Niu, et al.,“Patient-specific scatter correction for flat-panel detector-
based cone-beam CT imaging,” Physics in Medicine & Biology 60(3), 1339 (2015).
24 W. Zhao, D. Vernekohl, J. Zhu, et al., “A model-based scatter artifacts correction for cone
beam CT,” Medical Physics 43(4), 1736–1753 (2016).
25 L. Shi, A. Wang, J. Wei, et al., “Fast shading correction for cone-beam CT via partitioned
tissue classification,” Physics in Medicine & Biology, (2019).
