Let U = Tri(A, M, B) be a triangular algebra, where A, B are unital algebras over a field F and M is a faithful (A, B)-bimodule. Assume that ξ ∈ F and L : U → U is a map. It is shown that, under some mild conditions, L is linear and satisfies L([X, Y ]) = [L(X), Y ] + [X, L(Y )] for any X, Y ∈ U with [X, Y ] = XY − Y X = 0 if and only if L(X) = ϕ(X) + ZX + f (X) for all A, where ϕ is a linear derivation, Z is a central element and f is a central valued linear map. For the case 1
Introduction. Let
The problem of whether a Lie derivation is a derivation has been studied (for example, see [2, 13] and the references therein).
For ξ ∈ F and for A, B ∈ A, A commutes with B up to a factor ξ if AB = ξBA. The notion of commutativity up to a factor for pairs of operators is important and has been studied in the context of operator algebras and quantum groups [4, 11] . Motivated by this, a binary operation [A, B] ξ = AB − ξBA, called the ξ-Lie product of A and B, was introduced in [ such that L(X) = ZX + τ (X) + ν(X) for all X ∈ U (Theorem 2.1). Assume that A and B are unital algebras over a field F and ξ ∈ F . Sections 3 and 4 are devoted to discuss the case ξ = 1. We prove that, an additive map L satisfies [X, Y ] ξ = 0 ⇒ [L(X), Y ] ξ + [X, L(Y )] ξ = 0 if and only if L(I) ∈ Z(U) and, (1) ξ = 0, there exists an additive derivation d such that L(X) = d(X) + L(I)X for all X ∈ U, (2) ξ = 0, there exists an additive derivation d satisfying d(ξX) = ξd(X) for all X ∈ U such that L(X) = d(X) + L(I)X for all X ∈ U (Theorem 3.1); L satisfies
for ξ = 0 if and only if there exists an additive derivation d satisfying d(ξI) = ξL(I) such that L(X) = d(X) + L(I)X for all X ∈ U (Theorem 4.1). As an application of above results, we also obtain a characterization of linear (or additive) maps ξ-Lie derivable at zero for all possible ξ on Banach space nest algebras (Theorems 2.2, 2.3, 3.2 and 4.2).
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Recall that a nest N on a Banach space X is a chain of closed (under norm topology) subspaces of X which is closed under the formation of arbitrary closed linear span (denote by ) and intersection (denote by ), and which includes {0} and X. The nest algebra associated to the nest N , denoted by AlgN , is the weak closed operator algebra consisting of all operators that leave N invariant. When N = {{0}, X}, we say that N is non-trivial. If N is trivial, then AlgN = B(X). We refer the reader to [6] for the theory of nest algebras.
As an application of Theorem 2.1 to the nest algebra case, we have Proof. By the assumption on the nest, there exists a non-trivial element E ∈ N which is complemented in X. So AlgN can be viewed as a triangular algebra
. Moreover, every linear commuting map on Alg(EN E) and Alg(E ⊥ N E ⊥ ) is proper (see [5] ). We claim that EAlgN E ⊥ is also loyal. Indeed, for nonzero operators ELA 820 X.F. Qi a nest algebra on a Banach space is inner (see [20] ). Hence, there exists an operator T ∈ AlgN such that τ (A) = AT − T A for all A ∈ AlgN .
For the finite dimensional case, it is clear that every nest algebra on a finite dimensional space is isomorphic to an upper triangular block matrix algebra. Let M n (F ) denote the algebra of all n×n matrices over F . Recall that an upper triangular block matrix algebra T = T (n 1 , n 2 , . . . , n k ) is a subalgebra of M n (F ) consisting of all n × n matrices of the form
where {n 1 , n 2 , · · ·, n k } is a finite sequence of positive integers satisfying n 1 + n 2 + · · ·+ n k = n and A ij ∈ M ni×nj (F ), the space of all n i × n j matrices over F .
By Theorem 2.1, the following result is immediate. We remark that, the condition n > 2 in Theorem 2.3 can not be deleted. In fact, we have the following result for 2 × 2 upper triangular matrix algebras. Therefore, unlike the linear Lie derivations (every linear Lie derivation on T 2 (F ) has a standard form), the linear maps on T 2 (F ) Lie derivable at zero behave wildly and are not always of the form stated in Theorem 2.3. To illustrate this, we give a simple example here.
Let T 2 (F ) be the algebra of all 2 × 2 upper triangular matrices over the real or complex field F . We define a map L :
It is clear that L is linear and L(I) = 0. By Proposition 2.4, L is Lie derivable at zero. Suppose, on the contrary, that there exist λ ∈ F , an operator T ∈ T 2 (F ) and a linear functional f on 
Now for any A = a 11 a 12 0 a 22 , we have 0 a 12 0 a 12 = t 11 0 0 t 22 a 11 a 12 a 21 a 22 − a 11 a 12 a 21 a 22
This leads to f (A) = 0 and f (A) = a 12 , a contradiction.
Now we are at a position to give the proof of Theorem 2.1. The following two lemmas are needed. Proof of Theorem 2.1. The "if" part is obvious and we only need to show the "only if" part. We remark that our proof approach is similar to that of [19, Theorem 2.1 (2) ]. For completeness, we give an outline of its proof here.
By the assumption on L, we have
. It is obvious that δ : U × U → U is a bilinear map, and by Eq.(2.2), δ(X, X) is a trace of the bilinear map δ. Thus, by Lemma 2.5, there exist an element X 0 ∈ Z(U), a R-linear map µ : U → Z(U) and a trace of some bilinear map ν : U → Z(U) such that δ(X, X) = X 0 X 2 + µ(X)X + ν(X), that is,
On the other hand,
Comparing the above two equations obtains
Now let us define a map ǫ : U × U → U by 
In order to show that τ is a Jordan derivation, one must prove that ǫ(X, Y ) = 0 for all X, Y ∈ U. In fact, by calculating
By Lemma 2.5, there exist two elements
Hence, we may take
This implies that B ′ = 0 as M is loyal and
We claim that ǫ(
Since ǫ is symmetric, it is easy to prove that ǫ(X, Y ) = 0 for all X, Y ∈ U, that is, τ is a Jordan derivation. Now, by [21] , τ is a derivation. Using the definition of τ , we get that L 3. Additive maps ξ-Lie derivable at zero. In this section, we consider additive maps ξ-Lie derivable at zero on triangular algebras for the case ξ = 1. The following is our main result in this section. (1) if ξ = 0, then there exists an additive derivation d : U → U such that L(X) = d(X) + L(I)X for all X ∈ U, that is, L is an additive generalized derivation; (2) if ξ = 0, then there exists an additive derivation d : U → U satisfying d(ξX) = ξd(X) for each X ∈ U such that L(X) = d(X) + L(I)X for all X ∈ U.
For additive maps ξ-Lie derivable at zero point on infinite dimensional Banach space nest algebras, we have the following finer characterization. AlgN is an additive map ξ-Lie derivable at zero point. By Theorem 3.1, L(I) = λI ∈ Z(AlgN ) = F I and there exists an additive derivation d such that L(A) = d(A) + λA for all A ∈ AlgN , where d satisfies d(ξX) = ξd(X) whenever ξ = 0. Note that, by [7, 8] , all additive derivations on infinite dimensional Banach space nest algebras are linear. Hence, by [9, 20] , there exists T ∈ AlgN such that d(A) = AT − T A for all A ∈ AlgN .
To prove Theorem 3.1, the following lemma is needed, which was proved in [15] . The "if" part is obvious. We will prove the "only if" part by checking several claims. For any X ∈ U, since (P +P XQ)(Q−P XQ) = 0, we have (L(P )+L(P XQ))(Q− P XQ) + (P + P XQ)(L(Q) − L(P XQ)) = 0. By Claims 1-2, one can easily check that P L(P )P XQ = P XQL(Q)Q for each X ∈ U.
Furthermore,
By Claim 5 and Eq.(3.12), one has proved that, for any ξ = 1, we have P L(P )P XQ = P XQL(Q)Q for all X ∈ U.
It follows from Lemma 3.3 that P L(P )P ∈ Z(P UP ) = P Z(U)P, QL(Q)Q ∈ Z(QUQ) = QZ(U)Q and P L(P )P + QL(Q)Q ∈ Z(U). Note that QL(P )Q = P L(Q)P = 0 (Eq.(3.4)). We get L(I) = P L(P )P + QL(Q)Q ∈ Z(U). In fact, noting that (P XP +P XP ZQ)(P ZQ−Q) = 0 and (P +P ZQ)(P ZQXQ− QXQ) = 0 for all X, Z ∈ U, the proof is similar to that of Claims 3-4. So we omit it here.
ELA 830 X.F. Qi We first show that, for any X, Y ∈ U, L(XY ) = L(X)Y +XL(Y )−L(I)XY , that is, L is a generalized derivation. In fact, take any X = P XP + P XQ + QXQ, Y = P Y P + P Y Q + QY Q ∈ U. Then by the additivity of L, Claims 1-6 and Eqs. The proof of the theorem is complete.
Characterizing additive ξ-Lie derivations by acting on zero products.
In this section, we give another characterization of ξ-Lie derivations on triangular algebras by acting on zero products. Since the cases ξ = 1 and ξ = 0 are considered in [10] and Theorem 3.1 respectively, we only deal with the case ξ = 0, 1. Our main result is the following. Applying Theorem 4.1 to Banach space nest algebras case and noting that all additive derivations on infinite dimensional Banach space nest algebras are inner, we have the following result. Proof of Theorem 4.1. We use the same symbol as that in Theorem 3.1. Still, we only need to prove the "only if" part. Similarly, one can show that the following Claim 5 is true. 
