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Abstract
As a result of the research, two directions for development of software architecture for low-power general purpose micro-
controllers (LPGPM) are identified. The first, classical approach is the development using standard State patterns. The second is the 
development of programs, algorithms and structures based on mathematical analysis.
The first direction is chosen in the work. The variant of the implementation of a typical pattern for development of software 
architecture (SA) in the form of a finite state machine (FSM) is proposed to discussion. This pattern allows to divide the develop-
ment of the architectural part of the program for LPGPM and programming the LPGPM hardware. This approach makes it possible 
to divide the work of the software architect and the work of LPGPM hardware specialists. Advantage of the solution in comparison 
with the real time operating system (RTOS) is the saving of LPGPM hardware resources. In addition, it improves the readability of 
code and good testing prospects. The resulting architecture makes it possible to easily accompany the software and switch to other 
types of microcontroller. The disadvantage is an increase in the required amount of RAM with an increase in the number of states. 
It is this disadvantage that requires the application not only of experimental and engineering-intuitive methods, but also to continue 
research in the second direction.
Keywords: finite state machine, low-power general purpose microcontrollers, software architecture, real time operat- 
ing systems.
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1. Introduction
This study proposes the version of the software architecture for LPGPM without the use of 
RTOS. In addition, the results of early experimental studies of architectural solutions in the form 
of the State pattern are presented. This pattern is a software implementation of the mathematical 
model of FSM. The peculiarity of the research is that the architecture of programs for embedded 
systems based on LPGPM is developed, which allows to divide the development process of the SA 
architecture and programming of hardware.
The first results of the theoretical foundations of the FSM were outlined in [1-5]. In these works, 
the theoretical part of the FSM issues and the hardware implementation of theoretical provisions are 
disclosed. In [6], nondeterministic and deterministic FSM are separated. In the future, the FSM theory 
has developed in the development of software architecture. In the first works of this subject FSM theory 
[7] is used to improve the algorithmization and simplification of debugging programs. In modern works, 
the study of software formalization in the form of FSM has been continued [8]. 
An important result of SA generalization in the context of object-oriented programming is 
[9]. It has ordered many commercial software architectures based on object-oriented programming 
technology. These results are summarized in the form of patterns. In turn, the selected patterns are 
systematized and organized into specific groups. The patterns described in [9] are still used in the 
development and continue to be improved. Among the many patterns for developing embedded 
systems, the State pattern deserves special attention. This pattern can be directly described in the 
form of FSM theory and is a software implementation of FSM mathematical model. The general-
ized description and architecture of the State pattern are given in [9].
The most interesting recent works, which are directly related to the research subject of this 
article, are [10, 11]. In these works, the FSM model for SA development for LPGPM is used. The 
Reports on research
projects
(2017), «EUREKA: Physics and Engineering»
Number 3
50
Computer Sciences and Mathematics
importance of the State pattern is confirmed by the presence of formal descriptions and standard-
ization based on UML 2.0. This diagram is called the Finite State machine diagram [12]. In [13], the 
author tried to justify the shortcomings of this pattern, which has certain grounds for it and offered 
its solution. In [14, 15], the implementation of the State pattern is proposed, which makes it possible 
to create hierarchies of state classes.
Summarizing the above, it can be argued that the State pattern is widely used in ES program-
ming, including for LPGPM. To further outline the conducted and prospective studies in this article, 
two areas are identified that are associated with the FSM model for SA development for LPGPM.
2. Materials, software and research methods
2. 1. Research Areas
One of the directions that are highlighted above is development of the software architecture 
for LPGPM using standard State patterns [16, 17]. An attempt to systematize various solutions of 
this pattern is described in [16]. To new works of this direction can be attributed [10, 11]. Obviously, 
the language of development of such systems is C, C ++, Assembler. The simple implementations 
of FSM without the use of OOP are well studied [11].
The second direction is development of programs, algorithms and structures based on math-
ematical analysis. Programming practice shows that such solutions are not a frequent occurrence. 
At the same time, papers are known in which the results of this approach are presented [18, 19]. 
Let’s consider an example [17]. Let’s skip the mathematical part and analyze the solution, which 
is presented in Fig. 1 in [17]. The example can be implemented programmatically, including as an 
OOP program using the State pattern. Probably, the direction of further research [17] is the defi-
nitions of recommendations and possible options for SA architecture implementation, obtained on 
the basis of mathematical analysis. Thus, it is possible to formulate the task of the second direction: 
development of methods for transition of a mathematical model into a typical SA architecture and 
definition of typical patterns.
2. 2. Choice of hardware
At the beginning of the work, the hardware platform LPGPM is chosen, for which SA is 
developed and debugged on the basis of the State pattern. Given the chosen hardware architecture 
of LPGPM, a real program is developed that implements the FSM model in the State pattern archi-
tecture. It is this debugged real program is used for further research. It implements SA based on the 
State pattern. Thus, the first direction is chosen.
In this research, the architecture of a typical microcontroller MSP430g2453 Texas Instru-
ments, USA is chosen. To repeat the research and verify the obtained results, it is advisable to 
select another hardware platform LPGPM or other manufacturer, for example, the microcontroller 
STM8S903F3 of the company STMicroelectronics, Switzerland; PIC10F220 of the company Mi-
crochip Technology Inc., US; Atyny4 of the company Atmel® (Microchip Technology Inc.), US. 
Recommendations for selection are presented below.
Significant differences in the modification are assumed in the software implementation of 
hardware interrupts. Simple example of States is the control of the general purpose input/output 
(GPIO) ports of the microcontroller. It is advisable to check the results in parallel on a software 
emulator, for example Proteus and on a real debug board. When choosing the architecture of a mi-
crocontroller, it must be taken into account that it must be of general purpose, of an entry level, no 
more than 16 bits. The use of complex architectures, for example ARM, is likely lead to distortion 
of results or a new direction of work. No use RTOS. It leads to distortion of results.
2. 3. Investigation of SA influence on LPGPM resources
Compilation and debugging of the source code is carried out using the IAR system IAR Em-
beded Workbench for MSP430 Version 6.50.4. (Free version). Then this medium is used for research. 
To conduct such study, it can be used other software that is suitable for the selected LPGPM type.
The experimental part of research consists in obtaining, debugging and testing the program for 
LPGPM with the same functionality for different architectural solutions. In this case, this architecture 
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is implemented in two versions. The first option is based on the SA software architecture, in a typical 
SWITCH solution for the State pattern [8]. The second option is based on the proposed architecture.
In the course of the experiment, the program for the two versions above-described options is 
developed and debugged. Further in the experiment, perform comparison of the two versions pro-
grams memory size Read Only Memory (ROM) and the amount of Random Access Memory (RAM).
3. Research results
Let’s consider the our variant resulting sample pattern for SA development on the basis of 
FSM. (This pattern allows to divide the development of the architectural part of the program for 
LPGPM and the control process of LPGPM hardware. This approach makes it possible to build a 
good SA and share the work of the software architect and the work of LPGPM hardware specialists. 
It is necessary to confirm the expediency of using the known typical State patterns and the obtained 
pattern variant for embedded devices based on LPGPM, since similar results are not presented in 
[9–11, 19]. The importance of this is that the limitations of the program memory (Read Only Mem-
ory (ROM) and RAM are critical for LPGPM. 
Let’s introduce certain restrictions on conducted research and the possibility of comparing 
the results:
– the study considers SA implementation exclusively in programming languages C, C ++;
– architectural features of SA on the basis of Assembler or machine code must be put into a 
separate study, the obtained results should be analyzed separately;
– the work explores a different SA architecture that provides the same functionality, and 
checks its effect on the required ROM and RAM limitations;
– 3–4 states are implemented during the experiments in the software.
At the first stage, SA is implemented as a standard in the form of an infinite cycle [11]. This 
decision is subject to criticism from adherents of classical architecture in the form of a finite state 
machine. This approach is often used in practice for development under LPGPM. The software 
implementation of this architecture based on switch FSM is described in [11, 19].
The implementation of the switch FSM architecture, which is described in [11, 19], is in our 
investigated, the source code is attached (file FSM_SWITCH). It implements three states, with 
the nested FSM on two states. The code is written for the MSP430G microcontroller, compiled for 
IAR Version 6.50.4. As a result of the compilation, the amount of the programs code is 1.8 KB for 
loading to the ROM of the microcontroller. File type is *.hex. RAM overflow is not detected during 
running the program.
For the conditions described above, the classic implementation of FSM as a result of compi-
lation has 2.55 Kbytes of the programs code is for (running) loading the program into the ROM of 
the microcontroller. File type is *.hex. RAM overflow is not detected during running the program.
The peculiarity of the new architecture is that, without using RTOS, it is easy to add new 
states to the architecture. At the same time, the work of the architect and LPGPM hardware special-
ist is easily shared. The SA states are maximally isolated from each other. In this case, it is possible 
to change the order of the transition from state to state.
The demo version of the architectural solution is represented in the form of C # code. The 
real results are obtained in the IAR Embeded Workbench for MSP430 Version 6.50.4 development 
environment.
Let’s proceed to the description of the obtained variant of the pattern implementation in 
the form of the source code. Fig. 1 shows the implementation of the interface of the standard State 
pattern. This interface shows methods that will be redefined later.
Fig. 2 shows an example of the implementation of the interface is shown (Fig. 1). In this 
case, there are no significant differences from the standard State pattern. As is known, the State 
pattern assumes a common interface for each of the FSM states. Other states (4 in this case) are not 
given, because they differ only in the content of the conditional functionality of the methods in the 
demo version. In the real program for LPGPM, the functionality of the methods is determined by 
the need to control the microcontroller hardware and will be developed by the hardware specialist 
that isn’t required to delve into in other parts of the program.
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Fig. 1. The pattern interface
Fig. 2. Demonstration implementation of the interface, one of four states: the first state, StateA
A new class is a new element that simplifies the overall control of the FSM transition se-
quence from state to state. It is shown in Fig. 3. In the source code below, the formatting of the code 
is somewhat distorted, which does not affect its performance.
The basis of the proposed solution is the dictionary (line 10). Elements of the dictionary are pairs: 
an integer that regulates the order, and an implementation of the interface that form the order of work. In 
this line, we can choose the order of transition from one state to another. The sequence is regulated by 
the numbers on the left side of the dictionary. The example in Fig. 3 clearly shows this (line 11–14). It is 
enough to change the order of numbers or change the state. Fig. 3 demonstrates the simplicity of chang-
ing the order of the sequence. The advantage of this approach is the possibility of easy order control.
Fig. 3. Control system of transition order from state to state
The disadvantage of this solution is an increase in the RAM amount that is required for 
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of classes (line 11–14). To solve this issue, this code can be rewritten. For example, the ref-
erences can be passed to instances of classes to the list. The evidence of this decision does 
not require confirmation by the source code. In the case when the number of states is large, 
the above solution can be limited to the operational memory of LPGPM and it is necessary to 
proceed to the solution.
4. Discussion of research results
The task of the experiment is to confirm a slight increase in the required program memory, 
using the obtained SA. In this case, it is required to show a smaller volume in comparison with 
the variants of using RTOS. These results are especially relevant when using links in lines 11–14 
(Fig. 3), instead of generating an instance of the class.
Based on the research results, it can be argued that the advantage of such architectural 
solution is the following: readability of the code, the possibility of easy code control, good test-
ing perspectives. The essence of the difference from the classical solution lies in the fact that the 
management of the order of the transition from one state to another is rendered in a separate class 
method. It can be implemented as a separate function. This preserves the advantage of the standard 
State pattern, which is the ability to separate states in one class.
The disadvantage of the approach is an increase in the code size with an increase in the 
number of states.
5. Conclusions
As a research results, two areas of research have been identified for development of software 
architecture for LPGPM. The first is development using standard State pattern. The second is de-
velopment of programs, algorithms and structures based on mathematical analysis.
In the second direction, the results are obtained, which are proposed for discussion, in the 
form of a standard pattern for SA development in the form of FSM. The received solution differs 
from the typical State pattern. The difference lies in the possibility of separating the work of SA 
developer and the specialist in LPGPM hardware architecture.
Numerical experiments are carried out. They show a small amount of increase in pro-
gram memory (Read Only Memory (ROM)) of the memory of LPGPM microcontroller when 
using the patterns. 
Using of OOP and sample patterns does increase the used RAM and ROM in some cases up 
to 3 times. Therefore, it is necessary to study the obtained patterns and a more detailed study the 
issue under consideration.
In addition, the direction of combining the solutions obtained or searching for new ones is 
determined, which allow obtaining a relatively small amount of required memory and easy main-
tenance of the code.
Also, the open direction is the possibility of applying mathematical methods for solving 
problems of improving the architecture of software solutions, not only for development of devices 
based on LPGPM, but also for improving the debugging of network applications, analytically de-
termining the size of the file for downloading, and analytical evaluation of the result.
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