1. Introduction. For many decades graphs have been used as a tool to study a large class of C * -algebras. In [15] , Kumjian, Pask, Raeburn and Renault defined the graph groupoid of a countable rowfinite directed graph with no sinks, and showed that the C * -algebra of this groupoid coincided with a universal C * -algebra generated by partial isometries satisfying relations naturally generalizing those given in [5] . More recently several people have worked on generalizing these results to arbitrary directed graphs, higher-rank graphs, and ultragraphs.
In the early 2000s, Tomforde introduced ultra-graph C * -algebras. Bates and Pask, in [1] introduced a new class of C * -algebras called C * -algebras of labeled graphs. Later, in a series of papers (along with Carlsen) they provided some classification of these algebras including computation of K-theory. More recently, Jeong, Kang and Kim, in [11] , among other interesting results, they provided a characterization for labeled graph C * -algebra to be an AF algebra.
A directed graph E = (E 0 , E 1 , s, r) consists of a countable set E 0 of vertices and E 1 of edges, and maps s, r : E 1 → E 0 identifying the source (origin) and the range (terminus) of each edge. The graph is row-finite if each vertex emits at most finitely many edges. A vertex is a sink if it is not a source of any edge. A path is a sequence of edges e 1 e 2 . . . e n with r(e i ) = s(e i+1 ) for each i = 1, 2, . . . , n − 1. An infinite path is a sequence e 1 e 2 . . . of edges with r(e i ) = s(e i+1 ) for each i.
For a finite path p = e 1 e 2 . . . e n , we define s(p) := s(e 1 ) and r(p) := r(e n ). For an infinite path p = e 1 e 2 . . ., we define s(p) := s(e 1 ). We use the following notations:
Several works have been done on labeled graph C * -algebras with the restriction that the graph has no sinks. In this paper, we will present results on these algebras when the graph may have sinks. The paper is organized as follows. In section 2, we develop some terminology for labeled graphs. Then, in section 3, we briefly describe labeled graph C * -algebras. In section 4, after building the tools needed, we provide the theorems that characterize ideals of labeled graph C * -algebras and finally describe the C * -algebras for finite graphs with no loops or cycles.
2.
Preliminaries. Let E = (E 0 , E 1 , s, r) be a directed graph and let A be an alphabet. A labeling is a function L : E 1 −→ A. Without loss of generality, we will assume that A = L(E 1 ). The pair (E, L) is called a labeled graph.
Given a labeled graph (E, L), we extend the labeling function L canonically to the sets E * and E ∞ as follows. Using A n for the set of words of size n, L is defined from E n into A n as L(e 1 e 2 . . . e n ) = L(e 1 )L(e 2 ) . . . L(e n ). Similarly, for p = e 1 e 2 . . . ∈ E ∞ , L(p) = L(e 1 )L(e 2 ) . . . ∈ A ∞ . Similarly for α = a 1 a 2 . . . ∈ L ∞ (E),
Each of these sets is a subset of E 0 . The use of s and r for an edge/path verses a label/word should be clear from the context.
A labeled graph (E, L) is said to be left-resolving if for each v ∈ E 0 , the function L : r −1 (v) → A is injective. In other words, no two edges pointing to the same vertex are labeled the same.
Let B be a non-empty subset of 2 E 0 . Given a set A ∈ B we write L(AE 1 ) for the set {L(e) : e ∈ E 1 and s(a) ∈ A}. We say (E, L, B) is non-degenerate if B is closed under relative complements. A normal labeled space is accommodating and nondegenerate.
3. Labeled Graph C * -algebras. Let (E, L, B) be a weakly leftresolving labeled space. A representation of (E, L, B) in a C * -algebra consists of projections {p A : A ∈ B}, and partial isometries {s a : a ∈ A}, satisfying:
The labeled graph C * -algebra is the C * -algebra generated by a universal representation of (E, L, B). For a word µ = a 1 · · · a n , we write s µ to mean s a1 · · · s an .
The result of the following lemma is similar to results obtained for graph C * -algebras and other related algebras (see [14, Lemma 1.1] or [9] ).
One easily checks from the relations that s * µ s µ = p r(µ) and that s * ν s µ = 0 unless one of µ, ν extends the other. In fact,
This, in turn, gives us:
. . b n , and neither µ nor ν extends the other. This means a k = b k for some k ≤ min{m, n}. We will assume that k is the smallest such index, that is,
Using ǫ to denote the empty word, and L # (E) to denote L(E * )∪{ǫ}, we find that
Here we use s ǫ to mean the unit element of the multiplier algebra of C * (E, L, B).
In [12] , they provided the a definition of "hereditary" subset of B. We will restate it here; note that E may contain sinks. In the discussions to follow, we will assume that H does not contain the empty set. Thus, we modify (1) of Definition 3.3 to: r(A, α) ∈ H, whenever r(A, α) is non-empty.
Main results.
We start with a proposition on sub-algebras of C * (E, L, B) . This is an important result on its own, and we will be using it to build the C * -algebras of labeled graphs when the graphs are finite graphs with no loops or cycles. Proof. Let A ∈ H, B ∈ B, and let α, β, µ, ν ∈ L # (E). Then s α p A s * β s µ p B s * ν is either zero or is of the form s α ′ p C s ν ′ , where C ⊆ A or C ⊆ r(A, γ), for some γ ∈ L * (E); either way, C ∈ H. Moreover α ′ extends α and ν ′ extends ν (or they are equal). Thus I is an ideal. Using a similar argument we see that
To show that C is an algebra, let s α p A s * β , s µ p B s * ν ∈ C then the product (s α p A s * β )(s µ p B s * ν ) is zero unless β or µ extends the other.
In that case, say β = µγ then 
This is zero unless β or ν extends the other. In that case, say β = νγ, then
That is, C ⊆ X X * . Therefore, X X * = C. Similarly, X * X = I (E, L, B) , which is isomorphic to K(ℓ 2 (L * (A))), where L * (A) := {α : α ∈ L * (E) and r(α) ⊇ A, or α = ǫ}.
Proof. Notice that the singleton set H = {A} is hereditary, thus I A is a two sided ideal. If α, β, µ, ν ∈ L # (E), using Lemma 3.2,
Thus, {s α p A s * β : r(α), r(β) ⊇ A, α = ǫ, or β = ǫ} forms a set of matrix units. Therefore, I A ∼ = K(ℓ 2 (L * (A))).
We take a short pause to look at a couple of examples; one labeled graph with two labeled spaces. Next we will write out the C * -algebra of a finite labeled graph when the graph has no loops or cycles. This characterization is similar to [14, Corollary 2.3] for a finite directed graph with no loops. In the proposition, we will assume that E 0 sink ∈ B and that (E, L, B) is normal. Afterwards, with the help of examples, we will see the significance of these assumptions. 
where n V = the number of words α with V ⊆ r(α).
Then by Corollary 4.3, each V ∈ V gives us an ideal I V of C * (E, L, B) . Since E is a finite graph with no loops, repeating this process will eventually give us s α p A s * β as a sum of elements of the form s αγ p V s * βγ where V ∈ V. For each V ∈ V there are n V distinct words α in L * (E) with r(α) ⊇ V , adding 1 for the empty word ǫ, we get that I V ∼ = M nv +1 (C). For U, V ∈ V, s α p U s * β · s µ p V s * ν = 0 unless U = V , hence the direct sum.
In the next, rather trivial, example we, once again, see the significance of having E 0 sink in B. 
