Continuous and monotone machines by Konečný, Michal et al.
ar
X
iv
:2
00
5.
01
62
4v
1 
 [c
s.L
O]
  4
 M
ay
 20
20
Continuous and monotone machines
Michal Konecˇny´1, Florian Steinberg2, and Holger Thies3
1Aston University, Birmingham2INRIA, Saclay3Kyushu University,
Fukuoka
Abstract
We investigate a variant of the fuel-based approach to modeling di-
verging computation in type theories and use it to abstractly capture the
essence of oracle Turing machines. The resulting objects we call contin-
uous machines. We prove that it is possible to translate back and forth
between such machines and names in the standard function encoding used
in computable analysis. Put differently, among the operators on Baire
space, exactly the partial continuous ones are implementable by continu-
ous machines and the data that such a machine provides is a description
of the operator as a sequentially realizable functional.
Continuous machines are naturally formulated in type theories and we
have formalized our findings in Coq. Continuous machines, their equiv-
alence to the standard encoding and correctness of basic operations are
now part of Incone, a Coq library for computable analysis. While the
correctness proofs use a classical meta-theory with countable choice, the
translations and algorithms that are proven correct are all fully executable.
Along the way we formally prove some known results such as existence of
a self-modulating moduli of continuity for partial continuous operators on
Baire space.
To illustrate their versatility we use continuous machines to specify
some algorithms that operate on objects that cannot be fully described
by finite means, such as real numbers and functions. We present particu-
larly simple algorithms for finding the multiplicative inverse of a real num-
ber and for composition of partial continuous operators on Baire space.
Some of the simplicity is achieved by utilizing the fact that continuous
machines are compatible with multivalued semantics. We also connect
continuous machines to the construction of precompletions and comple-
tions of represented spaces, topics that have recently caught the attention
of the computable analysis community.
1 Introduction
The main goal of this paper is to add to the tools available for producing correct
and efficient software with strict specifications that involve high-level mathemat-
ical concepts. Such methods are required, for example, for reliable simulations
of safety-critical physical systems, and the number of applications is steadily
growing. Computable analysis is a formal model for reliable computation in-
volving real numbers and other spaces of interest in analysis. It extends classi-
cal computability theory from discrete structures to continuous ones, replacing
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natural numbers as codes for abstract objects by elements of Baire space. Com-
putable analysis originated with Turing’s fundamental work [Tur36]. Later, it
was extended to a theory of computation on real numbers and real functions by
Grzegorczyk [Grz57] and Lacombe [Lac58], and to more general spaces by Kre-
itz and Weihrauch [KW85, Wei00]. Algorithms from computable analysis come
with a mathematical correctness proof by design, making them well-suited for
applications where correctness is essential. As the semantics of such algorithms
tend to be subtle, formal methods can provide an additional reassurance that
the produced software is correct.
The present work arose as part of our effort to contribute to the develop-
ment of a framework for conveniently formulating algorithms from computable
analysis in a setting that is both fully computational and features formal cor-
rectness proofs. Our work has meanwhile been used to extend Incone [STT19],
a library for computable analysis based on the proof assistant Coq. The task of
formalizing known results may not be particularly creative, but difficulties en-
countered in such an endeavour often lead to new developments. In the present
case, attempts to avoid overly heavy use of Coq’s dependent type system, and
to maintain executability within Coq in the presence of non-computational ax-
ioms have lead us to concepts that we believe to be of theoretical interest. It
should be kept in mind that the theoretical results are backed by a formal de-
velopment and we consider the formalization of known and unknown results a
part of our contribution.
Main results We introduce “continuous machines” as an encoding of partial
continuous operators derived from the fuel-based approach to modeling diverg-
ing computation in intuitionistic type theories [BKS16]. Continuous machines
can be understood as an abstraction of oracle machines as used to introduce
the model of computation central to computable analysis. There are two main
points that support this analogy and distinguish our approach from uses in type
theory: The first is the presence of a functional parameter that is considered an
input and that takes the role of the oracle in an oracle machine. Machines are
type-two objects, which is crucial as it makes continuity and information theo-
retic arguments applicable. The second particularity is a curried discrete input,
meaning that for fixed functional input we get a function that we consider the
return value if it is total, if it is not total the return value is undefined. As a
consequence, the natural domains need not be open but only Gδ sets.
These two features reflect that we really encode continuous operators, i.e.
partial functions from Baire space to Baire space, as opposed to partial contin-
uous functionals. We consider operator composition a natural operation, while
for functionals the same operation would be called functional substitution and
is of lesser importance [Con73]. The emphasis on operators is in tune with
the principle of computable analysis to almost consistently replace the natural
numbers by Baire space as the base type. The reason this works is that partial
continuous operators can be encoded as elements of Baire space by application of
a partial combinatory algebra [Kle59, Kre59]. A partial operator is computable
by an oracle machine if and only if there is a computable code. Computability
as a functional is also equivalent [Nor00]. In abstract terms the whole setting
can be captured very concisely as investigating the computable fragment of the
realizability topos over Kleene’s K2 and should be distinguished from settings
2
where only the full version or that over K1 are the central objects [Bau00].
Working directly with codes from Baire space is tedious and our main re-
sult, Theorem 9, shows that continuous machines are completely equivalent:
It provides a full translation from a continuous machine to a code from Baire
space and back that preserves computability. As type-two objects continuous
machines are a high-level concept and more convenient for defining partial op-
erators. We illustrate just how concisely algorithms on continuous data can be
formulated using continuous machines at the example of inversion of a real num-
ber in Section 3.3. As another example we describe a simple and fairly efficient
implementation of the composition of partial operators encoded as continuous
machines in Section 4.3. We have fully automated the translations between con-
tinuous machines and Baire-space codes in that we have defined them in Coq
and provide complete formal proofs of correctness. In fact, also the two main
examples, all other important points made in this paper, and further exam-
ples whose description we omit for space reasons, have been formalized1. This
should be kept in mind as it justifies cutting down on some details for the sake
of communicating the important ideas (especially in Section 4).
Related work The topics of this paper can be viewed from a number of
different perspectives. Clearly there are links to type theory, in particular the
results have been formalized in the type theory based proof assistant Coq. As
stated above, the main object of investigation can be understood as a variant
of the fuel-based approach to modeling divergent computations in constructive
type theories. A survey of such methods presented in type-theoretic language
can be found in [BKS16] together with many relevant references. However,
here we avoid a type-theory-like presentation and prefer mathematical notation
that consists of a mix of conventions that are commonly found in some works
from computable analysis such as [Pau16, Sch02, Bau00, Kaw11] and the game-
centered parts of higher-order computability and programming language theory
[LN15]. In particular we choose to illustrate the use of fuel with Turing machines
and oracle Turing machines directly to avoid pointers to type theory in the body
of the paper.
The connection of our work to higher-order computability theory is reflected
in a possible interpretation of the main result: we provide yet another char-
acterization of the sequentially realizable functionals [Lon02]. The connection
to computable analysis is also evident and it is our main source of examples.
Some of these examples nicely illustrate connections to precompleteness, con-
structions forcing precompleteness and completions. These concepts have quite
some history but have recently been rediscovered for their applications in the
theory of Weihrauch reductions and in complexity theory for computable anal-
ysis [Dzh19, BG19, KP14]. Completions can be understood as quotients of
coinductive types constructed from the delay monad and have a distinctively
domain-theoretic flavour [Cap05, ADK17], but we chose not to pursue these
aspects at present.
Partial operators on Baire space can also be captured in Coq’s type theory,
where partiality is reflected in the use of sigma-types as inputs. That is, partial
operators take as input a dependent pair of the actual input and a proof that
1We have setup a web page with instructions on how access our formal development and
relate it to the contents of the paper https://holgerthies.github.io/continuous-machines/
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this input is from its domain. While continuous machines provide additional in-
formation over a direct definition in Coq, we believe that on the computability
level this difference is irrelevant as the information can be read off from each
respective Coq term. For an equivalent of a fragment of the Coq terms, an
extraction of the additional information a continuous machine provides has been
formalized in Agda [XE13]. We know that an internal formulation of such a
result that covers all definable functions in Coq is impossible. It involves ex-
tracting a modulus of continuity and there are known obstructions to extracting
this information extensionally [HEX15]. The support of tactics and Coq’s for-
malization of Coq, i.e. the MetaCoq project [SAB+19] should allow to adapt
the work in Agda and extend the extraction to cover all or at least the majority
of relevant Coq terms.
Notation For a set Q denote the set of finite lists (q0, . . . , qn) with qi ∈ Q
by seqQ. Let ǫ be the empty list, ++ the concatenation. The disjoint union
of Q with another set A denote by Q + A and the set of ordered pairs by
Q×A. We use inl and inr for the inclusions into the sum and for the product
fst and snd for the projections. Let optQ be the union of Q with a single new
element None and use Some q for the element of optQ corresponding to q ∈ Q.
Although the above notation is consistent with Coq’s notation, we generally
prefer mathematical over type-theoretic notation. I.e., we use ∈ instead of :,
and we use : to separate a quantifier from the body of a formula. This is, unless
we speak about membership in a set of functions, in which case we sometimes
write ϕ ∈ AQ as ϕ : Q → A. To indicate that a function is partial, we write
ϕ : ⊆ Q → A. Note that each function ϕ : Q → opt(A) can be considered a
partial function, but it should be considered a special partial function. For a
given subset A ⊆ Q we denote by ϕ|A the restriction of ϕ to A. We slightly
abuse notation by sometimes identifying lists and the set of their elements.
2 Computable analysis revisited
Let Q and A be two sets that we understand to consist of questions and
answers. We always assume these sets to be countable, and in all concrete
examples considered specifying explicit bijections with the natural numbers is
straightforward. In the following we restate standard definitions from com-
putable analysis where we insert Q and A for the appropriate copies of N. A
representation of a set X is a partial surjective function δ : ⊆ AQ → X . For
x ∈ X , each ϕ : Q → A with δ(ϕ) = x is called a name of x and should be
understood to provide on-demand information about x. I.e. if ϕ is a name of
x then given a question q ∈ Q about x the value ϕ(q) ∈ A is a valid answer to
the question. Call B := AQ the space of names of the representation, B due
to the case Q = N = A where it is the Baire space.
A represented space is a pair X := (X, δX) where δX is a representation
of X . The representation induces topological and computability structures on
the set X . Namely, X can be made a topological space by considering the final
topology of the representation and an element of a represented space is called
computable if it has a computable name. The latter of course presumes that
Q and A are such that it is clear what computability of a function from Q to
A means; which is in particular the case when Q and A come with explicit
4
bijections to N. More generally, Q and A can be thought of as being equipped
with a numbering. If a topological space is given and a representation is to be
constructed, then the candidates are expected to reproduce the given topology.
Example 1 (Discrete spaces) WheneverX is a discrete countable space such
as the Booleans, natural numbers, integers or rationals, the following represen-
tation is appropriate: Pick Q := 1 = {⋆} to be the canonical one-element set,
A := X to be the space itself, and let ϕ : 1 → X be a name of x ∈ X if and
only if ϕ(⋆) = x.
A similar idea can be used if X comes with a numbering. More interesting
examples are spaces of continuum cardinality, that cannot be appropriately
captured using numberings.
Example 2 (RQ: Reals via rational approximations) One possible way to
represent real numbers is via rational approximations. To make this formal, first
choose the question and answer sets to both be the rational numbers, where a
rational question ε > 0 is interpreted as an accuracy requirement and a rational
answer as an approximation. More precisely, a name of a real number x ∈ R
is a function ϕ such that for each rational ε > 0 the value ϕ(ε) ∈ Q is an ε-
approximation to x. This representation is called the rational representation
δRQ of the real numbers, and as a partial function δRQ : ⊆ Q
Q → R it is uniquely
specified by
δRQ(ϕ) = x ⇐⇒ ∀ε > 0: |x− ϕ(ε)| ≤ ε.
We denote the corresponding represented space by RQ and use it as one of the
running examples.
The represented space RQ is widely considered to provide the “correct” com-
putability structure on the real numbers and sometimes even used as a bench-
mark representation in work that reasons about complexity in the setting of
computable analysis [Ko91, Lam06]. The rational representation is fairly con-
venient: It provides a simple question and answer structure and an intuitive
interface for accessing information about real numbers. It only uses a single ad-
ditional type, namely Q, which has a well-developed theory in Coq’s standard
library. A closer inspection of the construction of the rational representation
reveals that it uses only the structure of the real numbers as a metric space and
a distinguished sequence of simple elements. A generalization applies to a wide
variety of spaces of importance in analysis and functional analysis.
Besides spaces of continuum cardinality, the methods of computable anal-
ysis can be used to operate on finite spaces with non-discrete topology (see
Example 3 below).
2.1 Continuous and computable functions
Fix some represented spaces X and X′. Let B := AQ be the space of names
of the representation δX of X and B
′ := A′Q
′
that of δX′ . Let us think of
Q, A, Q′ as A′ discrete spaces and consider the induced notion of continuity
of operators F : ⊆ B → B′. More concretely an operator is continuous in this
sense if its return values are determined by a finite number of values of its input
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function. That is, if for all ϕ ∈ dom(F ) and each q′ ∈ Q′ there exists a finite
list of questions q ∈ seq(Q) such that
∀ψ ∈ dom(F ) : ϕ|q = ψ|q =⇒ F (ϕ)(q
′) = F (ψ)(q′).
Since Q and Q′ are countable, equivalent definitions can be obtained by intro-
ducing metric structures on B and B′ or by requiring a continuous function to
preserve limits of sequences. These equivalences are useful for abstract reason-
ing about continuity and formal versions are available in the Incone library
[STT19]. In the case where all question and answer sets coincide with the nat-
ural numbers, computability of operators can be introduced by means of oracle
machines. An oracle machine is a Turing machine with a marked oracle query
and answer states and a marked oracle tape. The run of such a machine on
oracle ϕ ∈ B is defined as the run of a regular machine with the adaption that
any time the oracle query state is entered, the content q of the oracle tape is
replaced by ϕ(q) and the state is changed to the answer state. For some back-
ground and more details we point the reader to [Kaw11]. It is important to
keep in mind the oracle is considered an input to the computation and despite
the name and other applications of the same concept where the oracle is fixed,
this makes oracle machines a realistic model of computation. Computability is
a refinement of continuity in that any computable operator is continuous.
X
f
// Y
B
F
//
δX
OO
B
δY
OO
Figure 1:
F realizes f
The notions of computability and continuity of partial op-
erators on Baire space can be pushed forward through repre-
sentations to apply to functions between represented spaces:
An operator F : ⊆ B → B′ is said to realize a function
f : X → X′ between represented spaces if for each name ϕ
of some x ∈ X the value F (ϕ) is defined and a name of
f(x) ∈ X′ (c.f. Figure 1). The function f is called contin-
uous or computable if it has a realizer with that property.
In all cases we are interested in, this notion of continuity co-
incides with topological continuity with respect to the natural topology on the
space which is in turn reproduced by the final topology of the representation.
Without going into details, let us remark that this is because all representations
that we consider are admissible [Sch02]. For instance, the rational represen-
tation introduced in Example 2 is admissible, and consequently a function on
the real numbers is ε-δ-continuous if and only if it is continuous with respect to
this representation. These and similar statements have been formally proven in
Incone [STT19].
Continuity is a prerequisite for computability. The real numbers are con-
nected, discrete spaces are totally disconnected and images of connected sets
under continuous functions are connected. For this reason most functions from
the reals to the Booleans fail to be computable. This is for instance true for
equality checks, comparisons and other operations that are routinely used and
seem indispensable for applications in numerics. Often, computability can be
recovered by replacing a discrete target space by an appropriate non-discrete
finite space.
Example 3 (Sign function and Kleeneans) The sign function is discontin-
uous as a function from the reals to a discrete space (for instance to its image
as a subspace of the real numbers). A computable version can be recovered by
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replacing its three possible values with elements of the following space: Con-
sider the three-point set {trueK, falseK,⊥K} and equip it with a representation
δK defined on names ϕ of type N→ optB by
δK(ϕ) =


bK if there exists some n such that ϕ(n) = Some b
and for all m < n,ϕ(m) = None
⊥K otherwise.
That is, the constant None sequence is a name of ⊥K and for any other sequence
the first element that is not None determines which of trueK and falseK is named.
We refer to K := ({trueK, falseK,⊥K}, δK) as the Kleeneans. This space
models the behavior of three-valued logics considered by Kleene, hence the name.
Note that the representation is total, i.e. all sequences are valid names, which
makes it convenient to define realizers of functions into the space. When defining
functions that use the Kleeneans as an argument, it is often more convenient to
require names to be monotone in the sense that if the sequence contains Some b,
all subsequent its elements repeat this value. The use of this restriction does
not change the space, as an arbitrary name can be computably transformed into
a monotone name.
The sign function as a function from the reals to the Kleeneans can be defined
from the Boolean comparison on the reals as
signK(x) :=
{
(0 < x)K if x 6= 0
⊥K otherwise.
Where the strict inequality could as well have been replaced by non-strict in-
equality as the case x = 0 is treated separately anyway. A continuous realizer
of the sign as a function of type RQ → K can be specified from the Boolean
comparisons on the rational numbers as
F (ϕ)(n) :=
{
Some(0 < ϕ(2−n)) if |ϕ(2−n)| > 3 · 2−n
None otherwise.
As comparison of rational numbers is decidable, this realizer is computable. To
verify its correctness note that if ϕ is a name of 0, then |ϕ(2−n) − 0| ≤ 2−n
implies that F returns the constant None sequence. If ϕ is a name of some x 6= 0
then there exists some n such that 2−(n−2) < |x| and thus |ϕ(2−n)| > 3 · 2−n
by a use of the reverse triangle inequality. Whenever we are in the first case
it follows that as Booleans 0 < ϕ(2−n) = 0 < x. In combination of these we
conclude that F returns a name of the correct value.
The requirement to be greater than 3 · 2−n in the definition of F can be
replaced by just demanding the same value to be greater or equal 2−n while
maintaining correctness. However, the former forces that the realizer always
returns names that are monotone in the sense discussed above. To verify this
note that as |ϕ(2−n)−ϕ(2−(n+1))| ≤ 3 · 2−(n+1), whenever |ϕ(2−n)| > 3 · 2−n it
follows that |ϕ(2−(n+1))| > 3 · 2−(n+1).
2.2 Isomorphy, equivalence and precompleteness
Represented spaces X and Y are isomorphic if there exists a continuous bi-
jection with continuous inverse and computably isomorphic if there exists a
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computable bijection with computable inverse. Two representations of the same
space are called equivalent if the identity function is an isomorphism between
the corresponding represented spaces and in this case we call realizers of the
identity function translations between the representations. The total repre-
sentation of the Kleeneans is equivalent to its restriction to monotone names
and the corresponding represented spaces are therefore isomorphic.
Example 4 (Booleans as Kleeneans) Intuitively, the Kleeneans are an ex-
tension of the Booleans with an additional element for divergence. Formally,
this is reflected in the fact that the Booleans are isomorphic to a subspace of
the Kleeneans. Any subset of a represented space can be turned into a repre-
sented space by equipping it with the co-restriction of the representation. Let
BK denote the represented space obtained by co-restricting the representation
δK to the set {trueK, falseK}. Recall that, according to Example 1 a name of
b ∈ B is a function ϕ : {⋆} → B on the canonical one point set that returns the
element itself, i.e. such that ϕ(⋆) = b. The inclusion b 7→ bK of the Booleans
into the Kleeneans can thus be realized by the computable operator defined
by F (ϕ)(n) := Some(ϕ(⋆)). The inverse can be realized by searching through
a given name ϕ : N → opt(B) of an element of K for the first n such that
ϕ(n) 6= None and returning its value, i.e. returning b if ϕ(n) = Some b. This
defines a properly partial function as the algorithm diverges for the constant
None function, i.e. if the input is the name of ⊥K. On all other inputs, in
particular on the inputs that are names of an element of BK, it converges and
returns correct values.
While the spaces BK and B are isomorphic, there are significant differences be-
tween their representations. The representation of B has the property that for
any element of the space b ∈ B and any question q, the set of answers can be
separated into correct and incorrect ones in such a way that any function that
returns correct answers is a valid name. (The Booleans may be too simple an
example; for a richer illustration of this property, see the rational representation
from Example 2.) Since this property implies that the domain of the represen-
tation is closed, the representation of BK does not satisfy it. Indeed, whether an
answer in the representation of BK should be considered correct can not be made
sense of without knowing at least some of the answers to other questions. The
representation of BK has the somewhat orthogonal property that it is precom-
plete: any computable function to BK has a total computable realizer. Here,
and more generally for any precomplete representation, computability can be
replaced with continuity. Any partial computable function into K has a higher-
order primitive recursive realizer, which is particularly handy in a formal setting
as such a realizer can be defined in any language that is expressive enough to
cover basic arithmetic facts. Thus it allows to avoid a full formalization of oracle
machines or another explicit computational model for capturing computability.
As it is instructive for understanding the central topic of this paper, let
us include a sketch of how to prove precompleteness of the representation of
BK. Let M be an oracle machine that computes some partial operator F that
realizes a function f : X → BK. This means that for each fixed name ϕ of
some x, the evaluation of M with ϕ fixed in the oracle slot computes a name
F (ϕ) : N→ opt(B) of f(x) ∈ BK. To construct a machine that computes a total
realizer of the same function, for a given oracle ϕ on input of n proceed as follows:
ExecuteM with ϕ in the oracle slot, on input 0 for n basic computational steps.
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Whenever this computation terminates, start over with the input increased by
one but without resetting the timer. Once the time allowance runs out, return
the value that M produced on the biggest input value for which it terminated
and None if no such value exists. This function is clearly total and computes a
realizer: If F (ϕ) is defined and a name of an element of BK, the modified machine
returns a different name of the same element. If F (ϕ) is undefined the modified
realizer defaults to an infinite sequence of None from the first point where a
divergence is encountered. In particular it returns a name of ⊥K whenever the
original algorithm fully diverges in the sense that it does not return anything
on any input. If the original function f was partial, the extended realizer can
thus be understood to compute a total extension that takes values in K instead
of BK. This makes some authors consider the space K as the completion of BK
and also of B, for details we point the reader to [BG19].
Baire space has a precomplete representation that can be precomposed to
obtain a computably equivalent precomplete version of an arbitrary represen-
tation. A direct description of this construction that is particularly instructive
for our purposes is as follows: Given a representation δ with space of names B,
define a new representation δ′ by replacing the questions Q by N×Q and the
answers A by opt(A) and let ϕ : N×Q→ opt(A) be a name of x if and only if
searching for the minimal n such that ϕ(n) = Somea produces a name of x with
respect to the original representation δ. The representation δ′ is computably
equivalent to δ as searching is a computable operation. The realizer modifi-
cation from the last paragraph can be adapted to work whenever an arbitrary
representation δ on the target space is replaced by the computably equivalent
representation δ′ and, at least if question and answer sets are simple enough,
the modified realizer is not only a total computable function but higher-order
primitive recursive.
More information about precompleteness can be found in early work about
computable analysis [KW85, Sch02]. More recently, the concept has also raised
some interest in the theory of Weihrauch reductions [BG18]. Precomplete repre-
sentations are not only useful in formal developments but also tend to be easier
to optimize for efficiency. The rational representation from Example 2 is not
precomplete and a popular precomplete and computably equivalent representa-
tion represents real number by sequences of intervals with rational endpoints.
Software packages for exact real arithmetic that aim at efficiency commonly
prefer practical adaptations of such a precomplete representations for internal
representation of the real numbers. The rational representation only implicitly
appears in handling of in and output of real number data. This is while theo-
retical work on complexity theory in the setting of computable analysis tends to
prefer representations with a closed domain [Sch04]. Indeed, precomplete rep-
resentations are somewhat incompatible with the established complexity model
[KC12] and a popular source of counterexamples [KP14, Ste17]. This mismatch
has recently lead to some suggestions for adapting Kawamura and Cook’s frame-
work [NS19].
2.3 Formal development in Incone
We built on the Coq library Incone to formalize our results in Coq. Incone
translates concepts from computable analysis to a formal setting and provides
many basic results about these notions [STT19]. Continuity of functions on
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Baire space and continuity of functions between represented spaces as well as
concepts relating to multivaluedness in the next section are defined closely fol-
lowing our mathematical description above. A minor difference between the
internals of Incone and the description here is that the question set of a rep-
resentation is additionally required to come with an explicit inhabitant used
as default question. Until recently the same assumption was made about the
answer sets. We get back to the use of default questions and answers in the last
section.
Incone uses the name “continuity space” for what resembles a represented
space. The reason for this divergence in terminology is that, in contrast to
continuity, Incone does not explicitly define computability. Instead it approxi-
mately captures it via Coq’s Prop/Type distinction: A proof that a continuous
realizer exists is a certificate for continuity while the explicit definition of a
realizer as a function on the domain of the representation is a candidate for cer-
tifying computability. However, the assumptions about the question and answer
types are chosen too weak to imply definability of a bijection with the natural
numbers or decidability of equality on countable types. Thus, if the question
and answer types are abstract in nature and meant to be given computational
meaning through an encoding themselves, the concepts of definability of a real-
izer and computability may diverge, which is the reason for the decision to not
use the name “represented space”. This could be mended by use of types from
the math-comp library [MT17], specifically the countTypes that come with an
explicit bijection. However, such a switch would currently increase the strain
on users considerably as constructing corresponding bijections can be arduous,
especially for types suitable for efficient computation. In applications computa-
tional types usually appear as answers and not as questions, but an asymmetry
in the assumptions is difficult to maintain when building spaces of functions
(see section 4.1).
Another reason for not making computability a definition in Incone in the
current state is how real numbers are treated. In the standard library of Coq
in its current version, the real numbers are introduced axiomatically and non-
computational axioms that break with the Prop/Type distinction are stated as
global facts instead of being treated as parameters. While use of these axioms
for correctness proofs should be eligible, their global status makes it possible to
misuse them in definitions. For a user being presented with a dependent type of
a function together with a term proving a specification, there is no easy way to
tell if all uses of the axioms are appropriate and purely for specification purposes.
That is until he attempts to run an algorithm and the corresponding term fails
to fully reduce. We hope this problem to be solved in the not too distant future,
as the classical development of real numbers is currently being overhauled under
the name mathcomp-analysis [ACM+19]. However, many computation heavy
libraries like the interval library by Melquiond et. al. still specify against the
real numbers from the standard library. We would like these to be available
for use in our development and have thus not made the switch to mathcomp
analysis yet. The most “proper” way to introduce a notion of computability
would be to rely on a formalization of a model of computation [FS18].
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3 Multifunctions and abstract machines
X
Y
G
f
F
Figure 2: f chooses through F
and F tightens G, i.e. F ≺ G.
Thus f also chooses through G.
In computable analysis it is often the case
that continuity fails for extensionality reasons
and dropping extensionality by using multi-
valued functions is a popular and powerful
tool to work around such problems. A mul-
tivalued function from a set X to another
set Y assigns to each element x ∈ X a set
of eligible return values F (x) ⊆ Y . This
set may be empty and those x for which
it is non-empty are considered to constitute
the domain dom(F ) ⊆ X . The multifunc-
tion is called total if its domain is all of
X and single-valued if it only returns sub-
singletons, i.e. each value set has at most one element. Each partial function
can be considered a single-valued multifunction; this multifunction uniquely
specifies the partial function and is total if and only if the partial function is.
A partial function f is said to choose through a multifunction F if for
each x ∈ dom(F ) it returns an eligible return value, i.e. f(x) is defined and an
element of F (x). Note that this allows the domain of the partial function to be
bigger than that of the multifunction. A multifunction should be considered a
specification of all the partial functions that choose through it and this defines
an important ordering on the multifunctions: A multifunction F is said to
tighten another multifunction G, in symbols F ≺ G, if any partial function
that is a choice for F is also a choice for G (c.f. Fig. 2). This can equivalently
be formulated as F ≺ G if and only if
dom(G) ⊆ dom(F ) and ∀x ∈ dom(G), F (x) ⊆ G(x).
For partial functions f ≺ g if and only if f is an extension of g. A partial
function f chooses through a multivalued F if and only if f ≺ F .
The multivalued functions fromX to Y are in one to one correspondence with
the relations, i.e. the subsets of X × Y . However, multivalued functions should
be understood as directed and thus the natural operations differ. For instance,
for F : Y ⇒ Z and G : X ⇒ Y the composition as multivalued functions F ◦G
returns on input of x ∈ X the set
(F ◦G)(x) := {z ∈ Z | G(x) ⊆ dom(F ) ∧ ∃y ∈ G(x) : z ∈ F (y)}.
This defines an associative operation that is asymmetric. By contrast, the natu-
ral composition of relations, which has only the existential part of the condition,
is symmetric. Note that the non-existential part of the condition does not men-
tion z and can be understood as a domain-condition reflected in the identity
F ◦G = F ◦R G|{x|G(x)⊆dom(F )}, where ◦R denotes the relational composition.
The multifunction composition respects the interpretation as specifications in
the sense that if partial functions f and g choose through F and G respectively,
then their composition as partial functions chooses through the composition of
F and G as multifunctions while the relational composition does not. More
generally, the multifunction composition respects the tightening ordering.
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3.1 Multivalued functions and realizability
Recall that a function f : X→ X′ between represented spaces is realized by some
F : ⊆ B → B′ if F translates each name of any input x ∈ X to a name of the
corresponding return value f(x). An alternate way to express this is that δX′ ◦F
is an extension of f◦δX as expressed diagrammatically in Figure 1. This suggests
a lift of being a realizer to multivalued functions: say that a multifunction
g : X⇒ X′ is realized by another multifunction G : B ⇒ B′ if δX′ ◦G ≺ g ◦ δX.
Here we just replaced function composition by multifunction composition and
being an extension by being a tightening. This definition behaves as expected
and for partial functions reproduces what we have already done in examples: An
operator is a realizer of a partial function if and only if it is a realizer with respect
to the subspace representation on the argument space. For multifunctions, being
a realizer is preserved under tightening the realizer and “loosening” the realized
function. As continuity and computability are preserved under composition
and multifunction composition is compatible with tightenings, the notions of
continuous and computable realizability still compose well.
While any multivalued function is uniquely determined by its partial choice
functions, the same need not be true when the attention is restricted to continu-
ous partial functions. A continuously realizable multifunction need not have any
partial continuous choice functions at all. From the point of view of construc-
tive logics, the existence of multifunctions with continuous realizer but without
continuous choice functions can be interpreted as failure of a choice principle. A
constructive proof of a forall-exists-statement can more often than not be used
to devise a computable realizer of the corresponding total multifunction. When
this multifunction does not have any continuous choice functions, it means that
it is not possible to constructively prove the existence of a function that selects
an existential witness.
As we are mostly interested in continuous and computable realizers, one may
argue that allowing multivalued realizers is not necessary. Continuity makes
sense only for functions, or at least is known to be problematic in the presence
of multivaluedness [PZ13]. However, we shall use a notion of algorithms that
can a priori give multivalued results. Although it is possible to force single-
valuedness, it can be convenient to not always do this right away and the notion
of multivalued realizers turns out to be useful. Another consequence that is use-
ful in other parts of computable analysis is that when multivalued realizers are
allowed, any multifunction g between represented spaces has a unique realizer
that is maximal with respect to tightenings, namely δ−1X′ ◦ g ◦ δX [BGP17].
3.2 Algorithmic content and machines
Now that we discussed the tools we need for specification, the next step is to
see how to produce computational objects that can fulfill these specifications.
In particular, we are interested in devising operators, that is, partial functions
on Baire space or Baire-space-like spaces of functions. We take the fuel-based
approach for capturing divergence in type theories and adapt it to the operator
and oracle machine setting of computable analysis. As before, fix some countable
setsQ, A, Q′ andA′ and abbreviate B := AQ and B′ := A′Q
′
. To each function
M : B → opt(A′)N×Q
′
assign a multifunction FM : B ⇒ B
′ by
FM (ϕ) := {ψ ∈ B
′ | ∀q′, ∃n,M(ϕ)(n, q′) = Some(ψ(q′))}.
12
ϕM
O
a′q
′
ϕ
(n, q′)
run n steps terminated?
✗
None
✓
Some(a′)
o
(a) How to construct an M such that
FM ≺ F from an oracle machine O that
computes F : ⊆ B → B′. Access to O al-
lows to conclude what values of ϕ where
accessed and even to expressM in Go¨dels
system-T. However, we consider M to
not provide this information but just as a
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gle arrow from ϕ to M . What values of
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(b) Given a function M a simple while
loop recovers a choice function of FM .
The rounded corners of the boxes indi-
cate that M need not be computable. If
M is computable, then so is F and both
boxes can be depicted with pointy cor-
ners. While M is a total function, the
while loop may diverge whenever ϕ is not
from the domain of FM and thus the con-
structed F can be properly partial.
Figure 3
This value-set can be empty or contain more than one element but for each
ϕ the set FM (ϕ) is a closed subset of B
′. Looking back to the discussion in
Section 2.2, up to multivaluedness being involved, a machine can be understood
as replacing the representation on the target space by its precompletion.
Whenever an operator F can be computed by an oracle machine, M can be
chosen to be the function that on inputs ϕ, n and q′ runs the oracle machine
for up to n time steps on input q′ and oracle ϕ, in case of termination returns
Some a′ where a′ is what the machine returned and otherwise returns None
(see Fig. 3a). Then FM is single-valued and the corresponding partial function
extends F by the very definition of what it means for an oracle machine to
compute F . The values of F can be recovered from those of M by searching
through increasing values of n, and for a general M this gives a choice function
of FM (Fig. 3b). IfM is obtained from an oracle machine and implemented in a
reasonable way, this leads to a quadratic overhead in running times over direct
execution which can be further reduced to a constant factor by considering only
powers of two for n. Coq’s standard library proves a restricted choice principle
called constructive epsilon that can be used to recover a choice function of FM
as a dependently typed function when given an arbitrary functionM . Internally
this leads to a linear search through the values.
Motivated by the oracle machine example, we call a function M a machine
for F if FM tightens F . This analogy should be taken with a grain of salt and
does not appropriately reflect the role played by the natural number input n.
We refer to n as the effort parameter, and while higher values do usually
indicate a higher time consumption of the computation, it need not be directly
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f : ⊆ X // Y
F : B ////
δX
OO
B′
δY
OO
M : B //
id
OO
F
OO
opt(A′)N×Q
′
δB′
OO
Figure 4: The multivalued function F realizes the partial function f . If M is a
machine for F then FM tightens F and therefore also realizes f . The function
δB′ ◦ M chooses through FM where δB′ is the precomplete representation of
Baire space described in Section 2.2. We use dotted arrows to emphasize that
F is multivalued while M and δB′ are singlevalued. Replacing δB′ with a multi-
representation recovers FM instead of a choice function.
related to the running time. In particular, we refrain from interpreting the effort
parameter as ordering a computation into a sequence of steps (as is the case for
oracle machines) and instead embrace the view that it is a functional input.
Finally note that one may also consider the effort parameter as an index and a
machine as a sequence of approximate realizers.
Figure 4 illustrates the relation between a machine M and the operator F it
implements. As an example, let us discuss the task of finding a multiplicative
inverse in the rational representation in some detail.
3.3 Inversion in the rational representation
Consider x 7→ 1/x as a partial function on the represented space RQ from Ex-
ample 2. The function is partial as it is undefined in 0. We define a function
M : B → optQN×Q of which we claim that FM : B ⇒ B is a realizer of inversion:
M(ϕ)(n, ε) :=

Some
1
ϕ(min{δ, εδ2}/2)
if δ := |ϕ(2−n)| − 2−n > 0
None otherwise.
Unfolding of definitions reveals that we have to prove that for all x 6= 0
δ−1RQ (x) ⊆ dom(FM ) ∧ ∀ϕ ∈ δ
−1
RQ
(x) : FM (ϕ) ⊆ δ
−1
RQ
(1/x).
This should be understood as two statements: Firstly that the domain of FM
includes all names of real numbers from the domain of the inversion function,
and secondly that it only returns correct values.
To prove the first of these statements, let ϕ be a name of some x 6= 0. It
suffices to pick n larger than log2(|1/x|) to avoid the second case and thus the
domain of FM is big enough. To check the second condition, i.e. that FM only
returns correct values, let ϕ be a name of x. Here we use the property discussed
below Example 4, namely that the rational representation admits a separation
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into correct and incorrect answers. Thus it is sufficient to check for each ε > 0
that M(ϕ)(n, ε) = Some r implies that |r − 1/x| ≤ ε. If the assumption of this
implication is true, then we have δ := |ϕ(2−n)|−2−n > 0 and we know the value
of r. First note that |x| ≥ δ as can be seen using the inverse triangle inequality
and that δ is positive. This, together with another application of the inverse
triangle inequality, leads to
|ϕ(min{δ, εδ2}/2)| ≥
∣∣∣|x| − min{δ, εδ2}
2
∣∣∣ ≥ δ
2
and allows us to conclude that∣∣∣ 1
ϕ(min{δ, εδ2}/2)
−
1
x
∣∣∣ = |ϕ(min{δ, εδ2}/2)− x|
|ϕ(min{δ, εδ2}/2)x|
≤
min{δ, εδ2}
δ2
≤ ε.
As the left hand side is the value of r this proves the correctness of return values.
The function M is computable as all operation it uses on the rational num-
bers are computable. Note that FM is properly multivalued. In general, com-
putability should imply continuity, but this does not make sense here as con-
tinuity only makes sense for single-valued functions. This can be resolved by
removing the multivaluedness of FM via picking its value on the smallest n for
which it returns something. The function obtained in this way is a realizer since
realizability is preserved under tightening. As searching is a computable opera-
tion, this realizer is moreover computable, which is reflected in the fact that it
can be defined as a dependently typed function in Coq from the definition of
M as above.
4 Machines as names of functions
It is true that for every partial operator F there exists some machine M such
that FM extends F . This means that we can understand M as a description of
F in a similar way to how representations work. Nevertheless, as the candidates
for question and answer sets are full function spaces and thus uncountable, this
does not formally define a representation. Access to M alone is an inconvenient
set of information in the sense that it is difficult to maintain through operations.
For instance, given machines for each of two operators F and G, it can not be
easily found for the operator F ◦ G. This is because G(ϕ) and thus the input
for F can only be approximated from access to a machine for G. Only when
restricting to continuous operators, can one hope to succeed by extending some
finite sub-function in an arbitrary way. To guarantee that this does not interfere
with the correctness of the return values, one needs explicit information about
the continuity of F . A set of such information that is often used in constructive
analysis is a modulus function.
Fix sets Q, A, Q′ and A′, recall that Q∗ denotes the finite lists of elements
from Q and use the abbreviations B := AQ and B′ := A′Q
′
. A function
µ : ⊆ B → Q∗Q
′
is called a modulus of an operator F : ⊆ B → B′ if it is a
Skolem function of the continuity statement from Section 2.1 in the sense that
for all ϕ, ψ ∈ dom(F ) and q′ ∈ Q′
ϕ|µ(ϕ)(q′) = ψ|µ(ϕ)(q′) =⇒ F (ϕ)(q
′) = F (ψ)(q′). (1)
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In particular dom(F ) ⊆ dom(µ) as otherwise the premise of the implication
does not make sense. A modulus µ may itself be considered an operator and
the type of a modulus of µ coincides with the type of µ itself. It thus makes
sense to call a modulus self-modulating if it is its own modulus.
Proposition 5 Any continuous partial operator has a self-modulating modulus
of continuity.
Proof Fix an enumeration of Q. Let µ be the function that returns the mini-
mal initial segment with respect to this enumeration such that the implication
(1) is fulfilled. Since F is continuous, µ is well defined. It is a modulus by
definition and it can be checked that it is also self-modulating.
The above proof is non-constructive: Checking whether the implication from
equation 1 holds is not necessarily decidable and the argument that the mod-
ulus is well-defined thus relies on the law of excluded middle. We suspect
that the use of a classical background theory is indispensable as there are well
known obstructions to constructively proving continuity statements about mod-
uli [TvD88, EX16]. A direct argument that the idea behind the proof above is
inherently non-constructive is that there exist computable operators whose min-
imal modulus is not computable. When specialized to such an operator the proof
asserts the existence of a non-computable function from computable input data
and can thus not be made constructive without modifying its core idea of using
the minimal modulus.
The proof that we stated for proposition 5 was chosen for being illustrative
and short. As stated it is a lot more non-constructive than necessary and in
the formal development we proceeded differently in attempt to minimize the
strength of the choice principles that get involved. Note that from a set-theoretic
point of view, the above does not require resorting to any kind of choice principle.
In set theory a function is a relation that uniquely specifies a return value
for every input. Choice principles typically select one of many possible return
values. In our case the uniqueness is guaranteed by the minimality condition
and a selection is not necessary. For understanding in how far the modified
proof still improves over the one above in respect of the use of choice principles
requires some background in type-theory. For this reason we refrain from stating
the details here and only briefly sketch the ideas.
From a type-theoretic point of view the proof of proposition 5 only ever
talks about a specification of a unique functional modulus and not about the
modulus function itself. It specifies a property that the return-value of the
modulus should have, and argues that such a return value always exists and is
unique but does not say how to construct it. In other words, the proof does not
give a function definition of µ in the sense of type theory, as such a definition
carries algorithmic information. The process of filling in the missing piece and
going from a relational specification to a function definition is referred to as
“functional relation reification” in type theory. Ideally, the procedure involves
filling an abstract idea with concrete meaning. As we already discussed, in the
present case there is reason to doubt the feasibility of providing full algorithmic
information. It is possible to close the remaining gap axiomatically by use of
a so-called “no choice” principle. Of course, in doing so one should attempt to
minimize the strength of the inefficient principle one uses.
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So let us briefly discuss how inefficient such principles typically are. A “no
choice” principle states that for every specification that uniquely points to a
return value there exists a function that fulfills this specification. The strength
of no choice principles can change considerably depending on the input type of
the function to be constructed. We will refer to the no choice principle for all
functions with inputs of a certain type as the no choice principle over that type
and are mostly interested in those over the natural numbers and Baire-space.
While in constructive mathematics countable choice is often considered valid,
in our classical setting already the countable version of a “no choice” principle
is distinctively inefficient: A typical application of this principle is to assert the
existence of a non-computable function such as the characteristic function of the
halting set as a subset of the natural numbers. Uses of no choice principles over
Baire space, by contrast, are typically needed when the function whose existence
should be assured is not only incomputable but even discontinuous. For instance
consider the characteristic function of a one point subset of Baire-space, this
function is discontinuous and its existence can be proven using the “no choice”
principle over Baire-space. The use of the “no choice” principle over Baire-space
is particularly worth avoiding as it comes with a direct contradiction to other
principles one may want to assume such as the uniform continuity principle.
Let us turn back to Proposition 5 and understand it to state that every
continuous partial operator has a self-modulating modulus function in the type
theoretical sense. The proof does only talk about the relational specification, but
the remaining gap can straight-forwardly be closed by use of the no choice prin-
ciple over Baire space. One may ask whether the full strength of this principle
is necessary in this case, in particular as the constructed function is continuous.
Indeed, a choice principle over the natural numbers is sufficient for proving the
proposition: One may first use the countable choice principle to find a dense se-
quence ϕn in the domain of the operator. Then use it again to choose a minimal
certificate for each combination of one of the countably many q′ ∈ Q′ and an el-
ement of this sequence. From this data, the values of a self-modulating modulus
can explicitly be constructed through an iteration: Given some inputs ϕ and q′,
starting from the empty list iterate the process of first finding an element of the
dense sequence that coincides with ϕ on the given list and then updating the list
to contain the minimal certificate associated with that element. This iteration
stabilizes detectably and the function that returns the list it stabilizes on can be
proven a self-modulating modulus. However, this does not produce the values of
the minimal modulus but in general returns an over approximation. Moreover,
we used a proper choice principle and not only the “no choice” principle as the
selection of a dense sequence in the domain involves selecting from a possibly
uncountable number of candidate values for each natural number.
Let us close this discussion with two remarks. The first is that the above ar-
gument still seems inherently inefficient. This is because there exist algorithms
operating on Baire-space whose natural domain of definition is non-empty but
does not contain any computable elements [Kle53]. In such a case the sequence
ϕn is necessarily incomputable and thus it should not be expected to be con-
structible from the operator in general. However, the typical examples of opera-
tors computed by such algorithms have total computable extensions (computed
by a distinct algorithm) so that this argument cannot straight-forwardly be
made rigorous. At this point we should also make clear that the above in-
formal description glossed over some of the details concerning partiality. The
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second and final remark is that typically “no choice” principles in type theory
are formulated such that they assert the propositional existence of the function.
The function whose existence is asserted can not directly be used definition-
ally at the type level. This is important as it means that a machinery such
as Coq’s code extraction that removes non-computational parts of proofs will
remove the inefficiencies and still return executable code. Of course, the cor-
rectness of the executed code is now only provided under the condition that
the assumptions were non-contradictory. Direct executability via reduction in
a type-theory based proof-assistant, on the other hand, is blocked by the use
of such principles. As we work over a classical background theory this is an
expected outcome anyways.
Definition 6 Call a pair (M,µ) a continuous machine if M is of type B →
optA′N×Q
′
and µ is a self-modulating modulus of M . Say that a continuous
machine (M,µ) implements an operator F : ⊆ B → B′ if FM tightens F .
Let us emphasize that the function µ above is a modulus of continuity of
the machine M itself and not of a potential operator F that it computes. In
particular, just like M itself, the modulus µ is always a total function. Propo-
sition 8 below implies that from µ one can obtain a modulus of continuity of
any operator that is tightened by FM . However, it is not difficult to construct a
discontinuousM such that FM is a continuous partial function and thus a mod-
ulus of FM is not enough information to recover one of M . Thus, a modulus of
the computed operator should be considered to provide strictly less information
than µ.
Recall that earlier we started from a computable F and discussed how to con-
struct an appropriateM from an oracle machine that computes F (see Fig. 3a).
A computable, self-modulating modulus µ for M can be readily read off the
oracle machine by following the queries that the machine writes to its oracle
tape. The resulting pair (M,µ) is a continuous machine that implements F .
More generally, every continuous operator can be implemented by a continuous
machine.
Proposition 7 If F : ⊆ B → B′ is continuous then there exists some continuous
machine that implements it.
Proof Let d : seq(Q×A)→ opt(B) be a function that, if the input list is the
graph of a finite function φ, returns some ϕ ∈ dom(F ) such that φ = ϕ|dom(φ)
if such a ϕ exists and otherwise returns None. Let µ a self-modulating modulus
of F that exists by Proposition 5 and (qn)n∈N an enumeration of Q. Let M be
given by
M(ϕ)(n, q′) :=


Some(F (ϕ′)(q′)) if d(ϕ|(q1,...,qn)) = Someϕ
′
and µ(ϕ′)(q′) ⊆ (q1, . . . , qn)
None otherwise.
IfM returns something, the return value is correct because µ is self-modulating.
On the other hand, whenever ϕ ∈ dom(F ), there exists some n such that
µ(ϕ)(q′) ⊆ (q1, . . . , qn) and for this n the machine reproduces the value of F .
Clearly, the values of M depend only on the values of ϕ on (q1, . . . , qn), where
n is such that µ(ϕ′)(q′) ⊆ (q1, . . . , qn). Just returning (q1, . . . , qn) is a modulus
of M that is independent of ϕ and thus self-modulating.
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This proof uses classical reasoning and countable choice for the construction of
the function d and for picking an enumeration of Q. There exist algorithms
whose natural domain of convergence is non-empty but does not contain any
computable elements and it thus seems unlikely that an appropriate d can be
explicitly constructed even with access to an algorithm for computing F . Just
as before, the proof listed here is simpler than the formal version, where we
adaptively increase the size of the initial segment depending on the values of
the modulus. This decreases the effort needed for a successful evaluation and
while it introduces a dependency of the modulus on its functional input, it also
forces its return values to eventually stabilize with increasing effort. It even has
a stronger property that, as introduced in the discussion of monotone machines
below, it “terminates with M”.
Just like it is possible to reconstruct the values of F from M , a modulus
for F can be reconstructed using the additional information that a continuous
machine implementing it provides. We omit the somewhat straight-forward
proof.
Proposition 8 A machine that computes a modulus for F : ⊆ B → B can be
obtained in a fully uniform way from a continuous machine that implements
F . The construction can be done in such a way that it preserves being self-
modulating.
Here and in the following results by “fully uniformly” we mean that the transfor-
mation can be defined in a fragment of Coq’s type theory small enough to not
go beyond definability in system T when all the question and answer types are
the natural numbers. Adding a self-modulating modulus µ to a machine com-
pletes the set of information about F in the sense that a continuous machine
implementing a realizer of some function between represented spaces contains
exactly the amount of information that one would expect to be specified about
such a function in computable analysis. To understand this in more detail let
us first recall how computable analysis treats spaces of functions.
4.1 Function spaces and continuous machines
In this part we make an additional assumption about the question type Q,
namely that it features decidable equality. We do so to make it reasonable to
encode finite functions as lists of input/output pairs i.e. over seq(Q×A). The
decidable equality on Q is needed to make evaluation and checking for inclusion
of a finite list in the domain of the finite function definable with respect to
this encoding. We hide this encoding and it only surfaces in our use of |φ| for
the size of a finite function φ, which we understand to denote the number of
elements of the list and not the size of the domain of φ which may be smaller
due to argument value pairs being repeated. Also recall that in Incone each
question type of a represented space comes with a default question qd ∈ Q. For
convenience this section sometimes also assumes a default answer to be available.
The use of default answers can generally be avoided by first asking the default
question and using the returned answer as default answer. The assumption of
decidability of equality on Q, on the other hand, is not only for convenience,
but essential for the argument.
Fix some represented spaces X and X′ whose spaces of names are B = AQ
and B′ = A′Q
′
respectively. In the following use ? as notation for the right
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FMψ
φ := ǫ
(φ, q′)
ψ
d
d = ?q
d = ! a′
q1, . . . , q|q|
ϕ
ϕ(q1) . . . ϕ(q|q|)
append to φ
q′ a′
Figure 5: Some ψ is a name of a function f : X → X′ iff FMψ realizes f . The
box with pointy corners represents a realistically implementable algorithm while
ϕ and ψ may be computable or non-computable and are therefore depicted with
rounded corners. Whenever ψ is computable and has pointy corners, also FMψ
will be computable and can be depicted with pointy corners.
inclusion into A′ + seqQ and ! for the left inclusion, i.e. a question mark for a
list of questions and an exclamation mark for an answer. For a fixed function
ψ : seq(Q × A) × Q′ → A′ + seqQ and fixed ϕ ∈ B and q′ ∈ Q′ inductively
define a sequence of finite functions φn ∈ seq(Q×A) by φ0 := ǫ and
φn+1 :=
{
φn ++ ϕ|K if ψ(φn, q
′) = ?K
φn otherwise.
From this sequence define a machine Mψ as follows:
Mψ(ϕ)(n, q
′) :=
{
Somea′ if ψ(φn, q
′) = !a′
None otherwise.
For illustration see Figure 5.
The function-space representation δX′X assigns ψ as name to a function
f : X → X′ if and only if FMψ realizes f . This means that the space of names
of functions is given by BX′X = (A
′+seq(Q))seq(Q×A)×Q
′
and in particular the
questions and answers of the function-space representation are countable and
the standard question is the empty list paired with the standard question of X′.
While our presentation is quite different, the central idea coincides with that
behind Weihrauch’s η [Wei00]. The function-space representation is precomplete
but we do not go into detail about this here. Straightforward computations show
that µψ(ϕ)(n, q
′) := dom(φn) is a self-modulating modulus of Mψ and thus
(Mψ, µψ) is a continuous machine and that FMψ is single-valued and therefore
also continuous by Proposition 8. It is also true that every continuous function is
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given a name, thus the set underlying the represented space XX
′
are exactly the
continuous functions. Actually, the latter can be understood as a consequence
of Proposition 7 together with the argument below. Call ψ an associate of
F : B ⇒ B′ if FMψ tightens F . Then ψ is a name of f if and only if it is
an associate of a realizer of f and any associate of F can be used to obtain a
continuous machine that implements F . To prove the converse of this statement
it is sufficient to show that from a continuous machine (M,µ) one can obtain
an associate ψM,µ of FM .
To get an intuition for what an associate of FM should be doing, first consider
the case where not only a continuous machine but an actual oracle machine is
available. The main obstacle in this case is that the associate is required to be
a total function and divergences of the oracle machine need to be taken care of.
Define an associate ψ of the operator computed by an oracle machine as follows:
given a finite function φ and some question q′ run the oracle machine for at most
|φ| steps while looking up the answers to the questions that the oracle machine
asks in the finite function. If the lookup fails for a question q ∈ Q, then return
?(q). If all lookups are successful and the machine terminates with return value
a′ return !a′. In case that |φ| steps are exceeded without either happening,
return ?(qd) where qd is the default question of X. If the oracle machine comes
to an end on input q′ and oracle ϕ, then this value is eventually reproduced by
Mψ as |φn| grows with the effort n until it hits the number of steps the oracle
machine needs to conclude.
As the next step, let us discuss how to supplement full inspection capabilities
into whatM does with access to a self-modulating modulus. For illustration, we
consider only the special case where F is given as a total function together with
a self-modulating modulus µ. That is, we drop the effort parameter and remark
that this simplification is partially justified by the last paragraph, which argues
that divergences can be taken care of. Thus an associate of FM should, for fixed
inputs ϕ, q′, attempt to get hold of µ(ϕ)(q′), as this is the set of questions, the
answers to which its final answer should depend on. However, the associate only
has access to a finite sub-function φ of ϕ. Let us assume that a default answer
ad ∈ A is available and set
ϕφ(q) :=
{
φ(q) if q ∈ dom(φ)
ad otherwise.
The associate may on input of φ and q′ use ϕφ as a replacement for ϕ. However,
ϕ and ϕφ can only be expected to coincide on dom(φ) and there does not seem
to be a reason why µ(ϕ)(q′) should have anything to do with µ(ϕφ)(q
′). This
is where the property of being self-modulating comes in: the values of the
modulus coincide whenever µ(ϕφ)(q
′) ⊆ dom(φ), and this is a condition that
can be checked by the associate. With this motivation, let the associate on
input of φ and q′ check whether µ(ϕφ)(q
′) ⊆ dom(φ) and if this test fails ask for
the difference, i.e. return ?(µ(ϕφ)(q
′) \ dom(φ)). If the test is successful, then
µ(ϕφ)(q
′) = µ(ϕ)(q′) and the associate can safely return !F (ϕφ)(q
′) as µ is a
modulus of F .
From the construction it should be clear that any value that is returned is
correct. However, as the modulus is evaluated on functional inputs that are
different from the actual input in relevant places, an argument is needed to
see that the iteration is finite. Recall the sequence φn of finite functions that
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was used to define associateship and first argue that the sequence ϕn := ϕφn
converges to some limit ψ ∈ BX. This is because for some fixed q ∈ Q either
there exists some n such that q ∈ dom(φn), in which case ϕk(q) = ϕ(q) for all
k bigger than n, or there does not exist such an n and ϕk(q) = ad for all k.
From this it should be clear how the values of ψ have to be picked. As µ is
self-modulating, it is continuous, and since all question and answer types are
countable, it is also sequentially continuous. Thus µ(ϕn) converges to µ(ψ) and
thus there exists some k such that µ(ϕm)(q
′) = µ(ψ)(q′) for any m bigger or
equal k. In particular
µ(ϕk+1)(q
′) = µ(ψ)(q′) = µ(ϕk)(q
′)
⊆ dom(φk) ++ µ(ϕk)(q
′) \ dom(φk)
= dom(φk+1),
and k + 1 is a sufficiently large effort to lead the evaluation of the associate to
return a value.
Theorem 9 There exists a fully uniform way to construct from a continuous
machine (M,µ) and default elements qd ∈ Q and ad ∈ A an associate of FM .
Proof The core ideas of the proof should be clear from the informal arguments
above. The important points are that firstly the unbounded search for an effort
big enough for M can be moved to the search of a large enough effort in Mψ,
and secondly one can iterate the modulus to get hold of information about
what values M actually needs to know the values of ϕ for. Combining these
ideas, one can prove that the following associate is correct. Set ψM,µ(φ, q
′) :=
!a′ if there exists an m ≤ |φ| such that M(ϕφ)(m, q
′) = Some b′ and ∀n ≤
m : µ(ϕφ)(n, q
′) ⊆ dom(φ) and a′ is the b′ for the smallest suchm. If there exists
an m ≤ |φ| such that µ(ϕφ)(m, q
′) 6⊆ dom(φ) and ∀n ≤ m : M(ϕφ)(n, q
′) =
None, then set ψM,µ(φ, q
′) :=?µ(ϕφ)(m
′, q′) \dom(φ) where m′ is the least such
m. In any other case return ?(qd). Figure 6 illustrates the main idea of the
proof. We point the reader to the formal development for the details.
The associate uses the extension ϕφ of a finite function φ and thus assumes
availability of a default element ad ∈ A. This assumption could be dropped if
we use the first return value listed in φ instead of ad and return ?(qd) if φ is
empty.
4.2 Continuous machines and monotonicity
Continuous machines and associates theoretically contain the same informa-
tion about a continuous operator. However, in practice continuous machines
are vastly superior to associates when the task is to directly implement an al-
gorithm and formally prove it correct. The skeptical reader may revisit the
example of inversion on the rational reals from Section 3.3, supplement a self-
modulating modulus and extract an associate. Totality of the associate and
encoding finite functions by lists introduces irrelevant default values making
proofs of correctness tedious. The translation from continuous machines takes
part of the burden off the user.
As the concept of an associate is linked to partial combinatory algebras
(compare for instance [VO+11]), many operations on continuous operators are
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Fig. 5
(φ, q′)
ϕφ
µ
(i, q′) q
?
⊆ domφ
ϕφ
M
(i, q′) o
?
= None
✗
✓
 ?(q \ domφ)
✗
✓
o = Some(a′)  !a′
i
?
< |φ|
✗
✓
 ?(qd)
increase i
i := 0
Figure 6: Constructing an associate ΨM,µ from a continuous machine (M,µ).
Here, ϕφ is the total function that extends φ with a default value. If M and µ
come with algorithms to compute them, we obtain an algorithm for ψM,µ. In
the picture this could be illustrated by making all rounded corners pointy.
in principle implementable for associates and thus also for continuous machines.
For implementation of operations on continuous operators, both working with
associates and working with machines is unhandy but for somewhat different
reasons. While associates are difficult to construct, a continuous machine as
input makes some important information not readily available. One way of
reflecting the difference in rigidity of the concepts is to translate back and forth
between them. While any continuous machine can be translated to an associate,
the machines that are obtained from an associate have very special properties
some of which can be maintained separately.
A property of continuous machines that can be propagated with relatively
low effort and vastly simplifies implementation of operations such as the com-
position of operators is monotonicity in the following sense: Call a machine M
monotone if M(ϕ)(n, q′) = Some a′ implies that for any m ≥ n it holds that
M(ϕ)(m, q′) = Some a′. Call a continuous machine (M,µ) a monotone ma-
chine if M is monotone and µ terminates with M in the sense that once M
returns a value on some inputs, further increasing the effort on the same inputs
does not lead µ to return bigger lists anymore.
For a monotoneM , the corresponding FM is single-valued. The machine we
used to implement inversion in Section 3.3 is not monotone. Any continuous ma-
chine constructed from an oracle machine as outlined in the introduction of this
section and also those constructed from associates as outlined in the previous
subsection are monotone. Thus, if the equality on Q is decidable, translating
from a continuous machine to an associate and back allows to force monotonic-
ity. A more direct method does not require any additional assumptions about
question and answer sets.
Proposition 10 From a continuous machine (M,µ) a monotone machine that
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implements a choice function of FM can be obtained. This construction can be
done fully uniformly.
Proof Consider the monotone machine uf(M) (for “use first”) defined as fol-
lows: on input of ϕ, n and q′ search for the smallest m ≤ n such that a return-
value is produced and return this value, if no such m exists return None. As
uf(M) is monotone, Fuf(M) is a partial function and it respects the interpre-
tation of M in the sense that Fuf(M) is a choice function for the multivalued
function FM .
A version uf(µ) of the modulus such that (uf(M), uf(µ)) is a monotone
machine can be defined by
uf(µ)(ϕ)(n, q′) :=
⋃
{i|i≤n∧∀j<i : M(ϕ)(j,q′)=None}
µ(ϕ)(i, q′).
We omit the straight forward computation that this modulus is appropriate.
The modulus takes a union over all previous values, which leads to an unde-
sirable overestimation. As a consequence, the modulus is monotone in the sense
that the lists it returns grow with increasing effort and this property, while it
can be a useful, is not required for the modulus of a monotone machine. One
may be tempted to modify the construction by omitting the values of the mod-
ulus where M returns None. Unfortunately, the function obtained in this way
is in general neither a modulus of uf(M) nor self-modulating.
Example 11 (Modulus-failure) Set Q := 1 =: Q′ and A := B =: A′ and
consider the machine
M(ϕ)(n, ⋆) :=


None if n = 0 and ϕ(⋆) = false
Some false if n = 0
Some true otherwise,
together with the self-modulating modulus
µ(ϕ)(n, ⋆) :=
{
(⋆) if n = 0
ǫ otherwise.
Then uf(µ)(ϕ)(n, ⋆) = (⋆) and if the union is replaced by only using the last
element we obtain the function that for n = 0 reproduces µ and for n > 0
returns ǫ if ϕ ≡ false and (false, true) otherwise and can be checked to neither
modulate uf(M) nor itself.
4.3 Composition of monotone machines
Monotone machines are easier to operate on as it is not necessary to keep track
of the exact value of an effort that leads to a return value but an upper bound
is sufficient. Operations on monotone machines can usually be written down
in a very straightforward manner. As an example for this, let us describe the
composition of two monotone machines in some detail. Let (M,µ) and (M ′, µ′)
be monotone machines such that FM : A
Q
⇒ A′Q
′
and FM ′ : A
′Q′
⇒ A′′Q
′′
.
Define themonotone machine composition as follows: First fix some default
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element a′d ∈ A
′ and for each function ϕ : Q→ A define a sequence of functions
ϕ′n : Q
′ → A′ by
ϕ′n(q
′) :=
{
a′ if M(ϕ)(n, q′) = Somea′
a′d otherwise.
Use domn as shorthand for the set of elements q
′ ∈ Q′ such that there exists
an a′ with M(ϕ)(n, q′) = Somea′. Note that whenever ϕ ∈ dom(FM ), then ϕ
′
n
and FM (ϕ) coincide on domn by these definitions. Set
(M ′ ◦µ′ M)(ϕ)(n, q
′′) :=
{
M ′(ϕ′n)(n, q
′′) if µ′(ϕ′n)(n, q
′′) ⊆ domn
None otherwise.
Here, we put the index µ′ at the composition as the outcome may be different
for different valid moduli µ′ of M ′. Define the composition of the moduli by
(µ ◦M µ
′)(ϕ)(n, q′′) :=
⋃
q′∈µ′(ϕ′n)(n,q
′′)
µ(ϕ)(n, q′).
Just like the composition of machines depends on µ′, the composition of moduli
depends on M via the definition ϕ′n. The above correctly implements composi-
tion:
Theorem 12 If (M,µ) and (M ′, µ′) are monotone machines, then so is (M ′◦µ′
M,µ ◦M µ
′). Furthermore FM ′◦µ′M = FM ′ ◦ FM .
Proof Let us first argue that the composition is monotone again. For this fix
some inputs ϕ and q′′ and assume that (M ′ ◦µ′ M)(ϕ)(n, q
′′) = Some a′′. This
can only be the case if µ′(ϕ′n)(n, q
′′) ⊆ domn and M
′(ϕ′n)(n, q
′′) = Somea′′. To
prove monotonicity we need to show that the same is true if n is replaced by
n + 1. Since M ′ is monotone it is sufficient to prove the list returned by the
modulus to be included in domn+1. SinceM is monotone, ϕ
′
n and ϕ
′
n+1 coincide
on domn. As µ
′ is a modulus of M ′, it holds that M ′(ϕ′n+1)(n, q
′′) = Some a′′.
Since µ′ terminates with M ′, we get µ′(ϕ′n+1)(n + 1, q
′′) = µ′(ϕ′n+1)(n, q
′′).
Finally, using that µ is self-modulating, we conclude
µ′(ϕ′n+1)(n+ 1, q
′′) = µ′(ϕ′n+1)(n, q
′′)
= µ′(ϕ′n)(n, q
′′) ⊆ domn ⊆ domn+1 .
We omit the details of how to verify that the modulus is appropriate, and
only outline how to prove the more important half of the equality, namely that
the left-hand of the equation extends the right-hand side. For this assume
that the right-hand side is defined in ϕ. This means that ϕ ∈ dom(FM ) and
FM (ϕ) ∈ dom(FM ′ ). Consider the sequence of functions ϕ
′
n as defined above
and note that since M is monotone and ϕ ∈ dom(FM ), this sequence converges
to FM (ϕ). Since µ
′ is self-modulating, it is in particular sequentially continuous
and therefore the sequence µ′(ϕ′n) converges to µ
′(FM (ϕ)). This means that
for any fixed q′′ we can first pick n big enough for M ′(FM (ϕ))(n, q
′′) to take a
value, then increase it further so that for all k ≥ n it holds that µ′(ϕ′k)(n, q
′′) =
µ′(FM (ϕ))(n, q
′′). As µ′ terminates with M ′, further increasing n will no longer
change the list it returns and we can use this to make sure that it is contained
in domn as domn eventually contains every element of Q
′. As q′′ was arbitrary,
the left-hand side is defined and equal FM ′ (FM (ϕ)).
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Similar formulas can be found for other basic operations. A composition of
continuous machines can be obtained by first making these machines monotone
and then composing them. It is also possible compose continuous machines
more directly but we failed to produce a simple description of this composition,
the proofs of correctness are fairly involved and in experiments this composition
did not perform well. As a last remark, the formalization of the composition
scheme, substitutes all uses of a default answer by default question.
5 Conclusion
Before we start a general discussion, let us comment on one very specific point.
While there are known constructions of self-modulating moduli from continuous
moduli of continuity [FK19], we are not aware of one that translates to our
setting. This is because all such constructions we are aware of directly work
with the natural numbers and make use of their ordering. We failed to recover
such a result in our setting as our countability assumption seems too weak.
Being self-modulating turned out to be a very convenient property and most
constructions of moduli that we came across result in self-modulating moduli
independently of additional assumptions about the question and answer types.
Thus our decision to work with self-modulating moduli.
This paper is formulated from a point of view of computable analysis. Com-
putable analysis traditionally investigates known theorems from analysis and
functional analysis concerning their computational content. The mathematical
background is developed over a classical meta-theory as are correctness proofs
of algorithms. An important part of computable analysis is that incomputable
and discontinuous functions are not excluded and the classification of problems
according to their degree of incomputability or discontinuity via Weihrauch re-
ducibility is frequently studied [BGP17]. Our work and the Incone library
follow the traditions of computable analysis in the Coq development and as
mathematicians we found working over a strong meta-theory convenient. A
clear drawback is that providing computational content often means refining
classical proofs and leads to some redundancy. However, starting with a classi-
cal proof and effectivize step by step is often instructive.
Represented spaces relate to concepts popular in constructive analysis: A
representation defines a partial equivalence relation on its names by ϕ ∼ ψ ⇐⇒
δ(ϕ) = δ(ψ). Conversely, given a partial equivalence relation on Baire space one
can consider the quotient space and consider the quotient mapping a representa-
tion. Formulating everything using the equivalence relations, mentioning X can
be avoided completely. This approach is for instance followed by developments
like C-CoRn [CFGW04]. A function is called a morphism if it respects the
equivalence relations and each such function induces a corresponding function
on the equivalence classes that it realizes with respect to the quotient mapping
as representation. Coq does not support quotient types and a direct descrip-
tion of the set of equivalence classes is additional information. Definability of
a function on abstract description need no longer correspond to computability.
Variations of this approach exist in Coq and other proof assistants under the
name “refinements” [CDM13, Lam13], but the objectives and with them which
concepts are considered basic or useful differ significantly from our setting.
In our presentation we completely skipped the discussion of dialogue trees
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and jumped to associates directly. In work about total functionals and mathe-
matical work, dialogue trees play a central role. Partial functions can be cap-
tured using a coinductive type of such trees. We decided against this due to
negative experiences with coinduction in Coq, but we may try in the future. It
may also be worth looking into sequentiality concerns closer: While continuous
machines characterize a sequential model of computation, they are seemingly
non-sequential as the computations for different efforts may take distinct paths
and need not be increasing in any way.
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