The subthreshold depolarization of a nerve cell receiving a multitude of random synaptic inputs has often been modeled as an Ornstein-Uhlenbeck (O-U) process (see Tuckwell, 1988 for references). Wan and Tuckwell (1982) obtained asymptotic results for the mean and variance of the interspike intervals for the 0-U model with a constant threshold for firing, O. They used perturbation methods and the method of matched asymptotic expansions on the boundary value problem CDarling and Siegert, 1953) for the moments of the interspike intervals. For the case of small synaptic noise and deterministic crossings, their case CA), we compare their results for the mean and variance to those obtained from Stein's approximation method (Stein, 1967, p (6) and (7))
The coefficient of variation, C.V., is found by dividing the standard deviation by the mean. In the limit of large mean input, a :?> 1, they found (appendix, equation Often only the first few moments of the FPT are of interest. They can he approximated by using a Taylor series expansion of h about r(t*) (Papoulis, 1965, pp 151-152) . The approximations for the mean and variance are given by
where prime denotes differentiation with respect to voltage and evaluated at r<t*), and .un is the nth central moment of X(t*). Recall that the first derivative of an inverse function can be expressed as the reciprocal or the derivative of the original function, so that
which is the reciprocal of the derivative of the recovery process. The higher order implicit derviatives are harder to interpret in a geometric manner, for example - Stein's approximation method gives the first term on the right hand side of (2.1) and (2.2). Note that only hI is required, while the generalization which treats the unrestricted voltage process as a singular random process requires higher order derviatives.
Turning our attention back to the normalized process yet) of (1.2), we find t* from E(Y(t)) = 1, to obtain
,..,
To obtain expressions to order E"" for the mean and variance, we evaluate the following .u 2 (t*) =~-::2 (1 _ e-2t)1
.!.
t=t* h/(r(t*))
Substituting these expressions into (2.1) and (2.2), we find that the first two terms ') of (2.1) now match Wan and Tuckwell's result (1.3) to order Eo"' " except for the wrong sign on the second term. The first term of (2.2), Stein's approximation, matches 0.4) ') to order Eo"'. Stein's mean approximation is simply t* and agrees with the first term of (1.3). The generalization by treating the problem as a transformation of a random variable produces a qualitatively different effect on the mean interval due to noise.
In Wan and Tuckwell's expression (1.3) the mean is shortened, while the generalization erroneously produces a lengthening effect of the same magnitude.
The C.V. produced by Stein's method and its generalization is thus smaller than that in (1.5). The next section provides a bound for the C.V. that is an overestimate.
APPROXIMATION BY WIENER PROCESS WITH DRIFT
The previous section was concerned with the limiting case of infinite correlation times, another limiting case is obtained by deleting the -yet) term on the right hand side of 0.2). The process is now a Wiener process scaled by Eo and with a positive drift of o.t. The first passage time distribution to the· normalized threshold at 1 will now be an inverse Gaussian distribution (see for example, Lerche, 1986 ). The mean, variance and C.V. 'are
Note that this limiting case provides a shorter mean interval and larger C.V. than In summary, we have shown that in the small noise, large threshold case some simple approximation methods for the moments of the O-V first passage time provide bounds for those obtained via a more detailed perturbation analysis. For an appropriate range of parameters, Stein's method can also provide good approximations for the mean and variance of more complicated neural models with discontinuous trajectories, e. g. (Smith and Smith, 1984) , where a complete perturbation analysis is even more difficult. 
ABSTRACT
The Ornstein-Uhlenbeck process with a constant forcing function has often been used as a model for the~subthresho1d membrane potential of a neuron. The mean, variance and coefficient of variation of the .first passage time to a constant threshold are examined for this model in the limit of smail synaptic noise and, low thresholds. A compariso~is made "between the asymptotic results of Wan and Tuckwell, who used perturbation analysis and the method of matched asymptotic expansion, and several computational simplier approximation methods. A slight generalization of Stein's method leads to an overestimate of the mean interval while an approximation by a Wiener process with linear drift leads to an underestimate of the true mean interval. These bounds are simple to calculate and can be used as a prelude to the more detailed analysis of perturbation theory. 
