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SURJECTIVITY OF DIFFERENTIAL OPERATORS AND
LINEAR TOPOLOGICAL INVARIANTS FOR SPACES OF ZERO
SOLUTIONS
T. KALMES
Abstract. We provide a sufficient condition for a linear differential opera-
tor with constant coefficients P (D) to be surjective on C∞(X) and D ′(X),
respectively, where X ⊆ Rd is open. Moreover, for certain differential op-
erators this sufficient condition is also necessary and thus a characterization
of surjectivity for such differential operators on C∞(X), resp. on D ′(X), is
derived. Additionally, we obtain for certain surjective differential operators
P (D) on C∞(X), resp. D ′(X), that the spaces of zero solutions C∞
P
(X) =
{u ∈ C∞(X); P (D)u = 0}, resp. D ′
P
(X) = {u ∈ D ′(X); P (D)u = 0} possess
the linear topological invariant (Ω) introduced by Vogt and Wagner in [27],
resp. its generalization (PΩ) introduced by Bonet and Doman´ski in [1].
Keywords: Surjectivity of differential operator; Linear topological invariants
for kernels of differential operators; Differential operators on vector-valued
spaces of functions and distributions; Parameter dependence for solutions of
linear partial differential equations
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1. Introduction
A classical result by Malgrange [14, Chapitre 1, The´ore`me 4] from 1955 states
that for a polynomial P ∈ C[X1, . . . , Xn] and for an open set X ⊆ Rn the constant
coefficient differential operator P (D) : C∞(X) → C∞(X) is surjective if and only
if X is P -convex for supports, that is, if and only if for every compact subset K of
X there is another compact subset L of X such that for each compactly supported
distribution u ∈ E ′(X) with suppP (−D)u ⊆ K it holds suppu ⊆ L.
Although this characterization is more than 60 years old, there are very few
differential operators P (D) for which there is a satisfactory geometric evaluation
of this condition for open X ⊆ Rn. Convex open sets are P -convex for supports,
whenever P 6= 0, every open set is P -convex for supports whenever P is elliptic,
and there is a complete geometric characterization of P -convexity for supports in
the two dimensional case due to Ho¨rmander [10, Theorem 10.8.3]. In arbitrary
dimensions however, the problem of characterising open subsets of Rn which are
P -convex for supports is far from being solved. For second order operators with
principal part equal to the wave operator there is a characterization [10, Theorem
10.8.6] which is essentially due to Persson [19] who extended this result in [20] to
arbitrary operators of real principle type but only in R3, while Tintarev [22], [21]
evaluated P -convexity for supports for operators of real principal type for bounded
open sets X with analytic boundary, and for open sets X whose boundary does
not contain any straight line, respectively. Moreover, Nakane [18] gave a geometric
characterization whenX is P -convex for supports for the special case of polynomials
P acting along a subspace and being elliptic there. A more convenient geometric
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characterization for this class of operators can be found in [10, Theorem 10.8.5].
Apart from these very special classes of polynomials, resp. operators, not much is
known.
In 1962, Ho¨rmander showed [8] that P (D) is surjective on D ′(X) if and only if
X is P -convex for supports as well as P -convex for singular supports, where the
latter means that for every compact subset K of X there is another compact sub-
set L of X such that for each u ∈ E ′(X) with sing suppP (−D)u ⊆ K it follows
that sing suppu ⊆ L. Thus, surjectivity of P (D) on D ′(X) implies surjectivity of
P (D) on C∞(X), but in general the converse implication is far from being true,
except in case of X ⊆ R2 as was recently shown in [11]. There, the author gives a
positive solution of a conjecture by Tre`ves [23, p. 389, Problem 2] showing that for
open X ⊆ R2 P -convexity for supports implies P -convexity for singular supports.
Though better understood than P -convexity for supports, giving geometric charac-
terizations for P -convexity for singular supports for concrete differential operators
P (D) is not a triviality, see e.g. [10, Chapter 10], [9], [5], [11], and [12].
Despite the lack of a satisfactory characterization of P -convexity for (singu-
lar) supports in many cases of operators and thus a characterization of general
solvability of linear partial differential equations P (D)u = f for arbitary smooth
functions/distributions f on open subsets X ⊆ Rn there is a number of results,
both classical and very recent, by several authors considering the question whether
surjectivity of P (D) on C∞(X), resp. D ′(X) passes on to surjectivity of P (D) on
the space of vector-valued smooth functions C∞(X,E), resp. vector-valued distri-
butions D ′(X,E), where E is a locally convex space (see, e.g. [7], [28], [1], [4], [2]).
Clearly, this question has a positive answer whenever P (D) admits a continuous
linear right inverse which was characterized by Meise, Taylor, and Vogt in [15] (see
also [16]) solving a problem posed by Schwartz.
In case E is a space of functions or distributions itself, surjectivity of P (D) on
C∞(X,E), resp. D ′(X,E) is equivalent to an affirmative answer to the problem of
parameter dependence for solutions of the differential equation P (D)uλ = fλ, i.e. to
the problem whether for a given family fλ of smooth functions, resp. distributions
on X depending on a parameter λ such that the function/distribution λ 7→ fλ(x)
belongs to E it is always possible to find solutions uλ such that λ 7→ uλ(x) also
belongs to E.
For Fre´chet spaces E it follows from a result of Grothendieck [7] that for a
surjective differential operator P (D) on C∞(X) the operator is also surjective on
C∞(X,E). The same implication is no longer true in general when E is the strong
dual of a Fre´chet space F , as has been shown by Vogt [28]. However, Vogt also
showed that in case of F = s, with s denoting the space of rapidly decreasing
sequences, surjectivity of P (D) on C∞(X) passes on to surjectivity on C∞(X, s′)
if and only if the kernel of P (D) in C∞(X), which we denote by C∞P (X) and which
is equipped with the Fre´chet space structure inherited by C∞(X), has the linear
topological invariant (Ω) (see [28, Proposition 2.2, Theorem 2.4]). Recall that a
Fre´chet space F with a fundamental system of seminorms ‖ · ‖1 ≤ ‖ · ‖2 ≤ . . . is
said to have (Ω) if the following holds
(1) ∀ k ∃ l ∀m ∃ θ ∈ (0, 1), C > 0 ∀u ∈ F ′ : ‖u‖∗l ≤ C‖u‖
∗ (1−θ)
k ‖u‖
∗ θ
m ,
where ‖ · ‖∗k etc. denote the so-called dual norm on F
′ to ‖ · ‖k, i.e. ‖u‖∗k =
sup{|u(x)|; x ∈ E, ‖x‖k ≤ 1}. Obviously, property (Ω) is a linear topological in-
variant, in particular it is independent of the special choice of fundamental system
of seminorms on E.
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For hypoelliptic polynomials P property (Ω) can be viewed as an abstract quali-
tative version of Hadamard’s three circles theorem. In fact, having in mind Grothen-
dieck-Ko¨the duality (see e.g. [6], [28, p. 175], [31]) by which for surjective P (D) on
C∞(X) the strong dual space of C∞P (X) is given in a natural way by the space of
germs of smooth functions u on the complement of X which satisfy P (−D)u = 0
and which behave well at infinity and taking into account that in the case of hy-
poelliptic P (D) the dual norms appearing in (1) can be chosen as (polynomially)
weighted supremum norms over the complement of compact subsets of X , condi-
tion (1) becomes in fact a very concrete generalisation of Hadamard’s result for the
Cauchy-Riemann operator to arbitrary hypoelliptic differential operators.
Apart from being characteristic for when surjectivity of P (D) on C∞(X) passes
on to surjectivity of P (D) on C∞(X, s′) it has also been shown by Vogt in [28]
that property (Ω) of C∞P (X) is sufficient for P (D) to be surjective on C
∞(X,F ′)
provided that the Fre´chet space F has property (DN), i.e. the following condition
holds
∃ k ∀ l ∃m,C > 0 ∀x ∈ F : ‖x‖2l ≤ C‖x‖k‖x‖m,
where ‖ · ‖1 ≤ ‖ · ‖2 ≤ . . . is again a fundamental system of seminorms. Examples
of Fre´chet spaces with (DN) are s, S (Rn) the space rapidly decreasing functions,
C∞2pi(R
m) the space of smooth functions which are 2π-periodic in each variable,
H(C) the space of entire functions, or more generally Fre´chet power series spaces
of infinite type Λ∞(α) (see e.g. [17]).
In [28] it has been proved that for elliptic operators P the kernel C∞P (X) always
has (Ω) and that the same holds in the more general case of hypoelliptic P but under
the restriction that the open set X ⊆ Rn is convex. Therefore it was conjectured
for a long time that for a hypoelliptic operator P (D) which is surjective on C∞(X)
its kernel C∞P (X) always has (Ω) independent of X being convex or not. However,
only recently, this conjecture has been settled in the negative. In [13] for any n ≥ 3
an example of a hypoelliptic operator P (D) and a P -convex open set X ⊆ Rn has
been given such that C∞P (X) does not have (Ω). (That n ≥ 3 is essential here
follows from results obtained in [12].) Stronger variants of the linear topological
invariant (Ω) for C∞P (X) have been considered in [30].
It will be shown in section 4 below that the kernels C∞P (X) of semi-elliptic
differential operators P (D) for which the zero set of the principal part is a one
dimensional subspace of Rn always has (Ω) whenever X is P -convex. This class
of differential operators contains in particular non-degenerate parabolic operators
which is obviously of particular interest in view of applications to concrete problems.
The problem of surjectivity of P (D) on the space of vector-valued distributions
D ′(X,E) instead of vector-valued smooth functions was only addressed recently by
Bonet and Doman´ski in [1]. They proved that for a surjective differential operator
P (D) on D ′(X) the operator P (D) is surjective on D ′(X,F ′) for a nuclear Fre´chet
space F with property (DN) if the kernel of P (D) in D ′(X), which we denote by
D ′P (X) and which we equip with the locally convex topology inherited by the strong
topology on D ′(X), has property (PΩ), a generalisation of (Ω) to the category
of PLS-spaces. Recall that a locally convex space E is a PLS-space if E is the
projective limit of a sequence of strong duals of Fre´chet-Schwartz spaces, E =
projN∈NXN , XN = indn∈NXN,n, where XN,n are Banach spaces and the linking
maps in the inductive limit indn∈NXN,n are compact. A PLS-space E has property
(PΩ) if
∀K ∃L ≥ K ∀M ≥ L ∃ k ∀ l ∃m,C > 0, θ ∈ (0, 1)∀u ∈ X ′K :
‖u′ ◦ iLK‖
∗
L,l ≤ C‖u
′ ◦ iMK ‖
∗ (1−θ)
M,m max{‖u
′‖∗ θK,k, ‖u
′ ◦ iMK ‖
∗ θ
M,m},
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where ‖ ·‖∗L,l denotes the dual norm to the norm on the Banach space XL,l etc. and
iLK denotes the inclusion from XK into XL. It is well-known that Fre´chet-Schwartz
spaces are PLS-spaces and examples of PLS-spaces are thus spaces of holomorphic
functions H(V ), smooth functions C∞(X), or more general spaces of distributions
D ′(X), real analytic functions A (X), ultradistributions in the sense of Beurling
D ′(ω)(X), or ultradifferentiable functions in the sense of Roumieu E{ω}(X). See e.g.
[3] for more on PLS-spaces, their properties, and their importance in analysis. It
is shown in [1] that a Fre´chet-Schwartz space has (PΩ) if and only if it has (Ω).
Recall that for hypoelliptic differential operators P (D) the kernels C∞P (X) and
D ′P (X) coincide as locally convex spaces by [25, Theorem 52.1] so that D
′
P (X) is a
Fre´chet-Schwartz space and thus it has (PΩ) if and only if it has (Ω).
The present article is organized as follows. In section 2 we give sufficient con-
ditions for P -convexity for (singular) supports for X in terms of the minimum
principle for the boundary distance of X being valid in certain affine subspaces
related to P . This enables to give geometric characterizations for X for the surjec-
tivity of P (D) on C∞(X) and D ′(X), respectively, for certain types of differential
operators.
In section 3 the sufficient condition for P -convexity for singular supports is used
to give for certain differential operators a positive solution to the problem whether
for a surjective operator P (D) on D ′(X) the augmented operator P+(D) is sur-
jective on D ′(X ×R), where P+(x1, . . . , xn+1) = P (x1, . . . , xn). This problem was
posed by Bonet and Doman´ski in [1]. Although in general this problem has a neg-
ative solution as shown in [13], in section 3 we show that this problem has always
a positive solution for certain semi-elliptic differential operators including the heat
operator, and for operators acting along a subspace of Rn and being elliptic there.
In section 4 we apply the results from section 3 to the differential operators
considered there in order to show that the spaces of zero solutions C∞P (X), resp.
D ′P (X) have property (Ω), resp. (PΩ) whenever P (D) is surjective on C
∞(X),
resp. D ′(X) so that for certain locally convex spaces E P (D) is also surjective on
C∞(X,E), resp. on D ′(X,E).
Throughout the paper we use standard notation from the theory of partial dif-
ferential operators, see e.g. [10], and functional analysis, see e.g. [17].
2. Conditions for P -convexity
It is well-known that a necessary condition for an open subset X ⊆ Rn to be
P -convex for supports, respectively P -convex for singular supports, is that the
boundary distance of X satisfies the minimum principle in every characteristic
hyperplane, respectively in certain affine subspaces related to P , resp. (cf. [10,
Theorem 10.8.1, Corollary 11.3.2, resp.]). Recall that a real-valued function f on
X ⊆ Rn is said to satisfy the minimum principle in a closed subset F of Rn if for
every compact set K ⊆ F ∩X we have
min
x∈K
f(x) = min
∂FK
f(x),
where ∂FK denotes the boundary of K in F . We set the boundary distance dX of
X to be the mapping
dX : X → R, x 7→ dist(x,X
c),
where the distance is taken with respect to the Euclidean norm |x| in Rn. The
next theorem gives sufficient conditions for P -convexity for (singular) supports in
terms of dX satisfying the minimum principle in certain affine subspaces related to
P , and it is the main result of this section. In its formulation we use the following
functional defined on the subspaces of Rn. It was introduced by Ho¨rmander in
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the context of continuation of differentiability for solutions of partial differential
equations, cf. [10, Section 11.3].
For a subspace V ⊆ Rn we set
σP (V ) = inf
t≥1
lim inf
ξ→∞
P˜V (ξ, t)
P˜ (ξ, t)
,
where for t ≥ 1 and ξ ∈ Rn
P˜V (ξ, t) := sup
x∈V,|x|≤t
|P (x+ ξ)|, P˜ (ξ, t) := P˜Rn(ξ, t).
Moreover, for x ∈ Rn we use the abbreviation σP (x) := σP (span{x}).
Theorem 1. Let P be a polynomial with principal part Pm and let X ⊆ Rn be open.
Moreover, let W 6= {0} be a subspace of Rn such that dX satisfies the minimum
principle in x+W for every x ∈ Rn.
i) If {x ∈ Rn;Pm(x) = 0} ⊆W⊥ then X is P -convex for supports.
ii) If {x ∈ Rn;σP (x) = 0} ⊆W⊥ then X is P -convex for singular supports.
With W = Rn part i) of the above theorem gives a new proof of the well-known
result that for elliptic P every open set X ⊆ Rn is P -convex for supports. P -
convexity for supports for polynomials for which the zero set of its principal part
is contained in a non-trivial subspace of Rn was also considered by Zachmanoglou
[32]. In order to prove Theorem 1 we first give a useful characterization of when dX
satisfies the minimum principal in every affine subspace parallel to a given subspace
W . Therefore, we introduce the following notion.
Definition 2. Let W be a subspace of Rn and X ⊆ Rn. For an interval I ⊆ R a
curve γ : I → X is called W -regular if γ is continuous and piecewise continuously
differentiable with γ′(t) ∈W for all t ∈ I where γ is differentiable.
For X ⊆ Rn we denote by ∂∞X the boundary of X in the one-point compacti-
fication of Rn, thus ∞ ∈ ∂∞X whenever X is an unbounded subset of Rn. For a
curve γ : I → X we set |γ| := γ(I)
Proposition 3. Let W be a subspace of Rn, X ⊆ Rn be open, K ⊆ X be compact
and non-empty, and x ∈ X\K such that |γ| ∩ K 6= ∅ for every W -regular curve
γ : [0,∞)→ X with γ(0) = x and lim inft→∞ dist(γ(t), ∂∞X) = 0.
Then, the connected component Z in (x + W ) ∩ (X\K) which contains x is
bounded and ∂x+WZ, the boundary of Z in x+W , is contained in K ∩ (x +W ).
Proof. Assume that Z is unbounded. For notational convenience let us define V :=
(x+W )∩(X\K). Because V is locally pathwise connected and Z is open in V , thus
locally pathwise connected, too, the connectedness of Z implies that Z is pathwise
connected. Hence, there is a continuous, piecewise continuously differentiable curve
γ : [0,∞) → Z with γ(0) = x and limt→∞ |γ(t)| = ∞. Because Z ⊆ X\K this
contradicts the hypothesis.
Thus, Z is a bounded subset of V . Because the inclusion V →֒ x + W is a
homeomorphism onto its image and because Z is open and closed in V so that
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∂V Z = ∅, we have
∂x+WZ =
(
(∂x+WZ) ∩ V
)
∪
(
(∂x+WZ) ∩ (K ∩ (x +W ))
)
∪
(
(∂x+WZ) ∩ ((R
n\X) ∩ (x+W ))
)
= ∂V Z ∪
(
(∂x+WZ) ∩ (K ∩ (x+W ))
)
∪
(
(∂x+WZ) ∩ ((R
n\X) ∩ (x+W ))
)
=
(
(∂x+WZ) ∩ (K ∩ (x+W ))
)
∪
(
(∂x+WZ) ∩ ((R
n\X) ∩ (x+W ))
)
.
So, if we can show that (∂x+WZ) ∩ ((Rn\X) ∩ (x +W )) = ∅ the proposition is
proved.
Assume that there is
y ∈ (∂x+WZ) ∩ ((R
n\X) ∩ (x+W )).
Because V →֒ x +W is a homeomorphism onto its image it follows that Z is a
pathwise connected subset of x+W . Denote by C the closure of Z in x+W . Since
Z is open in x +W it follows that there is a continuous, piecewise continuously
differentiable curve γ : [0,∞)→ Z with γ(0) = x and limt→∞ γ(t) = y.
Indeed, there is y1 in B(y, 1) ∩ Z and a continuous, piecewise continuously dif-
ferentiable α1 : [0, 1] → Z with α1(0) = x, α1(1) = y1. Next, as we can find
y2 ∈ B(y, 1 − |y1|) ∩ Z there is a continuous, piecewise continuously differentiable
α2 : [1, 2]→ Z with α2(1) = y1 and α2(2) = yj . Preceding in this way we obtain a
sequence (yj)j∈N in Z with y = limj→∞ yj and a sequence of continuous, piecewise
continuously differentiable curves αj : [j − 1, j] → Z with αj(j − 1) = yj−1 and
αj(j) = yj . Joining these curves gives the desired γ.
Clearly, γ is a W -regular curve with γ(0) = x and lim inft→∞ dist(γ(t), X
c) = 0.
From the hypothesis it follows |γ| ∩K 6= ∅ contradicting Z ⊆ X\K. 
We now give a characterization of when dX satisfies the minimum principle in
every affine subspace parallel to a given subspace W in terms of W -regular curves.
Lemma 4. Let X ⊆ Rn be open and let {0} 6= W ⊆ Rn be a subspace. Then the
following are equivalent.
i) The boundary distance
dX : X → R, x 7→ dist(x,X
c)
satisfies the minimum principle in x+W for each x ∈ X.
ii) For each compact subset K ⊆ X and every
x ∈ {y ∈ X ; dX(y) < dist(K,X
c)}
there is a W -regular curve γ : [0,∞) → X with γ(0) = x and |γ| ∩K = ∅
such that lim inft→∞ dist(γ(t), ∂∞X) = 0.
Proof. We first show that ii) implies i). So letK ⊆ (x+W )∩X be compact for some
x ∈ X . Assume that there is x0 ∈ K with dX(x0) < dist(∂x+WK,Xc). Applying
ii) to the compact subset ∂x+WK of X there is a W -regular curve γ : [0,∞) → X
with γ(0) = x0, lim inft→∞ dist(γ(t), ∂∞X) = 0 and |γ| ∩ ∂x+WK = ∅. Because γ
is W -regular and because x0 ∈ K ⊆ x+W it follows that |γ| ⊆ (x+W )∩X . Since
γ(0) = x0 is contained in intx+W (K), the interior of K with respect to x+W , and
since lim inft→∞ dist(γ(t), ∂∞X) = 0 it follows from the compactness of K ⊆ X
that |γ| ∩ ∂x+WK 6= ∅ which gives a contradiction.
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In order to show that i) implies ii), assume that for some compact K ⊆ X
there is x0 ∈ {y ∈ X ; dX(y) < dist(K,Xc)} such that every W -regular curve
γ : [0,∞)→ X with γ(0) = x0 and lim inft→∞ dist(γ(t), ∂∞X) = 0 intersects K.
Let Z be the connected component of (x0 +W ) ∩ (X\K) containing x0. From
the assumption on x0 and proposition 3 it follows that Z is a bounded subset of
x0 +W and
(2) ∂x0+WZ ⊆ K.
Let us denote the closure of Z in x0 +W by C. Then C is a compact subset of
(x0 +W ) ∩X by proposition 3. By i) we obtain
min
x∈C
dX(x) = min
x∈∂x0+WC
dX(x).
Because of x0 ∈ C this yields
dX(x0) ≥ min
x∈∂x0+WC
dX(x) = dist(∂x0+WZ,X
c) ≥ dist(K,Xc)
where we used (2) in the last inequality. But this contradicts dX(x0) < dist(K,X
c).

Proof of Theorem 1. In the sequel we denote the convex hull of x, y ∈ Rn by
[x, y]. In order to prove i) we fix u ∈ E ′(X) and set K := supp Pˇ (D)u, where as
usual Pˇ (ξ) = P (−ξ). Moreover, we fix x ∈ {y ∈ X ; dist(y,Xc) < dist(K,Xc)}.
Because dX satisfies the minimum principle in y +W for every y ∈ X it follows
from lemma 4 that there is a W -regular curve γ : [0,∞) → X such that γ(0) = x,
|γ| ∩K = ∅, and lim inft→∞ dist(γ(t), Xc) = 0.
Because suppu is a compact subset of X it follows from the properties of γ
that there is T > 0 with γ(T ) /∈ suppu. Moreover, we can find ε > 0 such
that the open ball B(γ(T ), ε) of radius ε about γ(T ) does not intersect suppu,
γ([0, T ])+B(0, ε) ⊆ X and K∩(γ([0, T ])+B(0, ε)) = ∅, where γ([0, T ])+B(0, ε) =
{y + z; y ∈ γ([0, T ]), z ∈ B(0, ε)}.
Next, we choose 0 = t0 < t1 < . . . < tk = T such that for each j = 1, . . . , k the
restriction of γ to [tj−1, tj ] is continuously differentiable and
|
∫ tj
tj−1
γ′(t)dt| <
ε
2
.
We define
f : [0, k]→ Rn, s 7→ γ(t⌊s⌋) + (s− ⌊s⌋)
∫ t⌊s⌋+1
t⌊s⌋
γ′(t)dt,
where ⌊s⌋ denotes the integer part of s. Then f is a polygonal curve in x +W by
the W -regularity of γ with f([j − 1, j]) = [γ(tj−1), γ(tj)], j = 1, . . . , k. Moreover,
due to the choice of ε, we have |f |+B(0, ε2 ) ⊆ X\K.
For N ∈ {y ∈ Rn; Pm(y) = 0}\{0} and α ∈ R let
HN,α = {x ∈ R
n; 〈x,N〉 = α}
be the corresponding characteristic hyperplane. Since [γ(tk−1), γ(T )] ⊆ x + W
and N ∈ W⊥ it follows that HN,α intersects B(γ(T ), ε) whenever HN,α intersects
[γ(tk−1), γ(T )] +B(0, ε). By the choice of ε we have u|B(γ(T ),ε) = 0 so that by [10,
Theorem 8.6.8, vol. I] u vanishes in [γ(tk−1), γ(T )] +B(0, ε).
Iteration of the above argument yields that u vanishes in |f |+B(0, ε), in partic-
ular x = γ(0) = f(0) does not belong to suppu. As x was an arbitrary point with
dist(x,Xc) < dist(K,Xc) it follows from the definition of K that
dist(suppu,Xc) ≥ dist(K,Xc) = dist(supp Pˇ (D), Xc).
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Since trivially dist(suppu,Xc) ≤ dist(supp Pˇ (D)u,Xc) it follows from [10, Theo-
rem 10.6.3, vol. II] that X is P -convex for supports.
In order to prove ii), we replace in the above arguments supp by sing supp ,
N ∈ {y ∈ Rn; Pm(y) = 0} by N ∈ {y ∈ R
n; (σPˇ (y) =)σP (y) = 0}, and the refer-
ence to [10, Theorem 10.6.3, vol. II] by [5, Corollary 2]. 
As a corollary to Theorem 1 we obtain the next result characterizing P -convexity
for supports for particular polynomials P . This characterization is in particular
applicable to the the Schro¨dinger operator P (D) = ∆x+ i
∂
∂t
and the heat operator
P (D) = ∆x −
∂
∂t
, or more generally, to non-degenerate parabolic operators.
Corollary 5. Let X ⊆ Rn be open and let P be a polynomial with principal part
Pm such that {x ∈ Rn; Pm(x) = 0} is a one-dimensional subspace of Rn. Then,
the following are equivalent.
i) P (D) is surjective on C∞(X).
ii) dX satisfies the minimum principle in every characteristic hyperplane.
Proof. We set W := {x ∈ Rn; Pm(x) = 0}⊥. That ii) implies i) follows from
Theorem 1 while the reverse implication is [10, Theorem 10.8.1, vol. II]. 
The analogous result for P -convexity for singular supports is the following.
Corollary 6. Let P 6= 0 be a polynomial such that {x ∈ Rn; σP (x) = 0} = W
⊥
for some subspace W ⊆ Rn with σP (W⊥) = 0. Then, for X ⊆ Rn the following are
equivalent.
i) X is P -convex for singular supports.
ii) dX satisfies the minimum principle in x+W for every x ∈ Rn.
Proof. That ii) implies i) follows again from Theorem 1 while the reverse implication
is [10, Corollary 11.3.2, vol. II]. 
Remark 7. We do not know if the condition ”σP (W
⊥) = 0” in Corollary 6 is
redundant.
Recall that a polynomial P ∈ C[X1, . . . , Xd] is said to act along a subspace W
of Rd if P (x) = P (πW (x)) for every x ∈ Rd, where πW denotes the orthogonal
projection of Rd onto W . It is easily seen that P acts along a subspace W of Rd if
and only if P (x+ y) = P (x) holds for every x ∈ Rd and each y ∈W⊥. Moreover, a
polynomial P acting along a subspace W is said to be elliptic on W if Pm(x) 6= 0
for all x ∈W\{0}.
Lemma 8. Let P ∈ C[X1, . . . , Xn] be a non-constant polynomial which acts along
a subspace W ⊆ Rn and is elliptic as a polynomial on W . Then σP (V ) = 0 holds
for a subspace V ⊆ Rn if and only if V ⊆W⊥.
Proof. Without loss of generality we may assume W = Rk × {0} with 1 ≤ k ≤ n
and 0 ∈ Rn−k. For x = (x1, . . . , xn) we denote x′ = (x1, . . . , xk).
Clearly, V ⊆W⊥ implies σP (V ) = 0. On the other hand, if V is not a subspace
of W⊥ there is x ∈ V with |x′| = 1. From the ellipticity of P on Rk it follows that
for some C > 0 we have
∀ ξ ∈ Rn : C|ξ′|m ≤ |P (ξ′)|,
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where m ∈ N0 is the degree of P . Thus, for ξ ∈ Rn and t > 0 we have
P˜span{x}(ξ, t)
2 = sup
|θ|≤t
|P (ξ′ + θx′)|2
≥ C sup
|θ|≤t
|ξ′ + θx′|2m
≥
C
2
(
|ξ′ + tx′|2m + |ξ′ − tx′|2m
)
=
C
2
(( k∑
j=1
(ξj + txj)
2
)m
+
( k∑
j=1
(ξj − txj)
2
)m)
≥
C
2
( k∑
j=1
(
(ξj + txj)
2m + (ξj − txj)
2m
))
≥ C
( k∑
j=1
ξ2mj + t
2m
k∑
j=1
x2mj
)
.
Moreover, for suitable C′, D > 0 we have for all ξ ∈ Rn and t > 0
P˜ (ξ, t)2 ≤ C′(t2m + |ξ′|2m) ≤ D(t2m +
k∑
j=1
ξ2mj ).
If we set α :=
∑k
j=1 x
2m
j and take into account that α > 0 because of |x
′| = 1 it
follows that for every ξ ∈ Rn and t > 0 we have
P˜span{x}(ξ, t)
2
P˜ (ξ, t)2
≥
C
(∑k
j=1 ξ
2m
j + t
2mα
)
D(
∑k
j=1 ξ
2m
j + t
2m)
≥
C
D
α > 0,
so that
σP (V ) ≥ σP (x) ≥
C
D
α > 0
which proves the lemma. 
The next theorem complements a result of Nakane [18] mentioned in the intro-
duction.
Theorem 9. Let P ∈ C[X1, . . . , Xn] be a polynomial which acts along a subspace
W ⊆ Rn and is elliptic as a polynomial on W . Then, for an open subset X ⊆ Rn
the following are equivalent.
i) X is P -convex for supports.
ii) X is P -convex for singular supports.
iii) dX satisfies the minimum principle in x+W for every x ∈ Rn.
In particular, P (D) is surjective on C∞(X) if and only if P (D) is surjective on
D ′(X).
Proof. That i) and iii) are equivalent is [10, Theorem 10.8.5] while the equivalence
of ii) and iii) follows from Corollary 6 and Lemma 8. 
Corollary 10. Let P (x) = α
∏l
j=1(〈Nj , x〉+cj) where Nj ∈ C
n\{0}, α, cj ∈ C, j =
1, . . . , l,. Then for an open subset X ⊆ Rn the following are equivalent.
i) X is P -convex for supports.
ii) X is P -convex for singular supports.
iii) dX satisfies the minimum principle in x +W for every x ∈ Rn, where W
is one of the subspaces span{Re Nj , Im Nj}, j = 1 . . . , l.
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Proof. Since each of the the first order operators 〈Nj , D〉+ cj acts along one of the
subspaces span{Re Nj , Im Nj} and is elliptic there, the corollary follows directly
from Theorem 9 and the fact that these operators commute. 
3. Surjectivity of certain augmented differential operators
In this section we show that for certain partial differential operators, including
non-degenerate parabolic operators like the heat operator, surjectivity of P (D) on
D ′(X) implies the surjectivity of the augmented operator P+(D) on D ′(X × R),
where P+(x1, . . . , xn, xn+1) := P (x1, . . . , xn). It was shown in [12], that in case of
n = 2 the augmented operator of a surjective partial differential operator P (D) is
always surjective while in [13] for n ≥ 3 a hypoelliptic differential operator P (D)
was constructed for which there is some open X ⊆ Rn such that P (D) is surjective
on D ′(X) while the augmented operator P+(D) is not surjective on D ′(X × R).
Thus, although not true in general, for certain differential operators, including
the heat operator, the problem of parameter dependence for solutions of partial
differential equations [1, Problem 9.1] has a positive solution, as will be shown as
a consequence of the results from this section in section 4.
Apart from the functional σP we also use
σ0P (V ) := inf
t≥1,ξ∈Rn
P˜V (ξ, t)
P˜ (ξ, t)
,
where V ⊆ Rn is again a subspace. Moreover, we set σ0p(y) := σ
0
P (span{y}) for
y ∈ Rn. Furthermore, we define
π : Rn+1 → Rn, (x1, . . . , xn+1) 7→ (x1, . . . , xn)
and we set A′ := π(A) for A ⊆ Rn+1, respectively x′ := π(x) for x ∈ Rn+1. The
reason for using σ0P is the following lemma. For its proof see [5, Lemma 1].
Lemma 11. For a polynomial P ∈ C[X1, . . . , Xn] and a subspace V ⊆ Rn+1 the
following hold.
i) σP+(V
′ × R) = σP+(V
′ × {0}) = σ0P (V
′).
ii) σP+(V ) = 0 if and only if σ
0
P (V
′) = 0.
We continue with an easy geometrical observation. For its proof we need the
following trivial proposition.
Proposition 12. Let X and Y be Hausdorff topological spaces, f : X → Y contin-
uous and open, and let K ⊆ X be compact. Then ∂f(K) ⊆ f(∂K).
Proof. Let y ∈ ∂f(K) and x ∈ K with f(x) = y. Suppose that x /∈ ∂K. Then there
is an open neighborhood V of x such that V ⊆ K. Since f is open it follows that
f(V ) is an open neighborhood of y = f(x) which is contained in f(K) contradicting
y ∈ ∂f(K). 
Proposition 13. Let X ⊆ Rn be open and F ⊆ Rn+1 be closed. If dX satisfies
the minimum principle in F ′ then dX×R satisfies the minimum principle in F .
Moreover, if F is an affine subspace such that {xn+1; x ∈ F} is bounded and dX×R
satisfies the minimum principle in F then dX satisfies the minimum principle in
F ′.
Proof. Let dX satisfies the minimum principle in F
′. Let K ⊆ F ∩ (X × R) be
compact. We assume that there is x0 ∈ K such that
dX×R(x0) < min
x∈∂FK
dX×R(x).
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Since dX×R(x) = dX(x
′) it follows
dX(x
′
0) = dX×R(x0) < min
x∈∂FK
dX×R(x)
= min{dX(x
′);x′ ∈ π|F (∂FK)}.
Applying Proposition 12 to π|FF → F
′ we obtain π|F (∂FK) ⊇ ∂F ′K
′ so that the
previous inequality yields
dX(x
′
0) < min
∂F ′K
′
dX(x
′).
Since x′0 ∈ K
′ and since dX satisfies the minimum principle this gives a contradic-
tion. Thus
dX×R(x0) ≥ min
x∈∂FK
dX×R(x)
for every x0 ∈ K so that dX×R satisfies the minimum principle in F .
Now assume that F is an affine subspace such that {xn+1; x ∈ F} is bounded and
that dX×R satisfies the minimum principle in F . Since {xn+1; x ∈ F} is bounded
the subspace F − F of Rn+1 is contained in Rn × {0}. It follows for x, y ∈ F with
π(x) = π(y) that x′ = y′ and because of x−y ∈ F −F ⊆ Rn×{0} we obtain x = y.
Therefore, π|F is injective so that
π|F : F → F
′
is a homeomorphism.
Let K ⊆ F ′ ∩X be compact. It follows that K ×R ⊆ (F ′ ×R) ∩ (X ×R), thus
(K × R) ∩ F ⊆ F ∩ (X × R). Because {xn+1; x ∈ F} is bounded
L := (K × R) ∩ F
is a compact subset of F ∩ (X × R) with π(L) = K. Therefore, and since dX×R
satisfies the minimum principle in F we have
min
x′∈K
dX(x
′) = min{dX(x
′); x′ ∈ π(L)} = min{dX(π(x)); x ∈ L}
= min
x∈L
dX×R(x) = min
x∈∂FL
dX×R(x)
= min{dX(x
′); x′ ∈ π|F (∂FL)}
= min{dX(x
′); x′ ∈ ∂′FK} = min
x′∈∂′
F
K
dX(x
′),
where we used that π|F is a homeomorphism onto F
′ and π(L) = K in the last
step. 
The next proposition will be useful in the proof of the following theorem.
Proposition 14. Let P be a polynomial and let V ⊆ Rn be a subspace such that
P is constant on V . Then
∀x ∈ Rn, ξ ∈ V : P (x+ ξ) = P (x),
i.e. P acts along V ⊥.
Proof. By an appropriate linear change of coordinates we may assume without loss
of generality that V = Rk × {0}n−k with k = dimV . Since P is constant on V it
follows
∀ ξ ∈ V, α ∈ Nn0 ∩ V, α 6= 0 : ∂
αP (ξ) = 0.
Writing α ∈ Nn0 as α = α
′ + α′′ with α′ ∈ Nn0 ∩ V and α
′′ ∈ Nn0 ∩ V
⊥ it follows
∀ ξ ∈ V, α ∈ Nn0 , α
′ 6= 0 : ∂αP (ξ) = ∂α
′′
∂α
′
P (ξ) = 0.
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Since ξk+1 = . . . = ξn = 0 for every ξ ∈ V this implies together with Taylor’s
Theorem
P (x+ ξ) =
∑
α∈Nn
0
∂αP (0)
α!
(x+ ξ)α =
∑
α∈Nn
0
∩V ⊥
∂αP (0)
α!
(x+ ξ)α
=
∑
α∈Nn
0
∩V ⊥
∂αP (0)
α!
xα = P (x)
for every x ∈ Rn and ξ ∈ V . 
Recall that a polynomial P is called semi-elliptic if it is possible to write
P (ξ) =
∑
|α:m|≤1
cαξ
α
such that
∀ ξ ∈ Rn\{0} :
∑
|α:m|=1
cαξ
α 6= 0,
where m ∈ Nn0 and |α : m| =
∑n
j=1 αj/mj. With m1 = 1 and mj = 2 for j > 1 it
follows that the polynomial inducing the heat operator is semi-elliptic.
Theorem 15. Let P ∈ C[X1, . . . , Xn] be a semi-elliptic polynomial with principal
part Pm and let X ⊆ Rn be open. Then the following are equivalent.
i) X × R is P+-convex for singular supports.
ii) X is Pm-convex for supports.
iii) X is Pm-convex for singular supports.
iv) dX satisfies the minimum principle in x+ {y ∈ Rn; Pm(y) = 0}⊥ for every
x ∈ Rn.
Proof. It is shown in [5, Proposition 2, Lemma 3] that Z := {x ∈ Rn; Pm(x) = 0}
is a subspace of Rn and that σP+(V ) = 0 if and only if V is a subspace of Z × R.
In particular,
(3) {x ∈ Rn+1;σP+(x) = 0} = Z × R = (Z
⊥ × {0})⊥.
Since σP+(Z × R) = 0 by Lemma 11 it follows from [10, Corollary 11.3.2] that
dX×R satisfies the minimum principle in x+(Z×R)⊥ for every x ∈ Rn+1 if X×R is
P+-convex for singular supports. Proposition 13 therefore implies that dX satisfies
the minimum principle in every affine subspace parallel to Z⊥ if X×R is P+-convex
for singular supports. Thus, i) implies iv).
On the other hand, if dX satisfies the minimum principle in every affine subspace
parallel to Z⊥ it follows from Proposition 13 that dX×R satisfies the minimum
principle in every affine subspace parallel to (Z × R)⊥ = Z⊥ × {0}. From (3)
together with Theorem 1 we therefore conclude thatX×R is P+-convex for singular
supports. Hence, iv) implies i).
In order to prove the remaining equivalences, we observe that by Proposition
14 Pm is a polynomial acting along the subspace Z
⊥. Since Z ∩ Z⊥ = {0} Pm is
elliptic as a polynomial on Z⊥ so that Theorem 9 yields the equvalences of ii), iii),
and iv). 
We are now able to prove the main result of this section. Part iii) is in particular
applicable to non-degenerate parabolic operators like the heat operator.
Theorem 16. Let P be a polynomial with principal part Pm and let X ⊆ Rn be
open such that P (D) : D ′(X)→ D ′(X) is surjective. Then the augmented operator
P+(D) : D ′(X × R)→ D ′(X × R) is surjective if
i) P acts along a subspace W and is elliptic as a polynomial on W , or
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ii) P (x) = α
∏l
j=1(〈Nj , x〉+cj) where Nj ∈ C
n\{0} and α, cj ∈ C, j = 1 . . . , l,
or
iii) P is a semi-elliptic polynomial for which {x ∈ Rn; Pm(x) = 0} is a one-
dimensional subspace.
Proof. Since X×R is P+-convex for supports whenever X is P -convex for supports
by [5, Proposition 1] we only have to show that X × R is P+-convex for singular
supports.
If P acts along a subspace and is elliptic there, the same holds for P+. As X×R
is P+-convex for supports it follows from Theorem 9 that X ×R is also P+-convex
for singular supports, proving i).
For P (x) = α
∏l
j=1(〈Nj , x〉+ cj), each of the factors of P acts along a subspace
and is elliptic there. Thus applying i) to each of the factors yields ii).
In case of iii) it follows from [10, Theorem 10.8.1] that dX satisfies the minimum
principle in every characteristic hyperplane. Thus, it follows from Theorem 15 that
X × R is P+-convex for singular supports. 
Remark 17. a) It was kindly pointed out to us by D. Vogt that for P (D) =
〈D,N〉 + c in case of N ∈ Rn the surjectivity of P (D) on D ′(X) already implies
the existence of a continuous linear right inverse of P (D) on D ′(X) (see [15]) and
thus a continuous linear right inverse of P+(D) on D ′(X × R). In particular,
P+(D) is then surjective on D ′(X × R). However, due to the well-known result
of Grothendieck that elliptic P (D) do not have continuous linear right inverses for
n ≥ 2 (see e.g. [24, Theorem C.1]) on C∞(X) combined with [15, Theorem 2.7] the
Cauchy-Riemann operator ∂z shows that on D
′(X) a surjective first order operator
P (D) = 〈D,N〉+ c with N ∈ Cn\Rn in general does not have a continuous linear
right inverse.
b) As shown in the proof of Theorem 15, the principal part Pm of a semi-elliptic
polynomial P acts along the subspace {x ∈ Rn; Pm(x) = 0}⊥ and is elliptic as a
polynomial on this subspace. Therefore, applying Theorem 16, Theorem 9, and
Proposition 13, it follows that for a semi-elliptic polynomial the statement
v) X × R is P+m-convex for singular supports.
can be added to the equivalences in Theorem 15.
4. Surjectivity of differential operators on vector-valued
functions and distributions and linear topological invariants
In this section we consider the problem whether surjectivity of a differential
operator P (D) on C∞(X), resp. on D ′(X), passes on to surjectivity of P (D) on
spaces of vector-valued functions, resp. vector-valued distributions. As usual, for a
locally convex space E we denote by C∞(X,E) the space of smooth functions with
values in E and by D ′(X,E) the space of E-valued distributions, i.e. the space of
continuous linear operators from D(X) to E equipped with its usual locally con-
vex topology. As explained in the introduction, surjectivity of P (D) on spaces of
vector-valued smooth functions and distributions is connected with the problem of
parameter dependence for solutions of the equation P (D)uλ = fλ on the corre-
sponding scalar-valued spaces. Obviously, for two topologically isomorphic locally
convex spaces E1 and E2, P (D) is surjective on C
∞(X,E1) (resp. D
′(X,E1)) if
and only if P (D) is surjective on C∞(X,E2) (resp. D
′(X,E2)). As described in the
introduction, this problem is addressed by proving that the kernels C∞P (X), resp.
D ′P (X) have properties (Ω), resp. (PΩ) when P (D) is surjective on C
∞(X), resp.
D ′(X).
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Theorem 18. Let X ⊆ Rn be open and let P be a polynomial with principle part
Pm.
a) Let P be semi-elliptic such that {x ∈ Rn; Pm(x) = 0} is a one-dimensional
subspace of Rn. If X is P -convex for supports then C∞P (X) has property
(Ω).
b) Let P act along a subspace of Rn such that it is elliptic there. If P (D) is
surjective on D ′(X) then D ′P (X) has property (PΩ).
c) Let P (x) = α
∏l
j=1(〈Nj , x〉 − cj) where α, cj ∈ C and Nj ∈ C
n\{0}, j =
1, . . . , l and let P (D) be surjective on D ′(X). Then D ′P (X) has (PΩ).
Proof. First, let P be a semi-elliptic polynomial such that {x ∈ Rn; Pm(x) = 0}
is a one-dimensional subspace of Rn. Since semi-elliptic operators are hypoelliptic
it follows that P (D) is surjective on D ′(X) if it is surjective on C∞(X). Thus,
by Theorem 16 it follows that P+(D) is surjective on D ′(X × R) so that D ′P (X)
has (PΩ) by [1, Proposition 8.3]. Since P (D) is hypoelliptic, D ′P (X) and C
∞
P (X)
coincide as locally convex spaces by [25, Theorem 52.1], thus the Fre´chet-Schwartz
space C∞P (X) has (Ω) by [1, Proposition 5.3]. This proves a).
For a polynomial P which acts along a subspace and is elliptic there, using muatis
mutandis the same arguments used to prove a) yield b).
Finally, let P (x) = α
∏l
j=1(〈Nj , x〉 − cj) and let P (D) be surjective on D
′(X).
Each factor of P acts along one of the subspaces span{ReNj , ImNj} and is elliptic
there so it follows from part b) and [1, Proposition 8.3] that each of the factors of
P (D) and therefore P (D) itself is surjective on D ′(X × R). Another reference to
[1, Proposition 8.3] yields that D ′P (X) has (PΩ). 
Corollary 19. Let X ⊆ Rn be open and let P be a polynomial with principle part
Pm.
a) Let F be a Fre´chet space with property (DN) and let P be semi-elliptic such
that {x ∈ Rn; Pm(x) = 0} is a one-dimensional subspace of Rn and such
that P (D) is surjective on C∞(X). Then P (D) is surjective on C∞(X,F ′).
b) Let E be a locally convex space such that E is either the strong dual of
a nuclear Fre´chet space with (DN), the strong dual of a Fre´chet-Schwartz
space with (DN) which has an absolute Schauder basis, or D ′(Y ), where
Y ⊆ Rm is open.
i) Let P be semi-elliptic such that {x ∈ Rn; Pm(x) = 0} is a one-
dimensional subspace of Rn and such that P (D) is surjective on C∞(X).
Then P (D) is surjective on D ′(X,E).
ii) Assume P acts along a subspace of Rn and is elliptic there such that
P (D) is surjective on D ′(X). Then P (D) is surjective on D ′(X,E).
iii) Let P (x) = α
∏l
j=1(〈Nj , x〉−cj) where α, cj ∈ C and Nj ∈ C
n\{0}, j =
1, . . . , l such that P (D) is surjective on D ′(X). Then P (D) is surjec-
tive on D ′(X,E).
Proof. If the hypothesis of a) are satisfied it follows from part a) of Theorem 18
that C∞P (X) has property (Ω). If F is a Fre´chet space with (DN) it follows from
[28, Theorem 2.4 b)] that P (D) is surjective on C∞(X,F ′) which proves a). In
case F is a Fre´chet-Schwartz space with absolute Schauder basis, F is topologically
isomorphic to a Ko¨the sequence space λ1(A) (see [17, Proposition 27.26]). If F
additionally has (DN) it follows from [1, Theorem 5.6, Corollary 4.2, and Proposi-
tion 3.3] that P (D) is surjective on D ′(X,F ′). In case F is a nuclear Fre´chet space
with (DN) it follows again from [1, Theorem 5.6, Corollary 4.2, and Proposition
3.3] that P (D) is surjective on D ′(X,F ′). Since by the Schwartz-Kernel Theo-
rem D ′(X ×R) and D ′(X,D ′(R)) are canonically isomorphic and since under this
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isomorphism P+(D) and P (D) on D ′(X,D ′(R)) are conjugate it follows that the
latter is surjective. Moreover, since D ′(R) and D ′(Y ) are topologically isomorphic
(see [29]) we finally obtain surjectivity of P (D) on D ′(X,D ′(Y )) which proves part
i) of b).
For a polynomial P which acts along a subspace and is elliptic there, the same
arguments used to prove b) i) yield part ii) of b).
Finally, let P (x) = α
∏l
j=1(〈Nj , x〉 − cj) such that P (D) is surjective on D
′(X).
By part b) of Theorem 18 D ′P (X) has (PΩ). Thus, applying [1, Proposition 8.3]
and the Schwartz-Kernel Theorem once more gives b) iii). 
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