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METABELIAN REPRESENTATIONS, TWISTED ALEXANDER
POLYNOMIALS, KNOT SLICING, AND MUTATION
CHRIS HERALD, PAUL KIRK, AND CHARLES LIVINGSTON
Abstract. Given a knot complement X and its p–fold cyclic cover Xp → X,
we identify twisted polynomials associated to GL1(F[t±1]) representations of
pi1(Xp) with twisted polynomials associated to related GLp(F[t±1]) represen-
tations of pi1(X) which factor through metabelian representations.
This provides a simpler and faster algorithm to compute these polynomials,
allowing us to prove that 16 (of 18 previously unknown) algebraically slice
knots of 12 or fewer crossings are not slice. We also use this improved algorithm
to prove that the 24 mutants of the pretzel knot P (3, 7, 9, 11, 15), corresponding
to permutations of (7, 9, 11, 15), represent distinct concordance classes.
1. Introduction
In 1975 Casson and Gordon [2] presented the first examples of algebraically slice
knots that are not slice. Since then, many other powerful obstructions to a knot
being slice have been developed, both in the topological locally flat category, the
focus of this paper, and in the smooth category. See [28] for a list of references up
2003. A few more recent articles include [4, 5, 9, 29, 31, 32].
Despite this remarkable progress since Levine defined the algebraic concordance
group 40 years ago, the challenge of proving that a given algebraically slice knot is
not slice has largely remained intractable. As evidence, among prime knots of 12 or
fewer crossings, there are 18 that are algebraically slice but not readily shown to be
slice. Of these, two fall to the results of Casson-Gordon concerning 2-bridge knots,
but the remaining 16 have been inaccessible until now. The most recent advances
in smooth concordance place 12 crossing knots on the edge of what is computable;
in the topological category the problem is much more difficult.
Here we explore obstructions based on twisted Alexander polynomials and de-
velop readily computable invariants that are highly effective in obstructing sliceness.
In particular, of the 18 knots just mentioned, quick computations demonstrate that
16 are not slice. Unexpectedly, one of the remaining two knots is shown to be
smoothly slice, and only one questionable case remains in the table.
Our initial work [19, 20] with twisted knot polynomials began to address the
challenge of finding computable slicing obstructions, but that work was not suffi-
cient to effectively deal with any of the outstanding cases taken from the table of
12 crossing knots.
Key words and phrases. Twisted Alexander polynomial, slice knot, mutation, knot
concordance.
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Twisted Polynomials. Given a space X and a homomorphism ρ : π1(X) →
GLn(F[t
±1]), where F is a field, there is defined a twisted Alexander polynomial,
∆X,ρ(t) ∈ F[t±1]. The early development of this invariant as a tool in classical knot
theory, in which case X was taken to be a classical knot complement, appeared
in such papers as [16, 22, 24, 38]. The theory and application of twisted knot
polynomials has been considered by many authors; a few papers include [3, 11, 13,
15, 23, 34].
In [19, 20, 21] we considered the case in which X is a cyclic cover of a classical
knot complement and ρ is a 1–dimensional complex representation. One of the
main results of [19] was that for appropriately defined ρ, ∆X,ρ(t) can be interpreted
as the discriminant of a Casson-Gordon invariant of the knot. (Discriminants of
Casson-Gordon invariants were first studied in [12, 25].) In [20] this was applied
to analyze knot concordance problems, for instance distinguishing knots from their
reverses in concordance and distinguishing positive mutants of certain pretzel knots;
discriminants were later used in [21] to further analyze the action of mutation on
the concordance group.
Results. Our main theoretical result, Theorem 7.1, identifies the twisted polyno-
mial developed in [19], based on a 1–dimensional representation of a cyclic cover of
a knot, with a twisted polynomial associated to a higher-dimensional metabelian
representation of the knot group itself. As a practical matter, this vastly simplifies
the computation of twisted polynomials; in brief, the added complexity of working
with covers results from the fact that if a knot group has g generators, then the
group of its n-fold cyclic branched cover has roughly ng generators.
The second focus of our theoretical investigations is a detailed analysis of the
Fq[Zp]–module structure of H1(Bp;Zq) where Bp denotes the p-fold branched
cover of a knot in S3. This allows us to identify the space of those characters
in Hom(H1(Bp),Zq) which vanish on equivariant metabolizers for the linking form.
Such characters determine which twisted Alexander polynomials to use to obstruct
sliceness.
As mentioned earlier, our main application is to settle the slice status of all but
one of the 18 remaining algebraically slice knots with 12 or fewer crossings that
were not known to be topologically slice. We show 16 of these are not slice. A side
note is a construction that proves that one of the 18 is slice. Though we do not
pursue it further in this article, the trick we introduce should be quite useful in the
further enumeration of slice knots.
There is an interesting parallel between our work and that concerning reversibil-
ity of knots. Fox [7] asked in 1961 if nonreversible knots existed, and he pointed
to 817 as the first case of interest. (Fox used the word invertible rather than re-
versible.) Trotter [37] soon showed the existence of nonreversible pretzel knots, but
it took almost twenty years before several authors [14, 17] could show that 817 is not
reversible. What we find especially satisfying is that Hartley’s approach, the first
that was capable of addressing general knots in the table, depended on metabelian
representations, the same tool that is central here. To complete the circle, as a
second application we give an example of a 5–stranded pretzel knot for which all
24 of its positive mutants are distinct in concordance. This set consists of twelve
knots and their reverses.
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2. Twisted Homology and Polynomials
Let X be a finite CW–complex with universal cover X˜ and set π = π1(X). Our
convention is that π acts on the left on the cellular chain complex C∗(X˜). Let M
be a right Z[π]–module.
The twisted chain complex C∗(X ;M) is defined to be M ⊗Z[π] C∗(X˜). The
twisted homology of X is given as the homology of this complex: Hn(X ;M) =
Hn(M ⊗Z[π] C∗(X˜)). If M has the compatible structure of a left S–module for a
ring S, so that M is a (S,Z[π])-bimodule, then Hn(X ;M) inherits a left S–module
structure.
The order of a cyclic module over a principal ideal domain is the generator of
the annihilator ideal. The order of a direct sum of cyclic modules is the product of
the orders of the summands.
Definition 2.1. Let F denote some field. Suppose that M is a (F[t±1],Z[π])–
bimodule. Define the twisted Alexander polynomial associated toX andM , ∆X,M ∈
F[t±1], to be the order of H1(X ;M) as a left F[t±1]–module. This is well-defined
up to multiples by units in F[t±1], that is, elements of the form atk, a ∈ F∗, k ∈
Z. If the right Z[π]–module structure on M is determined by a homomorphism
α : π → Aut(M), we sometimes write ∆X,α instead of ∆X,M .
In our earlier article [19] and all other articles on twisted Alexander polynomials,
the homomorphism α was taken to have the form ǫ ⊗ ρ for some ǫ : π → Z. More
precisely, we took V an F–vector space with a right Z[π]–action determined by
a homomorphism ρ : π → GL(V ), and constructed the (F[t±1],Z[π])–bimodule
M = F[t±1]⊗F V with the right Z[π]–action given by α = ǫ⊗ ρ. In other words,
(f(t)⊗ v) · γ = tǫ(γ)f(t)⊗ vρ(γ), for γ in π.
The extra flexibility afforded in Definition 2.1 by allowing α to be more general than
tensor products of the form ǫ⊗ ρ permits a streamlining of some of our arguments.
In particular, the twisted polynomials denoted ∆X,ǫ,ρ in [19] are denoted here by
∆X,ǫ⊗ρ (or ∆X,F[t±1]⊗FV if the action is understood).
3. Shapiro’s Lemma
Let Xp → X be a degree p connected covering space of X , and set πp = π1(Xp).
Presentations of the group πp become complicated very quickly as p increases,
making it difficult to carry out explicit computations of twisted polynomials using
covers. One goal of this article is to identify the twisted polynomial associated with
Xp with one associated with X . The basic result of homological algebra needed for
doing this is Shapiro’s Lemma. A discussion can be found in [1].
Given a subgroup H ⊂ G and a right Z[H ]–module M , the right Z[G]–module
M ⊗Z[H] Z[G] is denoted IndGH(M).
Shapiro’s Lemma. Let Xp be a connected covering space of X, π = π1(X) and
πp = π1(Xp). Given a right Z[πp]–module M , then Hi(Xp;M) ∼= Hi(X ; Indππp(M)).
If S is a ring and M is an (S,Z[πp])–bimodule, then Ind
π
πp(M) is an (S,Z[π])–
bimodule and the homology group isomorphism also preserves the left S–module
structure.
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Proof. Let X˜ denote the universal cover ofX andXp. The covering transformations
provide the cellular chain complex C∗ = C∗(X˜) with the structure a right Z[π]–
complex. We have the following isomorphisms of left S–chain complexes.
(M ⊗Z[πp] Z[π]) ⊗Z[π] C∗ ∼= M ⊗Z[πp] (Z[π]⊗Z[π] C∗) ∼=M ⊗Z[πp] C∗.
These induce isomorphisms on homology. 
The module IndGH(M) can also be described as follows (see [1] for details). First,
Z[G] is a free left Z[H ]–module on H\G. Let R = {gi} ⊂ G be a complete set of
coset representatives; these form a basis for Z[G] as a left Z[H ]–module, and hence
as an abelian group,
(3.1) IndGH(M) = M ⊗Z[H] Z[G] ∼=
⊕
gi∈R
M ⊗ gi,
as an internal direct sum. The right Z[G]–action on the direct sum is described in
this basis as follows: if gi ∈ R and g ∈ G, then Hgig = Hgj for some gj ∈ R; in
other words, gigg
−1
j ∈ H . Then for m ∈M , (m⊗ gi) · g = mgigg−1j ⊗ gj .
One useful consequence is that if S is a commutative ring with unity with a right
H–action (and hence an (S,Z[H ])–bimodule), then IndGH(S) is a free left S–module
with basis {1⊗ gi}.
Another consequence is a naturality property of induced modules. To describe
it, note that given a group homomorphism h : A→ B and a right Z[B]–module M ,
there is a pulled back Z[A]–module structure on M , which we denote Mh, given
by m · a = m · h(a). In all of our examples, we have subgroups H ⊂ G and πp ⊂ π,
and a commutative diagram (with inclusions for the horizontal maps)
πp π
H G
✲
❄
φ′
❄
φ
✲
In this setting, if S is a commutative ring with unity and M is an (S,Z[H ])–
bimodule, the naturality property of induced modules is expressed as follows.
Proposition 3.1. If φ is surjective and πp = φ
−1(H), then
(
IndGH(M)
)φ ∼=
Indππp(M
φ′) as (S,Z[π])–bimodules.
Proof. The hypotheses imply that πp\π and H\G are in bijective correspondence.
If γi ∈ π satisfy φ(γi) = gi, then the discussion above implies that
IndGH(M) =
⊕
[gi]∈H\G
M ⊗ gi =
⊕
[γi]∈πp\π
M ⊗ γi = Indππp(M).
The fact that the kernels of φ and φ′ coincide implies that the identification is well
defined; in particular it is independent of the choice of gi and their lifts γi. Indeed,
it is given by the map 1⊗ φ′ : M ⊗Z[πp] Z[π]→M ⊗Z[H] Z[G]. 
4. Example: M = F[t±1]
Suppose that the CW–complex X admits a surjective map ǫ : π → Z. Let Xp
be the associated p–fold cyclic cover of X , with fundamental group πp = π1(Xp).
Fix a field F, and consider the group Z = 〈t〉 (i.e. written multiplicatively). Let N
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denote the abelian group F[t±1] with the (F[t±1],Z[Z])–bimodule structure defined
by f(t) · q · p(t) = f(t)p(t)q. Let pZ ⊂ Z denote the subgroup of index p, and let
ψ : pZ→ Z denote the isomorphism ψ(tpk) = tk.
Consider M = Nψ◦ǫ, that is F[t±1] with the (F[t±1],Z[πp])–bimodule structure
where γ ∈ πp acts by q · γ = qt
ǫ(γ)
p . Set M ′ = Indππp(M). In the following theorem
we identifyM ′ = Indππp(F[t
±1]) and apply Shapiro’s Lemma to interpretH1(Xp;M)
in terms of H1(X ;M
′).
Theorem 4.1. The (F[t±1],Z[π])–bimodule M ′ = Indππp(F[t
±1]) is isomorphic to
(F[t±1])p with the left F[t±1]–action given by multiplication and the right Z[π]–
action given by
v · γ = vAǫ(γ) for v ∈ (F[t±1])p, γ ∈ π
where A denotes the matrix
A =


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
t 0 · · · 0

 .
Hence H1(Xp;F[t
±1]) ∼= H1(X ; (F[t±1])p) as left F[t±1] modules.
Proof. Applying Proposition 3.1 to the subgroup H = pZ of G = Z shows that
M ′ = Indππp(N
(ǫ◦ψ)) = Indππp
(
(Nψ)ǫ
)
=
(
IndZpZ(N
ψ)
)ǫ
.
From Equation (3.1),
IndZpZ(N
ψ) =
p−1⊕
i=0
F[t±1]⊗ ti,
where right multiplication by the generator t for Z acts on the left F[t±1]–module
basis {1 ⊗ ti | i = 0, . . . , p − 1} by the matrix A. The homology identification is
immediate from Shapiro’s Lemma. 
As a corollary we derive the known relationship between the Alexander polyno-
mial of a knot and that of its p–fold cyclic cover.
Corollary 4.2. IfX is the complement of a knot K, then the order of H1(Xp;Q[t
±1])
as a Q[t±1]–module is
∏p−1
i=0 ∆K(ζ
i
pt
1/p), where ∆K is the Alexander polynomial of
K and ζp is a primitive p–root of unity.
Proof. To make the notation transparent, write R = Q[t±1] and S = Q[ζp][t±
1
p ].
The inclusion R ⊂ S of principal ideal domains induces an (S,R)–bimodule
structure on S. As a right R–module, S is free of rank p2− p, and hence flat. Thus
for any left R–chain complex C∗, Hi(S ⊗R C∗) ∼= S ⊗R Hi(C∗). In particular the
left S–modules H1(X ;S
p) = H1(X ;S⊗RRp) and S⊗RH1(X ;Rp) are isomorphic.
Since S ⊗R (R/(d)) ∼= S/(d), it follows by the observations above that the order
of the torsion of H1(X ;R
p) is sent to the order of the torsion of H1(X ;S
p) via the
inclusion R ⊂ S.
Theorem 4.1 implies that the order of the torsion of H1(Xp;R) (that is, the
Alexander polynomial of the cover Xp) is equal to the order of the torsion of
H1(X ;R
p), and so is sent to the order of the torsion of H1(X ;S
p) via R ⊂ S.
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The matrix A is conjugate over S to the diagonal matrix with entries ζipt
1
p on
the diagonal. Hence
H1(X ;S
p) ∼=
p⊕
i=1
H1(X ;S)
where the 1–dimensional action on the ith summand is defined by having the merid-
ian act as multiplication by ζipt
1
p .
Since the 1–dimensional representation sending the meridian to the matrix (t)
defines the Alexander polynomial, the order of the torsion of the ith summand is
∆K(ζ
i
pt
1
p ). Therefore the order of the sum (and hence of H1(X ;S
p)) is the product
of the ∆K(ζ
i
pt
1
p ), as desired. 
5. Structure of finitely generated Fq[Zp]–modules and metabelian
representations.
In the remainder of the paper, we will denote the group Z/pZ by Zp. We will
denote by Fq the field with q elements. In this section, we examine the structure of
the Fq vector spaces V with Zp actions, that is, Fq[Zp]–modules. Fix p, q distinct
prime positive integers. Given f ∈ Fq[Zp], let Rf denote the quotient of Fq[Zp] by
the principal ideal generated by f . Typically we write f ∈ Fq[Zp] as a polynomial
in x which divides xp − 1.
Proposition 5.1. Let k ≥ 1 and suppose that p divides qn − 1 but does not divide
qk − 1 for k < n. Then in Fq[x],
xp − 1 = (x− 1)
(p−1)/n∏
k=1
fi(x)
where each fi has degree n and is irreducible over Fq. Moreover, the fi are relatively
prime (and relatively prime to x− 1).
Proof. The group of units in Fqk is an abelian group of order q
k − 1. Thus Fqn
contains exactly p − 1 primitive p–roots of unity. However, Fqn−1 contains no
nontrivial p–roots of unity. Thus, Fqn is the splitting field for x
p − 1.
Given this, each primitive p–root of unity satisfies an irreducible polynomial over
Fq of degree exactly n. This yields the desired factorization, though at this point
the fi are not clearly distinct. However, if x
p − 1 had a factor with multiplicity
greater than one, xp − 1 and its derivative would have a common factor. 
We let ℓ = (p− 1)/n and denote by f1, f2, · · · , fℓ the irreducible factors over Fq
of 1 + x+ · · ·+ xp−1 and let f0 = x− 1. Since Fq[x] is a principal ideal domain,
(5.1) Fq[Zp] ∼= Rf0 ⊕ · · · ⊕Rfℓ .
Replacing x by x−1 preserves xp−1 up to powers of x, so each fi is either symmetric,
fi(x) = fi(x
−1) up to a unit, or else has a conjugate fj , j 6= i, so that fj(x) =
fi(x
−1) up to a unit.
Every finitely generated Fq[Zp]–module V has a canonical decomposition into
its fi–primary parts of the form
V = Vf0 ⊕ Vf1 ⊕ · · · ⊕ Vfℓ
where Vfi = {v ∈ V | fiv = 0}. In particular, there exist natural projections
V → Vfi for each i. Each summand is isomorphic to direct sum of copies of Rfi .
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If V and V ′ are Fq[Zp]–modules, let HomFq [Zp](V, V
′) denote the set of Zp–
equivariant Fq–vector space homomorphisms from V to V
′, that is, the Fq[Zp]
module homomorphisms.
We now recall Schur’s lemma [6] in the present context.
Lemma 5.2. There are isomorphisms
HomFq [Zp](Rfi , Rfj )
∼=
{
0 if i 6= j
Rfi if i = j.
Elements of HomFq [Zp](Rfi , Rfi) are expressed as multiplication by elements of
Fq[Zp]. In particular, an Fq basis for HomFq [Zp](Rfi , Rfi) is given by multipli-
cation by 1, x, x2, · · · , xn−1 where n = deg(fi). 
5.1. Semi-direct products. Let V be a Fq[Zp]–module. We view Zp as a mul-
tiplicative group, generated by an element x and denote the action of xi ∈ Zp on
v ∈ V by xi · v. The semi-direct product Zp ⋉ V is the set of pairs (xi, v) with
multiplication given by
(xi, v)(xj , w) = (xi+j , x−j · v + w).
Note that V inherits a Z–action from the reduction map Z→ Zp, so we can also
form the semi-direct product Z ⋉ V . The subgroup (pZ) ⋉ V is isomorphic to a
product, but we will continue to write it as a semi-direct product to highlight that
it is a subgroup of Z⋉ V . Note that (xi, v) = (1, xi · v)(xi, 0).
Take X,Xp, π = π1(X), πp = π1(Xp), ǫ : π → Z as in Section 2. Fix an m ∈ π
satisfying ǫ(m) = 1. Then conjugation by m induces an automorphism of πp. This
automorphism in turn induces an order p automorphism of H1(Xp) which coincides
with the action of the corresponding covering transformation.
Given a left Fq[Zp]–module V , any (group) homomorphism ρ : πp → V factors
through H1(Xp). Call such a homomorphism equivariant provided ρ(mγm
−1) =
x · ρ(γ).
Fix a Fq[Zp]–module V with no nonzero elements fixed by x, that is, if Vf0 = 0.
In our applications we will take V = H1(Xp;Zq)fi for some i > 0, and ρ : πp →
H1(Xp;Zq)fi the composite of the Hurewicz map h : πp → H1(Xp;Zq) and the
projection H1(Xp;Zq)→ H1(Xp;Zq)fi to the fi-primary component.
Then any equivariant homomorphism ρ : πp → V satisfies ρ(mp) = 0, since
ρ(mp) = ρ(mmpm−1) = x · ρ(mp). Then ρ extends to homomorphisms π → Z⋉ V
(resp. π → Zp ⋉ V ) and the formula
(5.2) ρ˜(γ) = (xǫ(γ), ρ(m−ǫ(γ)γ)),
where x denotes the generator of Z (resp. of Zp). This extension satisfies ρ˜(m) = x,
and is the unique extension of ρ with this property. We will use the notation ρ˜ in
either case depending on context. Notice that the second is obtained from the first
by reducing the first factor modulo p.
Summarizing:
Proposition 5.3. If V has no fixed vectors, Formula (5.2) defines a one-to-one
correspondence between equivariant homomorphisms ρ : πp → V and homomor-
phisms ρ˜ : π → Z⋉ V (resp. ρ˜ : π → Zp ⋉ V ) satisfying ρ˜(m) = x. The restriction
πp → pZ⋉ V = pZ× V of ρ˜ : π → Z⋉ V to πp coincides with ǫ× ρ. 
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In the case when X is a knot complement S3 − K and Xp its cyclic cover, we
take m ∈ π a meridian. Then a homomorphism ρ : πp → V satisfies ρ(mp) = 0 if
and only if ρ factors through a map ρˆ : π1(Bp) → V where Bp denotes the p–fold
branched cover of K.
The first homology H1(Xp;Zq) decomposes as the sum Zq ⊕H1(Bp;Zq) where
the first summand is precisely the fixed submodule, that is, Zq = H1(Xp;Zq)f0 .
Using Proposition 5.3, the Hurewicz map h : πp → H1(Bp;Zq) determines the
homomorphisms
π → Z⋉H1(Bp;Zq) and π → Zp ⋉H1(Bp;Zq);
the first of these restricts to ǫ × h : πp → pZ × H1(Bp;Zq). Composing with the
projections H1(Bp;Zq) → H1(Bp;Zq)fi = H1(Xp;Zq)fi for some i > 0 yields the
homomorphisms
π → Z⋉H1(Bp;Zq)fi and π → Zp ⋉H1(Bp;Zq)fi .
If V = Rfi then every equivariant homomorphism ρ : H1(Xp)→ V factors through
H1(Xp;Zq)fi and so the corresponding homomorphism ρ˜ : π → Z ⋉ V factors
through Z⋉H1(Bp;Zq)fi . For general V one applies Lemma 5.2 to reduce to this
special case.
In practice, such homomorphisms ρ˜ : π → Z ⋉ V are constructed in terms of
Wirtinger generators {x1, · · · , xn} of a knot group by setting ρ˜(xi) = (x, vi) (with
e.g. m = xn so vn = 0) and checking that the Wirtinger relations are satisfied. The
Wirtinger relation xixjx
−1
i x
−1
k imposes the linear equation
(5.3) (1− x) · vi + x · vj − vk = 0
on the vi ∈ V .
6. Example: The homology group H1(Xp;Q[ζp]))
Suppose that χ : V → Zq is given. Then χ and 0×χ : pZ×V → Zq endow Q[ζq]
with (Q[ζq],Z[V ])– and (Q[ζq ],Z[pZ × V ])–bimodule structures: the left action is
multiplication and the right Z[V ]–action is given by α · v = αζχ(v)q for α ∈ Q[ζq]
and v ∈ V . The right Z[pZ⋉ V ]–action factors through projection to Z[V ].
Theorem 6.1. IndZ⋉VpZ⋉V (Q[ζq]) and Ind
Zp⋉V
V (Q[ζq]) are both isomorphic to Q[ζq]
p
as Q[ζq]–vector spaces. The right action of Z⋉V , respectively Zp⋉V , is given via
the homomorphism τχ : Z⋉ V → GLp(Q[ζq]), defined as follows.
τχ(x, v) =


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
1 0 · · · 0




ζ
χ(v)
q 0 · · · 0
0 ζ
χ(x·v)
q · · · 0
...
...
. . .
...
0 0 · · · ζχ(xp−1·v)q

 .
Here x denotes the generator of Z, respectively its image in Zp.
Proof. As explained above, since 1, x, x2, · · · , xp−1 form a complete set of coset
representatives for the subgroup pZ⋉ V ⊂ Z⋉ V , the (Q[ζq],Z[Z⋉ V ])–bimodule
IndZ⋉VpZ⋉V Q[ζq] is a free left Q[ζq]–module on the basis 1 ⊗ 1, 1 ⊗ x, · · · , 1 ⊗ xp−1.
The right action via multiplication by x is clear. Multiplying by v ∈ V we have
(1⊗ xi) · v = (1⊗ xiv) = (1⊗ (xi · v)xi) = (1 · (xi · v)) ⊗ xi = ζχ(xi·v)q ⊗ xi.
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The case corresponding to the inclusion of V ⊂ Zp ⋉ V has the same proof. 
Given an equivariant map ρ : πp → V as above, the extension ρ˜ : π → Z ⋉ V
defined above determines a diagram
πp π
pZ⋉ V Z⋉ V
✲
❄
ǫ×ρ
❄
ρ˜
✲
Applying Theorem 6.1, Proposition 3.1, and Shapiro’s Lemma we conclude the
following.
Theorem 6.2. With χ : V → Zq as above, the Q[ζq]–module H1(Xp;Q[ζq]) is
isomorphic to H1(X ; (Q[ζq])
p) where the representation π → GLp(Q[ζq]) is given
by composing ρ˜ with the representation given in Theorem 6.1.
7. Q[ζq][t
±1] representations
We turn now to the set-up relevant to our knot slicing applications. Here are
the ingredients:
• Two distinct, positive primes p, q,
• A CW–complex X with π = π1(X), a surjection ǫ : π → Z, Xp → X
the corresponding p–fold covering space with fundamental group πp, and
ǫ′ : πp → Z the corresponding surjection,
• An irreducible Fq[Zp]–module V and a Zq–vector space homomorphism
χ : V → Zq ,
• A choice of loop m ∈ π1(X) satisfying ǫ(m) = 1, and
• A nonzero equivariant homomorphism ρ : πp → V (if V is the trivial 1-
dimensional module we add the requirement that ρ(mp) = 0).
The requirement that V be irreducible is equivalent to saying that V is isomor-
phic to Rfi for one of the summands in (5.1). Since V is abelian, ρ factors through
the Fq[Zp]–module H1(Xp;Zq), and Lemma 5.2 then implies that ρ is surjective,
since we assumed that ρ is nontrivial. Equation (5.2) defines the unique extension
of ǫ× ρ to ρ˜ : π → Z⋉ V satisfying ρ˜(m) = x.
In the case when X is a knot complement, the condition ρ(mp) = 0 implies that
ρ factors through an equivariant homomorphism ρˆ : π1(Bp)→ V with Bp the cyclic
branched cover.
Via ψ × χ : pZ⋉ V → Z×Zq, Q[ζq][t±1] is a (Q[ζq][t±1],Z[pZ⋉ V ])–bimodule.
The right action of (xpk, v) ∈ pZ⋉ V is multiplication by ζχ(v)q tk:
(7.1) f · (xpk, v) = ζχ(v)q tkf for f ∈ Q[ζ][t±1].
Proposition 3.1 and Shapiro’s Lemma then gives an identification
H1(Xp; (Q[ζq][t
±1])ǫ×ρ) ∼= H1(X ; (IndZ⋉VpZ⋉V Q[ζq][t±1])ρ˜).
For simplicity, we denote the induced bimodule by (Q[ζq][t
±1])p. Since {(xi, 0) |
i = 0, . . . , p − 1} form a complete set of coset representatives for the subgroup
pZ ⋉ V ⊂ Z ⋉ V , a basis for the induced bimodule as a left Q[ζq][t±1]–module
is {1 ⊗ (1, 0), 1⊗ (x, 0), · · · , 1 ⊗ (xp−1, 0)}. As explained after Equation (3.1), the
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right action of (xj , v) on the basis element 1⊗(xi, 0) is described as follows. Choose
integers k, ℓ with 0 ≤ ℓ < p and i + j = ℓ+ pk. Then(
1⊗ (xi, 0)) · (xj , v) = (1 · (xi, 0)(xj , v)(x−ℓ, 0))⊗ (xℓ, 0)
=
(
1 · (xi+j−ℓ, xℓ · v))⊗ (xℓ, 0)
= 1 · (xpk, xℓ · v)⊗ (xℓ, 0)
= ζχ(x
i+j ·v)
q t
k ⊗ (xℓ, 0)
= ζχ(x
i+j ·v)
q t
k · (1⊗ (xℓ, 0))
Hence the induced right action of (xj , v) = (xj , 0)(1, v) = (x, 0)j(1, v) ∈ Z⋉ V on
(Q[ζq][t
±1])p is given by the matrix:
(7.2)


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
t 0 · · · 0


j


ζ
χ(v)
q 0 · · · 0
0 ζ
χ(x·v)
q · · · 0
...
...
. . .
...
0 0 · · · ζχ(xp−1·v)q


In summary,
Theorem 7.1. Fix an equivariant ρ : πp → V and a character χ : V → Zq. With
the local coefficients defined by the actions of Equations (7.1) and (7.2) and the
homomorphisms ǫ × ρ : πp → pZ ⋉ V and ρ˜ : π → Z ⋉ V , the homology groups
H1(Xp;Q[ζq][t
±1]) and H1(X ; (Q[ζq][t±1])p) are isomorphic as Q[ζq][t±1]–modules,
and hence
∆Xp,Q[ζq ][t±1](t) = ∆X,(Q[ζq ][t±1])p(t).

We finish this section with the observation that ∆X,(Q[ζq ][t±1])p(t) can be viewed
as a twisted polynomial in the sense of [19]. Precisely,
(7.3) ∆X,(Q[ζq ][t±1])p(t) = ∆X,ǫ⊗α(t
1
p )
for some representation α : π → GLp(Q[ζq]). To see this, notice that the matrices

0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
t 0 · · · 0

 and t
1
p


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
1 0 · · · 0


are conjugate by the diagonal matrix with diagonal entries 1, t
1
p , · · · , t p−1p . Since di-
agonal matrices commute, the action (7.2) can be conjugated over GLp(Q[ζq][t
± 1
p ])
to the action which takes (xj , v) to
(7.4) t
j
p


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
1 0 · · · 0


j


ζ
χ(v)
q 0 · · · 0
0 ζ
χ(x·v)
q · · · 0
...
...
. . .
...
0 0 · · · ζχ(xp−1·v)q


Replacing t
1
p by t yields an action of the form ǫ⊗ α, where α : π → GLp(Q[ζq]) is
obtained by setting t
1
p = 1 in Equation (7.4). Conjugating a representation does
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not change the order of the torsion of the twisted homology, and so the formula
(7.3) follows.
8. Knot slicing obstructions
As before, p and q denote distinct positive prime integers, and ζq is a primitive qth
root of unity. The ring Q[ζq][t
±1] admits an involution¯ : Q[ζq][t±1] → Q[ζq][t±1]
which sends t to t−1 and ζiq to ζ
q−i
q .
We recall how twisted Alexander polynomials obstruct the slicing of knots. Given
K ⊂ S3 an oriented knot, as above we denote by X = S3 −K its complement and
π = π1(X) the knot group. The orientation of S
3 and K uniquely determine a
surjection ǫ : π1(X)→ Z. An oriented meridian m ∈ π for K satisfies ǫ(m) = 1.
LetXp → X be the p–fold cyclic cover, with fundamental group πp, and Bp → S3
the p–fold branched cover. Then H1(Bp) is a finite abelian group. Denote by
ǫ′ : πp → Z the corresponding surjection.
The linking form is a nonsingular form
ℓk : H1(Bp)×H1(Bp)→ Q/Z.
An invariant metabolizer for ℓk is a subgroup A ⊂ H1(Bp) invariant under the
action of the covering transformations for which A = A⊥, where A⊥ denotes the
perpendicular subgroup to A with respect to ℓk. Any metabolizer A has order the
square root of the order of H1(Bp).
Since we are assuming p is prime, the homology group H1(Bp) is a torsion group.
It therefore has a primary decomposition
H1(Bp) =
⊕
q prime
H1(Bp)(q)
where Z(q) is Z localized at q (that is, with all primes other than q inverted)
and H1(Bp)(q) = H1(Bp) ⊗ Z(q). The linking pairing between different q-primary
components is zero. Any metabolizer A ⊂ H1(Bp) will similarly decompose into
A =
⊕
q primeA(q) with A(q) ⊂ H1(Bp)(q). From order considerations it is clear
that A(q) is a metabolizer for H1(Bp)(q) with respect to the restricted intersection
pairing, which defines a nondegenerate pairing
ℓk : H1(Bp)(q) ×H1(Bp)(q) → Z[ 1q ]/Z.
Any Zq–character on H1(Bp) annihilates all the other primary subgroups, so
we can view it as a character on H1(Bp)(q). In addition, it factors through the
map H1(Bp)→ H1(Bp,Zq). Thus the set of Zq–characters on H1(Bp) corresponds
bijectively to Hom(H1(Bp;Zq),Zq) ∼= H1(Bp;Zq).
In [19], building on the ideas of Casson and Gordon [2], the following result
(adapted to the notation of the current article) was shown.
Theorem 8.1. If K is slice and p, q are distinct primes, with q 6= 2, then there
exists an invariant metabolizer A ⊂ H1(Bp) so that for any χ ∈ H1(Bp;Zq) which
vanishes on A, the twisted polynomial ∆Xp,Q[ζq ][t±1](t) factors as λt
kf(t)f(t)(t−1)e
for some λ ∈ Q[ζq], k ∈ Z, and f(t) ∈ Q[ζq][t, t−1]. Here e = 1 if χ is nonzero, and
e = 0 if χ is zero. 
Remark. In that article, Theorem 8.1 is stated assuming p and q are odd, but the
restriction to p odd is unnecessary.
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Assume A ⊂ H1(Bp) is an invariant metabolizer and χ vanishes on A. Then the
induced map χ¯ : H1(Bp;Zq) → Zq vanishes on the image A¯ ⊂ H1(Bp;Zq) of A.
Notice that A¯ is a Zp–invariant subgroup of H1(Bp;Zq) (a Fq[Zp]–submodule of
H1(Bp;Zq)). In any specific example we can enumerate the equivariant metaboliz-
ers of H1(Bp) and their images in H1(Bp;Zq), but the following lemma will permit
us to bypass some of that work.
Lemma 8.2. Let G be a finite abelian q–group with a nonsingular linking form
ℓk : G×G→ Q/Z. Let H be a metabolizer for (G, β). Then the inclusion H⊗Zq →
G⊗ Zq is not surjective.
Proof. We have the exact sequence of abelian groups: H → G → G/H → 0.
Tensoring is right exact, so we have H⊗Zq → G⊗Zq → (G/H)⊗Zq → 0 is exact.
The last group is nontrivial, since G/H is a nontrivial q–group.

Combining these two results we obtain the following.
Corollary 8.3. If K is slice and p, q are distinct primes with p 6= 2, then there
exists a proper invariant subspace A¯ ⊂ H1(Bp;Zq) so that for any χ ∈ H1(Bp;Zq)
which vanishes on A¯, the corresponding twisted polynomial ∆Xp,Q[ζq ][t±1](t) factors
as λtkf(t)f(t)(t− 1)e for some λ ∈ Q[ζq], k ∈ Z, and f(t) ∈ Q[ζq][t±1]. Here e = 1
if χ is nonzero, and e = 0 if χ is zero. The subspace A¯ is the reduction modulo q
of a metabolizer for the linking form ℓk. 
Definition 8.4. We call a Laurent polynomial d(t) ∈ Q[ζq][t±1] a norm provided
d(t) factors in the form
d(t) = λtkf(t)f(t).
Note that by multiplying by appropriate powers of t one may assume that d(t)
and f(t) are polynomials with nonzero constant terms, and that k = deg(d)/2 =
deg(f).
Let K be an algebraically slice knot, and fix a prime number p. In order to use
twisted Alexander polynomials associated to the p–fold cover Xp to show that K is
not slice, we must find a prime q and show that, for every image A¯ ⊂ H1(Bp;Zq) of
an invariant metabolizer, there is a nontrivial χ : H1(Bp;Zq)→ Zq which vanishes
on A¯ for which ∆Xp,Q[ζq ][t±1](t)/(1− t) is not a norm.
Definition 8.5. We call the quotient ∆Xp,Q[ζq ][t±1](t)/(1− t)e the reduced twisted
Alexander polynomial and denote it by ∆˜Xp,Q[ζq ][t±1](t) or ∆˜X,(Q[ζq ][t±1])p(t). Here
e = 1 if χ is nonzero, and e = 0 if χ is zero.
Determining whether a polynomial d(t) ∈ Q[ζq][t±1] is not a norm can be a
challenge in general. However, the following observation and number theoretic
lemma provide two tools which are sufficient to deal with all the examples we
calculate below.
First, if d(t) is a norm, then its image in C[t] (mapping ζq to e
2πi/q) factors
similarly. Since (t− z) = (t−1 − z¯) = −z¯t−1(t − 1/z¯) it follows that the complex
roots of d(t) come in pairs of the form z and 1/z¯.
A more sophisticated method is the following. All of the polynomials d(t) we
calculate have coefficients in the subring Z[ζq] ⊂ Q[ζq]. Although Z[ζq ] is not
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a unique factorization domain for most primes q, we can nevertheless apply the
following version of Gauss’s lemma.
Lemma 8.6. Let q, r be primes and suppose r = nq + 1 for some positive integer
n. Choose b ∈ Zr so that b 6= 1 and bq = 1, and let φ : Z[ζq] → Zr be the ring
homomorphism sending 1 to 1 and ζq to b.
Let d(t) ∈ Z[ζq ][t] be a polynomial of degree 2k. Assume its image φ(d(t)) ∈ Zr[t]
also has degree 2k. If d(t) is a norm (over Q[ζq]) then φ(d(t)) ∈ Zr[t] factors as
the product of two polynomials of degree k.
Proof. Let κ = kerφ. This is a maximal ideal (since the quotient is a field) in the
Dedekind domain Z[ζq ]. The localization Z[ζq]κ is therefore a discrete valuation
ring and hence a unique factorization domain ([6]). The homomorphism φ extends
to Z[ζq ]κ, since localizing inverts elements in the complement of κ, which are sent
by φ to units in Zr .
Since φ(d(t)) has degree 2k, the leading coefficient of d(t) does not lie in κ, and
hence is a unit in Z[ζq]κ. Gauss’s lemma then implies that if d(t) is a norm in Q[ζq],
it is the product of two degree k polynomials in Z[ζq ]κ[t]. Its image φ(d(t)) is then
a product of two polynomials, necessarily of degree k. 
9. Algorithm to compute twisted polynomials from a Wirtinger
presentation
In our earlier article [19] we computed the twisted polynomials corresponding to
ρ by working with a CW–complex homotopy equivalent to the cover Xp, using the
Reidemeister-Schreier process to find a CW–complex for Xp in terms of one for X ,
or, what amounts to the same thing, a presentation of πp. This becomes unwieldy
for a knot whose group has a large presentation, since the number of 1–cells and
2–cells is roughly multiplied by p in a p–fold cover. Computing downstairs, that
is, using the representation ρ˜ instead of ρ, streamlines the computation and can be
easily implemented using a computer algebra package such as MAPLE.
The following discussion explains how to compute twisted polynomials which
arise in Theorem 8.1. It applies to general knots in S3, described in terms of a knot
projection and the associated Wirtinger presentation of the knot group.
Recall that the Wirtinger presentation of π has meridian generators xi, i =
1, 2, · · · , n, where n is the number of strands in a projection of the knot. The
knot group is generated by these; in fact, up to homotopy equivalence, the knot
complement has a CW–structure with the base point the only 0–cell and the 1–cells
precisely the Wirtinger meridians. Moreover, there is one 2–cell for each crossing in
the projection, attached using the Wirtinger relation x−1i xkxjx
−1
k . The surjection
ǫ : π1(X) → Z takes every meridian xi to 1. Using this CW–structure, one can
compute the differentials ∂1 and ∂2, as follows.
Since X has only one 0–cell, the differential ∂1 : C1(X˜)→ C0(X˜) is given by the
column vector with entries xi − 1.
The Fox matrix of free partial derivatives is an n×nmatrix with coefficients in the
group ring Z[π] which represents the differential ∂2 : C2(X˜) → C1(X˜). Explicitly,
the Wirtinger relation xi = xjxkx
−1
j contributes a row to the Fox matrix with −1
in the ith column, 1−xi in the jth column, and xj in the kth column. The reduced
Fox matrix is defined to be the (n− 1)× (n− 1) matrix obtained by dropping the
last row and column.
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The basic relation between the Wirtinger presentation, its reduced Fox matrix
F , and homology is the following. If R is a principal ideal domain and r : π →
GLp(R) is a representation of π which sends the last meridian xn to a matrixM , let
r : Z[π]→ glp(R) denote the natural extension to the group ring and call r(F ) the
substituted reduced Fox matrix for the Wirtinger presentation and representation
r. Then it is well-known (and proved in the present context in [19]) that if the
determinant of r(F ) is nonzero, then the order of the torsion of H1(X ;R
n) is equal
to the determinant of r(F ) times a factor which depends only onM and H0(X ;R
p).
We refer the reader to [19] for details, but note that computing H0(X ;R
n) is a
simple task.
In our context we take r to be ρ˜ and conclude
∆X,Q[ζq ][t±1] =
det(r(F ))
det(ρ˜(xn)− I) (1 − t)
s,
where s = 1 if χ is trivial and s = 0 otherwise.
Of course, one can use other presentations of the knot group rather than the
Wirtinger presentation. Certain classes of knots have more convenient presentations
of their knot group, for example torus knots or pretzel knots. But with other
presentations of π, more care needs to be taken, and we refer the reader to the
article [19] where these issues are explained.
One last observation about calculations is in order. If χ : V → Zq and χ′ : V →
Zq are nonzero multiples of each other, say χ
′ = nχ, then there is a Galois au-
tomorphism α : Q[ζq] → Q[ζq] so that ζχ(v)q = α(ζχ
′(v)
q ) for all v ∈ V , namely
α(ζiq) = ζ
ni
q . In particular the associated twisted Alexander polynomials are Galois
conjugates of one another.
As a consequence, if V is 1–dimensional, the twisted polynomials associated to
nontrivial representations that factor through V are all Galois conjugates. Notice
that a Galois conjugate of d(t) ∈ Q[ζq][t±1] is a norm if and only if d(t) itself
is a norm. Notice further that the equivariant automorphisms of V are given by
multiplication by a nonzero scalar, and so there is a unique twisted polynomial (up
to Galois automorphisms) associated to any 1–dimensional invariant subspace of
H1(Bp;Zq).
If V ⊂ H1(Bp;Zq) has dimension greater than one, the twisted polynomials
corresponding to nontrivial characters that factor through the projection to V need
not be Galois conjugates of one another, even if V is irreducible.
10. Examples: 12 crossing prime knots
Among prime knots of 12 or fewer crossings, there are 175 that are algebraically
slice. See the table of knot invariants KnotInfo [27] for details. Of these, 157 have
been previously been shown to be topologically slice. This was done basically by
finding explicit slice disks, or else using the theorem of Freedman [8] which states
that Alexander polynomial one knots are slice. For 11 and 12 crossing knots, the
most complete search was done by Alex Stoimenow [35], with the results posted on
his website. Which of the remaining 18 knots are topologically slice has remained
open for several years. In this section we illustrate the power of Corollary 8.3 by
demonstrating that 16 of these remaining 18 algebraically slice knots are not slice.
We also show that one of them, 12a990, is slice, and one, 12a631 remains a mystery.
(Of the 16, we have observed that exactly two are 2–bridge knots, and these can
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be shown not to be slice by a calculation based on Casson and Gordon’s original
work [2] also.)
The 18 knots of interest are listed in Table 1. Also listed are the Alexander
polynomials of these knots. The column headed “p” indicates which cover we use
to prove that the knots are not slice, and the column labeled “q” indicates what
type of torsion we consider. In the column headed “H1(Bp)” the notation a
mbn is
shorthand for (Za)
m ⊕ (Zb)n.
Knot Alexander Polynomial p H1(Bp) q
11n45 (2t
2 − 2t+ 1)(t2 − 2t+ 2) 3 132 13
11n145 (t
3 − 2t2 + t+ 1)(t3 + t2 − 2t+ 1) 3 132 13
12a169 (2t
2 − 3t+ 2)2 3 252 5
12a596 (2t
2 − 4t+ 3)(3t2 − 4t+ 2) 3 432 43
12a631 (t− 2)(2t− 1)(2t2 − 2t+ 1)(t2 − 2t+ 2)
12a990 (t
2 − t+ 1)2(t2 − 3t+ 1)2
12n31 (2t− 1)(t− 2) 3 72 7
12n132 (2t
2 − 3t+ 2)2 3 252 5
12n210 (t
3 − t+ 1)(t3 − t2 + 1) 3 72 7
12n221 (t
2 − t+ 1)2 2 9 3
12n224 (2t− 1)(t− 2)(t2 − t+ 1)2 3 22142 7
12n264 (t
2 − 2t+ 2)(2t2 − 2t+ 1) 3 132 13
12n536 (t
3 − 4t2 + 3t− 1)(t3 − 3t2 + 4t− 1) 5 112 11
12n681 (t
4 − t3 + t2 − t+ 1)2 2 25 5
12n731 (t
3 − 3t2 + 5t− 2)(2t3 − 5t2 + 3t− 1) 3 42132 13
12n812 (t
2 − t+ 1)2 2 9 3
12n813 (2t− 1)(t− 2)(t2 − t+ 1)2 3 282 7
12n841 (2t− 1)(t− 2)(t2 − t+ 1)2 3 282 7
Table 1.
Given a knot K ⊂ S3, we apply twisted polynomials by letting X denote
S3 − K, Xp its p–fold cyclic cover, and Bp its p–fold cyclic branched cover. A
choice of Fq[Zp]–module V , a character χ : V → Zq, and an equivariant homo-
morphism ρ : H1(Bp;Zq)→ V determines a (Q[ζq][t±1],Z[π])–module structure on
(Q[ζq][t
±1])p, as in Section 7. The resulting reduced twisted Alexander polynomial
is denoted ∆˜X,(Q[ζq ][t±1])p(t).
10.1. The knot 12a990 is slice. In Figure 10.2 we illustrate the connected sum of
12a990 with right- and left-handed trefoils. Since the sum of these trefoils is slice,
forming the connected sum does not change the concordance class. If the two band
moves are made along the indicated arcs, the resulting three component link is an
unlink. Thus, the connected sum is slice, as desired. This construction was inspired
by a similar one developed by Tamulis [36].
10.2. The knot 12a169. We will show that the 12 crossing alternating knot K =
12a169 is not slice. This example exhibits all the phenomena discussed in the previ-
ous sections, and in particular 12a169 is determined not to be slice by the calculation
of a single twisted Alexander polynomial.
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Figure 1. The knot 12a990#T2,3#T2,−3
Let B3 be the 3–fold branched cover of S
3 branched over K = 12a169. Then a
standard calculation using the Seifert form (see [33]) shows that H1(B3) = Z25 ⊕
Z25. We take q = 5. Then H1(B3;Z5) = Z5⊕Z5, and, since p does not divide q−1,
Proposition 5.1 implies that, as an F5[Z3]–module, H1(B3;Z5) must be isomorphic
to the the irreducible module R1+x+x2 .
We have the canonical homomorphism ρ : π3 → H1(B3;Z5) and its extension
ρ˜ : π → Z⋉H1(B3;Z5). If A ⊂ H1(B3) is an invariant metabolizer, then its image
A¯ ⊂ H1(B3;Z5) is a proper invariant subspace by Lemma 8.2, and hence A¯ = 0
since H1(B3;Z5) is irreducible.
Thus every χ ∈ Hom(H1(B3),Z5) vanishes on A and so to prove K is not slice,
it suffices to find a single χ so that so that the corresponding twisted polynomial
∆˜X,(Q[ζq ][t±1])p(t) is not a norm. The twisted polynomial ∆X,(Q[ζq ][t±1])p(t) is com-
puted using the method described in Section 9.
The knot group has Wirtinger presentation with generators x1, x2, · · · , x12 and
relations:
x1 = x
−1
8 x2x8, x2 = x
−1
7 x3x7, x3 = x
−1
6 x4x6, x4 = x
−1
11 x5x11,
x5 = x
−1
4 x6x4, x6 = x
−1
3 x7x3, x7 = x
−1
2 x8x2, x8 = x
−1
1 x9x1,
x9 = x12x10x
−1
12 , x10 = x9x11x
−1
9 , x11 = x
−1
5 x12x5, x12 = x10x11x
−1
10 .
One checks that the assignment xi 7→ xvi where
v1 = 4 + 2x, v2 = 2 + x,v3 = 0, v4 = 3 + 4x, v5 = 2 + 3x, v6 = 4 + 4x,
v7 = 1, v8 = 3 + x,v9 = 2x, v10 = 2, v11 = 1, v12 = 0
solves the linear system given by (5.3), yielding ρ˜ : π → Z⋉R1+x+x2 .
For χ : R1+x+x2 → Z5 we take the homomorphism determined by
χ(1) = 1, χ(x) = 0.
Then the corresponding right π–action on (Q[ζ5]))
3 is computed using Theorem 7.1.
For example, the meridian x1 is sent to (x, 4 + 2x) ∈ Z ⋉ R1+x+x2 , and so using
TWISTED POLYNOMIALS AND METABELIAN REPRESENTATIONS 17
Equation (7.2) one computes that x1 acts by the 3× 3 matrix
 0 ζ
−2
5 0
0 0 ζ−25
ζ45 t 0 0


We have used the fact that x2 = −1− x in R1+x+x2 .
In this way we obtain a homomorphism π → GL3(Q[ζ5][t±1]) which we apply
to the entries in the reduced Fox matrix. The determinant of the resulting 33× 33
matrix (this is a sparse matrix: only 132 entries are nonzero, and all nonzero entries
have the form ±1 or ±tkζr5 ) equals
−t3(4t2 + tζ25 + tζ35 + 5t+ 4)(t− 1)2.
Dividing by (t− 1) yields
∆X,(Q[ζq ][t±1])p(t) = −t3(t− 1)
(
4t2 + (ζ35 + ζ
2
5 + 5)t+ 4
)
and so (up to units in Q[ζ5][t
±1]),
∆˜X,(Q[ζq ][t±1])p(t) = 4t
2 + (ζ35 + ζ
2
5 + 5)t+ 4.
This polynomial is not a norm. Indeed, the map Z[ζ5] → Z41 taking ζ5 to 10
(105 = 1 in Z41) maps this polynomial to the irreducible polynomial 37t
2+2t+37
in Z41[t]. Applying Lemma 8.6 shows that 4t
2 + (ζ35 + ζ
2
5 + 5)t + 4 is not a norm.
It then follows from Corollary 8.3 that 12a169 is not slice.
10.3. The knot 12n132. This knot has the same Alexander polynomial and ho-
mology of the 3–fold branched cover as the knot 12a169 which was treated in the
previous subsection. Thus we argue in precisely the same way as we did before,
solving the linear system (5.3) for vi ∈ R1+x+x2 and computing the determinant of
the corresponding substituted reduced Fox matrix. This time the calculation yields
∆˜X,(Q[ζq ][t±1])p(t) = (t− 1)
(
5 t3 +
(−12 ζ54 − 2 ζ53 + 2 ζ52 + 2 ζ5) t2
+ (2 ζ5
4 + 2 ζ5
3 − 2 ζ52 − 12 ζ5)t+ 5
)
.
This polynomial is not a norm by Lemma 8.6, since mapping Z[ζ5] to Z31 by sending
ζ5 to 2 yields (t+30)(5t
3+21t2+16t+5), and the cubic term is irreducible. Hence
12n132 is not a slice knot.
10.4. The knot 12n813. The knot K = 12n813 has Alexander polynomial (2t −
1)(t−2)(t2−t+1)2 and the homology of the 3–fold branched cover ofK is Z28⊕Z28.
We take p = 3 and q = 7. With this choice xp − 1 factors over F7[Z3] as
(x− 1)(x+ 3)(x+ 5), and hence H1(B3;Z7) splits as a F7[Z3]–module:
H1(B3;Z7) ∼= Rx+3 ⊕Rx+5.
(nondegeneracy of the linking form requires both possible primary components to
be nonzero, and hence H1(B3;Z7) cannot be isomorphic to Rx+3 ⊕Rx+3.) Fix an
isomorphism H1(B3;Z7) ∼= Rx+3 ⊕Rx+5
If A ⊂ H1(B3) is an invariant metabolizer, its image A¯ ⊂ H1(B3;Z7) must either
be Rx+3 or Rx+5, since it is invariant and must have order 7. If A¯ equals Rx+3,
then any equivariant ρ5 : π3 → Rx+5 vanishes on A¯ by Lemma 5.2. Similarly if A¯
equals Rx+5, any equivariant ρ3 : π3 → Rx+3 vanishes on A.
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We construct ρ3 and its extension ρ˜3 : π → Z ⋉ Rx+3 by solving the linear
system (5.3). Since Rx+3 is generated as a F7–vector space by 1, we can take
χ3 : Rx+3 → Z7 defined by χ3(1) = 1.
Using the algorithm described above a calculation yields
∆˜X,ρ˜3 = (t+ 1)
(− t3 + (−3 ζ74 − 3 ζ7 − 3 ζ72 − 5 ζ73 − 5 ζ75 − 5 ζ76) t2
+
(−5 ζ7 − 5 ζ72 − 3 ζ73 − 5 ζ74 − 3 ζ75 − 3 ζ76) t− 1).
Similarly one finds ρ5 : π3 → Rx+5 and χ5 : Rx+5 → Z7. The resulting polynomial
is
∆˜X,ρ˜5 = (t+ 1)
(
t3 +
(
5 ζ7 + 5 ζ7
4 + 5 ζ7
2 + 3 ζ7
3 + 3 ζ7
5 + 3 ζ7
6
)
t2
+
(
3 ζ7 + 3 ζ7
2 + 5 ζ7
3 + 3 ζ7
4 + 5 ζ7
5 + 5 ζ7
6
)
t+ 1
)
.
Neither of these are norms. One way to see this is to note that t+ 1 = t−1 + 1 =
t−1(1 + t), and −1 is not a root of the cubic factor. Alternatively, map to Z43
sending ζ7 to 4; the result does not factor into a product of quadratics. Hence
12n813 is not slice.
10.5. The knot 12n841. The Alexander polynomial of K = 12n841 is the same as
that of 12n813, and the homology of its 3–fold branched cover is also Z28⊕Z28, and
so H1(B3;Z7) = Rx+3⊕Rx+5. We compute in exactly the same way as for 12n813.
This time the results are
∆˜X,ρ˜3 = (t+ 1)
(
1 +
(
5 ζ7 + 5 ζ7
4 + 5 ζ7
2 + 3 ζ7
3 + 3 ζ7
5 + 3 ζ7
6
)
t
+
(
3 ζ7 + 3 ζ7
2 + 5 ζ7
3 + 3 ζ7
4 + 5 ζ7
5 + 5 ζ7
6
)
t2 + t3
)
and
∆˜X,ρ˜5 = (t+ 1)
(
t3 +
(
5 ζ7
2 + 5 ζ7 + 5 ζ7
4 + 3 ζ7
3 + 3 ζ7
5 + 3 ζ7
6
)
t2
+
(
3 ζ7 + 3 ζ7
2 + 5 ζ7
3 + 3 ζ7
4 + 5 ζ7
5 + 5 ζ7
6
)
t+ 1
)
.
Neither of these are norm, as one can see by mapping to Z43 taking ζ7 to 4. Hence
12n841 is not slice.
10.6. The knot 12n224. The Alexander polynomial of 12n224 is also the same as
that of 12n813. The homology of its 3–fold branched cover is slightly different than
the previous two: H1(B3) = Z2⊕Z2⊕Z14⊕Z14, but with Z7 coefficients we again
get Z7 ⊕ Z7. Arguing as above, the polynomials ∆˜ are, for ρ˜3,
1 +
(
5 ζ7
4 + 5 ζ7
2 + 5 ζ7 + ζ7
3 + ζ7
5 + ζ7
6
)
t+ 6 t2
+
(
ζ7
2 + ζ7 + ζ7
4 + 5 ζ7
3 + 5 ζ7
5 + 5 ζ7
6
)
t3 + t4
and, for ρ˜5,
1 +
(
ζ7
4 + ζ7
2 + ζ7 + 5 ζ7
3 + 5 ζ7
5 + 5 ζ7
6
)
t+ 6 t2
+
(
5 ζ7
4 + 5 ζ7
2 + 5 ζ7 + ζ7
3 + ζ7
5 + ζ7
6
)
t3 + t4.
These are irreducible by Lemma 8.6 since they map to irreducible fourth degree
polynomials over Z29 by taking ζ7 to 7. Hence 12n224 is not slice.
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10.7. The knots 11n45, 11n145, 12a596, 12n31, 12n210, 12n264, 12n731. These
knots are treated exactly in the same way as were 12n813, 12n841, and 12n224, using
the choices of p and q given in Table 1. In each case the homology H1(Bp;Zq) splits
as the sum of two 1-dimensional subspaces H1(Bp;Zq) = Rx−a ⊕ Rx−b, where a
and b are the two pth roots of 1 in Zq. The resulting polynomials ∆˜ are not norms
and so these knots are not slice.
10.8. The knot 12n536. For this knot we take p = 5 and q = 11. The 5th roots of
unity in Z11 are 3, 4, 5 and 9. One can check by direct computation (the system (5.3)
admits no solutions for vi in Rx−5 or Rx−9) or using an observation of Hartley [14],
that only 3 and 4 arise, that is,
H1(B5;Z11) = Rx−3 ⊕Rx−4.
The rest of the calculation proceeds just as in the previous examples, and one
concludes 12n536 is not slice.
10.9. The knot 12n681. For this knot we use the 2–fold cover.
For K = 12n681, H1(B2;Z) = Z25. Thus H1(B2;Z5) = Rx+1 and hence by
Lemma 8.2 every invariant metabolizer is sent to zero, i.e. A¯ = 0. Thus to show
K is not slice one need only find a single nontrivial χ : Rx+1 → Z5 so that the
corresponding ∆˜ is not a norm. For one choice the result is
(t− 1)2(t4 + (ζ25 + ζ35 − 1) t3 + (−2− ζ25 − ζ35) t2 + (ζ25 + ζ35 − 1) t+ 1).
Showing this is not a norm is more challenging than the other examples. In fact
Lemma 8.6 does not help: the image of the polynomial
p(t) = t4 +
(
ζ25 + ζ
3
5 − 1
)
t3 +
(−2− ζ25 − ζ35) t2 + (ζ25 + ζ35 − 1) t+ 1
factors as a product of quadratic polynomials in Zr[t] for every prime r with r ≡ 1
mod 5.
We instead argue as follows. Set ζq = e
2πi/5. Note that p(t) is real. In fact,
since ζ25 + ζ
3
5 satisfies x
2 + x− 1, the coefficients of p(t) lie in Z[ 1+
√
5
2 ], the ring of
integers in the quadratic extension Q[
√
5] of Q.
The mapping Z[ 1+
√
5
2 ] to Z19 taking
1+
√
5
2 to 14 sends p(t) to the irreducible
polynomial t4 + 13t3 + 3t2 + 13t + 1. Therefore, p(t) is irreducible over Z[ 1+
√
5
2 ].
Since Z[ 1+
√
5
2 ] is a unique factorization domain, Gauss’s Lemma implies that p(t)
is irreducible over Q[
√
5].
Suppose that p(t) is reducible over Q[ζq]. The Galois group of the degree 2
extension Q[ζq] over Q[
√
5] is Z2, generated by complex conjugation. Since p(t) is
irreducible over Q[
√
5], it must factor over Q[ζq] into complex conjugate factors.
This implies that any real roots of p(t) have even multiplicity. But one can easily
check that p(s) has exactly two real roots and they are distinct. This contradiction
shows that p(t) is not a norm over Q[ζq].
10.10. The knot 12n812. Take K = 12n812 and p = 2 (for other p the homology is
either trivial or the resulting polynomials is a norm). In this case H1(B2;Z) = Z9.
Thus H1(B2;Z3) = Z3 = Rx+1 and every metabolizer is sent to zero. One choice
of χ yields the polynomial ∆˜ = (t− 1)2(3t2 + 5t+ 3). This is not a norm because
(t− 1)2 is a norm, but 3t2+5t+3 is irreducible over Q[ζ3], as one sees by mapping
to Z7 and using Lemma 8.6.
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10.11. The knot 12n221. For K = 12n221, we take p = 2 and q = 3. We
have H1(B2;Z) = Z9, and so H1(B2;Z3) = Z3 = Rx+1, and hence the image
in H1(B2;Z3) of any invariant metabolizer is trivial. For one choice of χ the corre-
sponding ∆˜ equals (3t2+5t+3)(t−1)2. This is the same polynomial that appeared
for the knot 12n812, and is not a norm in Q[ζ3][t
±1]. Hence 12n221 is not slice.
10.12. The knot 12a631. There remains the one algebraically slice knot of 12
crossings or less which is not known to be slice: 12a631.
11. Pretzel Knots
Fox [7] asked in 1963 whether all knots are reversible and pointed to the knot 817
as an obviously eversible knot. (Fox used the word invertible but we use reversible
to distinguish the operation from the concordance inverse.) Soon after, Trotter [37]
used 3-stranded pretzel knots to show that nonreversible knots exist. It was several
years until Hartley [14] developed techniques that permitted the determination of
the reversibility of all knots with low crossing number.
In [26] it was first shown that there are knots that are not concordant to their
reverses, using Casson-Gordon invariants. Kearton [18] used these examples to
show that mutation acts nontrivially on concordance. These examples were built
specifically so that the Casson-Gordon method could be applied. In [30] techniques
were developed that could be used to show that some pretzel knots and their reverses
are not concordant. It was in [20] that Fox’s original test case, 817, was shown not
to be concordant to its reverse. This provided the simplest example of a knot and it
mutant being distinct in concordance. In [20] a 4–stranded pretzel knot was shown
to be distinct from a mutant in concordance: P (7, 2,−5, 3) 6= P (7, 2, 3,−5).
In this section we demonstrate the power of the computational method developed
in Section 9 with some further pretzel knot computations.
As a warm-up, we show that the mutant P (3, 5,−3,−5, 7) of the slice pretzel
knot P (3,−3, 5,−5, 7) is not slice. The homology of the 3-fold branched cover B3
of P (3, 5,−3,−5, 7) is (Z7)2 ⊕ (Z19)2. Taking Z7 coefficients we have
H1(B3;Z7) = Rx−2 ⊕Rx−4.
The reduced twisted polynomial associated to the character that vanishes on Rx−4
equals 223t2 − 44t + 223 and the reduced twisted polynomial associated to the
character that vanishes on Rx−2 equals 1063t2−3166t+1063. These are irreducible,
and, in particular, not norms. Hence P (3, 5,−3,−5, 7) is not slice.
As a more substantial example, consider the pretzel knot P (3, 7, 9, 11, 15). Per-
muting the parameter values results in 5! = 120 knots, all mutants of each other.
However, cyclically permuting the parameter values does not change the isotopy
class of the knot, and thus we consider only those permutations that fix the first
parameter value at 3. This reduces us to 24 mutants. The knot P (3, a, b, c, d) can
be seen to be the reverse of P (3, d, c, b, a), so this reduces us to 12 mutants and
their reverses. In Table 11 the twelve we focus on are listed.
Theorem 11.1. The 24 pretzel knot mutants of P (3, 7, 9, 11, 15) represent distinct
classes in the concordance group.
As will be seen, the polynomials become fairly large in studying these knots, so
we will only outline the approach and give some specific examples.
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We use the 3–fold cover X3 and the corresponding branched cover B3. The
untwisted Alexander polynomial of X3 in the cover is
∆X3,Q[t±1](t) = 3375000000t
4− 9893670443t3
+13204318970t2− 9893670443t+ 3375000000.
This can be computed from the Alexander polynomial 1500 − 5807 t + 8615 t2 −
5807 t3 + 1500 t4 of P (3, 7, 9, 11, 15) by using Corollary 4.2. Theorem 7.1 implies
that this polynomial equals ∆X,ρ˜0 (t) (and so also ∆˜X,ρ˜0(t)), where ρ˜0 corresponds
to the zero character χ : H1(B3)→ Zq.
The first homology satisfiesH1(B3) ∼= T⊕T , where T = Z2⊕Z7⊕Z13⊕Z71. The
24 mutants are distinguished in the concordance group by the twisted polynomials
associated to the choices q = 7 and q = 13.
We begin by focusing on the the 7–torsion, H1(B3)(7) ∼= H1(Bp;Z7), so we set
q = 7. In this case the homology splits into the direct sum
H1(B3;Z7) ∼= Rx−2 ⊕Rx−4.
This is precisely the case that occurred in analyzing a single 4–stranded pretzel knot
in [20] and the analysis is much the same. The main distinction is that because
of the added complexity here, computing the twisted Alexander polynomials via a
presentation of the fundamental group of the 3–fold cover would be daunting. The
computation is made accessible using Theorem 7.1.
Table 11 lists the twisted polynomials associated to the nontrivial representations
that factor through either Rx−2 or Rx−4. Fix one of each and denote them ρ2 and
ρ4. Note, reversing the orientation of a knot interchanges Rx−2 and Rx−4. Since
the ∆˜X,ρi are all integer (rather than Q[ζq]) polynomials, the Galois automorphism
ζq 7→ ζaq leaves ∆˜X,ρi fixed if a 6= 0. Hence ∆˜X,ρi is independent of the choice of
nonzero character χ : Rx−i → Z7.
Knot ∆˜X,ρ˜2 ∆˜X,ρ˜4
P (3, 7, 9, 11, 15) −8000t2 + 12519t− 8000 5713t2 − 8194t+ 5713
P (3, 15, 7, 9, 11) −438976+ 826423t− 438976t2 t2 + 24t+ 1
P (3, 7, 15, 9, 11) −438976+ 826423t− 438976t2 t2 + 24t+ 1
P (3, 7, 9, 15, 11) −438976+ 826423t− 438976t2 t2 + 24t+ 1
P (3, 9, 11, 15, 7) −125t2 − 88t− 125 −59443t2 + 102315t− 59443
P (3, 9, 11, 7, 15) −125t2 − 88t− 125 −59443t2 + 102315t− 59443
P (3, 15, 9, 11, 7) −314432t2 + 547256t− 314432 64t2 − 305t+ 64
P (3, 9, 15, 11, 7) −314432t2 + 547256t− 314432 64t2 − 305t+ 64
P (3, 15, 11, 7, 9) 5713t2 − 8194t+ 5713 −8000t2 + 12519t− 8000
P (3, 11, 15, 7, 9) t2 + 24t+ 1 −438976+ 826423t− 438976t2
P (3, 11, 7, 15, 9) t2 + 24t+ 1 −438976+ 826423t− 438976t2
P (3, 11, 7, 9, 15) t2 + 24t+ 1 −438976+ 826423t− 438976t2
Table 2.
Let P1 and P2 be two of the knots listed or their reverses. If they were con-
cordant, then P1# − P2 would be slice. Thus, there would be a 2–dimensional
invariant metabolizer in the Z7 homology of the 3–fold cover so that all associ-
ated Casson-Gordon invariants would vanish, and in particular the corresponding
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reduced twisted polynomials would be norms. Let Xi denote the complement of
Pi.
Since the homology of a branched cover of a connected sum of knots is naturally
the direct sum of the homology of the summands, the homology of the 3–fold
branched cover of P1#− P2 with Z7–coefficients is isomorphic to
(11.1) Rx−2 ⊕Rx−4 ⊕Rx−2 ⊕Rx−4.
Proceeding as in [20] we find that if P1# − P2 were slice, certain products would
be be norms in Q[ζ3][t
±1]. The possibilities are:
• If the image A¯ of the invariant metabolizer in the homology of the 3–fold
branched cover equals 0 ⊕ Rx−4 ⊕ 0 ⊕ Rx−4 in the decomposition (11.1),
take a character χ which is nontrivial on the first summand and trivial on
the other three, and hence vanishes on A¯. The resulting reduced twisted
polynomial equals the product ∆˜X1,ρ˜2(t)∆˜X2,ρ˜0(t).
• If the image of the invariant metabolizer in the homology of the 3–fold
branched cover equals Rx−2 ⊕ 0 ⊕ Rx−2 ⊕ 0, take a character χ which is
nontrivial on the second summand and trivial on the three. The resulting
reduced twisted polynomial equals the product ∆˜X1,ρ˜4(t)∆˜X2,ρ˜0(t).
• Since A¯ is invariant, the only other possibility is that A¯ is spanned by a
pair of vectors of the form (a, 0, b, 0) and (0, c, 0, d). If a and b are both
nonzero, define χ to be the dot product with (−b, 0, a, 0), This vanishes
on A and the resulting reduced twisted polynomial equals the product
∆˜X1,ρ˜2(t)∆˜X2,ρ˜2(t). Similarly if both c and d are nonzero one finds a char-
acter vanishing on A¯ with reduced twisted polynomial ∆˜X1,ρ˜4(t)∆˜X2,ρ˜4(t).
If one of a, b, c or d is zero one can choose χ as in the first two cases.
The first two cases do not produce norms for any of the knots. The third case
clearly does, as one can see from the table. For example, the calculations do
not rule out the possibility that P (3, 15, 7, 9, 11) is concordant to the reverse of
P (3, 11, 15, 7, 9). The calculations with q = 7 therefore do not rule out the possi-
bility that some pairs of the 12 knots or their reverses might be concordant.
To eliminate the possibility of concordance of these remaining pairs, we calculate
with q = 13. It turns out that the pairs not distinguished by the q = 7 twisted
polynomials are distinguished by the q = 13 polynomials.
In this case
H1(B3;Z13) ∼= Rx−3 ⊕Rx−9.
The analysis is similar to that in the previous examples, quickly reducing to the
third case. However, now the polynomials have coefficients that are in Q[ζ13], but
not in Z or Q. One must therefore consider the polynomials as well as those ob-
tained by taking Galois conjugates of the coefficients, since the twisted polynomial
of a multiple aχ of χ is obtained from the twisted polynomial for χ by applying
the Galois automorphism ζ13 7→ ζa13. These polynomials are quite long and we only
indicate one example.
Consider P1 = P (3, 15, 7, 9, 11) and P2 = P (3, 7, 15, 9, 11). The q = 7 calcula-
tions do not rule out the possibility that these are concordant. The polynomials
∆˜X,ρ˜i(t) with q = 13 and i = 3 or 9 for both of these knots are irreducible, qua-
dratic, symmetric and can be made monic. Then each is determined by its linear
coefficient. That is, ∆˜X,ρ˜i(t) = t
2 + ct + 1. We give the values of only c, with ζ13
abbreviated ζ.
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∆˜X1,ρ˜3(t), c =
5023889
3319616ζ
12 + 47352773319616ζ
11 + 50238893319616ζ
10 + 50238893319616ζ
9 + 47352773319616ζ
8 +
4735277
3319616ζ
7 + 47352773319616 ζ
6 + 47352773319616 ζ
5 + 50238893319616ζ
4 + 50238893319616ζ
3 + 47352773319616 ζ
2 + 50238893319616 ζ.
∆˜X1,ρ˜9(t), c =
1130
79 ζ
12 + 62679 ζ
11 + 113079 ζ
10 + 113079 ζ
9 + 62679 ζ
8 + 62679 ζ
7 + 62679 ζ
6 +
626
79 ζ
5 + 113079 ζ
4 + 113079 ζ
3 + 62679 ζ
2 + 113079 ζ.
∆˜X2,ρ˜3(t), c = − 51153855171 ζ12− 27146655171 ζ11− 51153855171 ζ10− 51153855171 ζ9− 27146655171 ζ8− 27146655171 ζ7−
271466
55171 ζ
6 − 27146655171 ζ5 − 51153855171 ζ4 − 51153855171 ζ3 − 27146655171 ζ2 − 51153855171 ζ.
∆˜X2,ρ˜9(t), c = − 970301327 ζ12− 1728101327 ζ11− 970301327 ζ10− 970301327 ζ9− 1728101327 ζ8− 1728101327 ζ7−
172810
1327 ζ
6 − 1728101327 ζ5 − 970301327 ζ4 − 970301327 ζ3 − 1728101327 ζ2 − 970301327 ζ.
Notice that we have written these numbers in terms of the powers ζ1, · · · , ζ12.
Thus, the action of the Galois group permutes the coefficients, and it is easy to see
that none of these are conjugate to each other. Arguing as in the third case above
one concludes that P1 and P2 are not concordant.
The complete analysis proceeds in the same manner.
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