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Abstract
The application of Stein’s method for distributional approximation of-
ten involves so called Stein factors (also called magic factors) in the bound
of the solutions to Stein equations. However, in some cases these factors
contain additional (undesirable) logarithmic terms. It has been shown for
many Stein factors that the known bounds are sharp and thus that these
additional logarithmic terms cannot be avoided in general. However, no
probabilistic examples have appeared in the literature that would show
that these terms in the Stein factors are not just unavoidable artefacts,
but that they are there for a good reason. In this article we close this gap
by constructing such examples. This also leads to a new interpretation of
the solutions to Stein equations.
1 Introduction
Stein’s method for distributional approximation, introduced by [18], has been
used to obtain bounds on the distance between probability measures for a va-
riety of distributions in different metrics. There are two main steps involved
in the implementation of the method. The first step is to set up the so-called
Stein equation, involving a Stein operator, and to obtain bounds on its solutions
and their derivatives or differences; this can be done either analytically, as for
example [18], or by means of the probabilistic method introduced by [2]. In the
second step one then needs bound the expectation of a functional of the random
variable under consideration. There are various techniques to do this, such as
the local approach by [18] and [14] or the exchangeable pair coupling by [19];
see [13] for a unification of these and many other approaches.
To successfully implement the method, so-called Stein factors play an im-
portant role. In this article we will use the term Stein factor to refer to the
asymptotic behaviour of the bounds on the solution to the Stein equation as
some of the involved parameters tend to infinity or zero. Some of the known
Stein factors are not satisfactory, because they contain terms which often lead
to non-optimal bounds in applications. Additional work is then necessary to
circumvent this problem; see for example [10]. There are also situations where
the solutions can grow exponentially fast, as has been shown by [7] and [6]
for some specific compound Poisson distributions, which limits the usability of
Stein’s method in these cases.
To make matters worse, for many of these Stein factors it has been shown
that they cannot be improved; see [9], [7] and [3]. However, these articles
do not address the question whether the problematic Stein factors express a
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fundamental “flaw” in Stein’s method or whether there are examples in which
these additional terms are truly needed if Stein’s method is employed to express
the distance between the involved probability distributions in the specific metric.
The purpose of this note is to show that the latter statement is in fact
true. We will present a general method to construct corresponding probability
distributions; this construction not only explains the presence of problematic
Stein factors, but also gives new insight into Stein’s method.
In the next section, we recall the general approach of Stein’s method in the
context of Poisson approximation in total variation. Although in the univariate
case the Stein factors do not contain problematic terms, it will demonstrate
the basic construction of the examples. Then, in the remaining two sections,
we apply the construction to the multivariate Poisson distribution and Poisson
point processes, as in these cases the Stein factors contain a logarithmic term
which may lead to non-optimal bounds in applications.
2 An illustrative example
In order to explain how to construct examples which illustrate the nature of
Stein factors and also to recall the basic steps of Stein’s method, we start with
the Stein-Chen method for univariate Poisson approximation (see [8]).
Let the total variation distance between two non-negative, integer-valued
random variables W and Z be defined as
dTV
(
L (W ),L (Z)
)
:= sup
h∈HTV
∣∣Eh(W )−Eh(Z)∣∣, (2.1)
where the set HTV consists of all indicator functions on the non-negative inte-
gers Z+. Assume now that Z ∼ Po(λ). Stein’s idea is to replace the difference
between the expectations on the right hand side of (2.1) by
E{gh(W + 1)−Wgh(W )},
where gh is the solution to the Stein equation
λgh(j + 1)− jgh(j) = h(j)−Eh(Z), j ∈ Z+. (2.2)
The left hand side of (2.2) is an operator that characterises the Poisson distri-
bution; that is, for Ag(j) := λg(j + 1)− jg(j),
EAg(Y ) = 0 for all bounded g ⇐⇒ Y ∼ Po(λ).
Assume for simplicity that W has the same support as Po(λ). With (2.2), we
can now write (2.1) as
dTV
(
L (W ),Po(λ)
)
= sup
h∈HTV
∣∣EAgh(W )∣∣. (2.3)
It turns out that (2.3) is often easier to bound than (2.1).
[5] and [8] showed that, for all functions h ∈ HTV,
‖gh‖ 6 1 ∧
√
2
λe
, ‖∆gh‖ 6 1− e
−λ
λ
, (2.4)
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where ‖ ·‖ denotes the supremum norm and ∆g(j) := g(j+1)−g(j). So here, if
one is interested in the asymptotic λ→∞, the Stein factors are of order λ−1/2
and λ−1, respectively. With this we have finished the first main step of Stein’s
method.
As an example for the second step and also as a motivation for the main part
of this paper, assume that W is a non-negative integer-valued random variable
and assume that τ is a function such that
E
{
(W − λ)g(W )} = E{τ(W )∆g(W )} (2.5)
for all bounded functions g; see [11] and [15] for more details on this approach.
To estimate the distance betweenL (W ) and the Poisson distribution with mean
λ, we simply use (2.3) in connection with (2.5) to obtain
dTV
(
L (W ),Po(λ)
)
= sup
h∈HTV
∣∣Agh(W )∣∣
= sup
h∈HTV
∣∣E{λgh(W + 1)−Wgh(W )}∣∣
= sup
h∈HTV
∣∣E{λ∆gh(W )− (W − λ)gh(W )}∣∣
= sup
h∈HTV
∣∣E{(λ− τ(W ))∆gh(W )}∣∣
6 1− e
−λ
λ
E
∣∣τ(W )− λ∣∣,
(2.6)
where for the last step we used (2.4). Thus, (2.6) expresses the dTV-distance
between L (W ) and Po(λ) in terms of the average fluctuation of τ around λ. It
is not difficult to show that τ ≡ λ if and only if W ∼ Po(λ).
Assume now that, for a fixed positive integer k, τ(w) = λ + δk(w), where
δk(w) is the Kronecker delta, and assume that Wk is a random variable satisfying
(2.5) for this τ . In this case we can in fact replace the last inequality in (2.6)
by an equality to obtain
dTV
(
L (Wk),Po(λ)
)
= P[Wk = k] sup
h∈HTV
|∆gh(k)|. (2.7)
From Eq. (1.22) of the proof of Lemma 1.1.1 of [8] we see that, for k = bλc,
sup
h∈HTV
|∆gh(k)|  λ−1 (2.8)
as λ→∞. Thus, (2.7) gives
dTV
(
L (Wk),Po(λ)
)  P[Wk = k]λ−1 (2.9)
as λ → ∞. Note that, irrespective of the order of P[Wk = k], the asymptotic
(2.9) makes full use of the second Stein factor of (2.4). To see that L (Wk) in
fact exists, we rewrite (2.5) as EBkg(Wk) = 0, where
Bkg(w) = Ag(w) + δk(w)∆g(w)
=
(
λ+ δk(w)
)
g(w + 1)− (w + δk(w))g(w). (2.10)
Recall from [2], that A can be interpreted as the generator of a Markov process;
in our case, as an immigration-death process, with immigration rate λ, per
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capita death rate 1 and Po(λ) as its stationary distribution. Likewise, we can
interpret Bk as a perturbed immigration-death process with the same transition
rates, except in point k, where the immigration rate is increased to λ + 1 and
the per capita death rate is increased to 1 + 1/k. Thus, L (Wk) can be seen as
the stationary distribution of this perturbed process.
If k = bλc, the perturbation of the transition rates at point k is of smaller
order than the transition rates of the corresponding unperturbed immigration-
death process in k. Thus, heuristically, P[Wk = k] is of the same order as the
probability Po(λ){k} of the stationary distribution of the unperturbed process,
hence P[Wk = k]  λ−1/2, and (2.9) is of order λ−3/2. We omit a rigorous proof
of this statement.
Remark 2.1. Note that by rearranging (2.7) we obtain
sup
h∈HTV
∣∣∆gh(k)∣∣ = dTV(L (Wk),L (Z))
P[Wk = k]
. (2.11)
for positive k. We can assume without loss of generality that gh(0) = gh(1) for
all test functions h because the value of gh(0) is not determined by (2.2) and
can in fact be arbitrarily chosen. Thus ∆gh(0) = 0 and, taking the supremum
over all k ∈ Z+, we obtain
sup
h∈HTV
‖∆gh‖ = sup
k>1
dTV
(
L (Wk),L (Z)
)
P[Wk = k]
. (2.12)
This provides a new interpretation of the bound ‖∆gh‖ (a similar statement can
be made for ‖gh‖, but then with a different family of perturbations), namely as
the ratio of the total variation distance between some very specific perturbed
Poisson distributions and the Poisson distribution, and the probability mass at
the location of these perturbations.
Let us quote [12], page 98:
Stein’s method may be regarded as a method of constructing certain kinds
of identities which we call Stein identities, and making comparisons be-
tween them. In applying the method to probability approximation we
construct two identities, one for the approximating distribution and the
other for the distribution to be approximated. The discrepancy between
the two distributions is then measured by comparing the two Stein identi-
ties through the use of the solution of an equation, called Stein equation.
To effect the comparison, bounds on the solution and its smoothness are
used.
Equations (2.11) and (2.12) make this statement precise. They express how
certain elementary deviations from the Stein identity of the approximating dis-
tribution will influence the distance of the resulting distributions in the specific
metric, and they establish a simple link to the properties of the solutions to
(2.2). We can thus see W from (2.5) as a ‘mixture’ of such perturbations which
is what is effectively expressed by Estimate (2.6).
Thus, to understand why in some of the applications the Stein factors are not
as satisfying as in the above Poisson example, we will in the following sections
analyse the corresponding perturbed distributions in the cases of multivariate
Poisson and Poisson point processes.
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In order to define the perturbations to obtain an equation of the form (2.7),
some care is needed, though. The attempt to simply add the perturbation as in
(2.10), may lead to an operator that is not interpretable as the generator of a
Markov process and thus the existence of the perturbed distribution would not
be guaranteed as easily. It turns out that with suitable symmetry assumptions
we can circumvent this problem.
3 Multivariate Poisson distribution
Let d > 2 be an integer, µ = (µ1, . . . , µd) ∈ Rd+ such that
∑
µi = 1, and let
λ > 0. Let Po(λµ) be the distribution on Zd+ defined as Po(λµ) = Po(λµ1)⊗· · ·⊗
Po(λµd). Stein’s method for multivariate Poisson approximation was introduced
by [2]; but see also [1]. Let ε(i) denote ith unit vector. Using the Stein operator
Ag(w) :=
d∑
i=1
λµi
{
g(w + ε(i))− g(w)}+ d∑
i=1
wi
{
g(w − ε(i))− g(w)}
for w ∈ Zd+, it is proved in Lemma 3 of [2] that the solution gA to the Stein
equation AgA(w) = δA(w)− Po(λµ){A} for A ⊂ Zd+, satisfies the bound∥∥∥∥ d∑
i,j=1
αiαj∆ijgA
∥∥∥∥ 6 min{1 + 2 log+(2λ)2λ
d∑
i=1
α2i
µi
,
d∑
i=1
α2i
}
(3.1)
for any α ∈ Rd, where
∆ijg(w) := g(w + ε
(i) + ε(j))− g(w + ε(i))− g(w + ε(j)) + g(w).
Let now mi = bλµic for i = 1, . . . , d and define
A1 = {w ∈ Zd+ : 0 6 w1 6 m1, 0 6 w2 6 m2}. (3.2)
[3] proves that, if µ1, µ2 > 0 and λ > (e/32pi)(µ1 ∧ µ2)−2, then∣∣∆12gA1(w)∣∣ > log λ20λ√µ1µ2 (3.3)
for any w with (w1, w2) = (m1,m2). It is in fact not difficult to see from
the proof of (3.3) that this bound also holds for the other quadrants having
corner (m1,m2).
Example 3.1. Assume that W is a random vector having the equilibrium
distribution of the d-dimensional birth-death process with generator
BKg(w) = Ag(w)
+ 12δK+ε(2)(w)
[
g(w + ε(1))− g(w)]+ 12δK+ε(1)(w)[g(w + ε(2))− g(w)]
+ 12δK+ε(1)(w)
[
g(w − ε(1))− g(w)]+ 12δK+ε(2)(w)[g(w − ε(2))− g(w)]
=
d∑
i=1
(
λµi +
1
2δ1(i)δK+ε(2)(w) +
1
2δ2(i)δK+ε(1)(w)
)[
g(w + ε(i))− g(w)]
+
d∑
i=1
(
wi +
1
2δ1(i)δK+ε(1)(w) +
1
2δ2(i)δK+ε(2)(w)
)[
g(w − ε(i))− g(w)]
(3.4)
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Figure 1: A rough illustration of the perturbed process defined by the gener-
ator (3.4). Between any of two connected points on the lattice Z2+, we assume
the transition dynamics of a unperturbed immigration-death process, that is,
in each coordinate immigration rate λµi and per capita death rate 1. The ar-
rows symbolise the additional perturbations with respect to the unperturbed
immigration-death process; each arrow indicates an increase by 1/2 of the cor-
responding transition rate. The resulting differences of the point probabilities
between the equilibrium distributions of the perturbed and unperturbed pro-
cesses are indicated by the symbols + and −. The corresponding signs in each
of the quadrants are heuristically obvious, but they can be verified rigorously
using the Stein equation, Eq. (3.5), and Eq. (2.8) of [3].
where K = (m1,m2, . . . ,md). Assume further that µ1 = µ2 , thus m1 = m2 (the
‘symmetry condition’). See Figure 1 for an illustration of this process. As the
perturbations are symmetric in the first coordinates the stationary distribution
will also be symmetric in the first two coordinates.
Now, noting that for any bounded g we have EBKg(W ) = 0,
EAg(W ) = EAg(W )−EBKg(W )
= − 12P[W = K + ε(2)]
[
g(K + ε(2) + ε(1))− g(K + ε(2))]
− 12P[W = K + ε(1)]
[
g(K + ε(1) + ε(2))− g(K + ε(1))]
− 12P[W = K + ε(1)]
[
g(K)− g(K + ε(1))]
− 12P[W = K + ε(2)]
[
g(K)− g(K + ε(2))]
= −P[W = K + ε(1)]∆12g(K),
(3.5)
where we used P[W = K + ε(1)] = P[W = K + ε(2)] for the last equality. Thus
dTV
(
L (W ),Po(λµ)
)
= sup
h∈HTV
∣∣EAgh(W )∣∣
= P[W = K + ε(1)] sup
h∈HTV
|∆12gh(K)|
> P[W = K + ε
(1)] log λ
20λ
√
µ1µ2
.
On the other hand, from (3.1) for α = ε(1), α = ε(2) and α = ε(1) + ε(2)
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respectively, it follows that
|∆12gh(w)| 6
(
1 + 2 log+(2λ)
)
(µ1 + µ2)
2λµ1µ2
.
This yields the upper estimate
dTV
(
L (W ),Po(λµ)
)
= P[W = K + ε(1)] sup
h∈HTV
|∆12gh(K)|
6 P[W = K + ε(1)]
(
1 + 2 log+(2λ)
)
(µ1 + µ2)
2λµ1µ2
,
and thus we finally have
dTV
(
L (W ),Po(λµ)
)  P[W = K + ε(1)] log λ
λ
. (3.6)
Now, again heuristically, P[W = K + ε(1)] will be of the order Po(λµ1){m1} ×
· · · × Po(λµd){md}  λd/2 , so that (3.6) will be of order log λ/λ1+d/2.
Recalling that the test function (3.2) and also the corresponding test func-
tions for the other three quadrants are responsible for the logarithmic term in
(3.6), we may conclude a situation as illustrated in Figure 1 for d = 2. Dif-
ferent to the one-dimensional case, where the perturbation moves probability
mass from the point of the perturbation to the rest of the support in a uniform
way, the perturbations of the form (3.4) affect the rest of the support in a non-
uniform way. However, further analysis is needed to find the exact distribution
of the probability mass differences within each of the quadrants.
Note that the perturbation (3.4) is ‘expectation neutral’, that is, W has also
expectation λµ, which can be seen by using EBg(W ) = 0 with the function
gi(w) = wi for each coordinate i.
4 Poisson point processes
Stein’s method for Poisson point process approximation was derived by [2] and
[4]. They use the Stein operator
Ag(ξ) =
∫
Γ
[
g(ξ + δα)− g(ξ)
]
λ(dα) +
∫
Γ
[
g(ξ − δα)− g(ξ)
]
ξ(dα),
where ξ is a point configuration on a compact metric space Γ and λ denotes
the mean measure of the process. The most successful approximation results
have been obtained in the so-called d2-metric; see for example [4], [10] and [16].
Assume that Γ is equipped with a metric d0 which is, for convenience, bounded
by 1. Let F be the set of functions f : Γ→ R, satisfying
sup
x 6=y∈Γ
|f(x)− f(y)|
d0(x, y)
6 1.
Define the metric d1 on the set of finite measures on Γ as
d1(ξ, η) =
1 if ξ(Γ) 6= η(Γ),ξ(Γ)−1 sup
f∈F
∣∣∣∫ fdξ − ∫ fdη∣∣∣ if ξ(Γ) = η(Γ).
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Let now H2 be the set of all functions from the set of finite measures into R
satisfying
sup
η 6=ξ
|h(η)− h(ξ)|
d1(ξ, η)
6 1.
We then define for two random measures Φ and Ψ on Γ the d2-metric as
d2
(
L (Φ),L (Ψ)
)
:= sup
h∈H2
∣∣Eh(Φ)−Eh(Ψ)∣∣;
for more details on the d2-metric see [8] and [17].
If h ∈ H2 and gh solves the Stein equation Agh(ξ) = h(ξ)−Po(λ)h, [4] prove
the uniform bound
‖∆αβgh(ξ)‖ 6 1 ∧ 5
2|λ|
(
1 + 2 log+
(
2|λ|
5
))
, (4.1)
where |λ| denotes the L1-norm of λ and where
∆αβg(ξ) = g(ξ + δα + δβ)− g(ξ + δβ)− g(ξ + δα) + g(ξ).
It has been shown by [9] that the log-term in (4.1) is unavoidable. However,
[10] have shown that it is possible to obtain results without the log using a
non-uniform bound on ∆αβgh.
Following the construction of [9], assume that Γ = S ∪ {a} ∪ {b}, where S
is a compact metric space, a and b are two additional points with d0(a, b) =
d0(b, x) = d0(a, x) = 1 for all x ∈ S. Assume further that the measure λ
satisfies λ({a}) = λ({b}) = 1/|λ| (again, the ‘symmetry condition’) and thus
λ(S) = |λ| − 2/|λ|. For ma,mb ∈ {0, 1}, define now the test functions
h(ξ) =
{
1
ξ(Γ) if ξ({a}) = ma, ξ({b}) = mb, ξ 6= 0
0 else.
(4.2)
It is shown by direct verification that h ∈ H2. [9] prove that, for ma = mb = 1,
the corresponding solution gh to the Stein equation satisfies the asymptotic
|∆abgh(0)|  log |λ||λ| (4.3)
as |λ| → ∞, so that (4.1) is indeed sharp, but it is easy to see from their proof
that (4.3) will hold for the other values of ma and mb, as well.
Example 4.1. Let Γ and λ be as above with the simplifying assumption that
S is finite. Let Ψ be a random point measure with equilibrium distribution of
a Markov process with generator
B0g(ξ) = Ag(ξ) + 12δδa(ξ)
[
g(ξ + δb)− g(ξ)
]
+ 12δδb(ξ)
[
g(ξ + δa)− g(ξ)
]
+ 12δδa(ξ)
[
g(ξ − δa)− g(ξ)
]
+ 12δδb(ξ)
[
g(ξ − δb)− g(ξ)
]
=
∫
Γ
[
g(ξ + δα)− g(ξ)
](
λ+ 12δδa(ξ)δb +
1
2δδb(ξ)δa
)
(dα)
+
∫
Γ
[
g(ξ − δα)− g(ξ)
](
ξ + 12δδa(ξ)δa +
1
2δδb(ξ)δb
)
(dα).
(4.4)
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Figure 2: Illustration of the perturbed process defined by the generator (4.4)
using the same conventions as in Figure 1. The corresponding signs can be
obtained through the Stein equation, Eq. (4.5) and the representation of the
solution of the Stein equation as in [9], for the different test functions (4.2).
See Figure 2 for an illustration of this process.
Note that the situation here is different than in Section 3. Firstly, we consider
a weaker metric and, secondly, we impose a different structure on λ. Where as
in Section 3 we assumed that the mean of each coordinate is of the same order
|λ|, we assume now that there are two special points a and b with o(|λ|) mass
attached to them. Again, in order to obtain a stationary distribution that is
symmetric with respect to a and b, we impose the condition that the immigration
rates at the two coordinates a and b are the same.
Now, for any bounded function g,
EAg(Ψ) = EAg(Ψ)−EB0g(Ψ)
= − 12P[Ψ = δb]
[
g(δa + δb)− g(δa)
]− 12P[Ψ = δa][g(δb + δa)− g(δb)]
− 12P[Ψ = δa]
[
g(δa)− g(0)
]− 12P[Ψ = δb][g(δb)− g(0)]
= −P[Ψ = δa]∆abg(0),
(4.5)
where we used that P[Ψ = δa] = P[Ψ = δb]. Thus, using (4.3),
d2
(
L (Ψ),Po(λ)
)
= P[Ψ = δa] sup
h∈H2
|∆abgh(0)|  P[Ψ = δa] log |λ||λ| . (4.6)
Figure 2 illustrates the situation for |Γ| = 3. If the process Φt is somewhere
on the bottom plane, that is Φ(S) = 0, it will most of the times quickly jump
upwards, parallel to the S-axis, before jumping between the parallels, as the
immigration rate into S is far larger than the jump rates between the parallels.
Thus, because of the perturbations, probability mass is moved—as illustrated in
Figure 2—not only between the perturbed points but also between the parallels.
Although indicator functions are not in H2, the test functions in (4.2) decay
slowly enough to detect this difference.
Remark 4.2. Note again, as in Example 3.1, that the perturbation in the
above example is neutral with respect to the measure λ. It is also interesting
to compare the total number of points to a Poisson distribution with mean |λ|
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in the dTV-distance. Note that (4.5) holds in particular for functions gh which
depend only on the number of points of Ψ. Thus, using (2.3) in combination
with (4.5) yields
dTV
(
L (|Ψ|),Po(|λ|)) = P[Ψ = δa] sup
h∈HTV
|∆2gh(0)|  P[Ψ = δa]|λ| ,
where ∆2g(w) = ∆g(w + 1)−∆g(w) (which corresponds to the first difference
in (2.4)) and where we used the fact that |∆2gh(0)|  |λ|−1, again obtained
from the proof of Lemma 1.1.1 of [8]. Thus we have effectively constructed an
example, where the attempt to match not only the number but also the location
of the points introduces an additional factor log |λ| if using the d2-metric.
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