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1
DISCRETE MAXIMUM PRINCIPLE FOR A SPACE-TIME INTEGRATED LEAST
SQUARES FORMULATION OF THE TRANSPORT EQUATION IN FINITE
ELEMENT.
K. BENMANSOUR; E. BRETIN; L. PIFFET AND J. POUSIN∗
Abstract. Finite element methods are known to produce spurious oscillations when the transport equation is
solved. In this paper, a variational formulation for the transport equation is proposed, and by introducing a positivity
constraint combined with a penalization of the total variation of the solution, a discrete maximum principle is verified
for lagrange first order finite element methods. Moreover, the oscillations are cancelled.
Key words. transport equation, variational formulation, discrete maximum principle, constrained optimization
problem
1. Introduction. This paper is concerned with the discrete maximum principle in a fi-
nite element context for a space-time integrated least squares formulation of the transport
equation. The transport equation (called optical flow equation), augmented with some con-
straints, is widely use in imaging processes see [3] for example or in computational anatomy
[23]. A space-time integrated least squares formulation is well adapted in such a context
since the problem is formulated as an optimization problem which allows to account for a
large variety of constraints. Moreover, this formulation is known not to add diffusion in the
orthogonal directions of integral curves. The least squares method has been studied with
Galerkin discontinuous finite element for the transport equation in [15] and is also widely
used to solve partial differential equations, see [16] and [17] for elasticity and fluid mechan-
ics problems, and [11] for some applications in a finite element context.
The maximum principle for transport equation is sufficient to garantee positivity, monotonic-
ity and non increasing total variation of the solution. An important feature of the finite el-
ement method for simulating transport phenomena is its inability to satisfy the maximum
principle on general meshes for of the standard Galerkin formulation. This deficiency mani-
fests itself in spurious oscillations (undershoots and overshoots). That is well known, from a
long time in fluid dynamics literature.
Many remedies are available for finite differences techniques such as: the slope limiting; the
flux correction, which have been recently extended to the finite element method in [19] The
partial differential operator in time of the transport equation is separated in order to take ad-
vantage of the flow properties of a differential equation, and the partial differential operator
in space is treated in a specific way. Remark that this technique does not extend to the formu-
lation considered here, a space-time least-squares formulation. Some methods for handling
the Dirichlet boundary condition with a least squares formulation are investigated: extension
of the Dirichlet’s condition; penalization of the Dirichlet’s condition; Nitche’s method for the
Dirichlet’s condition. Then some projection methods on the set of non negative functions are
also investigated. But, unfortunately, with these methods some oscillations still persist. The
key idea for recovering a discrete maximum principle we propose in this paper, is to trans-
form the problem in an inequality constrained optimization problem, in order to handle the
total variation and the non negativity of the solution.
In section 2 a description of the problem is given and functional spaces are introduced. In
section 3 a variational formulation of the problem is given, and a weak maximum principle is
proved by using a penalization technique. In section 4 a Galerkin formulation with Lagrange
finite element Q1 is introduced, and some numerical experiments are presented for a time
∗Universite´ de Lyon ICJ UMR-CNRS 5208; 20 av. Albert Einstein; 69100 Villeurbanne, France.. e-mail:
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marching strategy. Penalized and Nitche formulations are studied numerically for handling
the Dirichlet boundary condition. In section 5 Some projection techniques on the set of
non negative functions are proposed and analyzed. Finally in section 6 a formulation which
penalizes the total variation and the non negativity of the solution is introduced. An existence
result is given, and it is proved that the total variation can be controlled according to the
total variation of the data (initial condition). An algorithm FISTA is given for computing the
solution, and numerical examples in 1D or 2D are presented, demonstrating that the spurious
oscillations present in the previous numerical schemes do not exist anymore.
2. The problem description and the functional setting. LetΩ ⊂ Rd (with d = 1; 2; 3)
be a bounded domain with a Lipschitz boundary ∂Ω satisfying the cone property. If T > 0
is given, set Q = Ω×]0, T [. Consider an advection velocity v : Q → Rd and f : Q → R a
given source term. In all this paper, the velocity v has at least the following regularity
v ∈ L∞(Q)d and div (v) ∈ L∞(Q). (2.1)
Let
Γ− = {x ∈ ∂Ω : ( v(x, t) |n(x) ) < 0}
where n(x) is the outer normal to ∂Ω at point x. For the sake of the presentation, it is assumed
that Γ− do not depend on t.
The problem consists in finding a function c : Q→ R satisfying the following partial differ-
ential equation
∂tc+ ( v(x, t) | ∇c(x, t) ) = f(t, x) in Q, (2.2)
and the initial and inflow boundary conditions
c(x, 0) = c0(x) for x in Ω (2.3)
c(x, t) =c1(x, t) for x on Γ−. (2.4)
As usual, when c1, c0, and v are sufficiently regular, changing the source term f if necessary,
one can assume that c1 = 0 on Γ−, and c0 = 0 onΩ. A similar result will be given later, using
a suitable trace theorem. In what follows, the functional setting for a variational formulation
of the problem (2.2-2.4) will be settled, (see also [5, 6, 7]). Moreover a trace operator is
recalled in this context.
For v ∈ L∞(Q)d, with div (v) ∈ L∞(Q), define
v˜ = (1, v1, v2, . . . , vd)
t ∈ L∞(Q)d+1
and for a sufficiently regular function ϕ defined on Q, set
∇˜ϕ =
(
∂ϕ
∂t
,
∂ϕ
∂x1
,
∂ϕ
∂x2
, . . . ,
∂ϕ
∂xd
)t
,
and n˜ denotes the outward unit vector on ∂Q. Finaly, the Euclidean inner product will be
denoted by ( . | . ). The following theorem is proved in [13].
THEOREM 2.1. Under the assumption v ∈ L∞(Q)d, and div (v) ∈ L∞(Q), the normal
trace of v, (v˜ | n˜) is in L∞(∂Q).
Let now
∂Q− = {(x, t) ∈ ∂Q, ( u˜ | n˜ ) < 0}
= Γ− × (0, T ) ∪ Ω× {0},
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and set
cb(x, t) =
{
c0(x) if (x, t) ∈ Ω× {0}
c1(t, x) if (x, t) ∈ Γ− × (0, T ). (2.5)
Here it is assumed that cb ∈ L2(∂Q−). For ϕ ∈ D(Q), consider the norm
‖ϕ‖H(v,Q) =
(
‖ϕ‖2L2(Q) +
∥∥∥( v˜ | ∇˜ϕ)∥∥∥2
L2(Q)
+
∫
∂Q−
| ( v˜ | n˜ ) |ϕ2 dσ˜
)1/2
,
(see also [5, 6, 7, 9]) and then define the spaceH(v,Q) as the closure of D(Q) for this norm:
H(v,Q) = D(Q)H(v,Q)
If v is regular enough, it can be seen that
H(v,Q) =
{
ρ ∈ L2(Q),
(
v˜ | ∇˜ρ
)
∈ L2(Q), ρ|∂Q− ∈ L2(∂Q−, | ( v˜ | n˜ ) | dσ˜)
}
(see e.g. [20, 18]). Let us recall a trace result for functions belonging to H(u,Q) (see [21]).
PROPOSITION 2.2. Under the assumption v ∈ L∞(Q)d, and div (v) ∈ L∞(Q) there exists
a linear continuous trace operator
γn˜ : H(v,Q) −→ L2(∂Q, | ( v˜ | n˜ ) |dσ˜)
ϕ 7→ γn˜ϕ = ϕ|∂Q ,
which can be localized as:
γn˜± : H(v,Q) −→ L2(∂Q±, | ( v˜ | n˜ ) |dσ˜)
ϕ 7→ γn˜±ϕ = ϕ|∂Q± .
Finally define the space
H0 = H0(u,Q, ∂Q−) = {ρ ∈ H(u,Q), ρ = 0 on ∂Q−}
= H(u,Q) ∩ Ker γn˜− .
We now recall an extension of the curved Poincare´ inequality obtained in [5, 6].
THEOREM 2.3. If v ∈ L∞(Q)d and div (v) ∈ L∞(Q), the semi-norm on H(u,Q) defined
by
|ρ|1,v =
(∫
Q
(
v˜ | ∇˜ρ
)2
dx dt+
∫
∂Q−
| ( v˜ | n˜ ) |ρ2 dσ˜
)1/2
(2.6)
is a norm, equivalent to the norm given on H(v,Q).
Henceforth the space H(v,Q) is equipped with the norm |ϕ|1,v .
REMARK 1. a) Using the above result, if cb = 0, the semi-norm
|ρ|1,v =
(∫
Q
(
v˜ | ∇˜ρ
)2
dx dt
)1/2
4
in a norm on H0 which is equivalent to the usual norm on H(v,Q).
Let us end this section with a least squares formulation in L2(Q)). A space-time least squares
solution of equation (2.2) corresponds to a minimizer in
{ϕ ∈ H(v,Q); γn˜−(ϕ)− cb = 0} of the following convex, H(v,Q)-coercive functional
J(c) =
1
2
(∫
Q
((
v˜ | ∇˜c
)
− f
)2
dx dt−
∫
∂Q−
c2 ( u˜ | n˜ ) dσ˜
)
.
The Gaˆteau derivative of J is
DJ(c)ϕ =
∫
Q
((
v˜ | ∇˜c
)
− f
) (
v˜ | ∇˜ϕ
)
dx dt−
∫
∂Q−
cϕ ( v˜ | n˜ ) dσ˜.
So a sufficient condition to get the least squares solution of (2.2 - 2.4) is the following weak
formulation: If cb ∈ L2(∂Q−), find c ∈ H(v,Q) such that∫
Q
(
v˜ | ∇˜c
)
·
(
v˜ | ∇˜ϕ
)
dx dt =
∫
Q
f ·
(
v˜ | ∇˜ϕ
)
dx dt; (2.7)
γn˜−(c) = cb
for all ϕ ∈ H0 (see [5, 6, 7, 9, 14, ?]).
3. A weak maximum principle for the space-time least squares formulation. This
section is devoted to the study of equation (2.7). More precisely, an existence and unique-
ness theorem for the solution of equation (2.7) is given. Then a weak maximum principle is
deduced. First, let us give a penalized formulation of the space-time least squares, useful for
some L∞ estimate [21].
LEMMA 3.1. If cb ∈ G−, let cm be the solution of∫
Q
(
v˜ | ∇˜cm
)(
v˜ | ∇˜ϕ
)
dx dt−m
∫
∂Q−
(cm − cb) · ϕ ( v˜ | n˜ ) dσ˜ =∫
Q
f ·
(
v˜ | ∇˜ϕ
)
dx dt, (3.1)
∀ϕ ∈ H(v,Q). There is a subsequence of cm which weakly converges in H(v,Q) to the
solution c of (2.7).
Later we will use the following versions of Stampacchia’s theorem (see [?, ?]).
THEOREM 3.2. Let ρ ∈ H(u,Q), then(
v˜ | ∇˜ρ
)
= 0 a.e. on the set {(x, t) ∈ Q; ρ(x.t) = 0} (3.2)
THEOREM 3.3. Let g : R→ R be a Lipschitz continuous function.
a) If ρ ∈ H(u,Q), then g(ρ) ∈ H(u,Q).
b) If g is differentiable except at a finite number of points, say {z1, . . . , zn}, then
(
v˜ | ∇˜g(ρ)
)
=
{
g′(ρ)
(
v˜ | ∇˜ρ
)
if ρ(x, t) /∈ {z1, . . . , zn}
0 elsewere.
(3.3)
5
Now reduce the problem (2.2)-(2.4) to an homogeneous Dirichlet problem on ∂Q−. For
cb ∈ L2(∂Q−), let Cb ∈ H(u,Q) be such that γn˜−(Cb) = cb. Then ρ = c−Cb is the unique
solution of∫
Q
(
v˜ | ∇˜ρ
)
·
(
v˜ | ∇˜ψ
)
dx dt =
∫
Q
(
f −
(
v˜ | ∇˜Cb
))
·
(
v˜ | ∇˜ψ
)
dx dt (3.4)
for all ψ ∈ H0. Moreover the solution of problem (3.4) is equivalent to the solution of (2.2).
THEOREM 3.4. For a fixed v ∈ L∞(Q)d with div (v) ∈ L∞(Q), and cb ∈ L2(∂Q−), and
f ∈ L2(Q), the problem (3.4) has a unique solution. Moreover
|ρ|1,v =
∥∥∥( v˜ | ∇˜ρ)∥∥∥
L2(Q)
≤ ‖f‖L2(Q) +
∥∥∥( v˜ | ∇˜Cb )∥∥∥
L2(Q)
,
and the function c = ρ+ Cb is the space-time least squares solution of (2.2).
Proof. This assertion is a consequence of the Curved Poincare´ inequality (theorem 2.3) and
of the Lax-Milgram theorem (see also [5, 6]).
REMARK 2. For the numerical solution of equation (2.7), a time marching approach can be
used to avoid the consideration of the all of Q (see e.g. [9, 14, ?]).
COROLLARY 3.5. The solution c of equation (2.7) belongs to the space
X = L2(Q) ∩ L2(∂Q+, ( u˜ | n˜ ) dσ˜)
equipped with the norm |||c|||.
The following theorem is a weak maximum principle for the solution of problem (2.7).
THEOREM 3.6. Assume that the function f = 0 in equation (2.7) and that the function
cb ∈ L∞(∂Q−). Then the solution of equation (2.7) satisfies
inf cb ≤ c ≤ sup cb.
Proof. Let cm be the sequence of solutions to the penalized formulation given in Lemma 3.1.
Then∫
Q
(
v˜ | ∇˜cm
)
·
(
v˜ | ∇˜ϕ
)
dx dt−m
∫
∂Q−
cm · ϕ ( v˜ | n˜ ) dσ˜ =
−m
∫
∂Q−
cb · ϕ ( u˜ | n˜ ) dσ˜
for all ϕ ∈ H(v,Q). Set
M = sup
∂Q−
cb
and according to theorem 3.3 put
ϕ = (cm −M)+, Q1 =
{
(x, t) ∈ Q, cm −M > 0} , Σ1 = ∂Q− ∩Q1
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Then, from theorem 3.2,∫
Q1
(
v˜ | ∇˜cm
)
·
(
v˜ | ∇˜(cm −M)
)
dx dt−m
∫
Σ1
cm · (cm −M) ( v˜ | n˜ ) dσ˜ =
−m
∫
Σ1
cb · (cm −M) ( v˜ | n˜ ) dσ˜.
We have,∫
Q1
(
v˜ | ∇˜(cm −M)
)2
dx dt−m
∫
Σ1
((cm −M))2 ( v˜ | n˜ ) dσ˜ =
−m
∫
Σ1
(cb −M) · (cm −M) ( v˜ | n˜ ) dσ˜ ≤ 0.
Hence, the set Q1 has a zero measure, so c
m ≤ M . We show in the same way that cm ≥
inf cb. Finally the conclusion holds for the weak limit c of a subsequence of the sequence
cm.
In the following, it is assumed that at least, the following regularity holds true:
H) v ∈ C0(Q), cb ∈ C0(∂Q−).
4. Finite element approximation . Let {ϕ1, ϕ2, . . . , ϕN} be a basis of finite element
subspace Vh ⊂ H0, obtained, for example,with a rectangular mesh Th of the domain Q, with
first order Q1 Lagrange quadrangular finite element:
Q =
⋃
Th
T, Vh =
{
ϕ ∈ C0(Q) | ϕ|T ∈ Q1(T )
}
. (4.1)
Define the bilinear symmetric form a(·, ·)Vh × Vh → R by
a(ψh, ϕh) =
∫
Q
(
v˜ | ∇˜ψh
)(
v˜ | ∇˜ϕh
)
dxdt.
An approximation of problem (3.4), where the right hand side f −
(
v˜ | ∇˜Cb
)
is still denoted
by f for keeping the notations as simple as possible, consists in finding ch ∈ Vh such that
a(ϕh, ch) =
∫
Q
f
(
v˜ | ∇˜ϕh
)
dx dt; (4.2)
for all ϕh ∈ Vh, where
ch =
N∑
j=1
ϕj(t, x) · cj .
With these notations, equation (4.2) becomes
N∑
j=1
cj
∫
Q
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt =
∫
Q
f
(
v˜ | ∇˜ϕi
)
dx dt; (4.3)
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for all i = 1, . . . , N . Set
aij =
∫
Q
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt, 1 ≤ i, j ≤ N ;
and
bi =
∫
Q
f
(
v˜ | ∇˜ϕi
)
dx dt; 1 ≤ i ≤ N ;
The coefficients, aij , bi, are computed in the standard way.
If A = (aij)1≤i,j≤N , B = (bi)1≤i≤N and C = (ci)1≤i≤N , then the solution of the linear
system
AC = B (4.4)
is the solution of problem (4.2).
The method we consider is a marching technique, that is to say the solution is computed time
slice by time slice. Such a strategy is possible since v˜1 = 1, then the integral curves associated
to v˜ are increasing with respect to time. At each time step we solve a ”local time” problem
where the initial condition is ch at the current time step and the unknown is ch at the next
time step. The stiffness matrix of the system is calculated for a single slice of finite elements
of width △t. Here, the solution ch comprising only the solutions computed at time t (taken
as an initial condition or boundary condition) and at time t +△t. The system is solved and
we proceed step by step until the final time is reached. Assume the domain Q = Ω×△t, as
mentioned above, and let Vh ⊂ H(v,Q) be a first orderQ1 Lagrange finite element subspace.
The vector C is decomposed as follows: C− containing only values on nodes at time t and
the unknowns C˜ at time t+△t, such as degrees of freedom belonging to ∂Q− have the lower
labels. We have:
AC =
(
M N
P Q
)(
C−
C˜
)
=
(
B−
B˜
)
(4.5)
The solution C˜ at time step t+△t is obtained by solving the reduced system:
QC˜ = B˜ − PC−. (4.6)
4.1. Numerical experiments for the 1D time marching scheme. In this section, we
give a numerical example with the transport equation with v = 1 and with only a non zero
initial condition, taking the initial condition as follows c0(x, t) =
1
2 (1− tanh(100x− 50)).
The number of elements is n = 80 and the time step is △t = 1/80. In the following figures
4.1, the solution is represented after 1 and 20 time steps.
In figure 4.1 the solution exhibits oscillations as time elapses. Despite these oscillations, the
method converges when n goes to infinity, as it is shown in figure 4.2.
In the next figure 4.3, a penalized formulation as in section 3 with a penalization parameter
equal to 80 has been implemented, and the solution is presented after one and 20 time steps,
keeping the same values for the other parameters.
4.1.1. A Nitche’s method. First, let us mention that least squares finite element meth-
ods for non conforming (discontinuous) finite element have been investigated in [15]. It is
8
(a) (b)
FIG. 4.1. (a) Solution for one time step; (b) Solution for 20 time steps.
FIG. 4.2. convergence of the solution for n=1000.
reported that spurious oscillations exist for that method when polynomial degree of approx-
imation ranging from 1 to 4 (see [15] P. 50). In what follows, a Nitche’s formulation of the
problem is proposed, since it is very close to the penalized formulation presented in section
3. Starting from the equations (2.7), denote (v˜ ⊗ v˜) the matrix the coefficients of which are
v˜iv˜j for 1 ≤ i, j ≤ 2 and accounting for
( a | b ) ( a | c ) = ( (a⊗ a)b | c )
the following partial differential equations are obtained:
−d˜iv((v˜ ⊗ v˜)∇˜c) dx dt = −d˜iv(v˜f) inQ
c = cb; on ∂Q−;(
(v˜ ⊗ v˜)∇˜c | n˜
)
= f ( v˜ | n˜ ) on ∂Q+.
(4.7)
Since we are interested in a discrete maximum principle set f = 0. A Nitche’s method for the
Dirichlet’s condition on the boundary ∂Q− reads: find ch ∈ Vh ⊂ H(v,Q) the dimension of
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(a) (b)
FIG. 4.3. (a) Solution of a penalized formulation for one time step; (b) Solution of a penalized formulation for
20 time steps.
which is N solution to∑N
j=1 cj
∫
Q
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt+ 1/γ
∑N
j=1(cj − ucbj )
∫
∂Q−
ϕjϕi dσ
−∑Nj=1 cj ∫∂Q− ( v˜ | ∇˜ϕj )ϕi ( v˜ | n˜ ) dσ = 0
for all ϕi ∈ Vh and whatever γ is. In the next figure 4.1.1, the solution to the Nitche’s
formulation is presented with n = 80 and△t = 1/100 and γ = n20 .
(a) (b)
FIG. 4.4. (a) Solution of Nitche’s formulation for one time step; (b) Solution of Nitche’s formulation formula-
tion for 20 time steps.
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5. Projection methods and Maximum principle. Remark that the basis functions ϕk,
1 ≥ k ≥ N are non-negative. Thus, we define the convex subsetKh as following :
Kh =
{
N∑
k=1
αkϕk
∣∣∣∣∣ αk ∈ R+
}
. (5.1)
In order to recover the discrete maximum principle we introduce a projection step onto the
cone of non negative functions Kh. In what follows, an orthogonal projection with the inner
product induced by the bilinear form a(·, ·) is considered, then a nodal projection is intro-
duced.
5.1. A H0 projection onto the cone of positive functions. At first assume f to be
regular and A to be a M-matrix. Define chp the projection of ch onto Kh with respect to the
inner product a(·, ·). We have for all ψ ∈ Kh:
a(ch − chp , ψ − chp) ≤ 0.
Set ϕ = ψ + chp , we have
a(ch − chp , ϕ) ≤ 0 ∀ϕ ∈ Kh
Now, let us specify chp . Set g =
(
v˜ | ∇˜f
)−
;h = f+ (where z± denotes the positive or
negative part of z) and define chp as to be solution to
a(chp , ϕ) =
∫
Q
gϕ dx dt+
∫
∂Q+
hϕ ( v˜ | n˜ ) ds. (5.2)
Integrate by parts the right end side of Eqaution (4.2),∫
Q
f
(
v˜ | ∇˜ϕh
)
dx dt = −
∫
Q
(
v˜ | ∇˜f
)
ϕdx dt+
∫
∂Q+
fϕ ( v˜ | n˜ ) ds;
we have
a(ch − chp , ϕ) =
∫
Q
(−
(
v˜ | ∇˜f
)
− g)ϕdx dt+
∫
∂Q+
(f − h)ϕ ( v˜ | n˜ ) ds.
Thus
a(ch − chp , ϕ) =
∫
Q
−
(
v˜ | ∇˜f
)+
ϕdx dt−
∫
∂Q+
f−ϕ ( v˜ | n˜ ) ds ≤ 0;
for all ϕ ∈ Kh. For chp to be inKh it is required A to be a M-matrix since the right end side
is non negative.
In the example we considered, the initial condition c0(x, t) =
1
2 (1 − tanh(100x − 50)),
and we had a constant velocity equats to 1, so in this case the matrix A is a M-matrix. By
using the H0 projection onto the cone Kh the oscillations ( ”under shooting”) are reduced,
but do not disappear as it is shown in Figure 5.1. The persisting discrepancy is due to the
poor approximation of the positive or negative part with finite element.
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(a) (b)
(e) (f)
FIG. 5.1. (a) Time marching solution for one time step; (b) for 20 time steps.(e) Time marching solution toH0
projection problem (5.2) for one time step; (f) for 20 time steps
5.2. Generalized Lagrange multiplier method. Let us rephrase the problem (4.4) as a
constrained optimization problem in RN . Find Cp satisfying :{
ACp = B
Cp ≥ 0. (5.3)
Express the previous problem as the following minimization problem on RN+ :
Cp = Agmin
X∈RN
+
1
2
XtAX −XtB. (5.4)
The problem is well posed, and by using the complementarity conditions [22]
0 ≤ (ACp − F );Cp ⊥ (ACp − F ) (5.5)
problem (5.4) can be be computed by using the following generalized Lagrange multiplier
method for 0 < r fixed. {
ACp = B + Λ
Λ = (Λ− rCp)+ (5.6)
12
where, the positive part of a vector denotes the positive part of its components. An itera-
tive algorithm is proposed for solving the problem (5.6). Set C0p = 0RN ; Λ
0 = 0RN , then
compute: {
ACk+1p = B + Λ
k+1
Λk+1 = (Λk − rCkp )+ (5.7)
Now the convergence of the iterative procedure is proved. We have:
LEMMA 5.1. Let µ1 the first eigenvalue of the positive definite matrix A. For all r verifying
0 < r < 2µ1 the algorithm 5.7 converges.
Proof. {
A(Ck+1p − Ckp ) = Λk+1 − Λk
Λk+1 − Λk = (Λk − rCkp )+ − (Λk−1 − rCk−1p )+. (5.8)
Since z+ is a 1-lipschitzian function we deduce:∥∥Λk+1 − Λk∥∥2 ≤ ∥∥Λk − Λk−1∥∥2 − 2r (Λk − Λk−1 |Ckp − Ck−1p )+ r2 ∥∥Ckp − Ck−1p ∥∥2 .
Since the matrix A is positive definite, by using the first equation of (5.8), the previous in-
equality becomes:∥∥Λk+1 − Λk∥∥2 ≤ ∥∥Λk − Λk−1∥∥2 − 2r (A(Ckp − Ck−1p ) |Ckp − Ck−1p )+ r2 ∥∥Ckp − Ck−1p ∥∥2
≤ ∥∥Λk − Λk−1∥∥2 + r(r − 2µ1(A)) ∥∥Ckp − Ck−1p ∥∥2 .
If
∥∥Ckp − Ck−1p ∥∥2 = 0, the sequence {Λp}p>k becomes stationary and thus converges, if∥∥Ckp − Ck−1p ∥∥2 6= 0 we have the existence of ξ < 1, such that:∥∥Λk+1 − Λk∥∥2 < ∥∥Λk − Λk−1∥∥2 that is also expressed as∥∥Λk+1 − Λk∥∥2 ≤ ξ ∥∥Λk − Λk−1∥∥2 .
For all q < p we deduce:
‖Λp − Λq‖2 ≤
l=p∑
l=q+1
∥∥Λl − Λl−1∥∥2 ≤ l=p∑
l=q+1
ξl−1
∥∥Λ1∥∥2 ≤ ξq ∞∑
m=0
ξm
∥∥Λ1∥∥2
which proves that {Λk}k∈N is a Cauchy’s sequence.
The sequence {Ckp }k∈N is also a Cauchy’s sequence, and we can take the limit in the equa-
tions.
Considering as before the 1D example, the obtained numerical results are presented in figure
5.2.
REMARK 3.
The generalized Lagrange multiplier method is not a projection technique, thus the maximum
of the constrained problem could increase when the generalized Lagrange multiplier method
is used.
If the solution is not a monotonic function, the generalized Lagrange multiplier method is not
able to handle spurious oscillations as it is examplefied with the following initial condition.
Set c0(x, t) = 1/2 + (1/2 tanh(100x− 20)) + 1/2 + (1/2 tanh(100x− 35)). In figure 5.2,
the computed solution with the generalized Lagrange multiplier method is presented after 10
time steps with the same values of parameters as before.
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(a) (b)
(g) (h)
FIG. 5.2. (a) Time marching solution for one time step; (b) for 20 time steps.(g) Time marching solution to
generalized Lagrange multiplier (5.6) for one time step (h) for 20 time steps
FIG. 5.3. Time marching solution to generalized Lagrange multiplier (5.6) for 10 time steps
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6. A least squares formulation with a penalized total variation and non negativity.
First, let us recall the main properties of the space of bounded variation functions BV (Q)
(see [1, 2, 4] for example). Introduce
TV (u) = sup
{∫
Q
u(x) div ξ(x) dx | ξ ∈ C1c (Q), ‖ξ‖∞ ≤ 1
}
(6.1)
and define the space
BV (Q) = {u ∈ L1(Q) | TV (u) < +∞}.
The spaceBV (Q), endowed with the norm ‖u‖BV (Q) = ‖u‖L1 +TV (u), is a Banach space.
The derivative in distributional sense of a function u ∈ BV (Q) is a bounded Radon measure,
denoted Du, and TV (u) =
∫
Q
|Du| is the total variation of u. We have [1, 2]:
LEMMA 6.1. The mapping u 7→ TV (u) is lower semi-continuous (denoted in short lsc) from
BV (Q) into R+ for the L1 norm. Moreover, we have the continuous embedding BV (Q) ⊂
Lq(Q) for every 1 ≤ q ≤ nn−1 , which is compact if q < nn−1 .
Note that, for u ∈W 1,1(Q), TV (u) = ‖∇u‖L1(Q).
LetK be the cone of non negative functions
K = {ϕ ∈ H0 ∩BV (Q), ϕ ≥ 0 a.e.} , (6.2)
and denotes IK its indicator function.
For λ ∈ R+ to be fixed, consider the following optimization problem:
ρλ = argmin
c∈H0∩BV (Q)
J(c) + λTV (c) + IK(c) = argmin
c∈H0∩BV (Q)
F (c), (6.3)
where the function J has been introduced in the first section
J(c) = 12
∫
Q
((
v˜(x, t) | ∇˜c(x, t)
)
− f(t, x)
)2
THEOREM 6.2. Whatever λ non negative real is, the problem 6.3 has a unique solution.
Proof.
Let (cn)n ∈ H0 ∩BV (Q) be a minimizing sequence, i.e.
lim
n→+∞
F (cn) = inf {F (c) | c ∈ H0 ∩BV (Q)} < +∞.
The sequence (|cn|1,v)n∈N is bounded, then the sequence (cn)n∈N weakly converges to c∗ ∈
H0, up to a subsequence. The function J is convex and l.s.c., we have
J(c∗) ≤ lim inf
n→+∞
J(cn). (6.4)
The semi norm |·|1,v and the norm ‖·‖H(v,Q) are equivalent in H0, the sequence (cn)n∈N is
bounded in L2(Q), and (cn)n∈N weakly converges towards c
∗ in L2(Q). Furthermore, Q is
bounded, the embedding of L2(Q) into L1(Q) is continuous, (cn)n∈N is bounded in L
1(Q)
as well, and therefore it is bounded in BV (Q). The compact embedding of BV (Q) into
L1(Q) yields the strong converge in L1(Q) of a subsequence of (cn)n∈N towards c
∗, with
c∗ ∈ BV (Q). From the lemma 6.1 we have:
TV (c∗) ≤ lim inf
n→+∞
TV (cn). (6.5)
15
The subspace K is convex and closed for the L1-norm, IK is thus convex and l.s.c. We
conclude
IK(c
∗) ≤ lim inf
n→+∞
IK(cn). (6.6)
Finally we have up to a subsequence:
F (c∗) ≤ lim inf
n→+∞
F (cn), (6.7)
that is to say
F (c∗) ≤ inf {F (c) | c ∈ H0 ∩BV (Q)} . (6.8)
Uniqueness of minimal argument comes from the strict convexity of function J , (due to the
L2-norm).
Now let us give a technical result concerning the behavior of ρλ with respect to the parameter
λ.
LEMMA 6.3. Let ρλ be the solution to the problem 6.3. Then the application Y : λ 7→ ρλ
from R+ with values in H0 ∩ BV (Q) is continuous . Moreover, the application T : λ 7→
TV (ρλ) from R+ with values in R+ is continuous and decreasing towards zero.
Proof.
We first show that T is a decreasing function toward zero.
Let λ2 > λ1 > 0 be given. We set ρλ1 = Y (λ1) and ρλ2 = Y (λ2). By definition of Y , we
can write the two following inequalities :
J(ρλ1) + λ1TV (ρλ1) + IK(ρλ1) ≤ J(ρλ2) + λ1TV (ρλ2) + IK(ρλ2), (6.9)
and
J(ρλ2) + λ2TV (ρλ2) + IK(ρλ2) ≤ J(ρλ1) + λ2TV (ρλ1) + IK(ρλ1). (6.10)
The sum of these two inequalities gives
λ1TV (ρλ1) + λ2TV (ρλ2) ≤ λ1TV (ρλ2) + λ2TV (ρλ1), (6.11)
then
(λ2 − λ1)(TV (ρλ2)− TV (ρλ1)) ≤ 0, (6.12)
that is to say
TV (ρλ2)− TV (ρλ1) ≤ 0. (6.13)
The decreasing of T follows.
Let λ > 0 be given. If we set ρλ = Y (λ), we have, for all ρ ∈ H0 ∩BV (Q)
J(ρλ) + λTV (ρλ) + IK(ρλ) ≤ J(ρ) + λTV (ρ) + IK(ρ). (6.14)
In particular,
J(ρλ) + λTV (ρλ) + IK(ρλ) ≤ J(0). (6.15)
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Sine J and IK are nonnegative functions, we have
λTV (ρλ) ≤ J(0). (6.16)
If J(0) = 0, then TV (ρλ) = 0 for all λ > 0. If J(0) > 0, TV (ρλ) ≤ J(0)
λ
. In both cases,
TV (ρλ) −→
λ→+∞
0, that is to say T (λ) −→
λ→+∞
0.
Now consider the continuity of T . Introduce (λn)n∈N a sequence of elements of R+ that
converges to λ. In what follows, it is proved that ρλn weakly converges toward ρλ. From the
definition of ρλn , we have, for all ρ ∈ H0 ∩BV (Q) and n > 0,
J(ρλn) + λnTV (ρλn) + IK(ρλn) ≤ J(ρ) + λnTV (ρ) + IK(ρ). (6.17)
The sequence (J(ρ)+λnTV (ρ))n∈N converges to (J(ρ)+λTV (ρ)), so the sequence (J(ρn))n
is bounded, and then (‖ρλn‖H(v,Q))n∈N is bounded as well. This implies that it exists ρ∗ ∈
H(v,Q) such that (ρλn)n∈N weakly converges inH(v,Q) and therefore inL
2(Q)) to ρ∗. The
sequence (ρλn)n∈N is bounded in L
2(Q) and then in L1(Q), since Q is bounded. Moreover,
(TV (ρλn))n∈N is also bounded. Consequently (ρλn)n∈N is bounded in BV (Q). Account-
ing for compact embedding results, we get (ρλn)n∈N strongly converges to ρ
∗ ∈ BV (Q) in
L1(Q), up to a subsequence.
Since ρ 7→
∥∥∥( v˜ | ∇˜ρ)− f∥∥∥
L2(Q)
is convex and l.s.c., we have
J(ρ∗) ≤ lim inf
n→+∞
J(ρλn), (6.18)
and, the l.s.c. property of the total variation gives
TV (ρ∗) ≤ lim inf
n→+∞
TV (ρλn). (6.19)
Accounting for the convexity of K, since it is a closed, it is also weakly closed. Then, the
function IK is l.s.c., and
IK(ρ
∗) ≤ lim inf
n→+∞
IK(ρλn). (6.20)
In the same way, we have, Kerγn˜− is weakly closed in H(v,Q), then we deduce that ρ
∗ ∈
H0 ∩BV (Q). Finally, we have, for all ρ ∈ H0 ∩BV (Q),
J(ρ∗) + λTV (ρ∗) + IK(ρ
∗) ≤ lim inf
n→+∞
J(ρλn) + (lim inf
n→+∞
λn)(lim inf
n→+∞
TV (ρλn))
+lim inf
n→+∞
IK(ρλn)
≤ lim inf
n→+∞
(J(ρλn) + λnTV (ρλn) + IK(ρλn))
≤ J(ρ) + λTV (ρ) + IK(ρ),
so ρ∗ = ρλ. Moreover, it is clear that ρλ is the unique weak limit point of the sequence
(ρλn)n∈N.
Assume T (λn) = TV (ρλn) −→
n→+∞
t, first it is proved that T has a closed graph.
J(ρλ) + λt+ IK(ρλ) ≤ lim inf
n→+∞
J(ρλn) + λt+ lim infn→+∞
IK(ρλn)
= lim inf
n→+∞
J(ρλn) + (lim inf
n→+∞
λn)(lim inf
n→+∞
TV (ρλn))
+lim inf
n→+∞
IK(ρλn)
≤ lim inf
n→+∞
(J(ρλn) + λnTV (ρλn) + IK(ρλn))
≤ J(ρλ) + λTV (ρλ) + IK(ρλ).
17
For λ > 0 fixed, this gives t ≤ TV (ρλ). If λ = 0, the same inequality holds true. From the
decreasing property of T we deduce:
TV (ρλn) ≤ TV (ρ0), for all n > 0. (6.21)
Thus, for all λ ≥ 0, we have
t ≤ TV (ρλ). (6.22)
Gather the previous inequality, with (6.19), we have
t = TV (ρλ), (6.23)
which proves that T has a closed graph. Since T is a decreasing function, T is bounded and
we conclude that T is continuous.
Our concern is to prove the continuity of Y when λn converges to λ, by doing the same way
as before. Introduce S : R+ → R+
λ 7→J(ρλ)
. If S(λn) = J(ρλn) −→
n→+∞
s,
s+ λTV (ρλ) + IK(ρλ) = lim inf
n→+∞
J(ρλn) + (lim infn→+∞
λn)TV (ρλ) + IK(ρλ)
≤ lim inf
n→+∞
J(ρλn) + (lim infn→+∞
λn)(lim inf
n→+∞
TV (ρλn))
+lim inf
n→+∞
IK(ρλn)
≤ lim inf
n→+∞
(J(ρλn) + λnTV (ρλn) + IK(ρλn))
≤ J(ρλ) + λTV (ρλ) + IK(ρλ).
For all λ ≥ 0,
s ≤ J(ρλ), (6.24)
and then with (6.18),
s = J(ρλ). (6.25)
This shows that the graph of S is closed. Moreover, (6.15) implies that S is bounded. Then,
S is continuous.
Finally, let us prove the continuity of Y . We recall that ρλ is the unique weak limit point
of (ρλn)n∈N. Moreover, the continuity of S yields that ‖ρλn‖H(v,Q) −→n→+∞ ‖ρλ‖H(v,Q).
Consequently, becauseH(v,Q) is a Hilbert space, the subsequence of (ρλn)n∈N that weakly
converges to ρλ strongly converges to ρλ as well. This shows that ρλ is the unique limit point
of (ρλn)n∈N. We conclude that ρλn∈N strongly converges to ρλ. The continuity of Y follows.
LEMMA 6.4. Let ρ0 be the solution to the problem 6.3 for λ = 0, and assume that TV (ρ0) >
0. For all τ ∈ (0, TV (ρ0)), There exists λ ∈ R+ and ρλ ∈ H0 ∩ BV (Q) solution to the
problem 6.3 such that TV (ρλ) = τ .
Proof.
Let 0 < τ ∈ (0, TV (ρ0)) be given, Lemma 6.3 claims the existence of 0 < µ sufficiently
large such that T (µ) − τ < 0. Accounting for 0 < T (0) − τ , the continuity of function T
provides the existence of 0 < λ < µ such that T (λ) = TV (ρλ) = τ . Note that a dichotomy
process with respect to the parameter λ can be used for finding a non negative solution to the
transport equation, in the least squares sense with a given total variation.
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6.1. A Finite element least squares formulation with penalized total variation and
non negativity. In theis section in order to keep the notations as simple as possible we con-
sider only the 1D case. The 2D or 3D situations are directly deduced. Keeping the same
notations as in section 4, introduce the problem (6.3) approximated with a Lagrange’s finite
element method. For 0 ≤ λ be fixed, it reads:
uh = argmin
ch∈Vh
J(ch) + λTV (ch) + IKh(ch), (6.26)
where TV (ch) =
∥∥∥∇˜ch∥∥∥
L1(Q)
.
For numerical convenience (because the transposed operator of the nabla operator is not the
divergence operator in finite element context), we replace the total variation by the following
discrete operator :
TVd(u) =
N∑
i=1
∥∥∥∇˜du(ai)∥∥∥
2
,
where the meshed domain is supposed to be composed of N nodes ai = (xi, yi), i =
1, . . . , N ,
with
∇˜du(ai) =
(∇1du(ai),∇2du(ai))t , (6.27)
and
‖∇du(ai)‖2 =
√
(∇1du(ai))2 + (∇2du(ai))2. (6.28)
The discrete operators are defined by:
∇1du(ai) =
{
1
hx
(u(xi + hx, yi)− u(xi, yi)) if xi < N1
0 if xi = N1,
=
{
1
hx
(u(ai+1)− u(ai)) if i 6≡ 0 [N1]
0 if i ≡ 0 [N1]
(6.29)
and
∇2du(ai) =
{ 1
hy
(u(xi, yi + hy)− u(xi, yi)) if yi < N2
0 if yi = N2.
=
{ 1
hy
(u(ai+N1)− u(ai)) if i < N2
0 if i = N2
,
(6.30)
with N1 is the number of rows and N2 the number of columns of the mesh. So the discrete
problem to solve reads: for 0 < λ given find:
uh = argmin
ch∈V
J(ch) + λTVd(ch) + 1K(ch). (6.31)
Now consider a matricial formulation of the problem (6.31). Write uh =
∑N
k=1 Ukϕk, with U ∈
RN . We have: ∇˜dU = (∇˜du(a1), · · · ∇˜du(aN ))t, and keeping the same notations as in sec-
tion 4, define the functions
g1(U) =
1
2
U⊤AU − U⊤B; g2(U) = λTVd(U) + IRN
+
(U). (6.32)
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For 0 ≤ λ be fixed, the descrite problem reads:
U = argmin
V ∈RN
g1(V ) + g2(V ). (6.33)
The function g1 is convex and continuously differentiable, the function g2 is convex because
it is the sum of a continuous convex function (TVd) and of the indicator function of a closed
convex set (RN+ ). Thus we have.
THEOREM 6.5. Assume that λ ≥ 0. the problem (6.33) has a unique solution.
Let us mention that a mixed P1/P0 finite element schemes has been proposed for computing
the TV (ch) in [8]. Unfortunately, this method does not extend to other families of finite
element.
6.2. Algorithms for computing the solution. This section is dedicated to algorithms
for computing a solution to the problem (6.33). Since the function g1 is a Lipschitz function,
the constant of which is denoted by L, the FISTA algorithm introduced in [10] can be used.
It reads:
ALGORITHM 6.1.
1. Set V1 = U
0 ∈ RN , and t1 = 1.
2. For Un and tn given compute up to convergence :
− V n = argmin
X∈RN
{
g2(X) +
L
2
∥∥∥∥X − (Un − 1L∇g1(Un)
)∥∥∥∥2
2
}
, (6.34)
− tn+1 = 1 +
√
1 + 4t2n
2
, (6.35)
− Un+1 = V n +
(
tn − 1
tn+1
)(
V n − V n−1) . (6.36)
Now let us specify how to compute the solution to the equation (6.34). Set
U = Un − 1
L
∇g1(Un),
the problem (6.34) reads
U = argmin
X∈RN
{
L
2λ
∥∥X − U∥∥2
2
+ TVd(X) + IRN
+
(X)
}
. (6.37)
Define the functions
G(U) =
L
2λ
∥∥U − U∥∥2
2
+ IRN
+
(U),
and
F (∇˜dU) =
∥∥∥∇˜dU∥∥∥
2
= TVd(U).
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Thanks to the term
∥∥U − U∥∥2
2
,G is 1-uniformly convex, and, since F is convex and continue,
we know that, for all P ∈ RN × RN
F (P ) = sup
P∗∈RN×RN
〈P ∗, P 〉 − F ∗(P ∗), (6.38)
where F ∗ is the Legendre’s transform of F . Moreover, it is well known that F ∗ = IB, where
B = {P ∈ RK × RK | ‖P‖∞ ≤ 1} .
So we have,
F (∇dU) = sup
P∈RK×RK
〈P,∇dU〉 − IB(P ).
The following primal-dual formulation of problem (6.37) is deduced:
inf
U∈RK
sup
P∈RK×RK
〈P,∇dU〉+ L
2λ
∥∥U − U∥∥2
2
+ IRN
+
(U)− IB(P ). (6.39)
To solve the saddle point problem (6.39), the following algorithm proposed in [12] is used.
ALGORITHM 6.2.
• For (X0, Y 0) ∈ RN × (RN × RN) be fixed and τ0, σ0 > 0, so that
τ0σ0
∥∥∥∇˜dX0∥∥∥2 < 1 be fixed, set X0 = X0.
• For (n ≥ 0), update Xn, Y n, Xn, θn, τn, σn as follow :
Y n+1 = proxσF∗(Y
n + σ∇˜dXn),
Xn+1 = proxτG(X
n − τ∇˜∗dY n+1),
θn =
1√
1 + τn
, τn+1 = θnτn, σn+1 =
σn
θn
,
X
n+1
= Xn+1 + θn(X
n+1 −Xn),
where ∇˜∗d is the adjoint operator of ∇˜d.
In [12], the following convergence result is proved.
LEMMA 6.6. For F a convex, proper, l.s.c. and G a 1-uniformly convex, proper, l.s.c., the
sequence (Xn, Yn) defined in algorithm 6.2 converges to the solution of (6.39).
Now, let us specify the proximal projections.
LEMMA 6.7.
P = proxσF∗(P˜ )⇐⇒ Pi =
P˜i
max
(
1,
∥∥∥P˜i∥∥∥
R2
) ,
21
and
U = proxτG(U˜)⇐⇒ Ui = max
(
0,
λU˜i + τLU i
λ+ τL
)
.
Proof.
Set P = proxσF∗(P˜ ). Then
P = argmin
X

∥∥∥X − P˜∥∥∥2
2
2σ
+ F ∗(X)
 .
This yields that P˜ ∈ (I + σ∂F ∗)(P ), that is to say P˜ − P
σ
∈ ∂F ∗(P ). Since F ∗ = IB with
B a closed, non empty convex set, and σ ≥ 0, P˜ − P
σ
is characterized by
∀V ∈ B,
(
P˜ − P
σ
|V − P
)
≤ 0,
so that P is a L2 projection, P = ΠB(P˜ ), which proves the first equality. To prove the second
one, set U = proxτG(U˜). Then
u = argmin
X

∥∥∥X − U˜∥∥∥2
2
2τ
+G(X)
 .
The first optimality criterion writes :
1
τ
(U˜ − U) + L
λ
(U − U) ∈ ∂IRN
+
(U),
which is equivalent to
λU˜ + τLU
λτ
− λ+ τL
λτ
U ∈ ∂IRN
+
(U).
Since RN+ is a closed convex subset, the following characterization holds true: for all c > 0,
∀V ∈ RN+ ,
(
U +
1
c
(
λU˜ + τLU
λτ
− λ+ τL
λτ
U
)
− U |V − U
)
≤ 0.
For c =
λ+ τL
λτ
, we have
∀V ∈ Ch,
(
λU˜ + τLU
λ+ τL
− U |V − U
)
≤ 0,
that is to say
U = ΠRN
+
(
λU˜ + τLU
λ+ τL
)
.
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Remind
∇g1(U) = AU −B,
thus the algorithm (6.1) reads:
ALGORITHM 6.3.
• Initialization : For g1 be a L-lipschitz function, set V1 = U0 ∈ RN , and t1 = 1.
• For n = 0 to nmax − 1 : update Xn, Y n, Xn as follows :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1− Un+ 12 = Un − 1
L
(AUn − F )
2− a. For L˜ a Lipschitz constant of ∇˜d, choose τ0, σ0 > 0, so that τ0σ0L˜2 < 1, X0 ∈ RN ,
Y 0 ∈ RN × RN and set X0 = X0.
b. For k = 0 to kmax − 1∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y k+1i =
Y ki + σ∇˜dX
k
i
max
(
1,
∥∥∥Y ki + σ∇˜dXni ∥∥∥
R2
) , i = 1, . . . , N
Xk+1i = max
{
0 ,
λXki − τλ∇˜∗dY k+1i + τL U
n+ 1
2
i
λ+ τL
}
, i = 1, . . . , N
θk =
1√
1 + τk
, τk+1 = θkτk, σk+1 =
σk
θk
X
k+1
= Xk+1 + θk(X
k+1 −Xk)
end
3− V n = Xkmax
4− tn+1 = 1 +
√
1 + 4t2n
2
5− Un+1 = V n +
(
tn − 1
tn+1
)(
V n − V n−1)
end
6.3. Numerical results. Let us end this section with some numerical results. First, for
the 1D example with a monotonic initial condition investigated in the previous sections. In
figure 6.1 , the solution, computed with a least squares marching technique after 20 time step
is represented on the left. In the middle, the positivity constraint has been added and on the
right, the positivity constraint and a penalized total variation with λ = 2.
In the next figure 6.2 the L2 error is plotted in logarithmic scale for the least squares marching
formulation in red, and in blue, for the formulation where a positivity and a total variation
constraints has been added. The order of convergence is 2 for both.
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FIG. 6.1. Left least squares marching solution; middle with positivity constraint; left with positivity and TV
constraint.
FIG. 6.2. Convergence curves for LS formulation and for the LS formulation with positivity and TV constraints.
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A 2D example is now considered. A bump subject to a rotating velocity field. In figure 6.3
the velocity field and the initial position of the bump are given.
FIG. 6.3. left velocity field, right initial position of the bump
In figure 6.4 results for the LS formulation are presented. On first row, on left, a projection
on the x, y plan of the bump is plotted, on right, a slice on an horizontal plan going through
the center of the bump is represented. On the second row, on left, a slice on a vertical plan
going through the center of the bump is represented, on right, the bump is represented after
a rotation of pi2 . In figure 6.5 results for the LS formulation with a positivity constraint are
FIG. 6.4. LS formulation
presented. On first row, on left, a projection on the x, y plan of the bump is plotted, on right a
slice on an vertical plan going through the center of the bump is represented. On the second
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row, on left, a slice on a horizontal plan going through the center of the bump is represented,
on right, the bump is represented after a rotation of pi2 .
FIG. 6.5. LS formulation with positivity constraint
In figure 6.6 results for the LS formulation with positivity and TV constraints for λ = 2 are
presented. On first row, on left, a projection on the x, y plan of the bump is plotted, on right a
slice on an vertical plan going through the center of the bump is represented. On the second
row, on left, a slice on a horizontal plan going through the center of the bump is represented,
on right, the bump is represented after a rotation of pi2 .
Let us come back to the non monotonic case. In figure 6.3, on the left, the least squares
marching solution is presented, on the middle, the least squares marching with a positivity
constraint solution, and on the lright, the least squares marching with positivity and TV con-
straints solution. It can be checked that spurious oscillations desappear with positivity and
TV constraints.
A 2D example is now considered with a non monotonic bump subject to a rotating velocity
field as in previous case. In figure 6.7 the velocity field and the initial position of the bump
are given.
In figure 6.8 results for the LS formulation are presented. On first row, on left, a projection
on the x, y plan of the bump is plotted, on right, a slice on an horizontal plan going through
the center of the bump is represented. On the second row, on left, a slice on a vertical plan
going through the center of the bump is represented, on right, the bump is represented after a
rotation of pi2 . The numerical scheme damps a part of the oscillations in the direction of the
velocity field, but not in the orthogonal direction.
In figure 6.9 results for the LS formulation with a positivity constraint are presented. On
first row, on left, a projection on the x, y plan of the bump is plotted, on right, a slice on an
horizontal plan going through the center of the bump is represented. On the second row, on
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FIG. 6.6.
FIG. 6.7.
left, a slice on a vertical plan going through the center of the bump is represented, on right, the
bump is represented after a rotation of pi2 . The numerical scheme with a positivity constraint
damps the oscillations in the direction of the velocity field, but not in the orthogonal direction.
In figure 6.10 results for the LS formulation with positivity and TV constraints with λ = 2
are presented. On first row, on left, a projection on the x, y plan of the bump is plot-
ted, on right, a slice on an horizontal plan going through the center of the bump is rep-
resented. On the second row, on left, a slice on a vertical plan going through the center
of the bump is represented, on right, the bump is represented after a rotation of pi2 . The
numerical scheme with a positivity and TV constraints handle the oscillations in both di-
rections. In the last figure 6.11, the influence of lambda is investigated with a positivity
constraint. In the following table the values of the total variation of solutions are reported.
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FIG. 6.8.
FIG. 6.9.
Solution TV Postivity constraint TV constraint λ
initial condition 2.07104 no no λ = 0
LS marching 2.27104 no no λ = 0
LS marching 1.93104 yes no λ = 0
LS marching 1.74104 yes yes λ = 2
We can conclude that the proposed numerical scheme which control the extreme values of
the solution (through indicator functions) with a penalization of its total variation is able to
cancel the spurious oscillations whatever the initial condition is. Moreover, this numerical
scheme does not affect the convergence order of the lagrange finite element method. The
proposed method is an acceptable answer to the deficiency of the finite element method for
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FIG. 6.10.
FIG. 6.11.
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λ = 0
λ = 0 with MP
λ = 1 with MP
λ = 2 with MP
λ = 5 with MP
λ = 10 with MP
FIG. 6.12. Influence of the total variation
handling the transport equation.
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