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Abstract
Physical plasmas are used in biomedical applications to combine a multitude of active
agents in order to influence the treated biological system. The promotion of healing of
chronic wounds by decontaminating them and actively re-initiating and stimulating the
endogenous healing mechanism is one important application area besides others. Al-
though wound healing application of physical plasmas is already established in certain
clinics’ daily routine, further development and understanding of the background is de-
sirable. This is motivated especially by the circumstance that wound healing is both a
very individual and a very dynamic process. Furthermore, plasma treatment routines in
this field are not standardized up to now, which makes approval and reimbursement by
health insurance providers more difficult.
In the frame of the present work, the aim of enhancing biomedical applications of
plasma is addressed by complementing the range of available plasma source concepts
by a new approach. Contrary to most established devices, the solution introduced here
focuses on the production of reactive oxygen and nitrogen species (RONS) as the only
active agents. This qualifies the device not as a basis to aim for a certification for
clinical practice, but rather for basic biomedical research. While for the former field of
application, the restriction to RONS is not desirable in the first place, the latter can
benefit from an unelaborate handling, a robust control mechanism and the potential for
further, demand-based enhancements.
The device is based on a dielectric barrier discharge operated in ambient air at reduced
pressure. This allows the generation of either an ozone-dominated output gas chemistry
or an exclusive production of nitrogen oxides including nitric oxide. Gas pressure and
temperature have found to be the dominating factors controlling the output gas compo-
sition. Furthermore, crucial chemical processes for the ozone- to nitric oxide-transition
have been identified using a plasma chemical model. The model also revealed that a con-
structive coupling of pressure and flow rate as realized in the presented concept improves
the response of key reactions to pressure changes.
For enhancing the practical usability of the identified plasma chemical process control
mechanisms, an electrical diagnostics method tracking the gas temperature has been
developed. It overcomes the difficulty in determining the gas temperature in a fully-
integrated device even without gas flow. The approach used to realize this diagnostics is
the connection between temperature and voltage drop over the discharge. A laboratory
prototype implementing the investigated concept and the developed diagnostics has been




Physikalische Plasmen werden in biomedizinischen Anwendungen genutzt, um kombi-
niert über mehrere Mechanismen auf das zu behandelnde biologische System einzuwir-
ken. Zu den wichtigsten Anwendungsgebieten zählt die Förderung der Heilung chro-
nischer Wunden durch Dekontamination und aktive Wiedereinleitung und Stimulation
der endogenen Heilungsmechanismen. Obwohl physikalische Plasmen für Wundheilungs-
anwendungen bereits Einzug in den Alltag einiger Kliniken gehalten haben, ist eine
weitere Entwicklung und Erforschung zugrundeliegender Mechanismen wünschenswert.
Das folgt vorrangig daraus, dass Wundheilung sowohl sehr individuell als auch sehr dy-
namisch abläuft. Außerdem sind Plasmaprozesse in diesem Anwendungsbereich bisher
nicht standardisiert, was die Zulassung und die Kostenerstattung durch Krankenkassen
erschwert.
Die vorliegende Arbeit verfolgt das Ziel der Weiterentwicklung biomedizinischer An-
wendungen von Plasmen, indem die Auswahl der verfügbaren Plasmaquellenkonzepte
um einen neuen Ansatz ergänzt wird. Im Gegensatz zu den meisten etablierten Gerä-
ten legt die hier vorgestellte Lösung den Schwerpunkt auf eine Produktion reaktiver
Sauerstoff- und Stickstoffspezies (RONS) als einziger bereitgestellter Wirkstoff. Das legt
eine Nutzung durch Anstreben einer klinische Zulassung weniger nahe, die vordergrün-
dige Eignung besteht für Anwendungen in der biomedizinischen Forschung. Während die
Beschränkung auf RONS in der klinischen Nutzung kaum anzustreben ist, profitieren
Laboruntersuchungen von unkomplizierter Handhabung, einem robusten Steuerungsver-
fahren und dem Potenzial für bedarfsabhängige Erweiterungen.
Das Gerät basiert auf einer dielektrischen Barriereentladung, die in Umgebungsluft bei
reduziertem Druck betrieben wird. Das ermöglicht die Erzeugung einer Ozon-dominierten
Gaszusammensetzung, aber auch eine ausschließliche Produktion von Stickoxiden ein-
schließlich Stickstoffmonoxid. Druck und Temperatur des Prozessgases zeigten sich als
dominierende Faktoren zur Steuerung der produzierten Gaszusammensetzung. Darüber
hinaus wurden die entscheidenden chemischen Prozesse für den Übergang von der Ozon-
zur Stickstoffmonoxidproduktion durch Nutzung eines plasmachemischen Modells iden-
tifiziert. Das Modell zeigt außerdem, dass die im untersuchten Konzept vorherrschende
konstruktive Kopplung von Druck und Gasflussrate das Ansprechen der wesentlichen
Reaktionen auf Druckänderungen unterstützt.
Um die praktische Nutzbarkeit der aufgezeigten plasmachemischen Kontrollmechanis-
men zu verbessern, wurde eine elektrische Diagnosemethode zur Messung der Gastem-
peratur entwickelt. Diese überwindet die Schwierigkeit der Gastemperaturmessung in ei-
nem voll-integrierten Gerät auch ohne Gasfluss. Der verwendete Ansatz zur Umsetzung
des Diagnoseverfahrens ist der Zusammenhang von Temperatur und Spannungsabfall
über der Entladung. Ein Funktionsmuster, das das untersuchte Konzept und die entwi-
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ckelte Diagnostik implementiert, wurde als Technologiedemonstrator zum Abschluss des
Projekts konstruiert und gefertigt.
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1. Introduction and objective
Electrical facilities and devices have increasingly been affecting daily life since the 19th
century. Some notable examples are the gradual establishment of communication sys-
tems and electrical lighting. The telegraph was invented in the early 1830s [1], and in
the second half of the 19th century, the telephone came up as a more modern alternative.
First switching centers were found in New York in 1877/78 and Paris 1879, although the
system could hardly gain acceptance in the beginning [2]. Also in 1879, the incandescent
bulb had been improved to reach a reliability that made it suitable for practical appli-
cation [3]. The large-scale usage of lightbulbs was made possible 1882, when the first
direct current electrical power plant was put into operation in New York [1,3]. The de-
velopment of the marketable incandescent bulb and a standardized system of generators,
cables, meters, sockets and switches designed for 110 V DC were closely linked to each
other. Around the same time, patents pioneering for a more flexible AC based system
were originally issued in Europe. They provided the basis for a serious technological
and commercial competitor to the incompatible DC system only a few years later, and
eventually prevailed against DC based solutions for most application scenarios. The
competition between DC and AC based systems for electrical power distribution was
the prototype for a multitude of following rivalries about prevalent technical standards
from the viewpoints of technology, economy and marketing [3]. From this period of time
on, inventions relying on electricity have distinctly been improving quality of living.
Beyond that, electrical engineering soon started to make life not only more comfort-
able, but in average also longer. In Germany, life expectancy at birth in the year 1820
was comparably high for that time: It was 41 years, while the life expectancy in France
was lower with 37 years, in Italy only 30 years could statistically be expected. Since that
time, the life expectancy has increased significantly. In 1900, it ranged from 43...47 years
for the three mentioned countries, to rise further to 77...78 years in 1999 [4]. The multi-
tude of factors influencing this development justifies a dedicated field of research, however
one of the aspects behind this pleasant trend was facilitated by electrical engineering
and marked the advent of an interdisciplinary cooperation of electrical engineering with
medicine and chemistry.
An example from Berlin, Germany, in the year 1866 reveals the background: 5457
people died from cholera, that was 0.8 % of the town’s overall population. Cholera
outbreaks occasionally happened at that time, the last major epidemic in Germany was
1892 in Hamburg [5]. Contaminated drinking water was one of the major propagation
mechanisms for the disease, consequently sand filters for the drinking waters helped
curbing the spread of cholera. Obviously, the efficiency of such filters is too limited to
permanently ensure high hygienic standards. Chlorine based sewage water decontamina-
tion has been introduced in Hamburg in 1893 in one plant to control a typhoid epidemic
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- it’s not like cholera was the only problem. Later, the technique was adapted also for
fresh water decontamination [6]. It is distinctly more effective than sand filters, but
chlorine is an environmental toxin whose existence in the drinking water is undesirable
as well. Therefore, the introduction of a new technology for an efficient, residue-free
water decontamination was necessary.
1.1. Plasmas for decontamination and medicine
A brief historical overview
In 1907 in Nice, France and in 1910 in St. Petersburg, Russia, the first facilities for large-
scale fresh water treatment based on ozone (O3) were installed [7,8]. These systems were
based on the dielectric barrier discharge (DBD) principle, that was known since 1857 as
a device to produce O3 [9], shortly after ozone was discovered and named [10]. By now,
thousands of DBD-based large-scale ozone generators are in use, primarily for water
treatment [11].
To form the basis for this, a thorough investigation and characterization of DBDs was
performed. One notable step in this process was for example the inquiry of information
about the influence of gas velocity, input voltage and frequency on the produced O3
concentration in 1922 [12]. Ten years later, the segmentation of the discharge process in
air DBDs in individual microdischarges was verified experimentally using photographic
plates [13]. In the subsequent decade in 1943, it was found that a sinusoidally driven
air DBD runs through two active and two inactive (“dark”) phases during one voltage
period, where the voltage drop over the gas gap ug is approximately constant during
the active phases. Moreover, the electrical diagnostic using the Q-V-plot (“Lissajous
figure”) to obtain effective capacitances and the dissipated power was introduced [14].
The successive investigation and enhancement of DBDs for the production of chemical
species continues up to date [15–18] and yields enhancements both for the classical
operation [19–21] and special operation modes such as the homogeneous DBD [22].
On the whole, DBDs have occupied a multitude of applications and processes to date
[7, 11,17,23,24].
Recent applications
Retrospectively, the application of DBDs for generating ozone figuratively speaking
“fired the starting pistol” for the development of further applications of non-thermal
plasmas. While ozone was already primarily used to decontaminate water, the ability to
inactivate microorganisms was used in later applications as well. A notable step towards
a usage on a broader field of applications is the decontamination of non-conducting, non-
biological surfaces and containers that was patented in 1968 [25]. As a further develop-
ment, a selective impact on living cells was made possible later, allowing an application
on living tissue as well.
Nowadays, different concepts relying on plasmas near ambient temperature, summa-
rized as cold atmospheric plasma (CAP) sources, are established for several related
2
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applications on this field: Sterilization (elimination of all microorganisms and their dor-
mant stages), disinfection (inactivation of elimination of microorganisms, less effective
than sterilization), decontamination (cleansing from microorganisms or unwanted mate-
rial) and regulation of inflammatory processes in living tissue [26–33]. As a technological
basis, DBDs ignited in a volume or in a surface are used as well as jet plasmas and mi-
crowave driven plasmas. Using any of these technologies, reactive oxygen and nitrogen
species (RONS) play a key role to achieve the desired effects in synergy with ultravio-
let (UV) radiation, electric fields and accumulated charge [26, 27, 31–34]. Remarkable
examples for RONS are O3, various nitrogen oxides (NOx) as well as hydrogen peroxide
(H2O2). Among different CAP sources, the composition and concentration of produced
RONS differs significantly. Depending on the concept in use, either NOx or oxygen
species such as atomic oxygen (O), singlet oxygen (O2*) or O3 can be dominant [35–40].
Treatment concepts allowing an effective inactivation of bacteria can be developed
based on both an O3 and a NOx dominated plasma chemistry [41], however a NOx-
dependent inactivation is only efficient in acidic conditions. This motivates the assump-
tion that the actual disinfective effect in such a case is caused by peroxynitrous acid
(ONOOH) that is formed from NOx depending on the pH value [42–45].
An application of any device in clinical practice in the EU requires a CE-certification
as a medical device and the verification of the desired biomedical effects by clinical trials
and systematic case reports. Three devices fulfilling both requirements are commercially
available as of 2018, namely the kINPen® MED (neoplas tools GmbH, Greifswald, Ger-
many), the Adtec SteriPlas (Adtec Plasma Technology, Adtec Europe, Hunslow, UK)
and the PlasmaDerm® (CINOGY GmbH, Duderstadt, Germany).
The kINPen® is an argon jet working with a radio frequency (RF) voltage of about
1 MHz that is pulsed at 2.5 kHz in the MED version. Although it is working with argon
as well, the SteriPlas implements a substantially different concept. It forms a plasma
torch using a 2.45 GHz microwave signal [46]. As a DBD with the treatment target
as the second electrode, the PlasmaDerm® works in the open atmosphere with voltage
pulses of up to 10 kV at a repetition rate of 300 Hz [47].
Plasma medicine provides remarkable biomedical effects such as a decrease of bacterial
load in chronic wounds [48,49] and an influence on mammalian cells, e.g. a stimulation
of tissue regeneration [32]. However, it has only recently left its research-only state for
clinical applications. The kINPen® MED as the first jet device with a CE-certification
as a medical device became available in 2013. A recently developed standard for plasma
medical treatments to ensure safety of and provide comparability between different de-
vices using different technological approaches is DIN SPEC 91315. The standardized
requirements include patient leakage current, temperature, thermal output, UV radia-
tion and antimicrobial efficacy [50].
1.2. Concept and objective
Plasma medical treatment concepts by now rely on devices that operate with param-
eters that are fixed to a great extent [46]. This allows generating a well-defined and
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reproducible composition of therapeutically active agents. However, the present devices
do not allow an adaption of the treatment parameters to realize a multi stage treatment.
Advantages from adaptive parameters could arise for the treatment of chronic wounds
such as diabetic leg ulcers. The fluids in these ulcers typically feature pH values above
6 [51,52]. This suggests using a decontamination based on an O3 dominated chemistry,
because the pH is too high to effectively produce ONOOH from NOx that could otherwise
be used as well. A treatment step supporting the actual wound healing could follow in the
decontaminated environment, however O3 cannot be expected to be effective for this task.
Now, a production of NOx seems more expedient because in particular NO is involved
in cell communication and wound healing. Moreover, it can be anti-inflammatory and
limit cell apoptosis [32,33]. This motivates the development of a plasma source concept
that is capable of providing either an O3 or a NOx dominated chemistry. The latter can
be generated in an air discharge or by a noble gas plasma jet, where the surrounding air
is crucial for RONS production [53].
A shielding gas device for a noble gas jet has been developed in the recent past
that allows tuning the produced species composition. This is achieved by specifically
influencing reaction pathways leading to the formation of species via tuning the available
educt concentration. It performs excellent in tuning the species output, but requires both
a noble gas and a shielding gas from a bottle or similar source [35, 54]. Another known
approach with similar complexity is tuning power, gas composition and flow rate in a
noble gas jet [55]. For the user, an operation independent from bottled gases would be
a substantial advantage.
Without requiring any externally supplied gas except ambient air, the “portable mi-
crowave air plasma” can produce either O3 or NO. Therefore, the latter device already
reaches the primary goals that are to be met with the concept under development. Its
efficiency to promote healing of artificial, acute wounds has been shown already [56]. De-
veloping an alternative concept based on a completely different technological approach
is still seen as desirable for an application as a basis to develop effective multi-stage
treatment concepts for chronic wounds.
To allow an optimal treatment in such cases, an enhancement of the operating pa-
rameters given by the basic device could be desirable. As an example, an admixture of
additional humidity to the process gas could promote the formation of ONOOH [57].
Different device concepts feature distinct differences in their suitability to include en-
hancements as proposed in the example, therefore the availability of an alternative tech-
nological approach is desirable.
For an efficient production of ozone, DBDs are not the only, but the most proven
and established plasma source concept. Devices reaching high gas temperatures such as
microwave plasma torches [58] or spark discharges [59] can efficiently produce NO. In
DBDs in air, NO can be detected in the active zone as well, but it reacts rapidly with
O3 to NO2 and O2 [60]. If the formed amount of O3 is higher than the amount of NO,
all of the latter will be converted in a few seconds. Under certain circumstances, it is
possible that the formed NO concentration is high enough to convert all O3, eventually
leading to the presence of NO after the reaction [41].
The production of NO and its subsequent reaction with O3 is well known for ozonizers
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Figure 1.1.: First, coaxial prototype of the VDBD with integrated Venturi pump. Sketch
taken with permission from [16], © IOP Publishing Ltd.
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Figure 1.2.: Breakdown voltage for different
pressure values. Taken with
permission from [16], © IOP
Publishing Ltd.
and named “discharge poisoning”. This
poisoning effect is less pronounced for
higher values of pressure [61]. By impli-
cation, a controlled further reduction of
pressure should promote the NOx poison-
ing and, at a certain point, even lead to
a domination of produced NOx over O3.
This could serve as a basis for a device that
can be instantaneously switched from an
O3 to a NO production without requiring
a supply of bottled gases.
Initial prototype
A primary aspect of the concept under de-
velopment is the operation at reduced pro-
cess gas pressure. As a flexible, economic
and robust means to decrease the gas pres-
sure, a Venturi pump is used. The first
prototype is set up coaxially with a built-
in Festo VN-05-H Venturi pump as shown
in figure 1.1. At the inlet, an adjustable Festo GRO-QS-6 throttle valve causes a pressure
drop. This design allows an operation in a pressure range of 200...600 mbar, while the
minimum voltage for operation increases with high pressure as shown in figure 1.2. In
the center of the device, the main gas flows through an 8 mm thick stainless steel tube
to the pump. The tube is used as the powered electrode that is cooled by the inner gas
flow to enhance the usable power range for continuous operation. A tube of fused quartz
confines the process chamber to the outside and acts as a dielectric barrier preventing an
arc discharge. It has an inner diameter of 11 mm, resulting in a process chamber width
of 1.5 mm. Another stainless steel tube with a length of 88 mm outside the dielectric is
used as a ground electrode.
At the output of the device, a mixture of the processed gas and the driving gas for the
Venturi pump streams out. This has two essential consequences: First, the obtainable
concentration of species is limited due to the dilution of the processed gas. Second, the
output gas remains close to ambient temperature also in the case that the processed
gas experienced a certain temperature increase in the active zone. The dilution is not
a major issue for the design. Due to the spatially separated species production, power
density or temperature in the active zone can be increased to compensate for the dilution
without any concern about harming the treatment target. In contrast, the low output
gas temperature does have a practical implication: It allows applications directly at
living tissue where heating or a temperature above 40 °C is not necessarily tolerable.
A high-voltage source being appropriately powerful to make use of these options was
utilized, namely the HVGEN10AC v3.1 from Voltagezone Electronics. This flyback
transformer-based module is fed with a direct voltage, but lacks a respective built-in
6
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Figure 1.3.: (a) Correlation between voltage amplitude and dissipated power in the first
prototype, (b) Correlation between pressure and gas flow and the resulting
residence time in the active zone. Taken with permission from [16], © IOP
Publishing Ltd.
supply. Instead, it can be used with ordinary PC-controlled laboratory voltage supplies,
allowing a straightforward inclusion in PC-based control algorithms. The device provides
a sinusoidal signal with a frequency of about 30 kHz and an amplitude of up to 13 kVpp
at a maximum power rating of 50 W.
To operate the Venturi pump with peak efficiency, a main gas pressure of 5.5 bar is
used. This leads to a flow of pressurized air of 11 standard liters per minute (slm).
The correlation between gas pressure and flow in the process chamber was measured
using a Leybold CTR 100 pressure sensor and a Brooks Instruments ball flow meter.
In figure 1.3, the obtained results are depicted together with the correlation between
voltage amplitude and dissipated power. The latter quantities were determined using
two Tektronix P6015A high voltage probes, one for the electrode voltage measurement
and one to measure the voltage drop over a 1 nF capacitor in the ground line. A Tektronix
DPO 2024B oscilloscope was used to capture the signals and provide them to a PC where
they were processed with an algorithm explained in chapter 2.4.2.
Prototype optimized for simulations
The prototype presented before is suitable to demonstrate the VDBD concept and to
serve as a device under test (DUT) for basic investigations. For a more detailed analy-
sis including computational fluid dynamics (CFD) simulations, the complicated design
however does not seem appropriate, at least not as a starting point. For this reason,
a simple, horizontally and vertically almost completely symmetric device as shown in
7



















Figure 1.4.: Planar prototype design optimized for simulations. The Venturi pump is
not embedded anymore, and a thermistor allows verifying calculated tem-
perature values. Sketch taken with permission from [62], © IOP Publishing
Ltd.
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figure 1.4 has been designed. In addition to provide a means for detailed investigations,
this device version is intended to evaluate a manufacturing method that could poten-
tially be used for a later, more sophisticated prototype. Therefore, all essential parts
are designed planar and have been manufactured using a laser cutter. This includes
the electrodes made from 0.3 mm thick stainless steel, dielectrics made of fused quartz
with a thickness of 2 mm and a poly(methyl methacrylate) (PMMA) housing. The latter
consists of several parts with a material thickness of 3 mm each. Ethyl acetate is used
to solvate the plate surfaces and therefore to allow joining them together to a sandwich-
like module. The mechanical connection between dielectrics and electrodes is ensured
by applying silicone sealant.
An integration of a Venturi pump is not provided in this version, instead an external
Vaccon VP00-060H module can be connected. Both the throttle valve at the inlet and
the electrical equipment have been transferred from the initial prototype with only a
minor adaption: The usage of a 10 nF capacitor in the ground line causes a voltage drop
low enough to be measured with a standard Tektronix TPP0200 voltage probe. In the
initial prototype, a capacitance that is lower by a factor of 10 requires a high-voltage
probe instead. A second TPP0200 probe is used to determine the voltage drop over the
built-in TDK B57540G1 thermistor that is connected in series to a fixed resistor and
a 5 V power supply. The oscilloscope has been upgraded to a Tektronix DPO 4104 in
order to allow a more convenient operation, although the sample rate was retained at
1 GS/s to provide an appropriate ratio of record length and captured time.
Using these two setups, the VDBD concept will be investigated regarding its ability
to produce either an O3 or a NOx-dominated output gas composition. Strategies to
control the chemical output as well as a technical implementation will be developed. Es-
tablished methods of reaction kinetics modeling, absorption spectroscopy and electrical
measurements and circuit modeling will be applied to obtain the necessary data. Thus,
the foundation for the presented project is a good knowledge of the state of the art and
a sound understanding of relevant methods.
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2. Technological background and state
of the art
In order to allow elaborating an expedient strategy for calculations and measurements,
basic considerations about available techniques and methods are necessary. Experimen-
tal results will be used as a starting point for all investigations. Generated concentrations
of RONS such as O3 and NO need to be measured reliably, therefore this section presents
physical principles and their implementation to obtain this data. Subsequently, the gen-
eration of RONS from air is outlined both from a plasma chemical and a technological
point of view.
2.1. Molecules and their interaction with radiation
Atoms and molecules can absorb electromagnetic radiation of certain wavelengths λ.
The corresponding energy E = hc/λ transferred during these processes is stored as
internal energy, where h is the Planck constant and c the speed of light. Atoms are the
basic building blocks of molecules and consist of an atomic nucleus and electrons. The
basic structure was known already in the very beginning of the 20th century resulting
from the work of Ernest Rutherford. It postulates the nucleus to have a size in the order
of 10−14 m and concentrate almost the complete atom mass, while the electrons orbit
in a shell in the order of 10−10 m around it. The experimentally observed absorption
of radiation at discrete wavelengths could however not be described with Rutherford’s
model. Moreover, it was not consistent with findings in the fields of mechanics and
electrodynamics. The first model approaching an experimentally replicable description
of the electron behavior was made public in 1913 by Niels Bohr. It assumes that the
electrons orbit around the nucleus in discrete distances. These are calculated based on
a quantization of the electrons’ orbital angular momentum. Absorption of radiation
was explained by the transition of an electron to a larger and therefore higher-energetic
orbit. This already allowed calculating the spectra of atoms and ions with one single
electron, i.e. H, He+ and Li2+. Describing the electrons in more complex atoms requires
a quantum mechanical treatment based on solving the Schrödinger equation. This yields
discrete wave functions for the electrons corresponding to discrete energy levels [63]. If
a photon with an energy equal to the energy difference between two levels encounters
the atom, it can be absorbed. In this process, one electron leaps to a higher energy
level, which means that the atom is then in an excited state. Excited atoms can emit
radiation by falling back to a lower energy level [64].
Molecules consist of two or more electromagnetically interacting atoms. They can
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a)
b) linear molecules, e.g. CO2 non-linear molecules, e.g. H2O
Figure 2.1.: a) Vibrational energy levels in a molecule. b) Vibrations in a linear and in
a non-linear molecule, cf. [63].
be electronically excited similar to atoms, and provide an additional mechanism for the
absorption of radiation that involves a net change in the dipole moment
~p = |q| · ~d. (2.1)
Here q is the charge and ~d is the distance. Changes in ~p generate an electric field
that allows photons (or in other words: electromagnetic waves) to interact. Oscillations
and rotations in the molecule can be associated with a dipole moment change and can
therefore be excited by radiation. The possible oscillation and rotation states are quan-
tized, and the possible energy values can again be calculated by solving the Schrödinger
equation [63]. Figure 2.1a) depicts possible energy levels for vibrations in a molecule
qualitatively. Each level in itself is further divided in sub-levels corresponding with rota-
tional states (not shown in the figure). Different vibrations that can be excited in linear
and non-linear molecules are schematically shown in figure 2.1b). In the spectrum, the
transitions between vibro-rotational states can be seen as discrete absorption lines in
the absorption spectrum of an IR-active molecule.
Basics of spectroscopic measurements
The shape of the individual absorption lines is determined by two line broadening mech-
anisms. Doppler broadening is caused by the variation of velocity of individual molecules
relative to the infrared beam and is therefore temperature dependent. It causes a Gaus-
sian line profile. For measurements above 1 mbar, collisional broadening influences the
line shape as well. This pressure and temperature dependent effect is caused by in-
termolecular collisions and - considered individually - leads to a Lorentzian profile. In
a pressure range between 1 and 100 mbar, both broadening mechanisms are effective
simultaneously, leading to a line shape determined by the convolution of the two afore-
mentioned shapes called a Voigt profile. At distinctly higher pressure, e.g. under ambient
12
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conditions, Doppler broadening is typically negligible due to the pronounced dominance
of collision broadening [65].
In order to calculate a particle density from an absorption spectrum, Beer’s law is
applied. It correlates the transmittance T of a sample with an absorption coefficient a.
The transmittance is defined as the wavenumber-dependent ratio of radiant power after
it traveled through the sample I to the respective value before it entered I0. Using an






where ν̃ = λ−1 is the wavenumber. The investigation aims at fitting concentration values
for various species to spectra in one single process step, therefore it is necessary to bring






= a(ν̃) · l · c̃ (2.3)
serves as the first step towards the desired formula. For a mixture of Ñ components,




(ai(ν̃) · l · c̃i) (2.4)
[66]. This requires the absorptivity to have a unit of (concentration·length)-1, i.e. m2
as the standard unit according to the SI system [65].
To attribute features in the spectra to specific functional groups, correlation tables
can be used. A more convenient and precise method to determine the composition of
a sample is fitting known spectra from calculations or reference measurements to the
signal under investigation [67]. This approach can serve as the basis for a very efficient
work flow, because a reference database can be directly accessed using a public API [68].
Moreover, it allows a direct quantitative analysis.
The state of the art approach to measure absolute molecule densities is absorption
spectroscopy [69], what however is a generic term. The actual technology to apply needs
to be carefully chosen based on the species of interest, the desired temporal and spatial
resolution, the necessary detection limit and constructive properties of the DUT. In the
frame of the present project, the desired detection limit needs to be traded off against
the possibility to measure in situ. Directly in the process chamber, a large variety of
relevant processes could principally be observed, but the absorption length would not be
more than a few centimeters. In the far-field, a multi-pass cell with an optical path of
many meters can be used instead. Therefore, an investigation of the resulting output gas
in the far field will be given priority over in situ investigations of the actual discharge.
The spectroscopic method to be chosen furthermore needs to provide a broad overview
about produced species. This discards methods providing information only in a nar-
rowly confined wavelength range such as quantum cascade laser absorption spectroscopy
(QCLAS) [70] and tuneable diode laser absorption spectroscopy (TDLAS) [71]. Here,
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Figure 2.2.: Schematic setup of a Michelson interferometer and a section of an exem-
plaric, measured interferogram of a black body-type radiator.
a broadband system working in a continuous wavelength range featuring an absorption
of all species of interest needs to be used instead. In the desired species (O3, NO, NO2,
N2O, N2O5, H2O2, HNO2 and HNO3), vibrational and rotational modes usable for di-
agnostics can be excited. Fourier-transform infrared (FTIR) spectroscopy is a proven
method for their detection [69,72–74].
2.2. Fourier-transform infrared spectroscopy
The Michelson interferometer
The usual technological realization of the described measurement method relies on two-
beam interferometers based on a concept developed by and named after Albert A. Michel-
son. A Michelson interferometer divides the radiation into two parts that subsequently
travel along different paths. Finally, the beams are recombined again, routed through
the sample and onto a detector. The length of one path in the interferometer is varied






as a function of the path difference δ [65]. The included wavenumber-dependent quantity
B(ν̃) contains both the signal to be measured and the instrument function. The simplest
form of a Michelson interferometer together with a resulting exemplaric interferogram
is shown in figure 2.2.
Coming from the source, the radiation is partially reflected onto a fixed, conventional
mirror by a semi-transparent mirror called beamsplitter. The rest of the radiation travels
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to another mirror that is movable to introduce a path difference. After being reflected
by the respective mirrors, the two partial beams are recombined again at the beam-
splitter, where interference between them can occur. The recombined radiation travels
in two directions; back to the source and through the sample to the detector. Both of
these beams contain equivalent information, but separating the output beam from the
incoming one at the source side is difficult. Therefore, only the output perpendicular
to the source beam is used. This is also the beam containing all the input power if the
movable mirror is positioned in the same distance to the beamsplitter as the fixed one.
If reflected by the beamsplitter, the signal phase changes by 90°, while the transmitted
signal is not altered. On the plane mirrors, a phase change of 180° occurs. Consequently,
both the beams routed to the fixed and the movable mirror changed their phase by 270°
when they emerge in the direction of sample and detector. As they are in phase, the
interfere constructively on the way to the detector. No power is reflected back to the
source because the beam from the fixed mirror undergoes a total phase change of 360°
when reflected back to the source, while the one from the movable mirror changes by
180°. Therefore, both beams are opposite in phase and interfere destructively1 on the
way back to the radiation source.
The opposite case can be observed at an optical path difference of λ/2 (corresponds
to moving the mirror by λ/4). Here, an additional phase shift of 180° is introduced
which leads to a destructive interference for the radiation directed to the detector. At
path differences of λ or multiples of it, constructive interference occurs again. The
fact that destructive and constructive interference of radiation with different wavelength
appears at different mirror positions suggests that the interferogram contains spectral
information. Indeed, the transmittance spectrum of the sample can be calculated using
Fourier transformation, after a few peculiarities have been taken into account.
Side-effects of the measurement
The path difference accessible for recording S(δ) is constructively limited by the interfer-
ometer, where the minimum and maximum path difference be −∆ and ∆, respectively.
Consequently, only a section of the (theoretically boundless) interferogram can be mea-
sured. This is equivalent to multiplying S(δ) with a boxcar function
D(δ) =
{
1 if − ∆ ≤ δ ≤ ∆
0 if δ > |∆|
, (2.6)
what affects its spectrum. Corresponding to the multiplication with D(δ) in the position
domain is a convolution with the Fourier transform of D(δ) in the frequency domain,
i.e. a convolution with
f(ν̃) = F{D(δ)} = 2∆sinc(2πν̃∆). (2.7)
Consequently, a line at a discrete wavenumber in the correct spectrum is mapped to a
sinc function as the shape of f(ν̃) as well. This leads to signal components at wrong
1What, on a more basic physical level, simply means that the photons travel in a different direction
and, naturally, does not refer to their destruction.
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Figure 2.3.: a) Uncorrected transmittance spectrum of a gas sample measured using an
FTIR spectrometer and corresponding background spectrum (instrument
function). b) Resulting absorbance spectrum of the sample after background
correction.
wavenumber positions corresponding to the side lobes of the sinc function. The procedure
used to avoid this is called apodization. An apodization function is multiplied with the
recorded interferogram in order to substitute the unwanted, constructively given boxcar
function with a one that is less disruptive in the spectrum. This can for example be a
triangular function that has a spectrum in the form of a sinc2 function. The latter has
considerably lower side lobe amplitudes compared to the sinc function.
Another potential issue are aliasing effects caused by the discretization of the spec-
trum; a sample rate sufficiently high according to the Nyquist-Shannon sampling the-
orem allowing for the desired maximum wavenumber is necessary. In contrast, for the
user of an FTIR spectrometer, no challenges occur regarding the wavenumber calibra-
tion. The latter takes place internally using a He-Ne-Laser [65,66].
Example spectrum
Figure 2.3a) shows a section from a measured transmittance spectrum of a gas sample
containing various RONS in air. A background spectrum in “pure” air has been measured
before to capture the instrument function and the absorption caused by H2O and CO2.
Dividing the measured spectrum I(ν̃) by the background I0(ν̃) yields the transmittance
of the RONS to be measured remains. Figure 2.3b) shows it after the conversion to an
absorbance spectrum using equation 2.3. The individual absorption bands are labeled
with the respective absorbing species. All of them were generated from air that due
to its composition can be used to produce a multitude of different products in plasma
16
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processes.
2.3. Relevant non-thermal plasma chemistry in air
General considerations
Atmospheric air consists of a variety of different chemical substances and compounds,
primarily molecular nitrogen (N2, 78 %), molecular oxygen (O2, 21 %), argon (Ar, 0.93 %)
and water vapor (H2O, concentration highly variable) [75]. Without an additional energy
input, the components are stable in the mixture. In contrast, high-energetic electrons
that are present in non-thermal gas discharges can initiate entire reaction networks. By
colliding with other constituents of the plasma, electrons can dissociate molecules, form
electronically excited states of atoms and molecules and ionize neutral components. An
important parameter for these processes is the ratio of the frequency of collision events
per particle relative to the flux of incident interaction partners. It depends on the kinetic
energy and therefore on the relative velocity v of the particles and is called cross section
σ(v) of the interaction partners.
For most atoms and molecules in the ground state, the cross section for electron
impact ionization is non-zero only for higher energies that, according to the expectable
electron energy distribution, can only be provided by a small proportion of the available
electrons. In comparison, the energy necessary to ionize an excited metastable atom or
molecule is distinctly lower and the ionization cross section is higher. Therefore, stepwise
ionization processes including an intermediate excited state are significant despite the
density of excited states being typically much lower than of the respective ground state
particles [23]. Ionization processes are the primary charge carrier production mechanism
and hence crucial for the sustainment of the plasma. The excited states, atoms and ions
produced by electron impact initiated processes react further with each other as well
as with electrons and with the initial gas components. This eventually leads to vast
reaction networks.
In order to describe the involved reactions, rate coefficients are defined. For electron




where f(v) is the electron velocity distribution, although v generally refers to a relative
velocity: In non-thermal plasmas, the heavy particles can usually assumed to be at rest
with respect to the electrons. Determining f(v) for electrons in plasmas is challenging
and its approximation, e.g. by a Maxwellian or a Druyvesteyn distribution, can introduce
substantial inaccuracies. To overcome this, a numerical approximation of f(v) is possible
[76]. In contrast, the velocity distribution of heavy particles can be expressed reliably as a
Maxwellian distribution. This allows collisions among heavy particles to be described by
rate coefficients depending on the gas temperature T in form of the modified Arrhenius
law
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[23]. Here, Ar is a scaling parameter and n describes the growth of k with temperature,
thus it is a curvature parameter. Furthermore, the activation energy for the process Ea
and the Boltzmann constant kB are included in the calculation.
Essential modeling approaches
Established modeling techniques calculate the dynamics of charged particles coupled
to the electric field distribution, what yields a self-consistent description of the prob-
lem. Fluid models as a notable example solve the continuity equations for the charged
species coupled to the Poisson equation, often one-dimensionally. Enhanced by a suit-
able reaction set describing neutral particles in ground and excited states, this can allow
modeling chemical processes reliably depending on the prevailing conditions [11,77]. In
order to facilitate the obtaining of relevant results faster and thus to provide a basis for
system solutions suitable for industry, a simpler alternative needed to be introduced.
This demand is met by reaction kinetic approaches that can substantially reduce com-
putational costs. Here, the modeled reactions are triggered by a chemical input instead
of a co-simulated electrical field.
Extensive models for plasmas in air include neutrals, excited states and ions summing
up to more than 50 species and almost 600 reactions [78] or even over 1000 reactions to
model conditions in the open environment around a helium jet [79]. Depending on the
phenomena to investigate, reduced sets of species and reactions can be used as well, in
particular when water vapor is not taken into account. Reaction sets with 21 [80] or -
to investigate a particular hypothesis - 4 [81] reactions can be found in the literature
among others.
Almost all models include ozone (O3), nitric oxide (NO) and nitrogen dioxide (NO2).
Molecular oxygen (O2) and atomic oxygen (O) - the latter resulting from the preceding
dissociation of O2 - form O3. This involves an arbitrary third collision partner and is
therefore most efficient at higher pressure - at low pressures, O3 is only produced in
surface reactions [82]. Also molecular nitrogen (N2) reacts with O what leads to the
formation of NO and atomic nitrogen (N). The so-formed reactive species O3 and NO
can further react to NO2 and O2. The reaction of NO2 with O again forms NO and O2.
This very simple scheme of formation and destruction mechanisms for reactive species
outlines a starting point to find suitable reaction sets to explain, improve and control
plasma-chemical phenomena in air. Figure 2.4 gives a graphical overview about the
mentioned reactions.
To include an initial formation of O, two ways are common: The first is explicitly en-
hancing the reaction set with suitable electron impact reactions and equations describing
the energy balances for the electrons and heavy particles. The rate coefficients for elec-
tron reactions are commonly approximated by mean-field approaches in this case [78].
The second option is to introduce an artificial source term of O to overcome the ne-
cessity to determine the electron energy distribution. However, a reasonable formation
rate for O needs to be known in this case. Generally, compiling suitable reaction sets
by identifying important processes to include in the model and choosing the correct
reaction rates for them are among the main challenges in plasma chemical modeling.
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Figure 2.4.: Simplified reaction network based on N2 and O2, triggered by O.
Apart from that, reducing the dimensionality can substantially simplify the modeling
process and is entirely usual. In many cases, processes are investigated using equations
that only depend on time and assume spatial homogeneity. These models are called
zero-dimensional. Systems with a pronounced spatial structure however are often inves-
tigated in one or two spatial dimensions, accepting an increase in computational costs.
Although the zero-dimensional approach already simplifies the problem substantially,
the system of differential equations representing the chemical reactions is still non-linear
and can as well feature time-dependent source terms.
Concerning the complexity, plasma systems involving liquids surpass gas-phase-only
reactors by far. Various additional processes are coupled to the gas phase discharges,
which already tend to behave inconveniently in the presence of water vapor. Among
the mechanisms to take into account are multiphase species transport, mass and heat
transfer, interfacial reactions as well as liquid chemistry. Nevertheless, both models of
gas plasmas interacting with liquids and plasmas in liquids have been established in the
past years, where the former processes are better understood than the latter [57]. The
present work does not cover interactions with liquids.
Worth noting are the timescales being characteristic for the different mentioned pro-
cesses. Many charged particles have a lifetime of a few nanoseconds or less, while
reactions among neutral components can distinctly affect the species compositions even
after several seconds. A particularly efficient method to include the combined effect of
both very dynamic and slow processes is the usage of two coupled models. The latter are
solved iteratively while the diffusion of long-lived species acts as the coupling mechanism
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and the timescales for the virtual reactors themselves are independent [78].
Plasma chemical modeling efforts in this work focus on a simple gas phase reaction
kinetic model to support the FTIR measurements in section 3.3. The model will not aim
at establishing a comprehensive theoretical counterpart to the experiments. Instead,
the question to be answered will be which reaction pathways are crucial to explain
(and therefore control) phenomena of interest. Thus, a set of coupled equations for the
relevant heavy-particle reactions will be compiled and solved.
2.4. Dielectric barrier discharges
The behavior of gas discharges at atmospheric pressure is dominated by particle col-
lisions, what leads to a tendency to equilibrate electron and gas temperature. Dielec-
tric barrier discharges (DBDs), also known as “silent discharges” are among the most
common plasma source types that still remain in a non-thermal regime at atmospheric
pressure.
2.4.1. Construction and basic properties
DBDs feature an insulating material between the electrodes that avoids the formation
of a spark or arc discharge, but precludes a direct voltage operation. Using sinusoidal
voltages with frequencies in the kHz range is common, alternatively higher frequencies
or pulsed signals can be used depending on the envisaged purpose.
A large range of applications including surface treatment, pollutant degradation and
radiation generation relies on DBD systems in very different configurations. Electrodes
can be designed planar, both symmetric or asymmetric, and positioned in a variety of
different ways relative to one or two dielectrics. This allows the formation of discharges
in a volume or on a surface of the reactor. Curved or structured electrodes and di-
electrics allow an even larger creative leeway. The choice of materials for the dielectric
and possibly for electrodes in contact with the discharge needs to fulfill technological
and plasma-chemical requirements. Certain reactive components can erode or corrode
the surfaces. Moreover, the dielectrics themselves can wear out as a result of partial
discharges [83]. Typical examples for the dielectric material are glass (including quartz)
and ceramics (such as aluminium oxide Al2O3), among others [11,17].
The DUTs to be investigated regarding their RONS output have been constructed
concomitant to the investigations presented in this work. Both of them are DBDs and
represent two common basic designs among the large variety of different constructions
established for different purposes. A schematic cross section of the coaxial design pre-
sented in section 1.2 is shown in figure 2.5a, while figure 2.5b shows the cross section of
the planar device also presented in section 1.2. The sketches illustrate that the coaxial
prototype has only one dielectric that covers the ground electrode, while the signal elec-
trode is in contact to the plasma. The planar design uses two dielectrics, however the
basic electrical properties of both designs are very similar.
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a) b)
electrode dielectric gas flow
Figure 2.5.: Cross section of the two dielectric barrier discharge types used to investigate
the VDBD concept. Regions in blue contain cooling air, the red regions are
filled with process gas.
Both versions are intended for operation in air at medium and normal pressure, what
involves the formation of filaments in the plasma. This is caused by the spatial charge
distribution in electron avalanches that creates an additional electric field and hence pro-
motes the formation of additional avalanches in its proximity. Therefore, ionized regions
grow to distinct, constricted plasma channels, so called filaments or microdischarges. A
multitude of microdischarges spreads over the barrier, where a higher voltage amplitude
will lead to a larger number of discharges rather than an increase in charge transferred
per single filament. The duration of a microdischarge in air at atmospheric pressure is
in the range of 10...100 ns and involves a charge transfer of 0.1...10 nC [17].
2.4.2. Electrical modeling of DBDs
A typical feature of DBDs is the self-pulsing operation that is facilitated by charge
accumulation on the dielectrics’ surfaces. The accumulated charge creates an electric
field opposed to the externally applied one. This lets the discharge extinguish in extrema
of the external voltage when the absolute value of the corresponding electric field stops
increasing. In the subsequent half-cycle, the accumulated charge supports the re-ignition
[17].
Typical electrical diagnostics setups for DBDs are based on the recording of voltage
V and - via a capacitor in the ground line - charge Q. Evaluating the so-called Q-V-plot
(sometimes called “Lissajous figure”) that is exemplary shown in figure 2.6a) in DBDs
is established since 1943 [14]. It avoids the necessity of using high bandwidth probes
and oscilloscopes. A correct current measurement in contrast would require resolving
very steep slopes caused by incepting and decaying microdischarges. The self-pulsing
operation finds expression in the Q-V-plot as an alternation of slopes in the figure; in
inactive phases, the slope is comparably low and equals the capacitance of the complete
cell without a discharge Ccell. In phases where microdischarges occur and the device
therefore is active, the slope is equal to the dielectrics’ capacitance Cd or slightly below.
Beyond the capacitances, other characteristic values of the DBD can be deduced from
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Figure 2.6.: a) Schematic Q-V-plot of a DBD b) External voltage, current and gas gap
voltage during DBD operation. “i” and “t” mean “inception” and “termi-
nation”.
the Q-V-plot; namely the energy E dissipated in one period, the maximum charge
transferred through the gas gap qmax and the burning voltage ub.
Approaches for modeling the electrical behavior can cover essential physical effects
such as the self-organized formation of filaments [84]. However, for a basic characteri-
zation, electrical lumped element models are usually preferred. They need to represent
the self-pulsing behavior and distinguish at least the dielectrics and the gas gap. For
the case of two dielectrics, the latter are usually combined to one capacitive element.
Figure 2.7 shows the simplest representation of a sine-driven DBD by an equivalent cir-
cuit commonly found in the literature [11,85,86]. It uses a time-dependent resistor R(t)
to model the conductivity of the discharge. An explicit description of this component
is usually not necessary, because the voltage over it can simply be calculated by sub-
tracting the voltage drop over Cd from the overall voltage V (t). The capacitance Cd
represents the dielectrics, while Cg describes the capacitance of the gas gap. Thus, the





During the inactive phases, R(t) is infinitely large, consequently Cg alone describes the
gas gap in these phases. Figure 2.6 shows V (t), ug(t) and the current resulting from the
equivalent circuit.
For the case that microdischarges do not spread over the complete electrode cross
section in the active phases, the presented equivalent circuit cannot deliver an adequate
22









Figure 2.7.: The simplest equivalent circuit suitable to represent a sine-driven DBD with
a sketch allocating the partial voltages in the physical setup. Taken with
permission from [62], © IOP Publishing Ltd.
description. Instead, this operating mode, that is usually linked to electrode voltages
not much above the minimum operating voltage, requires one additional branch in the
equivalent circuit to represent the fraction of the electrode cross section that is not
covered by discharges [87].
A crucial prerequisite for the application of the presented equivalent circuit (and for
enhanced versions of it as well) is a reliable knowledge about the dielectrics’ capacity
Cd [88]. A simple analytical determination of this quantity is possible provided that
edge effects can be neglected [89–91]. One alternative approach is the measurement
of Cd based on multiple Q-V-plots measured at different external amplitudes. This,
however, only works if the discharge extinction voltage does not change over the external
amplitude [88,92]. Another, simpler method is the evaluation of the slopes of the Q-V-
plot in the active phases [7, 93,94].
Using this information, the voltage over the gas gap, that in the active phases equals
the voltage over the discharge, can be calculated as






3. Influencing the produced species
composition
Based on the Venturi-DBD concept and the physical, chemical and technological basics
presented before, a device continuously tunable from an O3- to a NO-production is to
be developed. As the initial step towards this goal, fundamental scientific mechanisms
influencing the produced species composition need to be identified. With the labora-
tory prototype presented in section 1.2, a suitable device under test (DUT) is already
available. It offers a variety of input parameters that are potentially useful to influence
the concentration and composition of produced RONS. While the dissipated electrical
power as well as the gas flow rate are common variable parameters in a multitude of
different RONS sources, the influence of pressure variations in a range of 200...600 mbar
has hardly been investigated, at least considering this order of magnitude. In order to
investigate the effects caused by different parameters including the pressure as well as
their sensitivity, an experimental setup to investigate the output gas has been realized.
It revealed that the electrical input power does not directly define the output gas
composition in the given general parameter range. Instead, it is a crucial parameter to
adjust the gas temperature that determines whether primarily O3 or NO is produced.
The temperature necessary to obtain a particular RONS composition is pressure de-
pendent. Consequently, two essential parameters need to be controlled jointly to set a
specific mixture.
3.1. Initial characterization
The key information to characterize the VDBD concept is the concentration and com-
position of produced reactive species. For their detection in the far field, a FTIR spec-
trometer (Vertex 80v by Bruker, USA) was used. The device does not analyze a gas
sample in the DUT, but instead the gas collected in a multi-pass cell (MPC). To allow
the detection of low species densities, the MPC routes the infrared radiation several
times through its volume of about 15 l, leading to an overall absorption length of 32 m.
In order to transport the gas sample into the MPC, a vacuum pump is connected to
the MPC outlet. The pressure difference between MPC and the outlet of the DUT
then causes a gas transport through the cell. As the DUT, the initial VDBD proto-
type was used and operated at different pressure levels. To obtain a first overview, for
each pressure value, the electrode voltage amplitude and hence the dissipated power
was varied. By recording spectra in a wavenumber range of 700...4000 cm-1, the species
ozone (O3), nitrogen dioxide (NO2), nitric oxide (NO), nitrous oxide (N2O), dinitrogen
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Figure 3.1.: Concentration of RONS in the output gas after five minutes of operation.
Taken with permission from [16], © IOP Publishing Ltd.
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Figure 3.2.: Measured concentration of the
three most abundant species
over time at 400 mbar and 21 W.
Taken with permission from
[16], © IOP Publishing Ltd.
pentoxide (N2O5) and nitric acid (HNO3)
could be identified and quantified. After
the DUT was in operation for five minutes,
this lead to the species concentrations de-
picted in figure 3.1.
By increasing the dissipated power, the
produced O3 density [O3] is decreased,
whereas [NO2] is increased. At a certain
pressure-specific power level, the produc-
tion of O3 completely vanishes and [NO2]
reaches a maximum. Even higher input
power levels cause a decrease in NO2 pro-
duction, but lead to the formation of NO
in the far field. By increasing the pres-
sure, both the produced amount of O3 and
NO2 is increased, while an inverse effect
can be observed for NO and N2O. The
density of the latter species never rises
above 16 ppm and thus remains lower com-
pared to [O3], [NO2] and [NO] with up to
60...80 ppm in each case. N2O5 can be
found in the VDBD output gas in com-
parably low maximum densities around
4...13 ppm and with a power dependence comparable to that of O3.
Both N2O and N2O5 were detected and quantified using their absorption in the range
between 1220 and 1360 cm-1. In addition to the two mentioned compounds, HNO3
absorbs in the same range, but considering only these three species, no adequate repli-
cation of the measured signal could be achieved. Instead, HNO2 and H2O2 needed to
be taken into account as well. No densities above 7 ppm could be detected for these
two species, so that both do not heavily contribute to the overall amount of produced
species. Despite, their inclusion decreases the confidence interval of [N2O], [N2O5] and
[HNO3] determined by the fit, because the absorption profile of the three more abundant
species would otherwise be fitted also to lines that actually belong to HNO2 and H2O2.
More important for the aim of the investigation are O3, NO2 and NO, therefore
the complete spectra dataset for these three species has been exemplarily checked for
consistence and plausibility. This also includes spectra recorded before the envisaged
waiting time of five minutes. The waiting time before the measurement was intended to
ensure a stationary gas composition in the MPC. Based on the volume of and the gas
flow through the cell, it can be assumed that the gas in it is almost completely replaced
after two minutes. A longer time ensures that a certain mixing effect in the MPC is
allowed for. However, an analysis of the complete recorded dataset revealed that the
concentration of the investigated species remained dynamic until five minutes elapsed.
This is depicted in figure 3.2 and motivates an investigation of possible reasons for that
dynamics.
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A similar dependence of the concentration of RONS on time and the applied power
was reported by Pavlovich et al. for a surface DBD [41]. Yet, this device differs from
the VDBD in some essential aspects. While the VDBD operates on a gas flow, the
device from Pavlovich et al. treats a stagnant gas volume. Moreover, in contrast to
the VDBD, it allows measuring the gas composition almost in situ. For this purpose,
infrared radiation from an FTIR spectrometer is routed through the device directly below
the discharge zone. Despite, only relatively stable species were detected. Over time, a
transition from an O3- to a NOx-dominated chemistry could be achieved, while the input
power determined the time after which a transition occurs. To explain the mechanism
behind the O3- to NOx-transition, an approach presented by Shimizu et al. was quoted.
It stresses the influence of vibrationally excited nitrogen (N2(ν)), while a substantial
influence of the gas temperature was precluded because the surface DBD investigated
in both cases hardly warms up [81]. Observations from the first measurement sessions
however suggest that this does not necessarily hold for the VDBD. Therefore, the gas
temperature needs to be considered in the present measurement setup as well.
3.2. Influence of gas temperature
In order to measure the gas temperature in a non-equilibrium discharge, several methods
are already established. Recent publications reveal the tendency that the usage of fiber-
optical probes becomes a standard method for this application [74, 89]. With that, it
partially supersedes the temperature determination from emission spectra that is used
routinely as well [95–97], but potentially leads to an overestimation of temperature [98].
An accessible process chamber is a prerequisite for both of the methods. A mechan-
ical access allows inserting the fiber optical probe and an optical access transparent
in a suitable wavelength range (e.g. around 391.4 nm in the first negative system of
N2
+) allows capturing emission spectra. The initial DUT designated for the first in-
vestigations of the VDBD concept does not facilitate any means for gas temperature
measurement though. For a supersession by a new design, the characterization of the
concept is still too fragmentary; it cannot be ensured yet that a time-consuming (and
thus expensive) new development and manufacturing leads to a sustainably useful result.
Therefore, establishing a temperature measurement is so far limited to finding a suitable
workaround.
In general, the temperature distribution in the device is expected to be strongly inho-
mogeneous [99,100]. In the discharge zone, the power that actually causes the heating is
dissipated, consequently the temperature will be the highest in this region. A constant
value however cannot be expected, because the process gas enters the device at ambient
temperature and is gradually heated while it passes the discharge zone. The signal elec-
trode located in the center of the device is made of stainless steel and hence has a high
thermal conductivity. This helps limiting the temperature, but also distributes the heat
along the flow direction and therefore mitigates the temperature inhomogeneity. To the
outer side, the process chamber is confined by quartz glass that is thermally insulating
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Figure 3.3.: Complete setup used to investigate temperature, species output and dissi-
pated power in the DUT. Sketch taken with permission from [16], © IOP
Publishing Ltd.
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Figure 3.4.: Measured NO concentration
with rising temperature. The
input power remains approxi-
mately constant. Taken with
permission from [16], © IOP
Publishing Ltd.
to a larger extent than the steel electrode
in the center. Consequently, the outer re-
gion is expected to heat up less.
Due to the inhomogeneity, it needs to
be validated carefully that the tempera-
ture is measured at a point where it is
most meaningful for the present investi-
gation. The location in the DUT where
the temperature influences plasma chem-
ical processes is directly in the discharge
zone, however this region is not accessible.
On the surface of the inner electrode, the
temperature as a continuous quantity can
expected to be the same as in the adja-
cent gas. Therefore, measuring the sur-
face temperature on the inner electrode in
the DUT can provide values that can ex-
pected to be in good agreement with the
gas temperature.
For the surface temperature measure-
ment, a pyrometer (LumaSense IMPAC
IP 140) was used in a setup that is en-
tirely depicted in figure 3.3. In a distance
of 3 mm to the active zone, the pyrome-
ter measured the radiation in a wavelength range of 2...2.8 µm from a spot of 0.6 mm
diameter. The wavelength range ensured that the dielectric in the beam path cannot
substantially influence the measurement; quartz is highly transparent in this range. Due
to the good thermal conductivity of the steel electrode, the fact that the point of mea-
surement was slightly outside the active zone seemed to be tolerable. Soot was applied
on the surface using a candle around the spot where the measurement took place. This
ensures that the emission coefficient can be reliably approximated with ǫ ≈ 0.95.
In the device, a distinctly lower value for ǫ was set purposely to allow a measurement
of temperatures below the designated lower display limit of 100 °C. The calibration
was performed on a heated steel plate with a comparable sooted surface and a fiber-
optical probe (FOTEMP1-OEM). Figure 3.4 shows that there is a substantial influence
of temperature on the production of NO. This motivates a further investigation about
the influence of pressure, temperature and dissipated power.
3.3. Pressure and temperature as decisive parameters
Using the measurement setup depicted in figure 3.3, the correlation between temperature
and species concentrations has been investigated. Figure 3.5 shows the results for the
three most abundant species, with one notable difference to figure 3.1: Not only one
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Figure 3.5.: Concentration of O3, NO and NO2 depending on the temperature. All power
levels used in the experiments are considered in the plot, the measured
temperatures are depicted by markers. Lines show simulated results scaled
by a factor of (a) 2, (b) 4 and (c) 1.5, respectively. Taken with permission
from [16], © IOP Publishing Ltd.
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value captured after five minutes of operation is depicted, but three values for each
measurement session. These were recorded in the time span beginning two minutes
after the start-up and ranging over three minutes. The respective three data points
represent different temperature values, a time dependence beyond this was not observed.
Moreover, the measurements were repeated using the input power values already used
for figure 3.1. The data for all power levels is included in figure 3.5.
Consequently, pressure and temperature seem to be decisive for the transition from an
O3 to a NO production. The input power determines the time necessary for a heat-up
to the pressure-dependent transition temperature. Moreover, it influences the produced
species concentration. This is in good agreement with the findings of Pavlovich et al.,
except that the VDBD heats up and the gas temperature seems to have a substantial
influence on the species production in this case. To solve the question which mecha-
nisms are dominant for the O3 to NO transition, a reaction kinetics model has been set
up. The obtained results are in very good agreement to the measurements regarding
the pressure-dependent transition temperature. In contrast, the absolute densities are
underestimated, although they are in the correct order of magnitude. Therefore, the
corresponding curves in figure 3.5 have been scaled by factors of 2 for O3, 4 for NO and
1.5 for NO2.
3.3.1. Modeling the basic process
Reaction kinetics models are an established tool to simulate and analyze chemical pro-
cesses. Consequently, numerous simulation platforms support generating and computing
these models with varying functionality. For the present task, a seamless integration of
customized fit and post-processing routines is crucial for an efficient workflow. This
allows a comparison to the measured values, in particular with regard to the O3 to NO
transition temperatures, in order to validate and compare the suitability of different
reaction sets.
A Python-based reaction kinetics solver written by Ansgar Schmidt-Bleker was found
to be an ideally suited tool for the present investigation [16]. It defines classes for the
individual species and parameters as well as for reactions and complete reaction sets.
The latter are used as an argument to instantiate a study, where the provided class
includes methods to compile and solve the system of coupled differential equations that
follows from the reaction set. Routines performing basic scientific computing tasks are
imported from the Python libraries SciPy [101] and SymPy [102].
A collection of helpful post processing methods can be accessed from another class in
the reaction kinetics solver, but as the program is available as well-structured Python
code, customized analysis routines can easily be integrated as well. The most relevant
enhancement used here is that the simulated O3 to NO transition temperatures were cal-
culated as the temperature value where the quasi-stationary O3 and NO concentrations
are equal. This served as the basis to fit the pressure evolution of O3 to NO transition
temperature to the measured data using the parameters discussed below.
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Table 3.1.: Reaction set used for the kinetic model to describe the O3 to NO
transition. M is an arbitrary collision partner.
Reaction Rate / (cm3s−1 or cm6s−1)∗ Reference
(R1)
N2 + O −−→ NO + N and
N2(ν) + O −−→ NO + N
7 · 10−15 fit




































∗ Second and third order reactions, respectively
Description of model, reaction set and reaction rates
The reaction kinetics solver calculates the individual species densities [X] ∈ S in a
species density set S over time. For this purpose, reactions producing X and reactions
consuming X are compiled into gain terms G and loss terms L, eventually resulting in
∂t[X] = G(S) − L(S). (3.1)
The species density set for the present investigation is S = {[O], [O3], [N], [NO], [NO2]}.
Plasma chemistry in air is very complex in general, recognizable by very extensive
models necessary to simulate processes such as the discharge inception in long air gaps
[107]. An important reason for this high effort is a crucial influence of humidity. For
air DBDs under relatively dry conditions, much simpler reaction sets are known from
Rajasekaran et al. [80] and Shimizu et al. [81], among others. In the present investigation,
the reactions that primarily cause the observed temperature and pressure dependent O3
to NO transition should be identified. To achieve this, the small reaction set shown in
table 3.1 is sufficient.
Reaction set and reaction rates (R1) is the only reaction in the set that explicitly
includes an excited state, namely vibrationally excited nitrogen N2(ν). Neglecting this
species would reduce the considered mechanisms for NO production to the not-extended
Zeldovich process (R1 and R3) as well as the dissociation of NO2 (R6) that was formed
from NO before (R4 and R5). It is unlikely that this would allow obtaining meaning-
ful results because the Zeldovich mechanism is known to require distinctly higher gas
temperatures [108]. Moreover, an influence of NO2(ν) as an explanation for the NO
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production at lower temperature is already known from Shimizu et al. [81]. Therefore,
in (R1) two reactions are combined whose individual influence cannot be distinguished
based on the available information. An individual consideration would require knowing
the vibrational energy distribution function (VEDF). An assumption about their shape
could be made and used to fit a vibrational temperature. For the present task, this
method would not have any advantage over a direct fit of the reaction rate for (R1)
and the latter approach seems more expedient. Therefore, different from all other reac-
tions, (R1) was considered with a fictitious reaction rate that was obtained from a fit to
experimental data.
Energy input and residence time The equation system is solved in a volume element
co-moving with the average gas flow. For the complete process, a constant temperature
is assumed in the first instance. Depending on the flow rate, the considered volume
element resides in the discharge for a certain time tR. The pressure-dependent value of
tR has already been determined during the device development and is depicted in figure
1.3. During tR, a source term for atomic oxygen O was included in the simulation to
model the energy input. The production rate of O was set to a constant value that was
used as a second fit parameter besides the rate of (R1). Both the O production rate and
the reaction rate for (R1) were fitted to the pressure-dependent transition temperature
from O3 to NO production.
Results and reaction pathways As a result of this fitting strategy, the model is able
to simulate the pressure-dependent transition temperature very accurately, but under-
estimates the concentration of all the three most abundant reactive species. However,
the calculated concentrations are still in the same order of magnitude as the measured
ones. Figure 3.5 compares measurement and simulation, while the simulated densities
of O3, NO and NO2 are corrected by a factor of 2, 4 and 1.5, respectively.
By investigating the reaction pathways, it becomes apparent that (R1) is the dominant
NO formation mechanism. (R2) is counteracting as the most effective NO decomposition
process, bringing NO, N and O in an equilibrium. With a lower rate compared to (R1),
(R3) acts as an additional formation mechanism for NO. In an environment containing
O and O3, NO is not stable. This is evident from reactions (R4) and (R5) that both
produce NO2. The corresponding back reaction is (R6). Comparing both formation
mechanisms of NO2 considered in the model, (R5) has a higher influence, although
the NO2 production rate via (R4) is in the same order of magnitude. For the lowest
considered pressure of 200 mbar near the maximum temperature, (R4) becomes even
more effective than (R5). The formation of O3 is modeled in (R7) that is one of two
three-body reactions besides (R4).
Distinguishing the influences of pressure and residence time The presence of three-
body reactions explains the distinct pressure-dependent behavior of the model, but in-
terestingly this is not the only reason for the pressure dependent output. This becomes
apparent from an altered model version that sets [O2] and the density of the arbitrary
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Figure 3.6.: (a) Comparison of O3 to NO switching temperatures from the measurement
and the different model versions. (b) Original model (constant T) in com-
parison to peak and average value in the model version assuming a linearly
increasing temperature. Taken with permission from [16], © IOP Publishing
Ltd.
collision partner M for (R4) and (R7) constant using the values prevailing at atmo-
spheric pressure ([M] = 2.5 · 1019 cm−3, [O2] = 5.0 · 1018 cm−3). The altered model still
generates results that are qualitatively pressure dependent as a consequence of a primary
constructive aspect of the device in investigation: Both gas flow and pressure are set
jointly using the throttle valve at the inlet.
As a result from the coupling of pressure and flow rate, the residence time of species
in the active zone is coupled to the pressure as well. This has been depicted during
the characterization of the device already in figure 1.3 and considered in the model as
duration of the initial O production. Consequently, the simulation uses a constant input
power, but a pressure dependent input energy. Another altered version of the model sets
the residence time and hence the input energy constant. In figure 3.6a), the pressure
dependent O3 to NO transition temperature for all model versions is compared to the
respective results from the measurement.
Influence of the temperature distribution on the model
In the experiment, the gas temperature is not measured directly, but instead the surface
temperature of the inner electrode is determined 3 mm behind the active zone in flow
direction using a pyrometer. Resulting from the distance to the active zone and the
cooling of the inner electrode caused by the driving gas flow through its center, the
measured temperature is most likely lower than the peak gas temperature in the active
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zone. Moreover, the temperature distribution in the active zone is allowed for neither in
the measurement nor in the simulation; due to the continuous energy input during the
residence in the active zone, a temperature increase in flow direction can be assumed
until the end of the active zone. This motivates an investigation of the sensitivity of the
model to an inhomogeneous temperature distribution.
A further model version aimed at investigating this aspect was created assuming
ambient temperature at the input and a linear temperature increase in flow direction
until the end of the active zone. Thereafter, the assumed temperature linearly decreased
to ambient again in the same timespan, however the system was significantly less sensitive
to temperature changes in this section than in the active zone. Figure 3.6b) compares
the model versions regarding the calculated pressure-dependent O3 to NO transition
temperature.
It becomes apparent that the maximum temperature during transition is distinctly
higher than the value obtained from the original model assuming a constant temperature.
However, the latter value is in good agreement with the average temperature prevailing in
the case with linearly increasing temperature. More important, the qualitative evolution
of the transition temperature over pressure is identical in each case and the deviations
decrease with falling pressure. This supports the primary result of the investigation that
a NO production is possible close to ambient temperature under reduced pressure.
3.3.2. Implications from the results
The described model is well-suited to emphasize which reactions have the most pro-
nounced influence on the generated species composition. This is facilitated by its sim-
plicity, what comes at the expense of its usefulness for a reliable extrapolation of results
beyond the measured parameter ranges. However, the combination of experiments and
model provides an insight into the way pressure and temperature influence the species
composition. This is shown in figure 3.7 and allows deducing suitable operating strate-
gies for the VDBD concept. In general, an adaption of pressure to switch from an
O3- to a NOx-dominated plasma chemistry is equivalent to an adaption of temperature,
however under practical standards some peculiarities need to be taken into account.
To constructively enhance the usable pressure range downwards while preserving the
flow rate, a more powerful pump is required and consequently the production costs rise.
To increase the operating pressure, a higher minimum voltage is required for operation.
For this, the supply circuit as well as clearances and insulations to prevent spark-overs
in the device need to be constructed accordingly. Within the constructive boundaries
of the device, a pressure variation can be realized instantaneously and monitored by an
economic and reliable sensor. In contrast, a temperature variation is time-consuming
and requires a variation of power in order to limit the flexibility demanded from the cool-
ing system. Due to the strong temperature inhomogeneity, a reliable measurement is
challenging. Perspectively, the user would certainly prefer a device that instantaneously
switches between the two modes. This implies a usage of pressure as the primary con-
trol mechanism to avoid the necessity to wait for a temperature adaptation for practical
reasons. However, neither the O3- nor the NO-production is efficient at temperatures
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Figure 3.7.: Central mechanisms influencing the species production.
near the transition temperature. Therefore, depending on the actual application re-
quirements, an additional temperature variation might be unavoidable to increase the
[O3]/[NO2] ratio or the [NO]/[NO2] ratio, respectively.
The presented correlations are valid for a process gas consisting of ambient air near
room temperature and intermediate relative humidity. An additional humidification of
the process gas requires a dedicated investigation of the produced reactive species using
a water separation at the MPC inlet and complementary liquid diagnostics [57, 109].
In any case, for a reliable process control both pressure and temperature need to be
measured reliably. While the pressure measurement does not seem to be difficult, the
determination of gas temperature needs to be improved vastly before the concept can
be implemented in a convincing prototype.
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4. Monitoring and controlling the
process
Essential correlations between the different input parameters and the species composi-
tion produced by the VDBD have been found at this point. Furthermore, the underlying
mechanisms are well enough understood to purposefully use them as a basis for a mon-
itoring and control process. Pressure and temperature are crucial for the output gas
composition, but only the former can be measured in a simple way. Therefore, the main
focus for the further development will be set on the temperature determination.
The initial prototype has not been constructively prepared for a gas temperature mea-
surement, and the unwieldy indirect pyrometer-based measurement obstructs a flexible
application of the system in the medical practice. Therefore, a subsequent prototype
featuring a suitable measurement facility had to be developed. The device is depicted
in figure 4.1 and in detail presented in section 1.2. It is intended to evaluate a manufac-
turing primarily based on a laser cutting process. Moreover, the new geometry allows a
more efficient simulation of gas flows and the temperature distribution. This information
allows comparing temperature values measured at different locations and therefore helps
developing new measurement strategies. On this basis, it will be investigated whether
the gas temperature can be deduced from electrical quantities.
4.1. Simulating the temperature distribution
As a tool to assess the temperature distribution in the discharge zone, a three-dimensional
computational fluid dynamics (CFD) simulation has been set up using COMSOL Mul-
tiphysics®. The simulation software includes the “Conjugate Heat Transfer” module
that has been used as the basis for the present model. The problem is considered lam-
inar, because the Reynolds number Re at the narrowest sections is only around 1000,
while a transition to a turbulent flow can be expected when Re is not distinctly below
2300 [110]. Moreover, no geometrical features critical for turbulences such as steps are
present. Details regarding the CFD simulation can be found in appendix A.
Figure 4.2 shows the geometry used to simulate the actual device and highlights the
gas in- and outlets. The inlets of both process gas and cooling gas are specified as
boundaries with both a specified temperature and a specified flow rate. The laminar
inflow boundary condition is used to realize the latter condition as it allows obtaining
a fully developed flow profile at the inlets. The specification of a flow rate causes the
software to include an additional equation that calculates the inlet pressure to achieve
the desired flow rate [111]. For the outlets, a fixed pressure value is specified instead.
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Figure 4.1.: Prototype optimized for efficient manufacturing and calculations.
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Figure 4.2.: Geometry used to model the VDBD prototype. Left: Overview, inlets and
outlets highlighted in blue. Right: Mesh used in CFD simulation, regions
highlighted in blue correspond to fluid.
The Venturi pump itself is not calculated, because its only relevant effect in this context
is that it provides a technical way to realize the desired process gas outlet pressure.
For the cooling gas outlet, a pressure of 1 atm has been set. Natural convective cooling
boundary conditions were specified for the outer sides of the device. This facilitates a
good agreement between simulated and actual system behavior, however it obstructs
the usage of a horizontal symmetry plane to speed up calculations. While the assembly
is geometrically symmetric, the convective cooling properties of top and bottom sides
differ considerably. A vertical symmetry can be exploited nevertheless. The discharge
is considered as a region where a constant power density is heating the process gas that
is initially calculated from the actually dissipated electrical power.
The model is solved for the time-dependent flow velocity field and temperature con-
sidering an overall operation time of 2200 s to ensure reaching stationary conditions. In
advance, the stationary flow velocity field for the isothermal case is calculated and used
as a set of initial values for the time-dependent calculation. This avoids issues in finding
suitable initial values and speeds up parameter sweeps using different input power values;
the stationary field does not need to be recalculated meanwhile. The time-dependent
solution for one input power value then requires a computation time of approximately 5 h
on a platform featuring two Intel® Ivy Bridge-EP microprocessors with 12 physical cores
each and 128 GB of RAM. For the geometrical discretization, 2 million elements are used
in total. The largest part of the volume is discretized using tetrahedrally shaped cells,
while three layers of flat prism cells were used as boundary layers in the fluid regions
adjacent to walls as depicted in figure 4.2. Pyramid-shaped cells provided a geometric
transition between the two other cell shapes. The motivation for choosing the described
cell structure arises from the fact that the model solves the Navier-Stokes momentum
equation for the velocity field. Figure 4.3a) depicts a parabolic flow velocity field typical
for a laminar tube flow. Moreover, the resulting derivative of the velocity to the radius
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Figure 4.3.: (a) Idealized flow velocity profile and derivative of velocity to radius. (b)
Calculated stationary temperature at the thermistor with the original mesh
(step 0) and for ten subsequent mesh adaptation steps.
is shown. In order to both accurately model the properties of the flow and facilitate the
solution to converge, the regions with a larger velocity gradient need to be meshed finer.
Hence it is suggestive to use thin, slightly elongated boundary layers in the outer region
of the channel while keeping the elements in the middle of the flow a little larger.
The mesh quality has been assessed using a sample calculation at a pressure of
200 mbar and an input power of 3.7 W with the automatic mesh adaptation implemented
in COMSOL Multiphysics® in ten subsequent steps. The resulting stationary tempera-
ture values at the thermistor deviate only to a negligible extent from the results obtained
with the original mesh. From this finding depicted in figure 4.3b), it is concluded that
the no relevant discretization error is introduced by the mesh.
In order to use the simulation as a tool to assess a new temperature measurement
method, it needs to be verified itself before. This requires a proven temperature mea-
surement method that can be used as a benchmark for the computational temperature
determination. This proven temperature measurement method complementary to the
new approach to be developed could also provide an additional control parameter in
a later application. Therefore, the actual device needs to be equipped with a mea-
surement facility that can both benchmark the simulation during the development and
perspectively be part of a reasonably simple and economic further prototype.
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4.2. Measuring the gas temperature in a dielectric
barrier discharge
In the discussion about the development of a temperature measurement for the initial
VDBD prototype in section 3.2, two standard methods for temperature measurement in
non-equilibrium discharges have been named. These are the application of fiber-optical
probes as well as optical emission spectroscopy (OES). Both methods can be suitable
for laboratory investigations, but not as a constructive means that can be adapted to an
integrated, marketable product. Integrating an OES-based temperature measurement
in a device is not conceivable under practical standards. Both the development effort
to automatize the evaluation of emission spectra and the financial expenses for the
manufacturing would be unacceptably high. Moreover, the common assumption that the
actually measured rotational temperature equals the gas temperature is not necessarily
justified for low temperatures [98]. If properly installed, commercially available fiber-
optical probe systems reliably deliver gas temperature values without the necessity of
any post-processing. However, they are expensive and the probe tips can be dismanteled
by the plasma, which can reduce the lifetime below a threshold acceptable for a daily-
use product. Measuring outside the discharge circumvents this issue, but yields flow
rate-dependent results that are futile as soon as the gas flow is switched off completely.
Consequently, in order to direct the further development to a versatile prototype rather
than to a laboratory-specific setup, both the standard methods have been discarded.
4.2.1. The thermistor as complementary device
A reliable and adequately exact gas temperature measurement that is proven for a vari-
ety of process control applications can be performed using a thermistor. Compared to a
fiber optical probe or the application of emission spectroscopy, one central drawback of
thermistors needs to be taken into account though. While parts providing a high chem-
ical resistance, e.g. by a glass encapsulation, are available, a thermistor can generally
not be used for measurements directly in the discharge zone. In such a setup, the ther-
mistor would act as an unwanted electrode, strongly disturbing the voltage drop over
the component and hence render the measurement invalid, if not destroy the thermistor
or parts of the connected circuit.
In the outlet channel in proximity to the process chamber, the thermistor can be
integrated. The small dimensions of the chosen TDK B57540G1 part simplify this
process. Changes in the heat transport from the discharge to the thermistor can lead
to variations in the measured value. This is in particular relevant for a varying gas flow
that accompanies the constructively envisaged pressure variations. In the case of a closed
inlet valve and therefore a prevented gas flow, a thermistor in the outlet cannot deliver
any valid data. However, it can be suitable as a complementary method to validate the
CFD simulation and another measurement method in the flow-enabled case.
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Figure 4.4.: Expected influence of tempera-
ture and pressure on the gas gap
voltage ug.
In order to determine the gas tempera-
ture, electrical parameters of the discharge
will be evaluated. A simple but proven
electrical model for DBDs is well-known
and allows calculating the voltage drop
over the discharge ug(t). As a prerequi-
site for the inception of a discharge, ug
needs to reach a certain value to generate
a sufficiently strong reduced electric field
| ~E|/N . The latter is necessary to ensure
that Townsend’s ionization coefficient α is
high enough for a self-sustaining discharge
(cf. appendix B).
For the initial start-up after the device
was switched off for a long time, the re-
















This requires the Boltzmann constant kB, the temperature T and the distance between
the dielectrics d as well as the pressure p. As it is highlighted in equation 4.1, for
a given geometry the combination of ug, T and p determines the discharge inception.
Particularly important in the present context is that a rising temperature allows an
ignition at lower voltage while the pressure remains constant.
After the device has started, it operates in the self-pulsing mode that is typical for sine-
driven DBDs. This involves two re-ignitions in each voltage cycle, however a description
of | ~E|/N necessary to initiate the re-ignition using equation 4.1 would not be valid. Due
to the short time between two subsequent active phases in the self-pulsing operation,
a residual ionization needs to be taken into account for re-ignition [78]. Moreover, an
accumulation of charges at the dielectrics surfaces substantially influences the externally
imposed electrical field [112].
Nevertheless, an influence of pressure and temperature on the gas gap voltage in the
active phases can be observed also during the self-pulsing operation. This is exemplarily
depicted in figure 4.4. If the influence of residual ionization and charge accumulation
on the correlation of ug, T and p is only weakly dependent on T and p themselves,
this could be used for a gas temperature determination during operation. The factor
ug ·T/p could probably be used to approximately describe the system, although it would
quantitatively differ compared to the initial inception. As shown in section 4.3, it can
still be used to calculate the temperature from a calibration constant ccal recorded at a
44














Figure 4.5.: (a) Example of a measured Q(V)-plot in blue, idealized plot in black (inac-
tive phases) and red (active phases). (b) Distorted Q(V)-plot obtained from
subtracting the values Qdiag on a line through (Vmin, Qmin) and (Vmax, Qmax)











4.3. Testing the new hypothesis
In order to put the hypothesis that eventually lead to equation 4.3 on a sound theoretical
basis, a considerable expenditure for modeling basic plasma processes would be neces-
sary. This effort would not be sustainable for an idea that in the worst case does not work
in practical terms, which is why an experimental validation has been preferred. Thus,
the investigations covered below were performed on the thermistor-equipped VDBD
prototype using simple Python-based process control scripts implementing the basic
hypothesis for temperature determination.
4.3.1. Preliminary considerations
A first step to make a temperature measurement based on ug usable is a reliable measure-
ment of it. Although it cannot be directly measured, ug is in principle easily accessible
provided that voltage and charge can be measured. Section 2.4.2 presents a simple
equivalent circuit that allows calculating ug by subtracting the voltage drop over the
dielectrics from the overall voltage. An expedient usage of ug to diagnose and monitor
the discharge however requires that the self-pulsing operation of DBDs is taken into ac-
count; inactive and active phases are alternating. The value of ug crucial for diagnostics
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Figure 4.6.: (a) Development of characteristic values of ug in the rising active phase over
the external amplitude at 300 mbar. (b) Characteristic values of ug averaged
over all considered voltage amplitudes for different pressure levels. Taken
with permission from [62], © IOP Publishing Ltd.
purposes is the value within the active phases, when it represents the voltage drop over
the discharge. Therefore, start and end time of the active phases need to be detected
reliably and reproducibly first.
Figure 4.5 depicts an example of a Q(V)-plot that was distorted by subtracting the
values on a line through (Vmin, Qmin) and (Vmax, Qmax) from Q. The benefit of this
procedure is that it maps the “corners” of the Q(V)-plot marking the beginning of
active phases to an extremum problem; the active phases start when Q − Qdiag reaches
its global maximum or minimum. In view of the fact that the end of active phases can
easily be found as minimum or maximum of Q, the distorted Q(V)-plot can serve as a
key tool to computationally distinguish inactive and active phases in the voltage cycle.
A handy side effect of this method being available is that it can be used to determine
the capacitance of the dielectrics Cd as well. For the calculation of ug, this value is
crucial. Q(V)-plots have been recorded at different external voltage amplitudes and a
constant pressure of 200 mbar in a preliminary investigation. By evaluating the slope
between beginning and end of the active phases in these plots, Cd = 24.3 pF has been
measured for the DUT.
During the active phases, ug is not constant in the present system. Instead, it
decreases after discharge inception and increases again towards the end of the ac-
tive phase. In order to use ug for temperature determination, a value characteris-
tic for the system state needs to be found. Figure 4.6a) shows an overview about
the unwanted influence of the external voltage amplitude on four characteristic val-
ues of ug in the active phase. The values in question are the one directly at the
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Figure 4.7.: Comparison of the temperature
measured using the thermistor
and the respective value calcu-
lated from ug while the DUT
is placed in a temperature-
controlled oven. Taken with
permission from [62], © IOP
Publishing Ltd.
beginning of the active phases represent-
ing the breakdown as well as the mini-
mum, average and maximum value. While
both the “breakdown” and the maxi-
mum value distinctly depend on the exter-
nal amplitude, the minimum and average
value can be used without considering an
additional dependence for moderate vari-
ations of the external amplitude.
In figure 4.6b), the dependence of the
characteristic values on the pressure is de-
picted. To allow an unambiguous assign-
ment, the characteristic values of ug have
been averaged over all considered volt-
age amplitudes for each pressure level be-
fore. As this procedure does not seem to
be expedient to process the “breakdown”
and maximum values due to their pro-
nounced voltage dependence, they have
been omitted for this step. All measure-
ments were performed at constant (am-
bient) temperature by now, consequently
ug/p should be constant according to the
hypothesis. Regarding the minimum and
average as characteristic values of ug, the
prerequisite is not fulfilled for the mini-
mum value, because it would require considering an additional axis intercept b in the
form (min(ug) + b)/p = constant.
As b ≈ 0 when using the average as characteristic value of ug, it will be used for the
temperature calculations. For brevity, it will be referred to as ug.
4.3.2. Exemplaric temperature measurements
It has not yet been validated that the proposed method is actually suitable for a temper-
ature determination. Consequently, the first measurement scenario in the present stage
of development aims at determining a known temperature. This is achieved by placing
the DUT in a temperature-controlled oven, where it was heated from room temperature
to 333 K over a time of 75 min. Figure 4.7 depicts the results obtained from this measure-
ment and shows a slight discrepancy between the oven setpoint and the quasi-stationary
value measured by the thermistor. This seems to indicate that the temperature sensor
integrated in the oven is inaccurate, what has no effect on the present measurement task.
More important is that the temperature tends towards a stationary value that is ex-
pected to be spatially constant all over the oven. According to the sensor in the oven,
the air in it reached the target value after about three minutes of controlled heating.
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In the time thereafter, the temperature of the complete DUT slowly adapted to the
air temperature. Therefore, the measurement with the thermistor and the one based
on ug should deliver identical values in an ideal case. The quantitative and qualitative
agreement between both values is adequate indeed. In order to measure the tempera-
ture based on ug, the DUT needed to be switched on. As this leads to an additional
heating in the discharge zone, the device was only operated every 45 s for about 2 s. Us-
ing an operating pressure of 200 mbar allowed restricting the dissipated power to 5 W.
Therefore, no significant influence of the discharge on the temperature distribution is
expected. With regard to the promising results in the measurement of a known tem-
perature, the new method is now applied to monitor the temperature increase during
normal operation. Figure 4.8 shows both the values calculated from ug in this setup as
well as the temperature measured simultaneously using the built-in thermistor. During
this measurement, the Venturi pump was operated directly at the main gas supply for
pressurized air. The latter is fed by a compressor via a reservoir. The system provides a
pressure of 5.5 bar, resulting in a high main gas flow of 23 slm. Due to the high flow rate,
the reservoir pressure decreased in intervals of about 500 s to the threshold pressure that
lets the compressor start. During the compressor operation, the line pressure is slightly
higher.
The described pressure variations cause a concomitant variation in the performance of
the Venturi pump and therefore lead to slight pressure variations in the DUT’s process
chamber. To what extent this phenomenon occurs depends on the nominal pressure
setting, and in addition it is superimposed on a slight pressure increase observable with
rising temperatures. These effects cause the pressure to deviate from the nominal value
and thus vary by 13...46 mbar depending on the operating parameters. Therefore, the
software implementing the proposed measurement method reads the data from a MKS
Baratron® pressure transducer to obtain the currently prevailing pressure value for the
calculation.
By using the throttle valve at the process chamber inlet, the nominal pressure was
set for each measurement to 200, 300 or 400 mbar. This led to process gas flow rates of
1.2, 1.8 or 2.9 slm. In the outer housing, an additional air flow of 10 slm was lead over
the electrodes to provide a cooling effect. During the considered time span of 2000 s for
low power measurements and 1200 s for measurements using high input power values,
the device was operated continuously. For calibrating the ug-based measurements, the
temperature measured by the thermistor at the beginning of the measurement were used.
4.3.3. Verification of the results
Analyzing the reaction on pressure variations
In figure 4.8, artifacts are apparent on the curves that seem to correlate with the de-
scribed pressure variations, necessitating a sensitivity analysis aiming at the correlation
between pressure and calculated temperature. For this, the Venturi pump at the DUT
was operated using a flow controller to allow simulating the varying performance of the
main line in a controlled way. In order to keep the actual temperature of the device
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Figure 4.8.: Comparison of temperature values measured using the thermistor and cal-
culated from ug during the heat-up process of the DUT in normal operation.
Taken with permission from [62], © IOP Publishing Ltd.
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Figure 4.9.: Controlled pressure variation
and its unwanted influence
on the measured temperature
value. Taken with permission
from [62], © IOP Publishing
Ltd.
constant, it was operated for only two
seconds to enable a single measurement.
Between two subsequent measurements, a
waiting period of 60 s was included. Figure
4.9 depicts the response of the calculated
temperature values to the controlled pres-
sure variations. Both a pressure decrease
by 18 % and an increase by 13 % lead to
a distortion of the calculated temperature
values by approximately 2 %.
Therefore, the artifacts present on the
curves in figure 4.8 can be slightly inten-
sified by a direct, undesired influence of
pressure, but beyond this they seem to
represent actual temperature variations.
As a decreasing pressure is accompanied
by an increasing flow rate, it can plausi-
bly be linked to a temperature decrease.
A decreasing pressure furthermore influ-
ences the dissipated power. At a constant
voltage amplitude, the power tends to de-
crease as well (this is depicted for the old
prototype in figure 1.3), but depending on
the operating point an influence on the
high voltage supply is possible. This leads to an increase of the amplitude and even-
tually of the power, particularly apparent in the dataset for 420 mbar/5.9 kV. With a
rising power, the temperature can plausibly rise as well. Coincident reactions of the
thermistor also indicate that the artifacts on the curves are linked to actual temperature
variations.
Assessing the quantitative reliability
The values calculated from ug deviate to a certain extent from the values measured with
the thermistor. This could indicate a limited precision of the proposed method, however
an exact agreement cannot be expected even in an idealized case. This is caused by the
spatial distance between the measurement spots. While the thermistor is located in the
outlet channel, the ug-based method is supposed to measure a temperature prevailing
in the active zone.
The thermistor mounted in the DUT can not only be used to benchmark the ug-based
temperature measurements, but the CFD simulations described in section 4.1 as well.
While the very small thermistor itself is not geometrically modeled, the temperature
prevailing at the respective location is evaluated. This reveals that the heating is over-
estimated first. Comparing the complete physical system to the substantially simplified
model reveals a highly probable reason for this observation: The dissipated electrical
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Figure 4.10.: Temperature values calculated from ug in comparison with the temperature
distribution calculated by a computational fluid dynamics simulation for
the process chamber. Taken with permission from [62], © IOP Publishing
Ltd.
power is not only used for heating (a usual assumption in electronics), but also con-
verted to radiation and, according to the purpose of the device, transferred to chemical
reactions. To avoid modeling these processes, the temperature at the thermistor is fitted
to the measured data using the input power as a parameter. This results in a value for
the power that is expected to be in better agreement to the actual heating power than
the overall dissipated electrical power.
Figure 4.10 compares two of the previous time-dependent measurements with the
respective simulations. In addition to the temperature data calculated from ug and
both the measured and the simulated thermistor temperature, the temperature span
calculated for the active zone is depicted. It becomes apparent that the measurement
based on ug is in the temperature range prevailing in the active zone and coarsely
resembles its average value. The simulated spatial temperature distribution in the device
after an operation time of 2200 s is shown in figure 4.11.
Reviewing the effective capacitance of the dielectrics
An improvement of the quantitative reliability could facilitate a better detection of
characteristic values in the temperature range in the active zone. In order to preclude a
negative influence of a possibly inaccurate determination of the effective capacitance of
the dielectrics Cd, its value is validated with complementary methods. For the determi-
nation of Cd, different approaches can be used as described in section 2.4.2. Analytically,
it can simply be calculated from the dimensions and the permittivity as two idealized
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vertical cut through device (central), parallel to flow
vertical cut through process chamber (central), perpendicular to flow
















Figure 4.11.: Simulated temperature distribution after 2200 s at a pressure of 200 mbar.
Taken with permission from [62], © IOP Publishing Ltd.
plate capacitors in series, what leads to a value of Cd = 20.2 pF. Using this method,
edge effects are not considered, and neither are technologically unavoidable influences
of the manufacturing process. In addition to conventional production tolerances of the
individual parts, the silicone sealant used to fix the electrodes on the dielectrics can
affect the actual value in the pF range.
Therefore, the difference to the measurement-based approach used before to obtain
Cd = 24.3 pF is plausible, where the latter value seems more credible. Alternatively, the
method presented by Pipa et al. based on multiple Q(V)-plots [92] can be used. It seems
to be useful because it allows to average out statistical deviations on the measurement of
single Q(V)-plots. The results however are inconsistent, what most likely indicates that
the discharge extinction voltage (ug at the end of the active phase) is not constant over
the external voltage amplitude. Using the more extensive equivalent circuit by Peeters
and van den Sanden [87] could also potentially improve the quantitative reliability of the
proposed method. A comparison of previously measured temperature values with results
calculated from the same data using the more detailed equivalent circuit is depicted in
figure 4.12. It shows that using the more extensive model does not substantially influence
the obtained results in the investigated system.
4.4. Controlling the main operating parameters
Up to now, the ug-based temperature measurement has only been applied to the VDBD
while a gas flows through it. This allows comparing the results to the values generated
using the thermistor, but does not cover all operating points necessary for an actual
application in the VDBD. Instead, in the case that an NOx-dominated chemistry is
requested by the application, an intermediate release of O3 during the heat-up might be
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Figure 4.12.: Comparison of the previous approach to the more extensive equivalent
circuit proposed by Peeters and van de Sanden.



































Figure 4.13.: (a) Comparison of temperature when calculated from ug and measured
with the thermistor without gas flow. (b) Complete process with heat-up
phase without gas flow and usage with gas flow. Taken with permission
from [62], © IOP Publishing Ltd.
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undesirable. To prevent this, the heat-up could be performed without gas flow, however
it is unlikely that the thermistor can deliver any expressive values in this case. Instead,
the ug-based temperature measurement could close this crucial information gap.
Operating the VDBD without gas flow basically requires only that the throttle valve
at the process gas inlet is completely closed, however this leads to a pressure decrease and
therefore reduces the power that can be dissipated for heating. A second throttle valve
in the main gas supply overcomes this limitation by reducing the efficiency of the Venturi
pump and therefore increasing the process gas pressure. The described setup has been
used to measure the temperature without gas flow at a process gas pressure of 200 mbar
and an external amplitude of 4.4 kV. Figure 4.13(a) shows the results calculated from ug
and measured with the thermistor, whereas the latter does not detect the temperature
increase. The ug-based measurement in contrast delivers plausible results, however it
operated using a higher calibration constant compared to the flow-enabled operation.
For the present case, the value of ccal = 17.5 VKPa
−1 is 7 % higher than the usual values
determined in course of the earlier investigations. Consequently, ccal cannot necessarily
be treated as a constant regarding the gas flow rate.
Proceeding from these findings, the method is now incrementally transferred to the
envisaged application for temperature measurement in the VDBD. While a thermistor
already fulfills this task during operation with gas flow, controlling the heat-up requires
the new approach. Consequently, the first step for the transfer to application is the
usage in a VDBD heat-up cycle. The latter starts with an operation without gas flow
that cannot be monitored by the thermistor. As soon as the ug-based temperature mea-
surement detects that the pressure-specific O3- to NO-transition temperature is reached,
the gas flow is switched on.
In order to implement the described procedure, several enhancements to the basic
measurement script are necessary. To take the significant difference of ccal between the
operation with and without flow into account, one calibration constant for each case
is provided. This in turn implies that information suitable to programmatically chose
ccal needs to be available during operation. In the laboratory investigation, the flow
rate has been measured using a MKS 1179B gas flow controller and then compared to
a threshold value to chose the correct ccal. In later applications, a lock valve with an
electrical contact could fulfill a similar task. Another information to be processed is the
pressure-dependent temperature that marks the transition from O3 to NO production.
The system needs to be equipped with a pressure sensor anyway, therefore the transition
temperature at the present operating point can efficiently be calculated. The outcome
could be used to operate a valve, however in the present implementation the operating
mode (O3 or NO) is only displayed. Figure 4.13(b) depicts the essential quantities during
the complete procedure.
Compared to a simpler timing-based warm-up strategy, the presented system has the
potential to achieve a better compromise between a short warm-up time and a convincing
reliability. Pre-heated conditions when restarting the device can be taken into account
as well as varying operating parameters. After reaching the desired temperature, the
system can still be monitored and diagnosed.
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method in a prototype
All necessary basics for a device selectively producing O3 or NO have been elaborated
to this point. Crucial mechanisms have been understood and technological processes
for an effective and efficient control have been developed. The latter rely on an oscillo-
scope operated at 1 GS/s, a type of device that is commercially available for a price of
several hundreds or even thousands of Euros. This is not an issue for laboratory appli-
cations where suitable oscilloscopes are available anyway, but in laboratory applications
a selective O3 or NO production has already been established before [35,54].
Distinct advantages of the new process compared to established ones can be expected
in applications where neither laboratory equipment nor technical gases are available,
thus preferably in an end-user device. This precludes using any type of oscilloscope,
even low-performance models without a dedicated user interface are too expensive for an
integration in a competitive device. Cost-effective alternative concepts are available [56].
Without an oscilloscope, the voltage and charge waveforms used to calculate the gas
gap voltage ug cannot be recorded synchronously. The signals can be synchronized
afterwards assuming that the extrema occur at the same temporal positions for both
signals. This is exemplarily depicted in figure 5.1(a). Figure 5.1(b) reveals that these
points can be attributed to the active phases of the discharge process. At voltage and
charge extrema, the discharge extincts, which is why the gas gap voltage value in this
point will be called ug,ext hereafter. In order to use ug,ext as a basis for a temperature
measurement rather than ug, only the minima or maxima of voltage and charge need
to be known, not the complete Q(V)-plot. This would avoid the necessity to use an
analog-digital-converter (ADC) fast enough to resolve the waveforms in detail. Instead,
the built-in ADC of an Arduino single-board microcontroller is sufficient. In real-time,
it is only capable of providing about 10 kS/s, which equals less than one sample per
period at 30 kHz. Despite the long time between two subsequent samples, it is possible
to determine the signal value adequately exact at any time; it is however uncertain at
which point of time. This is possible due to the working principle of the ADC using
a very fast sample-and-hold circuit at the input - the long delay between subsequent
samples is caused by other parts of the ADC when the value to sample has already
been fixed. This results in the distribution of values measured by the ADC as shown in
figure 5.2 for a signal proportional to the charge in the VDBD prototype. Values below
the reference potential of 0 V are determined as 0 V, the maximum value is detected
reliably. Therefore, the maximum charge can simply be measured over a capacitor and
a voltage divider via the ADC by recording sufficient samples and using their maximum.
The same concept could be used to determine the voltage maximum, however the good
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Figure 5.1.: (a) Temporal evolution of voltage and charge in an example measurement.
(b) Resulting Q(V)-plot.
0 1 2 3


































measured by Arduino ADC
Figure 5.2.: (a) Exemplaric charge-proportional signal of the VDBD prototype scaled to
a maximum of 4 V. (b) Histogram of the actual signal and its sampling by
the Arduino ADC.
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stability of the high-voltage generator allows deducing the voltage maximum from the
input voltage as well. Consequently, a voltage divider at the high voltage source input
can serve as a measurement facility for the Arduino ADC.
5.1. Adapting the measurement method
Instead of the capacitance Cd, a more general weighting factor w can be used to calculate
a characteristic voltage




To determine w, the variation of uchar over the voltage amplitude at constant temperature
for different pressure levels is minimized using w as a parameter. This yields a value of
w = 3.04 · 10−11 C/V. A temperature determination based on uchar works comparable to
the procedure based on ug with Cd = 24.3 pF.
This is exemplarily depicted in figure 5.3(a). The figure also shows the motivation for
introducing w: Without any alteration, the measurement method presented in chapter
4 cannot be used to determine the gas temperature in the DBD based on ug,ext. Figure
5.3(b) outlines an idea why the results are implausible; ug,ext is not only dependent
on temperature and pressure when calculated using the previously determined value
Cd = 24.3 pF. Instead, an additional dependency on the external voltage amplitude can
be observed. The voltage amplitude in the measurement shown in figure 5.3(a) does
not vary by more than 0.2 %, hence this does not directly explain why the temperature
measurement does not deliver plausible results. However, it seems to indicate that
additional dependencies influence ug,ext. Using w instead of Cd when working with uchar
instead of ug overcomes this.
5.2. Implementation in a stand-alone prototype
Using a charge weighting factor w = 3.04 ·10−11 C/V, a temperature measurement based
on uchar can provide results equivalent to the ones obtained from the method presented
in section 4. With that, the primary challenge for a temperature determination based
on electrical parameters using a microcontroller has been overcome, because uchar can
be determined without a synchronized time-resolved measurement of two quantities.
This motivates developing an Arduino-based measurement board to be integrated in a
stand-alone prototype.
5.2.1. The measurement board
The measurement board has been developed around an Arduino Pro Mini single-board
microcontroller. The latter is placed on a printed circuit board together with a NCV78M05
voltage regulator used to supply the operating voltage of 5 V to the microcontroller. This
allows feeding the device from a DC voltage up to 35 V, while the voltage regulator in-
tegrated in the Arduino is specified for not more than 12 V. An adjustable LM350T
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from uchar, w= 3.04 10 11 C/V













uchar, w= 3.04 10 11 C/V
Figure 5.3.: (a) Temperature determined using a thermistor, the original method from
chapter 4, the same method using ug,ext instead of ug and using uchar. (b)
Evolution of ug,ext and uchar over the external voltage amplitude.
Figure 5.4.: Layout of the measurement board and actual device.
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voltage regulator is used to power the high-voltage generator. To deduce the DBD oper-
ating voltage, the input voltage supplied to the high-voltage generator is measured over
a resistive voltage divider using the Arduino ADC. For charge measurement, a 10 nF ca-
pacitor is built in and also connected to the Arduino via a voltage divider. Pin sockets
allow connecting a DC power connector for a laptop power supply, the high-voltage-
source, a potentiometer for the voltage regulation as well as the DBD ground electrode,
a thermistor and a pressure sensor. The resulting circuit board is depicted in figure 5.4.
5.2.2. The complete assembly
As a basis to attach the VDBD prototype with a Venturi pump, the high voltage
source and the measurement board, a base plate has been manufactured. It measures
(295 x 178) mm2 and is made of PMMA with a thickness of 10 mm. Side panels can be
mounted using screws to form a housing around the system. A top plate is then mounted
using a form-fit connection to the side plates made of interlocking tabs. Figure 5.5 shows
the complete device.
Heatsinks mounted to the voltage regulators on the measurement board allow a contin-
uous operation, and a LCD display connected via the I2C-bus is used to output pressure,
voltage and temperature values. A switch in the supply line of the high voltage genera-
tor can disable the high voltage generator independent of the measurement board. For
setting the operating voltage, a rotary knob adjusting a 5 kΩ potentiometer is provided.
Tubes made of polytetrafluoroethylene (PTFE) with 6 mm outer diameter as well as
4 mm polyurethane (PUR) tubes are used to supply driving and cooling gas. Moreover,
they make up the operating gas inlet. The latter requires a throttle valve and a lock
valve that need to be connected externally. A button connected to a digital input of
the measurement board microcontroller allows switching between different characteris-
tic maps for different gas flow regimes. The system is combined with an external DC
power supply (RS PRO JYH32) providing only 24 V to prevent overheating the voltage
regulators in the non-ventilated housing during continuous operation.
5.3. Characterization
In order to allow an uchar-based temperature measurement, uchar needs to be measured
reliably first. This is validated in two steps: First, the setup is calibrated to measure
the external voltage amplitude and the charge amplitude correctly. On this basis, the
temporal evolution of uchar is measured both with the measurement board and with a
DPO4104 oscilloscope. In principle, the calibration step is optional. Instead, the corre-
lation of the actual values and the “counts” measured by the Arduino ADC could also
be calculated from the ADC characteristics, the voltage divider ratio on the measure-
ment board and the characteristics of the high-voltage generator. An actual calibration
is performed anyhow to provide an additional verification and to allow for tolerances in
the components.
Figure 5.6 depicts the calibration results in comparison to the constructively expected
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Figure 5.6.: Relation between voltage and charge amplitude measured by an oscilloscope
and the ADC counts on the measurement board.




















































Figure 5.7.: (a) Temporal evolution of uchar measured by the oscilloscope and by the
measurement board. (b) Resulting temperature evolution in comparison to
the thermistor.
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correlation. In each case, there is a linear connection between the number of counts
in the ADC and the value to be measured. The charge amplitude is determined as
expected, whereas the actual voltage amplitude is slightly higher. This can most likely
be attributed to deviations of the high-voltage-generator characteristics from its nominal
characteristic.
Using linear functions fitted to the measured data in figure 5.6 and a charge weighting
factor of 3.04 · 10−11 C/V, a test measurement yields the temporal evolution of uchar
shown in figure 5.7(a). An offset compared to the value simultaneously obtained from the
oscilloscope is apparent, however its influence on the actual temperature determination is
acceptable. The temperature values depicted in figure 5.7(b) have been calculated using
a calibration constant determined from the first measurement points obtained from the
oscilloscope and the measurement board, respectively. In order to allow a convenient
application of the device, this procedure needs to be replaced by an automatic choice of
an appropriate temperature calibration factor depending on the operating conditions.
5.3.1. Initial operation and basic calibration
After the characterization of components and assembly of the complete setup, its crucial
functionality has been tested. For this, the device has been connected to the FTIR
setup described in section 3.2 and operated using the highest possible voltage and peak
efficiency of the Venturi pump at a process gas pressure of 200 mbar. All parameters ac-
cessible to the measurement board have been read out using the universal asynchronous
receiver-transmitter (UART) interface of the Arduino. It was found that even at a
thermistor-measured temperature of 368 K, no NO could be produced. Consequently,
the system misses a key feature when operated under the described conditions. A further
temperature increase was avoided to protect the PMMA-made DBD housing.
The reason for the absence of NO despite high temperature and low pressure was
found to be an inappropriately high process gas flow rate. According to the simulations
described in section 3.3, the flow rate can influence the temperature necessary for a tran-
sition from O3 to NO production. Restricting the Venturi pump performance to provide
a pressure-flow rate characteristic comparable to the one used for the investigations from
chapter 3 solved the problem. This involves a flow rate of 150 sccm at 200 mbar, and
allows a NO production after almost 10 minutes. The noticeably long time needed to
reach the NO mode could potentially be decreased by using a higher DC input voltage.
As it might not be desirable to heat the device up with activated gas flow and hence
accompanied with a release of O3, temperature monitoring without gas flow is the main
task to be accomplished by the measurement board. In accordance with the results from
the investigation of the measurement board outside the assembly, with rising tempera-
ture, the characteristic voltage uchar = V − Q/w decreases. Interestingly, this is solely
caused by an increase of Q, while V remains constant. As a consequence, the simplest
and most straightforward implementation of a temperature monitoring is to measure
the charge and calculate the difference from the desired value. The latter is easily to be
determined by bringing the device in NO mode, switching the flow off and measuring the
charge. It has been found that at a pressure around 200 mbar, the charge corresponding
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Figure 5.8.: Characteristic map of the calibration constant over voltage amplitude and
pressure.
with a transition from O3 to NO production is about 100 counts of the ADC above the
value at room temperature. The conversion to an actual value of charge can be omitted
in this case, but a pressure dependency of the “counted” value is taken into account to
allow for fluctuations caused by the Venturi pump.
The difference of the ADC counter value to the one at room temperature is displayed
to allow controlling the heat-up progress. After the desired value of 100 above the
room-temperature value has been measured for at least ten times in a row, the display
changes its background color to indicate readiness for switching on the flow. After this
is confirmed by the user by pressing a button on the device, the display is used to show
a temperature value rather that the heat-up progress. For calculating the temperature,
actual voltage and charge values are calculated from the ADC output. Then, the tem-
perature is calculated from uchar. In this process, the necessary calibration constant is
calculated from a characteristic curve that is hard-coded in the control software based
on a measurement at room temperature.
5.3.2. Advanced temperature calibration
Based on the calibration procedure described up to this point, the prototype can be
controlled satisfactorily in the narrow parameter range determined by the power sup-
ply. For effectively using higher pressure values or reducing the warm-up time, a more
sophisticated calibration is necessary. Although the measurement method to be imple-
mented relies on a static connection between pressure p, characteristic voltage uchar and
temperature T for small changes of said quantities, this connection does not necessarily
persist also for larger variations of one or more parameters.
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Therefore, dependencies of the calibration constant ccal at least from voltage amplitude
and pressure need to be taken into account. For this, ccal has been measured near
room temperature for a multitude of parameter combinations. In order to allow an
interpolation between the measurement points, a surface defined by basis splines (B-
splines) has been fitted to the data. Figure 5.8 shows one set of measured values and
the fitted characteristic map. It corresponds to the operation of the Venturi pump at
its peak efficiency and a pressure regulation via the input throttle valve. Another map
reflecting the operation with a closed inlet valve and a pressure regulation using the
pump performance has been implemented as well. This allows choosing the correct
calibration for each operating mode.
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In this work, a new plasma source concept has been developed, investigated and imple-
mented that can be controlled to switch between an ozone (O3) and a nitric oxide (NO)
production from ambient air during operation. The practical use of CAP in medicine re-
sulted in deeper knowledge regarding the role of RONS. To control the relation between
ROS and RNS within one device opens up new options for individual medicine.
As constructive realization, a dielectric barrier discharge (DBD) coupled to a Venturi
pump has been chosen. The device is called Venturi DBD (VDBD) and it has been used
to enhance the knowledge about air plasma chemistry at intermediate pressure. Among
the operating parameters of the device, gas temperature and pressure were identified
as the key quantities to influence the balance of O3 and nitrogen oxides. At lower
temperatures, O3 is produced primarily, while NO is generated at higher temperatures.
At intermediate temperature values, nitrogen dioxide (NO2) is most abundant. The
respective temperature necessary to switch from an O3-containing to a nitrogen-oxides-
only output chemistry can be influenced by the operating pressure and ranges from
327 K at 200 mbar to 398 K at 400 mbar. A zero-dimensional reaction kinetics model
outlines the most important reaction mechanisms for the observed process. Moreover, it
reveals that the constructively given coupling of gas pressure and flow rate additionally
promotes the controllability of the output chemistry.
A practical application of the system requires an economic and robust means for pro-
cess control and gas temperature determination. The system developed for this purpose
uses electrical quantities of the discharge to realize a process control mechanism. For
the first time, the temperature could be successfully measured with reasonable preci-
sion from the voltage drop over the discharge. Although the measurement is based on
a very simple hypothesis derived from the ignition voltage in a previously non-ionized
gas, the method has proven to be reliable under the prevailing conditions. It relies on a
calibration at room temperature and does not need any optical or mechanical access to
the process chamber, but provides no spatial resolution. In contrast to a temperature
measurement using a thermistor in the outlet channel, it works both with and without
gas flow. The temperature measurement could potentially be used as the basis for the
improvement of related DBD-based constructions. To facilitate the understanding of its
physical background, a hydrodynamic model coupled to Poisson’s equation and a plasma
chemical reaction model can be set up and investigated for the factors influencing the
connection between gas temperature and voltage drop.
The system together with the developed process control mechanism was successfully
transferred into an easy-to-use, cost efficient prototype. The device is based on an
Arduino microcontroller extended by a simple self-made circuit board. It can be used
with different calibration setups and is operated and controlled autonomously except
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for a power outlet and a pressurized air supply. Many of its parts are manufactured
using a laser cutter what allows an efficient implementation of constructive changes and
an economic production of different versions. The prototype is completely enclosed,
therefore its usage does not require any experience in handling high-voltage systems.
The new device is, in addition to its purpose for basic investigations, intended to
be extendable for more complicated operating conditions. In particular, an additional
humidification of the process gas could be fit subsequently. The reduced pressure would
promote the vaporization of water and therefore contribute to a steady humidification
without excessive drop formation at surfaces. The necessary constructive changes would
be manageable and easier to accomplish compared to alternative concepts. Still, a
substantially more complicated plasma chemistry would increase the effort necessary for
investigations, but allow a controlled production of water-based species such as hydroxyl
(OH) and hydroperoxyl (HO2) radicals, hydrogen peroxide (H2O2) and peroxynitrous
acid (ONOOH). Therefore, disinfection and wound healing application could benefit
from the extension.
Moreover, subsequent versions of the device can be combined with more extensive
real-time diagnostics targeting electrical, fluid-mechanical and thermal parameters. As
part of a complete system, this provides control of the produced species composition cou-
pled to medical imaging for an optimized and individualized treatment process. Con-
sequently, the presented techniques represent a starting point for the development of
system solutions realizing personalized medical applications based on CAP.
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A. The computational fluid dynamics
simulation in detail
A vast number of physical phenomena can be computationally modeled by solving a
system of differential equations on the desired domain using appropriate boundary con-
ditions. Usually, the actual problem has to be simplified to obtain a manageable com-
plexity of the computational task. Errors and inaccuracies can emerge in the case of
improper simplifications, but also if the domain is unfavorably discretized or if iterative
computational procedures do not converge. Therefore, this chapter outlines the consid-
erations regarding the mentioned aspects that lead to the computational fluid dynamics
(CFD) model used in section 4.1.
CFD simulations are a common tool in many different fields of application and are
implemented in a variety of free and commercial software packages. These differ in
basic aspects, starting with the numerical method to solve the equation system. The
most commonly used numerical method for CFD simulations is the finite volume method
(FVM) that is implemented by software such as ANSYS® FLUENT® and OpenFOAM®
[113]. For the present application, COMSOL Multiphysics® was available as a versatile
and performant simulation tool based on the finite element method (FEM).
A.1. Notes on the finite element method (FEM)
Using FEM, the solution to a system of differential equations can be reliably approxi-
mated even on domains with complex geometrical features. To achieve this, the domain
Ω is divided into smaller, non-overlapping subdomains with simple shapes such as tetra-
hedra. These are called cells or elements, and the element corners are called nodes. On
each of the subdomains, the field to be solved for is expressed as a low-order polyno-
mial, the so-called basis function. Consequently, the calculated result does not solve the
equations and boundary conditions pointwise. Instead, only the weighted average of the
residual is set zero. In general, an equation
L̃ [f (~r)] = s (~r) (A.1)
with an operator L̃, a function f depending on the location ~r and a source s is to be
solved for f(~r) on Ω. First, f is approximated by a discrete number Ñ of basis functions
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Figure A.1.: Triangular nodal basis func-
tions.
The residuals
r̃ = L̃ [f (~r)] − s (~r) (A.3)
are now calculated and weighted using Ñ
weighting functions or test functions wi.
It is possible to use wi = ϕi, what is
then called Galerkin’s method of weighted
residuals. The weighted residuals are now
set to zero. Consequently, to approximate




wir̃dΩ = 0, i = 1, 2, ..., Ñ ,
(A.4)
called the weak form of equation A.1, need
to be solved for fi [114]. A simple exam-
ple, also closely following [114], shows an
application of the FEM in more detail. It










+ βmf = s, xa < x < xb (A.5)
that is used to model electromagnetic waves, among other applications. The boundary
conditions f(xa) and f(xb) are known as well as the material properties αm and βm and
the source term s. FEM is now to be used to determine the function f = f(x) on the
interval xa < x < xb. The domain, assumed between xa = −2 and xb = 5, is divided
into 7 equally large elements. Consequently, there are 8 nodes that can be numbered
i = 1, 2, ..., 8 and given the coordinates xi = i − 3. For each node, a basis function
ϕi(x) =
{
1 − |x − xi| ; |x − xi| < 1
0; otherwise
(A.6)
as shown in figure A.1 is used. It is apparent that the functions are linear in each
interval. The basis functions are now used to approximate the function to be calculated





Since the nodal basis function are 1 on the respective nodes, the coefficients represent
the values of f at the nodes. From the boundary conditions, f1 = f(xa) and f8 = f(xb)
are known. Using Galerkin’s method and hence wi(x) = ϕi(x), the remaining coefficients
for i = 2, 3, ..., 7 can be calculated. For this, weak form of equation A.5 is determined.
This starts with multiplying the residual with wi, yielding
r̃ · wi = −αmwif
′′ + βmwif − wis. (A.8)
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Integrating over x from xa to xb using integration by parts leads to the weak form that











′ + βmwif − wis) dx = 0 (A.9)























With i = 2, 3, ...7 equations and j = 1, 2, ..., 8 coefficients, a matrix A with 8 columns
and 6 rows can be formed from Aij. Because f1 and f8 are given by the boundaries,
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Now, A containing the unknowns is square, i.e. there are as many unknowns as equa-
tions.
In the presented example, the boundary conditions f(xa) and f(xb) directly specify
the value of the sought function at the boundaries and are called Dirichlet boundary
conditions. If the derivative of the function is given instead, the condition is called
Neumann boundary condition. A linear combination of both is referred to as Robin
boundary condition. The case of vanishing function values (Dirichlet) and/or derivatives
(Robin/Neumann) at the boundary is known as homogeneous boundary condition.
In the CFD model to be developed for section 4.1, a much more extensive system of
equations needs to be solved. Nevertheless, substantial simplifications are unavoidable
to limit the computational effort. Hereafter, the considerations that led to the equa-
tion system and boundary conditions in use are shown. These will result in a system
description as simple as possible that still can cope with the problem to be solved.
A.2. The Reynolds Number
The Reynolds number is the most important parameter in fluid mechanics. It quantifies





[110]. The mass density ρ in the above equation can be estimated based on the density
under normal conditions and a pressure of 0.2 atm as 1.293 kg/m3 · 0.2 = 0.2586 kg/m3.
For the velocity U , the mean value at the narrowest cross section is considered. As the
geometrical model is built using simplified gas channels for in- and outlet, the narrowest
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cross section can be found in the outlet with Ac = 2 · 10−6 m2. The measured mass
flow through the device is Q · p = 1.08 · 10−2 mbar · m3/s. Therefore, at a pressure of
p = 200 mbar, the flow rate is Q = 5.4 · 10−5 m3/s. Considering the cross section, this
leads to a mean flow velocity of Q/Ac = 27 m/s.
As the characteristic length L, the diagonal of the cross section 2.24 · 10−3 m is used.
The dynamic viscosity η of air is considered as 1.71 · 10−5 Pa · s. Finally, the Reynolds






· 2.24 · 10−3 m
1.71 · 10−5 Pa · s
= 913. (A.13)
Consequently, the value is low enough to avoid considering sub-grid turbulences: A
transition from a laminar to a turbulent flow is often expected under technically relevant
conditions around a critical Reynolds number Rekrit=2300. This number was determined
experimentally [115] and must be treated as a guidance value only. The reason is that
the setup-specific flow profile at the inlet strongly influences the transition to a turbulent
flow. However, Reynolds numbers below 2000 imply a laminar flow even when the inlet
flow is strongly perturbed [110]. Therefore, the model uses the Navier-Stokes equation
without an additional consideration of turbulences.
A.3. The mathematical model
The mathematical description of a fluid dynamics system is based on the conservation
of mass, momentum and energy, hence three formally similar equations need to be taken
into account. Hereafter, they are briefly introduced, closely following [113].
The conservation of mass is expressed by the continuity equation
∂ρ
∂t
+ ∇ · (ρ~u) = 0 (A.14)
using mass density ρ, time t and flow velocity ~u. The conservation of momentum is
∂
∂t
(ρ~u) + ∇ · (ρ~u~u) = ∇ · τ − ∇p + ρ~g (A.15)




(ρH) + ∇ · (ρ~uH) = −∇ · ~q +
∂p
∂t
+ ∇ · (τ · ~u) (A.16)
containing enthalpy H and heat flux ~q.
This leads to a system of three equations with six unknowns, consequently additional
correlations need to be taken into account. These are the thermal and caloric equations
of state
p = ρRT (A.17)
with the gas constant R and temperature T and
dH = cpdT (A.18)
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using the specific heat capacity at constant pressure cp. Furthermore, Fourier’s law
~q = −k̃∇T (A.19)







(∇ · ~u) δ̃
)
(A.20)












1 (i = j)
0 (i 6= j)
. (A.22)
The above equations can be compiled into
∂ρ
∂t
+ ∇ · (ρ~u) = 0 (A.23)
∂
∂t





































In COMSOL Multiphysics®, the Conjugate Heat Transfer model in the CFD module is
designated to solve this equation set [111]. By default, the gravity ρ~g is not taken into
account, however it can be explicitly added as an external body force. For the present
investigation, it has been neglected. Moreover, the energy conservation from equation
A.25 is simplified by default to neglect pressure work and viscous heating. This default
setting was also used for the simulations discussed in the present thesis.
A.4. Calculations for the convective cooling
At the bottom and top boundaries of the domain, the heat flux in normal direction






= h̃ · (Text − T ) (A.26)
with the normal vector ~n, the heat transfer coefficient h̃ and the ambient temperature
Text [111]. Thus, the cooling by natural convection is taken into account. The heat
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[111,116] from the characteristic length L and the Nusselt number NuL. The calculation
of the Nusselt number used by COMSOL Multiphysics® [111] is in agreement with [116].




1/4 RaL ≤ 107
0.15RaL
1/3 RaL > 107
. (A.28)
For the case T ≤ Text at the top plate and T > Text at the bottom plate, it is instead
NuL = 0.27RaL
1/4. (A.29)




















Here, g is the gravitational acceleration and |∂ρ/∂T |p| the thermal expansion (called β
in [116]). According to [111, 116], L is approximated as the ratio between area a and





(0.212 · 0.032) m2
(2 · (0.212 + 0.032) m)
= 0.014 m. (A.31)
Because top and bottom side contribute differently to the convective cooling, they corre-
spond to different Nusselt numbers. This prevents introducing an additional horizontal
symmetry plane what geometrically would be justified. The fact that the device is placed
on a foamed plastic pad and therefore not cooled by free convection uniformly in the
experiment is neglected. The convective cooling at the vertical sides is also taken into
account. Here, the wall height of 0.019 m is the crucial geometrical parameter.
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The process of transforming a nonconducting material into a conducting state as the
result of applying a sufficiently strong electric field is called breakdown. If the external
field persists, a discharge will occur afterwards. The aim here is to calculate the voltage
necessary to establish a self-sustaining discharge. This means that charged particles are
not only transported in the form of a current, but are also generated in an extent that at
least preserves their number. Thus, the term “breakdown” is specified here as the onset of
a self-sustaining discharge. Description and characterization of gas breakdown processes
is a very demanding task. The description here should only provide an overview on the
basic physical relations. The first thing to mention in this context is that there is not the
breakdown process. Instead, different mechanisms need to be distinguished. Important
for DBD are the Townsend breakdown and the streamer breakdown. Their appearance
depends on the operating conditions. Other phenomena like the leader breakdown and
corona discharges are physically related, but not covered here.
B.1. Townsend breakdown
The theory on which the breakdown mechanism explained in this section is based on was
developed by Townsend beginning around the year 1900. To characterize a Townsend
breakdown, named after the British physicist, it is sensible to start considering an elec-
tron avalanche. The latter begins with a few electrons appearing for any reason, most
likely due to cosmic rays. After applying an outer electric field, the electrons gain kinetic
energy that can be transmitted to an atom or molecule during a collision. If that energy
is higher than the ionization energy of the respective atom or molecule, the latter will
be ionized. Thus, an ion, a new electron and the initial electron will be present. Both
electrons are accelerated by the electric field again and, as a consequence, will ionize
more atoms or molecules. As this mechanism proceeds, it develops like an avalanche
which - in case of a constant electric field - moves in a determined direction. To gener-
ate an electron avalanche, an oscillating field can be used as well. For both cases, the
generation of electrons in principle works as described. Essential differences arise from
the fact that the avalanche is drifting uniformly in a constant field, whereas it is a more
local phenomenon in an oscillating field. Obviously, the difference is more pronounced
if the oscillating field changes its direction with a higher frequency.
The ionization of atoms and molecules is accompanied by several competing processes.
The most notable examples are the excitation of electron states, molecular vibration and
rotation. Moreover, there are elastic collisions, i.e. collisions without any “side effects”.
In electronegative gases, an attachment of electrons to atoms or molecules is important.
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Figure B.1.: Formation of an electron avalanche, based on [117].
In contrast, recombination of ions and electrons does not affect the field strength neces-
sary for breakdown distinctly. This is due to the proportionality of recombination rate
to the square of electron density. Thus, attachment as a process scaling linearly with
the electron density is more important at low electron densities. Instead, recombination
becomes crucial when the gas is already ionized to a substantial extent. Then it limits
further ionization.
The electron avalanche
The factor describing the change in the number of electrons Ñ on a path dx in an
electron avalanche is called Townsend’s coefficient for ionization α. As a consequence,
the approach to describe the avalanche is
dÑ = Ñ · α · dx. (B.1)
Integrating the equation and exponentiating e with it creates the expression






if the process occurs between one electrode at x = xa and the other one at x = xb. Clearly
the most convenient case to use equation B.2 is to consider a Townsend’s coefficient that
is independent from x between two electrodes with the distance d, located at xa = 0
and xb = d. Then, it can be simplified to Ñ = Ñ0 · exp(α · d). This situation is shown
in figure B.1 for Ñ0 = 1 and α = 1/length unit. To determine α, the empirical formula

































Figure B.2.: Formation of a self-sustaining discharge by an electron avalanche and sec-
ondary electron emission due to ion impact on the cathode, based on [117].
γ is the secondary electron emission coefficient.
suggested by Townsend is widely used. It contains the pressure p, the electric field norm
| ~E| and in addition two gas constants A and B that can be determined experimentally.
The proportionality α ∝ exp(−1/| ~E|) shows that the assumption of a Townsend’s coef-
ficient that is independent from x is valid only if | ~E| is constant over x. Thus, the range
of electrode configurations that can be investigated with this simplification is limited to




to Ñ = Ñ0 · exp(α · d).
Secondary processes to enable a self-sustaining discharge
Processes that appear as a consequence of the electron impact ionization (the primary
process) are called secondary processes. More precisely, the particles generated by the
primary process (ions and electrons) get involved in events seen as secondary processes.
A notable secondary process at lower pressure is electron emission from the cathode
by electron impact, at higher pressure this process is less important. Other electrode
emission processes at the cathode, e.g. photo-electric emission, can still occur [82]. To
describe the efficiency of secondary emission processes at the cathode, the coefficient γ
is used. The number of secondary electrons produced as a consequence of an electron




, where Ñ − Ñ0 is the number of positive ions generated in
the avalanche, which equals the number of generated electrons. To establish a self-
sustaining discharge, the secondary electron emission needs to generate at least the
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amount of electrons that was present in prior to the initial avalanche, i.e.
γ · (Ñ − Ñ0) ≥ Ñ0 (B.4)
needs to be fulfilled [118]. This is illustrated in figure B.2. Now, equation B.2 can be
inserted here, resulting in










to express that there are just enough secondary electrons to preserve the discharge.





















The threshold condition expressed in equation B.7 is also the basis to deduce Paschen’s
law. As a first step, the empirical formula for Townsend’s coefficient B.3 is inserted
into the threshold condition B.7 under the assumption of a constant electric field, i.e.
| ~E| = V/d:
∫ xb
xa
A · p · exp
(
−
B · p · d
V
)







The bounds of integration are now set to xa = 0 and xb = d to describe two parallel
planes with the distance d. As the integrand is constant over x, after rearranging this
leads to
V =
B · p · d









The Townsend breakdown preferably occurs in low pressure-gap-width products of roughly
pd < 200 Torr · cm. The discharge initiated by a Townsend breakdown manifests as a
dark or glow discharge. At pd values distinctly above the mentioned range, the break-
down develops faster than expected by an explanation using the multiplication of electron
avalanches through cathode emission. Thus, secondary electron emission caused by ions
hitting the cathode can be neglected because the ions take too long to reach the cathode
due to their inertia. A theory that describes the breakdown under the named conditions
very reliably is the one developed by Loeb, Meek and Raether about 1940 based on the







































Figure B.3.: Formation of a positive streamer, based on [119].
Formation of positive streamers
Like the Townsend breakdown, the streamer breakdown begins with the formation of





known from equation B.2 will
again occur in the following description, being denoted amplification of the avalanche.
For the streamer formation, this term plays an essential role. An avalanche with a
high amplification involves a considerable space charge. This is due to the fact that
the highly mobile electrons form the “head” of the avalanche, whereas the positive ions
remain behind and form a positively charged trail, eventually connected to the anode.
Thus, the avalanche acts as a dipole forming a field opposed to the outer one. As a
prerequisite to form a streamer, this field must reach about the order of the applied one.
Then, subsequent avalanches will be directed to the positively charged trail rather then
to the anode. The electrons of these avalanches will intermix with the positive ions and
thus form a quasi-neutral conducting channel. As a result, the potential of the trail’s
end will be almost equalized to the one of the anode and thus form the head of the
streamer. Subsequent avalanches are now directed to the streamer head, allowing the
streamer to grow in direction of the cathode as shown in figure B.3.
To enable the described mechanism, there must be a process starting electron avalanches.
This is given by the fact that besides ionization, the initial avalanche also causes excita-
tion of atoms. During de-excitation, photons are emitted. This leads to photoionization
in proximity of the avalanche. Thereby, additional electrons are released that initiate
secondary avalanches.
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Formation criterion






A positive streamer can be formed when the field of an avalanche E ′ is in the order of
the external field E0:
E ′ ≈ E0. (B.10)
The former is regarded as the field on the surface of a sphere with the radius r. Thus,
it is
E ′ = ecgs · Ñ/r







using the elementary charge ecgs in g1/2 · cm3/2 · s−1. The choice of units should preserve
consistency compared to Raizer [119]. Of course, the MKSA-system with [e] = As could
be used as well, in this case the factor 1/4πǫ0 needs to be taken into account.
Due to the accumulation of negative charge in the avalanche’s head, the drift of
electrons in the field of their own space charge, i.e. their repulsion, needs to be allowed
for. In general, the factor between the drift velocity of electrons vd and its causative
electric field is called electron mobility µe. Furthermore, the drift velocity is the temporal




= µe · E
′. (B.12)
Combining equations B.11 and B.12 leads to
µe · E







and with equation B.10 to







Combining equations B.12 and B.13







is the basis to deduce r. This can be done by regarding the motion of the avalanche over












As a rule of thumb, an α · d ≈ 18...20 (i.e. exp(αd) ≈ 108) in a constant electric field


















































Figure B.4.: Formation of a negative streamer, based on [119].
Formation of negative streamers
A streamer formation is possible also beginning in between the electrodes. This allows
negative streamers, i.e. streamers directed to the anode, to be formed as well. This
happens when secondary avalanches, e.g. by photoionization, are formed in front of a
sufficiently strong electron avalanche. The initial avalanche will then join the ionic trails
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