In this work, discrete dynamic optimization problems (DOPs) are theoretically analysed according to the modifications produced in the fitness landscape during the optimization process. Using the proposed analysis framework, the following DOPs are analysed: problems generated by the XOR DOP generator, three versions of the dynamic 0-1 knapsack problem, one problem involving evolutionary robots in dynamic environments, and the random dynamics NK-model. The XOR DOP generator creates benchmark DOPs from any binary static optimization problem, which allows to explore the properties of the static problem in a dynamic environment. Three types of transformations occurring in the fitness landscapes are observed in the DOPs analysed here. They are caused by: (i) permutation of solutions in the search space; (ii) duplication of solutions; and (iii) adding deviations to the fitness of a subset of solutions. The XOR DOP generator creates a special type of permutation that is not found in the other investigated DOPs. In this way, a new benchmark problem generator is proposed here based on the analysis performed, allowing to produce DOPs with six types of fitness landscape transformations, including those similar to the problems investigated in this paper. When compared to the XOR DOP generator, new algorithms can be tested and compared in a wider range of dynamic environments using the new generator. It is important to observe that some of the fitness transformations analysed here, like those caused by the duplication of solutions, are not currently explored in the evolutionary dynamic optimization area.
Introduction
Evolutionary dynamic optimization (EDO), or evolutionary optimization in dynamic environments, has attracted increasing attention in recent years within the evolutionary computation (EC) community [4, 7, 13, 32] . A wide variety of algorithms and strategies have been proposed to deal with dynamic environments. In order to confidently evaluate different algorithms and strategies, it is necessary to test them in a set of problems with different properties, like the number of local optima, difficulty, and dimension of the search space. It is still desirable that characteristics like the severity and frequency of changes can be controlled. The need to test population-based metaheuristics for dynamic optimization problems (DOPs) with controlled characteristics led to the development of specially designed benchmark DOP generators.
One of the well-known continuous DOP generator is the moving peaks problem (MPB), proposed by Branke [2] , where a number of peaks are created in a base landscape (a similar generator was proposed by Morrison and De Jong [12] ). The location, width, and height of each peak can be changed according to a given rule during the optimization process. By changing the number of peaks and the dimension of the search space, the difficult of the problem is controlled. By modifying the frequency and severity of changes, the dynamism of the DOP is controlled. The frequency of change is given by the the number of generations (or fitness evaluations) between two changes, while the severity is controlled by the size of the deviation applied in the location, width, or height of the peaks.
Another popular benchmark DOP generator is the XOR DOP generator [31, 33] , which allows the creation of DOPs from any binary encoded stationary problem. In the XOR DOP generator, instead of evaluating the fitness function at position x, it is evaluated at x ⊕ m(e), where ⊕ is the XOR operator and m(e) is a binary template modified in each change cycle e (a change cycle, which is formally defined in Section 2, is a series of generations where the environment is stationary in a DOP, i.e., a series of generations between two consecutive changes). The XOR DOP generator allows to easily control both the severity and frequency of changes, and to explore the properties of the stationary problems used to create the DOPs. In this way, the XOR DOP generator is widely employed to test new algorithms and strategies in EDO. Recently, the ideas behind the MPB and XOR DOP generators were extended to create continuous DOPs from any stationary continuous optimization problem [10, 26] .
The wide use of the XOR DOP generator raises the following question: Are the problems created by the XOR DOP generator similar to other discrete DOPs? In order to answer this question, it is fundamental to compare the properties of the DOPs created by the XOR DOP generator to those of other DOPs. It is also important to develop other generators that produce DOPs with different properties found in other DOPs already studied in the literature. The gap between real-world DOPs and academic benchmarks, as some researchers have pointed out [13, 19] , is one of the main problems that should be addressed by researchers in the EDO area. This gap occurs mainly due to the limited knowledge about the characteristics of realworld DOPs. Related to this question, there is a large focus on the impact of the frequency and severity of the changes in the performance of algorithms, but few investigation exists on how the problem changes from a theoretical point of view. In general, a few papers, e.g., [1, 5, 17, 23, 22, 27, 16, 21] , discuss EDO from a theoretical point of view (a good review of the theoretical advances in the area can be found in [18] ).
In this paper, modifications in the fitness landscapes are theoretically investigated in some binary DOPs used in the literature of EDO, like the dynamic 0-1 knapsack problem and the random dynamics NK-landscapes, and the similarities among such problems are analysed (Section 3). The analysis of the similarity is based on the definitions proposed in Section 2. The definitions of concepts involving fitness landscape modifications in DOPs, proposed in Section 2, as well as the analysis of the modifications in some discrete DOPs are the main theoretical contributions of this paper.
Three types of transformations occurring in the fitness landscapes of the binary DOPs analysed here are observed. They are caused by: (i) permutation of solutions in the search space; (ii) duplication of part of the solutions; and (iii) adding deviations to the fitness of a subset of feasible solutions. According to the authors knowledge, some of the transformations in the fitness landscapes, like those caused by (ii) and (iii), were not formally described in the EDO literature. The authors believe that DOPs with such properties can represent interesting new classes of problems for theoretical analysis and for the test of algorithms specially designed for DOPs.
In the DOPs investigated here, the modifications in the fitness landscape are not similar to those created by the XOR DOP generator, although one of the problems presents landscape modifications resembling those modifications created by the XOR DOP generator. In this way, based on the properties of the DOPs investigated here, a new benchmark DOP generator is proposed in this work. Like the XOR DOP generator, the proposed generator, which is to be presented in Section 4, allows to create DOPs from any binary encoded stationary optimization problem. However, it can produce a broader set of fitness landscape modifications in the stationary problem when compared to the XOR DOP generator, allowing to explore more complex patterns of dynamic behaviour for the transformations of the fitness landscapes. Six types of DOPs can be created from the generator proposed here, including the type produced by the XOR DOP generator. The proposed generator is a key contribution of this paper from the practical point of view.
The proposed generator allows to test different algorithms in dynamic environments with characteristics found in diverse problems. The different types of DOPs created by the proposed generator are experimentally compared in Section 5. It is important to observe that the proposed generator can be extended using the analysis procedure presented here and applied to other DOPs. Finally, Section 6 presents the conclusions of this paper.
Discrete dynamic optimization problems
A discrete stationary optimization problem can be described by a pair (χ, f), where the solutions in the feasible domain χ are enumerated as {0, 1, . . ., n − 1} and f is the vector with the fitness (cost) of each solution x i in χ. The objective in a discrete stationary optimization problem (in case of minimization) is to find the i-th solution x i in χ for which f i ≤ f j for j = 0, . . . , n − 1, where f i is the fitness of x i (a list of key symbols used in this work is given in Appendix A).
The focus of this paper is on DOPs where the fitness landscape is modified by changes intrinsic to the optimization problem (and not by changes in the optimization algorithm). Before defining DOPs in this context, it is necessary to define changes in a discrete optimization problem.
Definition 1 (Change).
A change in a discrete optimization problem occurs when the domain of feasible solutions χ and/or the fitness vector f is modified during the optimization process.
A DOP in the context of discrete optimization is a problem where at least one change (Definition 1) occurs during the optimization process. It is important to observe that not all changes in the problem have an impact in the optimization process as some modifications in the fitness landscape or in the domain of feasible solutions do not influence the dynamic of the optimization algorithm. Besides, the impact depends on the type of algorithm and its current configuration, e.g., the current population in an evolutionary algorithm (EA). It is also important to define a change cycle in the context of iterative optimization algorithms.
Definition 2 (Change cycle).
A change cycle is a series of iterations of the algorithm (e.g., generations in an EA) between two consecutive changes (Definition 1). The first change cycle begins in the first iteration of the optimization process and ends one iteration before the first change, while the last change cycle begins at the iteration after the last change and ends at the last iteration of the optimization process.
The change cycle duration d e is the number of consecutive iterations in change cycle e. For an iterative optimization algorithm, a DOP can be viewed as a sequence of stationary problems, where the initial subset of solutions (population in the evolutionary optimization context) in the i-th change cycle is the last subset of solutions generated in change cycle i − 1 [17, 24] . The minimum value of d i is one generation, that is the case where the problem is modified just one iteration (generation) after the change, while the maximum value of d i is equal to the index of the current generation, that is the case where the problem is stationary (until the current generation).
The focus of this paper is on DOPs with fitness landscape changes, which are defined as follows. 
for e > 1, where f(e) is the fitness vector in change cycle e.
Definition 3 is very general, and not all problems with fitness landscape changes have attracted the attention of the EC community. In general, researchers investigate problems where the fitness landscape changes according to a specific rule, stochastic or deterministic. For example, in the MPB, the dynamism of the problem is defined by changing a set of fitness landscape parameters, aggregated here in a system control parameters vector φ (e). In the MPB, the vector φ (e) contains the location, height and width of each peak, and is computed in each change cycle e using its past values according to a given rule. As an example, φ (e) can be obtained adding a random deviation, taken from a normal distribution, to φ (e − 1).
Similarities among DOPs can be identified according to the rule that modifies the fitness landscape. An interesting subset of DOPs with fitness landscapes is the single time-dependent DOPs, which are defined as follows.
Definition 4 (Single time-dependent DOP). A single time-dependent DOP is a DOP with fitness landscape changes (Definition 3)
where the fitness landscape in change cycle e depends on the fitness landscape in change cycle g, i.e.,
where g ∈ N + and e − g ≥ 1, ψ(.
) is a real function, and φ (e) is the system control vector (or matrix). The dynamism of the DOP is determined by changing the fitness landscape according to changes in φ (e).
It is important to remark that the previous definition of single time-dependent DOP (Definition 4) is different from the definition of single time-dependent systems in [22] . Using different functions ψ(.) in Definition 4, other DOPs can be defined, like periodic DOPs.
Definition 5 (Periodic DOP). Assume a single time-dependent DOP (Definition 4) where the fitness landscape in change cycle
e is equal to the fitness landscape in change cycle e − g, i.e.,
where g ∈ N + and e − g ≥ 1. Such a DOP is called a periodic DOP.
The changes are deterministic and predictable in periodic DOPs (Definition 5). Thus, memory-based approaches [7] , where past solutions are implicitly or explicitly stored and recovered, can be successfully employed. By setting g = 1, another special case of single time-dependent DOP (Definition 4) can be defined.
Definition 6 (Last environment dependent DOP). Assume a single time-dependent DOP (Definition 4)
where the fitness landscape in change cycle e depends only on the fitness landscape in change cycle e − 1, i.e., f(e) = P(φ (e))f(e − 1),
where P(φ (e)) ∈ R n×n is an orthogonal matrix.
A special case of an orthogonal matrix is the permutation matrix.
Definition 8 (DOP with permutation). A DOP with permutation is an orthogonal DOP (Definition 7)
where the fitness landscape in change cycle e − 1 is modified according to a permutation matrix, i.e.,
where σ (φ (e)) is a permutation matrix defined by the control system parameter vector φ (e) at change cycle e. The permutation matrix maps the elements of vector f(e − 1) to the elements of vector f(e).
Based on the definitions presented in this section, similarities among DOPs can be identified. There are three main questions associated with a change in dynamic environments: (1) how does the problem change? (2) how fast does the problem change? (3) how severe are the changes in the problem? The first question can be partially answered using the definitions presented in this section and others that can be defined according to the analysis of the fitness landscape modifications (some other definitions are presented in the following sections). Using such definitions, the researcher is answering how the fitness landscape changes according to the control parameters. Another issue associated with the first question is how the control parameters change over the generations. For example, in [10] , the control parameters of the dynamic landscape change in one of six different ways: deterministic small step, deterministic large step, random, chaotic, recurrent, and recurrent with noise.
Examples
In this section, the modifications in the fitness landscapes for some DOPs used in the literature of EDO are analysed. An example of a DOP where part of the fitness landscape is duplicated after the changes is presented in Appendix B.
The XOR DOP generator
In the XOR DOP generator [31, 33] , any binary encoded problem with stationary fitness function f s (x) can be used to create a DOP. The fitness function f (x, e) of the DOP in change cycle e is given by:
where x ∈ {0, 1} l , e = ⌈t/τ⌉ is the change cycle index (i.e., the changes periodically occur every τ generations), t is the generation index, and m(e) ∈ {0, 1} l is the binary mask for change cycle e, which is incrementally generated as follows:
where r(e) ∈ {0, 1} l is a binary template randomly created for change cycle e containing ⌊ρ · l⌋ ones, m(1) is equal to the zero vector, and 0.0 ≤ ρ ≤ 1.0. In this way, the parameter ρ controls the degree of change in terms of Hamming distance, and the parameter τ defines the frequency of change. As observed in [26] , in DOPs created by the XOR DOP generator, each individual of the current population is moved to a new position in the fitness landscape before being evaluated, i.e., instead of evaluating the fitness of the individual at x, the fitness is evaluated at x ⊕ m(e). In [27] , the dynamical system approach [29, 15] was used to analyse the DOPs created by the XOR DOP generator. It is possible to observe that the XOR DOP generator produces a special type of DOP with permutation (Definition 8), where the permutations in the fitness space are given by:
f(e) = σ r(e) f(e − 1),
where σ r(e) is a permutation matrix at change cycle e mapping the element at position i of the vector f(e − 1) to the element at position i ⊕ r(e) of the vector f(e). The vector i ∈ {0, 1} l indicates the position of the element at the fitness vector. The vector r(e) ∈ {0, 1} l controls the permutation of the elements of the fitness vector, i.e., r(e) is the system control vector (φ (e)) in Definition 8, controlling the modifications in the fitness landscape. An interesting consequence of the type of permutation used in Eq. (9) is that the neighbourhood relations among the solutions in the fitness space are preserved after the changes. Thus, an EA in a DOP with permutation (Definition 8) ruled by Eq. (9), as in the environments created by the XOR DOP generator, is similar to the same EA in a stationary environment where the population is changed according to the same permutation matrices used in the DOP in every d e generations, where d e is the duration of change cycle e for the DOP with permutation. Thus, the XOR DOP generator can be simplified: instead of computing the fitness of each individual of the population at the new position x ⊕ m e in every generation, each individual of the initial population in change cycle e should be moved to x = x ⊕ r(e), i.e., the population is moved only one time, and the fitness is computed as f s (x), i.e., like in the stationary environment, which reduces the complexity of the procedure.
The dynamic 0-1 knapsack problem
In the 0-1 knapsack problem, the subset of items, constrained by the knapsack capacity, with the highest sum of profits should be found. In the dynamic 0-1 knapsack problem, the weights and profits of the items, the total number of items, and the knapsack capacity can change during the optimization process (see [11] for different variations of the knapsack problem and [20] for a dynamic benchmark problem based on the dynamic 0-1 knapsack problem). In [28] , the authors studied the dynamical system of a genetic algorithm (GA) in the dynamic 0-1 knapsack problem where the total number of items is static along the evolutionary optimization process, but the other variables can change. In this case, the fitness is given by:
where x ∈ {0, 1} l defines the subset of items in the knapsack. The objective is to optimize the sum of profits of the items in the knapsack in change cycle e given by:
where q(e) ∈ R +l is the vector with the profits of all items in change cycle e. In Eq. (10), the constraint c(x, e) is given by:
where E ∈ R + is a small number (e.g., in the simulations presented in Section 5, E = 10 −5 ), C(e) is the knapsack capacity in change cycle e, and w(e) ∈ R +l is the vector with the weights of all items in change cycle e. In the following, the modifications in the fitness landscape for the dynamic 0-1 knapsack problem with changes in C(e), q(e), or w(e) (i.e., the control system vector φ (e) is formed by C(e), q(e), or w(e)) are described.
Changing the knapsack capacity
The simplest way to build a DOP from the 0-1 knapsack problem is to change the knapsack capacity during the optimization process. Here, it is considered that C(e) changes, for change cycle e > 1, according to:
where z(e) ∈ R : z(e) +C(1) > 0 is the deviation in the knapsack capacity for change cycle e and C(1) is the initial knapsack capacity. For example, the deviation z(e) can be obtained by a random sample taken from a normal distribution (one can observe that, in this case, Eq. (13) can also represent the case where C(e) depends on C(e−1) instead of C (1)). As the weights and profits of the items remain stationary during the optimization process, it is possible to write:
where
otherwise (15) In this case, the fitness function in change cycle e is given by:
and, as a consequence, the fitness vector is given as follows:
where A(e) = diag(a(e)) is a diagonal matrix and the i-th element of a(e) is equal to a C(1), z(e), x i . One can observe that the 0-1 Knapsack Problem with changing knapsack capacity (defined by Eq. (13)) is a single timedependent DOP (Definition 4) with fitness landscape changes ruled by Eq. (17).
Changing the weights of items
In this case, only the weights of the items are modified for e > 1, as follows:
where z(e) ∈ R l : w(1) + z(e) > 0 and w(1) is the initial weights vector. In general, z(e) can be obtained by sampling l random variables. If only n i items are changed, then l − n i elements of z(e) are equal to zero, while the other n i elements are randomly generated. Thus:
where:
In this way, the fitness function in change cycle e is given by:
and, as a consequence, the fitness vector is given by:
where A(e) = diag(a(e)) is a diagonal matrix with the i-th element of a(e) equal to a w(1), z(e), x i . The 0-1 knapsack problem with changing weights of items is a single time-dependent DOP (Definition 4) with fitness landscape changes ruled by Eq. (22) . One can observe that the equation for the fitness landscape modifications is equal to that for the 0-1 knapsack problem with changing knapsack capacity. This equation describes the modifications in the fitness landscape for other problems too, like the DOPs created by the dynamic environment generator based on problem difficulty [28] . i.e., the fitness landscape modifications in such DOPs have similar dynamics. One can observe, however, that the diagonal matrix (control parameters) is changed according to different rules.
Changing the profits of items
In this case, the profits of items change for e > 1 according to:
where z(e) ∈ R l : q(1) + z(e) > 0 and q(1) is the initial profits vector. As for the problem with changing weights of items, the deviation z(e) can be a random vector. From Eq. (11) and Eq. (23):
Substituting Eq. (24) in Eq. (10):
where the i-th element of b q(1), z(e) is equal to c(x i )z T (e)x i . One can observe that the 0-1 knapsack problem with changing profits of items is a single time-dependent DOP (Definition 4) with fitness landscape changes ruled by Eq. (26) . When only n i < l items are changed, the percentage of the fitness space (fitness vector) that are modified is equal to (1 − 2 −n i ) × 100%.
Random dynamics NK-landscapes
The NK-model [9] is highly versatile, allowing to generate fitness landscapes with different sizes by adjusting the parameter N, and different numbers of local optima. The number of local optima in an NK-landscape is a product of the degree of epistasis, i.e., the mutual influence of different loci in the fitness of the individuals, controlled by the parameter K. Such interesting characteristics explain why the NK-model is widely used in different areas of research, such as theoretical biology, optimization, and physics. The fitness of individual x in the stationary NK-model is given by:
T is a binary vector (for coherence with other sections, l is used for the number of dimensions instead of N as in the original NK-model), Y(
is the subset of the elements of vector x defined as neighbours of i-th element, and the terms c x i , Y(x i ) are constants, usually generated by random numbers with uniform distribution. Based on the work of Wilke and Martinetz [30] , which considered cyclic time-dependent fitness functions generated by replacing the constants c x i , Y(x i ) with trigonometric functions dependent on the generation index, Eriksson and Olsson [6] proposed the random dynamics NK-landscapes generator, a DOP generator based on the NK-model that allows to control the severity and frequency of changes. The fitness function, randomly changed in every change cycle e, is given by:
and for e > 1, the terms c x i , Y(x i , e) can be written as:
where ρ controls the severity of the changes, the deviations r x i , Y(x i , e) are random numbers generated from a normal distribution with zero mean and standard deviation equal to 1, and, initially, the terms c x i , Y(x i , 1) are randomly generated from a uniform distribution in the range [0,1].
Alternatively, instead of defining the fitness function based on the neighborhood Y(x i ), templates with digits 0, 1 and * (do not care) can be associated with the different subsets of solutions (in the terminology of GAs, such templates are called schemata). As an example, consider the case where l = 3, K = 2, and the neighborhood relations are defined by the adjacent bits, i.e., c x i , Y( 
is the stationary fitness function, Ω(e) is the set of templates of order K representing the neighborhood relations, s j (e) ∈ Ω(e), and:
where r(s j (e)) is the random deviation related to template s j (e).
In this way, one can observe that the random dynamics NKlandscapes generator produces single time-dependent DOPs (Definition 4), where the changes in the fitness vector for e > 1 are given by:
and a(x i , s j (e), e) is given by Eq. (31). In [24] , another example of single time-dependent DOP (Definition 4), where the fitness difference b depends on a set of templates Ω(e), is described. This problem, where evolutionary robots are employed to simulate the behaviour of rats in a maze, has the same equation for the changes in the fitness landscape (Eq. (32), i.e., the DOPs have similar dynamical properties. However, the problems are different in the way the set of templates Ω(e) is generated.
Benchmark generator for discrete dynamic optimization
The modifications in the fitness landscape in the DOPs presented in Sections 3.2-3.3 and in Appendix B are not similar to those created by the XOR DOP generator (Section 3.1). In this way, a new benchmark problem generator for discrete dynamic optimization, capable of generating a wider variety of fitness landscape dynamics than the XOR DOP generator, is proposed in this work. -decision variables according to a set of templates (DOP Type 2.2).
iii) DOP Type 3: single time-dependent DOP (Definition 4) obtained by adding fitness terms according to a set of templates.
These types of DOPs are described in the following sections.
DOP Type 1: DOP with permutation
In this case, the rule describing the fitness landscape changes is given by Eq. (6) (Definition 8). There are several ways to define the matrix σ (φ (e)) in Eq. (6) . As the definition of the whole matrix a priori is not practical, the solution is evaluated at a new position given by a permutation of x. In this way, the fitness is:
where g x, φ (e) is the permutation of x defined by the control parameters vector φ (e) at change cycle e and f s (.) is the stationary fitness function. One can observe that in DOPs with permutation, the values in the fitness landscape, i.e., the elements of fitness vector f(e), are preserved, i.e., they are only resorted. The proposed generator produces DOPs with permutation where g x, φ (e) is generated in three different ways. The first one is the same as employed by the XOR DOP generator (Section 3.1). The remaining are new forms proposed in this paper. In DOP Type 1, the control parameters vector φ (e), for change cycle e > 1, depends on the control parameters vector φ (e − 1). 
In Eq. (35), m(e) is given by:
where 0 l is the l-dimensional zero vector. In this DOP type, the control parameter vector φ (e) is defined by the binary template r(e), which is randomly modified every change cycle (see Section 3.1). The template r(e) contains ⌊ρ ·l⌋ ones, i.e., ρ controls the severity of changes for the DOP. As observed in Section 3.1, all solutions (2 l ) of the search space are uniformly permuted. The parameter ρ does not control the number of permutations, but the number of elements permuted in each candidate solution and, as a consequence, the Hamming distance between the original solution x and its permutation x ⊕ m(e).
As observed in Section 3.1, the transformation given by Eq. (35) preserves the neighborhood relations in the search space. Thus, instead of computing the fitness of each individual of the population at the new position in every generation, the population can be moved only one time, in the generation just after the change in the search space, and the fitness can then be computed as f s (x), like in the stationary environment.
DOP Type 1.2 (DOPs with permutation of the candidate solutions defined by decision variable exchanges according to a permutation matrix)
Here, the candidate solution permutation is given by:
In Eq. (37), B(e) is a permutation matrix incrementally generated by:
where the permutation matrix C(e) is obtained by randomly exchanging ⌊ρ · l⌋ lines of the l-dimensional identity matrix. In this DOP type, the control parameter matrix φ (e) is defined by the matrix C(e). The number of permutations in a l-dimensional matrix, and as a consequence the number of different matrices C(e), is l!. In this case, the change severity parameter ρ controls the number of permutations in the fitness landscape (permutations in the fitness vector f(e)), which varies from 2 l−2 to 2 l−1 − 1 for ρ > 0 in each change cycle, i.e., the number of solutions of the search space affected by the change varies from 2 l−1 to 2 l − 2 for ρ > 0. It is important to observe that, in this way, the transformation is non-uniform as some solutions of the search space are not permuted, i.e., the fitness for those solutions are not modified after the changes. Particularly, the fitness for solutions 0 and 1 are not changed, independently of C(e). This is an important observation for problems where the global optima are located in those positions. As for the XOR permutation, the transformation given by Eq. (37) preserves the neighbourhood relations in the search space and, as a consequence, the population can be moved according to the transformation only one time after the change in the space and the fitness can be computed like in the stationary environment.
DOP Type 1.3 (DOPs with permutation of the candidate solutions defined by decision variable exchanges according to a set of templates)
In this DOP type, the candidate solution permutation is given by:
where s j (e) ∈ Ω(e) is the j-th template of set Ω(e). Each template s j (e), defining a subset of χ, is given by:
where 0 l is a l-dimensional zero vector, r j is a random template with order equal to o s , and D(e) is a permutation matrix obtained by randomly exchanging o s lines of the l-dimensional identity matrix. The template m j (e) ∈ s j (e) contains l−o s 2 ones generated in random non-fixed positions of s j (e). The order of the template s j (e) is equal to o s for e > 1.
In this type of DOP, D(e) is the control parameter matrix for e > 2, while r j defines the control parameter vector for e = 2. The order of the template o s and the number of templates n s (or |Ω(e)|) control the number of permutations in the fitness landscape in each change cycle. Here, the following combinations of (o s , n s ) = {(3, 1), (2, 1), (1, 1), (1, 2), (1, 3)} corresponding to the respective (maximum) fractions of solutions of the search space affected by a change: ρ = {0.125, 0.25, 0.5, 0.75, 0.875}, are used. For example, when only one template is generated with the order (the number of fixed bits) equal to 1, 50% of the solutions of the search space are permuted each time. The transformation given by Eq. (39) is non-uniform and does not preserve the neighbourhood relations in the search space.
DOP Type 2: Single time-dependent DOP obtained by duplication of decision variables
Here, the fitness landscape changes produce a single timedependent DOP (Definition 4), where some parts of the fitness space are duplicated. In this way, the fitness is given by:
where h x, φ (e) is a transformation of x defined by the control parameters vector φ (e) at change cycle e, causing the duplication of some elements of the fitness vector f(e). For this purpose, h x, φ (e) is generated in two different ways in the proposed generator: by copying elements of the decision variables according to a linear transformation (DOP Type 2.1), and by copying decision variables according to a set of templates (DOP Type 2.2). Different from the transformations presented in the previous section, the control parameters vector is not incrementally generated after each change. As a consequence, the fitness landscape at change cycle e depends on the fitness landscape at change cycle 1, i.e., depending on the fitness landscape of the original stationary problem. This way, the fitness vector transitions are given by: 
where L(e) is a binary matrix generated by:
where the matrix Q(e) is the control parameter matrix obtained by randomly copying ⌊ρ · l 2 ⌋ lines of the l-dimensional identity matrix. For example, for l = 4, the matrix Q(e) can be given by: Q(e) =
. In this example, variables x(3) and x(4) are respectively equal to variables x(1) and x(2) for all individuals.
As in the transformation presented in Section 4.1.3, the change severity parameter ρ controls the number of copies in the fitness landscape, which varies from 2 l−2 to 2 l−1 − 1 for ρ > 0 in each change cycle, i.e., the number of solutions of the search space affected by the change varies from 2 l−1 to 2 l − 2 for ρ > 0. The transformation is non-uniform, and the fitness of solutions 0 and 1 are not changed, independent of Q(e).
DOP Type 2.2 (DOPs obtained by copying decision variables according to a set of templates)
In this DOP type, the candidate solutions are given by:
where s(e) is a template defining a subset of χ given by:
In Eq. (46), the control parameter vector θ (e) is a random template with order equal to l − ⌊ρ · l 2 ⌋. The binary template m(e) ∈ s(e) is randomly generated at each change cycle e. This way, all solutions x ∈ s(e) are replaced by solution m(e) ∈ s(e), i.e., there are 2 ⌊ρ·l⌋ copies of the solution m(e) in the space in change cycle e. The change severity parameter ρ controls the number of copies in the fitness landscape, which varies from 2 l−2 to 2 l−1 − 1 for ρ > 0 in each change cycle, i.e., the number of solutions of the search space affected by the change varies from 2 l−1 to 2 l − 2 for ρ > 0.
DOP Type 3: Single time-dependent DOPs obtained by
adding fitness terms according to a set of templates In DOP Type 3, the fitness landscape changes produce a single time-dependent DOP (Definition 4) where the fitness in the first change cycle (original stationary problem) is changed by adding fitness deviations according to a set of templates. This way, the fitness is given by:
where b x, φ (e) is given by:
where Ω(e) is a set of templates and each template s j (e) ∈ Ω(e) has an order equal to o s . 
where ∆ f j (e) is the fitness deviation for template s j (e) at change cycle e. In the proposed generator, ∆ f j (e) is randomly generated from a normal distribution with zero mean and standard deviation ρ 2 f range in each change cycle e. The range f range is given by the difference between the best and mean fitness in the initial population (or, if this difference is too small, by the best fitness found in the first change cycle). In DOPs of type 3, both parameters ρ 1 and ρ 2 control the severity of changes. The types of DOPs created by the proposed benchmark generator are summarized in Table 1 .
Experiments
In this section, the DOP types created by the proposed generator described in Section 4 are compared. First, the DOPs types are compared by analysing the impact of the changes on the fitness landscapes along different change cycles according to a series of metrics (Section 5.1). Then, the impact of the transformations caused by each DOP Type on the performance of three different algorithms is investigated (Section 5.2).
Impact of the changes on the fitness landscapes
Five different criteria are used to compare the impact of the different types of transformations in the fitness landscapes (types of DOPs). The first three criteria use only information of the fitness landscapes created by the changes in the problem, i.e., they are independent of the optimization algorithm used on the DOP. The last two are derived from the dynamical system of the standard GA with proportional selection and mutation, i.e., the last two measures depend on a specific optimization 
C(e)
where Q(e) is a binary matrix with duplicate rows (Eq. 44)
s(e) = 0 l , for e = 1 θ (e), for e > 1 (Eq. 46)
where s j (e) ∈ Ω(e) (Eq. 49)
algorithm. Although different results can be obtained if other optimization algorithms are employed, such measures based on the dynamical system of the standard GA can serve as an indicative for the hardness of the problem when optimized by similar population based metaheuristics.
Dynamic fitness distance correlation
The authors in [8] proposed a measure of search difficulty for problems where the global optima are known. This measure, called fitness distance correlation (FDC), quantifies the relationship between distance to the nearest optimum and the fitness for a subset of solutions. Here, the Hamming distance is employed to measure the distance between solutions. In case of small problems, all n solutions of the search space can be used to compute the FDC. For the landscape of change cycle e, given the fitness vector f(e) and a vector d(e) with the distances of all solutions of the search space to the nearest global optimum, the FDC is computed by:
wheref (e),d(e), σ f (e), and σ d (e) are respectively the means and standard deviations for f(e) and d(e). Here, it is important to observe how the FDC is modified along the change cycles for each type of DOP described in Section 4. This way, it is proposed to measure the mean of the differences between the FDC of the first landscape of the problem (i.e., the landscape of the respective stationary problem) and of each changed landscape. This way, the dynamic FDC for a DOP is given by:
where n c is the number of change cycles (the number of changes plus 1) in the DOP.
Mean severity of change for a dynamic problem
One of the criteria used by Branke [2] to characterize dynamic environments is the severity of change for a dynamic problem, measured by the distance between optimal solutions before and after a change. The mean severity of change is computed here as the mean of the distance between optimal solu-tions in two consecutive change cycles, i.e.:
where d(x * (e), x * (e − 1)) is the smallest distance between an optimal solution (x * ) of change cycle e and an optimal solution of change cycle e − 1.
Mean optimal fitness difference
The previous criterion does not measure the fitness difference between the solutions in two consecutive change cycles, which is an important information about the change in the optimization problem as it influences the selection operations in an EA. This way, the mean fitness difference for the optimal solutions in two consecutive change cycles is also employed here. The mean optimal fitness difference is given by:
where | f x * (e) − f x * (e − 1) | is the difference between the fitness of an optimal solution (x * ) of change cycle e and the fitness of an optimal solution of change cycle e − 1.
Mean distance between main metastable states
In the dynamical system approach [15, 29] , instead of studying the behaviour of single individuals in the search space, the behaviour of discrete EAs is described by the trajectory of the population in a population space. Considering small discrete problems, the population at generation t of an EA can be described as a vector p(t) containing the proportion of each possible solution in the population at generation t. The behaviour of the population for a GA is given by p(t) = G p(t − 1),t , where p(t) is the expected population at generation t ∈ N + , G (.,t) : Λ × N + → Λ is the algorithm's generational operator (map) at generation t, and the simplex Λ where the population vector is contained is given by:
(54) In the limit N → ∞ (infinite population case), where N is the population size, the trajectory of the population in the simplex can be deterministically described [15] , even for DOPs [28] .
In this and the next measures, the dynamical behaviour of the populations of a simple GA with flip mutation and proportional selection is employed as criteria to describe the difficulty of a DOP. Rather than executing the GA, its dynamical system is simulated, i.e., the evolution of the population vector is simulated. In the simulations presented in the next section, the initial population is uniformly distributed and the mutation rate is set to 0.01. The analysis of the generational operator can provide important insights in understanding the behaviour of EAs.
The fixed points of p(t) = G p(t − 1),t , called metastable states, play an important role in the evolutionary process as they can change a trajectory in the simplex, attract population vectors, and trap finite populations for several generations. For a DOP, the metastable states of the GA are modified according to the changes in the problem [28] . For each change cycle e, a static landscape can be associated and, as a consequence, a set of metastable states can be described. The main metastable state in a static landscape for the GA plays a very important role as it is the attractor to which all trajectories of the simplex converge. In the main metastable state associated to change cycle e, a large part of the population are located at the global optima of the respective landscape.
The measure described in this section is given by the mean Euclidean distance between the main metastable state at change cycle e and the main metastable state at change cycle e − 1, i.e.:
where p * (e) is the main metastable state in change cycle e.
Mean percentage of time to reach the main metastable state
Another important information about the difficulty of a problem, regarding a given EA, is the time needed for the population vector to reach the neighbourhood of the main metastable state. Thus, the percentage of time to reach the neighbourhood of the main metastable state in change cycle e can be defined as:
where t p p(t), p * (e) is the number of generations, after change e, needed for the population vector p(t) to reach a distance to the main metastable state p * (e) smaller than 0.01, and d(e) is the duration of the change cycle e. This way, the mean percentage of time to reach the main metastable state is given by:
Results
The results for two problems are presented here. In the first problem, the stationary problem is a two-peak problem, where the fitness is calculated by:
where u(x) is the integer corresponding to x. In the simulations presented here, l = 8. The second problem is the stationary 0-1 knapsack problem. In this problem, the weight vector w is composed of random numbers uniformly distributed in [50, 150] , while the profit vector q is composed of random numbers uniformly distributed in [0,100]. The knapsack capacity is given by 0.7 ∑ i w(i) and the number of items is l = 10.
Both problems are made dynamic using each one of the strategies presented in Section 4. The results are averaged over Some observations can be made by analysing the results presented in Figures 1 to 3 . One can observe that the changes in measure m FitDi f , i.e., the mean difference for the best fitness in two consecutive change cycles, is equal to zero for the problems with permutation (DOPs of types 1.1, 1.2, and 1.3) . The statistical test showed that the null hypothesis cannot be rejected when the results for m FitDi f between pairs of samples produced by DOPs of types 1.1, 1.2, and 1.3 are compared (for the remaining comparisons, the null hypothesis can be rejected). This occurs because, in DOPs with permutation, the changes in the problem cause a resorting of the fitness vector, but the fitness values are preserved.
The neighbourhood relations in the search space are still preserved in DOP Types 1.1 and 1.2, resulting in values of m DynCorr approximately equal to zero. For m DynCorr , the statistical test showed that the null hypothesis cannot be rejected when comparing DOPs of types 1.1 and 1.2 (for the remaining comparisons, the null hypothesis can be rejected). This occurs because all solutions of the search space are modified according to the same permutation (this does not occur in DOP Type 1.3). Thus, for DOP Types 1.1 and 1.2, as observed in Section 4.1, the population could be moved according to the transformation only one time after the change in the space, computing then the fitness in the same way as in a stationary environment. This way, for DOP Types 1.1. and 1.2, in the same way that occurs in the DOPs created by the XOR DOP generator, the fitness landscapes in different change cycles offer the same difficulty for the algorithms. The only modification produced in the problem is the distribution of the population in the first generation after the change (generally, obtained from the last population at the previous change cycle).
For the remaining measures (m Severity and m MetStDis ), different behaviour among the results for all DOP types in both problems can be noticed. When the statistical test is applied to the results of m Severity and m MetStDis , the null hypothesis can be rejected for all comparisons.
From the tables in Appendix C, one can still observe that the standard deviation for m Severity is close to zero for DOP Type 1.1 as the number of bits changed for the template r(e), which controls the permutation of the solutions of the search space, remains constant. It is possible to observe that, for all cases, the mean severity of change for a dynamic problem (m Severity ) increases with the value of ρ, i.e., like in the XOR DOP generator, the parameter ρ controls the severity of changes in the problem. The mean distance between main metastable states for the simple GA generally increases with the value of ρ too, as a great part of the population are located at the global optima of the respective static landscape in the main metastable states (one can remember that m Severity is directly influenced by the distance between optimal solutions before and after a change). As a consequence, in the simulations of the GA, the mean percentage of time to reach the main metastable states (m MetStTime ) increases with ρ too (Fig. 3) . Another observation regarding m MetStTime is that it decreases with the increase of τ since, for larger τ (change cycles duration), the GA has more time to reach the current main metastable state.
Figures 4 and 5 show simulations of four change cycles for the GA in DOPs respectively generated from the two peak problem and 0-1 knapsack problem, both with τ = 50 and ρ = 0.875. The mean fitness of the population and the distance of the population vector to the main metastable state are presented. One can observe different behaviour of the GA in the different types of DOPs produced by the proposed generator. Some of them are commented as follows.
First, one can observe that DOP Type 1.3 represents a serious challenge to the GA in both problems. It can be observed that, for some change cycles, the population was trapped in a metastable state (where various individuals of the population are close to local optima) different from the main metastable state, what is explained by the occurrence of permutations that changed the optimum explored by the population before the change to a distant place. Second, it can be observed that the main metastable point was not significantly changed for DOP Type 2.2, which is explained because various solutions of the search space have the same values of fitness. This way, the duplication of some solutions caused by the generator did not produce a significant change in the main metastable state and, as a consequence, in the dynamics of the population.
Finally, it can be observed that the mean fitness considerably increased or decreased after the changes for DOP Type 3. Such changes can cause different behaviours in the convergence of the population to the metastable points, what is explained by higher or lower selective pressure due to the larger or smaller difference among the fitness of the solutions.
Impact on the performance of algorithms
In this section, the performance of three GAs is compared in DOPs created by the proposed DOP generator. The algorithms are: standard GA (SGA), random immigrants GA (RIGA), and GA with hypermutation (HGA) [3] . Here, the performance of the algorithms is investigated on the two-peak problem with l = 20 made dynamic according to the DOP types described before. GAs with flip mutation, elitism, proportional selection, and one-point crossover are employed. In all algorithms, the mutation rate was set to p m = 1/l, the crossover rate was p c = 0.6, and the population size was set to 100. In RIGA, 20% randomly chosen individuals of the population are replaced by randomly generated individuals in each generation, while in HGA, when the performance of the current best individual of the population deteriorates, the mutation rate is triggered from p m to 10 × p m , and remains in this value for 5 generations. The same values for τ and ρ are used in the runs as described in the previous section. The number of change cycles in each run is 20. Table 2 shows the results of the mean error for the current best solution averaged over 25 runs. The best values among the algorithms for each combination of τ and ρ are in bold (the symbol * indicates when the best results among the algorithms are statistically significant according to Wilcoxon signed rank tests with 0.05 significance level). In general, the performance of the algorithms worsens with the increase of ρ (severity of the change) and the decrease of τ (length of the change cycle). However, one can observe different behaviours for the algorithms in different types of DOPs produced by the proposed generator. It can be observed, for example, that while SGA presents better mean in most cases for DOP Type 1.2, RIGA presents better mean in most cases for DOP Type 2.1.
Conclusions
A myriad of algorithms for EDO have been proposed in recent years. In order to test and compare such algorithms, specially designed benchmark DOP generators have been used. One of the most popular benchmark generators is the XOR DOP generator [31, 33] , which allows the creation of discrete DOPs from any binary-encoded stationary problem. In this paper, the fitness landscape modifications in the DOPs produced by the XOR DOP generator are analysed and compared to those generated in different DOPs. The DOPs investigated are three versions of the dynamic 0-1 knapsack problem, the dynamic NK-model, and one problem involving evolutionary robots in dynamic environments. In order to analyse different DOPs and find similarities among them, it is proposed in this paper to analyse the modifications caused by the changes produced during the optimization process in the fitness landscape.
One can observe that the DOPs investigated here are obtained by three types of modifications on the fitness landscapes: i) permutation of solutions in the search space; ii) duplication of solutions; iii) adding deviations in the fitness of some solutions of the search space. The XOR DOP generator creates a special type of permutation that is not found in other investigated DOPs. It is important to observe that, according to the authors' knowledge, some of the transformations in the fitness landscapes analysed here were not formally described in the evolutionary dynamic optimization literature, and can generate interesting new classes of DOPs. Mainly, the authors believe that the transformations dependent on subsets of solutions (or templates) and duplication of solutions (or part of solutions) are very interesting from theoretical and practical points of view for the EDO community.
Based on the analysis performed on Section 3, a new benchmark problem generator is proposed here for discrete DOPs. The new generator, which is independent of the algorithm used during the optimization process, allows to produce 6 types of DOPs according to the fitness landscape modifications, including those similar to the DOPs produced by the XOR DOP generator and other problems investigated here. Thus, new algorithms can be tested and compared in a wide range of types of DOPs, with characteristics similar to those found in other binary DOPs.
The experiments presented in this paper show that the proposed generator produces a wider class of complex dynamical behaviours, allowing to compare in a wider spectra the algorithms employed for optimization in dynamic environments, when compared to the XOR DOP generator. The new generator produces 3 types of DOPs with permutation (types 1.1., 1.2, and 1.3), 2 types of DOPs where parts of the fitness landscape are duplicated (types 2.1 and 2.2), and 1 type of DOPs where deviations are added to parts of the fitness landscape (type 3). In DOP Types 1.1 and 1.2, like in the DOPs produced by the XOR DOP generator, the neighbourhood relations between the solutions in the search space are preserved after the changes, resulting in the same difficulty for the algorithm in each change cycle. In DOPs with duplication of parts of the fitness landscape, the difficulty is associated with the solutions of the search space that are duplicated after the changes. For changes where the region explored by the best solution of the algorithm before the change are duplicated, the changes do not represent a serious difficult for the algorithms. Unlike in DOP Types 1 and 2, in DOP Type 3, the fitness values present in the static landscape are modified by the changes; in DOP Types 1 and 2, they are only resorted, duplicated, or removed. In the experiments with 3 GAs, the algorithms presented different behaviours for the generated DOP types.
The proposed generator can still be extended by including other types of problems, described according to the framework for analysing DOPs according to fitness landscape modifications proposed here. The analysis presented here is independent of the optimization algorithm. It does not escape from our perception that, in order to predict the behaviour of the algorithms, the analysis of only the modifications on the fitness vector is not enough, being necessary the investigation of the synergism between the topological structure of the fitness landscape and the neighbourhood relations generated by the operators employed by the optimization algorithm (see, e.g., the works [16, 21] ). In this way, a very relevant, and essential, future work is the analysis of the behaviour of the state-of-the-art approaches for DOPs [4] according to the analysis presented here.
B. Example: Evolutionary robot
When EAs are applied to optimize control laws in robots, the time required to obtain good solutions are generally long. During the optimization process, changes in the environment or in the robots can occur, making the optimization problem dynamic. Such changes are associated with modifications in the fitness landscape and are due to various reasons, like faults, environmental changes, platform modification, transfer of solutions from simulation to real environments, cooperation and competition problems, and changes in the strategies or objectives [14] . In [24] , the dynamical system of a GA employed to optimize the control laws of mobile robots in two applications was investigated. Here, the changes in the fitness landscape in a simple navigation problem where faults can occur in the mobile robots are analysed. This problem is a simplification of the problems investigated in [14, 25] , where EAs are employed to evolve a neural network that controls a mobile robot. In [14] , the modifications in the fitness landscape occur due to changes in the environment where the robot is navigating, while they are produced by intermittent faults in [25] .
Here, a robot with only one frontal sensor should navigate in a square environment. The robot can occupy one of 9 positions (squares) of this environment. The sensor generates a signal equal to I = 1 when the robot is in front of a wall and I = 0 otherwise. The goal of the optimization process is to find a control law that allows the robot to navigate the environment without colliding with the walls during 10 iterations (movements). The control laws of the robot are defined by a vector with l bits, where each bit determines the next move of the robot according to the combination of internal state and sensor inputs.
The robot can perform two actions: move forward (0), i.e., move to next position located in its front, or rotate clockwise (1), i.e., change its orientation without changing its position. Besides the sensor signal (I), the robot has a status bit (S), or internal memory, that indicates whether the last move was a rotation (S = 0) or movement forward (S = 1). Therefore, the control vector has 4 bits that define the action for each possible combination of sensor input / internal state, or (I, S) = {(0, 0), (0, 1), (1, 0), (1, 1)}. For example, if the control vector is given by x = [0, 0, 0, 1] T , the robot will rotate only when it moved ahead and found in the last iteration a wall in front of its current position. Thus, the search space consists of only n = 16 possible solutions.
In this problem, the fitness is given by the number of positions occupied by the robot until it hits a wall or reaches the limit of 10 iterations. As the robot always starts in the same position and orientation (in the first position and oriented toward the right), the maximum fitness is 8, because it must turn (without moving) at least three times. In order to make the problem dynamic, changes are introduced by simulating three types of faults in sensor readings. Those faults are intermittent faults, i.e., the faults occurs during intervals of the optimization process (here, it is considered that only one fault can occur each time).
In fault 1, the sensor readings of the robot are equal to zero. This fault can occur, for among other reasons, by malfunction of the sensor or by bad contacts of the cables connecting the sensor to the micro-controller that controls the robot. In fault 2, the sensor readings are always equal to one, which can occur in the case of short circuits. In fault 3, the readings from the sensor are inverted, i.e., when there is an obstacle in front of the robot, the reading is equal to I = 0; otherwise, I = 1. This type of fault can occur due to malfunction of the sensor or the microcontroller.
To understand how the changes caused by faults affect the DOP, it is now investigated how the fitness landscape is changed in the transition of the change cycles. In the case of fault 1, the input signal is always I = 0, resulting in the fact that the combinations of sensor input / internal state being reduced to (I, S) = {(0, 0), (0, 1)}. As a result, the actions given by the third and fourth elements of the vector x are respectively equal to the actions given by the first and second elements of the same vector. A similar effect occurs in case of fault 2, in which the sensor signal is always I = 1. In this case, (I, S) = {(1, 0), (1, 1)}, and, consequently, the actions given by the first and second elements of the vector x are respectively equal to the actions given by the third and fourth elements of this vector. In fault 3, in which the input signal is inverted, there is a permutation of the elements of the vector x, resulting in the exchange between the first and third elements and between the second and fourth elements. Thus, when a fault occurs in the change cycle e and assuming that no faults occurs in change cycle 1, the fitness can be computed as:
where f ault(e) is the fault at change cycle e, f s (.) is the stationary fitness function (i.e., the fitness function for the robot with no faults), and L( f ault(e)) for faults 0 (normal operation), 1, 2, and 3 is respectively given by:
where 0 n is a n × n matrix composed by zeros and I n is the n × n identity matrix.
As a consequence of Eq. (59), the fitness vector in change cycle e can be written based on the fitness vector in change cycle 1 (robot without faults). In case of fault 1, the fitness values for the solutions of the search space in which actions (elements of the vector x) are equal for I = 0 and I = 1 in cycle 1, replace in cycle e the fitness values for solutions whose respective actions for I = 0 are equal (i.e., solutions with the same first half of the vector x). The same occurs for fault 2, but now replacing the solutions whose respective actions for I = 1 are equal (i.e., solutions with the same first half of the vector x). Finally, for fault 3, the elements of the fitness vector corresponding to solutions (elements of the vector x) with different actions for I = 0 and I = 1 are permuted. For the remaining elements of the fitness vector (i.e., elements that have the first and second halves of the vector x equal), the values remain unchanged. Thus:
where H f ault(e) for faults 0, 1, 2 and 3 is respectively given by:
These changes are consistent with the fitness space robot presented in Fig. 6 . The best solutions for the robot without faults are solutions 1 (x = [0, 0, 0, 1] T ) and 3 (x = [0, 0, 1, 1] T ), i.e., when the robot rotates only if it went ahead in the last iteration and found a wall in front of its current position (solution 1), or when it found a wall in front of the current position regardless of their internal state (solution 3). In both cases, the fitness value is equal to the maximum fitness (8) , and the adopted strategy means to navigate in a clockwise direction at positions along the walls. The next best solutions (solutions 5 and 7), with fitness equal to 6, present the strategy to turn always after a forward movement. One can observe, however, that this strategy has the maximum fitness when the robot has fault 1 or 2 as they do not need to use the sensor to navigate. Thus, one can observe that some solutions (where the sensor fault does not affect the developed strategy) have the same fitness after fault 1 or 2, while other solutions have changed its fitness as exposed before. In the case of fault 3, the fitness values are kept, just being re-ordered according to the inversion of the sensor readings (now, the best solutions are those with index 4 and 12).
According to Eq. (60), one can observe that the faults generate single time-dependent DOP (Definition 4), where the fitness vector in change cycle e depends on the fitness vector in change cycle 1. One can still observe that the matrices H(1) and H(2) have duplicate rows. The duplicate rows in this case are obtained by duplicating elements of the decision variables vector according to the linear matrices L(1) and L(2) in Eq. (59). In this way, faults 1 and 2 generate single time-dependent DOPs obtained by copying decision variables according to a linear transformation; more precisely, using a matrix with duplicate rows. A different single time-dependent DOP is generated for fault 3. Since the matrix H(3) is a permutation matrix, fault 3 generates a DOP with permutation (Definition 8). One can remember that the XOR DOP generator also generates DOPs with permutation. However, for this evolutionary robots problem, the permutation matrix is generated in a different form. While in DOPs produced by the XOR DOP generator, the elements of the vector f are re-ordered according to the rule i⊕r(e) (Section 3.1), which produces a uniform permutation, i.e., all elements of the search space are re-ordered in a uniform way, fault 3 causes a non-uniform permutation given by the permutation of the decision variables according to Eq. (59) and matrix L(3). As a consequence, only some of the solutions of the search space are re-ordered, while others remain fixed. Tables 3 and 4 present the results for m DynCorr , m Severity , m FitDi f , and m MetStDis considering three values of ρ: 0.125 (light shifting), 0.5 (medium variation), and 0.875 (significant change), for the two-peak problem and knapsack problem, respectively. Tables 5 and 6 present the results for m MetStTime considering three different values of τ: 10 (fast changing environment), 50, and 100 (slow changing environment) generations, for the two problems, respectively. 1.00E+00 ±0.00E+00 1.00E+00 ±0.00E+00 50 9.53E-01 ±3.49E-02 1.00E+00 ±0.00E+00 1.00E+00 ±0.00E+00 100 7.46E-01 ±7.00E-02 1.00E+00 ±1.09E-03 1.00E+00 ±0.00E+00 1.2 10 1.00E+00 ±0.00E+00 1.00E+00 ±0.00E+00 1.00E+00 ±0.00E+00 50
