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ABSTRAKTI
Imazhet gjithmonë kanë luajtur një rol të rëndësishëm në jetën e njeriut, meqë vizioni është
ndoshta kuptimi më i rëndësishëm i qenieve njerëzore. Si pasojë, fusha e përpunimit të
imazhit ka aplikime të shumta (mjeksore,ushtarake etj.) në ditët tona më shumë se kurrë,
imazhet janë kudo dhe është shumë e lehtë për të gjithë të gjenerojm një sasi të madhe
fotografish, falë përparimeve në teknologjitë digjitale. Me një numër të tillë të imazheve,
teknikat tradicionale të përpunimit të imazhit përballen me probleme më komplekse dhe
përballen me përshtatshmërin e tyre sipas vizionit njerëzor.
Me vizionin që është kompleks, machine learning është shfaqur si një komponent kyҫ i
programeve intelegjente.

Duke pasur parasysh rëndësinë dhe zbatimin e gjerë të mësimit të makinës për përpunimin
e imazheve dhe njohjen e objekteve, atëherë e kam parë të arsyeshme që përmes kësaj teme
të tregojë procesin në tërësi dhe aplikimin e saj në treg.

Teknologjia në përpunimin e imazheve gjdo ditë e më shumë po zhvillohet. Dhe për shkak
të këtij përparimi do të ketë miliona dhe miliona robotë për disa dekada, duke transformuar
mënyrën e menaxhimit të botës. Përparimet në machine learning in image processing object
recognition përfshinë njohjen dhe ndekjen e njerëzve, ndihmon në zbulimin e sëmundjeve
të ndryshme si kancerit apo tumorit në tru përmes inqizimeve të ndryshme etj.

Me rritjen e fuqisë dhe sofistifikimit të informatikës moderne, koncepti i llogaritjes mund të
shkojë përtej limiteve aktuale dhe në të ardhmen, teknologjia e përpunimit të imazhit do të
përparojë dhe sistemi visual i njeriut mund të përsëritet.
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1.HYRJE
Machine Learning është aplikim i intelegjencës artificiale që siguron sisteme që të
aftësohen për të mësuar dhe përmisuar automatikisht nga përvoja pa u programuar në
mënyrë eksplicite (IBM, 2017).
Procesi i të mësuarit fillon me vëzhgime ose të dhëna.
Kjo fushë është njëra ndër më të përhapurat në degën e shkencave kompjuterike.
Machine Learning lindi nga njohja e modelit dhe teoria që kompjuterat mund të mësojnë
për të kryer detyra specifike. Aspekti iterative i machine learning është i rëndësishëm sepse
si modele janë të ekspozuara ndaj të dhënave të reja, të cilat janë në gjendje të përshtaten në
mënyrë të pavarur. Theksi i mësimit është metodë automatike (Technische Universitat
Munchen, 2017).

Gjatë dy dekadave të fundit kjo fushë është bërë një mjet i zakonshëm në pothuajse gjdo
detyrë që kërkon nxjerrjen e infromacionit nga grupe të të dhënave të mëdha.
Machine learning hapat e parë të zhvillimit i ka në vitin 1950 ku shkenctari, matematicienti
Alan Turing krijoji “Turing test” për të përcaktuar nëse një kompjuter ka intelegjence reale.
Për të kaluar testin kompjuteri duhej të jetë në gjendje të “mashtroj” njeriun duke besuar se
është gjithashtu njerëzor (Forbes, 2017).
Me pas në vitin 1952 Arthur Samuel shkroi programin e parë të mësimit të kompjuterit.
Programi ishte lojë e IBM, ku kompjuteri u përmisua në lojë sa më shumë që luajti, duke
mësuar se cilat lëvizje përbënin strategjitë fituese dhe duke përfshirë ato lëvizje në
programin e tij.
Më 1957 Frank Rosenblatt krijoi rrjetin e parë nervor për kompjuterët, të cilat imitojnë
proceset e mendimit te trurit të njeriut. Më 1981 Geral Dejong prezanton konceptin e
mësimit të bazuar në shpegim EBL, në të cilin një kompjuter analizon të dhënat e trajnimit
dhe krijon një rregull të përgjithshëm që të mund të ndjekë duke hedhur poshtë të dhënat e
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parëndësishme.Më 1985 Terry Sejnowski shpik NetTalk, i cili mundëson mësimin e
shqiptimit të fjalëve njejtë sikur një fëmijë (Forbes, 2017).
Puna e machine learning ndryshon nga qasja e bazuar në dije në një qasje të bazuar në të
dhëna në vitin 1990. Shkenctarët fillojnë të krijojnë programe për kompjuterët për të
analizuar sasi të mëdha të të dhënave dhe nxjerrin konkluzione ose “mësojnë” nga
rezultatet.

Zhvillimi më i madh në fushë e Machine Learning është bërë në vitin 1997 ku Deep Blue
IBM mund kampionin botëror në shah. Në vitin 1996 në Philedelphia u zhvillua ndeshja e
parë ndërmjet superkompjuterit të IBM të quajtur Deep Blue dhe Garry Kasparov i cili
mbante titulin e kampionit botëror në shah, kjo ndeshje ka përfunduar me fitoren për
Kasparov. Por në vitin 1997 në New York u zhvillua ndeshja e dytë ndërmjet konkurenteve
të njejtë ku ndeshja përfundoi me fitoren e Deep Blue. Kjo si pasojë pasi që përgjatë një viti
kompania IBM ka trajnuar superkompjuterin duke i’a “mësuar” lëvizjet të cilat të dërgojnë
drejt fitores.
Me 2006 Geoffrey Hinton përdori termin “ Deep Leaning” për të shpjeguar algoritme të
reja që i lejojnë kompjuterët të “shohin” dhe të dallojnë objektet dhe tekstet në imazhe dhe
video. Ndërsa në vitin 2010 Microsoft MSFT Kinect mund të gjurmojë 20 karakteristika të
njeriut në një normë prej 30 herë në sekond, duke lejuar njerëzit të bashkëveprojnë me
kompjuterin ndërmjet lëvizjeve dhe gjesteve (Forbes, 2017).
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2.SHQYRTIMI I LITERATURЁS

2.1 Hapat e procesit të image processing
Përpunimi i imazhit përfshin kryesisht këto tre hapa:
1. Importimin e imazhit me skaner optic,
2. Analizimin dhe manipulimin e imazhit i cili përfshin kompresimin e të dhënave dhe
përmisimin e imazhit dhe modelet e diktimit që nuk janë në sytë e njeriut, si
fotografitë satelitore dhe
3. Produkti është faza e fundit në të cilën rezultati mund të ndryshohet imazhi ose
raporti i bazuar në analizën e imazhit.

Ndërsa, hapat fundamental të përpunimit të imazhit janë:

1. Përvetsimi i imazhit (image acquisition): është hapi i parë ose procesi i hapave
thelbësor për përpunimin e imazhit. Përvetsimi i imazhit mund të jetë shumë e
thjeshtë, sepse imazhi dërgohet në formë digjitale. Në përgjithësi, faza e
përvetsimit të imazhit përfshin përpunim paraprak, siҫ janë shkallëzimi etj
(Internationa Journal of Engineering and Computer Science, 2017).

Fig 1 Përvetsimi i imazhit
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2. Përmisimi i imazhit (image enhancement): është ndër fushat më të thjeshta të
përpunimit të imazhit. Në thelb, ideja e përmisimit të imazhit është të nxjerrë
detaje që janë të errësuara, ose thjeshtë të nxjerrë në pah veqoritë e caktuara të
imazhit të cilat janë në interes tonin. Të tilla si ndryshimi i ndricimit, kontrastit
etj.

Fig 2 Përmismi i imazhit

3. Restaurimi i imazhit (image restoration): është një fushë që gjithashtu merret me
përmisimin e pamjes së një imazhi. Megjithatë, ndryshe nga përmisimi, i cili
është subjektiv, restaurimi i imazhit është objektiv, në kuptimin që teknikat e
restaurimit priren të bazohen në modele matematikore ose probabiliste të
degradimit të imazhit.
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Fig 3 Restaurimi i imazhit

4. Përpunimi morfologjik (morphological processing): përpunimi morfologjik
merret me mjete për nxjerrjen e komponentëve të imazhit që janë të dobishme
në përfaqsimin dhe përshkrimin e formës (Asp-eurasipjournals, 2017).

Fig 4 Përpunimi morfologjik

5. Segmentimi (segmentation): procedurat e segmentimit ndajnë një imazh në
pjesët ose objektet e tij përbërëse. Në përgjithësi, segmentimi është një nga
detyrat më të vështira në përpunimin e imazhit digjital. Një procedurë e thyer e
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segmentimit e sjell procesin në një rrugë të gjatë drejt zgjedhjes së suksesshme
të problemeve të imazhit që kërkojnë që objektet të identifikohen individualisht.

Fig 5 Segmentimi

6. Njohja e objektit (object recognition): njohja është proces që cakton një etiketë,
psh “automjet” tek një objekt. Ёshtë pjesa e cila do të diskutohet në këtë temë.

Fig 6 Njohja e objekteve

7. Përfaqësimi dhe përshkrimi (representation and description):përfaqësimi dhe
përshkrimi pothuajse gjithmonë ndjekin prodhimin e një faze segmentimi, e cila
zakonisht është e të dhënave të pjesës së papërpunuar. Zgjedhja e një përfaqsimi
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është vetëm një pjesë e zgjedhjes për transformimin e të dhënave të
papërpunuara në një formë të përshtatshme për përpunim kompjuterik të
mëvonshëm.

Fig 7 Përfaqësimi dhe përshkrimi

8. Kompresimi (compression): merret me teknikat për reduktimin e ruajtjes së
kërkuar të imazheve. Veqanërisht në përdorimin e internetit është shumë e
nevojshme që të kompresohen të dhënat.

Fig 8 Kompresimi i imazhit
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9. Përpunimi i ngjyrave të imazhit (color image processing ): është një zonë që ka
fituar rëndesinë e saj për shkak të rritjes së konsiderueshme në përdorimin e
imazheve digjitale në internet. Kjo mund të përfshijë modelimin dhe përpunimin
e ngjyrave në një domen digjital.

Fig 9 Përpunimi i ngjyrave të imazhit

10. Procesimi i multi-rezolucionit (multiresolution processing)

11. Baza e njohurive (knowledge base): njohuria mund të jetë aq e thjeshtë sa të
përshkruajë rajonet e një imazhi ku dihet se informacioni i interesit është i
vendosur, duke kufizuar kështu kërkimin që duhet të bëhet në kërkimin e këtij
informacioni. Baza e njohurive gjithashtu mund të jetë mjaft komplekse, si një
listë e ndërlidhur e të gjitha defekteve të mundshme në një problem të
inspektimit të materialeve ose një bazë të dhënash imazhesh që përmban imazhe
satelitore me rezolucion të lartë.
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2.2 Histogramet
Çka është një histogram?
Histogramet e gradientëve të orientuar (HOG) janë përshkrues të karakteristikave që
përdoren për përpunimin e imazhit me qëllim të zbulimit të objekteve. HOG është aplikuar
me sukses në shumë fusha kërkimore me performancë të shkëlqyeshme. HOG dhe
variacionet e tij u aplikuan për të vlerësuar efektet e faktorëve të ndryshëm. Eksperimentet
krahasuese tregojnë se edhe me një tipar përshkrues relativisht të thjeshtë, funksioni i
propozuar HOG arrin pothuajse të njejtën normë njohje me kohë shumë më të ulët të
llogaritjes sesa funksionet e përdorura gjerësisht në bazat e të dhënave (Histogram Of
Gradient, 2017).
Intensiteti i një imazhi përmban informacionin diskriminues, si dhe zhurmë dhe në
shumicën e rasteve është burimi i vetëm që mund të përdoret për njohjen e objektit.
Megjithatë, ajo që me të vërtetë ka rëndësi nuk është vlera absolute, por vlera relative që
pasqyron informacionin e strukturës ose variablës të një strukture të objektit.
Ideja themelore e karakteristikave të HOG është se pamja dhe forma e objekitit lokal
shpesh mund të karakterizohet mjaft mirë nga shpërndarja e gradientëve të intensitetit lokal.
Analiza e orientimit është e fuqishme për ndryshimet e ndriҫimit, meqë histogrami jep
invariance përkthyese. Funskioni HOG përmledh shpërndarjen e matjeve brenda rajoneve
të imazhit dhe është veqanarisht i dobishëm për njohjen e objekteve me strukturë dhe forma
të deformueshme.
Metoda është gjithashtu e thjeshtë dhe e shpejtë, kështu që histogrami mund të llogaritet
shpejt.
Veqoria origjinale e HOG gjenerohet për secilën pike kyqe të një imazhi. Zona fqinje rreth
secilës pikë kryesore ndahet në disa qeliza të shpërndara njëtrajtësisht dhe për ҫdo qelizë
një histogram lokal 1-D i drejtimeve të gradientit ose orientimeve grumbullohet mbi të
gjitha pikselet e qelizës. Të hyrat e histogramit të të gjitha qelizave rreth një pike kyqe
formojnë tiparin e asaj pike kyqe. Tiparet e kombinuara të histogramit të të gjitha pikave
kyqe formojnë perfaqsimin e imazhit. (IEEEXplore, 2017)
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Fig 10 Procesi i histogramit

Robert K. McConnell nga Wayland Research Inc për herë të parë përshkroi konceptet HOG
në një aplikim për patente në vitin 1986. Në vitin 1994 konceptet janë përdorur nga
Mitsubishi Electric Research Laboratories. Sidoqoftë, përdorimi u bë i përhapur në vitin
2005 kur Navneet Dalal dhe Bill Triggs, kërkues të Institutit Kombëtar Francez për kërkime
në Shkencat Kompjuterike dhe Automatizim paraqitën punën e tyre plotësuese në
përshkrimet e HOG në Konferencën për njohjen e modelit. Në këtë punë ata u përqendruan
në zbulimin e këmbësorëve në imazhe statike, megjithëse që atëherë ata zgjeruan testet e
tyre për të përfshirë zbulimin e njeriut në video, si dhe për një shumëllojshmëri të kafshëve
dhe automjeteve të zakonshme në imazhet statike. (DataScience, 2017)

2.3 Përfaqësimi i orientimit
Orientimi mund të përfaqësohet si një kënd i vetëm ose si një orientim i njejtë. Përfaqësimi
i një këndi mund të lejojë dallimin e më shumë

modeleve. Kjo punë përdorë një

përfaqësim të një këndi për të lejuar më shumë diferencime mes modeleve.
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Në përshkrimin e karakteristikave HOG, shpërndarja (histogramet) e drejtimeve të
gradientëve (gradientët e orientuar) përdoren si karakteristika. Gradientët (x dhe y) e një
imazhi janë të dobishme sepse madhësia e gradientëve është e madhe rreth skajeve dhe
këndeve, dhe në dimë që skajet dhe qoshet përcaktojnë shumë më tepër informacion rreth
formës së objektit sesa rajonet e sheshta (IEEEXplore, 2017).

2.4 Machine Learning
Algoritmet janë një sekuencë e udhëzimeve të përdorura për të zgjidhur një problem.
Algorimet, të zhvilluara nga programuesit për të udhëzuar kompjuterat në detyra të reja,
janë blloqet ndërtuese të botës dixhitale avancuese që ne shohim sot. Algoritmet
kompjuterike organizojnë sasi të mëdha të të dhënave në informacione dhe shërbime,
bazuar në udhëzime dhe rregulla të caktuara. Ёshtë një koncept i rëndësishëm për të
kuptuar, sepse në mësimin e makinës, algoritmet e të mësuarit krijojn rregulla.
Në vend të programimit të kompjuterit në ҫdo hap të rrugës, kjo qasje i jep udhëzimet e
kompjuterit që e lejojnë atë të mesojë nga të dhënat pa udhezime të reja hap pas hapi nga
programuesit. Kjo do të thotë që kompjuterat mund të përdoren për detyra të reja dhe të
ndërlikuara që mund të programohen manualisht.
Procesi themelor i machine learning është dhënia e të dhënave të trajnimit për një algoritëm
mësimi. Algoritmi i të mësuarit gjeneron pastaj një grup të ri rregullash, bazuar në
konkluzione nga të dhënat. Kjo në thelb krijon një algoritëm të ri, i quajtur zyrtarisht si
modeli i machine learning. Duke përdorur të dhëna të ndryshme të trajnimit, i njejti
algoritëm mësimor mund të përdoret për të gjeneruar modele të ndryshme.
Futja e udhëzimeve të reja nga të dhënat është fuqia kryesore e machine learning.
Gjithashtu thekson rolin kritik të të dhënave, sa më shumë të dhëna të jenë në dispozicion
për të trajnuar algoritmin, aq më shumë mëson.

Si mësojnë makinat?
Edhe pse një model i mësimit të makinës mund të aplikojë një përzirje të teknikave të
ndryshme, metodat për mësim zakonisht mund të kategorizohen si tre lloje të përgjithshme:
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•

Mësimi i kontrolluar (supervised learning): algoritmi i të mësuarit jep të dhëna të
etiketuara dhe prodhim te dëshiruar. Për shembull , fotografitë e objekteve të
emërtuara “objekt” do të ndihmojnë algoritmin të identifikojë rregullat për të
klasifikuar fotot e objekteve (Data Science, 2017).

•

Mësimi i pakontrolluar (unsupervised learning): të dhënat e algorimit të të nxënit
janë të shënuara dhe algoritmi kërkohet të identifikojë modelet në të dhëna
(DataScience, 2017).

•

Mësimi për përforcim (reinforcement learning): algoritmi ndërvepron me një mjedis
dinamik që ofron reagime në kuptim të shpërblimeve dhe dënimeve.
(Internetsociety, 2017).

Machine learning ka përdorim të gjerë. Një pjesë të aplikimit do ta diskutojmë ne në këtë
temë e cila është image processing in object recognition.
Image processing është një metodë për të kthyer imazhet në formë digjitale dhe për të kryer
disa operacione në të, për të marrë një imazh të përmisuar ose të nxjerrë disa informacione
të dobishme nga ai. Ky është një lloj shpërndarje sinjalesh në të cilën hyrja është një imazh,
si korniza, video ose fotografi dhe prodhimi apo dalja mund të jetë një imazh ose
karakteristika lidhur me atë imazh. Zakonisht sistemi i përpunimit të imazhit përfshin
trajnimin e imazheve si sinjale dy dimensionale, duke aplikuar metoda të përpunimit të
sinjalit të vendosur.
Ёshtë ndër teknologjitë në rritje të shpejtë sot, me aplikimet e saj në aspekte të ndryshme të
një biznesi. Përpunimi i imazhit formon zonën kryesore të kërkimit në kuadër të
inxhinierisë dhe disiplinave të shkencave kompjuterike.

Dy llojet e metodave të përdorura për përpunimin e imazhit janë përpunimi analog dhe
digjital (EngineersGarage, 2017).
Përpunimi analog i imazhit i referohet rregullimit të imazhit përmes mjeteve elektrike.
Shembulli më i mirë është imazhi televiziv. Sinjali televiziv është një nivel i tensionit që
ndryshon në amplitudë për të pëfaqsuar shkëlqimin përmes imazhit. Duke ndryshuar
elektriciteti sinnjalin, pamja e shfaqur e imazhit mund të ndryshohet. Kontrollet e ndriqmit
19

dhe të kontrastit në një televizor shërbejnë për të rregulluar amplitudën dhe referencën e
sinjalit video, duke rezultuar me ndriqim, errësim dhe ndryshimin e diapazonit të
shkëlqimit të imazhit të shfaqur (Digital image processing, 2017).

Në përpunimin digjital, kompjuterët digjital përdoren për të përpunuar imazhin. Imazhi do
të konvertohet në formë digjitale duke përdorur një skaner digjitalizues dhe pastaj përpunon
imazhin. Ndryshe përcaktohet si paraqitje numerike e objekteve në një sërë operacionesh në
mënyrë që të arrihet një rezultat i dëshiruar. Pra, fillon me një imazh dhe prodhon një
version të modifikuar të njejtë.
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3.DEKLARIMI I PROBLEMIT/QЁLLIMI I PROJEKTIT
Qëllimi kryesor i temës është që të tregojmë se si kompjuterët mund të mësojnë
automatikisht pa ndërhyrjen ose asistencën njerzore dhe të rregullojnë veprimet në
përputhje me rrethanat. Përkatësisht të mësojnë të njohin objektet (object
recognition).

Qëllimi i përpunimit të imazhit është i ndarë në 5 grupe:
•

Vizualizimi- vëzhgon objektet që nuk janë të dukshme

•

Mprehja dhe restaurimi i imazhit- shërben për të krijuar një imazh më të
mirë

•

Kërkimi i imazhit- bën kërkimin e imazhit për të cilën është përcaktuar

•

Matja e modelit- matja e objekteve të ndryshme në një imazh

•

Njohja e imazhit-dallon objektet në një imazh (EngineersGarage, 2017)
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4.METODOLOGJIA
Gjatë punimit të temës është përdorur literaturë e ndryshme, duke filluar me metodën
hulumtuese në web faqet e ndryshme, e po ashtu edhe në shkrimet e ndryshme të autorëve.
Me shfletimin e literaturave të ndryshme eshte përmbledhur procesi i mësimit të makinës
për përpunimin e imazheve – njohjen e objekteve.

Metoda hulumtuese është metoda më e përdorur gjatë shqyrtimit të temës së diplomës, duke
ditur mundësit që i ofron për gjetjen e materialeve të ndryshme.
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5.OBJECT RECOGNITION
Object recognition – “njohja e objektit” është një proces për identifikimin e një objekti të
caktuar në një imazh ose video digjitale. Algoritmet e njohjes së objekteve mbështeten në
algoritmet e përputhjes, të të mësuarit ose njohjes së modelit duke përdorur teknika të
bazuara në pamje ose teknika.
Njohja e objektit është e dobishme në aplikime të tilla si stabilizimi i videos, sisteme të
avancuara të asistencës së shoferit (ADAS), identifikimin e sëmundjeve etj. Teknikat e
zakonshme përfshijnë qasje të bazuar në të mësuarit, siҫ janë rrjetet nervore konvulsive dhe
qasjet me bazë duke përdorur shkallët, histogramin e gradientëve të orientuar(HOG),
modelet binare lineare etj (Slideshare, 2017).
Njohja e modeleve përfshinë:
•

Zbulimin – e objekteve të veqanta

•

Përshkrimin – e gjeomterisë dhe pozicioneve të objekteve në 3D

•

Klasifikim – si një klasë e njohur

•

Identifikimi – i instancës së veqantë

•

Kuptimi – i lidhjes hapësinore midis objekteve

Fig 11 Qka përfshine njohja e objekteve(një imazh për analizë)
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Fig 12 Detektimi. A jane njerëz?

Fig 14 Identifikimi. A është Potala Palace?

Fig 13 Verifikimi. A është llamp?

Fig 15 Kategorizimi i objekteve

24

Fig 16 Kuptimi i imazhit

Një sistem i njohjes së objekteve duhet të ketë këto komponente për të kryer detyrën:
•

Bazën e të dhënave të modelit

•

Detektorët funksional

•

Hipotezën

•

Verifikuesin

Karakteristikat e përdorura nga një sistem varen nga llojet e objekteve që njihen dhe
organizimi i bazës së të dhënave të modelit. Duke përdorur vecoritë e zbuluara në imazh,
hipoteza cakton gjasat për objektet e pranishme në skenë. Ky hap përdoret për të zvogëluar
hapsirën e kërkimit për njohësin duke përdorur vecori të caktuara.
Modeli i bazës është i organizuar duke përdorur një lloj skeme të indeksimit për të lehtësuar
eleminimin e kandidatëve të mundshëm të objekteve nga shqyrtimi i mundshëm.
Verifikuesi pastaj përdor modele objektesh për të verifikuar hipotezat dhe përpunon gjasat e
objekteve. Sistemi pastaj zgjedh objektin me gjasa më të larta, bazuar në të gjitha dëshmitë,
si objekt i saktë.
Të gjitha sistemet e njohjes së objekteve përdorin modele ose në menyrë eksplicite ose
implicite dhe përdorin detektorë të funksioneve të bazuara në këto modele objektesh.
Formimi i hipotezave dhe komponentët e verifikimit ndryshojnë rëndesinë e tyre në qasje të
ndryshme për njohjen e objekteve. Disa sisteme përdorin vetëm formimin e hipotezave dhe
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pastaj zgjedhin objektin me gjasa më të larta si objekt i saktë (Computer science and
engineering, 2017).
Qasjet e klasifikimit të modelit janë një shembull i mirë i kësaj qasjeje. Shume sisteme të
intelegjencës artificiale, nga ana tjetër, mbështeten pak në formimin e hipotezës dhe bëjnë
më shumë punë në fazat e verifikimit.

Një sistem i njohjes së objekteve duhet të zgjedhë mjete dhe teknika të përshtatshme për
procesin e njohjes. Shumë përzgjedhës duhet të marrin parasysh metodat të cilat janë të
përshtatshme për një aplikim të veҫantë.
Çështjet qendrore që duhet të merren parasysh në hartimin e një sistemi të njohjes së
objekte janë:
•

Objekti ose përfaqsimi i modelit. Si duhet të përfaqsohen objektet në bazën e të
dhënave të modelit? Cilat janë atributet ose tiparet e rëndësishme të objekteve që
duhet të kapen në këtë model? Për disa objekte, përshkrimet gjeometrike mund të
jenë të disponueshme dhe gjithashtu mund të jenë efikase, ndërsa një klasë tjetër
mund të duhet të mbështetet në karakteristika gjenerike ose funksionale. Përfaqsimi
i një objekti duhet të kapë të gjthë informacionin e duhur pa asnjë reduktim dhe
duhet të organizojë këtë informacion në një formë që lejon qasje të lehtë nga
komponentë të ndryshëm të sistemit të njohjes së objekteve (Computer science and
engineering, 2017).

•

Nxerrja e karakteristikave. Cilat karakteristika duhet të zbulohen dhe si mund të
zbulohen ato në mënyrë të besueshme? Shumica e karakteristikave mund të
llogariten në imazhe dy dimensionale, por ato lidhen me karakteristikat tre
dimensionale të objekteve. Për shkak të natyrës së procesit të formimit të imazhit,
disa karakteristika janë të lehta për t’u llogaritur në mënyrë të besueshme ndërsa të
tjerat janë shumë më vështirë.

•

Modelimi i modelit të tipareve. Si mund të përputhen karakteristikat në imazhe me
modelet në bazën e të dhënave. Në shumicën e detyrave të njohjes së objektev, ka
shumë veqori dhe objekte të shumta. Një qasje shteruese e përputhjes do të zgjidhë
problemin e njohjes, por mund të jetë shumë i ngadalshëm për të qenë i dobishëm.
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Efektshmëria e karakteristikave dhe efikasiteti i një teknike përputhëse duhet të
merret parasysh në zhvillimin e një qasje të përputhshme.
•

Formimi i hipotezave. Si mund të përzgjidhen një sërë objektesh të mundshme të
bazuara në përputhjen e funksioneve dhe si mund të caktohet pobabiliteti për ҫdo
objekt të mundshëm? Hapi 1 i formimit të hipotezës është në thelb një udhëheqës
për të zvogëluar madhësinë e hapsirës së kërkimit. Ky hap përdor njohuri për
domenin e aplikacionit për të caktuar një lloj probabiliteti ose objekte të ndryshme
në domen. Kjo masë pasqyron gjasat e pranisë së objekteve të bazuara në
karakteristikat e zbuluara.

•

Verifikimi i objektit. Si mund të përdoren modele objektesh për të zgjedhur objektin
më të ngjashëm nga grupi i objekteve të mundshme në një imazh të caktuar? Prania
e ҫdo objekti të mundshëm mund të verifikohet duke përdorur modelet e tyre.
Dikush duhet të shqyrtojë ҫdo hipotezë të besueshme për të verifikuar praninë e
objektit ose t’a injorojë atë. Nëse modelet janë gjeometrike, është e lehtë të
verifikohen saktësisht objektet duke përdorur vendodhjen e kamerës dhe parametrat
tjerë. Por, ka raste edhe kur nuk mund të verifikohet një hipotezë.

Imazhet e skenave varen nga ndriqmi, parametrat e kamerës dhe vendodhja e
kamerës. Meqënse një objekt duhet të njohet nga imazhet e një skene që përmban
subjekte të shumfishta, kompleksiteti i njohjes së objekteve varet nga disa faktorë.
Një mënyrë cilësore për të shqyrtuar kompleksitetin e njohjes së objekteve do të
merrte parasysh këta faktorë:
•

Stabiliteti i skenës: Kompleksiteti i skenës do të varet nga fakti nëse imazhet
përfitohen në kushte të ngjashme si modele. Nën kushte të ndryshme të skenës,
performancë e detektorëve të ndryshëm të funksioneve do të jetë dukshëm ndryshe.
Natyra e sfondit, objektet tjera dhe ndriqimi duhet të merren parasysh për të
përcaktuar se ҫfarë lloj karakteristikash mund të zbulohen në mënyrë efikase dhe të
besuseshme.

•

Hapësira e imazheve: Në disa aplikacione, imazhet mund të merren në mënyrë të
tillë që objektet tre dimensionale mund të konsiderohen dy dimensionale. Modelet
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në raste të tilla mund të përfaqsohen duke përdorur karakteristika dy dimensionale.
Nëse modelet janë efekte tre dimensionale dhe prespektiva nuk mund të injorohet,
atëherë situata bëhet më komplekse. Në këtë rast, veҫoritë zbulohen në hapsirën
imazhore dy dimensionale, ndërsa modelet e objekteve mund të jenë në hapsirë tre
dimenisonale. Kështu, e njejta veҫori tridimensionale mund të shfaqet si një veҫori e
ndryshme në një imazh. Kjo mund të ndodhë edhe në imazhe dinamike për shkak të
lëvizjes së objekteve.
•

Numri i modeleve në bazën e të dhënave të modelit: Nëse numri i objekteve është
shumë i vogël, atëherë nuk është e nevojshme fomimi i hipotezës. Një
përputhshmëri shteruese në vijim mund të ishte e përshtatshme. Formimi i
hipotezave bëhet i rëndësishëm për një numër të madh të objekteve. Sasia e
përpjekjeve të shpenzuara në përzgjedhjen e karakteristikave të përshtatshme për
njohjen e objekteve rritet me shpejtësi me rritjen e numrit të objekteve.

•

Numri i objekteve në një imazh dhe mundësia e mbylljes: Nëse ka vetëm një objekt
në një imazh, mund të jetë plotësisht e dukshme. Me rritjen e numrit të objekteve në
imazh, rritet probabiliteti i mbylljes. Mbyllja është një problem serioz në shumë
llogaritje bazë të imazhit. Mbylljet rezultojnë në mungesën e karakteristikave të
pritshme dhe gjenerimin e karakteristikave të papritura. Duhet të merren parasysh
edhe mbylljet në fazën e verifikimit të hipotezës. Në përgjithësi, vështërsia në
detyrën e njohjes rritet me numrin e objekteve në një imazh.

Detyra e njohjes së objektit ndikohet nga disa faktorë. Ne klasifikojmë problemin e njohjes
së objekteve në dy klasa:
1. Dy dimensional- Në shumë aplikacione, imazhet përfitohen nga distancë të
mjaftueshme në mënyrë që projektimi të jetë ortografik. Nëse objektet janë
gjithmonë në një pozicion të qëndrueshëm në vendngjarje, ato mund të
konsiderohen dy dimensionale. Në këto aplikacione mund të përdoret një model
bazë dy dimensionale. Ka dy raste të mundshme kur objektet nuk përputhen, si në
sensorë të largët po ashtu edhe në aplikacione industrial dhe kur objektet mund të
jenë të sakta nga objektet tjera që na interesojnë ose të jenë pjesërisht të dukshme.
Në disa raste, edhe pse objektet mund të jenë larg, ato mund të shfaqen në pozicione
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të ndryshme duke rezultuar në pikpamje të shumfishta të qëndrueshme. Por, në këto
raste gjithashtu problem mund të konsiderohet në mënyrë të natyrshme si njohje e
objekteve dy dimensionale (Computer science and engineering, 2017).
2. Tre dimensional – Nëse imazhet e objekteve mund të merren nga këndvështrime
arbitrare, atëherë një objekt mund të duket shumë më i ndryshëm në dy pikëpamjet
e tij. Për njohjen e objekteve duke përdorur modele tre dimensionale, duhet të
merret parasysh efeketi i prespektivës dhe këndvështrimi i imazhit. Fakti që modelet
janë tre dimensionale dhe imazhet përmbajnë vetëm informacione dy dimensionale
prek qasjet e njohjes së objekteve. Përsëri, dy faktorët që duhen konisderuar janë
nëse objektet janë të ndara nga objektet e tjera ose jo. Për rastet tre dimensionale,
duhet konsideruar informacioni i përdorur në detyrën e njohjes së objekteve. Dy
raste të ndryshme janë:
•

Intensiteti. Nuk ka informacion sipërfaqësor të disponueshëm në mënyrë
eksplicite në imazhet me intensitet. Duke përdorur vlerat e intensitetit, duhet
të njihen veҫoritë që korrespodojnë me strukturën tre dimensionale.

•

Imazhet 2.5 dimensionale. Në shumë aplikacione, paraqitjet sipërfaqësore
me koordinata me qendër janë në dispoziocion, ose mund të llogariten nga
imazhet. Ky informacion mund të përdoret për njohjen e objekteve. Imazhet
e fushës janë gjithashtu 2,5 dimensionale. Këto imazhe japin distancë në
pika të ndryshme në një imazh nga një këndvështrim i veҫantë.

Imazhet përfaqesojnë një skenë nga prespektiva e kamerës. Duket e natyrshme të
përfaqësosh objekte në një sistem koordinativ, kamera-centrike ose qendër të shikuesve..
Një mundësi tjetër është që të përfaqësohen objektet në një sistem koordinativ të
përqëndruar në objekt.

Meqenëse është e lehtë të transformohet nga një sistem koordinativ në tjetrin duke përdorur
pozicionet e tyre relative, ҫështja qendrore në zgjedhjen e sistemit të duhur të koordinimit
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për të përfaqësuar objektet është lehtësia e përfaqësimit më efikas për zbulimin e
funksioneve dhe proceseve pasuese. Përfaqsimet e përqendruara në vëzhgues përcaktohen
në hapsirën e imazhit. Këto përfaqsime kapin karakteristikat dhe detajet e imazheve të
objekteve. Një nga qasjet më të hershme dhe më rigoroze për njohjen e objektit bazohet në
karakterizimin e objekteve duke përdorur një vektor të veҫorive. Ky vektor funskionor kap
karakteristikat themelore që ndihmojnë në dallimin e objekteve në një fushë aplikimi.
Karakteristikat e zgjedhura në këtë qasje janë zakonisht veҫoritë globale të imazheve të
objekteve. Këto karakteristika përzgjidhen ose në bazë të përvojës ose duke analizuar
efikasistetin e një veҫorie në grupimin e objekteve të së njejtës kategori.

Fig 17 Hapësira dy dimensionale e funskionit për njohjen e objekteve.

Çdo objekt në këtë hapësirë është një pikë. Karakteristikat duhet të normalizohen për të
pasur njësi të njëtrajtshme në mënyrë që t caktohen peshat e ndryshme (Computer science
and engineering, 2017).

Një përfaqësim i përqëndruar në objekt përdor përshkrimin e objekteve në një sistem
koordinativ të bashkangjitur në objekte. Ky përshkrim zakonisht bazohet në karakteristikat
tre dimensionale ose përshkrimin e objekteve.
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Shumica e qasjeve për njohjen e objekteve janë qasje të bazuara në tiparet e imazhit të
objekteve. Këto qasje përpiqen të ndajnë imazhin në disa tipare lokale dhe pastaj të
paraqesin një objekt si karakteristikë imazhi.

5.1Detektimi i karakteristikave
Shumë lloje të karakteristikave përdoren për njohjen e objekteve. Shumica e
karakteristikave bazohen në të dy rajonet ose kufijtë në një imazh. Supozohet se një rajon
ose një kufi i mbyllur korrespodon me një entitet që është ose një objekt ose një pjesë e një
objekti (ResearchGate, 2017).

Fig 18 Detektimi i karakteristikave të imazhit, përkatësisht objektit në imazh

1. Karakteristikat Globale
Karakteristikat globale zakonisht janë disa karakteristika të rajoneve në imazhe si
madhësia, perimetri, përshkruesit e Furierit etj. Karakteristikat globale mund të
merren ose për një rajon duke marrë parasysh të gjitha pikat brenda një rajoni, ose
vetëm për ato pika në kufirin e një rajoni. Në secilin rast, qëllimi është gjetja e

31

përshkruesve që merren duke marrë parasysh të gjitha pikat, vendodhjet e tyre dhe
marrëdheniet hapësinore (ResearchGate, 2017).

Fig 19 a) Vendodhja relative e duarve, b) Orientimi i krahut, c) Thellësia e krahut në
krahasim me kamerën

2. Karakteristikat Lokale
Karakteristikat lokale janë zakonisht në kufirin e një objekti ose përfaqsojnë një
zonë të vogël dalluese të një rajoni. Lakëzimi mund të jetë lakimi në një kufi ose
mund të llogaritet në një sipërfaqe. Sipërfaqja mund të jetë një sipërfaqe e
intensitetit ose një sipërfaqe me hapësirën 2.5 dimensionale. Pikat e lakimit të lartë
zakonisht quhen boshe dhe luajnë një rol të rëndësishëm në njohjen e objekteve.
Karakteristikat lokale mund të përmbajnë një formë specifike të segmentimit të
kufijve të vegjël ose një pjesë të sipërfaqes (Computer science and engineering,
2017).

Fig 20 Detektimi i karakteristikave lokale
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Fig 21 Një objekt shfaqet me karakteristikat e tij lokale. Ndërsa tabela përdoret për njohjen e
objekteve duke përdorur një qasje të përputhjes së grafikantëve.

3. Karakteristikat Relacionale
Karakteristikat relacionale bazohen në pozicionet relative të entiteteve të ndryshme,
rajoneve, konturave të mbyllura ose karakteristikave lokale. Këto karakteristika
zakonisht përfshijnë distancën ndërmjet karakteristikave dhe matjeve relative të
orientimit. Këto karakteristika janë shumë të dobishme në përcaktimin e objekteve
të përbëra duke përdorur shumë rajone ose veҫori lokale në imazh. Në shumicën e
rasteve, pozicioni relative i entiteteve është ai që përcakton objektet.

Fig 22 Një objekt dhe përfaqsimi i tij i pjesshëm duke përdorur karakteristikat lokale dhe
globale
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5.2 Strategjia e njohjes
Njohja e objektit është sekuenca e hapave që duhet të kryhen pasi të jenë zbuluar
karakteristikat e duhura. Bazuar në karakteristikat e zbuluara në një imazh, duhet të
formulohen hipoteza rreth objekteve të mundshme në imazh. Këto hipoteza duhet të
verifikohen duke përdorur modele objektesh. Jo të gjitha teknikat e njohjes së objekteve
kërkojnë formimin e hipotezave dhe hapat e verifikimit.

Fig 23 Në vartësi të kompleksitetit të problemit, një strategji njohje mund të ketë nevojë të
përdorë njërën ose të dyja formimin e hipotezave dhe hapat e verifikimit.
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6.APLIKIMI I MACHINE LEARNING IN IMAGE PROCESSING
(OBJECT RECOGNITION)
Teknologjia e njohjes së objekteve ka evuluar në një pikë në të cilën aplikacionet e
ndjeshme po bëhen të mundshme. Në të vërtetë, industria ka krijuar një shumëllojshmëri të
produkteve dhe shërbimeve të vizionit kompjuterik nga zona tradicionale e inspektimit të
makinave në aplikimet më të fundit si mbikqyrja në video dhe foto.
Fushat e aplikimit për përpunimin e imazhit përfshijnë hapsirë të largët duke filluar në
mjeksi, biologji, astronomi, në sistemet intelegjente të transportit, përcjelljen e lëvizjes së
objekteve, mbikqyrje për mbrojtje etj.
Në vitet e fundit, përparime dramatike janë bërë në vizionin kompjuterik në fushën e
njohjes së objekteve brenda imazheve me ngjyra. Nën kushte optimale, shkalla e njohjes së
objekteve mund të afrohet edhe me atë të njohjes njerëzore.
Për një makinë që duhet të njohë një objekt, për shembull hundën e njeriut, duhet të
ushqehet me mijëra dhe miliona imazhe të ndryshme të hundës. Objekti i interesit,hunda në
këtë rast, duhet të përvijohet manualisht dhe të segmentohet brenda imazheve në mënyrë që
të bëjë makinën të kuptojë të gjitha objektet, pavarsisht nga dallimet e tyre, që në të vërtetë
është hundë. Këto imazhe pastaj përfaqsohen në formë matrice për të ushqyer algoritmin e
machine learning, si një problem optimizimi me variabla në shkallë të gjerë dhe zgjidhje që
gjenerojnë miliona parametra, të cilat do të përdoren për të njohur objektin në një imazh që
nuk është shënuar.
Megjithatë, në imazhin mjekësor , gjërat bëhen më të ashpra. Imazhet janë voluminoze, në
të zezë dhe të bardhë, ndonjëherë në 3D dhe mund të përmbajë “zhurmë”. Për më tepër,
mësimi i makinës në një makinë për të njohur një tumor mund të jetë shumë komplekse
sesa mësimi për të njohur hundën për shembull. E njejta vlen edhe për një makinë: detyra
është më komplekse, sepse kjo njohuri mjekësore duhet të jetë në formën e një modeli
matematik. Për një makinë që të njohë një anomali (si psh një tumor) ose një organ, ajo
duhet të ushqehet me mijëra imazhe ku zona e interesit më parë ishte e përcaktuar
manualisht nga personeli i trajnuar si radiologët.
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Numri i mundësive është shumë i madh dhe sasia e informacionit për përpilimin dhe
procesi është i pamatshëm, për këtë arsye është e nevojshme të zhvillohen algoritme efikase
optimizimi (optimizimi kombinator) për të përdorur informacionin dhe për t’i mundësuar
një makinë të interpretojë këto imazhe në mënyrë automatike (Substance-en, 2017).

6.1 Aplikimi në fushën e mjeksisë – teknika biomedical imaging
Machine learning in image processing ofron metoda per mësimin automatik të modeleve
komplekse nga të dhënat empirike dhe marrjen e vendimeve intelegjente bazuara në sjelljen
e të mësuarit. Kjo shpesh bëhet e domosdoshme në fushën e mjekesisë për aplikime
mjeksore.
Sot, machine learning in image processing në mjeksi zgjerohet përtej vizualizimit të
thjeshtë dhe inspektimit të strukturave anatomike. Përfshirja e një sërë modelesh të imazhit
mjeksore siguron informacion kuptimplotë strukturor, anatomik dhe funksional në lidhje
me organet njerëzore që shërben për të udhëhequr procedurat e ndërhyrjes, për të
planifikuar operacione dhe për të ndihmuar në ndjekjen e sëmundjeve të pacientëve (Spiro
solutions, 2017).
Disa nga aplikimet e aplikacionit të imazhit Biomedical janë:
•

Identifikimi i sëmundjes së zemrës – Tiparet e rëndësishme diagnostifikuese si
madhësia e zemrës dhe forma e saj duket ditur më parë (e kjo mundësohet
përmes machine learning in image processing) në mënyrë që të klasifikohet
sëmundja e zemrës. Pastaj pas inxhizimeve të zemrës në rast se hasim në ndonjë
pengesë që kompjuteri e detekton që diqka nuk është në rregull me zemrën,
detektohet sëmundja.

•

Identifikimi i sëmundjeve të mushkërive – mundësohet përmes rrezeve X, ku
rrezet që duken të errëta përmbajnë ajër ndërsa rajoni që duket i lehtë janë indet
e ngurta. Krahët, zemra, shpina e krahrorit dhe diafragma që ndan zgavrën e
gjoksit nga zgavra e barkut të gjitha mund të shihen qartë përmes filmit X-ray.

•

Mamografia digjitale – Kjo përdoret për të zbuluar tumorin e gjirit.
Mamogramet mund të analizohen duke përdorur teknika të përpunimit të
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imazhit siҫ janë segmentimi, analiza e formave, zgjerimi i kontrastit, nxjerrja e
fuknsioneve etj (people.idsia.ch, 2017).

Për diagnozën mjekësore, përdoren lloje të ndryshme të mjeteve të imazhit si GammaRay, X-ray Ultrasound, temografi kompjuterike CT, MRI etj (Image Processing, 2017).
•

Gamma-Ray Imaging: Përdorimet kryesore të imazhit të bazuar në rrezet gama
përfshijnë mjeksinë bërthamore dhe vëzhgimet astronomike. Imazhet prodhohen
nga emitimet e grumbulluara nga detektorët e rrezeve gamma (Applications of
digital image processing, 2017).

Fig 24 Gamma-Ray Imaging

•

X-ray Imaging: X-rrezet janë burimet më të vjetra të rrezatimit EM që përdoren
për imazhe. Përdorimi më i njohur i radiografisë është diagnostifikimi mjeksorë.
Në radiografitë digjitale merren një nga këto dy metodat:
1. Digjitalizimi i filmave X-ray (Tolson, 2017)
2. X-rrezet që kalojnë përmes pacientit dhe bien në një pajisje të tillë si
ekrani i fosforit që konverton rrezet në dritë.
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Fig 25 X-rays imaging

•

MRI- Magnetic resonance imaging

Fig 26 Përdorimi i image processing në resonancë magnetike

6.2

Identifikimi i komponentëve të gabuara

Ky aplikacion identifikon komponentët e gabuara në sistemet elektornike ose
elektomekanike.
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Fig 27 Image processing in PCB inspection

6.3

ANPR - Njohja automatike e targave (Automatic number plate

recognition)
Ёshtë njëra ndër teknologjitë që përdorë njohjen e karakterit optik në imazhe për të lexuar
target e regjistrimit të automjeteve (Traffic monitoring, 2017).
Puna që po zhvillohet është një punë e bazuar në përpunimin e imazhit për njohjen
automatike të numrit të pllakës nga imazhi i automjetit, i cili mundëson njohjen e pllakes
unike të numrit të mjetit për një sistem intelegjent të menaxhimit të trafikut ose automjetit.
Me zhvillimin e shpejtë të autostradës dhe përdorimin e gjerë të automjeteve, njerëzit kanë
filluar të kushtojnë gjithnjë e më shumë vëmendje në sistemet e avancuara, efikase dhe të
sakta të transportit intelegjent. Detyra e njohjes së pllakave të automatizuara (ANPR) është
mjaft sfiduese nga imazhet e automjeteve për shkak të ndryshimeve të pikpamjeve, kur
trupat e automjeteve dhe pllakat e lejës kanë ngjyrë të ngjashme, formate të pllakave shumë
stilesh dhe kushte ndriqimi jo të njëtrajtshme gjatë marrjes së imazhit (Semanticscholar,
2017).
ANPR përdoret gjerësisht për zbulimin e shpejtësisë së automjeteve, kontrollin e sigurisë
në zonat e kufizuara, zonat e parkimit të pambrojtura, zbatimin e ligjit të trafikut dhe
mbledhjen elektronike të taksave etj. Hapat e mëdha për të kryer punën e ANPR mund të
përcillet përmes këtyre hapave:
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1. Përvetsimi i imazhit
2. Njohja e numrit të pllakave
3. Zbulimi i skajeve
4. Segmentimi i karaktereve
5. Njohja e karakterit dhe përputhja me skajet e të dhënave.
Ndërhyrja njerëzore e bën sistemin shumë të prirur ndaj gabimeve dhe joefikasë prandaj
është zhvilluar sistemi i cili do të kapë në mënyrë automatike imazhin e automjetit dhe
gjithashtu do ta përpunojë imazhin duke hequr efektin e zhurmës dhe turbullirave me
ndihmën e aktiviteteve të para përpunimit të imazhit. Ky imazh i para përpunuar i cili është
prodhim i pjesshëm i jepet procesit të ardhshëm, gjegjësisht gjetjes së rajonit të interesit, të
cilat janë numrat e pllakës. Për ta realizuar këtë, ne përdorim algoritmin e gjurmimit. Ky
proces do të zbulojë numrat e pllakës nga imazhi i marrë. Ky imazh i përpunuar pjesërisht, i
cili është prodhimi i hapit të mëhershëm, do të vazhdojë në hapin tjetër që është zbulimi i
skajeve të targës. Ky zbulim bëhet me ndihmën e algoritmit Canny Edge, i cili së bashku
me zbulimin e skajeve gjithashtu rrit cilësin e imazhit duke përdorur formën Gaussian si
pjesë e filtrimit të tij (Spatio-temporal, 2017).
Zbulimi i imazhit është i futur në algoritmin e segmentimit që ndan karakteret individuale
nga prodhimi i hapit të mëhershëm. Nga kjo do të gjejmë karakteret individuale që janë të
pranishme në pllakën e numrave dhe do t’i bashkojmë ato individualisht me ndihmën e
agjenteve të rrjetëzimit artificial neuror të cilat janë trajnuar me mijëra imazhe të mostrës.
Dalja përfundimtare e sistemit do të jetë forma e digjitalizuar e numrave të targave të
automjetit (scholarworks, 2017).

6.4

Face recognition

Ёshtë një procedurë me anë të së cilës ne mund të nxjerrim rajonin e fytyrës nga një trup
njerëzor. Koncepti mund të zbatohet në mënyra të ndryshme, por kryesisht përdoren katër
hapa për këtë implementim.
Në hapin e parë lokalizojmë rajonin e fytyrës që do të thotë që po parashikojmë ato pjesë të
një imazhi ku mund të paraqitet një fytyrë. Në hapin e dytë ne normalizojmë rajonin e
zbuluar, në mënyrë që shtrirjet e tipareve të fytyrës të ndryshme të jenë në vendin e duhur.
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Në hapin e tretë nxjerrim veҫori të ndryshme të fytyrës si sytë, hundën, gojën etj. Në hapin
e katërt, ne vërtetë e vërtetojmë nëse pjesët e pritura krijojnë një fytyrë. Për këtë procedurë
përdoren rregulla, skema ose baza të të dhënave të imazhit (Face detection, Gary Chern,
2017).

Fig 28 Hapat e Face recognition

1. Lokalizimi: në këtë hap gjendet rajoni i fytyrës në një imazh. Një rajon i fytyrës
përmban vetëm disa tipare të fytyrës, ndërsa numri i veҫorive varet nga aplikimi. Në
procesin e lokalizimit mund të kalojmë nëpër disa pengesa si zbulimi i rrejshëm për
shkak të pranisë së disa pengesave në fytyrë, kualitetit të dobët të pamjes, orientimit
të pozicionit të kokës, shprehjes etj. Prandaj duhet të marrim parasysh të gjitha këto
kufizime për të bërë fytyrën procesin e zbulimit më të fuqishëm (Semanticscholar,
2017).
2. Normalizimi: pas gjetjes së duhur të rajonit që përmban një fytyrë, ne duhet të
normalizojmë rajonin e fytyrës. Duke përdorur procesin e normalizimit, ne e lidhim
rajonin e fytyrës në një mënyrë të tillë që të gjitha tiparet e fytyrës të jenë në vendin
e duhur. Po ashtu ne mund të hasim në rrotullim të imazhit apo ndonjë transformim
tjetër për ta ndërlidhur atë me hyrjen në bazën e të dhënave.
3. Ekstraktimi i tipareve të fytyrës: në këtë hap të zbulimit të fytyrës ne nxjerrim
veҫori të ndryshme të fytyrës si sytë, hundën, gojën etj.
Egzistojnë tri lloje të metodave të nxjerrjes së funksioneve: Metoda e përgjithshme
e bazuar në skajet, linjat dhe kthesat. Kjo metodë përdoret për të zbuluar tipare të
ndryshme si sytë, hundën, gojën etj. Metoda e bazuar në segmentimin e ngjyrave
përdorë ngjyrën e fytyrës në vend të vlerave të intensitetit. Metoda e bazuar në
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paraqitje është në gjendje të menaxhojë ndryshimet në kushtet e ndriqimit, formën,
paraqitjen dhe reflektimin.
4. Verifikimi: në këtë proces verifikohen marrëdhëniet në mes karakteristikave të
ndryshme me disa hyrje në bazën e të dhënave që përmban një numër të madh të
fytyrave. Verifikimi nuk mund të bëhet duke përdorur vetëm hyrjen në bazën e të
dhënave, por gjithashtu mund të perdorim edhe disa teknika të bazuara në regulla që
përdorin korrelacionin e tipareve të fytyrës si parametër të saj, ose duke përdorur
metoda të bazuara në shabllona ku përdoret një model i veҫantë dhe përpiqet të gjejë
nga një rajon të fytyrës që i përshtatet pikërisht atij modeli.

Teknikat e zbulimit te fytyrës: një numër i madh i teknikave të përfaqsimit janë në
dispozicion për zbulimin e fytyrave, duke përfshirë njohuri të bazuara, modelin e
përputhshmërisë së shabllonit, metodën e paraqitjes, metodën e bazuarë në pjesë etj.
•

Metoda e bazuar në njohuri. Këto metoda të bazuara në rregulla kodojnë
njohuritë njerëzore për atë që përbën një fytyrë tipike. Zakonisht, rregullat kapin
marrëdhëniet midis tipareve të fytyrës. Janë të dizajnuara kryesisht për
lokalizimin e fytyrës, që synon të përcaktojë pozicionin e imazhit të një fytyre të
vetme.

•

Qasjet e pandryshueshme të tipareve. Këto algoritme synojnë të gjejnë tipare
strukturore që ekzistojnë edhe kur pozicioni, këndveshtrimi ose kushtet e
ndriqimit ndryshojnë dhe pastaj përdorin ato për të gjetur fytyrën. Kjo metodë
fillon me procesin e nxjerrjes së funksioneve dhe përballen me gjetjen e
kandidatëve dhe më vonë verifikojnë secilin kandidatë me anë të marrëdhënieve
hapësinore midis këtyre karakteristikave.

•

Metodat e përputhjes së modeleve. Në këtë kategori, disa modele standard të një
fytyre janë ruajtur për të përshkruar fytyrën si një tërësi ose veҫoritë e fytyrës
veҫ e veҫ. Korrelacionet midis një imazhi të inputit dhe modelit të ruajtur janë
llogaritur për zbulim. Këto metoda janë përdorur për lokalizim dhe zbulim të
fytyrës.
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•

Metodat e paraqitjes. Në kontrast me përputhjen e modelit, modelet mësohen
nga një sërë imazhesh trajnimi, të cilat duhet të kapin ndryshueshmerinë
përfaqësuese të paraqitjes së fytyrës. Këto metoda të mësuara përdoren për
zbulim.

•

Metoda të bazuara në pjesë. Me zhvillimin e kornizës grafike të modelit dhe
zbulimin e pikave të interesit metoda e bazuar në pjesë ngadalë tërheqë me
shumë vëmendje (Semanticscholar, 2017).
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7.PЁRFUNDIMI
Machine learning in image processing – object recognition është një proces shumë i
vështirë, pasi kërkon shumë të dhëna për të arritur mësimin. Duke bërë analogji me njeriun
dhe kompjuterin për njohjen e objekteve, vërejm që ato dallojnë shumë pak, e këtë mund ta
dokumentojmë përmes kësaj analize: njeriu mund t’i dallojë 17.000 ngjyra ndërsa
kompjuterat kanë 256 ngjyra të ndryshme, por me tre komponentët e RGB (red, green,
blue), të cilët kanë 24, 26 dhe 28 nivelet e kuantizimit, atëherë sasia e përgjithshme e
ngjyrave del që është 17.472 përafërsisht e njejtë me numrin e ngjyrave të përceptuara nga
syri i njeriut.

Por, edhe pse kompjuteri e ka arritur numrin e njejtë të përceptimit të ngjyrave sikur njeriu,
ai asnjëherë nuk mund të zhvillohet deri në atë pikë që t’i detektojë të gjitha objektet
brenda një hapësire sikur njeriu.
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