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Summary
Low dimensional structures have revolutionised electronic devices in terms
of their potential and increased efficiency. They can be applied to promising
materials where the electronic properties can be modified to suit different
optoelectronic applications. In recent years, the growth of self-assembled
nanostructures has been intensely studied, both for understanding ba-
sic physics and for implementation in device applications. The proper-
ties of nanostructures strongly depends on their dimensionality. In three-
dimensional (3D) nanostructures for example, there are situations in which
only discrete energy states are allowed and the density of states (DOS)
resembles a series of delta functions. The ability to control this density
of states over a very narrow energy range is significant for a variety of
theoretical topics and device applications. The fabrication of 3D nanos-
tructures gained a lot of attention in the 1990s when quantum dots (QDs)
were first demonstrated using lattice mismatched layers in the Stranski-
Krastanov (SK) growth mode and the droplet epitaxy (DE) fabrication
technique grown by MBE. Self-assembled nanostructures grown by these
two methods generally show very high optical crystal quality suitable for
device applications.
In the course of this work, the fabrication and characterisation of nanos-
tructures using different configurations of epitaxial growth have been inves-
tigated. Self-assembled GaAs quantum rings (QRs) were fabricated on an
AlGaAs/GaAs substrate using the DE technique. The mechanism of the
formation of GaAs QRs was investigated indirectly using photolumines-
cence (PL) spectra. It has been found that GaAs QRs have a bimodal dis-
tribution resulting in dual PL peaks. By extending self-assembled growth
of QRs to ordered QRs, laser interference lithography (LIL) was used to
create a template with subsequent transfer to SiO2. InGaAs and GaAs
vii
QRs were grown using DE with a SiO2 nanohole template. It was observed
that GaAs rings form clusters inside a single SiO2 nanohole compared to
one single InGaAs ring in each SiO2 nanohole. It is proposed that the dif-
ference in morphology is a result of different migration speeds of Ga and
In.
LIL requires extensive setup and processing time plus there is a lim-
itation of the feature size it can fabricate. This leads to exploration of
other templating solutions. Non-lithographic self-assembled anodic alu-
minium oxide (AAO) has been used as a growth template for its ease of
fabrication and template transfer onto substrates of interest. By combin-
ing this template and epitaxial growth, different nanostructures can be
realised by subsequent etching of the AAO template. The use of an AAO
template was employed in the growth of ordered InGaAs QDs using the
migration enhanced epitaxy (MEE) technique. Good growth selectivity
was observed by increasing the diffusion lengths of the individual group
III species. These results provide a pathway for fabricating ordered III-V
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This chapter briefly touches on the history of III-V semiconductor com-
pounds and their applications in semiconductors electronics. This is fol-
lowed by the introduction of the material properties of GaAs and the
physics of nanostructures. The applications of GaAs based nanostructures
will be discussed together with their integration with current nanofabri-
cation techniques. The chapter concludes with an outcome of the thesis
organisation and the key contributions of this thesis.
1.1 III-V semiconductors
Semiconductor device development took the stage with the discovery of
the transistor in 1947 by John Bardeen, Walter Brattain, and William
Shockley [1]. This spurred interest in semiconductor research in many
areas, one of which was to find a better material than Si. Gallium Arsenide,
GaAs, for example, is a superior material to Si in terms electronic and
optical properties. Since the recognition of GaAs superiority, it took several
decades before the availability of commercial GaAs devices in the 1970s.
Besides material development, advancement in fabrication techniques has
led to a progressive reduction in dimensionality of materials, starting from
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bulk GaAs to quantum wells (QWs), quantum wires and then to quantum
dots (QDs).
1.1.1 Properties of GaAs
GaAs is a III-V compound semiconductor with a substituted diamond lat-
tice known as a zinc blende structure. The atomic arrangement in a unit
cell is shown in figure 1.1. GaAs has a lattice constant of a = 5.653 A˚. The
electronic band structure of GaAs is shown in figure 1.2. From the band
structure, the smallest bandgap between the valence band and conduction
band occurs at the Γ point making it a direct bandgap semiconductor.
The reason for studying GaAs based III-V semiconductor is because of
its superior intrinsic electronic and optical properties. These advantages
include:
Figure 1.1: Unit cell of GaAs.
2
Figure 1.2: Band structure of GaAs [2].
1. High electron mobility
2. High electron drift velocity
3. Thermally stable semi-insulating substrates
4. Ability to form a variety of heterojunctions with other III-V materials
GaAs has approximately 6× higher electron mobility compared to Si
and semi-insulating GaAs substrates are intrinsically stable at high tem-
peratures to cope with heat generation in high speed devices. Lastly and
most importantly, GaAs can be lattice engineered with a variety of ma-
terials such as Indium (In), Aluminium (Al), Phosphorous (P) producing
InGaAs/GaAs, AlGaAs/GaAs, InGaP/GaAs, etc. [3]. The ability to alloy
III-V semiconductors is a very important advantage because the properties
of III-V compounds can be tuned precisely to meet a device’s requirements.
3
For instance, the addition of Al and In to GaAs can increase or decrease
the bandgap, respectively. This allows optical emission from GaAs to be
tuned for different purposes in optoelectronics such as different emission
wavelengths in light emitting diodes (LEDs) and lasers.
1.1.2 GaAs based devices
GaAs devices are found mainly in electronic devices, light-based photonic
devices or a combination of optoeletronic devices. A prime example of
GaAs based electronic devices are power amplifiers by Apple, currently
used in their flagship iPhone 5 mobile phones. In the arena of photonic de-
vices, GaAs is a direct bandgap material, so light emission by spontaneous
emission or stimulated emission is possible. GaAs lasers were invented in
1962 [4] which led to intense research and development of the light emitting
properties of GaAs. GaAs then gained new importance which ultimately
led it to becoming a material of large commercial value. GaAs based lasers
made their way into one of the most important devices in music history,
the compact disc (CD) audio player. The audio CD which uses a 780 nm
wavelength GaAs laser has penetrated into almost every household around
the globe. As mentioned earlier in point 4 of GaAs advantages, GaAs can
be alloyed with other elements to create ternary and quaternary elements
to customise the bandgap while maintaining a high degree of lattice match-
ing with the substrate material. Figure 1.3 shows a plot of bandgap versus
the lattice constant of common III-V semiconductor materials. This pro-
vides designers with a degree of freedom in the types and combinations of
materials that can be used to configure the devices needed. An example
would be in the case of optical interconnect applications. Optical fiber has
only three wavelength windows of lowest attenuation, viz. 0.85 µm, 1.3
µm and 1.55 µm. III-V semiconductor lasers using InGaAsP as an active
4
Figure 1.3: Plot of bandgap against lattice constant of various III-V semi-
conductors [8]. Reproduced with permission.
material that lase at 1550 nm are employed in fiber-optic telecommunica-
tions to take advantage of one of the three windows. This is in comparison
to Si, which is an indirect bandgap material and with low mobility faces
tremendous challenges in realizing photonic devices. Although there have
been efforts in realizing Si-based light emitters such as Si Raman lasers
[5], achieving room temperature continuous lasing still requires significant
advancement to reach the current performance level achievable with III-V
semiconductor compounds [6, 7].
As a downside, GaAs is a compound semiconductor and the cost of
refining the material is higher than that of elemental counterparts. Thus,
GaAs based electronics finds their niche in small-sized circuits that require
high speed or low power consumption.
In the fabrication of ternary and quaternary compounds, the lattice
constant of the alloy may not match exactly that of the GaAs substrate.
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Figure 1.4: Schematic diagram showing possible heterostructure film
growth. (a) Identical lattice matching, (b) Dislocations arising from lattice
mismatched film and (c) Strained film from a lattice mismatched film, t
≤ tc
When these alloys are deposited on GaAs, the film layers are forced to
lattice match with the substrate’s lattice. This stress in the film is known
as film strain. If the deposited film is below a certain critical thickness, tc,
this film can stretch or compress itself to match the substrate completely.
A larger lattice mismatch typically will have lower tc and vice versa. When
a deposited film’s thickness exceeds tc, the film starts to relax through the
formation of misfits and dislocations in the lattice structure [9]. Figure 1.4
shows three different possible scenarios for heteroepitaxial growth. Dislo-
cations in a crystal’s structure act as non-radiative recombination centers
that hamper a devices’ performance. In general, fabricated thin films such




As mentioned earlier in the introduction of III-V semiconductors, the di-
mensional reduction of semiconductors increases the carrier confinement.
The ultimate limit in carrier confinement is a QD nanostructure as it rep-
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Figure 1.5: Schematic morphology (left) and density of states (right) for
charge carriers in semiconductor structures with different dimensionalities:
(a) bulk, (b) quantum well, (c) quantum wire, and (d) quantum dot [10].
Reproduced with permission.
resents confinement of carriers in all three spatial dimensions. Because
of this unique physical property, semiconductor QDs have gathered much
attention in research. QDs can confine the motion of charge carriers (elec-
trons and holes) in all three spatial directions leading to discrete energy
levels. An illustration of the change in the density of states versus different
dimensions of confinement is shown in figure 1.5. From the figure, the 3D
confinement of carriers and discrete density of states in QDs is easily seen
[10]. The discrete atomic-like energy states in QDs are different from those
systems with a higher order of dimensionality. This unique property has
seen the development of novel optoelectronic devices in recent years. The
electronic properties of QDs are now functions of the physical dimensions
such as the shape, size and the QDs’ material composition which are cus-
tomisable. QDs have shown potential applications in devices such as solar
cells, single photon sources and advanced lasers [11, 12, 13]. QDs can be
fabricated broadly in two ways; that is, by a self-assembled process or a
templating process.
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Figure 1.6: Schematic of SK growth mode with a wetting layer and a 3D
island.
Stranski-Krastanov growth of QDs
Self-assembled QDs are mainly grown by the Stranski-Krastanov (SK)
growth mode [14] characterized by both 2D layer and 3D island growth. SK
growth mode is accomplished by growing a layer of film with a significantly
different lattice constant on the substrate material, e.g., InAs on a GaAs
substrate with a lattice mismatch of approximately 7%. During the initial
growth stage where the total thickness of the deposited film has not reached
the critical thickness, tc, the growth proceeds resulting in a strained film.
This film is known as a wetting layer. Beyond the critical thickness, the
deposited film starts to develop a lattice mismatch with the bottom layer
for strain relief. This results in the nucleation of 3D islands illustrated in
figure 1.6. These 3D islands will grow to form QDs.
Droplet epitaxy growth of QDs
Self-assembled QDs can also be grown by droplet epitaxy (DE). During DE,
a group III metal is first deposited on the substrate in the absence of group
V elements. They form metal droplets on the surface from the Volmer-
Weber 3D growth mode. There is no wetting layer involved in DE unlike SK
growth mode. After group III deposition, a group V material with a high
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Figure 1.7: Schematic of DE growth mode using GaAs as an example.
flow rate is deposited to crystallise the metal droplets. QDs fabricated by
DE can be lattice matched or lattice mismatched to the substrate material.
Figure 1.7 shows the DE process for the case of GaAs QDs.
1.2.2 Quantum rings
Using DE, other nanostructures with a wide range of geometries can be cre-
ated, such as quantum rings (QR), concentric QRs and dot-in-ring nanos-
tructures [15, 16, 17, 18]. QRs were first observed by Koguchi’s group in
1993 [19]. Just like QDs, QRs possess atom like properties, making poten-
tially interesting device applications possible in areas of optics, optoelec-
tronics, and quantum computing. Since then, there have been an increase
in both experimental and theoretical work in semiconductor QRs. QR is an
interesting nanostructure; for example, the void in the middle of a ring has
the ability to control the emission spectrum of the QR when it is pierced by
a magnetic flux together with an applied lateral electric field [20]. Specif-
ically, by varying the magnetic field strength applied to the QRs, one can
change the phases of electronic wave functions. The observed oscillations
in the electronic wave functions are known as the Aharonov-Bohm (AB)
effect [21].
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Droplet epitaxy growth of QRs
The growth procedure of QRs using DE is very much similar to QDs de-
scribed in section 1.2.1. The main difference lies in the substrate tempera-
ture and group V element crystallisation flux which controls the resultant
shape of the III-V nanostructure. Taking GaAs QRs as an example, after
Ga droplet deposition, the supply of As flux has a direct impact on the
resultant nanostructure shape. With a high As flux, QDs are formed and
conversely with a low As flux, QRs are formed [22]. This will be explained
in depth in section 2.2.1. Theoretical models have been created to explain
the formation of GaAs QRs using the kinetic model [23, 24]. Li’s group
explained that after Ga droplet deposition, the surface is divided into three
regions, the first is the surface of the Ga droplet, the second is the diffusion
region of Ga atoms, and the last is a trapped region of As atoms [24]. This
is illustrated in figure 1.8. During the deposition of As on the Ga droplet,
the resultant final shape is determined by the size of the diffusion region
of Ga atoms which is determined by the balance between the diffusivity of
Ga atoms and the trapping ability of As atoms. The diffusivity and the
trapping ability are regulated by the temperature and the intensity of As
flux [25]. This has also been verified experimentally by a number of other
groups [22, 26, 27].
1.3 PL emission from nanostructures
As mentioned in the introduction, III-V materials stand out well in op-
toelectronic materials. The direct band gap property and the ability to
engineer the bandgap makes them suitable for the manufacture of photonic
devices. One form of characterisation of these crystal properties is photo-
luminescence (PL). PL is a process in which a material absorbs photons
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Figure 1.8: Schematic illustration of the kinetic diffusion of Ga and trapped
As atoms.
(electromagnetic radiation) and re-radiates photons. In quantum mechan-




that is greater than the bandgap energy Ebulkg . This energy is being
absorbed by the electrons in the valence band which are promoted to the
conduction band forming an electron-hole pair. For bulk semiconductors,
when these photo-excited electrons from the conduction band recombine
with the holes in the valence band, electromagnetic radiation with energy
equivalent of the bandgap is emitted. The schematic of the PL process of
excitation and recombination is illustrated in figure 1.9.
PL from nanostructures such as QDs and QRs is particularly interesting
because of the discrete density of states arising from the quantum confine-
ment effect. The quantum confinement effect causes the splitting of energy
levels into discrete states when the physical size of the QD is smaller than
the size of its exciton Bohr radius. Thus by varying the size of the QD,
the energy levels between the conduction to valence band can be changed.
In turn, this changes the PL emission spectra. This size versus emission
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Figure 1.9: Schematic illustration of the (a) photo-excitation process and
(b) the recombination process.
makes nanostructures attractive from a design standpoint. Schro¨dinger’s
equation predicts the confinement which results in an increase of the QD















where Ebulkg is the bandgap of the bulk semiconductor, h¯ is the reduced
Planck’s constant, R is the average radius of the semiconductor nanocrys-
tals, me is the effective mass of an electron in the conduction band and mh
is the effective mass of a hole in the valence band. Thus by changing the
size of the QD, R, the effective bandgap, changes.
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1.4 Templated semiconductor nanofabrica-
tion
The trend of scaling down fabrication processes applies to a wide variety
of applications such as photonic crystals, solar cell texturing, microelec-
tronics and optoelectronics [28, 29]. To achieve consistent material and
device properties, these nanostructures need to be fabricated to a high
degree of consistency and uniformity. Repeatability is also an important
consideration for the fabrication process. Using a template mask to create
nanostructures is one of the most commonly used approaches to define spa-
tial distribution. Two types of masks can be fabricated, a positive mask or
negative mask. A positive mask is a mask where the features of the mask is
as intended by the designers and used directly after fabrication. A negative
mask is the inverse of the intended mask design requiring further processing
before it can be used. Typically, a negative mask uses a two point approach
in fabrication, first producing an inverse image of the intended mask. This
is followed by deposition of another material and lift-off creating the in-
tended final positive mask. The advantage of negative masking technique
is that it allows the final positive mask of a desired material to be created.
This negative mask to positive mask transfer process is analogous to a film
camera’s negative and positive paper print. For example, if an array of
nanoholes is desired as the final positive mask, a negative mask of an array
of rods would first be created. This is followed by deposition of a desired
material and lift-off of the negative mask material to give the final positive
mask.
Different methods have been used to create nanosized masks. These
include the focused ion beam (FIB), electron beam lithography (EBL)
and laser interference lithography (LIL). These three methods can create a
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Figure 1.10: Schematic illustration of (a) block copolymer lithography and
(b) an SEM image of the fabricated mask [31]. Reproduced with permission.
nanosized template with perfect ordering. However, they require sophisti-
cated and expensive equipment with trained operators.
An alternative well-established template fabrication method is the use
of self-assembled nanostructures; for example, the use of block copolymer
lithography where block copolymers are composed of two or more chem-
ically different polymer chains or blocks joined covalently [30]. Due to
chemical incompatibility between the different blocks and the connectiv-
ity constraint, block copolymers can spontaneously phase segregate into
well-defined morphologies in nanometer scales [31]. Figure 1.10 shows a
schematic of block copolymer lithography and an SEM image of an ex-
ample mask fabricated. These polymers create nanostructures from the
negative mask and subsequent SiO2 deposition and etching create a hard
final positive mask made of SiO2.
The second example of self-assembled templating technique is nanosphere
lithography. This usually involves the use of polymer or silica nanospheres
which are available commercially from 10 nm to 100 µm. The self-assembly
process is dominated by the capillary force between the spheres resulting
14
Figure 1.11: Schematic illustration of the process of nanosphere lithography
[34]. Reproduced with permission.
in hexagonal closed-packed structures [32, 33]. Deposition of material oc-
curs in the gaps between the spheres. After removal of the nanopheres, a
hexagonal array of holes is created [34]. Figure 1.11 shows a schematic of
general fabrication of a mask using nanosphere lithography.
The third example of self-assembled template fabrication is to make
use of material properties under the influence of electrolysis. Anodic alu-
minium oxide (AAO), which is composed of Al2O3, has been proposed as
a template mask. AAO is formed when metallic aluminium is anodised in
an electrolytic acid. AAO consists of a highly ordered hexagonal nanohole
structure suitable for direct positive templating applications [35, 36, 37].
AAO templates can be scaled to very large areas and fabricated at low
cost without the need for sophisticated equipment. This makes AAO an
appropriate material to work on for templating experiments in this thesis.
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1.5 Applications of nanofabrication
The applications of semiconductor nanostructures together with template
technologies introduced above can be integrated into current semiconductor
processing technologies. As shown in equation 1.1, emission properties can
be adjusted by changing nanostructure dimensions. Some device examples
and future potential examples making use nanostructures are presented in
the following.
1.5.1 QDs in light emitting diodes
Purcell has shown that spontaneous emission of a radiating element can
be altered by external elements [38]. This phenomenon and improved fab-
rication technology led to research in QD microcavity LEDs. These QD
LEDs offer certain advantages, such as low optical loss, a closer match of
the narrow QD emission linewidth and the near-singular photon density of
states. Electrically pumped InAs/GaAs QD LEDs have been experimen-
tally demonstrated [39]. The LED active region was comprised of InAs QDs
grown using the SK growth mode with defect photonic crystals patterned
by EBL. Spontaneous emission at 1.04 µm was observed. Figure 1.12 shows
the schematic of a QD LED structure.
1.5.2 QDs in lasers
Besides LEDs, the use of QDs has also been realised in lasers. The ad-
vantage of QDs as a gain medium compared to using QWs is the improved
excitonic gain mechanism, suppressed carrier diffusion and low degradation
rate [40, 41]. Edge emitting lasers with QDs as the active region lasing at
1.31 µm from an InGaAs/GaAs QD ensemble were first demonstrated by
Huffaker’s group [42]. The results show that GaAs based QD lasers can
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Figure 1.12: (a) Schematic of QD LED device heterostructure (b) Top view
SEM of surface emitting device with single defect photonic crystal in the
center of the aperture and cross-sectional SEM of single defect photonic
crystal after e-beam patterning [39]. Reproduced with permission.
operate in the telecommunications wavelength window.
As vertical cavity surface emitting lasers (VCSEL) became popular in
semiconductor laser fabrication, the use of QDs in the active region of VC-
SELs achieved lower energy consumption through low threshold current
densities, higher modulation range for high-speed applications as well as
an improved temperature stability. A schematic of a QD based VCSEL
is shown in figure 1.13. A QD VCSEL was first demonstrated by Lott’s
group where InGaAs/GaAs layers were vertically coupled with a QD active
region [43]. A high performance QD VCSEL with active media capable of
ultrahigh modal gain with ultrahigh modulation speeds of > 40 Gb/s has
been reported [44]. This improved QD VCSEL maintains all other QD
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Figure 1.13: Schematic of a QD VCSEL.
advantages. As InGaAs/GaAs QD VCSELs operate at 1.3 µm, the next
challenge is to develop novel QD media for 1.55 µm VCSELs for telecom-
munication applications. PL has been observed from InGaAs/GaAs QWs
in this 1.3 µm to 1.55 µm wavelength region showing it is not a physi-
cal limitation with GaAs based materials [45, 46]. Furthermore, this has
been realised in QW lasers [47, 48]. Another possible material system is
InAs/InP. However the low lattice mismatch makes the growth of QDs a
complex case compared to the case of InAs/GaAs substrates [49].
1.5.3 Possible QR applications
Since III-V quantum rings (QRs) were discovered only in 1993 by Koguchi’s
group using the DE technique [19], the current trend in QR research is in
developing experiments to understand growth parameters and the physics
of formation. Devices that make use of semiconductor QRs have not made
an appearance. However, it has been shown that QRs exhibit the AB effect
[21] described in section 1.2.2. The QRs in that experiment gave interesting
optical properties associated with excitons and the AB effect. Using the
18
AB effect, the rings can potentially be used as light capacitors (analogous
to electrical capacitors) to potentially store data in the next generation of
photonic quantum computing applications [50].
1.6 Motivation and objective of the thesis
The goal of this thesis is to design and fabricate 3D nanostructures, QDs
and QRs on III-V compound semiconductors. The fabrication of the 3D
nanostructures is explored using both self-assembly techniques and tem-
plated growth techniques. The fabrication of ordered nanostructures us-
ing templates allows spatial control of the placement and the geometries
of these nanostructures. Both lithographic and non-lithographic template
masks involving both direct (positive) and indirect (negative) template fab-
rication are used. Different MBE growth techniques to fabricate QDs and
QRs are explored to obtain good growth selectively for the case of tem-
plate growth and also good crystal quality. The morphology and crystal
quality are analysed with different characterisation tools to obtain growth
parameters essential for high crystal quality. Working principles of fabrica-
tion equipment and characterisation tools will be discussed in the next two
chapters. The experimental results and discussion provide in depth reviews
of each technique.
1.7 Thesis organisation
Chapter 1 has introduced related theories of III-V semiconductor com-
pounds. The physics of nanostructures was provided as a background to
provide the reader with a better understanding of the ongoing discussion
in the experimental work in later chapters. With the background infor-
mation introduced, literature surveys of the topics covered by this thesis
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were presented followed by the motivation for studying III-V nanostruc-
tures (specifically III-arsenides).
Chapter 2 provides a broad overview of the existing methods and tech-
niques of III-V semiconductor growth using MBE. Concurrently, AAO tem-
plate fabrication and template transfer are introduced as well as LIL tem-
plate fabrication and template transfer to SiO2. This is followed by a brief
overview of some important characterisation techniques and the working
principles employed in this thesis.
Chapter 3 provides a list of characterisation tools used to characterise the
fabricated samples. The working principles of these tools are shown to the
reader.
Chapter 4 presents the growth of self-assembled GaAs QRs on AlGaAs/GaAs.
The time evolution of different stages of GaAs QR growth are characterised
by direct morphological techniques, AFM and SEM. At the same time, PL
measurements are also carried out to provide an alternative way to corre-
late the change of PL to the morphological structure. An interpretation of
the data is presented.
Chapter 5 builds upon the work of chapter 4 by presenting a method
of fabricating ordered InGaAs and GaAs QRs. The use of LIL to create
a nanohole template using SiO2 for MBE growth of InGaAs and GaAs
QRs is presented. InGaAs and GaAs QRs are grown using the same SiO2
template and yielded different morphologies; the explanations of the growth
mechanism are discussed in detail.
Chapter 6 diversifies the work for templating by introducing the non-
lithographic AAO template method suitable for MBE growth. Ordered
InGaAs QDs are grown using AAO as a template, and different growth
20
techniques using normal and MEE growth are compared and discussed in
detail.
Chapter 7 summaries the research work done in the thesis and a list of
significant findings in the scope of the research is presented. At the same
time, possible directions for future work are proposed to further broaden
the scope of nanostructure fabrication.
1.8 Key contributions of the thesis
The author of this thesis would like to list the key contributions and learning
points from the research during his PhD candidature. The details are given
in the following chapters of the thesis.
1. An indirect characterisation method can show correspondence with
the growth morphology of nanostructures. (Work is discussed in
chapter 4. Necessary background knowledge is provided in chapters
2 and 3 )
2. An ultrathin negative mask fabricated from LIL and a jetting lift-off
technique gives a resist-free nanohole SiO2 mask suitable for template
QR growth in MBE. (Work is discussed in chapter 5. Necessary
background knowledge is provided in chapters 1 and 2 )
3. The development of an ultrathin positive mask using AAO and wafer
bonding techniques suitable for use in template growth of semicon-
ductor QDs by MBE was accomplished. (Work is discussed in chapter






The introduction of III-V semiconductor history, nanostructures and tem-
plate applications in the previous chapter provided a scope of discussion
for this current chapter. In this chapter, a review of the physics and gen-
eral concepts of semiconductor growth MBE will be introduced. Specific
MBE growth techniques such as DE and MEE to fabricate QDs, QRs, QWs
using these techniques will be shown. This is followed by the fabrication
techniques used in this work. Template fabrication by lithographic LIL
technique and non-lithographic AAO technique are described. A compari-
son of their pros and cons are evaluated.
2.1 Overview
The term epitaxy comes from Greek word epi meaning “above” and taxis
meaning “an ordered manner”. In current epitaxial growth terms, this
means that the deposited material forms a crystalline overlayer that has
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a well defined orientation with respect to the substrate’s crystal struc-
ture. Epitaxial growth is currently one of the most established techniques
to customise III-V structures. Various forms of epitaxial techniques have
been developed such as liquid phase epitaxy (LPE), MBE and metal or-
ganic chemical vapor deposition (MOCVD). In nanofabrication, the use of
a template for masking purposes is very popular. Here, template fabrica-
tion was done using LIL and AAO. The process steps of LIL and template
transfer using e-beam deposition will be discussed.
2.2 Molecular beam epitaxy
MBE was first successfully demonstrated by Cho and Arthur in the late
1960s to crystallise and investigate GaAs epilayers. MBE is able to deposit
high quality crystalline film with excellent control in thickness, doping and
composition. The rapid advancement of vacuum technology and epitaxial
growth techniques accelerated the development of various semiconductor
devices such as QW lasers, VCSELs, high speed transistors and super-
lattice avalanche photodiodes [51, 52, 53]. MBE has established itself as
a leading research tool in the development of high performance optoelec-
tronics. The precise film thickness deposition control monitored in-situ by
reflection high energy electron diffraction (RHEED) in the MBE system is
crucial in the growth of thin films as well as nanostructures. The MBE
system that is used to grow the samples presented in this thesis is a Riber
32P solid source MBE. A photo of the system is shown in figure 2.1. In this
configuration, the group III elements are gallium (Ga), indium (In) and alu-
minium (Al) which are extremely pure with a typical purity of 99.9999%.
These elements are housed separately inside pyrolytic boron nitride (PBN)
crucibles heated to high temperature such that the materials are thermally
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Figure 2.1: Photo of Riber MBE 32P system in NUS.
evaporated forming a molecular beam directed towards the substrate. The
group V element used in the Riber 32P is arsenic (As) which is supplied
via a valved cracker cell in the form of As2. By using a valved cracker cell
for As delivery, a precise flow is ensured, in addition to a delivery of As
flux needed for the growth process without fast exhaustion of the source
material.
MBE growth is carried out in an ultra high vacuum (UHV) deposition
environment with total gas pressure lower than 1×10−9 Torr. To achieve
such low pressures, a combination of pumps are required. Starting from
atmospheric pressure, pumping succession of a rotary pump followed by a
turbomolecular pump brings the pressure down to ∼1×10−6 Torr. This
is followed by an ion pump which further reduces the pressure to a UHV
environment. A titanium sublimation (Ti-sub) pump is also used to com-
plement the ion pump at periodic intervals to rapidly bring the pressure
down by coating the chamber walls with a reactive film of Ti, absorbing
residual gas. At this stage, the chamber pressure is stabilised at UHV at
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∼8×10−9 Torr. During MBE growth, liquid nitrogen (LN2) is flowed into
the cryopanels surrounding the growth chamber condensing residual gases
to the sidewalls. This often brings the final pressure down by another fac-
tor to ∼3×10−10 Torr. At these low pressures, the mean free path of a
gas molecule is approximately 40 km, so the probability of gas molecules
colliding with each other is virtually nil. Compared to atmospheric pres-
sure, where the mean free path of a gas molecule is only 34 nm, one can
see that epitaxial films grown by MBE with impurity levels lower than 10
parts-per-billion (ppb) are routinely obtained.
The growth rate in this MBE system is typically 1 monolayer(ML)/s
which is low enough that surface migration of the III-V species is ensured,
resulting in monoatomically smooth film structures. The growth rate can
be changed simply by changing the corresponding group III element flux. A
mechanical shutter is installed in front of the source crucible which blocks
the source beam allowing transitions from one layer to the next for different
elements. This feature allows different growth techniques such as MEE and
DE.
MBE systems are customised to the user’s requirements in a modular
fashion giving users the flexibility to install new add-ons as required. A
typical MBE system consists of three main vacuum chambers that are iso-
lated from each other by a gate valve. They are the load-lock/pre-treatment
chamber, the transfer chamber and the growth chamber. First, the load
lock chamber is to introduce samples from the atmosphere into the vacuum
environment while the transfer and growth chambers are kept in UHV. In
this system, a sample heater is installed in the pre-treatment chamber for
thermal degassing of the sample. Second, the transfer chamber is a blank
chamber to queue the samples for growth. Alternatively, in-situ characteri-
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Figure 2.2: Schematic drawing of an MBE growth chamber.
zation tools such as X-ray photoelectron spectroscopy (XPS) and scanning
tunneling microscopy (STM) can be installed. This allows for immediate
characterization after growth so that effects of atmosphere on the sample
can be eliminated which ex-situ techniques cannot provide. Third, the
growth chamber is the chamber where actual epitaxial growth of the sam-
ple takes place. Molecular beams from the heated sources impinge on the
sample’s surface leading to layer by layer growth. Figure 2.2 shows the
cross section schematic of an MBE growth chamber. A quadrupole mass
spectrometer in the growth chamber is used to check the partial pressure of
common gases such as O2, H2O and CO2 which may change the quality of
the grown film. A sample that is thermally degassed in the pre-treatment
chamber is transferred to the transfer chamber. From the transfer chamber,
a magnetically coupled arm grabs the substrate holder from the cartridge
holder and mounts it onto a manipulator in the growth chamber. The ma-
nipulator is then rotated till it is in-line of sight with the molecular beams
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Figure 2.3: Illustration of Ewald construction.
for growth.
During MBE deposition, the growth is monitored in-situ by a RHEED
system. RHEED allows real time monitoring of the epitaxial film grown.
A RHEED system comprises a RHEED gun, which is essentially an elec-
tron gun that generates a beam of electrons. This electron beam strikes
the top few MLs of a sample’s surface at a very small angle, causing for-
mation of a diffraction pattern on a fluorescent screen, revealing various
types of information of the reciprocal lattice. The basis of RHEED pattern
is based on the Ewald sphere construction and the rods of 2D reciprocal
lattice. The magnitude of the incident electron wave vector determines the
size of the Ewald sphere while the directions of the diffracted wave vectors
at which it intersects the 2D rods on the Ewald sphere gives the position
of the RHEED pattern on the screen. Figure 2.3 shows an illustration of
Ewald construction in the electron incidence plane. The RHEED pattern
that forms on the fluorescent screen gives information of the current surface
structure of the wafer and the already grown epilayer. There are various
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uses of RHEED in the MBE system. For example, from the symmetry and
separations of the diffracted beams, one can determine surface reconstruc-
tion. From the time it takes for reconstruction pattern to disappear, one
can determine growth rates. From phase transitions diffraction patterns,
one can determine actual surface temperature. The configuration of the
RHEED system allows it to operate without interrupting the molecular
beam path, as the RHEED electron beam impinges at grazing incidence
with the substrate at about 1 degree while molecular beams impinge al-
most normal to the substrate. Three specific routine uses of RHEED are
described in the following. Firstly, RHEED can be used to check substrate
surface oxide desorption prior to the growth of a buffer layer. When there
are amorphous oxides on the surface, the surface is still rough on an atomic
scale. The RHEED diffraction pattern will appear blurry and diffused as
the electrons from the RHEED gun is scattered on the rough surface, so
dim spots are observed on the RHEED screen. When there is complete ox-
ide desorption, the crystalline layers are atomically smooth. The electrons
from the RHEED gun strikes the top few MLs of the substrate’s surface.
The interaction of electrons with atomic layers causes constructive and de-
structive interference resulting in a bright streaky diffraction pattern on the
RHEED screen. This indicates to the user that a smooth surface is ready
for buffer layer growth. Figure 2.4 shows a fluorescent screen capture by a
RHEED camera after the oxide is fully desorbed showing a streaky pattern.
Secondly, RHEED can also be used to observe the onset of 3D growth
modes such as InAs QD growth. These 3D islands creates a large number of
roughness steps resulting in bulk-like diffraction process. As the reciprocal
space of these 3D islands consist of a 3D array of spots, the resultant
RHEED pattern appears spotty.
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Figure 2.4: RHEED image showing a streaky pattern indicating oxide was
fully desorbed.
Thirdly and most importantly, RHEED can also be used to determine
the growth rate from RHEED oscillations. RHEED oscillation is the pe-
riodic change in intensity (brightness) of the RHEED spot when there is
active deposition. By observing the intensity of the spot, a real time mea-
surement of the film growth rate can be determined. The physics behind
the oscillating RHEED spot originates from layer by layer growth. During
typical MBE growth, the film surface is rough before an atomic layer is
completely grown. Hence during the time when a layer is not completely
grown, the roughness creates a diffused RHEED intensity pattern. When
a layer is fully grown, the surface becomes completely smooth, thus the
RHEED spot is bright. The continual layer by layer growth results in the
RHEED intensity having an oscillating pattern with the period of oscil-
lation corresponding to the time of growing one ML. Figure 2.5 shows a
schematic representation of how RHEED intensity changes with the growth
of one ML. Using GaAs as an example where the lattice constant a=5.653
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Figure 2.5: Schematic of RHEED oscillation corresponding to the different
stages of formation of one monolayer [54]. Reproduced with permission.
A˚ , 1 ML = 2.83 A˚ and the period of oscillation can be determined by a
RHEED camera that takes a recording over a period of time and calculates




DE is another variant of standard MBE growth proposed by Koguchi and
Ishige in the 90s [19]. DE is an innovative growth method for the fabri-
cation of quantum nanostructures with highly designable shapes and com-
plex morphologies. They proposed a new growth method by separating the
group III and group V elements’ supply during MBE growth. The tech-
nique is very similar to MEE as the group III and V elements are supplied
in separate phases. The differences between the two are as follows: Firstly,
DE is used to grow self-assembled 3D nanostructures while MEE is used
to grow smooth films. Secondly, DE is performed at a much lower growth
temperature compared to MEE. In DE, this is done at a temperature of 300
◦C or lower. Temperatures higher than 300 ◦C will result in the 2D Frank-
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van der Merwe growth mode resulting in the absence of nanostructures.
A variety of nanostructures such as QDs, QRs, dot-in-rings or concentric
rings are possible with DE. These self-assembled nanostructures can be lat-
ticed matched or lattice mismatched to the substrate material. The size
and density of the nanostructures are controlled by substrate temperature,
group III flux and amount deposited. While the group V flux and amount
deposited is responsible for the transformation of the group III droplets into
various nanostructures. Hence DE provides the ability to control how metal
droplets and be turned into III-V nanostructures of controllable shapes.
DE method offers more freedom compared to the Stranski-Krastanov
(SK) growth mode where nanostructures can only be formed on lattice
mismatched materials. The key advantages of DE vs SK growth are listed
in the following:
1. The ability to grow on lattice matched and lattice mismatched
materials.
2. The ability to independently control nanostructures’ density and
size.
3. The ability to grow complex nanostructures shapes not possible
with the SK growth mode.
4. The ability to grow on a large number of different substrates such
as sapphire, Si and high index GaAs surfaces.
5. The ability to grow nanostructures in the absence of a wetting
layer which is not possible with SK growth mode.
Using DE process, different nanostructures such as GaAs QDs and QRs
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can be formed. Taking an example for the fabrication of GaAs QDs. The
DE process starts with the deposition of Ga droplets on a substrate sur-
face at low temperature of < 200 ◦C. This beam of Ga forms nanosized
droplets on the substrate surface. The total Ga deposition determines
the density while substrate temperature determines the droplet size. At
a low temperature of < 200 ◦C, the Ga droplets has low thermal energy,
thus they do not diffuse out from their initial positions. When normal As
flux (∼7×10−6 Torr) is supplied, the Ga droplets will crystallise at its ini-
tial position forming GaAs QDs. In this growth condition, low substrate
temperature suppresses Ga migration and the use of high As flux (from
As overpressure environment) causes rapid crystallisation of the Ga. The
combined effects result in 3D growth forming GaAs QDs. In the fabrication
of GaAs QRs, the substrate temperature is increased to about 300 ◦C to
thermally activate the Ga adatoms. This allows the Ga atoms to be mobile
and migrate from its original position. Low As flux (∼1×10−6 Torr), much
lower than standard As over pressure environment is then used to crystallise
the Ga droplets to allow reflow of materials. The continual reflow of GaAs
material is similar to a volcanic eruption from the center of the Ga core.
When all the Ga is exhausted, a QR is formed. In this growth condition,
high substrate temperature increases Ga migration length is large and the
use of low As flux lowers the probability of a Ga atom finding an As atom
immediately. This allows 2D lateral growth to occur forming GaAs QRs.
The crystallisation process using As to form As compounds is also known
as arsenisation which will be termed thereafter in this thesis.
Figure 2.6 shows a schematic process of DE. Table 2.1 shows a summary
of the different growth conditions that affect the geometry of nanostructures
grown by DE.
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Figure 2.6: Schematic of DE process forming two possible nanostructures
using different As flux.
Table 2.1: Parameters that govern the shapes of nanostructures.
Ga droplet parameters Nanostructure morphology parameters
Size, density and distribution Dots, rings, dot-in-rings, concentric rings
1. Ga flux 1. As Flux
2. Substrate temperature 2. Substrate temperature
2.2.2 Migration enhanced epitaxy
MEE is a variant of standard MBE growth as discussed earlier. It was first
demonstrated by Horikoshi et al. in 1986 in growing low temperature GaAs
and GaAs/AlAs QW structures [55]. In MEE growth, the group III and
group V species are supplied in tandem or with a break time where there
is no flux impinging on the sample’s surface. The As supply is interrupted
during the supply of group III materials, which allows the adatoms to have
increased time for migration on the surface before the As supply is opened
for crystallisation. By having little or zero As pressure, Ga migration also
proceeds rapidly. The amount of Ga and As flux supply times are calculated
such that there is a complete ML coverage in each cycle of MEE. This results
in better surface flatness as RHEED oscillations can still be seen after the
growth of thousands of layers using MEE. In typical MBE growth, the
RHEED oscillation disappears after about 20 cycles. High quality GaAs
growth can be achieved by MEE at surface temperatures as low as 300
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Figure 2.7: Time evolution of Ga and As flux in a MEE growth.
◦C compared to typical MBE GaAs epitaxial deposition performed under
As-overpressure environment at a surface temperature of 580 ◦C. Figure
2.7 shows the time evolution of group III (Ga) flux and group V (As) with
a 0 s break time.
2.3 Electron beam deposition
Electron beam (e-beam) evaporation is a physical deposition process where
materials such as metals and dielectric materials are deposited onto a sam-
ple’s surface. This is done in a vacuum chamber to prevent scattering
of the material being evaporated by air molecules and to prevent oxida-
tion in air, improving the quality of the deposited film. Figure 2.8 shows
a schematic diagram of a typical e-beam evaporator. The evacuation is
done in succession by two pumps starting from a rotary rough pump to a
turbomolecular pump. This brings the pressure in the evaporation cham-
ber down to ∼9×10−7 Torr suitable for e-beam evaporation. The source
material is placed inside a crucible and the sample is mounted facing the
crucible downwards about 20 cm above. The reason for having such a long
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Figure 2.8: Schematic of an e-beam deposition system
distance is to prevent soild particles from sputtering onto the surface of
the sample. During evaporation, a high DC voltage is applied across a
tungsten filament which causes electrons to be ejected from the filament.
These electrons are directed by a magnetic field towards the source mate-
rial. The source material begins to heat up and vapourises. This stream
of material travels towards the sample and condenses as a layer of film on
the surface. The thickness of the film deposited is monitored by a crys-
tal monitor not far from the sample. The sample is rotated at constant
velocity during evaporation to ensure uniformity of the deposited film. In
this thesis’s experiments, metals were deposited using an Edwards Auto
306 e-beam evaporator while SiO2 evaporation was done using a Denton
e-beam evaporator.
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2.4 Laser interference lithography
Thomas Young first demonstrated the interference of light resulting in inter-
ference fringes to support the wave theory of light [56]. With the commer-
cialisation of lasers, the usage of light interference can be put into practical
use such as lithography patterning [57, 58, 59]. LIL is a maskless lithog-
raphy technique where a photoresist layer is exposed by a standing wave
pattern created by the constructive interference caused by two coherent
laser beams. The intensity of the constructive interference beam can be
expressed as
I = I1 + I2 + 2
√
I1I2cosϕ (2.1)
where I1 and I2 are the intensities of the two laser beams and ϕ is the phase
difference between the two beams at the interference region [58]. LIL is ca-
pable of producing ordered and periodic nanostructures on large areas. The
current setup used for LIL is based on Llyod’s mirror interferometer config-
uration which was first described by English physicist Humphrey Lloyd in
1834 [60]. The periodicity of the interference pattern also depends on the
laser wavelength, λ and the angular relationship between the two coherent
beams. Figure 2.9 shows the schematic of the LIL setup used to fabricate
nanohole arrays in this thesis. A helium-cadmium (He-Cd) laser with a
wavelength of 325 nm is used as the main light source. The output is then
Figure 2.9: Schematic of the LIL setup.
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guided by two mirrors into a focusing lens. The beam then passes through
a pinhole with a diameter of 5 µm, after which it begins to diverge. At the
exposure region, a Bragg mirror and a sample holder are placed perpen-
dicularly to each other with the optical axis centered at their intersection.
The phase difference caused by the beam reflecting off the mirror and the
incident beam creates a periodic pattern with a period, Λ, described by the
following equation [58]
Λ = λ/(2sinθ) (2.2)
As seen from equation 2.2, the periodicity of a pattern can simply be
changed by changing the angle of the Bragg mirror, θ.
2.4.1 Template transfer process using LIL
If a template needs to be fabricated on other materials, a more complex
process requiring the negative of a template mask, desired material depo-
sition and resist lift-off described in section 1.4 is needed. A single LIL
exposure by itself can only produce lines; if a more complex pattern is
desired, this can be realised with the rotation of the sample holder. The
LIL setup is relatively simple, and periodicity and pattern directions can
be easily changed. For example, a double exposure of resist by rotating the
sample orthogonally between each exposure creates pillars of photoresist.
A pictorial representation of the above steps is illustrated in figure 2.10.
Figure 2.11 shows an SEM image of a SiO2 nanohole array fabricated by
template transfer process using LIL.
The outlined box summaries the steps required for a typical pattern
transfer using positive resist.
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Figure 2.10: Schematic diagram of patterning process using LIL.
Figure 2.11: SEM image showing an array of SiO2 nanohole fabricated on
GaAs.
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1. Wafer cleaning using standard cleanroom solvents.
2. HDMS (hexamethyldisilazane) primer layer treatment for pho-
toresist adhesion.
3. Spin coating of S1805 resist at 5000 rpm for 30 s.
4. Soft baking of resist at 90 ◦C for 15 min.
5. Resist exposure by laser (Additional exposures for complex mask
patterns)
6. Resist development in Microposit CD-30.
7. Reactive ion etching (RIE) treatment using O2 plasma on sample
surface for 5 s to remove residual resist.
8. Deposition of required template material.
9. Lift-off using S1165 resist remover.
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2.5 Anodic aluminium oxide template
AAO is a self-assembled nanohole fabrication method which makes use of
Al2O3 by anodisation of Al. This is an electrolysis process carried out by
placing an Al foil as the anode and a platinum (Pt) electrode as the cath-
ode immersed in an electrolyte (usually oxalic acid) and applying an electric
field to complete the circuit. Figure 2.12 shows the setup of an electroly-
sis reaction cell for AAO fabrication. Under suitable anodising conditions,
AAO forms a highly ordered hexagonal nanohole structure suitable for di-
rect templating applications [35, 36, 37]. There are several advantages of
using AAO. Firstly, the templates can be scaled to any desired propor-
tions (several tens of square centimeters). Secondly, the equipment cost is
low and fabrication of AAO requires only basic chemistry knowledge unlike
specialised skills required in FIB, EBL and LIL. Thirdly, AAO template pa-
rameters are highly customisable allowing flexibility for the user to setup a
series of experiments. Since the demonstration of a two-step anodisation by
Masuda, the orderedness of pore arrangement has been greatly improved
[35]. In addition, parameters such as pore diameter and pore density can be
easily controlled by electrolytes and the applied electric field [37]. The as-
pect ratio of AAO can also be changed by simply controlling the anodising
time.
2.5.1 AAO formation principle
When Al is oxidised to AAO, its volume expands by roughly a factor of
two since the atomic density of Al in Al2O3 is half that of metallic Al. This
volume expansion leads to compressive stress that causes pore walls of AAO
to grow vertically upwards. The mechanical stress between neighbouring
pores results in the formation of a hexagonal structural pore arrangement
40
Figure 2.12: Schematic of AAO reaction cell.
[36]. Electrolysis of Al then results in the formation of AAO at the anode.
The details of the chemical reactions that happen in the reaction cell are
described in the following set of equations.
Oxidation reaction at the Al anode
2Al + 3OH− → Al2O3 + 3H+ + 6e− (2.3)
Electrolysis of water at aluminum oxide and electrolyte inter-
face
2H2O → 2OH− + 2H+ (2.4)
Reaction at the cathode
2H+ + 2e− → H2 (2.5)
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Overall reaction
2Al + 3H2O → Al2O3 + 3H2 (2.6)
The oxide grows at the metal/oxide and the oxide/electrolyte interfaces
due to ion movements under an applied electric field. At the metal/oxide
interface, the growth of oxide is caused by O2− and OH− ions moving
through vacancy sites, while at the oxide/electrolyte interface, Al3+ ions
move through a place exchange mechanism. Pores then start to form at
random positions assisted by the electric field causing dissolution at the
oxide/electrolyte interface. As the dissolution becomes competitive, the
barrier layer thins and pores start to grow. This process will approach
steady state when pore development and pore deepening proceed at roughly
the same rate.
2.5.2 Two-step anodisation
The orderedness of pores from the anodisation just described does not,
by itself, produce a uniform array of nanopores at the surface [61]. As
the anodisation time increases, the pores at the bottom start to become
more ordered. However, these deep pores make the deposition of materials
difficult as the probability of materials reaching the bottom is almost zero,
so the usefulness of a thick AAO template is little. Masuda proposed
a two-step anodisation where a first layer of thick AAO is removed using
chemical means by CrO3 and H2SO4 [35]. After removal of AAO from a first
anodisation, the Al surface becomes textured surface with hexagonal pore
indentations. The pre-textured surface provides a template for a subsequent
second anodisation. In this way, the thickness of the AAO can be varied
with a highly ordered hexagonal structure. The huge improvement in pore
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regularity from this two-step anodisation process led to new research and
use of ultrathin AAO as a template for deposition. Since then, large arrays
of nanosized discs and dots have been fabricated though this method [28,
29, 62, 63]. The following subsections describe two experimental setups to
fabricate ultrathin AAO with two different starting points of Al.
2.5.3 Fabrication of AAO fabrication from Al foil
This subsection demonstrates how the preparation of ultrathin AAO can
be prepared using from a piece of Al foil. Starting with a piece of high
purity (99.997 %) Al foil, the foil was mechanically polished with 1200 grade
sandpaper to achieve macro-scale flatness. The foil was then electropolished
in concentrated H2SO4 and H3PO4 solution (3:2% vol.) for 12 min at 70
◦C to reduce the surface roughness. Subsequently, a two-step anodisation
was employed to achieve an ultrathin AAO template. The polished Al foil
was anodized in 0.3 M oxalic acid solution at 1 ◦C. The anodisation voltage
was set at 40 V. This first anodisation was carried out for 4 hr. The AAO
that formed on the surface of the Al foil was then removed using CrO3 20
g/L and H3PO4 60 g/L at an elevated temperature of 60
◦C for 2 hr. An
ordered hexagonal pretextured Al surface was formed as shown in figure
2.13.
These nano-indentations provided the basis for nanohole pattern forma-
tion during second anodisation. Second anodisation was then carried out
at the same conditions as the first anodisation with the exception of the
anodisation time which was reduced to 2 min. The AAO nanopores were
widened and the barrier layer (pore bottoms) was partially opened by im-
mersing the sample in 5% wt. H3PO4 for 1 hr. This process yielded AAO
with an average pore diameter of approximately 60 nm. The thickness
of the AAO was approximately 80 nm. This AAO was then transferred
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Figure 2.13: SEM image showing the indentations on the AAO surface after
the removal of AAO from 1st anodisation.
to a substrate of interest using a wafer bonding technique which will be
discussed later.
2.5.4 Fabrication of AAO fabrication from Al thin
film
This subsection describes anodisation of Al that is pre-deposited onto a
substrate of interest using e-beam evaporation. The template is created
directly on the substrate without the need for a lift-off and bonding process
compared to the method described in the previous section. This method
saves time and the AAO formed adheres better to the sample. For example
in this work, a sample was first deposited with 1.5 µm of Al using an e-beam
evaporator. The same two-step anodisation described above was carried
out. The thickness of the AAO formed was determined by anodisation
time. This was calculated in such a way that as soon as the remainder of
the Al film was totally anodized, the desired height of the AAO was formed.
This was monitored using a current meter connected in series with the
anodisation setup. When the anodisation current dropped to an arbitrarily
low rate (∼1×10−5 A), all the Al was completely anodised. Figure 2.14
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Figure 2.14: Schematic representation of thin film AAO fabrication on an
Al film.
shows a schematic representation of the formation of AAO from during the
first and second anodisation.
2.5.5 Comparison of two AAO fabrication methods
Table 2.2 below summarises the advantages and disadvantages of each
method of fabricating AAO templates. Figure 2.15 shows SEM images
of the AAO templates fabricated using the Al foil and Al thin film method.
Table 2.2: Key differences between two AAO fabrication methods.
Properties Al foil Al thin film
Advantages 1. High uniformity 1. Good adhesion to substrate
2. Uniform AAO thickness
Disadvantages 1. Time intensive process 1. Mediocre uniformity
2. Wafer bonding difficulty 2. Non-uniform AAO thickness
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2.5.6 AAO template transfer by wafer bonding
It can be seen from figure 2.15a that AAO fabricated from Al foil yields
much better pattern and ordering compared to AAO fabricated from Al
thin film in figure 2.15b. In order to make use of the AAO template on a
substrate of interest, the AAO template needed to be removed from the Al
foil. The fabricated AAO film is very thin (∼200 nm), making it extremely
fragile to handle directly. To overcome this problem, the Al foil with AAO
was coated with liquid Apiezon wax on the AAO surface. The sample was
baked at 100 ◦C to evaporate the solvent hardening the wax. The wax after
solidification provided a mechanically rigid structure to hold onto the AAO
film preventing fracture [64]. The Al component from the wax/AAO/Al
(a) AAO from foil
(b) AAO from film
Figure 2.15: SEM images of AAO fabricated by different methods.
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composite was etched by immersing it in a solution of CuSO4 and HCl. A
displacement reaction occurs according to the following reaction:
3CuSO4(aq) + 2Al(s) → Al2(SO4)3(aq) + 3Cu(s) (2.7)
After the displacement reaction, the Al was etched away leaving behind
the AAO film adhered to the bottom of the wax. The sample was then
placed in 5% wt. H3PO4 for 15 min to completely open up the barrier
layer (AAO pore bottoms). Subsequently it was transferred to the GaAs
substrate with AAO facing the substrate. The wax/AAO composite was
directly bonded on a GaAs (001) substrate by applying a pressure of 10
N/cm2. Two days later, the sample was immersed in a sealed atmosphere of
dichloromethane, CH2Cl2. The vapor of CH2Cl2 dissolved the wax leaving
behind AAO bonded to the substrate by a weak Van der Waal’s force [65].
Figure 2.16 shows a pictorial representation of the experimental steps and
figure 2.17 shows an cross sectional SEM image of AAO bonded to the
substrate after wax removal.
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Figure 2.16: Illustration of wafer bonding process (a) After wax application
to AAO film (b) After Al etching (c) After barrier layer etching (d) After
bonding to the substrate.





This previous chapter discusses the equipment and methods used in this
thesis for fabricating nanostuctures and templates. The geometry, crystal
quality and optical characteristics of fabricated nanostructures and tem-
plates need to be assessed to provide a common platform for understand-
ing and comparison. In this chapter, characterisation tools that were used
to evaluate different aspects of these nanostructures and templates are in-
troduced. The fundamental principles of each characterisation tool are
explained in specific detail.
3.1 Photoluminescence
PL spectroscopy is an important non-destructive technique in evaluating
the optical properties of direct bandgap semiconductor materials. PL is
a photon emission process resulting from optical excitation when photo-
excited carriers decay from one energy level to another. When a semi-
conductor is excited with light energy greater than the bandgap energy
( hν ≥ Eg ) electrons are excited from the valence band to the conduc-
tion band creating electron-hole pairs. These non-equilibrium electron-hole
pairs will recombine via various mechanisms which can be radiative or non-
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Figure 3.1: Radiative recombination processes. (a) band-to-band transi-
tion, (b) free electron-to-acceptor transition, (c) free hole-to-donor transi-
tion, and (d) donor-acceptor pair transition. EV is the valence band, EC
is the conduction band, EA is the acceptor binding energy and ED is the
donor binding energy.
radiative. Radiative recombination results in the emission of photons while
non-radiative recombination results in the emission of phonons. PL allows
us to specifically investigate radiative recombination processes. There are
several radiative recombination mechanisms, including (a) band-to-band
transitions, (b) free electron-to-acceptor transitions, (c) free hole-to-donor
transitions, and (d) donor-acceptor pair transitions. Figure 3.1 shows a
pictorial representation of the recombination processes. In the current PL
investigation, band-to-band transitions are investigated where the PL emis-
sion peak wavelength, λ, gives us the bandgap, Eg of the semiconductor.
This is derived from the equation Eg =
1.24
λ
where Eg is the bandgap in
eV and λ is the PL wavelength in µm. PL has the ability to provide a
large amount of information quickly and conveniently. This includes the
measurement of non-radiative recombination rates, ternary alloy compo-
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Figure 3.2: Schematic of a PL setup.
sitions and the symmetry of energy levels. PL, being a non-destructive
characterisation technique, can be used directly on as-grown samples or on
fabricated devices and only a small amount of the material is needed. PL
is sensitive only to the first 1-2 µm of material on the surface; thus it is an
excellent choice to investigate epi-layers grown on a substrate. However,
there are some downsides to PL such as the inability to measure deep level
impurities or the bandgap of indirect bandgap semiconductors. Figure 3.2
shows a schematic diagram of the PL setup used. In the PL setup, an Ar+
laser of 514 nm is passed through a chopper then directed onto a sample
housed inside a cryostat. If a low temperature PL setup is necessary, a
cryostat will be turned on for the sample to cool to 7 K. Light emitted
from the sample is directed into a monochromator which splits the light
into a spectrum. The signal, scanned across the spectrum, is then passed
into a photomultiplier tube (PMT) for amplification. A lock-in amplifier is
also used in conjunction to amplify the weak PL signals from noise and to
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Figure 3.3: A PL map of a quarter 2” GaAs wafer.
process the signals in a computer. This data is then recorded to produce a
PL spectrum.
PL Mapper
The above-mentioned PL technique only measures emission from a single
point on a sample. To measure the spatial distribution of PL from an
entire sample, a PL mapper can be used. PL maps are used to determine
the uniformity of epitaxially grown wafers, the radial dependency of layer
thickness and material composition. Figure 3.3 shows a typical PL map of
a 1 µm GaAs buffer grown by the Riber 32P system.
3.2 Scanning electron microscopy
Scanning electron microscopy (SEM) is a technique that uses an electron
beam to image an object instead of light as in a conventional microscope.
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Figure 3.4: Schematic setup of an SEM machine [66]. Reproduced with
permission.
As the de Broglie wavelength of an electron is much smaller than wavelength
of visible light, it is able to resolve features that are much smaller. Figure
3.4 shows a schematic diagram of a typical SEM setup. As seen in the
figure, the tall column is the electron gun where electrons can be produced
by various means of which one is thermionic emission. The electron beam
is accelerated through the application of a voltage (usually in the range of
5-40 keV) via an anode. As the imaging beam is made of electrons, SEM
has to be done in a vacuum environment to prevent electron scattering.
At the same time, a sample also must be conductive to provide a ground
path for the electrons to prevent the sample from charging. Non-conductive
materials are usually sputtered with a thin layer (∼5 nm) of Au to make
them conductive. The image is produced by a beam of electrons that scans
the surface with the help of scanning coils. A few imaging modes exist for
SEM and the most popular is imaging by secondary electrons. In secondary
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electron detection mode, the secondary electrons originate from atoms on
a sample’s surface which are excited by the SEM’s electron beam. These
secondary electrons are collected by a detector and analysed. The SEM
images shown in this thesis are imaged by a Nova NanoSEM 230 and a
Philips XL 30 operating in secondary electron imaging mode.
3.2.1 Energy dispersive X-ray spectrometry
The Nova NanoSEM 230 is also equipped with an Energy Dispersive X-ray
Spectrometry (EDS) system for localised chemical analysis. EDS makes
use the spectrum of the X-rays spectrum emitted by a solid sample when
it is bombarded with a focused beam of electrons which in turn excite elec-
trons in the atom from a lower energy state in the inner shell to a higher
energy state in the outer shell. The difference in energy between the higher
energy shell and the lower energy shell is released in the form of an X-ray.
Different types of atoms release different X-ray energies giving rise to a
characteristic blueprint. As seen in figure 3.5, X-rays emitted from samples
are analysed to study chemical composition. Elements with atomic num-
Figure 3.5: Different emissions from a sample when bombarded by an elec-
tron beam.
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bers in the range of ( 4 ≤Z≤ 92 ) can be detected using EDS. However,
the lack of higher ordered energy shells limits the detection of elements
for Z<4. The analysis of the elements present is conducted by measuring
the X-ray energies and their intensities. The data is then compared to a
database of the same elements in calibration standards of known composi-
tion to give the sample’s composition information. The overall accuracy of
EDS is approximately ± 2% of the actual composition, taking into account
uncertainties in the compositions of the standards and errors in the var-
ious correction mechanisms applied to the raw data. The detection limit
is typically up to 1000 parts per million (ppm) which is suitable for most
analytical uses. This limit can be improved with a longer integration time
for the detected X-rays or a higher beam current.
3.3 Atomic force microscopy
Atomic force microscopy (AFM) is a scanning probe microscopy method
that is used to image the smoothness of a surface and the 3D profile of
nanostructures. An AFM system consists of an extremely sharp tip (∼10
nm in diameter) that is mounted to the end of a cantilever spring. Fig-
ure 3.6 shows an SEM image of how an AFM tip is mounted on a long
cantilever. This setup is similar to a phonograph record player where a
diamond or carbide tip is mounted to the edge of a cantilever. The tip
vibrates in response to grooves on the record which are converted to elec-
trical signals and amplified to produce sound. In the case of AFM, the
sharp tip at the end of the cantilever is brought to close proximity to a
sample surface until a detectable force is generated. The variation of a
sample’s surface height changes the force acting on the tip which in turn
changes the bending of the cantilever. This change in the tip height is usu-
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ally monitored by using a laser beam which reflects off the backside of the
cantilever. The lateral movement of the cantilever deflection of this beam
is recorded by a multi-segment photodetector and the vertical movement
is controlled using a closed loop process that maintains a constant height
between the sample and the tip and the change in a piezoelectric voltage is
monitored. Figure 3.7 shows a schematic setup of an AFM showing how the
tip and the detector are mounted. These detected signals were processed
by built-in software to map out the height profile and different features on
a sample’s surface.
3.4 X-ray diffraction
X-ray diffraction (XRD) is a non-destructive characterization tool which is
able to measure lattice parameters such as crystal quality, composition and
strain in epitaxial layers. Every crystalline material gives distinct diffrac-
tion patterns and these diffraction patterns are independent of one another.
In a sense, XRD gives the DNA equivalent of a material. X-rays have
wavelengths similar to the spacing between the atoms (∼10 A˚) resulting in
diffraction when they interact with atoms in a crystal. Diffraction occurs
when each object in a periodic array scatters radiation coherently, produc-
Figure 3.6: SEM image of an AFM tip [67]. Reproduced with permission.
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Figure 3.7: Schematic of an AFM machine [67]. Reproduced with permis-
sion.
ing constructive interference at specific angles. XRD measurements here
were performed using a Philips X’Pert high resolution XRD machine using
a Kα1 emission from Cu with an X-ray wavelength of 1.540598 A˚. Figure
3.8 shows the working geometry of a typical XRD diffractometer. The fun-
damental principle of XRD relies on diffracted X-ray data calculated from
Figure 3.8: Schematic of an XRD machine.
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Figure 3.9: X-rays impinging on the sample surface.
the Bragg equation,
2dsinθ = nλ (3.1)
where n is an integer, λ is the wavelength of X-rays, d is the interplanar
spacing of the sample and θ is the diffraction angle. In figure 3.9, the X-rays
impinging on a sample penetrate the crystal layers and the space between
the diffracting planes determines the angle of diffraction measured by the
detector.
3.5 Transmission electron microscopy
Transmission electron microscopy (TEM) is a technique in microscopy
where a high energy electron beam is accelerated onto a sample surface as
in SEM. Instead of collecting information from back scattered or secondary
electrons, however, the electrons are transmitted through the sample in
TEM. Figure 3.10 shows a schematic outline of TEM. In order to do this,
the sample has to be very thin and flat (typically they are in the range of
0.1 µm or less). More electrons can pass through the less dense regions,
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Figure 3.10: Schematic of a TEM machine [68]. Reproduced with permis-
sion.
and fewer electrons pass through the regions that are denser. The diffracted
electron beams are brought to focus in the back focal plane of an objective
lens, which is the plane of the diffraction pattern. A diffracted image is
formed from electrons transmitted through the specimen which is then pro-
jected to a phosphor screen forming an enlarged image on which the user
can see the diffracted image. The real image of the structure can be ob-
tained from the Fourier-transform of the diffraction image. Cross-sectional
TEM is especially useful in observing the quality of heteroepitaxial films
grown by MBE, such as heterointerfaces and dislocation mechanisms. TEM
can provide sub-nanometer resolution capable of imaging individual atoms
and their relative positions which can also give compositional information
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over an area of interest. It can accurately measure the thickness of QW
structures, QD structures and super lattices, including dislocations. With
the advantages provided by TEM, there are drawbacks to this technique as
well. Sample preparation is extremely tedious requiring polishing, dimpling
and ion milling to bring the sample thickness down from 500 µm to less
than 1 µm. Proper alignment of the TEM electron beam optics to produce
high quality images requires extensive hands-on experience. In addition,
TEM is a destructive characterisation technique as a sample is essentially




GaAs quantum rings on
AlGaAs/GaAs (001) by
droplet epitaxy
The introduction of the fabrication processes and characterisation tech-
niques in the previous two chapters provided a background to understand
the work that will be discussed in the following three chapters of this thesis.
The work of this thesis starts with the fabrication and characterisation of
self-assembled nanostructures, GaAs QRs. The growth stages of GaAs QRs
will be presented. A novel way of using PL to infer the size and stages of
GaAs QRs growth to supplement traditional morphological analysis meth-
ods of SEM and AFM will be shown and discussed in detail. This work
constitutes one of the key contributions of this thesis of using indirect char-




Upon mentioning nanostructures, what usually comes to one’s mind is QDs.
Most III-V semiconductor QDs are SK grown because of its ease of growth
and high quality. Lattice matched material systems, which cannot be grown
using the SK growth mode, have been investigated less. In this chapter,
DE will be introduced to grow 3D nanostructures on lattice matched ma-
terial systems, GaAs QRs on a AlGaAs/GaAs surface. QRs are one of the
few types of nanostructures that can be fabricated through the use of DE
with lattice-matched systems [69, 70, 22]. The morphology of the QRs are
observed by SEM and AFM and the optical properties were characterized
by PL. The use of PL also provides a new pathway in understanding the
morphological structures of QRs which are not distinct in SEM and AFM
techniques.
4.2 Growth of GaAs QRs using DE
In this section, the fabrication of GaAs QRs are presented in three parts.
The first part is the preparation of the GaAs substrate surface for QR
growth. The second part is the determination of the appropriate amount
of Ga needed to form visible GaAs QRs. The third part is the fabrication
of samples to study the QR formation at different stages with the value of
Ga determined earlier.
4.2.1 Buffer layer growth
GaAs QRs were grown by the Riber 32P MBE system configured with As2
and group III sources. The samples were degassed at 300 ◦C for 1 hr in the
pre-treatment chamber, and then transferred to the growth chamber and
heated up to 600 ◦C under As2 flux with n beam equivalent pressure (BEP)
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of 6.6×10−6 Torr for 10 min to remove the remaining GaAs oxides. A (1 ×
1) reflection pattern from RHEED was observed indicating a clean substrate
ready for epitaxial growth. A valve-controlled As source was used, which
enabled instantaneous change of As flux depending on the valve position
which was critical to QR formation. Firstly, a 300 nm GaAs buffer was
grown at 580 ◦C with a growth rate of 0.2 nm/s. This was followed by 200
ML of AlGaAs with 30 % Al and 70 % Ga content which was also grown at
580 ◦C. The AlGaAs layer acted as a barrier layer for subsequent growth
of GaAs QRs. A (2 × 4) reconstruction RHEED pattern was seen after
the growth of the AlGaAs layer. The sample was then cooled to 300 ◦C so
that subsequent Ga deposition could proceed in a 3D growth mode [27] for
DE.
It has also been reported that the growth of GaAs QRs can also occur at
lower temperatures between 100 ◦C and 200 ◦C [71, 72, 73]. In the current
configuration, 300 ◦C was used because the optical quality of the QRs tends
to increase with growth temperature. 300 ◦C was also chosen because it
was about the highest temperature for 3D growth before the Frank-van der
Merwe 2D growth mode became dominant. When the substrate reached
300 ◦C, the As valve was closed and there was a 5 min wait time to pump
out excess As in the growth chamber. Deposition of Ga began when the
base pressure was near background pressure, i.e. below 5.0×10−9 Torr. The
AlGaAs/GaAs configuration with 200 ML of AlGaAs is the starting surface
for subsequent DE experiments in the following discussion.
4.2.2 Effect of amount of Ga in QR formation
The amount of Ga deposition changes the density of the GaAs QRs that
are formed. Figure 4.1 shows SEM images of different Ga deposits: (a) 2.5
ML, (b) 5 ML, (c) 10.5 ML and (d) 21 ML on AlGaAs/GaAs surface. The
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Figure 4.1: SEM images of GaAs QR with different amounts of Ga. (a) 2.5
ML, (b) 5 ML, (c) 10.5 ML and (d) 21 ML.
GaAs QRs grown with 2.5 ML Ga are very faint in the SEM. This is likely
due to the fact that the GaAs formed has enough thermal energy at 300 ◦C
to migrate. For the case of 21 ML, there seemed to be overcrowding of the
GaAs QRs such that one QR may coalesce with another which may result
in inaccurate determination in morphology of those GaAs QRs. Hence, the
optimised amount of Ga deposition was determined to be 10.5 ML for a
growth temperature of 300 ◦C.
4.2.3 Effect of arsenisation temperature in QR for-
mation
This section discusses variation in size and density of GaAs QRs through
changes in substrate temperature with 10.5 ML layer of Ga. At lower
temperatures, the density of Ga droplets increases because of the shorter
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diffusion length of Ga atoms, as the droplets do not coalesce to form big-





where Do, Ea, k and Ts are diffusion coefficient, activation energy, the
Boltzmann constant and the substrate temperature, respectively. As a
result, the Ga migration length was decreased with lower Ts resulting in
decreased D [74, 75]. From the SEM images in figure 4.2 comparing the
effect of Ts, it can be seen that the density of QRs increases when Ts is
lowered. The GaAs QRs are also slightly smaller in size indicating that Ga
droplets have not coalesced. The lowered Ts also decreases the evaporation
rate of Ga on the surface, hence increasing the sticking coefficient [76].
Thus 300 ◦C will be used as the QR formation temperature in this work
for the best visible distinction under SEM and AFM.
4.2.4 Optimised GaAs QR formation
Using the optimised amount of Ga just discussed, 10.5 ML of Ga was
deposited on the AlGaAs/GaAs surface in the absence of As flux. The
shape of the GaAs nanostructures depends on the As flux that is supplied as
discussed in section 2.2.1. In this case, when Ga was directed to the AlGaAs
surface, Ga droplets formed on the surface as a result of the Volmer-Weber
3D growth mode. Crystallisation of Ga droplets occurred as soon as the As
beam was then directed onto the sample’s surface. By limiting the As BEP
to 1.0×10−6 Torr, the As supply was limited and Ga migration became
the dominant process [77]. This migration process of Ga droplets in the
lateral direction aided the formation of QRs instead of QDs. Hemispherical
GaAs was formed at the surface of the Ga droplets, the remaining Ga went
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(a) 150 ◦C arsenisation.
(b) 300 ◦C arsenisation.
Figure 4.2: SEM images of GaAs QR structures with arsenisation temper-
ature at (a) 150 ◦C and (b) 300 ◦C.
through a continual downhill transport process resulting in the formation
of GaAs rings around the Ga droplets [78]. During QR formation, the
crystallised GaAs seed grew outwards from sustained Ga migration. The
crystallisation process of Ga at the edge is faster compared to the center
region; this different rate of diffusion of As atoms in the droplets gave rise
to crater shape ring like structures leading to 3D growth [74, 79].
From RHEED observation, as soon as the As shutter was opened, the
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pattern changed from being halo to spotty indicating crystallisation of the
Ga droplets [27]. The formation of GaAs QRs was investigated by changing
the aresenisation time from 20 s to 600 s and the RHEED pattern changed
from (2 × 4) to c(4 × 4) during this process.
4.3 Results and discussion
Two sets of samples with each set having three samples each were fab-
ricated. The Ga droplets were arsenised for 20 s, 60 s and 600 s with
constant As flux having the same BEP of 1.0×10−6 Torr. The difference
in the two sets of samples are shown in the schematic diagram in figure
4.3. For surface morphology investigation, the first set of samples with
no capping layer was grown as shown in figure 4.3a. The structures were
observed by ex-situ SEM and AFM after DE growth. The second set of
samples had capping layers which were used to investigate PL emission.
The capping layer consisted of a 50 nm AlGaAs layer and a 10 nm GaAs
layer. The 50 nm AlGaAs layer was split into two phases of different growth
temperatures. The first 20 nm of AlGaAs was grown at a low temperature
of 300 ◦C to completely bury the GaAs QRs. This was to prevent the GaAs
QRs from dissociating which can occur at high temperatures which cause
Ga atoms to become active like Ga droplets and begin migrating on the
substrate surface [27]. After 20 nm of low temperature AlGaAs was grown,
the temperature of the sample was raised to 580 ◦C to grow the remaining
30 nm of AlGaAs. Lastly, a 10 nm GaAs capping layer was grown at 580
◦C to protect the AlGaAs layer from oxidation.
67
(a) GaAs QRs without cap. (b) GaAs QRs without AlGaAs/GaAs cap.
Figure 4.3: Two sets of GaAs QRs for (a) SEM and AFM characterisation
and (b) PL characterisation.
4.3.1 Effect of arsenisation time in QR formation
The As flux used for formation of QRs was 1.0×10−6 Torr so the the GaAs
QR formed in an As limited regime. Figure 4.4 shows SEM images of the
first set of samples grown without the cap layer at different arsenisation
stages from 20 s to 600 s arsenisation. An additional reference sample with
pure Ga droplets has been fabricated as a baseline for comparison. The
reference sample in figure 4.4a shows Ga droplets having diameter of 70
nm, while the three samples in the set are shown in figures 4.4b, 4.4c, 4.4d
were arsenised with 20 s, 60 s and 600 s, respectively.
During arsenisation, when Ga is exposed to As, the downhill transport
process combined with the out diffusion of GaAs exposes the bottom layers
of Ga resulting in the formation of GaAs rings around the Ga droplets.
Droplets of Ga can be seen with an As flux deposition time of 20 s in the
sample shown in figure 4.4b. These droplets were unlikely to be GaAs QDs
for two reasons. Firstly, they appear as bright dots in the SEM image which
are a characteristic of metallic substances and the minimum time needed
for a complete arsenisation based on a conventional planar GaAs growth
rate calculation is 45 s. Secondly, Kim et al. have reported that a higher
As flux corresponds to formation of GaAs QDs [74] but a low As flux was
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(a) Ga droplets. (b) 20 s arsenisation.
(c) 60 s arsenisation. (d) 600 s arsenisation.
Figure 4.4: SEM images of GaAs QRs (a) Ga droplets, (b) 20 s arsenisation,
(c) 60 s arsenisation, and (d) 600 s arsenisation.
used here.
For the sample with 60 s arsenisation time shown in figure 4.4c, it can
be observed that almost all the Ga droplets have already been consumed,
forming GaAs QRs. Very tiny traces of Ga remain at the side of a few
GaAs QRs. To ensure full arsenisation of the Ga droplets, the last sample
was arsenised for 600 s shown in figure 4.4d. No Ga droplets can be seen
and the final diameters of the QDs remain approximately the same as the
initial Ga droplet size.
Besides SEM, AFM was also conducted on the first set of samples to
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gather better information on the height profiles of the GaAs QRs. Com-
bining these two characterisation methods, a better understanding of the
geometry of GaAs QRs can be established. Figure 4.5 shows the corre-
sponding AFM images which were used for height analysis of the QRs at
different arsenisation stages. It was observed that the final shape of the
GaAs QRs after 600 s of arsenisation in figures 4.4d and 4.5d is very much
rounded, deviating from the usual oval shape. The expected oval shape
arises from the surface stoichiometry of GaAs leading to two different mi-
gration speeds in the [11¯0] and [110] directions which should make the QRs
oval shaped [74]. This is because Ga atoms tend to migrate faster in the
[11¯0] than the [110] direction on a c(4 × 4) GaAs surface [27]. However in
this case, the low V/III ratio caused the migration of Ga atoms to reach a
limit in the [11¯0] direction, which compensated for Ga migration towards
the [110] direction resulting in symmetric rounded QRs.
The AFM analysis in figure 4.5b shows that the diameter of the Ga
droplet is decreased to 10 nm and the ring height in those partially formed
QRs is 3.3 nm. As mentioned earlier in figure 4.4c, GaAs QRs seemed to
have fully formed with a 60 s arsenisation time. An AFM height analysis
was performed on the sample with 60 s arsenisation for the GaAs nanoholes
for both “L” and “S” QRs which denote their sizes is shown in figure 4.6.
The origin of the two QR sizes will be explained in the next section. The
“L” (large) nanohole has a depth of 9 nm while the “S” (small) nanohole
has a depth of 4 nm below the AlGaAs surface. The formation of the
nanohole inside the QR is because of Ga droplet etching on the AlGaAs
surface where AlGaAs dissociates to elemental form [80]. The diameter of
the outer ring follows the size of the Ga droplet of approximately 70 nm
while the internal diameter is approximately 30 nm. Figures 4.4d and 4.5d
show both SEM and AFM respectively for an arsenisation time of 600 s,
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(a) GaAs droplets. (b) 20 s arsenisation.
(c) 60 s arsenisation. (d) Extended 600 s arsenisation.
Figure 4.5: AFM images of GaAs QRs (a) Ga droplets, (b) 20 s arsenisation,
(c) 60 s arsenisation, and (d) 600 s arsenisation. The letters “L” and “S”
are explained in section 4.3.2.
and there was no detectable increase in the dimensions of GaAs QRs. 2D
lateral growth was not observed for two reasons; firstly, it was due to the
increased annihilation of Ga atoms used in 3D growth, and Ga migration
is a function of temperature, and secondly the QRs were grown at a low
temperature of 300 ◦C which minimises lateral 2D growth [75].
4.3.2 PL investigation of capped GaAs QRs
The second set of three samples with cap layers grown outlined in figure
4.3b were used for PL investigation. PL was conducted on all the samples
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Figure 4.6: AFM height analysis of GaAs QRs with 60 s arsenisation.
at a temperature of ∼60 K with a 514 nm laser with a power density of
∼3 W/cm2. Figure 4.7 shows low temperature PL spectra corresponding
to different arsenisation times; (a) 20 s arsenisation, (b) 60 s arsenisation,
and (c) 600 s arsenisation. The PL peaks are distinct, indicating good
crystal quality from the GaAs QRs. Figure 4.7a shows the PL spectrum
of the sample with incomplete arsenisation with a time of 20 s. A single
visible sharp peak at 712 nm and a broad peak at 745 nm are observed.
The sharp peak at 712 nm is likely to be coming from GaAs formed at
the perimeters of the Ga droplets’ surfaces because this layer of GaAs has
not undergone downward diffusion to form GaAs QRs. The broad peak at
745 nm is coming from the varying size distribution of the GaAs QRs in
the incomplete arsenisation process. This can be seen as the start of the
formation of GaAs QRs.
Figure 4.7b shows the PL spectrum of the sample with 60 s arsenisation.
Three distinct peaks can be observed at 695 nm, 735 nm and 765 nm.
The peak at 695 nm was determined to be coming from the finite layer
of GaAs that surrounds the hemispherical Ga droplets that have not fully
arsenised. Comparing to the spectrum of figure 4.7a, the 17 nm blue shift
gives an indication that more Ga has been arsenised leaving smaller GaAs
hemispheres lying at the bottoms of the QRs. The peaks at 735 nm and
765 nm in figure 4.7b were determined to be coming from GaAs QRs. It
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has been shown that Ga droplets frequently form into QRs of two distinct
sizes [81]. The bimodal distribution of the QRs is a result of size dependent
etching properties of Ga droplets. Larger droplets develop into larger QRs
with higher walls while smaller droplets develop into smaller QRs with
shorter walls because of less starting Ga [81]. The two sizes were highlighted
in the AFM images shown in figure 4.5c and 4.5d with “L” denoting a large
QR formed from a larger Ga droplet and “S” being a small QR formed from
a smaller Ga droplet. Lee et al. also showed a µ-PL spectra of QRs with
approximately the same dimensions as the samples grown here at 772 nm
[75]. The size distribution of the QRs and PL provide strong evidence to
suggest that the peaks at 735 nm and 765 nm in figure 4.7b are coming
from GaAs QRs. The 735 nm comes from the smaller QRs while the 765
nm peak arises from the bigger QRs, due to the quantum size effect.
Figure 4.7c shows the PL emission of the sample with 600 s aresenisation
having peaks at 743 nm and 765 nm with “S” and “L” labels correspond-
ing to emission from small QRs and large QRs, respectively. Three main
changes were observed from the sample with 60 s arsenisation. Firstly, there
was a red shift of the “S” peak from 735 nm in figure 4.7b to 743 nm in
figure 4.7c, while the “L” peak at 765 nm remains fixed. This shift implies
that there was a slight size increase in the smaller QRs. This change cannot
be seen in the SEM image in figure 4.4d and it can barely be noticed in the
AFM image in figure 4.5d. Secondly, the ratio of the PL intensities of the
“S” to “L” peaks increases from 0.77 in figure 4.7b to 0.99 in figure 4.7c.
The PL spectrum of a control sample having 10.5 ML of planar GaAs with-
out DE performed is shown in figure 4.7d for reference. Translating this
observation to structural terms means that larger Ga droplets start to crys-
tallise first because they have a lower saturating concentration, making the
crystallisation probability higher while smaller Ga droplets start crystallis-
73
ing later [16]. Thirdly, the peak at 695 nm was not observed, suggesting the
absence of GaAs hemispheres and hence proving that full arsenisation of
Ga droplets has taken place. While dimensional changes were not distinc-
tively visible on SEM and AFM images, the distinct change in PL spectra
have indirectly indicated a dimensional change in the QRs.
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(a) 20 s arsenisation.
(b) 60 s arsenisation.
(c) 600 s arsenisation.
Figure 4.7: Low temperature PL spectra showing different arsenisation time




Figure 4.7: Low temperature PL spectra showing different arsenisation time
(a) 20 s arsenisation, (b) 60 s arsenisation, (c) 600 s arsenisation, and (d)
control sample.
4.4 Summary
GaAs QRs have been successfully fabricated on an AlGaAs/GaAs surface
by the DE method in a low V/III ratio environment under non-uniform Ga
supply (from Ga droplets). The morphological transition of the arsenisation
process from Ga droplets to GaAs QRs were observed using SEM and AFM.
PL provides a new pathway to observe the microstructural changes of GaAs
QRs growth which has not been possible with traditional SEM and AFM
techniques. A summary of the findings of this experiment is highlighted in
the box in the following page.
As this work is based on self-assembled GaAs QRs, the geometry and
the spatial placement of the QRs are not within the designer’s control.
In the next chapter of work, emphasis will be based on how to fabricate
ordered QRs and customising QRs from binary to ternary materials.
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1. DE is essential for the growth of 3D nanostructures in a lattice
matched material environment.
2. Different arsenisation pressures lead to different 3D nanostruc-
tures. Low As pressure leads to QRs.
3. A bimodal distribution of Ga droplet size is observable by AFM
which leads to two distinct GaAs QR sizes.
4. Larger Ga droplets crystallise before smaller Ga droplets because
of the crystallisation saturation condition.
5. PL provides a new pathway to observe microstructural changes
of GaAs QR growth which has not been possible with traditional
SEM and AFM techniques.
(a) PL showed a splitting of single to dual peaks as a result of
the bimodal distribution of GaAs QR sizes.
(b) PL showed a gradual relative increase in emission from small






InGaAs quantum rings on
GaAs (001) by droplet epitaxy
This chapter is motivated based on the work of self-assembled GaAs QRs
described in chapter 4. From the fabrication of self-assembled QRs, there
was a lack in the way to control the shape and size of the QRs grown. In or-
der to realise this, a template mask to spatially control where the QRs will
be grown was fabricated. In this work, the fabrication of ordered QRs using
a SiO2 nanohole template mask fabricated by LIL and a method to achieve
a good lift-off is explained. Binary (GaAs) and ternary (InGaAs) materials
used for QR growth will be discussed. The growth morphologies of ordered
GaAs and InGaAs QRs are compared against their self-assembled counter-
parts. This work constitutes one of the key contributions of the thesis of
creating an ultrathin SiO2 mask for epitaxial growth.
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5.1 Introduction
In the previous chapter, the successful growth of self-assembled GaAs QRs
gave a positive response and has led to new ideas on what can be explored
next in QR fabrication. Currently, DE reports related to QR fabrication
almost all describe a single self-assembly process under UHV using MBE.
Self-assembled QRs vary slightly in size and spatial distribution, the exact
placement of the QRs cannot be fully controlled. Ordered arrays of QRs
have not been fabricated before. The spatial control of ordered QRs allows
potential applications in the field of photonic crystals, for example. The
closest to ordered QRs so far reported has been the growth of laterally
aligned QRs on high index surfaces [82] which was also done in a single
UHV process. Work done on ex-situ patterned sample growth using DE
has not been intensively explored. The major issue with ex-situ patterning
is oxidation and contamination. The process of removing a sample midway
from an MBE for template fabrication exposes the sample to atmospheric
oxygen and carbon contaminants from photolithography chemicals. These
contaminants lead to interface states which prevent epitaxial regrowth of
QRs.
In this chapter, a method of passivating the surface of the GaAs buffer
using an As cap prior to removing a sample from MBE for photolithography
is introduced. The As cap acts as a passivation layer to protect the GaAs
buffer. Ex-situ patterning to fabricate a nanohole SiO2 template on GaAs
by LIL will be demonstrated. The samples templated with an SiO2 mask
is subjected to MBE regrowth of GaAs and InGaAs QRs by DE. The
ordered GaAs and InGaAs QRs were compared with their self-assembled
QRs counterparts. The growth dynamics of GaAs and InGaAs QRs will




Two sets of two samples each, making up a total of four samples were
fabricated in this experiment. The first set of two was used to fabricate
self-assembled QRs. The second set of two was used to fabricate ordered
QRs. In both sets, one sample was used to fabricate GaAs QRs and the
other was used to fabricate InGaAs QRs.
5.2.1 GaAs buffer growth
The GaAs buffer growth is employed to all the four samples in this work.
The process starts with 600 nm of GaAs buffer growth starting from GaAs
substrates. The purpose of the buffer layer is to create an atomic smooth
GaAs surface for DE and also to decouple the QRs from the substrate.
5.2.2 Self-assembled QRs growth
The self-assembled QRs in the first set of two samples were grown with the
same conditions described in section 4.2.1 with the absence of an AlGaAs
layer. The outlined box in the following page summaries the self-assembled
DE process used in this experiment.
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1. Samples were degassed at 300 ◦C for 1 hr in the pre-treatment
chamber.
2. Samples transferred to the growth chamber and heated up to 600
◦C to desorb oxide.
3. 600 nm GaAs buffer was grown.
4. Samples was then cooled to 300 ◦C to prepare for DE.
5. Two different samples, one deposited with 10.5 ML of Ga and one
with 10.5 ML of InGa.
6. Arsenisation of the droplets with a flux of 1×10−6 Torr for 5 min.
5.2.3 Ordered QRs growth
In the following sections, the discussion is on the fabrication process for the
second set of samples, the set for ordered QRs. The template fabrication,
lift-off challenges and a proposed solution will be presented. The DE steps
to grow QRs will also be shown.
5.2.4 Surface passivation: As capping and decapping
Surface passivation is an important technique in MBE fabrication to pre-
pare clean and defect-free III-V semiconductors. The technique was first
reported by Kowalczyk’s group in 1981 [83]. Here, it is done in-situ on
grown films of GaAs (001) by depositing several nanometers of elemental
As on the surfaces of the second set of samples. After the GaAs buffer layer
growth, the substrate temperature was lowered to 100 ◦C while keeping the
same As2 flux to allow a layer of As to be deposited on the GaAs surface as
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a cap layer for surface passivation. The elemental As provides protection
against atmospheric contamination. It has also been shown that As cap-
ping suppresses impurity incorporation, deep level densities, and associated
interfacial carrier depletion at MBE growth-interrupted interfaces [84]. An
As cap layer is able to withstand standard photolithographic processing
chemicals which is ideal for LIL [85]. After template fabrication, this As
cap can be removed by thermal desorption in the MBE chamber prior to
QR growth. In the current setup, As2 dimers were used for passivation of
all the samples as they provide a better sticking coefficient which in turn
form a better protective As cap compared to As4 at the same temperature
during substrate cooling [86].
5.2.5 Template fabrication
The goal was to make an ultrathin nanohole template on the second set
of samples so that it can be placed into MBE for regrowth of GaAs and
InGaAs QRs using DE. Direct photoresist patterning is not suitable because
photoresist polymers degrade at high growth temperatures in the MBE
chamber. One of the more established ways is the use of pattern transfer
to a structurally and chemically resistant template such as SiO2 or Si3N4
using negative masking technique. In this work, the desired template is
an array of SiO2 nanoholes to be used for ordered QR growth. LIL and
e-beam deposition are used to fabricate SiO2 nanohole template. Figure
5.1 shows resist pillars after development in CD-30 after LIL. SiO2 e-beam
deposition and resist lift-off is carried out to transfer the template to SiO2.
The outlined box summaries the LIL procedures for this experiment. The
full details of the physics of the LIL fabrication is described in section 2.4
of chapter 2.
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Figure 5.1: SEM image of resist pillars.
1. Wafer removed from MBE chamber after GaAs buffer layer grown.
2. HDMS (hexamethyldisilazane) primer layer treatment for pho-
toresist adhesion.
3. Spin coating of S1805 resist at 5000 rpm for 30 s.
4. Soft baking resist at 90 ◦C for 15 min.
5. Two LIL exposures with a 90◦ rotation after each exposure.
6. Resist development in Microposit CD-30 to reveal resist pillars.
7. RIE treatment using O2 plasma on samples surface for 5 s to
remove residual resist.
8. 20 nm SiO2 deposition using e-beam evaporation.
9. Lift-off using resist remover S1165.
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Figure 5.2: SEM image of lift-off after immersion in S1165 for 8 hr.
5.2.6 Improved lift-off technique
In this section, the discussion is on the problems encountered with resist
lift-off and the development of a technique to effectively remove the resist
from the second set of samples after e-beam evaporation.
Problems encountered
Most literature for lift-off recommends immersion of a sample in S1165 for
8 min. Prior to finding an effective way for resist removal, numerous trials
were conducted with other test samples immersed in S1165 solution with
timings ranging from 8 min, 15 min, 1 hr to 8 hr to remove the photoresist.
This removal time is in excess of that recommended by the datasheet to
ensure sufficient time for the dissolution of the resist in S1165. The SEM
image in figure 5.2 shows the lift-off result after 8 hr, and there are little dots
on the surface of the SiO2 that are displaced from the SiO2 nanoholes. The
lift-off was not successful even after extended hours. This is likely caused
by two reasons. Firstly, the small feature size (∼100 nm) makes removal
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Figure 5.3: SEM image of lift-off after immersion it in S1165 for 8 hr
followed by 15 min ultrasonic agitation.
difficult compared to large feature sizes (∼1 µm) common with most lift-off
processes. When a sample is immersed in the S1165 remover, there can be
air pockets trapped at the bottoms of resist nanoholes arising from surface
tension between S1165 and SiO2. This causes the S1165 to be unable to
penetrate for effective lift-off. Secondly, the e-beam evaporation of SiO2
may have surrounded the resist pillars making lift-off difficult. Ultrasonic
agitation has also been used in an attempt to “shake” off the resist pillars.
Figure 5.3 shows an SEM image after ultrasonic treatment which showed
no significant improvement.
Proposed lift-off solution
A jetting technique using an airbrush has been developed to increase the
force at which the resist remover impacts the samples. This technique was
employed in the resist removal in the second set of samples. Using an
airbrush connected to an N2 gas source regulated at a pressure of 350 kPa,
the samples are sprayed with S1165 for approximately 10 min to remove the
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resist. Subsequently, they are placed into a temperature controlled hot plate
stirrer with fresh S1165 remover at 70 ◦C for 15 min to remove any traces
of leftover materials. The airbrush effectively disperses the S1165 remover
as an aerosol so that it can reach the bottoms without being hindered
by surface tension. Additionally, the high jetting force created is able
to wash resist more effectively compared to normal immersion which is
based on dissolution and diffusion. The illustration in figure 5.4 shows the
difference between immersing a sample in solution versus the airbrush spray
technique. The SEM image in figure 5.5 shows significant improvement over
a wide area using the airbrush technique. An EDS scan was performed
using the Nova NanoSEM to determine if there is still significant amount
of photoresist left for the second set of samples. Figure 5.6 shows the EDS
spectrum of the first sample in the second set after photoresist removal
by the jetting technique with the inset of the SEM image of the sample
used for EDS. The carbon peak, an indication of the amount of resist on
the template, is below the detection limit. The finding was also the same
for the second sample in the second set. The removal of photoresist by
the jetting method makes it suitable for subsequent MBE regrowth for the
second set of samples.
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(a) Illustration of sample after e-beam deposition prior to
lift-off.
(b) Illustration of sample using the dipping method. Small
air bubbles prevent the remover from getting into contact
with resist.
(c) Illustration of sample using the airbrush jetting method.
Aerosol is able to penetrate into the nanohole, removing the
resist effectively.
Figure 5.4: Illustrations of the samples; (a) before lift-off and two different
lift-off processes using (b) dipping method and (c) airbrush jetting method.
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Figure 5.5: SEM image of lift-off after spraying the sample using airbrush.
Figure 5.6: EDX graph with inset showing SEM image of SiO2 template.
5.2.7 MBE regrowth of ordered QRs
After using the improved lift-off technique, the second set of samples with
the SiO2 nanohole template were reintroduced into the MBE chamber for
regrowth by DE. The samples were heated to 700 ◦C and the As cap was
desorbed. This was verified by RHEED showing a (1 × 1) diffraction
pattern at a region without the SiO2 pattern. The substrate temperature
was then lowered down to 300 ◦C to prepare for DE. The DE steps are
similar to that explained in detail in section 4.2.1 of chapter 4, except with
the absence of an AlGaAs layer. A summary of the steps is highlighted in
the following box.
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1. Samples were heated to 700 ◦C to desorb As cap layer.
2. Samples temperature lowered down to 300 ◦C to prepare for DE.
3. Close As valve and wait for 5 min to pump out excess As in growth
chamber.
4. Two different samples, one deposited with 10.5 ML of Ga and one
with 10.5 ML of InGa.
5. Arsenisation of the droplets with a flux of 1×10−6 Torr for 5 min.
5.3 Results and discussion
This section divides the discussion into two parts. Firstly, mechanics and
formation principles of self-assembly grown GaAs and InGaAs QRs are dis-
cussed. Then, the mechanics and formation principles of templated growth
of GaAs and InGaAs QRs using SiO2 as a template are discussed and com-
pared against self-assembled QRs.
5.3.1 Self-assembled growth of QRs
Self-assembled GaAs QRs
The following section outlines the mechanics of the QR formation using Ga
droplets as an example. The formation principles of GaAs QRs is described
in section 4.2.4. Figure 5.7 shows an SEM image of example GaAs QRs.
The explanation of the geometry of the rounded GaAs QRs is discussed
earlier in section 4.3.1. A summary of the explanations is provided in the
following box for reference.
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Figure 5.7: SEM image of GaAs QRs grown by DE.
1. As flux was low, so arsenisation is carried out in the As limited
regime.
2. Ga migration becomes the dominant process aiding the process
of QR formation.
3. Ga atoms tend to migrate faster in the [11¯0] direction than the
[110] direction on a c(4 x 4) GaAs surface which in theory will
give oval shaped GaAs QRs.
4. Symmetric GaAs QRs were formed because in the As limited
regime, the migration of Ga adatoms reach a limit in the [11¯0]
direction which compensate for the [110] direction.
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Self-assembled InGaAs QRs
In the case of InGaAs QR formation, rings formed were larger in diameter
due to higher mobility of In adatoms with a longer diffusion length [17, 87]
at the same growth temperature of 300 ◦C. Figure 5.8 shows self-assembled
InGaAs QRs of approximately 90 nm in diameter. It can be seen that the
InGaAs QRs have a distinct squarish center compared to the GaAs QRs.
The high mobility and diffusion speed of InGa adatoms in their preferential
directions result in distinct square centers instead of the rounded centers of
GaAs QRs. This can be interpreted as an exaggerated case of migration in
the [11¯0] and [110] directions. The shape is square instead of rectangular
because of QR formation in the As limited regime in the formation of GaAs
QRs mentioned in section 4.3.1. The square center has a diagonal of 72 nm
which is longer than the GaAs QR inner hole diameter of 27 nm. This gives
evidence that the InGa adatoms were more mobile than the Ga adatoms.
Figure 5.8: SEM image of InGaAs QRs grown by DE.
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5.3.2 SiO2 templated growth of QRs
The fabricated SiO2 templates on the two samples in the second set contain
nanoholes of diameter 140 nm. This size is larger than the Ga and InGa
droplets as well as the self-assembled GaAs and InGaAs QRs. The reason
to use a 140 nm nanohole diameter is to ensure that the droplets will
be able to land in the SiO2 nanoholes without blockage. As mentioned in
section 5.2.6, the use of an airbrush jetting lift-off technique is an important
step because resist contamination from ex-situ processing is a major source
of defect states at the interfaces of samples [88, 89]. After the samples
are reintroduced into the MBE, As decapping is performed as outlined in
section 5.2.7 before QR growth by DE.
Ordered GaAs QRs
Ordered GaAs QRs were fabricated on the first sample of the second set.
The SEM image in figure 5.9 shows a cluster of GaAs QRs inside each
SiO2 nanohole. The clustering can be interpreted as a few Ga droplets
in each nanohole that arsenise independently and form GaAs QRs that
merge together during the arsenisation stage. From the inset in figure 5.9,
it can be seen that there are multiple GaAs QRs (∼2-3) inside each SiO2
nanohole. The arrows illustrated in the inset are pointing towards nanohole
centers in the GaAs QR cluster. The average size of the individual GaAs
QR is approximately 80 nm which is similar to the self-assembled GaAs
QRs in figure 5.7. The presence of multiple GaAs rings indicates that the
initial deposited Ga droplets had not coalesced from the Ostwald ripening
process [90]. The Ga adatoms were less mobile and remained as individual
droplets and formed independent GaAs QRs during arsenisation.
During the arsenisation phase, the Ga droplets arsenise at their initial
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Figure 5.9: SEM image of GaAs QRs grown by DE on SiO2 template.
positions. As Ga droplet is consumed forming GaAs, GaAs QR starts
to form and grow bigger in size. The GaAs QR will then coalesce with
neighbouring GaAs QRs forming clusters [78]. The particulates seen on
the SiO2 template are due to the high sticking coefficient of Ga on SiO2
which is close to unity at a growth temperature of 300 ◦C [91]. No GaAs
rings can be seen growing on the surface of the SiO2 as there is no local
droplet etching effect which is essential to the formation of GaAs QRs [92].
This reinforces the theory that the the GaAs rings were actually grown in
the SiO2 nanohole albeit with a poorer shape compared to self-assembled
GaAs QRs.
Ordered InGaAs QRs
Ordered InGaAs QRs were fabricated on the second sample of the second
set. Figure 5.10 shows an SEM image of the InGaAs QR sample. Precisely
one InGaAs QR was observed in each SiO2 nanohole with no clustering.
The arrows in the inset of figure 5.10 points to the center of the InGaAs
QR. The InGaAs QR outer ring diameter follows the template size of 140
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nm which is larger than that of the self-assembled InGaAs QRs which were
approximately 90 nm in figure 5.8. From the single QR occupancy in each
nanohole, it can be deduced that the original InGa droplets were more
mobile [87]. During InGa deposition, multiple InGa droplets are deposited
in each nanohole, same as the Ga droplet case described earlier. However,
the InGa droplets underwent Ostwald ripening to form a single InGa droplet
during the break time before arsenisation started [93]. Since the multiple
InGa droplets combine to form a single larger droplet, a single and bigger
QR resulted after arsenisation. The SEM image in figure 5.10 also shows
increased growth selectivity. The surface of the SiO2 template is relatively
free from clustering compared to the GaAs QR case. This is because In has
a much lower sticking coefficient on SiO2 at the same growth temperature
as compared to that of Ga [94], so most of the InGa droplet composite is
likely to have diffused out from the SiO2 surface.
Figure 5.10: SEM image of InGaAs QRs grown by DE on SiO2 template.
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5.4 Summary
Self-assembled and ordered arrays of GaAs QRs and InGaAs QRs were
fabricated from GaAs substrates and GaAs substrates with a patterned
SiO2 nanohole template, respectively, using DE. The ex-situ SiO2 nanohole
template fabrication was done using a two-step process by first patterning
photoresist using LIL and then transferring the photoresist pattern to SiO2.
This SiO2 template growth method provides a new pathway to tune the size
and periodicity of III-V based QRs and allows future studies on ordered
QRs and their electronic and optical properties. A summary of the findings
of this part of the work is highlighted in the following box.
1. As capping of the GaAs buffer layer is important to protect the
surface from photolithographic chemicals.
2. As decapping in the MBE growth chamber is essential for re-
growth.
3. GaAs QRs form clustered rings in SiO2 nanoholes.
(a) Ga droplets are less mobile than In, providing multiple sites
for arsenisation.
(b) Arsenised GaAs causes mixing of individual GaAs QRs re-
sulting in clustering of GaAs QRs.
4. InGaAs QRs form single rings in each SiO2 nanohole.
(a) InGa droplets are more mobile; they undergo Ostwald ripen-
ing first to form bigger droplets before arsenisation.
(b) Resultant InGaAs QRs follow the size of the SiO2 nanoholes.
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Chapter 6
Growth of ordered InGaAs
quantum dots on GaAs (001)
using an AAO template by
migration enhanced epitaxy
The motivation of this chapter is based on the limitations present in the
LIL template fabrication. As the feature sizes of templates created by
LIL are larger than 100 nm and the LIL process requires a sophisticated
setup which is not readily available to most manufacturers, the aim is
to look for a templating solution that can provide a feature size smaller
than 100 nm and can be setup easily in laboratories. Non-lithographic
AAO is a candidate of choice as the self-assembled AAO template has a
hexagonal nanohole arrangement that is highly ordered which is excellent
for ordered nanostructure growth. The nanohole size is customisable in
the range of 60 - 80 nm providing some flexibility to the user. The shift
from lithographic LIL to non-lithographic AAO method is a compromise
between a slight trade-off between AAO template orderliness versus lower
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cost and smaller feature size. In this chapter, ordered InGaAs QDs were
fabricated using AAO as a template mask. The MEE technique was used
tune the diffusion lengths of the individual group III elements so that QDs
can be successfully grown in the AAO nanohole. This chapter constitutes
one of the key contributions of this thesis of developing a non-lithographic
template mask suitable for MBE growth.
6.1 Introduction
In the previous chapter, the use of SiO2 template mask fabricated by LIL
method has shown successful application in the fabrication of ordered GaAs
QRs and InGaAs QRs on a GaAs surface. As mentioned earlier, the current
LIL setup is limited to a 100 nm feature size and significant resources are in-
curred during template fabrication. To reduce the size of the nanostructures
and decrease the cost of fabrication, AAO was selected as a candidate for
non-lithographic template in this work. InGaAs QDs were grown on GaAs
by the MEE technique using an AAO template mask. MEE is used here
because it can compensate for different elements having different growth
sensitivities on the AAO and GaAs substrates. This can reduce nucleation
on the surface during the deposition process. This phenomenon would arise
normally from different elements having different evaporation rates and dif-
fusion lengths on a template surface under equal growth temperatures. The
MEE method attempts to solve the issues faced by the conventional MBE




In this work, a total of five samples will be used to study the growth of
InGaAs QDs using AAO template with three of them having the AAO
template and two of them as control samples without the AAO template.
The use of As cap for passivation in the previous work is also employed here
for the three samples with AAO template. The details for As capping and
decapping are explained in section 5.2.4. Prior to the actual experimental
process description, a section will be dedicated to explain some background
work related to the AAO templating process.
6.3 Improved AAO fabrication
A successful AAO pattern transfer encompasses two keys factors. Firstly,
a large area transfer and secondly a template free from contaminants from
the template transfer process. The initial trials of AAO template transfer
and wafer bonding are described in section 2.5.6, with Apiezon wax used
as a mechanical support for a 200 nm thick AAO [65]. For MEE growth of
InGaAs QDs, the required AAO thickness cannot be greater than 80 nm.
This is because the In and Ga beams arrive at an oblique angle from the
current Riber 32P configuration which is specific to this setup. If a template
is too thick, deposition will only occur on the sidewalls of the AAO and the
MEE adatom diffusion is unable to compensate for the tall aspect ratio of
the AAO template. Secondly, it was found that Apiezon wax leaves traces
of undissolved residue which are visible under an optical microscope. With
these residues, it is not possible to use this AAO template in the MBE
system because of potential carbon contamination from Apiezon wax. At
the same time, interface states will severely degrade the crystalline quality
of the QDs. To improve the cleanliness of the AAO template, polymethyl
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methacrylate (PMMA) was used as a substitute for the AAO support layer
for the required three samples in this work. This is because PMMA is
easy to remove, leaving almost no trace of organic residue as compared to
Apiezon wax. PMMA provides good support strength compared to Apiezon
wax thus making it a better substitute. 80 nm thick AAO was fabricated
for the template. The AAO fabrication process is outlined in section 2.5.3
and the wafer bonding procedure is the same as that described in section
2.5.6 except that a 2 µm thick PMMA film was spin-coated on the surface of
the AAO using 950PMMA A9 solution instead of dripping it with Apiezon
wax. The samples was soft baked at 125 ◦C to evaporate the anisole solvent
hardening the PMMA film. The removal of PMMA after wafer bonding
was accomplished by dipping the sample in acetone and isopropyl alcohol
in succession leaving behind AAO bonded to the substrate.
6.3.1 Post bonding treatment
Substrate cleanliness and AAO template cleanliness are crucial factors for
selective epitaxial growth of QDs at AAO pore bottoms. Pure dry etching
methods such as in-situ plasma treatment can potentially induce substrate
damage which will affect growth morphology [95] leading to non-epitaxial
growth. After AAO bonding, the three samples were subjected to a com-
bination of chemical cleaning and dry cleaning was carefully used to avoid
substrate damage. To prepare an ultraclean AAO on GaAs, the samples
were treated by UV-ozone at room temperature for 3 min to remove any
traces of PMMA left on the AAO. The samples were then immersed again
in 5% wt. H3PO4 for 5 min to remove the top few monolayers of AAO
template from the surface that may have adsorbed organic materials dur-
ing the bonding process. Lastly, the native oxide layer on the GaAs surface
was removed by immersion in concentrated HCl for 30 s followed by a rinse
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Figure 6.1: SEM image of ultrathin AAO (∼80 nm) bonded to GaAs sub-
strate.
in deionised water and then blown dry with N2 gas. Figure 6.1 shows an
SEM image of the AAO template bonded to the GaAs substrate before
MBE growth. The pore diameter of the AAO template is about 60 nm and
the thickness is about 80 nm giving an aspect ratio of 1.33.
6.4 Epitaxial growth of InGaAs QDs with
MEE
The MEE method was employed by opening the shutters of Ga, In and
As2 sources at different time intervals, such that after a deposition time of
tGa and tIn for Ga and In respectively, there was a break time t
b for group
III elements to evaporate and diffuse out of the template, after which the
shutter of As2 was opened for time tAs to crystallise the group III elements
deposited. A growth recipe of a multi-layered structure, 40 ML GaAs/40
ML InGaAs/40 ML GaAs/GaAs substrate, was performed using the MEE
technique. The first 40 ML of the GaAs buffer layer was deposited at a
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growth rate of 1 ML per cycle at 580 ◦C, and the subsequent InGaAs QDs
and GaAs cap layer were grown at a lower temperature of 530 ◦C. The
break time, tb were varied for different samples. Figure 6.2 shows a timing
diagram for 1 cycle of MEE. The five samples dubbed samples A, B, C, D
and E were prepared. Sample A had a single GaAs layer, and the growth
was performed through conventional MBE with a growth rate of 0.12 ML/s
with a growth temperature of 580 ◦C. Samples B and C contained InGaAs
QDs, and growths were performed by MEE method. Samples B and C
have the same growth parameters except the break time for Ga, tbGa was
increased from 10 s to 15 s. The purpose of increasing the break time
was to compensate for the lower evaporation rates and increase the total
diffusion lengths at lower temperature of 530 ◦C. Samples D and E were
control samples with 50 nm thick InGaAs layers grown by the MEE method
to determine the compositional structure of the InGaAs QDs grown at
different growth temperatures. A summary of growth parameters is shown
in table 6.1.
Figure 6.2: MEE timing diagram showing one cycle of the source opening
sequence.
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Table 6.1: Growth parameters for samples A, B, C, D and E.
Break time, tb
Sample Ga In As deposition time
A continuous 0.12 ML/s N.A. continuous
B 10 s 10 s 10 s
C 15 s 10 s 10 s
D 50 nm InGaAs at 530 ◦C by MEE
E 50 nm InGaAs at 500 ◦C by MEE
6.5 Results and discussion
Figure 6.3 shows a comparison of SEM images among sample A (conven-
tional MBE), sample B (MEE growth with a break time of 10 s) and sample
C (MEE growth with a break time of 15 s). As seen in figure 6.3a, dur-
ing conventional MBE growth, materials that impinged on the surface of
AAO nucleated and formed clusters around the AAO pores. This gradually
caused the pores to become blocked and no material reached the pore bot-
toms. For samples B and C grown using MEE technique, the break time
allowed both In and Ga adatoms to diffuse into the pore bottoms before
the As source was introduced to crystallise the In and Ga forming InGaAs
QDs. Comparing samples B and C, with the increased break time for Ga at
a lower temperature of 530 ◦C, the blocking effect was significantly reduced
in sample C as there was no observable deposition on the surface of the
AAO.
Selective etching of the AAO template was carried out using 10 % vol.
HF solution to reveal the InGaAs QDs for sample C. The QDs’ coverage
is about 1 cm2, as large as the AAO template, distinguished by its darker
color. Figure 6.4 shows SEM images of a top view of sample C after remov-
ing the AAO template. It can be seen that the QDs replicate the highly
ordered hexagonal patterns of the AAO template, indicating good size uni-
formity. The average diameter of the QDs is about 60 nm, corresponding
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(a) Conventional MBE growth. (b) MEE growth.
(c) MEE growth.
Figure 6.3: A comparison of AAO template after growth using (a) conven-
tional MBE, (b) MEE with tbGa 10 s and (c) MEE with t
b
Ga 15 s.
to the diameter of the pores. The inset in figure 6.4 shows a close up view
of the QDs having 4 facets, which are almost parallel to the [010] or [001]
directions.
The crystal quality of QDs was observed by high-resolution TEM shown
in figure 6.5. As seen in figure 6.5a, the QDs have a pillar-like bodies and
pyramidal heads with an average height of about 45 nm which is higher
than the thickness of a GaAs planar layer (28 nm) grown with the same
amount of Ga supply due to the pyramidal shape. The pyramidal side
facets are very close to {101} type planes referencing both GaAs (011)
cross-sectional TEM images in figure 6.5 and the GaAs (100) top view SEM
image in figure 6.4. {101} type side facets also occur in InAs QDs grown
on a GaAs (001) substrate which is attributed to surface energy competing
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Figure 6.4: SEM image of InGaAs QD with inset showing orientation rela-
tion between pyramidal facets with substrate.
between the appearance of {101} side facets with disappearance of some
area of the wetting layer [96]. From the TEM images, it can be concluded
that the growth of the InGaAs QDs represent non-2D layer by layer growth
because of the pyramidal nanostructures seen in the SEM images. This can
be attributed to surface degradation during oxide layer desorption at 580
◦C and surface energy competition when growing in the AAO nanoholes
[97].
As the InGaAs QDs volume were not enough for XRD measurements
in samples A, B and C. The control sample, sample D comprises of 50
nm thick InGaAs was grown with the same MEE technique but without
an AAO template was used for XRD measurements. The In composition
in the sample was estimated to be 4% through XRD. The FWHM of the
InGaAs layer was calculated to be 198 arcsec, from the rocking curve seen
in the inset of the XRD curve in figure 6.6. The composition of In was
smaller than the nominal composition, which was likely caused by high
evaporation rate of In at 530 ◦C [76]. The second control sample, sample
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(a) TEM image of a QD. (b) Zoomed up image of (A).
Figure 6.5: HRTEM images of one QD from sample C with (a) showing
one corner of the QD (b) Higher resolution image of small square area
highlighted in (a) with inset showing electron diffraction pattern of the
QD.
E with the same thickness as sample D was grown at 500 ◦C using the
same parameters. The XRD rocking curve in figure 6.7 shows an estimated
22.5% In. From the control samples, it can be concluded that MEE has
a lower tolerance to growth temperature compared to MBE arising from
surface evaporation.
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Figure 6.6: XRD curve of sample D, 50 nm thick InGaAs grown by MEE
at 530 ◦C with inset showing the rocking curve of InGaAs layer.




In this work, ordered InGaAs QDs were successfully grown on GaAs using
AAO as a template using the MEE technique. A summary of the findings
of this experiment is highlighted in the box.
1. Clean AAO is a essential for use in MBE growth.
2. An ultrathin AAO template is needed for MBE due to having an
oblique angle of incidence from elemental sources.
3. The MEE technique is essential for template growth to compen-
sate for differences in migration rates of different elements.
4. Multifaceted InGaAs QDs indicate a non-2D growth mode arising
from possible surface damage from AAO patterning.
5. MEE has a smaller temperature growth window for selective In-
GaAs QD growth on AAO than conventional MBE.
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Chapter 7
Conclusion and future work
7.1 Conclusion
In this thesis, the growth of low dimensional semiconductor nanostructures
by self-assembled and templated techniques using MBE has been demon-
strated. Different MBE growth techniques were used to successfully grow
these nanostructures. Through the study of the template process, growth
morphology of different nanostructures, and their effects on PL emission,
an understanding of the key aspects of semiconductor nanostructure growth
has been gained. The resulting conclusions have been analysed and con-
firmed by carefully planned experiments.
The fabrication of lattice matched self-assembled GaAs QR nanostruc-
tures on AlGaAs/GaAs by DE provided an in depth understanding on the
dynamics of QR growth. This investigation into GaAs QRs revealed that a
low As crystallisation flux is needed to form QRs such that growth is carried
out in a As limited regime giving rise to ring formation. It was learned that
by limiting to a very low As flux produced rounded GaAs rings because of
extended migration time in the slower [110] direction compensated for the
faster [11¯0] direction.
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PL characterisation is an alternative tool to study minute morphological
changes during the growth stages of GaAs QRs. From PL experiments, a
few conclusions were made. Firstly, two distinct PL emission peaks from
the QRs confirmed the existence of a bimodal distribution of GaAs QRs.
Secondly, the increase in arsenisation time led to an increase in the ratio of
the PL intensity from the smaller GaAs QRs to the larger GaAs QRs. This
indicated that larger Ga droplets crystallise first followed by the smaller
Ga droplets from the crystallisation saturation condition.
The successful growth of GaAs QRs has raised the bar to create more
sophisticated nanostructures. The move to create ordered nanostructures
using a nanohole template mask was next. A few challenges were faced in
the process from surface contamination of the substrate and lithographic
resist lift-off which were solved in the following manner. Firstly, an As cap
was used as a passivation layer to protect the epi layers from lithographic
chemicals. This passivation layer can be easily removed by thermal desorp-
tion during MBE regrowth after patterning. Secondly, a high force resist
removal technique was developed using an airbrush to spray the resist re-
mover for effective lift-off during the transfer for SiO2 templating. The
growth dynamics of ordered GaAs and InGaAs was studied with reference
to self-assembled growth. From this work, it was learnt that Ga droplets
were less mobile and did not undergo Oswald ripening resulting in individ-
ual formation of GaAs QRs during arsenisation. The intermixing of the
GaAs QRs gave rise to the formation of clustered GaAs QRs in each SiO2
nanohole. For the case of InGaAs QRs, the In makes the InGa droplets
more mobile and they coalesce from Oswald ripening resulting in one single
InGa droplet in each SiO2 nanohole. Upon arsenisation, a single InGaAs
QR was then formed.
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To further broaden the scope of the template work, a non-lithographic
AAO template was introduced to fabricate ordered arrays of InGaAs QDs.
AAO was chosen because it is a good compromise between small feature
size, skills needed, and the cost of fabrication. InGaAs QDs were studied
as QDs represent the ultimate nanostructure in carrier confinement. The
MEE growth technique was chosen because of its ability to control the
break time for Ga and In individually to compensate for different diffusion
lengths of the two metals resulting in successful InGaAs QDs grown in
AAO nanoholes. From this work, it was learned that the MEE growth
technique is suitable for AAO template growth. It showed a significant
reduction in surface blocking and reduced nucleation on the AAO template
compared to the conventional MBE growth mode. A down side of MEE is
the narrow growth temperature window. XRD scans revealed that a change
in 30 ◦C growth temperature can dramatically change the In composition
in InGaAs QDs by as much as 18%. This phenomenon is likely to be caused
by a competition of In diffusing out of the template surface and into the
AAO nanoholes to form QDs.
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7.2 Recommendations for future work
7.2.1 Size adjustment of QDs via AAO nanohole size
Further work can be done optimising the size of QDs. The change in
feature size of AAO templates has been reported by Chik’s and Myung’s
group [61, 98]. This can be done by varying the hole sizes of AAO tem-
plates, which could be adjusted by changing the anodising conditions such
as the electrolyte acid. H2SO4 produces a smaller hole diameter and H3PO4
produces a larger hole diameter compared to oxalic acid or a mixture of
acids can be used. The adjustment of QD size by a single parameter is
highly prized because of its linear variation to QD emission.
7.2.2 PL enhancement by ordered metal nanoparticle
array
This thesis has demonstrated the fabrication of semiconductor nanostruc-
tures, QRs and QDs. In recent years, research into plasmonic materials
using metal nanoparticles has surged because emission properties is a func-
tion of nanostructure geometry [99]. Surface plasmons (SPs) are a kind of
electromagnetic field which exists at the interface between metal and dielec-
tric. PL enhancement of a metal layer on InGaN/GaN has been reported
[100]. However, longer PL emission wavelengths have not been intensely
studied. Following the work from chapter 6, a potential future work can be
the fabrication of metal nanoparticles on an InGaAs/GaAs QW sample to
enhance PL emission using SPs. Different plasmonic metals such as Ag and
Au can be used to enhance PL emission at different wavelength regions. As
a proof of concept, work has been done by using e-beam to evaporate 20 nm
of Ag on an AAO template. Ag metal nanoparticles are found deposited
at the bottom of the AAO nanoholes as shown in figure 7.1.
111
Figure 7.1: SEM image showing AAO film and Ag nanoparticles after 20
nm Ag deposition.
7.2.3 Novel metal-semiconductor hetero-nanostructures
To date, there have only been reports of dots-in-ring semiconductors [18].
Another interesting aspect to look into would be the effect of metal nanopar-
ticles on semiconductor QR nanostructures. Metal nanoparticles can be de-
posited into the centers of QRs creating metal dot-in-ring structures. The
combination of a localised surface plasmon resonance and the PL emission
effect in a ring-like nanostructure has not been investigated before. This
localised surface plasmon in the ring-like structure is analogous to whis-
pering gallery resonators which has potential applications in the making of
III-V semiconductor optical switches.
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