The cluster category is a triangulated category introduced for its combinatorial similarities with cluster algebras. We prove that a cluster algebra A of finite type can be realized as a Hall algebra, called exceptional Hall algebra, of the cluster category. This realization provides a natural basis for A. We prove new results and formulate conjectures on 'good basis' properties, positivity, denominator theorems and toric degenerations.
Introduction
Cluster algebras were introduced by S. Fomin and A. Zelevinsky [12] . They are subrings of the field Q(u 1 , . . . , u m ) of rational fractions in m indeterminates, and defined via a set of generators constructed recursively. These generators are called cluster variables and are grouped into subsets of fixed finite cardinality called clusters. The recursion process begins with a pair (x, B), called a seed, where x is an initial cluster and B is a rectangular matrix with integer coefficients.
The first aim of the theory was to provide an algebraic framework for the study of total positivity and of Lusztig/Kashiwara's canonical bases of quantum groups. The first result is the Laurent phenomenon which asserts that the cluster variables, and thus the cluster algebra they generate, are contained in the Laurent polynomial ring Z[u ±1 1 , . . . , u ±1 m ]. Since its foundation, the theory of cluster algebras has witnessed intense activity, both, in its own foundations and in its connections with other research areas. One important aim has been to prove, as in [1] , [29] , . . . that many algebras encountered in the theory of reductive Lie groups have (at least conjecturally) a structure of cluster algebra with an explicit seed. On the other hand, a number of recent articles have been devoted to establishing links with subjects beyond Lie theory. These links mainly rely on the combinatorics by which cluster variables are grouped into clusters. Among the subjects concerned we find Poisson geometry [17] , where clusters are interpreted in terms of integrable systems, Teichmüller theory [13] , where clusters are viewed as systems of local coordinates, and tilting theory [6] [4] [16] , where clusters are interpreted as sets of indecomposable factors of a tilting module.
A cluster algebra is said to be of finite type if the number of cluster variables is finite. In [14] , S. Fomin and A. Zelevinsky classify the cluster algebras of finite type in terms of Dynkin diagrams. The cluster variables are then in bijection with the almost positive roots of the corresponding root system, i.e. the roots which are positive or opposite to simple roots. Note that this classification is analogous to P. Gabriel's classification of representation-finite quivers; it is also analogous to the classification of finite dimensional semisimple Lie algebras in the theory of Kac-Moody algebras.
In finite type, the combinatorics of the clusters are governed by generalized associahedra. The purpose of the decorated categories of [23] and, later, of the cluster categories of [6] [4] [9] is to offer a better understanding of these combinatorics.
Let Q be a quiver whose underlying graph is a simply laced Dynkin diagram and let mod kQ be the category of finite-dimensional representations of Q over a field k. The cluster category C is the orbit category of the bounded derived category D b (mod kQ) under the action of a canonical automorphism. Thus, it only depends on the underlying Dynkin diagram and not on the orientation of the arrows in the quiver Q. With hindsight, the canonical automorphism is chosen so as to extend the bijection between indecomposable kQ-modules and positive roots to a bijection between indecomposable objects of C and almost positive roots and, hence, cluster variables. By the results of [6] , this bijection also induces a bijection between clusters and 'tilting objects' of C. These 'coincidences' lead us to the following Question 1. Can we realize a cluster algebra of finite type as a 'Hall algebra' of the corresponding category C?
A first result in this direction is the cluster variable formula of [8] . This formula gives an explicit expression for the cluster variable associated with a positive root α corresponding to an indecomposable module M α : The exponents of the Laurent monomials of the cluster variable X α are provided by the homological form on mod kQ and the coefficients are Euler characteristics of Grassmannians of submodules of M α . In the present article, we use this formula to provide a more complete answer to question 1 and to obtain structural results on the cluster algebra, some of which constitute positive answers to conjectures by Fomin and Zelevinsky. We first describe our structural results: * Canonical basis. We obtain a Z-basis of the cluster algebra labelled by the set of so-called exceptional objects of the category C. The results below point to an analogy of this basis with Lusztig/Kashiwara's dual canonical bases of quantum groups. * Positivity conjecture. We prove that the Laurent expansion of a cluster variable has positive coefficients, when the seed is associated to a quiver orientation. * Good basis property and Toric degenerations. We prove that these bases are compatible with 'good filtrations' of the cluster algebra. This provides toric degenerations of the spectrum of cluster algebras of finite type, in the spirit of [7] . * Denominator conjecture. The formula enables us to prove the following: the denominator of the cluster variable associated to the positive root α in its irreducible fraction into polynomials in the u i 's is i u n i i where α = i n i α i is the decomposition of α in the basis of simple roots. Now, the main result of this article is the 'cluster multiplication theorem', Theorem 2. This result yields a more complete answer to Question 1. It provides a 'Hall algebra type' multiplication formula for the cluster algebra. The main part of the paper is devoted to the proof of this formula.
Recall that by a result of [20] , the category C is triangulated. The cluster multiplication formula expresses the product of two cluster variables associated with objects L and N of the cluster category in terms of Euler characteristics of varieties of triangles with end terms L and N . Repeated use of the formula leads to an expression of the structure constants of the cluster algebra in the basis provided by the exceptional objects in terms of Euler characteristics of varieties defined from the triangles of the category C. Thus, the cluster algebra becomes isomorphic to what we call the 'exceptional Hall algebra' of C.
This theorem can be compared with Peng and Xiao's theorem [24] , which realizes Kac-Moody Lie algebras as Hall algebras of a triangulated quotient of the derived category of a hereditary category. But a closer look reveals some differences. Indeed, we use the quotient of the set of triangles W Y N,M of the form
by the automorphism group Aut Y of the object Y , while Peng and Xiao use the quotient W Y N,M / Aut(M ) × Aut(N ). Hence, our approach is more a 'dual Hall algebra' approach as in Green's quantum group realization [18] . Another difference is that the associativity of the multiplication is not proved a priori but results from the isomorphism with the cluster algebra. The paper is organized as follows: Generalities and auxiliary results on triangulated categories and, in particular, on the cluster category are given in section 2 and in the appendix, where we prove the constructibility of the sets W Y N,M / Aut(Y ) described above. Section 3 deals with the cluster multiplication formula. We first reduce the proof to the case where the objects involved are indecomposable. Then the indecomposable case is solved. Here, the homology functor from C to the hereditary category of quiver representations plays an essential rôle. It allows us to bypass the 'triangulated geometry' of C, which unfortunately is even out of reach of the methods of [30] [31] , because the graded morphism spaces of the category C are not of finite total dimension. The main ingredient of the proof is the Calabi-Yau property of the cluster category, which asserts a bifunctorial duality between Ext 1 (M, N ) and Ext 1 (N, M ) for any objects M and N .
In section 4, we use Lusztig's positivity results for canonical bases [21] [22] to prove the positivity theorem. Then we obtain the denominator theorem.
Section 5 deals with good bases for these cluster algebras. We provide a basis indexed by exceptional objects of the category C, i.e. objects without self-extensions. The cluster variable formula yields that this basis has a 'Groebner basis' behaviour and provides toric degenerations.
The last part is concerned with conjectures for 'non hereditary' seeds of a cluster algebra of finite type. We formulate a generalization of the cluster variable formula, and other conjectures which would follow from it, such as results on positivity, simplicial fans . . . . We close the article with a positivity conjecture for the multiplication rule of the exceptional Hall algebra.
The cluster category
2.1. Let ∆ be a simply laced Dynkin diagram and Q a quiver with underlying graph ∆. We denote the set of vertices of Q by Q 0 and the set of arrows by Q 1 . Let k be a field. We denote by kQ the path algebra of Q and by mod kQ the category of finitely generated right kQ-modules. For i ∈ Q 0 , we denote by P i the associated indecomposable projective kQ-module and by S i the associated simple module. The Grothendieck group G 0 (mod kQ) is free abelian on the classes [S i ], i ∈ Q 0 , and is thus isomorphic to Z n , where n is the number of vertices of Q. For any object M in mod kQ, the dimension vector of M , denoted by dim (M ), is the class of M in G 0 (mod kQ).
Recall that the category mod kQ is hereditary, i.e. we have Ext 2 (M, N ) = 0 for any objects M , N in mod kQ. For all M , N in mod kQ, we put
In the sequel, for any additive category F, we denote by ind(F) the subcategory of F formed by a system of representatives of the isomorphism classes of indecomposable objects in F. We know that there exists a partial ordering Q , also denoted by , on ind(mod kQ) such that [M, N ] 0 = 0 ⇒ M N, M, N ∈ ind(mod kQ). Denote by r be the cardinality of ind(mod kQ). We fix a numbering Z k , 1 ≤ k ≤ r, of the objects in ind(mod kQ) which is compatible with the ordering. We recall from [27] [28] that there is a canonical Z-linear category from which mod kQ is obtained by base change.
Denote by
the bounded derived category of the category of finitely generated kQ-modules and by S its shift functor M → M [1] . As shown in [19] , the category D is a Krull-Schmidt category, and, up to canonical triangle equivalence, it only depends on the underlying graph ∆ of Q. We identify the category mod kQ with the full subcategory of D formed by the complexes whose homology is concentrated in degree 0. We simply call 'modules' the objects in this subcategory. The indecomposable objects of
We still denote by dim (M ) ∈ G 0 (D) the dimension vector of an object M of D in the Grothendieck group of D.
Let τ be the AR-translation of D. It is the autoequivalence of D characterized by the Auslander-Reiten formula:
where M , N are any objects in D and where D is the functor which takes a vector space to its dual. The AR-translation τ is a triangle equivalence and therefore induces an automorphism of the Grothendieck group of D. If we identify this group with the root lattice of the corresponding root system, the Auslander-Reiten translation corresponds to the Coxeter transformation, cf. [3] [15] .
We now consider the orbit category D/F , where F is the autoequivalence S • τ −1 . The objects of the category C = C Q = D/F are the objects of D and the morphisms are defined by
The category C Q was defined in [6] , cf. also [9] for the A n -case. It is the so-called cluster category. Like the derived category D, up to canonical equivalence, the cluster category C Q only depends on ∆ and not on the orientation of the quiver Q.
2.3. We now review the basic properties of the category C. The first two points of the following theorem were proved in [20] and and the last two points in [6] .
The category C is triangulated and (ii) the natural functor π : D → C is a triangle functor. (iii) The category C is a Krull-Schmidt category and (iv) we have End C (M ) = k for any indecomposable object M of C.
The shift functor of the triangulated category C will still be denoted by S. Often, we will omit the functor π from the notations. With this convention, the objects in
form a set of representatives for the indecomposables of C, as shown in Proposition 1.6 of [6] . By formula 2.1, we have, for all objects M , N of D, that
. Hence, the category C is Calabi-Yau of CY-dimension 1, which means that the functor Ext 1 is symmetric in the following sense:
. In other words, there is an (almost) canonical non degenerate bifunctorial pairing
2.4.
In this section, we study the analogy between the (triangulated) category C and the (abelian) category mod kQ. We will see that it can be useful to view C as glued together from copies of mod kQ , where Q runs through the set of orientations of ∆. By the previous section, each object M of C can be uniquely decomposed in the following way:
where M 0 is the image under π of a 'module' in D, and where SP M is the image of the shift of a projective module. We will say that an object M of C is a module if M = M 0 , and that M is the shift of a projective module if M = SP M .
The module M 0 can be recovered using the functor
Indeed, we have
as the last factor is zero. The functor H 0 is a homological functor, i.e. it maps triangles in C to long exact sequences of kQ-modules. We will deduce the following proposition from Proposition 1.7 of [6] .
and at least one of the two direct factors vanishes.
(ii) any short exact sequence of kQ-modules 0
then Y is also a module and there exists a short exact sequence of kQ-modules Proof. Point (i) is proved in proposition 1.7 of [6] . For points (ii) and (iii), we may assume that Ext 1 kQ (N, M ) does not vanish. This implies that there is a non zero morphism from M to τ N and thus we have M N . If Ext 1 kQ (N, M ) was also non zero, we would also have M N , hence M = N and Ext kQ (M, N ) = 0, a contradiction. Now it follows from point (i) that the canonical map
is bijective. Points (ii) and the first assertion of (iii) therefore follow from the bijection between elements of Ext 1 and classes of short exact sequences in mod kQ respectively triangles in C. For the last assertion of (iii), we first note that M is not isomorphic to N because no indecomposable module has selfextensions. Now since the sequence is non split, the map Y → N factors through the middle term of the AR-sequence ending in N . Therefore each indecomposable factor of Y strictly precedes N . Dually, M must precede each indecomposable factor of Y .
The following lemma is useful to understand extensions between indecomposable objects of C when the situation does not fit into the framework of the proposition above. Proof. Using the AR-translation, it is always possible to choose an embedding of mod kQ in D such that M is a projective module. By changing orientations, we can suppose that M is simple projective, say P i . By the hypothesis of the lemma, N is not a module, and, as N is indecomposable, N is the shift of a projective SP j . As the triangle above is non split, the morphism ε : N → SM is non zero. So there exists a non zero morphism from P j to P i . The assumption on P i implies j = i. Hence, N = SM and the morphism ε is an isomorphism. This forces Y to be zero.
2.5.
In this section, we give properties of group actions on triangles in C. Actually, most of them are general facts valid in Krull-Schmidt triangulated categories.
Let Y be an object of C and Y = j Y j be a decomposition into isotypical components. Suppose that, for each j, the object Y j is the sum of n j copies of an indecomposable. By Theorem 1(iv), the endomorphism algebra of each Y j is isomorphic to a matrix algebra over k. Therefore, the radical R of End C (Y ) is formed by the endomorphisms f all of whose components f jj : Y j → Y j vanish. We obtain the decomposition Proof. Fix a triple (i, p, η) in W Y N,M and let g in the stabilizer of (i, p, η) for the action of Aut(Y ). We can draw the following commuting diagram
As the identity I lies in the stabilizer, we get the solid part of the commutative diagram
The long exact sequence obtained by applying Hom C (Y, ?) to the bottom triangle shows that there is a morphism f with if = I − g. Similarly, there is morphism h with hp = I − g. Therefore, we have (I − g) 2 = (hp)(if ) = 0. This proves our assertion.
Consider the third projection
is transitive and has unipotent stabilizers.
Proof. Let (i, p, η) and (i , p , η) be in p −1 3 (η). Then, by [32, TR3] , there exists a morphism f which makes the following diagram commutative.
The last assertion is Lemma 2.
2.6. Let K split 0 (C) be the Grothendieck group of the underlying additive category of C, i.e. the free abelian group generated by the isomorphism classes of indecomposable objects of C. For each object Y of C, we still denote by Y the corresponding element of K split 0 (C). For a variety X, we define χ c (X) to be the Euler-Poincaré characteristic of theétale cohomology with proper support of X, i.e. we have
is a variety and has a well-defined Euler characteristic χ c (P Ext 1 (M, N ) Y ). For any pair (Z j , Z i ) of indecomposable object of C, we call elementary vector associated to this pair any element
In this case, the number
is called the multiplicity number of the elementary vector. The following proposition is an analogue of Theorem 3.3 in [11] .
is an elementary vector associated to the pair (Z j , Z i ), then we have
where z j , resp. z i , is the multiplicity of the indecomposable component Z j , resp. Z i , in N , resp. M , and where c ij is multiplicity number associated to the elementary vector.
Proof. Let A, B be two objects of C. Since C is triangulated, for each morphism i from A to B, there is a triangle A i / / B / / C / / SA and the object C is unique up to (non unique) isomorphism. Hence, we have a partition
where C runs through the isomorphism classes of C and 
Now we prove (i) and (ii). Denote by M = ⊕ i m i Z i and N = ⊕ j n j Z j the decompositions of M and N into indecomposable objects. Consider the action of G := Aut(M ) × Aut(N ) on P Ext 1 (N, M ). The group G contains as a subgroup
Under the isomorphism
the action of H on Ext 1 (N, M ) corresponds to the product of the canonical actions of the GL m i × GL n j on matrices. Let T be the torus of G corresponding to the diagonal matrices. We have T ⊂ H ⊂ G and T acts on P Ext 1 (N, M ) with set of invariants
As G acts on X , we have an action of the torus T and
It follows from Bia lynicki-Birula's results [2] that we have χ c (X ) = χ c (X T ). We will compute χ c (X T ). If X T is empty, we have χ c (X ) = χ c (X T ) = 0. Let us suppose from now on that X T is non empty. Let the element [η] ⊗ E rs be in X T with [η] ∈ P Ext 1 (Z j , Z i ). As G, hence H, acts on X , the element [η] ⊗ E r s is also in X T for any r , s , 1 ≤ r ≤ n j , 1 ≤ s ≤ m i . Now, by 2.2, there exists a unique object Y ij such that [η] belongs to
Thus, Y is isomorphic to Y . So we have proved the inclusion
The proposition will follow if we prove the reverse inclusion. Suppose that [η ] belongs to
. Now, in order to finish the proof of the reverse inclusion, it is sufficient to prove that if we have two triangles
It follows from Lemma 1 and part (iii) of Proposition 1 that the modules Z j and Z i are non isomorphic and are not isomorphic to indecomposable factors of Y ij , and similarly for Z i , Z j and Y i j . Therefore, the signs in the equality imply that (i, j) = (i , j ) or (i, j) = (j , i ). In the second case, we have Y ij = Y i j , but it follows from Lemma 1 and part (iii) of Proposition 1, that we cannot simultaneously have two triangles
Hence, we must have (i, j) = (i , j ) and we are done.
3. The cluster multiplication theorem Following [8] we define
to be the unique map with the following properties:
where τ is the Auslander-Reiten translation on the Grothendieck group of D Q and, for v ∈ Z n , we put
where Y runs through the isoclasses of C.
Note that the first part is true by the definition of the map M → X M .
3.2. We prove here that Theorem 2 is true if it is true for indecomposable kQ-modules M , N , and for any orientation Q of ∆. So we suppose the following: For all indecomposable
By Proposition 2.6 of [8] , the formula above is also true for all indecomposable objects
Hence, by Lemma 1, our hypothesis implies that the theorem is true for all indecomposable objects M and N of C Q . Suppose now that M and N are arbitrary objects of C, with decompositions into inde-
Hence, by multiplying all equalities (*) by m i n j X (n j −1)Z j ⊕(m i −1)M i and adding all these equalities, we obtain the formula of Theorem 2.
3.3. From now on, in the rest of the proof of theorem 2, we can suppose that M and N are indecomposable kQ-modules.
Suppose X Fq is a family of sets indexed by all finite fields F q such that the cardinality | X Fq | is a polynomial P X in q with integer coefficients. In particular, we will consider the case where X Z is a variety defined over Z and, for any field k, X k is the corresponding variety defined by base change. In this case, we will set χ 1 (X) := P X (1). Then it is a consequence of the Grothendieck trace formula, see [25] , [8, Lemma 3.5] , that χ 1 (X) is exactly the Euler characteristic χ c (X C ) of X C . We apply this to prove the following Lemma. Proof. By part (i) of Proposition 1, we have
Therefore, we know from [26] that this variety is obtained by base change from a variety defined over Z and that the cardinality of its set of F q -points is polynomial in q. The corresponding facts for Gr e (M ) were shown in [8] .
This lemma allows us to work in the remainder of the section in the case where the base field k is the finite field F q with q elements.
Let N, M be indecomposable kQ-modules such that
This implies that Ext 1 kQ (M, N ) vanishes and hence that
. We can suppose that we are in this case.
For a module Y , the group Aut(Y ) acts naturally on Gr(Y ) and this action stabilizes the subvarieties Gr(Y ). If Y is any object, we define the action of L(Y ) := Aut(H 0 (Y )) × Aut(SP Y ) on Gr(H 0 (Y )) by letting the second factor act trivially.
If a group G acts on the sets X and Y , then G acts on X × Y by g.(x, y) = (g.x, g.y). We define as usual the set of orbits X × G Y for this action. By section 2.5, we obtain:
. If Y is a module, then we have
). Note that we have χ c (P Ext 1 (N, M )) = dim Ext 1 (N, M ). so that we could 'simplify' the left hand side of the main formula in Theorem 2. Now, with the help of Lemma 5, we see that the specialization of the claimed formula at x i = 1, 1 ≤ i ≤ n, is just the equality of the Euler characteristics χ 1 of the following varieties
More precisely, the left hand side of the equality claimed in the theorem is a sum of terms 
and its complement L 2 (e, f ). By Proposition 3 below, we see that the cardinality of L 2 (e, f ) and hence of L 1 (e, f ) over F q is polynomial in q, so the numbers χ 1 (L i (e, f )), i = 1, 2 make sense. Now, the term 
For non empty Ext 1 (N, M ) Y , by Proposition 1, one defines a map
) which is surjective with fibers which are affine spaces. One obtains the equality of the Euler characteristics and therefore
It remains to be proved that e,f
For this, we need a characterization of the points in L 2 (e, f ). Let ([ε] , N , M ) be a point of 
The proposition will be proved in section 3.4. We continue the proof of the theorem. Recall the equality we have to prove:
Each object Y of C Q is isomorphic to the sum of H 0 (Y ) with a module SP Y for some projective P Y . With this notation, the right hand side equals
To prove the equality, we will define a correspondence C between
Namely, the correspondence C ⊂ L 2 × R 2 is formed by all pairs consisting of a point
. Note that in this situation, we have a diagram
We say that a variety X is an extension of affine spaces if there is a vector space V and a surjective morphism X → V whose fibers are affine spaces of constant dimension. 
This proposition, which will be proved in section 3.5, allows us to conclude: Indeed, the variety C is the disjoint union of the where m e,f,Y,g and n e,f,Y,g are (non positive) integers. Moreover, if C e,f,Y,g is non empty, then we have the equality of part c) of the proposition. Thus we have
where Z is a term which vanishes at q = 1. Hence,
This section is devoted to the proof of Proposition 3.
Before proving the equivalence of (i) and (ii), we need some preparation: consider the diagram
Note that (i) holds if and only if there is no ε which makes the left hand square commutative. We formalize this as follows: The diagram yields two complexes
where we write (, ) for Hom C Q (, ) and where
The two complexes are in duality via the pairings
given by the (almost) canonical forms Let us prove that (ii) implies (iii). We choose a morphism f : M → SN such that β(f ) belongs to Ext 1 (M, N ) and is not orthogonal to ε. This means that we have
Now we form triangles on η : M → SN and 0 : M → SN . Thanks to the fact that ηi M = 0, we have a morphism of triangles
By applying H 0 we obtain a morphism of long exact sequences 
where Y is a submodule of H 0 (Y ), N is the preimage of Y and M the image of Y . We will show that η belongs to Ext 1 (M, N ) ∩ Im β. For this we consider the larger diagram
Here H 0 (S −1 η) factors through N since its image is contained in the kernel of H 0 i, which is contained in N . Moreover, H 0 η vanishes on M since M is contained in the image of H 0 p. Now recall that M and N are indecomposable kQ-modules and Ext 1 kQ (N, M ) = 0. Therefore M is non injective and so S −1 M = τ −1 M is still a module (and not just an object of C Q ) and similarly, N is non projective and so SN = τ N is still a module. Moreover, M cannot have an injective direct factor (since that would also be an injective direct factor of M ) and so S −1 M = τ −1 M is still a module and similarly SN = τ N is still a module.
We would like to show that η ∈ Hom C Q (M, τ N ) comes from a morphism of modules. For this, recall that we have
for arbitrary modules U, V , where F = τ −1 S. Moreover, if U and V are indecomposable and either U or V does not lie on a cycle of D b (kQ), then by part b) of proposition 1.5 of [6] , there is at most one n ∈ Z such that
We know that indecomposable postprojective kQ-modules do not lie on cycles of D b (kQ). Thus if U and V are indecomposable and one of them is postprojective, we have
In the case where Q is a Dynkin quiver (which we assume), all modules are postprojective. Now M and τ N are indecomposable and we have 
where N is the preimage of Y under H 0 (i) and M the image of Y under H 0 (p). We have a morphism of short exact sequences
Thus, if we fix the triangle 
Since N is the preimage of Y under H 0 (i), the kernels of N → Y and H 0 (i) are isomorphic. We denote both by K. Dually, since M is the image of Y under H 0 (p), the cokernels of (H 0 Y )/Y → M/M and of H 0 (p) are isomorphic. We denote both by C. Then in the Grothendieck group of kQ-modules, we have the following equalities Therefore we have
In the notation of the proposition, it remains to be shown that
3.6. We give here some examples which illustrate Theorem 2. Example 1.
Suppose that M and N are indecomposable objects such that dim Ext 1 C (N, M ) = 1. As in [6] , let B and B * be the unique objects such that there exist non split triangles M → B → N → SM and N → B * → M → SN . In this case, we have
The cluster multiplication theorem then asserts that X N X M = X B + X B * . Note that in this particular case, this formula was a conjecture of [6] and is since a theorem of [10] , [5] . Example 2. If Q is the following quiver of type A 2 :
and it is an easy exercise to prove that the cardinality of P Ext 1 (N, M ) Y on F q is respectively q 2 + 2q + 1 and q(q 2 − 1). In a dual way, if Y is an object such that P Ext 1 (M, N ) Y is not empty then Y is either S 1 ⊕ S 2 or 0 and the cardinality of P Ext 1 (N, M ) Y on F q is respectively q 2 + 2q + 1 and q(q 2 − 1). The cluster multiplication theorem gives:
Then, applying again the formula -note that we now in the case of the previous exampleyields:
Note that this can be easily verified by taking squares in X S 2 X S 1 = X P 2 + 1. Example 3.
We give an example where the two indecomposable objects M and N are such that their first extension space has dimension 2. We consider the following quiver Q of type D 4 :
Set α i = dim (S i ). Let R, S, T , U be the indecomposable kQ-modules with respective dimension vectors
Consider the injective module M = I 2 and the simple module N = S 2 . If Y is an object such that P Ext 1 (M, N ) Y is not empty then Y is either U , R ⊕ P 1 , S ⊕ P 3 or T ⊕ P 4 and the cardinality of P Ext 1 (M, N ) Y on F q is respectively q − 2, 1, 1 and 1. Symmetrically, if Y is an object such that P Ext 1 (N, M ) Y is not empty then Y is either SP 2 , SP 1 + S 1 , SP 3 + S 3 or SP 4 + S 4 and the cardinality of P Ext 1 (N, M ) Y on F q is respectively q − 2, 1, 1 and 1. Hence, the cluster multiplication theorem gives
Applying the formula again gives
and finally X N X M = X U + 3 + X SP 2 .
4.
Finite cluster algebras and positivity 4.1. In order to go further, we have to recall some terminology on cluster algebras. More precise and complete information can be found in [14] . Let n ≤ m be two positive integers. We fix the coefficient field F 0 = Q(u n+1 , . . . u m ) and the ambient field F = Q(u 1 , . . . , u m ), where the u i 's are indeterminates. Let x be a free generating set of F over F 0 and letB = (b ij ) be an m × n integer matrix such that the submatrix B = (b ij ) 1≤i,j≤n is antisymmetric. Such a pair (x,B) is called a seed.
Let (x,B) be a seed and let x j , 1 ≤ j ≤ n, be in x. We define a new seed as follows. Let x j be the element of F defined by the exchange relation:
where, by convention, we have x i = u i for i > n. Set x = x ∪ {x j }\{x j }. LetB be the m × n matrix given by
Then a result of Fomin and Zelevinsky asserts that (x ,B ) is a seed. It is called the mutation of the seed (x,B) in the direction x j . We consider all the seeds obtained by iterated mutations. The free generating sets occurring in the seeds are called clusters, and the variables they contain are called cluster variables. By definition, the cluster algebra A(x,B) associated to the seed (x,B) is the Z[u n+1 , . . . , u m ]-subalgebra of F generated by the set of cluster variables. The Laurent phenomenon, see [12] , asserts that the cluster variables are Laurent polynomials with integer coefficients in the
1 , . . . , x ±1 m ]. Except in section 5.4, we will be concerned with cluster algebras such that n = m, i.e. B = B. Note that an antisymmetric matrix B defines a quiver Q = Q B with vertices corresponding to its rows (or columns) and which has b ij arrows from the vertex i to the vertex j whenever b ij > 0. The cluster algebra associated to the seed (x, B) will be also denoted by A(Q).
An important result of [14] asserts that a cluster algebra is finite, i.e. has a finite number of cluster variables, if and only if there exists a seed associated to a quiver of simply laced Dynkin type. In this case, the Dynkin type is unique. Now fix a quiver Q of simply laced Dynkin type. Then, by [8] , the Z-module generated by the variables X M , where M runs over the set of objects of C Q , is an algebra; it is the cluster algebra A(Q) and the cluster variables are the X M 's, where M runs through the indecomposable objects of C Q .
An object M of C is called exceptional if it has no selfextensions, i.e. Ext 1 (M, M ) = 0. An object T of C is a tilting object if it is exceptional , multiplicity free, and has the following maximality property: if M is an indecomposable object such that Ext 1 (M, T ) = 0, then M is a direct factor of a direct sum of copies of T . Note that a tilting object can be identified with a maximal set of indecomposable objects T 1 , . . . , T n such that Ext 1 (T i , T j ) = 0 for all i, j.
In view of [8] , the main result of [6] can be stated as follows: the map X ? : M → X M induces a bijection from the set of tilting objects to the set of clusters of A(Q).
4.2.
Here we prove a positivity theorem that was conjectured in [14] , see also [8] .
Proof. It is sufficient to prove that for any M in mod kQ, and for any e in N n , we have χ c (Gr e (M )) ≥ 0. For this, we recall the construction of the (classical) Hall algebra H(Q) of mod(Q): The algebra H(Q) is the vector space with basis {e M } M , where M runs through the set of isoclasses of finite-dimensional kQ-modules. The multiplication rule on H(Q) is given by
where P X M,N is the Hall polynomial defined by
It is known from [27] that H(Q) is an associative algebra, isomorphic to the enveloping algebra U (n) of a maximal nilpotent subalgebra n of the semisimple Lie algebra g associated to the Dynkin diagram underlying Q. Via the isomorphism H(Q) U (n), the basis {e M } M is identified with a Poincaré-Birkoff-Witt basis of U (n) (in the sense of [21] ). For any dimension vector e, set b e = dim (N )=e e N ∈ H(Q).
by Lemma 4. Now by [21, 7.3] , for any dimension vector e, the element b e is in Lusztig's canonical basis of U (n), when the quantification parameter q is equal to 1. Moreover, by [22, par. 14] , the product of two elements of the canonical basis has positive coefficients in its expansion in the canonical basis. Finally, by [21, 7.11] , an element of the canonical basis has positive coefficients in its expansion in the PBW-base {e M }. Hence we have χ c (Gr e (M )) ≥ 0.
We can have more by noting that the element b e of the proof is the element of the canonical basis associated to the dense orbit of the moduli space of dimension vector e. This easily implies that χ c (Gr e (M )) > 0 if Gr e (M ) = ∅. It would be interesting to prove that the variety Gr e (M ) has a cellular decomposition and to find a combinatorial way to calculate its Euler characteristic. As a particular case of the theorem, we obtain the Corollary 1. For any quiver Q of simply laced Dynkin type, the cluster variables of A(Q) are Laurent polynomials in the variables x i with positive integer coefficients.
We can also generalize Fomin and Zelevinky's denominator theorem [14] , see also [9, Theorem 3.6] , to any quiver Q of simply laced Dynkin type: First recall that for each module X, we have X, I i = P i , X = (dim X) i . Now, as mod kQ is hereditary, the injective resolution of S i yields N, S i ≤ N, I i .
Adding both inequalities and using the formula above gives the first point. Now fix a vertex i of the quiver and let J be the set of vertices j such that there exists a path from i to j. Define the subspace N of M to be the sum of the subspaces e j M , j ∈ J, where e j is the idempotent associated with j. Then, by construction, N is a submodule of M with the following properties: a) (dim N ) 
Filtrations and bases
As in the previous section, we assume that Q is a quiver of simply laced Dynkin type. Recall that the elements of the generating set X M , M ∈ obj(C Q ), of A(Q) can be written
We will show that this formula provides 'good' filtrations for finite cluster algebras.
5.1. Fix a quiver Q of simply laced Dynkin type and let B be the antisymmetric matrix such that Q = Q B . We can view B as an endomorphism of G 0 (mod kQ) endowed with the basis dim S i , 1 ≤ i ≤ n.
Hence,
This proves the lemma.
We need the For any Laurent polynomial X in the set of variables {x i }, the support supp(X) of X is by definition the set of points λ = (λ 1 , . . . , λ n ) of Z n such that the λ-component, i.e. the coefficient in i x λ i , of X is non zero. For any point λ in Z n , identified with G 0 (mod kQ), let C λ be the convex cone with vertex λ, and whose edge vectors are generated by B(dim S i ). The previous lemma easily implies the following proposition. On the one hand, it is known by [23] that the cones generated by the images under dim of tilting objects of C provide a complete simplicial fan in Z n . On the other hand, by the assertion above, dim provides a bijection from E to Z n , and via this bijection, the map λ ? is piecewise linear -the domains of linearity are the E I 's. Moreover, on E I , the matrix of λ is triangular and the diagonal components are
This proves the proposition.
5.
3. Under the following hypothesis on Q, we will now define a filtration of the cluster algebra A(Q) ⊂ Z[x ±1 1 , . . . , x ±1 n ]. HYPOTHESIS: There exists a form on Z n such that
Note that for any Dynkin diagram except A 1 , there exists an orientation Q satifying our hypothesis. Indeed, let Q alt be an alternating quiver. Then the matrix B alt = (b ij ) associated to this quiver satisfies b ij ≥ 0 if i is a source, and b ij ≤ 0 if i is a sink. Moreover, each row of B alt is non zero. So we can take any form whose coordinates in the dual basis of Z n satisfy i < 0 if i is a source and i > 0 if i is a sink. Note also that we have
for all e ∈ Z n so that the above hypothesis holds iff the image of the positive cone of G 0 (mod kQ) under the map τ + 1 is strictly contained in a halfspace.
For any n in Z, set
. Using Proposition 5 and Proposition 6, we obtain: Proposition 7. The set (F n ) n∈Z defines a filtration of A(Q). The graded algebra associated to this filtration is isomorphic to Z[u ±1 1 , . . . , u ±1 n ]. Proof. As we have F n F m ⊂ F n+m , the sequence (F n ) is a filtration of A(Q). Moreover, Proposition 5 implies that for any indecomposable module M , we have Proof. This is obviously true for a quiver of type A 1 . Now, for any quiver, we have A(Q) = A(Q ) for some quiver Q which satisfies the hypothesis above. In this case, the proposition together with formula 5.1 imply that B is Z-free. Let us prove now that B generates A(Q) as a Z-module. We first define a degeneration ordering ≺ e in obj(C). Let M , M be objects of C. We say that there is an elementary degeneration M ≺ e M if M − M is an elementary vector in K split 0 (C). We have 
Moreover, for N = U , we have the strict inequality
the first map is not injective: its kernel contains e. By the inequality ( * ), we have
and it only remains to be shown that
For this, we note that by the above inequalities, we have
Let us finish the proof of the corollary. It remains to be proved that each X M is in ZB. If M is indecomposable, then M is exceptional and hence is in B. If M is not indecomposable, say M = M ⊕ M , then by the cluster multiplication theorem and the lemma above, X M expands into a Q-linear combination of terms X Y for objects Y such that 0 ≤ Ext 1 (Y, Y ) < Ext 1 (M, M ). By induction, we obtain that X M is in QB. As the coefficients χ c (Gr e (M )) in the cluster variable formula are integers, we obtain, using induction on the filtration, that X M is in ZB.
5.4.
In this section, we consider the more general case of finite cluster algebras associated to a rectangular m × n matrixB. We want to prove that our construction provides a toric degeneration of the spectrum of finite cluster algebras.
Let B be the antisymmetric submatrix associated toB. We have a projection π: A(B) → A(B) such that u i → u i , if 1 ≤ i ≤ n, and u i → 1, if n + 1 ≤ i ≤ m. This projection gives a one-to-one correspondence between the cluster variables of the two cluster algebras. For any indecomposable object M of C, we denote byX M the cluster variable such that π(X M ) = X M . We fix a quiver Q as in the previous section and we suppose without loss of generality that B = B Q . Let F n be the filtration of A(B) constructed from Q. We now consider the filtrationF n = π −1 (F n ), n ∈ Z, induced by π from the filtration F n . Theorem 4. The graded algebra grA(B) associated to the filtrationF n is isomorphic to a subalgebra of Z[u ±1 i , 1 ≤ i ≤ m] generated by a finite set of unitary monomials.
Proof. For any z in A(B), we denote by grz the corresponding element in the graded algebra grA(B). It is sufficient to prove that for any indecomposable object M of C, grX M is a unitary monomial in the gru i 's. This is true for M = SP i as in this case, grX M is the monomial u i . Now, we make an induction with the help of the Hom-ordering in ind mod kQ. By the exchange relation as in [8, 3.4] , we havẽ
where p, q are unitary monomials in the u i s, n + 1 ≤ i ≤ m. In this relation, τ (M ) and B i are indecomposable objects which verify the induction hypothesis. Suppose that gr X B i and 1 have the same degree in grA(B). Then, the monomial gr X B i and 1 have the same degree in grA(B). But this would imply that the coefficient of the monomial grX M is not 1, in contradiction with Proposition 5. Hence, gr X B i and 1 do not have the same degree in grA(B). This implies that either grX τ (M ) grX M =grp gr X B i or grX τ (M ) grX M =grq. In both cases, the induction process is proved. This is a classical corollary of the theorem, see [7] . Corollary 4. The spectrum of a finite cluster algebra has a toric degeneration.
5.5.
With the help of the basis of Corollary 3, we can reformulate Theorem 2. Actually, we can give a complete realization of the cluster algebra A(Q) from the cluster category C Q .
We recall the degeneration ordering ≺ e in obj(C) defined for the proof of Lemma 8. Suppose that there is an elementary degeneration M e M with elementary vector Z i + Z j − Y ij . Then, by the lemma 8, we can define the ratio r(M, M ) := cz i z j / dim Ext 1 (M, M ), where c is the multiplicity number associated to the elementary vector, and where z i , resp. z j , are the multiplicity of Z i , resp. Z j , in M . Let ≺ be the ordering generated by ≺ e .
Note the surprising fact that in the category C, the composition of elementary degenerations can again be an elementary degeneration.
Note that, by 5.2, any chain of elementary degenerations descending from an object M is finite.
For where Γ runs through the chains from N to M . We define the exceptional Hall algebra of C to be the rational vector space H exc (C) of Q-valued functions on the isomorphism classes of exceptional objects of C endowed with the multiplication given by
where the sum runs over the isomorphism classes of exceptional objects K and χ K denotes the characteristic function. From Theorem 2 and section 3.2, we easily deduce the Theorem 5. The exceptional Hall algebra H exc (C Q ) is an associative Q-algebra with unit element χ 0 . The map χ M → X M induces an isomorphism between the exceptional Hall algebra H exc (C Q ) and the cluster algebra A Q .
Conjectures
6.1. The results in [8] and in this article are concerned with finite cluster algebras, with a fixed seed corresponding to a Dynkin quiver. We conjecture some generalizations for any seed.
Fix a quiver Q of Dynkin type and a tilting object T of C Q . Consider the so-called tilted algebra A T := End C (T ) opp and the category mod A T of finite dimensional A T -modules.
We We know that there exists a seed (x T , B T ) of the cluster algebra A(Q) associated to the tilting object T , cf. [6] . Moreover, by [4] , the set ind(mod A T ) is in bijection with the set of cluster variables which do not belong to x T . Conjecture 1. The form , a descends to the Grothendieck group G 0 (mod A T ). Its matrix for the basis (dim S i ) is B T . Set x T = {x 1 , . . . , x n }. The following conjecture describes the bijection explained above. It can be seen as a generalization of Theorem 3.4 of [8] . Via a conjectural extension of theorem 3, this conjecture would yield positivity properties. 6.2. As before, fix a tilting object T = ⊕ n i=1 T i of C Q , with T i indecomposable. By the discussion above, the set ind(C) can be seen as a disjoint union
Hence, as in 2.4, each object M of C has a unique decomposition M = M 0 ⊕ T M , where M 0 is in mod A T and where T M is a direct factor of a sum of copies of T . Suppose that Conjecture 2 is true. Then, for any object M = M 0 ⊕ (⊕ i m i T i ), we can define the variable Thus, we can compute the space Hom(S U , cok( f )) as the quotient of the space of morphisms Clearly, the f ∈ Hom(X, Y ) satisfying these rank conditions for all indecomposables U form a constructible subset. The intersection of this subset with the complement of M is still constructible (since M is) and clearly equals M . So M is constructible.
