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ABSTRACT
BANDWIDTH BOUNDS OF INFINITE PLANAR ARRAY
ELEMENTS
FEBRUARY 2020
HSIEH-CHI CHANG, B.Sc., NATIONAL CHIAYI UNIVERSITY
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Do-Hoon Kwon
For elements of an infinite planar phased array in free space and an infinite
conductor-backed free standing planar phased array, fundamental bandwidth bounds
are derived from the optical theorem for periodic scatterers. The bounds are based on
Gustafsson’s theory of fundamental bandwidth limits for electrically small antennas
of arbitrary shape, but extended to periodic configurations. The element bandwidth
bound is found to be a function of the strengths of the induced static dipole moments
in constant background fields as well as the unit-cell dimensions and the scan angle.
Explicit bandwidth bound expressions are found for narrowband and ultrawideband
array cases.
For elements of an infinite conductor-backed planar phased array with a dielectric
substrate, fundamental bandwidth bounds are derived by Doane based on the Fano’s
method. A general conductor-backed array is modeled as transmission line terminated
with a shorted load. The input reflection coefficient is expanded in long wavelength
vi
limit and Fano’s method is used to determine a limit for the frequency integral of
the reflection coefficient. This yields the bandwidth bound for the array. In this
dissertation, the reflection coefficients were expanded into high order terms. Then,
Fano limit is invoked to have the higher-order bandwidth bound. Such bandwidth
bound depends on the physical features (scan angle, ground separation, unit-cell area)
and electric feature (dipole strength).
All bandwidth bound are numerically tested using example array designs. The
following time-harmonic analysis, an ejωt time convention is assumed and suppressed.
Peak phasors are used for source and field quantities.
vii
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CHAPTER 1
INTRODUCTION
This dissertation work presents the new impedance bandwidth bounds for planar
arrays assuming no grating lobe and the ground separation or substrate thickness is
less than half of wavelength. Two different approaches (extinction cross section [2]
and Fano’s bandwidth limit [3]) are used to derive the bandwidth bounds. In this
chapter, the background for the subject and the motivation for studying the problem
are presented.
1.1 Background
1.1.1 Wideband planar array element
It has been a great interest in the governing mechanism of array element. Design-
ers can predict the bandwidth through the known function which relates to geometry
and scan angle. Since there are many physical wideband array designs, it is more in-
terest of knowing what the maximum bandwidth these designs can achieve and how
designers can increase the bandwidth by changing with the geometry. The broadband
stripline tapered slot antenna array element was first introduced in [4]. The array
element fed by stripline tapered slot antenna can achieve 12 : 1 bandwidth. It makes
this element a potential candidate to accomplish wideband and wide-scan element.
However, the mechanism of achieving wide-scan was not well-known. In the latter
parameter studies [5, 6] modified the geometry to improve the performance. However,
the fundamental governing function between geometry and scan and bandwidth was
not established. For Vivaldi array element, it is well-known wideband and widescan
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element. It was reported the bandwidth could reach about 12 : 1 [7, 8]. However,
the height of element needs to be about 2.5λmax (where λmax is the highest in-band
frequency) to approach 10 : 1 bandwidth. The high profile results the high cross
polarization level when it scans. The latter study [9] lowers the cross-polarization
without sacrificing the bandwidth. However, the element has to be integrated ver-
tically and electrically connected. It makes the implementation more difficult. In
addition, the element remains high profile due to the feeding structure. The lat-
ter designs, Antipodal Vivaldi antenna [10] and Balanced Antipodal Vivaldi antenna
[11, 12], reduced the profile to λmax/2 and the element is easier to manufactured due
to modularization. However, the broadside common mode appears on this element
and causes a discontinuity in the operating bandwidth due to the balanced excita-
tion. The Banyan Tree Antenna Array [13] is modular, low-profile, and unbalanced
fed element. With careful design, the bandwidth can reach 2 − 7.5 GHz and have
ability to scan up to 45◦ in two principal planes.
Due to the implementation, planar array elements which has low cost and low
profile have become very popular in array design. Having wide scan angle and wide-
band is great demand for such planar element. Wheeler described the hypothetical
array element formed of an infinite current sheet. Then, the port impedance with
variation of scan angle was derived. The current sheet model was used to design
current sheet array element [14] and fragmented aperture array element [15] later.
The current sheet array element is low-profile and has high polarization isolation.
The inter-digital fingers were used to create strong coupling between elements. It
achieved 4.5 : 1 bandwidth with free-standing conductor-backed configuration. The
bandwidth was increased to 6 : 1 by placing with dielectric superstrate and even more
to 9 : 1 if the matching criteria was relaxed to VSWR ≤ 3. The fragmented aperture
array element is backed by infinite ground plane. The patch element is optimized
using genetic algorithm (GA) and has achieved 33 : 1 bandwidth.
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Figure 1.1. (a) A small antenna is enclosed by a surface with the radius a. (b) An
arbitrary antenna is under the plane wave illumination.
However, there are some drawbacks for these two elements. The resonant fre-
quency cannot be scalable to higher frequency because only the radiating aperture
is planar. The balanced feeding line requires the feed organizer to shield the electric
field with non-planar geometry. The dual-polarized planar ultrawideband modular
antenna (PUMA) [16] avoids external wideband baluns and the feed organizer using
via and. It is low-profile and low cost. The frequency band can scalable to higher
frequency and achieved 7 − 21 GHz bandwidth. The bandwidth later increases to
6 : 1 [17].
1.1.2 Bandwidth limitations
The fundamental bandwidth limit for an electrically small antenna corresponding
to the antenna dimension has been investigated for decades. Figure 1.1(a) is a small
antenna enclosed by a surface with the radius a. The Chu bound [18] provides lower
bound for a spherical antenna by relating radiation quality factor Q with the antenna
dimensions assuming the antenna has single resonant. The quality factor from [18] is
3
Q =
1
ka
+
1
(ka)3
, (1.1)
where a is the radius of the enclosed surface and k is the wavenumber. Due to the
absence of the stored energy inside the enclosed surface from the derivation of Chu
bound, this makes the bound too conservative and cannot be reached in practice.
According to the latter researches, the exact Q for a spherical small antenna [19, 20]
were expressed as
Q =
0.71327
ka
+
1.49589
(ka)3
, (1.2)
and the practical design [21, 22] using helix antennas are current interest.
The free space antenna bandwidth limitation for arbitrary shape is derived from
Gustafsson st al, shown in Figure 1.1(b). [23, 2] treat an antenna as a lossy scatter
in receiving configuration. The extinction cross section related to forward scattering
coefficient is introduced and is related to the static polarizabilities by the integral
identity. The lower bound in terms of static polarizabilities for the radiation Q with
an arbitrary dipole is derived in [24] with similar procedure. In Kwon [25] extended
the method for the periodic structure in free-space. The single resonant model was
used for the narrowband array and the step function was used for the wideband array
to obtain the bandwidth bound. However, due to the integral identity, the bandwidth
bound based on extinction cross section is limited to substrates free array element.
It has been reported [3] the conductor-backed array aperture, shown in Fig-
ure 1.2(a), can be treated as a matching network between the array and free-space
plane wave port under TE- and TM- mode illuminations. An arbitrary array element
above a PEC ground plane can be modeled as a equivalent transmission line shown
in Figure 1.2(b). The bandwidth bound can be obtained as
B ≤ πµrk0h cos
q θs
ln |Γ0|−1 (1.3)
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Figure 1.2. (a) Cross section of a planar array with a grounded substrate. (b)
Equivalent circuit for a planar array above a ground plane, under TE or TM excita-
tion.
as permittivity is arbitrary large. B is the fractional bandwidth and k0 is the cen-
ter wavenumber. µr is the relative permeability, θ
s is the scan angle, and Γ0 is the
mismatch tolerance. q is equal to 1 with TE-mode scan and -1 with TM-mode. (1.3)
provides design information limited to substrate parameters. It does not relate any
metal planar radiating geometry parameter with bandwidth. [26] compared simula-
tion results with this bounds and showed not every design can reach the its maximum
bandwidth. It is still unclear what shape of array element can reach the maximum
bandwidth and how to adjust the array element to reach the maximum bandwidth.
There are connected array element such as Lee [27]. The connected long slot aper-
tures provide light weight and low profile array element. The bandwidth is around
4 : 1.
The Banyan Tree Antenna array proves the low-profile, low-cost element, wide-
band, and wide-scan design. It is fed directly from standard unbalanced RF inter-
faces. The Planar Ultrawideband Modular Antenna (PUMA) array [28] is comprised
of tightly coupled dipoles printed on a grounded dielectric substrate. Such array is
excited by an unbalanced feeding scheme that eliminates external wideband baluns
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and feed organizers. Evaluation of the radiation Q of arrays was first introduced for
2-D arrays [29]. The exact radiation Q of planar dipole arrays in free-space, over
a ground plane, and on a grounded magnet-dielectric substrate has been recently
reported [30, 31].
To have the bandwidth bound for array element, the method [2] can be extended
to periodic structure. The element bandwidths for planar arrays are derived based
on sum rule for the extinction cross section of a scatterer in a periodic environment.
The scattering sum rule is associated with a weighted extinction cross section of an
element in periodic structure to the static polarizabilities. The transmission coeffi-
cients in free space for the transverse electric field were derived in terms of a given
impedance boundary condition in transverse plane in [32, 33]. The transmission co-
efficients in free space for the transverse electric field were derived in terms of a given
impedance boundary condition in transverse plane in [25, 32, 33]. Such bandwidth
bounds are related to the static polarizabilities, unit cell sizes, and scan angles. It
provides an explicit description between impedance bandwidth and geometry and
electric parameters. In the other hand, [3] derived the impedance bandwidth limit
based on Fano’s method. Under the TE and TM plane wave illuminations, the low-
frequency plane wave coefficients were expanded and Fano’s method was invoked to
obtain the 1th-order bandwidth bounds for both TE- and TM-modes. However, this
bandwidth bound includes the substrate parameters only. It does not provide the
design information for the array element to reach maximum bandwidth.
1.2 Motivation
It has been a great interest to have low profile and wideband and wide-scan array
element. However, the actual governing function of bandwidth is still not well-known.
In addition, it is of interest to compare the achieved bandwidths of practical designs
with theoretical 1th-order bandwidth bound. Several practical designs were tested
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against their theoretical 1th-order bandwidth bounds in [26]. Most of the practical
designs can only reach less than 50% of their 1th-order bound. This suggests the 1th-
order bandwidth bound is too conservative and it makes practical designs is difficult
to reach such wide bandwidth. Moreover, the 1th-order bound does not indicate how
to adjust the physical structure to reach the maximum bandwidth. We would like
to obtain a governing function including more geometry parameters. We are also
interested in seeing if high-order Fano bound can provide tighter bandwidth limit.
1.3 Proposed approach overview
In this dissertation, we consider the array element as scatterer and treated the
configuration as scattering problem. We first calculated extinction cross section under
the periodic boundary condition and connected it with static polarizability as well as
other geometry parameters. Then, Gustafsson method in [2] was applied to obtain the
bandwidth bounds under the periodic boundary condition. Next, we connected the
static polarizability to plane wave reflection coefficient. We expanded the plane wave
reflection coefficients into higher order from the quadripole moment. The high order
Fano’s method [34, 35] was invoked to obtain the bandwidth bound. This bandwidth
bound includes both substrate and element parameters. It provides the explicit guide
to increase bandwidth bounds. The bandwidth bounds from two different methods
(extinction cross section and Fano’s bandwidth limit) are derived and these bounds
provide explicit design information on array elements. This new method is applicable
for both disconnected and connected elements.
1.4 Contribution
The novel contributions of this dissertation work are as follows:
1. Derivation of the tight impedance bandwidth bound for the free-space array
element: The extinction cross section was extended to the periodic structure.
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The integral identity was obtained in terms of the static polarizabilities, scan
angles, and unit cell sizes. The narrowband and ultra-wideband bandwidth
bounds were derived and tested. The work has been published as:
Do-Hoon Kwon and Hsieh-Chi Chang, ”Bandwidth Limitations of Linearly Po-
larized Infinite Planar Phased Array in Free Space,” IEEE Trans. Antennas
Propag., vol. 63, no. 8, pp. 2423-3431, 2015.
2. Derivation of the tight impedance bandwidth bound for the conductor-backed
free-standing array element: The extinction cross section was expressed under
the periodic conductor-backed structure. The integral identity was obtained
in terms of the static polarizabilities, scan angles, and unit cell sizes. The
narrowband and wideband bandwidth bounds were derived and tested.
3. Derivation of the 3rd-order Fano’s impedance bandwidth bound for conductor-
backed free-standing array element: The higher-order plane wave reflection co-
efficients were obtained using quadripole moment. Fano’s method was invoked
to derive the bandwidth bound. The bound includes the not only the ground
separation but also the parameters of the element geometry. The bound was
derived in terms of the unit cell sizes, ground separations, scan angles, and
static polarizabilities. This bandwidth bound was compared with the bound in
[3] using different array designs. The work has been published as:
Hsieh-Chi Chang and Do-Hoon Kwon, “Higher-Order Bandwidth Bounds for
Conductor-Backed Planar Array,” APSURSI, 2016.
4. Derivation of the 3rd-order Fano’s impedance bandwidth bound for general array
element: The higher-order plane wave reflection coefficients were obtained using
quadripole moment. The 3rd-order coefficients were expressed in terms of static
polarizabilities and physical element geometric parameters (i.e., unit cell area
and scan angle). Fano’s method was invoked to derive the bandwidth bound.
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The bound includes not only the substrate thickness but also the parameters
of the element geometry. The bound was derived in terms of the unit cell sizes,
substrate thickness, scan angles, and static polarizabilities. This bandwidth
bound was compared with the bound in [3] using practical array design.
5. Derivation of the 3rd-order Fano’s impedance bandwidth bound for connected
array element: The higher-order plane wave reflection coefficients were obtained
via equivalent circuit model. The 3rd-order coefficients were obtained including
the inductance per unit cell and capacitance per unit cell. Fano’s method was
invoked to derive the bandwidth bound. The bound includes not only the
substrate thickness but also the parameters of the element geometry. The bound
was derived in terms of the unit cell sizes, substrate thickness, scan angles,
inductance, and capacitance. This bandwidth bound was compared with the
bound in [3].
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CHAPTER 2
BANDWIDTH BOUNDS FOR FREE SPACE ARRAYS
BASED ON THE EXTINCTION CROSS SECTION
2.1 Introduction
In this chapter, the bandwidth bound is obtained for free-space array element in
terms of geometry and static polarizabilities. The element with periodic condition
is under plane wave incidence and is treated as a scatterer. The extinction cross
section is obtained under the periodic condition. Through the Catchy integral of the
extinction cross section, the bandwidth bound is related with geometry and static
polarizability. The practical design is tested with the bound. This bound is limited
to the single resonant and single bandwidth and the unit cell size is less than half
wavelength (no grating lobe).
2.2 Optical Theorem for Planar Array
The bandwidth bounds were derived for single antenna in [2]. The extinction cross
section was related to the forward scattering coefficient. Then, the integral identity
was derived in terms of the static electric and magnetic polarizabilities. The radiation
Q lower bounds for small antennas of arbitrary shapes were obtained. In [25], the
extinction cross section was extended to periodic geometry. The similar procedure
in [2] was applied and the bandwidth lower bounds were derived for single resonant
narrowband array and wideband array.
Figure 2.1 describes a planar array of antenna elements under a plane wave illu-
mination. The unit cell dimension is a and b along the x− and y−axis directions,
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Figure 2.1. An infinite planar array in free space subject to a plane wave illumina-
tion.
respectively. Several propagating Floquet modes propagating away from the array
plane in both directions in z are also illustrated. An antenna element terminated
with a load impedance ZL may be treated as a lossy scatterer. The direction prop-
agation of the incident plane wave is given by the two spherical angular coordinates
(θ, φ) = (θi, φi). They are related by the reciprocity theorem to the transmitting
array scanning in the direction (θ, φ) = (θs = π − θi, φs = φi − π).
The polarization unit vectors are defined as eˆ and hˆ for electric and magnetic
fields respectively. The superscripts i and r are used to indicate the directions of
incident and reflected waves respectively. The subscript t might be used to indicate
the tangential component along xy plane in Cartesian coordinate system. Figure 2.2
is the example of the TM incident wave. eˆi is the incident electric polarization unit
vector. It can be decomposed in Cartesian coordinate system as
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Figure 2.2. Example of the vector calculation. TM mode incident wave.
eˆi = xˆeix + yˆe
i
y + zˆe
i
z = xˆ cos θ
s cosφi + yˆ cos θs sinφi + zˆ sin θs
= eit + zˆ sin θ
s. (2.1)
The array scatters the incident wave and delivers some power to each load. Let
the total electric field be written as a superposition of the incident and scattered
fields:
E = Ei + Es,Ei = Ei0e
−jki·r = eˆiEi0e
−jki·r (2.2)
where eˆi is the polarization unit vector; Ei0 is the amplitude of the incident electric
field; and ki is the vector wavenumber in the direction of propagation. Scattered fields
due to the periodic elements are given by a superposition of Floquet mode fields of
the (m,n)−th order over all integers m,n. Symbolically,
Es =
∞∑
m=−∞
∞∑
n=−∞
Es±mne
−jk±mn·r =
∑
m,n
(
Ss±mn · Ei0
)
e−jk
±
mn·r (2.3)
where Ss±mn is the scattering amplitude dyadic for the (m,n)-th order vector amplitude
Es±mn of the total scattered electric field. The vector wavenumber k
±
mn is define in
(A.7). The symbol “±” in the superscript refers to the direction of propagation in z
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for the scattered field, associated with an observation point above/below the array in
Figure 2.1.
In this study, we limit our attention to high-pass or band-pass cases. Hence,
our treatment precludes arrays where dc current flow is allowed across the unit cell
boundary. Derivation of a scattering sum rule relies on knowledge of the low-frequency
scattering behavior by the array and such arrays exhibit a different low-frequency
scattering order of k compared with high-pass or band-pass arrays.
Consider the bounding surface of the unit cell, shown as a dashed cuboid in
Figure 2.1. There is no net power flow across the four side walls. The absorbed
power Pa (all delivered to the load if antenna is lossless) by an element is the difference
between the incoming power and the outgoing power from the element’s perspective,
i.e.,
Pa =
ab
2η
|Ei0|2 cos θs −∑
m,n
|Es+mn|2 cos θmn −
∑
m,n
(m,n)6=(0,0)
|Es−mn|2 cos θmn
−|Ei0 + Es−00 |2 cos θs
)
. (2.4)
In (2.4), η is the free-space intrinsic impedance and the summation is done over all
(m,n) associated with propagating Floquet-mode plane waves. The angle between
the direction of propagation of the (m,n)-th mode and the z-axis is denoted by θmn
(0 ≤ θmn ≤ π/2) and θ00 = θs. The incident plane-wave field adds coherently to
the scattered plane-wave field of the (0, 0) mode in the forward direction before its
amplitude is taken for evaluating the associated power density. The scattered power
Ps is the power that leaves the unit cell, but computed using only the scattered fields.
It is equal to
Ps =
ab
2η
(∑
m,n
|Es+mn|2 cos θmn +
∑
m,n
|Es−mn|2 cos θmn
)
. (2.5)
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The extinction power is the sum of absorbed and scattered powers. Adding (2.4),
(2.5) and dividing by the incident power densityW i = |Ei0|2/2η, we obtain the optical
(forward scattering) theorem for periodic structures. The extinction cross section σext
is expressed as
σext = σa + σs
=
ab
|Ei0|2
(|Ei0|2 cos θs − |Ei0 + Es−00 |2 cos θs + |Es−00 |2 cos θs)
= − ab|Ei0|2
(Ei∗0 · Es−00 + Ei0 ·Es−∗00 ) cos θs
= −2abRe
{
Ei∗0
|Ei0|
· E
s−
00
|Ei0|
}
cos θs
= −2abRe{eˆi∗ · Ss−00 · eˆi} cos θs (2.6)
where σa = Pa/W
i and σs = Ps/W
i are the absorption and scattering cross sections
of the element, respectively. The extinction cross section is given in terms of the
scattering coefficient of the (0, 0) Floquet mode, propagating past the array plane,
i.e., in the forward direction. Defined as the scattered field, Es−00 = S
s−
00 ·Ei0 represents
the amplitude of the fundamental Floquet mode produced by induced current on the
array element only, not including the incident field. Note that (2.6) holds regardless
of the number of propagating Floquet modes. Denoting the transmission coefficient
for the transverse electric field for normal incidence T , we have T = 1 + eˆi∗ · Ss−00 · eˆi
from the definition of the total field below the array plane. This leads to the optical
theorem for periodic structures derived in [32]. (2.6) is for illumination by a plane
wave of a general polarization with an arbitrary incidence angle.
2.3 Sum Rule for The Extinction Cross Section
Figure 2.3 illustrates a unit cell having a combination of equivalent electric surface
current J and magnetic surface currentM distributed over the bounding surface S of
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Figure 2.3. A unit cell having electric and magnetic currents as source of the
scattered fields.
the element volume V in free space. Outside S, Es is generated by these sources in a
periodic arrangement with the element removed. The element volume V is bounded
by the closed surface S. The unit normal nˆ is defined to point away from V into the
unit cell volume. The exact field expression is summarized in the Apeendix A. The
exact scattered electric field of the (m,n)-th Floquet mode in (A.1) can be written
in a compact form as
Es±mn =
k
2abkzmn
(
kˆ±mn × kˆ±mn × ηJ˜±mn + kˆ±mn × M˜±mn
)
(2.7)
substituting (A.8) and (A.9) into (A.1).
We are interested the low-frequency behavior of Es−00 . It may appear from (2.7)
that Es−00 = O(1) as k → 0 due to kz00 = k cos θs, but it can be shown thatEs−00 = O(k),
k → 0 following Kleinman [36]. Using ∮
S
nˆ×Ads′ = ∮
S
rnˆ · ∇ ×Ads′ for any vector
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field A and Maxwell’s curl equations, the Fourier transforms of the sources, (B.1) and
(B.2) are expressed as
J˜±mn = −jk
∮
S
r′
[
kˆ±mn · nˆ×H(r′)− nˆ ·
E(r′)
η
]
ejk
±
mn·r
′
ds′, (2.8)
M˜±mn = jk
∮
S
r′
[
kˆ±mn · nˆ× E(r′)− nˆ · ηH(r′)
]
ejk
±
mn·r
′
ds′. (2.9)
Define a function ρ(k) = −j2ab cos θseˆi∗ · Ss−00 · eˆi/k2 such that σext = Im {k2ρ(k)}.
Comparing (2.3) and (2.7) for (m,n) = (0, 0) and “−” direction, the scattering ampli-
tude dyadic Ss−00 for the (0, 0)-th order component E
s−
00 of the total scattered electric
field, together with (2.8) and (2.9), can be written as
Ss−00 =
−jk2
2abkz00|Ei0|
kˆ−00 ×
∮
S
{
kˆ−00 × r′
[
kˆ−00 · nˆ× ηH(r′)− nˆ · E(r′)
]
−r′
[
kˆ−00 · nˆ×E(r′) + nˆ · ηH(r′)
]}
ejk
−
00·r
′
ds′.
(2.10)
Then, ρ(k) is expressed as a surface integral of fields equal to
ρ(k) = − cos θ
s
|Ei0|kz00
eˆi∗ · kˆ−00 ×
∮
S
{
kˆ−00 × r′
[
kˆ−00 · nˆ× ηH(r′)− nˆ · E(r′)
]
−r′
[
kˆ−00 · nˆ× E(r′) + nˆ · ηH(r′)
]}
ejk
−
00·r
′
ds′.
(2.11)
The low-frequency asymptotic expression for ρ(k) can be found by making the fol-
lowing substitutions as is similarly done for a single scatterer [37]: ejk
−
00·r
′ → 1,
E(r′)→ E0(r′) = −∇′Ve, and H(r′) → H0(r′) = −∇′Vm. Here, E0, H0 are the elec-
trostatic and magnetostatic field distributions and their associated scalar potentials
are denoted by Ve, Vm. (2.11) can be represented as
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ρ(k) = − 1|Ei0|k
eˆi∗ · kˆ−00 ×
∮
S
{
kˆ−00 × r′
[
kˆ−00 · nˆ× ηH0(r′)− nˆ · E0(r′)
]
−r′
[
kˆ−00 · nˆ× E0(r′) + nˆ · ηH0(r′)
]}
ds′. (2.12)
Following similar procedure of [38], (2.12) becomes
ρ(k) =
1
k
eˆi∗ ·
[
kˆ−00 ×
(
kˆ−00 ×
p
ǫ0
)
+ kˆ−00 ×m
]
(2.13)
where p andm represent the induced electrostatic and magnetostatic dipole moments
for a unit background field and ǫ0 is the free-space permittivity. In terms of potentials,
they are given by
p =
ǫ0
|Ei0|
∮
S
[
nˆ′Ve(r
′)− r′∂Ve
∂n′
]
ds′ (2.14)
m =
1
|Ei0|/η
∮
S
[
nˆ′Vm(r
′)− r′∂Vm
∂n′
]
ds′. (2.15)
Define polarizability density dyadics α¯e and α¯m [32] such that
p = α¯e · Eb (2.16)
m = α¯m ·Hb (2.17)
where Eb and Hb are the background fields. These two dyadics are infinite-array
counterparts of the polarizability dyadics for an isolated scatteres. They have a
dimension of length and relate the induced dipole moments to the incident fields.
From vector analysis, (2.13) can be simplified
ρ(k) = − eˆ
i∗ · α¯e · eˆi + hˆi∗ · α¯m · hˆi
k
, k → 0. (2.18)
where hˆi = kˆi × eˆi is the polarization unit factor for the incident magnetic field.
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It should be remembered that α¯e and α¯m are static polarizability densities for a
single element in a periodic arrangement. For penetrable bodies, expressions for the
dipole moments are available as volume integrals over the element volume [32].
The function ρ(k) is analytic in the lower half of the complex-k plane. Integrating
over the contour of the entire real-k axis that closes in the lower half plane at infinity
gives the forward scattering sum rule as integral identity. It is given by [32]
∫ ∞
0
σext(k)
k2
dk =
π
2
(
eˆi∗ · α¯e · eˆi + hˆi∗ · α¯m · hˆi
)
(2.19)
which takes the same form as the sum rule for an isolated antenna [2].
Based on (2.19), bandwidth bounds in Section 2.4 are applicable to an element of
arbitrary shape and material, but of linear polarization and no global dc current across
cell boundaries. Requiring Es−00 to vanish as k → 0 precludes arrays supporting dc
currents, such as connected dipole arrays. Although (2.19) was derived for arbitrary
polarization, treatment is Section 2.4 is limited to linear polarization.
2.4 Element Bandwidth Limitation
The extinction cross section can be related to the impedance mismatch factor at
the element port following a similar procedure for isolated antennas [2]. Treating a
loaded array element as a lossy scatterer, the absorption cross section is equal to the
receiving area. The receiving area for an element in an infinite planar array takes a
slightly different form from the receiving area of a single antenna as [25]
σa =
perDF (1− |Γ|2)
2
ab cos θs (2.20)
where p is the polarization mismatch factor, er is the radiation efficiency, Γ is the
reflection coefficient at the element port, and DF is the Floquet directivity of the
element in the scan direction. Introduced in [25], DF quantities how much power is
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transmitted in the desired direction out of the two directions kˆ+00 and kˆ
−
00 relative to an
equally divided power in those two directions (e.g., the desired direction is kˆ+00 = −kˆi
in Figure 2.1). For example, a free-space array having a symmetric element pattern
on both sides of the array plane has DF = 1; a unidirectional element pattern results
in DF = 2 in the absence of grating lobes [25]. Grating lobes reduce DF from these
values, but their impact on the bandwidth bounds derived in this study is negligible
[see Figure 2.6(b)]. The values of DF in this study refer to the values associated with
no grating lobes.
Assume a perfect polarization match (p = 1), no loss (er = 1), and a constant DF
for all k. Using the frequency-by-frequency inequality σext(k) ≥ σa(k) in (2.19) gives
∫ ∞
0
1− |Γ|2
k2
dk ≤ π
perDFab cos θs
(
eˆi∗ · α¯e · eˆi + hˆi∗ · α¯m · hˆi
)
. (2.21)
An all-pass response, i.e., |Γ| = |Γ0| for some constant Γ0 at all frequency, is not
permitted by (2.21). Hence, bandwidth bounds for impedance match exist and can
be derived. Since the equality in σext(k) ≥ σa(k) is never satisfied, the resulting
bandwidth bounds tend to be overly conservative. Use of the generalized absorption
efficiency
η¯abs =
∫∞
0
(σa/k
2)∫∞
0
σext/k2
(2.22)
in the denominator in the rhs of (2.21) results in tight bandwidth bounds [2].Here, the
frequency-dependent absorption efficiency definition of ηabs = σa/(σa+σs) introduced
in [39] is used. Note that this is different from the conventional definition of the term
used primarily in the optics community, where the normalizing factor is the cross-
sectional area of a scatterer [40].
The rhs expression of (2.21) provides a valuable insight into the bandwidth up-
per bound. In addition to the well-known trade-off between radiation efficiency and
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Figure 2.4. Models for matching at the element port. (a) A single-resonance nar-
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bandwidth, DF in the denominator indicates that a bidirectional element pattern
gives a higher bandwidth bound compared with a unidirectional element pattern.
The unit-cell area ab in the denominator indicates that a smaller unit cell may lead
to a wider bandwidth with all other factors assumed equal. Induced dipole moments
are a function of the element spacing as well as the shape, size, and material of the
element. Stronger induced dipole moments increase the bandwidth limit. The quan-
titative effect of the incidence angle is determined by interplay of cos θs, polarization,
and variation of α¯e, α¯m with respect to θ
s in the scan plane.
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For narrowband and UWB impedance responses illustrated in Figure 2.4, band-
width bounds are derived and the tested using an example array design for each
response. Abrupt and smooth low-frequency models of the mismatch factor are illus-
trated.
2.4.1 Narrowband Resonant Array
Consider a dominant, narrowband, 2nd-order resonance response for the element
input impedance. Such a resonance can be using a series- or parallel-RLC resonant
circuit. A resonance wavenumber k0 and the quality factor Q characterized such a
resonance, as illustrated in Figure 2.4(a). The half-power points are associated with
wavenumbers k1, k2, and they are related to the center (resonance) wavenumber
via k0 =
√
k1k2. For high-Q resonances, the fractional half-power bandwidth is
approximately equal to 2/Q. The impedance mismatch factor (efficiency) can be
modeled as
1− |Γ(k)|2 = 1
1 + (Q/2)2(k/k0 − k0/k)2 . (2.23)
Although (2.23) is accurate around k = k0, we can expand the frequency range of
application and use it in (2.21) for all wavenumber. The resulting indefinite integral
can be analytically evaluated, leading to the lower bound Qlb for Q, i.e.,
Q ≤ Qlb = perDFλ0ab cos θ
s
2π(eˆi∗ · α¯e · eˆi + hˆi∗ · α¯m · hˆi)
(2.24)
where λ0 is the free-space wavelength at the resonance wavenumber. Division of the
rhs by η¯abs provides a tight bound Qlb/η¯abs on Q.
For narrowband arrays in free space, (2.24) clearly identities the Q lower bound
and its contributing factors in terms of both electrical and mechanical parameters.
Lower radiation efficiency and directivity values lower Qlb, which is consistent with the
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space.
behavior of single antennas [41]. A lower Q is expected from a smaller unit cell area,
which leads to stronger coupling between neighboring elements. This is consistent
with the broadband principle of tightly coupled dipole arrays by Munk [42]. Strong
induced dipole moments lead to lower Q values. The bound is a function of the scan
angle θs; it should be remembered that eˆi∗ · α¯e · eˆi, hˆi∗ · α¯m · hˆi may change with θs
depending on the scan plane.
The Q bound is tested using an example thin-wire planar dipole array. Around
the resonance frequency, a straight thin-wire dipole antenna is expected to have 50%
absorption efficiency both as a single antenna [39] and as an array element [43].
Figure 2.5 shows the unit cell of an x-directed thin-wire dipole array under a plane
wave illumination at normal incidence. The array is subject to a polarization-matched
plane wave illumination. It is desired to check two points—the appropriateness of
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(2.23) in the integrand of the sum rule (2.19) using (2.20) and (2.22), and the accuracy
of Qlb compared with the Q value from simulation.
For an example design, transmitting (TX) and receiving (RX) cases were numer-
ically analyzed for a unit cell under appropriate periodic boundary conditions using
FEKO 7.0 from EMSS. Frequency-swept results for cross sections and integrand in
(2.19) are shown in Figure 2.6. In the RX simulation, the load impedance ZL was
set to the element input impedance Zin = 54.3 Ω at the self-resonance frequency of
728 MHz, which was obtained from the TX simulation. An incident field Ei = xˆejkz
was chosen to illuminate the array. For the chosen element spacing and broadside
scan, grating lobes first appear at 1.2 GHz. Figure 2.6(a) compares three cross sec-
tions normalized by the unit cell area. In the no-grating-lobe frequency range, it is
seen that σa and σs practically overlap each other. This makes η¯abs = 0.5 a reason-
able choice for computing a tight bound of Q [numerical evaluation of (2.22) give
η¯abs = 0.473]. In Figure 2.6(b), the integrand σabs/k
2 is compared between the RX
simulation and its model based on (2.23). The array is given by a = b = 0.25, l = 0.2,
aw = 0.001 (all lengths in m). The load impedance is ZL = 54.3 Ω. A polarization-
matched incident plane wave of unit electric field amplitude illuminates the array
at normal incidence. From the frequency-swept TX simulation, the half-power fre-
quencies (f = kc/2π, c =speed of light) f1 = 634.2 MHz and f2 = 832.1 MHz were
identified. The resulting reference value of Q was found from the fractional bandwidth
as Q = 7.34. The simulated and modeled integrands show an excellent agreement
down to low frequencies, validating the resonance model (2.23) and the use of Q for
describing the bandwidth.
The polarizabilities α¯e and α¯m of the element were evaluated by numerical statics
simulation using COMSOL Multiphysics. They were found to be α¯e = xˆxˆ1.23 ×
10−3 m3, α¯m = yˆyˆ1.23 × 10−6 m3 ≈ 0. For comparison, the electric polarizability
of the same element in isolation is found to be xˆxˆ1.17 × 10−3 m3. From (2.24), Qlb
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Figure 2.6. A thin-wire dipole array and the narrowband resonance model. (a)
Normalized cross sections of the element. (b) The integral σext/k
2 of the sum rule.
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is found to be 3.34 and Qlb/η¯abs = 6.68. The latter tight bound is closer to the
correct value Q = 7.34 from simulation. The discrepancy is attributed in part to the
contribution of higher-order resonances of σext; the single-resonance model predicts
a lower Q to account for the combined effect of physical multiple resonances using
a single dominant resonance. In order to test Qlb and Qlb/η¯abs with respect to the
cell size and scan angle, consider an array of end-loaded dipole element. Specifically,
the element shown in Figure 2.5 with a wire segment of length w having the wire
axis in the y-direction attached at the end of each dipole arm is considered. For
the wire dipole element considered in Figure 2.5 augmented by two wire loads of
length w = 0.05 m, analysis results are shown if Figure 2.7. For an electrostatic
background field Ei = xˆ V/m, Figure 2.7(a) shows the magnitude of the scattered
electric field in the plane of the element (the xy-plane) from COMSOL. Periodic
boundary conditions were applied to the four vertical walls. Strong induced fields
around the loaded end indicate concentration of separated charges, forming a dipole.
The associated polarizability is found to be α¯e = xˆxˆ2.617×10−3 m3. For comparison,
the polarizability of the element as a single scatterer in isolation is found to be αe =
2.32 × 10−3 m3. The increased polarizability as an array element is due to coupling
from all neighboring elements.
In the two principal planes, Qlb and Qlb/η¯abs (η¯abs = 0.5) are compared with
the exact Q values obtained from frequency-swept TX simulations using FEKO with
respect to the scan angle in Figure 2.7(b). At each scan angle, the element input
resistance at resonance was used as the reference impedance in evaluating Γ. Then,
Q was found from the fractional 3-dB matching bandwidth. For θs = 80◦ in the
H-plane scan, no clear 2nd-order resonance response was observed. The Q value
follows the trends predicted by the Q bounds in both planes. In particular, the tight
bounds show an excellent agreement with the simulated Q values up to moderate
scan angles. Discrepancies at large scan angles are attributed in part to deviation of
25
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Figure 2.7. The quality factor Q of an end-loaded dipole array element. (a) Mag-
nitude of the scattered electric field for a static background field of Ei = xˆ V/m. (b)
Comparison of Q with respect to the scan angle θs in the principal planes. (c) Q and
the induced electric dipole strength with respect to the cell dimension a for a square
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27
the impedance mismatch from the standard resonance model (2.23). For broadside
scan, the Q values and the induced dipole strengths are plotted with respect to the
dimension a of a square cell (b = a) in Figure 2.7(c). The dipole element is the same
as in Figure 2.6 except for the wire loads with w = 0.05 m. The Q values from FEKO
simulations agree well with the tight bound Qlb/η¯abs, which shows a decreasing Q as
the cell dimensions are reduced. Also plotted is the polarizability αex normalized to
that of the same element in isolation αex0. The induced dipole becomes increasingly
stronger as the loaded ends of an element approach those of the neighboring elements,
i.e., as a→ l+2aw. From (2.24), it can be observed that a decreasing cell size lowers
Qlb in two ways—by reducing the area ab in the numerator and by increasing the
induced dipole strength in the denominator.
2.4.2 Ultrawideband Array
A simple model for an ultrawideband or high-pass response is a step function
defined by
1− |Γ|2 =

0, k < k1
1− |Γ0|2, k > k1
(2.25)
where k1 is the cutoff (band-edge) wavenumber and |Γ0| is the matching tolerance.
This model is shown in Figure 2.4(b) as a dashed line. Using (2.25) in (2.21) gives
the lower bound for k1 of the UWB frequency response as
k1 ≥ ksteplb =
perDFab cos θ
s
π(eˆi∗ · α¯e · eˆi + hˆi∗ · α¯m · hˆi)
(
1− |Γ0|2
)
. (2.26)
A tighter bound ksteplb /η¯abs can be obtained using the generalized absorption efficiency
η¯abs. Unlike UWB antennas, the upper edge frequency of a usable band for UWB
array is set by the appearance of grating lobes. With this understanding and the fact
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that the mismatch factor will be significantly attenuated with a weight 1/k2 at the
grating lobe frequency, consideration of an infinite bandwidth model such as (2.25)
does not introduce ant noticeable error in predicting the cutoff wavenumber.
Unlike in the narrowband resonance case, both bounds ksteplb and k
step
lb /η¯abs tend to
be overly conservative for UWB arrays. This is due to the fact that the contributions
to the total integral in (2.19) from the low frequency range k < k1 that is ignored by
the step response is significant. This can be best illustrated using an example UWB
array antenna in later chapter with a bow-tie array.
In order to derive a tighter bound than (2.26), a model for the mismatch can be
introduced to the range k < k1. Noting that 1− |Γ|2 = O(k2) as k → 0, we split the
range into 0 < k < αk1 and αk1 < k < k1 for some constant α (0 < α < 1). Then, a
piecewise quadratic function is defined to have a zero slope with respect to frequency
at k = 0, k1. The resulting model for the impedance mismatch factor with modified
low-frequency dependence is
1− |Γ|2 =

(1− |Γ0|2) k2αk21 , 0 ≤ k < αk1
(1− |Γ0|2)
[
1− (k−k1)2
(1−α)k2
1
]
, αk1 ≤ k < k1
1− |Γ0|2, k ≥ k1
. (2.27)
Use of this updated model in (2.21) gives a tighter lower bound for the cutoff wavenum-
ber for a UWB matching characteristic as
k1 ≥ klb = 2 lnα
α− 1
perDFab cos θ
s
π(eˆi∗ · α¯e · eˆi + hˆi∗ · α¯m · hˆi)
(1− |Γ0|2). (2.28)
Division of klb by η¯abs gives the tight bound on the cutoff wavenumber. The lower
bound klb is higher than k
step
lb by a factor of 2 lnα/(α− 1), which ranges from two to
infinity in 0 < α < 1. The exact low-frequency impedance behavior will determine
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Figure 2.8. Unit cell of a bow-tie dipole array in free space.
an appropriate value of α in reproducing 1 − |Γ|2 as k → 0, making it element-
dependent. For the bow-tie element, UWB responses were obtained for very small
value of element spacing. A value of α = 0.2 turned out to be a reasonable choice for
accurately reproducing the value of the integral in the sum rule. Figure 2.8 depicts
the unit cell of a planar bow-tie dipole array. A polarization-matched plane wave
illuminates from the +z-axis direction. Two isosceles triangular PEC plates of zero
thickness form the two arms of a dipole element. The diagonals of the rectangular
unit-cell area are aligned with the sides of the plates. A small gap of width g separates
the plate from the cell boundaries. A load with impedance ZL is connected to the
port. An x-polarized plane wave illuminates the array from the +z-axis direction.
For an example design, frequency-swept simulation of a unit cell in RX configura-
tion was performed using Ansys HFSS. The load impedance was set to ZL = 150 Ω for
maximizing the impedance bandwidth. Figure 2.9(a) compares three normalized cross
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sections with respect to frequency. Grating lobes appears at 1.2 GHz. It is seen that
σa and σs are close to each other before they deviate as frequency is increased. Due
to the weight 1/k2 in (2.22) that attenuates high-frequency contributions, η¯abs = 0.5
still serves as a reasonable constant in estimating σext from σa. For the example array,
numerical evaluation of (2.22) gives η¯abs = 0.496. Figure 2.9(b) plots the integrand of
(2.19) with respect to frequency. The integrand reaches the maximum as k → 0 and
it quickly decrease with increasing frequency. A frequency-swept TX simulation re-
veals that the cutoff frequency is f1 = 151.6 MHz for a matching tolerance |Γ0| = 0.3
(a 10.5-dB return loss). As shown if Figure 2.9(b), a step-function model (2.25) in-
troduces a significant error in reproducing the low-frequency range. Figure 2.9(b)
also shows the integrand of (2.19) based on (2.27) as a green dash-dotted line us-
ing α = 0.2, which successfully models the integrand over most of the low-frequency
range. The element geometry is given by a = b = 0.25 m and g = 0.5 mm. The
load impedance is ZL = 150 Ω. An x-polarized plane wave having a unit electric field
illuminates the array at normal incidence.
For an electrostatic background field Ei = xˆ V/m, Figure 2.10(a) shows the
magnitude of the scattered electric field in the plane of the element (the xy-plane)
from COMSOL. Periodic boundary conditions were applied to the four vertical walls.
Strong induced fields around the edges indicate concentration of separated charges,
forming a dipole.
For the same array, accurate UWB cutoff frequencies from simulations are com-
pared with the lower bound with respect to the scan angle θs and the plate-to-wall
gap g in Figure 2.10. The induced dipole moments were numerically obtained using
COMSOL Multiphysics. It is noted that α¯m has a non-zero z-component that opposes
the background magnetic field in the H-plane scan, as is expected for a PEC body.
From Figure 2.10(b), the lower bound (2.26) is significantly lower than those obtained
from simulations. The tight bound klb/η¯abs based on (2.28) and η¯abs = 0.5 provides
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Figure 2.10. The cutoff frequency of a UWB bow-tie dipole array. (a) Magnitude
of the scattered electric field for a static background field of Ei = xˆ V/m. (b) The
cutoff frequency of the UWB impedance response with respect to the scan angle θs
in the principal planes. (c) The cutoff frequency with respect to gap g for broadside
scan.
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a correct trend for the variation of flb = klbc/2π in the principal planes. However,
simulation data for UWB matching are limited in the scan range; the array ceases to
have a UWB impedance response from some moderate scan angle off broadside. In
Figure 2.10(c), the gap g between the edge of the triangular plate and the unit-cell
wall is varied while the cell dimensions are fixed at a = b = 0.25 m (i.e., the bow-tie
arm dimension is changed). The induced dipole strength normalized to the isolated
antenna counterpart is also shown. A narrower gap leads to a lower cutoff frequency
for the UWB response and this trend is properly captured by the tight bound. Since
the unit cell area is fixed, the reduction of flb is attributed to the stronger is reduced
for stronger mutual coupling. The x-component of the induced electric dipole moment
normalized to that of the same element as an antenna in isolation is also plotted in
Figure 2.10(c). Note a stronger enhancement of the dipole moment owing to mutual
coupling compared with the wire dipole case in Figure 2.7(c), enabled by a narrow
inter-element separation over a wider y-range.
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CHAPTER 3
BANDWIDTH BOUNDS FOR CONDUCTOR-BACKED
FREE-STANDING ARRAYS BASED ON THE
EXTINCTION CROSS SECTION
3.1 Introduction
Similar to the previous chapter, the bandwidth bound is obtained for over ground
plane array element in terms of geometry and static polarizabilities. The similar
method is used in this chapter. Due to the ground plane, the k order of the extinction
cross increases by two. Due to the definition of the polarizability, the geometry in
this chapter is limited to the planar structure. This makes the bound is not eligible
for the substrate supported array element. The practical design is tested with the
bound. This bound is limited to the single resonant and single bandwidth and the
unit cell size is less than half wavelength (no grating lobe). The ground separation is
less than half wavelength.
3.2 Optical Theorem for Conductor-Backed Planar Array
Figure 3.1 shows conductor-backed free-standing planar array elements under a
plane wave illumination. The unit cell dimension is a and b along the x- and y-axis
directions, respectively. Several propagating Floquet modes propagating away from
the array plane in +z direction is also illustrated. Each antenna element is treated
as a lossy scatterer due to the impedance ZL connected to its terminal. The prop-
agation direction of the incident wave is given by two spherical angular coordinates
(θ, φ) = (θi, φi). They are related by the reciprocity theorem to the transmitting
array scanning in the direction (θ, φ) = (θs = π − θi, φs = φi − π).
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Figure 3.1. An infinite conductor-backed free-standing planar array with a ground
separation d subjects to a plane wave illumination.
The array scatters the incident wave and delivers some power to each load. Let
the total electric field be written as a superposition of the incident and scattered
fields:
E = Ei + Es, Ei = Ei0e
−jki·r = eˆiEi0e
−jki·r (3.1)
where eˆi is the polarization unit vector; Ei0 is the amplitude of the incident electric
field; and ki is the vector wavenumber in the direction of propagation. Scattered fields
due to the periodic elements are given by a superposition of Floquet mode fields of
the (m,n)-th order over all integers m, n. Symbolically,
Es =
∞∑
m=−∞
∞∑
n=−∞
Esmne
−jkmn·r =
∑
m,n
(Ssmn · Ei0)e−jkmn·r (3.2)
where Ssmn is the scattering amplitude dyadic for the (m,n)-th order vector amplitude
Es of the total scattered electric field. The scattered field can only propagate in +z-
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direction due to the PEC ground plane. There is no needed to use “±” to identify
the propagation direction. Er0 is the reflected field of E
i.
In this study, we limit our attention to high-pass or band-pass cases. Hence,
our treatment precludes arrays where dc current flow is allowed across the unit cell
boundary. Derivation of a scattering sum rule relies on knowledge of the low-frequency
scattering behavior by the array and such arrays exhibit a different low-frequency
scattering order of k compared with high-pass or band-pass arrays.
Consider the boundary surface of a unit cell, shown as a dashed cuboid in Fig-
ure 3.1. There is no net power flow cross the boundary surface of the unit cell. The
absorbed power Pa (all delivered to the load if antenna is lossless) by an element is
the difference between the incoming power and the outgoing power from the element’s
perspective, i.e.,
Pa =
ab
2η
|Ei0|2 cos θs − ∑
m,n
(m,n)6=(0,0)
|Esmn|2 cos θmn − |Er0 + Es00|2 cos θs
 . (3.3)
where η is the free-space intrinsic impedance and the summation is done over all
(m,n) associated with propagating Floquet-mode plane wave. The angle between
(m,n)-th mode and the z-axis is denoted by θmn (0 ≤ θmn ≤ π/2) and θ00 = θs. The
reflected field adds coherently to the scattered plane-wave field of the (0, 0) mode in
+z direction before its amplitude is taken for evaluating the associated power density.
The scattered power Ps is the power that leaves the unit cell, but computed using
only the scattered fields. It is equal to
Ps =
ab
2η
∑
m,n
|Esmn|2 cos θmn. (3.4)
The extinction power is the sum of absorbed and scattered powers. Adding (3.3),
(3.4) and dividing by the incident power densityW i = |Ei0|2/2η, we obtain the optical
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theorem for periodic structures. The extinction cross section σext is expressed as
σext = σa + σs
=
ab
|Ei0|2
(|Ei0|2 cos θs − |Er0 + Es00|2 cos θs + |Es00|2 cos θs)
= − ab|Ei0|2
(Er∗0 ·Es + Er0 · Es∗) cos θs
= −2abRe
{
Er∗0
|Ei0|
· E
s
00
|Ei0|
}
cos θs
= −2abRe{eˆr∗ · Ss00 · eˆi} cos θs. (3.5)
where eˆr is the polarization vector of Er0; σa = Pa/W
i and σs = Ps/W
i are the
absorption and scattering cross sections of the element respectively. The extinction
cross section is given in terms of the scattering coefficient of the (0, 0) Floquet mode
in the +z direction.
3.3 Sum Rule for The Extinction Cross Section
Figure 3.2(a) illustrates a unit cell having a combination of equivalent electric
and magnetic surface currents distributed over the bounding surface S of the element
volume V above a PEC ground plane with a distance d. Es and Hs are the electric
and magnetic scattered fields respectively. Ei is the incident electric field and kˆi
is the propagation direction of the incident plane wave. Er is the reflected electric
field and kˆr is the propagation direction of the reflected plane wave. Outside S, Es
is generated by these sources in a periodic arrangement with the element removed.
The image theorem is applied to remove PEC ground in Figure 3.2(b). Two objects
(subject and its image) are under incident plane waves (Ei original incident plane
wave and its image plane wave Eim) illumination in free-space. (Ea,Ha) are the
scattered fields with absence of Eim. (Eb,Hb) are the scattered fields with absence
of Ei. J1 and J2 are the induced electric current sources due to the original incident
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plane wave Ei only. Ea is the scattered field in free-space with absence of the E
im and
Eb is the scattered field in free-space with absence of the E
i. The scattered electric
field Ea can be expanded as a superposition of the (m,n)-th Floquet mode:
Ea =
∞∑
m=−∞
∞∑
n=−∞
Es±amne
−jk±mn·r =
∑
m,n
(Ss±amn · Ei0)e−jk
±
mn·r (3.6)
where Ss±amn is the scattering amplitude dyadic for the (m,n)-th order vector com-
ponent Es±amn of the total scattered field. The scattered field in Figure 3.2(b) can
propagate in both +z- and −z-directions. “±” in the superscript refers to the direc-
tion of propagation. The total scattered field Es is
Es = Ea + Eb. (3.7)
Substituting (3.2) and (3.6) into (C.9), the extinction cross section in (3.5) can be
written as
σext = −2abRe
{
eˆr∗ · Ss00 · eˆi
}
cos θs
= −2abRe{eˆr∗ · Ss+a00 · eˆi + eˆi∗ · Ss−a00 · eˆi} cos θs (3.8)
where the derivation detail is shown in Appendix C. The first line of the rhs in (3.8)
is in the conductor-backed configuration corresponding with Figure 3.2(a) and the
second line in (3.8) is in the free-space configuration corresponding with Figure 3.2(b).
To simplify the problem, we limit the array element with the planar PEC body
with zero-thickness in z-direction and place it at a distance d above the ground plane.
There is only the induced electric current on the surface. The scattered electric field
of the (m,n)-th Floquet mode in (A.1) can be written an a compact form as
Es±amn =
k
2abkzmn
kˆ±mn × kˆ±mn × η
2∑
l=1
J˜±lmn. (3.9)
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It is slightly different from the previous section. There were one electric current and
one magnetic current in free-space array derivation. There are two electric currents
here. The total field is sum of the individual field due to the corresponding current
source.
To obtain the free-space scattering amplitude dyadics in the second line of (3.8),
the (m,n)-th Floquet mode of the scattered field is expressed. J˜1mn and J˜2mn are the
Fourier transforms of J1 and J2 in Figure 3.2(b) defined by
J˜±1mn =
∮
S1
J1(r
′
1)e
jk±mn·r
′
1ds′ (3.10)
J˜±2mn =
∮
S2
J2(r
′
2)e
jk±mn·r
′
2ds′. (3.11)
For the scattered electric fields of (0, 0)-th Floquet mode are
Es+a00 =
k
2abkz00
kˆ+00 × kˆ+00 × η
(
J˜+100 + J˜
+
200
)
e−jk
+
00
·r (3.12)
Es−a00 =
k
2abkz00
kˆ−00 × kˆ−00 × η
(
J˜−100 + J˜
−
200
)
e−jk
−
00
·r (3.13)
where kˆ+00 = kˆ
r and kˆ−00 = kˆ
i. The scattering amplitude dyadics can be written as
Ss+a00 =
k
2abkz00|Ei0|
kˆr × kˆr × η
(
J˜+100 + J˜
+
200
)
(3.14)
Ss−a00 =
k
2abkz00|Ei0|
kˆi × kˆi × η
(
J˜−100 + J˜
−
200
)
. (3.15)
Substituting (3.10) into (3.14), (3.11) into (3.15) and using the vector operations
eˆi∗ · kˆi× kˆi×A = −eˆi∗ ·A and eˆr∗ · kˆr× kˆr×A = −eˆr∗ ·A, the sum of the dot-product
in (3.8) can be expressed in
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eˆr∗ · Ss+a00 + eˆi∗ · Ss−a00 =
kη
2abkz00|Ei0|
×{
−eˆr∗ ·
[∮
S1
J1(r
′
1)e
jkr·r′1ds′ +
∮
S2
J2(r
′
2)e
jkr·r′2ds′
]
−eˆi∗ ·
[∮
S1
J1(r
′
1)e
jki·r′1ds′ +
∮
S2
J2(r
′
2)e
jki·r′2ds′
]}
. (3.16)
The vectors eˆr, eˆi, kr, ki, r′1, and r
′
2 can be decomposed into the tangential
component (along the xy-plane) and the vertical component (along the z-axis):
eˆi = et + zˆez (3.17)
eˆr = −et + zˆez (3.18)
ki = kt − zˆkz (3.19)
kr = kt + zˆkz (3.20)
r′1 = r
′
t + zˆd (3.21)
r′2 = r
′
t − zˆd (3.22)
From the assumption, the current sources J1(r
′
1) and J2(r
′
2) only have tangential
components, the vector calculation can be obtained as
−eˆr∗ · J1(r′1) = −(−e∗t + zˆe∗z) · J1(r′1) = e∗t · J1(r′1)
= (e∗t + zˆe
∗
z) · J1(r′1) = eˆi∗ · J1(r′1). (3.23)
With (3.17)–(3.21) and (3.23), the terms associated with S1 in (3.16) can be
simplified
− eˆr∗ ·
∮
S1
J1(r
′
1)e
jkr·r′1ds′ − eˆi∗ ·
∮
S1
J1(r
′
1)e
jki00·r
′
1ds′
=
(
e−jkzd − ejkzd) eˆr∗ · ∮
S1
J1(r
′
1)e
jkt·r′tds′
= (−j2 sin kzd) eˆr∗ ·
∮
S1
J1(r
′
1)e
jkt·r′tds′. (3.24)
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With (3.17)–(3.20), (3.22), and (3.23), the terms associated with S2 in (3.16) can be
simplified
− eˆr∗ ·
∮
S2
J2(r
′
2)e
jkr·r′2ds′ − eˆi∗ ·
∮
S2
J2(r
′
2)e
jki00·r
′
2ds′
=
(
ejkzd − e−jkzd) eˆr∗ · ∮
S2
J2(r
′
2)e
jkt·r′tds′
= (j2 sin kzd) eˆ
r∗ ·
∮
S2
J2(r
′
2)e
jkt·r′tds′. (3.25)
(3.16) with (3.24) and (3.25) can be represented as
eˆr∗ · Ss+a00 + eˆi∗ · Ss−a00 =
kη
2abkz00|Ei0|
×
(j2 sin kzd) eˆ
r∗ ·
[
−
∮
S1
J1(r
′
1)e
jkt·r′ds′ +
∮
S2
J2(r
′
2)e
jkt·r′ds′
]
. (3.26)
The current sources J1(r
′
1) and J2(r
′
2) can be written as
J1(r
′
1) = J
′
0(r
′
t)e
−jkkˆ·r′1 = J′0(r
′
t)e
−jkkˆ·r′t × e−jkkˆ·zˆd = J0(r′t)e−jkzd (3.27)
J2(r
′
2) = J
′
0(r
′
t)e
−jkkˆ·r′2 = J′0(r
′
t)e
−jkkˆ·r′t × ejkkˆ·zˆd = J0(r′t)ejkzd (3.28)
where J′0(r
′
t) is the current amplitude and J0(r
′
t) includes the amplitude and phase for
tangential component. These currents are approximate currents [44]. The currents
become position dependent only as k → 0. This approximation losses the accuracy
when the ground separation is small. Substituting (3.27) and (3.28) into (3.26), the
integral result over S2 can be represented as the integral result over S1. Following
similar procedure in Appendix B, (3.26) is equal to
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eˆr∗ · Ss+a00 + eˆi∗ · Ss−a00
= −kη(2 sin kzd)
2
2abkz00|Ei0|
eˆr∗ ·
∮
S1
J0(r
′
t)e
jkt·r′tds′
= −kη(2 sin kzd)
2
2abkz00|Ei0|
eˆr∗ ·
∮
S1
J0(r
′
t)e
−jkzdej(kt·r
′
t+kzd)ds′
= −kη(2 sin kzd)
2
2abkz00|Ei0|
eˆr∗ ·
∮
S1
J1(r
′
1)e
jkr·r′1ds′
= j
k2(2 sin kzd)
2
2abkz00|Ei0|
eˆr∗ ·
∮
S
kˆr × r′
[
kˆr · nˆ× ηH(r′)− nˆ · E(r′)
]
ejk
r·r′ds′. (3.29)
Finally, following the similar procedure in Section 2.3, define a function ρ(k) =
−j2ab cos θseˆr∗·Ss00·eˆi/ [2k sin(kd cos θs)]2 such that σext = Im
{
[2k sin(kd cos θs)]2 ρ(k)
}
.
ρ(k) is expressed as a surface integral of fields equal to
ρ(k) = − cos θ
s
|Ei0|kz00
eˆr∗ · kˆr ×
∮
S
{
kˆr × r′
[
kˆr × nˆ× ηH(r′)− nˆ · E(r′)
]}
ejk
r ·r′ds′.
(3.30)
The rhs of (3.30) is corresponding to the conductor-backed configuration in Fig-
ure 3.2(a). The low-frequency asymptotic expression for ρ(k) can be found by making
the following substitutions as is similarly done for a single scatterer [37]: ejk
r·r′ → 1,
E(r′)→ E0(r′) = −∇′Ve, and H(r′) → H0(r′) = −∇′Vm. Here, E0, H0 are the elec-
trostatic and magnetostatic field distributions and their associated scalar potentials
are denoted by Ve, Vm. The low-frequency asymptotic expression for ρ(k) is
ρ(k) = − eˆ
r∗ · α¯e · eˆr + hˆr∗ · α¯m · hˆr
k
, k → 0 (3.31)
where α¯e and α¯m represent the static polarizabilities. In (3.31), hˆ
r = kˆr × eˆr is the
polarization unit vector for the incident magnetic field. It should be remembered that
α¯e and α¯m are polarizabilities for a single element in a periodic arrangement for the
PEC body.
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The function ρ(k) is analytic in the lower half of the complex-k plane. Integrating
over the contour of the entire real-k axis that close in the lower half plane at infinity
gives the scattering sum rule as an integral identity. It is given by
∫ ∞
0
σext(k)
k2 sin2(kd cos θs)
dk = 2π
(
eˆr∗ · α¯e · eˆr + hˆr∗ · α¯m · hˆr
)
. (3.32)
Based on (3.32), bandwidth bounds in Section 3.4 are applicable to an element of
arbitrary shape and material, but of linear polarization and no global dc current across
cell boundaries. Although (3.32) was derived for arbitrary polarization, treatment in
Section 3.4 is limited to linear polarization.
3.4 Element Bandwidth Limitation
The extinction cross section is related to the impedance mismatch factor at the
element port following a similar procedure of Section 2.4. Treating a loaded array
element as a lossy scatterer, the absorption cross section is equal to the receiving
area. The receiving area for an element in an infinite planar array takes a slightly
different form from the receiving area of a single antenna as [25]
σa =
perD
F (1− |Γ|2)
2
ab cos θs (3.33)
where p is the polarization mismatch factor, er is the radiation efficiency, Γ is the
reflection coefficient at the element port, and DF is the Floquet directivity of the
element in the scan direction. Assume a perfect polarization match (p = 1), no loss
(er = 1), and a constant D
f for all k. Using the frequency-by-frequency inequality
σext(k) ≥ σa(k) in (3.32) gives
∫ ∞
0
1− |Γ|2
k2 sin2(kd cos θs)
dk ≤ 4π
perDFab cos θs
(
eˆr∗ · α¯e · eˆ + hˆr∗ · α¯m · hˆr
)
. (3.34)
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An all-pass response, i.e., |Γ| = |Γ0| for some constant Γ0 at all frequency, is not
permitted by (3.34). Hence, bandwidth bounds for impedance match exist and can
be derived. Since the equality in σext(k) ≥ σa(k) is never satisfied, the resulting
bandwidth bounds tend to be overly conservative. Use of the generalized absorption
efficiency
η¯abs =
∫∞
0
(σa/k
2)dk∫∞
0
(σabs/k2)dk
(3.35)
in the denominator in the rhs of (3.34) results in tight bandwidth bounds.
The rhs expression of (3.34) provides a valuable insight into the bandwidth upper
bound. In addition to the well-known trade-off between radiation efficiency and band-
width, DF in the denominator indicates that a bidirectional element pattern gives a
higher bandwidth bound compared with a unidirectional element pattern. The unit-
cell area ab in the denominator indicates that a smaller unit cell may lead to a wider
bandwidth with all other factors assumed equal. Polarizabilities are function of the
element spacing as well as the shape, size, and material of the element. Stronger
polarizabilities increase the bandwidth limit. The quantitative effect of the incidence
angle is determined by interplay of cos θs, polarization, and variation of α¯e, α¯m with
respect to θs in the scan plane.
For narrowband and wideband impedance responses illustrated in Figure 3.3,
bandwidth bounds are derived and then tested using an example array design for
each response. Abrupt and smooth low-frequency models of the mismatch factor are
illustrated.
3.4.1 Narrowband Resonant Conductor-Backed Array
Consider a dominant, narrowband, 2nd-order resonance response for the element
input impedance. Such a resonance can be modeled using a series- or parallel-RLC
resonant circuit. A resonance wavenumber k0 and the quality factor Q characterized
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Figure 3.3. Models for matching at the element port. (a) A single-resonance nar-
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such a resonance, as illustrated in Figure 3.3(a). The half-power points are associated
with wavenumbers k1, k2, and they are related to the center (resonance) wavenumber
via k0 =
√
k1k2. For high-Q resonances, the fractional half-power bandwidth is
approximately equal to 2/Q. The impedance mismatch factor (efficiency) can be
modeled as
1− |Γ|2 = 1
1 + (Q/2)2(k/k0 − k0/k)2
[
sin(kd cos θs)
sin(k0d cos θs)
]2
. (3.36)
Although (3.36) is accurate around k = k0, we can expand the frequency range of
application and use it in (3.34) for all wavenumber. The resulting indefinite integral
can be analytically evaluated, leading to the lower bound Qlb for Q, i.e.,
Q ≥ Qlb = perD
Fλ0ab cos θ
s
8π sin2(kd cos θs)(eˆr∗ · α¯e · eˆr + hˆr∗ · α¯m · hˆr)
(3.37)
where λ0 is the wavelength with the conductor-backed configuration at the resonance
wavenumber. Division of the rhs by η¯abs provides a tight bound Qlb/ηabs on Q.
(3.37) relates the lower bandwidth bound for a conductor-backed array with both
electric and physical parameters. It also indicates lower radiation efficiency and di-
rectivity values result lower Q, which has been reported for a single antenna [41].
According to broadband principle of tightly coupled dipole arrays from Munk [42],
the strong induced dipole moments result lower Q. The feature is consistent in (3.37).
The smaller unit cell area leads lower Q due to stronger mutual coupling between
neighboring elements.
The resonant-Q bound is tested using an example conductor-backed thin-wire
dipole array. Around the resonant frequency, a straight thin-wire dipole antenna
is expected to have 50% absorption efficiency. Figure 3.4 shows the unit cell of a
conductor-backed x-directed thin-wire dipole array under a plane wave illumination
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Figure 3.4. Unit cell of a planar array of x-directed thin-wire dipole elements above
a PEC ground plane.
at normal incidence. The array is subject to a polarization-matched plane wave
illumination.
For such example design, TX and RX cases were numerically analyzed for a unit
cell under appropriate periodic boundary conditions using Ansys HFSS. Frequency-
swept results for cross sections and the integrand in (3.32) are shown in Figure 3.5.
In the RX simulation, the load impedance ZL was set to the element input impedance
Zin = 75.8 Ω at the self-resonant frequency of 720 MHz, which was obtained from
TX simulation. An incident field Ei = xˆejkx was chosen to illuminate the array. For
the chosen element spacing and broadside scan, grating lobes first appear at 1.0 GHz.
Figure 3.5(a) compares three cross sections normalized by the unit cell area. The
array is given by a = b = 0.3, l = 0.2, aw = 0.001, and d = 0.1 (all lengths in m).
The load impedance is ZL = 75.8 Ω. A polarization-matched incident plane wave
of unit electric field amplitude illuminates the array at normal incidence. In the no-
grating-lobe frequency range, σa and σs are overlap each other. This makes η¯abs = 0.5
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Figure 3.5. A conductor-backed thin-wire dipole array and the narrowband
resonance model. (a) Cross sections for the element. (b) The integrand
σext/[k sin(kd cos θ
s)]2 of the sum rule.
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a reasonable choice for computing a tight bound Q [numerical evaluation of (3.35)
gives η¯abs = 0.412]. In Figure 3.5(b), the integrand σext/[k sin(kd cos θ
s)]2 is compared
between the RX simulation and its model based on (3.36). From the frequency-swept
TX simulation, the half-power frequency f1 = 589.9 MHz and f2 = 865.0 MHz were
identified. The resulting reference value of Q was found from the fractional bandwidth
as Q = 5.23. The simulation and modeled integrands are slightly different. This
difference will make the theoretical prediction is about 5% off. This result validates
the resonance (3.36) and the use of Q for describing the bandwidth.
The polarizabilities α¯e and α¯m of the element were evaluated by numerical statics
simulations using COMSOL Multiphysics. They were found to be α¯e = xˆxˆ1.21 ×
10−3 m3 and α¯m ≈ 0 m3. From (3.37), Qlb is obtained to be 2.54 and Qlb/η¯abs = 5.08.
The latter bound, tight bound, is much closer to the simulation result Q = 5.23. The
discrepancy is from the mismatch of integrand at low frequency at low frequency
region and in part to the contribution of higher-order resonances of σext; the single-
resonance model predicts a lower Q to account for the combined effect of physical
multiple resonances by a single dominant resonance.
For an electrostatic background field Ei = xˆ V/m, Figure 3.6(a) shows the mag-
nitude of the scattered electric field in xz-plane from COMSOL. Periodic boundary
conditions were applied. Strong induced fields around the dipole end indicate con-
centration of separated charges, forming a dipole. The same shape of the conductor-
backed thin-wire dipole array is used to test Qlb and Qlb/η¯abs with respect to the unit
cell size and scan angle. In the two principal planes, Qlb and Qlb/η¯abs (η¯abs = 0.5)
are compared with the resonant Q value obtained from frequency-swept TX simu-
lation using HFSS with respect to scan angle in Figure 3.6(b). At each scan angle,
the element input resistance at resonance was used as the reference impedance in
evaluating Γ. The resonance Q was found from the fractional 3-dB matching band-
width. For θs = 25◦ in the H-plane scan, no clear 2nd-order resonance response
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Figure 3.6. Resonant Q of a conductor-backed thin-wire dipole array element. (a)
Magnitude of the scattered electric field for a static background field of Ei = xˆ V/m.
(b) Comparison of Q with respect to the scan angle θs in the principal planes. (c)
Q and the induced electric dipole strength with respect to the cell dimension a for a
square cell (b = a) fro broadside scan.
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was observed. Before θs = 45◦, the Q values follow the trends predicted by the Q
bounds in both planes. The tight bound shows good agreement with simulation Q
values up to θs = 45◦. The discrepancy of large scan angles comes from deviation of
the impedance mismatch from the standard model (3.36). The Q values from HFSS
simulation agree well with the tight bound Qlb/η¯abs, which shows a decreasing Q as
the cell dimensions are reduced. The polarizability in periodic boundary αex normal-
ized to that of the same element in isolation αex0 = 1.16× 10−3 m3 are compared in
Figure 3.6(c). (3.37) indicates a decreasing unit cell size lowers Qlb in two ways–by
reducing the unit cell area ab in the numerator and by increasing the induced dipole
strength in the denominator.
3.4.2 Wideband Conductor-Backed Array
A simple model for a wideband or band-pass response is a step function defined
by
1− |Γ|2 =

1− |Γ0|2, k1 < k < k2
0, else
(3.38)
where k1 and k2 are cut-in and cutoff wavenumbers on the band edge respectively
and |Γ0| is the matching tolerance. This model is shown in Figure 3.3(b) as the blue
dashed line. Substituting (3.38) into (3.34), the integral identity can be rewritten
∫ k2
kstep
lb
1− |Γ0|2
k2 sin2(kd cos θs)
dk ≤ 4π
perDFab cos θs
(
eˆr∗ · α¯e · eˆr + hˆr∗ · α¯m · hˆr
)
. (3.39)
Due to the weight factor 1/ [k sin(kd cos θs)]2, the closed form cannot be obtained for
the integral in lhs. The lhs result has to be computed numerically. ksteplb is chosen
to satisfy the equals sign in (3.39). Due to the singular point of the weight fac-
tor (kd cos θs → π), the upper limit k2 of the usable frequency band for wideband
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conductor-backed array can be set by k2 = π/(d cos θ
s) or the grating lobe wavenum-
ber. In fact, the integrand attenuates significantly due to the factor 1/k2. It does
not impact the result significantly choosing either definitions of k2. For the following
study, k2 = 0.9π/(d cos θ
s) is set for the upper limit. The bound tends to be overly
conservative for wideband arrays. This is due to the fact that the contributions to
the total integral in (3.32) from the low frequency range k < k1 that is ignored by
the step response is significant. In addition, unlike the narrowband array, a tight
bound cannot be obtained from ksteplb /η¯abd because η¯abs has to be modeled properly
at low frequency region. In order to have a tighter bound than (3.39), a model for
the mismatch has to be performed at the low frequency range k < k1. Noting that
1− |Γ|2 = O(k4) as k → 0, the model has to be split into 0 < k < αk1, αk1 < k < k1,
k1 < k < k2, and k2 < k for some constant α (0 < α < 1). A piecewise quartic func-
tion is defined to have a zero slope with respect to frequency k = 0, k1. The resulting
model for the impedance mismatch factor with modified low-frequency dependence is
1− |Γ|2 =

(1− |Γ0|2) k4α3k41 0 < k < αk1
(1− |Γ0|2)
[
1− k4
(1−α)3k4
1
]
αk1 < k < k1
1− |Γ0|2 k1 < k < k2
0 k2 < k
. (3.40)
Substituting the update model into (3.34) gives a tighter lower bound for the cut-
in wavenumber for a wideband matching characteristic. For the conductor-backed
wideband array, η¯abs is modeled properly in later section. The tight bound can be
obtained from
∫ k2
klb
1
η¯abs
1− |Γ0|2
k2 sin2(kd cos θs)
dk ≤ 4π
perDFab cos θs
(
eˆr∗ · α¯e · eˆr + hˆr∗ · α¯m · hˆr
)
. (3.41)
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Figure 3.7. Unit cell of a conductor-backed planar strip dipole array.
The exact low-frequency impedance behavior will determine an appropriate value of
α in reproducing 1− |Γ|2 as k → 0, making it element-dependent. Figure 3.7 depicts
the unit cell of a conductor-backed planar strip dipole array. A polarization matched
plane wave illuminates form the +z-axis direction. Two “T” shape PEC plates of
zero-thickness form the two arms of a dipole element. A small gap of width g separates
the plate from the cell boundaries. The width of PEC plate is w and the length of the
top of T-shape is l. A load impedance ZL is connected to the port. An x-polarized
plane wave illuminates the array from the +z-axis direction.
For an example array, frequency-swept simulation of a unit cell in an RX config-
uration was performed using HFSS. The load impedance was set to ZL = 200 Ω for
maximizing the impedance bandwidth. Figure 3.8(a) compares three normalized cross
sections with respect to frequency. The element geometry is given by a = b = 0.25 m,
d = 0.3 m, g = 0.18 mm, w = 0.025 m, and l = a/3. The load impedance is
ZL = 200 Ω. An x-polarized plane wave having a unit electric field illuminates the
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Figure 3.8. A planar strip dipole array and wideband matching model. (a) Cross
section for the element. (b) The integral σext/[k sin(kd cos θ
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array at normal incidence. Grating lobes appear at 1.2 GHz. Unlike narrowband
array, σa and σs diverge at low frequency range. This makes η¯abs = 0.5 is not valid.
To describe the relation between σext and σa precisely at low frequency region, η¯abs is
modeled as a 1nd-order low frequency dependent function, i.e.,
η¯abs =

−0.5
k1
+ 1, k < k1
0.5, else
. (3.42)
Due to the factor 1/k2 that attenuates high-frequency contributions, the linear func-
tion at low frequency for η¯abs serves as a reasonable model in estimating σabs from
σa. The integrand reaches the maximum as k → 0 and it quickly decreases with in-
creasing frequency. A frequency-swept TX simulation shows the cut-in frequency
f1 = 96.6 MHz and cutoff frequency f2 = 393.4 MHz for a matching tolerance
|Γ0| = 0.3. In Figure 3.8(b), a step-function model in (3.38) introduces a signifi-
cant error by ignoring a major contribution from the low frequency range.
To have wideband response for the conductor-backed strip dipole array, the ele-
ment separation g has to be extremely small. A value of α = 0.72 turns out to be
a reasonable choice for accurately reproducing the value of the integral in the sum
rule. Figure 3.8(b) shows the integrand of (3.32) based on (3.40) as a green dash-dot
line using α = 0.72, which successfully models the integrand over most of the low
frequency range.
For an electrostatic background field Ei = xˆ V/m, Figure 3.9(a) shows the mag-
nitude of the scattered electric field in the plane of the element (the xy-plane) from
COMSOL. Periodic boundary conditions were applied to the four vertical walls.
Strong induced fields around the edges indicate concentration of separated charges,
forming a dipole.
For the same array, predicted wideband cut-in frequencies are compared with the
lower bound with respect to the scan angle θs and the unit cell dimension a for a square
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Figure 3.9. The cut-in frequency of a wideband conductor-backed tripe dipole array.
(a) Magnitude of the scattered electric field for a static background field of Ei =
xˆ V/m. (b) The cut-in frequency of the wideband impedance response with respect
to the scan angle θs in the principal planes. (c) The cut-in frequency with respect to
unit cell dimension a for a square cell (b = a) for broadside scan.
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cell (b = a) for broadside scan in Figure 3.9(b). The induced dipole strengths were
numerically computed using COMSOL Multiphysics. It is noted that α¯m has non-
zero z-component that opposes the background magnetic field in the H-plane scan,
as is expected for a PEC body. From Figure 3.9(b), the lower bound from numerical
computation result of (3.39) is lower than those obtained from simulations. The tight
bound based on (3.41) provides a correct trend for the variation of flb = klbc/2π in
the principal planes. However, simulation data for wideband matching are limited
in the scan angle; the array cases have a wideband impedance response from some
moderate scan angle off broadside. In Figure 3.9(c), the smaller squire unit cell size
leads to a lower cut-in frequency for the wideband response. This trend is properly
captured by the tight bound. The x-component of the induced electric dipole strength
normalized to that of the same element in isolation is also plotted in Figure 3.9(c).
62
CHAPTER 4
FANO BOUNDS FOR CONDUCTOR-BACKED PLANAR
ELEMENTS
4.1 Introduction
The bound from previous chapter cannot support the dielectric substrate. In this
chapter, high-order Fano bandwidth bound is obtained. It provides tighter bound
than the existing Doane bound. It also includes the geometry design and relates to
the polarizability from chapter 3. In this chapter, array element is treated as scatterer
under the TM- or TE-mode plane wave incidence and the plane wave reflection due
to the dipole moment is obtained at low frequency. Then, Fano bandwidth bound
is applied to obtain the Doane bound (1th-order bound) and Fano high-order bound
(3rd-order bound). The piratical design is used to test for both Doane bound and Fano
high-order bound and it shows the Fano high-order is tighter than Doane bound and
it varies with changing of scan angle. Here, the assumption bases on the unit cell
size in x and y directions are both less than half wavelength (no grating lobe) and
the ground separation is less than half of wavelength. The dielectric is homogeneous,
non-dispersive, and reciprocal.
4.2 Array Configuration
Figure 4.1(a) describes an array element of a planar conductor element in com-
bination with a magneto-dielectric substrate on a PEC ground plane. The unit cell
dimension is a and b along the x- and y-axis directions, respectively. The element
thickness is d. Ref. [35] treated such element as a combination of an induced electric
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Figure 4.1. (a) An element of arbitrary conductor having a volume V with
conductor-backed dielectric slab subject to a plane wave illumination. (b) Equiv-
alent two port model for an arbitrary PEC-backed array under TE- or TM-mode
excitation.
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dipole moment and an induced magnetic dipole moment under plane wave illumina-
tion. The low-frequency plane wave reflection coefficient for TE- or TM-mode was
obtained at the reference z-coordinate of z = 0. In the following development, the
array element configuration is treated as a lossless two-port network, as illustrated in
Figure 4.1(b). Then, the Fano’s [34] bandwidth limit is invoked to obtain the element
impedance bandwidth bound. In [34], the derivation required |ΓA|2 = 1− |t|2 = |Γ|2,
where t is the transmission coefficient from port 1 to port 2 and as well as from port 2
to port 1. For this equality to hold thought the following development, the assump-
tion of reactivity and causality were added. With this assumption, the output cannot
precede the input. The power absorbed by the network is the difference between
input power and output power [45]. Here, the scattering problem is equivalent to
the two-port network. In order to make the system causal, there should not be any
scatterer between the incidence plane wave and the reference plane of the reflection
coefficient. Hence, the reference plane need to be moved from z = 0 to z = d based
on the transmission line theory, so that the incident plane wave does not encounter a
physical scatterer before reaching the reference plane.
If the array contains neither Ohmic losses nor grating lobes, the magnitude of
the plane wave reflection coefficient |Γ| is equal to the magnitude of the reflection
coefficient |ΓA| after the reference plane was moved to z = d. Any excitation of
higher order Floquet mode is considered cross polarization and can be treated as a
loss within this model. In [35], the array element was replaced as induced dipole
moments and the electric field due to those dipole moments was obtained. Then, the
low frequency plane wave reflection coefficient was derived. Since the array element
is linear, passive, and time-invariant, Fano’s method can be applied to yield the
bandwidth bound for the reflection coefficient [3]. The bound from [3] provides an
upper limit for a general array element. However, it is realized that such a bound
depends only on the physical parameter (substrate height) and the material properties
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(permittivity and permeability). This bound was compared with several different
array designs in [26]. Here, it is unclear which specific array element design can
approach or achieve the maximum bandwidth.
In the following development, an array element under a plane wave illumination
is treated as a two-port network and the low-frequency expansion of the reflection
coefficient including higher-order terms is found. Then, Fano’s method is invoked to
obtain the new, 3rd-order bandwidth bound for |Γ|. This bound relates geometry of
the metallic element and can provide a design guide to reach the maximum bandwidth
bound in [3]. Such bound is applicable to general array elements.
4.3 Fano Matching Bounds
For the conductor-backed array element in Figure 4.1(a), the low-frequency ex-
pansion of Γ with the reference z-coordinate at z = 0 can be expressed as [33]
Γz=0 = −1 + ja1k + a2k2 + ja3k3 +O(k4), (4.1)
where a1, a2, and a3 are the expansion coefficients. For the reflection coefficient to
represent a causal system, the reference z-coordinate of the reflection coefficient needs
to be transformed from z = 0 to z = d:
Γz=d = Γz=0e
−j2kd cos θs
= −1 + j(2d cos θs + a1)k + (2d2 cos2 θs + a2 + 2a1d cos θs)k2 +O(k3), (4.2)
where θs is the incident angle and k is the free-space wavenumber. Once the refer-
ence z-coordinate is translated, no physical array element is present behind the new
reference plane at z = d from the perspective of the excitation–the incident plane
wave. The scattered fields disappear at DC [37], resulting in a total reflection with
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a reflection coefficient of -1. From [34], the low-frequency expansion of ln 1/Γz=d can
be expressed as
ln
1
Γz=d
= −jπ + j2c1k + 2c2k2 + j2c3k3 +O(k4) (4.3)
where
c1 =
a1 + 2d cos θ
s
2
(4.4)
c2 = −a
2
1 − 2a2
4
(4.5)
c3 = −a
3
1 − 3a1a2 − 3a3
6
. (4.6)
It has been reported in [37] that the scattering cross section is σs ∼ |Es|2 where
the scattered field Es = const. + O(k) for an isolated antenna. It implies σs =
const. + O(k2). At low frequency, σa = 0 [37]. This leads the absorption cross
section σa = O(k
2) as k → 0. For an array element, the scattered field Es = O(k)
in (2.7) and it results σs = O(k
2). Hence, the absorption cross section σa = O(k
4).
Using the absorption cross section model defined in (2.20), σa ∼ (1− |Γ|2) = O(k4).
Substituting the coefficients of Γz=d into σa and matching the coefficient for each
order of k leads to a2 = a
2
1/2, resulting in c2 = 0.
The Cauchy integral can be invoked to obtain the integral identity [46]. Let
kn denote the zero of Γz=d in the lower half of the complex-k plane. The function
ln 1/Γz=d has pole at the identical location. Consider a function
Γ˜z=d = ln
[
1
Γz=d
∞∏
n=1
k − kn
k − k∗n
]
. (4.7)
The function Γ˜z=d has no poles in the lower half complex-k plane due to cancellation
and we have |Γz=d| = |Γ˜z=d| along the real-k axis, i.e., at all real frequencies. If the
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CO
Re{k}
Im{k}
k1k2kn
Figure 4.2. The contour integral path of (4.8).
system is passive, the reflection coefficient is an analytic function in the lower-half
of the complex-k plane [47]. The Cauchy integral in the lower-half complex-k plane
following the integral path in Figure 4.2 is
∮
C
1
k2
ln
[
1
Γz=d
∞∏
n=1
k − kn
k − k∗n
]
dk = 0
→ 2
∞∫
0
1
k2
ln
[
1
Γz=d
∞∏
n=1
k − kn
k − k∗n
]
dk +
∮
1
k2
ln
1
Γz=d
dk +
∞∑
n=1
∮
1
k2
ln
k − kn
k − k∗n
dk.
(4.8)
The functions ln(k − kn) and ln(k − k∗n) can be expanded around k = 0:
ln(k − kn) = ln(−kn)−
∞∑
m=1
km
mkmn
(4.9)
ln(k − k∗n) = ln(−k∗n)−
∞∑
m=1
km
mk∗mn
. (4.10)
Therefore, we have
ln
k − kn
k − k∗n
= ln
kn
k∗n
−
∞∑
m=1
1
m
(
1
kmn − k∗mn
)
km = j2 Im {ln kn} − j
∞∑
m=1
2
m
Im
{
1
kmn
}
km.
(4.11)
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Hence, the third term of the contour integral in (4.8) is found to be
∞∑
n=1
∮
1
k2
ln
k − kn
k − k∗n
dk = jπ
∞∑
n=1
(−j2) Im
{
1
kn
}
. (4.12)
The second term of the contour integral in (4.8) is given via the residue theorem to
be
∮
1
k2
ln
1
Γz=d
= jπ(j2c1). (4.13)
The integral in (4.8) can be rewritten as
∞∫
0
1
k2
ln
[
1
Γz=d
∞∏
n=1
k − kn
k − k∗n
]
dk = πc1 − π
∞∑
n=1
Im
{
1
kn
}
. (4.14)
Then, the real parts of both sides in (4.14) can be matched and they are found to be
1
π
∞∫
0
1
k2
ln
1
|Γz=d|dk = c1 −
∞∑
n=1
Im
{
1
kn
}
. (4.15)
A similar procedure can be applied to obtain an integral identity for a 3rd-order term
of (4.3). We find
∮
C
1
k4
ln
[
1
Γz=d
∞∏
n=1
k − kn
k − k∗n
]
dk
= 2
∞∫
0
1
k4
ln
[
1
Γz=d
∞∏
n=1
k − kn
k − k∗n
]
dk +
∮
1
k4
ln
1
Γz=d
+
∞∑
n=1
∮
1
k4
ln
k − kn
k − k∗n
dk
= 2
∞∫
0
1
k4
ln
[
1
Γz=d
∞∏
n=1
k − kn
k − k∗n
]
dk + jπ(j2c3) + jπ
∞∑
n=1
(
−j 2
3
)
Im
{
1
k3n
}
= 0. (4.16)
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The integral in (4.16) can be rewritten as
∞∫
0
1
k4
ln
[
1
Γz=d
∞∏
n=1
k − kn
k − k∗n
]
dk = πc3 − π
3
∞∑
n=1
Im
{
1
k3n
}
. (4.17)
Then, the real parts of both sides in (4.17) can be matched and they are found to be
1
π
∞∫
0
1
k4
ln
1
|Γz=d|dk = c3 −
1
3
∞∑
n=1
Im
{
1
k3n
}
. (4.18)
These two integral identities (4.15) and (4.18) are Fano’s matching limit (21)
and (22) in [34] written in the free-space wavenumber k [45]. In order to derive
matching bandwidth bounds, consider a finite wavenumber interval, κ = [k1, k2], with
a geometric mean wavernumber of the band edges k0 and a fractional bandwidth B, as
illustrated in Figure 4.3. Let the constant Γ0 denote the in-band mismatch tolerance
at the element port. The integral results are found to be
B
ln |Γ0|−1
π
= c1k0 −
∑
n
Im
{
k0
kn
}
(4.19)
B(B2 + 3)
ln |Γ0|−1
π
= 3c3k
3
0 −
∑
n
Im
{
k30
k3n
}
. (4.20)
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Since all zeros kn in (4.19) and (4.20) are those in the lower half of the k-plane, it
follows that
∑
n
Im {k0/kn} ≥ 0. Hence, an inequality is obtained from (4.19)
B
ln |Γ0|−1
π
≤ c1k0. (4.21)
The similar procedure cannot be applied to (4.20) because all kn appearing in the
lower-half plane does not guarantee
∑
n
Im {k30/k3n} ≥ 0. However, another inequality
still can be found assuming that the minimum value of
∑
n
Im {k30/k3n} happens as all
kn locate at imaginary axis [45].
Let k0/kn = θ
′
n+ jθ
′′
n, where θ
′ ∈ R and θ′′ > 0. The term Im {k30/k3n} is expressed
as
Im
{
k30
k3n
}
= − k
3
0
|kn|6
[
(Im {kn})3 − (Re {kn})2 Im {kn}
] ≥ − k30|kn|6 (Im {kn})3 = −θ′′3n .
(4.22)
Then, with θ0 =
∑
n
θ′′n, we find an inequality given by
∑
n
Im
{
k30
k3n
}
≥ −
∑
n
θ′′3n ≥ −θ30, (4.23)
The equation (4.19) can be expressed as
B
ln |Γ0|−1
π
≤ c1k0 −
∑
n
Im
k0
kn
= c1k0 − θ0 (4.24)
and it yields
θ0 ≤ c1k0 −B ln |Γ0|
−1
π
. (4.25)
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Combining (4.20) and (4.23) yields
B(B2 + 3)
ln |Γ0|−1
π
≤ 3c3k30 + θ30. (4.26)
Then, combining (4.25) and (4.26) yields
B(B2 + 3)
ln |Γ0|−1
π
≤ 3c3k30 +
(
c1k0 −B ln |Γ0|
−1
π
)3
. (4.27)
The quadratic equation (4.27) has an analytic solution for its roots and it has only
one real-valued root, which is applicable for finding the upper limit of B. The solution
of (4.27) is found to be
B ≤ c1k0 ln |Γ0|
−1
π
[
1 +
(
ln |Γ0|−1
π
)2]−1
+ 3
√
ξ + τ + 3
√
ξ − τ . (4.28)
The parameters ξ and τ are given by
ξ = −3
2
ln |Γ0|−1
π
c1k0(1 + c
2
1k
2
0)[
1 +
(
ln|Γ0|
−1
π
)2]2 +
(
ln |Γ0|−1
π
)3
c31k
3
0[
1 +
(
ln|Γ0|
−1
π
)2]3
+
k30 (3c3 + c
3
1)
2 ln|Γ0|
−1
π
[
1 +
(
ln|Γ0|
−1
π
)2] (4.29)
τ =
√√√√√√√√ξ2 +

1 +
(
ln|Γ0|
−1
π
)2
+ c21k
2
0[
1 +
(
ln|Γ0|
−1
π
)2]2

3
. (4.30)
Consider a general array element constructed from linear, passive, and time-
invariant materials. Fano’s method [34] can be applied to obtain the bandwidth
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bound for the reflection coefficient. For a system having a transmission zero at dc
(|Γ(0)| = 1), the bandwidth bound is expressed as [3, 45]
B ≤ c1π
ln |Γ0|−1k0 (4.31)
B ≤ c1k0 ln |Γ0|
−1
π
[
1 +
(
ln |Γ0|−1
π
)2]−1
+ 3
√
ξ + τ + 3
√
ξ − τ (4.32)
In order to obtain the bandwidth bounds in (4.31) and (4.32), the conductor-backed
array element is presented under TM- or TE-mode incident wave illuminations. They
correspond to scanning in the corresponding polarization and incidence angle in
a transmitting case. The plane wave reflection coefficient with the reference z-
coordinate at ground plane (z = 0) is expanded into low-frequency expansion. The
expansion coefficients a1, a2, a3 are expressed in terms of induced electric and mag-
netic dipole moments. Depending on the materials comprising the element, a volume
or surface integral need to be performed to obtain the dipole moment. If it is a pene-
trable body, the volume integral is used. The surface integral is used for a PEC body.
The following two sections separately treat TM- and TE-mode illuminations.
4.4 Low-Frequency Expansion of Γ: TM-mode
In the following development, the derivations are specialized to the popular real-
ization element, as shown in Figure 4.4. The planar metallic aperture is on the top
of conductor-backed substrate. The thickness of the substrate is d and the unit cell
dimensions are a and b in the x and y directions, respectively. The element is periodic
in both x and y directions.
4.4.1 Penetrable element body (magneto-dielectric material)
Figure 4.5(a) illustrates a magneto-dielectric element with a relative permittivity
ǫr and a relative permeability µr over an infinite PEC ground plane under a TM-
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Figure 4.4. The popular realization element geometry.
mode plane wave illumination. The amplitude of the incident electric field is 1 V/m.
The unit vector kˆi represents the propagation direction, eˆi is the electric polarization
unit vector, and hˆi is the magnetic polarization unit vector. The angle θs is the
angle of incidence. The image theory is applied to remove the PEC ground plane as
shown in Figure 4.5(b). An image element and the image field are added. The total
background electric and magnetic fields, due to the incident and image plane waves
in Figure 4.5(b), is found to be
Eb = eˆ
iejk
i·r + eˆrejk
r·r
= (eˆt cos θ
s + zˆ sin θs) e−j(kt−zˆkz)·(rt+zˆz) + (−eˆt cos θs + zˆ sin θs) e−j(kt+zˆkz)·(rt+zˆz)
= eˆtj2 cos θ
s (kz cos θs) + zˆ2 sin θs
[
1− (kz cos θ
s)2
2
]
+O(k3) (4.33)
Hb = hˆ
i 1
η
ejk
i·r + hˆr
1
η
ejk
r ·r = hˆi
1
η
e−jkt·rt [2 cos(kz cos θs)]
= hˆi
2
η
[
1− (kz cos θ
s)2
2
]
+O(k4) (4.34)
For an arbitrary angle of incidence, due to the incident and image electric fields
in (4.33), horizontal electric dipole moments eˆtpt1,d and eˆtpt2,d and vertical electric
dipole moments zˆpz1,d and zˆpz2,d are induced, as illustrated in Figure 4.5(c). Due to
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the incident and image magnetic fields, horizontal magnetic dipole moments hˆimt1,d
and hˆimt2,d are also induced in Figure 4.5(c).
Consider the induced currents on the element due to the incident and image
fields. From the volume equivalence theorem [48], the electric currents J1 and J2 and
magnetic current M1 and M2 are
Jq = jω (ǫ− ǫ0)Eq = j k
η
(ǫr − 1)Eq (4.35)
Mq = jω (µ− µ0)Hq = jkη (µr − 1)Hq, (4.36)
where the index q = 1, 2. The fields E1 and H1 are the total (i.e., the sum of back-
ground and scattered fields) electric and magnetic fields in volume V1, respectively;
E2 and H2 are the total electric and magnetic fields in volume V2, respectively. We
are interested the amplitude of the reflected plane wave associated with the funda-
mental Floquet (0, 0)-th mode in the low-frequency limit. From (A.4) and (A.5), the
Fourier transform currents for the (0, 0)-th Floquet mode are
J˜+q,00 =
∫
Vq
Jqe
jkr ·r′qdv′ = j
k
η
∫
Vq
(ǫr − 1) Êqejkzz′dv′ (4.37)
M˜+q,00 =
∫
Vq
Mqe
jkr·r′qdv′ = jkη
∫
Vq
(µr − 1) Ĥqe−jkzz′dv′ (4.38)
where q = 1, 2, Êq = Eqe
jkt·r′t and Ĥq = Hqe
jkt·r′t . These fields are used to calculate
dipole moments in the following derivation. The purpose of finding these dipole
moments is to evaluate the plane wave reflection coefficient. The xy-dependence is
eliminated while the plane wave reflection coefficient was derived. From (2.7), the
electric field vector amplitude of the (0, 0)-th Floquet mode wave is
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Er00,d =
k
2abkz00
[
kˆr × kˆr × η
(
J˜+1,00 + J˜
+
2,00
)
+ kˆr ×
(
M˜+1,00 + M˜
+
2,00
)]
=
jk
2ab cos θs
kˆr ×
2∑
q=1
∫
vq
[
kˆr × (ǫr − 1)Êq + (µr − 1)ηĤ′q
]
eqdv
′, (4.39)
where e1 = e
jkzz′ and e2 = e
−jkzz′. Due to the boundary conditions of vanishing
total tangential electric field at z = 0, the electric fields E1 = eˆteˆt · E1 + zˆzˆ · E1 and
E2 = eˆteˆt · E2 + zˆzˆ · E2 and magnetic fields H1 = hˆihˆi ·H1 and H2 = hˆihˆi ·H2 are
related by
eˆt · E1 = −eˆt · E2, zˆ · E1 = zˆ · E2, hˆi ·H1 = hˆi ·H2. (4.40)
The same relations can be applied for the relevant quantities Ê1 = eˆteˆt · Ê1 + zˆzˆ · Ê1
and Ê2 = eˆteˆt · Ê2 + zˆzˆ · Ê2 and magnetic fields Ĥ1 = hˆihˆi · Ĥ1 and Ĥ2 = hˆihˆi · Ĥ2:
eˆt · Ê1 = −eˆt · Ê2, zˆ · Ê1 = zˆ · Ê2, hˆi · Ĥ1 = hˆi · Ĥ2. (4.41)
Hence, the equation (4.39) can be rewritten as
Er00,d = E
r
00,pt,d + E
r
00,pz,d + E
r
00,mt,d, (4.42)
where
Er00,l,d =
jk
2ab cos θs
kˆr × kˆr × vˆ
2∑
q=1
∫
Vq
(ǫr − 1)vˆ · Êqeqdv′
=
jk
2ab cos θs
kˆr × kˆr × vˆ
∫
V
(ǫr − 1)vˆ · ÊT (θs)dv′ (4.43)
Er00,mt,d =
jk
2ab cos θs
kˆr × hˆi
2∑
q=1
∫
Vq
(µr − 1)hˆi · ηĤqeqdv′
=
jk
2ab cos θs
kˆr × hˆi
∫
V
(µr − 1) hˆi · ηĤ [2 cos(kz′ cos θs)] dv′, (4.44)
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The index l is either pt or pz, depending on the polarization direction of the dipole
moment. The subscribe pt indicates the field due to horizontal electric dipole moment
and pz indicates the field due to vertical electric dipole moment. When l = pt, the
vector vˆ = eˆt and T (θ
s) = j2 sin(kz′ cos θs). When l = pz, the vector vˆ = zˆ and
T (θs) = 2 cos(kz′ cos θs). The horizontal component of Er00,d can be obtained by
eˆt · Er00,d = eˆt ·
(
Er00,pt,d + E
r
00,pz,d + E
r
00,mt,d
)
. (4.45)
From (4.43), the horizontal component of Er00,et,d is found to be
eˆt · Er00,pt,d =
jk
2ab cos θs
eˆt ·
(
kˆr × kˆr × eˆt
)∫
V
(ǫr − 1) eˆt · Ê [j2 sin(kz′ cos θs)] dv′
= −jk
ab
cos θspt1,d, (4.46)
where
pt1,d = eˆt ·
∫
V
(ǫr − 1) Êj sin(kz′ cos θs)dv′. (4.47)
Now, the terms eˆt · Ê and j sin(kz′ cos θs) can be expanded in terms of k:
eˆt · Ê = eˆt · Ê′0 + (−jk)eˆt · Ê′1 +O(k2) (4.48)
j sin(kz′ cos θs) = −(−jk)z′ cos θs +O(k3), (4.49)
where Ê′0 and Ê
′
1 are the frequency-independent expansion coefficients. The total
electric field Ê is the response due to the background electric field Eb in (4.33).
Since the system is passive, they should have the same order. From (4.33), we have
eˆt · Eb = O(k). Since the eˆt · Ê is the horizontal component of the total electric field
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inside volume V , we should expect eˆt · Ê = O(k). On the other hand, we should have
Ê′0 → 0. The expansion of eˆt · Êj sin(kz′ cos θs) is
eˆt · Êj sin(kz′ cos θs) = (−jk)2 (−z′ cos θs) eˆt · Ê′1 +O(k3). (4.50)
Substituting (4.50) into (4.47), the horizontal dipole moment pt1,d can be expanded
as
pt1,d = (−jk)2eˆt ·
∫
V
(−z′ cos θs) (ǫr − 1)Ê′1dv′ +O(k3). (4.51)
Let us define the frequency-independent quantity pt00,d as
pt00,d = eˆt ·
∫
V
(ǫr − 1)Ê′1dv′ (4.52)
and the average z-coordinate as
zpt,d =
eˆt ·
∫
V
z′Ê′1dv
′
eˆt ·
∫
V
Ê′1dv
′
. (4.53)
Substituting (4.52) and (4.53) into (4.51), the frequency-dependent dipole moment
pt1,d can be expressed in terms of pt00,d as
pt1,d = (−jk)2 (−pt00,dzpt,d cos θs) +O(k3). (4.54)
It is desired that the induced horizontal electric dipole moment be represented by a
point dipole placed at some z-coordinate, having the same contribution to Er00,d as
the original distributed dipole. Placing the horizontal electric dipole moment at zpt,d
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allows us to express the leading term of the pt1,d expansion in terms of pt00,d. Substi-
tuting (4.54) into (4.46), the horizontal component expansion due to the horizontal
electric dipole moment is found to be
eˆt · Er00,pt,d = −j
(
1
ab
pt00,dzpt,d cos
2 θs
)
k3 +O(k4). (4.55)
It is noted that the leading term of the low-frequency expansion of eˆt · Er00,pt,d is of
3rd-order in k. It implies that a horizontal electric dipole moment contributes to the
3rd and higher-order expansion coefficients of the plane wave reflection coefficient.
From (4.43), the horizontal component of Er00,pz,d is found to be
eˆt ·Er00,pz,d =
jk
2ab cos θs
eˆt ·
(
kˆr × kˆr × zˆ
) ∫
V
(ǫr − 1) zˆ · Ê [2 cos(kz′ cos θs)] dv′
=
jk
ab
sin θspz1,d, (4.56)
where
pz1,d = zˆ ·
∫
V
(ǫr − 1)Ê cos(kz′ cos θs)dv′. (4.57)
The expansion of zˆ · Ê and cos(kz′ cos θs) are
zˆ · Ê = zˆ · Ê′0 + (−jk)zˆ · Ê′1 + (−jk)2zˆ · Ê′2 +O(k3) (4.58)
cos(kz′ cos θs) = 1 + (−jk)2 (z
′ cos θs)2
2
+O(k4). (4.59)
The expansion of zˆ · Ê cos(kz′ cos θs) is
zˆ · Ê cos(kz′ cos θs)
= zˆ · Ê′0 + (−jk)zˆ · Ê′1 + (−jk)2zˆ ·
[
Ê′2 +
1
2
(z′ cos θs)2Ê′0
]
+O(k3). (4.60)
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Substituting (4.60) into (4.57), the vertical dipole moment can be expanded as
pz1,d = pz00,d + (−jk)pz11,d + (−jk)2
(
pz22,d +
1
2
pz20,d
)
+O(k3), (4.61)
where
pz00,d = zˆ ·
∫
V
(ǫr − 1)Ê′0dv′ (4.62)
pz11,d = zˆ ·
∫
V
(ǫr − 1)Ê′1dv′ (4.63)
pz20,d = zˆ ·
∫
V
(ǫr − 1)(z′ cos θs)2Ê′0dv′ = pz00,dz2pz,d cos2 θs (4.64)
pz22,d = zˆ ·
∫
V
(ǫr − 1)Ê′2dv′, (4.65)
and
z2pz,d =
zˆ · ∫
V
z′2Ê′0dv
′
zˆ · ∫
V
Ê′0dv
′
. (4.66)
Similarly to the case of the horizontal induced electric dipole, it is desired that the
total vertical electric dipole contributed over a volumetric distribution be equivalently
represented by a point dipole at some z-coordinate. The position of this point dipole
given by zpz,z allows us to express pz20,d in terms of pz00,d. Substituting (4.61) into
(4.56), the horizontal component expansion due to the vertical electric dipole moment
is found to be
eˆt ·Er00,pz,d =j
(pz00,d
ab
sin θs
)
k +
(pz11,d
ab
sin θs
)
k2
− j sin θ
s
ab
(
pz22,d +
1
2
pz00,dz
2
pz,d cos
2 θs
)
k3 +O(k4). (4.67)
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It is noted that the leading term of the low frequency expansion of eˆt · Er00,pz,d is of
O(k). This implies that a vertical electric dipole moment has contribution on 1th-
and higher-order expansion coefficients of the plane wave reflection coefficient.
From (4.44), the horizontal component of Er00,mt,d is found to be
eˆt · Er00,mt,d =
jk
2ab cos θs
eˆt ·
(
kˆr × hˆi
)∫
V
(µr − 1)hˆi · ηĤ [2 cos(kz′ cos θs)] dv′
=
jk
ab
mt1,d, (4.68)
where
mt1,d =
∫
(µr − 1)hˆi · ηĤ [cos(kz′ cos θs)] dv′. (4.69)
The expansion of hˆi · Ĥ is
hˆi · Ĥ = hˆi · Ĥ′0 + (−jk)hˆi · Ĥ′1 + (−jk)2hˆi · Ĥ′2 +O(k3). (4.70)
The expansion of hˆi · Ĥ cos(kz′ cos θs) is
hˆi · Ĥ cos(kz′ cos θs)
= hˆi · Ĥ′0 + (−jk)hˆi · Ĥ′1 + (−jk)2hˆi ·
[
Ĥ′2 +
1
2
(z′ cos θs)2Ĥ′0
]
+O(k3). (4.71)
Substituting (4.71) into (4.69), the horizontal magnetic dipole moment can be ex-
panded as
mt1,d = mt00,d + (−jk)mt11,d + (−jk)2
(
mt22,d +
1
2
mt20,d
)
+O(k3), (4.72)
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where
mt00,d = hˆ
i ·
∫
V
(µr − 1)ηĤ′0dv′ (4.73)
mt11,d = hˆ
i ·
∫
V
(µr − 1)ηĤ′1dv′ (4.74)
mt20,d = hˆ
i ·
∫
V
(µr − 1)(z′ cos θs)2ηĤ′0dv′ = m00,dz2mt,d cos2 θs (4.75)
mt22,d = hˆ
i ·
∫
V
(µr − 1)ηĤ′2dv′, (4.76)
and
z2mt,d =
hˆi · ∫
V
z′2Ĥ0dv
′
hˆi · ∫
V
Ĥ0dv′
. (4.77)
Substituting (4.72) into (4.68), the horizontal component expansion due to the hori-
zontal magnetic dipole moment is found to be
eˆt · Er00,mt,d
= j
(mt00,d
ab
)
k +
(mt11,d
ab
)
k2 − j 1
ab
(
mt22,d +
1
2
mt00,dz
2
mt,d cos
2 θs
)
k3 +O(k4).
(4.78)
It is noted that the leading term of the low frequency expansion of eˆt · Er00,mt,d of
O(k), implying that a horizontal magnetic dipole moment has contribution to the
1th- and higher-order expansion coefficients of the plane wave reflection coefficient.
Substituting (4.55), (4.67), and (4.78) into (4.45), the horizontal component of Er00,d
is found to be
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eˆt ·Er00,d = eˆt ·
(
Er00,pt,d + E
r
00,pz,d + E
r
00,mt,d
)
= j
(
pz00,d sin θ
s +mt00,d
ab
)
k +
(
pz11,d sin θ
s +mt11,d
ab
)
k2 + j
1
ab
(
− pt00,dzpt,d cos2 θs
−pz22,d sin θs − 1
2
pz00,dz
2
pz,d sin θ
s cos2 θs −mt22,d − 1
2
mt00,dz
2
mt,d cos
2 θs
)
+O(k4).
(4.79)
The reflection coefficient ΓTMz=0 can be obtained as
ΓTMz=0 =
1
cos θs
(− cos θs + eˆt ·Er00,d)
= −1 + j
(
pz00,d sin θ
s +mt00,d
ab cos θs
)
k +
(
pz11,d sin θ
s +mt11,d
ab cos θs
)
k2
+ j
1
ab
(
−pt00,dzpt,d cos θs − pz22,d sin θ
s
cos θs
− 1
2
pz00,dz
2
pz,d sin θ
s cos θs
−mt22,d
cos θs
− 1
2
mt00,dz
2
mt,d cos θ
s
)
k3 +O(k4). (4.80)
The polarizabilities in (2.16) and (2.17) are defined as the ratio between the dipole
moments and the background at the location of dipole moment. The dipole moments
might be expressed in terms of polarizabilities. The vertical electric dipole moments
are placed at z = zpz,d. Hence, the vertical electric dipole moments are represented
as
pz00,d = αpz00,d × 2 sin θs (4.81)
pz22,d = αpz22,d ×
(−z2pz,d sin θs cos2 θs) . (4.82)
The horizontal electric dipole moments are placed at z = zpt,d. Hence, the horizontal
electric dipole moment is represented as
pt00,d = αpt00,d × 2zpt,d cos2 θs. (4.83)
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The horizontal magnetic dipole moments are placed at z = zmt,d. Hence, the magnetic
dipole moment is represented as
mt00,d = αmt00,d × 2η−1 (4.84)
mt22,d = αmt22,d ×
(−z2mt,dη−1 cos2 θs) . (4.85)
In Section 4.3, the coefficient of k2 can be expressed in terms of the coefficient of k.
Hence, the reflection coefficient ΓTMz=0 can be rewritten as
ΓTMz=0
= −1 + j
(
2αpz00,d sin
2 θs + 2η−1αmt00,d
ab cos θs
)
k + 2
(
αpz00,d sin
2 θs + η−1αmt00,d
ab cos θs
)2
k2
+ j
cos θs
ab
[
− 2αpt00,dz2pt,d cos2 θs + (αpz22,d − αpz00,d) z2pz,d sin2 θs
+
αmt22,d − αmt00,d
η
z2mt,d
]
k3 +O(k4). (4.86)
Comparing (4.1) and (4.86), the expansion coefficients a1, a2, and a3 of reflection
coefficient reference at z = 0 are identified. Substituting a1, a2, and a3 into (4.4) and
(4.6), the expansion coefficients c1 and c3 of reflection coefficient reference at z = d
are found. Substituting c1 and c3 into (4.28), the 3
rd-order bandwidth bound for
TM-mode incidence is obtained.
4.4.2 Perfect electric conductor body
Figure 4.6(a) shows a PEC element over an infinite PEC ground plane under a
TM-mode plane wave illumination. The image theory is applied to remove the PEC
ground, as shown in Figure 4.6(b). For TM-mode incidence of arbitrary incidence
angle, horizontal electric dipole moments eˆtpt1,p and eˆtpt2,p and vertical electric dipole
moments zˆpz1,p and zˆpz2,p are induced, as illustrated in Figure 4.6(c). The hori-
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Figure 4.6. An arbitrary PEC element above infinite PEC ground under a TM-mode
plane wave illumination. (a) An arbitrary PEC element is illuminated by a TM-mode
plane wave. (b) The image theory is applied to replace the PEC ground plane. The
figure shows in xz-plane. (c) The electric and magnetic dipole moments are induced.
86
zontal magnetic dipole moments hˆimt1,p and hˆ
imt2,p are also induced as indicated
Figure 4.6(c).
From (2.8) and (2.9), the Fourier transforms of the induced currents of the (0, 0)-th
Floquet mode are
J˜+q,00 = −jk
∮
Sq
r′q
(
kˆr · nˆq ×Hq − nˆq · Eq
η
)
ejk
r·r′ids′
= −jk
∮
Sq
r′q
(
kˆr · nˆi × Ĥq − nˆq · Êq
η
)
ejkzz
′
ds′ (4.87)
M˜+q,00 = jk
∮
Sq
r′q
(
kˆr · nˆq × Eq − nˆq · ηHq
)
ejk
r·r′qds′
= jk
∮
Sq
r′q
(
kˆr · nˆq × Êq − nˆq · ηĤq
)
e−jkzz
′
ds′, (4.88)
where q = 1, 2. Substituting (4.87) and (4.88) into (2.7) and following the similar
vector calculations in [38], the vector electric field amplitude of the (0, 0)-th Floquet
can be written as
Er00,p = E
r
00,pt,p + E
r
00,pz,p + E
r
00,mt,p, (4.89)
where
Er00,l,p =
jk
2ab cos θs
kˆr × kˆr × vˆvˆ ·
2∑
q=1
∮
Sq
[
r′q
(
nˆq · Êq
)
+
1
2
r′q ×
(
nˆq × Êq
)]
eqds
′
(4.90)
Er00,mt,p =
jk
2ab cos θs
kˆr × hˆihˆi ·
2∑
q=1
∮
Sq
[
r′q
(
nˆq · ηĤq
)
+
1
2
r′q ×
(
nˆq × ηĤq
)]
eqds
′.
(4.91)
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The index l = pt or pz associated with vˆ = eˆt or vˆ = zˆ, respectively, corresponding to
z-directed or tangential electric field components. The horizontal component of Er00
can be obtained by
eˆt ·Er00,p = eˆt ·
(
Er00,pt,p + E
r
00,pz,p + E
r
00,mt,p
)
. (4.92)
From the definition of the surface normal vector, we have nˆ1 = nt + zˆnz and
nˆ2 = nt − zˆnz in Figure 4.6(b). The vector operation in (4.90) and (4.91) can be
rewritten as
r′q
(
nˆq · Êq
)
+
1
2
r′q ×
(
nˆq × Êq
)
= r′q
(
nˆq · Êq
)
+
1
2
[(
r′q · Êq
)
nˆq −
(
r′q · nˆq
)
Êq
]
(4.93)
r′q
(
nˆq · ηĤq
)
+
1
2
r′q ×
(
nˆq × ηĤq
)
= r′q
(
nˆq · ηĤq
)
+
1
2
[(
r′q · ηĤq
)
nˆq −
(
r′q · nˆq
)
ηĤq
]
,
(4.94)
where q = 1, 2. According to boundary conditions in (4.41), we have
u1 · Ê1 = (ut + zˆuz) ·
(
eˆteˆt · Ê1 + zˆzˆ · Ê1
)
= (ut + zˆuz) ·
(
−eˆteˆt · Ê2 + zˆzˆ · Ê2
)
= (ut − zˆuz) ·
(
−eˆteˆt · Ê2 − zˆzˆ · Ê2
)
= −u2 · Ê2 (4.95)
u1 · ηĤ1 = (ut + zˆuz) ·
(
hˆihˆi · ηĤ1
)
= (ut + zˆuz) ·
(
hˆihˆi · ηĤ2
)
= (ut − zˆuz) ·
(
hˆihˆi · ηĤ2
)
= u2 · ηĤ2 (4.96)
r′1 · nˆ1 = (r′t + zˆz′) · (nt + zˆnz) = (r′t − zˆz′) · (nt − zˆnz) = r′2 · nˆ2, (4.97)
where the vector uq = nˆq, r
′
q and q = 1, 2. For the surface integral over S2 in (4.90)
and (4.91), we have
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eˆt ·
∮
S2
[
r′2
(
nˆ2 · Ê2
)
+
1
2
r′2 ×
(
nˆ2 × Ê2
)]
e−jkzz
′
ds′
= −eˆt ·
∮
S1
[
r′1
(
nˆ1 · Ê1
)
+
1
2
r′1 ×
(
nˆ1 × Ê1
)]
e−jkzz
′
ds′, (4.98)
where the vector eˆt could be replaced with zˆ or hˆ
i. Substituting (4.98) into (4.90)
and (4.91), the electric fields can be obtained by performing a surface integral over
S1 only:
Er00,pt,p
=
jk
ab cos θs
kˆr × kˆr × eˆteˆt ·
∮
S1
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
j sin(kz′ cos θs)ds′
(4.99)
Er00,pz,p
=
jk
ab cos θs
kˆr × kˆr × zˆzˆ ·
∮
S1
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
cos(kz′ cos θs)ds′ (4.100)
Er00,mt,p
=
jk
ab cos θs
kˆr × hˆihˆi ·
∮
S1
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
cos(kz′ cos θs)ds′.
(4.101)
First, the horizontal component of Er00,pt,p in (4.99) is expressed as
eˆt ·Er00,pt,p
=
jk
ab cos θs
eˆt ·
(
kˆr × kˆr × eˆt
)
eˆt ·
∮
S
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
j sin(kz′ cos θs)ds′
= −jk
ab
cos θspt1,p, (4.102)
where
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pt1,p = eˆt ·
∮
S
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
j sin(kz′ cos θs)ds′. (4.103)
Note that (4.46) and (4.102) have identical integral expressions. Following a similar
procedure presented in Section 4.4.1, the horizontal component expansion due to the
horizontal electric dipole moment is found to be
eˆt · Er00,pt,p = −j
(
1
ab
pt00,pzpt,p cos
2 θs
)
k3 +O(k4), (4.104)
where
zpt,p =
eˆt ·
∮
S
z′
[
r′
(
nˆ · Ê′1
)
+ 1
2
r′ ×
(
nˆ× Ê′1
)]
ds′
eˆt ·
∮
S
[
r′
(
nˆ · Ê′1
)
+ 1
2
r′ ×
(
nˆ× Ê′1
)]
ds′
(4.105)
pt00,p = eˆt ·
∮
S
[
r′
(
nˆ · Ê′1
)
+
1
2
r′ ×
(
nˆ× Ê′1
)]
ds′. (4.106)
Next, the horizontal component of Er00,pz,p in (4.100) is written as
eˆt · Er00,pz,p
=
jk
ab cos θs
eˆt ·
(
kˆr × kˆr × zˆ
)
zˆ ·
∮
S
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
cos(kz′ cos θs)ds′
=
jk
ab
sin θspz1,p, (4.107)
where
pz1,p = zˆ ·
∮
S
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
cos(kz′ cos θs)ds′. (4.108)
90
It is noted that (4.56) and (4.107) include identical integral expressions. Following a
procedure similar to that in Section 4.4.1, the horizontal component expansion due
to the vertical electric dipole moment is found to be
eˆt · Er00,pz,p = j
(pz00,p
ab
sin θs
)
k +
(pz11,p
ab
sin θs
)
k2
− j sin θ
s
ab
(
pz22,p +
1
2
pz00,pz
2
pz,p cos
2 θs
)
k3 +O(k4), (4.109)
where
z2pz,p =
eˆt ·
∮
S
z′2
[
r′
(
nˆ · Ê′0
)
+ 1
2
r′ ×
(
nˆ× Ê′0
)]
ds′
eˆt ·
∮
S
[
r′
(
nˆ · Ê′0
)
+ 1
2
r′ ×
(
nˆ× Ê′0
)]
ds′
(4.110)
pz00,p = zˆ ·
∮
S
[
r′
(
nˆ · Ê′0
)
+
1
2
r′ ×
(
nˆ× Ê′0
)]
ds′ (4.111)
pz11,p = zˆ ·
∮
S
[
r′
(
nˆ · Ê′1
)
+
1
2
r′ ×
(
nˆ× Ê′1
)]
ds′ (4.112)
pz20,p = zˆ ·
∮
S
(z′ cos θs)
2
[
r′
(
nˆ · Ê′1
)
+
1
2
r′ ×
(
nˆ× Ê′1
)]
ds′
= pz00,pz
2
pz,p cos
2 θs (4.113)
pz11,p = zˆ ·
∮
S
[
r′
(
nˆ · Ê′2
)
+
1
2
r′ ×
(
nˆ× Ê′2
)]
ds′. (4.114)
Lastly, the horizontal component of Er00,mt,p in (4.101) is expressed as
eˆt · Er00,mt,p
=
jk
ab cos θs
eˆt ·
(
kˆr × hˆi
)
hˆi ·
∮
S
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
cos(kz′ cos θs)ds′
=
jk
ab
mt1,p, (4.115)
where
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mt1,p = hˆ
i ·
∮
S
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
cos(kz′ cos θs)ds′. (4.116)
Note that (4.68) and (4.115) involve identical expressions. The horizontal component
expansion due to the horizontal magnetic dipole moment is found to be
eˆt · Er00,mt,p
= j
(mt00,p
ab
)
k +
(mt11,p
ab
)
k2 − j 1
ab
(
mt22,p +
1
2
mt00,pz
2
mt,p cos
2 θs
)
k3 +O(k4),
(4.117)
where
z2mt,p =
hˆi · ∮
S
z′2
[
r′
(
nˆ · ηĤ′0
)
+ 1
2
r′ ×
(
nˆ× ηĤ′0
)]
ds′
eˆt ·
∮
S
[
r′
(
nˆ · ηĤ′0
)
+ 1
2
r′ ×
(
nˆ× ηĤ′0
)]
ds′
(4.118)
mt00,p = hˆ
i ·
∮
S
[
r′
(
nˆ · ηĤ′0
)
+
1
2
r′ ×
(
nˆ× ηĤ′0
)]
ds′ (4.119)
mt11,p = hˆ
i ·
∮
S
[
r′
(
nˆ · ηĤ′1
)
+
1
2
r′ ×
(
nˆ× ηĤ′1
)]
ds′ (4.120)
mt20,p = hˆ
i ·
∮
S
(z′ cos θs)
2
[
r′
(
nˆ · ηĤ′1
)
+
1
2
r′ ×
(
nˆ× ηĤ′1
)]
ds′
= mt00,pz
2
mt,p cos
2 θs (4.121)
mt22,p = hˆ
i ·
∮
S
[
r′
(
nˆ · ηĤ′2
)
+
1
2
r′ ×
(
nˆ× ηĤ′2
)]
ds′. (4.122)
Following the similar procedure shown in Section 4.4.1, the reflection coefficient ΓTMz=0
can be expressed as
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ΓTMz=0 =
1
cos θs
(− cos θs + eˆt · Er00,p)
= −1 + j
(
pz00,p sin θ
s +mt00,p
ab cos θs
)
k +
(
pz11,p sin θ
s +mt11,p
ab cos θs
)
k2
+ j
1
ab
(
−pt00,pzpt,p cos θs − pz22,p sin θ
s
cos θs
− 1
2
pz00,pz
2
pz,p sin θ
s cos θs
−mt22,p
cos θs
− 1
2
mt00,pz
2
mt,p cos θ
s
)
k3 +O(k4). (4.123)
In terms of polarizabilities, it can be expressed as
ΓTMz=0
= −1 + j
(
2αpz00,p sin
2 θs + 2η−1αmt00,p
ab cos θs
)
k + 2
(
αpz00,p sin
2 θs + η−1αmt00,p
ab cos θs
)2
k2
+ j
cos θs
ab
[
− 2αpt00,pz2pt,p cos2 θs + (αpz22,p − αpz00,p) z2pz,p sin2 θs
+
αmt22,p − αmt00,p
η
z2mt,p
]
k3 +O(k4),
(4.124)
where
pz00,p = αpz00,p × 2 sin θs (4.125)
pz22,p = αpz22,p ×
(−z2pz,p sin θs cos2 θs) (4.126)
pt00,p = αpt00,p × 2zpt,p cos2 θs (4.127)
mt00,p = αmt00,p × 2η−1 (4.128)
mt22,p = αmt22,d ×
(−z2mt,dη−1 cos2 θs) . (4.129)
Comparing (4.1) and (4.124), the expansion coefficients a1, a2, and a3 of reflection
coefficient reference at z = 0 are identified. Substituting a1, a2, and a3 into (4.4) and
(4.6), the expansion coefficients c1 and c3 of reflection coefficient referenced at z = d
are found. Substituting c1 and c3 into (4.28), the bandwidth bound for TM-mode
incidence is obtained.
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4.5 Low-Frequency Expansion of Γ: TE-mode
4.5.1 Penetrable element body (magneto-dielectric material)
Figure 4.7(a) shows a magneto-dielectric element with a relative permittivity ǫr
and a relative permeability µr over an infinite PEC ground plane under a TE-mode
plane wave illumination. The image theory is applied to remove the PEC ground
plane as shown in Figure 4.7(b). An image element and the image field are added.
The total background electric and magnetic fields in Figure 4.7(b) are found to be
Eb = eˆ
ie−jk
i·r + eˆre−jk
r·r = eˆij2 (kz cos θs) +O(k3) (4.130)
Hb = hˆ
i 1
η
ejk
i·r + hˆr
1
η
ejk
r·r
= hˆt
cos θs
η
(
2− z2 cos2 θsk2)+ zˆj sin θs
η
(2z cos θs) k +O(k3). (4.131)
For an arbitrary incidence angle, due to the background electric field in (4.130),
horizontal electric dipole moments eˆipt1,d and eˆ
ipt2,d are induced, as illustrated in
Figure 4.7(c). Due to the background magnetic field, horizontal magnetic dipole
moments hˆtmt1,d and hˆtmt2,d and vertical magnetic dipole moments zˆmz1,d and zˆmz2,d
are also induced, as indicated in Figure 4.7(c). The vector amplitude of the (0, 0)-th
Floquet mode electric field is given in (4.39). Due to boundary condition of vanishing
total tangential electric field at z = 0, the electric fields E1 = eˆ
ieˆi·E1 and E2 = eˆieˆi·E2
and magnetic fields H1 = hˆthˆt ·H1+ zˆzˆ ·H1 and H2 = hˆthˆt ·H2+ zˆzˆ ·H2 are related
by
eˆi ·E1 = −eˆi ·E2, hˆt ·H1 = hˆt ·H2, zˆ ·H1 = −zˆ ·H2. (4.132)
The same set of relations hold for the relevant quantities Ê1 = eˆ
ieˆi · Ê1 and Ê2 =
eˆieˆi · Ê2 and magnetic fields Ĥ1 = hˆthˆt · Ĥ1 + zˆzˆ · Ĥ1 and Ĥ2 = hˆthˆt · Ĥ2 + zˆzˆ · Ĥ2:
eˆi · Ê1 = −eˆi · Ê2, hˆt · Ĥ1 = hˆt · Ĥ2, zˆ · Ĥ1 = −zˆ · Ĥ2. (4.133)
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Figure 4.7. An arbitrary magneto-dielectric element above infinite PEC ground
under a TE-mode plane wave illumination. (a) An arbitrary dielectric element is
illuminated by a TE-mode plane wave. (b) The image theory is applied to replace
the PEC ground plane. The figure shows in xz-plane. (c) The electric and magnetic
dipole moments are induced.
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Hence, the equation (4.39) can be rewritten as
Er00,d = E
r
00,pt,d + E
r
00,mt,d + E
r
00,mz,d, (4.134)
where
Er00,pt,d =
jk
2ab cos θs
kˆr × kˆr × eˆieˆi ·
2∑
q=1
∫
Vq
(ǫr − 1)Êqeqdv′
=
jk
2ab cos θs
kˆr × kˆr × eˆi
∫
V
(ǫr − 1)eˆi · Ê [j2 sin(kz′ cos θs)] dv′ (4.135)
Er00,g,d =
jk
2ab cos θs
kˆr × wˆwˆ ·
2∑
q=1
∫
Vq
(µr − 1)ηĤqeidv′
=
jk
2ab cos θs
kˆr × wˆ
∫
V
(µr − 1)wˆ · ηĤR(θs)dv′, (4.136)
where g = mt,mz. The subscribe mt indicates the field due to horizontal magnetic
dipole moment and mz indicates the field due to vertical magnetic dipole moment.
When q = mt, the vector wˆ = hˆt and the function R(θ
s) = 2 cos(kz′ cos θs). When
q = mz, the vector wˆ = zˆ and the function R(θs) = j2 sin(kz′ cos θs). The horizontal
component of Er00,d can be obtained by
eˆi ·Er00,d = eˆi ·
(
Er00,pt,d + E
r
00,mt,d + E
r
00,mz,d
)
. (4.137)
Taking (4.135) and following the expansion (4.50) in Section 4.4.1, the horizontal
component of Er00,pt,d is found to be
eˆi · Er00,pt,d =
jk
2ab cos θs
eˆi ·
(
kˆr × kˆr × eˆi
)∫
V
(ǫr − 1)eˆi · Êj2 sin(kz′ cos θs)dv′
= −j
(
1
ab
pt00,dzpt,d
)
k3 +O(k4), (4.138)
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where
pt1,d = eˆ
i ·
∫
V
(ǫr − 1)Êj sin(kz′ cos θs)dv′ (4.139)
pt00,d = eˆ
i ·
∫
V
(ǫr − 1)Ê′1dv′ (4.140)
zpt,d =
eˆi · ∫
V
z′Ê′1dv
′
eˆi · ∫
V
Ê′1dv
′
. (4.141)
For (4.136) taking the expansion (4.71) in Section 4.4.1, the horizontal component
of Er00,mt,d is found to be
eˆi · Er00,mt,d =
jk
2ab cos θs
eˆi ·
(
kˆr × hˆt
)∫
V
(µr − 1)hˆt · ηĤ [2 cos(kz′ cos θs)] dv′
=
jk
ab
mt1,d, (4.142)
where
mt1,d = hˆt ·
∫
V
(µr − 1)ηĤ cos(kz′ cos θs)dv′ (4.143)
mt00,d = hˆt ·
∫
V
(µr − 1)ηĤ′0dv′ (4.144)
mt11,d = hˆt ·
∫
V
(µr − 1)ηĤ′1dv′ (4.145)
mt21,d = hˆt ·
∫
V
(µr − 1) (z′ cos θs)2 ηĤ′2dv′ = mt00,dz2mt,d cos2 θs (4.146)
mt22,d = hˆt ·
∫
V
(µr − 1)ηĤ′2dv′ (4.147)
z2mt,d =
hˆt ·
∫
V
z′2Ĥ′0dv
′
hˆt ·
∫
V
Ĥ′0dv
′
. (4.148)
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The electric field due to the induced magnetic dipole can be easily obtained by
proper substitutions. Taking (4.136) and replacing Ê with Ĥ in (4.50) in Section 4.4.1,
the horizontal component of Er00,mz,d is found to be
eˆt · Er00,mz,d =
jk
2ab cos θs
eˆi ·
(
kˆr × zˆ
) ∫
V
(µr − 1)zˆ · ηĤj2 sin(kz′ cos θs)dv′
= −j
(
1
ab
mz00,dzmz,d sin θ
s
)
k3 + O(k4), (4.149)
where
mz1,d = zˆ ·
∫
V
(µr − 1)ηĤj sin(kz′ cos θs)dv′ (4.150)
mz00,d = zˆ ·
∫
V
(µr − 1)ηĤ′1dv′ (4.151)
zmz,d =
zˆ · ∫
V
z′Ĥ′1dv
′
zˆ · ∫
V
Ĥ′1dv
′
. (4.152)
It is noted that the leading term of the low frequency expansion of eˆt · Er00,mz,d is
of O(k3) at low frequencies. It implies that a vertical magnetic dipole moment con-
tributes to the on 3rd- and higher-order expansion coefficients of the plane wave
reflection coefficient.
Substituting (4.138), (4.142), and (4.149) into (4.137), the horizontal component
of Er00,d is found to be
eˆi · Er00,d = eˆi ·
(
Er00,pt,d + E
r
00,mt,d + E
r
00,mz,d
)
= j
(mt00,d
ab
)
k +
(mt11,d
ab
)
k2 − j 1
ab
(
pt00,dzpt,d +mz00,dzmz,d sin θ
s +mt22,d
+
1
2
mt00,dz
2
mt,d cos
2 θs
)
k3 +O(k4). (4.153)
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Subsequently, the reflection coefficient ΓTEz=0 can be obtained as
ΓTEz=0 = −1 + eˆi · Er00,d = −1 + j
(mt00,d
ab
)
k +
(mt11,d
ab
)
k2
− j 1
ab
(
pt00,dzpt,d +mz00,dzmz,d sin θ
s +mt22,d +
1
2
mt00,dz
2
mt,d cos
2 θs
)
k3 +O(k4).
(4.154)
The dipole moments appearing in (4.154) can be expressed in terms of polarizabilities.
The equivalent horizontal magnetic point dipole moments are placed at z = zmt,d.
Hence, the magnetic dipole moment is represented as
mt00,d = αmt00,d × 2η−1 cos θs (4.155)
mt22,d = αmt22,d ×
(−η−1z2mt,d cos3 θs) . (4.156)
In place of the distributed dipole moments, the equivalent vertical magnetic point
dipole moments are placed at z = zzz,d. Hence, the vertical magnetic dipole moments
are represented as
mz00,d = αmz00,d × 2η−1zmz,d sin θs cos θs. (4.157)
Similarly, the equivalent horizontal electric point dipole moments are placed at z =
zpt,d. Hence, the horizontal electric dipole moment is represented as
pt00,d = αpt00,d × 2zpt,d cos θs. (4.158)
In Section 4.3, the coefficient of k2 was expressed in terms of the coefficient of k.
Hence, the reflection coefficient ΓTEz=0 can be rewritten as
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ΓTEz=0 = −1 + j
(
2αmt00,d cos θ
s
abη
)
k + 2
(
αmt00,d cos θ
s
abη
)2
k2
− j cos θ
s
ab
(
2αpt00,dz
2
pt,d +
2αmz00,d
η
z2mz,d sin
2 θs +
αmt00,d − αmt22,d
η
z2mt,d cos
2 θs
)
k3
+O(k4). (4.159)
Comparing (4.1) and (4.159), the expansion coefficients a1, a2, and a3 of reflection
coefficient reference at z = 0 are identified. Substituting a1, a2, and a3 into (4.4) and
(4.6), the expansion coefficients c1 and c3 of reflection coefficient reference at z = d
are found. Substituting c1 and c3 into (4.28), the bandwidth bound for TE-mode
incidence is obtained.
4.5.2 Perfect electric conductor body
Figure 4.8(a) shows a PEC element over an infinite PEC ground plane under a
TE-mode plane wave illumination. The image theory is applied to remove the PEC
ground, as shown in Figure 4.8(b). For arbitrary TE-mode incidence, horizontal
electric dipole moments eˆipt1,p and eˆ
ipt2,p are induced, as illustrated in Figure 4.8(c).
Horizontal magnetic dipole moments hˆtmt1,p and hˆtmt2,p and vertical magnetic dipole
moments zˆmz1,p and zˆmz2,p are also induced, as indicated in Figure 4.8(c).
Following the similar procedure in Section 4.4.2, the vector electric-field amplitude
of the (0, 0)-th Floquet mode wave is expressed as a superposition of different dipole
contributions to be
Er00,p = E
r
00,pt,p + E
r
00,mt,p + E
r
00,mz,p, (4.160)
where
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Figure 4.8. An arbitrary PEC element above infinite PEC ground under a TE-mode
plane wave illumination. (a) An arbitrary PEC element is illuminated by a TE-mode
plane wave. (b) The image theory is applied to replace the PEC ground plane. The
figure shows in xz-plane. (c) The electric and magnetic dipole moments are induced.
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Er00,pt,p =
jk
2ab cos θs
kˆr × kˆr × eˆieˆi ·
2∑
q=1
∮
Sq
[
r′q
(
nˆq · Êq
)
+
1
2
r′q ×
(
nˆq × Êq
)]
eqds
′
(4.161)
Er00,g,p =
jk
2ab cos θs
kˆr × wˆwˆ ·
2∑
q=1
∮
Sq
[
r′q
(
nˆq · ηĤq
)
+
1
2
r′q ×
(
nˆq × ηĤq
)]
eqds
′,
(4.162)
where g is either mt or mz and wˆ is either hˆt or zˆ, depending on the polarization.
The horizontal component of Er00 can be extracted using an inner product with a unit
vector in the xy-plane as
eˆt · Er00,p = eˆt ·
(
Er00,pt,p + E
r
00,mt,p + E
r
00,mz,p
)
. (4.163)
The vector operations in the integrands of (4.161) and (4.162) can be rewritten
as
r′q
(
nˆq · Êq
)
+
1
2
r′q ×
(
nˆq × Êq
)
= r′q
(
nˆq · Êq
)
+
1
2
[(
r′q · Êq
)
nˆq −
(
r′q · nˆq
)
Êq
]
(4.164)
r′q
(
nˆq · ηĤq
)
+
1
2
r′q ×
(
nˆq × ηĤq
)
= r′q
(
nˆq · ηĤq
)
+
1
2
[(
r′q · ηĤq
)
nˆq −
(
r′q · nˆq
)
ηĤq
]
,
(4.165)
where q = 1, 2. From the surface normal vector definitions, we can decompose them
to be nˆ1 = nt + zˆnz and nˆ2 = nt − zˆnz. According to boundary conditions (4.133),
we have
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u · Ê1 = (ut + zˆuz) ·
(
eˆieˆi · Ê1
)
= (ut + zˆuz) ·
(
−eˆieˆi · Ê2
)
= (ut − zˆuz) ·
(
−eˆieˆi · Ê2
)
= −u2 · Ê2 (4.166)
u1 · Ĥ1 = (ut + zˆuz) ·
(
hˆthˆt · Ĥ1 + zˆzˆ · Ĥ1
)
= (ut + zˆuz) ·
(
hˆthˆt · Ĥ2 − zˆzˆ · Ĥ2
)
= (ut − zˆuz) ·
(
hˆthˆt · Ĥ2 + zˆzˆ · Ĥ2
)
= u2 · Ĥ2 (4.167)
r′1 · nˆ1 = (r′t + zˆz′) · (nt + zˆnz) = (r′t − zˆz′) · (nt − zˆnz) = r′2 · nˆ2. (4.168)
For the surface integral over S2 in (4.161), we have
eˆi ·
∮
S2
[
r′2
(
nˆ2 · Ê2
)
+
1
2
r′2 ×
(
nˆ2 × Ê2
)]
e−jkzz
′
ds′
= −eˆi ·
∮
S1
[
r′1
(
nˆ1 · Ê1
)
+
1
2
r′1 ×
(
nˆ1 × Ê1
)]
e−jkzz
′
ds′, (4.169)
where the vector eˆi could be replaced by hˆt or zˆ. Substituting (4.169) into (4.161)
and (4.162), the electric fields can be obtained by performing a surface integral over
S1 only:
Er00,pt,p
=
jk
ab cos θs
kˆr × kˆr × eˆieˆi ·
∮
S1
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
j sin(kz′ cos θs)ds′
(4.170)
Er00,mt,p
=
jk
ab cos θs
kˆr × hˆthˆt ·
∮
S1
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
cos(kz′ cos θs)ds′.
(4.171)
Er00,mz,p
=
jk
ab cos θs
kˆr × zˆzˆ ·
∮
S1
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
j sin(kz′ cos θs)ds′. (4.172)
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The horizontal component of Er00,pt,p in (4.170) is found to be
eˆi · Er00,pt,p
=
jk
ab cos θs
eˆi ·
(
kˆr × kˆr × eˆi
)
eˆi ·
∮
S
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
j sin(kz′ cos θs)ds′
= − jk
ab cos θs
pt1,p, (4.173)
where
pt1,p = eˆ
i ·
∮
S
[
r′
(
nˆ · Ê
)
+
1
2
r′ ×
(
nˆ× Ê
)]
j sin(kz′ cos θs)ds′. (4.174)
Note that (4.138) and (4.173) have identical integral expressions. Following a similar
procedure presented in Section 4.5.1, the expansion for the horizontal electric field
component due to the horizontal electric dipole moment is found to be
eˆi ·Er00,pt,p = −j
(
1
ab
pt00,pzpt,p
)
k3 +O(k4), (4.175)
where
zpt,p =
eˆi · ∮
S
z′
[
r′
(
nˆ · Ê′1
)
+ 1
2
r′ ×
(
nˆ× Ê′1
)]
ds′
eˆi · ∮
S
[
r′
(
nˆ · Ê′1
)
+ 1
2
r′ ×
(
nˆ× Ê′1
)]
ds′
(4.176)
pt00,p = eˆ
i ·
∮
S
[
r′
(
nˆ · Ê′1
)
+
1
2
r′ ×
(
nˆ× Ê′1
)]
ds′. (4.177)
The horizontal component of Er00,mt,p in (4.171) is found to be
eˆi · Er00,mt,p
=
jk
ab cos θs
eˆi ·
(
kˆr × hˆt
)
hˆt ·
∮
S
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
cos(kz′ cos θs)ds′
=
jk
ab
mt1,p, (4.178)
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where
mz1,p = hˆt ·
∮
S
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
cos(kz′ cos θs)ds′. (4.179)
Equations (4.142) and (4.178) have identical integral expressions. Following a similar
procedure presented in Section 4.5.1, the horizontal component expansion due to the
vertical electric dipole moment is found to be
eˆi · Er00,mt,p
= j
(mt00,d
ab
)
k +
(mt11,d
ab
)
k2 − j 1
ab
(
mt22,d +
1
2
mt00,dz
2
mt,d cos
2 θs
)
k3 +O(k4),
(4.180)
where
z2mt,p =
hˆt ·
∮
S
z′2
[
r′
(
nˆ · ηĤ′0
)
+ 1
2
r′ ×
(
nˆ× ηĤ′0
)]
ds′
hˆt ·
∮
S
[
r′
(
nˆ · ηĤ′0
)
+ 1
2
r′ ×
(
nˆ× ηĤ′0
)]
ds′
(4.181)
mt00,p = hˆt ·
∮
S
[
r′
(
nˆ · ηĤ′0
)
+
1
2
r′ ×
(
nˆ× ηĤ′0
)]
ds′ (4.182)
mt11,p = hˆt ·
∮
S
[
r′
(
nˆ · ηĤ′1
)
+
1
2
r′ ×
(
nˆ× ηĤ′1
)]
ds′ (4.183)
mt20,p = hˆt ·
∮
S
(z′ cos θs)
2
[
r′
(
nˆ · ηĤ′1
)
+
1
2
r′ ×
(
nˆ× ηĤ′1
)]
ds′
= mz00,pz
2
mt,p cos
2 θs (4.184)
mt11,p = hˆt ·
∮
S
[
r′
(
nˆ · ηĤ′2
)
+
1
2
r′ ×
(
nˆ× ηĤ′2
)]
ds′. (4.185)
Finally, the horizontal component of Er00,mz,p in (4.172) is found to be
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eˆi · Er00,mz,p
=
jk
ab cos θs
eˆi ·
(
kˆr × zˆ
)
zˆ ·
∮
S
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
j sin(kz′ cos θs)ds′
= −jk
ab
sin θs
cos θs
mz1,p, (4.186)
where
mz1,p = zˆ ·
∮
S
[
r′
(
nˆ · ηĤ
)
+
1
2
r′ ×
(
nˆ× ηĤ
)]
j sin(kz′ cos θs)ds′. (4.187)
It is noted that (4.149) and (4.186) have identical integral expressions. Following a
similar procedure as the one presented in Section 4.5.1, the horizontal component
expansion due to the horizontal magnetic dipole moment is found to be
eˆi · Er00,mz,p = −j
(
1
ab
mz00zmz,d sin θ
s
)
k3 +O(k4) (4.188)
where
zmz,p =
zˆ · ∮
S
z′
[
r′
(
nˆ · ηĤ′1
)
+ 1
2
r′ ×
(
nˆ× ηĤ′1
)]
ds′
zˆ · ∮
S
[
r′
(
nˆ · ηĤ′1
)
+ 1
2
r′ ×
(
nˆ× ηĤ′1
)]
ds′
(4.189)
mz00,p = zˆ ·
∮
S
[
r′
(
nˆ · ηĤ′1
)
+
1
2
r′ ×
(
nˆ× ηĤ′1
)]
ds′. (4.190)
Following the similar procedure as that in Section 4.5.1, the reflection coefficient ΓTEz=0
can be found
ΓTEz=0 = −1 + eˆt · Er00,p = −1 + j
(mt00,p
ab
)
k +
(mt11,p
ab
)
k2
− j 1
ab
(
pt00,pzpt,p +mz00,pzmz,p sin θ
s +mt22,p +
1
2
mt00,pz
2
mt,p cos
2 θs
)
k3 +O(k4),
(4.191)
106
and also can be expressed in terms of polarizabilities as
ΓTEz=0 = −1 + j
(
2αmt00,p cos θ
s
abη
)
k + 2
(
αmt00,p cos θ
s
abη
)2
k2
− j cos θ
s
ab
(
2αpt00,pz
2
pt,p +
2αmz00,p
η
sin2 θs +
αmt00,p − αmt22,p
η
z2mt,p cos
2 θs
)
+O(k4),
(4.192)
where
pt00,p = αpz00,p × 2zpt,p cos θs (4.193)
mt00,p = αmt00,p × 2η−1 cos θs (4.194)
mt22,p = αmt22,p ×
(−η−1z2mt,d cos3 θs) (4.195)
mz00,p = αmz00,p × 2η−1zmz,d sin θs cos θs. (4.196)
Comparing (4.1) and (4.192), the expansion coefficients a1, a2, and a3 of the reflection
coefficient referenced at z = 0 are identified. Substituting a1, a2, and a3 into (4.4)
and (4.6), the expansion coefficients c1 and c3 of the reflection coefficient referenced
at z = d are found. Substituting c1 and c3 into (4.28), the bandwidth bound for
TE-mode incidence is obtained.
4.6 Numerical Results
4.6.1 Magneto-dielectric slab
To validate the low-frequency expansions in (4.86) and (4.159), a unit cell of an
infinite large magneto-dielectric slab is placed under TM- or TE-mode plane-wave il-
lumination, as shown in Figure 4.9. The closed-form analytical solutions for the total
electric and magnetic fields inside and outside the slab are derived in Appendix D
for TM-mode incidence and in Appendix E for TE-mode incidence. The electric and
magnetic fields are given in (D.28), (D.29), and (D.30) for TM-mode incidence and
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Figure 4.9. An unit cell of infinite magneto-dielectric slab under TM- or TE-mode
illumination.
in (E.28), (E.29), and (E.30) for TE-mode incidence. Hence, the polarizabilities and
dipole moments can be found as closed form expressions. The reflected wave ampli-
tude is a superposition of contributions due to induced electric and magnetic dipole
moments at low frequencies. A dielectric slab induces an electric dipole moment only
and a magnetic slab induces a magnetic dipole moment only. In a magneto-dielectric
slab, both types of dipole moments are induced. In the following development, the
plane-wave reflection coefficient is derived separately for each type of slab.
For a non-magnetic, dielectric slab (ǫr 6= 1, µr = 1), the reflection coefficients ΓTMz=0
in (4.86) and ΓTEz=0 in (4.159) reduce to
ΓTMz=0 = −1 + j
(
2αpz00,d sin
2 θs
ab cos θs
)
k + 2
(
αpz00,d sin
2 θs
ab cos θs
)2
k2
+ j
cos θs
ab
[−2αpt00,dz2pt,d cos2 θs + (αpz22,d − αpz00,d) z2pz,d sin θs] k3 +O(k4)
(4.197)
ΓTEz=0 = −1− j
2
ab
αpt00,dz
2
pt,d cos θ
sk3 +O(k4). (4.198)
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For TM-mode incidence, the total electric field inside the slab is given in (D.28) and
(D.29). The resulting horizontal electric dipole moment pt00,d in (4.52) due to the
incident electric field of unit amplitude is
pt00,d = eˆt ·
∫
V
(ǫr − 1)Ê′1dv′ =
∫
V
(ǫr − 1)2γ cos θ
s
ǫr
(−γz′ cos θs) dv′
= −ǫr − 1
ǫr
abd2γ2 cos2 θs. (4.199)
The average z-coordinate zpt,d in (4.53) for placing pt00,d at is found to be
zpt,d =
eˆt ·
∫
V
z′Ê′1dv
′
eˆt ·
∫
V
Ê′1dv
′
=
2
3
d. (4.200)
The vertical electric dipole moments pz00,d in (4.62) and pz22,d in (4.65) are
pz00,d = zˆ ·
∫
V
(ǫr − 1)Ê′0dv′ =
∫
V
(ǫr − 1)2 sin θ
s
ǫr
dv′ = 2
ǫr − 1
ǫr
abd sin θs (4.201)
pz22,d = zˆ ·
∫
V
(ǫr − 1)Ê′0dv′
=
∫
V
(ǫr − 1)2 sin θ
s
ǫr
[
1
2
(
γ2z′2 + d2
)
+
(
Z22
Z21
− 1
2
)
d2γ2 − Z2
Z1
d2γ
]
cos2 θsdv′
= 2
ǫr − 1
ǫr
abd3
[
1
2
(
1
3
γ2 + 1
)
+
(
Z22
Z21
− 1
2
)
γ2 − Z2
Z1
γ
]
sin θs cos2 θs, (4.202)
where Z1 = kz/ωǫ0 or ωµ0/kz and Z2 = k2z/ωǫ or ωµ/k2z are the wave impedances for
TM- or TE-mode in free space and the slab, respectively. The second-order average
z-coordinate zpz,d in (4.66) for placing pz00,d and pz22,d at is found to be
z2pz,d =
zˆ · ∫
V
z′2Ê′0dv
′
zˆ · ∫
V
Ê′0dv
′
=
1
3
d2. (4.203)
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The polarizabilities αpz00,d in (4.81), αpz22,d in (4.82), and αpt00,d in (4.83) are
expressed in terms of dipole moments as
αpt00,d =
ppt00,d
2zpt,d cos2 θs
= −3
4
ǫr − 1
ǫr
abdγ2 (4.204)
αpz00,d =
pz00,d
2 sin θs
=
ǫr − 1
ǫr
abd (4.205)
αpz22,d = − pz22,d
z2pz,d sin θ
s cos2 θs
= −6ǫr − 1
ǫr
abd
[
1
2
(
1
3
γ2 + 1
)
+
(
Z22
Z21
− 1
2
)
γ2 − Z2
Z1
γ
]
. (4.206)
Substituting (4.204)–(4.206) into (4.197), the low-frequency expansion for the reflec-
tion coefficient ΓTMz=0 for a conductor-backed dielectric slab is found to be
ΓTMz=0 = −1 + j
(
2 sin2 θs
cos θs
ǫr − 1
ǫr
d
)
k + 2
(
sin2 θs
cos θs
ǫr − 1
ǫr
d
)2
k2
+ j2
ǫr − 1
ǫr
d3 cos θs
(
1
3
γ2 − Z
2
2
Z21
γ2 sin2 θs +
Z2
Z1
γ sin2 θs − 2
3
sin2 θs
)
k3 +O(k4).
(4.207)
For TE-mode incidence, the total electric field inside the slab is given in (E.30).
The horizontal electric dipole moment pt00,d in (4.140) due to the horizontal electric
field is
pt00,d = eˆ
i ·
∫
V
(ǫr − 1)Ê′1dv′ =
∫
V
(ǫr − 1) (−2µrz cos θs) dv′
= −µr(ǫr − 1)abd2 cos θs. (4.208)
The average z-coordinate zpt,d in (4.141) for placing pt00,d at is found to be
zpt,d =
eˆi · ∫
V
z′Ê′1dv
′
eˆi · ∫
V
Ê′1dv
′
=
2
3
d. (4.209)
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The polarizability αpt00,d in (4.158) is expressed in terms of dipole moment as
αpt00,d =
pt00,d
2zpt,d cos θs
= −3
4
µr(ǫr − 1)abd. (4.210)
Substituting (4.209) and (4.210) into (4.198), the low-frequency expansion for the
reflection coefficient ΓTEz=0 for a dielectric (µr = 1) slab is found to be
ΓTEz=0 = −1 + j
2
3
(ǫr − 1)d3 cos θs +O(k4). (4.211)
For a magnetic slab (ǫr = 1, µr 6= 1), the reflection coefficients ΓTMz=0 in (4.86) and
ΓTEz=0 in (4.159) reduce to
ΓTMz=0 = −1 + j
(
2αmt00,d
abη cos θs
)
k + 2
(
αmt00,d
abη cos θs
)2
k2
+ j
cos θs
ab
αmt22,d − αmt00,d
η
z2mt,dk
3 +O(k4) (4.212)
ΓTEz=0 = −1 + j
(
2αmt00,d cos θ
s
abη
)
k + 2
(
αmt00,d cos θ
s
abη
)2
k2
− j 1
ab
(
2αmz00,d
η
z2mz,d sin
2 θs cos θs +
αmt00,d − αmt22,d
η
z2mt,d cos
3 θs
)
k3 +O(k4).
(4.213)
For TM-mode incidence, the total magnetic field inside the slab is given in (D.30).
The horizontal magnetic dipole moments mmt00,d in (4.73) and mmt22,d in (4.76) due
to the horizontal background magnetic field are
mt00,d = hˆ
i ·
∫
V
(µr − 1)ηĤ′0dv =
∫
V
(µr − 1)η
(
2
η
)
dv′ = 2(µr − 1)abd (4.214)
mt22,d = hˆ
i ·
∫
V
(µr − 1)ηĤ′0dv′
=
∫
V
(µr − 1)η
(
2
η
)[
1
2
(
γ2z2 + d2
)
+
(
Z22
Z21
− 1
2
)
d2γ2 − Z2
Z1
d2γ2
]
cos2 θsdv′
= 2(µr − 1)abd3
[
1
2
(
1
3
γ2 + 1
)
+
(
Z22
Z21
− 1
2
)
γ2 − Z2
Z1
γ
]
cos2 θs. (4.215)
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The second-order z-coordinate zmt,d in (4.216) for placing mt00,d and mt22,d at is found
to be
z2mt,d =
hˆi · ∫
V
z′2Ĥ′0dv
′
hˆi · ∫
V
Ĥ′0dv
′
=
1
3
d2. (4.216)
The polarizabilities αmt00,d in (4.217) and αmt22,d in (4.85) are expressed in terms of
dipole moments as
αmt00,d =
mt00,dη
2
= (µr − 1)ηabd (4.217)
αmt22,d = − mt22,dη
z2mt,d cos
2 θs
= −6(µr − 1)ηabd
[
1
2
(
1
3
γ2 + 1
)
+
(
Z22
Z21
− 1
2
)
γ2 − Z2
Z1
γ
]
. (4.218)
Substituting(4.216), (4.217), and (4.85) into (4.213), the low-frequency expansion for
the reflection coefficient ΓTMz=0 for a magnetic (ǫr = 1) slab is found to be
ΓTMz=0 = −1 + j
(
2
µr − 1
cos θs
d
)
k + 2
(
µr − 1
cos θs
d
)2
k2
+ j2(µr − 1)d3 cos θs
(
−2
3
+
Z2
Z1
γ +
1
3
γ2 − Z
2
2
Z21
γ2
)
k3 +O(k4). (4.219)
For TE-mode incidence, the total magnetic field inside the slab is given in (E.28)
and (E.29). The vertical magnetic dipole moment mz00,d in (4.157) due to the vertical
background magnetic field is
mz00,d = zˆ ·
∫
V
(µr − 1)ηĤ′1dv′ =
∫
V
(µr − 1)η
(
−2 sin θ
s cos θs
η
z
)
dv′
= −(µr − 1)abd2 sin θs cos θs. (4.220)
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The average z-coordinate zmz,d in (4.152) for placing mz00,d at is found to be
zmz,d =
zˆ · ∫
V
z′Ĥ′0dv
′
zˆ · ∫
V
Ĥ′0dv
′
=
2
3
d. (4.221)
The horizontal magnetic dipole moments mt00,d in (4.155) and mt22,d in (4.156) due
to the normalized horizontal magnetic field are
mt00,d = hˆ
i ·
∫
V
(µr − 1)ηĤ′0dv′ =
∫
V
(µr − 1)η2 cos θ
s
η
dv′ = 2(µr − 1)abd cos θs
(4.222)
mt22,d = hˆ
i ·
∫
V
(µr − 1)ηĤ′2dv′
=
∫
V
(µr − 1)η2 cos
3 θs
η
[
1
2
(
γ2z2 + d2
)
+
(
Z22
Z21
− 1
2
)
d2γ2 − Z2
Z1
d2γ
]
dv′
= 2(µr − 1)abd3
[
1
2
(
1
3
γ2 + 1
)
+
(
Z22
Z21
− 1
2
)
γ2 − Z2
Z1
γ
]
cos3 θs. (4.223)
The second-order z-coordinate zmt,d in (4.148) for placing mt00,d and mt22,d at is found
to be
z2mt,d =
hˆt ·
∫
V
z′2Ĥ′0dv
′
hˆt ·
∫
V
Ĥ′0dv
′
=
1
3
d2. (4.224)
The polarizabilities αmt00,d in (4.155), αmt22,d in (4.156), and αmz00,d in (4.157) are
expressed in terms of dipole moments as
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αmt00,d =
mt00,dη
2 cos θs
= (µr − 1)ηabd (4.225)
αmt22,d = − mt22,dη
z2mt,d cos
3 θs
= −6(µr − 1)ηabd
[
1
2
(
1
3
γ2 + 1
)
+
(
Z22
Z21
− 1
2
)
γ2 − Z2
Z1
γ
]
(4.226)
αmz00,d =
mz00,dη
2zmz,d sin θs cos θs
= −3
4
(µr − 1)ηabd. (4.227)
Substituting (4.225), (4.226), and (4.227) into (4.213), the low-frequency expansion
for the reflection coefficient ΓTEz=0 for ǫr = 1 slab is found to be
ΓTEz=0 = −1 + j [2d(µr − 1) cos θs] k + 2 [d(µr − 1) cos θs]2 k2
+ j
{
−2(µr − 1)d3 cos θs
[(
1− Z2
Z1
γ +
Z22
Z21
γ2 − 1
3
γ2
)
cos2 θs − 1
3
]}
+O(k4).
(4.228)
Finally, for a magneto-dielectric slab (ǫr 6= 1 and µr 6= 1), both electric and
magnetic dipole moments induced. The contribution from each dipole moment can
be evaluated separately and independently of each other. The total scattered electric
field is simply the vector sum of each contribution. Hence, the reflection coefficients
ΓTMz=0 and Γ
TE
z=0 for a magneto-dielectric slab can be obtained via collecting terms from
ΓTMz=0 in (4.207) and Γ
TE
z=0 in (4.211) for a dielectric slab and Γ
TM
z=0 in (4.219) and Γ
TE
z=0
in (4.228) for a magnetic slab. They are found to be
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ΓTMz=0 = −1 + j
2d
cos θs
(
µr − 1 + ǫr − 1
ǫr
sin2 θs
)
k
+
2d2
cos2 θs
[(
ǫr − 1
ǫr
sin2 θs
)2
+ (µr − 1)2
]
k2
+ j2d3 cos θs
[
(µr − 1)
(
−2
3
+
Z2
Z1
γ +
1
3
γ2 − Z
2
2
Z21
γ2
)
+
ǫr − 1
ǫr
(
1
3
γ2 − Z
2
2
Z21
γ2 sin2 θs +
Z2
Z1
γ sin2 θs − 2
3
sin2 θs
)]
+O(k4) (4.229)
ΓTEz=0 = −1 + j [2d(µr − 1) cos θs] k + 2 [d(µr − 1) cos θs] k2
+ j2d3 cos θs
{
−(µr − 1)
[(
1− Z2
Z1
γ +
Z22
Z21
γ2 − 1
3
γ2
)
cos2 θs − 1
3
]
+
1
3
µr(ǫr − 1)
}
k3 +O(k4). (4.230)
Figure 4.10(a) compares the simulation results with theoretical results in (4.229)
and (4.230) for the 1th-order coefficient a1 for broadside scan as well as θ
s = 45◦ for TM
and TE scans. The magneto-dielectric slab has ǫr = µr = 1.5 and the unit cell area
is a = b = 8.2 mm. The thickness of the slab is d = 6.5 mm. The dynamic frequency
swept scattering simulations are done by Ansys HFSS. All solid curves represent
the simulation results and all dashed lines are theoretical results. The theoretical
results refer to the coefficient a1 in (4.229) and (4.230), represented as a frequency-
independent constant. It can be observed that the simulation result for a1 agrees
with the theoretical prediction at low frequency, as evidenced by the simulated curve
approaching the theoretical a1 as frequency is reduced toward zero. The 1
th-order
coefficient a1 increases as the scan angle is increased in the TM scan (i.e., the E-plane
scan). The 1th-order bandwidth bound depends on c1 = (a1+2d cos θ
s)/2. Whether c1
is an increasing or decreasing function of θs depends on the medium parameter values.
For TE scans (i.e., the H-plane scan), the 1th-order coefficient a1 decreases as the scan
angle is increased. In this scan plane, it is clear that c1 is a decreasing function of θ
s.
Hence, the 1th-order bound decreases in the TE-mode with scan from broadside. At
low frequencies, the simulation result for a1 is 6.503×10−3 m and the theoretical result
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Figure 4.10. The coefficient comparisons between simulation results and theoretical
results in (4.229) and (4.230) for magneto-dielectric slab. (a) The first order coefficient
comparison as scan angle θs = 45◦. (b) The third order coefficient comparison as scan
angle θs = 45◦.
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is 6.500×10−3 m for broadside scan. The difference is approximately equal to 0.05%.
For TM-mode 45◦ scan, the simulation result is 1.226 × 10−2 m and the theoretical
result is 1.225 × 10−2 m, with a difference of approximately 0.08%. For TE-mode
45◦ scan, the simulation result for a1 is 4.600 × 10−2 m and the theoretical result is
4.596 × 10−3 m, with a difference of approximately 0.09%. From these comparisons
between theory and simulation, the accuracy of the 1th-order coefficient a1 in (4.229)
and (4.230) is confirmed.
Figure 4.10(b) compares the simulation results with theoretical results in (4.229)
and (4.230) for the 3rd-order coefficients a3 at broadside as well as θ
s = 45◦ in two
polarizations. All solid curves represent the simulation results and all dashed lines
are theoretical results. Each theoretical result shows the coefficient from (4.229) and
(4.230) as a constant. From Figure 4.10(b), the simulation result for a3 reaches the
theoretical result at low frequency. It is found that a3 decreases as the scan angle is
increased in the TM scan. For TE scan, the coefficient a3 increases as the scan angle
is increased. At low frequencies, the simulation result for a3 is −4.585 × 10−8 m3
and the theoretical result is −4.577 × 10−8 m3 for broadside scan. The difference is
approximately equal to 0.17%. For TM 45◦ scan, the simulation result is −6.010 ×
10−7 m3 and the theoretical result is −6.005× 10−7 m3, with a 0.08% difference. For
TM 45◦ scan, the simulation result is 1.056 × 10−7 m3 and the theoretical result is
1.052× 10−7 m3, with a difference of 0.38%. From these comparisons between theory
and simulation, the accuracy of the 3rd-order coefficient a3 in (4.229) and (4.230) is
confirmed.
In practical applications, an infinite planar array element may be represented as
a homogeneous magneto-dielectric slab at low frequencies with relative permittivity
and permeability values ǫr and µr, respectively. It is commonly referred to ’homog-
enization’ and widely used for meta-material characterization. Hence, it is possible
to derive the bandwidth bound of a planar array element that is represented by an
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Figure 4.11. The bandwidth bound comparison for grounded dielectric slab with
broadside incidence. (a) 1th-order Doane bound. (b) 3rd-order Fano high-order bound.
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equivalent magneto-dielectric slab. Since non-magnetic fabrication material of an
array element gives µr ≈ 1 in the most cases, the following numerical results will
concentrate on the characteristics of the bandwidth bound of a dielectric slab.
From previous derivations, the expansion coefficients of the plane-wave reflec-
tion coefficient were obtained in terms of polarizabilities. The 3rd-order bandwidth
bound in (4.32) can be expressed in closed form expressions. The 1th-order bandwidth
bounds in (4.31) for infinite slab is expressed as
B =

π
ln |Γ0|−1
(µr−ǫ−1r sin θs)k0d
cos θs
for TM-mode
π
ln |Γ0|−1
µrk0d cos θ
s for TE-mode
. (4.231)
For broadside scan, these bounds for TM- and TE-mode scans are identical. The
bound from (4.31) is linearly proportional to the electric thickness, specified by k0d.
Figure 4.11 compares the bandwidth bounds on the fractional bandwidth B in (4.31)
and (4.32) for a dielectric slab normalized by k0d with respect to the relative permit-
tivity ǫr for different values of k0d for broadside scan. To calculate the bandwidth
bound, the magnitude of the in-band mismatch tolerance |Γ0| = 1/3 was used. Fig-
ure 4.11(a) represents the existing, 1th-order bound (4.31). It is independent of ǫr,
which means that the material specifics of the element are not reflected in this bound.
The bandwidth bound increases linearly with k0d. Figure 4.11(b) shows the 3
rd-order
bound (4.32). It is observed that a slab with a larger ǫr potentially has larger band-
width bound. Since the fractional bandwidth B should satisfy both the 1th- and
3rd-order bounds, it is observed that there exists an upper limit of ǫr, below which
the the overall bandwidth bound is determined by the 3rd-order bound. This is the
case where this study provides a new bound–the 3rd-order bound–that is tighter than
the available 1th-order bound. For low-ǫr slabs, the result shows that bandwidth
bound is not linearly proportional to k0d. In addition, it is observed that 3
rd-order
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bound increases approximately in a linear fashion with respect to ǫr plotted in a
logarithmic scale.
It is also of interest to compare the 1th-order bound in (4.31) with the 3rd-order
bound in (4.32) as the scan angle changes. Three different cases for TM-mode scan for
different value of k0d are shown in Figure 4.12. All dashed curves present the 1
st-order
bound and all solid curves represent the 3rd-order bound. Different colors indicate
different permitivities. The first case is the electrically thin (k0d = π/10) dielectric
slab in Figure 4.12(a) and (b). The second case is the electric thickness in many
popular designs (k0d = π/4) in Figure 4.12(c) and (d). The least case is electrically
thick (k0d = π) slab in Figure 4.12(e) and (f). It is observed both the 1
th- and 3rd-
order bounds vary with different permitivities under scan conditions. However, in
every case considered in Figure 4.12, the 1th-order bound is always greater than the
corresponding 3rd-order bound. This implies that it is impossible for the bandwidth of
a dielectric slab to reach the 1th-order bound. The 3rd-order bounds present tighter
bounds for dielectric slabs for TM-mode scans. The increasing nature of both the
1th- and 3rd-order bounds with ǫr indicates that a dielectric slab with a higher ǫr slab
potentially can have a greater bandwidth bound than one with a lower value of ǫr.
Bandwidth bounds for TE-mode scan are shown with respect to the scan angle in
Figure 4.13 for three different values of k0d. In each case, the dashed curve presents
the 1th-order bound for all different permittivities because the 1th-order bound is
independent of ǫr under TE-mode scan. All solid curves represent the 3
rd-order bound.
For all cases considered in Figure 4.13, the 1th-order bound is greater than the 3rd-
order bound in most of the range of the scan angle. It is impossible that the bandwidth
of a planar array that is represented by a homogenized dielectric slab reaches the 1th-
order bound within those scan angle ranges. The 3rd-order bounds present tighter
bounds for a dielectric slab with TE-mode scan. It is noted that only the 3rd-order
bound varies with the slab permitivity. Like in TM-mode scans, the 3rd-order bound
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Figure 4.12. Bandwidth of dielectric comparison with different k0d for TM-mode
scan.
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Figure 4.13. Bandwidth of dielectric slab comparison with different k0d for TE-mode
scan.
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is an increasing function of ǫr, implying that an array design that is represented
by a homogenized dielectric slab with a large ǫr has a potential to achieve a wider
bandwidth.
A planar conducting element on a conductor-backed substrate has a vertical in-
duced magnetic dipole moment under a TE-mode plane-wave illumination. This
induced magnetic dipole moment points in the opposite direction of the vertical com-
ponent of the background magnetic field. In order to model such array element, the
magneto-dielectric slab having permeability µr < 1 is considered in Figure 4.14. An
example permittivity value of µr = 0.8 is used. It is noted that having µr < 1 results
a1 < 0 in (4.229) and (4.230). This reduces the coefficient c1 in (4.4). Hence, having
µr < 1 reduces both 1
th-order bound and 3rd-order bound. This implies that µr < 1
will always reduce the bandwidth bound compared with non-magnetic slab cases.
4.6.2 Over ground plane planar conductor element
Consider a unit cell of a planar PEC element lying in a constant-z over an infinite
ground plane, subject to plane-wave illumination in TM- or TE-mode, as shown in
Figure 4.15. For a general planar element, the total electric and magnetic fields over
the enclosing surface S of the element are not known analytically, so the validity of
the expansion of the plane-wave reflection coefficient can only be tested numerically.
Noting that a planar PEC with a surface normal in the z-axis direction has zero
horizontal magnetic polarizability and zero vertical electric polarizability, the low-
frequency expansion of the plane wave reflection coefficients ΓTMz=0 in (4.124) and Γ
TE
z=0
in (4.192) reduce to
ΓTMz=0 = −1 − j
2
ab
αpt00,pz
2
pt,p cos
3 θsk3 +O(k4) (4.232)
ΓTEz=0 = −1 − j
2
ab
cos θs
(
αpt00,pz
2
pt,p +
αmz00,p
η
z2mz,p sin
2 θs
)
k3 +O(k4). (4.233)
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Figure 4.14. Bandwidth of magneto-dielectric slab comparison with different k0d
for TE-mode scan.
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Figure 4.15. An unit cell of a planar PEC over infinite ground plane under TM- or
TE-mode illumination.
With the planar geometry in Figure 4.15, the average z-coordinate becomes zpt,p =
zmz,p = d. Hence, the expressions for Γ
TM
z=0 and Γ
TE
z=0 become
ΓTMz=0 = −1 − j
2d2
ab
αpt00,p cos
3 θsk3 +O(k4) (4.234)
ΓTEz=0 = −1 − j
2d2
ab
cos θs
(
αpt00,p +
αmz00,p
η
sin2 θs
)
k3 +O(k4). (4.235)
To validate the coefficients in (4.234) and (4.235), the conductor-backed free-
standing tightly-coupled array element in [1], as shown in Figure 4.16(a), was used.
The electric and magnetic polarizabilitites were evaluated under a plane wave inci-
dence using COMSOL Multiphysics, as shown in Figure 4.16(b). A polarizability can
be evaluated by analyzing low-frequency scattering with any choice of θs. They were
found to be αpt00,p = 9.710 × 10−7 m3 and αmz00,p = −3.291 × 10−9 m3. The TX
and RX configurations were numerically analyzed for a unit cell under appropriate
periodic boundary conditions using ANSYS HFSS and the matching bandwidth was
investigated.
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Figure 4.16. (a) Conductor-backed free-standing tightly-coupled dipole array el-
ement [1]. The ground separation is d = 7 mm. All units are in mm. (b) The
magnitude of the scattered electric field.
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Figure 4.17. The 3rd-order coefficients of [1] in (4.234) and (4.235).
For broadside scan (i.e., a normally incident plane wave), the theoretical results
from (4.234) and (4.235) are a3 = 1.415 × 10−6 m3. They are shown as a blue
dashed line in Figure 4.17. In comparison, the frequency-swept simulation results
show a3 = 1.435× 10−6 m3, which is identified by plotting and inspecting Im{Γ}/k3
in the low-frequency limit. It is shown as a blue solid curve in Fig. 4.17. The difference
between theoretical and numerical analyses is 1.4%. For a TM-mode incidence with
θs = 30◦, the theoretical result from (4.234) is a3 = 9.192 × 10−7 m3 and it is
shown as a red dashed line in Fig. 4.17. The frequency-swept simulation indicates
a3 = 9.3×10−7 m3, identified from Im{Γ}/k3 shown as a red solid curve in Figure 4.17
in the low-frequency limit. The difference between the value of a3 from theory and
simulation is 1.1%. For TE-mode incidence with θs = 30◦, the theoretical result from
(4.235) is a3 = 1.225 × 10−6 m3 and it is shown as a constant green dashed line in
Fig. 4.17. The simulation result indicates a3 = 1.242×10−6 m3 from Im{Γ}/k3 shown
as green solid curve in Fig. 4.17 in the low-frequency limit. The difference is found
to be 1.4%. From these comparisons between theory and simulation, the accuracy of
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the coefficients a3 in (4.234) and a3 in (4.235) expressed in terms of low-frequency
electric and magnetic polarizabilities is confirmed.
For an arbitrary planar PEC plane, the plane wave reflection coefficients in (4.234)
and (4.235) can be put in a compact form of
Γz=0 = −1 + j
(
2d2
ab
α cos2 θs
)
k3 +O(k4). (4.236)
where α is the total polarizability defined by
α =

−αpt00,p cos θs for TM-mode
−αpt00,d+η−1αmz00,p sin2 θs
cos θs
for TE-mode
. (4.237)
Comparing (4.1) and (4.236), the coefficients a1, a2, and a3 are identified to be
a1 = a2 = 0 (4.238)
a3 =
2d2
ab
α cos2 θs. (4.239)
Then, the coefficients c1 in (4.4) and c3 in (4.6) are found to be
c1 =
a1 + 2d cos θ
s
2
= d cos θs (4.240)
c3 = −a
3
1 − 3a1a2 − 3a3
6
=
3
6
× 2d
2
ab
α cos2 θs =
d2
ab
α cos2 θs. (4.241)
Substituting (4.240) and (4.241) into (4.29) and (4.30), we find that ξ = ξ(k0d cos θ
s, αk0/ab)
and τ = τ(k0d cos θ
s, αk0/ab). This implies that the 3
rd-order bandwidth bound in
(4.28) is a function of two parameters k0d cos θ
s and αk0/ab. Applicable to scans
in both principal planes, Figure 4.18 compares bounds on the fractional bandwidth
of an arbitrary planar dipole element for several different projected electric heights
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Figure 4.18. Matching bandwidth bounds for different projected electric heights
k0d cos θ
s for arbitrary planar dipole element.
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Figure 4.19. The existing and 3rd-order bounds for the tightly-coupled dipole array
[1] together with simulation results for different scan angles.
(ground separations). An in-band matching tolerance of |Γ0| = 1/3 associated with
VSWR = 2 was used. The existing 1th-order bound (4.31) is given by the blue line,
showing that the ratio B/k0d cos θ
s is a constant, independent of the dipole element
design. It indicates that the bandwidth bound is linearly proportional to the projected
electric height. Other curves represent the 3rd-order bound (4.32) with k0d cos θ
s as
a parameter. For every array thickness considered, there exists a range of α where
the overall bound is further reduced from (4.31). Below a certain threshold for α,
specified by the crossing point between the two curves given by (4.31) and (4.32), the
bandwidth bound decreases in a near linear dependence with respect to α. Above
the threshold, the bandwidth bound is independent of α. In a practical design, this
implies that it is theoretically impossible to approach the bound (4.31) if the element
polarizability is below a known threshold value.
For the tightly-coupled dipole array over a ground plane showing in Figure 4.16,
the two bandwidth bounds are plotted with respect to the scan angle in the two
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Figure 4.20. An unit cell of a conductor-backed planar array element under TM- or
TE-mode illumination.
principal planes in Figure 4.19 together with the simulated bandwidths. For different
scan angles, B/k0d cos θ
s is a constant for the 1th-order bound (4.31). The 3rd-order
bounds (4.32) for the two polarizations are shown to be lower than (4.31). The
bandwidths achieved by this array are indicated by circles and triangles, which are
lower than both bounds. It is concluded that the value of αk0/ab in this design is not
large enough for the given element height such that the overall bandwidth bound is
set by the specific dipole element design (i.e., by the 3rd-order bound) rather than the
total array thickness (i.e., by the 1th-order bound). For this array, it is found that
αk0/ab = 2.59 and k0d cos θ
s = 1.26 at θs = 0. This data point is shown as a circle in
Figure 4.18.
4.6.3 Conducting element on a grounded dielectric substrate
Consider doubly-periodic array of planar conducting array element on a grounded
dielectric substrate. Figure 4.20 shows a unit cell under TM- or TE-mode illumina-
tion. We limit the substrate material to dielectric materials due to their common use
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in practical array designs. For this geometry under TM- or TE-mode illumination,
the TM-mode plane wave reflection coefficient ΓTMz=0 is given by a sum of (4.197) and
(4.234) and the TE-mode plane wave reflection coefficient ΓTEz=0 is given by a sum of
(4.198) and (4.235). They are
ΓTMz=0 = −1 + j
(
2αpz00,d sin
2 θs
ab cos θs
)
k + 2
(
αpz00,d sin
2 θs
ab cos θs
)2
k2 − j cos θ
s
ab
× [2 (αpt00,dz2pt,d + d2αpt00,p) cos2 θs + (αpz00,d − αpz22,d) z2pz,d sin θs] k3 +O(k4)
(4.242)
ΓTEz=0 = −1− j
2 cos θs
ab
[
αpt00,dz
2
pt,d +
(
αpt00,d +
αmz00,p
η
sin2 θs
)
d2
]
k3 +O(k4).
(4.243)
Prior to comparing the 3rd-order bound with the 1th-order bound for this array, the
expansion coefficients in (4.242) and (4.243) were tested for numerical validation.
The exact metallic aperture shown in Figure 4.16(a) on a conductor-backed dielectric
substrate having relative permitivity ǫr = 1.5 and thickness d = 6.5 mm was chosen.
The low-frequency polarizabilities for the planar metallic aperture were found to be
αpt00,p = 1.4892× 10−6 m3 and αmz00,p = −6.141× 10−12 m3. The polarizabilities for
TM-mode θs = 30◦ were found to be αpz00,d = 1.457 × 10−7 m3, αpz22,d = −1.856 ×
10−11 m3, and αpt00,d = 1.828 × 10−7 m3. The polarizability for TE-mode θs = 30◦
was found to be αpt00,d = 1.644 × 10−7 m3 and for broadside θs = 0 was found to be
αpt00,d = 1.185× 10−7 m3.
In Figure 4.21(a), the blue solid curve is the simulation result for the Im{Γ}/k with
respect to frequency. The blue dashed line is the theoretical result for a1 from (4.242).
The red solid curve is the simulation result for Re{1+Γ}/k2 with respect to frequency.
The red dashed line is the theoretical result for a2 from (4.242). The simulation
results for the two coefficients, which are the limiting values in the low-frequency
limit, approach the theoretical results. For the TM-mode scan with θs = 30◦, the
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Figure 4.21. The comparisons between simulation and theory. (a) The 1th- and
2nd-order coefficient comparison. (b) 3rd-order coefficient comparison.
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1th-order coefficient a1 of Γ
TM
z=0 from simulation is 1.258× 10−3 m and the theoretical
result in (4.242) is 1.251× 10−3 m, with a difference 0.56%. The 2nd-order coefficient
a2 of Γ
TM
z=0 from simulation is 8.536× 10−7 m2 and the theoretical result in (4.242) is
7.826 × 10−7 m2, with a difference 9.07%. However, it is noted that their absolute
value are very close to zero.
In Figure 4.21(b), the third order coefficients are compared for different principal
plane scans. The blue solid curve is the simulation result for Im{Γ − a1k}/k3 with
respect to frequency for broadside scan. The blue dashed line is the theoretical result
for a3 from (4.242). Under the broadside scan condition, (4.242) and (4.243) are
identical. The green solid curve is the simulation result for Im{Γ − a1k}/k3 with
respect to frequency for TE-mode scan at θs = 30◦. The green dashed line is the
theoretical result for a3 from (4.243). The red solid curve is the simulation result
for Im{Γ − a1k}/k3 with respect to frequency for TM-mode scan at θs = 30◦. The
red dashed line is the theoretical result for a3 from (4.242). The simulation results
approach the theoretical results, which are the limiting values at low frequencies. For
broadside scan, the 3rd-order coefficient from simulation is 1.670 × 10−6 m3 and the
theoretical result in (4.242) or (4.243) is 1.667× 10−6 m3, with a difference of 0.18%.
For TE-mode scan, the 3rd-order coefficient from simulation is 1.466 × 10−6 m3 and
the theoretical result in (4.243) is 1.444 × 10−6 m3, with a difference 1.524%. For
TM-mode scan, the 3rd-order coefficient from simulation is 1.321 × 10−6 m3 and the
theoretical result in (4.243) is 1.302 × 10−6 m3, with a difference of 1.459%. From
these comparisons between theory and simulation, the accuracy of the expansion
coefficients of the plane-wave reflection coefficient expressed in terms of polarizabilities
is confirmed under different scan conditions.
For the tightly-coupled dipole array element on a grounded dielectric substrate
under test, the 1th- and 3rd-order bounds are plotted with respect to the scan angle
in two principal planes in Figure 4.22. They are compared with the bandwidths
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Figure 4.22. The 1th-order bound and 3rd-order bound comparison for the tightly-
coupled dipole element having a dielectric substrate with different scan angles.
obtained from frequency-swept simulation of each case. The bandwidths achieved by
this element are indicated by circles and triangles, which are lower than both the 1th-
and 3rd-order bounds. For different scan angles, B/k0d cos θ
s is a constant for 1th-
order bound. The 3rd-order bound is slightly lower than 1th-order bound in θs < 20◦
for both two principal plane scans. It indicates there exists a threshold angle θth that
1th-order bound cannot be reached in θs < θth. In the range θ
s > θth, the overall
bandwidth bound is determined by the 1th-order bound.
It is interesting to observe the impact of a dielectric substrate on the bandwidth
bound. The 1th-order bound does not change between Figure 4.19 for a free-standing
element and Figure 4.22 for a conducting element on a dielectric substrate. In other
words, the 1th-order bound stays unchanged as a dielectric substrate is introduced. In
comparison, the 3rd-order bound increases as a dielectric substrate is introduced to the
design. For a given planar conductor element, this implies that introducing a dielectric
substrate can potentially increase the bandwidth. Furthermore, it may be possible to
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further increase the bandwidth by using substrate of increasingly high permittivity
value. It is known that the polarizability of a scatterer is a monotonically increasing
function of the relative permittivity of the material comprising the volume [37]. A
higher polarizability leads to a stronger induced dipole moment and it potentially
results in a wider bandwidth. However, the permittivity of a dielectric substrate in
a planar conducting element design also depends on other factors, such as avoiding
excitation of surface waves that can result in scan blindness.
142
CHAPTER 5
FANO BOUNDS FOR CONNECTED WIRE ELEMENTS
5.1 Introduction
In this chapter, high-order Fano bandwidth bound is obtained. The similar
method from previous chapter is used. It provides tighter bound than the existing
Doane bound. It also includes the geometry design and relates to the polarizability
from chapter 3. In this chapter, connected array element is treated as scatterer under
the TM- or TE-mode plane wave incidence and the plane wave reflection due to the
induced current is obtained at low frequency. Then, Fano bandwidth bound is applied
to obtain the Doane bound (1th-order bound) and Fano high-order bound (3rd-order
bound). The piratical design is used to shows the Fano high-order is tighter than
Doane bound and it varies with changing of scan angle. Here, the assumption bases
on the unit cell size in x and y directions are both less than half wavelength (no grat-
ing lobe) and the ground separation is less than half of wavelength. The dielectric is
homogeneous, non-dispersive, and reciprocal.
5.2 Array configuration and scattering analysis
From the previous chapters, the Fano higher-order bandwidth bounds were ob-
tained for dipole elements. The array element was treated as a two port system. The
plane wave reflection coefficient with reference at z = 0 was expressed in terms of
polarizabilities, scan angles, and unit cell area. According to transmission line theory,
the reference can be move to where makes the two port system causal. Then, Fano
higher-order bandwidth limit was invoked to obtain the bandwidth upper bound for
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the element. In the derivations, the total electric field and total magnetic field vanish
as k → 0. This results ΓTMz=0 = ΓTEz=0 = −1. Such reflection coefficient expressions fail
to model the reflection coefficient of connected array element.
In order to model connected element, consider a connected planar PEC on xy-
plane over infinite ground plane is under TM- or TE-mode incidence, as shown in
Figure 5.1(a). The image theorem is applied to remove the ground plane in Fig-
ure 5.1(b). The current J1(r
′
1) is induced on the S1 surface and J2(r
′
2) is induced on
the S2 surface. The current density on the surface is found not to be uniform.
In Figure 5.2, the phase of the current is linear and the amplitude is non-uniform
in x direction. In order to have better result, the current amplitude has to be modeled
properly with additional 1 + α sin
(
π
a
|x|) factor. With this addition factor, the non-
uniform current distribution model is shown as blue dashed curves in Figure 5.2.
Hence, the two induced currents have identical magnitude surface current density
J0
[
1 + α sin
(
π
a
|x|)], where α is the ratio between the maximum current amplitude
and minimum current amplitude minus one, and flow in opposite directions forming
a closed loop. They adhere to the phase with reflected wave in the specular direction
in xy-plane. Hence, the induced current J1(r
′
1) and J2(r
′
2) can be expressed as
J1(r
′
1) = xˆJ0
[
1 + α sin
(π
a
|x|
)]
e−jkt·rt (5.1)
J2(r
′
2) = −xˆJ0
[
1 + α sin
(π
a
|x|
)]
e−jkt·rt. (5.2)
The equivalent circuit of the element can be modeled as a resistance Z0 and a ca-
pacitance C (due to the gap) connecting in parallel and then connecting with two
inductors having identical inductance L/2 in series, as shown in Figure 5.1(c). The
voltage Vemf is induced by the time-varying magnetic field and is define as
Vemf = −jc0Φk (5.3)
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Figure 5.1. (a) A connected planar PEC over infinite ground plane is under TM-
or TE-mode incidence with periodic boundary condition. (b) The image theorem is
applied to remove ground plane. (c) The equivalent circuit of the array element. (d)
The inductance due to the induced current under TM-mode incidence.
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Figure 5.2. The current distribution on the strip element for different TM-scan
angles. (a) Broadside. (b) θs = 30◦ (c) θs = 60◦
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where c0 is the speed of light and Φ =
∮
S
µ0Hb ·ds. The (0, 0)-th Floquet mode electric
field due to J1 and J2 is
Er00 =
kη
2abkz00
kˆr × kˆr ×
∮
S1
J1(r
′
1)e
jkr·r′1ds′ +
∮
S2
J2(r
′
2)e
jkr·r′2ds′

=
η
2ab cos θs
kˆr × kˆr × xˆ
∮
S1
xˆJ0
[
1 + α sin
(π
a
|x|
)]
e−jkt·rte−jkt·r
′
tejkt·r
′
tejkzdds′
−
∮
S1
xˆJ0
[
1 + α sin
(π
a
|x|
)]
e−jkt·rte−jkt·r
′
tejkt·r
′
te−jkzdds′

=
η
2ab cos θs
kˆr × kˆr × xˆ [j2 sin(kd cos θs)]
a/2∫
−a/2
w/2∫
−w/2
J0
[
1 + α sin
(π
a
|x|
)]
dx′dy′
= j
η sin(kd cos θs)
b cos θs
kˆr × kˆrxˆJ0a
(
1 +
2α
π
)
(5.4)
where let J0a = I0.
5.3 Low-Frequency Expansion of Γ: TM-mode
The background field in (4.33) is
Eb = xˆj2e
−jkxx′ sin(kz cos θs) cos θs + zˆ2e−jkxx
′
cos(kz cos θs) sin θs. (5.5)
The z-component causes the potential differences Vd and Vu in the vertical direction,
as shown in Figure 5.1(b). The induced current due to the phase difference in z-
component also leads a potential difference Vρd and Vρu, as shown in Figure 5.1(d).
These voltages should be included when the equivalent circuit in Figure 5.1(c) is
applied for TM-mode incidence.
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First, consider the voltages Vd and Vu in Figure 5.1(b) due to the background
electric field. The z-component of the background electric fields at x = a/2 and
x = −a/2 are
Ebz|x′= a
2
= e−j
kxa
2 2 cos(kz cos θs) sin θs (5.6)
Ebz|x′=− a
2
= ej
kxa
2 2 cos(kz cos θs) sin θs (5.7)
and the potential differences Vd and Vu are found to be
Vd =
−d∫
d
Ebz|x′= a
2
dz = −e−j kxa2 sin θs4 sin(kd cos θ
s)
k cos θs
(5.8)
Vu =
−d∫
d
Ebz|x′=− a
2
dz = −ej kxa2 sin θs4 sin(kd cos θ
s)
k cos θs
. (5.9)
Then, consider the voltages Vρd and Vρu in Figure 5.1(d) due to the induced currents.
The surface currents are xˆJ0e
−jkxx′ for z > 0 and −xˆJ0e−jkxx′ for z < 0. The induced
current has constant amplitude J0 and coheres the phase to the background field. The
line currents with a small portion dy are xˆJ0e
−jkxx′dy for z > 0 and −xˆJ0e−jkxx′dy
for z < 0. The electric field due to induced currents are
dE+φn = dE
−
φn = 0 (5.10)
dE+ρn = j
J0dy
4ωǫ
kzkxH
(2)
1
(
kzρ
+
)
e−jkxx
′
(5.11)
dE−ρn = −j
J0dy
4ωǫ
kzkxH
(2)
1
(
kzρ
−
)
e−jkxx
′
. (5.12)
The z-component of the electric field due the contributions from z > 0 and z < 0 is
dEz = 2
∑
n
(−dE+ρn sinαn + dE−ρn sin βn)
= −j J0dy
2ωǫ
kxkze
−jkxx′
∑
n
[
H
(2)
1
(
kxρ
+
)
sinαn −H(2)1
(
kxρ
−
)
sin βn
]
, (5.13)
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where the factor two is due to the identical contributions from y > 0 and y < 0. This
electric field is due to the line current from every unit cell. The total electric field is
the integral result over w. It is found to be
Ez =
w/2∫
−w/2
dEz = −j J0
2ωǫ
kxkze
−jkxx′
∑
n
w/2∫
−w/2
[
H
(2)
1
(
kxρ
+
)
sinαn −H(2)1
(
kxρ
−
)
sin βn
]
dy.
(5.14)
This is the z-component of the total electric field due to the induced currents from
z > 0 and z < 0. The voltages Vρu and Vρd due to the electric field are
Vρd = −
−d∫
d
Ez|x′= a
2
dz
= −j J0
2ωǫ
kxkze
− kxa
2
∑
n
−d∫
d
w/2∫
−w/2
[
H
(2)
1
(
kxρ
+
)
sinαn −H(2)1
(
kxρ
−
)
sin βn
]
dydz
(5.15)
Vρu = −
−d∫
d
Ez|x′=− a
2
dz
= −j J0
2ωǫ
kxkze
kxa
2
∑
n
−d∫
d
w/2∫
−w/2
[
H
(2)
1
(
kxρ
+
)
sinαn −H(2)1
(
kxρ
−
)
sin βn
]
dydz. (5.16)
The integral includes Bessel function and therefore is difficult to have closed form
expression. Fortunately, the integral result can be replaced by the inductance per
unit cell L.
Following the similar procedure, the magnetic field due to the line currents are
found to be
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dH+ρn = dH
−
ρn = 0 (5.17)
dH+φn = j
J0dy
4
kzH
(2)
1
(
kzρ
+
)
e−jkxx
′
(5.18)
dH−φn = −j
J0dy
4
kzH
(2)
1
(
kzρ
−
)
e−jkxx
′
. (5.19)
The total magnetic field in y-direction is
dHy = 2
∑
n
(
dH+φn sinαn − dH−φn sin βn
)
= j
J0dy
2
kze
−jkxx′
∑
n
[
H
(2)
1
(
kzρ
+
)
sinαn +H
(2)
1
(
kzρ
−
)
sin βn
]
, (5.20)
where the factor two due to the identical contribution from y > 0 and y < 0. The
small portion of dHy is due the line currents from every unit cell. The total magnetic
field is the integral result over the line w:
Hy =
w/2∫
−w/2
dHy = j
J0
2
kze
−jkxx′
∑
n
w/2∫
−w/2
[
H
(2)
1
(
kzρ
+
)
sinαn +H
(2)
1
(
kzρ
−
)
sin βn
]
dy.
(5.21)
The magnetic flux Φ is found to be
Φ =
1
2
∮
S
µ0H · ds = 1
2
d∫
−d
a/2∫
−a/2
µ0Hydxdz
= j
J0µ0
2kx
kz sin
kxa
2
∑
n
d∫
−d
w/2∫
−w/2
[
H
(2)
1
(
kzρ
+
)
sinαn +H
(2)
1
(
kzρ
−
)
sin βn
]
dydz.
(5.22)
The inductance L can be obtained via
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L =
Φ
I0
= j
µ0kz
2kx
sin
kxa
2
∑
n
d∫
−d
w/2∫
−w/2
[
H
(2)
1
(
kzρ
+
)
sinαn +H
(2)
1
(
kzρ
−
)
sin βn
]
dydz.
(5.23)
The integral result can be expressed in terms of L as
∑
n
d∫
−d
w/2∫
−w/2
[
H
(2)
1
(
kzρ
+
)
sinαn +H
(2)
1
(
kzρ
−
)
sin βn
]
dydz = 2L
kx
jµ0kz sin
kxa
2
. (5.24)
Substituting (5.24) into (5.15) and (5.16), the sum of Vρd and Vρu can be expressed
in terms of the inductance L as
Vρd + Vρu
= j
I0
2ωǫ
kxkz
(
j2 sin
kxa
2
)∑
n
d∫
−d
w/2∫
−w/2
[
H
(2)
1
(
kzρ
+
)
sinαn −H(2)1
(
kzρ
−
)
sin βn
]
dydz
= −j2I0ωL sin2 θs. (5.25)
The result shows the voltages Vρd and Vρu impact the inductance L by the factor
sin2 θs. It implies the impact increases as the scan angle increases. Finally, the
equivalent circuit model in Figure 5.1 is used to obtain the current I0:
2
(
Z0 + jωL+
1
jωC
)
I0 − Vd + Vu − Vρd − Vρu = Vemf, (5.26)
where Vemf = −jωΦ. The magnetic flux Φ is found to be
Φ = −
∮
S
µ0Hb · ds = −4
η
µ0ad. (5.27)
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Substituting (5.8), (5.9), and (5.25) into (5.26), the electric current I0 can be
obtained
I0 =
j2ad
(
µ0c0 − η sin2 θs
)
η
(
Z0 + jωL+
1
jωC
) k, (5.28)
where c0 is speed of light. Substituting c0µ0 = η and ω = kc0 into (5.28), the current
can be written as
I0 =
(−2adc0CL cos2 θs) k2 +O(k3). (5.29)
It is noticed the current distribution at low-frequency is O(k2). This property only
holds for the thin strip element which can be replaced by the equivalent thin wire
with a radius r = w/4 [49]. The electric field due to I0 can be found substituting I0
into (5.4). The horizontal component of the electric field is found to be
eˆt · Er00 = j
η sin(kd cos θs)
b cos θs
xˆ · (kˆr × kˆr × xˆ)I0
(
1 +
2α
π
)
= j
η sin(kd cos θs)
b cos θs
xˆ ·
[
−xˆI0 + kˆr(kˆr · xˆI0)
](
1 +
2α
π
)
= j
η sin(kd cos θs)
b cos θs
(−I0 + I0 sin2 θs)(1 + 2α
π
)
= −jkηd
b
cos2 θsI0
(
1 +
2α
π
)
= j
2ad2ηc0C
b
cos3 θs
(
1 +
2α
π
)
k3 +O(k4). (5.30)
The plane wave reflection coefficient is
ΓTMz=0 =
1
cos θs
(− cos θs + eˆt · Er00)
= −1 + j 2ad
2ηc0C
b
cos3 θs
(
1 +
2α
π
)
k3 +O(k4). (5.31)
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The 3th-order coefficient is L-independent and Z0-independent function. It implies
the 3th-order coefficient is independent from metal aperture design. Once the unit
cell size, ground separation are fixed, and scan angle are set, the 3th-order coefficient
is set.
5.4 Low-Frequency Expansion of Γ: TE-mode
For TE-mode incidence, since the electric field has constant phase on xy-plane,
the incidence field does not cause voltages Vd and Vu in Section 5.3. The induced
current from TE-mode incidence does not result voltages Vρd and Vρu in Section 5.3,
either. The current I0 in the circuit model is
(
Z0 + jωL+
1
jωC
)
I0 = Vemf, (5.32)
where Vemf = −jωΦ. The magnetic flux Φ is found to be
Φ =
∮
S
µ0Hb · ds = −2aµ0
ηkz
cos θs sin kzd. (5.33)
The electric field due to I0 can be found substituting (5.32) into (5.4).
I0 = −(2ad cos θsCL)k2 +O(k3). (5.34)
The current distribution is O(k2). This property holds only for the thin strip. The
horizontal component of the electric field is found to be
eˆi · Er00 = −jk
ηd
b
I0 = j
2ad2ηc0C
b
cos θs
(
1 +
2α
π
)
k3 +O(k4). (5.35)
The plane wave reflection coefficient is
ΓTEz=0 = −1 + j
2ad2ηc0C
b
cos θs
(
1 +
2α
π
)
k3 +O(k4). (5.36)
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The 3th-order coefficient is an L-independent and Z0-independent function. It is sim-
ilar what was found in Section 5.3. It is different from what was found in Section 5.3.
5.5 Fano Matching Bounds
Comparing (5.31) and (5.36) with (4.1), for TM-mode, the coefficients are obtained
as
a1 = 0 (5.37)
a2 = 0 (5.38)
a3 =
2ad2ηc0C
b
cos3 θs
(
1 +
2α
π
)
. (5.39)
For TE-mode, the coefficients are obtained as
a1 = 0 (5.40)
a2 = 0 (5.41)
a3 =
2ad2ηc0C
b
cos θs
(
1 +
2α
π
)
. (5.42)
Substituting coefficients, a1, a2, and a3 into (4.4)–(4.6), the coefficients of ln 1/Γz=d
expansion can be obtained. Then, the Doane bound in (4.31) and Fano matching
bound in (4.32) are obtained.
5.6 Numerical Results
From the discussion above, the Doane bound and Fano matching bound are coef-
ficients a1, a2, and a3-dependent. It is crucial if the theoretical expressions can agree
with the actual simulation results as k → 0. Here, a simple example, a connected
strip element in Figure 5.3, is chosen as demonstrative case. The unit cell dimen-
sion is a = 0.25 m and b = 0.25 m. The strip width is w = 0.01 m with a ground
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Figure 5.3. A connected strip element with cell dimension a = 0.25 m and b =
0.25 m. The strip width is w = 0.01 m and the port size is t = 0.001 m. The ground
separation, which is not shown in figure, is d = 0.1 m.
d = 0.1 m in z direction. The inductance per length is 1.1162 uF/m due to the
PEC strip is calculated from COMSOL Multiphysics. The total inductance per until
cell is L = 1.1162 × 10−6 × a = 0.279 uF. The scattering simulation was done with
CST SUITE 2019. The port impedance is set to be Z0 = 50 Ω. In order to provide
better match with the inductance due to the PEC strip, a series capacitor C, is added
at port. The 14.8 pF/m is used and it results the total C = 14.8×10−12×a = 3.7 pF.
According to (5.39) and (5.38), the 3rd-order coefficient also depends on α, a ratio
of the induced current distribution. Based on the several simulations, we can conclude
the ratio 1 + α is a function of the ratio between strip width and strip length w/a
and the series capacitor per length. Figure 5.4 shows the simulation result. The color
shows value of 1 + α. The red point is used to verify Fano bound. The α is equal to
0.24.
Figure 5.5 compares the 3rd-order coefficient a3 with different scan angles in both
TM-scan and TE-scan. At the broadside scan (θs = 0◦), the 3rd-order coefficient in
(5.39) and for TE-mode in (5.42) are identical. It is 9.648 × 10−3 m3. The CST
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Figure 5.4. The current ratio 1 + α with different w/a and capacitance per unit
length.
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Figure 5.5. The expansion coefficient comparison as Z0 = 50 Ω with a series capac-
itor C = 3.7 pF. (a) The 3rd-order coefficients comparison for TM-scans. (b) The
3rd-order coefficient comparison for TE-scans.
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simulation result is 9.811× 10−3 m3 at low-frequency. The difference is 1.66%. The
comparisons are the blue curves in Figure 5.5. At TM scan (θs = 30◦), the coefficient
a3 in (5.39) is found to be 6.267 × 10−3 m3. The CST simulation result is 6.375 ×
10−3 m3 at low-frequency. The difference is 1.69%. At TE scan (θs = 30◦), the
coefficient a3 in (5.42) is found to be 8.355 × 10−3 m3. The CST simulation result
is 8.490 × 10−3 m3 at low-frequency. The difference is 1.59%. The comparisons are
the red curves in Figure 5.5. At TM scan (θs = 60◦), the coefficient is found to be
1.206 × 10−3 m3. The CST simulation result is 1.226 × 10−3 m3 at low-frequency.
The difference is 1.63%. At TE scan (θs = 60◦), the coefficient is found to be 4.824×
10−3 m3. The CST simulation result is 4.902 × 10−3 m3 at low-frequency. The
difference is 1.59%. The comparisons are the green curves in Figure 5.5. As Figure 5.5
shows, with the port impedance Z0 = 50 Ω and a series capacitor C = 3.7 pF, the
3rd-order coefficients a3 in (5.39) for TM-scan and (5.42) for TE-scan are successfully
modeled as the unit cell sized a and b, ground separation d, scan angle θs, and the
series capacitor C.
With the matching impedance, the impedance bandwidth B is obtained in (4.31)
and (4.32). The Doane bound and Fano bound are plotted with respect to the scan
angle in two principal planes in Figure 5.6. They are compared with the bandwidth
from frequency-swept simulations. The bandwidth achieved by this element are in-
dicated by circles and triangles, which are lower than both Doane bound and Fano
bound. For the different scan angles of Doane bound, B/k0d cos θ
s is a constant.
The Fano bound is lower than Doane bound thought entire scan angle range in both
principal planes and it also varies corresponding to scan angles. This indicates the
Fano bound provides tighter bound and more design insight. For the Doane bound,
once the ground separation is fixed, the maximum bandwidth is set. The radiating
aperture design and the series capacitor are both ignored. From the previous studies,
these two elements will impact the bandwidth significantly. Hence, the Doane bound
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Figure 5.6. The Doane bound and Fano bound comparison for the connected strip
element with different scan angle.
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provides an over-conservative bandwidth bound. In the other hand, Fano bound not
only includes both elements but also more factors such as unit cell size. It not only
results tighter bandwidth bound but also provides more design insight.
According to (5.39) and (5.42), the increasing capacitor value leads larger 3rd-
order coefficient. Larger 3rd-order coefficient results broader Fano bound. This is the
well-known trend. However, this feature is not shown in Doane bound which excludes
the series capacitor in the bound.
5.7 Substrate Supported Strip Element
For the substrate supported element, the effect from additional dielectric has to
be taken into account. According to (4.197) and (4.198), the induced electric dipole
moments will have contributions on the expansion coefficients. For TM-scan, only the
horizontally electric dipole moment will be present for broadside scan. The vertical
dipole moment due to the dielectric substrate contributes to the 1th-order and 2nd-
order coefficients. The horizontally electric dipole moment contributes to the 3rd-
order coefficient. The Fano method holds because the relation holds a2 = a
2
1/2. The
contribution from dielectric substrate can be found in (4.207) and the contribution
from metal strip can be found in (5.31). Hence, the coefficients can be found as sum
of all the contribution. They are
a1 =
(
2 sin2 θs
cos θs
ǫr − 1
ǫr
d
)
(5.43)
a2 = 2
(
sin2 θs
cos θs
ǫr − 1
ǫr
d
)2
(5.44)
a3 = 2
ǫr − 1
ǫr
d3 cos θs
(
1
3
γ2 − Z
2
2
Z21
γ2 sin2 θs +
Z2
Z1
γ sin2 θs − 2
3
sin2 θs
)
+
2ad2ηc0C
b
cos3 θs
(
1 +
2α
π
)
. (5.45)
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itor C = 4.8 pF. (a) For TM 30◦ scan. (b) For TM 60◦ scan.
162
TM mode
Ei
J
i
εE
,
ˆ
i
x
xEε
,
ˆ
i
zzEε ,ˆ
J
zzEε
,
ˆ
J
xxEε
J
εE
x
z
TE mode
Ei
J
,
ˆ
i i
xxEε ε=E ,ˆ
J J
xxEε ε=E
z
y
(a)
(b)
r
r
Metal strip
Metal strip
ˆk
Figure 5.8. The field inside the dielectric substrate. (a) TM-mode incidence. (b)
TE-mode incidence
As Figure 5.7 shows, the 1th-order and 2nd-order coefficients , a1 and a2, have very
good agreements between CST simulation and the theoretical prediction in (5.43)
and (5.44). However, the (5.45) fails to predict the simulation result. In (5.45), the
coupling between the metal strip and the dielectric substrate is ignored.
Figure 5.8 shows the electric field inside the dielectric substrate due to TM-mode
and TE-mode incidences. Figure 5.8(a) shows the TM-mode incidence. There are
two electric fields inside the dielectric substrate. The Eiǫ is the electric field due to
the incidence field Ei. It can be decomposed into two components, the x-directed
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component Eiǫ,x and z-directed component E
i
ǫ,z. The E
J
ǫ is the electric field due to
the induced current J. It can also be decomposed into two components, the x-directed
component EJǫ,x and z-directed component E
J
ǫ,z. Figure 5.8(b) shows the TE-mode
incidence. There are two electric fields inside the dielectric substrate. The Eiǫ is the
electric field due to the incidence field Ei. It has only y-directed component Eiǫ,y.
The EJǫ is the electric field due to the induced current J. It also has the y-directed
component EJǫ,y.
The induced current of TM-mode creates vertical and horizontal electric fields
in the dielectric substrate. Due to the volume equivalence principle, the fields will
effectively create a horizontal and vertical volume electric current density. Recalling
in (4.33), the leading term of the horizontal component has the 1th-order of k and the
leading term of the vertical component has zero-order of k. This implies the order of
the vertical component has one order less than the horizontal component. Comparing
with (4.219), the vertical component which has zero-order of k contributes to the
1th-order of k. This implies vertical component will contributes to the coefficient
which has one order higher than itself. With the same expression, the horizontal
component which has 1th-order of k to contributes 3rd-order of k. This implies the
horizontal component will contributes to the coefficient which has two order higher
than itself. In (5.30), the leading term of the horizontal component is 3rd-order of k.
This leads the leading term of the vertical component is 2nd-order of k. Hence, the
vertical volume electric current density contributes to the 3rd-order coefficient and the
horizontal volume electric current contributes to the 5th-order coefficient. The (5.45)
is missing such contribution. The vertical electric current increases as the scan angle
increases because the vertical electric field increases. Hence, as shown in Figure 5.7,
the deviation of a3 increases as the scan angle increases and the simulation results
are greater than the theoretical results through the different scan angles.
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For TE-scan, based on (4.198), only horizontally electric dipole moment will be
induced for oblique incidence. It leads only 3rd-order coefficient. With this condition,
a2 = 2a2 always holds. This implies the c2 = 0. The similar procedure we provided in
this chapter is still applicable with the additional contribution from the horizontally
electric dipole moment. It is also found the additional substrate increases the constant
α. Here the test case is used the dimension in Figure 5.3 with an additional dielectric
substrate with dielectric constant ǫr = 4. The 3
rd-order coefficient for TE-mode is
found to be
a3 =
2ad2ηc0C
b
cos θs
(
1 +
2α
π
)
+
2
3
(ǫr − 1) d3 cos θs. (5.46)
The first term is the contribution from the induced current on the metal strip
and the second term is the contribution from the dielectric substrate. Here, in order
to have better matched, the series capacitor is adjusted to 4.8 pF and the constant
increases α = 0.4225.
Figure 5.9 compares the 3rd-order coefficient a3 with different scan angles in TE-
scan only. At the broadside scan (θs = 0◦), the 3rd-order coefficient in (5.46) is 1.578×
10−2 m3. The contribution from the induced current (metal strip) is 1.378× 10−2 m
and it is 87.32% of the a3. The contribution from the dipole moment (dielectric
substrate) is 2.000 × 10−3 m and it is 12.68% of the a3. The CST simulation result
is 1.629 × 10−2 m3 at low-frequency. The difference is 3.23%. The comparisons
are the blue curves in Figure 5.9. At scan θs = 30◦, the coefficient a3 is found to
be 1.366 × 10−2 m3. The contribution from the induced current is 1.193 × 10−2 m
and it is 87.32% of the a3. The contribution from the dipole moment (dielectric
substrate) is 1.732× 10−3 m and it is 12.68% of the a3. The CST simulation result is
1.413× 10−2 m3 at low-frequency. The difference is 3.44%. The comparisons are the
red curves in Figure 5.9. At θs = 60◦, the coefficient is found to be 7.889× 10−3 m3.
The contribution from the induced current is 6.889×10−3 m and it is 87.32% of the a3.
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Figure 5.9. The expansion coefficient comparison as Z0 = 50 Ω with a series capac-
itor C = 4.8 pF.The TE-scan is shown.
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Figure 5.10. The Doane bound and Fano bound comparison for the connected strip
element with different scan angle.
The contribution from the dipole moment (dielectric substrate) is 1.000×10−3 m and
it is 12.68% of the a3. The CST simulation result is 8.162×10−3 m3 at low-frequency.
The difference is 3.46%. The comparisons are the green curves in Figure 5.9. The
contribution from induced current is significantly greater than the contribution from
dipole moment. However, the contribution of dipole moment is not negligible. As
Figure 5.9 shows, with the port impedance Z0 = 50 Ω and a series capacitor C =
4.8 pF, the 3rd-order coefficients a3 of substrate supported array element in (5.46) for
TE-scan is successfully modeled as the unit cell sized a and b, ground separation d,
scan angle θs, and the series capacitor C.
With the matching impedance, the impedance bandwidth B is obtained in (4.31)
and (4.32). The Doane bound and Fano bound are plotted with respect to the scan
angle in TE-scan only in Figure 5.10. They are compared with the bandwidth from
frequency-swept simulations. The bandwidth achieved by this element are indicated
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by circles, which are lower than both Doane bound and Fano bound. For the different
scan angles of Doane bound, B/k0d cos θ
s is a constant. The Fano bound is lower than
Doane bound thought entire scan angle range and it also varies corresponding to scan
angles. This indicates the Fano bound provides tighter bound and more design insight
as it has been reported previously. The bandwidth trend follows what was reported in
the previous discussion even though with the additional dielectric substrate. The well-
knows feature, adding dielectric substrate reduces the bandwidth, can be found by
comparing Figure 5.6 and Figure 5.10. The bandwidth bound is lower with additional
dielectric substrate.
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CHAPTER 6
CONCLUSION
In the Chapter 2, the Fano bandwidth bound was derived for a free-space array
element based on the extinction cross section. The extinction cross section was ex-
tended to a periodic structure. The bandwidth bound includes the static polarizabil-
ities, scan angles, and unit-cell size. The bounds for narrowband and ultra-wideband
array elements were calculated and tested. The Fano bound predicts the bandwidth
from test element very well at small scan angle. In Chapter 3, the Fano bandwidth
bound was derived for a conductor-backed array element based on the extinction
cross section. The extinction cross section again was extended to a conductor-backed
periodic structure. The bandwidth bound includes the static polarizabilities, scan
angles, and unit-cell size. The bounds for narrowband and ultra-wideband array ele-
ments were calculated and tested. The Fano bound predicts the bandwidth from test
element very well at small scan angle. For the method in Chapters 2 and 3, the Fano
bound can precisely predict the bandwidth as the scan angle is small. When the scan
increases, the simple model for 1 − |Γ|2 starts losing the accuracy. This causes the
discrepancy to the Fano bound.
In Chapter 4, the Fano bandwidth bound was derived for a substrate-supported
conductor-backed dipole array element. The geometry is modeled using quadripole
moment. The 3rd-order reflection coefficient was obtained. Then, the Fano bound
was derived. The bound includes not only the substrate thickness but also the pa-
rameters of the element geometry, such as unit-cell sizes, substrate thickness, scan
angles, and static polarizabilities. The Fano bound not only provides more insight of
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element design but also shows it is tighter than the existing Doane bound according
to numerical result.
According to previous three chapters, the Fano bound for dipole element array
is successfully obtained. This bound provides more design insight and tighter limit.
However, it can be only applied on discontinuous element. In Chapter 5, the Fano
bound was derived for connected thin strip element. The 3rd-order reflection coeffi-
cient due to the induced current was modeled as function of scan angle, unit-cell size,
ground separation, and port capacitor as well as Fano bound. With similar feature,
the Fano bound not only provides more insight of element design but also shows it is
tighter than the existing Doane bound according to numerical result. This procedure
is not limited to substrate free. For the substrate supported element, the contribution
from the dielectric substrate has to be taken into account. For the TM-mode scan, the
theory model can predict the 1st-order and the 2nd-order coefficients well. However,
due to ignoring the coupling between metal strip and substrate, the theory fails to
predict the 3rd-order coefficient. This deviation does not happen to TE-mode scan.
The theory predicts the 3rd-order coefficient very well. This makes Fano bound is
only valid for broadside and TE-scan in dielectric substrate supported element. Cor-
rectly modeling the coupling between metal strip and substrate becomes the further
study in order to obtain Fano bound for TM-mode scan.
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APPENDIX A
FIELD DUE TO INFINITE PERIODIC SOURCES
The electric field due to a combination of periodic J and M sources is expressed
as an infinite series over the Floquet modes of all order (m,n) as
E =
∑
m,n
(
G¯EJmn · J˜±mn + G¯EMmn · M˜±mn
)
e−jk
±
mn·r (A.1)
where G¯EJmn and G¯
EM
mn are free-space dyadic Green’s functions for the electric field
for electric and magnetic sources of the (m,n)-th Floquet mode in the 2-D spectral
domain. The magnetic field is expressed in a similar form.
Associated with the mode index pair (m,n) are the wavenumber in the x- and
y-directions given by
kxm = ku+
2mπ
a
, u = sin θs cos φs (A.2)
kyn = kv +
2nπ
b
, v = sin θs sinφs (A.3)
where k is the free-space wavenumber.
In (A.1), J˜±mn and M˜
±
mn are the Fourier transforms of J and M defined by
J˜±mn =
∮
S
J(r′)ej(kxmx
′+kyny′±kzmnz′)ds′ (A.4)
M˜±mn =
∮
S
M(r′)ej(kxmx
′+kyny′±kzmnz′)ds′ (A.5)
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where z-wavenumber is
kzmn =

√
k2 − k2xm − k2yn, k2xm + k2yn ≤ k2
−j√k2xm + k2yn − k2, k2xm + k2yn > k2. (A.6)
The vector wavenumber k±mn is defined using (A.2), (A.3), and (A.6) as
k±mn = xˆkxm + yˆkyn ± zˆkzmn, kˆ±mn =
k±mn
k
. (A.7)
Components of G¯EJmn, G¯
EM
mn can by found by enforcing the fee-space wave equation
subject to proper radiation conditions at z → ±∞ and source conditions in V . An
electric source creates a discontinuity in the magnetic field and a magnetic source
causes a jump in the electric field. Analysis of Cartesian coordinates turns out to be
straightforward. In a matrix form for Cartesian components, the Green’s functions
from the electric field are found to be
G¯EJmn =
η
2abkkzmn

k2xm − k2 kxmkyn ±kxmkzmn
kxmKyn k
2
yn − k2 ±kynkzmn
±kxmkzmn ±kynkzmn k2zmn − k2
 (A.8)
and
G¯EMmn =
η
2abkzmn

0 ∓kzmn kyn
±kzmn 0 −kxm
−kyn kxm 0
 . (A.9)
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APPENDIX B
THE FOURIER TRANSFORMS OF THE SOURCES
According to Maxwell’s equations, the sources J(r′) andM(r′) in (A.4) and (A.5)
can be expressed in terms of the fields due to such sources. Using
∮
S
nˆ × Ads′ =∮
S
rnˆ · ∇ ×Ads′ for any vector field A, (A.4) can be written as
J±mn =
∮
S
J(r′)ejk
±
mn·r
′
ds′ =
∮
S
nˆ×H(r′)ejk±mn·r′ds′ =
∮
S
r′nˆ · ∇′ ×
[
H(r′)ejk
±
mn·r
′
]
ds′
=
∮
S
r′nˆ ·
[
∇′
(
ejk
±
mn·r
′
)
×H(r′) + ejk±mn·r′∇′ ×H(r′)
]
ds′
=
∮
S
r′nˆ ·
[
jkkˆ±mn ×H(r′) +
jk
η
E(r′)
]
ejk
±
mn·r
′
ds′
=
∮
S
r′jk
[
nˆ · kˆ±mn ×H(r′) + nˆ ·
E(r′)
η
]
ejk
±
mn·r
′
ds′
=
∮
S
r′jk
[
−kˆ±mn · nˆ×H(r′) + nˆ ·
E(r′)
η
]
ejk
±
mn·r
′
ds′
= −jk
∮
S
r′
[
kˆ±mn · nˆ×H(r′)− nˆ ·
E(r′)
η
]
ejk
±
mn·r
′
ds′, (B.1)
and (??) can be written as
M±mn =
∮
S
M(r′)ejk
±
mn·r
′
ds′ = −
∮
S
nˆ×E(r′)ejk±mn·r′ds′ = −
∮
S
r′nˆ · ∇′ ×
[
E(r′)ejk
±
mn·r
′
]
ds′
= −
∮
S
r′nˆ ·
[
∇′
(
ejk
±
mn·r
′
)
× E(r′) + ejk±mn·r′∇′ × E(r′)
]
ds′
= −
∮
S
r′nˆ ·
[
jkkˆ±mn × E(r′)− jkηH(r′)
]
ejk
±
mn·r
′
ds′
= −
∮
S
r′jk
[
nˆ · kˆ±mn × E(r′)− nˆ · ηH(r′)
]
ejk
±
mn·r
′
ds′
= −
∮
S
r′jk
[
−kˆ±mn · nˆ× E(r′)− nˆ · ηH(r′)
]
ejk
±
mn·r
′
ds′
= jk
∮
S
r′
[
kˆ±mn · nˆ× E(r′) + nˆ · ηH(r′)
]
ejk
±
mn·r
′
ds′. (B.2)
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APPENDIX C
THE TRANSFORMATION OF THE SCATTERED FIELD
In Figure 3.2(b), the scattered electric field Ea and Eb can be decomposed into
the tangential component (along the xy-plane) and the vertical component (along the
z-axis):
Ea = Eat + zˆEaz (C.1)
Eb = Ebt + zˆEbz (C.2)
where Eat and Ebt are the tangential vectors along the xy-plane and Eaz and Ebz are
the vertical components along the z-axis. The polarization unit vectors eˆi and eˆr can
be decomposed into the tangential component (along the xy-plane) and the vertical
component (along the z-axis):
eˆi = eit + zˆe
i
z (C.3)
eˆr = ert + zˆe
r
z. (C.4)
From the boundary condition of PEC surface, the relations between incident electric
wave and reflected electric wave are
eit = −ert (C.5)
zˆeiz = zˆe
r
z, (C.6)
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and between Ea and Eb are
Eat = −Ebt (C.7)
zˆEaz = zˆEbz . (C.8)
The dot-product eˆr∗ · Es can be written as
eˆr∗ · Es = eˆr∗ · (Ea + Eb) = eˆr∗ · Ea + eˆr∗ · Eb
= eˆr∗ · Ea + (er∗t + zˆer∗z ) · (Ebt + zˆEbz)
= eˆr∗ · Ea + (−er∗t + zˆer∗z ) · (−Ebt + zˆEbz)
= eˆr∗ · Ea + eˆi∗ · Ea. (C.9)
175
APPENDIX D
FIELD DISTRIBUTIONS: DIELECTRIC SLAB UNDER
TM-MODE PLANE WAVE INCIDENCE
Consider a dielectric slab with permittivity ǫ and permeability µ under TM-mode
plane wave illumination, as shown in Figure D.1. The polarization vectors Ei and
Er are the incident electric field and reflected electric field in medium 1 (free space),
respectively. The polarization vectors Hi and Hr are the incident magnetic field and
reflected magnetic field in medium 1, respectively. The propagation vectors kˆi and
kˆr are pointing in the propagation and reflected directions, respectively. The θs is
the incident angle and the θr is the reflected angle. Similar definitions are applied in
medium 2. The polarization vectors E−2 and H
−
2 are the electric field and magnetic
field propagating in −z-coordinate in medium 2. The polarization vectors E+2 and
H+2 are the electric field and magnetic field propagating in +z-coordinate in medium
2. The propagation vectors kˆ−2 and kˆ
+
2 are pointing −z-coordinate propagating and
+z-coordinate propagating, respectively. The θ2 is the incident angle.
For the simplicity, let the all electric fields and propagating vectors sit on xz-plane
and all magnetic fields point in −y-direction. The incident wave in medium 1 is
Hi = −yˆE
i
0
η
e−jk
i·r (D.1)
Ei = −ηkˆi ×Hi = E
i
0
k
(xˆkz + zˆkx) e
−ki·r, (D.2)
where
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Figure D.1. A conductor-backed dielectric slab is under TM-mode plane wave inci-
dence.
kˆi = xˆ sin θs − zˆ cos θs (D.3)
ki = xˆkx − zˆkz = k (xˆ sin θs − zˆ cos θs) . (D.4)
The reflected wave in medium 1 is
Hr = −yˆ E
r
0
η
e−jk
r·r (D.5)
Er = −ηkˆr ×Hr = −E
r
0
k
(xˆkz − zˆkx) e−jkr·r, (D.6)
where kˆr = xˆ sin θr + zˆ cos θr. The electric fields and magnetic fields in medium 2 are
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H−2 = −yˆ
E−20
η2
e−k
−
2 ·r (D.7)
E−2 = −η2kˆ−2 ×H−2 =
E−20
k2
(xˆk2z + zˆk2x) e
−jk−2 ·r (D.8)
H+2 = −yˆ
E+20
η2
e−k
+
2 ·r (D.9)
E+2 = −η2kˆ+2 ×H+2 =
E+20
k2
(−xˆk2z + zˆk2x) e−jk
+
2 ·r, (D.10)
where
k−2 = xˆk2x − zˆk2z (D.11)
k+2 = xˆk2x + zˆk2z (D.12)
kˆ−2 = xˆ sin θ
2 − zˆ cos θ2 (D.13)
kˆ+2 = xˆ sin θ
2 + zˆ cos θ2. (D.14)
The total electric and magnetic fields in medium 1 are
E1 = E
i + Er =
Ei0
k
(xˆkz + zˆkx) e
−ki·r +
Er0
k
(−xˆkz + zˆkx) e−jkr·r. (D.15)
H1 = H
i +Hr = −yˆ E
i
0
η
e−jk
i·r − yˆ E
r
0
η
e−jk
r ·r. (D.16)
The total electric and magnetic fields in medium 2 are
E2 = E
+
2 + E
−
2 =
E+20
k2
(−xˆk2z + zˆk2x) e−jk
+
2 ·r +
E−20
k2
(xˆk2z + zˆk2x) e
−jk−2 ·r (D.17)
H2 = H
+
2 +H
−
2 = −yˆ
E−20
η2
e−jk
−
2 ·r − yˆE
+
20
η2
e−jk
+
2 ·r. (D.18)
From the boundary condition, the horizontal electric components have to be contin-
uous. At z = 0, we have
−k2x
k2
E+20e
−jk2xx +
k2z
k2
E−20e
−jk2xx = 0→ E+20 = E−20. (D.19)
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At z = d, with the phase matching (kx = k2x), we have
k2z
k2
E+20e
−jk2zd − k2z
k2
E−20e
jk2zd = −kz
k
Ei0e
jkzd +
kz
k
Er0e
−jkzd (D.20)
1
η2
E+20e
−jk2zd +
1
η2
E−20e
jk2zd =
1
η
Ei0e
jkzd +
1
η
Er0e
−jkzd. (D.21)
From (D.20) and (D.21), we have
k2zk2 −k2zk2
1
η2
1
η2

E+20e−jk2zd
E−20e
−jk2zd
 =
−kzk kzk
1
η
1
η

 Ei0ejkzd
Er0e
−jkzd
 (D.22)
→
 Ei0ejkzd
Er0e
−jkzd
 = − k
2kzη2
 (Z2 − Z1)e−jk2zd − (Z2 + Z1)ejk2zd
−(Z2 + Z1)e−jk2zd + (Z2 + Z1)ejk2zd
E+20, (D.23)
where Z1 = kz/ωǫ0 and Z2 = k2z/ωǫ. The E
+
20 is found to be
E+20 = −
2kzη2
k
Ei0e
jkzd
1
(z2 − z1)e−jk2zd − (z2 + z1)ejk2zd
=
kzη2
k
ejkzd
z1 cos(k2zd) + jz2 sin(k2zd)
Ei0. (D.24)
From (D.17), the vertical component and horizontal component of total electric
field are
E2x = −k2z
k2
E+20e
−jk+2 ·r − k2z
k2
E−20e
−k−2 ·r =
k2z
k2
E+20e
−jk2xx
(
ejk2zz − e−jk2zz)
= j
2k2z
k2
E+20e
−jkxx sin(k2zz) (D.25)
E2z =
k2x
k2
E+20e
−jk+2 ·r +
k2x
k2
E−20e
−k−2 ·r =
k2x
k2
E+20e
−jk2xx
(
ejk2zz + e−jk2zz
)
=
2k2x
k2
E+20e
−jkxx cos(k2zz). (D.26)
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From (D.18), the total magnetic field is
H2y = − 1
η2
E−20e
−jk−2 ·r − 1
η2
E+20e
−jk+2 ·r = − 1
η2
E+20e
−jk2xx
(
ejk2zz + e−jk2zz
)
= − 2
η2
E+20e
−jkxx cos(k2zz). (D.27)
Substituting (D.24) into (D.25)–(D.27) and defining Ê2z = E2ze
jkxx, Ê2x = E2xe
jkxx,
Ĥ2y = H2ye
jkxx, and γ = k2z/kz we have
Ê2x = j
2k2zkzη2
kk2
ejkzd sin(k2zz)
Z1 cos(k2zd) + jZ2 sin(k2zd)
Ei0 =
2γ cos θs
ǫr
ejkzdj sin(γkz cos θs)
cos(k2zd) + j
Z2
Z1
sin(k2zd)
Ei0
=
2γ cos θs
ǫr
Ei0
[
(−jk) (−γz cos θs) +O(k2)] (D.28)
Ê2z =
2kxkzη2
kk2
ejkzd cos(k2zz)
Z1 cos(k2zd) + jZ2 sin(k2zd)
Ei0 =
2 sin θs
ǫr
ejkzd cos(k2zz)
cos(k2zd) + j
Z2
Z1
sin(k2zd)
Ei0
=
2 sin θs
ǫr
Ei0
{
1 + (−jk)
(
Z2
Z1
γ − 1
)
d cos θs
+ (−jk)2
[
1
2
(
γ2z2 + d2
)
+
(
Z22
Z21
− 1
2
)
d2γ2 − Z2
Z1
d2γ
]
cos2 θs +O(k3)
}
(D.29)
Ĥ2y = −2kz
k
ejkzd cos(k2zz)
Z1 cos(k2zd) + jZ2 sin(k2zd)
Ei0 = −
2
η
ejkzd cos(k2zz)
cos(k2zd) + j
Z2
Z1
sin(k2zd)
Ei0
= −2
η
Ei0
{
1 + (−jk)
(
Z2
Z1
γ − 1
)
d cos θs
+ (−jk)2
[
1
2
(
γ2z2 + d2
)
+
(
Z22
Z21
− 1
2
)
d2γ2 − Z2
Z1
d2γ
]
cos2 θs +O(k3)
}
.
(D.30)
Note
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k2zkzη2
kk2Z1
=
k2z
k2
kz
k
η2
Z1
=
γkz
n2k
kz
k
η2
Z1
=
γk cos θs
k
√
µrǫr
k cos θs
k
η
η cos θs
√
µr
ǫr
=
γ cos θs
ǫr
(D.31)
kxkzη2
kk2Z1
=
kx
k2
kz
k
η2
Z1
=
k sin θs
k
√
µrǫr
k cos θs
k
η
η cos θs
√
µr
ǫr
=
sin θs
ǫr
(D.32)
kz
kZ1
=
kz
k
1
Z1
=
k cos θs
k
1
η cos θs
=
1
η
. (D.33)
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APPENDIX E
FIELD DISTRIBUTIONS: DIELECTRIC SLAB UNDER
TE-MODE PLANE WAVE INCIDENCE
Consider a dielectric slab with permittivity ǫ and permeability µ under TM-mode
plane wave illumination, as shown in Figure E.1. The polarization vectors Ei and
Er are the incident electric field and reflected electric field in medium 1 (free space),
respectively. The polarization vectors Hi and Hr are the incident magnetic field and
reflected magnetic field in medium 1, respectively. The propagation vectors kˆi and
kˆr are pointing in the propagation and reflected directions, respectively. The θs is
the incident angle and the θr is the reflected angle. Similar definitions are applied in
medium 2. The polarization vectors E−2 and H
−
2 are the electric field and magnetic
field propagating in −z-coordinate in medium 2. The polarization vectors E+2 and
H+2 are the electric field and magnetic field propagating in +z-coordinate in medium
2. The propagation vectors kˆ−2 and kˆ
+
2 are pointing −z-coordinate propagating and
+z-coordinate propagating, respectively. The θ2 is the incident angle.
For the simplicity, let the all electric fields and propagating vectors sit on xz-plane
and all magnetic fields point in −y-direction. The incident wave in medium 1 is
Ei = yˆEi0e
−jki·r = yˆEi0e
−j(kxx−kzz) (E.1)
Hi =
1
η
kˆi ×Ei = E
i
0
kη
(xˆkz + zˆkx) e
−j(kxx−kzz) (E.2)
where
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Figure E.1. A conductor-backed dielectric slab is under TE-mode plane wave inci-
dence.
kˆi = xˆ sin θs − zˆ cos θs (E.3)
ki = xˆkx − zˆkz = k (xˆ sin θs − zˆ cos θs) . (E.4)
The reflected wave in medium 1 is
Er = −yˆEi0e−jk
i·r = −yˆEi0e−j(kxx+kzz) (E.5)
Hr =
1
η
kˆi × Er = E
i
0
kη
(xˆkz − zˆkx) e−j(kxx+kzz), (E.6)
where kˆr = xˆ sin θr + zˆ cos θr. The electric fields and magnetic fields in medium 2 are
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E−2 = yˆE
−
20e
−jk−
2
·r = yˆE−20e
−j(k2xx−k2zz) (E.7)
H−2 =
1
η2
kˆ−2 × E−2 =
E−20
k2η2
(xˆk2z + zˆk2x) e
−j(k2xx−k2zz) (E.8)
E+2 = −yˆE+20e−jk
+
2
·r = −yˆE+20e−j(k2xx+k2zz) (E.9)
H+2 =
1
η2
kˆ+2 × E+2 =
E+20
k2η2
(xˆk2z − zˆk2x) e−j(k2xx+k2zz), (E.10)
where
k−2 = xˆk2x − zˆk2z (E.11)
k+2 = xˆk2x + zˆk2z (E.12)
kˆ−2 = xˆ sin θ
2 − zˆ cos θ2 (E.13)
kˆ+2 = xˆ sin θ
2 + zˆ cos θ2. (E.14)
The total electric and magnetic fields in medium 1 are
E1 = E
i + Er = yˆEi0e
−j(kxx−kzz) − yˆEr0e−j(kxx+kzz) (E.15)
H1 = H
i +Hr =
Ei0
kη
(xˆkz + zˆkx) e
−j(kxx−kzz) +
Er0
kη
(xˆkz − zˆkx) e−j(kxx+kzz). (E.16)
The total electric and magnetic fields in medium 2 are
E2 = E
−
2 + E
+
2 = yˆE
−
20e
−j(k2xx−k2zz) − yˆE+20e−j(k2xx+k2zz) (E.17)
H2 = H
− +H+ =
E−20
k2η2
(xˆk2z + zˆk2x) e
−j(k2xx−k2zz) +
E+20
k2η2
(xˆk2z − zˆk2x) e−j(k2xx+k2zz).
(E.18)
From the boundary condition, the horizontal electric components have to be contin-
uous. At z = 0, we have
E−20e
−jkxx −E+20e−jkxx = 0→ E+20 = E−20. (E.19)
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At z = d, with the phase matching (kx = k2x), we have
− E+20e−jk2zd + E−20ejk2zd = Ei0ejkzd − Er0e−jkzd (E.20)
k2z
k2η2
E+20e
−jk2zd +
k2z
k2η2
E−20e
jk2zd =
kz
kη
Ei0e
jkzd +
kz
kη
Er0e
−jkzd. (E.21)
From (E.20) and (E.21), we have
−1 1
k2z
k2η2
k2z
k2η2

E+20e−jk2zd
E−20e
−jk2zd
 =
 1 −1
kz
kη
kz
kη

 Ei0ejkzd
Er0e
−jkzd
 (E.22)
→
 Ei0ejkzd
Er0e
−jkzd
 = 1
2Z2
(−Z2 + Z1)e−jk2zd + (Z2 + Z1)ejk2zd
(Z2 + Z1)e
−jk2zd + (Z2 + Z1)e
jk2zd
E+20, (E.23)
where Z1 = ωµ0/kz and Z2 = ωµ/k2z. The E
+
20 is found to be
E+20 =
2Z2e
jkzd
(−Z2 + Z1)e−jk2zd + (Z2 + Z1)ejk2zdE
i
0 =
Z2e
jkzd
Z1 cos (k2zd) + j sin (k2zd)
Ei0.
(E.24)
From (E.18), the vertical component and horizontal component of total magnetic
field are
H2x = − k2z
k2η2
E+20e
−jk+
2
·r +
k2z
k2η2
E−20e
−k−
2
·r =
k2z
k2η2
E+20e
−jk2xx
(
ejk2zz + e−jk2zz
)
=
2k2z
k2η2
E+20e
−jkxx cos(k2zz) (E.25)
H2z = − k2x
k2η2
E+20e
−jk+2 ·r +
k2x
k2η2
E−20e
−k−2 ·r =
k2x
k2η2
E+20e
−jk2xx
(
ejk2zz − e−jk2zz)
= j
2kx
k2η2
E+20e
−jkxx sin(k2zz). (E.26)
From (E.17), the total electric field is
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E2y = −E+20e−jk
+
2
·r + E−20e
−jk−
2
·r = E+20e
−jk2xx
(
ejk2zz − e−jk2zz)
= j2E+20e
−jkxx sin (k2zz) . (E.27)
Substituting (E.24) into (E.25)–(E.27) and defining Ĥ2x = H2xe
jkxx, Ĥ2z = H2ze
jkxx,
and Ê2y = E2ye
jkxx, we have
Ĥ2x =
2k2z
k2η2
Z2e
jkzd cos (k2zz)
Z1 cos (k2zd) + jZ2 sin (k2zd)
Ei0 =
2 cos θs
η
ejkzd cos (k2zz)
cos (k2zd) + j
Z2
Z1
sin (k2zd)
Ei0
=
2 cos θs
η
Ei0
{
1 + (−jk)
(
Z2
Z1
γ − 1
)
d cos θs
+ (−jk)2
[
1
2
(
γ2z2 + d2
)
+
(
Z22
Z21
− 1
2
)
d2γ2 − Z2
Z1
d2γ
]
cos2 θs +O(k3)
}
(E.28)
Ĥ2z = j
2kx
k2η2
Z2e
jkzd sin (k2zz)
Z1 cos (k2zd) + jZ2 sin (k2zd)
Ei0 =
2 sin θs
γη
ejkzdj sin (k2zz)
cos (k2zd) + j
Z2
Z1
sin (k2zd)
Ei0
=
2 sin θs
γη
[
(−jk) (−γz cos θs) +O(k2)]Ei0
= (−jk)
(
−2 sin θ
s cos θs
η
z
)
Ei0 +O(k
3) (E.29)
Ê2y = j
2Z2e
jkzd sin (k2zz)
Z1 cos (k2zd) + jZ2 sin (k2zd)
Ei0 =
2µr
γ
ejkzdj sin (k2zz)
cos (k2zd) + j
Z2
Z1
sin (k2zd)
Ei0
=
2µr
γ
[
(−jk) (−γz cos θs) +O(k2)]Ei0
= (−jk) (−2µrz cos θs)Ei0 +O(k3). (E.30)
Note
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k2z
k2η2
Z2
Z1
=
k2z
n2k
Z2
Z1
1
η2
=
k2z√
µrǫrk
ωµ
k2z
kz
ωµ0
1
η
√
ǫr
µr
=
kz
k
1
η
=
cos θs
η
(E.31)
kx
k2η2
Z2
Z1
=
kx
n2k
Z2
Z1
1
η2
=
kx√
µrǫrk
ωµ
k2z
kz
ωµ0
1
η
√
ǫr
µr
=
kx
k
kz
k2z
1
η
=
sin θs
γη
(E.32)
Z2
Z1
=
ωµ
k2z
kz
ωµ0
=
µ
µ0
kz
k2z
=
µr
γ
. (E.33)
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