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This paper presents an adaptive fuzzy observer design to synchronize chaotic systems. The
chaotic system is expressed in the form of Takagi–Sugeno fuzzy model (T–S fuzzy system),
which considers the eﬀect of model mismatches. Based on this model, an adaptive fuzzy obser-
ver is developed to deal with the synchronization of nonidentical chaotic systems. In contrast to
the framework of parallel distributed compensation for T–S fuzzy system, the proposed method
does not rely on the existence of commonmatrix Pwhich is imposed in stability conditions. The
computer simulation examines the performance of two well-known chaotic systems, Lorenz
system and Chua circuit. The results show that the proposed approach can not only attain
synchronization but also is robust to parameter perturbations in the drive system.
 2005 Elsevier Inc. All rights reserved.
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cult to predict. With these properties the secure communication can perform trans-
mitting messages, masked by chaotic signals or modulated in chaotic systems. The
idea of secure communication is to encrypt a plain text at the transmitter and decrypt
the cipher text at the receiver. The transmission channels are public in general. That
means anyone is able to detect or obtain the transmitted data. Therefore, it is advis-
able to mask or modulate the information within a chaotic signal and retrieve it from
the received signal. For these purposes, the principle of synchronization of chaotic
system is utilized.
Synchronization of chaotic system has attracted much interest in study for its po-
tential applications in many areas such as secure communication, chemical reactions,
biological systems, and information processing [3]. The primary scheme of chaos
synchronization is the drive-driven systems addressed by Pecora and Carroll [13],
where the output of drive system is to control the response of driven system such that
coherent response of both systems can be attained. From the control point of view,
synchronization can be viewed as designing proper observer [11]. The driving system
usually transmits some of its states to the driven system at the receiving end. Then,
based on the limited signals developing control of the observer is to recover all states
of the drive system. Accordingly, the state variables of the receiver (driven) system
have synchronous responses with the original (drive) system.
There are various methodologies for chaos synchronization studied in the past
decade [3]. Many research works are developed on the basis of exact mathematic
model of the system and noise-free condition. However, for practical application
such perfection seems to be unrealistic. It is very common that the perturbations
of parameters are inevitable due to device aging or varying of the operating environ-
ment. Besides, noise or disturbance does exist physically. The robust control strategy
usually deals with these problems and provides an eﬀective solution to synchroniza-
tion of chaotic system.
Several adaptive synchronization methods have been reported recently. For exam-
ples, Liao and Tsai [9] addressed an adaptive observer to estimate the unknown
parameter and disturbance of a chaotic system with output feedback term. Chen
and Lu [4] derived an adaptive algorithm to a speciﬁc uncertain uniﬁed chaotic
model. Feki [7] designed complete adaptive observer-based response system to syn-
chronize chaos with parameter uncertainties. Having been employed in the continu-
ous-time chaotic systems, adaptive control is also applicable to synchronization of
discrete-time chaos. The principle of parameter identiﬁcation was cited in [6]. Based
on this principle, the slave system parameters were tuned by both synchronization
and optimization algorithms. Synchronization of model-unknown discrete-time gen-
eralized Henon map was discussed in [19].
The above research works are essentially based on the explicit mathematic model
to analyze and design the synchronization of continuous-time or discrete-time cha-
otic system. In this work, the synchronization by fuzzy control methodology is ad-
dressed. The fuzzy model of chaotic system can be obtained by model
construction [15] or linearization method [14] which is adopted in this paper. Gener-
ally, the nonlinear system is linearized around some operating points to produce cer-
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fuzzy inferences, which give the T–S fuzzy model. In fact a wide class of chaotic sys-
tems can be represented by T–S fuzzy models with one premise variable in fuzzy rules
[8].
As to the controller and observer design of T–S fuzzy system, much research
works are based on the concept of parallel distributed compensation [16,17] to derive
the suﬃcient conditions of stability and observability and yield fruitful results.
According to the approach, a common matrix P is required for each fuzzy local sys-
tem, which is to guarantee the stabilization of the global fuzzy system (in the sense of
Lyapunov). Generally, the exploration of the common matrix for synthesis of con-
troller or observer can be recast as convex problem that can be solved eﬃciently
by linear matrix inequality (LMI) optimization techniques. In spite of LMIs advan-
tages, the existence of the solution, which satisﬁes the suﬃcient conditions, is still not
guaranteed. Speciﬁcally as the number of fuzzy rule becomes large or too many con-
straints are imposed, the solution could be infeasible [10].
As opposed to LMIs method, we explore an adaptive fuzzy observer scheme to
deal with the synchronization problem. In each fuzzy subspace, the local dynamics
is regarded as the nominal model and the eﬀect of other rules stand for the uncer-
tainty. Accordingly, the T–S fuzzy model can be treated as the linear uncertain
system. Further, by appropriately selecting the observer gain and deriving an updat-
ing law for estimation of the uncertainty, the synchronization and stability of the
global system can be guaranteed by the Lyapunov approach. Finally, the computer
simulations demonstrate the eﬀectiveness and robustness of proposed scheme.2. T–S fuzzy model of chaos systems
Consider a general chaotic system described by
_xðtÞ ¼ f ðxðtÞÞ;
yðtÞ ¼ hðxðtÞÞ; ð1Þ
where x(t) 2 Rn is the state vector, y(t) 2 Rm is the output vector, f(Æ) and h(Æ) are
nonlinear functions with appropriate dimensions. Further, it is assumed that f(Æ) is
known or partly known and has continuous diﬀerentiation to x(t), and the output
equation is of the linear form y(t) = Cx(t). The dynamics of the chaos system can
be approximated around some operating points xis. Then, the linearized state equa-
tion [14] can be written as_xðtÞ ¼ AixðtÞ þ diðtÞ; i ¼ 1; 2; . . . ; q; ð2Þwhere Ai ¼ ðof =oxÞx¼xi , di(t) = (f(xi)  Aixi + higher order terms) stands for the
approximation error, and q is the number of operating point. Note that in contrast
to general linearization method xi needs not be an equilibrium point. Since the lin-
earized models depict system dynamics in local region around the operating points, it
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With proper selection and deﬁnition of input variables and the corresponding mem-
bership functions, the T–S fuzzy representation for chaotic system is written as
Rl : If z1ðtÞ isMl1 and . . . and zjðtÞ is Mlj
then _xðtÞ ¼ AlxðtÞ þ dlðtÞ; yðtÞ ¼ CxðtÞ
l ¼ 1; 2; . . . ; q;
ð3Þ
where Mlk denotes the fuzzy set (k = 1,2, . . . , j) and z(t) = [z1(t),z2(t), . . . ,zj(t)]
T is the
premise variable vector associated with the system states.
By center of gravity defuzziﬁcation, the inferred result of state equation is
_xðtÞ ¼
Pq
l¼1
wlðzÞ½AlxðtÞ þ dlðtÞPq
l¼1
wlðzÞ
; ð4Þ
where wlðzÞ ¼
Qj
i¼1M
l
iðziÞ and MliðziÞ is the grade of membership function Mli corre-
sponding zi(t). Since the output equation in each fuzzy rule has the same form, there-
fore it can be viewed as the inferred result directly. Let ll(z) be deﬁned as
llðzÞ ¼
wlðzÞPq
l¼1
wlðzÞ
: ð5Þ
Then (4) becomes
_xðtÞ ¼
Xq
l¼1
llðxÞ½AlxðtÞ þ dlðtÞ: ð6Þ
It is obviously
Pq
l¼1llðzÞ ¼ 1 and ll(z)P 0 for l = 1,2, . . . ,q.
The principle of parallel distributed compensation [17] provides an eﬀective meth-
odology to systematic analysis and design of T–S fuzzy system. Many research works
follow this concept to derive the fuzzy controller and fuzzy observer [12]. According
to their results there should exist a common matrix P for each fuzzy local dynamics,
which is to guarantee stabilization of the global system in the sense of Lyapunov.
However, the common matrix P was not easy to obtain until Tanaka et al. [16] intro-
duced linear matrix inequality (LMI) method to solve this problem. In fact, the LMI
is a very powerful tool to the design of T–S fuzzy systems. It is shown that LMI
method can lead to an eﬀective way for deducing suﬃcient conditions of stabilization
[12,16]. In spite of its success the existence of the solution is not guaranteed. When
the number of fuzzy rules is large or constraints increase, the solutions may be infea-
sible [10].
To avoid the problem of searching matrix P, the concept of piecewise smooth
quadratic Lyapunov functions is addressed in [2]. Based on their results the state
space of fuzzy system is participated into q fuzzy subspaces, Sl, where
Sl = {zjll(z)P li(z), i = 1,2, . . . ,q, i5 l}. Then, assume that the partition is well be-
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local dynamics in every fuzzy subspace. In each subspace Sl, the state equation is
given by
_xðtÞ ¼ llðzÞAlxðtÞ þ
Xq
i¼1
i6¼l
liðzÞAixðtÞ þ
Xq
i¼1
liðzÞdiðtÞ
¼ AlxðtÞ þ DAlxðtÞ þ
Xq
i¼1
liðzÞdiðtÞ; ð7Þ
where
DAl ¼
Xq
i¼1
i6¼l
liðzÞðAi  AlÞ: ð8Þ
From (7), it reveals that in subspace Sl the system dynamics is dominated by local
model Al and other fuzzy inferences are regarded as uncertainties. The design of
fuzzy system is not only to focus on the local dynamics Al but also deal with the eﬀect
of interactions coming from the other fuzzy rules. When the stabilization in each fuz-
zy subspace is achieved, the global system stability is achieved in the sequel.
This concept prompts us to modify (6) as
_xðtÞ ¼ ðA0 þ DAðt; xÞÞxðtÞ þ Dðt; xÞ; ð9Þ
where
A0 ¼ 1q
Xq
i¼1
Ai;
DAðt; xÞ ¼
Xq
i¼1
liðzÞðAi  A0Þ;
Dðt; xÞ ¼
Xq
i¼1
liðzÞdi:
ð10Þ
The T–S fuzzy system is regarded as a perturbed linear system consisting of the nom-
inal dynamics A0x, the perturbation DA(t,x), and the modeling error or disturbance
D(t,x).3. Adaptive observer for T–S fuzzy systems
Before proceeding derivation, we impose the matched conditions on the system (9)
over the uncertainties DA(t,x) and D(t,x). It is assumed that there are some matrices
B0 :R
n·p, E(Æ): R · Rn ! Rp, and F(Æ): R · Rn ! Rp such that
DAðt; xÞ ¼ B0Eðt; xÞ;
Dðt; xÞ ¼ B0F ðt; xÞ:
ð11Þ
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_xðtÞ ¼ A0xðtÞ þ B0ðEðt; xÞ þ F ðt; xÞÞ ¼ A0xðtÞ þ B0nðt; xÞ;
yðtÞ ¼ CxðtÞ; ð12Þ
where n(t,x) 2 Rp denotes the lumped uncertainty. Herein we assume (A0,B0) to be
controllable and (A0,C) to be observable. An adaptive observer is designed to
achieve asymptotic state estimation in the presence of uncertainty. Let the observer
for T–S fuzzy model be deﬁned as
_^xðtÞ ¼ A0x^ðtÞ þ B0ðuðtÞ þ n^ðx^jhÞÞ þ Lðy^ðtÞ  yðtÞÞ;
y^ðtÞ ¼ Cx^ðtÞ; ð13Þ
where u(t) 2 Rp is the control vector, n^ðx^jhÞ is the estimation of n(t,x), and L 2 Rn·m
is the constant observer gain. Since n(t,x) is unknown and estimation of the state can
only depend on the output injection, a unifying adaptive fuzzy observer scheme is
proposed as follows.
As been employed in published literatures, the fuzzy systems can approximate any
real continuous function on a compact set to an arbitrary accuracy. Accordingly we
use the following Mamdani type fuzzy inference to estimate the ith element of n, ni,
as
Rj : If x1ðtÞ is eMj1 and . . . and xnðtÞ is eMjn
then n^i is eDij; j ¼ 1; 2; . . . ; r:
The output of fuzzy inference is given by
n^iðxjhiÞ ¼
Pr
j¼1
hij
 Qn
h¼1
leM jhðxhÞ

Pr
j¼1
Qn
h¼1
leM jhðxhÞ
¼ hTi xðxÞ; ð14Þ
where hi = (hi1,hi2, . . . ,hir)
T is an adjustable parameter vector, hij is the center of eDij
for i = 1,2, . . . ,p, and j = 1,2, . . . , r, x(x) is called the fuzzy basis function. Then, we
have n^ðxjhÞ ¼ hTxðxÞ, h 2 Rr·p. Assume that there exists an optimal parameter
matrix
h ¼ argmin
h2Xh
sup
x
n^ðxjhÞ  nðt; xÞ
   ð15Þ
such that
n^ðxjhÞ  nðt; xÞ
  6 e; ð16Þ
where Xh = {hjtr(hTh) <Mh}, Mh is a given constant, and e is an unknown upper-
bound and can be determined via adaptive mechanism. Since the system state is
unavailable for measurement, we replace x by x^ in the premise of fuzzy rules and
yield the estimation n^ðx^jhÞ.
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is described by
_~x ¼ A0~xþ B0ðuþ n^ðx^jhÞ  nðt; xÞÞ þ LC~x
¼ ðA0 þ LCÞ~xþ B0ðn^ðx^jhÞ  nðt; xÞ þ n^ðx^jhÞ  n^ðx^jhÞ þ n^ðxjhÞ  n^ðxjhÞ þ uÞ
¼ A~xþ B0ð~hTxðx^Þ þ n^ðx^jhÞ  n^ðxjhÞ þ n^ðxjhÞ  nðt; xÞ þ uÞ; ð17Þ
where ~h ¼ h h. The design work is to explore adaptive law for adjusting parame-
ters h and determine appropriate control u(t) such that the state estimation error
converges to zero while maintaining all signals bounded.
To ensure the stability of adaptive observer, we give the following hypotheses:
(A1) The fuzzy basis function x(x) is Lipschitz in x with constant c, i.e.,
xðx^Þ  xðxÞk k 6 ckx_xk: ð18Þ
(A2) There exist two symmetric positive deﬁnite matrices P and Q satisfying
A
T
P þ PA ¼ Q;
PB0 ¼ CT:
ð19Þ
(A3) The matrices P and Q have the following property
2cMh B0k k 6 kminðQÞkmaxðP Þ : ð20Þ
The Lipschitz condition of x(x) can be veriﬁed by investigating the norm value of its
Jacobian matrix. The second assumption is exactly the celebrated Kalman–Yakubo-
vich lemma [14]. The assumption (A3) refers to the suﬃcient condition to design of
stable adaptive observer [1].
Choose the control input and the adaptive laws for updating parameters as
u ¼
 e^B
T
0 P~x
~xTPB0
  if ~xTPB0  6¼ 0;
0 if ~xTPB0
  ¼ 0;
8><>: ð21Þ
_h ¼
2g1xðx
_Þ~xTPB0
if hk k < Mhð Þ or hk k ¼ Mh and tr hTxðx^Þ~xTPB0
 
P 0
 
;
2g1xðx
_Þ~xTPB0 þ 2g1tr hTxðx^Þ~xTPB0
  1þ hk k2
M2h
h
if hk k ¼ Mh and trðhTxðx^Þ~xTPB0Þ < 0;
8>>>>><>>>>:
ð22Þ
_^e ¼ 2g2 BT0 P~x
 ; ð23Þ
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following theorem.
Theorem 1. Consider the chaotic system (12) satisfying the assumptions (A1)–(A3).
If the adaptive laws (22) and (23) and control input (21) are applied, then the
adaptive fuzzy observer (13) is convergent to the states x asymptotically, i.e., ~x ! 0
as t !1. Furthermore, the boundedness of all signals in the closed-loop is
guaranteed.Proof. We ﬁrst prove the bounded property of h using adaptation (22). Deﬁne a
positive function V h ¼ 12 trðhThÞ ¼ 12 hk k2. It is true that _V h ¼ dV hdt ¼ trðhT _hÞ. Applying
the adaptive law (22) one yieldstrðhT _hÞ ¼
2g1trðhTxðx^Þ~xTPB0Þ
for ð hk k < MhÞ or ð hk k ¼ Mh and trðhTxðx^Þ~xTPB0ÞP 0Þ;
2g1trðhTxðx^Þ~xTPB0Þ þ 2g1trðhTxðx^Þ~xTPB0Þ
1þ hk k2
M2h
trðhThÞ
for hk k ¼ Mh and trðhTxðx^Þ~xTPB0Þ < 0:
8>>>>><>>>>>:
ð24ÞAs to the ﬁrst case, it is obviously _V h 6 0. In the second case, since khk = Mh, we
have trðhT _hÞ ¼ 2g1trðhTxðx^Þ~xTPB0Þkhk2 < 0. Therefore, the boundedness of h,
khk 6Mh, is assured.
Consider the Lyapunov function candidate
V ¼ ~xTP~xþ 1
2g1
trð~hT~hÞ þ 1
2g2
~e2; ð25Þ
where ~e ¼ e^ e. The time derivative of V is_V ¼ ~xTðATP þ PAÞ~xþ 2~xTPB0hTðxðx^Þ  xðxÞÞ þ 2~xTPB0~hTxðx^Þ
þ 2~xTPB0 n^ðxjhÞ  nðt; xÞ  eB
T
0 P~x
~xTPB0
  ~eBT0 P~x~xTPB0 
 !
þ 1
g1
trð~hT _hÞ þ 1
g2
~e _^e
6 ~xTQ~xþ 2 ~xTPB0
  hk k xðx^Þ  xðxÞk k þ 1
g1
tr ~h
T _hþ 2g1xðx^Þ~xTPB0
 	h i
þ 2 ~xTPB0
  n^ðxjhÞ  nðt; xÞ  e 	þ 1
g2
~e _^e 2g2 ~xTPB0
  	: ð26Þ
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_V 6 ~xTQ~xþ 2cMh ~xTPB0
  ~xk k þ 2g1I1tr hTxðx^Þ ~xTPB0   1þ hk k2M2h trð~hThÞ
6 ~xT kminðQÞ  2cMh B0k kkmaxðP Þð Þ~x
þ 2g1I1tr hTxðx^Þ ~xTPB0
   1þ hk k2
M2h
trð~hThÞ; ð27Þ
where I1 = 0 for the ﬁrst case in (22), and I1 = 1 for the second case of (22). If I1 = 0
and with (A3), we have _V 6 0. When I1 = 1, using the following equality
trð~hThÞ ¼ 1
2
trðhThÞ  1
2
trðhThÞ þ 1
2
trð~hT~hÞ ð28Þ
with the fact trðhThÞ 6 M2h ¼ trðhThÞ, we have trð~h
T
hÞP 0: Thus
I1trðhTxðx^Þ ~xTPB0
 Þ 1þ hk k2
M2h
trð~hThÞ 6 0: ð29Þ
That implies
_V 6 b~xT~x; b > 0: ð30Þ
Therefore, V 2 L1, which indicates ~x, ~h, ~e, u 2 L1. Integrating (30) from 0 to 1 re-
sults in
b
Z 1
0
~xT~xdt 6 V ð0Þ  V ð1Þ <1: ð31Þ
That is, ~x 2 L2. From (17) and Lipschitz condition on the fuzzy estimation, it can be
seen _~x 2 L1. By Babalat lemma [14], we have ~x ! 0 as t !1. hRemark 1. In Theorem 1 no conclusion is drawn about the convergence of param-
eters h and e to their optimal values. However, if the uncertainty n(t,x) is completely
described by the fuzzy estimation n^ðxjhÞ, then the convergence of parameter can be
attained. Since ~x ! 0 and _~x ! 0, from (20) and using the Lipschitz continuity of
x(x) we may have ~h! 0. Compared to convergence properties in [7], where the
chaos system is given by an explicit mathematic model, our approach is more
ﬂexible.Remark 2. The assumptions (19) and (20) actually impose constraints on selecting
appropriate observer gain vector L. In general, the problem of determining L to sat-
isfy (19) and (20) can be solved by using LMI technique.
If the uncertainty in (12) is merely relevant to the output, i.e., n(t,x) = n(y), then
the fuzzy estimation n^ðx^jhÞ is replaced by n^ðyjhÞ ¼ hTxðyÞ. As to this condition, we
introduce the following theorem.
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_xðtÞ ¼ A0xðtÞ þ B0ðEðt; xÞ þ F ðt; xÞÞ ¼ A0xðtÞ þ B0nðyÞ;
yðtÞ ¼ CxðtÞ: ð32Þ
If the assumption (A2) is satisfied, by using the following adaptive laws and control
input
u ¼ 
e^BT0 P~x
~xTPB0
  if ~xTPB0  6¼ 0;
0 if ~xTPB0
  ¼ 0;
8><>: ð33Þ
_h ¼
2g1xðyÞ~xTPB0
if ð hk k < MhÞ or ð hk k ¼ Mh and trðhTxðyÞ~xTPB0ÞP 0Þ;
2g1xðyÞ~xTPB0 þ 2g1trðhTxðyÞ~xTPB0Þ
1þ hk k2
M2h
h
if hk k ¼ Mh and trðhTxðyÞ~xTPB0Þ < 0;
8>>>><>>>>:
ð34Þ
_^e ¼ 2g2 BT0 P~x
 ; ð35Þ
the adaptive fuzzy observer (13) is convergent, i.e., ~x ! 0 as t !1. The boundedness
of all signals in the closed-loop is also guaranteed.Proof. The proof is in the same spirit as that of Theorem 1. Eliminating (A1) and
(A3) from Theorem 1 and selecting Lyapunov function as (29), one can easily obtain
the result via the same procedure. hRemark 3. Notice that if the uncertainty n(y) is exactly estimated by n^ðyjhÞ, then
the convergence of parameter is attained. The same conclusions are drawn in [7,9].4. Simulation examples
In this section we use two well-known chaotic systems to depict the design proce-
dure and verify the eﬀectiveness of the proposed algorithm.
Example 1. Consider the Lorenz system with the dynamics
_x1 ¼ 10x1 þ 10x2;
_x2 ¼ ax1  x2  x1x3;
_x3 ¼ x1x2  bx3;
y ¼ Cx:
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tation for Lorenz system is given by [8]:
Rl : If x1ðtÞ isMl
then _xðtÞ ¼ AlxðtÞ þ dlðtÞ; yðtÞ ¼ CxðtÞ
l ¼ 1; 2;
where the fuzzy sets are deﬁned as M1(x1) = (1 + (x1/1))/2, M2(x1) = (1(x1/1))/2, and
the state matrices are deﬁned as
A1 ¼
10 10 0
28 1 1
0 1 8=3
264
375; A2 ¼ 10 10 028 1 1
0 1 8=3
264
375:
Accordingly, the T–S fuzzy model can be rearranged in the form of
_x ¼
10 10 0
28 1 0
0 0 8=3
264
375xþ 0n1ðxÞ
n2ðxÞ
264
375 ¼ A0xþ 0 01 0
0 1
264
375 n1ðxÞ
n2ðxÞ

 
¼ A0xþ B0nðxÞ:
Since there are two uncertainties contained in the system, it is assumed that out-
put matrix C is of the form
C ¼ 0 1 0
0 0 1

 
¼ BT0 :
Moreover, to satisfy (19), the following matrices are determined by LMIs method:
L ¼
10:5118 0
420:7458 0
0 418:7964
264
375; P ¼ 54:8874 0:003 00:003 0:9993 0
0 0 1
264
375;
Q ¼
548:8811 0 0
0 421:4671 0
0 0 421:4671
264
375:
The fuzzy inferences for estimation of uncertainty are given by
Rj : If x1ðtÞ is eMj1 and x2ðtÞ is eMj2 and x3ðtÞ is eMj3
then n^i is eDij; j ¼ 1; 2; . . . ; r:
The normalized membership functions for each premise variables are shown in
Fig. 1, where the Gaussian function lðxÞ ¼ expð ðxmÞ2
2r2 Þ is used with r = 0.5 and
m = 1, 0, and 1 respectively. In addition, the Lipschitz constant c is equal to
1.2473, which is obtained by calculating the norm value of x(x) over the operating
space. Let Mh = 3 and from (20) we have
-1 -0.5 0 0.5 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Fig. 1. The membership functions.
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The initial conditions of states are chosen as x(0) = (5,10,10) and x^ð0Þ ¼
ð5;10;10Þ. h(0) is a zero matrix and e^ is set to 0. Applying Theorem 1, the adap-
tive fuzzy observer has good tracking performance as shown in Fig. 2. In order to0 2 4 6 8 10
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C.-S. Ting / Internat. J. Approx. Reason. 39 (2005) 97–114 109verify the robust behavior, the parameters a and b are changed to 25 and 1.5, respec-
tively. From Fig. 3, one can see that synchronization of chaotic system is achieved
asymptotically as well. In the ﬁgures, the solid lines depict the states of system
and the dashed lines reﬂect the states of observer.Example 2. This example is used to illustrate a chaotic synchronization based on
Theorem 2. A generic Chua circuit is described by
_x1 ¼ r1ðx1 þ x2  f ðx1ÞÞ;
_x2 ¼ x1  x2 þ x3;
_x3 ¼ r2x2;
y ¼ x1
with f(x1) = bx1 + 0.5(a  b)(jx1 + 1j  jx1  1j), where r1 = 10, r2 = 15, a = 1.28
and b = 0.69. Deﬁne a function g(x1) as
gðx1Þ ¼
f ðx1Þ=x1; x1 6¼ 0;
b; x1 ¼ 0:

Then, the T–S fuzzy model of Chua circuit is described by [8]:
Rl : If x1ðtÞ isMl
then _xðtÞ ¼ AlxðtÞ þ dlðtÞ; yðtÞ ¼ x1ðtÞ
l ¼ 1; 2;
110 C.-S. Ting / Internat. J. Approx. Reason. 39 (2005) 97–114where
A1 ¼
ða 1Þr1 r1 0
1 1 1
0 r2 0
264
375; A2 ¼ ðaþ 1Þr1 r1 01 1 1
0 r2 0
264
375
with M1(x1) = (1  (g(x1)/a))/2, M2(x1) = 1  M1(x1) and a ¼ sup
x2X
j gðx1Þ j¼ 13.
Accordingly we have
_x ¼
10 10 0
1 1 1
0 15 0
264
375xþ nðxÞ0
0
264
375 ¼ A0xþ 10
0
264
375nðxÞ ¼ A0xþ B0nðxÞ:
Since the uncertainty is relevant to x1 only, i.e., n(x) = n(x1), the observer is built
on the basis of Theorem 2. To satisfy (19), the following matrices are determined by
LMIs
L ¼
209:2721
1:0149
0:0107
264
375; P ¼ 1 0 00 698:1972 35:5533
0 35:5533 49:1654
264
375;
Q ¼
219:2702 0 0
0 164:8976 1:865
0 1:865 35:5533
264
375:
The estimation of n(x1) is h
Tx(x1), where ﬁve fuzzy sets spaced equally over the oper-
ating space of x1 are implemented. The initial values of states are chosen
xð0Þ ¼ ð0:1; 0:1; 0:1Þ; x^ð0Þ ¼ ð1; 1; 1Þ, and h(0) = [0 0 0 0 0]T and e^ ¼ 0. Figs. 4 and
5 illustrate the system behaviors, the states of system (solid lines) and observer
(dashed lines), under the nominal and perturbed conditions respectively, where the
perturbed values of a and b are 3 and 0.4.Example 3. One of the most interesting applications of chaotic synchronization is
the secure communication. Herein we simulate a constant value message deﬁned
interval by interval is to be transmitted by chaotic signals. For this purpose, a cha-
otic system of T–S fuzzy model form is modulated as
Rl : If z1ðtÞ isMl1 and . . . and zjðtÞ is Mlj
then _xðtÞ ¼ AlxðtÞ þ dlðtÞ þ B0gðyÞsðtÞ; yðtÞ ¼ CxðtÞ
l ¼ 1; 2; . . . ; q;
ð36Þ
where g(y) 2 Rp·s is an output feedback function and s(t) 2 Rs·1 is the transmitted
signal. Note the hypotheses (A1)–(A3) are still held to the design of adaptive obser-
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Fig. 4. Responses of synchronization of Chua circuit.
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Fig. 5. Responses of synchronization of Chua circuit under perturbed conditions.
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the convergent time of synchronization.
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_xðtÞ ¼
Xq
l¼1
llðxÞ½AlxðtÞ þ dlðtÞ þ B0gðyÞsðtÞ
¼ A0xðtÞ þ B0ðnðt; xÞ þ gðyÞsðtÞÞ;
y ¼ CxðtÞ; ð37Þ
and the corresponding observer is in the following form
_^xðtÞ ¼ A0x^ðtÞ þ B0ðuðtÞ þ n^ðx^jhÞÞ þ Lðy^ðtÞ  yðtÞÞ þ B0gðyÞ^sðtÞ;
y^ðtÞ ¼ Cx^ðtÞ: ð38Þ
Subtracting (37) from (38) leads to the error dynamics
_~x ¼ A0~xþ B0ðuþ n^ðx^jhÞ  nðt; xÞÞ þ LC~xþ B0gðyÞ~s
¼ ðA0 þ LCÞ~xþ B0ðn^ðx^jhÞ  nðt; xÞ þ n^ðx^jhÞ  n^ðx^jhÞ þ n^ðxjhÞ
 n^ðxjhÞ þ uÞ þ B0gðyÞ~s
¼ A~xþ B0ð~hTxðx^Þ þ n^ðx^jhÞ  n^ðxjhÞ þ n^ðxjhÞ  nðt; xÞ þ uÞ þ B0gðyÞ~s ð39Þ
with ~s ¼ s^ s. Comparing (39) with (17) one can see that these equations are almost
the same except additional term B0g(y)~s in (39).
Choose the Lyapunov function candidate as
V ¼ ~xTP~xþ 1
2g1
trð~hT~hÞ þ 1
2g2
~e2 þ 1
2g3
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Fig. 6. Responses of the transmitted signal, message and retrieved message by proposed method.
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Fig. 7. Responses of the transmitted signal, message and retrieved message by Fekis method.
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the adaptive observer is convergent by applying (21)–(23) with additional adaptation
law for estimation of s(t) as
_^s ¼ 2g3gðyÞ~xTPB0: ð41Þ
In simulation we employ Chuas circuit in the synchronization-based secure com-
munication scheme with g(y) = x1 and compare our result with the Fekis method [7].
According to the work of [7], the system model is explicitly deﬁned with parameter
uncertainties and the Lyapunov stability theory is used to derive adaptation law for
estimation of the unknown parameters. The initial states of the system are
xð0Þ ¼ ð0:2; 0:2; 0:2Þ; x^ð0Þ ¼ ð0; 0; 0Þ. The system responses are given in Figs. 6 and
7, where the dashed line depicts the message and the solid line stands for retrieved
message. The adaptive observers perform adaptation to synchronize the chaotic sys-
tem in the ﬁrst few seconds, and ﬁnally information can be retrieved in both cases.5. Conclusion
In this paper we presents the adaptive fuzzy observer for synchronization of cha-
otic systems. In contrast to the earlier studies [7,9], the chaotic system is speciﬁcally
expressed in T–S fuzzy model. Based on the concept of system linearization, the
adaptive algorithms are developed to the design of observer. It is demonstrated that
if the chaotic system satisﬁes the hypotheses then synchronization can be guaranteed
by the proposed approach. Computer simulations have veriﬁed that the adaptive
114 C.-S. Ting / Internat. J. Approx. Reason. 39 (2005) 97–114fuzzy observer has well performance both in synchronization of chaotic system and
control robustness.References
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