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Abstract
Understanding the connection of the atomic structure and the physical properties of
materials remains one of the elementary questions of condensed-matter physics. One
research line in this quest started with the discovery of quasicrystals by Shechtman et
al. in 1982 [153]. It soon became clear that these materials with their 5-, 8-, 10- or 12-
fold rotational symmetries, which are forbidden according to classical crystallography
[102,183], can be described in terms of mathematical models for nonperiodic tilings of
a plane proposed by Penrose and Ammann in the 1970s [4, 61,130].
Due to the missing translational symmetry of quasicrystals, till today only finite,
relatively small systems or periodic approximants have been investigated by means
of numerical calculations [60,129,140,173] and theoretical results have mainly been
obtained for one-dimensional systems [34,35,95,97,163].
In this thesis we study d-dimensional quasiperiodic models, so-called labyrinth tilings,
with separable Hamiltonians in the tight-binding approach [27,155,192]. This method
paves the way to study higher-dimensional, quantum mechanical solutions, which can
be directly derived from the one-dimensional results. This allows the investigation of
very large systems in two and three dimensions with up to 1010 sites. In particular, we
contemplate the class of metallic-mean sequences [9, 68].
Based on this model we focus on the electronic properties of quasicrystals with a
special interest on the connection of the spectral and dynamical properties of the
Hamiltonian. Hence, we investigate the characteristics of the eigenstates and wave
functions and compare these with the wave-packet dynamics in the labyrinth tilings
by numerical calculations and by a renormalization group approach in connection with
perturbation theory. It turns out that many properties show a qualitatively similar
behavior in different dimensions or are even independent of the dimension as e.g. the
scaling behavior of the participation numbers and the mean square displacement of a
wave packet. Further, we show that the structure of the labyrinth tilings and their
transport properties are connected and obtain that certain moments of the spectral
dimensions are related to the wave-packet dynamics.
Besides this also the photonic properties are studied for one-dimensional quasiperiodic
multilayer systems for oblique incidence of light, and we show that the characteristics
of the transmission bands are related to the quasiperiodic structure.
Keywords: quasicrystals, metallic-mean sequences, labyrinth tiling, energy spectrum,
renormalization group, perturbation theory, spatial/ spectral dimensions,
wave-packet dynamics, photonic quasicrystals

Kurzfassung
Eine der elementaren Fragen der Physik kondensierter Materie bescha¨ftigt sich mit dem
Zusammenhang zwischen der atomaren Struktur und den physikalischen Eigenschaften
von Materialien. Eine Forschungslinie in diesem Kontext begann mit der Entdeckung
der Quasikristalle durch Shechtman et al. 1982 [153]. Es stellte sich bald heraus, dass
diese Materialien mit ihren laut der klassischen Kristallographie verbotenen 5-, 8-, 10-
oder 12-za¨hligen Rotationssymmetrien [102,183] durch mathematische Modelle fu¨r die
aperiodische Pflasterung der Ebene beschrieben werden ko¨nnen, die durch Penrose
und Ammann in den 1970er Jahren vorgeschlagen wurden [4,61,130].
Aufgrund der fehlenden Translationssymmetrie in Quasikristallen sind bis heute nur
endliche, relativ kleine Systeme oder periodische Approximanten durch numerische
Berechnungen untersucht worden [60,129,140,173] und theoretische Ergebnisse wurden
hauptsa¨chlich fu¨r eindimensionale Systeme gewonnen [34,35,95,97,163].
In dieser Arbeit werden d-dimensionale quasiperiodische Modelle, sogenannte Laby-
rinth-Pflasterungen, mit separablem Hamilton-Operator im Modell starker Bindung
betrachtet [27,155,192]. Diese Methode erlaubt es, quantenmechanische Lo¨sungen in
ho¨heren Dimensionen direkt aus den eindimensionalen Ergebnissen abzuleiten und
ermo¨glicht somit die Untersuchung von sehr großen Systemen in zwei und drei Dimensio-
nen mit bis zu 1010 Gitterpunkten. Insbesondere betrachten wir dabei quasiperiodische
Folgen mit metallischem Schnitt [9, 68].
Basierend auf diesem Modell befassen wir uns im Speziellen mit den elektronischen
Eigenschaften der Quasikristalle im Hinblick auf die Verbindung der spektralen und
dynamischen Eigenschaften des Hamilton-Operators. Hierfu¨r untersuchen wir die Ei-
genschaften der Eigenzusta¨nde und Wellenfunktionen und vergleichen diese mit der
Dynamik von Wellenpaketen in den Labyrinth-Pflasterungen basierend auf numeri-
schen Berechnungen und einem Renormierungsgruppen-Ansatz in Verbindung mit
Sto¨rungstheorie. Dabei stellt sich heraus, dass viele Eigenschaften wie etwa das Skalen-
verhalten der Partizipationszahlen und der mittleren quadratischen Abweichung eines
Wellenpakets fu¨r verschiedene Dimensionen ein qualitativ gleiches Verhalten zeigen
oder sogar unabha¨ngig von der Dimension sind. Zudem zeigen wir, dass die Struktur
der Labyrinth-Pflasterungen und deren Transporteigenschaften sowie bestimmte Mo-
mente der spektralen Dimensionen und die Dynamik der Wellenpakete in Beziehung
zueinander stehen.
Daru¨ber hinaus werden auch die photonischen Eigenschaften fu¨r eindimensionale
quasiperiodische Mehrschichtsysteme fu¨r beliebige Einfallswinkel untersucht und der
Verlauf der Transmissionsba¨nder mit der quasiperiodischen Struktur in Zusammenhang
gebracht.
Schlagworte: Quasikristalle, Folgen mit metallischem Schnitt, Labyrinth-Pflaste-
rung, Energiespektrum, Renormierungsgruppen-Ansatz, Sto¨rungs-
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The concept of quasiperiodicity was first introduced by the mathematician Bohr in the 1930s while
studying almost periodic functions [20]. It took till the 1970s when works by Penrose and Ammann
showed that it is possible to fill an Euclidean space gapless in a nonperiodic way, which laid the
foundation of the field of quasiperiodic tilings. In particular, Penrose proposed a tiling of the
plane, today known as the Penrose tiling, with two rhombic tiles which are arranged according to
simple rules (cp. Fig. 1.1a) [130]. At about the same time Ammann found tilings with an eight-fold
symmetry filling the plain gapless. Among them is the Ammann-Beenker tiling published in 1982
and shown in Fig. 1.1b [4, 61]. Today many different tilings are known which cannot only fill
the two-dimensional space quasiperiodically, but also three and higher dimensions, as e.g. the
three-dimensional Ammann-Kramer-Neri tiling [101] or the zonotiles [70,172].
The study of quasiperiodic tilings was strongly intensified after the discovery of quasicrystalline
materials by Shechtman et al. in 1982 [153] while studying an AlMn alloy, which had been rapidly
cooled. The diffraction pattern revealed Bragg peaks with an unexpected 10-fold rotational sym-
metry similar to Fig. 1.2a. At first Shechtman’s results were met with resistance. According to the
view of classical crystallography such rotational symmetries were thought to be forbidden because
in crystals only diffraction patterns with two-, three-, four-, or six-fold rotational symmetries are
allowed due to their underlying translational periodicity [6,102,183]. But shortly after this, the
critics were proven wrong as Ishimasa et al. reported a material with a twelve-fold symmetry [84]
and Wang et al. presented results for a sample with a sharp eight-fold symmetric diffraction
picture [181].
While such patterns were not explainable by the structure of crystals with their periodic repetition
of unit cells, the mathematical concept of quasiperiodic tilings explained the properties of this new
(a) (b) (c)
Figure 1.1: Penrose Tiling [137] with five-fold rotational symmetry (a), Ammann-Beenker tiling [137] with
eight-fold rotational symmetry (b), and P1-Penrose tiling superimposed on the STM image of
the surface of the quasicrystalline alloy Al70Pd21Mn9 [128,131] (c).
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material class. For instance, Levine and Steinhardt were able to explain the icosahedral symmetry
of the Bragg peaks obtained by Shechtman with a three-dimensional Penrose tiling [103, 104].
Also the structure of octagonal MnSiAl quasicrystals can be described by the Ammann-Beenker
tiling [17] and the quasiperiodic surface of Al70Pd21Mn9 shown in Fig. 1.1c can be described by a
P1-Penrose tiling [128,131].
Although the originally discovered quasicrystalline phase of AlMn turned out to be metastable,
nowadays many different thermodynamically stable phases of quasicrystalline materials are known.
These are often binary or ternary intermetallic alloys with aluminum as e.g. AlNiCo, AlPdMn
or AlCuFe, but also other compositions are possible as e.g. TiZrNi, ZnMgHo, CdYb [113, 141].
According to their symmetries quasicrystals are classified into two major groups [161,183]:
◦ quasicrystals consisting of two-dimensional quasiperiodic layers with a periodic direction
perpendicular to these layers. They can be further distinguished in octagonal quasicrys-
tals with eight-fold rotational symmetry, decagonal quasicrystals with ten-fold rotational
symmetry, and dodecagonal quasicrystals with twelve-fold rotational symmetry.
◦ quasicrystals which are quasiperiodic in all three dimensions. All three-dimensional quasicrys-
tals possess an icosahedral noncrystalographic point symmetry characterized by two-, three-,
and five-fold rotational symmetry axes. Thus, they are denoted as icosahedral quasicrystals.
Various groups have also reported the occurrence of quasiperiodic structures in liquids and polymers
also knows as liquid or soft quasicrystals [107,164,193]. Note that all quasicrystals identified so
far had been synthesized in the laboratory under controlled conditions. Only recently, the first
evidence was discovered that they can also be found in nature [19]. They all have in common the
following properties:
Definition 1.1 (Quasicrystals) (cp. [53,151])
In general quasicrystals are characterized by a perfect long range order without having a three-
dimensional translational periodicity. The former is manifested by the occurrence of sharp spots
in the diffraction pattern and the latter in the occurrence of rotational symmetries forbidden for
conventional crystals.
Quasicrystals are often regarded to have a degree of order intermediate between crystals and
disordered systems. This becomes clearer by considering the repetitivity of local patterns. While
any local pattern in crystals repeats for integer combinations of the lattice vectors, Conway’s
theorem states that in a quasicrystal a given local pattern in a region of some diameter L will be
repeated within a distance of two diameters 2L [54, 140]. In liquids or amorphous systems the
distance of identical local patterns of size L grows exponentially with L [86].
Since their pioneering discovery various experimental investigations have revealed the rather
exotic electrical, magnetic, and optical characteristics of real quasicrystals [44, 160]. As many
quasicrystalline materials contain a high percentage of well-conducting elements, it was originally
assumed that their thermal and electrical transport properties are similar to those in crystalline or
amorphous metals [44]. However, it turned out that they rather behave like semiconducting and
disordered materials because they often possess a large resistivity for small temperatures and the
resistivity decreases with increasing temperature and increasing structural order of the materials,
respectively (cp. Fig. 1.2b). The conductivity also follows an inverse Mathiesen rule as a function
of temperature in contradiction to ordinary metals [141,160].
2
(a) (b) (c)
Figure 1.2: Diffraction patterns of a decagonal quasicrystal [1] (a), electrical conductivity for various
quasiperiodic materials depending on the temperature and the structural quality of the samples
[141] (b), and a quasicrystalline photonic crystal [119] (c).
Also the magnetic properties behave unexpectedly. On the one hand, many aluminum based
quasicrystals contain magnetic elements as iron, cobalt, and nickel, but show diamagnetic properties
[73,160]. On the other hand, manganese atoms in quasiperiodic alloys can possess a local magnetic
moment [73], and icosahedral quasicrystals containing rare-earth elements show short-range
antiferromagnetic spin correlations [146, 147]. Further, theoretical models of magnetism on
quasiperiodic tilings showed that long-range antiferromagnetic order may exist [179,185].
Interesting for industrial applications of quasicrystalline alloys are their surface properties, which
are anti-adhesive in combination with a high level of hardness [44]. Potential fields of application
are the production of quasicrystalline coatings for the surfaces of frying pans, combustion engines
and airplanes to reduce friction [45, 154]. Another very appealing field of application is the
fabrication of quasiperiodic photonic materials. Apart from the construction of lasers as shown in
Fig. 1.2c [112,127], photonic materials are highly interesting for the construction of microelectronic
devices that are based on photons rather than on electrons because their high number of rotational
symmetries leads to similar photonic properties in different directions [114,119].
This motivated extensive research to obtain a better theoretical understanding of the structure
and physical properties of quasicrystals. Today many exact results are known for one-dimensional
quasicrystals [32,98,157]. However, the characteristics in two or three dimensions have been clarified
to much lesser degree and are mainly based on numerical studies. For instance, the electronic
properties have been determined numerically for the Penrose tiling, the Ammann-Kramer-Neri
tiling, or octagonal tiling models [60, 129]. However, all these calculations were performed for
relatively small systems, making it difficult to estimate the behavior of macroscopic materials.
Further, it is possible to calculate some exact eigenstates of the tight-binding Hamiltonian on
the Penrose tiling [138, 139], which is a first step to understand the nature of eigenstates and
properties of quasicrystals in higher dimensions. There are also several numerical results for the
phononic and magnetic properties of these materials [8, 28,59,126,180].
Due to the lack of translation symmetry, macroscopic properties of quasicrystals are often derived
from the power-law behavior of a physical quantity x with the system size V or the time t, i.e.,
x(V ) ∝ V α x(t) ∝ tα . (1.1)
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Thereby, a scaling behavior according to a power-law indicates the absence of a typical length/
time scale in the system. In other words, the system looks the same no matter what scale we look
at it. For the determination of the scaling exponents it is essential to consider large systems in
order to reduce the influence of finite size effects.
Hence, in this thesis we study models of d-dimensional quasicrystals with a separable Hamiltonian
in a tight-binding approach [155] to obtain a better insight into the properties of quantum-
mechanical wave functions in quasicrystals. This method is based on mathematical sequences,
constructed by an inflation rule P, which describes the weak/ strong couplings of atoms in a
quasiperiodic chain. The higher-dimensional so-called labyrinth tilings are then constructed as a
direct product of these chains and their eigenstates can be directly calculated by multiplying the
energies or wave functions of the chains, respectively. This allows us to study very large systems
in higher dimensions with up to 1010 sites based on the solutions in one dimension.
The best studied model within this approach is based on the Fibonacci sequence corresponding to
the golden mean [82,157], whereas in this thesis we focus on the more general class of metallic-mean
quasiperiodic sequences [68,158,192], which has been less investigated so far. The Fibonacci chain
is the one-dimensional analogue of the Penrose tiling and the icosahedral quasicrystal [159] and,
hence, it is related to quasicrystals with five-fold and ten-fold rotational symmetries. Further, the
silver mean occurs in octagonal quasicrystals [116]. However, the metallic-mean chains and the
labyrinth tilings themselves cannot be found in real quasicrystals. But, they can be artificially
constructed. Examples of manmade quasiperiodic structures are conducting nanowires, coupled
nanomechanical resonators, or photonic quasicrystals [82,119].
In this thesis we will mainly focus on the electronic properties of quasiperiodic materials, but also
consider some aspects of photonic materials. The upcoming chapters of this thesis are structured
as follows.
In Chap. 2 we introduce the metallic-mean chains and describe the construction of the higher-
dimensional labyrinth tilings. We intensively study the properties of the energy spectra and the
wave functions in dependency on the strength of the quasiperiodicity and the dimensions by
numerical calculations. Using a renormalization group (RG) approach and perturbation theory
we derive also analytical results for the structure of the energy spectra and the extendedness
of the wave functions in the regime of strong quasiperiodic modulations. In Chap. 3 we focus
on time-dependent properties by studying the evolution of wave packets in these quasiperiodic
tilings. In particular, the wave-packet dynamics are investigated numerically by means of the
return probability, the mean square displacement and different moments of the participation
ratio. With the RG approach we again derive analytical expressions for several scaling exponents.
The numerical and analytical results also show that the scaling behavior of several quantities
is independent of the dimension. Since the relation between the spectral properties of a given
Hamiltonian and the dynamics of wave packets governed by it remains one of the elementary
questions of quantum mechanics, we also discuss the relations between different scaling exponents
in detail.
Finally, we investigate the photonic properties of quasiperiodic multilayer systems with metallic
means in Chap. 4. In particular, we study the influence of different underlying metallic-mean
sequences, incidence angles, and light polarizations. Our major results for the electronic and
photonic properties of metallic-mean quasicrystals are summarized in Chap. 5.
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For an electron in a one-dimensional quasiperiodic system many examples lead to purely singular
continuous energy spectra and multifractal wave functions [15,23,98,163]. The energy spectra and
the wave functions of two- and three-dimensional quasiperiodic systems can even have a richer
structure. For instance, the energy spectrum of the labyrinth tiling shows a transition from zero
measure to a finite measure in dependency on a coupling parameter v [155], although the wave
functions remain multifractals regardless of this transition. Also in real quasicrystals one often
finds an absolute continuous energy spectrum [16], although the electronic properties indicate the
existence of multifractal eigenstates [141].
To obtain a better understanding, we investigate in this chapter the properties of the energy spectra
and of the wave functions of metallic-mean systems in different dimensions with respect to the
underlying quasiperiodic structure. In particular, we introduce the one-dimensional metallic-mean
quasiperiodic chains in Sec. 2.1 and describe the construction of the associated labyrinth tilings in
higher dimensions in Sec. 2.2. To address the properties of the eigenenergies we study the density
of states (DOS) as well as the scaling and splitting of the bands in the energy spectrum in Sec. 2.3.
Thereby, the splitting of the energy spectrum in the regime of strong quasiperiodic modulation
can be understood by perturbation theory in connection with an RG approach. To get a better
insight into the properties of the wave functions in these quasiperiodic systems, we study among
others the power-law behavior of the participation ratio or more general the spatial and spectral
properties of the (local) DOS in Sec. 2.4. This allows us to determine the generalized dimensions




q associated to the local and global DOS.
2.1 Metallic-Mean Quasiperiodic Systems
In this section the one-dimensional model system is introduced. First, the construction of the
metallic-mean systems and the structural properties of these quasiperiodic sequences are discussed.
This is followed by a description of the tight-binding Hamiltonian and the symmetry properties of
the resulting eigenenergies and wave functions.
2.1.1 Metallic-Mean Quasiperiodic Sequences and Pisot Property
Definition 2.1 (Metallic-Mean Sequence) (cp. [170])
The metallic-mean sequences for a parameter b are based on an alphabet containing only the
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Thus, in each iteration a new sequence is constructed, yielding for the parameters b = 1, 2, 3 the
approximants
x
P1−→ y P1−→ yx P1−→ yxy P1−→ yxyyx P1−→ . . . (2.2a)
x
P2−→ y P2−→ yxy P2−→ yxyyyxy P2−→ yxyyyxyyxyyxyyyxy P2−→ . . . (2.2b)
x
P3−→ y P3−→ yxyy P3−→ yxyyyyxyyyxyy P3−→ . . . . (2.2c)
We refer to the resulting sequence after a iterations as the ath order approximant Ca of the
quasiperiodic chain with the length fa given by the recursive equation
fa =
{
1 a = 0, 1
bfa−1 + fa−2 otherwise
. (2.3)
For an arbitrary inflation rule P and for the metallic-mean sequences of Eq. (2.1) in particular a
substitution matrix R(P) can be defined by reading the number of x and y letters in the words






















where the largest eigenvalue λFr (Perron-Frobenius eigenvalue) yields the so-called metallic means
τ(b), which are irrational numbers with a continued fraction representation depending on the
parameter b:














For example, b = 1 yields the well-known Fibonacci sequence related to the golden mean τAu =
[1¯] = (1 +
√
5)/2, the case b = 2 corresponds to the octonacci sequence with the silver mean
τAg = [2¯] = 1 +
√
2, and for b = 3 one obtains the bronze mean τBz = [3¯] = (3 +
√
13)/2 [41,68].
Therefore, the sequences Pb are often referred to as precious-mean sequences [78]. Also certain
other properties of the quasiperiodic sequences Pb, as e.g. the lengths of two successive sequences









#x(Ca) = τ(b) . (2.7)
The metallic means constructed by the inflation rule in Eq. (2.1) are examples of quasiperiodic
chains because the associated substitution matrix fulfills two arithmetic conditions: the Pisot
property and detR(P) = ±1 [110].
Definition 2.2 (Pisot Property) (cp. [110,134])
An inflation rule P possesses the Pisot property iff the Perron-Frobenius eigenvalue of the substi-
tution matrix R(P) fulfills λFr > 1 and all other eigenvalues fulfill |λ| < 1.
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In one dimension structures defined by an inflation rule with Pisot property possess Bragg peaks
likewise to real quasicrystals [21, 58]. Conversely, non-Pisot structures usually exhibit complex
diffraction spectra with singular scattering peaks and multifractal scaling properties [58,110].
Further, for an approximant a the Perron-Frobenius eigenvalue is related to the divergence of
the system size according to (λFr)
a, and the second eigenvalue describes the convergence of the
fluctuations of the symbols x and y from the infinite sequence with (λ2)
a. While for Pisot sequences
(|λ2| < 1) the fluctuations converge to zero exponentially, the fluctuations of the words x and y
diverge for sequences without the Pisot property [110].
Apart from the precious means constructed from Pb, there is another class of metallic-mean
sequences defined by the inflation rule P˜c = {x −→ y, y −→ xcy}. For these sequences the
Pisot property is not satisfied since the eigenvalues of the corresponding substitution matrix
R(P˜c) = ( 0 1c 1 ) are given by λ1,2(c) = 12
(
1±√1 + 4c). For c = 2 this yields the copper mean
with a continued fraction representation of τCu = 2 = [2, 0¯], and for c = 3 we obtain the nickel
mean with τNi = (1 +
√
13)/2 = [2, 3¯]. The Fibonacci sequence follows from both inflation rules
(cp. Eq. (2.1)). It satisfies the Pisot-property but it possesses the largest eigenvalue λ2 of the
precious-means chain, i.e., it converges most slowly to the infinite quasiperiodic chain.
Throughout this thesis we will restrict our considerations to the metallic-mean sequences with
Pisot property. There are a few more characteristic properties of these sequences, which are shortly
discussed here. Due to the recursive inflation rule in Eq. (2.1), these quasiperiodic chains possess
a hierarchical structure, which is more clearly visible by using the alternative construction rule
Ca ←− Ca−1Ca−2 (Ca−1)b−1 , (2.8)
yielding the same quasiperiodic sequences for a ≥ 2 with C0 = x and C1 = y. Further, for a given
b, the structure of these chains consists of only two types of clusters, i.e., there are clusters yb and
yb+1, which are separated by a single x symbol. This property can be related to the characteristics
of the eigenstates in these systems, whereas the hierarchical property has a crucial influence on
the transport properties for weak coupling. We discuss both aspects in detail later.
2.1.2 Eigenstates of the Metallic-Mean Quasiperiodic Sequences
To obtain the quantum mechanical eigenstates of these systems, we only consider nearest-neighbor








represented in the orthonormal basis states |l〉 associated to a vertex l [38,60]. The off-diagonal
matrix elements represent the kinetic energy in the tight-binding model. The diagonal elements
of the Hamiltonian matrix, which correspond to the potential energy of the sites, are set to zero
(l = 0) because no energetic disorder is taken into account for the studied systems. This model
can be interpreted as describing an electron hopping from one vertex of the quasiperiodic chain
to a neighboring one, and the aperiodicity is given by the underlying quasiperiodic sequence of
couplings, where the symbols x and y correspond to two different bond strengths in the graph as
visualized in Fig. 2.1.
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l = 1 l = 2 l = 3 l = 4 l = 5 l = 6 l = 7 l = 8
t1,2 = 1 t3,4 = 1 t4,5 = 1 t5,6 = 1 t7,8 = 1t2,3 = v t6,7 = v
Figure 2.1: Structure of the octonacci chain CAg3 = yxyyyxy for the strong model with ty = 1 and tx = v.
The chain length is NAg3 = 8.
In literature one usually distinguishes between the off-diagonal and diagonal model of a quasiperi-
odic chain [124]. The Hamiltonian in Eq. (2.9) corresponds to the off-diagonal model because the
quasiperiodicity is included in the off-diagonal terms. In the diagonal model neighboring sites of
the chain are connected with t = 1 and there is a quasiperiodic potential on the diagonal elements
of the Hamiltonian [35,124].
In this thesis we will only consider off-diagonal models. Thereby, the hopping parameters t are
chosen according to the different letters of the quasiperiodic sequence C. In general there are two
possibilities for the assignment:
◦ strong model C — tx = v for a weak bond, ty = 1 for a strong bond [60,192] and
◦ weak model C˜ — tx = 1 for a strong bond, ty = v for a weak bond.
In this thesis the coupling of a strong bond is fixed to 1 and the coupling parameter v for a weak
bond is given by 0 ≤ v ≤ 1. In literature also the assignment of bond strengths t′x = 1 and t′y ≥ 1
is common [157,194]. However, in comparison to our considered systems this corresponds just to
scaled version of the strong model with t′x = ty = 1 and t′y = 1/tx. For the latter assignments we
would have to study the system also for very large coupling strengths in the interval [1,∞], while
the assignment used here defines coupling parameters in the interval [0, 1].
The symbols of the sequences Ca denote the couplings between neighboring sites of a chain. The
corresponding system sizes for different approximants of the metallic-mean models are summarized
in Table 2.1. Note that all the chain lengths are even for systems with b mod 2 = 0, whereas for
the other models even as well as odd system sizes are possible.
We then have to solve the discrete time-independent Schro¨dinger equation
H|Ψi〉 = Ei|Ψi〉 =⇒ EiΨil = tl−1,lΨil−1 + tl,l+1Ψil+1 (2.10)
by diagonalization of the Hamiltonian matrix in Eq. (2.9). If not stated differently, we apply
free boundary conditions, i.e., t0,1 = 0 and tNa,Na+1 = 0. Note that these are identical to fixed
boundary conditions because the assignment Ψ0 = 0 and ΨNa+1 = 0 yields the same eigenvalue
equation.
Alternatively one could also apply periodic boundary conditions, which leads to energy bands
rather than discrete energy values.
Definition 2.3 (Energy Spectrum) (cp. [132])
The variation of an energy level Ei under periodic (Bloch) boundary conditions Ψil+Na = e
ikΨil
defines an energy band [Ei(k = pi), Ei(k = 0)] of width ∆i =
∣∣Ei(k = pi)− Ei(k = 0)∣∣. The
electronic energy spectrum Ea for an approximant Ca of the quasiperiodic tiling comprises all
energies within the energy bands.
8
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Figure 2.2: Different options of boundary conditions visualized for the octonacci chain CAg3 = 1v111v1: free/
open boundaries (a), periodic boundary conditions PB1 (b), PB2 (c), and PB3 (d). The latter
option is also shown for the two-dimensional labyrinth tiling, which is introduced in Sec. 2.2 (e).
The assignment of periodic boundaries depends on which sites of the chain are coupled together.
There are essentially three different options, which we shortly discuss including their potential
disadvantages when applied to the metallic-mean sequences and to the higher-dimensional labyrinth
tilings.
PB 1: An additional bond between the first and the last site (e.g. tNa,1 = 1) is introduced.
However, it is not defined whether this is a strong or a weak bond because this is not
specified by the inflation rule. Thus, the additional bond acts as a kind of perturbation
to the infinite quasiperiodic system.
PB 2: The first and the last site coincide, which results in a chain length Na = fa.
PB 3: Studying the labyrinth tiling constructed from the octonacci chain, Baake et al. set the
first bond equal to the last bond (i.e. t1,2 = tNa−1,Na) [8], which results in chains with
Na = fa − 1 sites. While for the metallic-mean chains for b ≥ 2 the first and the last
bond are always identical, this is not the case for the Fibonacci chain. Further, this
can lead to the occurrence of smaller clusters of y-bonds than normally found in the
metallic-mean chains.
All assignments of periodic boundary conditions have a major drawback when considering the
associated labyrinth tiling constructed from the metallic-mean chains because the grid points have
to coincide with the points of the neighboring approximant as shown in Fig. 2.2e. To fulfill this,
the chain length Na has to be even. Apart from the sequences with even b we cannot satisfy this
relation for each approximant by applying only one of the three choices for periodic boundaries.
In general, as the influence of the boundaries decreases with the system size, we only expect
significant differences for very small system sizes. Hence, the results for large approximants should
approach each other for the different boundary conditions.
The eigenvalue problem of Eq. (2.9) is solved with the eigenvalue solver for real symmetric matrices
of LAPACK [175]. Applying free boundary conditions we obtain Na = fa + 1 discrete eigenstates
|Ψi〉 = ∑Nal=1 Ψil|l〉 and the corresponding energy values Ei, labeled with the superscript i. As there
are no on-site potentials, the diagonalization yields eigenvalues which are symmetric with respect
to 0, i.e., for every eigenvalue E there exits an eigenvalue −E. However, we have to distinguish
9
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Table 2.1: Number of eigenstates Na = fa + 1 of the ath order approximant Ca for different metallic mean
models for free boundary conditions.
Approximant a b = 1 b = 2 b = 3 b = 4 b = 5
1 2 2 2 2 2
2 3 4 5 6 7
3 4 8 14 22 32
4 6 18 44 90 162
5 9 42 143 378 837
6 14 100 470 1598 4342
7 22 240 1550 6766 22542
8 35 578 5117 28658
9 56 1394 16898 . . .
10 90 3364 . . .
11 145 8120 . . .
12 234 19602
13 378








between even and odd system sizes Na: for even Na all energy values E have a symmetric value
−E but for odd Na there is only one state E = 0, which has no corresponding energy value. Let
us assume that the eigenstates are in an ascending order. We then denote for odd system sizes
the energy value EM = 0 with the superscript M = dNa/2e.
Additionally, also the eigenfunctions show a symmetry, which is typical for symmetric potentials or
the absence of a potential as in our case. The eigenstates Ψ with an eigenvalue E and Ψ˜ with the
opposite eigenvalue −E only differ by an alternating sign depending on the position l with [192]
Ψ˜l = (−1)lΨl . (2.11)
Further, in a system with odd Na the eigenvector Ψ
M
l associated to the eigenvalue E
M = 0
vanishes on all even sites l. This special structure originates from the eigenvalue equation which
reduces to the recursion
Ψl+1 = − tl−1,l
tl,l+1
Ψl−1 (2.12)
and yields for odd Na the solution
ΨMl =






t2s−2,2s−1 l mod 2 ≡ 1
, (2.13)





description of the experimental aperiodic phases, either as quasicrystals, or crystals with large
unit cell. Indeed, while in that case the diffraction spectrum sit at different points (even very
close), in our case, the locations of points are the same, only do the intensities slightly vary.
6. Recovering the octogonal quasicrystal.
Now, we show the way to recover the octagonal quasiperiodic tiling from the labyrinth
whereas, in section 3, we have shown how to build the labyrinth from the standard octagonal
quasiperiodic tiling. If we look for the possible decorations of each tile of the labyrinth
(Fig. 7), we only find one decoration for the kite and the square, and two possible decorations
for the trapezoid, which are always coupled (Fig. 2). Moreover, since the square can have
four orientations, we have to show that the degrees of freedom due to the two possible
decorations of the trapezoid, and the four possible orientations of the square are only
apparent. In order to recover the octagonal tiling, we first decorate every kite of the labyrinth
in the way shown in figure 2. We have already noted that every path of kites is closed. At each
Fig. 7. - (a) The labyrinth as obtained by the method of section 3. (b) An octogonal-like quasiperiodic
tiling generated by means of the random procedure described in section 6.
(c)
Figure 2.3: Coloring of the labyrinth tiling for the silver-mean model LAg5 (a) and the bronze-mean model
LBz4 (b). Plot (c) shows that the labyrinth tiling (circles) with silver-mean and v = 1/(1 +
√
2)
is a subset of the octagonal tiling (lines) [158]. Note that the labyrinth tiling in (c) is rotated
by 45◦ compared to Fig. 2.5b.
2.2 Labyrinth Tilings
The labyrinth tiling was originally proposed by Sire as a quasicrystalline model with a separable
Hamiltonian in higher dimensions [155]. This allows to derive the quantum-mechanical eigenstates
in d dimensions directly from the solutions of d one-dimensional chains and provides the possibility
to determine the solutions for very large approximants in two and three dimensions, which are
essential for the study of the properties of real quasicrystals.
In Fig. 2.3 an approximant of the two-dimensional labyrinth tiling is shown for the silver- and
bronze-mean model, where the length of a bond corresponds to the inverse of the coupling strength.
From these plots also the name of the labyrinth tiling becomes clear, which originates from the
appearance of the tilings if the three different tiles are colored, i.e., the trapezoid, the kite, and
the square (cp. Fig. 2.3). Thereby, the kites build a labyrinth-like structure through the grid [158].
Further, the labyrinth tiling is related to the octagonal tiling because for the special case of
v = 1/(1 +
√
2) ≈ 0.414 a decoration of the weak model of the labyrinth tiling for b = 2 results in
the octagonal tiling as shown in Fig. 2.3c. Hence, this particular labyrinth tiling is a subset of the
octagonal tiling [155,158], which corresponds to the structure of real quasicrystals [17,181].
In this section we first have a look on separable quasicrystalline models resulting from the product
of one-dimensional chains in general. Afterwards, we introduce the construction of the eigenstates
for the particular separable model of the labyrinth tiling in two and three dimensions.
2.2.1 The Product of Two Linear Chains
Sire pointed out that the labyrinth tiling is a limit case for which the product of two linear
chains becomes separable when studying the electronic spectrum in a tight-binding model [155].
The derivations are based on the Schro¨dinger equations of two one-dimensional chains, where a
11
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2 + 2)− 12
]
Φijl,m .
The indices i and j enumerate the eigenvalues E in ascending order and the corresponding wave
functions Ψ, and the subscripts l and m represent the coordinates of the vertices. This equation
describes the coupling to the eight nearest neighbor positions of site (l,m) in two dimensions as
shown in Fig. 2.4a. In order to obtain a separable model we are interested in special cases for
which we can neglect the potentials 1 and 2:
◦ Square Tiling: By choosing 1 = 2 →∞, one obtains the usual Euclidian product of two
linear chains, i.e., only vertices connected by vertical and horizontal bonds interact as shown
in Fig. 2.4b. Such a tiling is referred to as a quasiperiodic square tiling in two dimensions and
in general as quasiperiodic hypercubic tiling [51,82]. From Eq. (2.16) the two-dimensional
eigenenergies Eij = Ei1 +E
j
2 can be derived. In literature this model has been mainly studied
for the Fibonacci sequence [7, 51, 82, 106, 194] and for reasons of comparison we will also
present a few results of this model.
◦ Labyrinth Tiling: The other limit case occurs for 1 = 2 = 0 and leads to the labyrinth
tiling. In this model only coupling terms to neighbors along the diagonal bonds remain (cp.












































































































Figure 2.4: Nearest-neighbor coupling terms for a two-dimensional quasicrystalline model: all possible
bonds (a), bonds for the square tiling (b), and for the labyrinth tiling (c).
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This approach can be applied likewise to higher dimensions and in principle to any quasiperiodic
sequence. However, in the case of the labyrinth tiling not all combinations of the one-dimensional
eigenstates are possible as will become clear in the next section when we discuss the explicit
generation rules for the labyrinth tiling in more detail.
2.2.2 Eigenvalues and Wave Functions of Generalized Labyrinth Tilings
As pointed out in the previous section, the generalized labyrinth tiling in d dimensions is based on
d metallic-mean chains. From a geometrical point of view these chains are perpendicular to each
other and the bonds of the labyrinth are given by the diagonals of the constructed grid, which is
exemplarily shown for the two-dimensional labyrinth tiling for b = 2 in Fig. 2.5. Depending on
the starting point, the grid decomposes into 2d−1 separate grids. For the two-dimensional tilings
connecting all vertices with even index sum results in the finite ath order approximant La of the
generalized labyrinth tiling L. Analogously, all vertices with odd index sum connected by diagonal
bonds also form a labyrinth tiling L?a [158,192].
Further, both tilings, La and L?a, are shown for the golden- and bronze-mean model in Fig. 2.6.
From Fig. 2.5c we observe that for the octonacci sequence both tilings are identical if La is mirrored
at the center of the x- or y-axis or rotated by 90◦, i.e., L?a is dual to La. For other inflation rules
La and L?a are slightly shifted against each other and mainly differ at the boundaries as shown in
Fig. 2.6. These similarities originate from hidden mirror symmetries in the quasiperiodic chains.
While the octonacci chain is perfectly mirror symmetric, for the other chains mirror symmetry
can be achieved by neglecting a few symbols at one end of the sequence (e.g. for the Fibonacci
chain the last two symbols on the right) and by interchanging two consecutive bonds for the case
b > 2 (i.e. a phason flip) [168].
The eigenstates of the generalized labyrinth tiling in two dimensions are constructed as the product
of the eigenstates of two one-dimensional chains [192] according to Eqs. (2.15) and (2.17). However,
due to the symmetries of the eigenfunctions according to Eq. (2.11), some of the wave functions



























Figure 2.5: Labyrinth tiling constructed from the strong model CAg3 (a) and the weak model C˜Ag3 (b) of
the octonacci chain. Plot (c) additionally shows in green the dual tiling L?Ag3 of the tiling LAg3
visualized in (a).
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(a) (b) (c) (d)
Figure 2.6: Labyrinth tilings La and L?a for the golden-mean models LAu7 (a) and L?Au7 (b) as well as the
bronze-mean models LBz4 (c) and L?Bz4 (d). The tilings La are mirrored at the center of the
y-axis to better visualize the similarities of both grids [168].
Φijlm and related eigenvalues E
ij are identical. Then only one of them is allowed to be considered.
In two dimensions for even chain lengths Na the system size is N
2
a/2 and a valid combination of
eigenstates is {
Eij | 1 ≤ i ≤ Na/2 ∧ 1 ≤ j ≤ Na
}
. (2.18)






For odd chain length Na the selection of the eigenstates is more complicated due to the special
structure of the eigenfunction for EM = 0 (M = dNa/2e). This results in the set of two-dimensional
energy values {
Eij | (1 ≤ i < M ∧ 1 ≤ j ≤ Na) ∨ (i = M ∧ 1 ≤ j ≤M)
}
(2.20)
corresponding to a system size of 12(N
2
a + 1). By definition the state E
MM = 0 lives only on the










In three dimensions we follow the same considerations as in two dimensions. The grid now
decomposes into four different grids depending on the choice of the starting point because the
bonds correspond to one of the four main diagonals of a cuboid. Thus, we have N3a/4 vertices for
even chain lengths [27] and 14Na(N
2
a + 3) for odd chain lengths. Without loss of generality we
consider only the labyrinth tiling L3da = Ca × Ca × Ca, for which all vertices have either all even or
all odd indices l, m, and n. For example with v = 1 the considered vertices build a body centered
cubic (bcc) structure.
The eigenstates in three and higher dimensions are computed from the results of d independent
quasiperiodic chains, which yields the d-dimensional eigenenergies and wave functions
Es = Eij...k = Ei1E
j





lm...n ∝ Ψ1il Ψ2jm . . .Ψdkn . (2.22b)
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The vector s = (i, j, . . . , k) enumerates the eigenvalues E and the corresponding wave functions Ψ,
and the position vector r = (l,m, . . . , n) represents the coordinates of the vertices.
For even Na the eigenvalues E
s = Ei...jk of the generalized labyrinth tiling Ldda in d dimensions
are described by the set{
Ei...jk | 1 ≤ i ≤ Na/2 ∧ . . . ∧ 1 ≤ j ≤ Na/2 ∧ 1 ≤ k ≤ Na
}
. (2.23)
This equation results from the symmetry of the wave functions given by Eq. (2.11). Due to the
special structure of the eigenfunctions with the energy EM = 0, for odd Na the allowed set of
eigenstates is much more complex. For instance, in three dimensions a valid combination is
{Eijk | (1 ≤ i < M ∧ 1 ≤ j < M ∧ 1 ≤ k ≤ Na)∨
(i = M ∧ 1 ≤ j ≤M ∧ 1 ≤ k ≤M)∨ (2.24)
(1 ≤ i < M ∧ j = M ∧ 1 ≤ k ≤M)} .







m . . .Ψ
k
n (2.25)





mΨkn i = j = k = M√
2ΨilΨ
j





2.3 Properties of the Eigenenergies
This section discusses different properties of the energy spectrum by determining the DOS and
having a closer look at how energy bands behave in these quasiperiodic systems in dependency
on the dimension and the strength of the quasiperiodic modulation. Further, the splitting of the
energy bands is shown to be related to the underlying structure by an RG approach.
2.3.1 Density of States
In order to get more information about the distribution of the energy values, a commonly chosen
way is to define the DOS.
Definition 2.4 (Density of States (DOS)) (cp. [60,80])







equals the fraction of eigenvalues N(E)/V in an energy interval at the energy level E. The
integrated density of states (IDOS) I(E) =
∫ E
−∞ %(E
′)dE′ counts the fraction of eigenvalues up to
a given energy value E. Further, a space-resolved description of the DOS associated to the wave




δ(E − Es) |Φsr|2 . (2.28)
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Figure 2.7: DOS for the strong (dark colors) and weak model (light colors) of the metallic-mean chains of
the golden-mean chain CAu19 (a), the silver-mean chain CAg11 (b) and the bronze-mean chain CBz8
(c) for the coupling parameters v = 0.2 (top), v = 0.5 (center), and v = 0.8 (bottom).
In Fig. 2.7 the DOS is shown for different metallic-mean chains for the weak and strong model
in one dimension. Depending on the underlying inflation rule we observe that peaks occur at
well-defined energies, which can be described by an RG approach as introduced in Sec. 2.3.3. Also
the splitting of these bands into subbands can be described with this method. Further, the results
for the weak and strong model are quite different, where the biggest differences can be found for
small v as expected. Also the minimum and maximum energies are smaller in the weak model.
For v → 1 the DOS approaches the expected result for a one-dimensional periodic chain with
%(E) ∼ 1/√|E ± 2| at the edges of the energy spectrum and a constant DOS for E = 0. While for
increasing coupling parameters v the energy bands seem to broaden, for all values of v < 1, even
for v close to 1, the eigenvalues are not distributed in a smooth manner but instead there are peaks











































































































































Figure 2.8: Same as Fig. 2.7 for the two-dimensional generalized labyrinth tilings LAu19 with golden mean
(a), LAg11 with silver mean (b), and LBz8 with bronze mean (c).
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Figure 2.9: Same as Fig. 2.7 for the three-dimensional generalized labyrinth tilings L3d,Au18 with golden mean
(a), L3d,Ag10 with silver mean (b), and L3d,Bz7 with bronze mean (c).
devil’s staircase [156,192]. This corresponds well with the known fact that the one-dimensional
energy spectrum is singular continuous with a zero Lebesgue measure [34,163,192].
In Figs. 2.8 and 2.9 the (integrated) DOS is also shown for different coupling parameters v in two
and three dimensions for the golden-, silver- and bronze-mean model. While in one dimension for
all values v < 1 the IDOS shows a step-like behavior, in higher dimensions the energy bands begin
to overlap with increasing coupling parameter v and for v > 0.6 in two dimensions and v > 0.4 in
three dimensions the gaps completely vanish [27,155]. The minimum and maximum energies for
each dimension are given by E? = ±2d. Since these energies increase with the coupling parameter
v, these values are only obtained for v = 1. In the limit case v = 1 the expected DOS of a square
lattice with %(E) ∼ const at the edges (E = ±4) and a van-Hove singularity at E = 0 as well as
the DOS of a body-centered cubic lattice with a van-Hove singularity at E = 0 [87] are recovered.
Further, in all dimensions the energy spectrum is self-similar and for the one-dimensional chains
the hierarchical structure of the gaps is described by the gap labeling theorem [9].
Comparing the results of the strong and the weak model especially for v = 0.8 (cp. Figs. 2.7 and
2.10), we see that the results of both models possess a very similar structure but for the latter
model they seem to be squeezed on the energy scale. This indicates that the structure of the peaks
depends strongly on the applied quasiperiodic sequence (for different parameters b there clearly
is a difference in the structure of the DOS), whereas the different assignment of the coupling
strengths is responsible for the scaling of the results. In Sec. 2.3.3 we will see that by applying an
RG approach the bands split in a very similar way for the strong and the weak model.
2.3.2 Energy Spectra
In this section we investigate the energy spectrum introduced in Def. 2.3 and its scaling behavior
with the system size in dependency on the coupling parameter v for the different metallic-mean
systems. To determine the energy spectrum we apply the periodic boundary conditions PB2
leading to a chain length Na = fa.
17
2 ELECTRONS IN GENERALIZED LABYRINTH TILINGS
The standard approach for the calculation of the energy spectrum is based on transfer matrices
and trace maps (cp. Sec. 4) [9, 82, 94, 152, 191]. The trace map approach allows even for very
large approximants the computationally inexpensive decision whether an energy E belongs to
the spectrum or not. However, when computing the whole energy spectrum one can only check
if a specific energy E belongs to the spectrum with a certain energy step ∆E, which imposes
limitations on the accuracy of the results. While this approach yields sufficient accuracy for the
one-dimensional results, the errors become significant in higher dimensions. Hence, we use another
approach and directly compute the edges of the energy bands for a particular approximant by
making use of Def. 2.3, i.e., we diagonalize two Hamiltonians for which the coupling strength x or y
between the first and the last site is chosen to be either positive or negative [51]. The corresponding
eigenvalues of these two Hamiltonians yield the edges of the bands in the energy spectrum. Having
the one-dimensional energy intervals [Eja, E
j
b] with width ∆
j for the quasiperiodic chain Ca, the
two-dimensional energy spectrum of the labyrinth tiling is then directly constructed from these









































Likewise, the result can be computed in arbitrary dimensions.
Exemplarily, we show the results for the energy spectrum for the silver-mean systems for different
coupling parameters v in Fig. 2.10. Depending on the coupling parameter v the size of the
band widths and gaps varies. With increasing size of the approximants the quasiperiodic system
is approached and the bands in the energy spectrum become narrower. While for the infinite
system (a → ∞) the one-dimensional model is always a Cantor-like set with zero Lebesgue
measure [82,157], it is known that in two and three dimensions certain transition in the energy
spectrum occur in dependency on the coupling parameter v as already mentioned in Sec. 2.3.1. For















































































Figure 2.10: Energy spectra for the first approximants of the silver-mean system in one and two dimensions
for different coupling parameters: v = 0.5 (a) and v = 0.8 (b) in one dimension as well as
v = 0.3 (c) and v = 0.5 (d) in two dimensions. Results for the strong model are shown in red
and for the weak model in grey.
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v > 0.4 (although the DOS is still singular continuous) [155]. Similar results were also found for
octagonal tiling models [18]. Further, Even-Dar Mandel and Lifshitz published a rigorous analysis
of the spectrum of the Fibonacci sequence and the associated square/ cubic quasiperiodic tiling in
two and three dimensions [50,51,82]. Along the same way we investigate the energy spectrum of
the metallic-mean sequences and the corresponding generalized labyrinth tilings, which allows for
a comparison of the results. In particular, Even-Dar Mandel and Lifshitz pointed out that the
following transitions can occur in the energy spectrum [51]:
◦ Above vdd1 all bands of the d-dimensional spectrum are of positive, finite measure. For
v < vdd1 there is at least one band with zero measure.
◦ For v < vdd2 there are infinitely many bands in the d-dimensional spectrum. This implies
that infinitely many bands are of zero measure, i.e., vdd2 ≤ vdd1 .
◦ For v < vdd3 all bands in the spectrum are of zero measure. However, this does not imply
that also the total band width is zero (e.g. Cantor set with positive measure [51]).
◦ For v < vdd4 the total bandwidth of the spectrum is zero.
From this definition one can find an intrinsic order of the transitions with vdd4 ≤ vdd3 ≤ vdd2 ≤ vdd1 <
1. In the following we numerically determine the coupling strengths for the different transitions in
dependence on the quasiperiodic model and the dimension.
Scaling of the Smallest Band Width
For the threshold value vdd1 there is at least one band with zero measure in the energy spectrum.







in dependency on the system size Va, we obtain that for v > v
dd
1 the width ∆min is independent of
the system size and for v < vdd1 the width scales with a power law
∆min ∝ V −ζmin(v)a . (2.31)
In Fig. 2.11 we show the width ∆min in dependency on the system size for different metallic-mean
systems. We obtain that the results for the golden-mean chain CAu fulfil the power-law behavior
according to Eq. (2.31) over several orders of magnitude. For the corresponding two-dimensional
labyrinth tiling LAu the width ∆min shows some fluctuations depending on whether the linear
system size is odd or even. For the silver-mean labyrinth tiling we do not observe such fluctuations
because the system size fa is odd for every approximant. Further, in higher dimensions we can
observe a qualitative different behavior compared to the metallic-mean chains since for large
coupling parameters v the width ∆min of the smallest energy band remains constant.
Results for the scaling exponent ζmin are shown in Fig. 2.12 for the metallic-mean systems in
different dimensions. The one-dimensional results show that the exponent ζmin increases with
the parameter b of the inflation rule. The results for the weak and strong model are very similar
apart from the system with b = 5, where the scaling exponents of the weak model are significantly
higher. For all systems the scaling exponent tends to ζ1dmin → 2 for v → 1, i.e., the width of the
smallest band decreases at least quadratically with the system size or even faster for v  1.
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Figure 2.11: Scaling behavior of the width ∆min of the smallest band in the energy spectrum for the strong
model of the golden-mean chain CAu (a) as well as for the golden-mean (b) and silver-mean
labyrinth tilings (c) in two dimensions.
From theory we know that for the periodic chain with v = 1 the energy spectrum consists only
of the band [−2, 2], and we obtain ζ1dmin = 0. For all other coupling parameters 0 < v < 1 the
spectrum is singular continuous for the quasiperiodic chains [35], i.e., in the limit Na →∞ the
energy spectrums splits into infinitely many bands with zero measure. With this property we also
can deduce a lower bound of ζ1dmin. Due to the singular continuous spectrum, there are Na bands
in the energy range [−2, 2] for a finite approximant Ca. This requires a scaling of the average band
width at least according to 〈∆1d〉 ∝ 1/Na, which yields a scaling exponent of one. The numerical
results show that the width of the smallest band decreases significantly faster.
Having a look at the results in two and three dimensions we can see a qualitative difference to the
one-dimensional results. There is a whole range of coupling parameters for which we obtain a
scaling exponent ζmin = 0 in contrast to one dimension where the scaling exponents become zero
only for the coupling parameter v = 1. The threshold values for the transition in two and three
dimensions are v2d1 ≈ 0.6− 0.62 and v3d1 ≈ 0.46− 0.48 for the golden- and silver-mean model and
v2d1 ≈ 0.66− 0.68 and v3d1 ≈ 0.54− 0.56 for the bronze-mean model. Although the results fluctuate
in two and three dimensions, one can see that the scaling exponent ζmin and also the threshold
value vdd1 increases with the parameter b of the inflation rule as for the one-dimensional systems.
Further, for the limit case v → 1 there is only one band and the width of the smallest band is
approximately constant for different approximants, and yields ζddmax = 0 for d > 1. In the limit case
as the coupling parameter v becomes small, the overlap of the bands vanishes and we obtain the
smallest band from the square of the interval [Emina , E
min
b ] with a width ∆
1d
min in one dimension,
i.e., in two dimensions we have the interval [(Emina )
2, (Eminb )















Without loss of generality we assume that Ea, Eb ≥ 0 due to the symmetry of the energy spectrum.
With increasing system size Na the first term in Eq. (2.32a) becomes dominant and the scaling
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Figure 2.12: Scaling exponents ζ1dmin of the width ∆min of the smallest band in the energy spectrum for
different metallic-mean systems in one dimension (a) and ζddmin for the strong model in one,
two, and three dimensions (b) in dependency on the coupling parameter v.
exponents of the width of the smallest band approach each other. Likewise, this can be applied to
higher dimensions, i.e., ζddmin ≈ ζ1dmin/d for v  1. Comparing this relation with the actual results
in Fig. 2.12, for all considered systems this relation is fulfilled for intermediate values of v but for
small values of v the quantity ζddmin is clearly larger than ζ
1d
min/d apart from the two-dimensional
silver-mean labyrinth tiling. These difference from the analytical result in Eq. (2.32) might be
related to the fluctuations of the width ∆min of the smallest band with the system size (cp. Fig.
2.11b) or to numerical issues which can lead to a separation of bands in higher dimensions although
they are actually merged.
Total Number of Bands
By investigating the scaling of the total number of bands #∆ in the spectrum with respect to the
system size Va, we can determine the corresponding threshold v
dd
2 of the coupling parameter. The
scaling exponent ζ#∆(v) of the power law
#∆ ∝ V ζ#∆(v)a (2.33)
is expected to become zero for v > vdd2 since there is a finite number of bands. For the one-
dimensional quasiperiodic systems we always have Na bands for 0 < v < 1 and, hence, ζ#∆ = 1.
Only for v = 1 we obtain ζ#∆ = 0. In contrast, in higher dimensions for large v the bands
merge already for v < 1 and, hence, the total number of bands becomes constant resulting in
ζ#∆ = 0. On the other hand, the overlap of the bands vanishes for v  1 and we expect to obtain
∝ (#∆1d)2 bands in two dimensions and ∝ (#∆1d)3 in three dimensions. Hence, the exponent
should tend to ζ#∆ → 1 for v  1.
In Fig. 2.13 we show results for the scaling behavior of the total number of bands for different
metallic-mean systems. The scaling behavior of #∆ with the system size is exemplarily visualized
for the golden-mean labyrinth tiling LAu in Fig. 2.13a, and the corresponding scaling exponents ζ#∆
of the number of bands are shown in Fig. 2.13b. For small and large v we get the expected scaling
exponents with the transition in between, i.e., the scaling exponent ζ#∆ is zero for v > v
2d
2 ≈ 0.6
and v > v3d2 ≈ 0.46 for the golden- and silver-mean systems. There seems to be a trend towards a
decrease of the threshold value vdd2 with increasing parameter b. Although we expect ζ#∆ = 1
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Figure 2.13: Scaling behavior of the total number of bands #∆ for the golden-mean labyrinth tiling LAu
(a) and corresponding scaling exponents ζ#∆ for the strong model of different metallic-mean
systems in two and three dimensions (b) in dependency on the coupling parameter v.
for v = 0, for the coupling parameter v = 0.1 the scaling exponent ζ#∆ is still smaller than 1
especially for three dimensions, which shows that certain bands are still merged.
Scaling of the Width of the Largest Band
For coupling parameters v < vdd3 all bands have zero measure, i.e., the width ∆max of the largest
band also vanishes as the system size goes to infinity. Thus, by determining the power-law






∝ V −ζmax(v)a (2.34)
we can determine the corresponding transition values vdd3 of the spectrum in different dimensions.
In Fig. 2.14 the scaling behavior of the width ∆max of the largest energy band is exemplarily
shown for the strong model of the golden-mean chain and the corresponding labyrinth tiling.
The numerical results show a very good agreement with the scaling law in Eq. (2.34). The
corresponding scaling exponents ζmax for different dimensions and inflation rules are shown in Fig.
2.15. In one dimension the scaling exponents of the weak and strong model are again identical and














































































Figure 2.14: Scaling behavior of the width ∆max of the largest band in the energy spectrum for the strong
model of the golden-mean chain CAu (a) and the corresponding labyrinth tiling LAu (b).
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Figure 2.15: Scaling exponents ζmax of the band width ∆max of the largest band in the energy spectrum for
different metallic-mean systems in one dimension (a) and dζddmax for the strong model in one,
two, and three dimensions (b) in dependency on the coupling parameter v.
for the periodic chain (v = 1) a scaling exponent ζ1dmax = 0, and for coupling parameters 0 < v < 1
the average band width decreases linearly with the system size due to the singular continuous
spectrum. The numerical results suggest that this also applies to the scaling exponent ζ1dmax of the
width of the largest band. For v  1 the width of the largest band decreases even faster, where
there is a tendency to get lower scaling exponents for larger parameters b, although the results for
b = 2 and b = 3 as well as b = 4 and b = 5 are quite close and ζ1dmax for b = 3 becomes even larger
than for b = 2 for intermediate values of v.
Comparing the scaling exponents of the width of the smallest and largest energy band of the
quasiperiodic chains, we observe different behaviors depending on the parameter b of the inflation
rule. While for the Fibonacci chain the largest difference is obtained for v → 1, where the width
of the smallest band decreases quadratically and the width of the largest band only linearly
with the system size, for v  1 both scaling exponents approach each other. For the silver- and
bronze-mean chains the scaling exponents ζ1dmin and ζ
1d
max differ by about 1 for almost all coupling
parameters v and for even larger values of b the difference of the scaling exponents increases with
decreasing values of v. Although the scaling exponents do not directly correspond to the band
width, different scaling exponents ζ1dmin and ζ
1d
max indicate the existence of at least two different
band widths, but usually there is a whole distribution of bands (cp. Sec. 2.3.3).
In two and three dimensions we observe the expected transition and the scaling exponent becomes
zero for v > v2d3 ≈ 0.5 in two dimensions and v > v3d3 ≈ 0.3 in three dimensions. The results for
different inflation rules are quite close but there seems to be a decrease of the threshold value vdd3
with the parameter b. As for the width of the smallest band, for v  1 the scaling behavior of
the width of the largest band is approximately given by ζddmax ≈ (ζ1dmax)/d. The data in Fig. 2.15b
shows that this relation is approached for decreasing v.
Total Measure of the Spectrum
To determine the coupling strength vdd4 we study the power-law behavior of the total band width







∝ V −ζtotal(v)a . (2.35)
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The scaling behavior of the total band width is shown for the golden-mean chain and the
corresponding labyrinth tiling in Fig. 2.16. The scaling exponents ζtotal are visualized in Fig.
2.17 for all considered metallic-mean systems in one, two, and three dimensions. For coupling
parameters v > vdd4 we obtain the scaling exponent ζtotal = 0 because the total band width is of
finite measure and does not scale with the system size. Comparing the one-dimensional results for
the different inflation rules we can see that the scaling exponents ζtotal of the total band width
decrease with the parameter b of the inflation rule. Further, the results for the weak and strong
model are identical, which may be related to the similar hierarchical structure of the two chains as
outlined in Sec. 2.3.3. We obtain the transition parameters v2d4 ≈ 0.4 and v3d4 ≈ 0.2. The results
for different b vary slightly with a trend towards decreasing vdd4 for increasing parameter b.
In the limit case v  1, the overlap of the bands in higher dimensions vanishes, and we obtain
∝ Nda bands in d dimensions. Once again we can derive the higher-dimensional ζddtotal from the





∝ N−(ζ1dtotal+1)a , (2.36)



























This derivation can be generalized to arbitrary dimensions, where the leading term is always
proportional to Nda 〈∆1d〉. This yields for v  1 the relation
ζddtotal =
(
ζ1dtotal + 1− d
)
/d . (2.38)
The results in Fig. 2.17 show that this behavior is reproduced well, although the relation slightly
underestimates the results in higher dimensions, which is not surprising as we have neglected the




































































Figure 2.16: Scaling behavior of the total band width ∆total of the energy spectrum for the strong model of
the golden-mean chain CAu (a) and the corresponding labyrinth tiling LAu (b).
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Figure 2.17: Scaling exponents ζtotal of the total band width ∆total of the energy spectrum for different
metallic-mean systems in one dimension (a) and dζddtotal for the strong model in one, two, and
three dimensions (b) in dependency on the coupling parameter v.
Summary of Scaling Exponents of the Energy Spectrum
The threshold parameters for the transitions in the energy spectrum are summarized in Table 2.2.
On the first glance there is no clear trend for the transitions in dependency on b. For instance, the
threshold value v1 of the smallest band width increases with b, whereas the threshold value v4 of
the total band width decreases with b. However, a closer look reveals that the b-dependency of the
transitions corresponds to the trend of the scaling exponents with respect to b. For instance, the
scaling exponent ζtotal of the total band width decreases in every dimension with the parameter b
and, hence, the threshold value v4 decreases also with the parameter b. The same is valid for the
other threshold parameters.
A comparison with the results of the square/ cubic Fibonacci tiling in Table 2.2 reveals a rather
good correspondence of the transitions [51]. A possible reason for this is that the width of the
higher-dimensional bands can be approximated by the width of the one-dimensional bands.
From the numerical results we can conclude that for v < v4 the energy spectrum of the labyrinth
tiling has zero Lebesgue measure and is singular continuous. From the physical point of view we
can argue that for these parameters the peaks do not or only slightly merge in higher dimensions
and, hence, the width of the energy bands decreases with a scaling exponent ζtotal > 0. For the
Table 2.2: Transition parameters in the energy spectrum of metallic-mean labyrinth tilings in two and three
dimension. For comparison we show the corresponding transition parameters for the golden-mean
square/ cubic tiling [51].
d coupling parameter square/ cubic tiling b = 1 b = 2 b = 3
v1 ≈ 0.6 0.60-0.62 0.60-0.62 0.66-0.68
2 v2 ≈ 0.6 0.60-0.62 0.58-0.62 0.66-0.68
v3 ≈ 0.5 0.52-0.54 0.50-0.54 0.46-0.48
v4 ≈ 0.38 0.40-0.42 0.40-0.42 0.38-0.40
v1 0.38− 0.5 0.46-0.48 0.46-0.48 0.54-0.56
3 v2 0.38− 0.5 0.46-0.48 0.44-0.46 0.54-0.56
v3 ≥ 0.2 0.28-0.32 0.28-0.32 0.26-0.28
v4 < 0.17 0.20-0.22 0.18-0.22 0.16-0.18
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one-dimensional metallic-mean systems it is known that for all v ∈ (0, 1) the energy spectrum
is singular continuous [35,36,163]. This has also been shown analytically to hold for the square
Fibonacci tiling in the regime of strong quasiperiodic modulation [35]. There is no proof for the
singular continuous structure of the labyrinth yet, but it is clearly evident from the data that there
is such a transition at v4. Thereby, with Eq. (2.38) and ζ
dd
total = 0 we can obtain a rough estimate
for the transition parameter vdd4 from the one-dimensional scaling exponents ζ
1d
total. In particular,
we obtain v2d4 ≈ 0.2 and v3d4 ≈ 0.13 for the golden-mean systems, which clearly underestimates
the actual result probably because we have not considered the merging of bands in Eq. (2.38).
The spectrum becomes absolute continuous if all bands are of finite measure, i.e., for v > v1. The
results also indicate that the threshold value v2, for which the total number of bands becomes
infinite, is identical to the threshold value v1. Further, for v3 < v < v2 the spectrum is composed
of a singular and an absolute continuous part, and for v4 < v < v3 the spectrum becomes singular
continuous but is still characterized by a finite Lebesgue measure. For v = 0 the isolated clusters
lead to a pure point spectrum and for v = 1 the periodic systems possess an absolutely continuous
spectrum regardless of the dimension. The transition parameters vdd1 seems to correspond to the
threshold values vDOS for which the DOS becomes gapless in two and three dimensions. This is not
surprising because for v > vDOS we only have one band and consequently its band width does not
scale with the system size, i.e., ζmin = 0. We also studied results for slightly disturbed labyrinth
structures, which no longer satisfy the product structure, and found no significant difference.
2.3.3 Splitting of the Energy Spectra
Looking at the energy spectrum in Fig. 2.10 and the DOS in Fig. 2.7, one can see that for small
coupling parameters v subbands emerge. By visualizing the different energy values in ascending
order in Fig. 2.18 this becomes even more obvious. For instance, for the weak model of the
Fibonacci chain there are three main bands which seem to split into three subbands, etc. For
other chains of the weak model also three main bands are present, whereas for the strong model
2b+ 3 different main bands occur (cp. Fig. 2.7).
The splitting of the bands in the regime of strong quasiperiodic modulation (v  1) can be described
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Figure 2.18: Energies plotted in ascending order for the Fibonacci chains CAu16 (a) and C˜Au16 (b) with
N16 = 1598 sites and a coupling parameter v = 0.2. The insets illustrate the trifurcating
structure of the energy spectrum.
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the Hamiltonian H = H0 + H1 is decomposed into a model Hamiltonian of the unperturbed
system H0 and a perturbation H1. Here the coupling parameter v is treated as the perturbation,
which results in H0 = H(v = 0) and H1 = H(v)−H(v = 0).
Two flavors of time-independent perturbation theory for the Schro¨dinger equation are known: the
Rayleigh-Schro¨dinger (RS) and the Brillouin-Wigner (BW) perturbation theory. The first one
provides a straightforward way to explicitly calculate the energy shifts and corrections to the wave
functions in the presence of the perturbation, but the equations become rather complicated for
increasing orders of the expansion. On the other hand, the BW approach can only be solved in a
self-consistent way but the relations are more convenient allowing the expansion to higher orders
in a straightforward way. A short overview of both approaches is given in Appendix A.1. In the
following we denote the bonds in a more general way – strong bonds have a coupling strength s
and weak bonds the strength v of the coupling parameter.
Rayleigh-Schro¨dinger Perturbation Theory
The Rayleigh-Schro¨dinger theory allows the recursive construction of matrices in subspaces for
a degenerate eigenenergy to a given order p, whose diagonalizations yield corrections to the
unperturbed eigenenergies (see Appendix A.1.1). Although the accuracy of O(vp+1) of the
expansion to the pth order is not guaranteed, the theory yields good results for small perturbations
and preferably large separations between the degenerate energy levels. The first condition is met
since we only consider small values of v. The separations of the energy levels |Ei−Ej | > c for the
unperturbed system results for the weak chains in c = 1 and for the strong models in cAu = 0.41,
cAg = 0.20 and cBz = 0.11. Hence, with increasing b the energy bands will eventually mix with
each other for the strong model and perturbation theory is no longer applicable.
Before we directly apply the perturbation theory, let us have a look at the splitting of the energy
spectrum into main bands. Assuming v = 0 for the strong models we have clusters of strongly
coupled atoms of sizes b+ 1 and b+ 2, and for the weak model only atomic and molecular sites
occur. The solution of the tight-binding Schro¨dinger equation for these clusters determines the
number of main bands in the energy spectrum. For the weak model the atomic sites yield E = 0
and the molecular sites E = ±1, which results in the three main bands, and for the strong model
the eigenstates of the two types of clusters yield 2b+ 3 main bands.
For the Rayleigh-Schro¨dinger perturbation theory we explicitly calculated the energy levels up
to second order and compared these with the results of the numerical diagonalization. As an
illustrating example we analyze the strong model of the octonacci chain CAg6 in Fig. 2.19 [170]:











expansion (p = 1), the only corrections are six levels linear in v, splitting off the three E
(0)
ss levels,
because the sequence ·]ssvss[· is the only possibility for which two clusters of the same type
are connected by a single v bond. There are also remaining separate ss clusters, so that the
unperturbed E
(0)
ss level is still present in the spectrum. For p = 2 all ss clusters split as the
clusters become connected, although the sss clusters are still not completely connected as there
are ·]sssvssvssvsss[· sequences in the chain.
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Figure 2.19: Comparison of energy levels obtained by the RS perturbation theory and by numerical
diagonalization of the complete Hamiltonian H. Results are shown for the octonacci chain
CAg6 for v = 0.1 (a) and v = 0.2 (b). For reasons of symmetry only energy values E ≥ 0 are
included [170]. The energy level E = 1 is due to the free boundaries.
The results obtained by different orders of the perturbation theory are close in comparison to the
energy levels obtained by numerical diagonalization of the Hamiltonian H, although only second-
order corrections are taken into account. In the case of the energy level E
(0)
ss the second-order
corrections seem to overcompensate the error leading to a stronger splitting of the energy levels
compared to the exact numerical results.
Brillouin-Wigner Perturbation Theory
The splitting of the energy levels into main and subbands can be even better understood by an RG
approach in connection with the BW perturbation theory [123], which allows the determination of
the splitting of the energy bands with the corresponding changes in energy up to higher orders
of p. With this approach the splitting of energy bands has been studied for one-dimensional
quasiperiodic chains and in particular for the Fibonacci chain [123, 124, 133]. We will briefly
introduce the ideas behind this and then look how energies behave for other metallic-mean chains
and for the labyrinth tiling. Especially for higher dimensions, only very few results are known
as e.g. for the square Fibonacci tiling and superlattice structures with only one quasiperiodic
direction [52,111,187].
At first we have a look at the spectrum of the weak model of the Fibonacci chain C˜Au, which has
been extensively studied and revealed a rather straightforward structure.
The energy spectrum of the Fibonacci chain: The structure of the energy spectrum can be
described by an RG approach, which is a mathematical apparatus for the systematical study of
the changes of a physical system viewed at different length scales. The general idea is that a given
system can be transformed/ renormalized by the application of an RG step in such a way that
we obtain a new system with a reduced number of degrees of freedom (i.e. sites/ bonds). As
mentioned in the previous section, for the weak model of the metallic-mean chains the system
contains for v = 0 only isolated sites (atoms) and biatomic clusters (molecules) coupled by an
strong bond as visualized in Fig. 2.20. This yields three highly degenerated energy levels: E = 0
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for the atomic sites and E = ±s for the bonding and antibonding states of the molecules [123].
For non-zero coupling parameters v one finds a coupling between these isolated clusters, where
the dominant contribution occurs between sites of the same type. Hence, for the Fibonacci chain
C˜Au we can distinguish two possible RGs [123]:
◦ Atomic RG — The renormalized grid after one RG step consists of the atomic sites of the
original chain as shown in Fig. 2.20a. These new sites are then connected by new strong
and weak bonds. In particular, atoms separated by one molecule in the original chain get
connected by a new strong bond and atoms separated by two molecules in the original chain
become connected by a new weak bond (cp. Fig. A.1a).
◦ Molecular RG — In one RG step all molecular sites of the original chain are replaced by new
atomic sites (cp. Fig. 2.21a). Again the atoms in the renormalized grid can be connected by
new bonds, where the sites of neighboring molecules are connected by a new strong bond
and sites for molecules separated by an atomic site become connected by a new weak bond
(cp. Fig. A.2a).
For both RG approaches we obtain a new Fibonacci chain, which is scaled in length and energy.
The derivation of the length scalings ceff and the scaling factors zeff for the new bond strengths of
an approximant under the application of one RG step is based on the BW perturbation theory
and is described in detail in Appendix A.2. For the Fibonacci chain C˜Au we obtain for the
◦ atomic RG a length scaling of ceff = τ−3Au and an energy scaling of z¯Au = v2/s2 and for the
◦ molecular RG a length scaling of ceff = τ−2Au and an energy scaling of zAu = v/2s.
Consequently, after one RG step the new Fibonacci chains contain a smaller number of sites/
bonds. By reversing the direction of the RG approach Niu and Nori obtained an explanation for
the splitting of the energy bands in subbands. In particular, the atomic RG expansion provides a
description for the splitting of the central main band and the molecular RG expansion for the
splitting of the left and right main bands of the energy spectrum (cp. Fig. 2.18b). Using the
above mentioned scaling factors for the lengths and energies, they found that the central band
corresponds to the spectrum of the original Fibonacci chain which is scaled in length by τ−3Au and
in energy by z¯Au = v
2/s2. Also the two side bands are scaled versions of the Fibonacci spectrum
with a length scaling of τ−2Au and an energy scaling of zAu = v/2s [123,124]. Since each main band
is a scaled version of the original energy spectrum, it splits again according to the same rules so
that we obtain a trifurcating structure of the energy spectrum as shown in Fig. 2.22a.
(a)
(b)
Figure 2.20: Atomic RG for the weak (a) and strong model (b) of the Fibonacci chain. The thick (thin)
lines denote the strong (weak) bonds. For the weak model C˜Au all atomic sites survive the
RG step. For the strong model CAu in a first step all biatomic molecules are replaced by new
atomic sites which results in the weak chain C˜Au and then we proceed as for the weak model.
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(a)
(b)
Figure 2.21: Molecular RG for the weak (a) and strong model (b) of the Fibonacci chain. The thick (thin)
lines denote the strong (weak) bonds. For the weak model C˜Au the molecular sites are replaced
by a single new site. For the strong model CAu in a first step all triatomic molecules are
replaced by a new atomic site which results in the weak chain C˜Au and then we proceed as for
the weak model.
In other words, the energy spectrum Ea(s, v) of the Hamiltonian Ha(s, v) of the Fibonacci chain
C˜Aua can be related to the spectrum of three Hamiltonians of smaller approximants. With the







This means that the central main band of the energy spectrum corresponds to the spectrum
Ea−3(s, v) of the Hamiltonian Ha−3(z¯Aus, z¯Auv) comprising the fa−3 atomic sites for v = 0 scaled
by a factor z¯Au. The left and right main bands at energies ±s+ zAuEa−2(s, v) correspond to the
bonding and antibonding states of the spectra of the Hamiltonian Ha−2(zAus, zAuv) for the fa−2
molecular sites [132].
This approach can be used to determine not only the splitting of individual bands but also to find
expressions for integrated quantities as the spectral measure (cp. Sec. 2.4.6)







E − Ei) dE . (2.40)
With this equation one obtains a recursive relation for the spectral measure of the weak model of




























Figure 2.22: Splitting of energy levels according to the RG approach for the weak model of the Fibonacci
chain C˜Au (a) and the corresponding strong model CAu (b).
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For the strong model of the Fibonacci chain the situation is slightly different. In Figs. 2.20b
and 2.21b the results of both RG approaches are shown. In the beginning we have five bands
corresponding to the eigenstates of the biatomic and triatomic clusters in the chain for v = 0. After
the first RG step the system becomes a weak chain. Hence, according to the RG expansion of the
weak model these five main bands split into three subbands, etc. (cp. Fig. 2.22b). A comparison
of the scaling factors for the lengths and the energies for the first RG step in Table 2.3 reveals
some differences for the weak and the strong model [124]. However, the scaling factors are not
so different from the results of the weak model. Since only the first step of the RG procedure is
different, many of the properties of these chains are found to be rather similar. For instance, the
properties of the energy spectrum are often identical as we have seen in Sec. 2.3.2.
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For other metallic-mean chains the RG approach becomes more complex, which is discussed in
the next paragraph.
The energy spectra of metallic-mean chains: The structure of the weak model will always lead
to three main bands due to the presence of atoms and molecules in the chain for v = 0, whereas for
the strong model we obtain 2b+3 main bands since the chain consists of (b+1)- and (b+2)-atomic
molecules. As far as we know, for the metallic-mean sequences for b > 1 there is no such recursive
relation for the construction of the energy spectrum as in Eq. (2.39). However, for the silver-mean
chain C˜Ag we can derive a recursive equation for the central main band by applying the atomic
RG approach (cp. Fig. 2.23a). This results in a length scaling of ceff = τ
−1
Ag and an energy scaling
of zeff = z¯Ag = v/s as outlined in Appendix A.2.3. Hence, the central main band of the energy
spectrum Ea(s, v) is given by the energy spectrum Ea−1(s, v) of the Hamiltonian Ha−1(z¯Ags, z¯Agv)
scaled by a factor z¯Ag. Therefore, the central main band visualized in Fig. 2.24 splits into three
subbands in correspondence to the splitting of the central main band of the Fibonacci chain C˜Au.
On the other hand, the molecular approach results in a new silver-mean chain but only in a
two-step process as shown in Fig. 2.23b. Thereby, the number of molecules Na/(τAg − 1) in the
chain determines the sizes of the side bands. As the interim chain is no metallic-mean sequence
the splitting cannot be described as a recursive relation and the further splitting remains unclear.
On the one hand, we expect a splitting into five subbands due to the existence of the biatomic and
triatomic molecules in the interim chain and, on the other hand, we would expect a trifurcating
structure because the two-step process yields a new silver-mean chain although the chain length
does not correspond to the length of a complete approximant. From the numerical results in Fig.
2.24a we obtain a splitting of the side main bands into five subbands, where the second and forth
subband corresponds to a scaled version of the spectrum Ea−3(s, v) (cp. insets in Fig. 2.24a). A
closer look reveals that the eigenstates of these two subbands are associated to the atomic sites of
the original chain which are surrounded by two molecules and, hence, survive the two-step RG
procedure (cp. Fig. 2.23b).
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Figure 2.23: RG approach for the weak model of the octonacci chain C˜Ag: in the atomic RG (a) all atoms
survive and for the molecular RG (b) only molecular sites are replaced by a single new site,
which results after two steps in a new silver-mean chain. In (c) the atomic RG for the strong
model CAg is shown, where in a first step all triatomic molecules are replaced by a single new
site which results in a weak chain C˜Ag.
For the bronze-mean model neither the atomic nor the molecular RG lead in one step to a new
bronze-mean chain. It is possible to construct a substitution rule that results after three steps in
a new bronze-mean chain with a length scaling of ceff = τ
−2
Bz (cp. Fig. 2.25). However, we cannot
formulate a result for the splitting of the main bands into subbands. Nevertheless, the numerical
results again reveal some self-similar patterns. For instance, the second and forth subband of the
central main band possess the same structure as the central main band but differ by a length
scaling of τ−1Bz and the central part of the side main bands is a scaled version of the whole energy
spectrum scaled by a factor τ−2Bz .
The numerical results (see e.g. Sec. 2.3.2) for the strong clusters yield very similar results since
only the first step is based on a different RG procedure as shown for the silver-mean chain in
Fig. 2.23c. For the strong model for v = 0 we have 2b+ 3 main bands in the energy spectrum,
which then split according to the RG of the weak model. As already mentioned for the case of
the Fibonacci chain the scaling parameters for the first RG step given in Table 2.3 are not so
different from the results of the weak chains. We did not perform the same calculations for the
other metallic-mean chains, but in the limit of infinite quasicrystals the effects of the first RG step
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(b)
Figure 2.24: Energies plotted in ascending order for the silver-mean chain C˜Ag9 (a) and the bronze-mean chain
C˜Bz7 (b) for v = 0.2. The insets illustrate the hierarchical structure of the energy spectrum.
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(a)
(b)
Figure 2.25: RG approach for the weak model of the bronze-mean chain C˜Bz – two different substitution
sequences yield the same bronze-mean chain after three steps.
already for the considered approximants the difference of the first RG step is not very important
for the physical properties of the system. As already mentioned, for the strong model the different
energy bands will eventually begin to merge for increasing b. For instance, the minimal difference
of the energy levels for the bronze-mean chain is already rather small compared to the coupling
parameter v and problems of accuracy may occur while applying perturbation theory.
The energy spectra of labyrinth tilings: The spectrum of the labyrinth tiling results from the
product of all eigenvalue combinations as stated in Sec. 2.2.2. For the Fibonacci chain we can
use the recursive Eq. (2.39) to obtain the two-dimensional energy spectrum in terms of the
one-dimensional energy spectra with
E2da (s, v) −→

− (s+ zAuEa−2(s, v))2
−z¯AuE?a−3(s, v) (s+ zAuEa−2(s, v))
z¯2AuE?a−3(s, v)Ea−3
z¯AuE?a−3(s, v) (s+ zAuEa−2(s, v))
(s+ zAuEa−2(s, v))2
. (2.42)
Thereby, the quantity E?a(s, v) denotes all energies E ≥ 0 in the spectrum of Ea(s, v), and we
made use of the fact that the one-dimensional energy spectrum Ea(s, v) is symmetric with respect
to zero. The result in Eq. (2.42) shows that also the two-dimensional spectrum is symmetric as
expected. Further, it also determines the number of states in a particular (sub)band. For v = 0
we have three main bands at E = 0 and E = ±s2, which further split for v > 0. The central
main band is formed from all eigenstates with a contribution of the central band Ea−3(s, v) of the
one-dimensional spectrum and, hence, consists for even system sizes of NaNa−3 −N2a−3/2 states.
As there are three different terms, the central main band splits into three subbands. Exemplarily
we plot in Fig. 2.26b the energies in ascending order, which reveals a splitting of the central main
band into three subbands. However, the terms in Eq. (2.42) do not correspond to these three
subbands in a straightforward way because the central subband of the two-dimensional energy
spectrum also contains contributions from the left and right main bands. These contributions
originate from the multiplication of the states of the central subband of the central main band of
the one-dimensional spectrum with the energies of the two side main bands.
By subsequently resolving the recursive equation the splitting of the bands can be further
understood. For instance, the left main band splits into six bands. In the center the results
33


































































 12000  16000
(c)
Figure 2.26: Energies plotted in ascending order for the labyrinth tilings LAu12 (a) and L˜Au12 (b) as well as for
the weak model of the silver-mean labyrinth tiling L˜Ag7 (c) for v = 0.1.
are very close and both bands are no longer distinguishable (cp. Fig. 2.26b). One can explicitly
determine the number of sites for each of these bands, which perfectly fit with the numerical
results. Further, the central main band of the two-dimensional spectrum possesses a very similar
structure as the complete energy spectrum E2da (s, v).
While for the golden-mean labyrinth tiling the energy spectrum is well defined by the two RG
approaches, for the other metallic-mean systems and the strong model the systems are more
complex. The number of main bands can be determined in a rather straightforward way by
determining the eigenstates of the molecules remaining in the system for v = 0. Therefore, for
the weak model we always have three main bands as for the one-dimensional systems since only
atoms or biatomic molecules occur. For the strong model there is no straightforward solution
because the different molecules might potentially possess equal eigenvalues. Apart from partial
structures at the boundaries, the two-dimensional labyrinth tiling for a parameter b consists of
four molecules with sizes
































The actual shapes of the different molecules are displayed in Fig. 2.27 for the strong model of the
golden- and silver-mean labyrinth. In total the number of atoms in the molecules is 2b2 + 6.5b+ 5.5
for odd b and 2b2 +5.5b+4 for even b. However, the number of actual energy bands is usually much
smaller because most of the molecules share several eigenvalues. For the golden-mean labyrinth we
have 7 energy bands and for the silver-mean labyrinth 17 energy bands. As the distance between
the energy bands becomes small in one dimension, in higher dimensions results are even more
likely to merge, so that the (sub)bands cannot be observed anymore.
Further, in analogy to the golden-mean systems we are able to determine the structure of the
central subband of the central main band in the energy spectrum by the RG approach for the
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Figure 2.27: Shapes and eigenvalues of the molecules for v = 0 in the strong model of the labyrinth tilings
LAu (a) and LAg (b). The black vertices belong to partial clusters due to the boundaries.
silver-mean labyrinth tiling L˜Ag. It is given by z¯2AgEa−1E?a−1 and contains NaNa−1−N2a−1/2 energy
values. As the spectrum of the side main bands in one dimension is not given by a recursive relation,
we cannot expand this procedure to the remaining parts of the two-dimensional spectrum.
2.4 Properties of the Wave Functions
While in the previous section we have discussed different aspects of the energy spectrum, in this
section we have a closer look at the properties of the wave functions. At first we discuss the
connection of the probability density to certain types of energy bands. Afterwards the similarities
of the eigenfunctions of the different grids in higher dimensions are briefly studied, before we
discuss the scaling behavior of the participation ratios with the corresponding exponent γ. We also
determine the generalized dimensions Dq by calculating the inverse participation numbers as well
as by a multifractal analysis. We show that in different dimensions the scaling exponents γ and
Dq/d are identical for the silver-mean model and approach each other for the other metallic-mean
systems with increasing system sizes. Finally, we also investigate the spectral properties of the
wave functions by determining the scaling exponents Dµq and D˜
µ
q associated to the local and global
properties of the DOS. We study them in dependence on the dimension and relate them also to
other scaling exponents.
2.4.1 Cluster Probability and Wave Functions for Quasiperiodic Chains
In the previous section we have seen that the splitting of the energy spectra is directly related to
the quasiperiodic structure of the systems. Now we look at how the probability density of the
wave functions and the structure of the quasiperiodic chains are connected. Figure 2.28 shows the
probability that the particle in an eigenstate Ψi with an energy Ei is on a large cluster consisting
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for the strong models of the golden-, silver-, and bronze-mean chains. These plots illustrate how
the degenerate eigenvalues for v = 0 spread into wider and wider bands with increasing v. The
results imply that Psb+1 strongly depends on the energy of the corresponding eigenstate for small
v because it is either large for the states belonging to the energy bands for the sb+1 clusters and
vanishes for the states of the sb clusters in the limit v → 0 or shows the reverse behavior. From
Fig. 2.28 we can also observe that there are b+ 2 bands with high probabilities and b+ 1 bands
with low probabilities, in correspondence with the number of eigenstates generated by the large
and small molecules as obtained by the perturbation theory approach in Sec. 2.3.3. For v > 0
the probability Psb+1 is greater than zero for all energy bands, which implies that the eigenstates
spread over both types of clusters.
While Fig. 2.28 shows results only for a particular approximant of the three considered chains, we
have also compared the results for Psb+1 of smaller and higher approximants to see whether there
is any systematic deviation from the shown values. We found that, although there are much less
states for smaller systems and many more states for larger approximants, the values of Psb+1 do
not shift systematically for almost all of the states. Instead, the additional points cluster in the
same way as in Fig. 2.28.
The splitting rules of the energy bands are also visible for small coupling parameters v. Further,
the probability Psb+1 of a (sub)band is rather constant in the center and increases or decreases at
the edges. This is probably related to the different splitting rules according to the RG approach
in Sec. 2.3.3, which also has an influence on the properties of the wave functions. Hence, we also
investigate the wave functions with the perturbation theory approach here.
For v = 0 we have an unperturbed system with 2b+3 highly degenerate levels, where all eigenstates
are localized on the individual clusters. In higher orders p of perturbation theory, these localized
states then spread first over neighboring clusters of the same type as the coupling among the
clusters is taken into consideration, and, for a sufficiently high order, delocalize across the whole
chain. Since for the strong model the maximal number of letters v between two consecutive large
clusters sb+1 is also b+ 1, the eigenstates of these clusters delocalize only in (b+ 1)th order of the
perturbation theory. However, small clusters sb of length b are connected at most by 2 (b > 1) or
3 (b = 1) weak bonds. In general, the dimension of the secular problem for each type of cluster
separated by not more than h weak bonds, changes from O(h2) at most for p < h to O(Na) for
p ≥ h. Only the latter case allows for multifractal and/ or extended states to be present in the
solutions of the perturbed system [170].
For instance, for the formerly considered strong model of the octonacci chain CAg for v = 0, the
wave functions are localized on the two types of clusters. In the first order of the perturbation
theory the wave functions remain localized because only some of the small clusters are connected by
a single v bond due to the local environments ·]ssvss[· . For p = 2, all ss clusters become connected
while sss states are still not extended due to the existence of ·]sssvssvssvsss[· sequences in the
chain. For p = 3, states belonging to sss levels delocalize as well [170].
By investigating the structure of the wave functions with the RG approach from Sec. 2.3.3, one
can also recover the hierarchic structure of these chains [123,124]. This becomes clear when we
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Figure 2.28: Probability Psb+1(E) that a particle in an eigenstate of the strong model with a given energy
E belongs to the sb+1 subgrid for different values of v. Only states with E < 0 are shown
due to the symmetry of the eigenstate spectrum with respect to E = 0. Results are given for
the golden-mean model CAu19 (a), the silver-mean model CAg11 (b), and the bronze-mean model
CBz8 (c). Note that there are a few additional states not included in the perturbation theory
approach in Sec. 2.3.3, which are caused by the boundary conditions.





summed over all eigenstates belonging to a certain (sub)band of the energy spectrum as shown in
Fig. 2.29. For the Fibonacci chain C˜Au the probability has peaks at all atomic sites if we take
all states in the central main band of the energy spectrum into account. By summing only over
the central subband of the central main band, we find a significant probability density only on
atomic sites between two molecular sites, etc. (cp. Fig. 2.29b). This exactly recovers the scaling
of the chains under the atomic RG approach as shown in Fig. 2.20. Likewise, if we only sum
over the successive left/ right side (sub)bands of the energy spectrum, we find a correspondence
between the molecular RG approach and the probability density on certain molecules (cp. Figs.
2.21 and 2.29a). We also studied the probability density summed over the central (sub)band of
the octonacci chain C˜Ag in Fig. 2.29c and again recover the results of the atomic RG approach.
Further, in the case of the Fibonacci sequence we can assign to each eigenstate a unique label
according to its belonging to a certain subband of the energy spectrum. For instance, a state within
37
2 ELECTRONS IN GENERALIZED LABYRINTH TILINGS







































Figure 2.29: Probability density P bandl along the sites l of the chain for certain sets of energy values
associated to (sub)bands in the energy spectrum: left side (sub)bands (a), central (sub)bands
of the Fibonacci chain C˜Ag (b), and central (sub)bands of the octonacci chain C˜Ag (c). From
top to bottom P bandl is shown for the main energy band, the subband, the subband of the
subband, etc.
the central subband of the central subband of the central main band is labeled by Ψccc... [123].
This relation may also explain why the probability Psb+1 of a band varies at the edges because
the states belonging to the edges of an energy band contain a higher contribution of states from
the side bands than from the central energy bands. Since the scaling behavior of the atomic and
molecular RG is different, also the wave functions are scaled differently [132].
The recursive structure of the chains also has an influence on the properties of the individual wave
functions. In particular, Pie´chon provided for the Fibonacci chain C˜Au with periodic boundary
conditions a quantitative result for the amplitudes of the wave functions for different approximants
a [132]. For the energy levels Ei (fa−2 < i+ fa−2 ≤ fa−1) in the central main band of the energy
spectrum associated to the atomic sites, the relation is given by∣∣∣Ψi+fa−2l,a (E)∣∣∣ ' 4√τ−3Au ∣∣Ψil′,a−3(E/z¯Au)∣∣ . (2.46)
Likewise, we obtain the recursive relations for wave functions associated to the energy levels Ei
belonging to the left main band (1 ≤ i ≤ fa−2) and to the right main band (fa−1 < i+ fa−1 ≤ fa)




































The sites l+ and l− are those linked by a bond of strength s, which is replaced by the new site l′
during one step of the molecular RG. Note, that not all scaling factors as stated by Pie´chon [132]
are correct. These are approximate results because the atomic (molecular) RG approach ignores
the probability of being on a molecular (atomic) site. Comparing this with the numerical results
in Fig. 2.30, we see that this nevertheless is a good approximation since the probability density on
the other type of cluster is much lower.
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a = 11, i=142
(b)
Figure 2.30: Scaling of the amplitudes of the wave functions Ψil for the golden-mean chain C˜Aua for the
atomic RG (a) and the molecular RG (b) for v = 0.1.
2.4.2 Similarities of Eigenfunctions
Applying the construction rule of the labyrinth tiling, the grid splits into 2d−1 different tilings
in d dimensions, for which we investigate the characteristics of the wave functions. Figure 2.31
shows several wave functions of the generalized labyrinth tilings La and L?a in two dimensions.
For the standard two-dimensional labyrinth tiling constructed from the octonacci sequence (b = 2)
the grid breaks up into two identical tilings and the wave functions are identical for La and L?a if
one of them is mirrored at the center of the x- or y-axis (cp. Figs. 2.31a and 2.31d). Both wave
functions are also identical if rotated by 90◦ taking into account that the indices i and j of one of
the eigenstates have to be interchanged.
For other inflation rules the wave functions are not necessarily identical for small approximants.
Nevertheless, they are quite similarly distributed over the grid as displayed in Figs. 2.31b and
2.31e and several of the wave functions even show a symmetry with respect to the x- or y-axis.
For larger approximants the wave functions approach each other as shown in Figs. 2.31c and
2.31f [168]. This can be explained by the fact that the structure of the 2d−1 grids only differs at
the boundaries and by a phason flip for b > 2. Hence, for large systems the eigenstates approach
each other. This property allows us to analytically derive properties of the higher-dimensional
generalized labyrinth tilings from the one-dimensional results as e.g. for the participation numbers
and corresponding scaling exponents.
Another aspect of self-similarity can be seen in the probability density of the wave functions of
the quasiperiodic chains and the labyrinth tiling [98,166]. When we zoom several times into the
central region of the wave function with the same factor, we always obtain a similar pattern. Only
the probability density and the distance between two peaks becomes smaller [98,166].
2.4.3 Participation Ratios
The participation ratio p reflects the fraction of the total number of sites for which the probability
measure of the wave function |Φr|2 is significantly different from zero and, hence, provides
information about the degree of localization of the wave function Φr.
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(a) (b) (c)
(d) (e) (f)
Figure 2.31: Similarities of wave functions Φ in the two different generalized labyrinth tilings La and L?a
shown for the silver-mean model LAg6 (E = 0.4640) (a) as well as for the two approximants
of the golden-mean model LAu10 (E = 0.9239) (b) and LAu15 (E = 2.3518) (c) [168]. The
corresponding results for the dual tiling L? are shown in (d)-(f). The point size and color
encode the probability |Φ|2 on a logarithmic scale as described by Repetowicz et al. [138].
Definition 2.5 (Participation Ratio) (cp. [60,184])
For the discrete positions r the participation ratio is defined via the inverse participation number












The participation ratio p(Φ, Va) of a state scales with a power law with respect to the number of
sites Va, i.e.,
p(Φ, Va) ∝ V −γ(Φ)a , (2.49)
where the exponent γ(Φ) is connected to the nature of the eigenstates [60]. While a localized wave
function decays very fast to zero and, consequently, its participation number P (Φ) is independent
of the system size, an extended wave function (e.g. a Bloch wave Φ = 1V e
ikr) spreads over the
whole system, which leads to P (Φ) ∝ V . Hence, according to the definition of the participation
ratio in Eq. (2.48) the wave function of a localized state is characterized by a scaling exponent
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Figure 2.32: Scaling behavior of the energy-resolved participation ratio p(E,Na) averaged over an energy
interval [E −∆E/2, E + ∆E/2] with ∆E = 0.05 for the silver-mean chains CAg for v = 0.4 (a)
and the corresponding scaling exponents γ(E) for v = 0.8 (b) as well as for different values of
v with 1σ error bars (c). In (b) we also show the participation ratio p(Ψ, Na), the exponent
D2 of the average inverse participation number Z2(E) (cp. Sec. 2.4.4), and the DOS %(E).
γ = 1, and γ = 0 corresponds to an extended state. Intermediate values of γ (0 < γ < 1) indicate
fractal eigenstates, which are neither extended over the whole system nor completely localized at
a certain position and show self-similar patterns [98,138,166].
Numerical results revealed that the participation ratios within a small energy interval usually
fluctuate over a certain range and the average participation ratio is often also energy dependent. For
instance, for octagonal tiling models, for the Penrose tiling and for the two- and three-dimensional
Rauzy tilings the participation ratios are found to be smaller at the center of the energy spectrum
than at its edges, while for the three-dimensional Ammann-Kramer-Neri tiling the inverse behavior
can be observed [60, 86, 129, 174]. However, to get information about the spatial distribution
of the wave functions for macroscopic systems one has to compute the scaling behavior of the
participation ratios with the system size. In particular, numerical results for the Penrose tiling and
the Ammann-Kramer-Neri tiling revealed that the scaling exponents γ(E) show a qualitatively
similar dependence on the energy as the participation ratios [60].
In contrast to the former discussed systems, for the metallic-mean models the participation ratios
and the inverse participation numbers as well as the corresponding scaling exponents do not show
any significant trend over the whole energy spectrum as visualized in Fig. 2.32. This might be
related to the same number of nearest neighbors for every vertex in these tilings. In order to
compare the characteristics of the eigenstates for different systems and dimensions, we compute
the scaling behavior for the participation ratio averaged over the complete energy spectrum, i.e.,




p(Φs, Va) . (2.50)
In Fig. 2.33a numerical results for the scaling exponents of the average participation ratio are
exemplarily shown for the Fibonacci chain CAu for different coupling parameters v. The average
41






















































b = 1, strong
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b = 4, strong
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b = 1, weak
b = 2, weak
b = 3, weak
b = 4, weak
b = 5, weak
(b)
Figure 2.33: Scaling behavior of the average participation ratio p(Na) for the Fibonacci chain CAu20 with
10947 sites (a) and the scaling exponents γ for different metallic-mean chains (b). In plot (a)
the dots show p(Na) for different system sizes Na and the lines correspond to a least squares
fit, where the slopes are equal to the scaling exponents γ.
participation ratio scales very well with the system size over several orders of magnitude. Further,
the scaling exponents γ of the one-dimensional average participation ratios for different metallic-
mean systems are shown in Fig. 2.33b. With exception of the Fibonacci chain, the scaling exponent
γ decreases with increasing parameter b. Further, the results for the two chain types C and C˜ are
very close for the Fibonacci and the octonacci chain, although the structures of the chains are
already quite different (i.e. the number of strong and weak bonds). Only for b > 3 we can clearly
see a difference in the scaling exponents γ for the systems C and C˜. In particular, the exponents
for the chains C˜ are greater than the ones for C, which is in agreement with the fact that we have
more weak bonds in the systems C˜ and, hence, the eigenstates are less extended.
In Fig. 2.34 we show the scaling exponent γ for the strong model of the golden-, silver-, and
bronze-mean model in dependency on the dimensions. The results for the scaling exponent of















































































Figure 2.34: Scaling exponents γ of the participation ratio p(Na) and D2 of the inverse participation
numbers Z2 averaged over the complete energy spectrum in one, two, and three dimensions for
the strong models of the golden-mean (a), silver-mean (b), and bronze-mean systems (c).
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one-dimensional results for large system sizes [168]. The same result is also found for the weak
model. We prove this property analytically in Sec. 2.4.5 in the limit of infinite systems. The
deviations in three dimensions for the golden- and bronze-mean model are most likely caused
by the consideration of relatively small system sizes of the associated one-dimensional chains
with NAu12 = 234 sites for the golden-mean model and with N
Bz
5 = 143 sites for the bronze-mean
model. For the silver-mean system the participation ratios of higher-dimensional tilings can be
calculated as a product of the one-dimensional participation ratios allowing the consideration of
large approximants in two and three dimensions [27].
Additionally, for all systems the scaling exponents γ approach for v → 0 a constant value, which
depends on the parameter b. This limit behavior is related to the hierarchical structure of the
chains. In particular, for the Fibonacci chain C˜Au we can use the recursive structure of the energy
spectrum according to Eq. (2.39) and of the wave functions according to Eqs. (2.46) and (2.47) to
derive the limit analytically. We use periodic boundaries and start by deriving the participation
ratio for an atomic state
patoma (Ψ
























fa1' pa−3(Ψi, fa−3) . (2.51c)

































pa−2(Ψi, fa−2) . (2.52c)
As the transformations do not directly depend on the energy we obtain the same expression also
for the right main band of the energy spectrum. The average participation ratio is then directly


































= τ−3Aupa−3(fa−3) + τ
−2
Aupa−2(fa−2) . (2.53c)
With the scaling behavior of the average participation ratio p(fa) ∝ f−γa , we obtain the recurrence




Au . This expression is independent of the coupling parameter v
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and yields a scaling exponent γ ' 0.416, which corresponds very well to the numerical results for
v → 0 in Fig. 2.34a.
The results of this section have shown that the system is characterized by larger scaling exponents
γ corresponding to more extended wave functions for higher values of the coupling parameter v.
With the RG approach we have shown that the limit behavior for v → 0 is related to the structure
of the quasiperiodic chains. Further, the numerical results indicate that the scaling exponent γ is
independent of the dimension, which is also analytically shown in Sec. 2.4.5. However, the wave
functions of quasicrystals are usually multifractals and thus they are not sufficiently described by
a single exponent but rather they are characterized by the generalized dimensions Dq, which are
introduced in the following section.
2.4.4 Generalized Dimensions Dq of the Wave Functions
While the eigenstates of purely periodic systems can be characterized by a single scaling exponent
D = Dq, the wave functions of chaotic systems and quasicrystals are usually multifractals
[24,66,80,145]. The generalized dimensions Dq describe the nature of the multifractality of the
eigenstates, where Dq is a monotonically decreasing function of q (cp. Fig. 2.38). The dimension
D0 is equal to the capacity dimension, which can be understand as the box counting dimension
here, D1 is equal to the information dimension, and D2 to the correlation dimension [148,178].
The generalized scaling exponents can be determined on the one hand by studying the scaling
behavior of the generalized inverse participation numbers with the system size and on the other
hand by a multifractal analysis. Both methods including the corresponding results are discussed
in the following.
Generalized Participation Numbers
Definition 2.6 (Generalized Inverse Participation Numbers) (cp. [60,176])
In a d-dimensional system with discrete positions r the generalized inverse participation numbers





This is associated to the scaling of the qth moment of the probability density of the eigenstates
|Φr|2 according to a power law
Zq(Φ) ∝ N−Dq(Φ)(q−1) (2.55)
with the linear system size N and the generalized dimensions Dq. In particular, the quantity Z2 is
closely related to the participation ratio




and equals the total number of sites for which the probability measure of the wave function given
by |Φr|2 is significantly different from zero. Some results for the correlations dimension D2 have
been already shown in Figs. 2.32 and 2.34.
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v = 0.2 v = 0.4 v = 0.6 v = 0.8
(b)
Figure 2.35: Scaling behavior of the inverse participation numbers Z2(E) averaged over the energy interval
[E −∆E/2, E + ∆E/2] with ∆E = 0.05 for the silver-mean chain CAg11 for v = 0.8 (a) and the
corresponding scaling exponents D2(E) with 1σ error bars for different values of v (b).
In Fig. 2.35 we visualize the scaling behavior of the energy-resolved inverse participation numbers
Z2(E) for the silver-mean chain CAg11 and the corresponding generalized dimensions D2(E). Like
the participation ratio, Zq(Φ) and Dq(E) do not show a clear trend over the energy spectrum.
However, for higher coupling parameters v we obtain for certain energy intervals significantly
smaller exponents D2(E). A look at the actual scaling behavior of Z2(E) in Fig. 2.35a reveals
that for these intervals the scaling behavior approaches the expected result only for very large
system sizes.
The scaling behavior of generalized inverse participation numbers Zq = 〈Zq(Φ)〉 averaged over
the complete energy spectrum is shown for the golden-mean chain and its associated labyrinth
tiling in Fig. 2.36. The quantity Zq obeys the scaling law in Eq. (2.55) only for positive values of
the parameter q, where the slopes determine the corresponding scaling exponents Dq. Comparing




As for the participation ratios, the scaling exponents Dq approach a constant value in the limit
v → 0. Again we can derive a recurrence equation for the Fibonacci chain C˜Au from the recursive













































































Figure 2.36: Scaling behavior of the generalized inverse participation numbers Zq averaged over the complete
energy spectrum for the golden-mean chain CAu (a) and the labyrinth tiling LAu (b) for v = 0.5.
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follow the same idea as for the participation ratio in Sec. 2.4.3 and yield the relation
1 = (τAu)
3(1+q/2−τq) + 4 (τAu)2(1+q/2−τq) . (2.57)
For q = 2 the v-independent threshold value is D2 = τ2/(q − 1) ' 0.443, which is very close to the
numerical results for v → 0 in Fig. 2.34a.
The computation of the generalized dimensions Dq determined from Zq only gives proper results
for a limited range of values q. Especially for negative moments, the numerical inaccuracies
of small values of the probability density |Φs|2 are greatly enhanced [144]. For instance, this
becomes visible in Fig. 2.36, where the deviations of the data points from the power-law increase
significantly for negative q. Instead of determining the generalized dimensions via the scaling
of the generalized inverse participation numbers Zq with the system size, another approach is
based on a multifractal analysis, which includes the study of the power-law behavior of different
moments of the wave functions for a particular approximant by a box-counting approach [29].
Multifractal Analysis
The multifractal analysis is based on a standard box-counting algorithm, i.e., in d dimensions
the system of size V is divided into B = Nd/Ld boxes of linear size L [25,26,29,62,63,142,143].
For each box b we measure the probability to find the electron in this particular box, i.e., we













The average mass exponent









is obtained by a least squares fit of the quantity 〈lnP (q,Φ, L)〉 versus ln ε considering box sizes from
L = 10 . . . , Na/2 [178]. The expression 〈. . .〉 denotes the arithmetic average over all eigenstates
in the spectrum and the quantity ε = L/Na is the ratio of the box size L and the system size
Na. Further, we only consider boxes with integer fractions of Na/L [142,143]. In principle it is
possible to improve the quality of the results by adapting the multifractal analysis to work also
for non-integer fractions Na/L and by averaging over different initial positions of the boxes [62].
However, we do not apply this improved method because it requires much more computing time.
The scaling behavior of the quantity 〈lnP (q,Φ, L)〉 with the box size L is visualized in Fig. 2.37.
For most of the systems the results can be well described by a power-law. However, for small
coupling parameters v we find some deviations from the power-law for the higher-dimensional
labyrinth tilings. The corresponding results for the generalized dimensions Dq are shown for the
golden- and silver-mean chain and the associated two-dimensional labyrinth tilings in Figs. 2.38a
46

































































































Figure 2.37: Scaling behavior of the function 〈lnP (q,Φ, L)〉 used in the multifractal analysis with the ratio ε
for the golden-mean chain C˜Au21 for v = 0.1 (a) and the corresponding two-dimensional labyrinth
tiling L˜Au15 for v = 0.1 (b) and v = 0.3 (c).
and 2.38b . The results yield a box counting dimension of D0 = d, which corresponds to the spatial
dimension d as expected. With increasing coupling parameter v the range of the scaling exponents
Dq narrows, i.e., the strength of the multifractality is stronger for small coupling parameters v. In
the limit v = 1 there is a single scaling exponent Dq = d. Further, the results indicate that the
scaling exponents of different dimensions are related by Dddq = dD
1d
q as visualized in Fig. 2.38.
The dependency on the parameter b is shown in Fig. 2.38c. Since the number of data points is
determined by the number of factors of the chain lengths Na, we have chosen systems with a
























































































Figure 2.38: Scaling exponent Dq/d determined via a multifractal analysis for the golden-mean chain CAu21
(a) and the silver-mean chain CAg11 (b) as well as the corresponding two-dimensional labyrinth
tilings (dashed lines). In (c) the dependency on the parameter b of the inflation rule is shown
for different one-dimensional chains.
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Cb=47 , and Cb=57 . The results for the different systems are quite similar and we are not able to
observe a clear trend for the different inflation rules Pb. The largest deviations occur for small
coupling parameters v, which is caused by the rather large errors in the least squares fit for the
scaling exponent Dq (cp. Fig. 2.37b).
Another quantity computable with the multifractal analysis is the singularity spectrum [62,178].
Definition 2.7 (Singularity Spectrum) (cp. [178])
The singularity spectrum f(αq) denotes the fractal dimension of the set of points where the wave-
function intensity is |Φ|2 ∝ L−αq , i.e., in a discrete system the number of such points scales as
Lf(αq). The singularity spectrum f(αq) follows from a parametric representation of the singularity








〈∑Bb=1 µb(q,Φ, L) lnµb(1,Φ, L)〉
ln ε
(2.61)







〈∑Bb=1 µb(q,Φ, L) lnµb(q,Φ, L)〉
ln ε
(2.62)
are determined by least squares fits from plots of the quantities A(q, L) or F (q, L) versus ln ε
considering box sizes in the range L = 10, . . . , Na/2 [178]. This is exemplarily visualized for the
silver-mean chain CAg11 in Fig. 2.39. The mass exponents τq and the generalized dimensions Dq can
also be obtained from the singularity spectrum f(αq) via the Legendre transformation [29,178]
τq = Dq(q − 1) = qαq − f(αq) . (2.63)
In Fig. 2.40a the singularity spectrum f(αq) of the octonacci chain is shown for different coupling
parameters v. From literature it is known that f(αq) is a convex function of αq, where the
maximum of f(αq) corresponds to q = 0 with f(α0) = d being the support of the measure [178].
This is verified with f(α0) ≈ 1. For the periodic system with v = 1 the singularity spectrum is























































Figure 2.39: Scaling behavior of the functions A(q, L) (a) and F (q, L) (b) used in the multifractal analysis
with the ratio ε for the silver-mean chain CAg11 for v = 0.3.
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Figure 2.40: Singularity spectrum f(αq) for the silver-mean chain CAu11 with 1σ error bars for −5 ≤ q ≤ 15
and different coupling parameters v (a). In (b) results for the strong and weak model of other
metallic-mean chains are shown for a coupling parameter v = 0.3. More details for small and
large values of the singularity strength αq are visualized in (c) and (d).
parabola around this point. In the other extreme case of disordered systems with localized wave
functions, the spectrum converges to the points f(0) = 0 and f(∞) = d. Further, for q = 1 we have
f(α1) = α1 and the limits q → ±∞ yield the minimal/ maximal value of αq, which corresponds
to the singularity associated to the box containing the largest/ smallest measure [148].
Looking at the results in Fig. 2.40, the singularity spectrum f(αq) broadens with increasing
quasiperiodic modulation, which corresponds to an increase of the multifractal nature of the wave
functions. The eigenfunctions remain multifractals and do not become exponentially localized
for all considered values of v. Comparing the results of different approximants of the same
quasiperiodic chain, we find some variations in the tails for small v, where the main differences
occur in the range of large singularity strengths αq. This is also visible in Fig. 2.40a by the rather
large error bars especially for the coupling parameter v = 0.1. This is not surprising because large
values of the singularity strength αq correspond to large negative values of the parameter q and,
hence, small deviations in the probabilities µb(Φ, L) are strongly enhanced. However, the results
show that the deviations become rather small for v ≥ 0.3.
While the singularity spectrum varies strongly with v, the results for different metallic-means and
the strong and weak model are very close as visualized in Fig. 2.40b. Only a few deviations in the
tails of the singularity spectrum are present and, therefore, we show the tails in more detail in
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Figs. 2.40c and 2.40d. From these we see that for small singularity strengths αq the results for the
strong and weak model are again nearly identical and for large αq we can see some differences
although there is no tendency with respect to the weak and strong model. Comparing the results
with respect to the inflation rule we find that with exception of the Fibonacci chain the minimum
singularity strength αmin increases with the parameter b. On the first glance this is not the case
for the αmax values, which might be related to the above mentioned numerical errors.
2.4.5 Dimension-Independence of γ and Dq for the Labyrinth Tilings
In the following section we show that for the octonacci sequence and its associated labyrinth
tilings the scaling exponents Dddq of the average generalized inverse participation numbers Zq in d
dimensions are multiples of the one-dimensional scaling exponents D1dq . Further, we show that
for the other quasiperiodic systems this relation is approached for large system sizes Na [169].
All following derivations can be equivalently applied to the scaling of the average participation
ratio p(V ), which is just a function of Z2. Hence, we can derive that the scaling exponent γ is
independent of the dimension. This is exemplarily shown for the silver-mean model.
Special Case – Silver-Mean Model
We start with the silver-mean model, for which all sequences are palindromes and only even system
sizes occur. Thus, the grid resolves into 2d−1 identical tilings in d dimensions [168]. This allows us
to decompose the calculations of the higher-dimensional inverse participation numbers Zq(Φ) for a
wave function Φ with arbitrary dimension into a product of inverse participation numbers Zq(Ψ)
































∣∣Ψil∣∣2q ∣∣Ψjm∣∣2q . . . ∣∣∣Ψkn∣∣∣2q (2.64c)
= 2(d−1)(q−1)Zq(Ψi)Zq(Ψj) . . . Zq(Ψk) . (2.64d)
The step from Eq. (2.64b) to Eq. (2.64c) uses the fact that the grid is 2d−1-partite in d dimensions,
i.e., it resolves into 2d−1 identical labyrinth tilings, which only differ by their starting point for
the construction rule. Consequently, each of these tilings contributes with the same amount to the
inverse participation number. In Eq. (2.64b) we only sum over the vertices of one of these tilings.
Due to this relation the summation in Eq. (2.64c) can be separated into 2d−1 parts, which each
yield the same result, and hence, we obtain the desired product structure.
Assuming that the average generalized inverse participation number obeys the scaling law Z1dq ∝
N−τ
1d
q with τq = Dq(q − 1) for the one-dimensional octonacci chain, we can derive scaling
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expressions for the associated d-dimensional labyrinth tiling starting with the general definition of





























































Likewise this approach can be used to derive that the scaling exponent γ of the participation
ratios is independent of the dimension. With the scaling law p(Na) ∝ N−γ
1d
a in one dimension, we






















































However, the separation into 2d−1 identical tilings used here cannot be exactly applied to the other
sequences. In the following we will extend our approach to arbitrary metallic-mean models.
General Case – Arbitrary Metallic-Mean Chains
For some of the metallic-mean models even as well as odd chain lengths N occur, where the
eigenstates show some significant differences for these two models as outlined in Sec. 2.2.2. Thus,
for the proof we distinguish between even and odd approximants.
Even chain lengths Na: We start with the easier case of even chain lengths N . In this case we
can use an analogous derivation as for the silver-mean model. Arbitrary metallic-mean chains
are no palindromes and, thus, the grid in d dimensions does not resolve into identical labyrinth
tilings. However, due to the hidden mirror symmetries of the chains as discussed in Sec. 2.2.2 the
51



















































































Figure 2.41: Difference of the participation ratio p(Φs, Va) for the two possible labyrinth tilings, L and L?,
for the golden- and bronze-mean model in two dimensions for a coupling parameter v = 0.3.
Results are shown for LAu6 with linear size N6 = 14 (a), LAu8 with N8 = 35 (b), LBr3 with
N3 = 14 (c), and LBr4 with N4 = 44 (d).
wave functions of the different labyrinth tilings approach each other for N  1 because then the
influence of the boundaries and the single phason flip for b > 2 becomes negligible. Hence, the
step from Eq. (2.64b) to Eq. (2.64c) is still approximately correct for N  1.
The difference of the participation ratios for the two possible tilings, L and L?, in two dimensions
are shown for different system sizes in Fig. 2.41. The results are quite close for both tilings of
the golden- and bronze-mean model. Further, the deviations of the participation ratio for both




s |p(Φs)− p(Φsdual)| of the participation ratios of the two tilings, L and L?, is already smaller
than 2% of the average participation ratio p for the two-dimensional golden-mean and bronze-mean
labyrinth tilings with the system sizes V Au6 = (N
Au
6 )
2/2 = 98 and V Bz3 = 98.
Odd chain lengths Na: In the next step we have to derive such a relation also for odd system
sizes. In this case the proof is more complicated because we have to treat the state EM = 0
separately due to the special structure of the corresponding wave function (cp. Eq. (2.13)). In the
following we show the derivation for the two-dimensional case, for which the grid decomposes into
the two tilings L and L?, where the state EM = 0 belongs to the first one. This reasoning can be
extended to arbitrary dimensions in a straightforward way.
Starting with the definition of the average generalized inverse participation number we obtain the
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The step from Eq. (2.67b) to Eq. (2.67c) is possible due to the same arguments as in the case with
even chain lengths Na. In Eq. (2.67e) we have to take into account that the state i = j = M only
differs from zero either on L or L?. In our case this means that the product of two ΨM states
according to Eq. (2.13) is only non-zero for the labyrinth tiling L. All other steps of the proof
follow the same way as for even system size Na. Analogously, the same concept can be applied to
higher dimensions.
Hence, we have shown that the scaling of the average inverse participation numbers Zq of the




For the other metallic-mean chains we found that the scaling exponents approach this relation for
system size N  1 asymptotically. Since the system size grows also according to V dda ∝ Nda , the
eigenstates in the metallic-mean systems are characterized by the same spatial distribution of the
wave functions or in other words the wave functions possess the same multifractal properties in
arbitrary dimensions.
53


























v = 0.7, exact result
v = 0.7, product approach
v = 0.3, exact result



























v = 0.7, exact result
v = 0.7, product approach
v = 0.3, exact result
v = 0.3, product approach
(b)
Figure 2.42: Difference of the average participation ratio p(Va) for the exact numerical result and the
product approach for the golden-mean (a) and the bronze-mean labyrinth tiling (b) in three
dimensions.
Approximate Calculation of Participation Ratios of the Labyrinth
The main property behind the relation of the generalized dimensions Dq are the (hidden) mirror
symmetries of the metallic-mean systems as discussed in Sec. 2.4.2, which leads to the strong
similarities of the wave functions in the 2d−1 different labyrinth tilings in d dimensions [167]. This
also allows us to find approximations for the calculation of certain properties such as participation
ratios. In Fig. 2.42 we compare the approximate results obtained by the product approach with
the exact results and find that the differences are very small already for systems with Na ≈ 20.
As the computation of the participation ratios via the product approach is much less time
consuming and the scaling exponents approach the exact results for Na  1, we can find very
good approximations for large system sizes in two and three dimensions. The scaling exponents
obtained from the product approach are slightly smaller than the ones obtained from the exact
numerical results. Comparing this also with the results for the scaling exponents γ in different
dimension shown in Fig. 2.34, the occurrence of smaller exponents γ for the product approach is
not surprising because the approximated values exactly fulfill the relation in Eq. (2.68).
2.4.6 Scaling Exponents of the Spectral Measure
While the generalized dimensions Dq describe the self-similar static nature of the wave functions,
the dynamical properties (as e.g. diffusion) are found to be governed by scaling exponents of the
spectral measure. For the analysis of the scaling of the spectrum so-called partition functions
are used. In the following we compute the local spectral dimensions Dµq and the global spectral
dimensions D˜µq of the spectral measure via two different partition functions [24,69,133].
Spectral Dimension of the DOS
The spectral dimensions D˜µq describe the scaling of the qth moments of the band widths ∆j in the
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for an approximant a to be stationary for Va → ∞ [69, 133]. Hence, by studying the scaling
behavior of the quantity G(τ˜µq ) with the system size Va for different values of the mass exponent
τ˜µq , we obtain the generalized spectral dimensions
D˜µq (q − 1) = τ˜µq = qα˜µq − f(α˜µq ) . (2.70)
In Fig. 2.43 we exemplarily show the scaling behavior of the quantity G(τ˜µq ) with the system size
for some metallic-mean systems. The results are well described by a power-law for all considered
values of q in the range −5 ≤ q ≤ 15 for the metallic-mean chains. However, in higher dimensions
we observe some fluctuations for even and odd system sizes for positiv values of q. This is related
to the fluctuations of the width of the smallest energy band as presented in Fig. 2.11. The
corresponding scaling exponents D˜µq of the partition function Γ˜a(q, τ˜
µ
q ) are shown for the weak
model of the golden-, silver-, and bronze-mean chains in Fig. 2.44. Similar results are obtained also
for the strong model. While for small coupling parameters v the range of the spectral dimensions
D˜µq is rather small, for v → 1 we obtain a qualitatively different behavior in dependency on the
sign of the parameter q. According to the definition of the partition function the sum in Eq. (2.69)
is dominated for large negative q by the width ∆max of the largest band and for positive q by the
width ∆min of the smallest band. Using the results from Sec. 2.3.2 for the scaling behavior of the
smallest and the largest band in the energy spectrum with the scaling exponents ζmin → 2 and
ζmax → 1 for large coupling parameters v, we can derive an expression for this limit behavior.
Equation (2.69) yields for the width of the smallest band











2(q − 1) . (2.71)
Likewise, we can also derive the relation D˜µq = q/(q − 1) for negative moments. Comparing this
with the numerical results we obtain for q > 0 a good agreement between the numerical results
and this bound, whereas for q < 0 the actual scaling exponent is underestimated for intermediate




































































































Figure 2.43: Scaling behavior of the quantity G(τ˜µq ) for the weak model of the golden-mean chain C˜Au (a)
as well as for the golden-mean labyrinth tiling L˜Au (b) and the silver-mean labyrinth tiling
L˜Ag (c) for v = 0.3.
55

























































































Figure 2.44: Scaling exponent D˜µq of the spectral measure for the weak model of the golden-mean (a),
silver-mean (b), and bronze-mean chains with the limit behavior for v = 1 according to Eq.
(2.72). In (a) also the analytical results according to Eq. (2.74) are shown for v ≤ 0.3.
estimate of the behavior for v → 1 was obtained by Tang and Kohmoto during studies of the
Harper model in the regime of absolute continuous energy spectra [165]. They pointed out that in
this case the singularity spectrum is characterized by a two-point curve α˜µq = 1, f(α˜
µ
q ) = 1 and
α˜µq = 0.5, f(α˜
µ
q ) = 0, which leads according to Eq. (2.70) to the limit behavior
D˜µq =
{
1 q ≤ 2
q
2(q−1) q > 2
. (2.72)
This result is in good agreement with the numerical results as shown in Fig. 2.44.
For small coupling parameters v the results for positive and negative values of q are quite close,
which indicates that the widths of the smallest and largest band are rather close. While the
results for large v are very similar for the different metallic-mean chains, the range of the scaling
exponents D˜µq increases with the parameter b in the regime of strong quasiperiodic modulation.
For the Fibonacci chain C˜Au the behavior in one dimension can be again understood by the RG
approach from Sec. 2.3.3. With the energy spectrum of the Fibonacci chain C˜Au according to Eq.
(2.39), Pie´chon et al. showed that it is possible to obtain a recursive formulation of the partition


















For increasing size of the approximants the partition function approaches a stationary value Γ˜?,
which results in a recurrence equation
τ−3qAu (z¯Au)
D˜µq (1−q) + 2τ−2qAu (zAu)
D˜µq (1−q) = 1 . (2.74)
A comparison between these analytical values and the scaling exponents obtained from the scaling
behavior of the partition function Γ˜a(q, τ˜
µ
q ) in Fig. 2.44a shows a good agreement in the regime of
strong quasiperiodic modulations.
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When we apply Eq. (2.69) to higher-dimensional systems, the bands of the energy spectrum merge
for increasing coupling parameters v and eventually collapse into a single band. In this case Eq.
(2.69) can only be satisfied for q = 0, which yields the relation D˜µq = −τ˜µq . The corresponding
behavior is clearly visible for the results of the mass exponent τ˜µq in two and three dimensions in
Fig. 2.45. The transition to q → 0 is characterized by two different threshold values depending
on the sign of the parameter q, i.e., for q < 0 we have v2dth ≈ 0.5 − 0.6 and v3dth = 0.2 − 0.3 and
for q > 0 we have v2dth = 0.6− 0.7 and v3dth = 0.4− 0.5. Thereby, the former case corresponds to
the threshold value v3 of the energy spectrum associated to the scaling of the with ∆max of the
largest band and the latter case to the threshold parameter v1 of the energy spectrum related to
the scaling of the width ∆min of the smallest band. Again this is related to the dominance of the
largest/ smallest band in the energy spectrum depending on the sign of q as pointed out for the
one-dimensional systems.
Further, the numerical results in two and three dimensions indicate that in the regime of strong
quasiperiodic modulation and q < 0 the spectral dimensions approach the relation
D˜µ,ddq ≈ dD˜µ,1dq . (2.75)
This can be understood in the picture of the dominance of the largest band in the energy spectrum.
According to Eq. (2.69) we obtain for even system sizes and q  0
τ˜µ,ddq
(2.70)





(2.32)≈ −q d lnNa − (d− 1) ln 2
ln ∆1dmax + ln d
(2.76a)
Na1≈ −q d lnNa
ln ∆1dmax
= dτ˜µ,1dq . (2.76b)
This relation is caused by the growth of the system size with the power d, while the width of the
largest band decreases only linearly with the system size. For the width of the smallest energy
band we have learnt in Sec. 2.3.2 that its width decreases considerably stronger than the width of
the largest band. Therefore, also the numerical results show some significant deviations from Eq.
(2.75).
In the case of the golden-mean systems it would be preferable to derive a recurrence equation
similarly to Eq. (2.74) also for the labyrinth tiling. However, this is not possible due to two
major problems: On the one hand, it is hard to handle energy bands with atomic and molecular
contributions in two and three dimensions and on the other hand the width of the higher-
dimensional bands is a rather complex expression of the one-dimensional results (cp. Eq. (2.32a))
even if we do not consider the merging of energy bands.
Additionally, we obtain the Lebesgue measure (i.e. the total bandwidth of the energy spectrum)
by computing Γ˜a(q, τ˜
µ
q ) for τ˜
µ
q = −1. In this case the partition function becomes stationary if q
equals the scaling exponent ζtotal of the total band width from Sec. 2.3.2, and one obtains the
relation D˜µζtotal = 1/(1 + ζtotal) [133]. In Fig. 2.45c we verified this relation with our numerical
data for different coupling parameters v in one and two dimensions.
Spectral Dimension of the LDOS
Like the determination of the generalized dimensions Dq of the wave functions, one can determine
the spectral measure µ and its associated local scaling exponents Dµq by a multifractal analysis
57
















































































b = 1, d = 1
b = 2, d = 1
b = 3, d = 1
b = 1, d = 2
b = 2, d = 2
b = 3, d = 2
(c)
Figure 2.45: Mass exponent τ˜µq /d of the spectral measure of the golden-mean labyrinth tiling LAu in two
(a) and three dimensions (b) in comparison to the one-dimensional results (dotted lines). In
(c) the scaling exponents D˜µζtotal , i.e., the scaling exponents of the total band width, are shown
for the weak models (lines) in comparison to the quantity 1/(1 + ζtotal) (circles) in one and
two dimensions.
with respect to both space and energy. Therefore, we divide the energy range into B boxes of size









The considered partition function corresponds to the LDOS of the wave functions at a certain vertex






q (r0) . (2.78)
For the computation we have chosen ∆E in the range [10−4, 1] in one dimension, [10−6, 10−2] in
two dimensions and [10−5, 10−2] in three dimensions. As the numerical calculations are rather
time-consuming we did not average over all possible positions r0 of the tilings. Instead we found
that for a sufficient number of considered initial positions the exponents Dµq become position
independent. In one dimension we have used 500 different initial positions around the center of
the chain. In two dimensions it is sufficient to average over all sites within a square of side length
20 and in three dimensions within a cube of side length 15 placed at the center of the tiling. Note
that in three dimensions the necessary number of initial positions is significantly higher than in
two dimensions. This is probably related to the fact that we have to choose a sufficient linear size
of the cube in order to consider all different types of clusters for the averaging.
In Fig. 2.46 we see that the scaling behavior of the average partition function Γ(∆E) follows a
power law over several orders of the system size for the golden-mean chain C˜Au20 and the labyrinth
tiling L˜Au19 . For q < 0 numerical problems arise because small errors in the probability density are
strongly enhanced so that we only obtain proper results for positive q and very small negative
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Figure 2.46: Scaling behavior of the partition function Γ(∆E) of the LDOS averaged over different initial
positions for the golden-mean chain C˜Au20 (a) and the associated labyrinth tiling L˜Au19 (b) for
v = 0.3.
values of q. The corresponding spectral dimensions Dµq are shown in Fig. 2.47 for the golden-mean
system in one, two, and three dimensions for different values of the parameter q.
While in one dimension the scaling exponents Dµq increase with v, in two and three dimensions
there is a transition for which the scaling exponents Dµq become 1. The corresponding threshold
values are v2dth ≈ 0.6 − 0.7 and v3dth = 0.4 − 0.5 although we observe some deviations in three
dimensions for large values of q due to the smaller linear size of these systems. These values
correspond to the threshold value v1 of the energy spectrum for which the spectrum becomes
absolute continuous, i.e., for v < v1 the spectrum contains a singular continuous part and for
v > v1 the spectrum is absolute continuous and D
µ
q = 1. Further, the exponents in different
dimensions are related according to
Dµ,ddq ≤ dDµ,1dq . (2.79)






























































































Figure 2.47: Scaling exponent Dµq of the spectral measure with 1σ error bars for the golden-mean chain
C˜Au20 (a) and the associated labyrinth tilings L˜Au19 (b) and L˜3d,Au18 (c).
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, b = 1
D2
µ
, b = 2
D2
µ
, b = 3
D2, b = 1
D2, b = 2
D2, b = 3
(c)
Figure 2.48: Spectral dimensions Dµq /d for the weak model of the golden-mean system for one (solid), two
(dashed), and three (dotted) dimensions (a). Comparison of the spectral dimensions Dµq and
D˜µq for the golden-mean chain CAu20 (b) and comparison of the scaling exponents D2 and Dµ2
for the golden-mean, silver-mean, and bronze-mean chain (c).
Fig. 2.48a, for absolute continuous spectra it only provides an upper bound.
Comparing the spectral dimension Dµq with the spectral dimension D˜
µ
q , which describes the global
scaling of the spectral measure, reveals that both exponents approach each other for v → 1 and
D˜µq > D
µ
q for small coupling parameters v and q > 0 (cp. Fig. 2.48b). Further, the box counting
dimensions, Dµ0 and D˜
µ
0 , correspond for a large range of coupling parameters v. A possible
explanation for the same behavior for v → 1 is that in this case the local and global properties of
the DOS are rather similar due to the small quasiperiodic modulation.
Further, the scaling exponents Dµq and Dq (cp. Sec. 2.4.4) are both related to the LDOS, where
Dq describes its spatial properties and D
µ
q the spectral aspects. For the Anderson model and
quantum Hall systems with a metal-insulator transition the spatial and the spectral properties
of the LDOS are proportional according to Dq = dD
µ
q at the mobility edge when multifractal
states occur [80, 81]. However, this relation usually only holds for disordered systems [91]. A
comparison of both scaling exponents for different coupling constants in Fig. 2.48c shows that for
all metallic-mean chains D2 > D
µ
2 . Also in two and three dimensions no correspondence can be
found, because the d-dimensional scaling exponents are multiples of the one-dimensional results for
v  1 and Dµq = 1 for an absolute continuous spectrum. Huckestein and Klesse pointed out that
the relation Dq = dD
µ
q in the Anderson model is caused by the existence of a frequency dependent
length scale, which acts as an effective system size [80]. Consequently, our results indicate that
such a length scale is not present in metallic-mean systems.
Moreover, the correlation dimension Dµ2 of the spectral measure was shown to equal the scaling
exponent of the return probability by Ketzmerick et al. when studying the spreading of wave
packets with time [92]. Such relations between the spectral properties and the dynamical properties
of the Hamiltonian are discussed in more detail in the next chapter, where we present several
results for the spreading of wave packets in metallic-mean systems.
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AND LABYRINTH TILINGS
Understanding the relations between the spectral properties of a given Hamiltonian and the
dynamics of wave packets, which are governed by it, remains one of the elementary questions
of quantum mechanics that still poses significant challenges. Today, a few relations connecting
the spectral properties to the wave-packet dynamics are known. For instance, the correlation
dimension Dµ2 of the spectral measure equals the scaling exponent δ of the temporal autocorrelation
function [92]. Numerical evidence for this fact was found in many systems as e.g. for the Fibonacci
chain, the Harper model, and the integer quantum Hall system [5, 81, 92, 186]. Also for the
scaling exponent β of the width of the wave-packet several relations and bounds, which relate the
dynamical and the spectral properties of the system, have been proposed [64,91,132]. However,
most of the current results are only given for one-dimensional systems and the properties in two
and three dimensions are understood to a much lesser degree although from the physical point of
view these are the more interesting cases.
To address the above mentioned challenge, we investigate the dynamics of wave packets in
one-dimensional quasiperiodic chains and the associated higher-dimensional labyrinth tilings by
numerical simulations as well as by an RG approach, and relate the results to the hierarchical
properties of the quasiperiodic systems. To study the evolution of the wave packets we investigate
some common transport characteristics as the temporal autocorrelation function, the mean square
displacement and the moments of the participation ratio. This is followed by a section giving an
overview of the scaling exponents and their connections among each other. Finally, we also discuss
non-averaged dynamical properties of the wave packets and the influence of impurities.
3.1 Construction of Wave Packets
We investigate the transport properties of the quasiperiodic systems by means of the time evolution
of a wave packet Υr(t), which is constructed from the solutions Φr(t) of the time-dependent
Schro¨dinger equation
H(r, t)Φr(t) = i~Φ˙r(t) . (3.1)
Due to the absence of a potential in the metallic-mean systems, the time-dependent wave functions
can be easily obtained via the separation approach from the solutions of the time-independent




The wave packet is then represented as a superposition of these orthonormal eigenstates Φsr(t) [194],
where we assume that it is initially localized at the position r0 of the quasiperiodic tiling, i.e.,
Υr(r0, t = 0) = δrr0 . Hence, with the completeness relation and normalized basis states the wave














3 WAVE-PACKET DYNAMICS ON LABYRINTH TILINGS
Information about the energy-dependence of the electronic transport properties can be obtained
by studying wave packets constructed from a linear combination of the eigenstates within a certain
energy interval I(E) = [E −∆E/2, E + ∆E/2] [192], i.e.,













r0 |2. In contrast to the wave packets Υr(r0, t), the
energy-dependent wave packets ΥEr (r0, t) possess already for t = 0 a finite width (cp. Fig. 3.11).
So far, all equations for the wave packet have been introduced for a general system. For the
metallic-mean systems with even chain length the equation of the wave packet is, for instance,
given by

















iEj ...Ek)t . (3.4)
Once again we can compute the wave packet Υr(r0, t) in each dimension at an arbitrary time
t from the one-dimensional eigenstates Ψ of the time-independent Schro¨dinger equation of the
metallic-mean chains. However, the time-dependent part is not separable anymore, i.e., we have
to compute the complete probability density for the wave packet in each time step, which requires
a considerable amount of computation time.
In Fig. 3.1 the time evolution of a wave packet is shown for different coupling constants v for the
strong and weak model of the silver-mean chain. One can see that the wave packet spreads faster
for larger values of v and eventually is extended over the whole chain. Due to finite size effects there
is a stationary regime for large t, where the probability density is almost uniformly distributed.
Further, the spreading of the probability density shows qualitative differences depending on v.
For larger coupling parameters v the spreading occurs steadily, whereas for smaller values of v
it shows a step-like behavior. For instance, in Fig. 3.1a the probability density shows significant
differences only at certain time steps, e.g., from ln t = 3 to ln t = 6 and from ln t = 9 to ln t = 12.
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Figure 3.1: Time evolution of wave packets initially localized at the center of the silver-mean chain for the
strong model CAg with v = 0.2 (a) and v = 0.8 (b) as well as for the weak model C˜Ag with
v = 0.2 (c).
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In between these intervals the probability density stays almost constant. A similar behavior can
also be observed for higher dimensions or for the other metallic-mean systems and is discussed in
more detail in Sec. 3.6.
Besides calculating the expansion of the wave packet in space, a more detailed analysis can
be obtained by the computation of the temporal autocorrelation function, the mean square
displacement and different moments of the wave packet as well as their dependence on time.
3.2 Return Probability
Definition 3.1 (Autocorrelation Function, Return Probability) (cp. [49,92])
For a wave packet Υr(t) with an arbitrary initial distribution Υr(0) the temporal autocorrelation
function C(Υr(0), t) corresponds to the integrated probability to be in this initial state up to time






∣∣〈Υr(0)|Υr(t′)〉∣∣2 dt′ . (3.5)
Here, we denote the integrand P (Υr(0), t) as return probability, i.e.,
P (Υr(0), t) = |〈Υr(0)|Υr(t)〉|2 . (3.6)
Throughout this thesis we mainly study wave packets initially localized at a position r0. With the
definition of Dirac’s delta function, we obtain 〈Υr(0)|Υr(t)〉 =
∑
r δrr0Υr(t) = Υr0(r0, t) and Eqs.






∣∣Υr0(r0, t′)∣∣2 dt′ and P (r0, t) = |Υr0(r0, t)|2 . (3.7)
3.2.1 Temporal Autocorrelation Function for Metallic-Mean Systems
The autocorrelation function is expected to decay with a power law C(r0, t) ∝ t−δ(r0) for t→∞
and an infinite system size [92], where the scaling exponent depends on the initial position r0 of
the wave packet as shown in Fig. 3.2a. Further, it is known that the scaling exponent δ(r0) is
equivalent to the correlation dimension Dµ2 of the LDOS %(r0, E) [12,67,77,92], which is further
discussed in Sec. 3.5.1.
Due to this equivalence we can distinguish two limit cases and their associated spectral properties:
◦ For δ → 0 the autocorrelation function C(t) and the return probability remain constant. A
pure point spectrum implies δ → 0, but the opposite statement may not be true [27,42].
◦ In one dimension δ → 1 corresponds to the ballistic motion of an electron, where the electron
moves freely on the chain without scattering [39,89,194]. In two and three dimensions δ → 1
usually does not indicate ballistic transport (cp. Sec. 3.3). Further, an absolute continuous
spectrum implies δ → 1 but again the reverse is not necessarily true [42].
For quasiperiodic structures one often obtains intermediate values of δ, i.e., 0 < δ < 1, which is
related to the singular continuous energy spectrum [32,98,157,194].
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Figure 3.2: Temporal autocorrelation function C(l0, t) for the silver-mean chain CAg11 for different initial
positions (grey) and the corresponding average C(t) (a). In (b) the scaling exponent δ of the
average temporal autocorrelation function C(t) is shown for the silver-mean systems from Fig.
3.3 along with the expected scaling behavior (dashed lines) for t→∞.
To provide a better insight into the dynamical properties and to compare the properties of different
metallic-mean systems, we average the results over different initial positions of the wave packet,
i.e., we investigate the scaling behavior of
C(t) = 〈C(r0, t)〉 ∝ t−δ . (3.8)
Due to restrictions in computing time we cannot consider all possible initial positions r0. In
particular, for the one-dimensional chains we have chosen the 500 positions nearest to the center
and in two and three dimensions we have randomly selected 100 vertices in a square of linear
size 25 and a cube of linear size 15 around the center of the tilings. Some typical results for the
temporal autocorrelation function C(t) are shown in Fig. 3.3 for the silver-mean model CAg in one,
two, and three dimensions along with the fitted scaling exponents δ in Fig. 3.2b. The power-law
behavior can be observed over several orders of magnitude in time, before C(t) approaches a


























































































































Figure 3.3: Average temporal autocorrelation function C(t) for the strong model of the silver-mean chain
CAg11 (a) and the associated labyrinth tilings LAg9 (b) and L3d,Ag7 (c) in two and three dimensions.
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we expect to obtain C(t → ∞) ≈ 1/Na for a periodic chain of finite size Na because of the
completely extended wave functions. A comparison with our numerical data for v = 1 in Fig. 3.3a
shows a good agreement with the latter bound.
Further, the quantity C(t) decreases stronger for higher values of the coupling parameter v in
agreement with the more extended wave functions in these systems. However, for a periodic
chain in one dimension we do not obtain the expected result δ = 1 by a least squares fit due to
sublogarithmic contributions [194]. Additionally, for small values of v we observe some oscillations.
This corresponds to a step-like behavior of C(r0, t), which can be related to the hierarchical
structure of the chains and is discussed in detail in Sec. 3.6.
While determining the scaling exponents δ we have to deal with the above mentioned finite size
effects for large times t as well as considerable oscillations of C(t) for small coupling parameters v.
On the first view it is not always obvious for which times finite size effects occur first. Therefore, we
choose the end time tmax of the fitting interval in such a way that two requirements are satisfied:
◦ The end time tmax has to be larger than a time t′ for which the function C(t) first reaches
125% of its final value for t→∞.
◦ The variance σ2 of the data points from the fitting line has to be minimal.
Comparing the scaling exponents δ shown in Fig. 3.2b with respect to the dimension, in the one-
dimensional system the scaling exponent δ steadily increases with increasing coupling parameter v,
while in two and three dimensions the scaling exponent δ approaches one. It is expected that δ = 1
for infinite systems if the coupling parameter v becomes larger than the threshold parameters
v2dth ≈ 0.55 and v3dth ≈ 0.4. Similar results can be found for other metallic-mean systems [27,194].
Since for the one-dimensional periodic chains δ → 1 indicates ballistic transport [194], the behavior
in two and three dimensions can be easily misinterpreted as a transition towards ballistic spreading.
However, this is in contradiction to the results obtained for the wave-packet spreading in Sec.
3.3, where only for v = 1 ballistic transport is observed. In the following section we see that the
scaling exponent δ is related to the spectral properties rather than to the electronic transport.
Further, we also propose a method to obtain a scaling exponent δ′, which is related to transport
properties.
3.2.2 Is C(t) Suitable to Study Electronic Transport?
Having a closer look at Eq. (3.7), we can conclude that already the integrand P (t) shows a
power-law behavior according to P (t) ∝ t−δ′ . The integration itself is only used for the smoothing
of the results because P (t) shows considerable oscillations as shown in Fig. 3.4a. Naturally, one
would expect that the scaling exponents of C(t) and P (t) are equal, i.e., δ = δ′. However, the
integration leads to two basic disadvantages:
◦ For δ′ = 1 we obtain an additional logarithmic contribution C(t) ∝ ln(t)/t from the
integration. Hence, for the periodic one-dimensional systems and the commonly used system
sizes one obtains δ ≈ 0.84 [194] in agreement with our result δ ≈ 0.86.
◦ In higher dimensions the scaling exponent δ′ of P (t) becomes greater than 1 for large coupling
parameters v (cp. Fig. 3.6). Zhong and Mosseri pointed out that in this case the integral in
Eq. (3.5) converges and yields a constant factor [194]. With C(t) ∝ 1/t this results in the
scaling exponent δ = 1 for values of v above the threshold value vth.
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Figure 3.4: Scaling behavior of the temporal autocorrelation function C(t) (dark color) and the corresponding
integrand P (t) averaged over 500 initial positions of the wave packet for the octonacci chain
CAg11 (a) and the corresponding moving average over 10 data points of P (t) (b). Comparison of
the scaling exponent δ of C(t) (solid lines) with the scaling exponent δ′ of P (t) (dashed lines)
for different metallic-mean chains (c).
Consequently, due to the integration we lose information about the transport properties and δ = 1
is misleading because it often does not occur where it is expected (e.g. for periodic one-dimensional
systems) but wrongly suggests a ballistic behavior for v > vth in two and three dimensions.
Hence, for studying the transport properties it is better to extract the scaling exponent δ′ via
the calculation of P (t), or the temporal autocorrelation has to be redefined so that the integrand
does not converge anymore. We choose the first option and use a moving average instead of the
integration to smooth the results as shown in Fig. 3.4b.
The comparison of the scaling exponents for the temporal autocorrelation C(t) and its integrand
P (t) in Fig. 3.4c shows that both results are quite close for the one-dimensional systems. The
main difference occurs for v > 0.8, where we obtain the expected value δ′ ≈ 1 for v = 1 while the
evaluation of C(t) results in δ ≈ 0.86. Further, there are some differences for the Fibonacci chain,
especially, for small values of v. This probably originates from the fact that we have not considered
large enough times in the calculations of C(t). Actually, it is much more time-consuming to
compute C(t) because the integration requires the consideration of much smaller time intervals.
This is another advantage of calculating only the quantity P (t).
3.2.3 Scaling Exponent δ′ for Metallic-Mean Systems
In Fig. 3.5 the scaling exponent δ′ of the return probability P (t) divided by the spatial dimension
d is shown for different metallic-mean systems. Thereby, we obtain very similar results for the
different parameters b of the inflation rule and the scaling exponents δ′2d in two dimensions are
about twice as large as the one-dimensional scaling exponents δ′1d.
However, the results for the three-dimensional labyrinth tiling do not entirely fit into this scheme.
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Figure 3.5: Scaling exponents δ′/d of the return probability P (t) averaged over different initial positions of
the wave packet for the strong models (a) and the weak models (b) of different metallic-mean
systems in one, two, and three dimensions.
completely for large values of v. In the latter case the scaling exponent δ′3d becomes almost
constant and approaches δ′3d(v = 1) ≈ 1.75. The exact reason for this behavior is unclear yet.
Having a look at the curves for P (r0, t) for different initial positions of the wave packet as shown in
Fig. 3.6, one can observe that after an unusual smooth decrease of the function P (r0, t) according
to a power-law, there is an abrupt dip in the curves when finite size effects first occur.
Zhong and Mosseri studied the scaling exponent δ for the square and cubic Fibonacci tiling. For
this simpler model the time-evolution operator is separable, and they were able to show that
δ′1d = δ
′
nd/d and for v = 1 one always obtains δ
′
1d = 1 [194]. For the case v = 1 the square
Fibonacci tiling and the labyrinth tiling are identical and therefore the same scaling exponents
occur. However, in three dimensions for v = 1 the labyrinth tiling becomes a body centered
cubic (bcc) lattice while the cubic metallic-mean tiling approaches a simple cubic (sc) lattice.
Therefore, these two grids have a different number of nearest neighbors independently of the


























































































Figure 3.6: Scaling behavior of the return probability P (r0, t) for different initial positions of the wave
packet in the labyrinth tiling L3d,Ag8 with 5783/4 sites for v = 0.8 (a), v = 0.9 (b), and v = 1 (c).
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Figure 3.7: Probability density along a plane through the center of the three-dimensional labyrinth tiling
L3d,Ag7 with 2403/4 sites (upper row) and the cubic silver-mean tiling with 2403 sites (lower row)
for v = 1 at the times ln t = 2 (a),(d), ln t = 2.5 (b),(e), and ln t = 3 (c),(f). The corresponding
values of P (r0, t) are shown in Fig. 3.8a.
This difference of the grids could be a possible reason for the different dynamics. Therefore, in
Fig. 3.7 we plot for both systems the probability density of a three-dimensional wave packet along
the y-z-plane through the center of the x-axis for different times t and the corresponding return
probability P (r0, t) in Fig. 3.8a. While the probability density of the wave packet for the sc
lattice is distributed in a cube around the origin, for the bcc lattice it spreads in the shape of
an octahedron from the center with some prominent resonances along the x, y, and z directions.
According to Fig. 3.8a the return probability for the sc lattice strongly oscillates and decreases
with a scaling exponent of δ′ = 3 and for the bcc lattice it decreases rather smoothly with a scaling
exponent δ′ ≈ 1.75. The dip for ln t > 4 in the labyrinth tiling is clearly due to finite size effects
and thus has not to be considered for the fitting of the scaling exponent. Although the center of
the wave packet decreases slower for the bcc structure than for the sc lattice, the overall wave
packet spreads significantly faster for the bcc lattice. This might be related to the higher number
of nearest neighbors in the bcc lattice. However, the exact origin of the scaling exponent δ′ ≈ 1.75
remains unclear to us at the moment.
3.2.4 RG Theory for the Fibonacci Chain
For the Fibonacci chain C˜Au we are able to derive an analytical expression for the scaling exponents
δ′ of the return probability P (t) in the regime of strong quasiperiodic modulation. This is based
on the results from the RG approach and perturbation theory introduced in Sec. 2.3.3, which
revealed that the Hamiltonian Ha of an approximant a can be split into the Hamiltonians Ha−3
and Ha−2 associated to the atomic and the molecular sites. Therefore, the energy spectrum scales
according to Eq. (2.39) and the wave functions according to Eqs. (2.46) and (2.47).
For the derivations, we determine at first the return probability Pa(l0, t) for an approaximant a
for the two different kinds of initial positions and periodic boundary conditions PB2. For l0 being
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an atomic site we obtain
P atoma (l0, t)
(3.7)
=


























0, z¯Aut) , (3.9c)
and for l0 belonging to a molecular site we get









































t→∞' 2τ−2AuPa−2(l′0, zAut) . (3.10e)
In the last step we make use of the fact that for large times t only the average behavior of cos2(st)
is relevant, which results in a factor of 1/2. The average return probability for an approximant a


































fa1' τ−6AuPa−3(z¯Aut) + 4τ−4AuPa−2(zAut) . (3.11d)
With the scaling behavior of the return probability P (t) ∝ t−δ′ , we obtain the recurrence equation







which approaches for decreasing values of v the numerical results as shown in Fig. 3.8b.
Further, Pie´chon et al. studied a quantity similar to the return probability P (t), which he denoted
as average return probability [133]. This quantity is associated to the global spectral measure




















































Figure 3.8: Scaling behavior of the return probability P (r0, t) for the systems shown in Fig. 3.7 (a) and
comparison of the analytical and the numerical result of the scaling exponent δ′ for the Fibonacci
chain C˜Au20 (b).
With the recursive formulation of the spectral measure in Eq. (2.41) he derived the scaling relation
τ−6Au (z¯Au)
−Dµ2 + 2τ−4Au (zAu)
−Dµ2 = 1. The corresponding scaling exponents are equal to the scaling
exponents of the partition function Γ˜(q, τ˜µq ) of the global spectral measure (cp. Eq. (2.74)), but
clearly differ from the scaling exponents δ′ of the return probability P (t). This is not surprising
because the return probability defined in Eq. (3.6) is related to the local spectral measure µ(Υ, E)
of the states contributing to the wave packet Υ [92], which is further discussed in Sec. 3.5.1.
A main result obtained from the studies of the return probability is that in higher-dimensional
systems δ → 1 indicates the existence of an absolute continuous part in the energy spectrum
rather than the occurrence of ballistical transport. Further, for the Fibonacci sequence we were
also able to derive an analytical expression of the scaling exponent δ′ of the return probability
P (t). That the spreading for v > vth is not ballistic, as indicated by the scaling exponents δ
′,
becomes even clearer when studying the time evolution of the width of a wave packet.
3.3 Mean Square Displacement of a Wave Packet
Definition 3.2 (Mean Square Displacement) (cp. [48,56,192])
The mean square displacement w(t) (also denoted as width) determines the spreading of the width
of a wave packet with time. For a wave packet Υr(r0, t), which is initially localized at the position








The spreading of the width w(r0, t) of the wave packet shows anomalous diffusion for t→∞ and an
infinite system according to w(r0, t) ∝ tβ(r0), where the scaling exponent β(r0) again depends on
the initial position r0 of the wave packet. The properties of the electronic transport are governed
by the wave-packet dynamics averaged over different initial positions, i.e., we determine
w(t) = 〈w(r0, t)〉 ∝ tβ . (3.15)
Thereby, the scaling exponent β is related to the conductivity σ via the Einstein relation σ =
e2%(EF)D(EF). Here the quantity e denotes the elementary charge of an electron and %(EF) is
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with a constant c and the scattering time tsc as a characteristic time beyond which propagation
becomes diffusive due to scattering [117,150]. This then leads to the generalized Drude formula
for zero-frequency conductivity [117,141,149]
σ ' e2%(EF)ct2β−1sc . (3.17)
Depending on the exponent β we can distinguish two limit cases:
◦ The case β → 0 refers to the absence of diffusion because no spreading of the wave packet
occurs with time.
◦ For β → 1 we obtain ballistic transport, which corresponds to the free motion of an electron
in the grid. For this case the generalized Drude formula in Eq. (3.17) simplifies to the
standard Drude formula σ = e
2%(EF)tsc
m [43].
For quasiperiodic structures one often observes intermediate values of the scaling exponent β, i.e.,
0 < β < 1 [129, 157, 192]. This corresponds to anomalous diffusion, which refers to a diffusion
process with a non-linear dependence on time [81,135,141,150]. A special case is classical diffusion
for β = 12 , for which the mean square displacement in d dimensions is connected to the diffusion
coefficient D by the well-known relation w2(t) ' 2dDt [90].
Within the range of anomalous diffusion, the sub-diffusive regime for β < 12 is most interesting
because in this case the conductivity σ in Eq. (3.17) decreases with increasing scattering time
tsc. This can be interpreted as a system for which the particles are trapped due to quantum
interference phenomena and conductivity is mainly caused by non-elastic collisions, where the
collision rate increases with decreasing scattering time tsc [149]. For β >
1
2 the reverse behavior
can be observed, i.e., the conductivity decreases with increasing collision rate.
In the introduction we pointed out that various experiments for real quasicrystals revealed an
electronic transport in agreement to the conductivity in the subdiffusive regime (β < 12). For
instance, the conductivity of many ternary alloys of aluminum decreases with increasing structural
quality of the sample [118,135,141].
3.3.1 Scaling Exponents β for Metallic-Mean Chains
The scaling behavior of the average mean square displacement w(t) is visualized for the octonacci
chain CAg in Fig. 3.9a for different coupling parameters v. The results are averaged over 300
initial positions of the wave packet around the center of the chain. We observe a scaling behavior
according to Eq. (3.15) over several orders of magnitude till the width becomes constant due to
finite size effects. Again we determine β in such a way that the variance σ2 of the data points
from the fit becomes minimal. The corresponding scaling exponents β for the average mean square
displacement w(t) are given for different metallic-mean chains in Fig. 3.10. Thereby, the scaling
exponents β steadily increase with the coupling parameter v and with increasing b of the inflation
rule. We also obtain very similar scaling exponents β for the strong and the weak model of the
quasiperiodic chains in one dimension for all considered parameters b as shown in Fig. 3.10a.
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Figure 3.9: Mean square displacement w(t) of a wave packet averaged over different initial positions for the
weak model of the silver-mean chain C˜Ag11 (a), the two-dimensional labyrinth tiling L˜Ag8 (b), and
the three-dimensional labyrinth tiling L˜3d,Ag6 (c).
From the physical point of view, we expect to find a relation between the scaling exponent γ of the
participation ratio and the dynamical properties described by the scaling exponent β because from
an intuitive perspective more extended wave functions (smaller values of γ) should also lead to a
faster spreading of the wave packet (higher values of β). For instance, such a result was obtained
by Triozon et al. for the generalized Rauzy tiling in two and three dimensions [174]. Comparing the
scaling exponents β with the scaling exponents γ (cp. Sec. 2.4.3), this is indeed fulfilled for most of
the systems. However, there are several discrepancies. For instance, the Fibonacci chain does not
fit in these results due to its unusual values of the scaling exponent γ. Also the identical scaling
exponents β for the weak and the strong model are somewhat astonishing because the chains
become more and more different with increasing parameter b. Hence, the number of weak and
strong bonds is completely different and one would expect βweak < βstrong because the wave-packet
spreading is expected to be slower for more localized eigenstates. However, the numerical results
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Figure 3.10: Scaling exponents β of the mean square displacement w(t) of a wave packet averaged over 300
initial positions for different metallic-mean chains C and C˜ (a) and scaling exponents β with
1σ error bars for the strong model of the chains C (b).
72
3.3 Mean Square Displacement of a Wave Packet
bonds. This can be directly related to the underlying quasiperiodic structure by an RG approach,
which only differs in the first RG step (cp. Sec. 2.3.3) and is further discussed in Sec. 3.3.4. With
this RG approach we can even show that for v  1 the recurrence equations for the scaling
exponents γ and β are completely different (cp. Eqs. (2.53) and (3.38)).
Hence, there is most likely no one-to-one correspondence between the extendedness of wave
functions and the dynamics of wave packets. It was rather found that the wave packet propagation
is faster for smoother spectral measures. This fact has been substantiated by mathematical
considerations by Guarneri and Ketzmerick et al. [64, 91], which are discussed in Sec. 3.5.3.
3.3.2 Energy-resolved Wave-packet Dynamics in One Dimension
Up to now we only investigated the dynamics of initially localized wave packets which are
constructed from a linear combination of all states in the energy spectrum. Previous works by
Triozon et al. revealed a clear energy-dependence of the scaling exponent β(E) in two- and three-
dimensional generalized Rauzy tilings [174]. Hence, in the following we also study energy-resolved
data for the scaling exponent β for the weak model of the golden-mean and silver-mean chains. In
this case β(l0, E) follows from the spreading of a wave packet Υ
E
l (l0, t) constructed from a linear
combination of eigenstates within a specific energy range I(E) = [E −∆E/2, E + ∆E/2]. Some
typical initial configurations of such wave packets are shown in Fig. 3.11 for the silver-mean chain
C˜Ag with l0 = dNa/2e in dependency on the width and the location of the energy interval I(E).
As expected we find a tendency towards more extended wave packets for smaller energy intervals
I(E). Further, the location of the interval I(E) has also a significant influence on the initial wave
packet. Hence, the question remains whether also the diffusion exponents are energy-dependent.
Figure 3.12 visualizes the participation ratios p(Ψ), the DOS %(E) and the scaling exponents
β(l0, E) of the wave packets Υ
E
l (l0, t). The position l0 is chosen to belong either to an atomic or


















Figure 3.11: Initial distribution
∣∣ΥEl (l0, t = 0)∣∣ of energy-resolved wave packets with l0 = dNa/2e for the
silver-mean chain C˜Ag for different energy intervals I(E) at the center of the energy spectrum
for v = 0.4 (a) and v = 0.8 (b) as well as at the edge of the energy spectrum for v = 0.8 (c).
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Figure 3.12: Energy-resolved scaling exponents β(l0, E) with 1σ error bars for the golden-mean chain C˜Au20
for v = 0.3 (a) and v = 0.8 (b) as well as for the silver-mean chain C˜Ag11 for v = 0.3 (c) and
v = 0.8 (d). The energy interval is ∆E = 0.01 for v = 0.3 and ∆E = 0.05 for v = 0.8. The
position l0 corresponds to an atomic/ molecular site near the center of the chains.
a molecular site near the center of the chains. As the wave packet only shows a proper scaling
behavior if it is constructed from a sufficient number of wave functions, we only consider energy
intervals which contain at least 1% of the eigenstates. The results show that the scaling exponents
β(l0, E) depend on the initial site of the wave packet and also on the energy interval. However, the
results for both initial sites are rather close and do not show a clear trend over the energy spectrum.
Further, for the silver-mean chain the scaling exponents for the atomic and the molecular initial
site of the wave packet are closer than the ones for the golden-mean chain. For both models the
greatest deviations of the scaling exponents occur at the edges of the energy spectrum, which
might be related to the smaller number of contributing states. However, conclusive results for the
scaling exponent β(E) can only be obtained by averaging over a large number of initial sites.
Comparing with the average scaling exponents β ≈ 0.5 for v = 0.3 and β ≈ 0.9 for v = 0.8, we see
that most of the energy-resolved scaling exponents are smaller for both coupling parameters. This
indicates that the evolution of the energy-resolved wave packets is slightly reduced. Especially, for
smaller values of v this is most likely related to the fact that the probability density of the wave
functions dominates either on atomic or molecular sites as pointed out in Sec. 2.4.1.
3.3.3 Scaling Exponents β of the Generalized Labyrinth Tilings
In Fig. 3.9 the mean square displacement w(t) is also shown for the two- and three-dimensional
labyrinth tiling for b = 2, where we averaged in two dimensions over 50 and in three dimensions
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over 20 initial positions of the wave packet due to limitations of computing resources. At first
glance, the results are qualitatively very similar to that of the quasiperiodic chains. The scaling
exponents in Fig. 3.13 reveal that the one-dimensional scaling exponents β1d for a parameter b are
nearly identical to the results for the two- and three-dimensional labyrinth tiling for both types
of the construction rule. In particular, for the golden-mean and the silver-mean systems we can
prove that the scaling exponents βdd in two and three dimensions approach the one-dimensional
scaling exponent β1d for v  1 by the earlier introduced RG approach. This is clearly validated by
our numerical results in Fig. 3.13 and the analytical results are discussed in Sec. 3.3.4. However,
there is no proof for this relations between β1d and βnd for larger values of v or for inflation rules
with b > 2 yet.
The numerical results in Fig. 3.13 show that the scaling exponents β seem to be identical for the
strong and the weak model. This can be explained by the RG approach, which only differs in the
first step for the strong and the weak models of the metallic-mean chains and, hence, has a minor
influence on the dynamical properties of the whole chain. Further, for the bronze-mean system the
scaling exponents β are different in one, two, and three dimensions for small coupling parameters
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Figure 3.13: Scaling exponents β for the strong model (a) and the weak model (b) of the metallic-mean
systems in one, two, and three dimensions. All results are averaged for different initial positions
of the wave packet. More details for the golden-mean (c), the silver-mean (d), and the
bronze-mean systems (e) are shown for small scaling exponents β.
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identical to the one-dimensional results, for small coupling parameters v the scaling exponents
β2d are slightly larger than β1d and the three-dimensional scaling exponents β3d are significantly
smaller than the one-dimensional results for both bronze-mean systems. The reason for the
differences is not completely clear. On the one hand, this could be really related to a different
physical behavior of these systems. On the other hand, the deviations of the scaling exponents in
different dimensions could also be related to the fact that the considered two-dimensional and
three-dimensional labyrinth tilings are constructed from considerably smaller metallic-mean chains.
In particular, the two-dimensional labyrinth tiling is constructed from chains with linear size
N(b = 1) = 378, N(b = 2) = 578, N(b = 3) = 470 and the three-dimensional labyrinth tiling
results from chains with lengths N(b = 1) = 145, N(b = 2) = 100, N(b = 3) = 143.
3.3.4 RG Theory for Metallic-Mean Systems
In this section we apply an idea proposed by Abe and Hiramoto [2, 74] and further refined by
Pie´chon [132] to determine the scaling exponent β of the mean square displacement w(t) for
the golden-mean chain C˜Au and the silver-mean chain C˜Ag in the regime of strong quasiperiodic
modulations (v  1). The concept makes again use of the real-space RG theory proposed by Niu
and Nori [123, 124], which we already used to describe the splitting of the energy levels in Sec.
2.3.3. In particular, it is based on the following ideas:
◦ Length scaling — in one RG step the width w(t) of the wave packet scales with the effective
grid spacing ceff , i.e., w(t)→ w′(t)/ceff .
◦ Time scaling — the time evolution of the wave packet on the time scale t is related to the
energy scale by 1/t.1 The energy scaling is given by the scaling factors zeff = 1/teff for the
strengths of the new bonds in the different clusters in the RG approach.
◦ According to the definition of the scaling exponent β in Eq. (3.15), we then can derive the
following relation for the scaling exponent β:













The derivations for the scaling of the bond strengths and the effective grid spacings are summarized
in Appendix A.2 for various RG approaches. Abe and Hiramoto as well as Pie´chon presented only
results for the Fibonacci chain for the two cases of the atomic RG and the molecular RG [2,75,132].
In this section we also derive an approximation of the scaling exponent β for the octonacci
chain and show for the associated labyrinth tilings that these scaling exponents approach the
one-dimensional results in the regime of strong quasiperiodic fluctuations. The analytical results
are also compared with numerical results, which show a very good agreement.
Fibonacci Chain C˜Au
Using the results from Sec. 2.3.3 and Appendices A.2.1 and A.2.2, the energy scaling for the
weak and the strong clusters in the atomic RG approach is zeff = z¯Au =
v2
s2
. With the length
1For v  1 the energy scales of different effective Hamiltonians are very different and thus no interference of
electrons on different time scales is considered.
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scaling ceff = τ
−3






For the molecular RG the general energy scaling for the weak and the strong clusters is zeff =
zAu =
v
2s and the length scaling ceff = τ
−2
Au . This yields the scaling exponent [75]
βmolAu '
2 ln τAu
ln sv + ln 2
. (3.20)
While the results by Abe and Hiramoto are based on a quantitative argument, rigorous mathemat-
ical considerations by Damanik showed that for the diagonal model of the Fibonacci Hamiltonian
a very similar relation can be found for v  s. With the constants c1 and c2 this result is given
by c1/ ln
s
v < β < c2/ ln
s
v [33,37].
In Fig. 3.14a both scaling exponents, βatomAu and β
mol
Au , are compared with the numerical results of
the scaling exponent β of the average mean square displacement w(t). While for small coupling
parameters v the results are very close for both RG approaches, the molecular RG theory yields
significantly better results for the scaling exponent β for larger values of v. This can be understood
by the fact that the dynamics of an initially localized wave packet are actually governed by the
atomic and the molecular RG approach. The reason is that independently of the original type
(atomic or molecular site) of the initial position l0 of the wave packet after one RG step the new
initial site l′0 can be either an atomic or a molecular site, etc. Hence, the scaling exponent β of the
average mean square displacement w(t) shown in Fig. 3.14a strongly depends on the percentages





















A comparison of the theoretical and the numerical results in Fig. 3.14a shows a very good agreement
for v  s. Further, as the percentage pmol is significantly higher, it is not surprising that the
exponent βmolAu shows a better agreement with the numerical data for the scaling exponent β.
In principle, it is also possible to determine the scaling exponents, βatomAu and β
mol
Au , numerically.
This is achieved by studying wave packets which are initially localized at a position l0 that survives
all possible RG steps for an approximant of finite size. Using this method Hiramoto and Abe found
a good correspondence between the theoretical and numerical results for the atomic RG [75].
Further, with a similar argument it should be also possible to observe the two different scaling
exponents while studying the dynamics of energy-resolved wave packets. For instance, a wave
packet constructed from eigenstates near the center of the energy spectrum possesses a high
probability density on sites which remain atomic sites for many RG steps. The reason for this is
that all eigenstates with eigenvalues close to zero also show a high probability density on sites
which remain atomic sites for many RG steps (cp. Fig. 2.29). Hence, the dynamics of such a
wave packet is mainly governed by the atomic RG approach and we expect to obtain the scaling
exponent βatomAu . Likewise, for wave packets constructed from eigenstates at the edges of the
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Figure 3.14: Scaling exponent β of the mean square displacement w(t) averaged over 300 initial positions
in comparison to the relations of the atomic and molecular RG approach for the golden-mean
chain C˜Au20 (a), the silver-mean chain C˜Ag11 (b), and the bronze-mean chain C˜Bz8 (c).
energy spectrum, the dynamics are strongly governed by the molecular RG, and we expect to see
the exponent βmolAu . As the results for both quantities are quite close in the strong quasiperiodic
regime, we do not expect any significant deviations of the scaling exponents β(E) over the energy
spectrum. This is indeed the case as visualized in Fig. 3.12.
Octonacci Chain C˜Ag
The atomic RG approach leads to an energy scaling of zeff = z¯Ag = v/s for both types of clusters
as outlined in Appendix A.2.3. With the corresponding length scaling ceff = τ
−1






For the molecular RG approach the energy scaling for the weak and strong cluster is different. In
Appendix A.2.4 we obtain for the strong cluster zscAg =
v2
s2
and for the weak cluster zwcAg = εAg <
v3
s3
for v  1. On average we expect to obtain a superposition of the spreading caused by both
clusters. By using Eq. (2.7), which relates the number of strong and weak bonds/ clusters in the
octonacci chain, we can derive an average energy scaling of















With the effective length scaling of ceff = τ
−2












In Fig. 3.14b the analytical expressions for the atomic and molecular RG are compared with the
actual numerical results. For the molecular RG we always plot a range of possible parameters of
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the scaling exponent βmolAg by choosing εAg ∈ [0, v
3
s3
]. The results show that the scaling exponent
βmolAg slightly underestimates the numerical values for the scaling exponent βAg of the average
mean square displacement. In contrast to this the analytical values of the atomic RG βatomAg are
significantly higher than the numerical results. As outlined for the golden-mean chain, depending
on the considered energy range we expect to obtain a scaling exponent βatomAg at the center of
the energy spectrum and a scaling exponent βmolAg at the corners as well as an average value of
both exponents in between. Comparing this with the energy-resolved data shown in Fig. 3.12, we
observe that there is no clear evidence for this expected behavior. A possible explanation is that
also the energy-resolved wave packets are still constructed from many wave functions and, hence,
always contain contributions from both types of states. However, on average we expect to obtain
a scaling exponent β between the results predicted by the atomic and the molecular RG. Using
the exact numbers of atoms and molecules in the silver-mean chains according to Eq. (2.7), we
again obtain for the average scaling exponent a very similar result as in Eq. (3.21) with






This expression is visualized in Fig. 3.14b as well. The results show that the analytical values
correspond to the numerical values within the error bounds for v  1. Further, by comparing the
results for the golden-mean and the silver-mean chain we obtain that the exponent βAg is slightly
larger than βAu in agreement with the numerical results in Fig. 3.10.
Bronze-Mean Chain C˜Bz
In Sec. 2.3.3 we have learnt that the RG procedure for the bronze-mean chain is rather complicated.
The simplest substitution rule is shown in Fig. A.5 and leads to an effective length scaling of
ceff = τ
−2
Bz . The contribution to the energy scaling is mainly due to the strong cluster because the
corresponding scaling factor zscBz = v
3/2s3 is much larger than the scaling factor zwcBz = εBz < v
9/2s9
of the weak cluster. Hence, the average energy scaling is given by















According to Eq. (3.18) this results in the analytical expression
βBz ' 2 ln τBz





) ≈ 2 ln τBz
ln (1 + τBz) + 3 ln
s
v + ln 2
. (3.27)
The comparison in Fig. 3.14c reveals that this analytical relation underestimates the corresponding
numerical results. This indicates that the simplifications during one RG step are too large to
adequately display the spreading of wave packets in this system.
RG Theory for Higher Dimension
Like the one-dimensional systems, the labyrinth tilings possess a hierarchical structure. In Fig.
3.15 we show for the golden-mean labyrinth tiling L˜Au the corresponding atomic and the molecular
RG approach. In this tiling we can identify three different clusters (strong, medium, and weak)
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Figure 3.15: Strong (violet), medium (green), and weak (blue) clusters for the atomic RG (a) and the
molecular RG (b) for the weak model of the golden-mean labyrinth tiling L˜Ag. Sites of the
renormalized grid are shown in red and sites belonging to more than one cluster in white. In
(c) we show a part of the golden-mean labyrinth tiling L˜Au which after one atomic RG step
results in the strong (violet) cluster in (a).
in correspondence to the three different bond types. In general, the clusters of the RG in d
dimensions are given by the product of the corresponding one-dimensional clusters due to the
product structure of the labyrinth tiling (cp. Figs. A.6 to A.11). Hence, the number of different
clusters depends on the number of bond types, which in d dimensions is given by d+ 1.
The derivations of an analytical expression for the scaling of the length and bonds strengths for the
labyrinth tiling follow the same way as before and are exemplarily described for the golden-mean
labyrinth tiling L˜Au in the Appendices A.2.6 and A.2.7. We obtain an effective grid spacing of
ceff = τ
−6
Au for the atomic RG and ceff = τ
−4
Au for the molecular RG. With the BW perturbation
theory we determine the new bond strengths, where we obtain a qualitatively different result for
the atomic and the molecular RG.





Plugging this into Eq. (3.18) we obtain the same analytical expression as in one dimension, i.e., Eq.
(3.19). This result is not surprising because the scaling factors for the grid spacing and the bond
strengths are the squares of the one-dimensional results, which cancel each other according to
Eq. (3.18). Since the dominant coupling between the edge sites of a d-dimensional cluster always
originates from the bonds along its diagonal and the couplings along this diagonal are the product
of the coupling strengths of d one-dimensional clusters (cp. Figs. A.6 to A.8), the scaling factor




for the atomic RG in d dimensions. Since the scaling
factors for the different clusters are identical for the Fibonacci chain, the scaling of the clusters





Although the structure of the clusters for the molecular RG is very similar, the result is somewhat
different compared to the one-dimensional scaling exponent in Eq. (3.20). The derivations in




with an additional factor of 2, which

































































Figure 3.16: Scaling exponent β of the mean square displacement w(t) averaged over different initial
positions in comparison to the relations of the atomic and molecular RG approach for the
golden-mean labyrinth tiling L˜Au (a) and the silver-mean labyrinth tiling L˜Ag (b).
For very small coupling parameters v → 0 the first term of the denominator dominates and this
expression approaches the one-dimensional result in Eq. (3.20). We plot this function in Fig. 3.16
and find that it is greater than the one-dimensional results of the molecular RG for all considered
values of v. However, we again have to take into account that for the average scaling behavior
the contributions of both RG approaches according to Eqs. (3.19) and (3.28) are important. By























The result for the three-dimensional labyrinth tiling L˜3d,Au follows the same way. We already
pointed out that the atomic RG approach yields the same exponent in every dimension (cp. Eq.
(3.19)). Due to the normalization condition we obtain in the molecular RG an additional factor




. Hence, with ceff = τ
−6
Au the analytical






















In Fig. 3.16 we compare the numerical and the analytical results for the average scaling exponent
βAu for the golden-mean labyrinth tilings. Within the error ranges we find a good correspondence
in the regime of strong quasiperiodic modulation. Further, although the analytical expressions for
the scaling exponent βAu in different dimensions are quite different, we see that they approach
each other for v  s. This is also in good agreement with the numerical data in Fig. 3.13, which
shows no significant differences in one, two, and three dimensions.
Also for the silver-mean labyrinth tiling L˜Ag we can apply the atomic and molecular RG. Like
for the golden-mean labyrinth tiling we find three types of clusters in two dimensions, which are
visualized in Fig. 3.17. Again, we have to distinguish between the atomic and the molecular RG
approach. For the atomic RG the length scaling as well as the bond strengths are the squares/
cubes of the one-dimensional results, which yields the same analytical expression for β (cp. Eq.
(3.22)) as in one dimension.
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For the molecular RG we have to carefully adapt the RG approach because the scaling factors of
the energies are not identically for the different types of clusters. Hence, we explicitly have to
determine the new average scaling factor zeff (cp. Eq. (3.23)). The scaling factors for the clusters
are given as the product of the one-dimensional results, which yields for the strong, medium, and
weak clusters of the two-dimensional labyrinth tiling the factors zscAg = v




Ag, respectively. By considering the percentage of each of these cluster in the labyrinth
tiling, we obtain the average scaling factor
























According to Eq. (3.18) this yields the scaling exponent
βmol,2dAg =
2 ln τAg











The average scaling exponent βAg follows then from Eq. (3.29) by replacing the quantities for the
golden-mean labyrinth tiling with that of the silver-mean labyrinth tiling. Since we only know
the upper bound of the scaling factor of the weak cluster in one dimension (i.e. εAg ∈ [0, v3/s3]),
the analytical expressions again describe a range of possible exponents. A comparison with the
numerical results in Fig. 3.16 shows that the final scaling exponent is very close to that of the
atomic RG and, hence, overestimates the actual results. By performing the same calculations
also for three dimensions, we obtain that the scaling exponent β3dAg is even closer to the scaling
exponent of the atomic RG. Hence, we would expect that also the numerical results for β approach
the analytical expression for βatomAg in Eq. (3.22) with increasing dimensionality. However, we do
not observe such a behavior. At least, the numerical and analytical results approach each other
with increasing quasiperiodic modulation, and we find a correspondence for v = 0.1 within the
error ranges. A possible explanation for these discrepancies could be that determining an average
scaling factor for the bond strength in the molecular RG according to Eq. (3.31) from the energy
scalings of the different cluster types does not adequately display the dynamical behavior.
(a)























Figure 3.17: Strong (violet), medium (green), and weak (blue) clusters for the atomic RG (a) and the
molecular RG (b) for the weak model of the silver-mean labyrinth tiling L˜Ag. Sites of the
renormalized grid are shown in red.
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3.4 Moments of the Participation Ratio and Information Entropy
Like the multifractal properties of the wave functions, also the dynamics of wave packets can show
a multiscaling in time (also denoted as intermittency). Such a behavior has been reported for
many systems as for the Harper model, the diagonal and off-diagonal Fibonacci chain and the
Anderson model [13, 49, 64, 132,165,186]. In order to describe the multiscaling properties in more
detail, Evangelou and Katsanos suggested to consider the dynamics of different moments of the
wave-packet probability in more detail [49].
Definition 3.3 (Moments of the Participation Ratio, Information Entropy) (cp. [49])




|Υr(r0, t)|2q ∝ t(1−q)µq(r0)/2 (3.33)
describe how different moments of the probability density of the wave packet |Υr(r0, t)|2 evolve
with time (t→∞) with the scaling exponents µq(r0) in dependency on the initial position of the
wave packet r0. The information dimension µ1(r0) is given by the asymptotic scaling behavior of
the information entropy
S(r0, t) = −
∑
r
|Υr(r0, t)|2 ln |Υr(r0, t)|2 ∝ 1
2
µ1(r0) ln t . (3.34)
In particular, the capacity dimension µ0 describes the time-evolution of the support of the wave
packet and the correlation dimension µ2 is related to the time-evolution of the participation ratio
of the wave packet. While for localized wave functions for v = 0 the wave packet does not spread
at all and we obtain µq = 0, for a periodic chain all scaling exponents are given by µq = 2 [49].
In Fig. 3.18 we visualize the results for two different moments of Pq(t) and for the information
entropy for the golden-mean chain C˜Au19 . All quantities show a scaling behavior over several orders
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Figure 3.18: Moments of the participation ratio P0.5(t) (a), P3(t) (b), and the information entropy S(t) (c)
of a wave packet averaged over 300 initial positions for the weak model of the golden-mean
chain C˜Au19 .
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of magnitude. For small values of v we again observe considerable oscillations, which grow with the
parameter q and are caused by the back and forth scattering of different modes in the wave packet
at different local environments of the system [89]. For v → 1 the moments of the participation
ratio and the information entropy increase (q ≤ 1) or decrease (q > 1) almost monotonically.
Once again, we determine the scaling exponents µq by a least squares fit in a way that the variance
of the data points becomes minimal. In Fig. 3.19 these scaling exponents are shown for different
metallic-mean chains. Thereby, we only consider parameters q in the range 0 < q < 6 because for
larger q and for negative values of q we obtain considerable numerical errors. The results show
that the scaling exponents µq increase with the coupling parameter v as it is expected. However,
for v = 1 the results are still somewhat below the expected scaling exponent µq = 2 especially for
higher values of q. This is most likely caused by numerical inaccuracies. Further, apart from a few
deviations for µ1 obtained via the information entropy, the function µq monotonically decreases as
it is expected [49]. Like for the scaling exponents δ and β, we again obtain almost identical results
for the weak and the strong model. Comparing the scaling exponents with respect to the inflation
rule b, we observe that the scaling exponents µq increase with the parameter b in particular for
small coupling parameters v.
Further, in Fig. 3.20 we study for the golden- and silver-mean systems the dependency on the




While the results almost perfectly fit for v  1, there are some variations for the other values of v
especially for large values of q. The growth of the difference with q indicates that this is related to
a lack of accuracy of the numerical calculations.
Instead of studying the time-evolution of the wave packet, Katsanos and Evangelou pointed out





















































































Figure 3.19: Scaling exponents µq of the moments of the participation ratio Pq(t) and of the information
entropy S(t) for a wave packet averaged over 300 initial positions for the weak model (solid
lines) of the golden-mean chain C˜Au19 (a), the silver-mean chain C˜Ag11 (b), and the bronze-mean
chain C˜Bz8 (c). The results for the corresponding strong models are shown as dashed lines.
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Figure 3.20: Scaling exponents µq/d of the moments of the participation ratio Pq(t) and of the information
entropy S(t) averaged over different initial positions for the golden-mean (a) and silver-mean
systems (b) in one (solid lines), two (dashed lines), and three dimensions (dotted lines).
wave functions [49,89]. Hence, for one-dimensional systems the scaling exponents µq are related
to the spectral dimensions Dµq of the LDOS studied in Sec. 2.4.6 according to µq = 2D
µ
q . In
Fig. 3.21 we compare the numerical values of both scaling exponents for the golden- and the
silver-mean chains. We observe a very good agreement of both scaling exponents for small coupling
parameters. However, for v > 0.3 the scaling exponent Dµq becomes significantly larger than
the scaling exponent µq. Although the deviations are rather large this might still be related to
numerical problems because for v → 1 the numerical results for the scaling exponent µq are clearly
smaller than the expected value µq = 2. However, in higher dimensions this relation is only valid
as long as the spectrum contains no absolute continuous part.
Evangelou and Katsanos also argued that in the Anderson model for q →∞ the exponents µq are
related to the return probability P (l0, t) [49]. In particular, the return probability is characterized
by the scaling exponent µ∞ (P (l0, t) ∝ tµ∞/2) for critical wave functions, while it asymptotically
goes to zero as t−1 in the ballistic case and becomes eventually constant for the localized case.
This result is based on the assumptions that the maximum amplitude of the wave packet remains
at the center of the chain, which is not fulfilled for the metallic-mean systems (cp. Fig. 3.1). As
the scaling exponent δ′ of P (l0, t) equals the fractal dimension D
µ
2 for v < vth [92] (cp. Sec. 3.5.1),





























































Figure 3.21: Comparison of the scaling exponents µq/2 (lines) with the generalized dimensions D
µ
q (circles)
for the golden-mean chain C˜Au19 (a) and the silver-mean chain C˜Ag11 (b).
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3.5 Relations between the Spatial and Spectral Dimensions of the Wave Functions
The exact relations between particle dynamics and singular or absolutely continuous spectra
are still not well understood. As a rule of thumb, systems with singular continuous spectra
exhibit anomalous diffusion, while absolutely continuous spectra may lead to either anomalous
diffusive or ballistic dynamics [64,194]. The latter property is also evident in our results, where
we obtain anomalous diffusion for coupling parameters in the range 0 < v < 1 in all dimensions
(cp. Sec. 3.3), but the spectrum shows a transition from singular to absolute continuous in two
and three dimensions (cp. Sec. 2.3.2). Further, wave packet localization implies a pure point
spectrum, but the converse is not true, and the more refined notion of semi-uniform localization is
necessary [42].
Also the relations between the characteristics of the wave functions and the energy spectrum as well
as the wave-packet dynamics are of interest. Spectra of Hamiltonians containing a point-like part
often lead to bound (localized) wave functions, while spectra with an absolutely continuous part
are often accompanied by unbound (delocalized or extended) wave functions. Further, for singular
continuous spectra eigenstates are often found to be multifractal. Examples are Harper’s model of
an electron in the magnetic field [76], the kicked rotator [5, 85] as well as the Anderson model of
an electron in a disordered medium [148]. Thereby, the existence of multifractal eigenstates does
not imply multiscaling of wave packets in time [66].
In this section we summarize the results for the metallic-mean chains and the labyrinth tilings by
comparing the various scaling exponents among each other and with respect to the dimension.
We also check whether our results fulfill known bounds from literature and propose also a new
bound for higher-dimensional systems.
3.5.1 Connection of δ to the Spectral Properties of the Hamiltonian
In literature there are several analytical results, which relate the scaling exponents of the wave-
packet dynamics to the spectral properties. For instance, it is a well-known fact that in the
asymptotic limit t→∞ the correlation dimension Dµ2 of the LDOS %(r0, E) introduced in Sec.
2.4.6 equals the scaling exponent δ(r0) of the temporal autocorrelation function C(r0, t) discussed
in Sec. 3.2. This result was obtained by Ketzmerick et al. [11, 92], who derived a relation between
the partition function Γ2(r0,∆E) of the local spectral measure in Eq. (2.77) and the return
probability P (r0, t) in Eq. (3.6). They made use of the fact that the return probability P (r0, t) in
Eq. (3.6) can also be calculated from the local spectral measure µ(Υ, t) associated to the states
belonging to the wave packet Υ(r0, t) according to
P (t) =
∣∣∣∣∫ ∞−∞ e−iEtdµ(Υ, E)
∣∣∣∣2 = 2pi |µ˜(Υ, t)|2 (3.36)
with the Fourier-Stieltjes transforms µ˜(Υ, t) of the local spectral measure [92]. With the definition
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Figure 3.22: Comparison of the correlation dimension Dµ2 of the LDOS (cp. Fig. 2.47), the scaling exponent
δ of the autocorrelation function C(t) and the scaling exponent δ′ of the return probability
P (t) averaged over different initial positions (cp. Figs. 3.2 and 3.5) for the strong model of the
silver-mean systems in one dimension (a) as well as in two and three dimensions (b).
Hence, if the temporal autocorrelation function C(r0, t) and the partition function Γ2(r0,∆E)
show a scaling behavior, their scaling exponents are identical, i.e., δ = Dµ2 . Equation (3.37) also
shows that Dµ2 and the scaling exponent δ
′ of the return probability P (r0, t) are only identical
if δ′ < 1, so that there are no logarithmic contributions as for δ′ = 1 or the integral does not
converge as for δ′ > 1.
The main consequence of this equality is that the scaling exponent δ provides information about
the structure of the energy spectrum rather than the transport properties. Thereby, for δ → 1
the spectrum is absolute continuous, and for scaling exponents δ ∈ (0, 1) the spectrum contains
a singular continuous part. However, the scaling exponent δ → 1 does not tell us whether the
wave functions are multifractal or extended or whether the system shows anomalous or ballistic
transport.
A comparison of the numerical results for the scaling exponents δ and Dµ2 in Fig. 3.22 reveals a
very good agreement for different dimensions and metallic means. Thereby, the scaling exponents
δ and Dµ2 approach one for coupling parameters v > vth in two and three dimensions, where the
transition to an absolute continuous spectrum (cp. Sec. 2.3.2) takes place.
3.5.2 Connection of the Spectral Dimensions D˜µq and the Scaling Exponents β
In Sec. 3.4 we have seen that the wave-packet dynamics exhibit multiscaling in time, where different
moments of the wave packet scale with different exponents µq.
Using the RG approach introduced in Secs. 2.3.3 and 3.3.4 Pie´chon derived for the Fibonacci
sequence C˜Au the relation βq = D˜µ1−q and also provided a semiquantitative argument why this
relation can also hold for other systems [132]. This result is based on the derivation of a general
recurrence equation for the qth moments of the width wq(t) =
∑
r |r− r0|q |Υr(r0, t)| ∝ tqβq for the
Fibonacci sequence C˜Au from the scaling properties of the energies and wave functions under one









Au = 1 . (3.38)
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The solution of this equation results in an analytical expression for the scaling exponent βq, which
is for q = 2 and v  1 in good agreement to our numerical results for β = β2 as visualized in Fig.
3.23a. Further, it clearly shows the existence of multiscaling in time.
By comparing Eq. (3.38) with the recursive relation for the spectral dimensions D˜µq in Eq. (2.74),
the above mentioned relation βq = D˜
µ
1−q follows [132]. In Fig. 3.23b we check for the case q = 2
whether our numerical results fulfill this relation. For the Fibonacci chain we find a good agreement,
and also the scaling exponents of the other metallic-mean chains are well described by this relation
for all values of v.
Pie´chon argued that the equality may also hold for other systems [132]. He used that one can
assign to each initial site l0 of a wave packet a scaling exponent βq(l0) = α˜
µ
q , where α˜
µ
q corresponds
to the singularity exponent of the global spectral measure [132] (cp. Sec. 2.4.6). An appropriate
average over the initial sites is then given by wq(t) ∝ ∫ tqα˜µq %(α˜µq )dα˜µq ∝ tqβq . The width of each
energy band also scales with the system size according to ∆α˜
µ
q = V −1a (cp. Eq. (2.69)) and is
related to the time scale by ∆ = 1/t. From the definition of the singularity spectrum (cp. Def.
2.7) there are ∆−f(α˜
µ
q ) such bands, so that one can rewrite the density of the scaling exponents as




























t0' tqD˜µ1−q . (3.39)
In Fig. 3.23c we check whether this relation also holds in two dimensions for the case q = 2.
We already pointed out in Sec. 2.4.6 that for the absolute continuous spectra in two and three
dimensions only D0 is defined so that there will be no correspondence for all values of v > vth.
The numerical results however show that the relation dβ2 = D˜
µ
−1 approximately holds in the
regime of strong quasiperiodic modulation. According to the arguments by Pie´chon et al. this is
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Figure 3.23: Comparison of the analytical and the numerical results for the scaling exponent β (cp. Fig.
3.10) for the golden-mean chain C˜Au (a). Comparison of the scaling exponents β (cp. Fig.
3.13) and D˜µ−1/d (cp. Figs. 2.44 and 2.45) for the weak models of the golden-, silver-, and
bronze-mean systems in one (b) and two dimensions (c).
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that the individual energy bands scale according to ∆α˜
µ
q = V −1a and Eq. (3.39) follows. Hence, we





holds in arbitrary dimensions d for the labyrinth tilings.
Further, Mantica showed that for a restricted class of systems a very similar relation can be found
for the spectral dimension of the LDOS introduced in Sec. 2.4.6, i.e., β = Dµ−1 [115]. However,
in general this equality is not satisfied [115]. Due to inaccuracies in the numerical results of the
spectral dimension Dµq for q < 0 (cp. Fig. 2.47), we are not able to check whether this equality
holds also for the metallic-mean systems.
3.5.3 Upper and Lower Bounds for β
In literature several bounds for the scaling exponents β have been proposed [11,64,91,192], which
are shortly introduced in this section with a comparison to our numerical data.
Lower bound by Guarneri: As a rule of thumb it was found that the wave-packet propagation is
faster for smoother spectral measures. In particular, Guarneri proved for the scaling exponent β







This expression quantitatively relates the diffusive properties to the information dimension of
the spectral measure of the LDOS (cp. Sec. 2.4.6). A comparison with our numerical results
in Fig. 3.24a shows that this inequality is clearly satisfied in one dimension. The same is also
valid in two and three dimensions because the numerical results show that β is more or less
independent of the dimension (cp. Fig. 3.13) and according to Eq. (2.79) the spectral dimensions
fulfill Dµ,ddq ≤ dDµ,1dq . Since Dµ,ddq eventually becomes 1 for an absolute continuous spectrum,
this bound strongly underestimates the actual scaling exponent β in two and three dimensions for
large values of v as shown in Fig. 3.24b.
With the inequality in Eq. (3.41) it is possible to show that an absolute continuous energy spectrum
in one dimension implies ballistic transport [16] and in two dimensions this inequality requires
a superdiffusive (β > 12) evolution of the wave packet in the presence of an absolute continuous
spectrum. However, in three dimensions it allows the occurrence of subdiffusive wave-packet
spreading (β < 12) although the energy spectrum is purely absolute continuous, i.e., D
µ
1 = 1 [16].
This is a very interesting aspect because investigations on real quasicrystals revealed that they are
usually accompanied by absolute continuous spectra [16] but the conductivity is well described by
the generalized Drude formula for the case β < 12 [118,135,141,149].
Our numerical results in Sec. 2.3.2 show that the energy spectra of the three-dimensional labyrinth
tilings contain an absolute continuous part for all coupling parameters v > v3 ≈ 0.3. At the
transition (i.e. v = 0.3) the wave-packet dynamics seem to correspond to classical diffusion with
β ≈ 0.5. Nevertheless, there might be the possibility that sub-diffusive spreading and absolute
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Figure 3.24: Comparison of the scaling exponent β (cp. Figs. 3.10 and 3.13) and the information dimension
of the spectral measure Dµ1 (cp. Fig. 2.47) for the weak model of the metallic-mean chains
(a) and the associated labyrinth tilings in two and three dimensions (b). In (b) solid lines
correspond to Dµ1 in two dimensions and dotted lines to D
µ
1 in three dimensions.
continuous parts in the energy spectrum coexist, especially, if we also take the dynamics of
energy-resolved wave packets into account.
The next two bounds address the connection between the scaling exponent β of the wave-packet
propagation and the generalized dimensionsDq (cp. Sec. 2.4.4) describing the multifractal properties
of the wave functions.
Lower bound by Ketzmerick et al.: Using the fact that the center of the wave packet is known
to decay by t−D
µ
2 [65], Ketzmerick et al. showed that due to the normalization condition the
spreading of a wave packet is described by an exponent β = Dµ2 /d in d dimensions [91]. For wave






holds for all systems which are characterized by a single scaling exponent β = βq [91]. For the
more general case of multiscaling in time (wq(t) ∝ tqβq) they found that this yields a lower bound






For negative moments this corresponds to an upper bound. They also checked numerically whether
this relation holds for the diagonal model of the Fibonacci chain and the Harper model of an
electron in a magnetic field. For the Fibonacci model they found that Eq. (3.42) holds within the
error bars and for the Harper model, which is known to show multiscaling dynamics, they found
that the inequality in Eq. (3.43) is a good lower bound.
Ketzmerick et al. also pointed out that this relation was already known to hold for disordered
systems. For these systems it was shown that there is a direct relation between the spatial and
the spectral properties of the correlation dimension (cp. Sec. 2.4.6) , i.e., D2 = dD
µ
2 [24, 81]. This
leads according to Eq. (3.42) to β = 1d , where this result was already derived analytically and also
confirmed by numerical calculations for disordered systems [56,64,66,81].
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Figure 3.25: Comparison of the scaling exponent β (cp. Fig. 3.13) with the quantity Dµ2 /D2 (cp. Figs. 2.34
and 2.47) for the strong model of the metallic-mean chains (a) and for the corresponding
silver-mean labyrinth tilings in two and three dimensions (b).
Comparing this with our numerical results for q = 2 in Fig. 3.25 for the one-dimensional case, we
find that Eq. (3.42) is approached but there are significant deviations for v → 1 for the different
systems. In particular, we obtain for the Fibonacci chain
Dµ2
D2
< β for all values v. The deviations
for v → 1 are most likely due to numerical issues because it is expected that Dµ2 = 1 for a periodic
chain. For the bronze-mean chain
Dµ2
D2
is also slightly larger than β for intermediate values of v.
However, within the error ranges the inequality in Eq. (3.43) holds for all three metallic-mean
chains and provides a good lower bound, which is significantly better as the result by Guarneri in
Eq. (3.41) [64]. It is not surprising that the numerical results only fulfill the lower bound according
to Eq. (3.43) because in Sec. 3.4 we have seen that the metallic-mean chains show multiscaling in
time.
This inequality also holds in two and three dimensions, which can be easily understood by the
following arguments. In Sec. 2.4.4 we have proven that for the generalized dimensions the relation
Dddq = dD
1d
q is approached for Na  1, and according to Eq. (2.79) the spectral dimensions obey
the inequality Dµ,ddq ≤ dDµ,1dq . Further, as the numerical results in Fig. 3.13 show that β is nearly
identical in all dimensions, we again obtain the inequality in Eq. (3.43). However, for the coupling
parameters for which the spectrum is absolute continuous (cp. Sec. 2.3.2) we have Dµq = 1, and
the inequality in Eq. (3.43) is no longer a good lower bound as shown in Fig. 3.25b.
Addressing the latter case we would like to point out that the decay of the center of the wave
packet is only described by the correlation dimensions of the LDOS for v < vth because for
v > vth we obtain D
µ
2 = 1 and the integral of the autocorrelation functions becomes convergent
as discussed in Sec. 3.2.2. However, in Sec. 3.2.3 we showed that the scaling exponent δ′, which
describes the decay of the center of the wave packet, can become larger than 1. According to this





We checked whether this relation is satisfied for the metallic-mean systems in Fig. 3.26a and found
that this is a significantly better lower bound than that given in Eq. (3.43). However, in three
dimensions there are still large deviations compared to β for coupling parameters v → 1. This
suggests that further studies are necessary in order to relate the width of the wave packet with
the decay of its center.
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Figure 3.26: Comparison of the scaling exponent β (cp. Fig. 3.13) with the quantity δ′/D2 (cp. Figs. 2.34
and 3.5) for the strong model of the golden- and silver-mean labyrinth tilings in two and three
dimensions (a) and with the generalized dimensions D1 and D2 for the strong model of the
metallic-mean chains (b).
Upper bound by Zhong et al.: Another bound was proposed by Zhong et al. who argued that
the superdiffusive spreading in one dimension for β > 12 can be interpreted as a ballistic motion











They showed also by numerical calculations that this holds for the Harper model and the diagonal
model of the Fibonacci chain. A comparison with our results for the one-dimensional metallic-mean
chains in Fig. 3.26b shows that the results of both scaling exponents are rather close. However,
while for small coupling parameters v the scaling exponent D2 is indeed an upper bound, for
values of v ≥ 0.6 (i.e. β > 0.75) the dimension D2 is clearly smaller than β for the silver- and
bronze-mean systems. Since both scaling exponents β and D2/d are more or less identical in
different dimensions, this relation gives an approximate relation independently of the dimension,
but it cannot be used as an upper bound.




holds for the silver-mean chain and the two-dimensional labyrinth tiling [192]. The numerical
results in Fig. 3.26b show that this bound is also fulfilled for the other metallic-mean chains.
Because we have proven that Dq/d is independent of the dimensions and the numerical results in
Fig. 3.13 indicate that the same is also valid for the scaling exponent β, the bound in Eq. (3.47)
holds also in two and three dimensions. However, at the moment this result is only based on
numerical calculations and not on a qualitative argument. Hence, further research is needed to
show whether this is an upper bound of β also for more general systems or to specify at least the
requirements for which this result holds.
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Other bounds: There are a number of other bounds, which can be found in literature [91,192,195]
and are shortly introduced here.
In early works for the Fibonacci chain and the Harper model it was found by numerical simulations
that the scaling exponent β equals the box-counting dimension of the spectral measure introduced
in Sec. 2.4.6, i.e., β = Dµ0 [56,75], which was also explained with a heuristic argument [56]. However,
a more detailed numerical analysis revealed that this equality does not hold exactly [66,186].
Further, Yuan et al. showed numerically that for the silver-mean chain the relation β ≥ δ holds,
which can be generalized to β > δ/d in d dimensions [192]. A comparison with our numerical
results shows that this is also fulfilled for the other metallic-mean systems in one, two, and three
dimensions. However, this is not surprising because due to the well-known relations δ = Dµ2 [92]
(cp. Sec. 3.5.1) this yields the expression β ≥ Dµ2 /d, which is similar to the inequality in Eq. (3.43).
However, this lower bound is not as good as Eq. (3.43) introduced by Ketzermik et al. because
always the relation d ≥ Ddd2 is satisfied.
3.5.4 Comparison to the Square/ Cubic Fibonacci Tiling
The square/ cubic Fibonacci tiling corresponds to the other limit case for which the product of d
one-dimensional chains becomes separable as pointed out in Sec. 2.2.1 [155]. The construction of
this tiling is easier because all combinations s = (i, j, . . . , k) of the one-dimensional eigenstates
are allowed [51,82]. Another important feature is that the higher-dimensional energy values are
the sum of the one-dimensional energy values (cp. Sec. 2.2.1) so that the time-evolution operator





it . . . e−iE
kt . (3.48)
Therefore, the dynamics of the wave packets in higher dimensions are much better understood than
for the labyrinth tiling. For instance, Zhong and Mosseri were able to show that for the square/
cubic Fibonacci tiling the scaling behavior of the temporal autocorrelation is given by [194]
C(t) ∝
{
t−dδ dδ < 1
1 dδ ≥ 1
. (3.49)
This result is based on the fact that the integrand is convergent for dδ > 1 and, hence, yields
C(t) ∝ t−1. With the same arguments, also the threshold values for the transition to an absolute
continuous energy spectrum can be directly obtained by the one-dimensional scaling exponents




= 1 [194]. We compared this results of the coupling parameters vth
with that of the labyrinth tiling given in Tab. 2.2 and found that they are astonishingly close
although the structure of the labyrinth tilings is different. A possible explanation for this is that
the dominant term in the width of the energy bands in higher dimensions is linearly proportional
to the one-dimensional band width (cp. Eq. (2.32)). For the square/ cubic tiling also the linear
width of the energy bands is relevant due to the additivity of the energy values. Therefore, the
bands of both tilings behave similarly and the merging of the bands to an absolute continuous
energy spectrum occurs at similar coupling parameters vth (cp. Tab. 2.2).
Additionally, Zhong and Mosseri showed that the scaling exponents of the return probability in
different dimensions are related by δ′dd = dδ
′
1d for the hypercubic Fibonacci tiling [194]. While
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the numerical results for the two-dimensional labyrinth tiling seem to satisfy this relation, there
are significant differences in three dimensions as pointed out in Sec. 3.2.3. These are probably
caused by the different number of nearest neighbors in the two tilings, which lead to significant
interference phenomena along the x, y, and z axes in the three-dimensional labyrinth tiling.
Further, also the other properties of the wave-packet dynamics are rather trivial with respect to the
dimension due to the separability of the time-evolution operator, and we obtain, e.g., βdd = β1d.
The numerical results show that this relation seems to hold also for the labyrinth tilings with
golden- and silver-mean for all coupling parameters v, and for the bronze-mean systems there
are only a few deviations for small values of v. For the first two systems we have been able to
verify that this equality is approached for v  1 by applying an RG approach and perturbation
theory (cp. Sec. 3.3.4). However, this analytical result required a rather special structure of the
one-dimensional chains and is not related to the separability of the time-evolution operator.
In summary, for the three-dimensional golden-mean labyrinth tiling and the cubic Fibonnaci tiling
we have found on the one hand that the scaling exponents β hardly differ for the two models (cp.
Fig. 3.13) and on the other hand that the results for the scaling exponents δ′ are rather different
for large coupling parameters v (cp. Sec. 3.2.3). In Fig. 3.7 we have also seen that the wave packets
spread in a quite different way for v = 1. However, these differences are averaged out during
the computations of the mean square displacement. Hence, in order to understand the diffusive
properties of a system in detail it is necessary to compute not only the width w(t) of the wave
packet but also the return probability P (t).
3.6 Non-Averaged Wave-Packet Dynamics and Influence of Impurities
In this section we have a closer look at the wave-packet dynamics in metallic-mean chains in the
limit of weak coupling (v  1) and in the presence of a perturbation. Although the eigenstates
spread over both types of clusters for small coupling parameters v as shown in Sec. 2.4.1, the
wave-packet dynamics are strongly influenced. This becomes even more visible by studying the
wave-packet spreading without averaging over different initial positions.
3.6.1 Wave-packet Dynamics for Quasiperiodic Chains with v  1
As already mentioned the one-dimensional quasiperiodic systems show anomalous diffusion with
the power-law dependency w(l0, t) ∝ tβ(l0) due to the multifractal eigenstates [14,155]. Figures
3.27 and 3.28 show the development of the mean square displacement of the wave packet over time
for the strong and weak model of the metallic-mean chains in the regime of strong quasiperiodic
modulation (v ≤ 0.3). Here, we present results for a single initial position at the center of the chains
(l0 = dNa/2e) in contrast to the previous averaged results in Secs. 3.2 and 3.3. The asymptotic
behavior can be clearly characterized as anomalous diffusion in agreement with the former results,
i.e., we obtain scaling exponents not larger than βAu ≈ 0.41, βAg ≈ 0.39, and βBz ≈ 0.40 for
v = 0.2. The non-averaged scaling behavior is charactertized by a two-step process with intervals
in which w(l0, t) grows according to a power law w(l0, t) ∝ tβ˜ with a constant (v-independent)
exponent β˜ and flat regimes in between. As demonstrated by the insets in Fig. 3.27a, in these flat
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Figure 3.27: Evolution of the width w(l0, t) of a wave packet initially localized in the center of the silver-
mean chains CAg11 (a) and C˜Ag11 (b) with N11 = 8120 sites, for several small values of v. The
insets in (a) show two magnified steps for v = 0.03.
regimes w(l0, t) strongly oscillates in a self-similar manner, reflecting the hierarchical structure of
the system. Further, the width w(l0, t) on a plateau remains bounded from above by a constant.
While for the silver-mean chain the steps in logw(l0, t) have about the same size for a particular
value of v, we observe small as well as large steps for the golden- and bronze-mean models. This
is probably caused by the different underlying inflation rules, which in the case of the octonacci
chain leads to a symmetric sequence and to asymmetric ones for the other two systems. However,
as a general trend we observe an increase of the step width with decreasing coupling parameter v
in all three models. Further, by comparing the results for the silver-mean chains CAg and C˜Ag in
Fig. 3.27, we see that the plateaus have almost the same height but occur at different times t.
The same behavior can also be observed for the temporal autocorrelation function C(l0, t), as shown
in Fig. 3.29. All three quasiperiodic chains show a stepwise behavior, where the minimum value of
C(l0, t) depends among others on the system size. Again the stepwise process is clearly visible,
where a step here consists of the decrease of C(l0, t) with a power law with v-independent exponent
δ˜, followed by a time interval of constant autocorrelation function. The time intervals for the
power-law behavior and the flat parts of both quantities C(l0, t) and w(l0, t) are in correspondence































































Figure 3.28: Same as Fig. 3.27, but for the golden-mean model CAu18 with N18 = 4182 sites (a) and the
bronze-mean model CBz8 with N8 = 5117 sites (b).
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Figure 3.29: Temporal autocorrelation function C(l0, t) for small coupling parameters v of a wave packet
initially localized at the center of the golden-mean chain CAu18 (a), the silver-mean chain CAg10
(b), and the bronze-mean chain CBz8 (c).
bounded by a constant due to the finite size Na of the systems.
A more detailed inspection of the wave-packet dynamics reveals that breathing modes are re-
sponsible for the oscillations, while the wave-packet spreading itself is limited to low-amplitude
leaking out of the region in which it is confined. Eventually, the wave packet expands fast to
reach the next level of the hierarchy, before the whole process repeats. This behavior is even more
evident in the time evolution of the probability density of such wave packets, as shown in Fig.
3.30. At first up to ln t = 14 in Fig. 3.30 the wave packet is confined in a narrow range around its
initial position in the environment of the approximant CAg7 and oscillates back and forth in this
range corresponding to the strong oscillations of w(l0, t). Then, between ln t = 16 and ln t = 18
the wave packet expands almost ballistically and a significant probability density is found in the
neighboring CAg7 sequences (cp. ln t ≥ 18). A similar behavior can already be seen for the previous
levels of the hierarchy (cp. the panels up to ln t = 10 with those for ln t ≥ 12 in Fig. 3.30), where
the wave packet can be observed to spread from the central CAg5 structure to a three-fold CAg5
sequence occurring in the middle of the central CAg7 chain.
This indicates that the values of the flat regimes in w(l0, t) and C(l0, t) are directly related to
the chain structure and do not depend on the coupling parameter v. In particular, we can give
a rough estimate of the corresponding values of w(l0, t) for the plateaus by assuming that the
wave packet is uniformly distributed in a confined region at the center of the chains. For an
approximant CAga the center of the octonacci chain is made up from the three-fold sequences
CAgo CAgo CAgo with o = a − 2h (h ∈ N, 0 < o < a). Confining the wave packet to these regions
we obtain for the approximant CAg11 of Fig. 3.27 the values w(l0, t) ≈ 1.2, 6.4, 36, 207, 1207 for
o = 1, 3, 5, 7, 9, respectively. Although the wave packet is far from being uniformly distributed
and some parts of the wave packet can also be found outside the confined region (cp. Fig. 3.30),
our assumption results in a good reproduction of the plateau values observed in Fig. 3.27.
The spreading of the wave-packet width to the next level can be described by a power law
w(l0, t) ∝ tβ˜ with exponents β˜Au ≈ 0.88, β˜Ag ≈ 0.85, and β˜Bz ≈ 0.98 determined for the smallest
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Figure 3.30: Snapshots for the evolution of a wave packet initially localized at the center of the octonacci
chain CAg9 with v = 0.1 (a). The wave packets are equally scaled for all considered times. In
(b) the hierarchical structure of this approximant is shown.
coupling constant v = 0.03 considered here. Computing the results also for all 6 other qualitatively
different initial positions of the wave packet for the octonacci chain CAg11 we obtain nearly the same
scaling exponents β˜. For instance, for the octonacci chain we found β˜ ≈ 0.81-0.85, where some
of these differences might be caused by fluctuations of the width w(l0, t), which are present in
the regime of strong quasiperiodic modulation and make fitting difficult. These scaling exponents
tend towards the exponents obtained for v → 1 [192], which indicates that the fast expansion is
not governed by the weak coupling, but rather a kind of resonance between the different levels of
the hierarchy. Further, for the return probability we find the exponents δ˜Au ≈ 0.71, δ˜Ag ≈ 0.71,
and δ˜Bz ≈ 0.76, which are again relatively close to the exponents for v → 1 [192,194]. However,
these values of the scaling exponent δ˜ might differ from the exact result, because in one dimension
we cannot rule out the influence of subdominant logarithmic contributions for the considered short
time intervals in the step-like process [194] (cp. Sec. 3.2).
Similar behaviors for w(l0, t) and C(l0, t) have been reported before for the Fibonacci chain with
strong quasiperiodic oscillations [2, 194]. Lifshitz and Even-Dar Mandel studied the log-periodic
oscillations of the autocorrelation function C(l0, t) and found that they are governed by a basic
frequency ω(v) depending on the coupling parameter v and that a number of higher-frequency
oscillations with decreasing amplitudes develop with time [108]. Further, Wilkinson and Austin
found the same step-like process when studying the spreading of a wave packet for Harper’s
equation of an electron in a magnetic field [186]. Based on a qualitative model of the wave-packet
spreading in the semiclassical approximation and on numerical simulations, they argued that
a hierarchical splitting of the energy spectrum into constant-width bands leads to a step-like
behavior with β˜ = 1, which is smoothed due to the (broad) distribution of band widths.
From the results in Secs. 2.3.3 and 2.4.6 we know that there is a distribution of different band widths,
whose width decreases with the parameter v. Therefore, we observe a value β˜ < 1 corresponding
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to a distribution of band widths in the energy spectrum even for N →∞. Although the spectrum
becomes singular continuous and all band widths approach zero in the limit v → 0 [27, 129],
there are different scaling laws of the band widths in the energy spectrum according to the RG
approach from Sec. 2.3.3. This suggests that the self-similar spreading of the wave packet is only
an approximate description of a more general multiscale dynamics.
3.6.2 Influence of an Impurity
In Sec. 2.1.1 we pointed out that the chains consist of two different types of clusters, i.e., atoms
and molecules for the weak models and (b+ 1)- and (b+ 2)-atomic molecules for the strong models.
Although the eigenstates spread other both types of clusters in the chains, the probability density
is greatly enhanced on one of them in dependency on the associated energy values as outlined in
Sec. 2.4.1. This leads to interesting consequences when a single impurity of strength u is placed at
a site l′ by changing a diagonal element of the Hamiltonian, i.e., H1 = |l′〉u〈l′|. At first we study
the spreading of wave packets in the presence of such an impurity at different types of clusters
and then present results for the maximum wave-packet width when the impurity is placed at or
near the initial position of the wave packet.
In the first situation we performed several numerical experiments for various initial positions of the
impurity and of the wave packet for different values of u. We found that for large u the impurity
acts as a barrier, effectively cutting the chain into two halves. The consequence is that the wave
packet is reflected at the impurity independently of its initial site, even if the coupling parameter
v is small. For u→ 0, on the other hand, the unperturbed wave packet propagation of the case
u = 0 is restored.
Understanding the wave-packet dynamics in the regime of intermediate values of u, however, poses
significant challenges and surprising results [42]. A common situation is shown in Fig. 3.31 for the
strong model of the silver-mean chain CAg, where the wave packet is initially localized at an sss
cluster and the impurity u is placed either on an ss or sss cluster near the center of the chain. In
this case the long-term evolution of the wave packet exhibits high sensitivity with respect to the
position of the impurity, approaching two quite different stationary states. In particular, while in
Fig. 3.31a the final state is just slightly perturbed from the final state for u = 0, in Fig. 3.31b
most parts of the wave packet are reflected and only a small amplitude can leak through the
barrier. This kind of wave-packet dynamics is a consequence of the distribution of the eigenstates
on the two different types of clusters for small v (cp. Sec. 2.4.1). The explanation is that the wave
packet is constructed by a superposition of all eigenstates. Hence, if it is initially localized on an
sb+1-cluster of the strong model, eigenstates caused by this type of cluster are contributing with a
much higher probability than the eigenstates of the sb clusters. Consequently, the impurity is felt
as a barrier by the wave packet when placed on the same type of cluster as the initial position of
the wave packet.
In the second situation we address the influence of an impurity placed at or near the initial site of
the wave packet on the dynamics by studying the dependence of the final wave-packet width on
the impurity strength u. Figure 3.32 shows for the octonacci chain the maximum value wmax of
w(l0, t) attained in the course of the evolution of a wave packet, which was initially localized at the
site l0 = dNa/2e. Here only systems CAga with odd a and with the impurity placed at the initial
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Figure 3.31: Snapshots of the evolution of two wave packets in the presence of an impurity for the octonacci
chain CAg8 for v = u = 0.1. The wave packet is initially localized on a large cluster in a local
environment ·]vsl0ssv[· at the site l0. In the panels (a) and (b) the impurity is located on a
small or a large cluster in a local environment ·]vsbssvsasvsssv[· at the sites indicated by a
and b, respectively, as visualized by a vertical line in each panel. For easier comparison, the
vertical dashed line in each panel marks the position of the impurity in the other panel.
site of the wave packet or its left neighbor site are shown. To obtain these maximum values wmax
of the width we perform the calculations as in Fig. 3.27, but now for the perturbed system and
different values of the impurity strength u up to very large times, where the system is governed by
finite size effects and w(l0, t) becomes constant. This gives us a crude measure in which range the
wave packet can actually spread.
The results show that, for small u, the width of the wave packet equals the results for the
unperturbed system for both positions of the impurity. For large u, we obtain a strongly localized
final wave packet when the impurity is added at the initial site l0 of the wave packet and a constant
width of the wave packet when placing the impurity at the left neighbor site u1 = l0 − 1. In
the first case, the expansion of the wave packet in the eigenstate basis is dominated by strongly
localized wave functions caused by the large impurity u and the wave packet can no longer spread
across the chain. In the latter case, the impurity acts as a barrier placed at the center of the chain,
and consequently the wave packet is reflected and only spreads across one half of the system as in
Fig. 3.31b, and w(l0, t) reaches a plateau in Fig. 3.32. Nevertheless, the width w(l0, t) is reduced
compared to an unperturbed system of half the system size because in the presence of an impurity
always some localized eigenstates, which do not spread across the quasiperiodic chain, occur and
contribute to the expansion of the wave packet.
However, in between these two extremes there is a wide range of values of u for which the final
width of the wave packet is significantly reduced even for u v, signaling dynamical localization.
There are nevertheless several well-defined peaks in Fig. 3.32 for some values of u at which the
maximum wave-packet width is significantly enhanced, compared to the cases of slightly smaller
and slightly larger values of u. These peaks persist for different system sizes and for different
positions of the impurity u, although the positions and structure of the peaks can change. Figure
3.32 shows that the peaks for the four systems considered there occur at the same strength of the
impurity, especially for relatively large values of u.
Having a closer look at the eigenstates caused by the impurity, we found that those peaks appear
at impurities u, where at least some of these perturbed states coincide with the bands in the
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Figure 3.32: Maximum width of a wave packet attained during its evolution in the presence of a single
impurity of strength u for the octonacci chain CAg with v = 0.1. In (a) the wave packet
is initially localized at the center of the chain x = l0 = dNa/2e in the local environment
·]vssvsu1sxsvssv[· and the impurity is either placed at the same site u0 = x or its left neighbor
site u1 (a). In (b) the results are shown for even a with the impurity of strength u located at
the first and third left neighbor and the wave packet is initially localized at the center x of the
chain in the local environment ·]vsssvu3ssu1vxssvsssv[· .
energy spectrum of the quasiperiodic approximants shown in Figs. 2.7 and 2.10. In this case the
states caused by the impurity hybridize with the unperturbed states of this band and consequently
the wave packet is able to spread along the chain more easily. This also explains the differences of
the peaks for a = 7 and a = 9 in Fig. 3.32, because the structure of the energy spectrum of the
9th approximant is more complicated and, thus, additional peaks occur.
Further, in Fig. 3.32b we compare the maximum widths wmax of the wave packet for impurities
placed at the first left neighbor and the third left neighbor in systems CAga with even a. It is clearly
visible that the maximum widths of the wave packet for these systems are almost identical for the
two different positions of the impurity. The reason is that the impurities are in both cases located
at the edges of the ss cluster, which is adjacent to the cluster, where the wave packet is initially
localized. In contrast the curve of the approximant CAg9 shows a completely different behavior,
because here the wave packet is located in a different local environment in the beginning.
Further, by repeating similar numerical experiments for various values of the coupling parameter
v, we found that the peak structure becomes less distinct with increasing v. For the silver-mean
model we observed that it persists up to v ≈ 0.4. For this value of v the widths of the energy bands
become smaller than the gaps between them, which means that the impurity-related eigenstates
coincide very often with the energy bands and thus peaks merge so that almost no valleys occur.
These results show that in quasiperiodic quantum wires one can strongly influence the long-range
electronic transport properties by inducing local perturbations at different positions and of various
strengths. The characteristics are related to the nature of the eigenstates, which spread only
across one type of cluster in the limit v → 0. Knowing the structure of the energy bands and of
the eigenstates allows one to design quasiperiodic chains with impurities that can act as sort of
control gates.
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STRUCTURE
An insight into the photonic properties of materials is important for the construction of customized
new optical devices. In this context, quasicrystals are of special interest because of their rather
uncommon physical properties due to their complex symmetries [44,160], which qualifies them
for the potential application in several optical devices such as single-mode light-emitting diodes,
polarization switches, and optical filters [10, 31, 55, 72, 112]. Another interesting application is the
construction of microelectronic devices that are based on photons rather than on electrons, so
that they can potentially be the electromagnetic analogue to semiconductors [119,162].
In this chapter we only focus on the study of photonic properties of one-dimensional quasiperiodic
systems, which are usually studied by the transfer matrix method. For instance, multilayer systems
based on the Fibonacci sequence, the Thue-Morse sequence, or Cantor sequences [47, 97, 162,190]
or even quasiperiodic systems with negative refractive indices have been studied [40,105,177]. The
advantage of such one-dimensional systems is that they can be relatively easily produced in reality
and the theoretical description is in good agreement to the experimental results [57,99,100,122].
Quasiperiodic multilayer systems consist of layers of materials with different refractive indices n (cp.
Fig. 4.1), where we here study systems with a layer configuration according to the metallic-mean
sequences with the two indices of refraction nA and nB. However, we use a slightly modified






which is more common in literature [40, 46, 177] and leads to a better comparability of our results.
Apart from the different symbols, which are introduced to distinguish from the spatial coordinates
x and y, the only difference to the former definition of the inflation rule are changes at the
boundaries of the chains, so that e.g. the octonacci chain for b = 2 is no longer a palindrome.
While in literature most results are only given for zero incidence angle, s-polarized light and
fixed refractive indices, we compare the transmission of s- and p-polarized light through different
multilayers in dependency on the incidence angle of the light and the refractive indices. Further, we
also consider the influence of the underlying quasiperiodic structure on the transmission properties.
In particular, this chapter consists of two parts: in Sec. 4.1 we give an introduction to the transfer
matrix method used for the calculations and in Sec. 4.2 we present our results.
4.1 Transfer-Matrix Approach
As already mentioned the propagation of light through a layered system as shown in Fig. 4.1 is
commonly investigated by the transfer matrix method [40,47,97,177]. Regarding the geometry we
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Figure 4.1: Transmission of light through a quasiperiodic stack consisting of the materials A and B with
different refractive indices. The light wave E0r is incident on the surface with an angle ϑ. Parts
of the light wave are transmitted through the stack (ENr ) and other parts are reflected (E
0
l ).
compare the propagation of linearly polarized light with the electric field perpendicular to the
plane of the light path (s-polarization) and with the electric field vector lying in the plane of the
light path (p-polarization) (cp. Fig. 4.2) [22,71].
For instance, for s-polarized light the electric field E = Eeˆy within one layer can be described as a
superposition of a right and a left traveling plane wave
E = Ejr e
ikjx−iωt + Ejl e
−ikjx−iωt , (4.2)
where kj = njk denotes the wave number of the light in the jth layer made either of medium A or
B with diffractive index nj , k denotes the wave number in vacuum and ω denotes the frequency
of the light. Note, that each amplitude Ejr and E
j
l actually represents the resultant of all possible
waves traveling in the particular direction.
The propagation of the waves through the stack is given on the one hand by their refraction at
the interfaces between the layers and on the other hand by their propagation through the layers.
Addressing the first point, the boundary conditions at the interfaces between the layers require the
tangential component of the electric field E and the magnetic field H = nc kˆ×E to be continuous
across the boundaries [189]. This yields for an incidence angle ϑα, the emergence angle ϑβ, and








(Ejr − Ejl )nα cosϑα = (Ej+1r − Ej+1l )nβ cosϑβ (4.3b)
and for p-polarized light (cp. Fig. 4.2b)
(Ejr − Ejl )nα = (Ej+1r − Ej+1l )nβ (4.4a)
(Ejr + E
j




l ) cosϑβ . (4.4b)
Applying the (E+, E−)T notation used by Kohmoto et al. [47,97] with the variables E+ = Er +El







































Figure 4.2: Electric and magnetic field vectors E and H at the interface between the layers j and j + 1













with the interface matrices Tαβ = T
−1


















Thereby, the incidence angle ϑα, the emergence angle ϑβ , and the corresponding refractive indices
nα and nβ are related by Snell’s law according to
nα sinϑα = nβ sinϑβ . (4.7)
Further, total reflection occurs at incidence angles ϑ > ϑtotal = arcsin (nB/nA).
Addressing the propagation of the light waves within the layers, we obtain a phase difference,







The phase difference for the wave length λ = 2pi/k of the light and a layer thickness dγ amounts
to (cp. Fig. 4.3) [71]
ϕγ = k
[























dγnγ cosϑγ . (4.9d)
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Figure 4.3: Phase difference between two waves originating from traversing a layer with index of refraction
nγ and thickness dγ .
Note, that the paper by Kohmoto et al. and some other related works only state the phase shift,
which the waves undergo by traversing a layer, and not the phase difference between adjacent
waves [97,122,190].
The transfer matrix of the overall system then relates the amplitude of the incident light E0r , of
the reflected light E0l , and of the transmitted light E
N












and is given as a combination of the different interface and propagation matrices according to
a certain quasiperiodic sequence. For instance, for the Fibonacci sequence ABAAB . . . B one
obtains
M(CAua ) = TCATATABTBTBATATATABTB . . . TBTBATAC . (4.11)
In general, the recursive equation
M(Cba) = {M(Cba−1)}bM(Cba−2) (4.12)
is applicable for a ≥ 2 with M(Cb0) = TABTBTBA and M(Cb1) = TA, which has a similar structure
as the inflation rule of Eq. (2.8). For refractive indices of the surrounding medium nC 6= nA the
corresponding transfer matrices TCA and TAC have to be added at the edges.
In particular, we are interested in the calculation of the transmission coefficient T (also known as
transmittance) of the light through the stack, which is defined as T = |ENr |2/|E0r |2 and can be
derived from the equation system following from Eq. (4.10)
E0r + E
0
l = (m11 − im12)ENr + (m11 + im12)ENl (4.13a)
E0r − E0l = (m22 + im21)ENr + (−m22 + im21)ENl (4.13b)
with the matrix elements mij of the transfer matrix M. Assuming that there is no incident light
from the right, i.e., ENl = 0, we can eliminate E
0






m11 +m22 + i(m21 −m12) . (4.14)
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Consequently the transmission coefficient is given by
T =
4
|M|2 + 2 detM , (4.15)
where |M|2 corresponds to the sum of the squares of all four matrix elements of M. Further, for
the complete stack it can be shown that detM = 1, which further simplifies the expression for the
transmission coefficient T .
As the structure of the transmission coefficient is rather simple, it can be also expressed in terms
of the trace X(M) = m11 + m22 and the antitrace Y (M) = m21 −m12 of the transfer matrix
M, which leads to the alternative formulation of the transmittance T = 4/(X2 + Y 2) [182]. This
converts the problem of calculating the actual transfer matrix into the determination of a recursive
relation for the trace and the antitrace of the quasiperiodic systems. For the metallic-mean
systems such equations are well-known [9, 97, 155,182] and in general this can be useful to further
understand the structure of the transmission coefficient [47,109,136].
4.2 Transmission Properties
In this section we comprise the transmission coefficients for several metallic-mean multilayer
systems. We introduce a wave length λ0 = 2pic/ω0 in such a way that the commonly applied
quarter wave length condition nAdA = nBdB = λ0/4 is fulfilled. This leads for an incidence
angle ϑ = 0 to an identical optical wave path of the light in the two materials A and B of the
stack [40,57,122]. Hence, we can express the wave length λ and the frequency ω of the incident
light by the dimensionless quantities λ/λ0 and ω/ω0. In particular, with this definition the phase









pi cosϑγ . (4.16)
4.2.1 Zero Incidence Angle
In Fig. 4.4 the results for the transmission coefficients T (ω) are shown for different approximants
of the golden-, silver-, and bronze-mean chains for an incidence angle ϑ = 0. In this case we obtain
the same results for both types of light polarization. Further, due to the structure of the interface
and propagation matrices only the ratio of the refractive indices u = nA/nB is important. Here we
choose a fixed ratio u = 2/3, and nC = nA for the surrounding medium. Results are only displayed
in the interval [0, ω/ω0] because the pattern of the transmittance T repeats every ω/ω0 for ϑ = 0
(cp. Fig. 4.6). In general, in the limit of infinite systems the transmission spectrum of metallic-mean
sequences or Cantor sequences is assumed to form a Cantor set with Lebesgue measure zero, i.e.,
for each frequency either complete transmission or complete reflectance occurs [47,79, 97], similar
to the singular continuous energy spectrum of quasiperiodic systems [68,157,163].
This characteristic becomes more and more visible for larger system sizes fa. However, especially
for small approximants there still occurs a significant transmittance T (ω) > 0 in the photonic
band gaps since the waves can tunnel through the stack to a certain extent. Likewise, T (ω) = 1 is
often not reached within the bands.
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Figure 4.4: Transmittance T (ω) for zero incidence angle and refractive indices u = nA/nB = 2/3 with
nA = nC for different approximants a of the golden-mean (a), silver-mean (b), and bronze-mean
multilayer systems (c).
Further, studies by Kohmoto et al. provided a great deal of insight into the transmission spectrum
of the Fibonacci system [57,96,97]. The recursive relation of the transfer matrix in Eq. (4.12) can













which is always positive and measures the strength of the quasiperiodicity [68,97]. In particular,
for zero incidence angle one obtains perfect transmission for I = 0, which occurs on the one hand
for the obvious case nA = nB and on the other hand for the phase shifts ϕA = ϕB = mpi (m ∈ Z).
In contrast to this, for the phases ϕA = ϕB = (m +
1
2)pi the invariant I becomes maximal and
the quasiperiodicity is most effective [97]. Baake et al. showed that the invariant I holds also
for the other metallic-mean sequences [9, 68], which is confirmed by our numerical results in Fig.
4.4. Additionally, we found that the position and the width of the gaps strongly depends on the
parameter b of the inflation rule. While for the Fibonacci chain two prominent gaps are present in
the spectrum, the transmission bands become more uniformly distributed with increasing b of the
inflation rule and, hence, the photonic band gaps become smaller [3].
Additionally, it was found that for the golden-mean multilayer the associated dynamical map
possesses a six-cycle and, hence, shows self-similar patterns under a change of scale, where the
scaling factor of the transmission coefficient can be exactly calculated [96,122]. For zero incidence
angle this six-cycle is visualized in Fig. 4.5a, where the central regions of the approximants a
and a + 6 possess the same appearance apart from a scale factor. We were not able to find a
corresponding property for the other metallic-mean systems. For instance, for the silver-mean
system the transmission coefficients in Fig. 4.5b near ω/ω0 =
1
2 are rather similar, but the peaks
become narrower with increasing system size, and for the bronze-mean system the structures of
the approximants a and a+ 3 show some similarities but are not completely recovered. For the
latter two cases the expressions for the trace and the antitrace are much more complex as for the
Fibonacci system [9, 182]. Hence, if there are cycles in the maps of the trace and antitrace for
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Figure 4.5: Self-similar patterns of the transmittance T (ω) in the region of ω ≈ ω0/2 for zero incidence
angle and refractive indices nA = nC and u = nA/nB = 2/3 for different approximants a of the
golden-mean (a), silver-mean (b), and bronze-mean system (c).
In the following we have a closer look at the change of the transmission coefficient T in dependence
on the incidence angle ϑ, the refractive indices, and the polarization of the light.
4.2.2 Frequency Dependency of the Transmittance
When varying the incidence angle, we have to keep in mind that total reflection occurs for nB < nA
at the incidence angles ϑ > ϑtotal = arcsinu
−1. Hence, we can only expect to obtain transmission
coefficients for incidence angles ϑ < ϑtotal.
In this section we focus on the change of the transmission coefficient T in dependence on the
frequency ω, the incidence angle ϑ, and the inflation rule P for the two different kinds of light
polarization. Here we only show results for one system size f(Ca). In general, increasing the
number of layers results in a splitting of the transmission bands and the occurrence of new narrower
transmission bands as outlined in Sec. 4.2.1 [97,167]. However, for physical applications usually
systems with relatively small numbers of layers are of special relevance [55,72,100].
The transmittance T (ϑ, ω) in dependence on the reduced frequency ω/ω0 and the incidence angle
ϑ < ϑtotal is shown in Figs. 4.6 and 4.7 for different metallic-mean quasicrystals. Figure 4.6
displays the transmission for the 8th approximant of the octonacci sequence for a broad range of
frequencies for two examples corresponding to the cases nA < nB and nB > nA for s-polarized
and p-polarized light, respectively. As mentioned, for ϑ = 0 the transmission spectrum is periodic
with respect to the frequency. However, for all angles ϑ > 0 the photonic transmission bands bend
towards higher frequencies for increasing incidence angles and this effect becomes stronger for
higher frequencies. The main difference of the two light polarizations occurs in the region around
the Brewster angle ϑBr = arctanu
−1, which corresponds to an incidence angle that produces an
angle of 90◦ between the reflected and refracted rays. For p-polarized light we obtain in this region
much higher transmission coefficients and the different transmission bands emerge more clearly
even for large incidence angle, where we hardly see any transmission in the s-polarized case. Of
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(a) (b)
(c) (d)
Figure 4.6: Transmittance T (ϑ, ω) of light through the silver-mean multilayer system CAg8 with f8 = 577
layers. Results are shown in dependence on the reduced frequency ω/ω0 versus the incidence
angle ϑ for nA = nC and s-polarized light with u = 3/2 (a) and u = 2/3 (b) as well as p-polarized
light with u = 3/2 (c) and u = 2/3 (d). The red lines indicate the expected bending of the
transmission bands according to Eq. (4.25) and the green lines show the regions of constructive
interference according to Eq. (4.20).
course, for incidence angles ϑ = ϑBr(u = 2) ≈ 0.464 one always obtains a transmission coefficient
T = 1 for p-polarized light.
In Fig. 4.7 we compare the transmission coefficients T (ϑ, ω) for the reduced frequency ω/ω0 and
the incidence angle ϑ in dependency on the underlying inflation rule and the light polarization. A
comparison with the results of a periodic stack (AB)m (m ∈ N) of the layers A and B reveals a
typical photonic band gap at ω/ω0 =
1
2 for the periodic chain for ϑ = 0. Also for ω/ω0 = m+
1
2
(m ∈ N0) such gaps occur, and with increasing incidence angles these photonic band gaps bend
also towards higher frequencies. Further, the Moire´ patterns in the results for the periodic stack
are caused by strong oscillations of the transmittance T , which are not adequately displayed due
to the used resolution.
For the quasiperiodic sequences the band gap appears to be much wider, but is intersected by a
considerable number of new lines of moderately high transmission increasing with the system size.
For ω/ω0 = m (m ∈ N0) the characteristics of the transmittance T (ϑ, ω) hardly change for the
different construction rules. The behavior at the photonic band gap is in consistency with the
observation that for ω/ω0 = m+
1
2 (ϑ = 0) the invariant I in Eq. (4.17) becomes maximal and
the quasiperiodicity is most effective [97].
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.7: Transmittance T (ϑ, ω) of different quasiperiodic stacks for s-polarized (upper row) and p-
polarized light (lower row) and a ratio of the refractive indices u = 2: periodic sequence (AB)m
with f = 500 layers (a),(e), Fibonacci sequence CAu14 with f14 = 610 layers (b),(f), octonacci
sequence CAg8 with f8 = 577 layers (c),(g) and bronze-mean quasiperiodic sequence CBr6 with
f6 = 469 layers (d),(h). The red and green lines have the same meaning as in Fig. 4.6.
A closer look at the bending of the transmission bands reveals that for u > 1 the narrow
transmission bands caused by the quasiperiodicity do not bend as strongly as the transmission
bands already present for the periodic case. Therefore, for large incidence angles ϑ the bands
corresponding to the periodic case intersect the photonic band gaps and complete transmission
occurs (cp. Figs. 4.6a and 4.6c). In this case the transmission spectrum for the quasiperiodic and
the periodic case look quite similar. For u < 1 the same effect can be observed. In this case the
transmission bands in the quasiperiodic multilayers bend stronger than the bands for the periodic
system, which yields regions of almost complete transmission at certain frequencies for a large
range of incidence angles (cp. Figs. 4.6b and 4.6d).
It has turned out that these regions correspond to constructive interference for a layer B which is
embedded in medium A, i.e., the transmission coefficient of the matrix TABTBTBA yields 1 for
these parameter setups [171]. We can derive an analytical expression for this matrix, which is
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From the definition of the transmittance we then get the following equality
4
(4.15)
= |TABTBTBA|2 + 2 det(TABTBTBA) (4.19a)
= 2 cos2 ϕB + (
1
u˜2
+ u˜2) sin2 ϕB + 2(cos
2 ϕB − sin2 ϕB) (4.19b)






+ u˜2 − 2) sin2 ϕB , (4.19c)













Note that for nA = nC the relation ϑA = ϑ holds. Hence, these regions of total transmission in
Figs. 4.6 and 4.7 bend independently of the underlying (quasiperiodic or periodic) alignment of
the B layers as indicated by the green lines in the plots.
A similar interference argument can be applied to estimate the curvature of the narrow transmission
bands in the quasiperiodic stacks. This behavior originates from the difference of the optical
light paths in the layers A and B for incidence angles ϑ > 0. For the derivation we assume
that the transmission coefficients T (ω, ϑ = 0) and T (ω′, ϑ > 0) yield almost the same results
if the overall phase difference for the stack is equal. At first, we consider only the behavior
arising from the change of the phase difference within one layer. Hence, for a layer B the relation
ϕB(ω, ϑ = 0)
!
= ϕB(ω










cos (arcsin (u sinϑ))
. (4.21)







The actual bending of the transmission bands is obtained by a superposition of Eqs. (4.21) and
(4.22). For a periodic stack with the same number of layers A and B the total phase difference




′, ϑ) in a dependency
ω′(ϑ) =
2ω(ϑ = 0)
cosϑ+ cos (arcsin (u sinϑ))
. (4.23)
For the quasiperiodic stacks the numbers of layers A and B are not identical but related by the
metallic means τ according to Eq. (2.7). The overall phase difference in the limit of infinite stacks



















































ω’(ϑ) of layer A
(b)
Figure 4.8: Limit behavior of the bending of the transmission bands with the incidence angle ϑ for the
periodic and the quasiperiodic stacks in dependency on the metallic mean τ(b) for u = 0.5 (a)
and u = 2 (b). The green, blue, and red lines correspond to Eqs. (4.21), (4.22), and (4.25).
and yields a bending according to
ω′(ϑ) =
(1 + τ)ω(ϑ = 0)
τ cosϑ+ cos (arcsin (u sinϑ))
. (4.25)
These functions are shown in Fig. 4.8 for the two cases u = 0.5 and u = 2. Thereby, the
bending behavior arising from a single layer of medium A or B according to Eqs. (4.21) and
(4.22) corresponds to a lower and upper bound for the bending of the transmission bands in the
quasiperiodic systems. In particular, the bending increases with the parameter τ (respectively b)
in the case u < 1 and shows the reverse behavior for u > 1. Further, for the quasiperiodic systems
the bending according to Eq. (4.25) approaches for τ → 1 the bending of a periodic stack (cp. Eq.
(4.23)) and for τ  1 the behavior arising from one single layer A (cp. Eq. (4.22)).
Comparing the functions in Eq. (4.25) with the numerical results of the transmission for the
quasiperiodic layered systems for different values of τ (cp. Fig. 4.7), we find a very good resemblance
of the bending behavior for small and intermediate angles. While this indicates that the curvature
of the transmission bands is solely caused by the phase difference, which is described by the
propagation matrix, the differences in the transmission intensity for s- and p-polarized light near
the Brewster angle can only be caused by the different transfer matrices.
4.2.3 Dependency on the Ratio of the Refractive Indices
In this section the characteristics of the transmittance T are investigated with respect to the
change of the ratio of the refractive indices u. In Fig. 4.9 we study the influence of the reduced
frequency ω/ω0 and in Fig. 4.10 the change of the transmittance T with respect to the incidence
angle ϑ for the golden-mean and the silver-mean sequence for both kinds of light polarization.
Further, in Fig. 4.11 the corresponding results for a periodic stack are shown for comparison.
In the first case, i.e., for the variation of the frequency in Fig. 4.9, it becomes again clearly visible
that the quasiperiodicity has the largest effect for ω/ω0 ≈ 12 . In this region the transmittance
T (ω, u) strongly varies with the used construction rule. In the periodic case complete transmission
occurs for this frequency only for the obvious case u = 1 (cp. Fig. 4.11), whereas for the
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(a) (b) (c) (d)
Figure 4.9: Transmittance T (ω, u) of quasiperiodic stacks for ϑ = 0.4 and s-polarized (a),(b) and p-polarized
light (c),(d): Fibonacci sequence CAu14 with f14 = 610 layers (a),(c) and octonacci sequence CAg8
with f8 = 577 layers (b),(d). The red and green lines have the same meaning as in Fig. 4.6.
quasiperiodic systems there are several bands in this region with a high transmission coefficient.
Of course, complete transmission occurs always for u = 1.
Again, the bending of the bands is well described by Eq. (4.25). Further, for p-polarized light we
obtain almost complete transmission near the ratio of the refractive indices uBr = 1/ tanϑ ≈ 2.365
for ϑ = 0.4, i.e., in this case the Brewster condition is met. This leads to a wide range of values
u ∈ [1, uBr] for which almost complete transmission can be observed.
The results for the influence of the refractive indices on the incidence angle ϑ are shown in Fig.
4.10, where the red lines for the p-polarized case in Figs. 4.10c and 4.10d indicate the Brewster
angle. A comparison of the plots for s- and p-polarized light shows that the transmission is again
(a) (b) (c) (d)
Figure 4.10: Transmittance T (ϑ, u) for the frequency ω = ω0/2 and the same systems as in Fig. 4.9. For
parameters in the white areas in the bottom right corner of the plots total reflection occurs.
In plots (c),(d) the Brewster condition is indicated by a red line.
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(a) (b) (c) (d)
Figure 4.11: Transmittance T of light through a periodic stack (AB)m with f = 500 layers in dependence
on the reduced frequency ω/ω0 and the ratio of the refractive indices u = nA/nB for a constant
incidence angle ϑ = 0.4 for s-polarized (a) and p-polarized light (b) as well as in dependency
on u and ϑ for ω = ω0/2 for s-polarized (c) and p-polarized light (d). The white areas in the
bottom right corners in (c) and (d) correspond to total reflection.
strongly increased around the Brewster angle. Comparing the results for the golden-mean and
silver-mean model, we observe a similar structure of the transmittance T (ϑ, u) for small angles
and near the regions of total reflection. While for small incidence angles transmission in a periodic
system is only possible for values of u close to 1 (cp. Fig. 4.11), in the considered quasiperiodic
systems there is a whole range of possible ratios of refractive indices u with almost complete
transmission.
4.3 Future Prospects
The introduced transfer matrix method is only applicable to the study of one-dimensional systems.
To obtain an insight into the photonic properties of two- or three-dimensional systems often
so-called Finite-Difference Time-Domain (FDTD) approaches are used, which discretize the time-
dependent Maxwell’s equations with respect to space and time derivatives [188] and can be solved
numerically. A related approach is the Finite-Difference Frequency-Domain (FDFD) method
which deals with Maxwell’s equations in frequency representation in the same way [30].
For instance, Zoorob et al. investigated the photonic properties of a two-dimensional quasiperiodic
structure with twelve-fold symmetry [197], Moretti and Mocella studied aperiodic crystals based on
the Thue-Morse sequence [120] and Zito et al. investigated a two-dimensional photonic quasicrystal
with an eight-fold symmetry [196] with the FDTD method. Further, Nozaki and Baba used the
same method to described the properties of a 12-fold symmetric quasiperiodic photonic crystal
point defect laser [127]. While in periodic photonic systems one can make use of the translational
symmetry to simplify the calculations, the consideration of quasicrystals with the finite difference
methods is usually only applicable for very small systems [88].
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5 CONCLUSION AND OUTLOOK
In this thesis we have investigated the electronic and the photonic properties of quasicrystals
theoretically and by numerical calculations based on a model constructed from metallic-mean
quasiperiodic sequences, which describe the weak and strong couplings of atoms in a quasiperiodic
chain. In particular, most of the work has focused on the electronic characteristics of metallic-mean
chains and the associated labyrinth tilings in higher dimensions. The aim of these investigations
has been to obtain a better theoretical understanding of the rather exotic electronic properties of
real quasicrystals and to further clarify the connections between the characteristics of the spectral
and dynamical properties of Hamiltonians especially in higher dimensions. The studies have been
based on extensive numerical calculations of the scaling behavior for various quantities of interest
and substantiated by deriving analytical results, e.g., with an RG approach and perturbation
theory.
Thereby, this work can be divided into three major parts: First, in Chap. 2 we have focused on
time-independent characteristics concerning the properties of the energy spectrum and of the wave
functions in the considered quasicrystalline structures. This has been followed by a second part in
Chap. 3 dealing with time-dependent aspects by investigating the time evolution of wave packets
in the metallic-mean chains and the labyrinth tilings. Finally, we have also studied the photonic
properties of quasiperiodic multilayer systems in Chap. 4. In the following we shortly summarize
for all three parts the applied models and methods as well as the major achievements.
Characteristics of energy spectra and wave functions: This chapter has given a broad overview
of the properties of energy spectra and wave functions in metallic-mean quasiperiodic systems,
which is a good basis to understand also the dynamical properties discussed in Chap. 3.
After introducing the metallic-mean sequences and providing the construction rules for the
associated higher-dimensional generalized labyrinth tilings, we have investigated the DOS as well
as the structure and the splitting of the energy spectra for different coupling parameters v. In one
dimension we have confirmed the expected result that the quasiperiodic chains possess singular
continuous energy spectra for all values v ∈ (0, 1). By numerical investigations of the scaling
behavior of the energy bands for the labyrinth tilings we have shown that all models possess a
transition from a singular continuous to an absolute continuous energy spectrum with a transition
region in between where both parts coexist. We have found that the corresponding transition
parameters depend on the dimension and the underlying quasiperiodic structure.
Further, we have investigated the splitting of the energy spectrum of the quasiperiodic chains
into (sub)bands by extending an RG approach, which was originally proposed by Niu and Nori
for the Fibonacci chain [123, 124]. With this method we have described the splitting of the
energy spectrum also for other metallic-mean sequences and in addition have derived an analytical
expression for the energy spectrum of the golden-mean labyrinth tiling in the regime of strong
quasiperiodic modulation so that the merging of energy bands can be neglected.
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The computation of the generalized inverse participation numbers and the participation ratios has
provided information about the spatial distribution of the wave functions. Using a multifractal
analysis we have shown that the wave functions are multifractals for all parameters v ∈ (0, 1)
regardless of the dimension. Further, the computation of the scaling behavior of the inverse
participation numbers Zq and the participation ratios p has revealed that the associated scaling
exponents Dq/d and γ are independent of the dimension. Using the similarities of the wave
functions for the different possible labyrinth tilings, we have been able to prove that this relation is
exactly fulfilled for the silver-mean systems and approaches this relation for the other metallic-mean
systems. This particular property originates from (hidden) mirror symmetries in the metallic-mean
chains and most likely is not a universal feature of quasicrystals.
Since the structure of the metallic-mean chains consists of only two types of clusters, the probability
density of the wave functions has turned out to be concentrated on only one type of cluster
depending on the energy E in the regime of strong quasiperiodic modulation. We have shown by
perturbation theory that for v > 0 the wave functions spread over the whole chain only in sufficient
orders of the perturbation expansion. Further, for the Fibonacci chain the hierarchical structure
of the wave functions can be described by an RG approach proposed by Pie´chon [132,133]. This
approach has turned out to be a powerful tool to derive analytical results for small values of v. For
instance we have been able to explain the limit behavior for v → 0 of the generalized dimensions
Dq and the scaling exponent γ of the participation ratio for the Fibonacci chain. The derived
recurrence equations are in good agreement with the numerical results and show that the wave
functions remain multifractal even for 0 < v  1.
Finally, we also have studied the spectral properties of the wave functions by computing the scaling
behavior of the partition functions associated to the local and global spectral measures. While
in one dimension the spectral dimensions Dµq /d and D˜
µ
q /d increase steadily with the coupling
parameter v, for two and three dimensions our numerical results show this behavior qualitatively
changes at the transition to the absolute continuous spectrum. Again we have obtained for small
values of v that Dµq /d and D˜
µ
q /d are independent of the dimension.
Wave packet dynamics and their relations to spectral properties: Chapter 3 deals with the
electronic transport by numerically studying the time evolution of wave packets by means of the
power-law behavior of the temporal autocorrelation function C(t), the mean square displacement
w(t) and the moments of the participation ratio Pq(t) for the metallic-mean systems.
In particular, we have verified that the scaling exponent δ of the temporal autocorrelation function
C(t) equals the correlation dimension Dµ2 of the LDOS. Hence, the phase transitions from singular
to absolute continuous spectra in higher dimensions is reflected in the transition δ → 1 for large
values of v. We have found that more information about the transport properties can be obtained
by studying the power-law behavior of the integrand of C(t). It has turned out that the associated
scaling exponent δ′ is somehow related to the geometric structure of the tilings. Applying the
approach introduced by P´ıechon we have derived an analytical expression for the scaling exponent
δ′ for the Fibonacci chain for small v, which is in good agreement with the numerical results.
Furthermore, we have calculated the scaling behavior of the mean square displacement w(t) of a
wave packet, which revealed the occurrence of anomalous transport for all v ∈ (0, 1) regardless
of the dimension. Our numerical studies have also shown that the exponent β is more or less
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independent of the dimension. We have extended an RG method, originally proposed by Abe
and Hiramoto for the golden-mean chain, in order to obtain an analytical expression also for the
scaling exponent β of the silver-mean chain. With the same method we have been also able to
show that the scaling exponents βdd of the labyrinth tilings indeed approach the one-dimensional
scaling exponents β1d for the golden-mean and the silver-mean system. Additionally, by studying
different moments of the participation ratio we have obtained that the metallic-mean systems
show multiscaling in time. We also verified that the spectral dimensions of the LDOS and the
scaling exponents µq of the moments of the participation ratio are related.
Further, we have compared our results to known bounds from literature. We have found that the
inequalities proposed by Guarneri and Ketzmerick et al. are good approximations for the one-
dimensional systems [64,91], but show large deviations in the absolute continuous regime in higher
dimensions. In particular, we have obtained that the scaling exponent δ strongly underestimates
the decay of the center of the wave packet for absolute continuous energy spectra and instead the
exponent δ′ can be used to significantly improve the inequality proposed by Ketzermick et al. for
the labyrinth tilings. We expect that this result also holds in general.
Finally, our investigations of non-averaged wave-packet dynamics have revealed the occurrence of
a stepwise process with time intervals of power-law growth, followed by a regime with confined
wave-packet width, which is caused by the hierarchical structure of the chains. Further, the
distribution of the probability density on one type of cluster has a significant influence on the
long-term wave-packet dynamics in the presence of local perturbations. We have shown that the
initial site determines whether a wave packet is reflected at the impurity or whether it can tunnel
through the impurity, and that the maximum width of the wave packet is affected by the strength
and the position of the impurity. This behavior can be potentially used to construct control gates
for the electronic transport in quasiperiodically modulated quantum wires.
Photonic multilayer systems: A completely other perspective has been addressed in Chap.
4. Based on the transfer matrix method we have studied the transmission of light through
quasiperiodic multilayers in dependency on the underlying structure, the incidence angle, and the
light polarization. The results have confirmed that the quasiperiodicity influences the transmission
coefficients only near the frequencies (m+ 12)ω0 in the range of the photonic band gap of a periodic
system, i.e., in these regions we have observed additional bands with almost complete transmission
in the quasiperiodic systems for both types of light polarization.
Additionally, we have found that with increasing incidence angle these bands bend towards higher
frequencies and have derived a relation in dependency on the metallic means τ(b). This behavior
indicates that the bending is solely caused by the overall phase difference occurring during the
passage of the stack. Obtaining an understanding of the connection of the photonic properties and
the underlying structure is important for the construction of customized new optical devices.
For p-polarized light the bands in the quasiperiodic systems show almost complete transmission
near the Brewster angle ϑBr in contrast to the results for s-polarized light. Further, for small
incident angles we have found almost complete transmission in the quasiperiodic systems for a wide
range of ratios of refractive indices u in contrast to a periodic multilayer system. Also for angles
close to the angle of total reflection we have observed a region of relatively high transmission.
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Future work and open questions: In this thesis we have studied various scaling laws for the
metallic-mean systems. Among other insights we have shown that the upper bound for β in Eq.
(3.47) proposed by Yuan et al. holds for all considered systems. However, further work is needed
to clarify whether this is a universal feature of matter or at least to specify the requirements for
the correctness of this bound. Further, we have argued that the scaling exponent δ′ can be used
to define a better lower bound in two and three dimensions than proposed by Ketzmerik et al.
according to Eq. (3.43). A mathematically sound derivation that this bound holds in general is
still necessary. It is also highly interesting to better understand the influence of the geometry of
the system on the decay of the center of the wave packet. This could allow to further improve the
inequality in Eq. (3.44). Additionally, the investigation of other relations between the scaling laws
is still of high relevance in order to get further insights into the properties of the energy spectrum,
the wave functions, and the dynamical properties as well as their connections among each other.
Another interesting problem is to study the effects of disorder in more detail, e.g., by considering
more than one perturbed site. This could be useful for getting a better understanding of the
transition from quasiperiodic systems with their multifractal states towards disordered systems
with localized eigenstates. Instead of investigating only on-site disorder it would be also interesting
to study the influence of phason disorder caused by exchanging certain strong and weak bonds.
Although the separability of the labyrinth tiling allowed us to study large quasiperiodic systems
numerically and to derive analytical results, we have to keep in mind that ordinary quasicrystals do
not possess such a special structure. Hence, the question remains whether the same physical prop-
erties (e.g. independence of the dimension for various quantities) can be found in all quasiperiodic
systems. However, the results of the labyrinth tiling can be an approximate description since the
silver-mean labyrinth tiling is related to the octagonal quasicrystal [155]. But differences are also
known because for instance the participation ratios in octagonal tilings are energy-dependent [129].
Therefore, further research of more complex quasiperiodic models is necessary with a special focus
on non-separable Hamiltonians as, e.g., found for the Penrose tiling or octagonal tilings.
Further, it is desireable to investigate the photonic properties also for two- and three-dimensional
quasiperiodic systems. In this thesis we only studied the light transmission in one-dimensional
quasiperiodic multilayers with the transfer matrix method. Finite-Difference Time-Domain
(FDTD) approaches are suitable to also obtain an insight into the characteristics of light transfer
in higher-dimensional systems [88].
Additionally, it would be interesting to learn more about other physical properties in quasiperiodic
systems as, e.g., elastic waves and magnetism. For instance, it is possible to construct separable
quasiperiodic network models of springs to describe the phononic properties [82]. The corresponding
elastic wave equation is similar to the Schro¨dinger equation for the hypercubic quasiperiodic tilings,
i.e., the hopping strengths can be interpreted as the spring constants and the wave functions
correspond to the out-of-plane displacements of the vertices. Due to this similarity of both models,
the properties of the phonon spectra are expected to possess a rich nature as well. However, these
systems have been hardly investigated so far.
Also the magnetic properties of quasicrystals are still not fully understood. Experimental results
indicate that the formation of magnetic moments is not favored in quasicrystals [44, 73], but
theoretical models on quasiperiodic tilings suggest that long-range (anti)ferromagentic order is
possible [179,180,185]. Thus, further research is necessary to gain a deeper understanding.
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A APPENDIX
A.1 Perturbation Theory with Degeneracy
The concept of perturbation theory is frequently used in quantum mechanics and also in this
thesis, e.g., for the description of the splitting of the energy spectra in Sec. 2.3.3 and for the
determination of the scaling exponent β of the width w(t) of a wave packet in Sec. 3.3.4.
In perturbation theory the Hamiltonian H = H0 +H1 is decomposed into a model Hamiltonian H0
of the unperturbed system and a perturbation H1, where for the metallic-mean chains in this thesis
the coupling parameter v is treated as a perturbation. Hence, the eigenstates of the corresponding
model Hamiltonian are highly degenerate. We can distinguish between two common perturbation
approaches: the Rayleigh-Schro¨dinger (RS) and the Brillouin-Wigner (BW) perturbation theory.
The RS approach allows the direct calculation of the energy values and their corrections, but
yields rather complicated expressions with increasing order of the perturbation expansion and
usually is only used to obtain the first and second order energy corrections and the first order
corrections of the wave functions. On the other hand, the BW perturbation approach yields
rather straightforward equations for an effective Hamiltonian but they have to be solved in a
self-consistent way. In the first order both theories yield the same energy corrections.
In the following we briefly introduce both approaches. They make use of the projection operators
Q onto the subspace and P = I−Q out of the subspace for a given gi-times degenerate eigenstate









|Ψ(0)jk 〉〈Ψ(0)jk | . (A.1)
The operators Q and P commute with the unperturbed Hamiltonian H0 and satisfy P
2 = P and
Q2 = Q as well as PQ = QP = 0 [121].
A condition for the convergence of the perturbation expansion is that the perturbation has to
be small, i.e., the coupling parameter v of the quasiperiodic chains has to be smaller than the
difference of neighboring energy levels.
A.1.1 Rayleigh-Schro¨dinger Perturbation Theory
In the Rayleigh-Schro¨dinger perturbation theory the Hamiltonian is decomposed according to
H = H0 + λH1 . (A.2)
with the real-valued parameter λ, which is eventually chosen to become 1 in order to consider the
full perturbation. Hence, the perturbed wave functions and energies can be written in a power
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ik + . . . (A.3a)
|Ψik〉 = |Ψ0ik〉+ λ|Ψ1ik〉+ λ2|Ψ2ik〉+ . . . . (A.3b)
Putting the latter equations into the time-independent Schro¨dinger equation H|Ψik〉 = Eik|Ψik〉
and sorting the results with respect to the powers of λ the first order energy corrections follow
from the diagonalization of the matrix [93,125]
E
(1)
ik δkk′ = 〈Ψ(0)ik′ |H1|Ψ(0)ik 〉 . (A.4)




|Ψ(0)ik′ 〉 〈Ψ(0)ik′ |Ψ(1)ik 〉︸ ︷︷ ︸
unknown
+PiH1|Ψ(0)ik 〉 . (A.5)
However, there remains an undetermined coefficient in the equation. This can be resolved only by
considering the second order energy corrections
E
(2)
ik δkk′ + E
(1)
ik 〈Ψ(0)ik′ |Ψ(1)ik 〉 = 〈Ψ(0)ik′ |H1|Ψ(1)ik 〉 . (A.6)
Using Eqs. (A.5) and (A.6), one can distinguish two cases depending on whether the degeneracy
has been resolved in the first order expansion or not [93]:




ik′ , the second
order corrections to the energy are given by the diagonalization of the matrix
E
(2)
ik δkk′ = 〈Ψ(0)ik′ |H1PiH1|Ψ(0)ik 〉 . (A.7)
2. If the degeneracy is resolved in the first order expansion, i.e., E
(1)
ik 6= E(1)ik′ , Eqs. (A.5) and
(A.6) can be directly solved by computing the unknown coefficients according to






A.1.2 Brillouin-Wigner Perturbation Theory
In this section we give a brief introduction to the Brillouin-Wigner perturbation theory by showing
how an equation for an effective Hamiltonian Heff in the space of the degenerate wave functions
|Ψik〉 can be constructed. The hope for the introduction of such an effective Hamiltonian Heff is
that this operator is easier to diagonalize than the full Hamiltonian.
Further, Niu and Nori showed that this method is applicable to determine the bond strengths
of clusters in the quasiperiodic chains as outlined in Sec. A.2. Therefore, we sketch the concept
of the derivation of an effective Hamiltonian via the Feshbach formalism here. For a more
elaborate introduction including also the detailed derivation of the equations given below, refer
120
A.2 Renormalization of Lengths and Energies
to [83,121,124]. Making use of the property P+Q = I of the projection operators, it is possible
to obtain from the Schro¨dinger equation
H|Ψ〉 = H0|Ψ〉+H1(P+Q)|Ψ〉 = E|Ψ〉 (A.9)
of the complete Hamiltonian H = H0 + H1 two coupled equations by multiplying it with the
operators P and Q from the left. Using the commutativity of the operators P and Q with the
model Hamiltonian H0 and the relations Q
2 = Q and P2 = P for the projection operators, these
are given by
QH1(P+Q)|Ψ〉 = QH1P2|Ψ〉+QH1Q2|Ψ〉 = (E −H0)Q|Ψ〉 (A.10a)
PH1(P+Q)|Ψ〉 = PH1P2|Ψ〉+PH1Q2|Ψ〉 = (E −H0)P|Ψ〉 . (A.10b)
The aim is to obtain from both equations an expression for EQ|Ψ〉 = HeffQ|Ψ〉. Hence, we solve
Eq. (A.10b) for P|Ψ〉 and obtain
PH1Q
2|Ψ〉 = (E −H0 −PH1P)P|Ψ〉 (A.11a)
=⇒ P|Ψ〉 = 1
E −H0 −PH1PPH1Q
2|Ψ〉 . (A.11b)
Substituting this into Eq. (A.10a) yields
HeffQ|Ψ〉 = EQ|Ψ〉 = H0Q|Ψ〉+QH1Q2|Ψ〉+QH1P 1
E −H0 −PH1PPH1Q
2|Ψ〉 . (A.12)
Hence, we can clearly identify the effective Hamiltonian as
Heff = H0 +QH1Q+QH1P
1
E −H0 −PH1PPH1Q . (A.13)
However, this equation still contains the complete Hamiltonian H = H0 +H1 in the denominator.
With a Taylor series expansion it can be further expanded in powers of the perturbed Hamiltonian
H1 as






E −H0PH1Q+ . . . (A.14)
A.2 Renormalization of Lengths and Energies
This section comprises results for the scaling of the lengths and the energies in the RG approach
introduced by Niu and Nori [123,124]. Here we only present the calculation for the weak chains.
The results for the strong chains are rather similar as only the first step of the RG procedure is
different.
A.2.1 Fibonacci Chain C˜Au — Atomic RG
In the atomic RG approach for the Fibonacci chain the renormalized grid after one RG step




{ |1〉 |2〉 |3〉 |4〉
v2/s
|Ψ1〉 |Ψ2〉




Figure A.1: Substitution rule PatomAu of the atomic RG for the Fibonacci chain C˜Au shown in Fig. 2.20 (a)
with the corresponding energy scaling for the strong cluster (b) and the weak cluster (c).
the bonds according to the substitution rule in Fig. A.1a. The scaling of the effective grid spacing








and its Perron-Frobenius eigenvalue λFr







= τ−3Au . (A.16)
The scaling of the effected bonds is calculated by applying BW perturbation theory for each of
the two substitution clusters in Fig. A.1b and A.1c.
Energy scaling for strong cluster:
The Hamiltonian H = H0 + H1 of a cluster can be separated in the Hamiltonian H0 of the
unperturbed system (i.e. v = 0) and the Hamiltonian H1 containing the perturbation of the
system. Hence, we obtain for the strong cluster in Fig. A.1b
H = H0 +H1 =

0 0 0 0
0 0 s 0
0 s 0 0
0 0 0 0
+

0 v 0 0
v 0 0 0
0 0 0 v
0 0 v 0
 . (A.17)
Solving the Schro¨dinger equation for the unperturbed Hamiltonian H0, we obtain the model wave
functions with their corresponding energy values
|Ψ1〉 = |1〉 |Ψ2〉 = |4〉 |Ψ±3 〉 =
1√
2
(|2〉 ± |3〉) (A.18a)
E1 = 0 E2 = 0 E
±
3 = ±s . (A.18b)
The strength s′ of the new bond is given by the matrix element 〈Ψ1|H|Ψ2〉, where only the leading
non-zero term of the perturbation expansion is relevant. The BW perturbation theory yields no
contribution in the first order because 〈Ψ1|H1|Ψ2〉 = 0. In the second order we obtain
〈Ψ1|H1P 1
E −H0PH1|Ψ2〉 with P = |Ψ
+

































A.2 Renormalization of Lengths and Energies
Energy scaling for weak cluster:
Analogously this approach is applied to the weak cluster. The Hamiltonian is split into
H = H0 +H1 =

0 0 0 0 0 0
0 0 s 0 0 0
0 s 0 0 0 0
0 0 0 0 s 0
0 0 0 s 0 0




0 v 0 0 0 0
v 0 0 0 0 0
0 0 0 v 0 0
0 0 v 0 0 0
0 0 0 0 0 v
0 0 0 0 v 0

(A.20)
and the eigenstates of the Hamiltonian H0 are
|Ψ1〉 = |1〉 |Ψ2〉 = |6〉 |Ψ±3 〉 =
1√
2
(|2〉 ± |3〉) |Ψ±4 〉 =
1√
2
(|4〉 ± |5〉) (A.21a)
E1 = 0 E2 = 0 E
±
3 = ±s E±4 = ±s . (A.21b)
The strength v′ of the new bond is again given by the matrix element 〈Ψ1|H|Ψ2〉, where we obtain
no contribution in the first order expansion due to 〈Ψ1|H1|Ψ2〉 = 0. Also the second order term
〈Ψ1|H1P 1E−H0PH1|Ψ2〉 = 0 because with the projection operator P = |Ψ+3 〉〈Ψ+3 |+ |Ψ−3 〉〈Ψ−3 |+
|Ψ+4 〉〈Ψ+4 |+ |Ψ−4 〉〈Ψ−4 | we obtain for the two relevant terms 〈Ψ1|H1|Ψ±4 〉 = 〈Ψ±3 |H1|Ψ2〉 = 0. In
























































































Hence, for the atomic RG of the Fibonacci chain the scaling of the bond strength of both clusters




A.2.2 Fibonacci Chain C˜Au — Molecular RG
In the molecular RG approach for the Fibonacci chain all molecular sites of the original chain are
replaced by new atomic sites as shown in Fig. 2.21a, which leads to a scaling of the bonds according
to the substitution rule in Fig. A.2a. The scaling of the grid spacing ceff for the molecular RG is

















|1〉 |2〉 |3〉 |4〉
v/2
|Ψ1〉 |Ψ2〉 (c)
|1〉 |2〉 |3〉 |4〉 |5〉
v2/2s
|Ψ1〉 |Ψ2〉
Figure A.2: Substitution rule PmolAu of the molecular RG theory for the Fibonacci chain C˜Au in Fig. 2.21 (a)
with the energy scaling for the strong cluster (b) and the weak cluster (c).
and its Perron-Frobenius eigenvalue λFr according to







= τ−2Au . (A.24)
The scaling factors for the new bonds of the two substitution clusters in Figs. A.2b and A.2c















This corresponds to an energy scaling zeff = zAu =
v
2s for the molecular RG approach.
A.2.3 Octonacci Chain C˜Ag — Atomic RG
Like in the atomic RG approach for the Fibonacci chain, here only atomic sites survive during
an RG step as shown in Fig. 2.23a. The corresponding substitution rule and the scaling of the
clusters are shown in Fig. A.3.








and we obtain the Perron-Frobenius eigenvalue λFr







= τ−1Ag . (A.27)
The scaling of the energy for the substitution cluster in Fig. A.3b is very simple and for the cluster
in Fig. A.3c we already derived its strength while studying the atomic RG of the Fibonacci chain
(cp. Fig. A.1b), i.e.,










Hence, we obtain an energy scaling zeff = z¯Ag =
v
s for the atomic RG approach.
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|1〉 |2〉 |3〉 |4〉
v2/s
|Ψ1〉 |Ψ2〉
Figure A.3: Substitution rule PatomAg of the atomic RG theory for the silver-mean chain C˜Ag in Fig. 2.23a
(a) with the energy scaling for the strong cluster (b) and the weak cluster (c).
A.2.4 Octonacci Chain C˜Ag — Molecular RG
Applying the molecular RG to the silver-mean chain C˜Ag leads to some challenges because two
RG steps are needed to obtain a new silver-mean chain (cp. Fig. 2.23b).



















and we obtain an effective grid spacing of







= τ−2Ag . (A.30)
The scaling of the bonds is again calculated using the BW perturbation theory for each of the two
substitution clusters in Figs. A.4b and A.4c.
Energy scaling for strong cluster:
Here, we have the same substitution rule as for the strong cluster in the atomic RG theory for the
Fibonacci chain, i.e.,







This results in an energy scaling of zscAg =
v2
s2
for the strong cluster.
Energy scaling for weak cluster:
The computation of the strength of the new bond strength turned out to be rather complicated
for the weak cluster. The reason is that we cannot apply the same method used so far because
the edge sites of the cluster and some of the inner sites belong to the same subspace. Hence, we
have to resolve this degeneracy first in order to compute the effective Hamiltonian. However, the
new set of wave functions shows already a coupling of the edge sites of the cluster so that we do
not obtain information about the energy scaling of the bonds.
Another possible approach is to actually calculate the scaling factors of the substitution clusters
for the two separate RG steps (cp. Fig. 2.23b). After the application of the first RG step we
obtain a cluster as shown in Fig. A.2b. According to the calculations in Sec. A.2.5 the new weak







|1〉 |2〉 |3〉 |4〉
v2/s
|Ψ1〉 |Ψ2〉 (c)
|1〉 |2〉 |3〉 |4〉 |5〉 |6〉 |7〉 |8〉
< v4/s3
|Ψ1〉 |Ψ2〉
Figure A.4: Substitution rule PmolAg of the molecular RG theory for the octonacci chain in Fig. 2.23b (a)
with the energy scaling for the strong cluster (b) and the weak cluster (c).
a single new weak bond of strength v′ = v˜/2 (cp. Fig. A.2b). Combining the two RG steps we








However, this is a very crude calculation of the scaling factor for the weak bond because the factor
is approximately the same as for the much simpler strong cluster. The reason for this discrepancy
is that the strengths of the strong and the weak bonds of the cluster after the first RG step are not
very different. Hence, the strong bond s˜ has to be considered as well, which is not possible with
our RG approach. However, we can obtain a better upper bound by assuming that the central
weak bond of the weak cluster is instead a strong bond. For this modified cluster we can apply













(|6〉 ± |7〉) E±3 = ±s . (A.33c)






































This new cluster possesses a larger coupling between the edge states than the original cluster
shown in Fig. A.4c. Hence, the corresponding scaling factor provides an upper bound for the





A.2 Renormalization of Lengths and Energies
A.2.5 Bronze-Mean Model C˜Bz
In the RG approach for the bronze-mean chain we obtain a new bronze-mean chain if all molecular
sites, which are not neighbors of a sequence of three atomic sites, are replaced by new atomic sites
in the renormalized grid as shown in Fig. 2.25. The corresponding substitution rule is given in












and its Perron-Frobenius eigenvalue λFr







= τ−2Bz . (A.36)
The next step deals with the determination of the bond strength of the two substitution clusters
in Fig. A.5b and A.5c.
Energy scaling for strong cluster:
The Hamiltonian of the strong cluster in Fig. A.5b is decomposed into
H = H0 +H1 =

0 s 0 0 0 0
s 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 s




0 0 0 0 0 0
0 0 v 0 0 0
0 v 0 v 0 0
0 0 v 0 v 0
0 0 0 v 0 0
0 0 0 0 0 0

, (A.37)
and the model Hamiltonian H0 yields the eigenstates
|Ψ1〉 = |3〉 |Ψ2〉 = |4〉 |Ψ±3 〉 =
1√
2
(|1〉 ± |2〉) |Ψ±4 〉 =
1√
2
(|5〉 ± |6〉) (A.38a)
E1 = 0 E2 = 0 E
±





|1〉 |2〉 |3〉 |4〉 |5〉 |6〉
v3/2s2
|Ψ1〉 |Ψ2〉 (c)
|1〉 |2〉 |3〉 |4〉 |5〉 |6〉 |7〉 |8〉 |9〉 |10〉 |11〉 |12〉 |13〉 |14〉 |15〉
< v10/2s9
|Ψ1〉 |Ψ2〉
Figure A.5: Substitution rule PBz of the RG theory for the bronze-mean chain C˜Bz in Fig. 2.25 (a) with the
energy scaling for the strong cluster (b) and the weak cluster (c).
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The strength of the new bond s′ is given by the matrix element 〈Ψ±3 |H|Ψ±4 〉, where only the
leading non-zero term of the perturbation expansion is relevant. The first order contribution
is 〈Ψ±3 |H1|Ψ±4 〉 = 0. Also the second order contribution 〈Ψ±3 |H1P 1E−H0PH1|Ψ±4 〉 = 0 because
〈Ψ±3 |H1|Ψ2〉 = 〈Ψ1|H1|Ψ±4 〉 = 0 for P = |Ψ1〉〈Ψ1| + |Ψ2〉〈Ψ2|. Only in the third order of the































Note that we have considered only the coupling between the two bonding states, Ψ+3 and Ψ
+
4 . The
coupling between the two antibonding states, Ψ−3 and Ψ
−
4 , differs only in sign. Nevertheless, it
yields the same scaling factor.
Energy scaling for weak cluster:
Unfortunately, we have to deal here with the same problems as for the weak cluster of the molecular
RG for the silver-mean chain C˜Ag in Sec. A.2.4 and, hence, are not able to compute the scaling
of the bond strengths for this cluster. However, we can again provide an upper bound for the
coupling by assuming that the two molecules inside the cluster are replaced by atoms. It is then
possible to apply the RG approach. The actual calculations are similar to that in Eq. (A.39a)
















scaling factor of the weak bond.
A.2.6 Golden-mean Labyrinth Tiling L˜Au — Atomic RG
For the two-dimensional labyrinth tiling we use the same technique as for the quasiperiodic chains.
In the atomic RG approach the renormalized labyrinth tiling contains only the atomic sites of the
original tiling as shown in Fig. 3.15a for the golden-mean labyrinth tiling L˜Au. In two dimensions
we obtain three types of clusters. The corresponding substitution rules for the strong, medium,
and weak cluster are shown in Figs. A.6, A.7, and A.8, respectively. The scaling of the grid spacing
ceff can be easily obtained from the scaling N
′
a → ceffNa of the one-dimensional system size. Thus,



















Energy scaling for strong cluster:








, where f is the length of the underlying one-dimensional chains. This basically
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Figure A.6: Substitution rule for the strong cluster in the atomic RG approach of the golden-mean labyrinth
tiling L˜Au.
corresponds to the row-wise assignment of successive indices beginning from the lower, left corner
to the upper, right corner. With this mapping we can rewrite the wave functions as a vector and
the Hamiltonian of the strong cluster of the RG is given by
H = H0 +H1 =

0 0 v2 0 0 0 0 0
0 0 sv v2 0 0 0 0
v2 sv 0 0 sv s2 0 0
0 v2 0 0 0 sv 0 0
0 0 sv 0 0 0 v2 0
0 0 s2 sv 0 0 sv v2
0 0 0 0 v2 sv 0 0
0 0 0 0 0 v2 0 0

. (A.42)
The corresponding Hamiltonian H0 yields the normalized eigenstates
|Ψ1〉 = |1〉 E1 = 0 |Ψ2〉 = |2〉 E2 = 0 (A.43a)
|Ψ3〉 = |4〉 E2 = 0 |Ψ4〉 = |5〉 E4 = 0 (A.43b)




(|3〉 ± |6〉) E±7 = ±s2 . (A.43d)
The strength of the new bond is given by the matrix element 〈Ψ1|H|Ψ6〉, where we are again
interested in the leading non-zero contribution of the perturbation expansion. In analogy to
the one-dimensional case, the first order contribution is 〈Ψ1|H1|Ψ6〉 = 0 and the second order
contribution yields the non-zero term
〈Ψ1|H1P 1
E −H0PH1|Ψ6〉 with P = |Ψ
+






















































Figure A.7: Substitution rule for the medium cluster in the atomic RG approach of the golden-mean
labyrinth tiling L˜Au.
Energy scaling for medium cluster:
For the cluster of medium strength we use the same approach, where we do not explicitly write
down the Hamiltonian due to its size. It again contains all coupling strengths as shown in Fig.
A.7 and the eigenstates of the model Hamiltonian H0 are
|Ψ1〉 = |1〉 E1 = 0 |Ψ2〉 = |2〉 E2 = 0 (A.45a)
|Ψ3〉 = |3〉 E3 = 0 |Ψ4〉 = |6〉 E4 = 0 (A.45b)
|Ψ5〉 = |7〉 E5 = 0 |Ψ6〉 = |10〉 E6 = 0 (A.45c)




(|4〉 ± |8〉) E±9 = ±s2 |Ψ±10〉 =
1√
2
(|5〉 ± |9〉) E±10 = ±s2 . (A.45e)
The strength of the new bond for the medium cluster is given by the matrix element 〈Ψ1|H|Ψ8〉.
Hence, we do not obtain a contribution in the first and the second order expansion because


























































































A.2 Renormalization of Lengths and Energies







































Figure A.8: Substitution rule for the weak cluster in the atomic RG approach of the golden-mean labyrinth
tiling L˜Au.
Energy scaling for weak cluster:
Analogously this approach is applied to the weak cluster. The Hamiltonian again contains all
coupling strengths as shown in Fig. A.8 and the eigenstates of the model Hamiltonian H0 are
|Ψ1〉 = |1〉 E1 = 0 |Ψ2〉 = |2〉 E2 = 0 (A.47a)
|Ψ3〉 = |3〉 E3 = 0 |Ψ4〉 = |6〉 E4 = 0 (A.47b)
|Ψ5〉 = |7〉 E5 = 0 |Ψ6〉 = |12〉 E6 = 0 (A.47c)
|Ψ7〉 = |13〉 E7 = 0 |Ψ8〉 = |16〉 E8 = 0 (A.47d)




(|4〉 ± |8〉) E±11 = ±s2 |Ψ±12〉 =
1√
2




(|10〉 ± |14〉) E±13 = ±s2 |Ψ±14〉 =
1√
2
(|11〉 ± |15〉) E±14 = ±s2 . (A.47g)
The strength of the new bond for the weak cluster is given by the matrix element 〈Ψ1|H|Ψ10〉.
Like for the medium cluster we obtain no contribution in the first and the second order expansion































































































atomic RG of the golden-mean labyrinth tiling.
A.2.7 Golden-mean Labyrinth Tiling L˜Au — Molecular RG
Also for the molecular RG of the golden-mean labyrinth tiling three types of clusters occur as
shown in Fig. 3.15b. The corresponding substitution rules for the strong, medium, and weak
clusters are shown in Figs. A.9, A.10, and A.11, respectively. Thereby, the length scaling again




Energy scaling for strong cluster:
The Hamiltonian of the strong cluster of the molecular RG in Fig. A.9 is given by
H = H0 +H1 =

0 0 s2 0 0 0 0 0
0 0 sv s2 0 0 0 0
s2 sv 0 0 sv v2 0 0
0 s2 0 0 0 sv 0 0
0 0 sv 0 0 0 s2 0
0 0 v2 sv 0 0 sv s2
0 0 0 0 s2 sv 0 0
0 0 0 0 0 s2 0 0

, (A.50)




(|1〉 ± |3〉) E±1 = ±s2 |Ψ±2 〉 =
1√
2




(|5〉 ± |7〉) E±3 = ±s2 |Ψ±4 〉 =
1√
2






















Figure A.9: Substitution rule for the strong cluster in the molecular RG approach for the golden-mean
labyrinth tiling L˜Au.
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Figure A.10: Substitution rule for the medium cluster in the molecular RG approach for the golden-mean
labyrinth tiling L˜Au.
The new bond strength for the bonding state is given by the matrix element 〈Ψ+1 |H|Ψ+4 〉, where
only the leading non-zero term of the perturbation expansion is relevant. The BW perturbation
theory already yields a contribution in the first order expansion with 〈Ψ+1 |H1|Ψ+4 〉 = v
2
2 . Hence, the
scaling of the energies of this cluster is given by (s′)2 = v
2
2s2




Energy scaling for medium cluster:
Analogously, this approach is applied to the medium cluster. The Hamiltonian again contains all
coupling strengths as shown in Fig. A.10 and the eigenstates of the Hamiltonian H0 are




(|1〉 ± |4〉) E±3 = ±s2 |Ψ±4 〉 =
1√
2




(|6〉 ± |9〉) E±5 = ±s2 |Ψ±6 〉 =
1√
2
(|8〉 ± |10〉) E±6 = ±s2 (A.52c)
The strength of the new bond for the bonding state is given by the matrix element 〈Ψ+3 |H|Ψ+6 〉.
The BW perturbation theory yields no first order contribution because 〈Ψ±3 |H1|Ψ±6 〉 = 0 and the



























Energy scaling for weak cluster:
For the weak cluster the Hamiltonian again contains all coupling strengths as shown in Fig. A.11
and the eigenstates of the Hamiltonian H0 are
|Ψ1〉 = |2〉 E1 = 0 |Ψ±6 〉 =
1√
2
(|1〉 ± |4〉) E±6 = ±s2 (A.54a)
|Ψ2〉 = |6〉 E2 = 0 |Ψ±7 〉 =
1√
2


























Figure A.11: Substitution rule for the weak cluster in the molecular RG approach for the golden-mean
labyrinth tiling L˜Au.
|Ψ3〉 = |7〉 E3 = 0 |Ψ±8 〉 =
1√
2
(|9〉 ± |11〉) E±8 = ±s2 (A.54c)
|Ψ4〉 = |8〉 E4 = 0 |Ψ±9 〉 =
1√
2
(|10〉 ± |13〉) E±9 = ±s2 (A.54d)
|Ψ5〉 = |12〉 E5 = 0 . (A.54e)
The strength of the new bond for the bonding state is given by the matrix element 〈Ψ+6 |H|Ψ+9 〉.
Again we are only interested in the leading non-zero term of the perturbation expansion. The
BW perturbation theory yields no first order contribution 〈Ψ+6 |H1|Ψ+9 〉 = 0 and the second order


























Hence, in the molecular RG approach for the golden-mean labyrinth tiling the new bonds of all
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