Connecting climate information with health outcomes by Thomson, Madeleine C. et al.
Happy the man who has been able to learn the causes of things
Georgics, II by Virgil c. 29BC
3.1 Introduction
In agricultural development water is understood as a precious and finite resource 
that must be used wisely to maximize crop growth. The relationship between avail-
able water and crop growth is dependent on soil type, plant cultivar and develop-
ment stage, and is relatively easy to calculate; after all, the plant stays in the same 
place throughout its growing period. In contrast, pathogens and animal and human 
hosts exhibit a complex set of biological and behavioural interactions in response 
to climatic and environmental drivers that may vary in both time and space. 
As climate may be a significant driver of a wide range of health outcomes (see 
Chapter 2), climate information can potentially support a wide range of health 
decisions (see Box 3.1). 
All decision processes involved in the prevention or control of climate-sensitive 
health issues (such as the decision to spray houses with indoor residual insecticides 
for the control of malaria-bearing mosquitoes) have their own spatial or temporal 
context. Understanding this context, including climatic, environmental and popu-
lation characteristics, is the first step to using climate information effectively. The 
spatial or temporal dynamics of the problem as well as potential solution(s) are key 
issues in decision-making processes. For instance, heat waves may be of particular 
concern to elderly populations in urban environments. Prevention/control deci-
sions for heat waves may be made at the individual level, the local administrative 
level or may require a regional or national process. They may be routine control 
efforts enacted prior to the seasonal occurrence of heat waves. Alternatively, control 
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efforts may be initiated in response to occasional extreme events that visit a region 
during an unusual year. Changes in control strategies (including urban planning) 
may also be undertaken in response to observed shifts in the underlying frequency 
and intensity of heat waves. 
In this chapter we consider a range of factors that need to be taken into account 
when seeking to use climate information to improve health decision-making. Iden-
tifying causal mechanisms that link climate drivers with specific health issues is an 
important starting point for policy-makers. Matching decision time-horizons to 
climate information in a way that takes account of scale issues, uncertainties in the 
underlying data and modelling approaches as well as institutional barriers to knowl-
edge and data sharing is also critical. And of course, all of this is dependent on a solid 
understanding of the climate information (including its limitations) that is available 
to health decision-makers. A researcher may be satisfied with a simple times-series 
of climate data from an authoritative source; a decision-maker needs to know that 
the climate information is robust, available for routine use and scalable (i.e., can be 
used over the entire region of interest). 
3.2 Climate information for use in health decision-making
Climate is measured routinely around the world by the meteorological/climate 
community using internationally agreed standards, with a significant amount of 
data shared freely in real-time (§  6.2). Historical and current climate data and 
BOX 3.1. CLIMATE INFORMATION OPPORTUNITIES
Climate information has the potential to inform a wide range of health deci-
sions1 through an improved understanding of the following:
• Mechanisms of Disease Transmission: to help identify new opportu-
nities for intervention.
• Spatial Risk: to help identify populations at risk for better targeting of 
interventions.
• Seasonal Risk: to inform the timing of routine interventions.
• Sub-seasonal and Year-to-Year Changes in Risk: to identify when 
changes in epidemic risk are likely to occur to initiate appropriate preven-
tion and response strategies.
• Trends in Risk: to identify long-term drivers of disease occurrence 
(including shifts in the climate) to plan for and support future prevention 
and response strategies.
• Assessment of the Impacts of Interventions: to remove the role of 
climate if it interferes with the proper assessment of interventions.
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TABLE 3.1 Time horizons for decision-making in the health sector
Investment 
2–5 decades 






Research and development of medical 
countermeasures (e.g., drugs, vaccines) and 
vector control tools (e.g., new insecticides) 
Improved nutritional content of crops




4- to 5-year political cycle
Health service re-organization 
2- to 5-year research grant cycle
Planning cycles
< 2yrs
Annual planning and commissioning cycle
Demand for visible ‘quick wins’ from funders
Seasonal preparedness and response
< 4 months 
Seasonal planning cycle 
Epidemic/disaster preparedness and response
Weekly facility management 
< 1 week
Weather disaster preparedness and response
Patient scheduling for non-urgent cases
information products (§§ 6.3 and 6.4) can be used to inform a wide range of plan-
ning processes as well as in early warning systems (EWS). Information about the 
future weather and/or climate varies in specificity (lead-time, spatial and temporal 
averaging), the regions and seasons where it is most accurate and its status in terms 
of operational delivery. Information that is currently available across the globe for 
routine operational decision-making can be divided into three specific timeframes: 
weather, season and climate change. These timescales are related to spatial scale: 
at the one extreme, short-term weather predictions are reliable at the local level, 
while, at the other, climate change trends (especially temperature) are most reliable 
at the subcontinental level. Climate change scenarios, indicating possible long-term 
changes in temperature and rainfall, provide important guidance to climate change 
mitigation, motivating reductions in carbon emissions from the health sector itself 
and promoting the health co-benefits of a low-carbon economy. When it comes 
to adapting to climate variability and change, information about possible future cli-
mates is important for planning major infrastructure developments or considering 
long-term policy shifts (e.g., from malaria control to malaria eradication2). How-
ever, most health programming decisions are made at seasonal to annual timescales 
or respond to four- to five-year political or funding cycles.3 Timescales of climate 
information need to be matched with these time horizons of decision-making 
(Table 3.1). 
Weather can be predicted at the local scale for several days ahead with a reason-
able level of accuracy (particularly in the extratropics), but the accuracy after three 
to five days has deteriorated considerably (see Chapter 7). The seasonal climate 
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may be affected by phenomena such as the El Niño – Southern Oscillation 
(ENSO; see Box 5.1), giving advanced warning of unusual rainfall or temperature 
months in advance. The ENSO and other influences underpin seasonal climate fore-
casts, which are most robust in the tropics (see Chapter 8). Projections of trends 
in 30-year averaged climate due to greenhouse gas emissions are available for the 
long-term and are considered robust for temperature (see Chapter 9). Three other 
timeframes are only briefly considered in this book because they remain, for now, 
substantially in the research arena, namely sub-seasonal, multi-annual and decadal. 
Emerging capacities in forecast capability at sub-seasonal timescales (e.g., seven-day 
averaged weather two weeks or more in advance) and multi-annual timescales pro-
vide new opportunities for health research, but evidence to date of potential utility is 
for specific locations only. Long sought for decadal prediction (five- to ten-year aver-
aged climate going out over ten- to 30-year timescales) is a focus of intense research. 
A schematic representation of predictability of anomalies at the shorter verifiable 
timescales is presented in Figure 3.1. 
3.3 Data issues
In order to facilitate climate and health analyses, data must be shared between 
communities. Data sharing is an issue in nearly every organization because there 
are consequences, both good and bad, to sharing information beyond institutional 
borders. There are many barriers to sharing health data, even within the health 
community (see Table 3.2),4 and these barriers can be even greater when it comes 
to sharing data between different sectors, such as climate and health. There are 
also significant barriers to the sharing of climate data, especially observations from 
meteorological stations at high temporal resolution – e.g., daily data (see §§ 6.4.1 
and Box 6.1).
FIGURE 3.1  Best forecast skill at multiple timescales with indications of the forecast 
ranges, timescales and spatial scales over which the forecasts are averaged
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TABLE 3.2 Evidence for barriers to sharing of routinely collected public health data4
Technical
1. Data not collected
2. Data not preserved
3. Data not found
4. Language barrier
5. Restrictive data format
6. Technical solutions not available





11. Disagreement on data use
Economic
12. Possible economic damage
13. Lack of resources
Political 
14. Lack of trust
15. Restrictive policies
16. Lack of guidelines
Legal
17. Ownership and copyright
18. Protection of privacy
Ethical 
19. Lack of proportionality
20. Lack of reciprocity
Increasingly, countries are developing Open Data policies, where government 
information is made visible and available. The main goal is to harness the data revo-
lution for sustainable development5 with a focus on climate, health and agriculture. 
Open data policies will take time to transform data culture and improve data shar-
ing capabilities at the national level. Since the direction towards greater openness 
is already underway, improving the capacity of health practitioners and researchers 
to use these new data sources effectively is a critical step that needs to be addressed. 
How data are interpreted will vary according to the knowledge and experience 
of the individual user and the way the information is presented. Maps of likely 
hotspots or regions at risk provide a simple visual tool for decision-makers. How-
ever, all maps simplify reality and, because of this, learning to read such maps and 
understand the information that has been emphasized or neglected in their creation 
is important in order to make valid inferences. Trust is at the heart of information 
uptake. Ensuring that sources of data are authoritative and provided with associated 
meta-data (a set of data that describes and gives information about the data being 
considered) is key. A healthy scepticism is a valuable asset when exploring new and 
unfamiliar data sources. 
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3.4 Exploring relationships 
The impact of climate and weather on health is often not immediate. Even when 
deaths occur from drownings associated with unusually heavy rains there will likely 
be a delay of hours to days between rain falling and floods occurring – as water 
takes time to move down rivers and tributaries. 
For a vector-borne disease such as Zika, the population dynamics of the vectors 
(Aedes aegypti and Ae. Albopictus) and virus need to be taken into account when 
exploring lags between climate drivers and health indicators. In addition to delays 
associated with vector and pathogen dynamics, the development of a seasonal or 
epidemic wave is largely attributable to the changing proportion of susceptible 
hosts in the population (see Figure 3.2). Further, lags in the relationship of climate 
and health outcomes may be attributed to delays in the manifestation of the disease 
– e.g., if the disease impacts on the foetus in utero and the child is only included as 
a case after birth. Manifestations of symptoms associated with Zika virus infection 
in Brazil, including acute rash, Guillain-Barré syndrome and suspected microceph-
aly, peaked during epidemiological week 17, 26 and 48 respectively.6 It is these 
transmission lags that allow the creation of EWS based on current and historical 
environmental and climatic data. For vector-borne diseases in locations subject to 
distinct rainy seasons, the lag between peak rainfall season and peak cases of disease 
is commonly around two to three months although the duration of the lag will 
depend on the climatic conditions7 including the distribution and intensity of rain-
fall, as well as temperature and humidity. 
The relationship between temperature and disease transmission is even more 
complex.8 The impact of temperature on the development rates of organisms 
is amenable to laboratory as well as observational studies. The basic biological 
response follows a thermal response curve, i.e., has a lower bound minimum, an 
optimal temperature and a higher bound maximum. This curve may be estimated 
for a number of different physiological processes occurring in the pathogen, the 
 
FIGURE 3.2 Understanding lags between climatic events and cases of disease
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vector or the human host and can be compared with field observations.9 Not 
all vector-borne diseases favour warmer climates. Transmission of bubonic plague 
occurs in cooler mountainous regions (see Case Study 3.1).
CASE STUDY 3.1 PLAGUE, RETURN OF AN OLD FOE
Mary Hayden, National Center for Atmospheric Research, Boulder, USA
Plague (Yersinia pestis) is a bacterial disease that has caused pandemics that 
have literally changed the course of history; the infamous  Black Death, which 
occurred in the mid-1300s and wiped out a third of Europe’s population  is 
one example.  Rats and the fleas that they carry have long been viewed as the 
main sources of human infection  resulting in bubonic plague. Human cases 
have re-emerged in recent years as a result of changing environments and 
weak or non-existent surveillance.10 Human disease usually occurs in one of 
two forms; bubonic (typically  dependent on transmission by fleas) and pneu-
monic plague which often  occurs when bubonic plague victims are not treated 
and the infection travels to the lungs. Once in the lungs, the disease is spread 
from person to person through respiratory droplets. More than 90% of today’s 
plague cases occur in Africa.i Plague is commonly found in cooler highland en-
vironments where lower temperatures increase the likelihood of transmission 
to rat or human hosts by the most common vector, the flea Xenopsylla che-
opis. Transmission by fleas to rats or humans occurs when the ingested blood 
meal in their stomach coagulates at temperatures below 27oC following the 
activation of a coagulase enzyme. Y. pestis bacteria, which are ingested with 
the bloodmeal, are able to multiply in the blood clots which are then regurgi-
tated when the flea next takes a bite – allowing the bacteria to penetrate the 
bite wound and infect the bitten rat or person. At temperatures above 27oC 
coagulase is not produced, and the blood meal does not coagulate; Y. pers-
tis passes through the flea gut and is not regurgitated into the bite wound.  As 
a result, bubonic plague epidemics are not common in environments where 
temperatures reach above 27oC.
The West Nile region in northwestern Uganda is a focal point for human 
plague, which peaks in boreal autumn after the main rainy season.11, 12 The 
United States Centers for Disease Control and Prevention (CDC) partnered 
with the National Center for Atmospheric Research (NCAR) to address the link-
ages between climate and human plague risk in this region in order to develop 
a better understanding of potential control options. Because in-situ meteoro-
logical records are sparse, a hybrid dynamical–statistical meteorological down-
scaling technique was applied to generate a multi-year high spatial resolution 
climate dataset based on NCAR’s Weather Research and Forecasting Model.13 
The dataset was subsequently employed to develop a spatial risk model for 
human plague occurrence in the West Nile region above 1300 meters, which 
is cooler and wetter than surrounding areas.14
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Further complicating the statistical analysis of these relationships, temperature 
variations are often correlated with those of rainfall (see § 5.3.5). 
Given the complex interactions between temperature and malaria transmission it 
is hard to specify which temperature sensitive aspect of transmission is most impor-
tant in establishing this lag. As mentioned above it is these lags between observed 
climatic variables (see § 4.2) and disease indicators that provide the opportunity for 
the development of climate-informed EWS. When rainfall or temperature changes 
are predictable, then additional time can be added to the EWS with the use of 
weather and climate forecasts (see Chapters 7 and 8).
Although for some health outcomes and contexts there may be a strong, linear 
relationship between a climate driver and cases, the relationship is often highly 
non-linear. For example, low levels of rainfall (< 2.5 mm/day) in Botswana appear 
to have a near-linear relationship to anomalies in malaria cases but a quadratic rela-
tionship is clearly observed when wetter conditions are also included in the analysis 
(Figure 3.3). 
The decline in malaria at higher rainfall levels is often attributed to the washing 
out of mosquito breeding sites during heavy rains. A statistical model developed 
using moderate to low rainfall years alone would have performed poorly in out-
of-sample very wet years. In the Botswana example, the most extreme rainfall was 
associated with cyclone Eline in 2000, a data point that was not used to generate 
the model.15 While heavy rainfall may destroy vector breeding it may create new 
sites at the end of the rainy season when flood waters retreat. A modelling approach 
which takes into account the variations in the seasonality of transmission and dis-
ease incidence will better capture on-going processes.16
An important source of non-linearity in climate–health interactions is the 
immune response to infection which may protect survivors from re-infection or 
FIGURE 3.3  Relationship between annual malaria anomalies and December to 
January rainfall in Botswana
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disease for a period of time. The immune status of a population can quickly cause 
significant changes in the proportion of the population susceptible to infection, 
and explains why epidemics of infectious diseases often peak and rapidly decline 
once the source of susceptible individuals is significantly reduced. As higher rates 
of immunity are commonly found in regions with long or year-round transmission 
seasons, the impact of climate variability on cases may be effectively buffered.17 
Statistical models that are based on the assumption that the underlying suscepti-
ble population is constant will under-estimate the climate’s relationship to disease. 
Non-linearities in the relationship of climate drivers to disease outcomes are an 
important reason for considering the use of mathematical models in climate disease 
analysis as they are able to capture some of these dynamics.
3.5 Linking climate to health outcomes
A model attempts to link climate, and possibly other drivers (the model input), to 
the targeted health outcome (the model output). If the mechanisms and processes 
that link the two are poorly understood, statistical fitting or ‘machine learning’ 
techniques can still be used to provide this link. Alternatively, if a good understand-
ing of the biological processes that drive the health outcome is available, numerical 
(mechanistic) models can be derived (§ 8.2.2). As numerical models often make 
use of statistical approximations when aspects of the model are unknown (just like 
the parameterizations in weather and climate models; § 7.4.4), it might be best to 
consider that these two approaches lie upon a continuum.18 The applicability of 
the approach chosen will depend on characteristics of the pathogen and the host– 
pathogen relationship as well as the availability of data and information on under-
lying mechanisms. Of course, it is impossible for the complex systems that we are 
dealing with (climate and disease) to be exactly represented by any simple model. 
However, the approximations made by well-chosen models can be extremely useful. 
3.5.1 Statistical models 
Statistical models linking health outcomes and climate exposures, such as climate 
extremes, varying lengths or intensities of the rainy season, or trends in minimum 
temperature, can give indications of underlying mechanisms worthy of further 
exploration, but cannot be used to definitively establish causation because of the 
problem of confounding variables. Climate may impact, or simply be correlated 
with, other processes or variables that the researcher is unaware of, and as a con-
sequence the researcher may infer a relationship when there is none. Randomized 
Controlled Trials (RCTs) are the gold standard study design for the evaluation of 
medical interventions because they can effectively control for confounding vari-
ables. In RCTs participants are randomly allocated between groups to minimize 
systematic differences between control and interventions groups, and associated 
biases that might result. In contrast, public health research, including that associated 
with climate, relies primarily on observational methods.19 Because the research is 
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often conducted at the population level, it is usually not possible to fully randomize 
the exposed population on cost, practicality or ethical grounds. As an example, road 
accidents are positively correlated with monthly temperatures in Europe simply 
because more and longer journeys are made in the summer months, even though 
inclement winter weather obviously can cause accidents. In this case, including a 
denominator in the analysis (number of miles travelled and/or number of driv-
ers on the roads) would reveal the weather-related accident risk to individual 
drivers. 
Systematic reviews from specialist organizations are increasingly used to pro-
vide objective and transparent evidence from both RCTs and observational studies 
(Box 3.2). A systematic approach to reviewing evidence can also inform climate 
risk, adaptation and mitigation strategies. However unique challenges exist in terms 
of integrating disparate data as well as analytical norms of different communi-
ties. This complexity is illustrated by a systematic review of drought impacts on 
health.20 The review concluded: ‘The probability of drought-related health impacts varies 
widely and largely depends upon drought severity, baseline population vulnerability, existing 
health and sanitation infrastructure, and available resources with which to mitigate impacts as 
they occur.’
Climate and health is an emerging field and there may be insufficient peer 
reviewed literature for a systematic review. Under these circumstances a Delphi 
review,21 where the collective opinion of a group of experts is accessed using a 
structured process, may be used instead. This approach to critical review is based on 
the premise that intelligence from a pool of experts can enhance individual judge-
ment if expressed independently. The potential biases associated with observational 
studies mean that researchers undertaking such studies must pay particular attention 
to the plausibility of relationships observed.   Before using a statistical model to 
BOX 3.2 USE OF SYSTEMATIC REVIEWS
The International Cochrane Collaboration (ICC)ii produces systematic reviews 
of primary research (usually RCTs) in human health care and health policy and is 
recognized as the highest standard in evidence-based health care. The ICC in-
vestigates the effects of health interventions for prevention, treatment and reha-
bilitation as well as the effects of diagnostic tests under specific conditions. Other 
organizations that produce rigorous systematic reviews are: the Campbell Col-
laboration,iii that produces and disseminates systematic reviews on the effects 
of interventions in the social and behavioural sciences; the National Institute 
for Health and Clinical Excellence (NICE),iv which commissions systematic re-
views on new and existing technologies and then uses them to make recom-
mendations to the UK’s National Health Service, and the Centre for Reviews 
and Dissemination (CRD),v which produces systematic reviews of health inter-
ventions. 
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BOX 3.3 FIVE QUESTIONS TO CONSIDER WHEN DEVELOP-
ING CLIMATE-DRIVEN MODELS FOR DECISION-SUPPORT 
(ADAPTED FROM22)
Q1: Do you understand the underlying data?
Make sure the data used, as well as the processes that generated it, are of the 
highest possible quality, and that you fully understand them.  
Q2: Will the model results will be meaningful to a decision-maker?
Good models usually tell a clear story. If the models you’re using don’t give 
you one they may need to be refined. Complex models may be inevitable but 
they still need to be thought through, refined and simplified enough to make 
them understandable to those that need to use them.
Q3: Is the model as simple as possible – but not simpler (Occam’s 
Razor)?
Predictability typically first improves and then deteriorates as model complex-
ity increases, so adding complexity should not be a goal in itself. Of course, 
there are also risks to oversimplifying the model, so a judgement needs to be 
made. Einstein is often quoted as saying, ‘Everything should be as simple as it 
can be, but not simpler’; a good principle to apply to predictive analytics. 
Q4: Have you tested the predictive accuracy of the model using 
independent data and across multiple similar environments? 
If the results look to good to be true it’s often an over-fitting issue; a common 
error in predictive analytics. Over-fitting means that the model is too strongly 
tailored to the data that was used in its development (the training data). 
Over-fitted models do not predict well new data and therefore cannot make 
good forecast models. To avoid over-fitting apply the model to fresh data 
(e.g., through cross validation) in new, but similar, contexts while the model is 
being developed. A good predictive model should be nearly as accurate with 
new data as it is with the training set. 
Q5: Is the model still relevant?
Models that have worked well in the past may no longer be relevant (think 
about economic forecasts!). Because it takes time and energy to develop a mod-
el it may be easy to see predictability where there is none. If the data don’t sup-
port your predictions, you should be prepared to jettison your model – possibly 
multiple times. Good models are developed through deep understanding of the 
context for the model development and a very honest interpretation of results. 
create a forecast, a mechanism by which the observed association might be consid-
ered plausible is needed. A number of critical questions that should be asked when 
developing a decision-support model are proposed in Box 3.3. 
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3.5.2 Mathematical models
Mathematical models of an infectious disease are generally framed around flows 
between core categories of individuals (e.g., susceptible, exposed, infected, recov-
ered) and sometimes vectors via equations that assume causation and may encom-
pass process uncertainty, climate drivers, etc. An array of options is available to link 
these mechanistic frameworks to time-series of disease incidence data for a focal 
infectious disease, e.g., basic maximum likelihood approaches,23 Markov Chain 
Monte Carlo or iterated filtering-type approaches.24 These framings can then be 
used to test hypotheses about important drivers via comparison of how well the 
model outputs fit the predictand25 and can be used to forecast future incidence 
modulated by a changing climate. Thus, numerical modelling can contribute to 
understanding the past, and in particular disentangling the relative role of core 
drivers as well as predicting the future. For infectious disease models, the goal has 
frequently been to explore different interventions scenarios in order to inform 
priority-setting for policy-makers.26 However, in recent years there is increasing 
interest in using models for real-time forecasting,27 although there remains a signifi-
cant gap in the operational readiness of the numerous forecasting systems presented 
in the literature.28
CASE STUDY 3.2 SOURCES OF UNCERTAINTY IN  
MODELLING CLIMATE AND MALARIA
Adrian M. Tompkins, Abdus Salam International Centre for  
Theoretical Physics, Trieste, Italy
The relative importance of transmission model uncertainty, initial condition 
uncertainty and driving climate uncertainty (Figure 3.4) has been explored 
using meteorological and malaria data from a highland tea plantation in Ker-
icho, Kenya situated close to the temperature threshold for transmission.29 A 
genetic algorithm was used to calibrate each of these three factors within their 
assessed prior uncertainty in turn to see which allowed the best fit to a time 
series of approximately 25 years of confirmed malaria cases (the predictand). 
The spatial representativeness uncertainty for temperature dominated the un-
certainty due to model parameter settings. Initial condition uncertainty played 
a little role after the first two years and is thus important in the EWS context, 
but negligible for decadal and climate change investigations. Thus, while re-
ducing uncertainty in the model parameters would improve the quality of the 
simulations, the uncertainty in the temperature data is critical (see Chapter 6). 
This result is a function of the mean climate of the location itself and model 
uncertainty would be relatively more important at warmer, lower altitude loca-
tions. Uncertainty in model development is then compounded by uncertainty 
in the way model outputs are used – either for furthering research or support-
ing decisions (Figure 3.4).
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Because models can only be an approximation of the truth, statisticians and 
mathematicians have developed modelling tools that can express key elements of 
the uncertainty in the model. In deterministic models, the output of the model is 
decided by the parameter values and the initial conditions. However many times 
you run the model with the same inputs you will get the same result. A stochastic 
model  is a tool used for accounting for known uncertainties in one or more of 
the parameter values by allowing for random variation over time. The same set of 
parameter values and initial conditions will lead to an ensemble of different outputs 
(see Box 7.6).  Stochastic models possess some inherent randomness and are used in 
climate science as well as in disease modelling as they provide an assessment of the 
range of likely outcomes. 
Policy-makers and practitioners need to know how certain the data are that they 
are using to drive decisions. Understanding sources of uncertainty in the develop-
ment of climate-driven disease forecasts helps decision-makers understand where, 
when and why forecasts may be more or less robust and allows the prioritization 
of error reduction. 
FIGURE 3.4  Schematic of the potential sources of uncertainty when using a weather/
climate-sensitive disease model to simulate observed health outcomes
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When using a weather-sensitive disease model to simulate observed health out-
comes, uncertainty may derive from a variety of sources including the driving 
climate/environmental data (termed boundary conditions), the entomological and 
epidemiological initial state (termed initial conditions), the model structure and 
parameter settings, and lastly errors in the health data itself (the predictand) (see 
Case Study 3.2). 
Aspects of uncertainty are inadequately considered in much epidemiological 
research30 but are usually considered in climate modelling.31 A common approach 
taken by the climate community in the development of seasonal climate forecasts is 
to employ an ensemble of models to create a probability distribution of possible out-
comes (see § 7.4). The basic idea is that biases due to imperfect models will tend to 
cancel each other out. Sometimes probability distributions will be broad and there 
will be little predictability in the system. However, where there is a sharp probability 
distribution, predictability is stronger (assuming that the ensemble forecast system 
is well-calibrated) and the information may be used by decision-makers for taking 
precautionary action.32 The main reason for using a probabilistic system is that users 
should not be misled by overconfident forecasts. Multi-model ensemble approaches 
are increasingly being used in the development of health EWS.32–34 However, a 
common challenge to weather/climate and health forecasting is that information 
on the current situation is required for model initialization35 and relevant epidemi-
ological and entomological information is rarely available in near real-time, if at all. 
3.6 Working with uncertain forecasts
Working with uncertain information is a decision-making problem: the forecaster’s 
job is to try to quantify and minimize the uncertainty in the level of risk and timing 
of a hazard or event, while it is the practitioner’s job to manage that risk and the 
uncertainty associated with it. Questions of how to manage uncertainties occur in 
all walks of life, including in public health management: when will the next flu epi-
demic occur, for example, and how many people will be affected? In Chapter 6, the 
availability of climate data to estimate public health risk is discussed in detail. Such 
information is useful for knowing which hazards to worry about at which time of 
the year, and perhaps how the risks have changed over the last few years. However, 
ideally we would like to know what the risks are in the coming days (Chapter 7), 
weeks or season (Chapter 8) or years to decades (Chapter 9), and how they differ 
from what might be considered normal.
There are some hazards that we have to be prepared for all the time, such as 
earthquakes, which have no seasonal pattern and can strike without warning. How-
ever, it could be exceptionally inefficient if we were having to worry constantly 
about whether there is likely to be a major storm tomorrow simply because it is 
the middle of the wet season right now. Forecasts reduce the uncertainty in the 
risk, making management of that risk easier (but not necessarily easy). Knowing 
the accuracy or reliability of the forecasts is a prerequisite to identifying the best 
ways of managing the risk (the distinction between accurate and reliable forecasts 
is explained in Box 7.4).
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Probabilistic forecasts (see Box 7.5) can maximize the time available to prepare, 
while minimizing the risk of a false alarm to a level considered acceptable by deci-
sion-makers. In the United Kingdom, heat alerts are triggered when there is a 60% 
probability of critical day- and night-time temperature thresholds being reached on 
at least two consecutive days. UK forecasts usually reach the minimum 60% confi-
dence level two to three days before a heat wave hits, but when a confident forecast 
is achieved with a longer lead-time, an alert could be given earlier.36
Assessing the effectiveness of a climate-informed intervention is more problem-
atic than assessing the direct impact of the climate event alone. At its most basic, 
evidence of the utility of a EWS requires that morbidity and mortality from a pre-
dicted event are compared with a realistic assessment of the hypothetical outcome 
if the early warning intervention had not been in place. Put another way, one must 
be able to discern between EWS ‘false alarms’ and non-occurring ‘epidemics’ that 
were prevented by timely action based on the system. A comparison between what 
actually happened and what would have happened in the absence of the interven-
tion is known as a counter-factual analysis. The simplest approach is to compare the 
impact of a prior event with a EWS, on the one hand, and an event without a EWS 
on the other (sometimes referred to as using ‘analogues’). However, such com-
parisons are methodologically problematic because two climatic/weather events 
are never identical and many other changes to community vulnerability may have 
happened during the intervening period that may account, at least in part, for the 
changes in health outcomes. Climate-driven models which can be used to predict 
what would have happened in the absence of the intervention are best placed to 
create the counter factual for an EWS.37
3.7 Conclusions 
This chapter highlights the need to understand the spatial-temporal scales of both 
the decision-context and the potentially relevant climate information. Attention 
has also been given to specific challenges that are associated with data issues and the 
identification of climate-health relationships. This and subsequent chapters high-
light the need to understand the drivers of uncertainty in model development, 
since this understanding provides the basis for reducing it where possible. Translat-
ing research into policy and practice is a critical consideration for those engaged 
in developing climate services for the health sector (see § 10.3). The importance of 
employing a systematic approach to building an evidence-base that can influence 
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