Introduction
This introductory tutorial addresses the advances in deep Bayesian learning for natural language with ubiquitous applications ranging from speech recognition (Saon and Chien, 2012; Chan et al., 2016) to document summarization (Chang and Chien, 2009 ), text classification (Blei et al., 2003; Zhang et al., 2015) , text segmentation (Chien and Chueh, 2012) , information extraction (Narasimhan et al., 2016) , image caption generation (Vinyals et al., 2015; Xu et al., 2015) , sentence generation (Li et al., 2016) , dialogue control (Zhao and Eskenazi, 2016) , sentiment classification, recommendation system, question answering (Sukhbaatar et al., 2015) and machine translation (Bahdanau et al., 2014) , to name a few. Traditionally, "deep learning" is taken to be a learning process where the inference or optimization is based on the real-valued deterministic model. The "semantic structure" in words, sentences, entities, actions and documents drawn from a large vocabulary may not be well expressed or correctly optimized in mathematical logic or computer programs. The "distribution function" in discrete or continuous latent variable model for natural language may not be properly decomposed or estimated. This tutorial addresses the fundamentals of statistical models and neural networks, and focus on a series of advanced Bayesian models and deep models including hierarchical Dirichlet process , Chinese restaurant process (Blei et al., 2010) , hierarchical Pitman-Yor process (Teh, 2006) , Indian buffet process (Ghahramani and Griffiths, 2005) , recurrent neural network (Mikolov et al., 2010; Van Den Oord et al., 2016) , long short-term memory (Hochreiter and Schmidhuber, 1997; Cho et al., 2014) , sequenceto-sequence model (Sutskever et al., 2014), variational auto-encoder (Kingma and Welling, 2014) , generative adversarial network (Goodfellow et al., 2014) , attention mechanism (Chorowski et al., 2015; Seo et al., 2016) , memory-augmented neural network (Graves et al., 2014; Sukhbaatar et al., 2015) , skip neural network (Campos et al., 2018) , stochastic neural network (Bengio et al., 2014; Miao et al., 2016) , predictive state neural network (Downey et al., 2017) and policy neural network (Mnih et al., 2015; Yu et al., 2017) . We present how these models are connected and why they work for a variety of applications on symbolic and complex patterns in natural language. The variational inference and sampling method are formulated to tackle the optimization for complicated models (Rezende et al., 2014) . The word and sentence embeddings, clustering and co-clustering are merged with linguistic and semantic constraints. A series of case studies and domain applications are presented to tackle different issues in deep Bayesian processing, learning and understanding. At last, we will point out a number of directions and outlooks for future studies.
Objective of tutorial
Owing to the current growth in research and related emerging technologies in machine learning and deep learning, it is timely to introduce this tutorial to a large number of researchers and practitioners who are attending ACL 2019 and working on statistical models, deep neural networks, sequential learning and natural language processing and understanding. To the best of our knowledge, there is no similar tutorial presented in previous ACLs. This three-hour tutorial will concentrate on a wide range of theories and applications and systematically present the recent advances in deep Bayesian learning which are impacting the communities of machine learning, natural language processing and human language technology.
3 Tutorial outline 
Target audience
This tutorial will be useful to research students working in natural language processing and researchers who would like to explore machine learning, deep learning and sequential learning. The prerequisite knowledge includes calculus, linear algebra, probability and statistics. This tutorial serves the objectives to introduce novices to major topics within deep Bayesian learning, motivate and explain a topic of emerging importance for natural language understanding, and present a novel synthesis combining distinct lines of machine learning work.
Description of tutorial content
The presentation of this tutorial is arranged into five parts. First of all, we share the current status of researches and applications on natural language processing, statistical modeling and deep neural network (Bahdanau et al., 2014) , and address the key issues in deep Bayesian learning for discrete-valued observation data and latent semantics. Modern natural language models are introduced to address how data analysis is performed from language processing to semantic learning, memory networking, knowledge mining and understanding. Secondly, we address a number of Bayesian models ranging from latent variable model to VB inference (Chien and Chueh, 2011; Chien, 2015b; Chien and Chang, 2014) , MCMC sampling and BNP learning (Chien, 2016 (Chien, , 2015a (Chien, , 2018 Watanabe and Chien, 2015) for hierarchical, thematic and sparse topics from natural language. In the third part, a series of deep models including deep unfolding (Chien and Lee, 2018) , RNN (Hochreiter and Schmidhuber, 1997) , GAN (Goodfellow et al., 2014) , memory network Chien and Lin, 2018; Tsou and Chien, 2017) , sequence-tosequence learning (Graves et al., 2006; Gehring et al., 2017) , CNN (Kalchbrenner et al., 2014; Xingjian et al., 2015; Dauphin et al., 2017) , dilated RNN (Chang et al., 2017) and attention network with transformer (Vaswani et al., 2017; Devlin et al., 2018) are introduced. The coffee break is arranged within this part. Next, the fourth part focuses on a variety of advanced studies which illustrate how deep Bayesian learning is developed to infer the sophisticated recurrent models for natural language understanding. In particular, the Bayesian RNN (Gal and Ghahramani, 2016; Chien and Ku, 2016) , VAE (Kingma and Welling, 2014), variational recurrent auto-encoder (Chien and Wang, 2019), neural variational learning (Serban et al., 2017; Chung et al., 2015) , stochastic temporal convolutional network (Aksan and Hilliges, 2019), neural discrete representation (Jang et al., 2017; van den Oord et al., 2017) , recurrent ladder network (Rasmus et al., 2015; Prémont-Schwarz et al., 2017) , stochastic recurrent neural network (Fraccaro et al., 2016; Goyal et al., 2017; Chien and Kuo, 2017) , predictive state neural network (Downey et al., 2017) , Markov recurrent neural network (Venkatraman et al., 2017; Kuo and Chien, 2018) , reinforcement learning (Tegho et al., 2017) , sequence GAN (Yu et al., 2017) , and temporal difference VAE (Gregor et al., 2019) are introduced in various deep models. Enhancing the prior/posterior representation in variational inference is addressed (Rezende and Mohamed, 2015; Tomczak and Welling, 2018) .
These sophisticated models open a window to numerous practical tasks such as reading comprehension, sentence generation, dialogue system, question answering and machine translation. Variational inference methods based on normalizing flows (Rezende and Mohamed, 2015) and "variational mixture of posteriors" prior (VampPrior) (Tomczak and Welling, 2018) are addressed. Posterior collapse problem in variational sequential learning is compensated. In the final part, we spotlight on some future directions for deep language understanding which can handle the challenges of big data, heterogeneous condition and dynamic system. In particular, deep learning, structural learning, temporal and spatial modeling, long history representation and stochastic learning are emphasized. Slides of this tutorial are available at (http://chien.cm.nctu.edu.tw/home/acl-tutorial). 
