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Abstract
In this paper a ﬁnite element method involving Petrov-Galerkin method with quintic B-splines as basis functions and septic B-
splines as weight functions has been developed to solve a general ninth order boundary value problem with a particular case of
boundary conditions. The basis functions are redeﬁned into a new set of basis functions which vanish on the boundary where the
Dirichlet, the Neumann and second order derivative type of boundary conditions are prescribed. The weight functions are also
redeﬁned into a new set of weight functions which in number match with the number of redeﬁned basis functions. The proposed
method was applied to solve several examples of linear and nonlinear ninth order boundary value problems. The obtained numerical
results were found to be in good agreement with the exact solutions available in the literature.
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1. Introduction
In this paper, we consider a general ninth order linear boundary value problem
a0(x)y(9)(x) + a1(x)y(8)(x) + a2(x)y(7)(x) + a3(x)y(6)(x) + a4(x)y(5)(x) + a5(x)y(4)(x)
+ a6(x)y′′′(x) + a7(x)y′′(x) + a8(x)y′(x) + a9(x)y(x) = b(x), c < x < d (1)
subject to boundary conditions
y(c) = A0, y(d) = C0, y′(c) = A1, y′(d) = C1,
y′′(c) = A2, y′′(d) = C2, y′′′(c) = A3, y′′′(d) = C3, y(4)(c) = A4 (2)
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where A0, C0, A1, C1, A2, C2, A3, C3, A4 are ﬁnite real constants and a0(x), a1(x), a2(x), a3(x), a4(x), a5(x), a6(x),
a7(x), a8(x), a9(x) and b(x) are all continuous functions deﬁned on the interval [c, d].
The ninth-order boundary value problems are known to arise in the study of astrophysics, hydrodynamic and
hydro magnetic stability [1]. A class of characteristic-value problems of higher order (as higher as twenty four) is
known to arise in hydrodynamic and hydro magnetic stability [1]. The existence and uniqueness of the solution for
these types of problems have been discussed in [2]. Finding the analytical solutions of such type of boundary value
problems in general is not possible. Over the years, many researchers have worked on ninth-order boundary value
problems by using diﬀerent methods for numerical solutions. The various numerical methods are considered in the
literature such as ﬁnite diﬀerence scheme [3], modiﬁed Adomian decomposition method Wazwaz [4], diﬀerential
transformation method [5], homotopy perturbation method [6,7], modiﬁed variational method [8], Semi-Analytic
technique [9], Galerkin method [10], spectral collocation method [11]. So far, ninth order boundary value problems
have not been solved by using Petrov-Galerkin method with quintic B-splines as basis functions and septic B-splines
as weight functions. This motivated us to solve a ninth order boundary value problem by Pertrov-Galerkin method
with quintic B-splines as basis functions and septic B-splines as weight functions.
In this paper, we try to present a simple ﬁnite element method which involves Petrov-Gelerkin approach with
quintic B-splines as basis functions and septic B-splines as weight functions to solve a general ninth order boundary
value problem of the type (1)-(2). This paper is organized as follows. Section 2 deals with the justiﬁcation for
using Petrov-Galerkin Method. In Section 3, a description of Petrov-Galerkin method with quintic B-splines as basis
functions and septic B-splines as weight functions is explained. In particular we ﬁrst introduce the concept of quintic
B-splines, septic B-splines in the form of deﬁning them and followed by the proposed method with the speciﬁed
boundary conditions. In Section 4, the procedure to solve the nodal parameters has been presented. In section 5,
the proposed method is tested on several linear and nonlinear boundary value problems. The solution to a nonlinear
problem has been obtained as the limit of a sequence of solution of linear problems generated by the quasilinearization
technique [12]. Finally, in the last section, the conclusions are presented.
2. Justiﬁcation for using Petrov-Galerkin Method
In Finite Element Method (FEM) the approximate solution can be written as a linear combination of basis functions
which constitute a basis for the approximation space under consideration. FEM involves variational methods like
Rayleigh Ritz method, Galerkin method, Least Squares method, Petrov-Galerkin method and Collocation method etc.
In Petrov-Galerkin method, the residual of approximation is made orthogonal to the weight functions. When we use
Petrov-Galerkin method, a weak form of approximation solution for a given diﬀerential equation exists and is unique
under appropriate conditions [13,14] irrespective of properties of a given diﬀerential operator. Further, a weak solution
also tends to a classical solution of given diﬀerential equation, provided suﬃcient attention is given to the boundary
conditions [15]. That means the basis functions should vanish on the boundary where the Dirichlet type of boundary
conditions are prescribed and also the number of weight functions should match with the number of basis functions.
Hence in this paper we employed the use of Petrov-Galerkin method with quintic B-splines as basis functions and
septic B-splines as weight functions to approximate the solution of ninth order boundary value problem.
3. Description of the method
Deﬁnition of quintic B-splines and septic B-splines:
The quintic B-splines and septic B-splines are deﬁned in [16–18]. The existence of quintic spline interpolate S (x)
to a function in a closed interval [c, d] for spaced knots (need not be evenly spaced) of a partition c = x0 < x1 < x2 <
.... < xn−1 < xn = d is established by construction it. The construction of S (x) is done with the help of the quintic
B-splines. Introduce ten additional knots x−5, x−4, x−3, x−2, x−1, xn+1, xn+2, xn+3, xn+4 and xn+5 in such a way that
x−5 < x−4 < x−3 < x−2 < x−1 < x0 and xn < xn+1 < xn+2 < xn+3 < xn+4 < xn+5.
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Now the quintic B-splines Bi(x)′s are deﬁned by
Bi(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
i+3∑
r=i−3
(xr − x)5+
π
′ (xr)
, for x ∈ [xi−3, xi+3]
0, otherwise
where (xr − x)5+ =
⎧⎪⎪⎨⎪⎪⎩
(xr − x)5, for xr ≥ x
0, for xr ≤ x
and π(x) =
i+3∏
r=i−3
(x − xr)
where {B−2(x), B−1(x), B0(x), B1(x), . . .,Bn−1(x), Bn(x), Bn+1(x), Bn+2(x)} forms a basis for the space S 5(π) of quintic
polynomial splines. Schoenberg [18] has proved that quintic B-splines are the unique nonzero splines of smallest
compact support with the knots at
x−5 < x−4 < x−3 < x−2 < x−1 < x0 < x1 < . . . < xn < xn+1 < xn+2 < xn+3 < xn+4 < xn+5.
In a similar analogue septic B-splines S i(x)′s are deﬁned by
S i(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
i+4∑
r=i−4
(xr − x)7+
π
′ (xr)
, for x ∈ [xi−4, xi+4]
0, otherwise
where (xr − x)7+ =
⎧⎪⎪⎨⎪⎪⎩
(xr − x)7, for xr ≥ x
0, for xr ≤ x
and π(x) =
i+4∏
r=i−4
(x − xr)
where {S −3(x), S −2(x), S −1(x), S 0(x), S 1(x),. . ., S n−1(x), S n(x), S n+1(x),S n+2(x), S n+3(x)} forms a basis for the space
S 7(π) of septic polynomial splines with the introduction of four more additional knots x−7, x−6, xn+6, xn+7 to the al-
ready existing knots x−5 to xn+5. Schoenberg [18] has proved that septic B-splines are the unique nonzero splines of
smallest compact support with the knots at
x−7 < x−6 < x−5 < x−4 < x−3 < x−2 < x−1 < x0 < x1 < . . .
< xn < xn+1 < xn+2 < xn+3 < xn+4 < xn+5 < xn+6 < xn+7.
Description of proposed method with speciﬁed boundary conditions:
To solve the boundary value problem (1) subject to boundary conditions (2) by the Petrov-Galerkin method with
quintic B-splines as basis functions and septic B-splines as weight functions, we deﬁne the approximation for y(x) as
y(x) =
n+2∑
j=−2
α jB j(x) (3)
where α j’s are the nodal parameters to be determined and Bj(x)’s are quintic B-spline basis functions. In Petrov-
Galerkin method the basis functions should vanish on the boundary where the Dirichlet type of boundary conditions
are speciﬁed. In the set of quintic B-splines {B−2(x), B−1(x), B0(x), B1(x), B2(x),. . .,Bn−1(x), Bn(x), Bn+1(x), Bn+2(x)},
the basis functions B−2(x), B−1(x), B0(x), B1(x), B2(x), Bn−2(x), Bn−1(x), Bn(x), Bn+1(x), and Bn+2(x) do not vanish
at one of the boundary points. So, there is a necessity of redeﬁning the basis functions into a new set of basis
functions which vanish on the boundary where the Dirichlet type of boundary conditions are speciﬁed. When the
chosen approximation satisﬁes the prescribed boundary conditions or most of the boundary conditions, it gives better
approximation results. In view of this, the basis functions are redeﬁned into a new set of basis functions which
vanish on the boundary where the Dirichlet, the Neumann and second order derivative type of boundary conditions
are prescribed. The procedure for redeﬁning of the basis functions is as follows.
Using the deﬁnition of quintic B-splines, the Dirichlet, the Neumann and second order derivative boundary condi-
tion of (2), we get the approximate solution at the boundary points as
A0 = y(c) = y(x0) =
2∑
j=−2
α jB j(x0), C0 = y(d) = y(xn) =
n+2∑
j=n−2
α jB j(xn) (4)
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A1 = y′(c) = y′(x0) =
2∑
j=−2
α jB′j(x0), C1 = y
′(d) = y′(xn) =
n+2∑
j=n−2
α jB′j(xn) (5)
A2 = y′′(c) = y′′(x0) =
2∑
j=−2
α jB′′j (x0), C2 = y
′′(d) = y′′(xn) =
n+2∑
j=n−2
α jB′′j (xn) (6)
Eliminating α−2, α−1, α0, αn, αn+1 and αn+2 from the equations (3) to (6), we get the approximation for y(x) as
y(x) = w(x) +
n−1∑
j=1
α jR j(x) (7)
where
w(x) = w2(x) +
A2 − w′′2 (x0)
Q′′0 (x0)
Q0(x) +
C2 − w′′2 (xn)
Q′′n (xn)
Qn(x) (8)
w2(x) = w1(x) +
A1 − w′1(x0)
P′−1(x0)
P−1(x) +
C1 − w′1(xn)
P′n+1(xn)
Pn+1(x) (9)
w1(x) =
A0
B−2(x0)
B−2(x) +
C0
Bn+2(xn)
Bn+2(x) (10)
Rj(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Qj(x) −
Q′′j (x0)
Q′′0 (x0)
Q0(x), j = 1, 2
Qj(x), j = 3, 4, . . . , n − 3
Qj(x) −
Q′′j (xn)
Q′′n (xn)
Qn(x), j = n − 1, n
(11)
Qj(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Pj(x) −
P′j(x0)
P′−1(x0)
P−1(x), j = 0, 1, 2
Pj(x), j = 3, 4, . . . , n − 3
Pj(x) −
P′j(xn)
P′n+1(xn)
Pn+1(x), j = n − 2, n − 1, n
(12)
Pj(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Bj(x) − Bj(x0)B−2(x0)B−2(x), j = −1, 0, 1, 2
Bj(x), j = 3, 4, . . . , n − 3
Bj(x) − Bj(xn)Bn+2(xn)Bn+2(x), j = n − 2, n − 1, n, n + 1
(13)
The new set of basis functions in the approximation y(x) is { Rj(x), j = 1, 2, . . . , n−1}. Here w(x) takes care of given
set of Dirichlet, Neumann and second order type of boundary conditions and Rj(x)′s and its ﬁrst and second order
derivatives vanish on the boundary. In Petrov-Galerkin method, the number of basis functions in the approximation
should match with the number of weight functions. Here the number of basis functions in the approximation is n-1,
where as the number of weight functions is n+7. So, there is a need to redeﬁne the weight functions into a new set of
weight functions which in number match with the number of basis functions. The procedure for redeﬁning the weight
functions is as follows:
Let us write the approximation for v(x) as
v(x) =
n+3∑
j=−3
β jS j(x) (14)
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where S j(x)’s are septic B-splines and here we assume that above approximation v(x) satisﬁes corresponding homo-
geneous boundary conditions of the Dirichlet, Neumann, second order derivative and third order derivative type of
boundary conditions given in (2). That means v(x) deﬁned in (14) satisﬁes the conditions
v(c) = 0, v(d) = 0, v′(c) = 0, v′(d) = 0, v′′(c) = 0, v′′(d) = 0, v′′′(c) = 0, v′′′(d) = 0 (15)
Applying the boundary conditions (15) to (14), we get the approximate solution at the boundary points as
v(c) = v(x0) =
3∑
j=−3
β jS j(x0) = 0, v(d) = v(xn) =
n+3∑
j=n−3
β jS j(xn) = 0 (16)
v′(c) = v′(x0) =
3∑
j=−3
β jS ′j(x0) = 0, v
′(d) = v′(xn) =
n+3∑
j=n−3
β jS ′j(xn) = 0 (17)
v′′(c) = v′′(x0) =
3∑
j=−3
β jS ′′j (x0) = 0, v
′′(d) = v′′(xn) =
n+3∑
j=n−3
β jS ′′j (xn) = 0 (18)
v′′′(c) = v′′′(x0) =
3∑
j=−3
β jS ′′′j (x0) = 0, v
′′′(d) = v′′′(xn) =
n+3∑
j=n−3
β jS ′′′j (xn) = 0 (19)
Eliminating β−3, β−2, β−1, β0, βn, βn+1, βn+2 and βn+3 from the equations (14) and (16) to (19), we get the approxi-
mation for v(x) as
v(x) =
n−1∑
j=1
β jVˆ j(x) (20)
where
Vˆ j(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Vj(x) −
V
′′′
j (x0)
V ′′′0 (x0)
V0(x), j = 1, 2, 3
Vj(x), j = 4, 5, . . . , n − 4
Vj(x) −
V
′′′
j (xn)
V ′′′n (xn)
Vn(x), j = n − 3, n − 2, n − 1
(21)
Vj(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Uj(x) −
U
′′
j (x0)
U ′′−1(x0)
U−1(x), j = 0, 1, 2, 3
Uj(x), j = 4, 5, . . . , n − 4
Uj(x) −
U
′′
j (xn)
U ′′n+1(xn)
Un+1(x), j = n − 3, n − 2, n − 1, n
(22)
Uj(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
T j(x) −
T
′
j(x0)
T ′−2(x0)
T−2(x), j = −1, 0, 1, 2, 3
T j(x), j = 4, 5, . . . , n − 4
T j(x) −
T
′
j(xn)
T ′n+2(xn)
Tn+2(x), j = n − 3, n − 2, n − 1, n, n + 1
(23)
T j(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
S j(x) − S j(x0)S −3(x0)S −3(x), j = −2,−1, 0, 1, 2, 3
S j(x), j = 4, 5, . . . , n − 4
S j(x) − S j(xn)S n+3(xn)S n+3(x), j = n − 3, n − 2, n − 1, n, n + 1, n + 2
(24)
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Now the new set of weight functions for the approximation v(x) is { Vˆ j(x), j = 1, 2, . . . , n − 1}. Here Vˆ j(x)’s and its
ﬁrst, second and third order derivatives vanish on the boundary.
Applying Petrov-Galerkin method to (1) with the new set of basis functions { Rj(x), j = 1, 2, . . . , n − 1} and the
new set of weight functions { Vˆ j(x), j = 1, 2, . . . , n − 1}, we get
∫ xn
x0
[
a0(x)y(9)(x) + a1(x)y(8)(x) + a2(x)y(7)(x) + a3(x)y(6)(x) + a4(x)y(5)(x) + a5(x)y(4)(x) + a6(x)y′′′(x)
+ a7(x)y′′(x) + a8(x)y′(x) + a9(x)y(x)
]
Vˆi(x) dx =
∫ xn
x0
b(x)Vˆi(x) dx for i = 1, 2, . . . , n − 1. (25)
Integrating by parts the ﬁrst ﬁve terms on the left hand side of (25), applying the boundary conditions prescribed
in (2), using the approximation for y(x) given in (7) and after rearranging the terms for resulting equations, we get a
system of equations in the matrix form as
Aα = B (26)
where A = [ai j]; B = [bi];
ai j =
∫ xn
x0
{[
d4
dx4
[
a1(x)Vˆi(x)
]
+ a5(x)Vˆi(x)
]
R(4)j (x) +
[
d6
dx6
[
a0(x)Vˆi(x)
]
+
d4
dx4
[
a2(x)Vˆi(x)
]
+ a6(x)Vˆi(x)
]
R
′′′
j (x)
+
[
d4
dx4
[
a3(x)Vˆi(x)
]
+ a7(x)Vˆi(x)
]
R
′′
j (x) +
[
d4
dx4
[
a4(x)Vˆi(x)
]
+ a8(x)Vˆi(x)
]
R
′
j(x) + a9(x)Vˆi(x)Rj(x)
}
dx
+
d4
dx4
[
a0(x)Vˆi(x)
]
xn
R(4)j (xn) for i = 1, 2, . . . , n − 1, j = 1, 2, . . . , n − 1 (27)
bi =
∫ xn
x0
{
b(x)Vˆi(x) −
{[
d4
dx4
[
a1(x)Vˆi(x)
]
+ a5(x)Vˆi(x)
]
w(4)(x)
+
[
d6
dx6
[
a0(x)Vˆi(x)
]
+
d4
dx4
[
a2(x)Vˆi(x)
]
+ a6(x)Vˆi(x)
]
w′′′(x)
+
[
d4
dx4
[
a3(x)Vˆi(x)
]
+ a7(x)Vˆi(x)
]
w
′′
(x) +
[
d4
dx4
[
a4(x)Vˆi(x)
]
+ a8(x)Vˆi(x)
]
w
′
(x) + a9(x)Vˆi(x)Rj(x)
}}
dx
− d
4
dx4
[
a0(x)Vˆi(x)
]
xn
w(4)(xn) +
d4
dx4
[
a0(x)Vˆi(x)
]
x0
A4 +
d5
dx5
[
a0(x)Vˆi(x)
]
xn
C3 − d
5
dx5
[
a0(x)Vˆi(x)
]
x0
A3
for i = 1, 2, . . . , n − 1 (28)
and α = [α1 α2 . . . αn−1]T .
4. Procedure to ﬁnd the solution for nodal parameters
A typical integral element in the matrix A is
∑n−1
m=0 Im where Im =
∫ xm+1
xm
vi(x)r j(x)Z(x) dx, r j(x) is the quintic
B-spline basis function or its derivatives, vi(x) is the septic B-spline weight function or its derivatives. It may be noted
that Im = 0 if (x j−3, x j+3) ∩ (xi−4, xi+4) ∩ (xm, xm+1) = ∅. To evaluate each Im, we employed 7-point Gauss-Legendre
quadrature formula. Thus the stiﬀmatrix A is a thirteen diagonal band matrix. The nodal parameter vector α has been
obtained from the system Aα = B using the band matrix solution package. We have used FORTRAN-90 program to
solve the boundary value problems (1) − (2) by the proposed method.
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5. Numerical Results
To demonstrate the applicability of the proposed method for solving the ninth order boundary value problems of
the type (1) and (2), we considered two linear and two nonlinear boundary value problems. The obtained numerical
results for each problem are presented in tabular forms and compared with the exact solutions available in the litera-
ture.
Example 1: Consider the linear boundary value problem
y(9) + y(7) + xy(4) + y′′′ + sinx y′ + y = 5xsinx − cosx + x2cosx − xsin2x + sinxcosx + xcosx, 0 < x < 1 (29)
subject to y(0) = 0, y(1) = cos1, y′(0) = 1, y′(1) = cos1 − sin1, y′′(0) = 0,
y′′(1) = −2sin1 − cos1, y′′′(0) = −3, y′′′(1) = −3cos1 + sin1, y(4)(0) = 0.
The exact solution for the above problem is y = xcosx.
The proposed method is tested on this problem where the domain [0, 1] is divided into 10 equal subintervals. The ob-
tained numerical results for this problem are given in Table 1. The maximum absolute error obtained by the proposed
method is 2.324581 × 10−6.
Example 2: Consider the nonlinear boundary value problem
y(9) + eyy′′′ + y′y = (1 + ee
x
+ ex)ex, 0 < x < 1 (30)
subject to y(0) = 1, y(1) = e, y′(0) = 1, y′(1) = e, y′′(0) = 1, y′′(1) = e, y′′′(0) = 1, y′′′(1) = e, y(4)(0) = 1.
The exact solution for the above problem is y = ex.
The nonlinear boundary value problem (30) is converted into a sequence of linear boundary value problems generated
by quasilinearization technique [12] as
y(9)(n+1) + e
y(n)y′′′(n+1) + y(n)y
′
(n+1) + (y
′′′
(n)e
y(n) + y′(n))y(n+1) = (1 + e
ex + ex)ex + (y′′′(n)e
y(n) + y′(n))y(n), n = 0, 1, 2, ... (31)
subject to subject to y(n+1)(0) = 1, y(n+1)(1) = e, y′(n+1)(0) = 1,
y′(n+1)(1) = e, y
′′
(n+1)(0) = 1, y
′′
(n+1)(1) = e, y
′′′
(n+1)(0) = 1, y
′′′
(n+1)(1) = e, y
(4)
(n+1)(0) = 1.
Here y(n+1) is the (n + 1)th approximation for y(x). The domain [0, 1] is divided into 10 equal subintervals and the
proposed method is applied to the sequence of linear problems (31) . The obtained numerical results for this problem
are presented in Table 2. The maximum absolute error obtained by the proposed method is 1.716614 × 10−5.
Example 3: Consider the nonlinear boundary value problem
y(9) − y′y2 = cos3x, 0 < x < 1 (32)
subject to y(0) = 0, y(1) = sin1, y′(0) = 1, y′(1) = cos1, y′′(0) = 0, y′′(1) = −sin1,
y′′′(0) = −1, y′′′(1) = −cos1, y(4)(0) = 0.
The exact solution for the above problem is y = sinx.
The nonlinear boundary value problem (32) is converted into a sequence of linear boundary value problems generated
by quasilinearization technique [12] as
y(9)(n+1) − y2(n)y′(n+1) − 2y(n)y′(n)y(n+1) = cos3x − 2y2(n)y′(n) n = 0, 1, 2, ... (33)
subject to y(n+1)(0) = 0, y(n+1)(1) = sin1, y′(n+1)(0) = 1, y
′
(n+1)(1) = cos1,
y′′(n+1)(0) = 0, y
′′
(n+1)(1) = −sin1, y′′′(n+1)(0) = −1, y′′′(n+1)(1) = −cos1, y(4)(n+1)(0) = 0.
Here y(n+1) is the (n + 1)th approximation for y(x). The domain [0, 1] is divided into 10 equal subintervals and the
proposed method is applied to the sequence of linear problems (33) . The obtained numerical results for this problem
are presented in Table 3. The maximum absolute error obtained by the proposed method is 5.662441 × 10−6.
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Table 1. Numerical results for Example 1
x Absolute error by
proposed method
0.1 2.458692E-07
0.2 7.003546E-07
0.3 1.430511E-06
0.4 2.324581E-06
0.5 1.668930E-06
0.6 2.086163E-07
0.7 1.430511E-06
0.8 1.609325E-06
0.9 1.072884E-06
Table 2. Numerical results for Example 2
x Absolute error by
proposed method
0.1 1.788139E-06
0.2 5.960464E-06
0.3 1.072884E-05
0.4 1.573563E-05
0.5 9.894371E-06
0.6 3.457069E-06
0.7 1.525879E-05
0.8 1.716614E-05
0.9 1.120567E-05
Table 3. Numerical results for Example 3
x Absolute error by
proposed method
0.1 1.862645E-07
0.2 7.301569E-07
0.3 9.834766E-07
0.4 1.221895E-06
0.5 8.344650E-07
0.6 3.874302E-06
0.7 5.662441E-06
0.8 4.887581E-06
0.9 2.861023E-06
6. Conclusions
In this paper, we have employed a Petrov-Galerkin method with quintic B-splines as basis functions and septic
B-splines as weight functions to solve ninth order boundary value problems with special case of boundary conditions.
The quintic B-spline basis set has been redeﬁned into a new set of basis functions which vanish on the boundary
where the Dirichlet, the Neumann and second order derivative type of boundary conditions are prescribed. The septic
B-splines are redeﬁned into a new set of weight functions which in number match the number of redeﬁned set of
basis functions. The solution to a nonlinear problem has been obtained as the limit of a sequence of solution of linear
problems generated by the quasilinearization technique [12]. The proposed method has been tested on one linear and
two nonlinear ninth order boundary value problems. The numerical results obtained by the proposed method are in
good agreement with the exact solutions available in the literature. The strength of the proposed method lies in its
easy applicability, accurate and eﬃcient to solve ninth order boundary value problems.
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