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 In this article a fully automated machine-vision technique for the detection 
and segmentation of mesenteric cysts in computed tomography (CT) images 
of the abdominal space is presented. The proposed technique involves 
clustering, filtering, morphological operations and evaluation processes to 
detect and segment mesenteric cysts in the abdomen regardless of their 
texture variation and location with respect to other surrounding abdominal 
organs. The technique is comprised of various processing phases, which 
include K-means clustering, iterative Gaussian filtering, and an evaluation of 
the segmented regions using area-normalized histograms and Euclidean 
distances. The technique was tested using 65 different abdominal CT scan 
images. The results showed that the technique was able to detect and segment 
mesenteric cysts and achieved 99.31%, 98.44%, 99.84%, 98.86% and 
99.63% for precision, recall, specificity, dice score coefficient and accuracy 
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1. INTRODUCTION  
Mesenteric cysts are mostly, benign intra-abdominal tumors with probability of one occurrence in 
every 250,000 hospital admission cases [1], while malignant mesenteric cysts represent less than 3% of cases 
[2]. Mesenteric cysts are usually located in the mesentery but they may spread to the retro-peritoneum. They 
can appear in any part within the mesentery of the gastrointestinal tract from duodenum to rectum. The 
majority of cysts occur in the small bowl mesentery, compared to few occurrences in the large bowl 
mesentery and retroperitoneum [3]. The sizes of mesenteric cysts vary from very small in the range of 
millimeters to very large mimicking tubercular ascites [4]. The cause of these cysts are not yet known but 
there are many theories about their development [5]. The pathological symptoms of the development of 
mesenteric cysts are non-specific; they can cause pain in 82% of cases; nausea and vomiting in 45% of cases; 
constipation in 27% of cases; and diarrhea in 6% of cases. They can also cause other complications such as 
spillage of infective fluid, volvulus, and obstruction [6]. Most of these cysts are discovered accidentally when 
a patient is undergoing medical check-up for other health problems such as small-bowel obstruction, 
appendicitis, or diverticulitis. Also, in some patients, the cyst is diagnosed when it grows in size to the extent 
of causing visible enlargement of the abdomen causing discomfort and pain. The usual treatment of a 
mesenteric cyst is a complete excision in order to avoid recurrence and possible development to malignant 
transformations. Some cases may require bowel resection if the cyst is very close to bowel structures or 
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contain blood vessels that are linked to the bowel. Since the only effective treatment of the mesenteric cysts 
is surgical operation, early noninvasive detection and localization of these cysts may prevent further 
complications associated with surgical excision when they become large. Various automated segmentation 
techniques for detecting specific abnormalities and lesions in the abdomen using CT scan images were 
discussed in the literature. A technique that is based on the texture analysis of the region of interest within the 
image was presented by Heimann et al [7]. Graph cuts that use shape enhancement constraints combined 
with level set techniques were used for CT scan image segmentation by incorporating likelihood energy to 
approximate the density distribution of the target area and background [8]. Various techniques that use 
Sigmoid edge modeling and machine learning that combine SVM, watershed, and scattered data 
approximation algorithms were presented by various researchers [9]. Nonparametric intensity distribution 
estimation and a hidden Markov measure field model were also proposed [10]. Deep convolutional neural 
networks (DCNN) techniques were proposed to achieve computer vision tasks such as image segmentation, 
classification, and recognition [11]. These techniques extract important features (weights and biases) 
convoluted with various objects in the image. Advanced forms of CNN segmentation based on fully 
convolutional neural networks FCN were proposed by Chen et al [12]. A combination of CNN and FCNs 
techniques were also suggested for medical image analysis [13]. 
 
 
2. RESEARCH METHOD  
Figure 1 shows a block diagram of the proposed technique. The first step in the technique is 
applying K-means clustering using N clusters. K-means clustering aims to partition any data set  
X=x1,…,xn, xn ϵ 𝑅𝑑 into M subsets C1,..,Cn such that the sum of the squared Euclidean distances are 
optimized between each data point xi and the centroid mk (cluster center) of the subset Ck that contains xi 
[14]. The clusters are determined by minimizing the sum of the errors given by (1): 
 
𝐸(𝑚1, . . , 𝑚𝑀) = ∑ ∑ 𝐼(𝑥𝑖𝜖𝐶𝑘)|𝑥𝑖 − 𝑚𝑘|
2              𝑀𝑘=1
𝑁
𝑖=1  (1) 
 





Figure 1. Block diagram of the proposed technique 
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The purpose of the initial clustering is to eliminate the bright regions that most likely do not 
represent the cyst. Eliminating the bright regions is done based on sorting the N clusters by the histogram 
peak index value and selecting the cluster that has the highest histogram peak index. K-means clustering is 
applied again using N clusters in order to exclude the false regions by morphologically selecting the largest 
region from each cluster. N was set to 4 to produce 4 clusters which include a dark cluster, a medium-dark 
cluster, a medium-bright cluster, and a bright cluster. The value of N was set to 4 because mesenteric cysts 
have different average intensity values than other surrounding regions such as the liver and in order to 
expand the segmented regions of the cysts by increasing the number of true positive pixels since the cyst area 
was found to shrink when N becomes greater than 4. Table 1 and Figure 2 show an example of using 
different values of N on three different CT scan images. It can be seen that the maximum number of 
segmented true positive pixels are obtained when N is 4. Since the cyst usually occurs in darker clusters, the 
bright cluster is eliminated from the image. K-means clustering is applied again using N=4 followed by 
Gaussian filtering on the four clusters iteratively while increasing the square root of the variance (σ) in each 
iteration, starting from σ = 1 until there is no significant change is noticed when the value of σ increases as 
shown in the example in Figure 3. Increasing the filter variance will smooth out noise and eliminate all edges 
including phantom edges [15]. The two-dimensional iterative Gaussian filter used is described by (2): 
 






2(𝜎𝑛)2   ,    𝑛 = 1,2,3, …                           (2) 
 
where σ n is the variance of the Gaussian filter at the nth iteration. 
 
 
Table 1. Number of true positive pixels for different values of N (number of clusters) 
 4 clusters 5 clusters 6 clusters 7 clusters 
Case 1 88251 88082 86086 85166 
Case 2 29727 27933 27398 26288 




























Figure 2. Applying K-means clustering using different values of N, (a)-(d) varying the value of N between 4 
and 7 for the first image, (e)-(h) varying the value of N between 4 and 7 for the second image,  
(i)-(l) varying the value of N between 4 and 7 for the third image 
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The false surrounding edges that are attached to each of the possible regions of the cysts are also 
removed by converting the image into binary image and  performing iterative Gaussian filtering process 
using Otsu’s threshold value [16]. The largest region that has the smallest number of non-zero elements is 
selected for further processing. In order to maximize the removal of false surrounding edges, the Gaussian 
iterative process and binary conversion were repeated on the resultant largest regions using small threshold 
value rather than Otsu’s in order to focus on the central significant regions. In order to expand the region of 
the possible cyst area, region growing was applied using the center index point as a seed point [17]. The 
validity of the mesenteric cyst assessment is determined by finding the area normalized histograms and the 
euclidean distance values. Area normalized histograms are obtained for the resultant medium-bright and 
medium-dark regions. The region with a histogram that has the shortest dominant peak index is selected as 
the cyst. In addition, the euclidean distance of the cyst center index with respect to the horizontal bottom line 
of the image is also calculated. The region is not considered to be a cyst if the value of the euclidean distance 
is very small.  
 
 
   
(a) (b) (c) 
                                      
                            (d)                            (e) 
 
Figure 3. The effect of increasing the value of σ in the iterative Gaussian filtering process 
 
 
Figure 4(a) shows a CT scan image that contains a mesenteric cyst. The first K-means clustering of 
the image is shown in Figure 4(b). Figure 4(c) shows the result of the second K-means clustering after 
eliminating the bright cluster in (a). It can be noticed that the bright regions in the original image were 
completely eliminated as shown in Figures 4(d)-4(g). Figures 4(f)-4(g) contain the internal regions as 
compared with Figures 4(d)-4(e). Iterative Gaussian filter was applied afterwards on all the four clusters 
using both Otsu and small threshold values. This process eliminated the surrounding edges which were 
attached to the cyst and other false regions as shown in Figures 4(h)-4(k). Figure 5 shows the process of 
evaluating the selected medium-dark and medium-bright regions (after applying region growing) based on 
finding the area-normalized histograms and comparing the peak value indices of 5 different CT images. It 
can be noticed for each case, that the true cyst has a lower dominant histogram peak index compared to the 
dominant histogram index of false region as shown in Table 2. Figures 6 and 7 show the process of 
evaluating cyst regions by finding the Euclidean distance value with respect to the horizontal bottom line for 
eight different cases. The regions are discarded in the first four cases because of the small Euclidean distance 
values while the cysts in the remaining four cases are selected. 
 
 
Table 2. Histogram peak evaluation for five mesenteric cysts 
CT Scan 
Image 
True Mesenteric Cyst 
Histogram Peak Index 
False Mesenteric Cyst 
Histogram Peak Index 
Difference 
Image 1 106 138 32 
Image 2 105 129 24 
Image 3 104 127 23 
Image 4 99 126 27 
Image 5 126 163 37 
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(a) (b) (c) (d) 
    
(e) (f) (g) (h) 
                              
                    (i) (j)                     (k) 
 
Figure 4. Applying  K-means clustering and iterative Gaussian filtering on a CT scan image, (a) original CT 
image, (b) applying K-means clustering on the original CT scan image, (c) applying K-means clustering on 
the CT scan image after eliminating the bright cluster from the first clustered image, (d)-(g) four clusters of 
the CT image after eliminating the bright cluster (medium-dark, dark, bright, and medium bright), (h)-(k) 





Figure 5. Histogram evaluation of the resultant segmented regions of interest for 5 cases. The true mesenteric 
cysts have peak indeces around 100, while false mesenteric regions have indeces much higher than the peak 
of their corresponding true mesenteric cyst histograms 
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(a) (b) (c) (d) 
    
(e) (f) (g) (h) 
 
Figure 6. Evaluating the cysts by finding the Euclidean distance value; (a)-(d) segmented regions were not 





Figure 7. Euclidean distance evaluations of the cysts 
 
 
3. RESULTS AND DISCUSSION 
The proposed mesenteric cyst detection and segmentation technique was tested using a PC with Intel 
Core i5-7300U 2.7 GHz and 8 GB of RAM, the code was developed using MATLAB R2015a. The proposed 
technique was tested on 65 different CT scan abdominal images with different views: Transverse (head to 
toe) plane, coronal (front to back) plane, and sagittal (side-to-side) plane. The majority were transverse 
images while the remaining were coronal and sagittal images. Twelve images did not contain mesenteric 
cysts while 53 images contained mesenteric cysts with varying size, shape, location, and intensity values. The 
dataset of images was obtained from [18]-[21]. The novelty of the proposed technique is that it was able to 
detect and segment mesenteric cysts in all the CT scan images without the need to perform training of image 
datasets as in machine learning techniques. Moreover, the proposed technique was able to perform the 
detection and segmentation regardless of the different locations, shapes, sizes, and intensity values of the 
cysts. Figure 8 shows the detection and segmentation results after implementing the proposed technique. The 
technique was also tested on CT scan images that do not contain mesenteric cysts. Figure 9 shows the 
detected false regions in these CT images. These false regions were discarded based on their histogram peak 
indexes and Euclidean distance from the edges. 
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Figure 8. Mesenteric cyst segmentation and localization using the proposed technique in 53 CT scan images 
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7 8 9 10 11 12 
 
Figure 9. The detected false regions after applying the proposed technique on 12 different CT scan images 
without mesenteric cyst 
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The effectiveness of the proposed technique was evaluated by calculating the performance 
measurement parameters for each of the segmented CT scan images. The performance measurement 
parameters used are precision, recall, specificity, dice score coefficient, and accuracy. The calculation of 
these parameters was based on the average values of the true positive (TP), false positive (FP), true negative 
(TN), and false negative (FN) pixels. These four categories of pixels were counted for each CT scan image in 
order to calculate the performance measurement parameters using (3)-(7). Figure 10 shows the dispersion 
plot of the values for precision, recall, specificity, dice score coefficient (DSC), and accuracy. In the figure 
the box plots represent quartile ranges of the scores; whiskers and dots ’.’ indicate outliers; and crosses ’x’ 
indicate the mean values. It can be noted that the mean value of precision is 99.31% while the mean value of 
Recall is 98.44%. And the mean values of specificity, dice score coefficient and accuracy are 99.84% and 
98.86%, 99.63% respectively. It can also be noticed that the proposed technique has high percentages for the 
performance parameters as the mean values of precision, specificity, and accuracy are all above 99.00% 
while the mean values of recall and dice score coefficient are above 98.00%. The maximum and minimum 
values of the performance parameters are: 100.00% and 94.25% for precision, 100.00% and 93.63% for 
Recall, 100.00% and 99.09% for specificity, 99.99% and 96.75% for DSC, 99.99% and 98.30% for accuracy 
respectively. These values indicate that the performance of the proposed technique was satisfactory. The 































Figure 10. Dispersion of the performance parameters scores of the proposed technique  
(precision, recall, specificity, dice score coefficient, and accuracy) 
 
 
The performance of the proposed technique was also compared with other CT scan cyst 
segmentation techniques. The comparison was based on the values for specificity, sensitivity, accuracy, and 
DSC as shown in Tables 3 and 4. It can be noticed that the precision and recall values of the proposed 
technique are 99.31% and 98.44% which are larger than the precision and recall values of both FCNN and 
contourlet techniques by more than 2.75%. The Specificity value of the proposed technique is larger than the 
specificity value of the contourlet technique by more than 1%. The DSC value of the proposed technique is 
98.86% which is larger than the DSC values of the FCNN, Self-learning, and deep supervision techniques by 
more than 11%. 
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Table 3. Comparison between the performance of the proposed technique and other techniques 
Technique Precision Recall Specificity 
FCNN [22] 91% 86% - 
Contourlet [23] 95.45% 95.45% 98.59% 
Proposed 99.31% 98.44% 99.84% 
 
 
Table 4. Comparison between the performance of the proposed technique and other techniques 
Technique DSC Accuracy 
FCNN [22] 87% - 
Self-learning [24] 82.65% - 
Deep supervision [25] 63.44% - 
Proposed 98.86% 99.63% 
 
 
4. CONCLUSION  
In this article, a fully automated technique for detecting, segmenting, and identifying mesenteric 
cysts in CT scan images was developed and tested. The technique consists of K-means clustering, iterative 
Gaussian filtering, and an evaluation process using area-normalized histograms and Euclidean distances. The 
proposed technique was tested on 65 different CT scan images with different views that include transverse, 
coronal, and sagittal planes. The performance of the proposed technique was satisfactory based on the high-
performance parameters achieved for precision (99.31%), recall (98.44%), specificity (99.84%), dice score 
coefficient (98.86%), and accuracy (99.63%). The technique does not require intervention from a user or 
training using datasets as in artificial neural networks and machine learning algorithms. In addition, the 
technique performs effectively under different conditions such as different cyst intensities, locations, and 
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