Abstract-Spatially coupled (SC) interleaving is proposed to improve the performance of iterative multiuser detection and decoding (MUDD) for quasi-static fading multiple-input multiple-output systems. The linear minimum mean-squared error (LMMSE) demodulator is used to reduce the complexity and to avoid error propagation. Furthermore, sliding window MUDD is proposed to circumvent an increase of the decoding latency due to SC interleaving. Theoretical and numerical analyses show that SC interleaving can improve the performance of the iterative LMMSE MUDD for regular low-density parity-check codes.
I. INTRODUCTION

S
PATIAL coupling is a sophisticated technique for boosting the belief-propagation (BP) decoding threshold up to the optimal one [1] . The basic idea of spatially coupled (SC) lowdensity parity-check (LDPC) codes in [1] is as follows: An SC LDPC code is constructed as a chain of L conventional LDPC codes. The point is to introduce an irregular structure at both ends that allows the decoder to attain reliable information at the ends. When the code length M of each section in the chain is sufficiently long, the reliable information can propagate toward the center of the chain regardless of the chain length L. The influence of the irregularity at both ends is negligible when 1 L ( M ). Consequently, the BP-based iterative decoding can achieve the optimal performance.
In this letter, spatial coupling is utilized to improve the performance of BP-based iterative multiuser detection and decoding (MUDD) for quasi-static fading multiple-input multipleoutput (MIMO) systems. One should not confuse the terminology "spatial coupling" with coupling in the physical space. Coupling is actually made in the time domain. Iterative MUDD algorithms based on approximate BP have been proposed in [2] , [3] and analyzed via density evolution in the large-system limit where the numbers of transmit and receive antennas tend to infinity at the same rate [4] . These low-complexity algorithms can achieve excellent decoding performance in the large-system limit compared to noniterative receivers. We propose SC interleaving to improve the performance of iterative MUDD via an improvement of the decoding threshold.
The main contribution of this letter is to incorporate spatial coupling into bit-interleaved coded modulation (BICM), Manuscript instead of encoding. It is possible to combine SC interleaving with any code that allows the decoder to use efficient BP decoding. This compatibility of SC interleaving is suitable for practical systems that use several codes as options.
As related works, it was proposed in [5] - [8] to combine spatial coupling with spread spectrum modulation. The main difference between this letter and the previous works is that practical codes with low decoding complexity are used in this letter, whereas the uncoded case [5] - [7] or the informationtheoretically optimal codes [8] were considered in the previous works. In [8] , the code rate was controlled to avoid the occurrence of error propagation. In this letter, we consider LDPC codes with a fixed rate, and investigate the influence of error propagation in iterative MUDD.
II. SYSTEM MODEL
A. MIMO System
We consider a MIMO system with K transmit antennas and N receive antennas operating over a frequency-flat quasistatic fading channel, shown in Fig. 1 . A binary information stream is encoded with a (d v , d c )-regular LDPC code of code length M [9] . After SC interleaving, which will be presented shortly, the interleaved stream is modulated and divided into K data streams. Gray-mapped quadrature phase shift keying
T ∈ C K } are directly transmitted from K transmit antennas at time t. The corresponding received vector y t ∈ C N is given by
In (1), {n t } denote independent additive white Gaussian noise (AWGN) vectors with covariance N 0 I N . The channel matrix H = (h 1 , . . . , h K ) ∈ C N ×K is assumed to be independent of the time index t and to be known to the receiver. The former assumption, i.e. the assumption of quasi-static fading is consistent with the latter assumption-it is possible for the receiver to estimate the channel matrix by utilizing the known Fig. 2 . SC interleaver for M = 6 and W = 3. π in l and π out l denote a random interleaver and a random constrained interleaver for section l, respectively. training symbols sent from the transmitter. For simplicity, independent and identically distributed (i.i.d.) Rayleigh fading is assumed-the channel matrix H has independent circularly symmetric complex Gaussian (CSCG) random elements with variance 1/K. Note that there may be dependencies between the elements of H in practice.
B. Spatially Coupled Interleaver
We shall define an SC interleaver with section size M , chain length L, and coupling width W . The section size M is equal to the code length of the used code. The overall length of interleaving is M L. The chain is coupled circularly, and each section is connected to (W −1) neighboring sections uniformly and randomly. We impose a constraint under which each data symbol consists of bits in the same codeword, by defining a constrained interleaver of length M that maps consecutive integers {2i, 2i + 1} to consecutive integers {2j, 2j + 1} for i, j ∈ {0, . . . , M/2 − 1}. This constraint simplifies density evolution analysis. Input (respectively output)
corresponds to the (M l + m)th input (respectively output) for the SC interleaver. See Fig. 2 for an example of the SC interleaver. In particular, the SC interleaver with W = 1 reduces to L uncoupled random interleavers.
Definition 1 (SC Interleaver
A known sequence of length (W − 1)M is sent in the first (W −1) sections. In general, the decoder can decode the codewords in sections close to the first sections with smaller error probability than in distant sections. When M is sufficiently large, the reliable information at the first sections may spreads over the whole system. Consequently, it is possible to decode the codewords in distant sections with almost the same error probability as in sections close to the first sections.
III. ITERATIVE MUDD
A. Sliding Window MUDD
SC LDPC codes can be efficiently decoded by sliding window (SW) decoding [10] . We propose SW MUDD to reduce the decoding delay compared to iterative MUDD with parallel scheduling, in which messages are collectively sent to the decoder (respectively demodulator) after estimating the data symbols (respectively codewords) for all sections. In SW 1 MUDD, the codeword at section l is decoded in the order
. .. In the decoding stage for section l, we update log likelihood ratios (LLRs) exchanged through the edges that are connected to the coded bits in section l, shown by the solid edges in Fig. 2 , whereas the other LLRs are fixed to the current values. In each iteration, the demodulator calculates LLRs and sends them to the decoder, which uses the passed LLRs to calculate extrinsic LLRs to be fed back to the demodulator. After convergence or I iterations, the decoder outputs the decoding results, and the SW MUDD proceeds to the next stage. Note that the SW MUDD is suboptimal, since we do not update LLRs passed through the edges that are connected to the following sections.
The extrinsic LLRs passed from the decoder toward the demodulator are calculated by using the conventional sumproduct algorithm with the number of iterations J [9] . The LLRs passed in the opposite direction are updated by using the linear minimum mean-squared error (LMMSE) demodulator, since the optimal demodulator is infeasible in terms of the complexity. In this letter, we refer to iterations in the decoder and in the MUDD as inner and outer iterations, respectively.
B. LMMSE Demodulator
Let L dec k,t ∈ C denote the a priori complex LLR for the data symbol x k,t ∈ C fed back from the decoder in an outer iteration round. The real and imaginary parts of L dec k,t correspond to the LLRs for those of the data symbol, respectively. In the initial outer iteration for the SW scheduling, the a priori LLR is equal to that passed from the decoder in the preceding stage if it exists. Otherwise, the LLR is set to zero. The corresponding a priori probability p(
where a positive LLR implies that [x k,t ] = 1/ √ 2 is more likely. The real part of the meanx k,t with respect to p(
. The a priori probability and mean of [x k,t ] are defined in the same manner. Thus, the a priori variance
We focus on the kth symbol at time t, and shall derive the LMMSE estimation of x k,t based on the extrinsic information {p(x k ,t ) : k = k}. The use of the true a priori probability p(x k ,t ) results in the optimal nonlinear demodulator with high complexity. In order to reduce the complexity, the a priori probabilities p(x k ,t ) for all k = k are approximated by proper complex Gaussian distributions with meanx k ,t and variance (1 − |x k ,t | 2 ) that are equal to those of x k ,t for p(x k ,t ), respectively. On the other hand, p(x k,t ) is approximated by a CSCG distribution with unit variance. These approximations result in the approximate posterior probability density function (pdf) of x k,t given by
In these expressions, Σ k,t is given by
Expression (5) implies that the complex LLR L dem k,t ∈ C for x k,t sent from the LMMSE demodulator to the decoder is given by
of which real and imaginary parts correspond to the LLRs for those of x k,t , respectively. Unless N 0 is zero, soft information about the data symbols, i.e. a finite LLR (9) is fed forward to the decoder. Note that the LMMSE demodulator reduces to the zero-forcing (ZF) demodulator when N 0 in (8) is approximated by a sufficiently small value. Since the second term in (8) is not invertible for N > K −1, the LLR (9) diverges when the ZF demodulator is used. In other words, hard information about the data symbols is sent to the decoder. The hard information may result in error propagation, so that the LMMSE demodulator is used to avoid error propagation in this letter.
IV. DENSITY EVOLUTION
A. Asymptotic Analysis
We follow [4] to present the density evolution of the iterative MUDD in the large-system limit after taking the infinite code length limit M → ∞. In the large-system limit, the numbers of transmit and receive antennas tend to infinity with their ratio α = K/N kept constant. It is known that the large-system analysis can provide a good prediction for the starting location of the so-called waterfall regime.
Let p dec l (L) denote the asymptotic pdf of the real LLRs emitted from the decoder for section l as M → ∞. The pdf p dec l (L) can be analyzed with the Gaussian approximation of the LLRs [9] . Thus, we only present the large-system analysis of the demodulator.
B. LMMSE Demodulator
The analysis of the LMMSE demodulator is based on [11] . We focus on section l, and suppose that {p dec l (L) : l = l, . . . , l + W − 1} have been fed back from the decoder. Let (k, t) denote any couple that corresponds to indices included in section l at the output side of the SC interleaver. It is proved that the LLR (9) sent to the decoder is statistically equivalent to that for the interference-free complex AWGN channel
with x l ∈ C denoting the input symbol for section l. In (10), the noise variance σ 2 l will be defined shortly. The complex LLR L AWGN l ∈ C for the AWGN channel (10) with the uniform a priori probability p(x l ) = 1/|C| is given by
The distribution of the LLR (11) is statistically equivalent to that of the original LLR (9) in the large-system limit, when σ (9) given H, {x k ,t }, and x k,t = x converges in distribution to (11) given x l = x with probability 1 in the large-system limit after taking M → ∞. In evaluating (11) , σ 
with
where the a priori variance σ 2 (L r , L i ) is given by (4) .
Proof: The proof is a straightforward generalization of the methodology in [4] , [11] . See [12] for the details.
The function (13) corresponds to the average power of the interference due to the data symbols associated with the l th codeword. Thus, the interference power tends to zero when the mass of p dec l (L) concentrates at ±∞. This situation occurs when the l th decoder sends the correct hard decision.
Theorem 1 implies that the asymptotic multiuser efficiency (ME) for section l is given by αN 0 /σ 2 l , and that the analysis of the decoder for section l reduces to that of decoder for the LDPC-coded AWGN channel (10) with W signal-to-noise ratio (SNR) levels {1/σ 2 l : l = l − (W − 1) , . . . , l}. This problem can be solved with the Gaussian approximation of the LLRs [9] . See [12] for the details.
V. NUMERICAL RESULTS AND CONCLUDING REMARKS
The performance of the SC interleaving is compared to that of the conventional random interleaving with W = 1. In all numerical results, we used (3, 6)-regular LDPC codes [9] . Figure 3 shows the evolution of the asymptotic ME based on Theorem 1. We used the parallel scheduling in order to clarify the behavior of the iterative MUDD. ME close to one implies that the inter-stream interference has been eliminated. Consequently, the systems can enjoy the interference-free performance. The ME for the conventional interleaving tends to a value distant from one after sufficiently many iterations when SNR 1/N 0 = 2.93 dB. On the other hand, the ME for the SC interleaving can still converge to one for 1/N 0 = 2.47 dB, whereas it cannot for 1/N 0 = 2.46 dB. These observations imply that the decoding threshold is between 2.46 dB and 2.47 dB, which is defined as the minimum SNR such that the ME converges to one after infinite outer iterations. Table I lists the decoding thresholds for the parallel and SW scheduling. The chain length L was set to sufficiently large values to eliminate the influence of the rate loss due to spatial coupling. We find that the SC interleaving with W ≥ 2 can improve the decoding threshold compared to the conventional interleaving with W = 1. Furthermore, the SW scheduling with a decoding delay of O(W ) is slightly inferior to the parallel scheduling with a delay of O(L). This implies that there is a tradeoff between the performance and the delay. Figure 4 shows the average bit error rates (BERs) in decoding for the 16×16 MIMO system. Note that the iterative MUDD converges quickly for the SNR regime above the decoding thresholds, although the maximum numbers of inner and outer iterations were set to 100 and 300, respectively. As a fair comparison between the conventional and SC interleavers in terms of the overall rate, we also plotted the BERs for the case of no channel state information (CSI)-a random training binary sequence of length 16384 was transmitted for the (noniterative) LMMSE channel estimation in the MIMO system with the conventional interleaving. For the SC interleaving, on the other hand, 12.5 % of the sequence was used as the training sequence for spatial coupling, and the remaining sequence was utilized for the LMMSE channel estimation. We find that the SC interleaving can provide performance gains of 0.5 dB and 0.8 dB for the SW and parallel scheduling, respectively, compared to the conventional random interleaving.
