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Abstract
Recent advances in DNA sequencing techniques have made it possible to monitor genomes in
great detail over time. This improvement provides an opportunity for us to study natural selec-
tion based on time serial samples of genomes while accounting for genetic recombination effect
and local linkage information. Such time series genomic data allow for more accurate estimation
of population genetic parameters and hypothesis testing on the recent action of natural selection.
In this work, we develop a novel Bayesian statistical framework for inferring natural selection
at a pair of linked loci by capitalising on the temporal aspect of DNA data with the additional
flexibility of modelling the sampled chromosomes that contain unknown alleles. Our approach
is built on a hidden Markov model where the underlying process is a two-locus Wright-Fisher
diffusion with selection, which enables us to explicitly model genetic recombination and local
linkage. The posterior probability distribution for selection coefficients is computed by applying
the particle marginal Metropolis-Hastings algorithm, which allows us to efficiently calculate the
likelihood. We evaluate the performance of our Bayesian inference procedure through extensive
simulations, showing that our approach can deliver accurate estimates of selection coefficients,
and the addition of genetic recombination and local linkage brings about significant improve-
ment in the inference of natural selection. We also illustrate the utility of our method on real
data with an application to ancient DNA data associated with white spotting patterns in horses.
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1. Introduction1
Natural selection is a fundamental evolutionary process that maintains function and drives2
adaptation, thereby altering patterns of diversity at the genetic level. Methods for detecting and3
quantifying natural selection have important applications such as identifying the genetic basis4
of diseases and understanding the molecular basis of adaptation. There has been a long line5
of theoretical and experimental research devoted to modelling and inferring natural selection,6
and the vast majority of earlier analyses are based on allele frequency data obtained at a single7
time point that requires unrealistic assumptions of ancestral demography and selective regimes8
(see Bank et al., 2014, for a review). With the advances in DNA sequencing technologies, an9
ever-increasing amount of allele frequency data sampled at multiple time points are becoming10
available. Such time series genetic data can arise from experimental evolution (e.g., Burke et al.,11
2010; Orozco-terWengel et al., 2012; Lang et al., 2013; Wiser et al., 2013), viral/phage popula-12
tions (e.g., Wichman et al., 1999, 2005; Holder & Bull, 2001; Bollback & Huelsenbeck, 2007),13
or ancient DNA (aDNA) (e.g., Hummel et al., 2005; Ludwig et al., 2009; Orlando et al., 2013;14
Mathieson et al., 2015). Temporally spaced samples provide much more valuable information15
regarding natural selection since expected changes in allele frequencies over time are closely16
related to the strength of natural selection acting on the population. One can therefore expect17
time series allele frequency data to improve our ability to estimate selection coefficients and test18
hypotheses regarding natural selection.19
There has been a growing literature on the statistical inference of natural selection from time20
series data of allele frequencies over the past decade (e.g., Bollback et al., 2008; Malaspinas21
et al., 2012; Mathieson & McVean, 2013; Steinrücken et al., 2014; Lacerda & Seoighe, 2014;22
Feder et al., 2014; Foll et al., 2014, 2015; Terhorst et al., 2015; Schraiber et al., 2016; Shim23
et al., 2016; Ferrer-Admetlla et al., 2016; Paris et al., 2019; He et al., 2019), reviewed in Bank24
et al. (2014) and Malaspinas (2016). A common method to analysing time series allele frequency25
data is based on the hidden Markov model (HMM) framework of Williamson & Slatkin (1999),26
where the underlying population is assumed to evolve under the Wright-Fisher model introduced27
by Fisher (1922) and Wright (1931), and the observations are modelled through independent28
binomial sampling from the underlying population at each given time point (see Tataru et al.,29
2017, for a review of the statistical inference in the Wright-Fisher model using allele frequency30
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data). However, such approaches can become computationally infeasible for large populations31
because they require a prohibitively large amount of computation and storage for the calculation32
of the likelihood. Most existing HMM-based methods are therefore built on either the diffusion33
approximation of the Wright-Fisher model (e.g., Bollback et al., 2008; Malaspinas et al., 2012;34
Steinrücken et al., 2014; Schraiber et al., 2016; Ferrer-Admetlla et al., 2016; He et al., 2019) or35
the moment-based approximation of the Wright-Fisher model (e.g., Lacerda & Seoighe, 2014;36
Feder et al., 2014; Terhorst et al., 2015; Paris et al., 2019). Such approximations enable efficient37
integration over all possible allele frequency trajectories of the underlying population, thereby38
allowing the likelihood computation to be completed in a reasonable amount of time.39
The recent advent of high-throughput sequencing technologies has made it possible to moni-40
tor genomes in great detail over time. This provides an opportunity for detecting and estimating41
natural selection at multiple linked loci from time series data of allele frequencies while taking42
the process of genetic recombination and the information of local linkage into account. Properly43
accounting for genetic recombination and local linkage can be expected to provide more precise44
estimates for the selection coefficient and more accurate hypothesis testing on the recent action45
of natural selection since genetic recombination may either reinforce or oppose changes in al-46
lele frequencies caused by natural selection according to the levels of linkage disequilibrium (He47
et al., 2020). However, with the exception of Terhorst et al. (2015), all existing methods built on48
the Wright-Fisher model for inferring natural selection from time series allele frequency data are49
limited to either a single locus (e.g., Bollback et al., 2008; Malaspinas et al., 2012; Steinrücken50
et al., 2014; Schraiber et al., 2016; He et al., 2019) or multiple independent loci (e.g., Foll et al.,51
2014, 2015; Shim et al., 2016; Ferrer-Admetlla et al., 2016; Paris et al., 2019), i.e., genetic re-52
combination effect and local linkage information are ignored in these approaches. The exception53
amongst these methods, Terhorst et al. (2015), extended a moment-based approximation of the54
Wright-Fisher model introduced by Feder et al. (2014) to the case of multiple linked loci with55
an application to the pooled sequencing (Pool-Seq) data from evolve-and-resequence (E&R) ex-56
periments, where the allele frequency transition between two consecutive sampling time points57
is modelled deterministically, with added Gaussian noise.58
In the present work, we propose a novel HMM-based method for Bayesian inference of natural59
selection at two linked loci from time series data of allele frequencies while accounting for the60
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process of genetic recombination, thereby incorporating the information on local linkage. Our61
key innovation is that a diffusion approximation to the Wright-Fisher model of the stochastic62
evolutionary dynamics under natural selection at two linked loci is used as the hidden Markov63
process to characterise the changes in the haplotype frequencies of the underlying population64
over time, which enables us to explicitly model genetic recombination and local linkage. The65
diffusion approximation we use in our approach allows us to avoid the restriction that the allele66
frequency trajectory of the underlying population remains far away from allele fixation or loss,67
which was imposed by the Gaussian approximation used in Terhorst et al. (2015). Our posterior68
computation is carried out with the particle marginal Metropolis-Hastings (PMMH) algorithm69
developed by Andrieu et al. (2010), which enables us to efficiently calculate the likelihood. Also,70
our method can handle sampled chromosomes with unknown alleles, which is common in aDNA71
data due to postmortem damage. In addition, our method can be readily extended to model a72
range of complex evolutionary scenarios like non-constant demographic histories.73
We evaluate the performance of our Bayesian inference procedure through extensive simula-74
tions. We show that our method enables efficient and accurate estimation of selection coefficients75
from time series genetic data, regardless of whether sampled chromosomes contain unknown al-76
leles or not. We present two scenarios where existing single-locus methods fail to deliver precise77
estimates for selection coefficients whereas our approach still works well, especially when the78
loci are tightly linked. This shows the efficacy of our method in modelling genetic recombina-79
tion and local linkage. Finally, we apply our Bayesian inference procedure to analyse the aDNA80
data associated with white spotting patterns in horses from Wutke et al. (2016) and find that81
in horses there is no evidence showing that the tobiano pattern is positively selected but strong82
evidence of the sabino pattern being negatively selected.83
2. Materials and Methods84
In this section, we begin with a short review of the Wright-Fisher diffusion for two linked loci85
evolving subject to natural selection over time, and then describe our Bayesian procedure for the86
inference of natural selection at the two linked loci from temporally spaced samples, e.g., how to87
set up the HMM framework and how to compute the posterior probability distribution for the88
population genetic quantities of interest with Markov chain Monte Carlo (MCMC) techniques.89
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2.1. Wright-Fisher diffusion90
Consider a diploid population of randomly mating individuals at two linked loci A and B91
evolving under natural selection according to the two-locus Wright-Fisher model with selection92
(see, e.g., He et al., 2017), for which we assume discrete time and nonoverlapping generations.93
At each locus, there are two possible allele types, labelled A1, A2 and B1, B2, respectively,94
resulting in four possible haplotypes A1B1, A1B2, A2B1 and A2B2, labelled haplotypes 1, 2, 395
and 4, respectively. We attach symbols A1 and B1 to the mutant alleles, which are assumed to96
arise only once in the population and be positively selected once it exists, and we attach symbols97
A2 and B2 to the ancestral alleles, which are assumed to originally exist in the population.98
We incorporate viability selection into the population dynamics and assume that the viability99
is fixed from the time that the mutant allele arises in the population and is only determined by100
the genotype at each single locus. More specifically, we assume that the relative viabilities of101
the sixteen possible (ordered) genotypes at the two loci are determined multiplicatively from the102
relative viabilities at individual loci, and the relative viabilities of the three possible genotypes103
at each single locus, e.g., genotypes A1A1, A1A2 and A2A2 at a given locus A, are taken to be104
1, 1−hAsA and 1− sA, respectively, where sA ∈ [0, 1] is the selection coefficient and hA ∈ [0, 1]105
is the dominance parameter. For example, the relative viability of the A1B2/A2B2 genotype is106
(1 − hAsA)(1 − sB). We let r ∈ [0, 0.5] be the recombination rate of the two loci on the same107
chromosome (i.e., the fraction of recombinant offspring showing a crossover between the two108
loci). We assume that the population size is fixed to be N diploid individuals for all time.109
2.1.1. Two-locus Wright-Fisher diffusion with selection110
We consider a scaling limit of the Wright-Fisher model, where the unit of time is rescaled by111
2N . The scaled selection coefficients αA = 2NsA and αB = 2NsB, and the scaled recombination112
rate ρ = 4Nr are kept constant while the population size N is taken to infinity. As the popu-113
lation size approaches infinity, the haplotype frequency trajectories follow a standard diffusion114
limit of the two-locus Wright-Fisher model with selection (see, e.g., He et al., 2020), called the115
two-locus Wright-Fisher diffusion with selection. The Wright-Fisher diffusion has already been116
successfully applied in the inference of natural selection from allele frequency time series data.117
The partial differential equation (PDE) satisfied by the transition probability density function118
of the Wright-Fisher diffusion was used in e.g., Bollback et al. (2008); Gutenkunst et al. (2009);119
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Steinrücken et al. (2014); He et al. (2019). In this work, as used in e.g., Schraiber et al. (2016),120
we characterise the Wright-Fisher diffusion as the solution of the stochastic differential equation121
(SDE) instead.122
We let Xi(t) denote the frequency of haplotype i in the population at time t for i = 1, 2, 3, 4,123
and be the frequencies of the four possible haplotypes in the population by X(t), which evolves124
in the state space (i.e., a three-simplex)125
ΩX =
{






and satisfies the SDE in the following form126
dX(t) = µ(X(t))dt+ ν(X(t))dW (t), t ≥ t0 (1)
with initial condition X(t0) = x0. In Eq. (1), the drift term µ(x) is a four-dimensional vector127
being128
µ1(x) = αAx1(x3 + x4) [(x1 + x2)hA + (x3 + x4)(1− hA)]




µ2(x) = αAx2(x3 + x4) [(x1 + x2)hA + (x3 + x4)(1− hA)]




µ3(x) = −αAx3(x1 + x2) [(x1 + x2)hA + (x3 + x4)(1− hA)]




µ4(x) = −αAx4(x1 + x2) [(x1 + x2)hA + (x3 + x4)(1− hA)]





the diffusion term ν(x) is a four by three matrix satisfying129
ν(x)ν(x)ᵀ = Σ(x) =

x1(1− x1) −x1x2 −x1x3 −x1x4
−x2x1 x2(1− x2) −x2x3 −x2x4
−x3x1 −x3x2 x3(1− x3) −x3x4




and W (t) is a three-dimensional standard Brownian motion. The term x1x4 − x2x3 in Eq. (2)130
is a measure of the linkage disequilibrium between the A and B loci introduced by Lewontin &131
Kojima (1960), which quantifies the non-random association of the alleles at the two loci.132
2.1.2. Forward-in-time simulation of the Wright-Fisher diffusion133
To obtain a numerical solution of the Wright-Fisher SDE in Eq. (1), we need to compute134
the diffusion term ν(x), which we have to perform at each time step in most existing numerical135
simulation schemes. The diffusion term ν(x) can be analytically derived with the Cholesky de-136
composition (Sato, 1976), which however, explodes at the boundaries. There exist other matrix137
decompositions capable of computing the diffusion term ν(x) such as spectral decomposition,138
which are valid for positive semi-definite matrices, typically at the expense of either additional139
numerical errors and computational costs, or limitations in applicability to the infinitesimal140
covariance matrix Σ(x) of the form in Eq. (3).141
Following He et al. (2020), we reformulate the Wright-Fisher SDE in the following form142
dX(t) = µ(X(t))dt+ σ(X(t))dW (t), t ≥ t0 (4)



























and W (t) is a six-dimensional standard Brownian motion. Combining Eqs. (3) and (5), we have145
σ(x)σ(x)ᵀ = Σ(x) = ν(x)ν(x)ᵀ,


















thus having the same weak solution. This guarantees that we can achieve the solution of the147
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Wright-Fisher SDE of the form in Eq. (1) by numerically solving the Wright-Fisher SDE of the148
form in Eq. (4), which enables us to avoid boundary issues and reduce computational costs.149
There exist a number of numerical simulation schemes for SDE’s (see Kloeden & Platen,150
1992, for an excellent introduction). The numerical approach we adopt in this work is the com-151
monly used Euler-Maruyama scheme, one of the most popular numerical methods for SDE’s in152
practice due to its high efficiency and low complexity. More specifically, we divide each genera-153
tion into L subintervals by setting ∆t = 1/(2NL), and then the Euler-Maruyama approximation154
of the Wright-Fisher diffusion can be formulated as155




for i = 1, 2, 3, 4, where ∆Wj(t) = Wj(t+ ∆t)−Wj(t) are independent and normally distributed156
with mean 0 and variance ∆t for j = 1, 2, . . . , 6. The Euler-Maruyama scheme is numerically157
stable and strongly consistent (see, e.g., Kloeden & Platen, 1992), and the convergence of the158
Euler-Maruyama approximation of the Wright-Fisher diffusion is guaranteed by Zhang (2006).159
2.2. Bayesian inference of natural selection160
Suppose that the available data are always sampled from the underlying population at a161
finite number of distinct time points, say t1 < t2 < . . . < tK , where the time is measured in units162
of 2N generations to be consistent with the timescale of the Wright-Fisher diffusion. At the163








k ) denote the counts of mutant164
alleles and ancestral alleles observed at loci A and B in the sample of nk chromosomes drawn165
from the underlying population, respectively. The population genetic quantities of interest in166
this work are the scaled selection coefficients αA and αB, the dominance parameters hA and167
hB, and the scaled recombination rate ρ, which are denoted by ϑ = (αA, hA, αB, hB, ρ).168
2.2.1. Hidden Markov model169
Similar to Bollback et al. (2008), the underlying population is assumed to evolve according170
to the two-locus Wright-Fisher diffusion with selection in our HMM framework, and the ob-171
servations are modelled as independent samples drawn from the underlying population at each172
sampling time point (see Figure 1 for the graphical representation of our HMM framework).173
To compute the posterior probability distribution p(ϑ | u1:K ,v1:K), we condition and integrate174
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over all possible haplotype frequency trajectories of the underlying population at each sampling175
time point. More specifically, we let x1:K = {x1,x2, . . . ,xK} denote the haplotype frequency176
trajectories of the underlying population at the sampling time points t1:K . The posterior prob-177
ability distribution for the population genetic quantities of interest can then be written down178
as179






p(ϑ,x1:K | u1:K ,v1:K) dx1:K , (6)
where180
p(ϑ,x1:K | u1:K ,v1:K) ∝ p(ϑ)p(x1:K | ϑ)p(u1:K ,v1:K | x1:K). (7)
In Eq. (7), p(ϑ) is the prior probability distribution for the population genetic quantities of181
interest and can be taken to be a uniform prior over the parameter space if prior knowledge182
is poor, p(x1:K | ϑ) is the probability distribution for the haplotype frequency trajectories183
of the underlying population at the sampling time points t1:K , and p(u1:K ,v1:K | x1:K) is the184
conditional probability for the observations at the sampling time points t1:K given the haplotype185
frequency trajectories of the underlying population.186
X(t1) X(t2) · · · X(tK)
U(t1),V (t1) U(t2),V (t2) U(tK),V (tK)
Figure 1: Graphical representation of the HMM framework for time series data of allele frequencies.
Since the Wright-Fisher diffusion is shown to be a Markov process, the probability distribu-187
tion for the haplotype frequency trajectories of the underlying population at the sampling time188
points t1:K can be decomposed as189




where p(x1 | ϑ) is the prior probability distribution for the haplotype frequencies of the underly-190
ing population at the initial sampling time point and can be taken to be a uniform prior over the191
state space ΩX , known as the flat Dirichlet distribution, if prior knowledge is poor. The term192
in the product above, p(xk+1 | xk;ϑ), is the transition probability density of the Wright-Fisher193
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diffusion between two consecutive sampling time points for k = 1, 2, . . . ,K − 1, which can be194
obtained by numerically solving the Kolmogorov backward equation (or its adjoint) associated195
with the Wright-Fisher diffusion. However, this requires a fine enough discretisation of the state196
space ΩX , if a finite difference method is used, and strongly depends on the underlying popula-197
tion genetic parameters (Ragsdale & Gutenkunst, 2017). In addition, numerically solving such198
a PDE in three dimensions for our posterior computation is computationally challenging and199
prohibitively expensive. We therefore resort to an ‘exact-approximate’ Monte Carlo procedure200
(Andrieu & Vihola, 2016) in this work that only involves simulating the Wright-Fisher SDE in201
the form of Eq. (4), as a tractable alternative.202
Given the haplotype frequency trajectories of the underlying population, the observations203
at each sampling time point are independent of one another, which means that204




where p(uk,vk | xk) is the conditional probability for the observations at the k-th sampling time205
point given the haplotype frequency trajectories of the underlying population for k = 1, 2, . . . ,K.206
To calculate the emission probability p(uk,vk | xk), we let zk = (z1,k, z2,k, z3,k, z4,k) denote the207
counts of the A1B1, A1B2, A2B1 and A2B2 haplotypes in the sample at the k-th sampling time208
point, which are usually unobserved (see Figure 2 for the graphical representation of our HMM209
framework incorporating the additional level of sampling noise). We then have210
p(uk,vk | xk) =
∑
zk∈ΩZk




zk ∈ N4 :
4∑
i=1
zi,k = nk, u
A
k ≤ z1,k + z2,k ≤ nk − vAk , uBk ≤ z1,k + z3,k ≤ nk − vBk
}
.
Conditional on the haplotype frequency trajectories of the underlying population at the k-th212
sampling time point, the haplotype counts of the sample can be modelled through multinomial213
sampling from the underlying population with sample size nk. We can then formulate the first214
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X(t1) X(t2) · · · X(tK)
Z(t1) Z(t2) Z(tK)
U(t1),V (t1) U(t2),V (t2) U(tK),V (tK)
Figure 2: Graphical representation of the HMM framework for time series data of allele frequencies incorporating
the additional level of sampling noise caused by the unobserved haplotype counts of the sample.
term in the summation of Eq. (8) as215








The second term in the summation of Eq. (8) can be decomposed as216
p(uk,vk | zk) = p(uAk , vAk | zk)p(uBk , vBk | zk). (10)
Let φ denote the probability that a sampled chromosome at a single locus is of unknown type,217
which we assume to be identical for all loci. We therefore have218
p(uAk , v
A
k | zk) = b(uAk ; z1,k + z2,k, 1− φ)b(vAk ; z3,k + z4,k, 1− φ) (11)
p(uBk , v
B






The probability that the sampled chromosome at a single locus is of unknown type is usually220


















2.2.2. Particle marginal Metropolis-Hastings222
To compute the marginal posterior p(ϑ | u1:K ,v1:K), we resort to MCMC techniques since223
the posterior probability distribution in Eq. (6) is unavailable in a closed form. A Metropolis-224
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Hastings (MH) scheme can be devised to explore the population genetic quantities of interest225
with a fairly arbitrary proposal probability distribution, e.g., a random walk proposal, where226
a sample of new candidates of the parameters ϑ? is drawn from the proposal q(ϑ? | ϑ) and is227




p(u1:K ,v1:K | ϑ?)




Our problem reduces to the calculation of the intractable marginal likelihood p(u1:K ,v1:K | ϑ)229
in Eq. (15), which can be formulated as230






p(x1:K | ϑ)p(u1:K ,v1:K | x1:K) dx1:K
and achieved with a Monte Carlo (MC) estimate (Beaumont, 2003; Andrieu & Roberts, 2009).231
This pseudo-marginal MCMC algorithm exploits the fact that the MC estimate of the marginal232
likelihood p(u1:K ,v1:K | ϑ) is unbiased (or has a constant bias independent of the parameters233
ϑ) and targets the marginal posterior p(ϑ | u1:K ,v1:K).234
We adopt a closely related approach developed by Andrieu et al. (2010), which obtains an235
unbiased sequential Monte Carlo (SMC) estimate of the marginal likelihood p(u1:K ,v1:K | ϑ)236
and targets the joint posterior p(ϑ,x1:K | u1:K ,v1:K). This method is called particle marginal237
Metropolis-Hastings (PMMH) and permits a joint update of the population genetic quantities238
of interest and the latent population haplotype frequency trajectories. The co-estimation of the239
haplotype frequency trajectories of the underlying population is interesting in its own right, but240
our interest here lies only in the population genetic parameters. We therefore employ a special241
case of the PMMH algorithm in this work, where we do not generate and store the haplotype242
frequency trajectories of the underlying population in the state of the Markov chain. Full details243
about the PMMH algorithm can be found in Andrieu et al. (2010). Fearnhead & Künsch (2018)244
provided a review of MC methods for estimating parameters in the HMM based on the particle245
filter.246
In our Bayesian inference procedure, the implementation of the PMMH algorithm requires247
the SMC estimate of the marginal likelihood p(u1:K ,v1:K | ϑ). This can be achieved by the boot-248
strap particle filter introduced by Gordon et al. (1993) in the following manner. For the sampling249
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time point t1, we first generate a sample of M particles, denoted by x
1:M
1 = {x11,x21, . . . ,xM1 },250
from the prior p(x1 | ϑ) and assign each particle xm1 a weight given by251
wm1 = p(u1,v1 | xm1 )
for m = 1, 2, . . . ,M , where the superscript m denotes the particle label. We then calculate the252
SMC estimate of the marginal likelihood for the observations u1 and v1 by253






and resample M times with replacement from the sample of particles x1:M1 with the probabil-254




1 . We repeat the following steps for the255
sampling time points t2:K :256
Step 1: Generate each particle xmk by simulating the Wright-Fisher diffusion X(t) on the time257
interval [tk−1, tk] starting at the frequency X(tk−1) = x
m
k−1 with the Euler-Maruyama258
scheme for m = 1, 2, . . . ,M .259
Step 2: Assign each particle xmk a weight given by260
wmk = p(uk,vk | xmk )
for m = 1, 2, . . . ,M .261
Step 3: Calculate the SMC estimate of the marginal likelihood for the observations u1:k and262
v1:k by263






Step 4: Resample M times with replacement from the sample of particles x1:Mk with the prob-264





Our Bayesian inference procedure then consists in the followings. We first generate a sample266
of initial candidates of the parameters ϑ from the prior p(ϑ) and then run a bootstrap particle267
filter with the proposed parameters ϑ to obtain the SMC estimate of the marginal likelihood268
p̂(u1:K ,v1:K | ϑ). We repeat the following steps until a sufficient number of the samples of the269
parameters ϑ have been obtained:270
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Step 1: Generate a sample of new candidates of the parameters ϑ? from the proposal q(ϑ? | ϑ).271
Step 2: Run a bootstrap particle filter with the proposed parameters ϑ? to obtain the SMC272
estimate of the marginal likelihood p̂(u1:K ,v1:K | ϑ?).273




p̂(u1:K ,v1:K | ϑ?)




Once enough samples of the parameters ϑ have been obtained, we can get the minimum mean275
square error (MMSE) estimates for the population genetic quantities of interest, defined by276
ϑ̂ = E [ϑ | u1:K ,v1:K ] =
∫
ϑp(ϑ | u1:K ,v1:K) dϑ.
Alternatively, using nonparametric density estimation techniques (see Izenman, 1991, for a277
review), we can compute the posterior p(ϑ | u1:K ,v1:K) with the samples of the parameters ϑ278
and achieve the maximum a posteriori probability (MAP) estimates for the population genetic279
quantities of interest, defined by280
ϑ̂ = arg max
ϑ
p(ϑ | u1:K ,v1:K).
2.3. Data availability281
The authors state that all data necessary for confirming the conclusions of this work are282
represented fully within the article. Source code implementing the approach described in this283
work is available at https://github.com/zhangyi-he/WFM-2L-DiffusApprox-FwdPMMH. Sup-284
plemental material available at FigShare: https://doi.org/10.25386/genetics.12821585.285
3. Results286
In this section, we show how our Bayesian inference method performs on simulated datasets287
with known population genetic parameter values, including a scenario where sampled chromo-288
somes contain unknown alleles. We also present two examples to show the improvement in the289
inference of natural selection by explicitly modelling genetic recombination and local linkage.290
Finally, we apply our approach to the aDNA data associated with horse white spotting patterns291
from previous studies of Ludwig et al. (2009), Pruvost et al. (2011) and Wutke et al. (2016).292
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3.1. Analysis of simulated data293
We run forward-in-time simulations of the two-locus Wright-Fisher model with selection and294
evaluate the performance of our approach on these replicate simulations by examining the bias295
and the root mean square error (RMSE) of our Bayesian estimates. In what follows, we take296
the dominance parameters to be hA = 0.5 and hB = 0.5 (i.e., the heterozygous fitness is the297
arithmetic average of the homozygous fitness, called genic selection) and choose a population298
size of N = 5000 unless otherwise noted. In principle, however, the conclusions hold for any299
other values of the dominance parameters hA, hB ∈ [0, 1] and the population size N ∈ N.300
For each simulated dataset, given the values of the population genetic parameters ϑ and the301
initial population haplotype frequencies x0, we simulate the haplotype frequency trajectories of302
the underlying population according to the two-locus Wright-Fisher model with selection. After303
obtaining the simulated population haplotype frequency trajectories, we draw the unobserved304
sample haplotype counts independently at each sampling time point according to the multino-305
mial distribution in Eq. (9) first and then we generate the observed sample mutant allele counts306
and ancestral allele counts with Eqs. (10)-(13).307
3.1.1. Power to infer natural selection308
We vary the selection coefficients with sA ∈ {0.003, 0.01} and sB ∈ {0, 0.002, 0.008}, and the309
recombination rate with r ∈ {0.00001, 0.01} in our simulation studies. We perform 100 replicates310
for each of the 12 possible combinations of the selection coefficients and the recombination rate.311
For each replicate, we set the initial population haplotype frequencies x0 = (0.04, 0.08, 0.08, 0.8)312
and simulate the haplotype frequency trajectories of the underlying population according to the313
two-locus Wright-Fisher model with selection. We sample 50 chromosomes from the underlying314
population at every 50 generations throughout 500 generations.315
We choose a uniform prior over the interval [−1, 1] for the selection coefficients sA and sB,316
and a flat Dirichlet prior for the initial population haplotype frequencies x0 in our Bayesian317
inference method. We divide each generation into 5 subintervals in the Euler-Maruyama scheme318
and run the PMMH algorithm with 1500 particles and 10000 iterations. We discard the initial319
2000 iterations as the burn-in period and then thin the remaining PMMH output by selecting320
every fourth value.321
The resulting boxplots of the empirical studies are shown in Figure 3 for the allele frequency322
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datasets generated without missing values (φ = 0 in Eqs. (11) and (12)) and Figure 4 for323
the allele frequency datasets generated with missing values (φ = 0.02 in Eqs. (11) and (12)),324
respectively. In the two figures, the tips of the whiskers denote the 2.5%-quantile and the 97.5%-325
quantile, and the boxes represent the first and third quartile with the median in the middle. As326
can be seen from the boxplot results, our estimates for the selection coefficients at both loci show327
little bias across different parameter ranges, no matter whether sampled chromosomes contain328
unknown alleles or not, although one can discern a slight bias for small selection coefficients.329
With the increase of the selection coefficients, our estimates for the selection coefficients become330
more accurate. See the bias and the RMSE of the resulting MMSE estimates in Supplemental331
Material, Tables S1 and S2.332
For each combination of the selection coefficients and the recombination rate, we calculate333
the proportion of the 95% highest posterior density (HPD) intervals that include the true values,334
shown in the bottom left corner of each boxplot in Figures 3 and 4. On average, 92.00% of the335
runs result in the true values of the selection coefficients being within the 95% HPD intervals336
for the simulated datasets without missing values, 93.33% for tightly linked loci and 90.67% for337
loosely linked loci. For simulated datasets with 2% missing values, 92.08% of the runs result338
in the true values of the selection coefficients being within the 95% HPD intervals, i.e., 93.33%339
for tightly linked loci and 90.83% for loosely linked loci. We can see that small recombination340
rates can lead to better results for both loci.341
In Figure 5, we illustrate the resulting boxplots of the empirical studies where the simulated342
data is given as haplotype frequencies (instead of allele frequencies in Figures 3 and 4). Com-343
pared to the estimates from allele frequency data, our estimates from haplotype frequency data344
are closer to their true values with smaller variances, especially for tightly linked loci. On aver-345
age, 92.50% of the runs result in the true values of the selection coefficients being within their346
95% HPD intervals on average, with 93.67% for tightly linked loci and 91.33% for loosely linked347
loci. The bias and the RMSE of the resulting MMSE estimates are summarised in Supplemental348
Material, Table S3. This improvement in the performance of our estimates is to be expected349
as all else being equal haplotype frequency data contain more information than allele frequency350
data. The complex interplay between the four haplotypes in the sample can be directly observed351
in haplotype frequency data but only partially observed in allele frequency data.352
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Figure 3: Empirical distributions of the MMSE estimates for 100 allele frequency datasets (without missing
values) simulated with the initial population haplotype frequencies x0 = (0.04, 0.08, 0.08, 0.8) and the dominance
parameters hA = 0.5 and hB = 0.5 for the case of (a) tightly linked loci with the recombination rate r = 0.00001
and (b) loosely linked loci with the recombination rate r = 0.01. The p value in the bottom left corner indicates
the proportion of the runs where the true values of the selection coefficients both fall within their 95% HPD
intervals.
However, as illustrated in Figure 5, our estimates are still slightly biased for small selection353
coefficients. This may be caused by the initial population frequencies of the haplotypes that354
contain mutant alleles being close to 0 in our simulated data. In such a situation, the population355
frequency trajectories of these haplotypes will be, with high probability, near 0 during the356
sampling period for small selection coefficients (see Supplemental Material, Figures S1 and S2).357
This can cause a number of simulated datasets to have sample counts 0 for the haplotypes that358
contain mutant alleles, especially when the selection coefficients are small. Such datasets contain359
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Figure 4: Empirical distributions of the MMSE estimates for 100 allele frequency datasets (with 2% missing
values) simulated with the initial population haplotype frequencies x0 = (0.04, 0.08, 0.08, 0.8) and the dominance
parameters hA = 0.5 and hB = 0.5 for the case of (a) tightly linked loci with the recombination rate r = 0.00001
and (b) loosely linked loci with the recombination rate r = 0.01. The p value in the bottom left corner indicates
the proportion of the runs where the true values of the selection coefficients both fall within their 95% HPD
intervals.
little information on the underlying selection coefficients. As can be observed from Figure 6,360
the bias can be almost completely eliminated for all combinations of the selection coefficients361
and the recombination rate if the starting population frequencies of the haplotypes that contain362
mutant alleles are taken to be intermediate values like x0 = (0.1, 0.2, 0.3, 0.4). The bias and the363
RMSE of the resulting MMSE estimates are summarised in Supplemental Material, Table S4.364
The haplotype frequency trajectories of the underlying population for the haplotype frequency365
datasets simulated with the initial population haplotype frequencies x0 = (0.1, 0.2, 0.3, 0.4) can366
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Figure 5: Empirical distributions of the MMSE estimates for 100 haplotype frequency datasets simulated with
the initial population haplotype frequencies x0 = (0.04, 0.08, 0.08, 0.8) and the dominance parameters hA = 0.5
and hB = 0.5 for the case of (a) tightly linked loci with the recombination rate r = 0.00001 and (b) loosely linked
loci with the recombination rate r = 0.01. The p value in the bottom left corner indicates the proportion of the
runs where the true values of the selection coefficients both fall within their 95% HPD intervals.
be found in Supplemental Material, Figures S3 and S4. We also assess the performance of our367
method for the case that a new mutation arose in the population (at frequency 1/(2N)) at t = 0368
when the neighbouring mutation became established. See Supplemental Material, Figure S5 and369
Table S5 for boxplots of the resulting MMSE estimates with their bias and RMSE, which show370
that our approach can still produce precise estimates of the selection coefficients in this case.371
It should be noticed that in this case we condition the mutant alleles at both loci to survive372
until the most recent sampling time point and sample 50 chromosomes from the underlying373
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population at every 120 generations throughout 1200 generations so that a significant number374
of the realisations of the haplotype frequency trajectories of the underlying population can375
capture a significant proportion of the selective sweep.376
Figure 6: Empirical distributions of the MMSE estimates for 100 haplotype frequency datasets simulated with
the initial population haplotype frequencies x0 = (0.1, 0.2, 0.3, 0.4) and the dominance parameters hA = 0.5 and
hB = 0.5 for the case of (a) tightly linked loci with the recombination rate r = 0.00001 and (b) loosely linked
loci with the recombination rate r = 0.01. The p value in the bottom left corner indicates the proportion of the
runs where the true values of the selection coefficients both fall within their 95% HPD intervals.
In summary, our Bayesian inference procedure can deliver accurate estimates of the selection377
coefficients based on time series data of allele frequencies across different parameter ranges,378
regardless of whether sampled chromosomes contain unknown alleles or not. We also generate379
datasets with other selection schemes, e.g., the dominance parameters hA = 0 and hB = 1. The380
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resulting boxplots of the simulation studies are shown in Supplemental Material, Figure S6, with381
the bias and the RMSE of the resulting MMSE estimates summarised in Supplemental Material,382
Table S6. In addition to MMSE estimates, we present the bias and the RMSE of MAP estimates383
(see Supplemental Material, Tables S7-S12), which display very similar characteristics to the384
MMSE estimates. The boxplots for MAP estimates show little bias, with the upper and lower385
quartiles of the MAP estimates being similar to those of the MMSE estimates (see Supplemental386
Material, Figures S7-S12).387
3.1.2. Improvement from modelling genetic recombination and local linkage388
In the case where a pair of loci are both suspected to be subject to natural selection, one can389
still use a single-locus method to each locus to estimate selection coefficient. To our knowledge,390
there has been a considerable amount of work on the statistical inference of natural selection at391
a single locus from time series data of allele frequencies (e.g., Bollback et al., 2008; Malaspinas392
et al., 2012; Steinrücken et al., 2014; Schraiber et al., 2016; Ferrer-Admetlla et al., 2016; He393
et al., 2019). However, using a single-locus approach may lead to inaccurate estimates of the394
selection coefficients when the two loci are linked (He et al., 2020). In the case of tightly linked395
loci, modelling genetic recombination and local linkage becomes necessary, thus our two-locus396
method is far more desirable. Below we illustrate with two examples of tightly linked loci with397
the recombination rate r = 0.00001. We simulate the haplotype frequency trajectories of the398
underlying population through the two-locus Wright-Fisher model with selection and draw 200399
chromosomes from the underlying population at generations 0, 100, 200, 300, 400 and 500.400
In the first example, we consider a positively selected locus A tightly linked with a selectively401
neutral locus B, where we set the selection coefficients sA = 0.01 and sB = 0, respectively. We402
take the initial haplotype frequencies of the underlying population to be x0 = (0.2, 0.1, 0.3, 0.4).403
The mutant allele frequency trajectories of the sample are shown in Figure 7a. The posterior404
probability distributions obtained through our single-locus approach, described in Supplemental405
Material, File S3, are shown in Figure 7b, and the posterior probability distributions achieved406
with our two-locus method, described in Section 2.2, are shown in Figure 7c. Bayesian estimates407
of the selection coefficients sA and sB are summarised in Table 1.408
One can observe that with a single-locus method, the estimate for the selection coefficient sA409
is reasonably accurate, but the estimate for the selection coefficient sB is off by a large amount.410
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Figure 7: A comparison of the performance differences of the single-locus method and the two-locus method on
the simulated dataset of a positively selected locus tightly linked with a selectively neutral locus. (a) Sample
mutant allele frequency trajectories. (b) Posteriors obtained with a single-locus method. (c) Posteriors obtained
with a two-locus method. (d) Population mutant allele frequency trajectories. (e) Population haplotype frequency
trajectories.
The true value for the selection coefficient sB is 0, but the single-locus approach produces an411
estimate of roughly 0.005 and a 95% HPD interval that only encompasses positive values, which412
is strong evidence for the presence of positive selection. In comparison, the estimates for both413
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single-locus method two-locus method
selection coefficient sA
MAP (×10−2) 1.160 0.989
MMSE (×10−2) 1.127 1.148
95% HPD (×10−2) [0.722, 1.566] [0.652, 1.630]
selection coefficient sB
MAP (×10−2) 0.465 0.214
MMSE (×10−2) 0.496 0.253
95% HPD (×10−2) [0.080, 0.916] [−0.495, 1.123]
Table 1: A comparison of the Bayesian estimates obtained by using the single-locus method and the two-locus
method from the simulated dataset of a positively selected locus tightly linked with a selectively neutral locus.
of the selection coefficients sA and sB are fairly accurate with the two-locus method.414
To understand the poor performance of the single-locus method in this example, we plot the415
mutant allele frequency trajectories of the underlying population in Figure 7d and the haplotype416
frequency trajectories of the underlying population in Figure 7e. The increase in the frequency417
of the B1 allele with time, despite it having a selection coefficient of 0, is caused by the A1B1418
haplotype, which has a selection coefficient of 0.01. This compensates for the decrease in the419
frequency of the A2B1 haplotype, resulting in an increasing trajectory for the B1 allele, albeit420
with a slower rate of increase than the A1 allele. With the two-locus approach, however, the421
interplay between all four haplotypes are taken into account and it produces accurate estimates422
for both of the selection coefficients sA and sB.423
In the second example, we consider two positively selected and tightly linked loci A and B,424
where we take the selection coefficients to be sA = 0.01 and sB = 0.005, respectively, and set425
the initial haplotype frequencies of the underlying population to be x0 = (0.05, 0.05, 0.7, 0.2).426
The results are illustrated in Figure 8 and summarised in Table 2. In this example, with the427
single-locus method, the estimate for the selection coefficient sA is reasonably accurate, but the428
estimate for the selection coefficient sB is off by a large amount, i.e., its true value lies outside429
the 95% HPD interval. In fact, although the B1 allele is favoured by natural selection with a430
selection coefficient of 0.005, the resulting estimate for the selection coefficient sB is roughly431
−0.0015 with a 95% HPD interval that includes the value 0, which implies no strong evidence for432
natural selection. In comparison, the two-locus method again produces fairly accurate estimates433
for both of the selection coefficients sA and sB.434
As shown in Figure 8, the frequency of the A1 allele increases with time due to the increase in435
the frequencies of the A1B1 and A1B2 haplotypes, which are the two most selected haplotypes,436
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Figure 8: A comparison of the performance differences of the single-locus method and the two-locus method on
the simulated dataset of a pair of positively selected and tightly linked loci. (a) Sample mutant allele frequency
trajectories. (b) Posteriors obtained with a single-locus method. (c) Posteriors obtained with a two-locus method.
(d) Population mutant allele frequency trajectories. (e) Population haplotype frequency trajectories.
with the selection coefficients of 0.015 and 0.01, respectively. The B1 allele is made up of the437
A1B1 and A2B1 haplotypes, with the selection coefficients of 0.01 and 0.005, respectively, which438
are the second and third most selected haplotypes. As a result of their initial conditions and439
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single-locus method two-locus method
selection coefficient sA
MAP (×10−2) 0.811 0.879
MMSE (×10−2) 0.789 0.966
95% HPD (×10−2) [0.338, 1.290] [0.412, 1.673]
selection coefficient sB
MAP (×10−2) −0.176 0.219
MMSE (×10−2) −0.148 0.267
95% HPD (×10−2) [−0.560, 0.271] [−0.433, 0.958]
Table 2: A comparison of the Bayesian estimates obtained by using the single-locus method and the two-locus
method from the simulated dataset of a pair of positively selected and tightly linked loci.
selection coefficients, the frequency of the B1 allele roughly holds constant in time, since it is440
somewhat out-competed by the A1 allele. Viewing the trajectory of the B1 allele in isolation441
does not give strong evidence that it is selectively advantageous, which results in an estimate of442
roughly 0 in its selection coefficient through the single-locus approach. Moreover, even the 95%443
HPD interval for the single-locus method does not include the true selection coefficient of 0.005444
for the B1 allele. Using the two-locus approach, we are again able to obtain accurate estimates445
for both of the selection coefficients sA and sB.446
In these two examples, we choose a uniform prior over the interval [−1, 1] for the selection447
coefficients, and we select a flat Dirichlet prior for the initial population haplotype frequencies448
in the two-locus method and a uniform prior over the interval [0, 1] for the initial population449
allele frequency in the single-locus method, respectively. Other settings in the Euler-Maruyama450
scheme and the PMMH algorithm are the same as we applied in the empirical studies in Sec-451
tion 3.1.1. Compared to existing single-locus approaches, our two-locus method explicitly in-452
corporates the effect of genetic recombination and the information of local linkage through the453
two-locus Wright-Fisher diffusion with selection. Indeed, the dynamics of the two-locus Wright-454
Fisher diffusion with selection can demonstrate complex and unpredictable behaviour (see, e.g.,455
Yu & Etheridge, 2010; Cuthbertson et al., 2012), which can result in inaccurate estimates of456
the selection coefficients if one simply employs a single-locus approach. In contrast, applying457
our two-locus method can yield precise estimates of the selection coefficients at both loci.458
3.2. Analysis of real data459
We apply our Bayesian inference method to real data by re-analysing time serial samples460
of segregating alleles of the equine homologue of proto-oncogene c-kit (KIT ). These data come461
from previous studies of Ludwig et al. (2009), Pruvost et al. (2011) and Wutke et al. (2016), and462
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the sample information and genotyping results for all successfully typed horses can be found in463
Wutke et al. (2016), which are summarised in Table 3. The KIT gene in horses resides on the464
long arm of chromosome 3 and lies in two intervals associated with white spotting patterns, one465
in the intron 13 which codes for tobiano (KIT13 ), with the other in intron 16 which codes for466
sabino (KIT16 ). At the KIT13 locus, the ancestral allele is designated KM0, while the mutant467
allele, associated with the tobiano pattern and acting as dominant (Brooks et al., 2007), is468
designated KM1. The tobiano pattern is characterised by depigmented patches of skin and469
associated hair that often cross the dorsal midline and cover the legs. At the KIT16 locus, the470
ancestral allele is designated sb1, while the mutant allele associated with the sabino pattern471
and acting as semi-dominant (Brooks & Bailey, 2005), is designated SB1. The sabino pattern472
is characterised by irregularly bordered white patches of skin and associated hair that begin at473
the extremities and face and may extend up to the belly and midsection.474
KIT13 KIT16
sample time sample size KM0 /KM1 sb1 /SB1
17146 22 22/0 22/0
7029 14 14/0 14/0
5472 48 45/3 44/2
4442 24 24/0 24/0
3916 28 28/0 28/0
3352 56 53/3 52/4
2624 30 26/4 24/0
2330 14 11/3 12/0
1134 100 77/3 86/0
Table 3: Time serial ancient horse samples of segregating alleles at the KIT13 and KIT16 loci. The unit of the
sampling time is the year before present (BP).
We set the dominance parameters h = 0 for KIT13 as the KM1 allele is dominant, and475
h = 0.5 for KIT16 as the SB1 allele is semi-dominant. Following Der Sarkissian et al. (2015),476
we take the population size to be N = 16000 and the average length of a generation of horse to477
be 8 years, the same as in Schraiber et al. (2016). As can be seen in Table 3, there are various478
sampling time points when the sequencing of the aDNA material yielded a number of unknown479
alleles at loci KIT13 and/or KIT16. We show all possible mutant allele frequency trajectories480
of the sample at the KIT13 and KIT16 loci in Figure 9. Neither mutant allele was found in the481
first two samples dated 17146 and 7029 years BP. Indeed, both sabino and tobiano patterns are482
only present in domestic horses (Wutke et al., 2016). We assume that both mutant alleles, KM1483
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and SB1, arose after the domestication of the horse, which is thought to have started in the484
Eurasian Steppes around 5500 years BP (Outram et al., 2009). We therefore discard the first485
two samples from our analysis in this section, but for completeness, in Supplemental Material,486
Figures S13-S18, we also present the results of the inference when these two samples are taken487
into account.488
Figure 9: Potential changes in the mutant allele frequencies of the sample over time at loci (a) KIT13 and (b)
KIT16. Ancient horse samples were taken at generations -2144, -879, -684, -556, -490, -419, -328, -292 and -142.
As a result of the low quality of the KIT dataset, it becomes difficult to intuit whether either489
or both mutant alleles at the KIT13 and KIT16 loci are selected by simply inspecting the mutant490
allele frequency trajectories of the sample. Using our two-locus Bayesian inference procedure,491
described in Section 2.2, we jointly estimate the selection coefficients for the mutant alleles at492
the KIT13 and KIT16 loci under the case that sampled chromosomes contain variants with493
unknown alleles. For the recombination rate, we choose three average rates of recombination,494
5× 10−9, 1× 10−8 and 5× 10−8 crossovers/bp, as suggested in Dumont & Payseur (2008), and495
multiply them by the genetic distance 4688 bp to get the recombination rates between the KIT13496
and KIT16 loci. All settings in the Euler-Maruyama scheme and the PMMH algorithm are the497
same as we applied in the previous section. The resulting posterior probability distributions are498
shown in Figure 10, and the MAP and MMSE estimates, as well as the 95% HPD intervals, are499
summarised in Table 4.500
As can be found in Table 4, the MMSE estimates with different values of the recombination501
rate are essentially unchanged, while the MAP estimates vary a bit more than the MMSE502
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Figure 10: Posterior probability distributions for KIT13 and KIT16 obtained by using the two-locus method
from the samples dated from 5472 years BP (the third sampling time point) with the population size of 16000
and the average rate of recombination (a) 5 × 10−9 crossovers/bp, (b) 1 × 10−8 crossovers/bp and (c) 5 × 10−8
crossovers/bp.
estimates. This may be caused by the way we achieve our MAP estimates, where the posterior503
probability distribution is approximated through the two-dimensional kernel density estimation504
with an axis-aligned bivariate normal kernel (Venables & Ripley, 2002). Therefore, the MAP505
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recombination rate MAP (×10−2) MMSE (×10−2) 95% HPD (×10−2)
KIT13
0.234× 10−4 0.079 0.056 [−0.268, 0.476]
0.469× 10−4 -0.021 0.037 [−0.292, 0.451]
2.340× 10−4 0.036 0.040 [−0.283, 0.447]
KIT16
0.234× 10−4 -1.238 -1.175 [−2.316, 0.250]
0.469× 10−4 -1.076 -1.187 [−2.407, 0.007]
2.340× 10−4 -1.001 -1.152 [−2.283, 0.002]
Table 4: MAP and MMSE estimates, as well as the 95% HPD intervals, for KIT13 and KIT16 obtained by
using the two-locus method from the samples dated from 5472 years BP (the third sampling time point) with
the population size of 16000.
estimates may depend on the number of the iterations of the PMMH. The resulting Bayesian506
estimates of the selection coefficients suggest that the KM1 allele at the KIT13 locus is weakly507
positively selected whereas the SB1 allele at the KIT16 locus is strongly negatively selected,508
but the 95% HPD intervals for both selection coefficients include the value 0. For the KIT13509
locus, the posterior probability for positive selection is 0.564, not strong evidence for the KM1510
allele at the KIT13 locus being positively selected. However, for the KIT16 locus, the posterior511
probability for negative selection is 0.982, strong evidence to support the SB1 allele at the512
KIT16 locus being negatively selected. This conclusion is further confirmed with the estimates513
obtained with different values of the population size (i.e., N = 8000 and N = 32000), which514
can be found in Supplemental Material, Figures S19 and S20.515
We also used our single-locus Bayesian inference procedure, described in Supplemental Ma-516
terial, File S3, to independently estimate the selection coefficients for the mutant alleles at the517
KIT13 and KIT16 loci under the case that sampled chromosomes contain unknown alleles. All518
settings in the Euler-Maruyama scheme and the PMMH algorithm are the same as we applied in519
the previous section. The resulting posterior probability distributions are shown in Figure 11,520
and the MAP and MMSE estimates, as well as the 95% HPD intervals, are summarised in521
Table 5. The resulting Bayesian estimates of the selection coefficients suggest that the KM1522
allele at the KIT13 locus is weakly selectively advantageous whereas the SB1 allele at the523
KIT16 locus is weakly selectively deleterious. However, as illustrated in Figure 5, the posterior524
probability distributions for the KIT13 and KIT16 loci are both roughly symmetric about 0.525
This indicates that there is no evidence to support the KM1 allele at the KIT13 locus or the526
SB1 allele at the KIT16 locus being selected, which is consistent with the findings of Ludwig527
et al. (2009) obtained by using the approach of Bollback et al. (2008). Compared to the results528
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shown in Figure 10 and Table 4, we fail to tease apart negative selection at the KIT16 locus529
without considering genetic recombination effect and local linkage information. We present an530
example that mimics the KIT13 and KIT16 loci, i.e., a negatively selected locus tightly linked531
with a selectively neutral locus, which shows similar results to those using the real dataset (see532
Supplemental Material, Figure S21 and Table S13).533
Figure 11: Posterior probability distributions for (a) KIT13 and (b) KIT16 obtained by using the single-locus
method from the samples dated from 5472 years BP (the third sampling time point) with the population size of
16000.
MAP (×10−2) MMSE (×10−2) 95% HPD (×10−2)
KIT13 0.006 0.005 [−0.363, 0.362]
KIT16 -0.023 -0.024 [−0.713, 0.590]
Table 5: MAP and MMSE estimates, as well as the 95% HPD intervals, for KIT13 and KIT16 obtained by using
the single-locus method from the samples dated from 5472 years BP (the third sampling time point) with the
population size of 16000.
3.3. Computational issues534
In the PMMH algorithm, it is desirable to generate a large number of particles in the boot-535
strap particle filter to yield an accurate estimate of the marginal likelihood p(u1:K ,v1:K | ϑ).536
However, this can be computational burdensome since each iteration of the PMMH algorithm537
requires a run of the bootstrap particle filter even though fewer iterations are required. Bal-538
ancing the particle number and the MCMC iteration number to obtain good performance at a539
reasonable computational cost was investigated by Pitt et al. (2012) and Doucet et al. (2015). In540
pseudo-marginal algorithms, if the estimates of the marginal likelihood are too noisy, the chain541
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tends to be ‘sticky’ with excessive autocorrelation (Beaumont, 2003). A simple rule-of-thumb542
is to select a particle number such that the standard deviation of the log-likelihood estimates is543
in the range from 1.0 to 1.7. Nevertheless, the PMMH algorithm exactly targets the marginal544
posterior p(ϑ | u1:K ,v1:K) for any number of particles.545
In each run of the bootstrap particle filter, we simulate the particles according to the two-546
locus Wright-Fisher diffusion with selection using the Euler-Maruyama scheme. It is desirable to547
take a large L in the Euler-Maruyama scheme to get an accurate approximation of the Wright-548
Fisher diffusion, but large L increases the computational load. Stramer & Bognar (2011) sug-549
gested choosing L to be L? such that the estimates of the marginal likelihood are approximately550
the same for any L > L?, where L? can be obtained through extensive simulations.551
In practice, we divide each generation into 5 subintervals in the Euler-Maruyama scheme,552
i.e., L = 5. Our running time for a single iteration of the PMMH algorithm with 1500 particles553
(see Figure 12), achieving the standard deviation of the log-likelihood at approximately 1.504,554
on a single core of an Intel Core i7 processor at 4.2 GHz, is around 12.360 seconds for the KIT555
dataset. In principle, every particle can be simulated in parallel on a different core. Running556
10000 iterations of the PMMH is sufficient for a relatively smooth resulting posterior surface, as557
shown in Figure 10. We discard the initial 2000 iterations as the burn-in period and then thin558
the remaining PMMH output, taking every fourth value and regarding these as independent.559
Dahlin & Schön (2015) outlined a selected number of possible improvements and best practices560
for implementation. All of our code in this work is written in R with C++ by using Rcpp and561
RcppArmadillo.562
Exact-approximate particle filtering approaches such as the PMMH algorithm we use in this563
work seem to be useful for the inference of population genetic parameters from time series data564
of allele frequencies. This methodology can be generalised to a range of complex evolutionary565
scenarios, e.g., changing population size. Although computationally demanding, improvements566
to the PMMH algorithm continue to be developed (e.g., Yıldırım et al., 2018).567
4. Discussion568
In this work, we have developed a novel MCMC-based approach to jointly estimate natural569
selection at two linked loci from time series genetic data while explicitly accounting for genetic570
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Figure 12: Changes in the standard deviation of the log-likelihood with the number of particles adopted in the
PMMH algorithm for the KIT dataset.
recombination and local linkage. Our Bayesian inference procedure is built on an HMM frame-571
work incorporating the two-locus Wright-Fisher diffusion with selection. Our Bayesian estimates572
of selection coefficients are achieved with the PMMH algorithm. We have demonstrated that573
our method can accurately and efficiently estimate selection coefficients from simulated data,574
regardless of whether sampled chromosomes contain unknown alleles or not. We have found that575
under certain circumstances, especially in the case of tightly linked loci, existing single-locus576
approaches fail to deliver precise estimates for selection coefficients, but our two-locus method577
still works well. We have applied our Bayesian inference procedure to the KIT gene in horses,578
which is involved in the formation of white spotting patterns.579
As noted earlier, the ancient horse DNA dataset has been the subject of earlier analyses by580
Malaspinas et al. (2012), Steinrücken et al. (2014), Schraiber et al. (2016) and He et al. (2019).581
Compared with many datasets describing experimental evolution under controlled laboratory582
or field mesocosm conditions, aDNA datasets are more likely to be composed of short degraded583
DNA fragments, typically with a high degree of genotyping error (Racimo et al., 2016). However,584
aDNA data provide an opportunity to investigate the chronology and tempo of natural selection585
across evolutionary timescales, which has an advantage of being associated with an interesting586
narrative (MacHugh et al., 2017). A motivation for the analysis is to see whether the statistical587
developments described here can shed further light on these data. We have found strong evidence588
showing that the sabino pattern caused by the SB1 allele at locus KIT16 has been selectively589
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deleterious but no evidence showing that the tobiano pattern caused by the KM1 allele at locus590
KIT13 has been selectively advantageous. One explanation for our findings may be that there591
was a decreasing attractiveness of spotted horses since the Middle Ages due to the religious and592
cultural ideas (Wutke et al., 2016). Based on ancient Roman records, solid horses were preferred593
to spotted horses as the latter was considered to be of inferior quality. During medieval times,594
spotted horses had a negative connotation after several epidemics, resulting in a lower religious595
prestige for these patterns. Additionally, people might no longer see the need to distinguish wild596
(solid) horses from domesticated (spotted) horses as wild populations gradually became scarcer597
and approached extinction. Further reasons for the spotted horses being selectively deleterious598
might have been novel developments in weaponry such as the longbow, with these horses being599
an easier target than solid ones (see Wutke et al., 2016, and references therein).600
In addition to our method, Terhorst et al. (2015) is the only existing approach that can601
model linked loci and genetic drift for the inference of natural selection from temporal changes602
in allele frequencies. In Terhorst et al. (2015), the underlying population dynamics at multiple603
linked loci was modelled using the Wright-Fisher model in their HMM framework, and the604
likelihood computation was carried out by approximating the Wright-Fisher model through a605
deterministic path with added Gaussian noises, which aims to fit a mathematically convenient606
transition probability density function by equating the first two moments of the Wright-Fisher607
model. Such a moment-based approximation works well for many applications when modelling608
the allele frequencies with intermediate values. However, as soon as the allele frequencies get609
close to their boundaries 0 or 1 (i.e., allele loss or fixation), the Wright-Fisher model will be610
poorly approximated due to the infinite support of the Gaussian distribution that will leak611
probability mass into the values of the allele frequency that are smaller than 0 or larger than612
1, which is not mathematically possible. This issue becomes more problematic in the inference613
of natural selection since natural selection is expected to rapidly drive the allele frequencies614
towards the boundaries.615
The MCMC-based method we have developed in this work is built on the standard diffusion616
limit of the Wright-Fisher model of the stochastic evolutionary dynamics under natural selection617
at a pair of linked loci, which is shown to be a good approximation even if the allele frequencies618
get close to their boundaries 0 or 1 (He et al., 2020). The diffusion approximation enables our619
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approach to work well for the allele frequencies with all possible values. Our method can handle620
sampled chromosomes that contain unknown alleles, which one might expect to encounter in621
real data, especially in aDNA studies. Even though we have only illustrated the utility of our622
method on aDNA data in this work, our Bayesian inference procedure can also be used to analyse623
Pool-Seq time series data from E&R experiments, as in Terhorst et al. (2015). Given the PMMH624
algorithm, we have used to infer natural selection in this work, our method lends itself naturally625
to joint estimates of the haplotype frequency trajectories of the underlying population without626
any increase in computational complexity. Furthermore, our method can be readily extended to627
model a range of complex evolutionary scenarios, e.g., time-varying population size and selection628
coefficients, as it is built on simulating the Wright-Fisher diffusion.629
One limitation of our approach is that we assume that mutant alleles were created before630
the initial sampling time point. Once a sample contains at least one copy of the mutant allele,631
we can reasonably assume that the mutant allele arose before the time of that sample. However632
in the case of earlier samples without any mutant allele, there is uncertainty in pinpointing633
when the mutant allele arose. This problem can be remedied by co-estimating the allele age as634
in e.g., Malaspinas et al. (2012), Schraiber et al. (2016) and He et al. (2019), but these works635
all investigate natural selection at a single locus. Jointly estimating the selection coefficients at636
linked loci along with the allele ages can be expected to be cumbersome as there are many cases637
to take into account. In the case of the ancient horse DNA data, we did not wish to make the638
assumption that the mutant alleles, KM1 and SB1, arose earlier than the time that horses were639
domesticated. However, we can compare the inference results obtained with different choices of640
the initial sampling time point (see Supplemental Material, Tables S14-S16) and reach the same641
conclusion that there is no strong evidence for the KM1 allele at locus KIT13 to be positively642
selected, but there is strong evidence for the SB1 allele at locus KIT16 to be negatively selected.643
Our Bayesian statistical framework lends itself to being extended to infer natural selection at644
multiple linked loci from time series data of allele frequencies, which might further improve the645
inference results of natural selection. The challenge is that with the increase in the number of646
linked loci, modelling the underlying population dynamics subject to natural selection becomes647
increasingly difficult. For example, there are eight haplotypes to take into account in the case648
of three linked loci each with two alleles. As a tractable alternative, we can apply our approach649
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to multiple linked loci in a pairwise manner by using the PMMH algorithm within the Gibbs650
sampler, but it might only work for a small number of linked loci due to the computational cost651
of our two-locus approach. In practice, it will be necessary to find a good approximation of the652
Wright-Fisher model for the method to be computationally feasible, which will be the topic of653
future investigation. An important consideration is to what degree the results of the inference654
of natural selection are affected by the choice of stochastic or deterministic dynamics for the655
allele frequency trajectories (Jewett et al., 2016), and whether in many scenarios approximation656
with a deterministic model is satisfactory.657
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