Mathematical models for bioregulatory networks can be based on different formalisms, depending on the quality of available data and the research question to be answered. Discrete Boolean models can be constructed based on qualitative data, which are frequently available. On the other hand, continuous models in terms of ordinary dierential equations (ODEs) can incorporate time-series data and give more detailed insight into the dynamics of the underlying system. A few years ago, a method based on multivariate polynomial interpolation and Hill functions has been developed for an automatic conversion of Boolean models to systems of ordinary dierential equations. This method is frequently used by modellers in systems biology today, but there are only a few results available about the conservation of mathematical structures and properties across the formalisms. Here, we consider subsets of the phase space where some components stay xed, called trap spaces, and demonstrate how Boolean trap spaces can be linked to invariant sets in the continuous state space. This knowledge is of practical relevance since nding trap spaces in the Boolean setting, which is relatively easy, allows for the construction of reduced ODE models.
Introduction
Biological systems usually consist of numerous subsystems interacting through various feedback mechanisms, whose relevant scales in space and time span multiple orders of magnitude. The exact nature of many of these processes and the relevant values of the parameters involved are in many cases unknown, and quantitative data is often lacking. This often hinders the use of ordinary dierential equation (ODE) models, a standard tool in systems biology for the quantitative simulation of concentration changes or activity proles of biochemical molecules over time. Although extremely useful, exploration of the complete parameter space and possible dynamical behavior of a system is usually out of scope, and calls for alternative modeling paradigms. Logic-based models can utilize qualitative data, describing states of system components using activity levels, e.g., representing ranges of concentrations, that are responsible for a specic qualitative eect [21] . The resulting dynamics can be represented by a nite state transition graph, which allows for exploitation of methods and tools not applicable in the ODE setting such as graph theoretical algorithms or formal verication [8, 9, 24, 27, 2, 12] .
Aside of aspects of computability, switching between the dierent formalisms or combining them in hybrid models is of great benet for many applications where the available data sets are highly inhomogeneous, containing data on different levels of resolution. In addition, logical models are much more accessible for non-experts, making it convenient to use them for testing hypotheses that can then be transferred to more detailed models. However, such integrated approaches can only go beyond heuristics if conservation of certain mathematical structures and properties across the formalisms can be proven.
Dierent methods have been proposed to transfer either Boolean networks to ODE models in an automated framework (see, e.g., [25, 11] ) or vice versa (see, e.g., [20, 5] ). Since the most common way of modelling is to rst construct a Boolean network and to derive an ODE system in the second step, we concentrate on the algorithm presented in [25] . This algorithm aims at preserving the network topology and the type of inuence (stimulatory or inhibitory) during the conversion process by using multivariate polynomial interpolation and Hill functions. The value of this approach crucially depends on our ability to transfer knowledge from the Boolean model to the continuous model. Results available so far are limited. Information about the location and number of steady states can already be deduced from the Boolean model (see, e.g., [22, 25] ), but less is known about other dynamical features like oscillations or reachability. There are some results about oscillatory behavior for piecewise-linear dierential equations, for example in [19, 23] . However, studies on example systems show that these dynamical features, in general, are not necessarily preserved in Hill-type continuous models (e.g. [16, 3] ).
In this paper we focus on a characteristic feature of dynamical systems that generalizes the concept of steady states -namely subspaces of the state space where only some of the components remain xed, called trap spaces. Trap spaces have also been studied by other researchers [27, 26, 15, 18] . We show that the trap spaces of a Boolean dynamical system correspond to invariant sets of the continuous dynamical system, whereby the size of these sets can be controlled by the Hill exponents. Trap spaces in a Boolean network can be computed eciently (see [8] ). This hints to possible model reductions whereby only a specic subnetwork of the original Boolean network needs to be translated into an ODE model. The paper is organized as follows. In Sec. 2 we introduce the notation and briey review the transformation algorithm from [25] . In Sec. 3 we show that trap spaces of a Boolean network cannot directly be linked to trap spaces in the ODE model in the general case. This can only be done if normalized Hill functions are used for the translation, as we demonstrate in Sec. 4. In Sec. 5, we show that, even if the Hill functions are not normalized, a correspondance to invariant sets is possible. The size of these sets can be controlled by the parameters of the Hill functions, as we will demonstrate in Sec. 6 . Finally, we demonstrate the applicability of our approach on a 4-dimensional dynamical system in Sec. 7.
Preliminaries
Consider an arbitrary Boolean function f : {0, 1} N → {0, 1} N , N ∈ N. This function could either decode an asynchronous or a synchronous update scheme. For our purpose it is enough to consider only the synchronous update scheme since steady states as well as trap spaces (see Denition 1) remain the same in both formalisms [8] . Hence, we consider the following Boolean dynamical system:
We will associate to f a family of two-parametric continuous functions with f on {0, 1} N or, vaguely speaking, takes at least similar values on {0, 1} N . Throughout the paper, the line over variables and functions is used only in the continuous setting. The construction of f k, θ and the meaning of the parameters k and θ will be explained later. This leads to a time-discrete but state-continuous dynamical system of the form:
Finally we construct for any k ∈ R N >0 an ODE system of the form: (2) could for example represent the course of mRNA or protein concentrations over time. A steady state x ∈ [0, 1] N of the ODE system is dened as the zero locus of (2),
Trap spaces represent a generalization of steady states in that only a few components remain unchanged, whereas in steady states all components remain xed. We now give a formal denition of trap spaces. To simplify matters we will restrict ourselves to the case where the rst n ≤ N components stay xed. However, the results remain of course true in the general case because we can always permute the components of f in such a way that we arrive at this special case. Denition 1. Consider a dynamical system (G, X N , φ) with time domain G = N or G = R ≥0 , N ∈ N, a non-empty set X, and evolution φ given by
We dene the set
We call a set of the form (p, * ) X a trap space of the dynamical system if it is invariant with respect to the evolution, i.e.
If the meaning of X is clear from the context, we write (p, * ) instead of (p, * ) X .
If we choose in the above denition n = N then we arrive at the denition of a steady state. Therefore, every steady state is as well a trap space. On the other hand we excluded the trivial case where no component is xed from the denition.
Now we turn our attention to the construction of the functions f k, θ . According to [25] , we will analyze here two ways to construct the family f k, θ ,
, θ ∈ (0, 1) N , one based on Hill cubes and the other one based on normalized Hill cubes. The basic procedure in both approaches is the same. First, a multivariate polynomial interpolation of f is constructed to obtain a continuous continuation of f . Afterwards, Hill functions are used to induce a behavior of the resulting continuous function similar to step functions. The exact shape of these Hill functions can be controlled by specic parameters. 
As shown in [25, p.16-17] the multivariate polynomial interpolation I(f i ) is the unique polynomial of minimal degree 2 that coincides with f i on the vertices x ∈ {0, 1} N of the hypercube. We illustrate this process with a small example which will be used again later on: Example 3. Consider the Boolean function f : {0, 1} 3 → {0, 1} 3 dened in Tab. 1. Using (3) we obtain the polynomial map I(f ): Let's return to the construction of f k, θ . For this purpose we need the notion of Hill functions.
Denition 4. A multivariate Hill function is dened by
with univariate Hill functions
The parameter k is called Hill coecient and θ is called threshold. In Fig. 1 the graphs of several Hill functions with dierent Hill coecients are depicted. A larger Hill coecient leads to a steeper Hill function. By construction it holds h k,θ (0) = 0 and h k,θ (1) < 1 for any θ ∈ (0, 1), k ∈ R >0 .
Lemma 5. The Hill functions h k,θ as well as the normalized Hill functions 
We now consider two ways to construct the family (f 
A normalized Hill cube is dened as ([25, p. 5]):
where the division
is meant component wise.
We remark here that in [25] the Hill-coecients k and the thresholds θ are allowed to dier in each of the components of the functions and variables. However, here we assume that they can only dier between dierent variables. This allows us to represent f k, θ as a concatenation of two functions.
Motivation
The normalization of the Hill cubes implies that f k, θ coincides with f on the vertices of the hypercube [0, 1] N . If the Hill cubes are not normalized, the function f k, θ will dier slightly from f on {0, 1} N . This raises the question which dynamical properties are preserved during the conversion from the state and time discrete model to the continuous model. In case of steady states it is guaranteed that for suciently large k a steady state x k steady of Eq. (2) can be found in a neighborhood U (x steady ), where x steady is a steady state of f in Eq. (1). This result was derived in [25] and generalized in [22] . Theorem 7 ([25] 
From the denition of f (see Tab. 1) it is clear that (1, * ) ⊆ {0, 1} 3 is a trap space of f . We want to know if there is a
is a trap space of f k, θ . For simplicity, we assume k = k k k T for some
, and consequently write f
. This means, we need to nd
In order to nd a trap space of f k,θ , we can instead look at the function g :
since the input variables of the Hill functions are allowed to vary freely. Consequently, for a xed
has a nonempty interior, we have the following equivalence:
Hence, for (x 1 , * ) being a trap space, the polynomial system of equations needs to be fullled:
which has no solution for k > 0, θ ∈ (0, 1). This means there is no k ∈ R >0 such that f k,θ has a trap space of the form (x 1 , * ),
This example shows that we cannot link the trap spaces of a Boolean system directly to the trap spaces of the ODE system if we use Hill functions. That means, we cannot generalize Theorem 7 directly. One reason why these diculties arise at all lies in the fact that the functions f k, θ do not agree perfectly with their Boolean counterparts on {0, 1} N . The situation changes if we use normalized Hill functions, as we will demonstrate in the following section.
Correspondence of trap spaces for normalized
Hill functions
We will show now that if we use normalized Hill functions, the trap spaces remain the same during the conversion from the Boolean model (1) to the ODE systemẋ
Since the map
N and its restriction to {0, 1} N is the identity map, it suces to show that I(f ) is inheriting the trap spaces of f . This result will also be useful later on with respect to f k, θ . We introduce the following notation:
:
.
First, we consider a special case:
where is the division relation in the polynomial ring
Proof. Let x ∈ ( 0, * ). Then, for all i ∈ {1, . . . , n} we have f i (x) = 0 and hence
N \( 0, * ) there exists at least one j ∈ {1, . . . , n} such that
. Consequently, I(f i )(x) = 0 for all i ∈ {1, . . . , n} and x ∈ ( 0, * ), proving that ( 0, * ) is a trap space of I(f ). Now we generalize Lemma 9 to arbitrary trap spaces. For this purpose we consider a translation of the form
We dene τ J := I(τ J ). It is easy to see from Denition 2 that
holds and therefore τ
Lemma 10. Let J ⊆ {1, . . . , N }. Then the following diagram commutes:
Proof. We need to show the following equality:
For this purpose we need to show that τ −1
• τ J is a polynomial map with minimal degree, which coincides with g on {0, 1}
N . Equality follows due to the uniqueness of the multivariate polynomial interpolation.
Firstly, it is clear that τ N , the same holds true for any concatenation of these functions, i.e.
From the minimality of I(g) with regard to the function deg(·) the equality
We are now ready to prove the following proposition.
Proposition 11. Let (p, * ) be any trap space of f , then (p, * ) with p = p ∈ {0, 1} n is a trap space of I(f ).
Proof. Choose J = {j ∈ {1, . . . , n}|p j = 1}. It holds τ J (( 0, * )) = (p, * ). Furthermore, dene g := τ
N is a trap space of g since τ
N is also a trap space of I(g). According to Lemma 10, we have τ
The last proposition shows that we can assign to each trap space of f a trap space of I(f ). This result then transfers to f normalized . Therefore, for any i ∈ {1, . . . , n} and x(t) ∈ (p, * ) the
normalized ) i (x(t))−p i = 0 holds, and (p, * ) is an invariant set of any ow dened by the above ODE system. Now we would like to know what happens if the xed components of these trap spaces are perturbed slightly. Therefore, we consider an association to invariant sets that is possible even if we do not use normalized Hill functions.
Associating invariant sets to trap spaces
Instead of associating the trap spaces of f to trap spaces of f k, θ or f k, θ normalized , we can associate them to certain invariant sets of these functions, whose size can be controlled by the Hill coecients k. In contrast to trap spaces the previously xed components are allowed to change to a certain degree over time in these invariant sets. We will now state what we mean with this precisely. 
We want to show that K(p, ) is an invariant set of the ODE system (2) constructed with either f k, θ or f k, θ normalized provided the Hill coecients k are large enough. The proof is carried out in two steps. First, we show that K(p, ) is an invariant set of the time-discrete dynamical systems
Afterwards, we show the invariance for the corresponding ODE systems. 
The relation k ≥ k 0 is meant component-wise here. This means, on the one hand, if k grows, there is an increasingly thin tube K(p, γ) around the trap spaces which is not left by the trajectories of the dynamical systems (6) . On the other hand, there is an increasingly wide tube K(p, ), whose boundaries approach the thresholds of the Hill cubes, and every trajectory starting in
For the proof of Proposition 14 we exploit that f k, θ as well as f
normalized is a concatenation of the Hill functions and a multivariate polynomial interpolation. First, we prove that K(p, ) can be arbitrarily contracted by the Hill functions provided we choose the parameters k large enough and K(p, ) does not overlap with any of the thresholds of the Hill functions. Afterwards, we continue showing that the multivariate interpolation I(f ) stretches the set K(p, ) maximally with a constant that is bounded by the Lipschitz constant of I(f ).
Having the Hill functions in mind, we prove the following lemma: ] be a sequence of functions, which converges uniformly towards 0 on [0, ], ∈ (0, 1), and uniformly towards 1 on [ 
Proof. This follows directly from the denition of uniform convergence.
Applying Lemma 15 to each component of the Hill function H k, θ , which is a Hill function, we arrive at the following corollary:
Corollary 16. For n ≤ N and θ ∈ (0, 1) N , the following statement holds:
with θ min := min i∈{1,...,n} {θ i , 1 − θ i }. This remains true for normalized Hill cubes
Proof. The components h ki,θi , i ∈ {1, . . . , n}, of the Hill function H k, θ as well as the components
. . , n}, of the normalized Hill function
satisfy the conditions of Lemma 15 as long as is strictly smaller than θ i and 1 − is strictly bigger than θ i for every i ∈ {1, . . . , n} (see Lemma 5) . This is guaranteed by < min i∈{1,...,n} {θ i , 1 − θ i } for every θ ∈ (0, 1)
We proceed with the multivariate interpolation of f . 
Proof. According to the denition of K(p, ) we need to show that
holds. Due to the Lipschitz continuity we have
The rst equality holds since y ∈ (p, * ) can be chosen such that I(x) i − y i = 0 for i ∈ {n + 1, . . . , N }, and therefore I(x) − y ∞ = π I(x) − p ∞ holds. For the same reason the fourth equality holds. The second inequality is true due to
Combining the two results (Corollary 16 and Lemma 17) we can now prove Proposition 14 from the beginning of this section.
Proof. (Proof of
According to Lemma 17, we have
Invariance in the ODE system
We show in this section the invariance of the set K(p, ) for a trap space (p, * ) of the ODE system 2. The proof is carried out by exploiting the results on the time-discrete but state-continuous dynamical system of the previous 5.1 and combining them with a result by Nagumo on invariant sets [13] .
Denition 18 ([1, p. 24] ). A subset K of a nite dimensional vector space X is said to be invariant under F if for any initial state x 0 ∈ K all solutions to the dierential equationẋ
The tangent cone (Fig. 3 ) to K at x is the set
We use the following Theorem from [13] :
Theorem 20 ([6, 13] ). Let K ⊂ R Then K is an invariant set of this system if and only if Figure 3 : Illustration of the tangent cone T K (x) of K.
Now we are ready to prove the correspondence of trap spaces and invariant sets.
where x(t) is the solution of 2 and with θ min := min i∈{1,...,n} {θ i , 1 − θ i }.
Proof. We want to show that the ODE system 2 with K(p, ) satises the conditions of Theorem 20. Here, our function F in Theorem 20 has the form:
We need to show that 9 with K := K(p, ) is satised. Let ξ ∈ ∂K(p, ). Eq. (9) holds especially true if ξ + hF (ξ) ∈ K is satised for small enough h > 0. Therefore, it would suce to show
Indeed, this is true for suciently small h > 0 (to guarantee (1 − hd i ) > 0 for i ∈ {1, . . . , n}) due to the following inequality for i ∈ {1, . . . , n} and suciently large k:
The uniqueness of the solution of the ODE system (2) follows from the Lipschitz continuity of f k, θ (see, e.g., [17, p. 88] ).
Again, the same argumentation is valid if we replace f k, θ by f k, θ normalized . 6 Computing explicit values for the Hill coecients to guarantee invariance Finally, we are interested in nding some explicit boundaries for the values k and to nd out how they are related to the network structure. Namely, assume we would like to nd Hill coecients k such that K(p, ) is mapped to K(p, γ)
by f k, θ for given , γ > 0 in such a way that K(p, ) is an invariant set of the corresponding ODE system. We can approximate the Lipschitz constants of I(f ) explicitly. First, notice that if we want to nd the Lipschitz constant
we can do this by nding the Lipschitz constants of the components of I(f ) = (I(f 1 ), . . . , I(f N )) and then taking the maximal Lipschitz constant for I(f ). For the Lipschitz constants of the components I(f i ) we nd an upper bound with the following theorem:
and
Applying the theorem to the case q = ∞ we need to nd sup x∈[0,1] N ∇I(f i ) 1 for all i ∈ {1, . . . , N }.
After having estimated the Lipschitz constant L of I(f ), we can proceed as follows to obtain values for k that guarantee that K(p, ) is mapped to K(p, γ) for a trap space (p, * ) of f . For xed θ we need to nd k i such that
holds to guarantee
Using the Interaction graph to approximate the Lipschitz constant
While (13) is independent of the structure of the bioregulatory system, the size of the Lipschitz constant of I(f ) is not. Therefore, it would be interesting to nd out in what respect it depends on the structure of the discrete interaction graph.
Denition 23. Suppose V 1 , V 2 , . . . , V k and W are vector spaces. A function An ane multilinear function f :
We notice that due to Eq. (3) the images of the operator I are ane multilinear functions. Before we proceed we will give two lemmas, which we need in the proceeding proofs: Proof. Assume f is multilinear and
max ) = 0, there is nothing to prove, since in this case ∀x
, f is not constant on the line
holds, which is a contradiction to the assumption. The proof holds true for ane multilinear functions as well since we can shift the coordinate system accordingly.
Assume f : R N → R is an ane multilinear function. We can write f always in the form 
Proof. We have for
Furthermore, we have for q ∈ {0, 1} N :
holds true. The function g : [0, 1] N → R ≥0 is ane multilinear. According to Lemma 24, g takes a maximum value in a point in {0, 1}
N . Therefore, also F (x) 1 takes a maximum value on {0, 1} N .
We now dene the interaction graph of a Boolean function f . For this purpose, we need the notion of discrete derivatives.
Denition 26. The discrete derivative of a function f : {0, 1}
where ⊕ is the addition modulo 2. Furthermore, we denote with ∇f i the vector
This means especially that ∂ j f i (x) actually does not depend on its value in x j .
Denition 27. The local interaction graph
N consists of N vertices V := {1, . . . , N } and a signed edge-set E dened in the following way:
with ∈ {−1, 1}.
So far, we dened the interpolation operator I for functions from {0, 1} N to {0, 1} N . However, Denition 2 can be easily extended to functions {0,
With the following two lemmas we show that I behaves well with respect to the interaction graph.
Lemma 28. The function I is linear. Furthermore, for f : {0, 1}
Proof. Linearity follows immediately from (14) . For the second claim let p, q ∈ {0, 1}.
, we obtain with x = (x 2 , . . . , x N ) ∈ [0, 1] N −1 and for any q ∈ {0, 1}:
Proof. Let us assume that w.l.o.g. j = 1. I(f i ) is an ane multilinear function.
Therefore, the partial derivative ∂ 1 I(f i ) is given by
Due to linearity of I and Lemma 28, it holds
which completes the proof.
This allows us to apply Lemma 25 to F := ∇I(f i ) = I(∇f i ), i ∈ {1, . . . , N }, and we obtain the following.
Corollary 30. The Lipschitz constant of I(f i ) with respect to · ∞ , i ∈ {1, . . . , N } is smaller or equal to
Proof. According to Theorem 22, the Lipschitz constant L of I(f i ) with respect to · ∞ can be approximated by sup x∈[0,1] N ∇I(f i )(x) 1 . According to Lemma 25, applied 
holds, which proves the above equality.
The expression max x∈{0,1} N ∇f i (x) 1 can be read o directly from the interaction graph.
Corollary 31. Let IG f (x) be the local interaction graph of f : {0, 1}
Furthermore, the Lipschitz constant L of I(f ) can be approximated by the maximum degree over all local interaction graphs of f 4 , i.e.,
where L is the Lipschitz constant of I(f ).
Proof. The in-degree of a vertex i ∈ {1, . . . , N } in the local interaction graph
Then Corollary 30 proves (15).
Consider an arbitrary Boolean function f : {0, 1} N → {0, 1} N with interaction graph IG f (x), x ∈ {0, 1} N and a trap space (p, * ) ⊆ {0, 1} N , p ∈ {0, 1} n , n ≤ N . We give now a sucient condition for the parameters θ and k of the ODE system (2) which guarantees that K(p, ) is an invariant set of (2).
Proposition 32. Let us denote with
with i ∈ {1, . . . , N }, the set K p, is an invariant set of the ODE system (2) provided ∈ (0, θ min ). Proof. Due to Corollary 31, the Lipschitz constant L of I with respect to · ∞ can be approximated by d. Therefore, it remains to prove
We need to check for each component of H k, θ the condition
For i ∈ {1, . . . , n} we obtain for p i = 0 the condition
and for p i = 1 the condition
We can obtain a similar result for the normalized ODE system.
Application
We want to illustrate how the theoretical results on trap spaces can be used to ease the analysis of ODE systems. For this purpose, we consider an example from [8] , namely a Boolean dynamical system with update function
The state transition graph G(f ) is depicted in Fig. 4 . As it can be seen in the gure, (1, 1, 0, 1), (1, * , 0, 1), (1, * , 0, * ), (1, * , * , * ) and (0, 0, * , * ) are trap spaces of the Boolean dynamical system given by f . Hence, the state of the rst component plays a decisive role in the behavior of the system. Once the rst component is activated, it will never be deactivated afterwards. According to the results presented in this paper, this behavior should be similar in the corresponding ODE system as long as we choose suciently large Hill coecients k.
Example 33. Consider the trap space (0, 0, * , * ), where the maximal in-degree of the local interaction graph is 2. Let θ = (0.5, 0.5, 0.5, 0.5) 1, 1, 1) , and = 0.4. We would like to nd values for k such that K p, is an invariant set. In Fig. 5 the conditions from Proposition 32 are depicted for the parameters θ = 0.5 and maximal in-degree d = 2. Since all xed components in our trap space are zero, we only need to consider the curve corresponding to the rst condition in Proposition 32. We can learn from this that we need to choose k i ≥ 6.213 to guarantee invariance for = 0.4. More precisely, the rst condition in Proposition 32 becomes:
Indeed, if we choose an initial state x 0 = (0.4, 0.4, 0.1, 0.1) T , and Hill coecients k i ≥ 6.213, then the rst two components tend to zero. Exactly this behavior can be observed in Fig. 6a .
Let us see what happens if we change the value of the rst component slightly, such that the initial state is no longer in an invariant set corresponding to the trap space (0, 0, * , * ) but in one associated to p = (1, * ). For this purpose we could again consider Fig. 5 . Now we need to look at the curve corresponding to the second condition in Proposition 32, since all xed components in the trap space p are 1. We can see that if we choose for example = 0.35 the Hill exponent k = 6.213 is suciently large to guarantee that K p, is an invariant set of the corresponding ODE-system. More precisely, due to the inequality T , we observe in Fig. 6b that the trajectory of the solution remains in the set K p, . Finally, let us consider a case, where we need to use both conditions from Proposition 32. I.e. for p = (1, * , 0, * ) to guarantee that K p, is an invariant set, we need to consider the maximum of both curves in Fig. 5 . Again we observe that for = 0.35 the Hill exponents can remain at 6.213 to guarantee invariance.
For more numerical experiments we refer to the supplementary, where we conducted some experiments on the T-cell activation model used as well in [25] . More numerical experiments concerning the conservation of trap spaces using normalized Hill cubes can be found in [27] , too. 
Conclusion
Statements about the correspondence between steady states of discrete dynamical systems and corresponding continuous dynamical systems cannot be generalized directly to trap spaces. However, in case of ODE systems that are created from Boolean systems by multivariate polynomial interpolation and Hill cubes, we can link the Boolean trap spaces to invariant sets whose size can be controlled by the Hill coecients. This result is of practical relevance, since it allows to transfer knowledge about the location of trap spaces from one model to the other, which paves the way towards combining Boolean and ODE-models of bioregulatory networks. For future work, it would be interesting to see in how far the results presented here can be generalized to a wider class of models for bioregulatory networks.
, does not hold anymore. However, as we suspected in the main text, the conservation of trap spaces during the conversion seems to hold in the more general setting, too.
In the second part of the supplementary we test numerically in how far the results from the main text justify the usage of trap spaces for network reduction.
Conservation of trap spaces
We analyzed the Boolean model of T-cell activation published in [25, 7] . In Tab. 2 we see the Boolean function representing this regulatory network and in Fig. 7 its interaction graph. The Boolean regulatory network includes forty components. The nodes C4, CD45 and TCRlig are inputs while NFAT, NFkB, API and CRE are outputs. Here, we chose to set all input variables to one. The maximal in-degree of a component in the interaction graph is ve. We used PyBoolNet [10] to compute all the trap spaces of the network (1000 trap spaces). From these trap spaces we subsequently chose the biggest 5 trap space, which is not a xed point, to demonstrate our results (Tab. 3). This trap space has 21 xed components.
Next, we converted the Boolean network into an ODE-system using Hill cubes according to the method described in the main text stemming from [11] . The parameters (lifetimes, thresholds and Hill coecients) were chosen according to [25, Table 1 ] (see Tab. 4 and Tab. 5). We inserted an additional parameter s aecting only the interactions between the components which are xed in the trap space (see Tab. 4) and an additional parameter t aecting all Hill coecients of the xed components occurring anywhere in the network. We are interested in the eect of these parameters on the conservation of our trap space in the ODE-system. Even though we did not prove our results in the general scenario, considered in this supplementary, our numerical experiments here point towards the assumption that for suciently large Hill coecients trap spaces are preserved as well in this more general setting.
However, since the presence of the invariant sets associated to the trap spaces in the Boolean network is only guaranteed for suciently large Hill coecients (Proposition 21 in the main text), the parameter s needs to be chosen suciently large. This was conrmed by our simulations.
We simulated our ODE-system for several values of s 6 . The result for s = 4 is depicted in Fig. 8 As stopping time for the simulations we chose T = 10. The initial value was chosen uniformly at random from values between 0 and 1 (see Tab. 6). Only the xed components of the trap space we chose to be 0 or 1 according to their value in the trap space (see Tab. 3). In the case s = 4 we observe an invariant set associated to our trap space as we predicted (Fig. 8) . On the other hand, if we choose s = 0 then the trap space of the Boolean regulatory network is not preserved (see Fig. 9 ). This emphasizes that not necessarily for all parameterization trap spaces are transfered to the corresponding ODE-system. Only for Hill coecients large enough the ODEsystem behaves similar to the Boolean model. However, it seems that in practice often already small Hill coecients are sucient for conservation.
Network reduction using trap spaces
In our paper we proved that for suciently large Hill coecients trap spaces are preserved as invariant sets whose size is controlled by the Hill coecients. Furthermore, we suspect that this result can be used to reduce the dimension of the original network. More precisely, instead of considering the complete network, we can simulate it on one of the trap spaces for suciently large Hill coecients by replacing the xed components with their values in the trap space. This can be done by nding the trap space in the discrete setting, replacing the original Boolean network with its restriction on this trap space and converting it into an ODE-system. Alternatively, we could simulate the entire ODE-system obtained from the complete Boolean function, but project the solution on the components which are not xed in the trap space. However, this would be more costly and more parameters would need to be specied. Therefore, a reduction in the Boolean network could be benecial in many scenarios, provided both ways lead to a similar solution.
We use the example from the previous section to compare both methods with respect to the L 2 -and L ∞ -norm for dierent Hill coecients whose size is controlled by the parameter t 7 in Tab. 4 . In contrast to s, this parameter also has an impact on the inuences of components xed in the trap space on the remaining components. This is necessary, since we implicitly replace these Hill functions by one or zero as well, when restricting the Boolean function to its trap space and subsequently convert it into an ODE-system. We use again the trap space in Tab. Table 4 : Parametrization of the ODE-system taken from [25, Table 1 ]. The parameter s we inserted to increase/decrease the size of the invariant set. The parameter t is used in the second section. is depicted in Tab. 7. The reduced network has roughly half of the amount of components than the original one (19 components). We compared the original system and the reduced system and measured the dierence of the two solutions with the L 2 -norm and L ∞ -norm. The result is depicted in Tab. 8 . We see that for a larger value of t the L 2 -norm decreases and seems to converge to zero. We also observe a big drop in the L 2 -norm between t = 0 in the rst row and t = 1 in the second row. A similar observation can be made using the L ∞ -norm. This agrees with our observation that for t = 0 the trap space is not preserved, but only for higher t it is. This example suggests that in general for networks with relatively sparse interaction graphs a low Hill coecient can suce to allow a network reduction based on trap spaces. 
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