Abstract. The aim of this paper is to study the spectral gap and the logarithmic Sobolev constant for continuous spin systems. A simple but general result for estimating the spectral gap of finite dimensional systems is given by Theorem 1.1, in terms of the spectral gap for one-dimensional marginals. The study of the topic provides us a chance, and it is indeed another aim of the paper, to justify the power of the results obtained previously. The exact order in dimension one (Proposition 1.4), and then the precise leading order and the explicit positive regions of the spectral gap and the logarithmic Sobolev constant for two typical infinite-dimensional models are presented (Theorems 6.2 and 6.3). Since we are interested in explicit estimates, the computations become quite involved. A long section (Section 4) is devoted to the study of the spectral gap in dimension one.
1. Introduction. The local Poincaré inequalities (equivalently, spectral gaps) and logarithmic Sobolev inequalities for unbounded continuous spin systems have recently obtained a lot of attention by many authors [1] - [11] . For the present status of the study and further references, the readers may refer to the comprehensive survey article [7] . In the most of the publications, the authors consider mainly the perturbation regime with convex phase at infinity. More recently, the non-convex phase is treated for a class of spin systems based on a criterion for the weighted Hardy inequalities.
The main purpose of this paper is to propose a general formula for the local spectral gaps of continuous spin systems. Let us start from finite dimensions. Let U ∈ C ∞ (R n ) satisfy Z := R n e −U dx < ∞ and set dµ U = e −U dx/Z. Throughout the paper, we use a particular notation x \i := (x 1 , . . . , x i−1 , x i+1 , . . . , x n ) ∈ R n−1 , obtained from x := (x 1 , x 2 , . . . , x n ) ∈ R n by removing the ith component. Clearly, the conditional distribution of x i given x \i under µ U is as follows:
where Z(x \i ) = R e −U (x) dx i . The measure µ x \i U is the invariant probability measure of the one-dimensional diffusion process, corresponding to the operator L
Recall that the spectral gap λ 1 (L) = λ 1 (U ) is the largest constant κ in the following Poincaré inequality
where Var µ U (f ) is the variation of f with respect to µ U and C ∞ 0 (R n ) is the set of smooth functions with compact supports.
Denote by λ
the spectral gap of the one-dimensional operator L
Then, we can state our variational formula for the lower bounds of λ 1 (U ) as follows.
Theorem 1.1. Define
Hess(U ) ij = λ
where (Hess(U )) ij = ∂ ij U := ∂ 2 U/∂ x i ∂ x j . Then we have The last lower bound is more or less the estimate given in [5] and [7] , goes back to [3] .
The supremum over w in (1.4) comes from a variational formula for the principal eigenvalue of a symmetric Q-matrix (cf. §3 for more details). The use of the variational formula is necessary, since the principal eigenvalue is not computable in general for a large scale matrix.
The essential point for which (1.4) is valuable is that we now have quite complete knowledge about the spectral gap in dimensional one. For instance, as a consequence of part (1) of Theorem 3.1 in [12] , we have 5) where f varies over all positive functions in C 2 (R). In particular, setting f = 1, we get λ
When ∂ ii U (x) = u ′′ (x i ) for some u ∈ C 2 (R), independent of i, (1.6) leads to the so-called convex phase condition "inf x∈R u ′′ (x) > 0." Since a local modification of u does not change the positiveness of λ 1 , the convex condition can be replaced by lim |x|→∞ u ′′ (x) > 0 (i.e., the convexity at infinity) as proved in [12; Corollary It is possible to avoid the use of test functions w and f in (1.4) and (1.5), respectively. To see this, we introduce an explicit lower estimate of λ 1 (U ). For this, we need additional notations. Choose a practical η 
where a ∨ b = max{a, b} and |A| is the cardinality of the set A. A close related topic to the Poincaré inequality is the logarithmic Sobolev inequality with optimal constant σ(U ):
where Ent µ (f ) = µ(f log f ) − µ(f ) log µ(f ) for f 0. Correspondingly, we have the conditional marginal inequality for µ x \i U , given x \i , with optimal constant σ x \i :
(1.10)
We can now state a very recent result due to [8; Theorem 1] , which is consistent with Theorem 1.1.
In view of the above results, it is clear that the one-dimensional case plays a crucial role. In that case, a representative result of the paper is as follows. Proposition 1.4. In dimensional one, replace U with u β 1 , β 2 (x) = x 4 −β 1 x 2 +β 2 x for some constants β 1 0 and β 2 ∈ R. Then we have
In particular, inf β 2 λ 1 (u β 1 , β 2 ) and inf β 2 σ(u β 1 , β 2 ) have the same order as exp[−β The remainder of the paper is organized as follows. In the next section, we study an alternative variational formula for spectral gap. This is especially meaningful in the context of diffusions. The proofs of Theorems 1.1 and 1.2 are completed in §3. The one-dimensional spectral gap is the main topic in §4. The logarithmic Sobolev constant is studied in §5, in which Proposition 1.4 is proven. Even though the explicit and universal upper and lower estimates, as well as the criteria, for the spectral gap and logarithmic Sobolev constant are all known (cf. [13; Chapter 5, Theorem 7.4] and §4 below), it is still quite a distance to arrive at Proposition 1.4. Actually, we study this model several times (Examples 4.3, 4.6, 4.9, 5.3, and Proposition 4.7) by using different approaches. Thus, a part of the paper is methodological, it takes time and space to make some comparison of different methods. Two typical infinite-dimensional models are treated in the last section.
2. Alternative variational formula for spectral gap. Let (E, E , µ) be a probability space and L 2 (µ) be the ordinary L 2 -space of real functions. Corresponding to a µ-reversible Markov process with transition probability P (t, x, ·), we have a positive, strongly continuous, contractive and self-adjoint semigroup
. Throughout this section, (·, ·) and · denote, respectively, the inner product and the norm in L 2 (µ). By elementary spectral theory, we have
The formula in (2.4) below goes back to [14] .
Theorem 2.1. The spectral gap λ 1 (L) is described by the largest constant κ in the following equivalent inequalities.
Because the only inequality here cannot be improved, the largest constant κ in (2.4) is also equal to λ 1 .
Remark 2.2. Actually, it is known and is also easy to check that (2.3) is equivalent to the correlation inequality
where Cov µ (f, g) = µ(f g) − µ(f )µ(g) and µ(f ) = f dµ. See the comment below Proposition 3.2 for a proof.
Before moving further, let us mention that the above proof also works for the principal eigenvalue. In this case, L1 = 0 and µ can be infinite. Then the principal eigenvalue λ 0 can be described by the following equivalent inequalities.
The formula (2.4) is especially useful for diffusion on Riemannian manifolds. Thus, the next result is meaningful for a more general class of diffusion in R n by using a suitable Riemannian structure.
where ·, · stands the usual inner product in R n . In particular, we have
where λ min (M ) is the minimal eigenvalue of the matrix M .
Proof. The proof of (2.7) is mainly a use of integration by parts formula. Because
Noting that µ is a probability measure and the diffusion coefficients are constants, the Dirichlet form is regular (cf. [12; condition (4.13)] for instance). Actually, the martingale problem for L is well posed. Thus,
, and so
Combining these facts together, we get (2.7).
To prove the last assertion, applying Theorem 2.1 and (2.7), we get
Remark 2.4. Actually, under the assumption of Corollary 2.3, the Bakry-Emery criterion (cf. [14] or [7; Corollary 1.6]) implies a stronger conclusion:
A simple counterexample for which (2.8) and (2.9) are not effective is the following. This example also shows that (1.4) is an improvement of (2.8).
Example 2.5. Consider the two-dimensional case. Let
with constants β 0 and J ∈ R. Then inf x∈R 2 λ min (Hess(U )(x)) 0 and U is not convex at infinity, but
Proof. First, we have
Because for the matrix
we have λ min (A) = 2
Hence λ min (Hess(U )(x)) = 2 min
we have lim |x|→∞ λ min (Hess(U )(x)) lim
This means that U is not convex at infinity. The last assertion of the example is the one of the main aims of this paper and it is even true in the higher dimensions (cf. Theorem 6.3 below).
3. Proofs of Theorems 1.1 and 1.2 and some remarks. As a preparation, we prove a result which is an improvement of (2.8) and [7; Proposition 3.1]. We adopt the notation given in §1.
Proposition 3.1. We have
Proof. First, applying Theorem 2.1 and (2.7) to the ith marginal, we have
Next, denote by Hess 0 (U ) the symmetric matrix obtained from the Hessen matrix Hess(U ) replacing the diagonal elements with zero. Then, by (3.2), we have
Now, the required assertion follows from the proof of the last assertion of Corollary 2.3.
From the proof of Proposition 3.1, it is clear that the only argument where we may lose somewhat is the first inequality of (3.3), since the terms i =j (∂ ij f ) 2 are ignored there. Hence the estimate (3.1) is mainly meaningful if the interactions are not strong. The interacting potentials considered in this paper are rather simple; for general interactions, one needs some "block estimates" which are not touched here, instead of the "single-site estimates" studied in this paper.
The shorthand of (3.1) is that the minimal eigenvalue λ min Hess(U ) may not be computable in practice. For this, we need the second variational procedure. To do so, let s = min i λ
Then, Q := (q ij ), depending on x, is a symmetric Q-matrix, not necessarily conservative i.e., j q ij 0 . 
where Qw(i) = j q ij w j . We remark that the sign of the equality in (3.4) holds once Q is irreducible (cf. [15; Proposition 4.1]). Noting that for every symmetric matrix B = (b ij ) with nonnegative diagonals and any vector w, we have
Letting w * be a vector with w * , w * = 1 such that λ min (B) = w * , Bw * , it follows that
Based on this fact and as an application of (3.4), we get
Combining this with the first estimate in (1.4), we get the second one in (1.4), and so complete the proof of Theorem 1.1. i , s(x) and q ii (x), respectively, but keep q ij (i = j) to be the same, we obtain
By Proposition 3.1, it suffices to estimate λ min (−Q(x)). Note that λ min (−Q(x)) is nothing but the principal (Dirichlet) eigenvalue of Q(x), often denoted by λ 0 (Q(x)). Because Q(x) is symmetric, and so its symmetrizing measure is just the uniform distribution on {1, 2, . . . , n}. Now the conclusion of Theorem 1.2 follows from [16; Theorem 1.1] plus some computations.
We conclude this section with some remarks.
The sign of the equality holds if (d i ) is a constant. Otherwise, this well-known simplest conclusion is usually rough. For instance, take
Then λ min (−Q) = 2 − √ 3 > 0 the equality of (3.4) is attained at the positive eigenvector w = 2 + √ 3 , 1 + √ 3 , 1 but min i d i = 0. This shows that the use of the variational formula (3.4) is necessary to produce sharper lower bounds.
When ∂ ij U 0 for all i = j, then Hess(U ) = diag(s) − Q, and so the sign of the first equality in (3.5) holds. In this case, the estimate (3.5) is quite sharp, since so is (3.4). However, for general ∂ ij U (i = j), the lower bound in (3.5) may be less effective but we do not have a variational formula as (3.4) in such a general situation.
For a given symmetric matrix B = (b ij ) Hess(U ), for instance , the classical variational formula, which is especially powerful for upper bounds, is as follows.
For a given symmetrizable Q-matrix (q ij ) with symmetric probability measure µ, set
where
Then, an alternative formula of (3.6), in terms of the Donsker-Varadhan's theory of large deviations, goes as follows.
where I is the I-functional in the theory of large deviations. Refer to [17; Proof of Theorem 8.17] for more details. In other words, the large deviation principle provides an alternative description of the classical variational formula, but not (3.4), for which one needs a variational formula for the Dirichlet forms (cf. [15] ). Finally, we remark that the proof of Proposition 3.1 can be also used in the study of other inequalities. The details are omitted here since they are not used subsequently (cf. [7] ). The next one is a partial extension of (2.5). 
whereλ min (M ) = max{c : M c Id}.
Before moving further, let us make some remarks about the proof of Proposition 3.2. Note that
which is the Dirichlet form corresponding to the diffusion operator with diffusion coefficients D 2 and potential U . Denote by λ 1 D 2 , U the spectral gap of the last operator, then we have
Hence, we obtain a lower bound of the optimal constant in (3.8):
The proof is quite natural. Furthermore, by setting D to be the identity matrix, we obtain (2.5) with sharp constant. However, the estimate (3.11) is usually not sharp in the general case. Note that the sign of the last equality in (3.11) holds if f and g are the correspondent eigenfunctions with respect to the operators, but the sign of the first equality in (3.11) holds iff f and g are proportional almost surely (due to the use of the Cauchy-Schwarz inequality). This can happen only if D is trivial: all the diagonals of D are equal.
A better way to study (3.8) is using the semigroup's approach. Write
Now, as a good application of the Cauchy-Schwarz inequality, we get
The problem is now reduced to study the decay of |D∇P t f | 2 dµ in t (cf. [7] ). Similarly to Proposition 3.1, as checked by Feng Wang in 2002, we have the following result which improves (2.9), but may be weaker than Theorem 1.3.
Proposition 3.3. Under the assumption of Corollary 2.3, we have
x \i is the optimal constant in the inequality
and
4. One-dimensional case. Explicit estimates. The operator now becomes
. Then b must have a real root. Otherwise, without loss of generality, let u ′ ε > 0. Then −u is strictly decreasing, and so
which is a contradiction. Unless otherwise stated, throughout this section, we consider the operator
Assume that a ∈ C(R), a > 0 and
where and in what follows, the notation "±" means that there are two cases: one takes "+" (resp., "−") everywhere in the statement. Define
The next result is a modification of [12; Corollary 3.5]. It is specially useful for those b growing at least linear. (1) By using the above notations, we have
(2) Suppose additionally that K is a piecewise C 1 -function, then we have
and otherwise, r ± is the unique solution to the equation
Proof. (a) First, consider the half-line (θ, ∞). Assume that K(r 1 ) > 0 for some r 1 ∈ (θ, ∞). Otherwise, (4.5) becomes trivial. Fix r = r 1 and define
By the Cauchy mean value theorem, it follows that (x − θ)/f + (x) is increasing on (θ, ∞). Hence, by (4.9), we obtain
Combining (4.9) with (4.10), it follows that
.
By (4.3), we have thus obtained
The proof is parallel to (a). Let K(r 1 ) > 0 for some r 1 < θ. Fix r = r 1 and define
Since f − < 0 and f ′′ − 0, we have
Combining the last two inequalities with (4.3), we get
The estimate (4.5) now follows from the last assertion of [12; Theorem 3.1].
(c) To prove (4.4), noticing that K is monotone, we may apply the integration by parts formula and rewrite F as follows.
By the assumption on K, it follows that F 0, F (r) is increasing in r as |r − θ| increases. Hence, by (4.2), we have
The proof of (4.4) is done.
(d) The second part of the theorem is to compute sup r =θ G(r), where G(r) = K(r) exp[−F (r)]. The answer is given by (4.6). To do so, first consider the half line (θ, ∞). Because K is a piecewisely C 1 , we may assume that θ,
Let lim r→∞ K(r)
Otherwise, we have
Since K(r) is increasing and must have uniquely an intersection on θ + , ∞ , or equivalently on (θ, ∞). So we have sup r>θ G(r) = sup r>θ + G(r) = G(r + ), where r + is the unique solution to the equation (4.8) .
The proof of the assertions on (−∞, θ) is parallel.
The next two examples illustrate the applications of Theorem 4.1, and are treated several times in the paper. 
Proof. Since −b(x) = −2αx−β, we have root θ = −β/(2α), and so −b(x)/(x − θ) = 2α. Thus, K(r) = constant 2α. By (4.3), we get δ ± (K) = 2α as claimed. It is easy to check that the estimate is exact, since the corresponding eigenfunction is linear.
Example 4.3. Let u(x) = x 4 − β 1 x 2 + β 2 x for some constants β 1 , β 2 ∈ R and a(x) ≡ 1. Then we have
Proof. First, we have b(x) = −u ′ (x) = −4x 3 + 2β 1 x − β 2 . Let θ be a real root of u ′ . For instance, we may take . The reason we choose 4π/3 rather than 0 or 2π/3 in the last line is for the consistency of the case β 2 = 0. However, in what follows, we will not use the explicit formula of θ, we are going to work out only the estimate uniform in θ. Because
Naturally, one may define K(r) as the right-hand sides, but then the computations for the lower bounds of δ ± (K) become very complicated. Here, we adopt a simplification. Set r θ = r − θ. Because
when r θ (equivalently, r θ 0), we can choose
By symmetry, one can define K(r) for the case of r θ as follows:
Obviously, K is a continuous piecewise C 1 -function. Suppose that θ < 0 for a moment. We use the notation G(r) defined in the proof (d) of Theorem 4.1. Since G(r) is continuous in r, G(r) is equal to the constant K(−θ/2) on (θ, −θ/2], and K ′ > 0 on (θ, ∞), we have sup r>θ G(r) = sup r −θ/2 G(r). Clearly, lim r→∞ K(r) r θ (u − θ)du = ∞ and hence we can ignore (4.7) and handle with (4.8) only. There are two cases.
(a) Let K(−θ/2) −θ/2 θ (u − θ)du < 1. That is 9θ 2 /4 < β 1 + β 2 1 + 2. In this case, the solution to (4.8) should satisfy r + − θ > −3θ/2. Solving equation
Hence we obtain
In this case, the solution to (4.8) satisfies r + ∈ (θ, −θ/2). Since K is a constant on (θ, −θ/2), by (4.13) and (4.12),
Combining (a) with (b) and (4.6), we obtain
Next, we estimate δ − (K). Now, K(r) = r 2 θ − 2β 1 on (−∞, θ) since θ < 0. From (4.8), we get the same solution (r − − θ)
By (4.6) again, we get
Therefore, we have proved the required lower bound in the case of θ < 0. By symmetry, the same conclusion holds when θ > 0. The proof for θ = 0 is much simpler as shown below.
When β 2 = 0, we simply let θ = 0. Then
We choose K(r) = 4r by (4.6), we obtain the last required assertion.
We will improve the estimate of Example 4.3 in §5 (Example 5.3) by a different method.
Before moving further, let us make some remarks about the estimate given in Example 4.3. Recall that at the beginning of the proof, in choosing the function K(r), the term 12(θ + r θ /2) 2 was removed, this simplified greatly the proof since the original quartic equation is reduced to a quadratic one. For this reason one may worry lost too much in the estimation and we want to know the best estimate we can get by part (2) of Theorem 4.1. For this, we use a different trick. Consider the case of θ < 0 only. We use the complete form of K:
(i) Following the proof of Example 4.3, we study first the estimation of δ + (K). There are two cases.
The idea is that in looking for a uniform estimate, we may regard r as a parameter rather than θ. In other words, instead of solving equation (4.8)
in r, we solve the equation in θ. Then the equation has two solutions:
Since θ is real, r θ must satisfy
Next, in the "+" case, θ < 0 iff
and it is obvious that r θ > −3θ/2. In the "−" case, it is automatically that θ < 0 and r θ > 3θ/2 iff
To estimate the decay exponent, note that on the one hand, we have
where z = r 2 θ . On the other hand, we have
Replacing r 2 θ with z on the right-hand side plus some computation, we finally get
To obtain the uniform lower bound, by (4.14) and (4.15), we need to minimize the right-hand side under the constrain β 1 + β 2 1 + 8 /4 < z β 1 + β 2 1 + 2 in the "+" case 3β 1 + 9β 2 1 + 24 4 < z β 1 + β 2 1 + 2 in the "−" case.
A numerical computation shows that the first case is smaller than the second one and its leading term is approximately −0.8 β (ii) Next, in the case of r < θ, by assumption, θ < 0 and r θ < 0, we have only one solution θ = 1 6 − 3r θ − 6β 1 + 6/r 2 θ − 3r 2 θ , and furthermore θ < 0 iff
To estimate the decay exponent, note that on the one hand, since r θ < 0, we have
On the other hand, we have
To obtain the uniform lower bound, it suffices to minimize the right-hand side under the constrain 0 < z < β 1 + β 2 1 + 8 4.
A numerical computation shows that the resulting estimate is bigger than −0.8 β We now study the general criteria and estimates of λ 1 (L) and λ ± 0 (θ) (see (4.17) below for definitions) in dimension one. For this, we need more notation.
Fix an arbitrary reference point θ ∈ R, not necessarily a root of b( 
Moreover, the sign of equalities hold whenever both a and b are continuous.
Proof. The first assertion of part (1) 
Hence, the upper bound in part (2) 
By the continuity of f , when
Since ε can be arbitrarily small, we obtain the required assertion.
As an illustration of the applications of Theorem 4.4, we discuss Examples 4.2 and 4.3 again. Proof. First, we have the root θ = −β/(2α) of u ′ (x), it is also the medium of the measure. Next, 
Example 4.5. Everything in premise is the same as in Example 4.2. We have
Proof. By symmetry of u(x) in x, one may assume that β 2 0. Let θ be a real root of u ′ (x). Clearly, lim
(4.18) (a) We now prove the first assertion. It says that the parameter β 2 plays a role for λ 1 (L β 1 , β 2 ), in contrast with Example 4.5. For x θ, by (4.18), we have
Since z y 0, we have y/(z + y) 1/2. The right-hand side is controlled by
We now use Conte's estimate (cf. [20] ):
2 ), x > 0 and Gautschi's estimate (cf. [21] ):
Thus, 
For δ − θ , the proof is similar. As an analogue of (4.18), we have
Since z y 0, we have |y/(z + y)| 1/2, we obtain
We have thus returned to (4.19) . Now, the first assertion follows from parts (1) and (4) 
when β 1 1, we have
It suffices to show that
Since
it is easy to check first that
for β 1 1 and then the required assertion for β 1 0 by using mathematical softwares.
Before moving further, let us study the lower bounds of inf β 2 0 λ 1 (L β 1 , β 2 ) in terms of δ ± θ . For this, we return to (4.18). Because
and so (1) and (4) of Theorem 4.4, we obtain a lower estimate of inf β 2 0 λ 1 (L β 1 , β 2 ). However, the resulting bound is smaller than those given in Example 4.3.
We mention that the lower bound given in Example 4.3 may still be improved by applying part (3) of Theorem 4.3 to the test functions f ± constructed in the proof of Theorem 4.1. This observation is due to [22] . The proof is quite easy. Let for instance
Then f + −(af
Alternatively, one may apply the approximation procedure given in [19] to improve the lower bound. However, all the computations are quite complicated, and so we do not want to go further along this line. We remark that the process in Example 4.6 (Example 4.3) possesses much stronger ergodic properties.
Proposition 4.7. The processes corresponding to Example 4.3 is not only exponentially ergodic but also strongly ergodic. It has the empty essential spectrum. It satisfies the logarithmic Sobolev inequality but not the Nash (Sobolev) inequality.
Proof. One may use the criteria given in [13; §5.4] to justify these assertions. For the reader's convenience, here we mention three criteria as follows. By the symmetry, we need only to write down the conditions on the half-line [0, ∞).
Logarithmic Sobolev inequality:
Strong ergodicity:
Nash (Sobolev) inequality:
The second condition holds since
However, replacing x −2 with x −1 at the beginning, the same proof shows that the standard Ornstein-Uhlenbeck process is not strongly ergodic. For the third condition, note that ′′ (x) > 0 (see [23] ). We will come back to this point in Example 5.3. Finally, the logarithmic Sobolev inequality implies the essential spectrum to be empty.
Finally, we study a perturbation of λ 1 (L).
Proposition 4.8. Let a(x) ≡ 1 and assume that δ
Proof. Here, we consider δ + θ (h) only. As in [5] , we have
The above result is a revised version of [5; Theorem 3.4] , where instead of (4.23) and (4.24), the conditions 
Proof. The case of β < 0 is easy since −C β is convex. Hence we assume that β 0. Then −C β is convex for large enough x and so the conclusion is known. Here we check it by using Proposition 4.8. Take C(x) = −x 4 and regard h(x) = βx 2 as a perturbation of C(x). Clearly, R e |h| − 1 = ∞. Set θ = 0. First, by Gautschi's estimate, we have This lemma says that the logarithmic Sobolev constant is positive whenever so is λ min (Hess(U )(x)) at infinity. Unfortunately, as shown by Example 2.5, our models do not satisfy this condition even in the two-dimensional case. Hence, we justify the power of the estimate provided by the lemma only in dimensional one (compare with the criterion for the inequality, see for instance [13; Theorem 7.4] ). This is clearly exact since the well-known fact .
Note that in the case of β 1 < 0, the Bakry-Emery criterion (cf. (2.9)) is available and gives us the lower bound −2β 1 which is smaller than the estimate above. Example 5.3 is somehow unexpect since it improves Example 4.3 (In the special case that β 2 = 0, they are coincided). The reason is due to the fact that only the uniform estimate is treated in Example 4.3 and the linear term of U is ruled out in Lemma 5.1 (but the universal estimates depend on the linear term, cf. [13; Theorem 7.4]). Otherwise, the two methods may not be comparable in view of part (1) Similarly, we have
Combining this with Example 4.6, we get the required assertion.
Continuous spin systems.
We begin this section with the ergodicity of our models in the finite dimensions. Consider the particle system on Λ with periodic boundary. Then the generator is
for some u ∈ C ∞ (R), constant J, and N (i) is the nearest neighbors of i. For simplicity, assume that J 0, but it is not essential in this section. Recall that for the coupling by reflection, the coupling operator L has the coefficients a(x, y)
To illustrate the idea, we restrict ourselves to the second model.
Then the process is exponentially ergodic for any finite Λ. Moreover, the coupling by reflection (X t , Y t ) gives us
transition. However, this result does not describe an ergodic region in the infinite dimensional situation. For the remainder of this section, we apply the results obtained in the previous sections to some specific continuous spin systems. Denote by ij the nearest bonds in Z d , d 
Λ is the normalizing constant and
for some function u ∈ C ∞ (R), to be specified latterly. One can rewrite U
Correspondingly, we have an operator L ω Λ and a Dirichlet form D ω Λ as follows.
Our purpose in this section is to estimate
By (1.6), we have the simplest lower bound of the marginal eigenvalues as follows.
where x Λ\i = (x j , j ∈ Λ \ {i}). The function C(x) defined in Section 4 becomes
The last term can be ignored, since it does not make influence to µ
, and so neither λ . The coefficient of the second to the last term varies over whole R if J = 0.
We consider two models only: u(x) = αx 2 and u(x) = x 4 − βx 2 for some constants α > 0 and β ∈ R, respectively. Theorem 6.2. Let u(x) = αx 2 for some constant α > 0 and let
Proof. It suffices to prove the second estimate. By Example 5.2 and Theorem 1.3, the proof is very much the same as proving
Hence we prove here the last assertion only. First, we have |∂ ij U (x)| = 2J, i, j ∈ Λ, |i − j| = 1 0, i, j ∈ Λ, |i − j| > 1. (6.8)
The right-hand side is independent of x, which is the main reason why we were looking for the uniform estimates (with respect to the linear term) in Examples 4.2 and 4.3. By (6.5), we have λ In the last step of the proof, we did not use Theorem 1.2 since the matrix |∂ ij U (x)| : i, j ∈ Λ is very simple. Nevertheless, it provides us a good chance to justify the power of Theorem 1.2. To do so, take η Clearly, the right-hand side depends reasonably on the geometry of Λ. Roughly speaking, by the isoperimetric principle, the last minimum of the ratio is approximately |∂B|/|B|, where B is the largest ball contained in Λ. Anyhow, for regular Λ (cube for instance),
Hence for this model, h (γ) makes no contribution to λ 1 U ω Λ for the estimate uniformly in Λ. In other words, due to the double-well potential, the spectral gap and then the logarithmic constant will be absorbed as β → ∞. Combining Example 5.3 with Theorem 1.3 and following the last step of the proof Theorem 6.2, we obtain the required lower estimate. For the Hamiltonian H(x) = J ij (x i − x j ) 2 discussed several times before, simply replacing β with β −2dJ in Theorem 6.3, we obtain the following estimate: Finally, we mention that there is another technique which works even in the irreversible situation (cf. [17; Theorem 14.10]) to handle with the exponentially ergodic region, because the second model (Theorem 6.3) is attractive (stochastic monotone) and has the moments of all orders, plus a use of the translation invariant. However, as known that the logarithmic Sobolev inequality already implies an exponential ergodicity in the entropy and moreover, the usual exponential ergodicity is equivalent to the Poincaré inequality with nearly the same convergence exponent in the present context (cf. [13; Theorem 8.13]), there is almost no room to improve the ergodic region.
