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We investigate several recently published benchmark criteria for storage or transmission of
continuous-variable quantum information. A comparison reveals that criteria based on a Gaussian
distribution of coherent states are most resilient to noise. We then address the issue of experimental
resources and derive an equally strong benchmark, solely based on three coherent states and homo-
dyne detection. This benchmark is further simplified in the presence of naturally occurring random
phases, which remove the need for active input state modulation.
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In quantum communication, inevitable interactions
with noisy environments preclude the faithful transmis-
sion of quantum states in a direct manner. Yet, many
protocols rely on near-perfect state transmission. While
auxiliary methods, such as quantum error correction [1],
can compensate for channel imperfections, this is only
possible if the quantum channel meets a fundamental re-
quirement: It must outperform all measure & prepare
(MP) schemes, i.e., schemes in which input states are
measured, the resulting information is transmitted clas-
sically, and new states are prepared accordingly. Math-
ematically, these schemes correspond to entanglement-
breaking channels [2]. The output of such channels and
the corresponding measurement data are fundamentally
restricted, and it is the aim of benchmark criteria to es-
tablish whether these restrictions are overcome. In prac-
tice, this requires an ensemble of input states {pi, |φi〉in}i
and the collection of measurement statistics on the re-
spective output states ρouti . This comprises the classical
data, and we say that a channel acts in the quantum do-
main if the obtained classical data is not compatible with
any MP scheme.
Deriving such benchmarks is especially challenging in
the continuous-variable regime, where the set of input
states must be restricted to those which are experimen-
tally accessible. This has lead to a large number of
proposed benchmark criteria [3–11], which differ in the
choice of input states and in the underlying validation
method. We begin our analysis by comparing the bench-
marks based on coherent states with respect to their re-
silience to channel noise and come to the conclusion that
these criteria either require too many experimental re-
sources to be implemented, or they are too difficult to
surpass in state-of-the-art teleportation or quantum stor-
age experiments. Therefore, the problem of finding useful
success criteria for such experiments must still be consid-
ered an open one.
In this Rapid Communication, we solve this problem
FIG. 1: (Color online) Different input ensembles of coherent
states for testing quantum channels. (a) Gaussian distribu-
tion, (b) phase encoding, (c) discrete ensemble.
by showing that the generation of three coherent states
and homodyne detection of the output light suffice to
derive a benchmark of optimal strength. Furthermore,
we investigate the role of the phase reference in typical
experimental setups, and find that copies of a single co-
herent state can lead to the same benchmark.
To draw a meaningful comparison between different
benchmark criteria, the infinite freedom in the choice of
input states and in the nature of the output states must
be abridged. For the input states, coherent states are
the obvious choice since they are readily generated. To
further facilitate a comparison we choose devices which
give output states as of a lossy an noisy channel. Let us
emphasize here that none of the compared criteria de-
pends on this assumption about the quantum channel,
but that it merely serves to form a comprehensive com-
parison. We choose this model because it reflects the
most common imperfections in the transmission or stor-
age of light, namely, photon losses and Gaussian noise.
Such a transmission line is conveniently described by a
perfect line with an inserted beam splitter and a thermal
state entering the beamsplitter’s second input port. In
this model, the reflectivity 1− η of the beamsplitter is a
measure of channel loss, and the mean photon number n¯
of the thermal state quantifies noise. Within this frame-
work, benchmark criteria differ in the following aspects:
(1) Validation method: The most common method is
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2to maximize the average fidelity [12]
F¯max = max
ρouti
∑
i
pi〈ψini |ρouti |ψini 〉, (1)
for output states ρouti resulting from MP channels. Sur-
passing the resulting benchmark value certifies operation
in the quantum domain [3]. An alternative to this is the
verification of effective entanglement between the input-
state source and the channel output using the expecta-
tion value matrix (EVM) [7].
(2) Unit gain constraint: If a benchmark is derived by
comparing the output states to the input states, the re-
sulting criterion will be unable to detect certain channels
in the quantum domain, such as channels of high loss [13].
A more general approach compares each output state to
an optimized target state [5, 6].
(3) Input ensembles (Fig. 1): The number and the
distribution of input states can range from infinite sets,
such as Gaussian distributions of coherent states [4, 6]
or phase-modulated input ensembles [8], to the smallest
possible, binary ensemble [5, 7].
It is with respect to these aspects that we compare
the benchmark criteria presented in Refs. [4–8]. Each
of these criteria has flexibility in the choice of the input
ensemble. The maximum classical fidelity for the Gaus-
sian distribution of coherent states, for example, reads
F¯max = (1 + λ)/(1 + λ + η), where λ denotes the in-
verse width of the input state distribution [6]. Similarly,
benchmarks with phase-modulated coherent input states
depend on the chosen amplitude |α|. A comparison is
then drawn as follows: For each channel loss value, we
optimize over the parameter describing the input ensem-
ble to achieve the maximum tolerance to channel noise.
Figure 2 displays the results, where the channel noise is
expressed in terms of variances of the quadrature opera-
tors xˆ = (aˆ† + aˆ)/
√
2 and pˆ = i(aˆ† − aˆ)/√2, rather than
in terms of the diverging parameter n¯.
A number of qualitative differences between the curves
are clearly noticeable. The criteria restricted to unit
gain channels, namely those derived by Hammerer [4]
and Calsamiglia [8], are distinct because they can only
detect quantum channels for losses below
√
η = 1/2. Fur-
thermore, the fidelity-based benchmarks are stronger for
larger input ensembles, which has an intuitive explana-
tion: Measuring the average fidelity corresponds to pro-
jections onto all input or target states. Hence, larger in-
put ensembles imply more extensive measurements which
extract more information on the output states. Lastly,
we can draw a comparison between different validation
methods. This is only directly possible for the binary in-
put ensemble, where Fig. (2) shows the verification of ef-
fective entanglement [7] to be significantly stronger than
the fidelity-based benchmark [5]. This may however be a
consequence of the quadrature measurements extracting
more information on the output states than projections
onto two target states.
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FIG. 2: (Color online) Benchmark comparison: channel noise
below the curves implies operation in the quantum domain.
Circles: Gaussian distribution of input states [6]. Dashed-
dotted: The same with unit-gain constraint [4]. Dotted: Ring
of coherent states [8]. Dashed: Two input states, EVM crite-
rion [7]. Solid: Two input states, fidelity criterion [5].
An unbiased comparison between fidelity-based and
entanglement-based validation methods can be drawn
for the Gaussian distribution of coherent states, by de-
riving a criterion which is based on effective entan-
glement. Generating this ensemble can be thought
of as producing a two-mode squeezed state |r〉AB =
sinh(r)
∑∞
n=0(−tanh(r))n|n〉A|n〉B , and performing het-
erodyne detection on system A. If the action of the chan-
nel on system B does not destroy the initial effective en-
tanglement, operation in the quantum domain is verified.
A two-mode squeezed state is represented by a covariance
matrix
1
2
(
γA C
CT γB
)
, (2)
with γA = γB = diag[cosh(2r), cosh(2r)] and C =
diag[sinh(2r),− sinh(2r)]. The above parameterization
of measurement data gives the following output covari-
ance matrix:
1
2
(
γA
√
ηC√
ηCT ηγB + (1− η)D
)
, (3)
with D = diag[1/2+n¯, 1/2+n¯]. The covariance matrix is
entangled if its partial transpose is unphysical [14], which
is the case for
n¯ ≤ η/(1− η). (4)
This is the optimal amount of noise tolerance, since it
coincides with the particular MP channel described in
Ref. [3]. It also coincides with the results obtained by
Namiki et al. [6] by maximizing the classical average fi-
delity (circles in Fig. 2), but there is one crucial differ-
ence: Equation (4) was derived for arbitrary non-zero
values of the squeezing parameter r, i.e., for any width
of the Gaussian distribution, whereas the fidelity-based
3results are shown for the optimized, flat distribution. Ev-
idently, the average fidelity overly emphasizes the a pri-
ory probabilities pi and consequently does not lead to
the most general benchmark criterion.
Unfortunately, even the approximate generation of a
Gaussian distribution requires a very large number of
states with high intensities, which makes it impractical
for testing quantum channels. All other benchmarks
shown in Fig. 2 have too little noise tolerance to validate
state-of-the-art experiments (see, e.g. [15]).
Three-state benchmark: We now show that a small
number N ≥ 3 of input states and homodyne detec-
tion of the output states can lead to a benchmark cri-
terion of optimal strength. Consider the input states
|φinj 〉 = |α exp(i2pij/N)〉, j = {1, . . . , N}, being picked
with equal probability. Their preparation is equivalent
to the generation of an effective bipartite state
|ψAB〉 = 1√
N
N∑
j=1
|j〉A|α exp(i2pij/N)〉B , (5)
followed by projections of system A onto the orthonormal
basis elements |j〉A (see, e.g., [16]). Conditioning on the
outcomes j reproduces the correct input states for sys-
temB. The action of the channel on systemB transforms
the state in Eq. (5) into a mixed state ρoutAB , and the de-
tection of entanglement in ρoutAB verifies that the channel
operates in the quantum domain. The classical informa-
tion available for the verification are the first and second
quadrature moments measured on the conditional out-
put states, and the overlap table ρA = trB(|ψAB〉〈ψAB |).
From this information, an EVM can be constructed in
direct analogy to Ref. [7]:
χoutAB =
1
N
 χ1 χ12 . . .χ21 χ2 . . .
...
...
. . .
 , χj = 〈
1 xˆ pˆxˆ xˆ2 xˆpˆ
pˆ pˆxˆ pˆ2
〉ρoutj ,
where the diagonal blocks χj contain the measurement
results on the channel output ρoutj . In the off-diagonal
blocks χij , only the top-left entries tr(ρ
out
AB |i〉〈j|⊗1B) =
〈φinj |φini 〉 are known, while the remaining entries are ex-
perimentally inaccessible and must be left as free param-
eters. Now, the separability of ρoutAB is probed on the level
of the EVM, with the help of partial transposition, i.e.,
(χoutAB)
TA 6≥ 0 → ρoutAB is entangled. (6)
Due to the free parameters in the EVM, this positivity
criterion is checked numerically via semidefinite program-
ming [17].
This inseparability criterion for ρoutAB allows the iden-
tification of a verified quantum domain in terms of the
parameters of Fig. 2. Surprisingly, the boundary of this
quantum domain coincides, within numerical accuracy,
FIG. 3: (Color online) Dependence of our benchmarks on
the input state intensity for the lossless case. For α → 0,
benchmarks for different N ≥ 3 coincide.
with the non-unit gain benchmark for a Gaussian distri-
bution of input states [6], i.e., with the strongest bench-
mark criterion. This coincidence holds for the optimal
working point of the EVM criterion, i.e., α → 0, and it
holds for any N ≥ 3. In practice, the fact that both mea-
surement statistics and precisions are of finite size will
force α away from this optimal working point, the effect
of which is shown in Fig. 3. We observe that all curves
with N ≥ 3 coincide for α → 0, but only for N ≥ 4 do
the curves show a flat slope in that limit. Therefore, the
number of test states should be slightly increased when
larger coherent amplitudes are employed.
Evidently, testing a channel with three coherent states
is far more resilient to loss and noise than using two
states. An intuitive understanding of this result may
come from state discrimination. The performance of an
MP channel naturally depends on the ability to distin-
guish the input states. Wrong identifications lead to er-
roneous re-preparations, which will show as broadened
observed variances. In discriminating two coherent states
|α〉 and | − α〉, errors will only occur in the x-direction
in phase-space, while the p-direction remains error free.
This can be exploited to limit the variance-broadening
induced by the MP channel, as shown in Ref. [7]. The sit-
uation is different for the above arrangement of three co-
herent states, where measurement errors will occur along
any direction in phase-space, hence leading to more easily
detectable MP strategies.
The fact that the preparation of three coherent states
can lead to equally strong benchmarks as the Gaussian
ensemble is the main result of this Letter. This result
ties in with recent findings in continuous-variable quan-
tum key distribution [18, 19]. In Ref. [18], it is argued
that a protocol based on the transmission of four coher-
ent states can generate key at a rate at least as high
as protocols based on Gaussian modulation, and is in
fact able to outperform the latter due to advantages in
the classical information processing steps. Our analysis
supplies the entanglement verification for such discrete
modulated protocols.
4(a)Random phases Φ of the input states.
(b)Equivalent phase shifts
(c)Effectively phase-randomized channel
FIG. 4: (Color online) Local oscillator and the theoretical
absolute phase reference. Settings 4(a), 4(a) and 4(a) will
lead to the same measurement outcomes.
Naturally, the above analysis is easily applied to
different classes of input states, such as squeezed states,
and, following the methods of Ref. [11], mixed states.
Phase Covariance: We now investigate whether natu-
rally occurring random phases between subsequent signal
states can be utilized to encode different input states.
Such random phases occur, for example, when using
pulsed laser sources. Naturally, to speak of the phase
of a quantum state implies the existence of a reference
frame. In typical setups, both the input states and the
phase reference, or local oscillator, stem from a master
laser, whose output is split on a highly asymmetric beam
splitter (see Fig. 4). The encoding of the input states fol-
lows after the beamsplitter, by modulating the phase of
the input mode with respect to the local oscillator. The
question is whether random phases between subsequent
pulses emitted by the master laser can replace this encod-
ing step. To speak of the phases of these pulses requires
again a reference frame. We will call this frame the abso-
lute phase reference (see Fig. 4), which is a theoretically
constructed, perfectly bright light beam. The generation
of a sequence of phase randomized pulses is equivalent to
a train of pulses of equal phase Φ = 0, which are phase
randomized after the splitting into signal and local oscil-
lator modes (Fig. 4(b)). Now, the phase change UˆΦ in
the local oscillator mode effectively rotates the axes of the
homodyne detection with respect to the absolute phase
reference. The same measurement results will ensue if the
inverse phase rotation Uˆ−Φ is applied to the output of the
signal mode (Fig. 4(c)). Hence, the random phase shifts
between signals are equivalent to wedging the channel
between a phase shift and its inverse. Consequently, the
quantum channel is inevitably phase-randomized, or, in
other words, the channel is shown to be phase-covariant.
This phase-covariance allows us to extract the data nec-
essary for entanglement verification. Suppose an input
state |α〉 leads to a local EVM χB , then a phase shifted
input state UˆΦ|α〉 will result in the EVM R(Φ)χBR(Φ)T ,
with the rotation matrix
R(Φ) =
1 0 00 cos(Φ) − sin(Φ)
0 sin(Φ) cos(Φ)
 . (7)
These local EVMs and the table of overlaps of the differ-
ent input states suffice to build a bipartite EVM for input
ensembles of arbitrary size. Therefore, any N in Fig. 3
can be achieved with no active phase-encoding required.
In conclusion, we investigated the strengths and weak-
nesses of several recently published benchmark criteria
for the transmission and storage of quantum informa-
tion. By modeling typical experimental data, we were
able to sort the different benchmarks according to their
robustness to noise. Taking into account the required
experimental resources, we proposed a verification proce-
dure based on the generation of just three weak coherent
states and homodyne detection. Finally, by investigat-
ing a typical experimental setup, we found that a sin-
gle input state setting may suffice to implement a very
strong benchmark. We acknowledge funding by Quan-
tum Works, the OCE, and the NSERC discovery grant,
as well as the European Project QAP.
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