In this article, we develop a novel role for the initial function v 0 in the value iteration algorithm. In case the optimal policy of a countable state Markovian queueing control problem has a threshold or switching curve structure, we conjecture, that one can tune the choice of v 0 to generate monotonic sequences of n-stage threshold or switching curve optimal policies. We will show this for three queueing control models, the M/M/1 queue with admission and with service control, and the two-competing queues model with quadratic holding cost. As a consequence, we obtain increasingly tighter upper and lower bounds. After a finite number of iterations, either the optimal threshold, or the optimal switching curve values in a finite number of states is available. This procedure can be used to increase numerical efficiency.
INTRODUCTION
Value iteration (VI) is a universally used algorithm for the practical analysis of discrete time Markov decision processes (MDPs). It can be used for numerical purposes, but also for the derivation of structural properties of the value function and of optimal policies.
The use of VI for deriving the structure of optimal policies seems to have been initiated by Lippman (1975) . It has been refined in papers by Koole (1998) and Koole (2006) , where the notion of event based dynamic programming (EBDP) has been introduced and elaborated, as a systematic tool to show propagation of structural properties through each VI step. Lippman (1975) analyzes variants of two of the models that we discuss in this article, the M/M/1 queue with admission control and with service control. Under appropriate conditions on the immediate cost, he does not only show that the n-stage optimal policy has a threshold form. Taking the initial function in the VI algorithm, v 0 say, identically equal to 0, he also shows that the threshold exhibits a monotonic behavior as a function of the iteration step. In particular, for the M/M/1 queue with service control, the n-stage optimal threshold is shown to be nonincreasing as a function of n.
This motivates the following problem. Consider a countable state Markovian queueing control problem, for which an optimal threshold or switching curve policy exists. Clearly, we are dealing with one-dimensional and two-dimensional models here.
Can one select the initial VI function v 0 , so that the n-stage optimal policies obtained by VI are monotonically non-decreasing or monotonically nondecreasing (in an appropriate sense) as a function of the iteration step?
If one can, then the choice of v 0 suddenly obtains an imminent role in the application of VI for investigating structural properties of optimal policies.
In this article, we will study three queueing control problems, where the above structure indeed emerges by an appropriate choice of v 0 . We will first study the M/M/1 queue with admission control and with service control. The immediate cost consists of a linear holding cost, and a rejection and service cost respectively. The aim is to minimize the average expected cost per unit time.
These two variants of the controlled M/M/1 queue have threshold optimal policies, as already established in Lippman (1975) . We will construct quadratic initial functions, generating either a sequence of nondecreasing or a sequence of nonincreasing thresholds. The choice of a quadratic initial function is motivated by the fact, that the value function is quadratic (cf Bhulai, 2002, Chapter 3) . Thus, one may expect reasonable convergence properties by selecting a function with a similar structure. Intuitively, one may understand the quadratic character of the value function, by interpreting it as the minimum total expected reduced cost to reach the empty state. Since the holding cost is linear in the state variable, this function should contain quadratic terms.
The proof that the thresholds are nondecreasing (nonincreasing) consists of two parts. The first part is the choice of the initial function. The second part is to validate propagation of nondecreasingness (nonincreasingness) through the VI step. Typically, the second step is even simpler than showing propagation of threshold optimality through the VI step. The first is the more complicated part.
We would like to stress that convergence typically is faster for a quadratic initial function, than when choosing the initial function identically equal to 0, as in Lippman (1975) . Additionally, quadratic initial functions generating a nondecreasing sequence of thresholds, seem to have better convergence properties than the ones generating a nonincreasing sequence.
Our presented approach has several benefits to it. First, each iteration step of VI yields increasingly better upper and lower bounds of the optimal threshold. Taking the average of the two could be expected to give a reasonable estimate of the optimal threshold. Note, that the bounds obtained from the first iterations can be expressed in terms of the input parameters of the problem, thus yielding symbolic bounds. Additionally, once the upper and lower bounds are equal, these are necessarily equal to the optimal policy. A second advantage of this approach, is that the part of the state space where the optimal policy is known, increases. This can be exploited to increase numerical efficiency, when computing the optimal policy. Finally, as a side benefit, we also obtain upper and lower bounds for the value function.
Of course, these models are relatively simple, and they are well-studied. Therefore, we next analyze the two-competing queues model with exponentially distributed service times and Poisson arrivals. Instead of a linear holding cost, we allow a quadratic holding cost of the form c 1 x 1 + 1 x 2 1 + c 2 x 2 + 2 x 2 2 , c 1 , c 2 , 1 , 2 ≥ 0, where x i is the number of customers in queue i, i = 1, 2. Using EBDP, we first show that the average optimal policy can be characterized by a switching curve, separating the regions where serving type 1 customers is optimal and where serving type 2 is optimal.
Then, we use polynomials of degree three in the state variable to construct suitable initial functions for the VI algorithm. These are shown to generate a nondecreasing and nonincreasing sequence of n-stage optimal switching curves respectively. The choice of polynomials of degree three stems from the fact that the holding cost is quadratic.
The number of states where the upper and lower bounds of the optimal switching curve are equal, increases, as the number of iterations grows. This partial knowledge of the optimal switching curve in the examples studied, seems to suggest that it is linear with gradient 1 1 / 2 2 , where i is the service rate of type i customers, i = 1, 2. Furthermore, the values of c 1 and c 2 seem to have a negligible effect on the optimal switching curve.
This gives rise to the following heuristic policy for the two-competing queues model: in each state (x 1 , x 2 ) serve the customer type with the highest value i i x i , i = 1, 2. We conjecture, that the analogous generalization to K-competing queues would provide a good heuristic policy! Extensions to the case that the expected cost is discounted, are possible for all models studied. However, the choice of suitable initial functions seems to be more delicate. Basically, one has to search within the space of functions that are linear combinations of monomial of degrees 0, 1 and 2. In the above examples, we could take somewhat simpler variants. It is an interesting question, how to select the function v 0 , so as to maximize the rate of convergence of the n-stage optimal policies to the optimal one, within this class of functions.
The article is organized as follows. In Section 2 we first recall some necessary facts from MDP theory, validating convergence of the VI algorithm for the models under consideration. Then, we show propagation of structural properties and monotonicity of the n-stage optimal policies, as a function of the iteration step n, for all three models, using EBDP. Here we assume, that a suitable initial function v 0 has been selected. We discuss the M/M/1 model quite extensively, even though the structural properties have already been known since (Lippman, 1975) . The reason is that it is quite illustrative for our approach, but at the same time, it is simple.
In Section 3 we derive the construction of suitable initial functions v 0 for the M/M/1 queue with admission control. We illustrate the convergence properties of the procedure by two examples. In Sections 4 and 5 we do the same for the M/M/1 queue with service control, and for the two-competing queues model.
Throughout the article, we will use VI as a standard short-hand notation for value iteration, and EBDP for event based dynamic programming.
MODELS AND STRUCTURAL PROPERTIES VIA EVENT BASED DYNAMIC PROGRAMMING
We will derive structural properties of three queueing models, the M/M/1 queue with admission control and service rate control, and the two-competing queues model with quadratic holding cost. The structural properties of the optimal policy will be shown by using VI in the standard way. In particular, we will use EBDP as a systematic tool for decomposing each VI step in order to derive the desired properties, as has been developed by Koole (1998) .
For the controlled M/M/1 models that we will discuss, we can directly refer to results from Koole (1998) to show optimality of a threshold policy via EBDP. We do have to show the propagation of monotonicity properties of the n-stage optimal thresholds, and we will employ EBDP to do so. For the two-competing queues model, to our knowledge no structural results exist. Therefore, we will use EBDP to show both propagation of switching curve optimality and monotonicity of the switching curves.
We will start by recalling conditions on MDPs that guarantee convergence of VI, but first list some general notation to be used. We use N 0 = {0, 1, 2 … } to denote the non-negative integers. For x ∈ R, x + = max {x, 0). For x ∈ R n , we write
Convergence of value iteration in MDPs
A dynamic system is observed at discrete time points to in one of a denumerable set of states, denoted S. At each time point a controller chooses an action a from a set of available actions A(x), when the system state is x ∈ S. When action a is chosen, an immediate cost c(x, a) is paid, and the system moves to state y with probability p xy (a). Next, a decision rule R n at time n is a function that assigns the probability of taking action a at time n. In general it may depend on all realized states upto and including time n, and all actions chosen upto time n. A policy R is a sequence of decision rules (R 0 , R 1 , … ). For a Markov policy, the decision rule R n at time n only depends on the state at time n. A policy is stationary, when it is Markov and all decision rules are equal. It is called deterministic, if it exactly one action is prescribed in each state. If a deterministic strategy is stationary, it is completely defined by a function f, assigning an action a ∈ A(x) to each state x ∈ S. By a slight abuse of notation we denote by f both a deterministic, stationary policy and the decision rule that defines it. We denote by  the collection of all policies, and by () the collection of all deterministic, stationary policies.
Denote by X n and Y n the state and action chosen at time n respectively, n = 0, … . Denote by P x, R , and E x, R the probability and expectation operator respectively, when the initial state X 0 = x and policy R is used.
Notice, that the dynamic system operated by a (deterministic) stationary policy is a denumerable Markov chain X = (X n ) n = 0, … . The transition matrix of the corresponding Markov chain is denoted by P(f), where P xy (f) = P xy (f(x)), x, y ∈ S. The corresponding cost vector will be similarly denoted
In this article we are interested in the average optimality criterion, and policies that minimize the average expected cost per unit time. The latter should be well-defined, which is the case under the following set of conditions. The conditions we use, are relatively stringent, but satisfied by the models studied. The reason for using these, is that they also imply convergence of the VI algorithm, as shown in Altman, Hordijk, and Spieksma (1997) and Spieksma (1990) .
So, we define the taboo transition matrix 0 P(f) with taboo state 0 ∈ S by 0 p (f) = P (f), y ≠ 0, and 0 P xy (f) = 0, y = 0, x ∈ S, f ∈ ().
(ii) The M-geometric recurrence property holds: there exists a function M : S → [1, ∞), a state, 0 say, and a constant ∈ (0, 1), such that
More general conditions are possible (see Dekker, Hordijk, & Spieksma, 1994) , but not relevant for the models under consideration. Further, by Dekker and Hordijk (1992) , any stationary policy induces a Markov chain with one positive recurrent class, and absorption of the Markov chain from transient states (if any) takes place in finite expected time and with finite expected cost. Denote by (f) the stationary distribution of the positive recurrent class of the Markov chain induced by f.
It is convenient to introduce the Banach space of M-bounded functions
Thus, the taboo transition matrix is a contraction operator mapping the space ∞ (S, M) to itself, for each deterministic, stationary policy.
Next, define the expected average cost under policy R by
A priori, it is not clear that the average expected cost is independent of the initial state. We call the policy R * average optimal, if g x (R * ) ≤ g x (R), x ∈ S, for every policy R ∈ .
We quote the following result.
Theorem 2.2 (Dekker & Hordijk, 1992 
In the sequel, we will denote this unique solution pair to Equation (2.1) by g * and v * . As follows from the above, the conditions imposed are quite stringent. For instance, transience of the Markov chain associated with a stationary policy, is not allowed. However, the conditions do imply convergence of the VI algorithm.
and let
3. Increment n by 1 and return to step 2.
Notice, that v n is the n-stage optimal value function, with terminal cost v 0 . The following result holds. Theorem 2.3 (Altman et al., 1997; Blok & Spieksma, 2017; Spieksma, 1990 
, and g * = lim n→∞ v n (x)∕n, x ∈ S. Any limit point of the sequence f n is a minimizer of (2.2), and hence optimal.
2.2
Properties of M/M/1 queues with admission control and with service control
We study the M/M/1 queue with two different types of control. First we will introduce these models and specify the VI step. Then we will use VI combined with EBDP to show threshold optimality and monotonicity of the n-step optimal thresholds, provided monotonicity holds in the first step. Consider the M/M/1 queue, with customers arriving according to a Poisson process with rate , and exponential service distributions with rate , where < . Upon arrival, a customer may be rejected. Upon rejection, a rejection cost c r is incurred. Further, holding cost c h (x) is incurred per unit time, when x customers are present in the system. We assume that x  → c h (x) is a convex nondecreasing function. The model is visualized in Figure 1 . The aim is to determine the admission control policy that minimizes the average expected cost per unit time. This is clearly a continuous time MDP, but we may analyze it (cf Serfozo, 1979 ) by a uniformised time-discretized time MDP. Hence, we assume that + = 1. The state of the system at time n is the number of customers present, and so S = N 0 . The action spaces are given by A(x) = {0, 1}, where '0' stands for the rejection decision and '1' for the acceptance decision. Then c(x, a) = c r 1 {a = 0} + c h (x), a ∈ A(x), with c r > 0, and
It is simply checked, that the conditions of Theorems 2.2 and 2.3 are satisfied with a function M of the form M(x) = e x , for a suitably chosen value of > 0, provided x  → c h (x) does not grow exponentially quickly. The (n + 1)th step of VI in Equation (2.2) reduces to
Writing the VI step as the action of an operator  , implies that v n = ( ) n v 0 is the result of an n-fold application of the operator  .
Analogously to Lippman (1975) , Equation (2.4) in the specification of the VI step clarifies that convexity of v n implies f n + 1 to be a threshold policy. Indeed, if v n (x + 1) − v n (x) > c r , then f n + 1 (x) = 0. By convexity, then also for y ≥ x we have v n (y + 1) − v n (y) > c r , so that f n + 1 (y) = 0 for y ≥ x. Assuming this to be the case, then f n + 1 can be fully characterized by a number
(2.5) Thus, n + 1 is defined as the minimum state, where rejecting is strictly better than accepting an arriving customer, in the (n + 1)-th step of VI. Hence, arriving customers are rejected if and only if the system state x ≥ n + 1 . If n + 1 = ∞, then always accepting arriving customers is optimal in the (n + 1)-th step of VI.
If v n is convex for all n, then by Theorem 2.3, v * is convex and there is a threshold optimal policy, characterized in the same manner by a number, * say.
for all x ∈ S, implies that, it is optimal to reject in state x in iteration n + 2, if it is optimal to reject in state x in iteration n + 1. Hence, n + 1 ≤ n . Vice versa,
for all x ∈ S, implies that n + 1 ≥ n . This motivates to consider the following properties. We write now a generic VI operator  instead of  , so that we may incorporate the service controlled M/M/1 queue as well.
Further, we introduce the increment function d f , associated with f : S → R, by
Definition 2.4 Let v : S → R be given. The function v is said to have property P-u if v is convex with v ∈ ∞ (S, M), and
The function v is said to have property P-l, if v is convex with v ∈ ∞ (S, M), and
Let v, w : S → R. Then, the pair (v, w) is said to have property P if v has property P-u and w has property P-l.
) has property P. By virtue of Theorem 2.3, we then obtain respectively. Thus, we get increasingly improved upper and lower threshold bounds, yielding the optimal threshold, once upper and lower bound "meet."
It is curious that, convexity prevailing, we also get lower and upper bounds of the optimal value function! However, the nondecreasing sequence of lower-bounding thresholds corresponds to a nonincreasing sequence of upper-bounding n-horizon optimal value functions (after subtracting the value at state 0), and vice versa. We will discuss the validity of Property P after introducing the M/M/1 queueing model with service control.
M/M/1 queue with service control
Again, consider the M/M/1 queue, with customers arriving according to a Poisson process with rate , and exponentially distributed service times with rate 1. The service speed is subject to control: it is either low with rate 1 , or high with rate 2 > 1 . Assume that < 1 . As in the previous model, holding cost c h (x) per unit time is incurred, when there are x customers in the system, with x  → c h (x) a convex nondecreasing function. Additionally, operating the server at high speed costs K > 0 per unit time. The model is described in Figure 2 . The aim is how to allocate the server such that the average expected cost is minimum. We consider the uniformised, time-discretized model with + 1 + 2 = 1. As in the previous model, the system state represents the number of customers in the system, so that S = N 0 . The action spaces are given by A(x) = {1, 2}, x > 0, where now action "1" stands for serving at low-speed 1 , and action "2" for serving at high-speed. In state 0, the action space is A(0) = {1}, since it makes no sense to operate at high-speed in the absence of customers. Now,
The conditions of Theorems 2.2 and 2.3 are satisfied for an exponential function M, in the same manner as in the admission control model, provided the holding cost does not grow exponentially quickly with the state. Then (n + 1)-th step of VI as in Equation (2.2) becomes
Since 2 > 1 , the same observations as for the admission control model hold true. That is, convexity of v n implies the minimizing strategy f n + 1 to be a threshold strategy, characterized by the number n + 1 , with now
(2.8)
Thus, high-speed operation is only used in states x with x ≥ n + 1 .
Mutatis mutandis, all observations on the existence of a threshold optimal policy * , and the construction of upper and lower initial functions v u 0 and v l 0 , such that VI generates a sequence of nonincreasing and nondecreasing threshold bounds, are true. Thus, our first aim is to show Property P for this model as well.
We will therefore provide the proof of Property P simultaneously for the M/M/1 queues with admission control and with service control. In Sections 3 and 4, we will construct suitable initial functions v l 0 and v u 0 for both control models.
Event based dynamic programming
As observed before, the (n + 1)th VI iteration step can be viewed as the application of the operator  to v n , in the case of admission control model, and  , in the case of the service control model. We will use EBDP (cf Koole, 2006) , which is based on decomposing these operators as a nested application and combination of different event operators.
M/M/1 queue with admission control
The operator  can be decomposed as follows (cf Equation (2.3)): for f :
where for g : S → R and, for x ∈ S,
M/M/1 queue with service control
By virtue of Equation (2.6), the operator  can be decomposed as follows: for f :
with the two additional operators: for x ∈ S,
In this case, the weights in the  unif operator in (2.10) are and 1 + 2 respectively.
We will quote the results from Koole (1998) , showing that convexity propagates through the above operators. To this end, denote
Lemma 2.5 (Koole, 1998, Lemma 3.1) .
Although (Koole, 1998 , Lemma 3.1) does not require the restriction to M-bounded functions, the propagation of M-boundedness across the operators trivially follows from the M-geometric recurrence property. Thus,
The next lemma shows, that monotonicity of the increment function propagates through the event operators associated with the two-M/M/1 models studied. Interestingly, the proof is much simpler than proving the propagation of convexity and increasingness, since boundary problems do not play a role.
Proof We first prove (a). For all operators, except for  and  , the assertion is trivial. Let us consider the operator  , then (cf Equations (2.3) and (2.4)) for
with, mutatis mutandis, the same expressions
implies that it is the minimizing action in  g(x), x ∈ S as well. By convexity of f , if the minimizing action in  f (x) equals 0, then it is also the minimizing action in  f (x + 1). The same holds for g.
For computational simplicity, denote by Let x ∈ S. If x + 1 < g or x ≥ f , the actions chosen in states x and x + 1 in the expres-
The only cases of interest left are when
where in the inequality we have used that
.
The proof for the operator  proceeds along the same lines. To see this, note that, similarly to Equation (2.7),
with an analogous expression for
g similarly defined, the same arguments as in the case of operator  can be applied to conclude, that g ≤ f . The further verification is analogous, as in the above case of the operator  .
The proof of (b) is trivial, since the uniformisation operator merely takes convex combinations of the inputs. ▪
We summarize the results. Proof This follows by combination of Lemmas 2.5 and 2.6. ▪
Theorem 2.7 Let c h
∈ I ∩ Cx ∩ ∞ (S, M). Let  ∈ { ,  }. Suppose, that there exist func- tions v u 0 , v l 0 ∈ I ∩Cx∩ ∞ (S, M) with d  v u 0 ⪰ d v u 0 and d  v l 0 ≺ d v l 0 . Then, (v u 0 , vl
Properties of the two-competing queues model with quadratic holding cost
Next, we will study the two-competing queues model, with quadratic holding cost, in the same manner as both M/M/1 controlled models. First, we show for a quadratic holding cost, that the n-stage optimal policy obtained from VI is a switching curve optimal policy. Hence, there is a switching curve policy that is average optimal. If the optimal switching curves in the first and second iterations of VI are ordered (ie, the difference between the two is either a non-negative or a nonpositive function), then we show that this ordering is preserved throughout the subsequent iteration steps. Thus, in each VI step, we may obtain lower and upper bounds of the switching curve optimal policy. This is in fact the simplest part of the whole proof. Finally, in Section 5, we show that initial functions v 0 can be chosen in such a way, that the subsequent n-stage optimal switching curves are indeed ordered.
Let us first introduce the model specifics (see also Figure 3 ). Consider a system with one server. Two types of customers may arrive to the system, each of which enters his own queue. Say, type i customers arrive in queue i according to a Poisson process with parameter i , i = 1, 2. At each event, the server may choose which queue to serve. Idling is not allowed, but service is allowed to be preemptive. Queue i customers require an exp( i ) distributed amount of service, i = 1, 2. We assume, that 1 / 1 + 2 / 2 < 1.
At each event (arrival or departure), the server may choose which nonempty queue to serve, based on the number of customers of each type present in the system. Thus, the state of the system is given by a pair x = (x 1 , x 2 ), where x i stands for the number of type i customers present, i = 1, 2. So, the state space is given by S = {x = (x 1 , x 2 ) | x 1 , x 2 ∈ N 0 }. The cost incurred per unit time per customer type i is equal to c i x i + i x 2 i , when x i type i customers are present, i = 1, 2. Thus, it becomes increasingly more beneficial to serve a longer queue rather than a shorter one. The objective is to determine a service policy with minimum average expected cost. This is a uniformisable MDP in continuous time, that we will analyze by reduction to a uniformised time-discretized model. To this end, we assume that 1 + 2 + 1 + 2 = 1.
The action space A(x) is given by
where action i ∈ {1, 2} stands for "serving type i" and action 0 stands for "enforced idling." Then,
Finally, the transition probabilities are given by
By virtue of Dekker et al. (1994) and Spieksma (1990) , there exists a function M : S → R 2 of the form M(x) = e 1 x 1 + 2 x 2 , x ∈ S, 1 , 2 > 0, such that the conditions of Theorems 2.2 and 2.3 are satisfied. Thus, if c h ∈ ∞ (S, M), there exists a unique solution v * ∈ ∞ (S, M) to the average cost optimality Equation (2.1), and minimizing policies in this equation are average optimal. Moreover, VI converges, that is, v n (x) − v n (0) → v * , and any limit point of n-horizon optimal policies is average optimal.
The (n + 1)th step of VI for the two-competing queue model is given by
The VI-operator  is a concatenation of five operators, two of which are the same operators as in the M/M/1 controlled models, that is,  cost and  unif , the latter of which is now a convex combination of three functions. The third and fourth are type dependent arrival operators  A(1) and  A(2) ; the fifth is the moving server operator  . Except for the cost operator, we give the precise descriptions next. For x ∈ S, and f ,
Thus, for any f : S → R, the operator  can be decomposed as follows:
We will next develop conditions that guarantee switching curve optimality in each VI step.
Conditions for switching curve optimality
The basis motivation for our interest in switching curve optimality comes from the following natural desirable property of an optimal policy:
if it is optimal to serve a type k customer in state x, then it should also be optimal to serve a type k customer in state x + e k , k = 1, 2.
The consequence is, that the region where action 1 is optimal and the region where action 2 is optimal, are separated by a curve, which we call the switching curve. A more precise definition will be given below. The main question now is: what condition on functions f : S → R should one impose, in order that the 1-stage optimal policy has this switching curve property?
Let i = 1, let f : S → R and consider  f . Then by Equation (2.11), serving type 1 is a minimizing action in state x, if and only if
Suppose that serving type 1 is a minimizing action in state x, so that d f (x) ≥ 0. By the above, for action 1 to be a minimizer in state x + e 1 , it is sufficient that d
. Similarly, suppose that serving type 2 is a minimizing action in state x, that is, d
f (x) ≤ 0. Then, for action 2 to be a minimizing action in state x + e 2 , it is sufficient that d f (x + e 2 ) ≤ d f (x). This motivates to introduce the class of monotonic weighted increment functions:
+ )], x 1 ∈ N 0 , and similarly for state (0, x 2 ). Hence, for f ∈ MI, it holds that x 1  → f (x 1 , 0), x 2  → f (0, x 2 ) are nondecreasing functions.
Given f ∈ MI, we will uniquely characterize the associated switching curve, sc f : N 0 → N 0 , associated with the minimizing actions in  f (x), x ∈ S, by
is the smallest number x 2 , in which it is strictly better to serve a type 2 customer, than a type 1 one.
We need to show, that  ∶ MI → MI. Unfortunately, we did not manage to characterize the MI property via more elementary function properties, for which propagation results are known or valid. For instance, it is simply checked that convexity in both coordinates, and submodularity of f : S → R (cf Koole, 2006) , implies f ∈ MI. Unfortunately, the combination of convexity and submodularity does not propagate through the  operator. In fact, some preliminary derivations show that for MI functions that are convex in both coordinates and supermodular, all these properties propagate through the five operators of interest.
Lemma 2.8 Suppose that
For the proof we refer to Appendix A. Next, we want to study monotonicity of optimal switching curves across the event operators of interest. To this end, notice for f ,
We next show, that the ordering of monotonic weighted increment functions is preserved under the event operators considered.
Lemma 2.9 (i) Let
The proof is given in Appendix B. We summarize the results so far in the following theorem.
Theorem 2.10 Let
Proof The proof follows by combining Theorems 2.2 and 2.3, and Lemmas 2.8 and 2.9. ▪ Thus,
Contrary to the M/M/1 models, it is not possible to derive upper and lower bounds on the value function using this technique.
In Section 5, we address the problem of constructing functions v u 0 and v l 0 with the desired properties. We also discuss some numerical applications. In anticipation of these results, we would like to intuitively discuss the shape of the optimal switching curve, as briefly referred to in Section 1.
Heuristics
In case of 1 = 2 = 0, the holding cost is linear. Then, the c-rule is optimal, i.o.w., it is optimal to serve type i customers in state x, when i = arg max j∈{1,2} {c j j 1 {x j >0} }. The corresponding switching curve is given by sc v * (x 1 ) = ∞, x 1 > 0, and sc v * (0) = 1. The intuition for the c-rule is as follows: c i i is the rate at which the holding cost per unit time is reduced by serving type i customers. Thus, serving type 1 gives the largest holding cost reduction per unit time. We will use the same argument in the case of i > 0, i = 1, 2. Let the state x be given. Then, serving type i customers, yields a cost reduction per unit time of size
We are indifferent to serving type 1 as opposed to type 2, when the cost reduction per unit time is equal for both types, so that 1 (c 1 + 1 (2x 1 − 1)) ≈ 2 (c 2 + 2 (2x 2 − 1)). This suggests the following candidate heuristics for the optimal switching curve:
Our numerical experiments in Section 5 show that the optimal switching curve behaves linearly, with gradient 1 1 /( 2 2 ), as in Equation (2.14). However, the constant term seems not to be well approximated by the constant term in Equation (2.14), as we shall see in Section 5. The following heuristics for the two-competing queues model with quadratic holding cost will appear to be more satisfactory.
Heuristic policy: in state x, serve customer type i = arg max j∈{1,2} { j j x j }. 
M/M/1 QUEUE WITH ADMISSION CONTROL: CONSTRUCTION OF VI INITIAL FUNCTION AND NUMERICAL RESULTS

In
In particular, we get
However, convergence tends to be very slow. In order to improve upon this, we will construct more suitable initial functions to input in the VI algorithm. In our analysis we use the following linear cost structure: c h (x) = c h x, x ∈ S, c h > 0. By virtue of (Bhulai, 2002, Chapter 3) , the value function is quadratic in this case. Thus, slow convergence when starting with initial function v u 0 ≡ 0 is not very surprising: in this case the n-stage value function will be a piecewise linear function consisting of at most n linear segments.
Under the linearity assumption, we will investigate how to construct suitable quadratic functions
In the next subsection, we study properties of the function f (x) = (x + 1) 2 , x ∈ S, > 0. It appeared useful to use a shifted quadratic, in order to have a sufficiently steep increase in f in state 0. Since * = 0 if c h > c r , we will assume that c h ≤ c r .
3.2
Initial function x  → f (x) = (x + 1) 2 Let us summarize the assumptions on the cost functions.
Assumption 3.1
The holding cost structure is linear, that is, c h (x) = c h x, x ∈ S, with 0 < c h ≤ c r .
Clearly f ∈ I ∩ Cx ∩ ∞ (S, M), when > 0. Thus our objective is to check under what conditions on , we have d
Taking v 0 = f in the VI algorithm, yields that the optimal policy in the first iteration step is a threshold policy, that we will denote by . From Equations (2.3) and (2.5), it is trivially derived that Next, we will use the Table 1 to determine functions v u 0 
Then,
Lemma 3.2 Suppose that Assumption 3.1 holds. (a) Selection Algorithm 2 provides a value
Proof We first prove (a), concerning selection Algorithm 2. Suppose that the assumptions
,
in (1) hold. Then, for u = c h /(3 ), it holds that u > c r /3. Hence, by Equation (3.1),
We have to check that u satisfies the corresponding inequalities from Table 1 
. This is trivially true.
Next we assume the conditions in (2). We check that u ∈ (c r /5, c r /3]. First u > c r /5, by definition. Further, inequality c r ≥ c h / , implies that (c h + c r )/3 ≤ c r /3. Hence, u 1 = 1, by Equation (3.1). By choice of u , the required inequalities of Table 1 are satisfied.
Finally, we assume the condition in (3). Notice first, that this condition implies that c r ≥ c h / . If not, then c r < c h / . But then
Hence,
We get,
a contradiction. Thus, c r ≥ c h / . Consequently, the condition in (3) is complementary to the conditions in (1) and (2). Next, we check that for the given choice, u ≤ c r /5. This is trivially true, when c h /(2 ) ≤ c r /5. Assume therefore, that c h /(2 ) > c r /5. Then, necessarily, (c h + c r )/3 ≤ c r /5. This implies, that
As a consequence, u 1 ≥ 2. The corresponding conditions in Table 1 require, that
We thus need to show, that
). This is true iff
Since c r ≥ u (2 u 1 + 1) by Equation (3.1), the above equality holds, whenever u ≤ c h /(2 ). But this holds by definition of u . As a result, v u 0 satisfies Property P-u and so
The following conclusion holds. 
Proof The proof follows from Theorem 2.7, and Lemma 3.2. Equation (3.1) provides the expressions for As a consequence: * ∈ {4, … , 9} and 0.05(x + 1) 2 − 0.05 ≤ v * (x) ≤ 0.1(x + 1) 2 − 0.1. Numerically, we have found that * = 5, see Figure 4 below. The number of iterations required for convergence to the optimal threshold * = 5 is equal to 34 for the upper bound, and 3 for the lower bound. Thus, * ∈ {1, … , 99}, and 0.0049(x + 1) 2 − 0.0049 ≤ v * (x) ≤ 0.21(x + 1) 2 − 0.21. The optimal threshold * = 13, see Figure 5 below. The number of iterations required for convergence to the optimal threshold * = 13 is 87 for the lower bound, and 293 for the upper bound.
It is striking, that the lower threshold bound (using v l 0 ) after the first iteration is closer to the optimal one, in both cases. On the other hand, the corresponding n-stage value functions corresponding to the upper bound (using v u 0 ), seem to converge faster to the value function.
Symbolic bounds on the optimal threshold
In this article Hristov, Bhulai, van der Mei, and Bosman (2018) (cf also Hristov, 2018) , optimal threshold approximations for the M/M/1 queue with admission control have been derived using an evolutionary algorithm, called symbolic regression. Typically, rejection cost c r = 1 is used. The holding cost per unit time per customer equals c h = 1. The arrival and service time parameters are and , respectively. It is assumed that = ∕ < 1. Three different approximations (k), k = 1, 2, 3, for the optimal threshold are obtained: In order to evaluate these results with respect to the bounds we have obtained, we need to specify the uniformised, time-discretized parameters. These are c r = 1, c h = 1∕( + ), = ∕( + ) and = ∕( + ), respectively. Due to sensitivity of the parameters u and l to the parameters of the problem, it does not seem fruitful to make a comparison of the above approximations and all different possibilities of threshold bounds obtained from Theorem 3.3. Therefore, we only discuss a few particular cases.
First of all, recall that for c h > c r , we have derived that * = 0. In the present case, c h > c r is equivalent to + < 1. The above bounds are particularly far off the optimal value 0, when − is small, and + < 1. Maybe, no data with ≈ 1 have been used as a training set in the symbolic regression.
Next, consider = 100 and = 100.1. The uniformised parameters are precisely the ones in 3.5, giving * = 13. However, (k) ≈ 10 3 , k = 1, 2, 3. As in the previous case, the approximation has a bad performance in the presence of heavy traffic.
Looking at the light traffic 3.4, the situation is quite good. Taking = 5 and = 10, the Example yields * = 5. Of the approximations, (2) ≈ 5.31 is the best one, (1) and (3) are slightly larger.
M/M/1 QUEUE WITH SERVICE CONTROL: CONSTRUCTION OF VI INITIAL FUNCTION AND NUMERICAL RESULTS
Recall the description of this model in Section 2.2. We will construct initial functions v u 0 and v l 0
0 , in order that Property P holds true for  =  .
Recall, that ≥ 1 for any threshold policy , by definition. Although this model has many similarities to the M/M/1 queue with admission control, the construction of these two functions is somewhat more delicate. This is due to the fact, that in state 0 serving is not possible, whereas the server speed is subject to control. When construction details parallel the ones for the admission control model, we aim to condense them in order to avoid too much duplicity. 
Thus, we will assume the contrary. As in the admission control case, we will further assume, that the holding cost is linear, that is, c h (x) = c h x, x ∈ S, c h > 0. Due to this, quadratic initial functions seem a good choice. However, it turned out that independent control of the quadratic and the linear terms was necessary. Therefore, we will choose initial functions of the following type: f (x) = 1 (x 2 − x) + 2 x, x ∈ S. The negative term 1 (−x) will allow us to always choose 1 and 2 non-negative.
4.2
Initial function x  → f (x) = 1 (x 2 − x) + 2 x
In order to avoid the trivial situation discussed above where * = 1, we will make the following assumption. Clearly, for the function f , defined by f (x) = 1 (x 2 − x) + 2 x, x ∈ S, it holds that f ∈ I ∩ {Cx} ∩ ∞ (S, M), when 1 , 2 ≥ 0, and f ≡0. Thus, choosing f = v 0 in the VI algorithm, the stage 1 optimal policy is a threshold policy, that we denote by . Recall that is the minimum state, where serving at high-speed is strictly better than serving at low-speed. Then, using Equations (2.7) and (2.8) We will next determine functions v u 0 
As motivated in the analysis of the M/M/1 queue with admission control, we want to choose 
and
Then, u 1 = * = 1 is optimal, i.o.w. it is optimal to serve at high speed (in states x ≥ 1).
2) If
and 
Proof of Lemma 4.2: We first prove part (a) concerning selection Algorithm 4. Checking Table 2 , and assuming that
Algorithm 5 Selection of
Then, satisfy the inequalities in rows 2 up to 5 of Table 2 . The inequalities in rows 2, 3 and 5 are straightforwardly checked. We only need to check the validity of the inequality in the fourth row, that is,
By virtue of Equation (4.1),
Hence, it suffices to check, that
However, this holds with equality.
Next, we prove assertion (b) concerning selection Algorithm 5. In the last column of 
The following conclusion holds, 
Example 4.5 (Light traffic) Choose the following parameters: = 2. Then, * ∈ {2, … , 7} and (25/4)
Numerical results give an optimal threshold * = 5. The number of iterations till convergence to the optimal threshold is 58 for the upper bound and 267 for the lower bound, see Figure 7 .
It is interesting to note, that in the case of heavy traffic, the upper threshold bounds (using v u 0 ) perform better in terms of convergence of both the n-stage optimal thresholds and value functions.
TWO COMPETING QUEUES: CONSTRUCTION OF VI INITIAL FUNCTIONS AND NUMERICAL RESULTS
In this section we will construct functions v u 0 and v l 0 ∈ MI ∩ ∞ (S, M), so that the conditions of Theorem 2.10 are satisfied. As we will see from Table 3 of x 1 have to be less or equal to 0. The terms with 2 in front are negative, and so we may ignore them. Then the remaining constant terms have to be nonpositive as well. The inequalities in the second and third rows of Table A1 are The inequalities in the fourth and fifth rows of In the heavy traffic example, it is interesting that the upper and lower bounding switching curves after 10 iterations are very far apart, but the parameters u i compared to l i , are very close, i = 1, 2. Again, the lower bound after 10 iterations gives a better approximation of the optimal switching curve ( Figure 9 ). As already stated in Section 1, the optimal switching curve seems to be linear with gradient equal to 1 1 /( 2 2 ). The gradient in Example 5.2 is approximately equal to 1 1 /( 2 2 ) = 5/4 and the one in Example 5.3 is approximately equal to 0.305/0.3 ≈ 1. Thus, the optimal switching curve behaves like sc * (x 1 ) = 1 1 /( 2 2 )x 1 + b, with b an unknown constant. The problem is: how to estimate the constant b? According to the intuitive guess in Section 2.3, compare, Equation (2.14), the constant should be equal to 17/12 in the light traffic case, and to 1/24 in the heavy traffic case. The experimental estimates are 6/5 and 0 respectively. The intuitive guess seems to overestimate b.
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APPENDIX A:
Proof of Lemma 2.8: The only nontrivial assertion that we need to prove is, that  f ∈ MI, for f ∈ MI.
To this end, let f ∈ MI. Then, we should prove for x ∈ S, that 
