Automated Analysis Of Anatomical Structures From Low-Dose Chest Computed Tomography Scans by Lee, Jaesung
AUTOMATED ANALYSIS OF ANATOMICAL
STRUCTURES FROM LOW-DOSE CHEST
COMPUTED TOMOGRAPHY SCANS
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Jaesung Lee
January 2011
c© 2011 Jaesung Lee
ALL RIGHTS RESERVED
AUTOMATED ANALYSIS OF ANATOMICAL STRUCTURES FROM LOW-DOSE
CHEST COMPUTED TOMOGRAPHY SCANS
Jaesung Lee, Ph.D.
Cornell University 2011
Recent advances in CT technologies have enabled clinicians to obtain three-
dimensional (3D) volumetric images with high resolution. In this research, fully-
automated methods to analyze anatomical structures from chest CT images were de-
veloped and evaluated. The main focus of this research was on analyzing low-dose
CT images to obtain diagnostic information. All automated analysis methods presented
have been designed for and evaluated on CT images taken with low radiation exposure
to the patients.
A method was developed for analyzing intrathoracic airways, and the precision of
the automated measurement was quantified. A novel contribution of this work was the
development of the method for comparative measurement of airways using repeat scans
of the same patient, which is clinically relevant for monitoring a patient’s condition
over time but has not yet been explored by others. A technique for precisely measur-
ing airway’s wall thickness was developed, which showed a significant improvement in
measurement precision over the conventional full-width half-maximum (FWHM) based
measurements.
The segmentation is often a first step in the automated analysis as the segmented
organs or structures may be used to retrieve useful diagnostic measures. The algo-
rithms to segment various anatomical structures were developed and validated using
large datasets. Top-down approach was used by first performing segmentations of the
structures that were robustly identifiable and using those as a basis for segmenting other
structures. The segmentations were performed for airway tree, spinal canal, ribs, and
vertebrae, and the experimental results showed that these structures can be segmented
robustly from low-dose CT images.
Another aspect of this dissertation was on establishment of a chest frame of ref-
erence (CFOR) that serves as a common reference grid for the chest region. Such a
reference frame is useful for normalizing chest regions for diﬀerent-sized individuals,
for studying spatial distribution of a certain anatomical point of interest, or for matching
anatomical point across diﬀerent intra-subject CT scans. Experimental results showed
that the anatomical points are well-localized when the proposed CFOR was used.
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CHAPTER 1
INTRODUCTION
X-ray Computed tomography, commonly known as CT, is an imaging modality that
is widely used in medical practice. CT imaging provides three-dimensional (3D) volu-
metric image data and allows clinicians to visualize the inside of a patient’s body. For
a clinician to analyze a 3D volumetric CT images is a very time-consuming and tedious
task, and computer-aided analysis of volumetric image data is often desirable. The fo-
cus of this research was to develop a system which, given a CT scan, will automatically
analyze anatomical structures to obtain useful diagnostic information.
1.1 Background and motivation
Recent advances in CT technologies have enabled clinicians to obtain 3D volumetric
images with high resolution. Accordingly, there has been an increase in amount of image
data to be processed by the clinicians, and computer-aided diagnosis (CAD) systems
have received much attention [9, 19, 20, 30, 47, 92].
CAD systems assist physicians in analyzing and interpreting medical images. The
CAD systems have been widely used to diagnose diseases such as breast cancer
[10, 18, 28], lung cancer [25, 45, 73], and colon cancer [15, 26, 87]. Manually analyzing
medical images is a very time-consuming task for physician, especially for 3D volu-
metric images. Using computers to analyze medical images not only increases chance
to detect cancer at early stage [9] but also allows for eﬃcient interpretation of images
taken for large group of patients.
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Figure 1.1: An example of chest CT scan. The axial image slices are shown
at diﬀerent body locations (top, middle, and bottom regions of the
lungs). Actual CT scan spans through the entire chest region, but only
three selected images are shown here for illustration purpose.
1.1.1 Low-dose Computed Tomography (CT)
3D volumetric CT data is obtained by taking a series of 2D X-ray images from diﬀerent
views around the body. 3D CT data is processed to obtain a set of axial images, where
each image represent a slice through a human body as shown in Figure 1.1.
Every pixel in an axial image represents a cubic volume in 3D space, rather than
a rectangle in a flat 2D image, and therefore it is commonly referred to as a “voxel”.
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The image intensity of each voxel is the estimation of a radiographic density and is
represented using Hounsfield units (HU). CT scans are calibrated and should have -
1000 HU for air and 0 HU for water. This is a major advantage of CT imaging over other
imaging modalities when performing computer-aided analysis, since one can expect to
see a certain intensity range for an organ or structure of interest.
When acquiring a CT scan, the radiation exposure is a major concern and may in-
volve serious consequences. Ionizing radiation absorbed by body tissues can cause
damage to DNA which may result in cancer [5]. The radiation exposure of ≤3 mSv
per year is considered a low dose [13], as this is comparable to what an average per-
son in the United States received from naturally occurring radiation [14]. The cancer
risk of radiation exposure has been studied in the past by analyzing the atomic-bomb
survivors [65–67]. These studies have used a simple linear model to estimate the risk
of low radiation doses and observed a significant increase in cancer risk for the doses
ranging from 5 to 150 mSv [5].
A standard chest CT imaging involves an approximate radiation dose of 7 millisiev-
ert (mSv), while a low-dose CT imaging involves approximately 1.5 mSv [68]. While
there is no consensus on the risk factor of CT imaging, everyone agrees that there is a
tradeoﬀ between radiation dose and image quality, and the ideal balance is to obtain an
image which is adequate for the clinical purpose with the minimum radiation dose [52].
The CT scans for screening purposes are usually taken with a low radiation dose.
The low-dose chest CT scans for lung cancer screening are taken mainly to discover a
malignant pulmonary nodule at its early stage [27]. However, the 3D volumetric data
present may still be used for analyzing other anatomical structures and may provide
physicians with useful information for patient monitoring and treatment planning. The
major airways are identifiable in the low-dose images up to 6th generations in most
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cases. The airways can be analyzed to measure dimensions that may be relevant in
diagnosing pulmonary diseases [2, 57]. Further, the major bone structures are clearly
visible in chest CT images and may be analyzed to measure bone mineral density, which
is an indicator of osteoporosis and bone strength [94].
1.1.2 Analysis of intrathoracic airways
Airways are tubular structures through which air is transferred to the lungs. The entire
set of airways in a human appears as a tree-like structure and is often referred to as an
“airway tree”. The term “airway segment” refers to one cylindrical tube within the air-
way tree, as illustrated in Figure 1.2, and is used interchangeably with the term “airway
branch” throughout this dissertation. Air enters a human body through the trachea, the
top-most airway segment. The trachea divides into two main bronchi, the left and right
bronchus, which further divides into smaller airways.
Currently, whole-lung CT is the main imaging modality for obtaining volumetric
information of the human airway [8, 23]. An individual segment of an airway tree is a
tubular structure and appears in CT images as a low-intensity lumen area (≈ -900 HU)
that is surrounded by high-intensity wall and adjacent structures (> 0 HU), as shown in
Figure 1.3.
A main interest in the quantitative analysis of airway dimensions is to aide in the
diagnosis of chronic obstructive pulmonary disease (COPD). The COPD is currently
fourth leading cause of death in the United States [59] and includes two subtypes,
chronic bronchitis and emphysema. Chronic bronchitis is characterized by inflamma-
tion of airways, and emphysema is characterized by destruction of lung tissue around
small airways. The standard tool for diagnosing COPD is the pulmonary function test
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Figure 1.2: Nomenclature for human airway segments [58]. The abbreviations
shown in the figure include RMB (right main bronchus), LMB (left
main bronchus), ULB (uppoer lobe bronchus), MLB (middle lobe
bronchus), LLB (lower lobe bronchus), IB ( intermediate bronchus),
SDB (superior division bronchus), and LB (lingular bronchus).
(PFT). The PFT provides quantifiable measures of lung function and is helpful in diag-
nosing pulmonary diseases. The current most common form of PFT is using spirometry,
a practice of letting patient exhale into the tube, which measures the movement of air
into and out of the lungs.
Two main quantities measured by spirometry are forced vital capacity (FVC) and
forced expiratory volume in 1 second (FEV1). FVC measures the volume change be-
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Figure 1.3: Human airways. (a) Illustration of a human airway tree with trachea
and the main bronchi labeled. (b) Airways in a CT scan. Clipped axial
images of a CT scan with the arrows pointing at the trachea and two
main bronchi are shown.
tween full inspiration to the maximum expiration, and FEV1 measures the volume ex-
haled during first second. The COPD is diagnosed as diﬀerent stages based on the nor-
malized measures including FEV1/FVC and FEV1%. FEV1/FVC is the ratio between
FEV1 and FVC and is normalized by subject’s lung capacity. FEV1% is normalized
with respect to patient demographics such as age, gender, and height. Table 1.1 summa-
rizes how COPD is categorized into diﬀerent stages.
Most previous clinical studies concerning the quantitative airway measurements
from CT images have focused on correlating airway dimensions with PFT scores.
Nakano et al. [57] used chest CT images to evaluate airway wall thickening in 114
COPD patients. They manually identified a CT image slice with the apical bronchus for
each patient, measured the airway’s cross-sectional wall area (WA) and outer area (OA),
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Table 1.1: Classification of COPD stage using PFT scores [93]
Stage FEV1/FVC FEV1%
Mild
<0.70
≥80
Moderate 50-79
Severe 30-49
Very severe <30
and correlated the WA/OA ratio with FEV1% (r = −0.34). Berger et al. [2] compared
airway wall thickening in 24 patients with and without COPD. They manually selected
approximately 40 airways for each patient, measured WA and lumen area (LA), and
correlated WA/LA ratio with FEV1% (r = −0.51).
While human airways can be visually identified in CT scans, it is not an easy task to
perform a quantitative analysis manually. Manual analysis of airways in CT is especially
challenging due to the amount of volumetric data and the complexity of human airway
system. Automated measurement of the airways reduces subjective bias and saves time
when compared to the manual measurement. Further, volumetric measurement, by as-
sessing all available data in 3D CT images, provides more precise measurement than
taking the measurement from a single 2D image.
The airway tree structure must first be segmented from a CT image in order to per-
form analysis. There have been considerable amount of interest for automated segmen-
tation of human airways [16, 22, 42, 90, 91, 96]. The term “airway segmentation” is
misleading because the automated algorithms segment the lumen of the airway rather
than the entire structure including the airway wall. The reason why the most algorithms
segment only the lumen region is due to the fact that the lumen appear relatively dark
and is much easier to segment automatically than the entire airway structure.
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Figure 1.4: Leakages in airway segmentation. The segmentation is prone to a
leakage into lung parenchyma when a simple 3D region growing is
used. (a) The segmentation outcome overlayed onto the scan. (b) 3D
rendering of the segmentation.
The main challenge of automatically segmenting the airway tree is to avoid what is
commonly known as a “leakage”. The segmentation is said to have “leaked” when the
segmentation algorithm mistakenly identifies the lung parenchyma region as a part of
airway. Segmenting the airway tree conservatively by minimizing leakage is important
for subsequent analysis of airways, since any analysis based on a false segmentation
is undesirable. When using a simple region growing algorithm, the segmentation is
vulnerable to a leakage in small airways where the airway wall is relatively thin, as
shown in Figure 1.4. Avoiding leakage is especially challenging when using low-dose
CT images due to the amount of image noise.
The automated method has been developed for assessing dimensions of individual
airway segments. The dimensions of interest were the lumen diameter and wall thick-
ness, as depicted in Figure 1.5. Another contribution is on the comparative measurement
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Figure 1.5: Airway segments and dimensions. (a) First three segments are labeled
on a 3D visualization of the airway tree. The centerlines of individual
segments are drawn with diﬀerent colors. (b) An airway on a clipped
CT image slice (zoomed in) showing a lumen diameter and wall thick-
ness. The average airway dimensions are assessed or each segment.
of airways using multiple CT scans of same patient. No previous works have addressed
the issue of analyzing airways using serial low-dose CT scans which is important for
monitoring a patient’s condition.
1.1.3 Segmentation of anatomical structures
In computer vision, segmentation is the process of partitioning an image into multiple
regions. In medical imaging perspective, segmentation of an anatomical structure refers
to a selection of image voxels that belong to the structure of interest. There are various
organs and structures that appear in a chest CT scan, as shown in Figure 1.6.
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Figure 1.6: Anatomical structures in a CT image.
The segmented organs and structures may be analyzed quantitatively or morpholog-
ically to aid patient diagnosis. Further, segmentations of various anatomical structures
within a chest CT scan yield a labeled atlas of the chest region. Such an atlas provides:
• Quantitative information to radiologists
• A basis for comparing across population and diﬀerent scans of same patient
• An opportunity for surgical planning and computer-guided surgery
The organs and structures in human body are 3D volumes, and manual segmenta-
tion must be performed on multiple 2D images and is tedious, inaccurate, and time-
consuming. Automating a segmentation is essential in a CAD system since such a
manual operation requires a heavy workload for a physicians. Further, the automated
segmentation allows for batch analysis of large group of patients. In this dissertation,
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Figure 1.7: Flowcharts for (a) fully-automated and (b) semi-automated segmen-
tations. For semi-automated method, either user intervention may or
may not be required.
the automated segmentation algorithm is presented for various anatomical structures
including lungs, airways, spinal canal, ribs, and vertebrae.
When an “automated” segmentation is discussed in a paper, it usually means one of
two computer-aided segmentation approaches: fully-automated and semi-automated, as
illustrated in Figure 1.7. The fully-automated segmentation is where an algorithm takes
a CT scan and outputs a segmentation. Semi-automated segmentation, on the other
hand, is where an algorithm must be provided with additional input from the operator,
such as a seed point or interactive correction. The objective was to develop a system
that will analyze a given CT scan without any user intervention, and therefore, only
fully-automated segmentation was considered.
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To perform automated segmentation, the distinct features of an anatomical structure
of interest need to be identified. There are three main features that can be used to
segment an organ or structure:
• Image intensity: The expected intensity can be used to recognize the structure of
interest. This is possible since CT image intensities are calibrated. For exam-
ple, airway lumen and lung parenchyma are expected to appear in relatively low
intensities, while dense structures, such as bones, are expected to appear in high
intensities.
• Geometrical shape: The expected shape of the anatomical structure can be used.
Although there are anatomical variations for diﬀerent individuals, each struc-
ture should have an expected geometrical shape that distinguishes it from other
anatomical structures.
• Relative location: The relative position with respect to other pre-segmented struc-
tures can be used. The variation in relative organ locations in human chest
anatomy is limited, and whenever there are other previously-segmented organs,
they can be used to refine the search space for the segmentation.
It is not necessary to use all the features listed above, and the selection of features
depends on the characteristics of the anatomical structure to be segmented. However,
using as many features as possible is likely to result in a segmentation algorithm with a
robust performance.
12
Figure 1.8: Variation in patient size and position. For each of three scans, an
image slice 20 cm below the top-most image is shown. All scans were
taken with same acquisition parameters and imaging protocol.
1.1.4 Chest frame of reference
Another aspect of this research is on the common reference grid for the chest region to
which any given chest CT scan can be mapped. Such a reference frame, referred to in
this dissertation as “chest frame of reference (CFOR)”, will provide an opportunity to
perform useful analysis of anatomical structures. Specifically, it provides a mechanism
to:
• Refer to a specific location within the chest for any chest CT scan.
• Match locations of organs and anatomical features across scans.
• Perform comparative studies for a large group of subjects.
The variation of chest appearances in diﬀerent CT scans poses challenges when es-
tablishing a standardized chest frame of reference (CFOR). The size of the chest region
varies for diﬀerent individuals, and the positioning of the body when taking a CT scan
also varies. In Figure 1.8, the variation in lung size can be clearly observed for diﬀerent
patients. Due to variation in scanning position, the body in the right image appears to
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be positioned higher in the axial view. Further, the image in the center shows the lung
region closer to diaphragm when compared to the other two, which may be due to the
size or position variation. Even for a same individual, CT scans taken at diﬀerent times
are likely to show variation in patient position.
A robust CFOR scheme must be able to normalize the variation in patient size and
scanning position. In other words, a CFOR scheme needs to provide a common frame-
work for mapping between a given chest CT scan and the CFOR space. This work
focuses not only on establishing a robust CFOR scheme for the chest region but also on
automated mapping between a given CT scan and the CFOR space.
From a CT scan, one or more robust landmark structures must be extracted and
used to map from the CT image space to the CFOR space. The bone structures are the
most rigid part in human chest and may serve as a solid baseline reference for a CFOR
scheme. There are several diﬀerent bone structures within a human chest, including
vertebrae, ribs, sternum, and scapula. The rib cage surrounds the entire lungs and could
potentially be used to define a robust CFOR.
1.2 Literature review
There have been much interest on automated analysis from CT scans in the past. This
section summarizes the literatures from past 15 years that are related to this research.
The previous literatures are presented in four categories: segmentation of airways, seg-
mentation of bone structures, quantitative analysis of airways, and registration of CT
images.
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1.2.1 Analysis of intrathoracic airways
The previously proposed growing-based segmentation algorithms used diﬀerent tech-
niques to avoid leakages [22,42,49,90,91]. Graham et al. [22] and Ginneken et al. [91]
proposed the methods that first segments the main branches conservatively and expands
further into smaller branches. Tschirren et al. [90] and Kitasaka et al. [42] proposed
the segmentation algorithms that consider small regions of interest to avoid leakage into
lung parenchyma. Their algorithm used 3D region growing technique within local re-
gions which are established around small section of an airway segment. Lo et al. [49]
proposed the method that uses voxel features along with the voxel intensities to classify
a given voxel.
Another variation of the airway tree segmentation algorithm is based on airway
morphology which was proposed by Aykac et al. [1]. Their algorithm first performs
grayscale morphological closing operation and thresholding in order to find airway lu-
men candidates from individual 2D image slices. The entire tree is reconstructed from
the candidates using slice-by-slice forward pass to join the appropriate candidate regions
and detect bifurcations. The backward pass is used to reconstruct the branches in the up-
per lung lobes that are directed upward. The algorithm was evaluated by comparing the
segmentation to the expert-edited segmentation, and the authors report that the overall
detection sensitivity was 73%.
Kiralry et al. [37] compared the performances of growing-based and morphology-
based algorithms and studied the hybrid method that employs both region growing and
mathematical morphology. The authors further studied the eﬀect of 3×3 median filter
on the segmentation outcome. The authors states that the growing-based method is
the fastest method, while the morphology-based method is less prone to leakages. The
proposed hybrid algorithm reduced the segmentation time compared to the morphology-
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Table 1.2: Datasets to evaluate airway segmentation algorithms (∗ average reso-
lution is reported, n/a indicates that the information was not available
from the paper.)
Primary author Number of Scans Scan resolution (mm) Dose
Kiraly 30 0.62×0.62×0.60 ∗ 120 kVp, 100 mAs
Aykac 8 0.59×0.59×3.00 n/a
Kitasaka 3 0.59×0.59×2.00 ∗ n/a
Tschirren 22 0.68×0.68×0.60 120 kVp, 50 mAs
Graham 40 0.67×0.67×0.50 n/a (MDCT)
van Ginneken 150 n/a 1 mGy, 3mGy, 10mGy
Lo 20 0.78×0.78×1.00 low dose
based method. The authors concluded that neither growing-based nor hybrid method is
superior over another, but the growing-based method was more robust when the CT
image is pre-processed with a 3×3 median filter.
Since the diﬀerent papers evaluate the algorithms using diﬀerent datasets and evalu-
ation metrics, it is diﬃcult to compare diﬀerent algorithms. Further, some information
about the dataset are often not reported in the publications. The datasets used by seven
diﬀerent publications are shown in Table 1.2. The datasets vary in number of scans
used, scan resolution, and radiation dose used to take the scan. To address this issue,
Lo et al. [48] organized an airway segmentation challenge, EXACT09, with the goal of
comparing the results of various algorithms for extracting the airway tree from chest CT
scans using a common dataset and performance evaluation method.
Most works on automated measurement of intrathoracic airway focused on the mea-
surement of lumen diameter, wall thickness, or both [38, 55, 60, 61, 64, 74, 79, 96].
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To measure lumen diameter and wall thickness of an airway, it is necessary to deter-
mine the precise location of inner and outer wall boundaries. The full-width at half-
maximum (FWHM) principle has been widely used to determine where the boundary
is located [56, 78]. However, it has been shown that FWHM over-estimates the wall
thickness and under-estimates the lumen diameter, and many have attempted to improve
accuracy of the airway measurements [12, 64, 74].
Wood et al. [96] proposed a method to segment the airway tree and measure the
diameter of individual branches, which was validated using two phantom airway trees.
Reinhardt et al. [74] presented a measurement method to overcome the limitations of
the traditional FWHM approach. The proposed approach was validated using plexiglass
phantoms oriented axially on 2D image slices. Park et al. [64] proposed a wall thick-
ness measurement algorithm using deconvolution with a point spread kernel, which was
validated using tube phantoms of diﬀerent sizes.
There have also been some interests on measuring other quantities such as airway
length [1] and bronchoarterial diameter ratio [36, 95]. Aykac et al. [1] measured the
lengths of airway segments using repeat scans of an individual. Wiemker et al. [95]
proposed an automated method to find the pulmonary artery based on the airway position
and compute a bronchoarterial diameter ratio.
The validation of automated measurements is often limited to CT scans of plexiglass
phantoms with known dimensions [64, 74, 96]. The phantom images are used since it is
very diﬃcult to establish manually-measured ground truth for airways. While phantom
images provide means to assess the accuracy of the automated measurement, they do
not resemble complex airway surroundings that are seen in the actual CT images, such
as adjacent structures and scan noise.
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1.2.2 Segmentation of anatomical structures
There have been considerable interest in developing algorithms for bone segmentations
from medical images. There are two broad categories of the bone segmentation methods:
deformable model based methods [17, 43, 46, 50, 81, 84] and growing based methods
[29,39]. The methods that use deformable models construct the bone appearance model
and set up the cost function to be optimized, while the growing based methods first
extract a seed region and grows into the entire bones.
Many have proposed the algorithms to segment bones from CT scans of chest [43,
84, 86]. Staal et al. [86] presented a method to segment and label individual ribs in CT.
Their method first identified image primitives and constructed rib centerline, from which
The full ribs were then grown. Klinder et al. [43] used a rib cage model constructed from
their training set. Their algorithm then detected the centerlines of the ribs in a CT image
using the pre-established model. Shen et al. [84] introduced a rib tracing algorithm using
dynamic programming based on the geometrical shape of the ribs. Kiraly et al. [39]
proposed a tracing based visualization of ribs. Their method traced the centerline of
each rib and performs straightening of individual ribs to aid the visualization of the ribs.
In related work, others have proposed algorithms to segment bone structures from
CT scans of lower body. Kang et al. [29] applied 3D image techniques to segment the
proximal femur in CT data. Their method used 3D region-growing with local adaptive
threshold followed by morphological operation to obtain the segmentation. Lamecker et
al. [46] proposed an automated algorithm to segment the pelvic bone using a statistical
shape model built from a training dataset.
The bone segmentation has also been explored in other modalities such as magnetic
resonance imaging (MRI). Many have studied the segmentation algorithms for MR im-
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ages of the knee [17, 50, 81]. Fripp et al. [17] proposed a semi-automated algorithm
to segment the articular cartilages. Lorigo et al. [50] used a method based on active
contour model to segment the tibia and femur. Schmid et al. [81] proposed a method to
segment hip and femur bones from clinical MR images using deformable models and
shape priors.
1.2.3 Standardized frame of reference
The CT scans taken at diﬀerent times are likely to have variation in scale and position.
The registration process aligns multiple images into a common grid and can help clini-
cians when planning a surgery and allows for monitoring of a feature across the images.
Many have studied the algorithms to perform registration of CT images taken at
diﬀerent times [7,31,80,82]. Coselmon et al. [7] proposed a registration method for se-
quential CT scans that uses the selected control points and iterative alignment process.
Sarrut et al. [80] performed a deformable registration using second-order gradient to
align a CT scan pair acquired at diﬀerent breathing stages. Shekhar et al. [82] presented
a phase-to-phase non-rigid registration algorithm for 4D CT scans, where the contour of
a structure of interest on one phase is provided by an expert and used for automatic seg-
mentation in other phases. Kaus et al. [31] proposed a registration method based on the
deformation of organ surfaces and evaluated its accuracy using anatomical landmarks.
The technique that is closely related to the presented CFOR scheme is the
segmentation-based registration, where anatomically the same structures are extracted
from both images to be registered and used as sole input for the alignment proce-
dure [51]. While there has not been much work for a standardized frame of reference
for the entire chest region, there were considerable interest in the registration of a local
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region of interest such as pulmonary nodule across multiple image data [4, 32, 85]. Shi
et al. [85] developed an automated method to identify matching nodules in serial chest
CT scans. They performed the initial registration using the rib centerlines followed by
a 3D rigid transformation to fine-tune the registration of the local nodule region. Betke
et al. [4] proposed an automated method for registering lung nodules in serial chest CT
scans using detected anatomical landmarks and surface alignment of lungs. Kawata et
al. [32] presented a method to register pulmonary nodules from chest CT data. They
used the rigid transformation of the scans followed by aﬃne transformation of the lo-
cal region of interest including the nodule using normalized mutual information as a
similarity metric.
Positron emission tomography (PET) is an imaging technique that is used to monitor
biochemical or metabolic activities in the body. When visualizing a PET image data
it is important to perform a registration with a X-ray CT image so that a physician
can determine where exactly the observed activities are originated. There have been
many interests in performing and evaluating registration of PET and CT images [6, 21,
24, 54, 63, 83]. Shekhar et al. [83] developed an automated method to align whole-
body PET and CT images. They used normalized mutual information to perform elastic
image registration by interpolating multiple rigid-body registrations. Mattes et al. [54]
presented an algorithm for PET-to-CT registration in the chest with mutual information
as a similarity metric. They used a rigid-body deformation along with localized cubic
B-splines to align the images.
1.3 Overview of chapters
In the following chapters, three main aspects of automated analysis are presented:
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1. Analysis of intrathoracic airways - The method for automatically assessing
clinically-relevant measures of airways was developed, and the measurement pre-
cision was quantified. The airway measurements have been correlated with other
measures used in clinical practice.
2. Segmentation of anatomical structures - The algorithms to automatically identify
shape and location of the main anatomical structures visible in chest CT images
were developed. The algorithms were evaluated using a large dataset composed
of low-dose CT images.
3. Chest frame of reference (CFOR) - A common chest grid was established using
skeletal structures. The established CFOR was used to study spatial variation of
anatomical points among diﬀerent patients and register points of interest across
intra-subject scans, as well as to establish a population norm.
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CHAPTER 2
ANALYSIS OF INTRATHORACIC AIRWAYS
In this chapter, the algorithms to segment the airway tree and measure individual
airway branch are presented. The methods for measuring airways using a single CT
scan as well as for comparative measurements using multiple scans of same subject are
discussed. Quantitative experiments have been performed for validating precision of the
automated measurement and correlating airway dimensions to the pulmonary function
test (PFT) scores.
This chapter is organized into four main sections:
1. Airway tree segmentation - The airway tree is segmented from a given CT scan
using the algorithm designed to avoid segmentation leakage.
2. Measurement of airway branches - Individual segments are identified from the
segmented airway tree, and lumen diameter (LD) and wall thickness (WT) are
measured for each segment.
3. Segment matching for comparative measurements - The corresponding airway
segments are identified from multiple scans of a same patient, which allows for
assessment of airway dimension change over time.
4. Quantitative experiments - The precision of the automated airway measurement is
quantified, and the measurements are correlated to PFT scores.
2.1 Airway tree segmentation
The segmentation of the airway tree is the first step toward the automated airway mea-
surements. An illustration of the airway tree segmentation from a CT scan is shown in
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Figure 2.2. Segmenting the airway tree conservatively by minimizing leakage is impor-
tant for subsequent analysis of airways since any analysis based on a false segmentation
is undesirable, as discussed in Section 1.1.2.
Figure 2.1: Flowchart for airway tree segmentation. The tree is grown from the
automatically-identified seed point, and the optimal threshold is found
by incrementing until a leak is detected. The locally detected leaks are
removed from the final segmentation outcome.
2.1.1 Airway segmentation algorithm
The airway tree segmentation algorithm includes four main stages and is shown as a
flowchart in Figure 2.1. First, a seed point from which a growing process is identified.
Second, individual airway branches are grown within local envelopes starting from the
trachea. The threshold for growing is incremented until a leak is detected, and the grown
region corresponding to the leak is removed from the final segmentation output. The
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Figure 2.2: 3D visualization of airway segmentation. The airway tree is seg-
mented from a 3D CT image and rendered together with the lung.
concept of local growing has been proposed by others previously [42, 90]. The major
contributions of this research was on the leak detector.
The proposed algorithm performs segmentation in a conservative manner to prevent
leakage into the lung parenchyma. When conservative local growing fails to avoid a
leak, the second level of leakage prevention is carried out using a local leak detector. The
low leakage level was achieved by using such a conservative segmentation approach.
Pre-processing
Each slice in a given CT scan is pre-processed with 3×3 median filter to reduce noise.
The median filter increases the robustness of the segmentation algorithm at a cost of
reduced sensitivity for the small airway branches [37]. The median filter eliminates
image noise without creating new image intensity or blurring the image [88]. An N×N
median filter transforms an image to the median intensity of an N×N region around each
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Figure 2.3: Eﬀect of median filter. An axial image before (a) and after (b) apply-
ing 3×3 median filter. The images are zoomed to the region around
the left lung to better show the eﬀect.
pixel:
m(I(x, y)) = median(Kx,y), (2.1)
Kx,y = { I(i, j) | x−N/2 ≤ i ≤ x+N/2, y−N/2 ≤ j ≤ y+N/2 }, (2.2)
where I(i, j) is the image intensity at (i, j).
Tree segmentation framework
The algorithm was designed to segment a single branch in each iteration. Using such
a framework allows for a control over the depth of the airway tree to be segmented.
Further, the outcome of the segmentation may be represented as a whole airway tree or
as a set of labeled branches.
An illustration of the framework is shown in Figure 2.4. Within this framework,
each branch in the airway tree is represented as a node with the pointers to its parent and
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Figure 2.4: Framework for airway tree segmentation. Each node represents an
airway branch, and the state of each node is shown with the col-
ors. The white nodes are in “open” states, and the gray nodes are
in “closed” states. Three iterations of the segmentation is shown. (a)
The segmentation is initiated with a trachea, an open node. (b) The
trachea is segmented, and two open nodes, for right main bronchus
(RMB) and left main bronchus (LMB), are created. (c) The LMB is
segmented, and two children nodes are created.
children, if any. Each node may be in one of two states, “open” or “closed”. A node is in
an open state when it is first created, meaning that the segmentation is not completed for
the given branch. When the segmentation is complete (i.e. an end point or a bifurcation
point is detected), the current node is closed, and if necessary, the child nodes are newly
allocated with open states.
The growing process searches for any open node and performs segmentation on the
corresponding branch. The program terminates when there are no more open nodes.
Following airway segmentation airway analysis may proceed by measuring parameters
of each detected airway segment.
26
Figure 2.5: Illustration of connected component analysis. An input binary image
(a) is analyzed to find connected region, and each region is given an
unique label after performing connected component analysis (b).
Seed point detection
The airway tree segmentation begins by growing the trachea lumen from a seed point.
The seed point is identified by locating a point within the lumen of the trachea which
should be relatively centered on an axial image and appear in low intensity. The lumen
of the trachea is identified using thresholding and connected components analysis.
Thresholding of an image is a process of selecting a subset of image pixels using
their intensities. The thresholding is often used to distinguish the image regions with
high contrast in the intensities. The outcome of the thresholding is a binary image
containing zero and non-zero pixels. The image thresholding is defined as:
t(I(x, y)) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, if I(x, y) ≥ Threshold
0, if I(x, y) < Threshold
(2.3)
Connected component analysis is commonly-used technique to identify and label
each connected region within the image [75]. An example of connected component
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Figure 2.6: Seed point detection. The images at diﬀerent stages are shown: (a)
the clipped region of the CT image. (b) the image after thresholding
and negating at -600 HU. (c) the image after performing connected
component analysis and border-touching component removal. (d) the
largest region among the remaining components.
analysis on a binary image is shown in Figure 2.5. Connected component analysis is
useful for eliminating small voxels remaining after performing threshold-based segmen-
tation, as high-intensity noise pixels captured by the thresholding often appear in small
volumes.
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The algorithm to find a lumen region within the trachea lumen is as follows:
1. Take a 2D image slice at d below the highest image.
2. Clip out the n × m central region of the image (Figure 2.6a).
3. Threshold the image at T to obtain a binary image and negate (Figure 2.6b).
4. Perform connected component analysis.
5. Remove any labeled regions that are touching the image border (Figure 2.6c).
6. Take the labeled region with the largest area (Figure 2.6d).
The outcome of the segmentation will not be aﬀected as long as the selected image
slice is above the tracheal bifurcation point. However, setting d too small may result in
selecting an axial image where trachea lumen appears very small. The value of d was
set to 50 mm. The clipping parameters n and m were set to half of x and y dimensions,
respectively, as these values will robustly give images clipped through the lungs. For
the images in our dataset, which had the dimensions of 512×512, n and m were set to
256. The threshold T was set to -600 HU [72] to separate regions between densities of
soft tissue and air.
Once the lumen is identified on an image, the center of mass is computed and used
as a seed point for airway tree growing. The center of mass (x¯, y¯) of a binary image can
be found using first order moments:
x¯ =
m1,0
m0,0
, (2.4)
y¯ =
m0,1
m0,0
, (2.5)
where a moment mp,q for an N×M image I is defined as:
mp,q =
M−1∑
y=0
N−1∑
x=0
xp yq I(x, y) (2.6)
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Local growing of individual branches
Starting from the detected seed point in the trachea, each airway branch is grown using
region growing. Region growing is a technique to segment a region of interest that
requires an initial selection of a seed point. Adjacent voxels are iteratively added to the
region with the constraint that the voxels in a grown region must satisfy homogeneity
criteria which were selected conservatively to prevent the leakage into lung parenchyma
as much as possible.
A simple threshold-based connected component analysis would have a homogeneity
criterion based only on the voxel intensity. In other words, a voxel is iteratively added
to the region if and only if the following conditions are met:
• The voxel is connected to the grown region using 26-connectivity.
• The voxel has an intensity below threshold T .
An example of a segmentation outcome when using the growing criteria described
above, with T = -900 HU, is shown in Figure 1.4. If a simple threshold-based region
growing is used to segment the airway tree, the segmentation would be vulnerable to the
leakage into parenchyma region since only a given voxel’s intensity of the grown region
are considered.
The growing algorithm was designed to provide a first level of leakage prevention.
A leakage is typically caused by the gap in the airway wall through which voxels are
grown into the lung parenchyma. Such a gap may exist in a CT due to the image noise
in low-dose scans, especially for the small airways with thin walls. An illustration of an
airway with a small gap in the wall is shown in Figure 2.7. It has been observed that the
voxels growing through the gaps are more likely to be surrounded by the airway wall
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Figure 2.7: An illustration of a gap in airway wall.
than the voxels within the lumen. To prevent the growing algorithm to leak through the
small gaps, an additional homogeneity criterion was added that uses the intensities of
neighboring voxels.
The homogeneity criteria for our region growing algorithm is as follows:
• The voxel is connected to the grown region using 6-voxel connectivity.
• The voxel has an intensity below threshold T , which is adaptively selected for
each scan.
• At least (γ · 26) of its 26 neighbors have intensities below T .
• The voxel is within a localized cylindrical volume [42, 90].
The value of γ was determined empirically using the training dataset. For airway
segmentation, a reasonable leakage suppressions were observed for γ = 0.5. The grow-
ing is performed within a localized cylindrical volume that is advanced iteratively along
the branch. The concept of the localized growing is similar to the methods proposed by
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Figure 2.8: 2D illustration of establishing new local cylinders. The direction of
the a new cylinder is determined based on the center of mass of the
surface-touching region. The left and right figures show examples of
n = 1 and n = 2, respectively.
Tschirren et al. [90] and Kitasaka et al. [42]. The growing of the current airway branch
is terminated when the branch has ended or a bifurcation is detected.
As the airway lumen is grown within the localized cylinder, the number of grown
regions n that intersect the surface of the cylinder is counted, excluding the surface from
which the growing was initiated (shown in Figure 2.8 as bold dotted line). There are
three possible states of the current airway segment depending on the value of n:
• n = 0: the current airway segment has ended,
• n = 1: the current segment is not yet fully grown,
• n > 1: a branch point is detected.
When n  1, the current segment is fully grown and the growing process terminates for
the current airway branch. Figure 2.8 illustrates how new local volumes are established
when n ≥ 1. The direction of the new cylinder is determined by connecting the center
of masses of starting region and ending surface-intersecting region.
32
Figure 2.9: Cylinder parameters. The parameters δ, d, and h determine the size
and placement of the local cylinder.
The parameters for a local cylindrical volume are shown in Figure 2.9 which include
the following:
• d - the diameter of current cylinder
• l - the length of current cylinder
• δ - inter-cylinder overlap
The parameters d and l specify the dimension of the local cylinder. The starting point of
a new cylinder is shifted backward by δ as shown in Figure 2.9. This oﬀset is introduced
in order to eliminate a gap between two subsequent cylindrical volumes. The cylinder
parameters were empirically determined using the training dataset which is explained
further in Section 2.1.2.
Leak detection
The leakage detector was designed to identify leakages within a localized cylinder using
two main observations of typical leakage:
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Figure 2.10: An example of a leakage detectable using increased volume. An
illustration of the leakage is shown on the left, and a 3D rendering of
an actual example is shown on the right.
1. The volume of the grown region increases abruptly when compared to the previous
volume.
2. The grown region fills up the local cylindrical envelope, and there is a large area
of contact between the grown region and cylinder’s surface.
Most leakages can be detected within local cylindrical envelope using change in
grown volume from the previous iteration. This common type of leakage is shown
in Figure 2.10. However, the volume-based leak detection may fail when the volume
change occurs gradually through several iterations. In such a case, the leaked region
will eventually fill up the local envelope and continue growing in successive iterations
as shown in Figure 2.11. In order to prevent this catastrophic situation, a second measure
of leakage detection was added using the surface area of the grown region.
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Figure 2.11: An example of a leakage detectable using surface area. The seg-
mentation outcomes are shown for the situations where: (a) both
volume-based and area-based leak detections were used (leakages
detected and no further growing was allowed) and (b) only volume-
based leak detection was used (leakage not detected and growing
continued). The transparent cylinders indicate the iterations where
the leakages have been detected. For illustration purpose, the im-
ages show the segmentation outcome before removing the detected
leakages.
Specifically, the following criteria are used to classify a grown region R as a leak or
non-leak:
R =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Leak, if Voli > β · Voli−1
Leak, if Areai > α · Areacylinderi
No leak, otherwise,
(2.7)
where r and h are the radius and height of the local cylinder, Areai is the area of the
region intersecting the surface of the cylinder, and Voli is the volume of the grown
region in current iteration. The values of α and βwere determined based on the leakages
observed in the training data.
A locally grown region that is identified as leakage is removed from the final seg-
mentation as shown in Figure 2.12. The leak removal is performed by unsetting all
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Figure 2.12: Removal of segmentation leaks. (a) The coronal visualization of the
airway tree before removing the leaks (grown with the final thresh-
old). The leaks are only allowed within the local cylinders. (b) Air-
way tree after removing all detected leaks.
grown voxels in the cylindrical volume.
Setting T high would result in a segmentation with high sensitivity at the expense
of more leakage. To optimize the segmentation outcome, the threshold value is incre-
mented until at least one leak is detected. The threshold T for growing is initially set to
-950 HU, and incremented by Tstep which was set to 5 HU. The initial threshold value
was empirically determined using the training cases.
Post-processing
The lumen area segmented using local 3D region growing may contain some artifacts.
The objectives of the post-processing step is to:
1. Fill in the voids enclosed in the segmentation.
36
Figure 2.13: 2D illustrations of morphological dilation and erosion. For a binary
image I and structuring element B, the outcome of dilation I ⊕ B
and erosion I  B operations are shown. For illustration purpose, the
borders of I and B are marked with the dotted lines on the outcomes.
2. Smooth the rough surface of the grown region.
The morphological operations are used to refine the binary outcome of the seg-
mented airway tree. A binary morphological operation involves a binary image and
a structuring element. There are two basic morphological operations: dilation and ero-
sion.
An examples of dilation and erosion operations are shown in Figure 2.13. Given a
3D image I, the dilation and erosion operations are defined as:
I ⊕ B =
⋃
〈i, j,k〉∈B
Ii, j,k, (2.8)
I  B = { 〈x, y, z〉 | Bx,y,z ⊆ I }, (2.9)
where I is a 3D image data, and B is a structuring element. Ii, j,k and Bx,y,z are the
transitions of I and B, respectively:
Ap,q,r = { 〈i + p, j + q, k + r〉 | 〈i, j, k〉 ⊆ A }. (2.10)
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Figure 2.14: A 2D illustration of morphological closing. For a binary image I and
structuring element B, the outcome of closing operation is shown.
For illustration purpose, the borders of I and B are marked with the
dotted lines on the outcomes.
The morphological dilation and erosion may be extended to opening and closing
operations. The opening of an image I by B is defined as the erosion followed by
dilation:
I ◦ B = (I  B) ⊕ B, (2.11)
and the closing of I by B is defined as the dilation followed by erosion:
I • B = (I ⊕ B)  B. (2.12)
An example of performing morphological closing is shown in Figure 2.14. One may
think of closing as rolling a structuring element onto the object surface and filling in the
space where the structuring element cannot fit into. The closing operation is useful for
filling in small gaps and smoothing the object surface and is suitable for post-processing
an airway tree segmentation as shown in Figure 2.15. A spherical structuring element
with the diameter of 3 voxels was used based on the observation of the irregularities of
the grown region in the training data.
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Figure 2.15: An example of performing morphological closing on segmented air-
ways. The axial images of trachea and main bronchi are shown. It
can be observed that the irregularities resulting from the intensity-
based growing algorithm are smoothed out.
2.1.2 EXACT09: Airway segmentation challenge
In 2009, the airway segmentation challenge, Extraction of Airways from CT 2009 (EX-
ACT09), has been organized as a part of pulmonary image analysis workshop [48].
The main objective of the challenge was to compare diﬀerent airway segmentation al-
gorithms using a common dataset and performance evaluation metrics. The presented
airway tree segmentation algorithm was evaluated as one of 15 entries.
Dataset and evaluation metrics
The dataset provided for the challenge included two sets of 20 chest CT scans, one for
training and the other for testing. The training dataset was used to optimize algorithm
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parameters, and the testing dataset was used to evaluate the algorithm’s performance.
The ground truth segmentation for each CT scan in the testing set was established by
taking the union of the valid airway branches from the segmentations by all 15 partici-
pating teams [48]. However, no ground truth was provided for the training dataset.
The acquisition parameters for the 20 testing cases are reported in Appendix A.
The scans were acquired at diﬀerent sites using diﬀerent scanners and parameters. The
scans were taken from healthy volunteers as well as from patients with mild to severe
lung disease and taken at various degree of inspiration and expiration. The radiation
dose of the scans ranged from clinical dose to low dose.
The metrics used in the challenge to evaluate the algorithms included the following:
• Branch count - number of segmented airway branches
• Branch detected (%) - percentage of branches detected from the ground truth
• Tree length (cm) - length of the entire airway tree
• Tree length detected (%) - percentage of tree length detected from the ground truth
• Leakage count - number of leakages
• Leakage volume (mm3) - volume of leakages
• False positive rate (%) - percentage of leakages in the segmentation
Parameter optimization
The parameters for the presented algorithm were optimized using the training dataset.
The following five parameters that were defined in Section 2.1.1 were optimized for the
challenge:
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1. d - diameter of the cylindrical volume
2. l - length of the cylindrical volume
3. δ - overlapping length of the cylindrical volume
4. α - area-based leak detection parameter
5. β - volume-based leak detection parameter
The cylinder’s diameter d was that it must be greater than the diameter of airway
branch of interest. Based on the training data, d was set to 40 mm for the very first
branch (the trachea) and 30 mm for all other branches. Setting d to any greater value
should not aﬀect the outcome of the segmentation.
The length of the cylinder l determines how much to advance in each iteration of
growing. Small l means that the growing is constrained to smaller local space and is
preferred since it would allow for localized detection of leakage. However, d should
be proportional to the diameter of the airway for robust placement of new cylindrical
volumes. The value of l was varied depending on branch generation. The empirically
determined value of l based on the segmentation outcome for the training data were 20
mm for the trachea (1st generation), 17.5 mm for the main bronchi (2nd generation), 15
mm for the 3rd generation bronchi, and 10 mm for the branches with higher generations.
The parameter δ is important for eliminating a gap between two subsequent cylindrical
volumes. The value of δ was set to a half of the cylinder length l.
The values of α and β have eﬀect on the performance of the leak detection. Smaller
α and β values would mean that the leak will be detected with higher sensitivity. These
parameters were optimized using the training cases provided by EXACT09. The param-
eter setting that yielded small number of leakage without sacrificing branch count was
selected. The segmentation was performed 20 parameter sets, and the outcomes were
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Figure 2.16: Leakage count and branch count using diﬀerent parameter settings
for airway segmentation.
visually inspected for leakage count and branch count. The parameter settings used for
optimization are summarized in Table 2.1.2.
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Table 2.1: Parameter settings used for optimizing airway segmentation.
Parameter Description Range Δ
α Area-based leak detection parameter [0.25, 1.0] 0.25
β Volume-based leak detection parameter [2.0, 10.0] 2.0
The leakage count and branch count of diﬀerent parameter settings are shown in
Figure 2.16. The lowest level of leakage was observed with the parameter settings of
α = 0.5 and β = 2.0 Between β values of 2.0 and 4.0, less leakages were observed
when setting β to 2.0. However, the diﬀerence was small, and β of 4.0 segmented
approximately 3 more branches per scan. The final algorithm parameters were set to
α = 0.5 and β = 4.0.
Results
The algorithm’s performance using the evaluation metrics defined by EXACT09 chal-
lenge is shown in Table 2.2. On average, the algorithm successfully segmented 79
branches (32.4% of the ground truth segmentation) with the false positive rate of 0.11%.
The performance for every testing case as well as the performance of the algorithms
submitted by other teams are reported in Appendix B.
The presented segmentation algorithm is fully automated and does not require any
user intervention. Once an optimal threshold was found for a given case, the algorithm
took less than 30 seconds to process a CT scan on a workstation with Intel Xeon 3.00
GHz CPU.
The examples of the airway trees segmented using conventional region growing
method and the proposed method are shown in Figure 2.17. The algorithm was able
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Table 2.2: Algorithm performance for the testing dataset.
Branch Branch Tree Tree length Leakage Leakage
count detected length detected count volume
(%) (cm) (%) (mm3)
Mean 79.3 32.4 57.8 28.1 0.4 14.3
Std. dev. 51.1 9.6 36.2 8.8 1.0 37.2
Min 31 12.1 20.9 9.7 0 0.0
1st quartile 43 25.9 30.3 21.5 0 0.0
Median 61 32.3 44.1 27.0 0 0.0
3rd quartile 110 38.8 88.1 39.7 1 26.8
Max 221 53.5 150.0 42.0 4 155.2
to segment 79 airway branches for each scan on average, which corresponds to ap-
proximately the 6th to 7th branch generations. The number of successfully segmented
branches corresponded to approximately one third of the number of branches in the
ground truth. While the proposed algorithm may exhibit a low sensitivity, the false pos-
itive rate was very low (0.11%). It should also be noted that the number of leakages was
less than 1 per scan on average.
2.2 Measurement of airway branches
To perform segmental analysis of airways, individual airway branch must be identified
from the segmented airway tree. For the identified branches, the lumen diameter (LD)
and wall thickness (WT) are measured.
There are several factors that make automated analysis challenging. First, the airway
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Figure 2.17: Airway segmentation on three cases. The segmentations using a
simple threshold-based 3D region growing (a) and the proposed al-
gorithm (b) are shown. The proposed method employs a local leak
detector and performs the segmentation with a low leakage level.
segments are curved and appear in various orientations. Due to arbitrary orientation and
anisotropy of the 3D image data, every airway branch must first be represented using a
common model.
Finally, the high-intensity structures adjacent to the airway, such as pulmonary ar-
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teries, may cause over-estimation of wall thickness.
There are four main steps for measuring airways from the tree segmentation:
1. Branch identification - The location of individual airway segment (i.e. start and
end points) is identified from the segmented airway tree.
2. Branch model definition - A segment-centric cylindrical model is defined to rep-
resent each segment.
3. Intensity mapping - The CT intensities along the segment is mapped to the cylin-
drical model.
4. Branch measurement - Lumen diameter (LD) and wall thickness (WT) of each
segment are measured.
2.2.1 Branch identification
An airway segment can be modeled as a generalized cylinder that best fits the airway
lumen, as shown in Figure 2.18. The model was designed with the start and end points
as the center of the circles at the both ends of the generalized cylinder. Since the branch
structure is connected to one another, we locate the start point of a branch at the end point
of the previous branch. An example of the identified start and end points of individual
branches are shown in Figure 2.19.
In order to identify branch locations, the segmented airway tree is first skeletonized
to give an one-voxel thin-line representation of the airway tree as shown in Figure 2.20.
A sequential 3D thinning algorithm is applied to the segmented tree to get an initial
skeleton of the airway tree. The algorithm iteratively removes “simple” points from the
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Figure 2.18: Modeling of airways using generalized cylinders. (a) 3D render-
ing of a posterior basal airway and subsequent airways. (b) An il-
lustration of airway modeling using cylinders. The start point of a
subsequent airway is the end point of the current cylinder.
boundary of the airway until a one-voxel line remains. A “simple” point is defined as a
point whose removal does not change the topology of an object [3].
The initial skeleton may include spurious false branches that are caused by the fact
that the airway lumen is not perfectly cylindrical (i.e. cross-sectional area is not circular)
as shown in Figure 2.21a. The thinned tree is post-processed to remove false branches
and obtain smooth skeletal lines, as shown in Figure 2.21b. The pruning process is an
implementation of the algorithm proposed by Pala´gyi et al. [62]. It has been shown
that this process eliminates the false branches that may exist after performing thinning
operation.
The spurious false branches are trimmed using the observation that the tip of a false
branch is somewhat embedded in the airway segmentation, while the tip of a true ter-
minal branch does not have too many neighbors that belong to the segmented airway
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Figure 2.19: Identification of individual branches. For each branch, the start point
is labeled with the end point of the previous branch, and the end point
is labeled with an unique label for that branch. In thi figure, the start-
end points pairs are linked with a straight line.
lumen, as shown in Figure 2.22. First, a set of terminal voxels V is defined as:
V = { v ∈ S | |Nv ∩ S | = 1 }, (2.13)
where S is a set of voxels in the skeletal representation, and Nv is a set of 26-connected
neighboring voxels of v. Further, for each voxel v ∈ V , a set of voxels Av in the airway
segmentation A is defined:
Av = { a ∈ A | dist(a, v) ≤ d }, (2.14)
where dist(a, v) is the distance between two voxel locations. Each voxel v ∈ V is classi-
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Figure 2.20: 3D thinning of an airway segmentation. (a) Rendering of an airway
segmentation. (b) 3D thinning performed on the segmentation.
fied as the tip of the true or false branch based on the number of voxels in Av:
v =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
False tip, if |Av| > ,
True tip, if |Av| ≤ ,
(2.15)
v is iteratively removed from the skeleton when it is classified as a false tip, until only
true tips remain in V . The values of d and  were empirically determined from five scans
and set to 5 and 200 voxels, respectively.
An individual airway branch is identified by traversing a set of voxels S in the skele-
tal representation of the airway tree. The traversing is initiated at the first voxel of the
trachea’s skeleton (i.e. the voxel with the lowest z coordinate). With an exception of the
first voxel, a voxel v ∈ S can be classified as a terminal voxel, branch point, or voxel
49
Figure 2.21: Trimming the skeleton. (a) An example with excessive amount of
thinning artifacts. (b) After post-processing the skeleton. Two cross-
sectional images of the trachea are shown in (a), which are not circu-
lar and have sharp tips that cause the thinning artifacts.
within a branch, as shown in Figure 2.23:
v =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
terminal voxel, if |Nv ∩ S | = 1,
within a branch, if |Nv ∩ S | = 2,
branch point, if |Nv ∩ S | ≥ 3,
(2.16)
where S is a set of voxels in the skeletal representation, and Nv is a set of 26-connected
neighboring voxels of v.
The skeleton of each branch is traced through the voxels “within a branch” until
either a “terminal voxel” or “branch point” is encountered. When a branch point is
encountered, new branches are traced starting at the branch point. Each traversed branch
is given an unique label and stored in a tree hierarchy defining parent-child relationships
among the identified branches.
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Figure 2.22: Examples of terminal branches. The clipped 3D renderings are
shown for the false branches within the trachea (a) and the true
branches (b). In each image, two terminal voxels are circled and
identified by arrows.
Figure 2.23: A 2D illustration of centerline traversing. The starting voxel is la-
beled with “S” in the figure. All other voxels are classified as a ter-
minal voxel (T), branch point (B), or voxel within a branch (W). A
rectangle is drawn for each traversed segment.
2.2.2 Intensity mapping
An airway segment is a tubular structure with a certain extent of curvature. Individual
airway segments exhibit diﬀerent length, orientation, and degree of curvature. It is
ineﬃcient to sample intensities from a raw scan data every time when visualizing and
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Figure 2.24: The cylindrical model for analyzing individual airway branch. (a)
A cylindrical model with l = 6 and m = 10 is shown with its central
axis. (b) The axial view of the model is shown, including a set of
rays cast outward from the center.
measuring an airway segment. Therefore, a common segment-centric model is defined
to which any airway segment can be mapped. Once the airway segment is mapped to the
common model, it can then be visualized and measured using a standardized procedure
regardless of the orientation and curvature of the given airway.
Segment-centric cylindrical model
The defined model has a cylindrical shape with a lateral surface that is composed of a
triangular mesh (Figure 2.24). The model includes a set of rays cast outward from the
central axis of the cylinder. The center of each triangle on the lateral surface defines the
direction toward which a ray is cast. The quantitative measurement of an airway branch
is to be performed for the rays defined in the model. The model has two parameters l
and m, which corresponds to the number of layers and number of triangles per layer,
respectively. An example of the cylindrical model with l = 6 and m = 10 is shown in
Figure 2.24.
52
The value of l is determined based on the length of the given airway branch. The
branch length is first estimated in mm and converted to voxels using the finest scan
resolution. The value of m was selected based on the observation of the typical segmen-
tal airways. The observed outer diameter of segmental airways was approximately 10
mm, which yields the cross-sectional circumference of 31.4 mm. For the scans with the
finest resolution of 0.5 mm/voxel, this corresponds to 62.8 voxels. Over-sampling was
preferred in order to make use of all available image data, and m was set to 64 for the
analysis.
Airway branch mapping
In order to analyze an airway branch qualitatively, the airway is first mapped to the
cylindrical model by sampling intensities along the rays in 3D space. First, the centerline
of the airway branch is defined using a polynomial. It has been observed that most
airway branch appears with a curved trajectory with a single vertex (i.e. one turning
point). However, some branches have two vertices which cannot be fitted using first or
second degree polynomials. The cubic polynomial was used to approximate the curved
trajectory of a single airway branch since it can be used to fit trajectories with up to two
vertices.
The centerline of an airway branch is represented by X(t), as shown in Figure 2.25,
which is a line defined by three polynomials for each of x, y, and z coordinates:
X(t) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x(t)
y(t)
z(t)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.17)
where x(t), y(t), and z(t) are cubic polynomials fitted for each of x, y, and z coordinates
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Figure 2.25: Polynomial fitting of the centerline. A line X(t) is fitted to the skele-
ton of the airway segment using cubic polynomials for x, y, and z
coordinates with respect to t.
of the segment’s skeleton with respect to the independent variable t:
x(t) =
3∑
p=0
apt
p, a = 〈a0 a1 a2 a3〉 , (2.18)
y(t) =
3∑
p=0
bptp, b = 〈b0 b1 b2 b3〉 , (2.19)
z(t) =
3∑
p=0
cpt
p, c = 〈c0 c1 c2 c3〉 , (2.20)
where a, b, and c are the polynomial coeﬃcients for x, y, and z coordinates, respectively.
The polynomials are fitted to the skeleton using a linear least squares fit. Linear
least squares is a method for fitting a set of data points to a mathematical model by
minimizing the residuals. For a set of n points, the coeﬃcients that yields the minimum
sum of squares of the residuals are found:
argmax
f
⎛⎜⎜⎜⎜⎜⎝
n∑
i=1
( xi − f (xi) )2
⎞⎟⎟⎟⎟⎟⎠ , (2.21)
where f (x) is a polynomial function for which the coeﬃcients are found.
54
Figure 2.26: Defining the anchor vectors Rx and Ry. The vectors are constructed
so that they are perpendicular to each other and to the tangent vector
Ti at a point X(ti).
The independent variable t is set to range from 0.0 to 1.0. Along the fitted line X(t),
the discretized center points X(ti) are defined for i = 0, 1, ..., l − 1 in such a way that t is
equal to the center of individual layer defined in the cylindrical model. At each center
point X(ti), the ray Rj is cast outward for j = 0, 1, ...,m − 1 as defined in the cylindrical
model. To determine the directions of R j in CT image space, the vectors Ti, Rx, and Ry
are defined at each center point as shown in Figure 2.26.
Ti is a tangent vector at X(ti), to which the cast rays should be perpendicular. For the
polynomially fitted centerline X(t), Ti can be computed as:
Ti =
dX(t)
dt
∣∣∣∣∣
t=ti
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x′(ti)
y′(ti)
z′(ti)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
3∑
p=1
apt
p−1
i
3∑
p=1
bptp−1i
3∑
p=1
cpt
p−1
i
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2.22)
Two additional vectors Rx and Ry are defined and used as anchors to obtain the ray
directions in 3D CT space. These vectors are used to preserve the spatial orientation
of the rays in the subsequent sampling planes. Rx and Ry are defined so that they are
perpendicular to Ti and to each other. For the first center point (i = 0), Rx is defined to
be an arbitrarily oriented vector that is perpendicular to T0, and Ry can be subsequently
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Figure 2.27: Trilinear interpolation. The weighted average of the surrounding
voxel intensities is computed to estimate the intensity at a sub-voxel
location p. The eight surrounding voxels are labeled 1-8. Two figures
are shown for better visibility of the labeled points.
derived by taking a cross product of Rx and T0. For all other center points (i > 0), the
directions of Rx and Ry should be preserved. Ry is first computed based on the Rx from
the previous layer (2.23), and Rx is derived from the newly-computed Ry (2.24).
Ry(i) = Ti × Rx(i − 1) , (2.23)
Rx(i) = Ry(i) × Ti . (2.24)
Using Rx and Ry, a set of evenly-spaced vectors R j(i) is defined for each center point:
Rj(i) = Rx(i)||Rx(i)|| cosα j +
Ry(i)
||Ry(i)|| sinα j (2.25)
where α j = j2π/n and j = 0, 1, ..., n − 1.
The sub-voxel intensities are sampled along each ray using trilinear interpolation.
Trilinear interpolation is a widely-used technique for determining image intensity at
sub-voxel location. The basic idea is to take the distance-weighted average of eight
surrounding voxels in 3D space. An illustration of trilinear interpolation is shown in
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Figure 2.27. To compute the interpolated intensity at sub-voxel point p, the weighted
averages of four voxel pairs are first computed:
I12 = (1 − dx) · I(1) + dx · I(2) , (2.26)
I34 = (1 − dx) · I(3) + dx · I(4) , (2.27)
I56 = (1 − dx) · I(5) + dx · I(6) , (2.28)
I78 = (1 − dx) · I(7) + dx · I(8) , (2.29)
where I(q) is the image intensity at a voxel q. Then, the weighted averages I1256 and
I3478 are found using the computed values.
I1256 = (1 − dz) · I12 + dz · I56 , (2.30)
I3478 = (1 − dz) · I34 + dz · I78 . (2.31)
The interpolated value Ip at p can then be computed by taking the weighted averages
I1256 and I3478:
Ip = (1 − dy) · I1256 + dy · I3478 . (2.32)
The intensities are sampled along each R j with the sampling interval of l up to the
distance d from the center point:
I(i, j, k) = S ( Xi + k · l R j(i)||Rj(i)|| ) , (2.33)
where S (p) is an interpolated intensity at point p, and k = 0, 1, ..., d/l. The value of l
was set to 0.01 mm, and d was set to 15.0 mm as the radius of a segmental airway should
not exceed this value.
The sampled intensities in each ray direction R j are collected along the rays defined
in the cylindrical model, eﬀectively representing a curved airway branch using a cylin-
drical structure. An airway branch with any curvature and orientation may be mapped to
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Figure 2.28: Visualization of an airway branch mapped to a cylindrical model
(l = 35, n = 128). The images shown are reconstructed from the
sampled intensities along the rays in the model. (a) A coronal cross-
sectional view is shown for the given airway branch. (b) An axial
view is shown where “×” indicates the central axis.
the cylindrical model, and given the set of projected rays, cylinder outline representation
of the image may be computed by remapping the ray data to airway images as shown in
Figure 2.28.
2.2.3 Branch measurement
For every airway segment that has been mapped to the cylindrical model, a quantitative
analysis can be performed to measure its lumen diameter and wall thickness. Measuring
lumen diameter and wall thickness involves determination of airway wall boundary. Fur-
ther step is required for wall thickness measurement due to the high-intensity structures
adjacent to the airway.
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Lumen diameter measurement
Once the intensities for an airway branch are mapped to the cylindrical model, the prob-
lem of measuring lumen diameter (LD) scales down to locating an inner wall boundary
for every ray present in the model.
To determine the boundary between the airway lumen and the airway wall, the
FWHM (full width at half maximum) principle is used. According to this principle,
the boundary is located where the intensity value is half-way between the minimum and
maximum intensities of the wall and the region adjacent to the wall as illustrated in Fig-
ure 2.29. FWHM has been a well-regarded method for measuring airway dimensions
due to its simplicity. [56, 78] It has been reported that FWHM-based measurements
under-estimates the lumen diameter and over-estimates the wall thickness [74]. The
change in airway dimensions is the critical measurement of interest, and measurement
bias was not the primary concern.
Using the sampled intensities I along a ray corresponding to a vector R in the airway
model, the inner boundary bin can be computed as:
bin(R) = argmin
d
∣∣∣∣∣ I(d) −
min1 + max
2
∣∣∣∣∣ , dmin1 < d < dmax, (2.34)
where max is the maximum intensity along the ray, min1 is the minimum intensity along
the ray before reaching the maximum intensity, and dmax and dmin1 are the locations
on the ray where max and min1 are observed, respectively. The distance to the inner
boundary bin is computed for every ray corresponding to a vector R j(i) in the model.
The inner boundary is an estimate of the lumen radius, and the lumen diameter is esti-
mated by doubling the value. For a given airway branch, the average lumen diameter is
computed:
LD =
2
l · m
l−1∑
i=0
m−1∑
j=0
bin(Rj(i)) (2.35)
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Figure 2.29: Full width at half maximum measurement. Along the ray annotated
in (a), the image intensities are plotted (b). The airway wall boundary
is identified by locating a voxel with the intensity that is half-way
between the minimum and maximum intensity ranges on each side
of the boundary region.
Wall thickness measurement using skewness minimization
For measuring the wall thickness (WT), the outer boundary must be located in addition
to the inner boundary for every ray present in the model. The outer boundary bout is
identified using the FWHM principle, and the distance between the outer and inner
boundaries for each ray is an estimate of the wall thickness:
bout(R) = argmin
d
∣∣∣∣∣ I(d) −
max + min2
2
∣∣∣∣∣ , dmax < d < dmin2 , (2.36)
WT (i, j) = bout(Rj(i)) − bin(Rj(i)) , (2.37)
where max is the maximum intensity along the ray, min2 is the minimum intensity along
the ray beyond the maximum intensity, and dmax and dmin2 are the locations on the ray
where max and min2 are observed, respectively. Then, the wall thickness of a given
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Figure 2.30: Over-estimation of wall thickness due to the adjacent structure. An
illustration is shown with 8 rays cast outward from the center. The
wall thickness estimation for one of the rays is aﬀected by the adja-
cent structure.
segment can be computed by taking the average of all rays present in the model:
WT =
1
l · m
l−1∑
i=0
m−1∑
j=0
bout(Rj(i)) − bin(Rj(i)) (2.38)
Unlike lumen diameter measurement, wall thickness assessment is prone to over-
estimation due to the high-intensity structures adjacent to the airway that can aﬀect the
wall thickness. An example of an adjacent pulmonary artery is shown in Figure 2.28b.
The rays that go through these structures will result in erroneous over-estimation of the
wall thickness as illustrated in Figure 2.30, therefore aﬀecting the average wall thickness
estimate for the corresponding airway branch.
In order to reduce the eﬀect of adjacent structures, the distribution of the wall thick-
ness measurements from all cast rays is considered. In an ideal case where there is
no attachment to the airway, a normal distribution of wall thickness measurements is
expected.
The wall thickness distribution for an airway segment is plotted as a histogram in
Figure 2.31. The over-estimation caused by the adjacent structures aﬀects the distribu-
tion as it pulls the distribution toward the right (i.e. positively-skewed distribution). The
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Figure 2.31: Histogram of all measured wall thicknesses for an airway segment.
The distribution is positively skewed due to the high-intensity struc-
tures adjacent to the airway. To avoid the over-estimation of the air-
way’s average wall thickness, false measurements must be ignored
by determining a wall thickness threshold Twt.
eﬀect of over-estimation is reduced by determining a wall thickness threshold Twt and
taking only the measurements that are below the threshold. The wall thickness threshold
Twt is determined by using skewness of the distribution.
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Figure 2.32: Skewness γ1 of a distribution. The distributions with negative, zero,
and positive skewness are shown.
Skewness γ1 measures the asymmetry of the distribution, as shown in Figure 2.32,
and is defined as:
γ1 =
μ3
σ3
, (2.39)
where σ is the standard deviation, and μ3 is the third central moment which can be
computed for the wall thickness distribution as:
μ3 =
∑
w
(w − μ)3 f (w), (2.40)
where μ is the mean of the distribution, w is the wall thickness, and f (w) is the frequency
of the wall thickness w. In (2.40), the summation is performed for all wall thickness
measurements in the distribution.
For an ideal case, the wall thickness would be uniform along the given segment,
and there would be no adjacent high-intensity structures. In such a case, the variation
in wall thickness measurements within a segment would be caused by image noise. To
validate this concept, the synthetic image of a hollow tube was created by subtracting
an image of small circle (r = 20voxels) from an image of large circle (r = 30voxels).
The resulting binary image included a hollow tube with 10-voxel wide wall. The inner
region of the tube had the image intensity of 0, and the tube wall had the image intensity
of 255. The final image was created by adding Gaussian noise of σ = 40 to the binary
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Figure 2.33: Wall thickness distribution of a synthetic tube. (a) A synthetic im-
age of a hollow tube with Gaussian noise (σ = 40). (b) The radially
reconstructed axial view with the measured points. Diﬀerent win-
dowing function is used from the image shown in (a) to highlight the
measured points. (c) The histogram of the measured wall thicknesses
(γ1 = 0.04).
tube image and had the image intensities ranging from -218 to 469.
When there are adjacent structures, the distribution of an airway’s wall thickness, as
shown in Figure 2.31, is likely to be positively skewed (γ1 > 0) due to erroneous over-
estimations. The algorithm determines the final wall thickness threshold by finding a
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Figure 2.34: Skewness minimization. An axially-reconstructed views of an air-
way segment with the measured points are shown for three diﬀerent
values of Twt for which the dotted vertical lines are shown on the his-
togram. As γ1 is minimized, the eﬀect of over-estimation caused by
the adjacent structures is reduced.
value of x that minimizes the skewness:
Twt = argmin
x
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x∑
w=0
(w − μw<x)3 f (w)
σ3w<x
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
. (2.41)
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The eﬀect of skewness minimization for an airway branch is shown in Figure 2.34.
For the given airway branch, minimizing wall thickness threshold eliminates the false
measurements caused by the adjacent structure.
2.3 Segment matching for comparative measurements
In order to assess segmental change in airway dimension using repeat scans, each air-
way branch must be matched across the scans. The variation in segmentations from
serial scans, due to diﬀerences in patient orientation, degree of inspiration, acquisition
parameters, and image noise, poses a challenge when matching the corresponding seg-
ments across the scans. There may be branches that are segmented in one scan and not
segmented in another, and simply using a skeletal airway tree representation for segment
matching is likely to result in false matches.
Each airway branch has a starting and ending point. For every airway branch, the
starting point corresponds to the end point of its parent branch. If the matching process is
initiated from the lower generation branches and proceeds toward the higher generation,
only the end point of each branch needs to be matched. The matching algorithm uses
the original image intensities in the local region of interest (ROI) around the end point,
as well as the tree hierarchy to guide the traversing of the match candidates.
2.3.1 3D image registration
A 3D registration algorithm is used to determine if two end points, referred to as match
candidates, belong to the same airway branch. Spherical volumes of interest are estab-
lished around the end points as shown in Figure 2.35 and registered to each other in
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Figure 2.35: 2D illustration of segment matching. The end points are matched
to find the corresponding segments. The spherical volume is estab-
lished around the end point of the airway branch to be matched. The
radius of the sphere is chosen to cover the parenchyma region around
the airway.
order to assess the similarity of the image intensities within the volumes. To account for
diﬀerence in scan resolutions the spheres are sampled as isotropic volumes with same
resolutions.
The similarity metric used is the mean squared error (MSE) between the voxel in-
tensities of two spherical regions:
MS E(C1,C2) = 1|C1 ∩ C2|
∑
C1∩C2
(I1(i, j, k) − I2(T (p, q, r)))2, (2.42)
where I1 and I2 are the CT images, and T (p, q, r) is the transform function (i.e. transla-
tion and rotation) that maps a spherical region C2 to spherical region C1.
The registration algorithm finds the optimal transform (i.e. translation and rotation)
that minimize the MSE between the two spherical volumes. A simple hill-climbing
search [77] is used to find local minima. Since the airway tree of the same patient
is being considered, the end point of the same airway branch should not have a large
variation in location and orientation. To optimize algorithm and minimize errors, the
translation and rotation search ranges were limited to 3.5 mm and 10 degrees around
each axis, respectively, since the variations observed from the training cases were well
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within these values. The step sizes for translation and registration were 1 voxel and 1
degree, respectively.
The size of the sphere was based on the branch generation and was chosen so that the
spherical volume includes the parenchyma region around the branch point. The cross-
sectional radii of the airways at diﬀerent generations were observed in the training cases,
and 5 mm was added to include parenchyma region. The sphere radii used by matching
algorithm were 35, 25, 20, 15 mm for 1st, 2nd, 3rd, and >4th generations, respectively.
2.3.2 Matching procedure
A flowchart showing the matching process is shown in Figure 2.36. The outline of the
algorithm is as follows:
1. Identify match candidates.
2. Perform 3D image registration of the candidate regions.
3. Evaluate similarity and classify as a match or non-match.
4. If a match, then form new match candidates and repeat steps 1-3.
5. If a non-match, then adjust match candidates and repeat steps 1-3.
The matching begins with the trachea and proceeds in a depth-first manner. The match-
ing algorithm first identifies match candidates from a given CT scan pair and performs
3D registration to assess similarity of the candidates. When a match is found the algo-
rithm must identify new match candidates for which the search space is constrained to
the subtree under the matched branch.
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Figure 2.36: Flowchart for airway branch matching. The algorithm is initiated
by matching trachea’s from a pair of scans and proceeds toward
higher generation branches. An extended search is performed when
no match is found in a primary search.
When there are two children branches under the matched branch, there are two pos-
sible scenarios of forming match candidates. The candidates are paired based on the
orientation of the branches since identical branches should have similar orientations.
The scenario that yields the minimum angle diﬀerence is chosen as shown in Figure
2.43, and the candidate pairs are formed accordingly.
C = argminX∈S {min{Angle(p), p ∈ X}}, (2.43)
where X is a scenario in a set S of all possible scenarios, p is a pair of match candidates,
Angle(p) is the angle between a candidate pair p, and C is the final candidate pairing
scenario used by the algorithm.
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Each pair of match candidates is classified as a match or non-match based on the
similarity metric used by the registration (i.e. MSE):
p =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Match, if MS E(p) ≤ τ,
Non-match, if MS E(p) > τ,
(2.44)
where MSE is the mean squared error between the registered ROIs, and τ is a threshold.
The trachea can be identified reliably without using image registration in most CT scans,
and the value of τ is adaptively determined for a given scan pair based on MSE between
the registered end points of trachea:
τ = MS E(Etrach1, Etrach2) + tolerance, (2.45)
where Etrach1 and Etrach2 are the end points of the tracheas from scan 1 and scan 2, re-
spectively, and MSE is the mean squared error between the registered ROIs around the
end points. The term tolerance was introduced in order to account for MSE variations
in diﬀerent pairs of ROIs and reduce false negatives. The value of tolerance was deter-
mined by observing the MSE variations of diﬀerent end points in the training cases.
When a match is found, the algorithm proceeds by forming new match candidates
in depth-first manner. In the case of a non-match, the algorithm performs an extended
search by adjusting the candidate locations as shown in Figure 2.37. A non-match would
mean that the end points of the given airway segment pair are at diﬀerent locations
within the airway tree. The starting point, on the other hand, is already matched since
it is the end point of the parent. This would mean that the two airway segments have
diﬀerent length, as shown in Figure 2.37a. Such a case may be frequently encountered
due to the variation in airway tree segmentation for two CT scans.
The algorithm performs the extended search by introducing a “dummy” end point to
the longer airway segment, as shown in Figure 2.37b. The location of a “dummy” end
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Figure 2.37: Extended search for branch matching. (a) Illustration of a non-
match. Variation in tree segmentations may cause a non-match be-
tween the match candidates, and the extended search is necessary. (b)
Extended search by adjusting a match candidate. To overcome seg-
mentation variation a “dummy” branch point is placed on the under-
segmented airway tree.
point is determined by considering the length of the shorter segment. The newly-formed
match candidates, using a “dummy” end point, are then matched using 3D registration.
2.3.3 Experiment to evaluate the airway branch matching
The goal of this experiment was to evaluate the accuracy of the automated branch match-
ing. The airway branch matching algorithm must have high accuracy since the auto-
mated measurements are to be performed on the matched airway pairs.
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The matching algorithm was run on a set of CT scan pairs, and 3D visualizations
were created for both trees where the matched branch was rendered with a same color
and label across the airway trees from the two scans. In a pair of 3D visualizations,
each of the matched branches was then evaluated visually to determine correctness of
the matching. The accuracy of the matching algorithm was quantified as the percentage
of the correct matches from the total number of matches.
The dataset used for the experiment was 120 low-dose whole-lung CT scan pairs
from a screening database. All scans were taken with low radiation dose (120 kVp, 40
mAs) and had a slice thickness of 1.25 mm and in-plane resolution ranging from 0.53 ×
0.53 to 0.82 × 0.82 mm per pixel. Each scan pair was taken from a same patient, and the
time interval between two scans was 16.5 ± 7.1 months (mean ± SD). Six cases were
used for optimizing the algorithm parameters, and the remaining 114 cases were used
for the evaluation of the algorithm.
2.3.4 Results and discussion
The result of running the automated branch matching algorithm on 114 scan pairs is
shown in Table 2.3. On average, the branch-finding algorithm located 46 airway seg-
ments per scan, and the matching algorithm correctly matched 31 segments across the
scans. All airway branches up to 4th generation were matched successfully. An example
of matching output on a scan pair is shown in Figure 2.38 where the matched end points
are labeled with the same number.
A high matching accuracy (99.7%) was achieved by using both image intensity and
the skeletal structure. The algorithm performance was especially good with larger air-
way branches, as 100% accuracy was observed for the airway branches up to 4th gener-
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Figure 2.38: Airway branch matching result on a scan pair. Coronal visualization
of the segmented airway trees are shown. The matched end points
are labeled with the same number and color. The straight lines con-
necting the end points are shown.
Table 2.3: Accuracy of Automated Segment Matching
Generations Matched segments Correct match Match per case
All 3591 3581 (99.7%) 31
up to 4th 1553 1553 (100%) 13
ation.
On average 31 airway segments were matched across the scan pair, while more than
40 segments have been identified in individual scans. Frequently, an airway branch
identified in a first scan was not identified in a second scan due to the variation in seg-
mentation outcome. Another reason why all identified segments were not matched was
that once the algorithm failed to match a given airway segment, all subsequent branches
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could not be matched. Although the algorithm did not match all segments identified in
each scan, 31 matched segments correspond to the airway branches up to 5th generation.
2.4 Quantitative Experiments
Two experiments were conducted to evaluate the precision of the presented method and
to correlate airway measurements to PFT scores. In the first experiment, the precision
of quantitative measurements was quantified using a zero-change dataset. In the second
experiment, the inter-generation lumen diameter measurements were compared to the
airway branching models. In the third experiment, measured airway dimensions were
correlated to PFT scores.
2.4.1 Precision of airway measurement
The goal of this experiment was to evaluate the precision of the automated airway mea-
surement. The evaluation of quantitative measurements is challenging since it is diﬃcult
to establish manual ground truth. In this experiment serial CT scan pairs were used for
validating the precision of the quantitative analysis. For the scan pair of the same pa-
tient taken within a short time interval, the segmental dimensions are not expected to
change significantly, since the patient did not develop any chronic disease in the in-
terim. Therefore any diﬀerence in measurement across a scan pair would be attributed
to measurement variation, or precision.
74
Method
The automated algorithm measured the average lumen diameter and wall thickness for
each branch matched across the scan pair. Only the airways beyond the 4th generation
were considered since these airways are located inside the lungs. The measurement pre-
cision was quantified by computing the limits of agreement for the measured branches
in the scan pairs. The precision was evaluated for individually matched segment (per-
segment precision) as well as for individual patient (per-patient precision). For per-
patient analysis, the measurement changes for all matched segments in the patient were
averaged. For wall thickness measurements, the F-test was used to compare measure-
ment precisions for conventional FWHM method and the γ1 minimization method.
For evaluating the precision of quantitative measurements the scan pairs with a time
interval of less than two months were selected from the 120 cases used for the branch
matching. The final dataset included 44 scan pairs with the time interval of 38 ± 9 days
(mean ± SD).
Results and discussion
A total of 809 matched airway segments beyond the 4th generation were considered.
The average measurement was 4.91 mm for lumen diameter and 1.80 mm for wall thick-
ness. The 95% limits of agreement for the measurements on the scan pairs are reported
in Table 2.4.
The mean and the 95% limits of agreement (LoA) for the wall thickness measure-
ments with and without γ1 minimization are reported in Table 2.5. F-test showed a
statistically significant diﬀerence (p<0.01) between the precisions of two methods. The
examples showing the eﬀect of the new method are shown in Figure 2.39.
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Figure 2.39: Examples showing the eﬀect of γ1 minimization. Left images show
the measured points using conventional FWHM, and the right images
show the measured points after applying γ1 minimization.
Bland-Altman plots of the lumen diameter measurements are shown in Figure 2.40.
For wall thickness measurements, Bland-Altman plots are shown for both measurements
with and without γ1 minimization in Figure 2.41.
The 95% limits of agreement were computed for measuring individual airway seg-
ment and for measuring individual patient. Per-patient precision was computed since all
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Table 2.4: 95% Limits of Agreement (LoA) for Airway Measurements
Lumen diameter (mm) Wall thickness (mm)
n 95% LoA Bias 95% LoA Bias
Per-segment variation 809 [-0.83, 0.90] 0.03 [-0.49, 0.48] -0.01
Per-patient variation 44 [-0.51, 0.53] 0.05 [-0.16, 0.16] -0.05
Table 2.5: Eﬀect of γ1 minimization on Wall Thickness (WT) Measurements
Mean WT (mm) 95% LoA (mm) Bias (mm)
FWHM 5.16 [-1.14, 1.04] -0.05
FWHM with γ1 minimization 1.80 [-0.49, 0.48] -0.01
airway segments were expected to exhibit similar changes for a patient with systemic
airway disease. As expected per-patient variation of measurements across the scans was
less than per-segment variation for both lumen diameter and wall thickness. From the
Bland-Altman plots shown in Figures 2.40 and 2.41, it was observed that there was no
apparent variation in measurement precision across diﬀerent airway sizes.
The γ1 minimization approach for measuring wall thickness was compared to the
conventional FWHM method. FWHM method expectedly over-estimated the wall thick-
ness as the mean wall thickness measurement was 5.16 mm, compared to 1.80 mm when
γ1 minimization was used. More relevant observation was that the 95% limits of agree-
ment on the wall thickness measurements were narrower for the new method as shown
in Figure 2.41, meaning that the precision of the wall thickness measurements using
γ1 minimization was better than that of the conventional FWHM method. There was a
statistically significant diﬀerence (p<0.01) between the precisions of two methods ac-
cording to F-test.
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Figure 2.40: Bland-Altman plot of lumen diameter measurements (n=809). Dif-
ferences in measurements across the scan pairs are plotted against
the average measurements. The lines are drawn for the bias in LD
diﬀerence (solid line) and 95% limits of agreement (dotted line).
2.4.2 Comparison with airway tree model
The goal of this experiment was to compare the measured diameters of diﬀerent branch
generations to the airway branching model presented by others. The generation-based
lumen diameter measurements were compared to the expected diameters computed us-
ing two diﬀerent airway branching models that were presented in the previous litera-
ture [41, 89].
Method
Using the diameter ratio derived from the models, the expected diameter was computed
from the average diameter measurement from the previous generation. The expected
diameters were computed using two diﬀerent models by Kitaoka and Tawhai.
Kitaoka et al. [41] proposed a 3D model of the human airway tree based on a flow
division model. Based on the relationship between diameter and flow rate that they have
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Figure 2.41: Bland-Altman plots of wall thickness measurements (n=809). The
plots are shown for two measurement methods: (a) without γ1 mini-
mization and (b) with γ1 minimization (p<0.01). Diﬀerences in mea-
surements across the scan pairs are plotted against the average mea-
surements. The lines are drawn for the bias in WT diﬀerence (solid
line) and 95% limits of agreement (dotted line).
proposed, the diameter ratio between each of two branches and its parent may be derived
as shown in (2.46) and (2.47).
d1
d0
= r1/n, (2.46)
d2
d0
= (1 − r)1/n, (2.47)
where d1 and d2 are the diameters of two child branches, d0 is the diameter of a parent,
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r is ratio of flow rate in the first child branch, and n is the diameter exponent. Based on a
minimum energy loss principle, Kitaoka et al. [40] estimated the value of n to be 2.8 in
human lungs. The average diameter ratio between two consecutive branch generations
may then be derived as the following:
di
d0
=
d1 + d2
2d0
=
r1/n + (1 − r)1/n
2
. (2.48)
Assuming that the air flow is distributed evenly in diverging branches (i.e. r = 0.5), the
diameter ratio between two consecutive generations is estimated to be 0.78.
Tawhai et al. [89] presented a diﬀerent airway model and computed the diameter ra-
tio between child and parent branches. The three-dimensional conducting airway model
was generated and used to simulate air flow in the airway tree. The value of the diame-
ter ratio for their generated model was reported to be 1.109. Since they used the airway
ordering scheme that counted up from the terminal branches, the inverse of the reported
ratio (i.e. 0.902) was used to compute the expected diameter.
Results and discussion
The average measurements for diﬀerent airway generations are shown in Table 2.6. The
lumen diameter and wall thickness measurements, as expected, were smaller for higher
generation airway segments.
The box-whisker plots of the lumen diameter measurements are shown in Figure
2.42, along with the expected diameter computed using two airway models. The root
mean squared error (RMSE) between the actual measurement and the expected diameter
was 0.47 mm for Kitaoka model and 0.36 mm for Tawhai model. The RMSE between
the diameters expected from two models was 0.60 mm. For all airway generations, the
expected diameters were within one standard deviation from the mean of the measured
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Table 2.6: Measurement for diﬀerent generations (Mean ± SD)
Generation n Lumen diameter (mm) Wall thickness (mm)
4th 440 6.17 ± 1.39 2.14 ± 0.57
5th 450 4.96 ± 1.28 1.81 ± 0.48
6th 372 4.12 ± 1.08 1.66 ± 0.36
7th 194 3.88 ± 1.21 1.56 ± 0.37
8th 108 3.60 ± 0.92 1.50 ± 0.31
≥9th 54 - -
diameters.
The diameter measurement was in better agreement with Kitaoka model for 5th and
6th generations, while it agreed better with Tawhai model for 7th and 8th generations, as
shown in Figure 2.42. This may be due to lack of measurement accuracy at 7th and 8th
generation branches, given that the radius of these airways correspond to approximately
two image voxels at scan resolution.
2.4.3 Correlation of PFT scores with image measurements
The goal of this experiment was to correlate airway dimensions to PFT scores and in-
vestigate the contribution of other image-based measures in estimating PFT scores. PFT
is the standard method for diagnosing COPD. CT imaging is more expensive than PFT
but often is taken for other purposes. The existing CT images may be used to estimate
degree of COPD in a patient, in order to complement PFT measures and obtain further
information that may be relevant to disease.
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Figure 2.42: The box-whisker plots of lumen diameter measurements for diﬀerent
generations. The expected diameters, computed from two diﬀerent
airway models, are shown for 5th, 6th, 7th, and 8th generations.
Emphysema is a major type of COPD and is characterized by destruction of alveolar
air sac walls. Alveolar destruction results in reduced surface for gas exchange, reduced
lung compliance, and hyper-inflation. Previously, people have attempted to measure
emphysema severity using low-dose CT images [33, 35]. The measures of emphysema
that can be retrieved from CT images include emphysema index, mean lung density,
fractal dimension, and lung-diaphragm height ratio. The emphysema index and mean
lung density use CT image intensity within the lungs to estimate degree of emphysema.
The fractal dimension is a measure based on the size of destructed air sac observable
from CT images. The lung-diaphragm height ratio is used to measure lung compliance
by computing the ratio between lung and diaphragm heights. It has been suggested
that these measures have moderate correlation to PFT scores [34]. In this experiment,
the contribution of airway dimensions is investigated, in addition to the emphysema
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measures, when a multivariate model is used to estimate PFT scores.
Method
The automated algorithm measures the lumen diameter and wall thickness for each
branch identified from the scans in the dataset. For each of 4th, 5th, and 6th gener-
ation airways, WT/LD ratio was computed and correlated with the PFT scores. The
normalized PFT measures, including FEV1/FVC and FEV1%, were used.
Further, the contribution of combining airway measures with other image-based
measures are investigated using a multivariate regression model. Along with airway
WT/LD ratio (A), three other terms were included in the model:
Y = a + b1A + b2F + b3D + b4V (2.49)
• Fractal dimension (F): density-based measure of emphysema
• Lung-diaphragm height ratio (D): measure of lung hyperinflation
• Lung volume (V): inspiration volume of the lung
To train and evaluate the model, 4-fold cross-validation was used.
The dataset included 388 low-dose chest CT scans where PFT scores were available
for all patients. The degree of COPD in the patients ranged from mild to moderate, as
the FEV1% showed mean and standard deviation of 94 ± 16.
Results and discussion
The scatter plots between WT/LD ratio and PFT scores are shown in Figures 2.43 and
2.44 for FEV1/FVC and FEV1%, respectively. The correlation coeﬃcients between
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Figure 2.43: Scatter plots showing WT/LD ratio vs. FEV1/FVC (%). The plots
are shown for (a) 4th, (b) 5th, and (c) 6th generation airways. The
correlation coeﬃcients (r) were -0.193, -0.163, and -0.147 for 4th,
5th, and 6th genrations, respectively.
WT/LD ratio at diﬀerent airway generations and PFT scores are reported in Table 2.7.
The scatter plots between multivariate estimation and true PFT scores are shown in
Figure 2.45. The correlation coeﬃcients between diﬀerent image-based measures and
PFT scores as well as the multivariate estimation and true PFT scores are shown in Table
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Figure 2.44: Scatter plots showing WT/LD ratio vs. FEV1%. The plots are shown
for (a) 4th, (b) 5th, and (c) 6th generation airways. The correlation
coeﬃcients (r) were -0.328, -0.350, and -0.335 for 4th, 5th, and 6th
generations, respectively.
2.8.
As expected, airway WT/LD ratio showed negative correlation with both PFT scores.
However, weak correlation coeﬃcient was observed when using airway dimension by
itself. For all three airway generations used, the correlation coeﬃcient |r| < 0.20 was ob-
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Table 2.7: Correlation coeﬃcients between WT/LD ratio and PFT scores
FEV1/FVC FEV1%
WT/LD of 4th generation -0.193 -0.328
WT/LD of 5th generation -0.163 -0.350
WT/LD of 6th generation -0.147 -0.335
Table 2.8: Correlation coeﬃcients between diﬀerent measures and PFT scores
FEV1/FVC FEV1%
Airway WT/LD -0.15 -0.33
Fractal dimension -0.37 -0.08
Diaphragm height ratio -0.24 -0.17
Lung volume -0.40 -0.02
Multivariate 0.52 0.35
served between WT/LD and FEV1/FVC, and |r| < 0.35 was observed between WT/LD
and FEV1/FVC.
When multivariate regression model was used, improvement over any single mea-
sure was observed in terms of correlation with both FEV1/FVC and FEV1%, as shown
in Table 2.8. The correlation coeﬃcient r = 0.52 and r = 0.35 were observed for
FEV1/FVC and FEV1%, respectively.
Nakano et al. [57] have correlated diﬀerent image-based measures with PFT scores.
The comparison of correlation coeﬃcients is shown in Table 2.9. They observed simi-
lar correlation between airway measures and PFT scores as ours but higher correlation
between emphysema measure and PFT scores. As a result, the reported correlation co-
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Figure 2.45: Scatter plots showing multivariate estimation of PFT. The plots are
shown for (a) FEV1/FVC and (b) FEV1%. The correlation coeﬃ-
cients (r) were 0.52 and 0.35 for FEV1/FVC and FEV1%, respec-
tively.
eﬃcient for their multivariate estimation was higher than ours for both FEV1/FVC and
FEV1%.
The experimental setup used by Nakano was compared with ours to investigate the
cause of diﬀerences. While Nakano et al. has manually selected 2D image slices to take
cross-sectional measurement of airways, our measurement method was fully-automated.
The CT images in their dataset were taken at clinical radiation dose, compared to low
radiation dose for our dataset. Density-based emphysema measures are sensitive to
image noise, and using low-dose images can aﬀect correlation. More importantly, their
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Table 2.9: Comparison of correlation coeﬃcients
PFT Airway measure Emphysema measure Multivariate
Nakano
FEV1/FVC -0.19 -0.65 0.70
FEV1% -0.34 -0.53 0.66
Our method
FEV1/FVC -0.15 -0.37 0.52
FEV1% -0.33 -0.17 0.35
dataset consisted of patients with wide range of COPD severity. The FEV1% of the
patients had the mean and standard deviation of 48±28, compared to 94±16. Including
healthy patients as well as the patients with very severe COPD in the dataset is likely to
yield high correlation.
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CHAPTER 3
SEGMENTATION OF ANATOMICAL STRUCTURES
Segmentation of chest organs and biological structures create a labeled atlas of the
chest. The labeled atlas of the chest not only provides quantitative information to radi-
ologists, but also serves as basis for comparing across population and diﬀerent scans of
same patient. Further, it provides foundation for surgical planning and computer-guided
surgery.
A fully-automated top-down approach is used with the ultimate objective of seg-
menting all visible anatomical entities. The relatively simple structures that can be
robustly identified are segmented first, and other structures are segmented using pre-
segmented structures as a foundation. In this chapter, the automated algorithms for
segmenting various anatomical structures, including airways (presented in Section 2.1),
spinal canal, ribs, and vertebrae, are presented. Each algorithm has been evaluated using
large datasets of low-dose chest CT scans.
3.1 Segmentation of spinal canal and ribs
An axial CT image showing spinal canal and ribs is shown in Figure 3.1. The spinal
canal can be robustly identified from chest CT image and serve as a basis for segmenting
other bone structures. The rib segmentation may be used as a baseline reference for
locating other organs and features within the chest. Typically an individual has 24 ribs,
12 on each side of the chest. In this section, a fully automated algorithm to segment the
spinal canal and individual ribs from a chest CT scan is presented. The challenges for
automatically segmenting individual ribs are their proximity to a corresponding vertebra
and the intensity variation within a rib due to bone marrow and bone density variations.
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Figure 3.1: Spinal canal and ribs in a CT scan. An axial image slice is shown
where the ribs, vertebra, and spinal canal are labeled.
3.1.1 Strategy for rib segmentation
There has been little work reported in the literature on the rib segmentation task, and two
references are of interest. Staal et al. and Klinder et al. have proposed rib segmentation
methods using chest CT images. Staal et al. [86] reconstructed ribs from the classified
rib primitives. Their algorithm however is sensitive to adjacent bone structures has
been tested on only 18 CT scans. Klinder et al. [43] detected rib centerline from pre-
established rib cage model. Their method is heavily dependent on initial global model
and has only been tested on 20 CT scans.
To segment each rib, it is necessary to separate the rib from the corresponding verte-
bra. Figure 3.2 illustrates our approach for growing a rib. For each rib to be segmented, a
seed region is identified on the rib, and the rib is traced toward both inward and outward
directions. Segmenting the inner portion of the rib is more challenging than segmenting
the outer portion due to the proximity to the vertebra. Diﬀerent techniques are used to
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Figure 3.2: The illustration of the rib segmentation approach. The rib is grown in
both directions from a seed. Inner portion is adjacent to the vertebra,
and diﬀerent techniques are used to segment inner and outer portions.
trace the ribs toward inward and outward directions.
3.1.2 Rib segmentation algorithm
The algorithm to segment individual ribs is outlined with a flowchart in Figure 3.3.
The algorithm to segment individual ribs employs a stepwise approach and consists of
four stages. First, all the bone structure present in the scan is segmented. Second, the
centerline of the spinal canal is identified. Then, based on the identified centerline and
the segmented bone, a seed region for every rib is detected. Finally, individual ribs are
grown from each seed and separated from the corresponding vertebra.
1. Bone segmentation
The first step is to segment the bone structures in the given CT scan. The outcome of
bone segmentation includes all the bone structures visible in the chest CT including the
rib cage, scapula, sternum, and clavicle.
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Figure 3.3: Flowchart for the proposed method. Bone and spinal canal are found
first and used to detect the seed for every rib. Stepwise approach yields
segmentation of ribs as well as spinal canal and other bones.
The algorithm to segment bones is as follows:
1. Filter each axial image with a 3x3 mean filter to reduce noise.
2. Threshold the image at Ti to capture high-intensity voxels.
3. Connected component analysis.
4. Remove any connected components that are smaller than Tv.
5. Remove the scan table that may be present in the image and has a higher intensity
than Ti.
The eﬀect of the mean filter on the thresholded output is shown in Figure 3.4. Ap-
plying mean filter diminishes the eﬀect of high-intensity streaking noise present in low-
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Figure 3.4: Eﬀect of mean filter on thresholded output. An axial image is shown
for: (a) raw CT image, (b) CT image after mean filtering, (c) raw
image thresholded at 270 HU, (d) filtered image thresholded at 270
HU. Applying mean filter diminishes the eﬀect of high-intensity noise,
and bones are more distinguishable when thresholding.
dose CT images, and as a result, bones become more distinguishable when the image is
thresholded.
The scan table often appears in a CT image, as shown in Figure 3.4a. The scan table
appears as a high-intensity object and is not removed in Step 4 of the algorithm due to a
large volume. The center of mass (x¯, y¯) of each connected component is used to detect
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Figure 3.5: Scan table removal. An axial image is shown for: (a) after remov-
ing noise voxels and (b) final bone segmentation after removing scan
table. The scan table is indicated with an oval and arrow on (a).
and remove a scan table. The table should be located toward the bottom in the axial
image and should have small y¯. A component with y¯ <  is considered a scan table and
removed from the bone segmentation. Upon the observation of the training cases, the
value of  was set to one fifth of the y dimension of the image:
 = 0.2 · (yh − yl), (3.1)
where yh and yl are the highest and lowest y coordinates of the image, respectively. An
example of the scan table removal is shown in Figure 3.5.
The values of Ti and Tv were determined empirically by experimenting with the
training cases. The intensity threshold Ti was set to 270 HU. The value was chosen to
include all bones in the scan and to be high enough so that the hollow region of the
rib corresponded to approximately one third of the external rib diameter. The volume
threshold Tv was chosen to exclude high-intensity noise components and set to 4500
mm3 since the volumes of all valid bone components were well within this value.
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Figure 3.6: Tracing of spinal canal’s centerline. The traced line is shown in a
sagittal projection of the spine. The extracted center line is used to
locate the seed points for individual ribs.
2. Spinal canal tracing
In this section, the algorithm to trace the center of the spinal canal using the segmented
bone structure is presented. Figure 3.6 shows the extracted center line of the spinal canal
in sagittal view.
Entire canal is traced upward using an iterative algorithm starting at the seed point
in the lowest axial image. The tracing algorithm is outlined as a flowchart in Figure 3.7.
A seed point is automatically identified from the projection of a set of n lowest image
slices. Each iteration of the algorithm involves identification of a point at an image slice
using the point located in the previous iteration.
An example of the axially-projected image is shown in Figure 3.8. To find a seed
point from the projected image, the largest connected component L is found, and the
largest hole within L is identified. The center of mass of the identified hole is used as an
initial seed point. The algorithm to identify the largest hole is as follows:
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Figure 3.7: Spinal canal tracing algorithm. Spinal canal is traced upward using
the distance transform starting from the lowest axial image.
1. Clip the image around the largest component L.
2. Invert the image.
3. Perform connected component analysis.
4. Find the largest component not touching the image border.
The 2D distance transform of the bone segmentation is performed to locate the center
of the spinal canal in each axial image. A distance transform is labeling of each pixel
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Figure 3.8: Axial projection of lowest 30 mm of the scan. A seed point for spinal
canal tracing is identified from the projected image.
with the distance to the nearest non-zero pixel in the image, as illustrated in Figure 3.9.
The spinal canal appears approximately circular in an axial view, and the center can
be approximated by looking for the maximum distance from the bone. A sequential
two-pass method was used to compute distance transform [76].
When performing a distance transform, a distance metric must be defined. Three
common metrics are Euclidean, Manhattan, and Chessboard distances:
dEuclidean =
√
(x2 − x1)2 + (y2 − y1)2 , (3.2)
dManhattan = |x2 − x1| + |y2 − y1| , (3.3)
dChessboard = max { |x2 − x1|, |y2 − y1| } , (3.4)
for two points in the image (x1, y1) and (x2, y2). Using Euclidean distance gives the most
accurate estimation of the distance, but due to high computational cost of computing
Euclidean distance, Manhattan distance metric was used for the distance transform.
The bone segmentation and its distance transform are shown in Figure 3.10 for three
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Figure 3.9: Distance transform of an image. (a) Binary image of a circle. (b)
Distance transform of (a) using Manhattan distance. In (b), the image
intensity indicates the distance to the closest non-zero pixel.
diﬀerent axial images. The distance transform is performed within a subregion around
the spine, as opposed to the entire image, to reduce computational cost. The algorithm
parameters were determined using the training cases. The distance d was set to 2.0 mm,
and the number of the projected images n was set to the number of slices that correspond
to 30.0 mm in thickness:
n =
30.0
rz
, (3.5)
where rz is the z resolution of the scan (i.e. slice thickness).
3. Seed point detection
The outcome of the bone segmentation in the first stage includes high-intensity bone
structures, where diﬀerent bone structures appear adjacent to each other. To separate
ribs from other bones, a seed point is first found, and the complete rib is grown from the
seed point. An illustration for detecting a seed region is shown in Figure 3.11. A seed
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Figure 3.10: Distance transform of bone segmentation. (a)-(c) show the binary
images showing bone segmentations in diﬀerent image slices, and
(d)-(e) show the corresponding distance transform.
region R for each rib is identified by screening the segmented image region at a distance
δ to the left and right of the spinal canal’s centerline. The value of δ was set to 45 mm
based on observation of the training cases. The value was selected so that the planes do
not intersect the tails of vertebrae.
Within each plane, any voxel that belongs to a bone as segmented in the previous
section is found, and a 3D connected component is grown within the plane starting at
that voxel to identify a set of voxels R. The detected region is considered noise and
excluded from a set of seed regions if it does not span through the entire width of the
bounding plane as shown in Figure 3.11.
A seed point p is then found by taking a center of mass of the seed region R.
p = (x¯, y¯, z¯), (3.6)
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Figure 3.11: Seed region identification for rib segmentation. (a) A seed is identi-
fied for every rib using bounding planes established on both sides of
a spinal canal’s center point. (b) Detected rib seed regions. Coronal
posterior visualization of the segmented bones is shown, with the rib
seeds highlighted in black.
where x¯, y¯, and z¯ are computed as:
x¯ =
∑
x,y,z∈R x
| R | , (3.7)
y¯ =
∑
x,y,z∈R y
| R | , (3.8)
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Figure 3.12: Tracing the rib toward vertebra. Starting at a seed point, a cylindrical
template is iteratively advanced along the rib.
z¯ =
∑
x,y,z∈R z
| R | . (3.9)
4. Rib region growing from a seed point
Every detected seed region is grown into a full rib and given a unique label. The portion
of the rib near the vertebra is traced using cylindrical template matching, and the outward
portion of the rib is segmented using a simple connected component analysis. The outer
portion of the rib is segmented using 3D connected component analysis starting at the
seed point using six-connectivity.
The inner portion of the rib is traced by fitting a hollow cylindrical volume along
the rib, as illustrated in Figure 3.12. Starting at the seed region, a cylindrical volume
is iteratively advanced until it reaches the expected length of the inner rib portion. The
expected length is computed by taking the Euclidean distance between the seed region
and the center of spinal canal.
Each iteration determines the directional vector v of the cylinder by finding the high-
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est cross-correlation to the pre-filtered CT image:
v = argmax
dir
⎛⎜⎜⎜⎜⎜⎜⎝
∑
x,y,z
Cdir(x, y, z) · I(x, y, z)
⎞⎟⎟⎟⎟⎟⎟⎠ , (3.10)
where Cdir is the binary image with a hollow cylindrical template oriented toward dir,
and I is the mean-filtered CT image.
A hollow cylinder is used to trace along the rib since bone marrow appears in low in-
tensity when compared to the bone surface. The parameters for the cylindrical template,
shown in Figure 3.13, include the following:
• d - cylinder diameter (mm)
• w - cylinder wall thickness (mm)
• l - cylinder length (mm)
• δ - inter-cylinder overlap (fraction of l)
• θa - search angle in anterior directions (◦)
• θp - search angle in posterior directions (◦)
3.1.3 Experiment to evaluate rib segmentation
The goal of the experiment was to train and evaluate the performance of the automated
rib segmentation algorithm. A large dataset composed of > 100 chest CT was used to
evaluate the algorithm.
Training the rib segmentation algorithm
The scans of 5 individuals with diﬀerent rib cage sizes and appearances were selected
from the dataset and used to optimize algorithm parameters. The diameter of diﬀerent
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Figure 3.13: Cylindrical template for rib tracing. (a) Bone marrow appears in low
intensity compared to the surface, and the hollow cylinder is used to
trace the rib. (b) Parameters for the hollow cylinder template include
diameter, thickness, height, and search angles.
ribs was observed to vary among diﬀerent individuals and even within a patient, and
d was adaptively adjusted for each rib by finding the value yielding the highest cor-
relation for the first iteration. It has also been observed that the bone marrow region
corresponded to approximately one third of the rib thickness, and w was set to 1/3 of
d. The search angles were set diﬀerently for anterior (θa) and posterior (θp) directions.
A small search angle was used toward posterior direction since the ribs should curve
toward anterior direction as it approaches the vertebra. Based on the observation of the
training cases, the values of θa and θp were set to 45◦ and 2◦, respectively.
The parameters l and δ were optimized by performing the segmentation using 20
parameter sets summarized in Table 3.1.3. The segmentation outcomes were visually
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Figure 3.14: Average number of incorrect rib segmentations for diﬀerent param-
eter settings.
inspected for incorrect segmentations, and the parameter setting with the smallest num-
ber of failure was selected. The number of failures for diﬀerent parameters is shown in
Figure 3.14. The final algorithm parameters were set to l = 10 and δ = 0.8, as these
values resulted in the lowest number of incorrectly-segmented ribs.
Table 3.1: Parameter settings used for optimization.
Parameter Description Range Δ
l Cylinder length (mm) [5, 25] 5
δ Inter-cylinder overlap (fraction of l) [0.2, 0.8] 0.2
Evaluation of the rib segmentation algorithm
Each of the CT scans was carefully inspected visually to establish the number of ribs
present in each scan. The fully automated method was then run to segment the individual
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Figure 3.15: 3D visualizations of segmented and labeled ribs. Three diﬀerent
views are shown: (a) coronal view, (b) sagittal view of the right ribs
from the center, and (c) sagittal view of the left ribs from the center
ribs. For each case, the outcome was visually inspected to confirm correct segmentation.
The algorithm’s performance was evaluated by comparing the number of segmented ribs
to the number established by the inspector.
The dataset included 115 whole-lung chest CT scans with various parameters from
public databases [69, 70]. From the dataset, 5 scans were used for determining algo-
rithm parameters, and the remaining 110 scans were used to evaluate the algorithm
performance. All of the scans were taken with low radiation dose (120 - 140 kVp, 40 -
80 mAs) with slice thicknesses varying from 1.25 mm to 2.5 mm. In-plane resolution
of the scans ranged from 0.55 × 0.55 mm to 0.82 × 0.82 mm. Upon visual inspection
of the scans, 24 ribs were present in 106 scans, and only 22 ribs were visible in 4 scans
due to scan truncation.
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Figure 3.16: 3D visualizations of segmented and labeled ribs. The segmentations
from three diﬀerent CT scans are shown, where each rib is labeled
with a unique color.
3.1.4 Results and discussion
Examples of segmentation outcomes are shown in Figure 3.16 as 3D visualizations. The
spinal canal was traced successfully with an exception of one case due to incorrect seed
point detection. A manually identified seed was used in this case to proceed with the
rib segmentation. A total of 2632 ribs were present in 110 CT scans, and the algorithm
correctly segmented 2600 ribs (98.8%). All ribs other than the highest and lowest ribs
were successfully segmented; of the 32 ribs that were not correctly segmented, 6 were
the highest ribs, and 26 were the lowest ribs.
The distribution of cases is shown in Table 3.2, where the cases are categorized
into two groups according to the number of ribs present in the scan (24 and 22). For
each group, the cases are divided according to the number of ribs that were correctly
segmented. There were 90 cases where all ribs present in the scan were correctly seg-
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Table 3.2: Distribution for number of segmented ribs
Segmented ribs Scans with 24 ribs Scans with 22 ribs
24 86 (81%) -
23 8 (8%) -
22 12 (11%) 4 (100%)
Total 106 4
mented.
The presented rib segmentation algorithm is fully automatic without any need for
manual intervention. The algorithm was capable of segmenting at least 22 ribs in all
cases. Further, the total number of ribs present in all 110 cases was 2632, of which
98.8% (2600 ribs) were successfully segmented. The main cause of missed ribs was
the short length of the lowest ribs (Figure 3.17a). Other missed ribs were due to the
top-most ribs that were partly truncated (Figure 3.17b). In both situations the algorithm
failed to detect the seed since the bounding planes did not intersect the rib.
The segmented ribs may be used to establish a chest frame of reference that defines a
common coordinate system for the chest. Such a reference frame will allow for normal-
ization of the chest regions across the CT images of diﬀerent individuals and facilitate
the study of spatial distribution of various anatomical points within chest.
3.2 Segmentation of vertebrae
The vertebrae span along the back of the body and can provide further baseline refer-
ence in addition to the ribs. In this section, a fully automated algorithm to segment the
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Figure 3.17: Examples of missed ribs (pointed with arrows). (a) A coronal visu-
alization of the lower rib cage is shown. The lowest ribs with short
length were often missed. (b) An axial visualization of the rib cage
is shown. The top-most left rib was truncated in the CT image and
missed by the algorithm.
individual vertebra from a chest CT scan is presented.
A set of vertebrae form a spine, and each vertebra is composed of a vertebral body,
spinous process, and transverse process, as shown in Figure 3.18. The vertebrae are
located in the lower central region of an axial CT image. The vertebra is a high-density
bone and appears in high intensity, while intervertebral discs appear in low intensity as
shown in Figure 3.19.
3.2.1 Strategy for vertebrae segmentation
The presented algorithm separates each vertebra locally without requiring a pre-
established appearance model. Previously, Mastmeyer et al. and Klinder et al. have
proposed vertebrae segmentation methods using chest CT images. Mastmeyer et al. [53]
performed vertebra segmentation using deformable model initiated from the manually
marked seed point. Their algorithm however only segmented vertebral body and was not
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Figure 3.18: Illustration of vertebrae. (a) A vertebra in axial view showing ver-
tebral body, transverse process, and spinous process. (b) A sagittal
view of spine showing individual vertebrae and intervertebral disc.
Figure 3.19: Vertebrae in Chest CT. (a) An axial CT image is shown with the
vertebra pointed with an arrow. (b) Sagittal view of the lower region
of the spine with vertebral body, intervertebral disc, and spinous pro-
cess labeled.
fully automated. Klinder et al. [44] proposed model-based segmentation and labeling
of vertebra. The performance of their algorithm was dependent on the initial model and
has failed to work in 14% of the cases.
To segment each vertebra, every pair of consecutive vertebrae is separated by finding
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Figure 3.20: The illustration of the vertebrae segmentation approach. For every
pair of consecutive vertebrae, a splitting surface is traced from a seed.
(a) Seed points identified for every intervertebral disc. (b) Splitting
surfaces traced from seed points.
a splitting surface between them. The approach for separating vertebrae is shown in
Figure 3.20. First, the spine is identified by excluding the rib segmentation from the
bone structure. For every pair of consecutive vertebrae, a seed point is found, and a
splitting surface is identified from each seed.
3.2.2 Vertebrae segmentation algorithm
The algorithm to segment individual vertebrae is outlined with a flowchart in Figure
3.21. First, the spine is identified by removing the rib segmentation from the bone struc-
tures. Then, a seed point is identified for every splitting surface, and splitting surfaces
are traced from the seeds. Finally, individual vertebrae are separated from one another
by cutting the spine with splitting surfaces.
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Figure 3.21: Flowchart for the proposed vertebrae segmentation. The spine is
identified first and used to identify seed for splitting surface. Once
splitting surfaces are identified, the vertebrae are separated from one
another.
1. Seed point identification
A seed point is identified for every splitting surface using the fact that the intervertebral
discs appear in low intensities. First, intervertebral discs are enhanced by performing
morphological closing operation and image subtraction:
E = (B • K) − B, (3.11)
where E is the disc-enhanced image, B is the bone segmentation, and K is the kernel.
The subtraction operation performs simple voxel-to-voxel subtraction of the image. The
reason for performing the closing operation was to fill in the intervertebral gap which
is adjacent to the vertebrae above and below, and therefore a spherical kernel with ex-
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Figure 3.22: Seed point identification. Seed points are identified along the spinal
canal’s centerline using tangent planes toward anterior directions. (a)
Plot of intensity sums for tangent planes along the spinal canal. (b)
Illustration of tangent planes in sagittal view. The figure is only for
illustration purpose and does not reflect inter-plane interval used by
the algorithm.
panded length in z dimension (i.e. 1 × 1 × L mm ) was used. The value of L was set to
6 mm based on the observation of intervertebral discs in the training dataset.
Along the spinal canal’s centerline, tangent planes are placed toward anterior direc-
tion, as shown in Figure 3.22(b), with 0.1 mm interval. The sampling interval of 0.1 mm
was selected conservatively, considering that typical dimension of a scan was 0.5 × 0.5
× 1.25 mm. Then, the sum of the voxel intensities on the enhanced image at each plane
is computed. An example plot of intensity sums for tangent planes is shown in Figure
3.22(a).
From a series of intensity sums, the tangent planes where the sums are the local
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Figure 3.23: Illustration of splitting surface tracing. A rectangular probe is itera-
tively advanced to trace the posterior splitting surface.
maximas are identified. The intersection of every identified plane and the spinal canal’s
centerline is then identified as a seed point. This stage of the algorithm not only yields
a set of seed points but also provides splitting surfaces (i.e. tangent planes at local
maximas) for anterior portions of the vertebrae.
2. Splitting surface tracing and vertebrae separation
This stage of the algorithm traces the splitting surface toward posterior direction in or-
der to separate spinous processes of consecutive vertebrae. The spine is then cut into
individual vertebrae using the traced splitting surface.
The posterior surface is traced by iteratively advancing a rectangular probe toward
low-intensity gap region as illustrated in Figure 3.23. Each iteration of the algorithm
seeks the probe direction that yields the minimum sum of CT intensities:
direction = argmin
d
⎛⎜⎜⎜⎜⎜⎜⎝
∑
x,y,z∈probed
I(x, y, z)
⎞⎟⎟⎟⎟⎟⎟⎠ , (3.12)
where probed is the probe placed toward direction d, and I is the CT image. The al-
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Figure 3.24: Vertebrae separation using splitting surface. (a) The traced splitting
surfaces are shown on top of the sagittal bone projection. (b) 3D
rendering of separated vertebrae.
gorithm parameters included the width (w) and length (l) of the probe which were opti-
mized using the training dataset.
Once the splitting surface is traced, individual vertebrae may be identified by cut-
ting the spine through the splitting surfaces. In order to achieve this, 3D connected
component analysis is performed on the spine using the traced surface as a hard barrier
as shown in Figure 3.24. The identified components are then enumerated from top to
bottom.
3.2.3 Experiment to evaluate vertebrae segmentation
The goal of the experiment was to train and evaluate the performance of the automated
vertebrae segmentation algorithm. A dataset composed of 50 chest CT was used to
evaluate the algorithm.
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Training
The scans of 5 individuals with diﬀerent vertebrae sizes and appearances were selected
from the dataset and used to optimize algorithm parameters. The parameters w and l
were optimized by performing the segmentation using 25 parameter sets summarized in
Table 3.2.3.
Table 3.3: Parameter settings used for optimizing vertebrae segmentation.
Parameter Description Range Δ
w Probe width (mm) [5, 25] 10
l Probe length (mm) [1, 5] 2
The segmentation outcomes were visually inspected for incorrect segmentations, and
the parameter setting with the smallest number of failure was selected. The number of
failures for diﬀerent parameters is shown in Figure 3.25. The final algorithm param-
eters were set to w = 10 and l = 2, as these values resulted in the lowest number of
incorrectly-segmented vertebrae.
Evaluation
Each of the CT scans was carefully inspected visually to establish the number of verte-
brae present in each scan. The fully automated method was then run to segment the in-
dividual vertebrae. For each case, the outcome was visually inspected to confirm correct
segmentation. The algorithm’s performance was evaluated by comparing the number of
segmented vertebrae to the number established by the inspector.
The dataset included 50 whole-lung chest CT scans. From the dataset, 5 scans were
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Figure 3.25: Average number of incorrect vertebrae segmentations for diﬀerent
parameter settings.
used for determining algorithm parameters, and the remaining 45 scans were used to
evaluate the algorithm performance. All of the scans were taken with low radiation dose
(120 kVp, 40 mAs) with slice thickness of 1.25 mm. Upon visual inspection of the
scans, total of 575 vertebrae were visible in 45 scans.
3.2.4 Results and discussion
Examples of segmentation outcomes are shown in Figure 3.26 as 3D visualizations. A
total of 573 vertebral bodies (99.7%) were correctly identified in 45 CT scans. The algo-
rithm failed to correctly separate 2 vertebral bodies due to small gaps between vertebrae.
The algorithm was able to correctly segment 563 spinous processes (96.3%). The incor-
rect segmentations of the spinous processes were observed where the posterior splitting
surface cutting through the vertebra tails.
Our algorithm was able to segment over 95% of vertebrae, including both vertebral
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Figure 3.26: 3D visualizations of segmented vertebrae. The segmentations from
three diﬀerent CT scans are shown, where vertebrae are labeled with
diﬀerent colors.
bodies and spinous processes. The limitations of the previously-proposed algorithm [53]
were that it required manual seed point for each vertebra and that it segmented vertebral
body only. Klinder et al. [44] proposed a segmentation algorithm using global model
which failed to work in 14% of the cases. The limitation of the global approach is that it
may fail catastrophically on the scans of the patients with unusual skeletal appearances.
The presented algorithm separates consecutive vertebrae locally by tracing a surface
between them and is not aﬀected by global appearance of a patient.
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CHAPTER 4
CHEST FRAME OF REFERENCE
The standardized chest frame of reference (CFOR) is a common reference grid for
the chest region. Such a grid provides a mechanism to refer to a specific location within
the chest. It can be used to match locations of organs and anatomical features across
the scans of same patient and perform comparative studies for a group of subjects. The
common reference grid has been established previously to describe a location within
human brain, but there was no previous attempt on establishing standardized grid for
chest region.
In this chapter, the standard chest frame of reference (CFOR) is defined, and the
experiments performed with CFOR are presented. The presented CFOR is defined us-
ing the rib cage of a subject and may be used to normalize the size and location of
chest region in diﬀerent CT images and to produce a prior map for an organ of interest.
Through inter- and intra- subject experiments using anatomical points of interest, the
CFOR scheme is evaluated for its performance as a common chest reference grid.
4.1 Chest frame of reference definition
The chest frame of reference is defined with the coordinate system where for each di-
mension the frame extents are defined at -1.0 and +1.0. For each scan, the rib cage is
used to define the frame extents. The CFOR space is not limited to ±1.0 extent since
some anatomical structures may be located outside of the frame. The frame extents are
defined for each dimension as shown in Figure 4.1:
• Axial dimension of the chest (z): the bottom-most rib root (zl) will be -1.0 and the
top-most rib root (zh) will be +1.0.
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Figure 4.1: Chest frame extents definition using the rib cage. For each dimen-
sion, -1.0 and +1.0 extents in the chest frame of reference are defined.
Coronal Anterior view of the back half of the rib cage is shown on the
left, and a sagittal view of the entire rib cage is shown on the right.
• Sagittal dimension of the chest (x): the patient’s right-most extent of the rib cage
(xl) will be -1.0 and the left-most extent of the rib cage (xh) will be +1.0.
• Coronal dimension of the chest (y): the most anterior extent of the rib cage (yl)
will be -1.0 and the most posterior extent of the rib cage (yh) will be +1.0.
An example of CT images mapped to the CFOR space is shown in Figure 4.2.
4.2 The scale-translation vector
Figure 4.3 shows how a frame of reference is defined for a chest CT scan. For a given
CT scan, a scale-translation vector (S TV) is derived using the scale and location of the
rib segmentation:
S TV =
(
xs ys zs xt yt zt
)
. (4.1)
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Figure 4.2: Examples of CFOR mapping. Two scans of diﬀerent patients are
mapped to the CFOR space. The CFOR normalizes for diﬀerent indi-
viduals based on their rib size and position within CT images.
The elements of scale-translation vector (STV) are derived using the rib extents,
xl, xh, yl, yh, zl, and zh, as defined in Section 4.1:
xs =
2
xh − xl , (4.2)
ys =
−2
yh − yl , (4.3)
zs =
−2
zh − zl , (4.4)
xt =
(xl + xh)
2
, (4.5)
yt =
(yl + yh)
2
, (4.6)
zt =
(zl + zh)
2
. (4.7)
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Figure 4.3: Chest frame of reference. A point in a 3D volumetric image (left) can
be mapped to a point in the standardized frame of reference (right)
using the STV (scale-translation vector). An STV is defined for each
CT scan using the segmented rib cage. Note that coordinates outside
of ±1 extent for the frame of reference are valid as some parts of the
CT image may lie outside of the frame.
Using the elements of S TV , a scale matrix S and a translation vector t are defined
as:
S = diag
(
xs ys zs
)
, (4.8)
t =
(
xt yt zt
)T
. (4.9)
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The elements of S TV are specified in terms of millimeters and can be used to map a
point between the scan’s original coordinate system and the chest frame of reference.
An image coordinate may be mapped to and from a CFOR coordinate:
cc f or = S · (cimg + t) , (4.10)
cimg = (S−1 · cc f or) − t , (4.11)
where cimg is an image coordinate in millimeters, and cc f or is a CFOR coordinate.
4.3 Experiment to quantify inter-subject variation
The goal of this experiment was to quantify the spatial variation of an anatomical point
among diﬀerent individuals using the established CFOR.
4.3.1 Method
The proposed CFOR scheme was used to obtain the distribution of an anatomical point
of interest in the CFOR space over a large number of patients. The tracheal bifurcation
point was used as an anatomical point of interest, which was defined in this paper as
the point at which the centerline of the airway tree diverges. For each scan, the tracheal
bifurcation point was automatically detected as the end point of the first generation
branch from a set of airway segments which were identified using the method described
in Section 2.2.1.
In order to estimate what the variation within CFOR corresponded to in the real
space (i.e. in mm), the mean CFOR coordinate of tracheal bifurcation point was mapped
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Figure 4.4: Overview of inter-subject evaluation. The mean CFOR coordinate is
used to estimate an anatomical point in each scan.
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Figure 4.5: Inter-subject distribution of tracheal bifurcation point. The CFOR co-
ordinates of bifurcation points in 134 subjects are plotted in 3D space.
to each scan as shown in Figure 4.4. Then, the distance from the mapped location to the
actual location was measured in x, y, and z dimensions.
The dataset included 134 whole-lung CT scans taken with low radiation dose (120
kVp, 40 mAs) and had the slice thickness of 1.25 mm. In-plane resolution of the scans
ranged from 0.55 × 0.55 mm to 0.82 × 0.82 mm.
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Figure 4.6: Inter-subject distribution of tracheal bifurcation point. The distribu-
tion of the CFOR coordinates in axial view is shown.
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Figure 4.7: Inter-subject distribution of tracheal bifurcation point. The distribu-
tion of the CFOR coordinates in sagittal view is shown, and it can
be observed that the bifurcation points tend to be located in upper z
dimension (i.e. z > 0).
4.3.2 Results and discussion
For inter-subject evaluation, the distribution of CFOR coordinates for tracheal bifur-
cation point in 134 subjects is shown in Figure 4.5. The mean CFOR coordinate was
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Figure 4.8: Inter-subject distribution of tracheal bifurcation point. The distribu-
tion of the CFOR coordinates in coronal view is shown, and it can
be observed that the bifurcation points tend to be located in upper z
dimension (i.e. z > 0).
(-0.0494, 0.0202, 0.3280). The distance from the actual point to the mean coordinate is
shown in Table 4.1, where the Euclidean distance is reported along with the distances in
x, y, and z dimensions. On average the bifurcation point was located within 15.40 mm
from the mean coordinate.
Table 4.1: Inter-subject localization of tracheal bifurcation point (Mean ± SD)
Measure Inter-subject variation (mm)
Euclidean distance 15.40 ± 6.73
Distance in X 6.07 ± 4.57
Distance in Y 8.84 ± 5.97
Distance in Z 8.14 ± 6.72
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Figure 4.9: Overview of intra-subject evaluation. Given a location in the first scan,
the corresponding location in the second scan is estimated using the
chest frame of reference.
4.4 Experiment to quantify intra-subject prediction accuracy
The goal of this experiment was to quantify accuracy of predicting anatomical point in
a follow-up scan using the established CFOR.
4.4.1 Method
Using the CT scan pair of a same patient, the displacement of the anatomical points
within the CFOR space, which would ideally be zero, was measured. First, the anatom-
ical points of interest were separately identified in each scan. In order to estimate what
the displacement in CFOR space corresponded to in the actual CT space (i.e. in mm), a
point from scan 1 in the CFOR space was mapped to scan 2 as shown in Figure 4.9. The
anatomical point in the first scan was mapped to a point in CFOR, and the location of the
corresponding point was estimated in the second scan by mapping the CFOR coordinate
to the second scan. The accuracy of the prediction was quantified with the distance to
the actual location in the second scan.
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Since the CFOR was defined separately for each scan, diﬀerent prediction error was
obtained when two scans were swapped (i.e. the second scan’s location is mapped to the
first one). Since the purpose was to establish a standardized coordinate system for any
scan regardless of the acquisition time, the errors for the worst case are reported in this
paper.
The CFOR was evaluated using two anatomical points:
• Tracheal bifurcation Point: The bifurcation point described in Section 2.2.1 was
used.
• Center of Pulmonary Nodule: Pulmonary nodules with the diameters larger than
2.5 mm were considered for the experiment. The center of the nodule was manu-
ally identified in each scan.
4.4.2 Dataset
The dataset included 134 CT scan pairs for the intra-subject evaluation of the bifurcation
point. For estimating the nodule’s center point, 21 CT scan pairs were used, where a
benign pulmonary nodule was manually located in each scan pair.
All CT scans used for the experiments were whole-lung CT scans taken with low
radiation dose (120 kVp, 40 mAs) and had the slice thickness of 1.25 mm. In-plane res-
olution of the scans ranged from 0.55 × 0.55 mm to 0.82 × 0.82 mm. The time interval
and lung volume change between the scan pair for the intra-subject experiment is shown
in Table 4.2. The nodule location was expected to be sensitive to the inspiration, and
cases with a lung volume change greater than 20% were excluded from the analysis.
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Table 4.2: Dataset for intra-subject evaluation (Mean ± SD)
Bifurcation point Nodule center
Number of scan pairs 134 21
Time interval (days) 411 ± 344 667 ± 473
Lung volume diﬀerence (%) 4.8 ± 5.2 6.6 ± 6.7
4.4.3 Results and discussion
For intra-subject evaluation, the deviation of the estimated point from the actual location
in shown in Table 4.3. The Euclidean distance is reported along with the deviations in x,
y, and z dimensions. On average the tracheal bifurcation point was localized to within
10.25 mm from the estimated point, and the nodule center was localized to within 12.33
mm.
In the inter-subject experiment, variability of the bifurcation point location was eval-
uated using the CFOR. On average the actual bifurcation point deviated by 1.54 cm from
the established CFOR coordinate. The most variation was observed in y direction of the
scan (mean=8.84 mm), and the least variation was in x direction (mean=6.07 mm).
The CFOR scheme was used to localize a point of interest across the scan pair in the
intra-subject experiment. Two anatomical points of interest used in the paper included
the bifurcation point of a trachea and the center of a nodule. On average, both anatomical
points were localized to within 1.3 cm.
The prediction error of 1.23 cm for the nodule location may be relatively large con-
sidering that the mean diameter of the nodules used in the experiment was around 7
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Table 4.3: Intra-subject localization of anatomical points (Mean ± SD)
Measure Bifurcation point (mm) Nodule center (mm)
Euclidean distance 10.25 ± 4.98 12.33 ± 5.75
Distance in X 5.76 ± 4.64 5.80 ± 4.40
Distance in Y 4.94 ± 3.69 5.48 ± 4.86
Distance in Z 4.54 ± 4.08 7.37 ± 5.09
mm. However, lungs are non-rigid structures and their morphologies may change while
breathing. The CFOR scheme still provides a good initial prediction from which the
nodules may be further registered using a template matching as shown in [85].
The focus of this study was to establish a standardized chest frame of reference
for identifying an anatomical region of interest within entire chest area and provide
a framework that may facilitate further registration. The proposed CFOR scheme is
preliminary as it does not account for possible rotation of a patient body. The orientation
of the body may aﬀect how a CFOR is defined and account for some of the observed
prediction errors. The preliminary results show that the proposed CFOR scheme works
well in providing a standardized coordinate system.
Figure 4.10 shows the relationship between the prediction errors for the bifurcation
point and the nodule center. The prediction errors were plotted for 21 cases in which the
nodules were identified. The plot shows that the bifurcation points are better estimated
than the nodules but indicates low correlation between the two prediction errors, sug-
gesting that the prediction errors for the two points are not caused by a common scan
attribute.
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Figure 4.10: Intra-subject deviations of pulmonary nodule and tracheal bifurca-
tion point. For each patient with a documented pulmonary nodule,
the estimation error for the nodule center is plotted against the esti-
mation error for the bifurcation point.
4.5 Prior map generation using CFOR
An application of the CFOR is the prior map for an organ of interest. Since CFOR space
is normalized for CT images of diﬀerent subjects, it may be used to build a probability
map for an organ. An organ prior map labels each voxel with the probability that the
voxel belongs to the organ in the CFOR space. Such a prior map would be useful
not only as an initial estimate for locating an organ of interest but also as a reference
for segmenting other organs. This section describes how an organ prior map can be
generated using CFOR scheme and shows examples of several organs.
4.5.1 Mapping to prior space
The CT image is mapped to the common CFOR space, which is then mapped to the prior
map space. The illustration of diﬀerent image spaces is shown in Figure 4.11. Since the
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Figure 4.11: Illustration of diﬀerent image spaces. A x × y × z voxels CT image
can be normalized using CFOR and mapped to a l × m × n voxels
prior map. Note that the CFOR is a continuous space that is used
to identify a location only and ranges from -1.0 to +1.0 for each
dimension.
dimensions of the CT images often vary from one another, the prior map must have a
fixed image dimension. The dimension of the prior map may be set arbitrarily, and in
this section, l,m, and n are used to note the pre-set dimension of l×m× n voxels image.
The prior map P can be thought as an image with its own S TV . For a l × m × n
voxels map P, the S TV can be computed as:
S TVP =
(
0 0 0 2.0/l 2.0/m 2.0/n
)
. (4.12)
Deriving S TVP this way will result in a prior map image with the dimensions that range
from −l/2 to+l/2, from −m/2 to +m/2, and from −n/2 to+n/2 for x, y, and z directions,
respectively.
The mapping process is outlined in Figure 4.12. When mapping from CT image
space to the CFOR space, the scale-translation vector S TVCT associated with the given
CT image is used as shown in Section 4.2. Then, the mapped CFOR coordinate is
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Figure 4.12: Flowchart for coordinate mapping. S TVCT and S TVP are used to
map a CT image to a prior map using the CFOR.
reverse-mapped onto the prior map using S TVP.
4.5.2 Building an organ prior
A set of CT images can be used to build a prior map for an organ. For each CT images
in the dataset, an organ of interest is segmented and represented as a binary image which
is then mapped to the prior map space. Each voxel in the prior map is a floating point
value representing a fraction of the cases for which the voxel is identified as a part
of the organ. In this section, the organ priors are generated for 3 diﬀerent anatomical
structures: lungs, airway tree, and bones. The dataset included 50 low-dose chest CT
images from ELCAP public database [69].
For each CT scan, the lungs are automatically segmented using a simple threshold-
based algorithm [11]. Further, the airway trees and bone structures are segmented from
each CT scan using the algorithms described in Sections 2.1 and 3.1.2, respectively. The
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Figure 4.13: Prior map of the lungs.
segmented lungs, airway trees, and bones are then mapped to prior map of 200 × 200 ×
200 voxels using the CFOR as described in Section 4.5.1.
The lung segmentation algorithm [11] is as follows:
1. Pre-filter the image with 3×3 median filter.
2. Threshold the image at Tlung.
3. Identify a region touching the image border (i.e. background) and remove it.
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Figure 4.14: Prior map of the airway tree.
4. Invert the image and perform connected component analysis.
5. Remove components with the volume < Vlung.
The value of Tlung was set to -574 HU to separate regions between densities of soft
tissue and air [72]. The lung volume varies depending on several factors such as the age,
gender, and height. The typical volume of the lung is 2.5 cm3 after the end expiratory
level of breathing and 5 cm3 after a full inspiration. For the lung segmentation algorithm,
Vlung value of 2.0 cm3 was used.
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Figure 4.15: Prior map of the bones.
4.5.3 Results and discussion
The prior map of the lungs, airway tree, and bones generated using 50 images are shown
in Figures 4.13, 4.14, and 4.15, respectively. The figures show axial and coronal views
at diﬀerent CFOR coordinates.
The lung prior map showed a high probability of 1.0 at the center of each lung,
as expected, since lungs in diﬀerent patients are expected to span through the central
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region. In the prior maps for the airways and bones, however, the highest observed
probability was approximately 0.6. This indicates that there are less overlap in airway
and bones among diﬀerent patients than lungs.
For the airway tree prior map, the highest probabilities were observed at trachea and
two main bronchi, and low probabilities were observed for smaller airways. For bone
prior map, the spine and sternum regions showed the highest probabilities.
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CHAPTER 5
CONCLUSION
The main focus of this dissertation was to develop computer methods to analyze
anatomical structures from low-dose CT images. This work focused on analyzing “low-
dose” CT images to obtain diagnostic information. All automated analysis methods
presented have been designed for and evaluated on CT images taken with low radiation
exposure to the patients. The same methods should work for standard-dose images, as
the low-dose scans contain more image noise. The majority of previously-published
analysis methods have been designed for and evaluated on standard-dose CT images,
and have not been tested or validated for noisy low-dose CT images.
The fully-automated method was developed for analyzing intrathoracic airways, and
the precision of the automated measurement was quantified. The algorithms to seg-
ment various anatomical structures, including the airway tree, spinal canal, ribs, and
vertebrae were presented, and large datasets were used to experiment with the presented
algorithms. The segmented rib cage was used as a reference for defining a common
chest frame of reference (CFOR).
The ultimate goal of this research is to develop an automated system which retrieves
all patient information that can be extracted from a given CT image and are relevant for
monitoring health condition. 3D imaging technique is rapidly advancing, and in the near
future, such a system may be used to perform a quick automated diagnosis of a patient
and will impact how diseases are diagnosed. The automated algorithms presented in
this work represent diﬀerent aspects of such a system. Automated measurements of
airways allows for assessment of patient’s respiratory health, while segmented skeletal
structures may be used to measure bone mineral density. The CFOR scheme allows for
both comparison among diﬀerent patients and monitoring of a same patient at diﬀerent
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times. The presented algorithms collectively serve as important elements in a health-
monitoring system.
The novel contributions of this work include:
• Airway segmentation technique with low leakage level
• Precise airway wall thickness measurement technique
• Comparative measurement of airways using repeat scans
• Fully-automated segmentations of anatomical structures, including spinal canal,
ribs, and vertebrae
• Establishment of chest frame of reference (CFOR)
5.1 Analysis of intrathoracic airways
The 3D volumetric representation of the airways is available in the chest CT images,
and it provides means to quantitatively analyze airway dimensions. A fully-automated
method to measure lumen diameter and wall thickness of individual airway branches
was developed. The precision of the presented algorithm was validated using a large
dataset of 120 serial CT scans.
A method for measuring airway’s wall thickness was presented, which showed 55%
improvement in measurement precision over the conventional full-width half-maximum
(FWHM) based measurements. The presented γ1 minimization method precisely mea-
sures the wall thickness in presence of the adjacent high-intensity structures. The mea-
surement precision, as quantified by 95% limits of agreement of measured pairs, were
±0.9 mm and ±0.5 mm for lumen diameter and wall thickness, respectively.
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In order to study intra-subject variation of airway dimensions or to monitor change in
a patient’s respiratory condition, it is necessary to first match the corresponding airway
branches in a serial CT scan pairs. Previous studies have proposed a skeleton-based
airway branch matching, where each branch was matched across the scan pair using their
geometric locations and inheritance relationships with other branches. A new matching
technique that further explored the image voxel values around the airway branch point
was presented. Using local image correlation in addition to the skeletal graph resulted
in over 99% matching accuracy for intra-subject serial CT scan pairs.
The current practice of assessing patient’s respiratory health is to perform a pul-
monary function test (PFT). Studying the relationship between the PFT scores and mea-
sured airway dimensions may lead to the estimation of PFT scores from low-dose CT
scans taken for the screening purpose. The airway measurements were used to estimate
PFT scores, and the eﬀect of combining other image-based measures along with the air-
way measurements was studied. Using multivariate regression model with three other
measures, correlation coeﬃcient of 0.52 was achieved for FEV1%/FVC, which was an
improvement over using any single measure.
5.2 Segmentation of anatomical structures
Segmentation is a frequent first step in the automated analysis of the anatomical struc-
tures. The fully-automated algorithms to segment various anatomical structures were
developed and validated using a large dataset of 115 cases. Specifically, the methods
to segment the structures including airway tree, spinal canals, ribs, and vertebrae were
presented.
The airway tree segmentation algorithm was designed to avoid leakage into lung
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parenchyma, which is a well-known issue with a growing-based segmentation, by using
strict criteria for growing each voxel. It is essential to minimize leakage level since
the resulting segmentation would be used for subsequent measurements. The algorithm
performed with a very low leakage level, as less than 1 leakage per case was observed
on average of 79 correct segments.
The segmentation of bone structures is important for anatomical analysis of the CT
images, as these segmented structures may be used as a reference locations for other
organs within a chest as well as for measuring any geometric abnormalities in the bones.
Specifically, automated algorithms to segment spinal canal, individual ribs and vertebrae
were developed. The spinal canal was correctly segmented in over 99% of the scans. The
rib segmentation algorithm correctly segmented 98% of ribs present in the scans, and
the vertebrae segmentation algorithm segmented 99.7% of vertebral bodies and 96.3%
of spinous process.
5.3 Establishment of chest frame of reference (CFOR)
The chest frame of reference (CFOR) is useful for normalizing chest regions for
diﬀerent-sized individuals, for studying spatial distribution of a certain anatomical loca-
tions of interest, or for matching anatomical locations across diﬀerent intra-subject CT
scans. A method to establish a CFOR using the segmented ribs is presented.
Using the presented CFOR scheme, inter-subject experiments was performed for
the tracheal bifurcation points, and intra-subject experiments were performed for the
tracheal bifurcation point and pulmonary nodule. The results show that the presented
CFOR performs well as a standardized grid for chest region as it can localize anatomical
points to small subregions. In 136 subjects, 1.5 cm of spatial variation was observed for
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tracheal bifurcation point. For intra-subject scans, both tracheal bifurcation point and
pulmonary nodule locations were predicted to within 1.2 cm when CFOR was used.
An organ prior map provides an initial estimate for locating an organ of interest and
serves as a reference for segmenting other organs. The organ prior maps were generated
in the normalized chest space using the presented CFOR scheme.
5.4 Future work
The presented anatomical segmentations are the first steps in building a complete chest
atlas. Possible future work is to extract other organs and structures. Heart is located in
the middle of the chest, and the entire heart is visible in a chest CT scan. Automated
segmentation of heart will provide an opportunity to automatically analyze clinically-
relevant measure such as coronary artery calcification. The main challenge in heart
segmentation from low-dose chest CT is that it is diﬃcult to separate heart from other
structures in the mediastinum due to the similarity in image intensities. Segmentation
of vascular structures, including aorta and pulmonary arteries and veins, may aid physi-
cians in detection of aortic disease and pulmonary vascular disease. Automated seg-
mentation of vascular structures are especially challenging due to complex structures of
vascular trees.
The presented CFOR is defined on a linear scale where the reference points are
defined at low and high extents of each dimension. A possible future direction for the
CFOR scheme is to refine the current CFOR scheme that is based on entire rib cage.
Individually-labeled ribs and other anatomical structures may be used to define more
precise reference points within such a chest frame and establish non-linear definition of
the chest frame.
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APPENDIX A
EXACT09 DATASET
The acquisition parameters of the testing dataset is shown in Table A.1 [48]. Dosage
is presented as x-ray tube current (kVp) and exposure (mAs) pair. The breathing status
indicates full inspiration (Insp.) or full expiration (Exp.). Contrast indicates whether
intravenous contrast was used during acquisition. The abbreviations for the scanner
models are as follows: Siemens Sensation (SS), Siemens Volume Zoom (SVZ), Philips
Mx8000 IDT (PMI), Philips Brilliance (PB), Toshiba Aquilion (TA) and GE LightSpeed
(GEL). * indicates that the scan is from the same subject as the previous scan.
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Table A.1: Acquisition parameters of the 20 test cases [48].
Thickness
(mm)
Scanner Convolution
kernel
Dosage Breathe state Contrast
CASE21 0.6 SS64 B50f 200/100 Exp. No
CASE22* 0.6 SS64 B50f 200/100 Insp. No
CASE23 0.75 SS64 B50f 200/100 Insp. No
CASE24 1 TA FC12 10/5 Insp. No
CASE25* 1 TA FC10 150/75 Insp. No
CASE26 1 TA FC12 10/5 Insp. No
CASE27* 1 TA FC10 150/75 Insp. No
CASE28 1.25 SVZ B30f 300/100 Insp. Yes
CASE29* 1.25 SVZ B50f 300/100 Insp. Yes
CASE30 1 PMI16 D 120/40 Insp. No
CASE31 1 PMI16 D 120/40 Insp. No
CASE32 1 PMI16 D 120/40 Insp. No
CASE33 1 SS16 B60f 321/200 Insp. No
CASE34 1 SS16 B60f 321/200 Insp. No
CASE35 0.625 GEL16 Std. 441/6209 Insp. No
CASE36 1 PB16P C 206/130 Insp. No
CASE37 1 PB16P B 64/30 Insp. No
CASE38* 1 PB16P C 51/20 Exp. No
CASE39 1 SS16 B70f 436/205 Insp. Yes
CASE40 1 SS16 B70s 162/105 Insp. No
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APPENDIX B
EXACT09 RESULTS
The presented airway tree segmentation algorithm’s performance is summarized in
Table B.1, and the performance of every algorithm evaluated in EXACT09 challenge is
summarized in Table B.2 where the performance of our algorithm is indicated in bold.
144
Table B.1: Evaluation measures for the 20 testing cases.
Branch Branch Tree Tree length Leakage Leakage False
count detected length detected count volume positive
(%) (cm) (%) (mm3) rate (%)
CASE21 76 38.2 43.6 39.5 0 0.0 0.00
CASE22 175 45.2 131.4 39.7 4 155.2 1.09
CASE23 152 53.5 106.8 41.0 2 26.8 0.22
CASE24 53 28.5 46.7 28.7 0 0.0 0.00
CASE25 75 32.1 58.2 23.1 0 0.0 0.00
CASE26 31 38.8 20.9 31.8 0 0.0 0.00
CASE27 33 32.7 23.9 29.5 0 0.0 0.00
CASE28 41 33.3 30.3 27.6 0 0.0 0.00
CASE29 60 32.6 36.5 26.4 0 0.0 0.00
CASE30 43 22.1 28.9 18.9 0 0.0 0.00
CASE31 59 27.6 40.6 23.1 0 0.0 0.00
CASE32 72 30.9 50.5 23.2 1 60.4 0.61
CASE33 62 36.9 44.5 30.3 0 0.0 0.00
CASE34 221 48.3 150.0 42.0 0 0.0 0.00
CASE35 99 28.8 66.5 21.5 1 42.9 0.36
CASE36 44 12.1 39.8 9.7 0 0.0 0.00
CASE37 48 25.9 40.9 23.0 0 0.0 0.00
CASE38 34 34.7 26.6 40.1 0 0.0 0.00
CASE39 110 21.2 88.1 21.5 0 0.0 0.00
CASE40 98 25.2 80.9 20.9 0 0.0 0.00
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Table B.2: Average evaluation measures for each team [48]. * indicates semi-
automated methods.
Branch Branch Tree Tree length Leakage Leakage False
Team count detected length detected count volume positive
(%) (cm) (%) (mm3) rate (%)
1 91.1 43.5 64.6 36.4 2.5 152.3 1.27
2 157.8 62.8 122.4 55.9 12.0 563.5 1.96
3* 74.2 32.1 51.9 26.9 4.2 430.4 3.63
4 186.8 76.5 158.7 73.3 35.5 5138.2 15.56
5 150.4 59.8 118.4 54.0 1.9 18.2 0.11
6* 77.5 36.7 54.4 31.3 2.3 116.3 0.92
7 146.8 57.9 125.2 55.2 6.5 576.6 2.44
8* 71.5 30.9 52.0 26.9 0.9 126.8 1.75
9 139.0 56.0 100.6 47.1 13.5 368.9 1.58
10 79.3 32.4 57.8 28.1 0.4 14.3 0.11
11* 93.5 41.7 65.7 34.5 1.9 39.2 0.41
12 130.1 53.8 95.8 46.6 5.6 559.0 2.47
13 152.1 63.0 122.4 58.4 5.0 372.4 1.44
14 161.4 67.2 115.4 57.0 44.1 1873.4 7.27
15* 148.7 63.1 119.2 58.9 10.4 158.8 1.19
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