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1. INTRODUCTION 
1.1. Convergence on Classes of Problems 
Consider an initial value problem 
u'(t) = f(t,u(t)) (O~t~l), u(O)=u0 
1 
(1.1) 
where Uo ecm and /:(0, I J x cm ~cm are given. Let h >0 be a stepsize, and tn = nh(n = 0, l, 2, ... ). 
Using an implicit Runge-Kutta method, approximations Un to u(tn) are computed recursively by 
s 
Un+ 1 = u,, + h I b;f(tn + c;h, U;n) ' 
i=l 
s 
(l.2a) 
U;n = u,, + hiaijf(tn+cjh,Ujn) (1=1,2, ... ,s). (l.2b) 
j=l 
Here s el\I and the aij,b;,c; are real parameters. For convenience it will be assumed that all c; satisfy 
O~c;~l. The internal vectors U;n, defined by (l.2b), can be regarded as approximations to 
u(tn+c;h). 
In the following, the Euclidean inner product on cm will be denoted by (v,w), and lvl=(v,v)~ 
stands for the corresponding norm. The induced spectral norm for m X m matrices H is denoted by 
llHll. Further we shall use 
llull(r) = max{lu(i)(t)l:O~t~l, j=O, l, ... ,r} 
as a measure for the smoothness of the solution u. We shall be concerned with error bounds of the 
form 
(1.3) 
where C,h >0 and r eN are not affected by stiffness or the dimension of the initial value problem. 
Let <?P stand for a class of initial value problems of the fErm (1.1). The Runge-Kutta method is said 
to be convergent of order p on <?P if there exist C,h>O,rel\I such that (1.3) holds whenever 
,, 
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uEC(r)[O, l] is a solution of a problem in '3> and the Un are computed from (1.2). Here it is essential 
that (1.3) should hold uniformly on '3>, not only for each individual problem in '3>. By the order of the 
Runge-Kutta method on '3> we shall always mean the largest p for which (1.3) holds uniformly on '3>. 
Usually a method is said to have order p if a bound (1.3) is valid individually for each problem where 
f is smooth and satisfies a Lipschitz condition. We will refer to this as the classical order. 
In the following we shall consider some classes '3> which contain problems with arbitrarily large 
Lipschitz constants. The error bounds we thus obtain are not affected by stiffness. These results are 
also relevant for the numerical solution of time dependent partial differential equations by the method 
of lines. Suppose, for example, that (1.1) stands for a semi-discrete (space-discretized) PDE, in which 
case /will contain negative powers (t:u)-k of the meshwidth in space. If '3> contains all the problems 
with t:u ranging from 0 to some (t:u)max, then convergence on '3> with order p guarantees that these 
negative powers are not present in the error bound ( 1.3), and we can then prove convergence to the 
PDE solution without restrictions on the ratio h!(!:uf (cf. [14], [17], [18]). 
Let a,{J, y be real parameters with a, y~O. By <!Jllfl) we shall denote the well known class of non-
linear test problems (1.1) (see [9] for example) where m EN,u0 ECm are arbitrary and 
/:[O, l]xcm~cm satisfies 
Re(f(t,v)-f(t,v),v-v) :so;; Plv-vl2 (1.4) 
for all tE[O,l] and v,vECm. Further we shall consider the class ~a,{J,y) of semi-linear problems 
where f can be written as 
f (t, v) = H(t)v + g(t, v) for t E[O, 1 ], v ECm, (1.5) 
with H(t)EL(Cm) and g:[O, l]xcm~cm such that 
lg(t,v)-g(t,v>I :so;; alv-vl, 
Re(H(t)v,v) :so;; /Jlvl2, 
ll(l-TH(t))- 1(H(t+T)-H(t))ll :so;; y (for O:s:;;T<T°,t+T:s:;;l) 
for all v,vECm and tE[O, l], with "T such that 1-"T/3~0. We note that ~a,j3,y)C~a+{J). 
(l.6a) 
(l.6b) 
(l.6c) 
Convergence on <!Jl1fl) for certain Runge-Kutta methods was proved by FRANK, SCHNEID and 
UEBERHUBER [11], who used the term B-convergence. In this paper some results on the order on <!Jllfl) 
and ~a,/3, y) of [3], [4] and [8] will be reviewed and slightly generalized. The results, which are 
refinements on the theory of FRANK et al., can be found in section 2, together with some remarks on 
their practical relevance. We note that all results remain valid if we consider real initial value prob-
lems (1.1), where u0 ERm and/ :[O,l]XRm~em. 
1.2. The Stage Order 
If we insert an exact solution of (1.1) into the Runge-Kutta scheme (1.2), we get 
s 
u(tn +1) = u(tn) + h ~b;u'(tn +c;h) + r0n, 
i=l 
s 
u(tn+c;h) = u(tn) + h~aiju'(tn+cjh) + r;n (1=1,2, ... ,s) 
j=I 
with residual errors r;n (i =O, l, ... ,s). The stage order is defined by 
q = min{qo,qi. ... ,qs} 
(l.7a) 
(I.Tu) 
(1.8) 
where the q; are the largest numbers such that r;n=O(hq,+I) (hJ,O) for any smooth solution u. This 
stage order q, introduced in [ 11 ], plays a central role in the convergence results for stiff problems. 
Let A =(aij) be the_ s X~ ~tri?C containing the coefficients of the Runge-Kutta method, 
b =(b i.b2, ... ,b8f and cl =(c-Lc2, ... ,c{)T for j EN. By a Taylor series development it is easily seen 
,, 
that q is the largest integer for which the following two simplifying order conditions hold, 
B(q): bT cj-I = I!j (j= 1,2, ... ,q), 
C(q): Acj-I = cjlj (j=l,2, ... ,q), 
and that 
r;n = d;hq+lu(q+l>(tn) + d;'M+ 2u<q+2>(tn)+ · · · (i=O, l, ... ,s) 
with error constants 
do= - 1 (-1--bTcq), 
q! q+l 
1 1 d = (di.d2, ... ,dsY = - 1 (-+I cq+ 1 -Acq). q. q 
3 
(1.9) 
(1.lOa) 
(1.lOb) 
The stage order is often considerably lower than the classical order. For example, the methods 
based on Gauss quadrature have classical order 2s and stage order s, and the diagonally implicit 
Runge-Kutta methods with a 11 =#) can have only stage order 1. More details can be found in [9; sec-
tion 7.3]. 
2. THE CONVERGENCE RESULTS 
Convergence on 'i>(a,/J, y) can be derived from (1.2), (1.7) in a similar way as done in (11) for the class 
GJC{ft). Under suitable internal stability assumptions on the method, which means that one step of the 
Runge-Kutta process (1.2) is not unduely disturbed by small perturbations on the internal stages 
(l.2b), it can be shown that the discretization error which is introduced in one step is of O(M+I) for 
smooth solutions, uniformly on the problem class. By a usual stability argument the bound (1.3) can 
then be obtained with order p =q. Numerical experiments in [9] and (17) show however that in many 
cases (1.3) holds with p =q + 1. This discrepancy, which is due to cancellation and damping effects, 
will be the main matter of interest here. 
In order to formulate our results we define for z =diag(f 1 .r2 .... ,fs), rj EC, 
K(Z) = 1 +bTZ(I-Azr1e, (2.1) 
L(Z) = do+bTZ(I-AZ)- 1d (2.2) 
where I is the sXs identity matrix, e=(l,l, ... ,lf ER9 and d0 ER, dER9 are defined by (1.10). 
The Class 'i>(a,/J,y). Let <f={!J :fEC,Ref~O}. We note that K(fl) is the stability function of the 
method (1.2), so that A-stability is equivalent with 
IK(Z)l~l for all ZE@. (2.3) 
Besides this it will be assumed that I -AZ is regular for Z Eef, and all elements of 
(J-AZ)- 1 andbTZ(J-AZ)- 1areuniformlyboundedfor ZE@. (2.4) 
These are internal stability assumptions, and for most methods which are A-stable condition (2.4) is 
also satisfied, for example for any method where all eigenvalues of A have positive real part (see (4), 
[ 6) for more details). 
THEOREM 2.1. Let a,y~O and /JER. Suppose the Runge-Kutta method is A-stable and satisfies (2.4). 
Suppose also L(Z)=#) for some Z Ed'. Then the method is convergent on 'i>(a,/J, y) with order 
p = q+l if C(li) = sup{l(l-K(Z))- 1L(Z)l:ZE<f} <oo, 
p = q otherwise. 
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In case L(Z)-o on lt oders larger than q + 1 might be possible, but it is not clear whether there are 
methods of practical significance with this property. The above theorem slightly generalizes results of 
[8] on the necessity of C((i}<oo for having order q + 1, and of [4] where the sufficiency of the condi-
tions for convergence on the class of semi-linear problems with constant linear part ~a,/J,O) was 
proved. The proof of this theorem will be given in section 3 . 
For most A-stable methods we have C((i}<oo, for example for all those methods which satisfy (2.4) 
and K(rl)=l=l for r=i'q, 71ER U { oo };q=l=Q (see [4]). An important exception to this are the Gauss-
methods with s;;a.2, for which C((i}= oo, and since they have stage orders, we have p =s for these 
methods in theorem 2.1. This result is due to [8]. We note that the Radau II-A methods also have 
stage orders, but C(<£)<oo if, s;;a.2, and thus these methods are convergent with order p =s + 1 on 
~a,{J,y) (cf. [4]). 
REMARK 2.2. For the subclass So(a,/J, y), consisting of the problems in ~a,/J, y) with Hermitian 
matrix H(t) (O~t~l), the results of theorem 2.1 are still valid if we consider instead of C(<£) the 
supremum of l(l-K(Z)r1L(Z)I over ~={U :~ER,~~O}. On this subclass all Gauss methods with 
an odd number of stages are convergent with orders+ 1, whereas the order is stills ifs is even (this 
is due to the fact that K( oo/)= 1 for s even). For convergence on So(a,/J, y) it is sufficient that (2.3), 
(2.4) hold with lt replaced by~. These results can be easily proved along the lines of the proof for 
~a,/J, y) (see section 3). 
The Class '!JlfJJ). Let 6ii={diag(r.,r2, ... ,rs) :rjEC,Re!j~O for j = 1,2,. . .,s}. Convergence on '!JlfJJ) will 
be discussed here for Runge-Kutta methods which satisfy nonlinear analogues of (2.3), (2.4). We now 
assume that the method is B-stable, which can be expressed by the condition IK(Z)I ~ 1 (for all 
Z EGiJ), or more conveniently by the algebraic (stability) condition 
B>O, BA + ATB + bbT;;a. 0 (2.5) 
(cf. [2], [5], [9]). Here B =diag(b.,b2, .... ,b3 ) and >O(;;a.O) refers to positive (semi-)definiteness. In 
order to ensure internal stability on '!JlfJJ) (called BSJ-and ES-stability in [10]), it will be assumed that 
there exists a positive definite diagonal matrix D such that 
DA +ATD > 0. (2.6) 
this assumption implies that 1-AZ is regular for ZEGiJ, and that (J-AZ)- 1 and bTZ(I-AZ)- 1 
are uniformly bounded for Z E~ (see for instance [12; lemma 2.4.3]), and hence it can be considered 
as the counterpart of (2.4). Condition (2.6) holds for most well known B-stable methods, though not 
for the Lobatto III-C methods with s;;a.3 (see [7], [9]; convergence results for these Lobatto methods 
can be found in [15), [16]). 
THEOREM 2.3. Let /JER. Suppose the Runge-Kutta method satisfies (2.5) and (2.6). Then the method is 
convergent on '!JlfJJ) with order 
p = q+l if C(Gii) = sup{l(l-K(Z))- 1L(Z)l:ZE6ii}<oo, 
pE[q,q+l) if C(Gii) = oo and c;-cjf£Zfor i=l=J. 
We note that the assumption L(Z)=l=O for some ZEGiJ (cf. theorem 2.1) can be omitted here, because 
this is already implied by our assumption (2.5) (see for example [3], lemma 2.3 and its proof). The 
most important fact in the above theorem, convergence with order p;;a.q, was proved in [11]. A proof 
of convergence with order 2 for the implicit midpoint rule, which has stage order 1, can be found in 
[13). The remaining results were proyed in [3] for /J=O, and this proof can be easily extended for 
arbitrary /JER. In [3] it was implicitly assumed that the order p is always integer valued, in which 
case pE[q,q + 1) implies p =q. This is not correct.It was shown by K. DEKKER (private communica-
tions) that fractional orders may occur here as well. 
Although the theorems 2.1 and 2.3 look very similar, the outcome is quite different. Whereas we 
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have order q + 1 on ~a,{J, y) for most A-stable methods, the order q + 1 result on GJ((ft) only holds for 
few B-stable methods. We have, see [3], 
C(~)< oo if! do =O and d 1 =d2 = · · · = ds. 
This holds for the implicit midpoint rule (the Gauss method with s=l), but for methods with s>l 
the condition d 1 =d2 = · · · =ds is very restrictive. It is satisfied by some special low order methods 
only, see [3]. 
Generally speaking, we have order q + 1 on ~ a,{J, y) and order p <q + 1 on GJ((ft), under suitable 
stability assumptions. (The Gauss-methods are an exception to this rule.) At first sight the class 
GJl.(ft) looks more relevant than ~a,{J, y) for practical problems, most of which are nonlinear after all. 
However, in the numercal experiments in [9], [17] orders less than q + 1 are not observed (except for 
the 2-stage Gauss method), which indicates that the results of theorem 2.3 are often too pessimistic. 
Probably this is caused by the fact that G]{(ft) contains some extreme problems, such as 
u'(t)=>.(t)u(t)+g(t) with A(t) very wildly oscillating in the range {t:teC,Ret~fJ}. It seems that for 
stiff problems (1.1) with of(t,u)/ou rather slowly varying along the solution u(t), the results of 
theorem 2.1 are more relevant than those of theorem 2.3. 
REMARK 2.4. In the classes ~a,{J, y) and GJl.(ft) all derivatives off (t, v) are allowed to be arbitrarily 
large. For stiff problems of (t,v)/ov is always large, since the norm of this derivative is only bounded 
by the Lipschitz constant of f, but for certain stiff problems some of the other derivatives may be of 
moderate size. If this is taken into account orders larger than q or q + 1 can be obtained. Conver-
gence results with order p =q +2 were derived by CROUZEIX, cf. [l], [6], for Runge-Kutta methods 
applied to linear problems with constant coefficients in ~0,0,0), where 
f(t,v) = Hv + g(t) 
and derivatives of g(t) are bounded (by a moderate constant, which then enters into the estimate for 
the global error). We note that the results in [6] were formulated for arbitrary Banach spaces. Equa-
tions of this type arise for instance by discretization in space of initial-boundary value problems for 
linear partial differential equations with constant boundary values; for time dependent boundary 
values some derivatives of g will be very large, see e.g. [14]. In [11] it was shown that, for certain 
Runge-Kutta methods of Gauss, Radau or Lobatto type, the discretization error introduced in one 
step (1.2) can be bounded by Chq +2 for nonlinear problems in GJ((ft), where C then depends on 
bounds for certain derivatives off, but not on the Lipschitz constant. This leads to convergence with 
order p e[q + l,q +2] (q +2 if there is sufficient damping or cancellation). 
3. DERIVATION OF THE CoNVERGENCE RESULTS FOR ~a,{J,y) 
3.1. Preliminaries 
We shall consider here only scalar equations in ~a,{J, y). This case contains already all essential 
difficulties. By using the material presented in [4], where convergence on ~a,{J,O) was proved, the 
extension to systems can be easily obtained. 
In this section some technical results will be given. We use the following notations, 
Zon =hH(tn), Zon =zonl with I the s Xs identity matrix, and Zn =diag(z1n,Z2n,···•Zsn) with 
i a 
Z;n = hH(tn +c;h) + h J-;;-g(tn + e;h,U;n + fJ(u(tn +c;h)-u;n))dfJ. 
0 uu 
The set {teC:Ret~O} will be be denoted by c-. Further C,C0,Ci. ... and h will stand for positive 
constants which depend exclusively on a,{J,y and the coefficients of the Runge-Kutta method. 
LEMMA 3.1. Assume (2.3), (2.4). There are C0,Ci.C2 and h>O such that for O<h~h the matrix 
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I - AZn is regular, and 
ll(I-AZnr 1 ll:E;;Co, 
lbTZn(I-AZnr 1rl:E;;C1 lrl (for all rEC8 ), 
II + bTZn(I-AZn)-1el:E;;l + C2h. 
PROOF. We have 
1-AZn = (J-AZon)(I-(J-AZon)-1A(Zn-Zon)). 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
We note that (2.4) implies that there exists an w>O such that /-Ar is regular for all rEC with 
Rer:E;;w. Therefore I -AZon =I -Azon is regular provided that h/J:E;;w. Further we have 
(I-AZon)- 1A(Zn-Zon) = {(/-AZon)-1A(/-Zon)} {(/-Zon)-1(Zn-Zon)}. 
The matrix (/-AZon)-1A(/- Zon) = (I-Azon)- 1(A -I)+I is bounded uniformly for Rezon:E;;w, 
and the assumptions (1.6) imply that, for h/J:E;; 1, 
II(/ - Zon)- 1(Zn - Zon)ll :E;;Ch (3.5) 
for some C>O. Regularity of I -AZn and (3.1) now follow from (3.4). 
In order to prove (3.2) and (3.3) we note that 
Hence 
Zn(J-AZn)-1-Zon(/-AZon)- 1 =Zn(J-AZn)- 1-(/-ZonA)-1 Zon = 
= (/-ZonA)- 1{(/-ZonA)Zn-Zon(I-AZn)}(/-AZn)-1 = 
= (/-AZon)-1(Zn-Zon)(/-AZn)-1. 
bTZn(l-AZn)- 1 = bTZon(l-AZon)- 1 + 
+ {bT(J-AZon)-1(/ -Zon)}{(/-Zonr1(Zn-Zon}}(J-AZn)- 1. 
(3.6) 
The second term on the right hand side can be bounded by Ch for some C>O, by using (2.4), (3.1) 
and (3.5). The inequalities (3.2) and (3.3) now easily follow from (2.3) and (2.4). D 
In the following lemma we consider some rational function whose coefficients are determined by 
those of the Runge-Kutta method. 
LEMMA 3.2. Let i[I be a rational function which is bounded on c-. Then there are C 3 ,h >0 such that, 
for O<h:E;;h, we have l1"<zon)l:E;;C3 and 
l1"<zon +1)-i/l(zon) l:E;;C3h. 
PR.ooF. Let w>O be such that o/ is bounded on {rEC:Rer:E;;w }. We assume h/J:E;;w, so that i/l(zon) is 
bounded. Write o/ in irreducible form as 
(J 
1"(0 = 11 IT o/·<0, o/·<0 = (1 +1t·0- 1 (1 +A·r). j=I 1 1 'l 1 
We shall prove, by induction to the degree a, that there is a C>O such that 
l1"<0-1"<0I :E;; cio -0-1 <r - 01 
for all r,rEC with real part :E;;w. The proof of the lemma then follows from (l.6c). 
First assume a= 1. Then 
1"<n-1"<o = JI <1 +1t10-1 {(l +1t10<1 +Ain-o +A10 o +1t1b}<1 +1t1n- 1 = 
7 
= J/(A1 -p.1){(1 +p.10- 1 (1-0}{(1-0- 1 (~-0}(1 +P.1b- 1. 
Both (1 +p.10-1(1-0 and (1 +p.10-1 are uniformly bounded for Re!"~w. so that the inequality for 
o=l follows. For o>l we have 
_ _ a_ a - a 
tf!(0-tf!(0 = 11{¥i1(0-"11<0}}Jij(O + ~1(0{j~21/lj(O-j~21/lj(O}, 
and the proof follows by induction. D 
3.2. Order results for global errors 
By subtraction of (1.2) from (1.7) one arrives after some manipulation (see [4]) at the following recur-
sion for the global errors t:n =u(tn)-u,, (n =O, 1,2, ... ), 
t:n+l = (1 +bTZn(l-AZn)- 1e) t:n + bTZn(l-AZn)- 1rn + Ton· (3.7) 
Here 
Ton = doM+lu(q+l)(tn) + hq+2Pon, (3.8a) 
Tn = dhq+lu(q+l)(tn) + hq+2Pn (3.8b) 
with do ER,d ER8 given by (1.10), and with remainder terms Pon and Pn =(P1mP2n, .. .,p8n)T such that 
IPinl~C4llull(q+2> (1=0,1, ... ,s) for some C4>0. Defining on=bTZn(I-AZn)- 1pn+Pon• we obtain by 
using the functions K(Z) and L{Z), introduced in section 2, 
where 
8n = L(Zn)hq+lu(q+l)(tn) + hq+2on, 
and, in view of (3.2), 
lonl~C4 (1 +C1)llull<q+2>. 
(3.9a) 
(3.9b) 
(3.9c) 
Here and in the following it is assumed that O<h ~Ji with h >0 such that the estimations of section 
3.l can be applied. 
The above recursion will be used to derive convergence results for methods satisfying (2.3) and 
(2.4). From lemma 3.1 we directly obtain 
(3.10) 
for some C5 >0. This leads, in a standard way, to convergence on ~a,/J;y) with order p-;;,.q. By a 
more careful analysis of (3.9) we can prove an order q + 1 result, provided that the stability factor 
K(Zn) and local error 8n are related in the following way: 
there are ~m71n (for n =0,1,2, ... ) and C6>0 such that 
8n = {1-K(Zn)~n + 71n (3.11) 
LEMMA 3.3. Consider (3.9a), and assume that (3.3) and (3.11) hold Then there are C1,h>O such that 
lt:nl~C1hq+l llull<q+2> (for all n-;;,.O, O~tn~l, O<h~h). 
PROOF. Define £n =t:n -~n for n =O, 1,2, .... Then we have for all n 
fn+I = K(Zn>fn + 71n + tz-~n+I· 
Hence 
8 
i£n+d~(l +C2h)i£nl + 2C6hq+211ull(q+2>, 
which leads to the global estimate 
i£nl~ec2'· i£ol + 2C6C2 1 (ec21• - l)hq+ 1 11u11<q+2> (n =O, 1,2,. .. ). 
Since i£n-£nl~C6M+Illull<q+I) (for all n), by assumption, the proof follows. D 
This result and its proof were inspired by the analysis of KRAAIJEVANGER [13] for the implicit mid-
point rule. As we shall see later on, the assumption (3.11) is also necessary for having order q + 1 for 
problems (3.12), where K(Zn) and 8n are constant. First it will be shown that boundedness of 
(l -K(Z)r1 L(Z) on ~is sufficient for (3.11) to hold. 
In view of (3.9b) we can write 8n in the form (1-K(Zn)~n +11n with 
~ = (l-K(Zon))- 1L(Zon)hq+lu(q+l)(tn), 
'lln = {L(Zn)-(1-K(Zn)) (1-K(Zon))-l L(Zon)}hq+lu(q+l)(tn) + M+2on. 
The bounds in (3.11) for l~n I and l~n + 1 - ~n I follow by applying lemma 3.2 with 
1'{!)=(1-K(tI)r1 L(tl). Further we have 
'lln = {L(Zn)-L(Zon) + (K(Zn)-K(Zon))(l-K(Zon))- 1L(Zon)}hq+lu(q+l)(tn) + hq+2on, 
and since IL(Zn)- L(Zon)I and IK(Zn)-K(Zon)I can be bounded by Ch for some C>O (see (3.6)), the 
bound required for l11nl in (3.11) follows as well. 
We have thus proved that any Runge-Kutta method satisfying (2.3) and (2.4) is convergent on 
§(a,/J;y) with order p;;;:::q + 1 if C((f)<oo, and p;;;:::q otherwise. In order to show that the order cannot 
be larger than q + l,q, respectively, it is sufficient to deal with the case /J<O. We will proceed as in [8] 
(cf. remark 3.4 below). We consider the model problems 
u'(t) = Au(t) + {w'(t)-Aw(t)}, u(O) = w(O) (3.12) 
where w(t)=tq+l/(q+l)! and XeC with Re:>..~/J<O. The solution is u=w. For these problems 
(3.9) reduces to 
£n+I = K(zol)£n + L(zol)hq+I with zo = hA. (3.13) 
If L(t0I)=FO for some t0 ec-, we see from (3.13) with n =O and :>..=h-1t 0 +/J, that the order is at 
most q +I. 
Now assume (l-K(t0J)r1L(t0J)=oo for some t 0 ec- U{oo}. Suppose also K(tl);,ial (otherwise 
the method cannot be convergent at all). Since L(tl) is uniformly bounded for tee-, to must be a 
zero of 1-K(tl). From the A-stability assumption, IK (tl)I ~ 1 on c- , it can be concluded that 
1-K(tI) can have only simple zeros on c-, see e.g. [12; lemma 2.2.2]. Also t= oo can be at most a 
simple zero of 1-K(tl), as can be seen by applying the same reasoning to M(U)=l +bT(tI-A)-1e 
(=K(t- 1 I)) near t=O. Thus we have 
K(t0I) = 1 , L(t0I)=/=O. (3.14) 
We take in (3.12) 
;>.. = h - I to + fJ if to is finite , 
;>.. = -h-2 if to = oo. 
Then we obtain for z 0 = hA 
L(zol) = L(tol) + O(h), K(zol) = 1 +Koh + O(h 2) (hJ,,O) 
with Ko= fJK'(t0I) if to finite, and Ko= - M'(O) if to= oo (in both cases "°*O). From (3.13) it follows 
that 
en= (K(zolf-I) (K(zol)-I)- 1L(z0J)hq+I, 
which leads to the asymptotic expression for h tO, tn = nh fixed, 
en.....,((l +tcohf-l)(tcoh)- 1 L(roI)hq+i ....., 
....., ico 1(exp(Kotn)-l)L(roI)hq. 
This completes the proof of theorem 2.1. 
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REMARK 3.4. It was already shown by DEKKER, KRAAliEVANGER and SPUKER [8; lemma 3.1] that we 
have order p~q +I on ~a,0,y) if L(r/)¥0. The above proof for /J<O is a trivial extension of this. 
In the same paper, also lemma 3.1, it was proved that (3.14) implies that the order on ~a,0,y) cannot 
be larger than q. 
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