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Abstract
This is the third in a series of papers outlining an algorithm to
consistently construct a finite quantum theory of gravity in Ashtekar
variables. This paper is a first attempt at the quantization of the
full theory coupled to matter, in this case to a spatially inhomoge-
neous Klein-Gordon scalar field. We delineate the conditions required
to construct a solution to the quantum Hamiltonian constraint under
the Ansatz of an isotropic, but spatially inhomogeneous, Ashtekar con-




The purpose of this paper is to illustrate a path toward quantization of the
full (nonminisuperspace) theory of quantum gravity in Ashtekar variables.
As with the first two papers in the series, a lot of space is devoted to explicity
deriving the expressions arising from the quantum Hamiltonian constraint.
Normally, such derivations may be relegated to an appendix, but since they
are central to this work they have been included in the main body. Thus this
paper, along with the two previous works [13] and [14], can be viewed by
collectively the reader as one large appendix for the works to follow. [13] and
[14] establish the definitions, notations and conventions used in this and in
subsequent works. As this approach to the quantization of gravity appears
to be a completely new endeavour, the present author has been unable to
find significant material to reference, hence the brief reference section, apart
from works by Capovilla, Peldan, Jacobsen, et al, to write a completely
metric free Lagrangian for classical gravity ([15], [16]). There is, perhaps,
the genesis of a link to our efforts to construct (quantum) gravitational states
in the holomorphic connection representation Ψ[A], which is by definition
metric free, at least when coupled to the Klein-Gordon scalar field.
The purpose of [13] was to illustrate how the semiclassical-quantum cor-
respondence (SQC) determines the pure Kodama state. For the pure Ko-
dama state the quantum Hamiltonian constraint is identically satisfied with
all quantum counterterms cancelling out due to the self-duality condition
σ˜ia = −(6/Λ)B
i
a. Note that this particular state exemplifies, in a certain
sense, a finite quantum theory of gravity. The breaking of the SQC is illus-
trated by the addition of a Klein-Gordon scalar field into the theory, which
causes the coefficients of the (singular) quantum terms to no longer van-
ish, causing the quantum theory to be no longer finite. It was illustrated
in [14] that the SQC could be partially be restored, in effect, by rescaling
Λ → Λeff in order to at least satisfy the new Hamiltonian constraint at
the classical level. This rescaling corresponds to an isotropic CDJ matrix
Ψab = (Λeff )
−1δab. The resulting ’generalized Kodama state’ is only a semi-
classical, and not quantum relative to the starting theory, state since it only
satisfies the quantum version of the Hamiltonian constraint to within order
(lP l)
2.
The second work [14] continues by arguing that in order to restore the
SQC when matter is present in addition to gravity, it is necessary to gen-
eralize the self-duality condition to include additional degrees of freedom
σ˜ia = ΨaeB
i
e. This idea is based upon the work of [2] which shows that the
constraints of relativity in Ashtekar variables can be solved, classically, by
the CDJ Ansatz. In this Ansatz the CDJ matrix Ψab is allowed to contain
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dependence upon the fields of the theory, and we interpret it as the inverse
of a tensor-valued cosmological constant. We take this concept one step
further, to within the context of the quantum theory of gravity, to utilize
the degrees of freedom in Ψab to cancel out any unwanted quantum terms
arising from the Hamiltonian constraint. This consistency condition results
in three equations that must be solved for the invariants of Ψab, in order
for one to have a finite quantum theory of gravity in the sense alluded to
earlier for the pure Kodama state. The elements of Ψab are direct inputs
into the quantum state, the gravitational sector of which can be interpreted
in terms of a theory structurally similar to topological field theory, albeit
non topological.
The main body of [14] was devoted first to explaining why it is necessary
only to focus upon the quantum Hamiltonian constraint while taking the
kinematic constraints to be automatically solved at the classical level of
a gauge invariant, diffeomorphism invariant theory. Then [14] focuses in
details upon explicitly deriving the equations that must be solved arising
from the reuirement that the quantum Hamiltonian constraint vanishes. It
then solves the equations for the next level of complexity beyond that of
the pure gravity case, that of a homogeneous isotropic Ashtekar connection
Aai = δ
i
aa(t) with a homogeneous Klein-Gordon scalar field φ(t) in the slow-
roll basis π2 = 2rV . The result is that only one invariant of the CDJ matrix
trΨ is needed in order to determine the quantum state. For a diagonal CDJ
matrix, it may appear that there is some information missing from the state,
namely that contained in the other invariants V arΨ and detΨ, however, it
may be argued that all information is in a certain sense duplicated since
it appears both the state and in the used invariante. For the case of an
isotropic CDJ matrix, the invairants are not independent of each other and
can be expressed in terms of trΨ.
The purpose of this paper is to move on to the next level of complexity
toward the quantization of the full theory of gravity. The main body, as
usual, is devoted to reducing the three equations derived in [14] from the
Hamiltonian constraint to the case of an isotropic, but spatially inhomoge-
neous, Ashtekar connection Aai = δ
a
i a(~x, t) with a spatially inhomogeneous
Klein-Gordon field φ = φ(~x, t). The reason for allocating the space to de-
tailed derivation is so that we can apply the equations to other models as
well in future works. Section 2 establishes some preliminarries, the most sig-
nificant of which is the observation that the spatial derivative of any field ∂η
can be regarded as an independent variable from the field η in the aforemen-
tioned three equations. This makes the solution of the equations for the full
theory straightforward, even if involved. Section 3 then derives the terms of
the equations, explicitly showing all calculations and index manipulations.
Section 4 attempts to indicate a strategy to solve, or show how solutions
may be constructed of, the three equations. In the conclusion section we
indicate further directions of research.
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2 Premiliminaries
The total quantum Hamiltonian constraint for Ashtekar variables, using
the CDJ Anstaz [2] coupled to a Klein-Gordon scalar field φ(x) with scalar

































Ψ[A,φ] = (h)Ψ[A,φ] = 0. (1)
Here Ψ = Ψ[A,φ] is the quantum wavefunctional of the basic fields in the
Schrodinger representation. By making an Ansatz Ψ[A,φ] = eI , where
I = I[A,φ] is the ’phase’ of the wavefunctional, one can express the action of
the quantum Hamiltonian operator Hˆ on the state in terms of its eigenvalue
h. Recall from [14] that the eigenvalue h is for a general model, due to
multiple functional derivatives acting at the same spatial point in (1), of the
form
h = Hcl + δ
(3)(0)h1 + (δ
(3)(0))2h2. (2)
Expanding (1) in the case of the scalar field, under the CDJ Ansatz
δ
δAai


















































Ψ = 0. (4)
where the quantity J is the eigenvalue of the Klein-Gordon field momentum




Ψ = J(x)Ψ. (5)






















Here, the delta function is due to double functional derivatives at the same
point x. A useful premise to simplify the quantization of the full theory is
summarized in the appendix of [14], the relevant portion of which we repeat
here for completeness. We will assume that any dynamical variable φA(x)
defined at a point x and its derivatives ∂φA(x) at the same point x can be















which is nonzero. Thus in (8) functional variation and partial differentiation
commute, as in field theory. The quantum Hamiltonian constraint involves
functional derivatives evaluated at the same point x, therefore we need the








δ(3)(0) = 0. (9)
We assume that functional differentiation still commutes with partial differ-
entiation and that δ(3)(0) can be treated as a (infinite) numerical constant.
The interpretation of this is that the field φA and its derivative ∂φA can be
treated as independent variables when they appear in the same equation.
This will considerably simplify solution of the differential equations arising
from the Hamiltonian constraint.
In [14] we chose a basis of the slow-roll parameter r, in which J = V (φ) is
solely a function of φ. This restriction is feasible only in the minisuperspace
approximation when φ = φ(t) and Aai = δ
a
i a(t) are spatially homogenoeus
fields, however in the full theory it is too restrictive an Ansatz to allow
for the construction of a state exactly satisfying the SQC. In the full the-
ory we must allow for dependence as well upon the Ashtekar connection,
J = J [φ(x), Aai (x)]. Since the functional derivatives of two independent













where the functional derivatives are evaluated at the same spatial point x.
Using the generalized self-duality relation and the definition of the scalar








































The δ(3)(0) factor is due to double functional derivatives acting at the same




















This is equivalent to the condition that the ’phase’ I of the wavefunction














This is an example of the semiclassical-quantum correspondence generalized
to the case where matter is present in addition to gravity. The quantum
condition (10) directly implies the classical condition (14) and vice versa.
Recall the definition of the functional variation of I in the case that the













which, when integrated over time, leads to
























The right hand side of (16) can be viewed as the analog of the Pontrgja-
gin invariant, a 4-dimensional integral that reduces to the 3-dimensional
integral of the Chern-Simons functional. The left hand side of (16) is the
corresponding equivalent of the Chern-Smions functional leading to the gen-
eralized Kodama state. The 4-volume integral has been converted intoa
3-boundary integral in analogy to the second Chern class’ conversion into
the Chern-Simons functional via Stoke’s theorem. This is a nonperturbative
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result, and permits evaluation of the path integral over fields defined within
the interior of M in terms of their values on the boundary ∂M .
∫
DADφexp(I[AM , φM ]) = exp(I[AΣ, φΣ])
∫
DADφ = eI(V olA)(V olφ).
(17)
This method of constructing generalized Kodama states for the full theory
via path integral with be illustrated in a subsequent work of this series.
3 Inhomogeneous isotropic Ansatz
We now examine the solution of the Hamiltonian constraint in relation to
the next level of complexity beyond the homogeneous isotropic Ansatz con-
sidered in [14]. We would like to construct the generalized Kodama state for
the full theory for an isotropic Ashtekar conection Aai = A
a
i (~x, t) = δ
a
i a(~x, t)
along with a spatially inhomogeneous scalar field φ(~x, t). Recall that for an
inhomogeneous field ∂iφ 6= 0 and there is then a nontrivial contribution of
the matter field to the antisymmetric part of the CDJ matrix Aab, given
from the diffeomorphism constraint, by
ψa = ǫabcAab = −ǫabcπdet
−1B(Bia∂iφ) = −ǫabcJdet
−1B(Bia∂iφ) (18)
This will introduce complications into the state relative to the minisu-
perspace approximation. We now compute the ingredients needed, in this
Ansatz, for the quantum Hamiltonian constraint. We will go through in de-
tail the derivation of the differential equations arising from the Hamiltonian
constraint for the inhomogeneous isotropic Ansatz, and will refer to these
results in future works in the series. We will occasionally interchange upper












corresponds to the magnetic field. Another quantity needed for the Hamil-



















































3δda) = −ǫbeja∂ja− 4a
3δbe (22)



















































We see that (22) and (23) can be written as a ’minisuperspace’ part plus a
correction allowing for spatial inhomogeneity, in the form of spatial deriva-
tives of the fields. Note that we are not in minisuperspace, but in the
full theory evaluated at each spatial point x. Also, from (9), these spatial
derivative terms ∂a may be reagrded as independent variables from a. The




















































































































which also consists, along with (24), of a minisuperspace part plus a correc-
tion for spatial inhomogeneity.
We are now in a position to evaluate (4) in the isotropic Ansatz. We
shall find that the result of this Ansatz is to project out the invariants of
the CDJ matrix along with its antisymmetric components. These quantities
can be regarded as independent variables to be solved for, and the latter
encodes the spatial inhomonegeneity of the scalar field φ(x), which will in
turn manifest itself in the quantum state.
∆ˆae will project out the trace and antisymmetric components, as well as
Σ
(1)
ae , given by
trΨ = δaeΨae; ψl = ǫlaeΨae, (27)
while Σ
(2)
aebf will project out the variance, given by









2 − trΨ2. (28)
We additionally must simplify the various terms that can arise from (26)
when contracted with the squared CDJ matrix.






























ψmψn − (S ∧ S)mn), (29)
where S is the symmetric part of the CDJ matrix and we have made use of
the notation






It can be seen more clearly how the contributions of (29) result when one
separates the CDJ matrix into its symmetric and antisymmetric parts
ǫmefΨaeΨaf = ǫmef (Sae +Aae)(Saf +Aaf )
= ǫmef (SaeSaf + SaeAaf +AaeSaf +AaeAaf )
= ǫmef
(
(SS)ef + ǫmef (SaeAaf −AafSae) + (AA)ef
)
= 0, (31)
where we have used in (31) that the square of a symmetric or an antisym-
metric matrix must be symmetric, and we have relabeled dummy indices on
the middle two terms on the last line. We have also
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ǫbemǫafnΨaeΨbf = ǫbemǫafn(Sae +Aae)(Sbf +Abf )
= ǫbemǫafn
(
SaeSbf + SaeAbf +AaeSbf +AaeAbf
)
(32)





= ǫafn(−ǫebm)Sae(−Afb) + ǫafn(−ǫebm)Aae(Sfb)
= (S ∧A)nm − ǫfanǫbemSfbAae =
(




We will need to contract (32) with ∂ma∂na. Contracting the fourth term
yields
ǫbemǫafn(AaeAbf )∂ma∂na = (detA)(A
−1)nm∂ma∂na = 0, (34)
were we have used in (34) that the inverse of an antisymmetric matrix is
antisymmetric. So that leaves us with
ǫbemǫafnΨaeΨbf = −(S ∧ S)nm∂an∂am. (35)
(ii) The second and third terms in (26) will yield upon contraction with the










































where we have used the result from (31) in the second and fourth lines of
(36).















were again (31) has been used on the last line of (37).
So we see that as a result of the isotropic Ansatz for the Ashtekar con-
nection, the only terms allowed in the Hamiltonian constraint are the CDJ
matrix invariants trΨ, V arΨ and detΨ as well as the antisymmetric com-
ponents ψl, and the components of S ∧ S. The latter can be reduced to the
diagonal components of S by makinguse of the freedom, arising from the
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three components of the Gauss’ law constraint, to eliminate the off-diagonal
symmetric components of the CDJ matrix, whereupon the diagonall compo-
nents can be expressed in terms of the invariants by solving the characteristic
equation.
There will also be a spatial derivative matter contribution, first to the























a2(∂a ∧ ∂φ)e(∂a ∧ ∂φ)f − 4a




There is also a spatial derivative scalar field contribution to the δ(3)(0) term
















Here we have made use of the antisymmetry of Dijeb relative to ∂iφ∂jφ.
So the condition that the quantum Hamiltonian constraint vanishes, to























ψl + 72. (40)
Note that the antisymmetric part of the CDJ matrix acts as a source for its
trace. This part is directly related to the matter field spatial derivatives.










































































4 Existence of solutions to the Hamiltonian con-
straint
We are now in a position to interpret the meaning of the equations (40), (41)
and (42). To recapitulate, we have expanded the quantum Hamiltoninan
constraint into the form
HˆΨ = (Hcl + δ
(3)(0)h1 + (δ
(3)(0))2h2)Ψ = 0. (43)
In order for Ψ to be a quantum state for the full theory the total coefficient
in brackets in (43) must vanish. But we would like our quantum state to
correspond to a finite theory of quantum gravity, which means that it should
be devoid of all infinities arising from the quantization process. The solution
is to require that Hcl = h1 = h2 = 0, and then to examine its implications
upon the form of the state Ψ, if it exists. We making use of the definition

























We can write the resulting equations in the form of a minisuperspace portion,
e.g. not containing spatial derivatives of the fields, plus a correction term
containing the spatial derivatives. ’Minisuperspace’ is used colloquially in
this context, since we are still in the full theory just evaluated at the same
spatial point. The minisuperspace portion can in general be solved exactly,
at least in the isotropic Ansatz (see [ ]), and so the premise is that for the
full theory, one can regard the correction as a source to the minisuperspace
portion. Also, all occurences of the field spatial derivatives ∂φ and ∂a can
be regarded as constants relative to φ and a, due to the argument of (9).
This observation is anticipated to simplify the equations tremendously, since
the minisuperspace parts are no more complicated than in [ ].



















relates one invariant, the trace, to the antisymmetric part of the CDJ matrix.






















Hence (47) can be regarded as a differential equation in two unknowns,
trΨ and J . Recall that J = J [φ, a] in order for the corresponding state
to satisfy the semiclassical-quantum correspondence. One can in principle









trΨ = Q2[ξ, φ] = Q2[J(ξ, φ), ξ, φ)]. (48)
In (48) we have explicitly written out the dependence of Q to illustrate that
it contains the unknown J . One can then define a ’propagator ∆2(ξ− ξ
′) by















′) = δ(ξ − ξ′) (50)
which can be inverted to yield



















One then solves for the first invariant




′, φ), ξ′, φ)]. (52)




























































Equation (53) is written such as to separate the ’minisuperspace’ from the
’correction’ parts. But what is being solved for is the second CDJ matrix
invariant, V arΨ. We merely susbstitute the solution (52) into all occur-
rences of trΨ in (53) and solve for V arΨ. Note that all occurences of the
antisymmetric part ψl of the CDJ matrix in (53) can be explicitly written
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in the form ψl = ψl[ξ, φ, J(ξ, φ)] by making use of (), but we have written
it as ψl(J) for brevity and to highlight the dependence unpon the relevant





V arΨ = Q1[Q2, ξ, φ, J(ξ, φ)], (54)
where Q1 can be read off from (53). The expression for Q1 is extremely
long, but the point is that it is completely determined. The Q2 dependence
comes in from the instances in which trΨ was plugged in from (52) into
(53). This allows to solve for the second invariant V arΨ analogously to the
Green’s function method used to find trΨ. This yields




′′, φ, J), ξ′′, φ, J(ξ′′, ψ)], (55)
where ∆1(ξ − ξ











It may appear that there are additional components of the CDJ matrix be-
yond the invariants and the antisymmetric part contained in (S ∧ S)mn
in the third line of (53) and in Ψlm in the second and fourth lines of
(53), however, the contributions from the antisymmetric part Aab are al-
ready determined by J and it is assumed that the symmetric traceless parts
Kab = Ψab − (1/3)δabtrΨ can be reduced to diagonal form by similarity
transformation
Kab −→ OaeKed(O
T )db = Diag(x, y, z) (57)
where O is an orthogonal 3 by 3 matrix. The three components of O can be
fixed by the three components of the Gauss’ law constraint (see [14]), and
therefore there is no loss of generality in taking Kab to be diagonal in (53).
The diagonal components x, y and z can then be related directly to the
invariants Kab = Kab[trΨ, V arΨ,detΨ]. Hence, in reality, V arΨ appears on
both sides of (58). This may be treated analogously to the Born approxima-
tion used in quantum mechanics. In this method the variable being solved
for acts nonlocally as a source for itself. (58) is then, in actuality, of the form
(highlighting the dependence upon the relevant variables while suppresing
the dependence upon the irrelevant ones)




′′, φ, J), V ar(ξ′′, J)det(ξ′′, J)]. (58)
13
Additional methods may be available for solving this inhomogeneous linear
first-order differential equation. Nevertheless, once V arΨ(ξ, J, φ) is deter-
mined from (54), the result, along with trΨ(ξ, J, φ) from (52), is substituted






G~V detΨ + V arΨ
)
+Ω = 0, (59)
which can then be used to find the third invariant detΨ in terms of the
others. So, in principle all components of the CDJ matrix can be written
explicitly in the form
Ψab = Ψab(trΨ, V arΨ,detΨ, J, φ, ξ) (60)
The question then remains how to determine J . There appear to be no
restrictions on J , since once is free to choose a basis in which to expand
states. However, we desire to choose a special class of states satisfying the
SQC, namely those for which the ’phase’ I of the wavefunction Ψ = eI
can be explicitly transformed from an integral over 4-spacetime M into an
integral over 3-space Σ. For such states it is trivial to find the path integral
(as it is for the pure Kodama state), as we will show in a separate work in










to attempt to find J explicitly. Note that one cannot use the slow-roll
basis of [4] in a nonminisuperspace context.







































One then substitutes the expressions obtained for trΨ and ψl, using a = e
ξ
into (63) to write down an expression for the state Ψ[a, φ].
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5 Conclusion and directions of future research
This paper has illustrated a new method of attack for the quantization of
the full theory of gravity. We have studied the next degree of complexity
relative to the minisuperspace Ansatz considered in the previous work. For
simplicity we have restricted ourselves to an isotropic, but spatially inho-
mogeneous, Ansatz for the Ashtekar connection. The premise is that this
is simple enough to bring out some hidden features due to symmetry, while
at the same time adressing certain aspects of the full theory. One main
feature is that the equations can be separated into a minisuperspace part,
which is named as such due to its not containing any spatial derivatives of
the basic fields (though in reality is still the full theory), and the correc-
tions containing the spatial gradients. The ’minisuperspace’ part, projects
out the invariants of the CDJ matrix Ψab, which can be treated as indepen-
dent variables. A homogeneous ’minisuperspace’ equation can in principle
be solved exactly for any model (as shown in [14]) and its corresponding
generalized Kodama quantum state determined to all orders. The inhomo-
geneous terms are due to spatial derivatives of the fields and components
of the CDJ matrix not directly determined by the invariants. Each one of
these additional components can be expressed, via the diffeomorphism and
Gauss’ law constraints, in terms of already known quantities.
Thus in principle, the three equations Hcl = h1 = h2 = 0 required for
finiteness of the quantum theory, constitute a set of three equations in three
unkonwns which can be solved. Once the remaining degrees of freedom of
the CDJ matrix are fixed by the solution to these equations, the quantum
state can be explicitly constructed. We have illustrated a possible approach
to solving these equations using nonlocal Green’s function techniques and
by substitution. But one may envision applying numerical methods. Since
the purpose of a quantum state is to determine the relative likelihood of
field configurations for a theory, one could also plug in a trial configuration
for φ(x) and a(x), evolve the CDJ matrix invariants numerically using the
three equations, and then compute by numerical integration the amplitude
for that configuration in the quantum state- then repeat this for as many
configurations as possible, and acquire a feel for the quantum mechanical
wavefunction. This is an alternative to working with messy, albeit straight-
forward, analytic expressions. This method is in principle identical for each
model. An additional idea is that, in the worst case, if one is unable to solve
the three equations, to show that there exists a solution may be sufficient
to prove a finite quantum theory of gravity, without actually constructing
the solution. As indicated in [14], if one is able to construct a theory that
is finite, then there is no need to perform regularization procedures as for
example in [1], [12].
Future directions of research will focus on but not be limited to the fol-
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lowing: (i) Write down the general solution to the Hamiltonian constraint
equations for a more general Ansatz for the Ashtekar connection for the
full theory, namely that of anisotropy combined with inhomogeneity, and
construct the corresponding quantum states. (ii) Apply this algorithm, con-
sidering the analogous cases considered in these three works, to other models
including gravity coupled to Yang-Mills, spin 1/2 and/or spin 3/2 fermions,
point particles, strings, spin 2 gravitons, and various combinations theoreof.
Ultimately, one should be able to in principle construct states satisfying the
semiclassical-quantum correspondence for a general model of gravity or su-
pergravity coupled to matter or supermatter, gauged or ungauged, for the
full theory. A future vein of thought is that since such states solve the classi-
cal as well as the quantum theory, they can provide experimental verification
of quantum gravitational effects vis-a-vis the experimentally verifiable clas-
sical theory of general relativity. Additional directions of future research
will include, within the context of this new method and interpretation, a
comprehensive comparison of the path integral and canonical approaches to
quantization.
References
[1] T.Thiemann ’Quantum gravity as the natural regulator of matter quan-
tum field theories’ gr-qc/9705019
[2] T. Thieman ’On the solution of the initial value constraints for gen-
eral relativity coupled to matter in terms of Ashtekar variables’ Class.
Quantum Grav. 10(1993)1907-1921
[3] Ahbay Ashtekar, Joseph D. Romano, and Ranjeet S. Tate ’New vari-
ables for gravity: Inclusion of matter’ Pys. Rev. D40 (1989)2572
[4] Stephon Alexander and Justin Maleki ’Quantum gravity and inflation’
hep-th/0309045
[5] Ichiro Oda ’A relation between topological quantum field theory and
the Kodama state’ hep-th/0311149
[6] Bryce S. DeWitt ’Quantum theory of gravity I. The canonical theory’
Phys. Rev. Volume 160, number 5 (1967)1113
[7] Paul Dirac ’Lectures on quantum mechanics’
[8] P.D.D’Eath ’Supersymmetric quantum cosmology’
16
[9] Carlo Rovelli ’Ashtekar formulation of general relativity and loop-space
non- perturbative quantum gravity: a report’ Class. Quantum Grav.8
(1991)1613-1675
[10] Lee Smolin ’Quantum gravity with a positive cosmological constant’
hep-th/0207079
[11] Kiyoshi Ezawa ’Nonperturbative solutions for canonical quantum grav-
ity: an overview’ gr-qc/9601050
[12] Roumen Borissov ’Regularization of the Hamiltonian constraint and
the closure of the constraint algebra’ gr-qc/9411038
[13] Eyo Ita ’Existence of generalized Kodama semiclassical states. I. The
Ashtekar–Klein–Gordon model’ Unpublished
[14] Eyo Ita ’Existence of generalized Kodama quantum states. I. The
Ashtekar–Klein–Gordon model’ Unpublished
[15] Capolvilla, Dell and Jacobsen ’General relativity without the metric’
Phys. Rev. Lett.63 (1989) 2325
[16] Peldan ’Legendre transforms in Ashtekar’s theory of gravity’ Class.
Quant. Grav. 8 (1991) 1765
[17] Capovilla, Dell and Jacobsen ’A pure spin connection formulation of
gravity’ Class. Quant. Grav. 8 (1991) 41
17
