A precise algorithm to detect voids in polydisperse circle packings
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Computer simulations are the primary tool for studying polydisperse particle packings quantitatively. For the problem of packing N unequal circles in a larger container circle, nothing is known a priori about the optimal packing (i.e. the packing with the highest packing fraction). Simulations usually start from a random initial configuration with the aim to finish with a dense final packing. Unfortunately, smaller circles often get stuck in trapped positions and prevent the rest of the packing from growing larger. Hence, the knowledge of the structure of unoccupied areas or holes inside a packing is important to be able to move trapped circles into free circular places or voids. A novel algorithm is proposed for detecting such voids in two-dimensional arbitrary circle packings by a decomposition of the contact graph. Combined with a clever object jumping strategy and together with other heuristic methods like swaps and shifts, this approach increases the packing fraction φ significantly. Its effectiveness for jumping across the maximally random jammed barrier (φ MRJ ≈ 0.8575 in the large-N limit) for small benchmark instances as well as for large problem sizes (up to N ≈ 10 3 ) is demonstrated.
Introduction
In autumn/winter of 2005, Al Zimmermann's Circle Packing Programming Contest (AZPC) asked for the best packings of N = 5, 6, . . . , 50 circles with integer radii (r i = i, 1 ≤ i ≤ N). The problem was to find the smallest container circle such that all objects (i.e. the circles to pack) fit without any overlaps into the container. Because of its N P-hardness, it is in general very difficult to find candidate solutions (such that claim to be optimal). One-hundred and fifty-five contestants took part overall and, finally, Addis et al. [1] won the Figure 1 shows the progress while striving for the highest packing fractions φ for N = 11-50 in the last years. Surprisingly, more than half of all contest instances could be improved by several authors (see top of bars in figure 1 ). The author maintains a website (http://www.packomania.com/ccin/, 2015.) which records all candidate packings and provides the coordinates for the public. After the contest was over, Müller et al. [2] were able to find denser packings for N = 24, 27, 28, 29, 33, 34, 38 and 50. Ye et al. [3] The first papers attended to the problem of packing unequal circles in a circle appeared at the very end of the last century. Huang & Xu [4] introduced personification strategies in addition to the quasi-physical algorithm in order to allow circles which are trapped in local minima to jump out of the trap. This idea lead to the QuasiH (quasi-human) strategy [5] where single circles with a maximum pain degree (derived from the squeezing elastic potential when circles penetrate each other) are moved to another arbitrary place within the container circle. Interestingly, due to the enormous amount of possible configurations, this heuristic part of the algorithm is motivated by a vocabulary borrowed from social sciences. The first benchmark instances appeared in these papers, known as the IN series (see http://www.packomania.com/cciuneq/, 2014) which are widely used today in comparison with rival algorithms. Several improvements and new heuristic strategies could be found in the last years: quasi-physical algorithm using simulated annealing [6] , early escape strategy [7] , shrink-and-shake strategy and circle Voronoi diagram [8] , personified annealing algorithm [9] , hybrid algorithm combining simulated annealing and tabu search [10] , null-damage maximum hole degree [11] , self look-ahead strategy (A 1.5) [12] , the principle of maximum cave degree in the pruned-enriched Rosenbluth method [13] , restarting techniques [14] , Monotonic/Population Basin Hopping approach [15] , improved energy landscape paving algorithm [16] [17] [18] and an adaptive hydrid algorithm which combines nested partitioning with a tabu search [19] . The latter paper contains a more detailed literature review. A survey of methods, results and industrial applications of circle packing problems by global optimization was published in [20] . López & Beasley [21] proposed a heuristic which is divided into two phases: an optimization phase and an improvement phase. They took only 70% of the large circles into account for the optimization process (r i = i) since the remaining 30% are small objects which can be inserted without impact in any existing packing. This idea saves computation time in a considerable amount. In their improvement phase, pairs of circles can swap its centres with the aim that the solver will find an improved solution. The omitted circles are inserted afterwards by a similar method proposed in this article, but a systematic analysis of free space was not considered.
Especially, the definitions of the hole or cave degree are similar approaches as used in this paper (see 'looseness' χ i in §3d) to quantify the benefit or penalty of placing an object to a certain location. Several authors [22] [23] [24] considered holes in jammed configurations of monodisperse discs and their size distribution within the context of random sequential adsorption (RSA). However, a systematic discovery of free locations for jumps within a circle packing has not been investigated in the past. In a forthcoming paper, Zeng et al. [25] introduce a vacant degree (quite similar as separations ω ij below) and vacant points (as points inside the unoccupied area having a local maximum vacant degree) for measuring the vacancies, but they find vacant points only approximately by probing. In this article, on the contrary, an exact and systematic way of the exploration of vacant areas is proposed.
Small objects that are fixed in position by other adjacent objects or by the container play a key role. We will call them 'jammers' if they can move statically (i.e. without changing anything else in the packing) to another unfilled area without causing overlaps. Jammers are obstacles to yield a higher packing fraction in any simulation. On the contrary, holes are the duals of the objects in a packing. While the structure of the filled part is simply given by the coordinates of all object centres and their radii, it is not easy to obtain an overview of the topology and shape of the unfilled areas inside a packing.
From the viewpoint of graph theory, every drawing of a packing is an embedding of a planar graph [26] formed by the object centres as vertices and the contacts between them as edges. All edges emanating from one vertex can be ordered cyclically. By this property, holes can be represented by closed loops of circular arcs and line segments or, more general, face cycles. The degree ν of a hole is the number of its constituting arcs and segments. Most of the holes in a packing are triangular, bounded by three circular arcs. But also holes with a higher degree of ν = 4, 5, . . . occur, sometimes even with a concave shape. A circular area within a hole is called a void if a jammer can be moved there or an additional object can be inserted therein without overlaps. In short, 'move as many jammers as possible into voids' is the topic of this article.
Both subjects, jammers and voids, are investigated here mainly by geometrically motivated analytical methods. An alternative approach is to discretize the container into square-shaped pixels. Colouring all pixels black or white depending on their location either inside objects or inside holes, respectively, also gives an opportunity to calculate the shape of holes (M Specht 2014, personal communication). This idea may be advantageous for packings in higher dimensional spaces (voxels in three dimensions) where analytical methods may be hard to apply.
The article is organized as follows. In §2, the mathematical problem is formulated by two different approaches. The algorithm to detect voids in two-dimensional circle packings is presented in §3. Additionally, the standard procedure to generate packings and some heuristic methods to increase the packing fraction used by the author are briefly outlined. In §4, some results achieved by application of the algorithm are discussed. A summary and an outlook is presented in §5. The pseudocodes of the algorithms can be found in the electronic supplementary material.
Mathematical formulation of the problem
Let x i ∈ R 2 and r i > 0, 1 ≤ i ≤ N, be the centres of the circles and their radii, respectively. The container circle with radius R has its centre in the origin at (0, 0). We denote by d ij = |x i − x j |, the Euclidean distance between any pair (x i , x j ), 1 ≤ j < i ≤ N, of objects. Furthermore, we define an embedding depth of two circles or object-object separation 
To make the notation homogeneous, we agree that if the second index is zero, then it indicates the container. Then, the problem of packing N non-overlapping circles with fixed radii r i , 1 ≤ i ≤ N, in an encompassing circle with radius R, as small as possible, can be formulated as follows:
We will call this problem statement the fixed object approach (FOA). However, there is always an alternative formulation: we may consider the container circle as of fixed size (say, with R = 1) and the radii of the objects as variables according to their inherent radial distribution function. This opposite point of view can be formulated as
This variant is the fixed container approach (FCA) which is completely equivalent to FOA. The problem statement of the AZPC was formulated by FOA while we prefer the FCA with R = 1 in this article, as López & Beasley [21] did. In a computer simulation, due to the finite precision of the underlying floating point number implementation (usually 64-bit double numbers), we must introduce a small, but finite numerical tolerance ≈ 10 −12 such that all distances d ij in the plane lower than are actually zero. This leads to three different cases:
for ω ij > : a strict separation, for |ω ij | ≤ : a precise contact, for ω ij < − : an overlap.
Thus, the inequalities ω ij ≥ 0 have to be replaced by ω ij ≥ − to ensure that a packing is free of overlaps or feasible. The condition that a pair (i, j) are in contact (or do overlap) reads as ω ij ≤ .
Description of the algorithm
The purpose of the algorithm is the detection of voids in the unoccupied area of an existing packing as defined in §1. In other words, the task is to find locations in the current configuration where jammers can jump out of the trap or additional objects may be inserted without causing overlaps. The algorithm consists of four parts: (i) build the contact graph, (ii) find the set of holes, (iii) find the centres and sizes of voids within the holes, and (iv) jump objects by a clever strategy. These four tasks are explained in the following subsections.
(a) Contact graph generation
The objects are the vertices of the contact graph and contacts between the objects or with the container form the edges of the graph. For N objects to be packed, we have a maximum number of N 2 ∼ O(N 2 ) possible contacts between the objects and a maximum of N possible contacts between the objects and the container circle. But not all these possible contacts are actually present in a packing, however, the majority of all object pairs are far distant enough such that they will never come into contact in a simulation. This is the idea of a spatial subdivision of the container into cells [27] where only objects located in adjacent cells can interact. We can suppose now that we have a list of all potential contact pairs
where
, denotes a pair of object indices and m is the number of potential contacts. Consequently, a missing pair (p, q) of indices in L means that these objects cannot come into contact and should not cause any overlap.
To build the contact graph, the list L is traversed and the separation ω pq for each index pair (p, q) is calculated. If the separation is smaller than a well-chosen gap limit ω max , then the objects p and q are called relatives, otherwise neighbours. In other words, a value of ω max > allows a recognition of relatives by force even if they are actually not. This degree of freedom is necessary for a proper determination of the hole structure (see §3b). The list A ⊆ L, derived from L and formed only by relatives, is called the active contact list. For example, consider the packing shown in figure 2b which was derived from a jammed packing shown in figure 2a only by shrinking all object radii by a factor of 0.95. It represents a typical configuration during a simulation run when all objects are rattlers (i.e. objects without any relatives).
In the example of figure 2b, the list L may have 24 potential contact pairs: (4, 3) , (5, 0), (6, 0), (6, 4), (7, 0), (7, 5) , (8, 0) , (9, 0), (9, 7), (10.5), (10, 6) , (11, 10) , (12, 0), 12, 8) , (12, 9) , (12, 11) , (13, 0) , (13, 3) , (14, 0) , (14, 8) , (14, 11) , (14, 13)}, exactly the same as all present contacts in the unshrunken packing (figure 2a). If we now build A by ω max = , we get A = ∅ since all objects are rattlers. However, most of the neighbours are almost relatives here due to the low shrinking factor. When we build the list by ω max = 0.05 (recall FCA with R = 1), we get A = L (figure 2c). The pseudocode of the contact graph generation is shown in electronic supplementary material, algorithm S1. It is clear that the gap limit must be well chosen depending on the given radial distribution of the objects. For too small values of ω max , the resulting contact graph is apparently not complete (figure 3a, ω max = 0.028), and for too large values of ω max , we get too much relatives which blur the real contact structure (figure 3b, ω max = 0.3). Both cases must be avoided for a correct detection of holes. A hint to find an optimal value of ω max is given by figure 9 in §4.
(b) Determination of hole structure When the contact graph has been properly established, we can proceed by determining the hole structure. In our context, holes are represented by simple cycles in the contact graph. In order to find such cycles, the concept of half-edges is very useful. Half-edges are directed edges in the graph. Two matching half-edges imply opposite directions: the contact pair (14, 11) in figure 4a is built by the half-edge 11 14 and the opposite half-edge 14 11. Additionally, every graph's structure can also be described by a Boolean adjacency matrix in which elements C ij , 0 ≤ j < i ≤ N, are only true if the corresponding contact (i, j) is present. For example, the adjacency matrix C of the packing shown in figure 4a is displayed in 4b. Clearly, C must be symmetric: C ij = C ji . The use of a sparse matrix storage variant for C is necessary for large values of N. Thus, each edge of the undirected contact graph can be split into two half-edges where every half-edge i j is represented by a single entry C ij in the adjacency matrix. Simple cycles or holes are closed loops of half-edges where each object is visited only once, such as 14 0 13 14 (a triangular boundary hole) or 9 12 11 10 5 7 9 (an interior hole of degree 6) in our example. The algorithm to find all holes is quite simple: start with an arbitrary half-edge and walk through the graph according to the 'right-hand rule' until the start object is visited again. The sequence of visited half-edges constitutes the hole. Then, start with another still unvisited half-edge in order to find Suppose the current half-edge is 11 14, then object 14 is like a junction to objects 8, 13 or to the boundary 0 (figure 5a). The outgoing half-edges 14 8, 14 13, 14 0 include angles of ϕ = 285 • , 63 • , 186 • , respectively, with the incident half-edge 11 14 in clockwise orientation (figure 5b). Applying the right-hand rule, we have to take the 'exit' with the smallest angle for interior holes; hence the outgoing half-edge is 14 13 with ϕ min = 63 • . This rule must be reversed when the incident half-edge points to the boundary, i.e. for boundary holes (14 0 is followed by 0 13 in figure 5a ). The complete hole structure for our example determined this way contains 13 holes and is shown in figure 5c. The commented pseudocodes are shown in electronic supplementary material, algorithms S2-S4 .
Note that some holes may include rattlers (as objects 1 and 2 in figure 5c) or objects with only one relative (as object 14 in figure 3a ). The latter causes no problems since the right-hand rule will immediately concatenate both opposite half-edges (see electronic supplementary material, statements 3-5 in algorithm S4). In principle, rattlers remain undiscovered by this algorithm and should be moved away by an appropriate strategy as described in §3e.
(c) Detection of voids
After determination of the hole structure, we have a set
Every hole H i is a cyclic list of half-edges which form the border of it. The next task is to calculate the centres and the radii of the voids included in every hole. For triangular holes (ν i = 3), this problem is related to Soddy's problem of finding two circles, one inscribed and one encompassing, of three given non-intersecting circles tangent to one another [28] . The famous relation (which goes back to Descartes' circle theorem)
between the signed curvatures or bends i = ±1/r i (where positive signs are taken for external touchments, negative signs for internal touchments) allows the calculation of the unknown radius r 4 when the other three circles with radii r i , i = 1, 2, 3, are tangent to each other:
However, this constraint of tangency is not generally met in our context since all three circles to be touched may be rattlers as in figure 2b . Moreover, it does not allow the calculation of the coordinates of the centre. Therefore, either in the case of three external touchments as in an interior hole (figure 6a) or for two external touchments plus one internal touchment as in a boundary hole (figure 6b), we consider the following three equations for circles given by (x j , y j , r j ), j = 1, 2, 3, in the unknowns x, y and r:
and
where the upper signs are valid for external contacts and the lower signs are for internal contacts. Fortunately, this system of quadratic equations has an analytic solution. Expanding all three equations and subtracting equations (3.4) and (3. where for the unknown radius r where
. By equations (3.8), we yield the void's centre coordinates. Thus, we are able to calculate the location and size of a single void included in a triangular hole directly without applying approximate numerical methods.
A modified strategy has to be used for holes of higher degree (ν i > 3). An obvious approach to find all possible voids is to consider all ν i 3 combinations of half-edges and calculating the corresponding void for each triple as described above while omitting immediately those solutions which cause overlaps with other objects in the neighbourhood. The order in which all combinations are processed has apparently an influence to the resulting set of voids. A promising method is to calculate first all voids without respect of mutual overlaps; we call this set of voids Applying the void detection algorithm to all holes of the packing shown in figure 4a, we find the voids displayed in figure 7a. Note that always only a single void is located in a triangular hole, while in non-triangular holes usually several overlapping voids are obtained. All these existing voids form the set V 1 of overlapping voids which are important to measure the looseness of the objects correctly ( §3d). For a subsequent object jumping, it is necessary to remove some of the overlapping voids (figure 7b) to yield a feasible configuration.
(d) Embedding of objects in their neighbourhood
As all voids are surrounded by objects, all objects are embedded within their duals, the voids, as well. In a typical candidate packing as shown in figure 8a, all objects are arranged as close as possible allowing only small adjacent voids. For a more loosely packed suboptimal configuration (figure 8b), the voids become larger. However, voids never vanish even in an Apollonian packing.
This observation leads to an introduction of the 'looseness' of each object within a packing as a measure of the degree of embedding in its respective neighbourhood. Hence we define the ratio as the looseness of a single object i, whereρ is the radius of the largest surrounding void from set V 1 and r 4 is the radius of the inner Soddy circle according to equation (3.2) . The smaller a looseness χ i (or, with other words, the greater the compactness 1 − χ i ) of an object, the tighter it is clamped by its relatives which leads in turn to higher packing fractions φ. For example, two 'loosely packed' regions in figure 8b can be recognized in the east and north. By definition (3.10), we get always non-negative values χ i ≥ 0, with equality only ifρ = r 4 . This is especially the case in an asymmetric Apollonian packing (figure 8c), where every hole is a 'tricusp' [29] , constructed by equation (3.2), and where the corresponding void is caged within three mutually touching objects. In order to measure a loosenessχ for the whole packing, we define a weighted mean
where both sums are taken over all objects. To choose the object's radii r i as the weights has the effect that all small rattlers (whose locations are irrelevant within the packing) should affect the overall looseness as least as possible. The evaluation of looseness may be of great value for a preselection of objects for some heuristical methods as in the exchange heuristic ( §3g). Any reduction of the cardinality of object sets being involved in such methods would decrease the computation time. For instance, objects with a small looseness (i.e. tightly packed circles) obviously should not be rearranged. Also, the detection of tightly packed clusters of objects within a packing may be advantageous in order to save their compact structure in rearrangements.
(e) Object jumping strategy
Now the remaining problem is to establish a protocol how objects have to jump in order to yield a high packing fraction. It is useful here to distinguish between following different classes: (i) all objects (A), (ii) only boundary objects (B), (iii) only fixed objects (F), (iv) only interior objects (I), and (v) only rattlers (R) as sets of sources, and between (vi) all voids (A), (vii) only boundary voids (B), and (viii) only interior voids (I) as sets of destinations for object jumping. Then 15 strategies are possible:
any object into any void (AA), fixed object into interior void (FI), any object into boundary void (AB), interior object into any void (IA), any object into interior void (AI), interior object into boundary void (IB), boundary object into any void (BA), interior object into interior void (II), boundary object into boundary void (BB), rattler into any void (RA), boundary object into interior void (BI), rattler into boundary void (RB), fixed object into any void (FA), rattler into interior void (RI), fixed object into boundary void (FB).
The following procedure is applied for each of these movements. At first, all sources (objects) and all destinations (voids from set V 2 ) are sorted in separate lists by descending size. Next, for every source, a suitable destination is determined such that the largest available void in which the object will fit is taken as the corresponding destination. After the jump took place, both source and destination are deleted from their lists. Repeat until one list is empty or no void is available anymore. Another variant is to take the smallest available void that fits, or some void between the largest and smallest. Therefore, we introduce a void selection parameter λ for the destination: let x s and x l be the indices of the smallest and largest void, respectively, in the list of destinations. Then a linear mapping λ ∈ [0, 1] → x ∈ [x s , x l ] allows a size-controlled selection (λ = 0 means 'always take the smallest available void', λ = 1 means 'always take the largest available void'). Unfortunately, small rattlers often prevent the detection of larger voids in some situations (as object 2 in figure 7b ). Especially, strategy RA with λ = 0 seems to be a promising candidate to get rid of such blocking rattlers. Nevertheless, it should be noted that all results in §4 are obtained by λ = 1. 
Here, expansion stands for the 'usual' procedure to densify a packing ( §3f). So we are faced with a huge amount of possibilities to tidy up suboptimal packings. It is left to exhaustive numerical experiments which of these strategies are best suited in general.
(f) Expansion procedure and initialisation All algorithms proposed in the preceding subsections are additional methods to increase the packing fraction φ besides the standard procedure to generate a feasible packing which is called expansion in this context. The result of such an expansion trial is a locally jammed packing [30] (with only a local maximum of φ) which can be further rearranged into a collectively jammed packing with small effort. The expansion procedure used by the author belongs to the class of threshold algorithms with iterative improvement [31] . In a typical simulation run, all objects constantly wriggle inside the container (FCA) like atoms in a two-dimensional gas until they consolidate into a jammed structure. This behaviour is similar to the well-known billiards simulation algorithms [32] . The temperature T, which is in fact the amplitude of the movements, plays the key role. During an expansion trial, the temperature decreases gradually from its initial value T i ≈ 10 −2 · · · 10 −3 (depending on N) to the numerical tolerance ≈ 10 −12 (as introduced in §2). Every time when the overlap-free condition ω ij ≥ − for all i, j is fulfilled (i.e. a feasible packing is obtained), the size of all objects can be increased by a constant factor. This uniform scaling saves the given radial distribution of the objects during the expansion process. If no feasible packing can be achieved, all radii must be decreased proportionally.
These alternating changes (like a ratchet) are known as the Pulsating Disk Shaking algorithm [33] . At the end, the whole packing is frozen in its final state representing a local optimum, where all fixed objects are locally jammed. This process can be repeated over and over again with many different initial packings under varying protocol-dependent parameters until satisfying results have been achieved. Compared to the Metropolis algorithm [34] , where thermal probabilities decide whether a current state of lower energy (i.e. density) may be accepted or not, the algorithm used here is unconditionally greedy and always strives towards a jammed state as fast as possible. The vast amount of random initial configurations will also cover the landscape of local optima like the Metropolis algorithm.
In this work, a RSA process [24] (as one of many opportunities to initialize the arena) is used for the generation of random initial non-overlapping packings with a predefined density
. With R = 1 and r i = c 0 i, we find
for the scaling factor c 0 (and the radius r 1 of the smallest object). The initial packing fraction φ RSA serves as an input value and is chosen from numerical experiments as large as possible such that its value is just below the surface coverage θ 2 at the RSA jamming limit. Due to the polydispersity, φ RSA = 0.60 . . . 0.77 (table 1) can be chosen significantly higher than the corresponding value θ 2 = 0.547 ± 0.002 for monodisperse discs [22] . Starting with the largest object, all objects are deposited into the container in descending order by size. These initial configurations, which come with the guarantee of feasibility, are densified in turn by the expansion procedure into locally jammed packings.
Although the expansion algorithm is very simple, it performs quite well after some code optimization. The expansion procedure used here is beyond the scope of this article and has not been published yet anywhere in detail; this will be done in a forthcoming paper. However, it has been used to achieve putative optima for several classes of packing problems, most of them are available at http://www.packomania.com. 
(g) Exchange heuristic
The application of the methods alone mentioned above will not yield results that are candidate packings. In the case of the r i = i polydispersity, all solutions found up to N ≈ 30 by the massive effort of dozens of researchers seem to be really serious candidates (figure 1). It needs special heuristics to boost a suboptimal solution. The author (and many others, cf. Ye et al. [3] ) uses swap and shift procedures (the exchange heuristic) for this purpose. A single swap of two objects consists simply of an exchange of the coordinates of the circle centres of both partners. For N objects, we count a maximum of N 2 possible single swaps. Every swap is followed by an application of the expansion procedure with the hope of getting a better solution. In practice, if both partners are too much distinct by their radii, the chances to improve the best solution found so far are small. What is still missing is a criterion that can predict the chance of an improvement in order to reduce the huge amount of O(N 2 ) single swaps significantly. It is left to future investigations how the looseness χ i (as a possible new local order parameter) can serve as an estimator in advance to select or reject swap pairs (cf. item (v) in §5).
Nevertheless, multiple swaps of objects (as of two pairs, three pairs, and so on) or shifts of objects are also possible. For example, a shift of three objects with indices i, j, k consists of the assignments Table 2 . Obtained packing fractionsφ exp , loosenessesχ exp , and elapsed times (in seconds) for expansion proceduret exp , contact graph generationt g , hole determinationt h , and void detectiont v1 ,t v2 (averaged over 10 independent runs), and input parameters initial temperature T i , cycle frequency cf and gap limit ω exp . or, in reversed direction,
As in the case of swaps, every shift is followed by the expansion procedure which acts as a 'working horse' here. Finally, any combination of swaps and shifts (not only for three objects involved) can be tried to push up the packing fraction.
Results
All proposed algorithms are implemented as highly optimized C++ programs as well as the expansion procedure. Two compute nodes running Linux with a total of 28 Intel R Xeon R cores and 324 GiB of memory are used for numerical experiments.
The averaged results from the RSA initialization process are presented in table 1. Ten independent packings were created for every N in the range 16-100 000 (logarithmically spaced). The more the circles are deposited, the higher the initial density φ RSA can be chosen, and the more placement trials are needed. All averaged numbers of half-edges of the contact graph, holes and voids grow linearly with increasing N, while the radii of the largest voids decreases as O(N −1/2 ). All packings-and all other results as well-are available electronically at http://www.packomania.com/voids/. In the next step, all these 200 packings generated by RSA initialization were densified by the expansion procedure without object jumping. The obtained averaged values of the packing fractionsφ exp , the loosenessesχ exp and the elapsed times for running the expansion procedurē t exp , the contact graph generationt g , the hole determinationt h , and the void detectiont v1 ,t v2 are displayed in table 2. It should be mentioned that the values ofφ exp andt exp depend on some parameters (those given in columns 2 and 3, namely the initial temperature T i and the cycle frequency cf ) used in the expansion procedure which control the amount of collisions of the objects and which can be freely chosen. The values ofφ exp for large N show that the density of the maximally random jammed state (MRJ) lies in the interval φ MRJ = 0.8575 ± 0.0005. With the relation [35] φ
8 is the dispersity parameter for r i ∝ i, we can estimate 'backwards' the packing fraction φ rcp = 0.8425 of monodisperse circle packings which is discussed controversially in the literature [36] .
Furthermore, the results show that the total timet g +t h +t v1 needed for the void detection is much smaller than the timet exp required by the expansion procedure. The elapsed timet v2 denotes the time of extraction of set V 2 from set V 1 . The measured runtime complexities oft g (N), t h (N) andt v2 (N) are of O(N 2 ), whilet v1 (N) seems to scale as O(N 3/2 log N).
The numbers of holes n h and voids n v1 , n v2 as a function of the gap limit ω max are shown in figure 9 . For large values of ω max , we observe a maximum of overlapping voids where n v1 2N. In this limit of saturation, all objects are properly surrounded by voids. The fraction |V 2 |/|V 1 | of non-overlapping voids compared to all available (overlapping) voids is approximately 86.6% in the large-N limit. For too small values of ω max , we obtain often underdetermined contact graphs as shown in figure 3a. To summarize these experimental results, twice the number of objects is a safe upper bound for the number of holes and voids. It should be noted that ω RSA must be chosen larger than ω exp as reported in tables 1 and 2 since the RSA process has a lower initial packing fraction φ RSA . In the expansion step, the gap limit must be lowered because the objects are coming closer and closer until they jam. Overdetermined contact graphs as shown in figure 3b must be avoided here. Figure 10 shows how objects are rearranged by some of the proposed strategies: initial configuration with all non-overlapping voids (figure 10a), after application of strategy AB with 17 moves (figure 10b), and after application of strategy FI with five moves (figure 10c). Any movement which fills the boundary voids has a favourable effect since voids along the container border are generally larger than interior voids. This is a direct consequence of equation (3.1) . For instance, tiny object 5 prevents a detection of a larger void between objects 49 and 50, and is moved away by strategy AB in order to make space (figure 10b). On the other hand, it is sometimes not advantageous to move objects unconditionally. Object 17 (below object 49, χ 17 = 0.049) nearly perfectly fills a 'square-shaped' hole such that a removal from this location is disadvantageous, another example is object 30 (between objects 47 and 48, χ 17 = 0.071). Therefore, the looseness χ i -defined by equation (3.10)-can serve as a measure whether a movement of object i is advantageous or not. The smaller the value of χ , the better the object fits into the 'filled void' and should be left at this place.
The radial distributions of the objects and voids for N = 100 and N = 1000 are shown in figure 11a ,b, respectively. The interval [r 1 , r N ] for the object's radii is divided into 50 equally sized subintervals, and, by r i = i, we get an uniform distribution of the object's radii. The corresponding interval [ρ 1 , ρ n v2 ] for the voids is partitioned in the same way to get the distribution of the void's radii. As the histograms show, there are many (even larger) voids that can be filled by small objects. Furthermore, it can be conjectured that the distribution of the void's size is log-normal.
In order to find a favourite moving strategy, a performance evaluation of a single application of a movement has been carried out. If we append one moving strategy followed by an expansion trial to a randomly generated packing, we observe a clear favourite: strategy FA (fixed object into any void), followed by the strategies IA, AA and FI. This result proves the conjecture true that at first all jammers should be moved into voids. To be independent from the initial value of φ 0 , the gain in packing fraction φ = φ 1 − φ 0 , where φ 0 and φ 1 are the values before and after application of the moving strategy (followed by an expansion trial), respectively, was calculated for 50 000 randomly created sample packings. The results are reported in table 3. For two successive applications of movements, the result is slightly different (table 4). In the first movement, all interior objects have to jump out into possible voids (strategy IA), while in the second movement strategy FA is the best choice. Other combinations like AA-FA, IA-FI or FA-FA also yield an acceptable gain φ. Figure 12 shows the densest packing for N = 630 which could be obtained after thousands of exchange, expansion and jumping trials. It has a packing fraction of φ = 0.8896 that is far beyond the 'random barrier' of φ MRJ = 0.8454.
Summary and outlook
An algorithm has been designed and implemented to analyse unoccupied areas in unequal circle packings by graph theoretical methods. It allows the detection of free circular regions inside any packing that necessarily diminish the packing fraction. By a rearrangement of some subsets of objects, a densification can be easily achieved by an appropriate object jumping strategy. Every time when the smallest jammer is smaller than the largest void, a jump-away of the jammer followed by either an immediate or later expansion step should result in an increase of φ. 
