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1. INTRODUCTION 
Perron’s theorem on positive matrices [12] and its generalization by 
Frobenius [7] have interested mathematicians since the results appeared 
at the beginning of this century. 
Numerous proofs of both are available as well as further generalizations, 
e.g., [l-6, 8-11, 14-171. 
The purpose of this paper is to present a geometric view of the theory 
of nonnegative matrices including a basically geometric proof of Frobenius’ 
theorem. 
Here is a summary of our approach: geometric terms are defined in 
Section 2, most matrix theoretic terms are defined in Section 3, Perron’s 
theorem is stated in Section 4, and Frobenius’ theorem is stated in Section 
6. 
We consider a nonnegative matrix A to be a linear mapping of the 
set C of all nonnegative column vectors into itself. We call nn,, A”(C) 
the core of A. It is shown (Theorem 2.1) that the core is a (polyhedral) 
cone with finitely many edges and that (Theorem 2.2) these edges are 
permuted by A. In particular, if A is positive then (Theorem 4.1) the 
core is a single ray generated by a positive vector $ which is therefore 
a positive eigenvector for a positive eigenvalue il. It follows (Theorem 
4.2) that lim,_,(;i-lA)” is a matrix whose columns are positive multiples 
of 9. Perron’s theorem is a corollary of Theorem 4.2. If A is indecomposable 
it is shown (Theorem 6.1) that Rk is a direct sum of coordinate subspaces 
* This work was done under National Rescarch Council of Canada Grant X4041. 
Linear Algebra and Its Applications 4(1971), 297-312 
Copyright 0 1971 by American Elscvier Publishing Company, Inc. 
298 N. J. PULLMAK 
Si (i.e., subspaces spanned by standard basis vectors) each containing 
a distinct edge G, of the core in its positive orthant. A permutes these 
edges cyclically and maps the subspaces Si one into the next so that 
A: Si + Si+l with S, = S,, where d is the length of the cycle. Thus 
Ad maps each Si into itself. We then apply Theorem 4.2 to the restriction 
of Ad to Si to obtain a generalization of Theorem 4.2 (Theorem F) from 
which we obtain Frobenius’ theorem. 
This approach is an extension of the treatment of stochastic matrices 
given in [13]. Although parts of the present paper could be obtained by 
employing their analogs for stochastic matrices, we felt that a more 
unified and coherent presentation would be obtained by a direct treatment. 
2. SOME GEOMETRIC PRELIMINARIES 
We call a subset C of a real vector space V a cone if and only if C is 
closed under addition and under multiplication by positive scalars, and 
the origin is in C. (Properly speaking, C is a “convex cone with apex at 
0,” but for our purposes the word “cone” will do.) 
Since the intersection of any family of cones is also a cone, we may 
define the cone generated by a subset S of P as the intersection of all 
cones containing S. We denote this cone by g(S). 
If a cone is finitely generated (i.e., generated by a finite set), then 
there is some minimal number of points necessary to generate the cone. 
We refer to this number as the size of C and denote it by o(C). 
The cone generated by a nonzero point is called a ray. The cone 
generated by the origin will be denoted by (0). If X is a ray of the normed 
real vector space I’, the (unique) point x of norm 1 generating X is called 
the unit generator of X. If Y is a ray whose unit generator is y, we define 
pw, Y) = 11% -YIl. 
Then p is a metric on the set of all rays of P. It then follows that the set 
9?(C) of all rays in C is compact if C is finitely generated. 
THEOREM 2.1. .%q’$ose {C,, C,, . . ., C,, . } is a sequence of finitely 
generated cones which is faested domaward by in&&on (i.e., Cntl E C, 
for all n > 1). If, for some m 3 0, the size of each C, is ?rt, then the intersec- 
tion of the C, is also a finitely generated cone whose size is at naost m. 
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Proof. We may assume that no C, = (0). Each C, is generated 
by a union of rays G,,, Gn2,. . . , G,,. The compactness of B(Ci) implies 
that the sequence (G,,, Gsi, . . . , Gnl,. . . } has a subsequence {G,,i, GnB1,. . , 
G ntlr. . . } converging to a ray G,. If K = nnaO C,, then G, is a ray of 
K because the sets %?(C,) are nested and closed. 
Now K = nlai C,, because the C, are nested, so we may assume 
without loss of generality that limn_co G,, = G,. Proceeding similarly, 
we can obtain rays Gi, G,, . . , G, of K such that lim,, Gni = Gi. If 
we let K’ = V?(ubl GJ, then o(K’) < m; therefore it only remains to 
prove that K’ = K. 
Clearly, K’ G K. Suppose there is an x in K which is not in the 
convex set K’. Let H be a hyperplane separating x from K’. Some C, 
must lie on the side of H opposite x (because limn_no Gni = Gi and each 
Gi is on the side of H opposite x). On the other hand, x is in each C,. 
This contradiction establishes that K E K’ and completes the proof 
of Theorem 2.1. 
The earliest statement most closely related to Theorem 2.1 that we 
have found in the literature (we were unaware of it when [13] was written) 
is a parenthetical remark in Samelson’s paper [14]: “Incidentally, 
as [an] intersection of a decreasing sequence of simplices, d itself is a 
simplex” -no proof was given. 
In the context of [14] the remark may be interpreted to mean that 
(and this is equivalent to Theorem 2.1) the intersection of a decreasing 
sequence of convex polytopes (of the same number of vertices) is a convex 
polytope. The restriction on the number of vertices is necessary since, 
for example, a disk can be represented as an intersection of circumscribed, 
regular, convex polygons. 
At any rate, Samelson did not use the remark in his proof of Perron’s 
theorem. 
Although Theorem 2.1 is equivalent to the statement about convex 
polytopes (a proof of which can be found in [13]), a direct proof is given 
in the present paper for the sake of making this paper self-contained. 
Linear Operators on Cones. The image of a cone under a linear mapping 
f is also a cone. If f maps a cone C into itself, i.e., if f is a linear operator 
on C, then each iterate f”(C) is also a cone and hence the intersection of 
all the iterates is also a cone. We call this cone the core of f. 
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If C is finitely generated, then so is f(C); in fact f cannot increase 
the size of C. Therefore o(fn(C)) < o(C) for all n. Since the iterates are 
nested, it follows from Theorem 2.1 that: 
COROLLARY 2.1. The coye of a linear operator on a finitely generated 
cone C is finitely generated, and the size of the core does not exceed the size of C. 
Even if f is continuous as an operator on the points of C, it need not 
be continuous on the rays of C because the image of some ray might be 
(0). It is, however, easy to prove that: 
LEMMA 2.1. If V is finite-dimensional and f is a linear operator on 
the cone C, then 
(i) f is continuous at each ray of C which is not in the kernel of f, and 
(ii) unless f is nilpotent, f is continuous at each ray of some iterate 
f”(C). 
The next lemma follows from Lemma 2.1 and the compactness of 
the set of rays in each f”(C). (We leave the proof to the reader.) It tells 
us to some extent what we can say about f if we know the size of its core: 
LEMMA 2.2. If f is a linear operator on the finitely generated cone C, 
then 
(i) core(f) = (0) iff f is nilpotent, 
(ii) core(f) is a yay iff for some yay G: lim,,, f”(X) = G for all rays 
X in some f”(C). 
We shall also need the fact that, if F is a continuous mapping of the 
compact set S into itself and K = nn,,, Fn(S), then F(K) = K. This 
was also used in [14]. We should point out in this connection that the 
observation that n++, Fn(S) = nn,, F”(S) suffices to show only that 
F(K) 5 K; the continuity of F and the compactness of K cannot be 
dispensed with entirely. But it is not too difficult to prove that K c F(K) 
using those two assumptions: Let y E K; then we can obtain a sequence 
{yl, yz.. . .} such that y = F(y,), where yn E F”-l(S), converging to some 
z E S. Actually, z E K (because each P(S) is closed), and so we have 
y = lim _m F(y,) = F(z) and hence y E F(K). 
LEMMA 2.3. If f is a linear operator on the finitely generated cone C, 
then f(core(f)) = core(f). 
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Proof. Lemma 2.l(ii) ensures that f is continuous on some iterate 
f”(C). This iterate is compact because it is finitely generated. Therefore 
f(nnan, f”(C)) = nnant f”(C) and hence f(core(f)) = core(f). 
If C is a cone and X is a ray of C which is not contained in %?(Y U 2) 
for any other two rays Y and Z of C, then X is called an edge of C. 
Some nontrivial cones (the real plane, for instance) have no edges 
even though they are finitely generated. However, if a finitely generated 
cone is pointed (i.e., it contains no one-dimensional subspace), then it is, 
in fact, generated by the union of its edges, and its size equals the number 
of edges it contains. 
THEOREM 2.2. If C is a pointed, finitely generated cone and f is a 
linear operator on C, then f permutes the edges of its core. 
Proof. Let K = core(f). K is a pointed cone because it is a subcone 
of the pointed cone C. Therefore K is generated by the union of its edges 
(K has only finitely many edges by Corollary 2.1). We may assume that 
K # (0). 
Suppose Gi, Gs, . . , G, are the edges of K. Gj = f(X) for some ray 
X of K by Lemma 2.3. But X E ~~=i Gi because uy=i Gi generates 
K, and therefore Gj c ~~=, f(GJ. Since G, is an edge, we then have 
Gj = f(GJ for some i and hence f permutes the edges of its core. 
3. NONNEGATIVE MATRICES-SOME GENERAL REMARKS 
A k x k real matrix A whose entries aij are nonnegative is called a 
nonnegative matrix and we write A 3 0. If each aij > 0, then we say 
that A is positive and we write A > 0. 
Similarly an element x of Rk (which we shall consider as a column 
vector) is called nonnegative (or positive) if all its entries are nonnegative 
(or positive), in which case we write x > 0 (or x > 0). In addition, we 
shall write x < y or y 3 x when y - x 3 0. 
We adopt the view that each such matrix is a linear operator on the 
cone C consisting of all the nonnegative elements of Rk. C is a pointed 
cone and it is generated by the standard basis vectors e,, e,, . . . ) eB (the 
columns of the k x k identity matrix). We may therefore apply Theorem 
2.2 to conclude that A permutes the edges of its core. We denote this 
permutation by II(A). Thus g(A) is defined for all nonnilpotent matrices. 
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If A is nilpotent we can adopt the convention that 0 is an “edge” of {0}, 
so that in this case 17(A) is the identity permutation. 
n(A) distributes the edges of the core into various cycles. A typical 
cycle consists of d distinct edges: G,, Gi,. . . , G,_,, where Gi = Ai 
and Ad(G,) = Gi for 0 < i < d. 
There is a useful connection between these cycles and the spectrum 
of A : Suppose A is not nilpotent and G is one of these Gi. If g generates 
G, it follows that Ad(g) = 1g for some ;i > 0 (and 2 is independent of the 
choice of generator of G). 
Therefore, if we let ,U be the positive real dth root of il and let v = 
~~~~ ,uiAig, a straightforward computation shows that Av = pv and 
hence that v is a nonnegative eigenvector for the positive eigenvalue ,u. 
If A is nilpotent, then some basis vector of Rk is an eigenvector for 
the eigenvalue 0. Consequently, every A (3 0) has at least one nonnegative 
eigenvector-at least one for each cycle in L!(A) -and (if A is not nil- 
potent) the corresponding eigenvalue is positive. 
We shall say that a ray is positive if one (and hence each) of its generators 
is positive. 
LEhfbfA 3.1. If A 3 0, then the core of A camot have rnoye than one 
positive edge. 
Proof. Suppose G and H are positive edges of the core, t is the order 
of n(A), and g and b generate G and H, respectively. Then there exist 
1 > 0 and ,u > 0 (independently of the choice of generators g and b) sucll 
that Aig = lg and Atb = pb, Assume ii < ,u. 
Select an index i such that y#-l < y3bj-l for all j, then put lz == 
y&‘-lb and x = g - h. It follows that x > 0. Rut Af > 0 and hence 
0 < Atx = /lg - ph. Therefore 0 < Ayi - pyi, but g > 0 and thus 
ii > ,u. Consequently, A = p. If x = 0, then G = H and we are through. 
If x # 0, let X be the ray generated by x. It follows that G c X + H, 
but X is in the core of A because Atx = iix. Since G is an edge of the 
core, it follows that G = H. 
4. POSITIVE MATRICES 
THEOREM 4.1. If A is positive, then the core of A is a positive ray. 
Proof. Lemma 2.2(i) implies that the core of A has at least one edge. 
All the nonzero elements of A(C), including those of the core, are positive 
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because A(C) is generated by the columns of A and these are positive 
elements. Therefore all the edges of the core are positive and the theorem 
then follows from Lemma 3.1. 
It will be convenient for us to use the Ii-norm (i.e., 11x11 = cf=i ltil) 
in the remainder of this section. 
The unit generator @ of the core of a positive matrix A will be called 
the Perron vector of A. We have just seen that $ > 0. Since A fixes 
its core, we have A# = &#J for some 1 > 0. This eigenvalue 3, of A will 
be called the Perron value of A. 
THEOREM 4.2. If i and p aye the Perron value and vector of the positive 
matrix A then, for some le, > 0, 
lim (;l-lA)” = pwtr. 
n-m 
(Actually, w > 0 as u’e shall see in Corollary 4.2,) 
Proof. Let B = ii-lA and bin denote the ith column of Bn. If b 
is the reciprocal of the smallest entry in p, then, since p = BnP for all 
n, we have @ 3 bin and hence p 3 1 Ibi”l 1 for all n. A subsequence {bi”m} 
must converge to some point yi. Since yi E core(A), it follows that yi = 
o& for some coi > 0. The fact that p 3 1 lbinl/ for all n implies that 
/I@4 e ~ll~ll f or all x and n. Let e > 0. Then there exists an N such 
that lib: - yill < .$-l and hence jlBn(b;V - yi) j 1 < E for all n. Con- 
sequently llbin+*” - o,pli < E for all n, and hence 
If we let w = [pi, cus,. . , wkltF, then 
p =ltzEPp = p(z@p) ; 
thus (z@p) = 1 and hence 0 # W. 
COROLLARY 4.1. If il and p are the Perron value and vector of A, then 
IpI < I for each eigenvalue p # ;i. 
Proof. If Ay = ,uy, where 0 # y E P and ,D E V, then p&*y = 
lim,_,(il-rA)“y = lim,_,(l-l~)~y and hence the sequence {(kl,~)“} 
has a limit. Therefore 1,~ < il unless p = il. 
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COROLLAW 4.2. The vector w of Theorem 4.2 is positive. 
Proof. A” > 0; therefore its Perron value must be L by Corollary 
4.1. Rut lim ._,(()3-1..4)t’)” = 7qV and hence zw is a positive multiple 
of the Perron vector of At’. Therefore w > 0. 
COROLLARY 4.3. Tlze Perron value 2 is (algebraically) siw$le. 
Prooj. The Jordan form for A has only one block involving 1 and 
that block is 1 x 1 because rank(lim,+,,(I-lA)“) = 1 by Theorem 4.2. 
Theorem 4.2 and its first and third corollaries prove: 
PERRON’S THEOREM. Every positive matrix has a siwaple, positive 
eigenvalue 1 belonging to a positive eigenvector and, if p is any other eigenvalue, 
thm IpI < 2. 
A nonnegative matrix A, one of whose powers, say ALA, is positive, 
is said to be primitive. The core of such a matrix is a ray because the core 
of A” is the core of A for any A 3 0. We may therefore define the Perron 
value and vector of a primitive matrix A to be those of A”, and the con- 
clusions of Theorem 4.2 and its corollaries (including Perron’s theorem) 
also hold for primitive matrices. 
Although it might appear at first glance that, conversely, if the core 
of a matrix is a positive ray then the matrix is primitive, this is in fact 
not true. For instance, 
0 1 
A=0 1 i  
is not primitive even though its core is generated by 
1 iI 1 
We can, however, prove: 
L~arx.k 4.1. A is primitive if (and 
(9 no column of A is zero, and 
(ii) the coye of A is a positive yay. 
only ii) 
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Proof. Sufficiency is all that remains to be proved. Suppose K, 
the core of A, is generated by the positive unit vector g. Denote the jth 
column of An by ujn ; then ajn = Anej, where ej is the jth standard basis 
vector. If Xj is the ray generated by ej, we have lim,,, A”(X?) = K 
by Lemma 2.2(ii) and assumption (i). Therefore g = lim,,, ainl lainli--l 
and hence ain > 0 for all sufficiently large n, say n 3 JVj. Consequently 
A” > 0 if N = maxi M,. 
Although the asymptotic behavior of the powers of a nonnegative 
matrix is largely determined by the core and its permutation, we must 
also consider the position of the core to get a better understanding of 
what happens to the entries in the powers of the matrix. 
5. THE POSITION OF THE CORE 
Let 99 denote the set of the k standard basis vectors of Rk. The cones 
generated by the 2k subsets of 9 will be called coorahate cones. If T is a 
subset of C (the set of all nonnegative vectors in R”), then there is a unique 
coordinate cone C(T) of minimal size containing T. We call this cone 
the carrier of T. The subspace of Rk generated by C(T) is denoted by 
S(T). It consists of all x - y such that x, y E C(T). It can also be described 
as the subspace spanned by the standard basis vectors which generate 
C(T). 
If x is a nonnegative vector, then its carrier is the cone generated by 
those e, E B for which ti > 0. Therefore, if we put J(x) = {i: Ei > 0}, 
then C(x) = {y E C: J(y) E J(x)}. Consequently, 
LEMMA 5.1. (i) C(x) G C(y) iff J(x) G J(y), and 
(ii) if 0 < x ,( y, then C(x) G C(y). 
LE~3r.4 5.2. Suppose A is a nonnegative k x k matrix. 
(i) If C(x) c C(y), then C(Ax) _C C(Ay), and hence 
(ii) C(x) = C(y) im@ies C(Ax) = C(Ay). 
Proof. Suppose J(x) c J(y). According to Lemma 5.1(i) it suffices 
to show that J(Ax) c J(Ay). If i E J(Ax), then for some t E J(x) we 
have aitlt > 0. This implies that aitvt > 0 because J(x) c J(y) and 
hence i E J(i2y). 
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LEMMA 5.3. If A is a nonnegative k x k matrix and x > 0, then 
(i) A(C(x)) 5 C(Ax), and hence 
(ii) A(S(x)) E S(Ax). 
Proof. C(Ay) G C(Ax) for all?/ E C(x) by Lemma 5.2(i) ; consequently 
A(C(x)) c C(Ax). 
Theorem 2.2 stated that A permutes the edges of its core. In Section 
2 we saw that, if G is one of the core’s edges, then Ad(G) = G for some 
d > 0. It follows from Lemma 5.3(i) that Ad(C(G)) E C(G). If we let 
D = C(G) and define R(x) = Adx for all x ED, then B is a linear operator 
on D. 
LEMMA 5.4. (i) H is an edge of core(B) if and only if H E D and 
H is an edge of core(A), 
(ii) core(B) = D n core(A), 
(iii) distinct edges of core(A) have distinct carriers. 
Proof. (i) Core(B) s core(A) because D E C. 
(ii) Suppose H L D and H is an edge of core(A). At(H) = H for 
some t > 0. Therefore H c n_, EF(D) = n_, lF(D) = core(B). 
This implies that H is an edge of core(B) as well as of core(A) by (i) and 
the definition of edge. 
(iii) Suppose H is an edge of core(A) and C(H) = D. H must be 
an edge of core(B) by (ii). Lemma 3.1 implies that G is the only edge 
of core(B) whose carrier is D. Consequently H = G, establishing Lemma 
5.4(iii). 
Suppose H,, H,, . . . , H, are the edges of core(A), that h2,, h,,. . ., h, 
generate these edges, and that x E D fl core(A): 
for some tci > 0 because x E core(A). If cc( > 0, then Lemma 5.l(ii) 
implies that H, _c D and hence Hi is an edge of core(B) by (ii). Therefore 
D n core(A) E core(B) which, along with (i), establishes Lemma 5.4(ii). 
If x generates an arbitrary edge H of core(B), then x E D n core(A) 
by (i) and therefore, by the preceding paragraph, H is contained in a 
sum of edges Hi of core(B). Since H itself is an edge of core(B), there 
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must be some i such that H = H, and 
core(d). Thus every edge of core(B) is 
with (ii) this establishes Lemma 5.4(i). 
consequently H is an edge of 
an edge of core(d). Together 
A principal edge of the core is one whose carrier is of minimal size. 
LEMMA 5.5. If G is a jwincipal edge of core(A), then G = core(B). 
Proof. Suppose H is an edge of core(B). According to Lemma 5.4(i), 
H is an edge of core(A) and C(H) c D. The minimality of the size of 
D ensures that C(H) = D and hence (Lemma 5.4(iii)) H = G. 
COROLLARY 5.1. If H is a principal edge of core(A) and G = At(H), 
then G = core(B). 
Proof. Core(B) = nn,, Adfl(C(G)) ; therefore 
Adpt(core( B)) 5 n Ad”+d-t(C(G)) 
c n AyC(H)) by Lemma 5.3(i) 
n 
SH by Lemma 5.5. 
We then have G E core(B) c At(H) c G. 
6. INDECOhfPOSABLE MATRICES-FROBENIUS' THEOREhl 
A matrix P obtained from the identity matrix by a column permuta- 
tion is called apermutation matrix. Evidently Ptr = P-l for these matrices. 
A nonnegative k x k matrix A is said to be decomposable iff there 
exists a permutation matrix P and an 1 x 1 matrix E such that 
PA P-1 = 
and 
l,<_Z<k-1. 
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If A (3 0) is not decomposable, it is said to be i~decomposable. (The 
1 x 1 zero matrix is indecomposable.) 
It is easy to see that A is decomposable iff there exists a nonzero 
coordinate subcone C, other than C itself, such that A(C) c e; in other 
words, A is decomposable iff there exists an A-invariant, proper, coordinate 
subcone. 
If G, is an edge of the core of A, then, as we observed in Section 3, 
G, determines a cycle G,, G,,. . ., G,_, of 17(A). 
THEOREM 6.1. If G, is a $v&ci@al edge of a k x k indecomposable 
matrix, then R1 = S(G,) @ S(G,) 0. * . @ S(G,_,). 
Proof. Suppose X is a ray of C(G,) ; then A”(X) = 0 for no n because 
A is indecomposable. Therefore (by Lemma 2.2(ii) and Corollary 5.1), 
lim B,“(X) = Gi. 
Vi--f K’ 
Therefore, if X is also a ray of C(G,), then 
Gj = lim R,“(X) = lim Ad”(X) = lim B,“(X) = Gi, 
n-m n4 % II4 Z 
and hence S(G,) fl S(G,) = (0) when i # i. 
2::; C(G,) is A- invariant because A (C(G,_,)) z C(G,) by Lemma 5.3. 
C = 2::; C(G,) b ecause A is indecomposable and hence R” = @:I: S(G,). 
THEOREM 6.2. If A (3 0) is &decomposable, then there exists a permuta- 
tion matrix P such that 
0 0 A,- 
AI 0 0 0 
(4 P-lAP= 0 A, 0 .,. 
. 
A,_z 0 0 
0 O...O A,_, 0 
where the blocks 0% the diagonal are li x li zero matrices and all entries 
outside of the Ai are zero, and 
Lineav Algebra and Its A$plicatzons 4(1971), 297-312 
THEORY OF NONNEGATIVE MATRICES 309 
(ii) P-rAd$’ = 
a direct sum of primitive matrices Bi with a common Pewon value 1. 
Proof. Permute the columns of the k x k identity matrix so that 
the first 1, columns of the resulting matrix P span S(G,), the next 1, 
columns span S(G,), . . , and the last I,_, columns span S(G,_,). Let 
g’i denote the basis for S(G,) obtained by using these columns (i.e., by 
using the standard basis vectors in S(G,)). Lemma 5.3 implies that A 
maps S(G,_,) into S(G,). Therefore, if we let Ai denote the matrix of 
this mapping with respect to the bases gi_i and gi and apply Theorem 
6.1, we obtain part (i) of this theorem. By a slight abuse of notation let 
Bi also denote the matrix representation of the operator Bi using the 
basis gi. Since B, is the restriction of Ad to S(GJ, we see that P-lAdP 
is the direct sum of the B,. All that remains to be proved is that Bi is 
primitive. To do so we test the two requirements of Lemma 4.1: 
(i) No column of Bi is zero because Bi is a direct summand of the 
dth power of the indecomposable matrix P-IAP. 
(ii) The core of the matrix Bi is a positive ray because Corollary 
5.1 implies that the core of the operator Bi is the ray Gi, but all the gi- 
coordinates of a generator of Gi must be positive since all the elements 
of 9?i were chosen in C(G,). 
The following consequence of Theorems 4.2 and 6.2 provides a complete 
description of the asymptotic behavior of the powers of indecomposable 
matrices. 
THEOREM F. If A is a k x k &decomposable matrix, then there exist 
a permutation matrix P, a positive eigenvalue p of A and a matrix F such 
that 
(i) F is the direct sum of d positive square matrices each of rank 1, and 
(ii) lim_,(pu-lA)dn+i = (,&A)iPFP-l, 0 < i < d. 
Proof. Let ,U be the positive dth root of the common Perron value 
il of the Bi of Theorem 6.2; then (,~u-lA)~ = P(&i il-lB,)P-l. If we 
let F = lim,,, @~:~(L-lB,)~ and apply Theorem 4.2 we obtain Theorem 
F. 
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FROBENIUS’ THEOREM. If A is a k x k indecomposable matrix, then 






A d-l o- 
where the diagonal blocks are square zero matrices and the entries out of 
the Ai aye all 0; 
(ii) A has a positive eigenvalue p ; 
(iii) an eigenvector corresponding to p is positive, and p is a simple 
root of the characteristic polynomial of A ; 
(iv) if v is any eigenvalue of A, then Iv1 < p; and 
(v) if 8 is a complex dth root of unity, then 0v is also an eigenvalue of A. 
(The number d (the number of roots of modulus ,u) is called the “index 
of imprimitivity” of A. We shall see that in fact d is the number of edges 
of the core.) 
Proof. (i) (Theorem 6.2(i)). 
(ii) Let il be as in Theorem 6.2 and ,u be the real dth root of ;I; 
then (as in Section 3) v = ~~~~ ppiAigo is an eigenvector for the eigen- 
value f4. 
(iii) Let xi denote the projection of x onto S(G,). Since the C(G,) 
sum to C (Theorem 6.1) and uui generates Gi, it follows that v > 0. If 
Ah = ph, then Adhi = ilki and hence hi = aivi for some ai E p by Theorem 
4.2 applied to Bi. We then have h = c:Ii aivi and 2::; a,Av, = 
,u( ~~~~ aivi). Therefore ai = ao for each i because p-lAvi = vi+1 and 
hence h = a,p. Thus ,u is geometrically simple. Theorem F implies that 
the sequence { (~u-lA)~~} converges, so it follows from the Jordan form 
for A that ,U is algebraically simple. 
(iv) Suppose Ah = vh for some 0 # h E Pk. We then have (I-lAd)“h = 
(y-lv)dmh for all m. Theorem F implies that the left member converges. 
Therefore Iv1 <p. 
(v) If Aw = WJ, then, according to Theorem 6.2(i), Awi = VZJ~+~. 
Let h = 2::: Fwi; then Ahi = ve-iwi+I, and hence Ah, = vhi+,. 
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Therefore A/z = (~0)h. Since ze, f 0, it follows that h # 0 and hence ~0 
is an eigenvalue of A. 
The following lemma provides a geometric picture of indecomposability, 
and it also shows why the index of imprimitivity is the number of edges 
of the core. 
LEMMA 6.1. If A is indecomposable, then II(A) has only one cycle. 
Proof. Let H be an arbitrary edge of core(A) and /z be a generator of 
H. For each x E Rk let xi denote the projection of x onto .S(GJ. We then 
have 
d-l 
(jl-lAd)% = 2 il-“B,“h, 
i=O 
for all 92, 
and hence 
d-1 
lim (l-lAd)“h = cgi, 
*-CC s-0 
where gi E Gi by Theorem 4.2 applied to Bi. Some g # 0 since some 
hi f 0; therefore cfzi gi generates a ray-call it G. But (klAd)“h E 
Ad”(H) for all n; therefore lim,,, Ad”(H) = G. G is in the cone generated 
by the edges Go,. . . , G,_r and each Ad”(H) is an edge (Theorem 2.2). 
Therefore A”(H) = Gi for some m and i, and hence H is in the cycle 
determined by G,. 
Theorem F and Lemma 6.1 give us a concise geometric interpretation 
of an arbitrary indecomposable matrix : 
(1) the edges of its core are permuted cyclically by A, and 
(2) there is a decomposition of Rk into a direct sum of d subspaces 
each containing exactly one of the edges in its positive orthant. 
Conversely, any nonnegative matrix with no zero columns satisfying 
(1) and (2) is indecomposable. 
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