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П Р Е Д И С Л О В И Е
Комиссия Научные Вопросы Вычислительной Техники 
(НнВВТ) является органом, созданный для координации многосто­
роннего сотрудничества между Академиями наук социалистических 
стран по проблеме "Научные вопросы вычислительной техники". 
Комиссия была создана согласно решению I совещания Академии 
наук социалистических стран, которое состоялось в 1У62 году 
в Варшаве.
В рамках КНВьТ проводятся исследования в следующих 
направлениях :
1. вычислительные методы
2. Методы программирования
3. Теоретические основы вычислительной техники
4. Применение математических методов и ЭВМ.
Одной из главных форм сотрудничества являются Рабочие 
группы (РГ). РГ создаются для разработки особо важных задач 
по тематике IHBBT для решения конкретных научно-технических 
проблем, составления обзоров состояния определенных научных 
направлении и разработки технических заданий для создания па­
кетов программ. Тык правило РГ создаются сроком на четыре го­
да для выполнения конкретной определенной задачи. Заключитель­
ный научный отчет о работе РГ представляется председателем 
РГ на заседании IÜiBBT.
КНВВТ на XY заседании утвердила инициативный комитет 
по предложению о создании новой рабочей группы в направлении 
систем управления базами данных и информационных систем. В 
заседании инициативного комитета приняли участие представи­
тели ВАН, АН ГДР, АН СССР и ЧСАН.
Создание рабочей группы РГ-11 "системы управления ба-
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зaifui данш-Х и пнфоршадюнные системы" было утверждено на 
AVI заседании Комиссии многостороннего сотрудничества между 
а ьаттагл и Hiv in наук .хоцх^нлцстпческмх стран, которое состоялось 
с 8 по 1Û мая 1977 года в Гаване, Куба.
Ответственность для РГ-11 приняла Ьолгарская Ari, как 
i. <с ди е да 1 с дом Ubd предложен и у ± вор*, д, с xi ^^ ос • д* . ш • добре в • л& 
первом заседание Pi-11 (с у по 18 мая 1978 года,Гарна,НРБ)
licite O O iijjG (ДО 0,Дс1Т£sJifclú Oi-dj/i il/р CgUjjiO-iucíi t i  #ÿ r± 0^п\уй,01'1 С T a p íií ib i  Ii • c  •
Г.К.Столяров (Ай Соер), а как Секретарем - кащ,. мат. наук 
р.К.лпркова ( бАп ). как предотавпте л а м  ^ сотрудих^намщих в Р1—11 
Ап социалистических стран были утверждены: д.м.добрев для 
пАп; а .венцур для lAnj до iдуан для 1уАхи: в• Бельке для Ап 
ГдР; И.^дотет для АН кубы; Я.Банковски для ПАп; А.А.СТОг- 
Xï—II* ДЛЯ. Ахх ССС1 , хх.лаБЬЛ ДЛЯ ИОАхх•
Участники РГ-11 решили включить в план научного сотруд­
ничества следуйте направления:
1. Терминология и классификация систем управления ба- 
зах.ш данных (СУБд) и информационных систем (иС)
(ответственные д.м.добрев,А.А.Стогнип,Г.К.Столяров)
в. Разработка рекомендации по архитектуре, компонен­
там и интерфейсам в СУБД 
(ответственный д.Шуберт)
8. lieтоды описания и оценки сУЪд 
(ответственных! Я.Банковски)
4. Автоматизация проектирования информационных систем 
и банков данных
(ответственный А.Бенпур)
на втором заседании РГ-11 (с 29 по 31 января 1979 г., 
вудапемт,ГпР) в результате обсуждения было принято решение о 
расширении тематики РГ-11 новым направлением
5. Базы данных и информационные системы в вычислитель­
ном центре коллективного пользования (БЦВД) и в 
сети ЭБЫ
(ответственный д.М. добрев)
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Расширение тематики этим направлением считалось целе­
сообразным для проведения некоторых предварительных исследо­
ваний в связи с подготовкой условии будущих исследовании 
(эвентуально вне тематики РГ-11) в области систем управления 
распределенными базами данных (СУРБД).
По отдельным направлениям работа проводилась в рамках 
утвержденные РГ-11 национальные и многонациональные коллекти­
вы. Эти коллективы предоставляви на утверждение планы своих 
исследований и отчитывали свои результаты в РГ-11. для этой 
цели РГ-11 провела восемь заседаний, большинство из которых 
были сопутствованы провеждением конференциями или сессиями 
в некоторых из направлениях научных исследований РГт-11. Эти 
мероприятия были либо организованы, либо стимулированы со­
трудниками РГ-11. Б конце этого сборника в качестве приложе­
ния приводятся: Списк мероприятий РГ-11; Имена и адреса уча­
стников РГ-11 .
За время свое существование в заседаниях РГ-11 актив­
но участвовали 35 специалистов из восьми АН социалистических 
стран. Они являются ведущими специалистши сотрудничающих 
АН в области научных исследований РГ-11. Кроме того в работе 
РГ-11 принимали активное участие свыше 100 специалистов как 
в изготовлений отдельных рабочих или отчетных материалов, 
так и в организованных в рамках РГ-11 мероприятиях.
За время четырехлетнего существования в рамках сов­
местной работы РГ-11 были разработаны ряд материалов, неко­
торые из них были оформлены как научные публикации, а другие 
как отчеты в соответствующих научных направлениях.
Участники РГ-11 обращают особое внимание на оформление 
окончательных результатов исследований шлея ввиду, что этими 
результатами будут пользоватся широко в сотрудничающих стран. 
0 этой целью было принято решение:
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1. Опубликовать в отдельном сборнике научно-исследова­
тельские работы, завершенные в рамках РГ-11. Ответ­
ственность на опубликование этого сборника приняла 
на себя ВАН.
Этот сборник является первым изданием таких мате­
риалов.
2. Разработать итоговый отчет с рекомендациями о даль- 
нешиел работе в области систем управления базами 
данных (СУБД) и информационных систем (ИС), содер­
жащий в качестве приложения полученные по ходу сов­
местных исследований материалы.
Ряд научных результатов, полученные в рамках сотрудни­
чества по линии РГ-11? были опубликованы в разных ведущих жур­
налах. считается целесообразным в следующих изданиях сборни­
ка привести некоторые из них в переводе на русском языке, ес­
ли они были изданы на национальном языке.
Сотрудники РГ-11 очень признательны Руководству Иссле­
довательского института вычислительной техники и автоматиза­
ции (иИЬТА) Венгерской АН за предоставленная возможность опу­
бликовать этого сборника, а также и редакционной коллегии, 
которая тщательно отредактировала и отпечатала материалы 
этого сборника.
Ннваръ 19Ь2 года Председатель РГ-11 д.к.добрев
MTA Számítástechnikai és Automatizálási Kutató Intézete, Tanulmányok 131/1982 Proc. o f R G -1 1, KNVVT
ПРОБЛЕМЫ СОЗДАНИЯ ШЧИСАИТМЬНЫХ ЦЕНТРОВ 
КОЛЛЕКТИВНОГО ПОЛЬЗОВАНИЯ Ь КОМИТЕТЕ ПО
Е С С И
А. II. Александров
Комитет по ЕССИ
длинная система социальной информации (ЕССИ) предста­
вляет собой общенациональную систему для обхвата, обработки, 
сохранения и предоставления информации, необходимой для уп­
равления социально-икономическоро развития страны.
ццинная система социальной информации включает:
- информационные системы функциональных ведомств, 
как напримерь: планирование, статистика, финансово-кредитная 
система и др. ;
- информационные системы хозяйственных министерств, 
как напримерь: строительство, транспорт и др.;
- территориальные информационные системы.
Техническая база ЕССИ представляет собой система тех­
нических и программных средств сбора, подготовки, передачи, 
обработки и предоставления информации. Территориальные вы­
числительные центры являются основными элементами техничес­
кой базы ЕССИ.
Под вычислительным центром коллективного пользования 
(ВЦКП) понимаем вычислительный центр, обладающий информацион­
ными и вычислительными ресурсами, которые могут предоставлять­
ся широкому кругу потребителе^ через развитой сети коммуника­
ций (система телеобработки и связь с многомашинной сетью).
Из этого следует, что вычислительный центр коллективного 
пользования является основной составной частью в одной широ­
ко развитой системе для распределенной обработки данных.
Исходя из функций и задач Комитета по ЕССИ следует, 
что территориальные информационно-вычислительные центры 
(ТИЬЦ) должны развиваться как вычислительные центры кошлек-
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тивного пользования, так как в сущности они и теперь уже яв­
ляются центрами коллективного пользования, но в самом прими­
тивном виде. Для создания ТИЕЦ как ЬЦКП необходимо преодолеть 
следующие проблемы.
1. До сих пор приложение вычислительной техники в ок­
ругах НРБ шло путем создания ТИЬД, которые в дальнейшем иска­
ли своих клиентов на предприятиях, работающих в режиме локаль­
ной пакетной обработки. Этим путем можно автоматизировать и 
интензифицировать только последних 20% цикла сбора, обработ­
ки и использования информации, и из-за этого работа ТИБЦ ока­
зывается нискоэффективной. Чтобы интензифицировать всего цик­
ла необходимо охватывать информацию в процессе ее возникнове­
ния.
итак, ТИЕЦ-КП нельзя создать только усилиями ТИЪЦ и 
Комитета по ЕССИ, потому что, чтобы ТИЕЦ был центром коллек­
тивного пользования необходимо на предприятиях округа создать 
пункты сбора и первичной обработки данных. Создание ТИБЦ-КП 
должно идти не только в направление от ТИЕЦ к предприятиям, 
но и обратно. L противном случае ТИЕЦ останутся как сердце 
без кровеносной системы.
Итак, первая проблема создания ЕЦКП является страте­
гической. Эти центры могут создаваться только если их созда­
ние превратится в государственную политику, которая коорди­
нирует действий Комитета по ЕССИ и всех ведомств.
2. Для создания пунктов сбора данных и рунктов сбора 
и первичной обработки данных нужны серийно производимых типов 
терминалов и конечных устройств. Пока в социалистическом ла­
гере только ГцД производит технические устройства, которые 
частично могут ответить на эту необходимость. Эти устройства 
однако очень специфичны в техническом и программном отношений 
и поэтому их приложение в нашей стране бесперспективно.
Перспективы развития им ЭЕм и ЕС ЭЕм не вполне ясны. 
Министерство электроники и электротехники начинает разраба­
тывать различных программно-ориентированных комплексов (ПОК),
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предназначенных для передачи клиентам как готовую систему тех­
нических и программных средств. С нашей стороны не раз велись 
разговоры о включение в программу ПОК, необходимой^ для наших 
целей. Им даны подробные требования и примерную комплектацию 
необходимого ПОК-а. Итак, вторая проблема является техничес­
кой и состоится в том, что нет системы серийно производимых 
технических средств, при помощи которых можно создавать ЪЦШ.
3. Пока не существует явных экономиских стимулов для 
внедрения вычислительной техники на предприятиях. Этот фактор 
приобретает большую тяжесть в условиях нового экономического 
механизма. Тяжесть этого фактора покажем на следующих примерах.
Стоимость одного часа машинного времени приблизительно 
равна одной месячной зарплаты одного бухгалтера. Это означает, 
что за одного часа машина должна совершить больше работы, чем 
совершает бухгалтер за месяц, или что руководитель предприятиях 
во всех случаях предпочтет назначить одного бухгалтера,нежели 
платить за один час машинного времени. Для сравнения можно ска­
зать, что в некоторых странах стоимость 1 часа машинного време­
ни является 1/10 до 1/20 средней месячной зарплаты.
Ъопрос о стоимости 1 часа машинного времени связан и 
с ценой технических средств,которая относительно висока.
Так напримерь: стоимость одного неинтелигентното видео­
терминала на между народи ом рынке колеблятся от 1000 до 2500 до­
лларов, что равно приблизительно одной до двух с половиной 
месячных разплат. Отошлость аналогичного венгерского видео­
терминала больше двадцати средних годовых заработок. Ь таком 
случае за сколько времени и каким способом откупится исполь­
зованный терминал?
Партина усложняется тем, что для создания ьцКП необ­
ходимо использовать канала для передачи данных. Наем за каналы 
для одной системы телеобработки за год приблизительно равна 
стоимости системы, а это означает, что стоимость эксплуатации 
этой системы за год равна капиталовложениями при ее создании. 
Комитет по LCCM делал много раз усилия изменить необоснованно 
высокие цены за каналы и корректировать явные несообразности 
в тарифах, но до сих пор без существенного результата.
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Итак, третья проблема является экономической и отно­
сится не только к экономической эффективности БЦКП, но и к 
экономической эффективности от внедрения электронной обра­
ботки данных.
Пока общего решения поставленных проблем„нет. Б не­
которых конкретных случаях эти проблемы находят свое решение. 
Пути решения этих проблем видны только в реальной практической 
работе для постепенного создания в ТИБД необходимых информа­
ционных и технических ресурсов для их превращения в ЬЦКП.
»
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ПРОБЛЕМЫ УПРАВЛЕНИЯ В СИСТЕМАХ ИНФОРМАЦИОННОГО 
ОБСЛУЖИВАНИЯ КОЛЛЕКТИВОВ
П. Барнев, Кр. Марков
Институт математики Болгарской АН, София, НРБ
1, Введение.
Настоящая работа посвящена некоторым проблемам,свя­
занным с системой управления Абстрактной системы информацион­
ного обслуживания коллективов (СИОК) [1» 2, 3, 4, 5, 6, 7, 8}.
Напомним, что СИОК предназначена для обслуживания 
небольших коллективов, с численностью несколько десяток чело­
век, имеющие очень развитую информационную деятельность, как, 
например, научные или проэктантские коллективы.
Абстрактная СИОК состоит из двух компонентов - архив 
и процессор. Общая схема системы и ее взаимодействия с коллек­
тивом показаны на рис. 1. Процессор СИОК составлен из трех 
систем - система обмена информации (СОИ), система обработки 
(СО) и система управления (СУ). Дальше рассматривается систе­
ма управления.
Разработка системы управления СИОК имеет эксперимен­
тальный характер. Цель эксперимента - проверить на практике 
некоторые идеи и методы управления, которые используются в 
других областях человеческой деятельности, но до сих пор не 
применялись в вычислительных системах.
2. Характерные черты коллективов
В СИОК коллективы рассматриваются с точки зрения их 
информационной деятельности. Считается, что они отличаются:
- определенностью их целей и задач, позволяющих оце­
нить эффективность работы каждого члена коллектива;
- хорошим планированием, позволяющим совместить и 
синхронизировать деятельности отдельных членов коллектива;
- отчетливой внутренной структурой;
- регламентированностью деятельности, прав и обязан-
-  16 -
ностей членов коллектива и наличием хороших систем контроля, 
отчета и борбы с нарушениями трудовой дисциплины.
3. Принцип управления СИОК
Развитие управления вычислительных систем (ВС) мож­
но рассматривать в двух периодах:
1) Управление ВС человеком
Как известно, этот период начался с директннм управ­
лением ВС каждым потребителем. Вследствие конкурентного исполь­
зования ВС, между потребителями появились противоречия. Пос­
тепенно работа на машине была передана человеку - оператору. 
Развились наборы вспомогательных програм, облекчалцие его 
деятельность. Дальше, эти наборы переходят в операционные 
системы ВС. Так достигнули второй период.
2) ВС сама управляет свою работу.
На передном плане была выдвинута эффективность ВС. 
Операционные системы создавались так, чтобы они управляли 
работой ВС таким образом, что организация выполнения потреби­
тельских заданий (или их частей) была бы в высшей степени 
выгодна для ВС. Противоречия между потребителями разрешались 
с точки зрения эффективности ВС. Таким образом, ВС постепенно 
начали терять отличительную черту обслуживающих систем - 
вместо того, чтобы они подчинялись потребителям, ВС стали 
ими управлять.
Отметим, что характерно для этого периода является 
то, что управление ВС - оперативное и базирующееся только 
на текущих ситуациях. Отсуствует долгосрочное управление ра­
боты ВС.
Основным принципом в рассматриваемой СИОК является 
то, что система вновь приобретает подчиненную роль. Однако, 
это подчинение происходит на новом уровне - автоматизирован­
ная система информационного обслуживания подчиняется не от­
дельному члену коллектива, а коллективу в целом, представляе­
мым его руководством. Коллектив воздействует на систему через 
свое руководство (рис. 2). В рамках коллектива, противоречия 
между потребителями или почти не возникают, или решаются
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руководством с точки зрения целей и задач всего коллектива.
4. Структура управления в СИОК
Управление в СИОК строится иерархическим образом и 
распределяется на нескольких уровней (рис. 3);
- руководство коллектива (висший уровень) ;
- главная управляющая система (ГУС) - первый уровень
СУ СИОК;
- управляющие программы (УП) отдельных систем процес­
сора СИОК - для обмена информации, для обработки и для управлв' 
ния - второй уровень СУСИОК.
5. Функции системы управления СИОК
Система управления СИОК имеет две основые функции;
- управлять всеми внутренними работами СИОК;
- обслуживать управленческую деятельность руковод­
ства коллектива.
Одна из тенденций развития ВС и их математического 
обеспечения является постепенная децентрализация функций уп­
равления. В сравнении с централизованной структурой, децентра­
лизованная имеет свои преимущества и недостатки. Преимущества 
являются например, автономность отдельных компонентов системы, 
гибкость их замены, удобство при переходе к многомашинным 
комплексам. К недостаткам можно причислить дублирование не­
которых функций системы, определенный перерасход ресурсов, 
усложнение координации работ самостоятельно управляемых под­
систем.
В системе управления СИОК реализуется централизован­
но-децентрализованная функциональная структура. Точнее в СУ 
СИОК:
- централизируются функции управления, связанные с 
обслуживанием долгосрочного управления коллективом
- децентрализируются функции оперативного управления 
СИОК, с целью создания удобной экспериментальной модели для 
исследования проблем связанных с параллельным обслуживанием 3
с переходом от одномашинных к многомашинным ВС и др.
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6. Обслуживание управленческой деятельности руководства 
коллектива.
Управление коллективом тоже является информационной 
деятельностью и следовательно можно искать способы автомати­
зации его обслуживания.
Управление коллективом главным образом осуществляется 
в двух направлениях:
1) Управление информационными деятельностями членов ко­
ллектива, направленными на достижении его основных целей.
2) Управление вспомогательными деятельностями в коллек­
тиве, такие, как финансовая отчетность (напр. расчет зарплат), 
материально-техническое снабжение и т.д.
В СУ СИОК все усилия направлены на обслуживание первого 
направления, так как деятельность во втором направлении не 
является основной и не имеет большое значение для немногочис­
ленных коллективов. Это обслуживание является основной зада­
чей Главной управляющей системы. Все перечисленные ниже фун­
кции выполняются ею.
Управление информационными деятельностями членов кол­
лектива в основном является долгосрочным управлением. Однако, 
некоторые его функции - это функции оперативного характера.
Обслуживание функций долгосрочного управления выража­
ется в прослеживании и контроля соблюдения и выполнения долго­
срочных планов работы коллектива, в накоплении соответствующей 
информации и выдачи сигнальной информации, как правило, в за­
ранее определенные моменты суток, недели, месяца. Сигнальная 
информация указывает, например, что:
- некоторые члены коллектива не выполняют свои обязан­
ности, такие, как соблюдение графика внесения информации в 
архив системы,
- нарушены; принятые критерии оценки эффективности 
работы коллектива или СИОК.
При желании, руководство может использовать и накоп­
ленную информацию. Принимая решения, соответствующими дирек­
тивами оно может направлять работу системы в нужном направле­
нии, меняя, например, приоритет некоторых деятельностей или 
план распределения ресурсов системы и коллектива. Директива-
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ми можно задавать и изменения в составе и структуре коллекти­
ва ..обновление планов и т.д.
Обслуживание этих функций руководства, имеющих опе­
ративный характер, выражается в воспринятый оперативных дирек­
тив руководства и в выполнении соответствующих реакций.
Отметим, что ГУС руководит и работой, связанной с кон­
тролем соблюдения дисциплины взаимодействия коллектива с СИОК.
7. Управление внутренних работ СИОК
Это управление является в основном оперативным и де­
централизованным. Оно подчиняется планам работы коллектива и 
координирует обслуживание параллельно протекающих информацион­
ных деятельностей членов коллектива.
Об оперативном управлении в СИОК заботятся управляю­
щие программы второго уровня (УП систем обмена информации, 
обработки и управления). Они, локально, в рамках своих систем, 
распределяют предоставленные им ресурсы, контролируют и рас­
пределяют работу между частями соответствующих систем и забо­
тятся о повышении эффективности работы этих систем.
Так, как директная коммуникация между систем процес­
сора СИОК не разрешена, одна из функций Гланной управляющей 
системы (первого уровня) является обеспечение и управление 
этой коммуникацией, как и глобальное распределение ресурсов 
СИОК между этими системами.
Все сервисные функции внутренного управления СИОК 
сосредоточены в отдельном блоке системы управления, форми­
рующем своеобразный третий уровень управления в СИОК. В этом 
блоке находят место такие функций, как:
- преобразование, сохранение, обмен и обновление 
служебной для СИОК информации,
- анализ потребления и перераспределение ресурсов,
- принятие мер для защиты СИОК от неправильной или 
аварийней работы,
- управление параллельного обслуживания поступающих 
от коллектива запросов.
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Заключение
Абстрактная СИОК будет реализована в нескольких эта­
пах, В настоящем времени реализуется первый этап, который 
будет развиваться и разширяться. Однако, еще на этом этапе 
особое внимание уделяется СУ и специально, долгосрочному уп­
равлению и соответствующему контролю. Предусматривается и 
децентрализация управления в СИОК.
Дальнейшее развитие системы управления требует ре­
шение ряд других вопросов, которые не были затронуты в нас­
тоящей работе. Такими вопросами являются, например, управ­
ленческие вопросы, связанные с активным сбором и распростра­
нением информации.
Рис. 1
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Рис. 2
Рис. 3
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ИМИТАЦИЯ РАБОТЫ СЕТЕЙ ЭВМ
Л.Н.Батурина, Н.А.Лепешинский 
Белгосуниверситет имени В.И.Ленина, г. Минск,СССР
Одним из перспективных направлений использования вычисли­
тельной техники является создание многоуровневых вычислитель­
ных систем или сетей ЭВМ.
Информационно-вычислительные сети относятся к сложным си­
стемам, характеризующимся наличием большого числа разнородных 
элементов и связей между ними. Поэтому на этапе проектирова­
ния сети при решении задач выбора ее структуры целесообразно 
использовать выводы общей теории систем, которые, в частно­
сти, подчеркивают определяющую роль организации взаимодейст­
вия между подсистемами, направленной на согласование (коорди­
нацию) их работы с целью достижения оптимального значения 
некоторго критерия функционирования системы. Как показывают 
теоретические исследования в области сложных систем fl,2j и 
опыт создания конкретных сетей ЭВМ £з,ф] , наиболее целесо­
образной формой организации таких систем является многоуров­
невая иерархическая структура, в которой на основе обмена ин­
формаций! между уровнями обеспечивается возможность согласова­
ния подсистемных (локальных) критериев оптимальности с гло­
бальными при относительной свободе локальных действий £l,5j . 
Ниже для решения задачи выбора оптимальной иерархической с тру 
ктуры основанной на сети ЭВМ, предложен метод оптимального 
моделирования.
I. В задаче выбора структуры сети ЭВМ требуется указать 
конкретные узлы сети и связи между ними, так чтобы определен­
ный критерий эффективности достигал оптимального значения при 
заданных граничных условиях. Критерий эффективности должен 
характеризовать исследуемую систему как единое целое и обес­
печивать количественную оценку качества функционирования си­
стемы с требуемой точностью. Для поставленной задачи этим
-  26 -
требованиям удовлетворяет, например, такой критерий, как 
среднее время пребывания задания в сети, Эта величина вклю­
чает в себя время поиска в сети необходимых вычислительных 
ресурсов, время, необходимое для передачи к ним задания в 
очередь на выполнение, время пребывания в очереди и передачи 
готового решения пользователю..
Значения выбранного критерия зависят от таких парамет­
ров сети, как интенсивность входного потока заданий, про­
изводительность узлов сети, пропускная способность линий 
связи, организация связей между узлами сети, организация 
управления работой сети. С точки зрения построения матема­
тической модели существенно, что два последние названные 
вида параметров являются качественными и не представляет­
ся возможным построить аналитическую зависимость критерия 
эффективности от способа организации связей между узлами 
сети и управления ее работой.
Именно эта особенность послужила обоснованием для вы­
бора имитационного моделирования в качестве основного мето­
да исследований.
2. Объектом исследования явилась имитационная модель 
гипотетической многоуровневой сети ЭВМ с тремя уровнями 
иерархии. Третий (высший) уровень представлен одной ЭВМ 
наибольшего быстродействия £3 , которая выполняет функ­
цию координатора работы всех подуровней сети. Второй уро­
вень иерархии включает ЭВМ быстродействия Ъг. < каж­
дая из которых связана с ЭВМ быстродействия £* * низ­
шего (первого) уровня иерархии. Вычислительные машины вто­
рого уровня выполняют функции координатора работы связан­
ных с ними ЭВМ первого уровня.
Будем считать , что входной поток заданий, поступающий 
с терминальных устройств, распределяется так, что 60% 
заданий поступают на ЭВМ первого уровня, 30% заданий - на 
ЭВМ второго уровня, 10% заданий - на ЭВМ третьего уровня.
Для моделирования работы сети необходимы следующие данные:
- интенсивность потока заданий;
- закон поступления заданий в сеть;
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- максимально возможное время T ó пребывания С-го 
задания в сети;
- время Тс к обработки С -го задания на ЭВМ
типа к. ( fc- 1,2,3).
Кроме того, каждый узел сети характеризуется быстродей­
ствием Хк ( fb- 1,2,3) и заданным максимальным уровнем 
мультипрограммирования. Пропускная способность всех каналов 
связи считается одинаковой.
Основу метода имитации составляет следующий общий алго­
ритм, описывающий функционирование сети при заданной органи­
зации связей ЭВМ и управления ее работой. Алгоритм состоит 
из следующих этапов.
1) Для 6 -го задания, поступившего на ^- ю ЭВМ п -го 
уровня, анализируется возможность его выполнения на данной 
ЭВМ, т.е. осуществляется проверка условия
T i  » 2 1  tjk + tiA + tc*  ( I )
г 1где т  - длина очереди заданий на обработку на £-ой 
ЭВМ типа Â ;
£*mik” время, в течение которого будет выполняться задание, 
занимающее процессор £-ой ЭВМ в момент поступ­
ления L-го зададния;
tiK - время, необходимое на выполнение [-го задания
на ^-ой ЭВМ типа к ;
tg  - время, необходимое для передачи готового решения с 
£ —ой ЭВМ абоненту.
2) Если для С —го задания условие (I) выполняется, 
задание ставится в очередь к ^-ой ЭВМ на обработку.
3) Если условие (I) не выполняется, то при Л<3 связан­
ная с данной С -ой ЭВМ вычислительная машина уровня n+i 
анализирует возможность обработки задания или на основе соб­
ственных ресурсов, или на основе ресурсов других ЭВМ более 
низкого уровня, работа которых находится под ее контролем.
Это сводится к проверке выполнения условия:
, 1 1  оГ* , п рT; ^  j^к + + i-ъе ф tes
Ja* (2)
где Tse* ~ вРемя» необходимое на передачу результатов 
обработки С -го задания с s -ой на
ő -ю ЭВМ (куда заявка поступила первоначаль­
но) и затем обоненту;
t"s - время, необходимое для передачи задания на
выполнение с & -ой ЭВМ на 5-ю;. рt - время, затрачиваемое координатором на поиск 
необходимых вычислительных ресурсов.
4) ^сли /7 = з и условие (I) для С-ой заявки не 
выполняется, ЭВМ третьего уровня анализирует сначала воз­
можность обработки задания на ЭВМ уровня п -1. по усло­
вию (2). Если необходимая ЭВМ найдена, задание передайте к 
ней на обработку. В обратном случае проверяется выполнение 
условия (2) для ЭВМ уровня П~Я . Если необходимая ЭВМ 
найдена, задание передается к ней на обработку. При отсут­
ствии необходимых вычислительных ресурсов задание покидает 
систему не обработанным.
5) Если условие (2), проверяемое в п.З не выполняется 
на уровне n+d , то к поиску необходимых ресурсов под­
ключается ЭВМ третьего уровня и повторяется п Л .
В ходе работы алгоритма осуществляется сбор статисти­
ческих данных по числу заданий, которые покинули сеть не- 
обелужеиными.о
3. При реализации имитационной модели на основе описан­
ного выше общего алгоритма, как и при реализации любой мо­
дели широкого класса, необходимо решить следующие основные 
задачи [ в ]  :
1) организовать динамическое распределение памяти;
2) организовать псевдопараллельное выполнение алгорит­
мов, описывающих функционирование отдельных подсистем моде­
ли;
3) включить в модель возможность имитации случайных 
процессов ;
4) реализовать необходимые дисциплины обслуживания 
заявок;
5) осуществить сбор и обработку результатов моделирова-
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Эффективное решение всех этих задач можно осуществить,
используя специализированные языки моделирования. В качест­
ве такого языка был выбран язык ПЛИС, предназначенный для 
построения программных имитационных моделей дискретных си­
стем [72 •
4. Проведение эксперимента на имитационной модели ги­
потетической сети ЭВМ, позволяет изучить влияние выбранной 
структуры соединения узлов сети и управления работой сети 
на значение заданного критерия эффективности, на величины 
коэффициентов использования каждого элемента сети, а также 
на длины очередей заданий при обслуживании их каждым элемен­
том сети, т.е. на пропускную способность исследуемой сети .
Так, например, исследования сети, в которой допускается 
наличие каналов связи только между ЭВМ различных уровней, 
показали, что такая структура не позволяет обеспечить ра­
боту при определенных, практически обоснованных значениях 
параметра 7"с -максимально возможного времени нахожде­
ния каждого L -го задания в сети. Ограниченное количест­
во линий связи при данной структуре приводит к перегрузке 
каналов, так как передача в случае необходимости заданий 
между ЭВМ одного уровня осуществляется лишь через более вы­
сокий уровень. При этом выход из строя любого канала связи 
сразу прерывает связь между ЭВМ двух уровней и таким обра­
зом нарушается возможность координации работы подсистем 
более низкого уровня. Это приводит к значительному увеличе­
нию времени пребывания задания в сети.
Выявленные недостатки строго иерархической структуры 
связи изучаемой сети требуют проведения дальнейших исследо­
ваний в направлении поиска оптимальной структуры, обеспе­
чивающей надежность работы сети за счет введения в структу­
ру дополнительных каналов связи. Необходимость введения до­
полнительных линий связи в сети может возникнуть также при 
решении вопросов уменьшения нагрузки на каналы, соединяю­
щие ЭВМ разных уровней. Кроме того, вопросы обеспечения на­
дежности работы вычислительной системы возникают при выходе 
из строя ЭВМ любого уровня, так как удлиняется время пребы­
вания задания в сети и может нарушаться структура управления.
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Исследование перечисленных задач приводит к необходи­
мости внесения корректив в общий алгоритм функционирования 
модели вычислительной системы. Например, при введении допол­
нительных каналов связи возникает необходимость определения 
кратчайшего пути передачи задания другим ЭВМ с целью выпол­
нения ограничения по Т: . Для этого в программу имитаци-. orßонной модели вводится процедура определения величин •£, п зеи tes •
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АВТОМАТИЗИРОВАННАЯ СИСТЕМА КЛАССИФИКАЦИИ СУБД
Б е л ь к е  В о л ь ф г а н г ,  Х а р т м а н н  Х а н с - Д . ,  Л о Е х т  Б э р б е л ь  
Т е х н и ч е с к и й  У н и в е р с и т е т  Д р е з д е н - С е к ц и я  о б р а б о т к и  и н ф о р м а ц и и
1 .  В в е д е н и е
На  с е к ц и и  " О б р а б о т к а  и н ф о р м а ц и и "  Д р е з д е н с к о г о  Т е х н и ч е с к о г о  
у н и в е р с и т е т а  р а б о ч и м  к о л л е к т и в  з а н и м а л с я  п р о б л е м а м и  к л а с с и ф и ­
к а ц и и  СУБД с  п о м о щ ь ю  ОВМ.
П р и  э т о м  б ы л о  н а д о  в ы п о л н и т ь  с л е д у ю щ и е  з а д а ч и  :
-  р а з р а б о т к а  к л а с с и ф и к а т о р а ,  о п и с ы в а ю щ е г о  С У Б Д ,
-  р а з в и т и е  и т е с т и р о в а н и е  п р о г р а м м  д л я  з а п о м и н а н и я ,  п о и с к а  и 
в ы д а ч и  и н ф о р м а ц и и  и
-  т е с т  к л а с с и ф и к а т о р а  и з в е с т н ы х  с и с т е м .
Ц е л ь ю  р а б о т ы  б ы л а  п о д д е р ж к а  к о н с у л ь т а ц и о н н о г о  ц е н т р а  д л я  б а з  
д а н н ы х ,  г д е  и н т е р е с у ю щ и е с я  С и с т е м а м и  у п р а в л е н и я  б а з а м и  д а н н ы х  
м о г у т  п о л у ч и т ь  и н ф о р м а ц и ю  о с у щ е с т в у ю щ и х  с и с т е м а х .  К р о м е  т о г о ,  
д о л ж н ы  б ы т ь  п о л у ч е н ы  д а л ь н е й ш и е  п о з н а н и я  о б  у с т р о й с т в е  и о б л а с ­
т я х  п р и м е н е н и я  б у д у щ и х  С У Б Д .
О с н о в о й  р а з в и т и я  д а н н о г о  к л а с с и ф и к а т о р а  я в и л и с ь  к а к  т е о р е т и ­
ч е с к и е  р а з р а б о т к и  в  о б л а с т и  о а з  д а н н ы х  и с п о с о б о в  к л а с с и ф и к а ­
ц и и  / K L I M E S C H  и . а .  1 9 7 1 / , / W E D E K I N D  1 9 7 4 / , / B E L K E  1 9 7 9 /  , т а к  И 
к л а с с и ф и к а т о р ы  р а з н ы х  р а з р а б о т ч и к о в ,  н а п р и м е р  Ш у б е р т а  / S C H U B E R T
1 9 7 7 /  , Х у г е н б е р г а  и д р у г и х  / H U G E N B E R G  и . а .  1 9 7 2 /  / ' О б щ е с т в а  
м а т е м а т и к и  и о б р а б о т к и  д а н н ы х "  в  Б о н н е  / д и т  1 9 7 2 /  и р а б о т а  
" О с н о в н ы е  х а р а к т е р и с т и к и  о т е ч е с т в е н н ы х  СУБД и И П С "  / А В Т  1 9 Р О /  . 
П р и  э т о м  г р а н и ч н о е  у с л о в и е  з а к л ю ч а л о с ь  в  п о л н о м  в к л ю ч е н и и  р е ­
з у л ь т а т о в  п о с л е д н е й  р а б о т ы .
2 .  Б н ф с л о г и ч е с к а я  с т р у к т у р а  о п и с ы в а ю щ и х  п р и з н а к о в
И с х о д н ы м  п у н к т о м  в  р а з в и т и и  а н к е т ы  б ы л а  м и ф о л о г и ч е с к а я  с т р у к ­
т у р а  о п и с ы в а ю щ и х  п р и з н а к о в .  С н а ч а л а  н а д о  б ы л о  и с с л е д о в а т ь  п а р а ­
м е т р ы ,  к о т о р ы м и  и н т е р е с у ю т с я  б у д у щ и е  п о л ь з о в а т е л и  С УБ Д .  Н з  т р е ­
б у е м о г о  л о г и ч е с к о г о  р а з в и т и я  п р и з н а к о в  п о л у ч и л а с ь  д е р е в о в и д н а я  
с т р у к т у р а .  Н а  р и с .  1 и з о б р а ж е н а  к о р е н н а я  ч а с т ь  м и ф о л о г и ч е с к о й  
с т р у к т у р ы .
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Система Баъ Д а н н ы х
2 . Организация- 3.Применение ч.ТЬамщм $ Затраты Сьазл 
тШотчик скаены
Г р у п п а м и  п р и з н а к о в  я в л я ю т с я :
1 .  н а з в а н и е ,
2 .  о р г а н и з а ц и я - р а з р а б о т ч и к ,
3 .  п р и м е н е н и е ,
4 .  р е а л и з а ц и я ,
5 .  з а т р а т ы  и
6 .  б а з а  с и с т е м ы .
Э т и  ш е с т ь  г р у п п  м о ж н о  р а с с м а т р и в а т ь  к а к  ч а с т и ч н ы е  к л а с с и ф и ­
к а т о р ы  о б щ е г о  к л а с с и ф и к а т о р а .
Н а  р и с .  2  ч а с т и ч н о  п о к а з а н а  и н ф о л о г и ч е с к а я  с т р у к т у р а  ч а с т и ч ­
н о г о  к л а с с и ф и к а т о р а  " б а з а  с и с т е м ы " .  К о н ц е в ы е  у з л ы  п р е д с т а в л я ю т  
с о б о й  п р и з н а к и .
П о я в л я ю т с я  д в а  в и д а  м н о ж е с т в  з н а ч е н и й  п р и з н а к о в :
1 .  З н а ч е н и я  п р и з н а к а  я в л я ю т с я  с в о б о д н о  и з б и р а е м ы м и  / о т к р ы т о е  
м н о ж е с т в о  з н а ч е н и й / .  Р т о т  в и д  и м е е т  с м ы с л  д л я  б о л ь ш о г о  ч и с л а  
п р и з н а к о в ,  т а к  к а к  ч а с т о  н е т  в о з м о ж н о с т и  о п р е д е л и т ь  в с е  з н а ч е ­
н и я  п р и з н а к о в  с  с а м о г о  н а ч а л а .
П р и м е р - . п р и з н а к  : " П о л н о е  н а з в а н и е  С У Б Д "
2 .  М н о ж е с т в о  з н а ч е н и й  п р и з н а к о в  з а д а н о  / з а к р ы т о е  м н о ж е с т в о  
з н а ч е н и й / .
П р и м е р ы :  - п р и з н а к : " У р о в е н ь "  к а ж д о г о  и з  т р ё х  я з ы к о в  б а з  д а н н ы х
з н а ч е н и я  п р и з н а к а  в н у т р е н н и й , к о н ц е п т у а л ь н ы й ,  в н е ш ­
н и й  у р о в е н ь  
- п р и з н а к :  " К л а с с  м о д е л и  д а н н ы х "
ft
vt
iú
vn
 к
од
 
оУ
ою
хи
&ю
то
м 
ол
он
ни
ш 
(sd^
y^c
b 
но
яу
ти
тй
ми
к  В а з а  с и с т е м и
АмаратнО*
odópiiofitam с
/ Л п
ПрОГрйНННОС
Обеспечение
О псраш ииоя Класс "  •Ъ щ т  
(метена (ОС I системы дачные даинш Языки Целостность ьА 3 №
М
Критерии
ЩВШИИА
Отношение Логическая h m c u o *  %éoro с (кзож инссп &*о°р ОресКразошие Ъ щ
0С+*(У5А Версии строк данных сгрукт .умт  (pû>? >>>/>' _ ф щ н ц у _ _  №  /ИД УОШ данных <jûàitkix о ш й х
Класс ищш imt
Мины* ÿimn иШ ш с  Ц О Ш  kcwuL Ирен* (тмине Урсвсик
I
сосо
I
- 34 -
з н а ч е н и я  п р и з н а к а  : и е р а р х и ч е с к а я , с е т е в а я ,  р е л я ц и о н ­
н а я ,  б и н а р н а я  м о д е л ь .
С у щ е с т в у е т  к о н е ч н о  и в  э т о м  с л у ч а е  в о з м о ж н о с т ь  р а с ш и р е н и я  
м н о ж е с т в а  з н а ч е н и й .  Это  п о з в о л я е т  в к л ю ч е н и е  н о в ы х  р е з у л ь т а т о в  
и с с л е д о в а н и я  в  к л а с с и ф и к а т о р .  К р о м е  т о г о ,  и н ф о л о г и ч е с к а я  с т р у к ­
т у р а  и  т е м  с а м ы м  о б щ и й  к л а с с и ф и к а т о р  м о г у т  б ы т ь  р а с ш и р е н ы  в к л ю ­
ч е н и е м  н о в ы х  с в о й с т в .
3 .  Р е а л и з а ц и я  н а  ЭВМ
3 . 1 .  у ' б щ и е  с в е д е н и я
П р и  р е а л и з а ц и и  д а н н о г о  к л а с с и ф и к а т о р а  СУБД н а  ЭВМ б ы л  п р и м е ­
н ё н  я з ы к  п р о г р а м м и р о в а н и я  П Л / 1  / в к л ю ч и т е л ь н о  М а к р о - П Л / 1  / ,  т а к  
к а к  о н  я в л я е т с я  м н о г о о б р а з н о  п р и м е н я е м ы м  и н у ж н ы й  к о м п и л я т о р  
и м е е т с я  в  р а с п о р я ж е н и и  в  б о л ь ш и н с т в е  в ы ч и с л и т е л ь н ы х  ц е н т р о в .
Э т о т  к л а с с и ф и к а т о р  и п о л ь з у е т с я  к о л л е к т и в о м  р а з р а б о т ч и к о в .  
Э к с п л у а т а ц и я  в о з м о ж н а  к а к  в  Д О С / Е С ,  т а к  и в  О С / Е С  н а  ЭВМ Е С Е Р  
с  ЕС 1 0 2 2 .  Д л я  п р и м е н е н и я  и с п о л ь з у ю т с я  с е м ь  ф а й л о в .  К а ж д ы й  
и з  ч а с т и ч н ы х  к л а с с и ф и к а т о р о в  з а н и м а е т  о д и н  ф а й л .  С е д ь м о й  ф а й л  
н е о б х о д и м  д л я  з а п о м и н а н и я  с и с т е м а т и к и .  В с е  ф а й л ы  о р г а н и з о в а н ы  
с п р я м ы м  д о с т у п о м .  Е л о к  " н у л ь "  к а ж д о г о  ф а й л а  с о д е р ж и т  и н ф о р м а ­
цию о с о с т о я н и и  ф а й л а ,  н а п р и м е р ,  о ч и с л е  х р а н и м ы х  о п и с а н и й  С У Б Д .
3 . 2 .  В в о д _ и _ з а п _ о  м и н а н и е _ д а н н ы х
Б ы л и  с о з д а н ы  п р о г р а м м ы  д л я  з а п о м и н а н и я  о п и с а н и й  С У Б Д .  С п о ­
мо щь ю п р о ц е д у р  в  М а к р о - П Л / 1  осуществляется о б ъ я в л е н и е ,  т . е .  о п и ­
с а н и е  ф а й л о в  и  с т р у к т у р  в с е х  ч а с т и ч н ы х  к л а с с и ф и к а т о р о в .  Э т и м  
д о с т и г а е т с я  о г р а н и ч е н н а я  н е з а в и с и м о с т ь  д а н н ы х  в  с и с т е м е  к л а с с и ­
ф и к а ц и и .  Э л е м е н т ы  с т р у к т у р ,  с о о т в е т с т в у ю щ и е  п р и з н а к а м ,  д е к л а ­
р и р у ю т с я  к а к  с т р о к и  с и м в о л о в .  Э т о  и м е е т  с м ы с л ,  т а к  к а к  в  б о л ь ­
ш и н с т в е  с л у ч а е в  з н а ч е н и я  п р и з н а к о в  я в л я ю т с я  п о з н а к о в ы м и  д а н ­
н ы м и .  В и н т е р е с а х  е д и н о г о  п р е д с т а в л е н и я  ч и с л о в ы е  д а н н ы е  т а к ж е  
о б р а б а т ы в а ю т с я  к а к  с т р о к и  с и м в о л о в .
В в о д  о п и с а н и й  СУБД о с у щ е с т в л я е т с я  п о с р е д с т в о м  с т а н д а р т н о г о  
в в о д н о г о  ф а й л а  П Л / 1 .  Он в о з м о ж е н  в о  в с е х  с р е д а х  з а п о м и н а н и я ,  
д о п у с к а ю щ и е  п о с л е д о в а т е л ь н ы е  ф а й л ы .  Н е о б х о д и м о  п р е д с т а в и т ь  
в  р а с п о р я ж е н и и  к л а с с и ф и к а т о р н о й  п р о г р а м м ы  з н а ч е н и я  с о о т в е т с т ­
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в е н н о  с о г л а ш е н и я м  в в о д а .  С у щ е с т в у ю т  т р и  в о з м о ж н о с т и  з а п о м и н а ­
н и я  о п и с а н и й  СУБД :
1 .  н а п о л н я т ь  о т д е л ь н о  к а ж д ы й  / с о о т в е т с т в у ю щ и й  о д н о м у  ч а с т и ч ­
н о м у  к л а с с и ф и к а т о р у /  Ф а й л ,
2 .  з а п о м н и т ь  п о л н о е  о п и с а н и е  одной С У Б Д ,
3 .  х р а н и т ь  п о л и п е  о п и с а н и я  н е к о т о р ы х  СУБД о д н о в р е м е н н о .
В и н т е р е с а х  с о о т в е т с т в и я  э к в и в а л е н т а  " о п и с а н и е  с и с т е м ы " -
" н о м е р  клю ча" в о  в с е х  ф а й л а х  р е к о м е н д у е т с я  п р и м е н е н и е  э т и х  д в у х  
п о с л е д н и х  в о з м о ж н о с т е й .
3 . 8 .  В ы б о р  и в ы в  о 2, д а н н ы х
С у щ е с т в у ю т  п р о г р а м м ы  д л я  в ы д а ч и  о п и с а н и й .  В ы д а ч а  п р о и с х о д и т  
р а з р е ш е н и е м  д е р е в о в и д н о й  с т р у к т у р ы  с  п о м о щ ь ю  м а к р о - и н т е р п р е т а ­
т о р а .
И з  э т о г о  с л е д у ю т  с л е д у ю щ и е  в о з м о ж н о с т и  р а б о т ы :
-  в ы д а ч а  п о л н ы х  о п и с а н и й  СУБД,
-  в ы д а ч а  в ы б р а н н ы х  з н а ч е н и й  п р и з н а к о в  и г р у п п  з н а ч е н и й ,
-  п о и с к  о п р е д е л ё н н ы х  з н а ч е н и й  п р и з н а к о в .
Л ю б ы е  к о м б и н а ц и и  э т и х  ф у н к ц и й  п о з в о л я ю т  п р о в о д и т ь  в с е  н е о б х о ­
д и м ы е  д л я  к о н с у л ь т а ц и о н н о г о  ц е н т р а  Б Д  о п е р а ц и и .
В  к а ч е с т в е  с р е д  в ы в о д а  м о г у т ь  б ы т ь  и с п о л ь з о в а н ы  в с е  с р е д ы  
ф а й л а  с т а н д а р т н о й  в ы д а ч и .  П р и  в ы д а ч е  н а  п е ч а т а ю щ и е  у с т р о й с т в а  
о ф о р м л е н и е  л и с т о в  я в л я е т с я  у п р а в л я е м ы м  п р и  п о м о щ и  п а р а м е т р о в .
Н а  р и с .  3  и з о б р а ж е н о  р а з д е л е н и е  п р о г р а м м  с и с т е м ы  к л а с с и ф и к а ­
ц и и .
4 .  П р и м е р ы
Р и с .  4 п о к а ж е т  о т р ы в о к  д а н н о г о  к л а с с и ф и к а т о р а .  Ч а с т ь  о п и с а н и я  
СУБД " D B S /R "  и з о б р а ж е н а  н а  р и с .  Б .
5 .  Л и т е р а т у р а
/А В Т  I 9 6 0 / :  К а л и н и ч е н к о , Л  . А  . ,  К о н д р а т ь е в , А . И . ,  С т о л я р о в у  . К .
О с н о в н ы е  х а р а к т е р и с т и к и  о т е ч е с т в е н н ы х  СУБД и И П С .
ИК АН У С С Р ,  п р е п р и н т - 3 0 - 4 9 ,  К и е в  1 9 3 0 .
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ВЫСОКОПРОИЗВОДИТЕЛЬНЫЕ ПАРАЛЛЕЛЬНЫЕ 
ПРОЦЕССОРЫ С СЕТЕВЫМ ПРОГРАММИРОВАН И £24
К.Л.Боянов, В.С.Гетов, Х.А.Турлаков 
Институт математики с ВЦ - БАН »София,Волгария 
Институт вычислительной техники»София»Болгария
Увеличение скорости обработки данных является 
одной из основных тенденций развития вычислительной техники. 
Существуют два основных метода решения этой проблемы - 
интенсивный, при котором используются более быстродействую­
щие конструктивные элементы и экстенсивный, при котором 
применяются новые архитектурные принципы. Среди экстенсив­
ных методов увеличения производительности процессоров с 
последовательным программированием /фон Нейманского типа/ 
заслуживают внимание магистральный метод /pipelining / [12 ] , 
предварительный анализ инструкций Aook-ahead / [ 10] ,
матричная обработка [ 6 ] и др. При этом, степень параллели­
зма которая получается в некоторых случаях, на много меньше 
естественного параллелизма решаемой задачи. Как возможное 
решение этой проблемы в 60-ых годах родилась идея асинхрон­
ного программирования [з] . Его разновидностью является 
сетевое / data-flow / программирование [б] , для которо­
го характерно то, что выполнение каждого оператора програ­
ммы разрешается после получения его операндов. Используя 
принцип сетевого программирования можно повысить степень 
параллелизма до уровня естественного параллелизма решаемой 
задачи.
Получение результаты при построении модели 
процесса асинхронных вычислиний являются основой! создания 
процессоров нового типа - сетевых процессоров, для которых 
характерно параллельное н независимое выполнение операторов 
данной программы. Определенные возможности в эхом иаправле-
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ниж дает новая технологическая база к особенжо микропроце­
ссоры.В связи с этим, проблемы проектирования сетевых про­
цессоров становятся еще более актуальными. Также процессоры 
могут быть как мощними универсальными вычислителями, кото­
рые обслуживают одновременно большие коллективы пользова­
телей , так и специализированными или работающими в реаль­
ном масштабе времени системами и т.д. В настоящий момент 
известно несколько разработок сетевых процессоров, которые 
находятся все еще на этапе эскизиьх проектов.
Цель предлагаемой работы состоит в формулиро­
вании основных требований к сетевым процессорам и обзоре 
известньх архитектурных моделей. На этой основе будут расс­
мотрены преимущества и недостатки отдельных проектов и 
определен самый перспективный из них.
I. Прежде чем приступить к рассмотрению кон­
кретных проектов, остановимся на основных требованиях к 
сетевым процессорам, которые определяют н их характерные 
свойства.
1. Параллелизм на уровне оператора. Это требо­
вание означает возможность выполнения в данный момент вре­
мени всех операторов программы, операнды которых имеются
в наличности. Быполненже этого требования приводит к уве­
личению производительности сетевых процессоров.
2. Асинхронность вычислений. В отличии от 
классических ЭВМ, в которых вычислительный процес проходит 
через четко фиксированные состояния памяти, в сетевом про­
цессоре, в зависимости от наличных ресурсов, для конкрет­
ной прогргшмы реализуются разные, но эквивалентные вычисли­
тельные процессы.
3. Модульность. Процессоры с сетевым программи­
рованием строятся из типовых модулей, посредством изменения 
количества и состава которых достигается гибкость как но 
функциональном отношении, так и в отношении производитель-
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нести. Это обеспечивает более высокую надежность н готовность 
аппаратуры, которые имеют особое значение для современных ЭВМ.
4. Стандартизация межресурсных связей. Она осу­
ществляется посредством коммутации информационных пакетов 
между компонентами структуры сетевого процессора [9 ] . 
Использование асинхронных протоколов устраняет потерн вре­
мени при обмене между устройствами процессора. Одновременно 
с этим интерфейс между ними становится более простым.
5. Адаптивность. Это свойство [г] выражает 
способность сетевых процессоров динамично удовлетворять 
ресурсные требования конкретной программы. Они автоматически 
предоставляют программе максимум своих свободных ресурсов, 
которые ей необходимы.
II. Ниже будут рассмотрениы известные проекты, 
при обсуждении которых остановимся лишь на особенностях 
обработки данных в процессоре и способах реализации сетевого 
принципа. Вне нашего внимания останется ряд вопросов по 
осуществлению операций ввода-вывода, инструкционному репер- 
туару, организационной деятельности и пр. С одной стороны 
это делается для того, чтобы сфокусировать внимание на 
одной конкретной проблеме, а с другой стороны причиной 
этого является то, что развитие сетевых процессоров находит­
ся на своем начальном этапе.
1. Архитектурная модель Денниса / Dennis /.
В [в] предлагается вычислительная структура, которая состоит 
из следующих осноаных блоков /рис.1.а/: память, операционные 
устройства /ОУ/, арбитрирующая /АС/ н распределяющая /РС/ 
схемы. Малинный код программы находится в памяти, которая 
составлена из инструкционных ячеек, состоящих /рис.1.6/ из 
трех регистров. Первый регистр содержит инструкцию, а 
второй н третий являются запоминающей средой для операндов. 
Когда в них поступят необходимые промежуточные результаты, 
ячейка возбуждается н сигнализирует арбитрирующей схеме,
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Рис.1.*. Общая схема процессора Дежжяса
Рис.1.6. Инструкционная ячейка
что она готова поехать свое содерхажже для обработки в виде 
инструкционного пакета. Арбитрирующая схема пропускает ин­
струкционный пакет к соответствующему операционному устрой­
ству, определяемому кодом инструкции. Результат выполнения 
инструкции, комплектованный как информационный пакет содер­
жит вычисленное значение и адреса регистров, к которым надо 
его переслать. Распределяющая схема принимает этот пакет н 
загружает результат вычислений в регистры соответствующих 
инструкционных ячеек. Когда число приемников данной инструк 
цин больше двух применяются специальные служебные комакды- 
расширителн. Они "размножают” результат и посылают его 
приемникам.
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Для организации ветвлений и циклов в проекте 
Денниса предлагаются соответствующие управляющие инструкции 
- "Ключ" / gate / и "Слияние" /merge /. В зависимости от 
состояния нервого операнда, который является булевой перемен­
ной, "Ключ" пропускает пли подавляет свой второй операнд. 
"Слияние" обеспечивает использование результатов разных ин­
струкций в качестве операндов единственной инструкции- 
приемника. Чтобы структура процессора интерпретировала ко­
рректно программу, Misunas [il] предлагает предотвращают ту­
пиковые ситуации во время выполнения программы.
2. Архитектурная модель Румбауха /Rumbaugh /. 
Для реализации сетевого принципа в [ 13] используется кла­
ссическая память с адресным доступом /рис.2.а/. Функциональ­
ное разделение памяти на автономные части - память программ 
/ПП/, память данных /ПД/ н управляющая память /УП/ - компен­
сирует недостаток последовательного способа досиупа к инфор­
мации. Память программ сохраняет инструкции программы., в ПД 
находятся промежуточные результата и вводимые данные программы 
а УП содержит счетчик для каждой инструкции, указывающий число 
ожидаемых операндов. Формат инструкции /рис.2.б/ содержит 
кроме кода операции /КОП/, четыре адреса: два для операндов 
/0П1 и 0П2/, один адрес результата /РЕЗ/ и адрес инструкции- 
приемника. Адреса выполнимых инструкций сохраняются в буфере. 
После дешифрации в ДП и выборки нужных операндов из ПД, 
инструкция выполняется в соответствующем функциональном 
элементе обрабатывающего устройства /ОУ/. При получении 
результата устройство управления /УУ/ уменьшает счетчик, 
соответствующий инструкции-приемника на единицу и за­
писывает результат в ПД. Когда содержимое данного счет­
чика станет равным нулю, адрес соответствующей инструк­
ции-приемника загружается в буфер для обработки, а ее 
счетчик устанавливается в свое первоначальное состояние.
Если данный промежуточный результат должен быть передан к
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Рис.2.а. Общая схема процессора Румбауха
КОП ОП1 0П2 РЕЗ приемн! к
Рис.2.б. Формах инструкции
более чем одному приемнику, применяются инструкции-расшири­
тели, как и в проекте Денниса.
Румбаух предлагает два типа управляющих ин­
струкций - "Переключатель" / Switch / и "Объединение"
/ Union /• "Переключатель" предназначен для реализации 
входа н разветвление и выхода из цикла программы, а 
"Объединение” - для входа в цикл и выхода кз разветвления.
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Д л я  к о р р е к т н о г о  в ы п о л н е н и я  п р о г р а м м ы  п р е д л а г а е т с я  с и н х р о н и ­
з и р о в а т ь  п р о м е ж у т о ч н ы е  р е з у л ь т а т ы  н а  в х о д е  и  в ы х о д е  р а з в е т ­
в л е н и й  и ц и к л о в .
3. Система LAl/ Langage a Assignation Uniqu^. 
Архитектурная модель системыLAl][7 ] в структурном отношении 
/рис.З.а/. состоит из локальной памяти /ЛП/, операционного 
устройства /ОУ/, устройства управления /УУ/ и управляющей 
памяти /УП/. В состав ОУ входят два основных блока - для 
операций обработки /00/ и для операций управления /ОУ/. 
Формат инструкции /рис^З.б/ состоит из кода операции /КОП/, 
адреса результата /РЕЗ/ и адресов первого /0П1/ и второго 
/0П2/ операнда. Формат данных /рис.З.в/ содержит данные /Д/
I__________________________________________________ I
Рис.З.а. Структурная схема системы
КОП РЕЗ 0П1 0П2
Рис.З.б. Формат инструкции
Д л/п ПР1 Л / П ПР2
СО С1 С2
Рис.З.в. Формат данных
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и адреса инструкций-приемником /ПР1 и ПР2/. Флаги Л/П 
указывают на то, что данный промежуточный результат исполь­
зуется как первый или второй операнд. Флаги С О , C l , С2 и СД 
применяются для реализации сетевого принципа и для организа­
ции ветвлений и циклов в программе. Они находятся в управля­
ющей памяти. Флаги С1 и С2 указывают на наличие необходимых 
для каждой инструкции операндов. Флаг СО запрещает выполне­
ние лишней ветви программы и повторное включение уже выпол­
ненных инструкций. Обработка инструкции происходит тогда, 
когда каждый из ее флагов находится в единице. При этом СО 
сбрасывается. Результат загружается в локальную память, 
устанавливая в единицу соответствующие флаги С1 и С2 двух 
приемников, а также флаг СД. Последный обеспечивает реали­
зацию принципа однократного присваивания - только одна 
инструкция в программе имеет возможность присвоит значение 
каждой переменной. Специальная инструкция служит для увели­
чения числа приемников данного промежуточного результата.
В проекте системы LAU предусмотренны 
управляющие инструкции АСТ,ЪООВа CASE. Первая из них восста­
навливает определенную ветвь программы для повторного 
выполнения /сбрасывает СД и устанавливает СО/. Цикл строится 
при помощи LOOP - инструкции, а ветвление - посредством 
CASSE- инструкции. В этом случае необходима синхронизация 
промежуточных результатов на входе и выходе разветвления 
и цикла.
4. Архитектурная модель с асоциативной памятью. 
Для реализации сетевого принципа в [4] используется 
ассоциативная память. Общая схема структуры процессора, 
который реализует такую модель управления, показана на 
рис.4.а. Процессор включает обрабатывающее устройство / ОУ/, 
память программ /ПП/ с ассоциативным доступом для сохранения 
сетевой программы, память данных /ПД/ с адресным доступом, 
в которой записываются вводимые данные, промежуточные и
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конечные результаты, устройство управления /УУ/ и собира­
тельный /СБ/ и распределительный /РБ/ буферы. На рис.4.б, 
показан формат инструкции, который содержит поля для номе­
ров первого /Н1/ и второго /Н2/ операнда и для кода опера­
ции /КОП/. Формат данных состоит из полей для операнда / Д / , 
кода условия /КУ/ и счетчика актуальности /СА/, указывающий 
число невылолненых инструкций, использующих этот операнд.
Для организации ветвлений и циклов в рассмат­
риваемой архитектурной модели [l ] предлагается применение 
аппарата обратных связей. В ПП имеются три регистра совпа-
I Упра.1
Рис.4.а. Общая схема процессора с 
ассоциативной памятью
11 12 13 Н1 Н2 КОП
Рис.4.б. Формат инструкции
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Д КУ СА
Рис.4.в. Формат данных
дения - I I ,  12 и 13, каждый разряд которых соответствует 
одной ячейке памяти. II и 12 содержат флаги первого и вто­
рого операнда, а 13 предназначен для обеспечения обратиых 
связей.
В начальном состоянии сетевой программы для 
всех инструкций 11=12=0, а 13=1. II и 12 устанавливаются 
в единицу при получении соответствующих промежуточных 
результатов или при вводе данных. Если для некоторой ин­
струкции соблюдается условие выполнимости /все флаги нахо* 
дятся в единичном состоянии/, она посылается вместе со 
своими операндами через РБ для обработки в ОУ. Ври этом 
все флаги инструкции сбрасываются. После вычисления резуль­
тата устанавливаются соответствующие флаги II и 12 всех 
инструкций-приемникоз. При каждой выборке операнда из ПД 
его счетчик актуальности уменьшается на единицу. Установка 
флага 13 каждой инструкции происходит, когда счетчик актуаль 
ности ее результата станет равным нулю.
В проекте предлагаются три типа управляющих 
инструкций - "Ветвление", "Цикл" и "Коллектор". Инструкции 
"Ветзление" и "Цикл" предназначены для переключения пере­
дачи данного промежуточного результата и различным ветвям 
программы в зависимости от КУ. "Коллектор" обеспечивает 
пересылку результата двух инструкции к единственному прием­
нику. При ветвлениях или циклах обратные связи охватывают 
их целиком, а не только одну инструкцию. Такин образом 
структура обеспечивает корректную интерпретацию программы.
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III. После рассмотрения отличительных особено-
стей известных проектов сетевых процессоров, остановимся 
на вопросе, в какой степени каждый из них выполняет сформу­
лированные основные требования.
Реализация сетевого принципа, которая обеспе­
чивает выполнение требования параллелизма на уровне опера­
тора осуществляется путем указания информационных связей 
между инструкциями. Для решения этой задачи можно применить 
два подхода. Первый из них, характерный для проектов Денни­
са, Румбауха и системы LAU , использует инструкции-приемни 
ки данного промежуточного результата. При наличии более, 
чем двух приемников надо применять инструкции-расширители, 
а это уменьшает степень паралелизма сетевых программ. £ 
процессоре с ассоциативной памятью информационные связи 
указываются посредством инструкций, предшествующих данной 
инструкции. Это дает возможность преодолеть вышеупомянутый 
недостаток первого подхода.
Параллелизм, который получается во время выпол 
нения, в большой степени зависит от воспринятой организа­
ции памяти. В архитектурных моделей Румбауха и системы LAU 
предусмотрены памяти с адресным доступом, которые характе­
ризуются своим последовательным действием. Чтобы преодолеть 
этот недостаток Денине предлагает разбивку памяти на от­
дельные инструкционные ячейки, действующие независимо дру1 
от друга. Такое решение ведет к осложнению организации и 
арбитрирующей и распределяющей схемы. Ассоциативная память, 
применяемая в четвертом проекте, дает возможность для па­
раллельного доступа до выполнимых инструкций. Одновременно 
с тем она обеспечивает устранение недостатков остальных 
проектов.
При рассмотрении асннхранности вычислиний 
можно заметить следующие особености. Для организации вет­
влений и циклов в проекте румбауха и в системе LAU
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используется синхронизация всех промежуточных результатов 
на входе и выходе ветвления или цикла. Это естественно 
уменьшает асинхронность вычислений. Подобный результат по­
лучается и в архитектуре Денниса, где для корректного выпол­
нения необходимо вложить дополнительные инструкции в програ­
мму. Использование обратных связей в процессоре с ассоциатив­
ной памятью дает возможность сохранить асинжронность про­
граммы и предотвратить замедление вычислительного процесса.
Несмотря на различные организации вычислений, 
все рассмотренные архитектурные модели выполняют требования 
модульности, адаптивности и стандартизации межресурсных 
связей.
IV. На основе сравнения рассмотренных проектов 
можно сделать основной вывод, что архитектурная модель с 
ассоциативной памятью является самсй перспективной для 
дальнейшего развития. Конечно, существует ряд проблем, ко­
торые ждут решения. Отметим более значительные из них. Вопрос 
об организации ветвлений и циклов пока еще не решен оконча­
тельно. Необходимо также углубленное исследование основных 
характеристик сетевых процессоров при помощи имитационного 
моделирования и аналитическими методами. Практического ре­
шения ждет преобразование последовательных программ в пара­
ллельные. При этом особое внимание заслуживает исследование 
корректности параллельных программ и сетевых вычислительных 
структур.
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СРЕДСТВА ФОРМАТИРОВАНИЯ
Й .Д .Д е н е в ,  Е .К .Ж и в к о в а ,  Р . П . Л е с е в а  , ЕЦММ, С о ф и я » Б о л г а р и я
В ы в о д  и н ф о р м а ц и и , н а х о д я щ е й с я  в ЭВМ, в в и д е  д о к у м е н т о в ,  у д о б ­
ны х д л я  ч т е н и я ,  т я ж ел ы й  и т р у д о е м к и й  п р о ц е с с  д а ж е  и д л я  п р о г ­
р а м м и с т о в ,  п о л з у ю щ и х с я  я зы к а м и  в ы с о к о г о  у р о в н я  к а к  Ш 1 /1 ,  
Ф о р т р а н , А л г о л  и  т . д .  П ри э к с п л у а т а ц и и  СУБД в ЫДКГ1 н е о б х о д и м о  
с о з д а н и е  п р о г р а м н о г о  о б е с п е ч е н и я ,  д о с т у п н о г о  и  д л я  н е п р о г р а м ­
м и с т о в ,  п р и  п ом ощ и  к о т о р о г о  м ож н о о п и с а т ь  ф о р м а т и р о в а н и е  б о л ь ­
ш о г о  к л а с с а  д о с т а т о ч н о  сл о ж н ы х  д о к у м е н т о в .
В  М а т е м а т и ч е с к о м  и н с т и т у т е  с  В Ц , Б А Н ,в  с е к т о р е  (ЖТУ с о з д а н ы  
с р е д с т в а  д л я  ф о р м а т и р о в а н и я  в ы х о д н ы х  д о к у м е н т о в ,  р а  о т а ю щ и е в 
р а м к а х  с и с т е м ы  БИСЕС.
Я зы к , п р и  п ом ощ и  к о т о р о г о  п о л ь з у ю т с я  э т и  с р е д с т в а ,  н е п р о ц е д у р ­
н ы й , д о с т у п н ы й  и  у д о б н ы й  д л я  м а с с о в о г о  п о л ь з о в а т е л я  ЬЦКН и  
о с в о б о ж д а е т  е г о  о т  н е о б х о д и м о с т и  в д е т а л ь н о м  з н а к о м с т в е  с о  
с т р у к т у р ы  и н ф о р м а ц и и .
Е г о  х а р а к т е р н а я  о с о б е н о с т ь  -  ш и р о к о е  п р и м е н е н и е  п р и н ц и п а  у м о л ­
ч а н и я ,  н а  о с н о в а н и и  и с п о л ь з о в а н и я  с х е м н ы х  с в о й с т в  б а з ы  д а н ­
н ы х . П а т о м  с а м о м  о с н о в а н и и  в к л ю ч ен ы  и б о г а т ы е  с р е д с т в а  
к о н т р о л я .
П р е д л а г а ю т с я  б о г а т ы е  в о з м о ж н о с т и  р е д а к т и р о в а н и я  и п о з и ц и о н и ­
р о в а н и я  н а  у р о в н е  э л е м е н т а .  О б е с п е ч е н  а в т о м а т и ч е с к и й  в ы б о р  
с п о с о б а  р е д а к т и р о в а н и я  б л о к а  в ы х о д н о г о  д о к у м е н т а  и  в ы в о д  
з а г о л о в к а ,  п р о м е ж д у т о ч н ы х  з а г а л о в о к  и  з а г о л о в к а  с т р а н и ц ы .  
П р е д о с т а в л е н о  м н о ж е с т в о  с р е д с т в  д л я  р а б о т ы  с о  с и н о н и м а м и .  
С р е д с т в а  ф о р м а т и р о в а н и я  п р е д о с т а в л я ю т  п о л ь з о в а т е л ю  д в е  
в о з м о ж н о с т и :  в о  п е р в ы х  -  ф о р м а т  о п р е д е л я е т с я  а в т о м а т и ч е с к и ,  
а  п о л ь з о в а т е л ь  у к а з ы в а е т  т о л ь к о  т о ,  ч т о  д о л ж н о  в х о д и т ь  в 
в ы х о д н о й  д о к у м е н т .  Ею в т о р о м  с л у ч а е  п о ь з о в а т е л ю  п р е д о с т а в ­
л е н о  в е с ь м а  п о л н о е  у п р а в л е н и е  ф о р м а т о м . П р е д м е т  н а с т о я щ е й  
р а б о т ы  -  с р е д с т в а ,  р е а л и з у ю щ и е  в т о р о й  с п о с о б  ф о р м а т и р о в а н и я .  
О п р е д е л е н и е  в ы х о д а  п р о и с х о д и т  п р и  п о м о щ и  я з ы к а  з а к а з о в ,  к о -
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то р ы  я в л я е т с я  н е п р о ц е д у р н ы м  и  п о з и ц и о н н ы м . В с е  о п е р а т о р ы  з а ­
к а з а ,  к р о м е  п е р в о г о  с о с т о я т  и з  ч е т ы р е х  п о л е й  ф и к с и р о в а н н о й  
д л и н ы . П ер в ы й  о п е р а т о р  о п р е д е л я е т  б а з у  д а н н ы х , п о д л е ж а щ у ю  
в ы в о д у  и  реж им ы  р а б о т ы  п р и  ч е м  м о ж н о  в ы б и р а т ь  л и б о  п о с л е д о в а ­
т е л ь н ы й  л и б о  д и р е к т н ы й  д о с т у п  к  д а н н ы м .
З а к а з  м ож н о в в о д и т ь  с  с и с т е м н о г о  в в о д н о г о  у с т р о й с т в а ,  с  т е р ­
м и н а л а  и л и  ч и т а т ь  и з  а р х и в а  с и с т е м ы .  В с е  э т и  т р и  с п о с о б а  
м ож н о с о в м е щ а т ь  в р а м к а х  о д н о г о  з а к а з а .
В ы х о д  п о л у ч а е т с я  н а  АЛЛУ и л и  н а  т е р м и н а л .  З а  о д н о  в ы п о л н е н и е  
з а к а з а  м ож н о п о л у ч и т ь  п о  у с м о т р е н и ю  п о л ь з о в а т е л я  д о  9  э к з е м ­
п л я р о в  в ы х о д а ,  п р и  ч е м  в о з м о ж н о  д у б л и р о в а н и е  д о к у м е н т о в  н а  
ш и р о т е  с т р а н и ц ы .
Р е д а к т и р о в а н и е  в е л и ч и н ы  н а  у р о в н е  э л е м е н т а  в ы п о л н я е т с я  н е з а ­
в и с и м о  о т  е е  п о л о ж е н и я  в с т р о ч к е ,  н а  с т р а н и ц е  и л и  в б л о к е  
в ы х о д н о г о  д о к у м е н т а .  Е с л и  п о л ь з о в а т е л ь  н е  у к а з а л  ш а б л о н о в  
р е а к т и р о в а н и я ,  т о  о н и  п о  у м о л ч а н и ю  г е н е р и р у ю т с я  н а  о с н о в а н и и  
с х е м н ы х  с в о й с т в  б а з ы  д а н н ы х .
С у щ е с т в у ю т  н е с к о л ь к о  с п о с о б о в  р е д а к т и р о в а н и я  ч и с л о в о г о  э л е ­
м е н т а ,  а  р е д а к т и р о в а н и е  с и м в о л ь н о г о  э л е м е н т а  п о з в о л я е т  в ы в о ­
д и т ь  ч а с т ь  е г о  и  п о д а в л я т ь  и н т е р в а л о в  в к о н ц е  с и м в о л н о г о  
э л е м е н т а .  Н а л ю б о м  м е с т е  м ож н о  в с т а в л я т ь  п р о и з в о л ь н ы й  т е к с т ,  
з а д а в а е м ы й  в з а к а з е  к а к  л и т е р а л .  Д о п у с т и м о  п р и м е н е н и е  п о в ­
т о р и т е л я .
Р е д а к т и р о в а н и е  в ы х о д н о й  и н ф о р м а ц и и  с о с т о и т  в р а з м е щ е н и и  в е л и ­
ч и н  уровня элемента в строчке , з а д а н и и  б л о к о в  в ы х о д н о г о  д о к у ­
м е н т а  и у п р а в л е н и и  широтой и  д л и н о й  с т р а н и ц ы . Р а з м е щ е н и е  э л е ­
м е н т о в  в б л о к е  осуществляется п р и  п о м о щ и  п о с л е д о в а т е л ь н о г о  
п е р е х о д а  о т  о д н о й  в е л и ч и н ы  к  д р у г о й ,  р а з м е щ а я  к а ж д у ю  в е л и ч и н у  
относительно п р е д ш е к т в у н и ц е й . Е с т ь  в о з м о ж н о с т ь  з а д а н и я  п е р е х о ­
д а  к  н е к о т о р о й  с т р о ч к е  п о с л е  д а н н о й  и л и  п е р е х о д а  к  о п р е д е л е н ­
н о й  с т р о ч к е  н о в о й  с т р а н и ц ы . В о з м о ж н о  и  п р я м о  у к а з а т ь  м е с т о  
в е л и ч и н ы  в с т р о ч к е .
В  о д и н  и с х о д н ы й  д о к у м е н т  м ож н о в к л ю ч и т ь  д о  1 3  р а з н ы х  о п и с а н и й
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б л о к о в .  С п о с о б  р е д а к т и р о в а н и я  о п р е д е л я е т с я  а в т о м а т и ч е с к и  п у ­
т е м  п р о в е р к и  л о г и ч е с к и х  у с л о в и й ,  з а д а н н ы х  п о л ь з о в а т е л е м .  
П р е д у с м о т р е н ы  в о з м о ж н о с т и  в ь щ а ч и  з а г о л о в н о г о  т е к с т а ,  к о т о р ы й  
р а с п о л а г а е т с я  в н а ч а л е  к а ж д о й  с т р а н и ц ы  и п р о м е ж у т о ч н ы х  з а г о ­
л о в о к .  О п и с а н и е  э т и х  т е к с т о в  н е  о т л и ч а е т с я  о т  о п и с а н и и  б л о ­
к а  в ы х о д н о г о  д о к у м е н т а .
В  р а м к а х  в с е г о  в ы х о д а  и л и  т о л ь к о  г р у п п  б л о к о в  в о з м о ж н о  с д е ­
л а т ь  н у м е р а ц и ю  п р о и з в о л ь н ы м  ш а г о м .
Е ст ь , с р е д с т в а  о п р е д е л е н и я  и  п о л ь з о в а н и я  т а б л и ц .  С у щ е с т в у е т  
д в а  т и п а  т а б л и ц  -  А и  В .  Т а б л и ц а  т и п а  А п р е д с т а в л я е т  н а б о р  
с и м в о л ь н ы х  с т р о к ,  а  т и п а  В -  н а б о р  у п о р я д о ч е н н ы х  п а р  с т р о к .  
С у щ н о с т ь  и с п о л ь з о в а н и я  т а б л и ц  в з а м е н е  з н а ч е н и я  э л е м е н т а  
/ и л и  л и т е р а л а /  н а  н е к о т о р у ю  с т р о к у  и з  т а б л и ц ы . Е с л и э л е м е н т  
/ л и т е р а л /  и м е е т  з н а ч е н и е  i  ,  т о  о н  з а м е н я е т с я  С - т о й  с т р о к о й  
т а б л и ц ы  А . В  с л у ч а е  т а б л и ц ы  т и п а  В  п р о и з в о д и т с я  п о с л е д о в а т е л ь  
н о е  с р а в н е н и е  з н а ч е н и я  э л е м е н т а  / л и т е р а л а /  с  п ер в ы м и  ч а с т я м и  
у п о р я д о ч е н н ы х  п а р .  П р и  с о в п а д е н и и  з н а ч е н и я  э л е м е н т  / л и т е р а л /  
з а м е н я е т с я  в т о р о й  ч а с т ь ю  п а р ы . В  о д н о м  з а к а з е  м ож н о о п р е д е ­
л и т ь  д о  1 6  т а б л и ц .
И н т е н с и в н а я  э к с п л у а т а ц и я  с р е д с т в  с и с т е м ы  Б И С -Е С  п о т в е р д и л а  
л е г к у ю  о б у ч а е м о с т ь  и  и х  у д о б с т в а .
Б у д у щ е е  р а з в и т и е  э т и х  с р е д с т в  с о с т о и т  в и х  у л у ч ш е н и и  д л я  р а ­
б о т ы  в и н т е р а к т и в н о м  р е ж и м е ,  ч т о  я в л я е т с я  т о л ь к о  т е х н и ч е с к о й  
т р у д н о с т ь ю .
М оди ф и к ац и я  р а с м о т р е н н о г о  н а б о р а  с р е д с т в  д а е т  в о з м о ж н о с т ь  
к о н в е р т и р о в а н и я  с т а н д а р т н о й  БИС-ЕС б а з ы  в с т а н д а р т н ы  ДОС 
п о с л е д о в а т е л ь н ы й  ф а й л  с  р е д а к т и р о в а н и е м .
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^Опросы планирования и учета вычислительных ресурсов 
имеют особое значение для повышения эффективности эксплуата- 
цки вычислительных центров и вычислительных комплексов. Реше­
ние этой проблемой можно достичь путем создания и поддерьшд 
соответствующую базу данный и применяя подходящую систему уп­
равления базами данных (СУцд). ваза данных должна состоятся 
из записей, содержащих информацию о каждом пользовательском 
задании.
Разделение всей совокупности выполняемых работ, тре­
бующих применение вычислительной техники, на отдельных зада­
ниях зависит от степени подробности, с которой Администрация 
вычислительных ресурсов считает целесообразным ввести учет. 
Татг как система учета сама потребляет некоторые вычислитель­
ные ресурсы, глубина указанного разделения связана затратами 
по эксплуатацию системы.
Информация, содержащаяся в каждой записи, можно раз­
делить на нескольких частях:
- информация о хданированых ресурсах данного зада­
ния на периоде актуализации этих данных;
- информация о затраченных ресурсах данного задания 
в периоде актуализации этих данных;
- суммарная информация для данного задания.
Характерной оеобеноетью двух первых частей является 
их динамичность - планирование ресурсов динамически меняется 
а информация о расходованных ресурсах меняется при каждом вы­
полнении данного задания. Третья часть информации является
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архивом, где в конденсированном виде сохраняются суммарные 
данные о каждом задании во время его актуальности. Одной из 
самых трудоемких операций при поддержки базу данных является 
ее своевременное пополнение актуальными данными. При рассма­
триваемой ситуации значительной частью этих данных являются 
данные о расходованных вычислительных ресурсах. Это обстоя­
тельство дает возможность резко увеличить автоматизации при 
процессах актуализации базы данных за счет создания програм­
мных средств автоматического слежения выполнения задании и 
пополнения базу данных требуемой информацией.
Правила учета расходованных вычислительных ресурсов 
зависят от нормативных документов, валидных для каждой орга­
низации, как и от некоторых специфичных условий, принятых в 
соответствующем вычислительном центре. Это означает, что ес- 
лп система управления вычислительными ресурсами создается не 
только для одного отдельного пользователя (вычислительного 
центра), а с расчета ее широкое внедрение, необходимо что-оы 
эта система была открытой для введения требуемых изменений, 
имея ввиду, однако, что такая система связана с учето очень 
больших ресурсов, необходимо предусмотреть средства защиты 
системы от несанкционированного вмешательства. Система упра­
вления базами данных, на основе которой создается система 
планирования и учета, должна обеспечить возможность получе­
ния выходную информацию разного типа. Такой выходной инфор­
мацией являются ведомости о разходованных ресурсов за данном 
периоде времени, как и хлазные справочные материалы, которые 
можно получить по требованию для целей управления. Очень валя­
ной частью системы, однако, является выдача учетной информа­
ции при выполнении каждого запроса каждого задания. Это дает 
возможность пользователю следит за ходом потребления ресур­
сов и рационально планироват остаток наличных ресурсов. Та­
кая информация должна содержать:
- шифр задания;
- время (начало и конец) выполнения задания;
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- плановые ресурсы данного задания на текущие пе­
риод времени;
- расходовавшее при этом выполнении ресурсы (про­
цессорное время,колличество ооращенип к разный»! типам внеш- 
ных устройств, колличество бумаги; либо обобщенные машинные 
единицы в зависимости от принятой в данном вычислительном 
центре системой планирования и учета);
- оставите до конца текущего периода ресурсы.
Кроме того к этой информации удобно включить еще порядковый 
номер выполнения и конечную дату актуальности данного зада­
ния. к этой информации модно включить и некоторые сообщения, 
относящиеся к всем пользователям вычислительного центра, ли­
бо к некоторой их подсовкунностп.
одесь было упомянуто, что для каждого задания, для 
которого планируются вычислительные ресурсы, надо составить 
соответствующий шифр. С одной стороны этот шифр является 
ключом для доступа в системе, а с другой - он должен состоит 
из указателей, дающих возможность группирования задании на 
нескольких уровнях и по не скольким критериям в зависимости 
от потребности администрации.
Способы задания этого шифра могут быть разные. Так 
напримерь в пакетном режиме обработки задания шифр можно ука­
зать путем снабжения пакета задания специальной подпечатано*, 
или подписанои картой, дающая право на выполнения задания.
Ь режиме времеделения путем использования терминального до­
ступа этот шифр является частью пароля, дающей право на до­
ступ до вычислительных ресурсов.
При каждом выполнении система планирования и учета 
проверяет право на доступ и наличие требуемых ресурсов, ^слп 
задание не имеет права доступа, лиоо требуемые на данном вы­
полнении ресурсы больше чем наличными, задание не выполняет­
ся и система выдает соответствующие сообщения. Ъ противном 
случае система выполняет задание в зависимости от его прио­
ритета, динамически учитывает расходованные ресурсы и следит
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за соблюдением правил эксплуатации. При нарушении- этих пра­
вил (использование больше чем указанными ресурсами, несанк­
ционированное обращение к библиотекам, файлам, базам данных 
и т.д.) система прекращает выполнение задания и выдает сооб­
щение потребителю и сообщение администратору системы.
Система планирования и учета вычислительных ресур­
сов должна содержать простые средства для:
- открытия новых задании;
- закрытия старых задании;
- изменения срок актуальности;
- изменения план ресурсов;
- подготовки сообщения потреоитедяы;
и т.д. Эти средства должны быть снабжены с определенными 
правилами секретности, что-бы не дасть возможность потребите­
лям вычислительных ресурсов сами менят свои плановые ресурсы.
С другой стороны такая система должна иметь возмож­
ность выдачи рядь выходных материалов (оформленные по соот- 
ветствущим принятым стандартам), содержащих в различных раз­
резах суммарную информацию по периодам, направлениям, звенам 
как и детаильную информацию о каждом задании. Кроме того не­
обходимо предусмотреть пристые средства создания новых выход­
ных форм в зависимости от допольнително возникающих потребно­
стей каждого отдельного вычислительного центра.
г Институте математики с Вычислительным центром 
болгарской Академии Наук с 1974 года проводятся разработки и 
эксплуатацию систем планирования и учета вычислительных ре­
сурсов. Одна такая система, с названием АС0д32, была создана 
в 1075 году для ЭдМ üíM íCK-32. С 1976 года такая система, с 
названием АСОдКС, была разработана и для но ЭШ. О течением 
времени эти системы, и в особености АСОЬнС, были усовершен­
ствованы - их возможности и степень автоматизации их эксплуа­
тации были развиты до описанных в придыдущих абзацах.
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Система ACULËü использует стандартные возможности 
операционных систем дООДС 1 и ОСДС 2,3 , а для созда­
ния и поддержки базу данных - СУБд БнСБО 4 .
Б настоящее время система АСОББО эксплуатируется х\.ак 
в операционном системе дОСДС, так и в операционной системе 
ОС Д О  с одной стороны, а с другой - в пакетном режиме и в ре­
жиме времеделенпя в терминальном комплексе. Этот терминальных 
комплекс создан в вычислительном центре института математики 
Болгарской Ап и является первым этапом создания вычислитель­
ного центра коллективного пользования Болгарской Ап (БЦКи- 
БАН). г системе предусмотрены возможности ее работы в усло­
виях многомашинном, системы, как хх в вычислительных сетей.
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В статье рассматриваются некоторые улучшения в возмож­
ностях адресации записей в СУБД БИСвС, разработанной в 
Институте математики Болгарской Академии наук. 3 результате 
практических требований был создан проект дополнительных 
программных средств для осуществления доступа к данным в базе 
данных БИСшС. Эти средства не заменяют существующие, а только 
предостовляют дополнительные возможности и удобства, которые 
имеют важное значение для некоторых информационных систем, 
разработанных с применением СУБД БИСБС.
Система БИСВС позволяет как последовательный, так и 
прямой доступ к записям в базе данных. Прямой доступ осуще­
ствляется заданным в системе соотношением между номером запи­
си и его местоположением в базе данных. Прямой доступ по но­
меру записи , с одной стороны, имеет преимущества, свойствен­
ные для этого типа доступа. Однако с другой стороны он имеет 
и некоторые специфические недостатки:
- Фиксированная длина номера;
- номер может быть только числом;
- создание новых записей или возможное устранение 
старых записей связывается с Физическим местом.
Это может привести к реорганизации базы данных.
- в большинстве случаев потребитель вынужден поддержи­
вать свои, характерные для базы данных ключи и тогда 
доступ должен быть обеспечен по этим ключам, что не 
обеспечено прямым доступом.
Что бы предоставить потребителям БИСшС средства, неимеющие 
вышеупомянутые неудобства, необходимо было создать средства
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для расширения возможностей доступа к записям. При этом 
необходимо было обеспечить полную совместимость старых и но­
вых средств. К функции обновление была добавлена возможность 
определения номера записи по таблице. Таблица создается по­
требителем и обеспечивает однозначное соответствие между 
любым допустимым ключом записи и номером записи з базе данных 
Е уГСш С. К л ю ч  записей является составной частью записи. О н  
состоит из двух частей: идентификатора и порядкового номера. 
Идентификатор является строкой символов любой фиксированной 
длиной. Он определяет соответствие между записью и некоторым 
интервалом номеров записей в базе данных. Интервал номеров 
задается своими границами,то есть самым маленьким и самым 
большим номером в интервале. Порядковый номер определяет от­
клонение номера записи от нижней граници интервала (как это 
показано на рисунке). В указанном примере ключу с идентифи­
катором КшТАЛУРГнЯ и порядковым номером 0014 соответствует 
запись с номером 2015.
Для автоматизации процеса нахождения номера записи по 
таблице, к ункцин обновление добавлены программные средства, 
предоставляющие возможность определить таблицу и записать ее 
в систему. Кроме того существуют возможности, которые позво­
ляют потребителям перевключить режим работы Функции обновле­
ние и заставить ее работать с использованием одного или дру­
гого метода доступа к записям. Потребителям предоставлены 
средства, помогающие ему как при первоначальном создании таб­
лицы, так и при возможных ее изменениях. В случаях, когда 
это необходимо, можно применить созданные средства реоргани­
зации базы данных в соответствии с новой таблицей.
Разработаны также средства, которые по созданной базе 
данных строят таблицу и совершают реорганизацию базы данных 
в соответствии с таблицей, обеспечивав доступ по ключу к 
записям.
Необходимо отметить, что созданное средство 'доступа 
позволяет и введение синонимов, т.е. доступ к одной и той же 
записи или группе записей через разные ключи.
Возможно применять и другие методы доступа к записям в 
базе данных БИСшС. Общее для них является обстоятельство, что
ТАБЛИЦА
БАЗА ДАННЫХ
ключ состоит из двух частей. Первая часть - это идентификатор 
который является строкой знаков с любой зафиксированной дли­
ной. Идентификатор определяет интервал номеров записей, кото­
рые соответствуют идентификатору. Вторая часть ключа может 
быть использована для нахождения номера записи в интервале 
методом рендомизации. При этом возникает проблемма определе­
ния подходящей пункции рандомизации, а также вопрос о синони­
мах. Другая возможность, это использовать порядковый номер 
для создания записи на первом свободном месте. При обработке 
записей, созданных таким образом, будет использован полный 
перебор записей в интервале, определенном идентификатором.
Созданные средства доступа успешно применены в несколь­
ких информационных системах, созданных с помощью СУБД БИСЕС. 
Опыт их эксплуатации показывает, что разработанные средства 
значительно облекчают потребителей при организации и доступе 
к использованными и м и  базам данных.
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ЯЗЫК МАНИПУЛИРОВАНИЯ ДАННЫМИ СИСТЕМЫ УПРАВЛЕНИЯ 
БАЗОЙ ДАННЫХ LINDA
В. Жечковски
Институт основ вычислительной техники ПАН, Варшава, ПНР
I.ОБЩАЯ ХАРАКТЕРИСТИКА СИСТЕМЫ LINDA
В течение последних трех лет в Институте основ вычи­
слительной техники ПАН была создана система управления ба­
зой данных СУБД Li n d a. Она реализована на ЭВМ odra серии 
1300, компатибильных cici 1900. Система l i n d a является сис­
темой однозадачной, централизированной, замкнутой (self 
contained) с одним уровнем независимости данных и программ - 
- уровнем схемы. Главную роль в концепции этой системы играет 
язык описания данных, основанный на лингвистическом подходе 
к теории баз данных (LINguistic Data Approach) fl] .
Система оснащена следующими главными модулями:
- управляющим,
- компилятором языка описания данных,
- ввода данных,
- обновления базы данных,
- компилятором языка манипуляции данными,
- модулями для реализации специальных функций, таких 
как сортировка, поиск, оьъединение файлов, печать 
данных.
Основные функции управляющего модуля это:
- управление ходом обработки данных,
- открытие/закрытие файлов,
- управление печатью,
- задание параметров другим модулям и их запуск.
В системе linda существует несколько языков, предназ­
наченных для разных целей, среди них имеются языки описа­
ния, идентификации и манипулирования данными. Язык манипу­
лирования данными СУБД LINDA тесно связан с языками описа­
ния и идентификации данных.
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Язык описания данных СУБД ь ш б а  разрешает:
- описать практически любое количество типов записей,
- определить повторяющиеся группы,
- декларировать данные, которые могут не выступить,
- декларировать небольшие числовые пределы,
- декларировать преобразование чисел и дат на бинарную 
форму во время ввода данных.
Язык описания данных в его настоящем варианте не дает 
возможности определять связей между записями.
Основные синтактическо-семантические конструкции языка 
идентификации это идентификаторы, формулы и термы, которые 
создают непроцедуральный язы к- Выражения языка идентификации 
позволяют выделять данные из базы данных. Определение факти­
ческого значения идентификаторов, формул и термов происходит 
во время реализации конструкции, ч которых они выступают, на­
пример, инструкций языка манирул .рования данными, выражений 
управляющего модуля и других. В этом процессе обычно участ­
вует только часть базы данных, именно эта часть базы данных, 
которая находится в операционной памяти вычислительной ма­
шины. Называем ее полем зрения. Содержимое поля зрения можно 
изменять при помощи управляющего модуля или при помощи языка 
манипулирования данными.
Вышеприведенные главные конструкции языка идентификации 
принимают следующие значения:
- идентификатор: список адресов данных, принадлежающих 
к полю зрения, например, значение идентификатора
Р а б о т н и к : Гф а м и л и я] = Ив а н о в] это список адресов за­
писей работников с фамилей Иванов.
- терм: список констант или элементарных значений, опре­
деленных на основании поля зрения, например, терм
I, [РАБОТНИК: [ФАМИЛИЯ] = ИВАНОВ; ИМЯ] принимает зна­
чение списка, в состав которого входят: константа I 
и все имена работноков с фамилией Иванов.
Значение терма [РАБОТНИК: [ФАМИЛИЯ] = ИВАНОВ] это пустой 
список значений. Именно этот терм определяет все данные 
о названии РАБОТНИК, но они неэлементарные, так как в 
их состав входят другие данные, например, данная
- 69 -
ФАМИЛИЯ.
Для некоторых целей в СУБД l u t d a употребляется расширен­
ное определение терма, в котором допускаются неэлементарные 
значения терма. В таком случае значением вышеприведенного 
терма стали бы все структуры, подчиненные данным РАБОТНИК, 
в которых элементарная данная ФАМИЛИЯ содержит значение 
ИВАНОВ.
- формула: одно значение из множества {истина, ложь].
Например, формулой является выражение
[р а б о т н и к; фамилия] = Иванов
которое принимает значение истина, если актуально в поле 
зрения находится хотя одна запись работника с фамилией 
Иванов и значение ложь в другом случае.
Заметим, что каждый идентификатор можно считать термом, 
которого значением является множество содержимых находящихся 
под адресами, показанными идентификаторами.
Процессы реализации многих инструкций управляющего мо­
дуля как тоже компиляция и выполнение манипуляционных прог­
рамм требуют динамического распределения оперативной памяти 
машины. В СУБД Linda эту задачу выполняет система динамичес­
кой памяти, описанная в работе и .  Свойства системы LINDA 
оьсуждены более подробно в И .  М .  [5].
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2. ОБЩАЯ ХАРАКТЕРИСТИКА ЯЗЫКА МАНИПУЛИРОВАНИЯ ДАННЫМИ
Язык манипулирования данными СУБД l i n d a является язы­
ком программирования высшего уровня. Основные синктатическо- 
-семантические единицы языка это инструкции, последователь­
ность которых составляет манипуляционную программу. Манипу­
ляционные программы предназначены для обработки физических 
записей о структуре, присущей системе l i n d a .
Язык манипулирования запроектован, главным образом, как 
средство для организации вывода в требуемом графическом виде, 
определенных отчетов, касающихся входных массивов данных. 
Следующие группы инструкций и синтактическо^оемантических 
конструкций языка обеспечивают реализацию вышеупомянутой 
главной функции языка:
- обращения к базе данных,
- инструкции вывода результатов обработки данных,
- инструкции чтения данных из перфокарт, которые при­
мерно можно использовать для управления выполнением 
манипуляционных программ,
- инструкции создавания данных, которые в программе могут 
например, играть роль переменных потребителя,
- инструкции присваивания,
- условные инструкции и инструкции прыжков,
- арифметические выражения в обобщенном виде - термы,
- будевые выражения в обобщенном виде - формулы,
- выражения, идентифицирующие данные - идентификаторы,
- инструкции, выполняющие специальные функции, примерно 
обращения к управляющему модулю, статистические инстру­
кции м  и другие,
- структурные инструкции типа инструкций, выступающих 
В языка PASCAL ( case, while, repeat, for, 
процедуру) [5] .
Язык манипулирования данными позволяет динамично опре­
делять устройство для вывода результатов действия программ.
Эти результаты могут быть непосредственно печатаны на бумаге 
или могут попасть в формате печатающего устройства на магни­
тную ленту. Файл, который в этом случае возникнет на магни­
тной ленте называем файлом печати. В системе существует спе-
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циальная инструкция управляющего модуля, которая позволяет 
пенатать данные, находящиеся в таком файле в соответству­
ющей, заданной программной форме.
Инструкции языка манипулирования данными делятся на 
простые и сложные, то есть инструкции, которые имеют тело, 
содержащее любое количество инструкций языка манипуляции. 
Каждая инструкция манипуляционной программы может быть обо­
значена меткой, которую можно использовать в инструкциях 
прыжков к обозначенной ее инструкции.
Грамматический разбор маниупляционной программы совер­
шается методом из верха вниз (top down). Для этой цели упо­
требляется соответствующий состав рекурсивных процедур.
3. ОБЩИЕ СВОЙСТВА МАНИПУЛЯЦИОННОЙ ПРОГРАММЫ
Манипуляционная программа является в основном последователь­
ностью инструкцией языка манипулирования данными; программа 
не имеет блочной структуры. В программе не выступают никакие 
статические декларации структур данных. Структуры данных опре­
деляются динамически во время создавания данных. Даже обык­
новенные переменные потребителя считаются такими же, конечно, 
упрощенными, записями и можно их генерировать в программе 
аналогичным образом как другие более сложные записи. В прог­
рамме допускается также динамически удалять целые или опре­
деленные части данных. Это свойство дает возможность ограни­
чить размер операционной памяти, нужной для выполнения за­
дачи.
Программа имеет свое собственное название, при помощи 
которого можно ее идентифицировать в обращениях к управля­
ющему модулю, таких как вызвание компиляции, выполнения или 
удаления программы.
Манипуляционные программы реализуются в компиляционном 
порядке, то есть на основе входного текста в процессе компи­
ляции генерируется программа в виде внутренного кода вычисли­
тельной машины. Одновременно наступает зарядка этого кода в 
операционную память машины. С этого момента программа может
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быть выполнена многократно. Ее можно выбросить из памяти, 
употребляя некоторые инструкции управляющего модуля в част­
ности, вызывая компиляцию другой программы.
Система допускает компиляцию программ, записанных на 
перфокартах или на магнитной ленте.
Язык манипулирования реализован таким образом, что 
имеются средства для контроля программ на этапе компиляции, 
а также и выполнения. Компилятор сигнализирует синтактичес­
кие ошибки и тоже доставляет другие важные информации. Между 
прочим, он указывает список всех таких названий и констант, 
примененных в программе, которые не принадлежат к списку наз?- 
ваний и констант, выступающих в обязывающем выражении описа­
ния данных. Это разрешает найти некоторые семантические ошиб­
ки в программе еще до ее выполнения. Допустим, например, что 
в списке, данном компилятором, находится название РАБОТНИК 
и мы знаем, что обязывающее выражение описания данных описы­
вает записи о названии РАБОТНИК. Конечно, на основе этих ин­
формаций мы можем догадываться, что в каком-то идентификаторе, 
выступающем в тексте манипуляционной программы, мы ошибочно 
обращаемся к не существующей записи РАБОТНИК вместо к записи 
РАБОТНИК.
Независимо от существующей возможности управления коли­
чеством информаций, доставляемым компилятором, потребитель 
может выбрать один из двух порядков компиляции:
- порядок нормальный, в котором получается обыкновенный 
выходной код, применяемый в нормальной эксплуатации 
программы,
- порядок специальный, в котором получается обогащенный 
выходной код, предназначенный для этапа проверки пра­
вильного действия программы.
Потребитель может динамично (во время действия) или ста­
тично (до старта) определить состав ситуаций, которые считает 
для данной программы ненадежными, аварийными или вообще инте­
ресными по другим причинам, и контролировать их выаупление.
Выполняя программу, компилированную в специальном поряд­
ке, можно добавочно получить сигнализацию перехода программы 
через все инструкции, обозначенные метками, сигнализацию ста-
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рта выполнения сложных инструкций и процедур, а также зна­
чения булевых условий в условных инструкциях. Программа за­
держивается во всех моментах, когда выступит любая, заданная 
потребителем, подозрительная ситуация. Большиство ненормаль­
ных ситуаций, которые могут появиться во время действия мани­
пуляционной программы, возникает воледетве многозначности 
термов, избытков во время арифметических операций или высту­
пления неподходящих значений данных, что связано с отсутствием 
в языке формальных деклараций типов данных.
В моменте старта любой манипуляционной программы поле 
зрения является пустым или содерживает часть базы данных, 
введенную в оперативную память машины инструкциями управля­
ющего модуля. Обычно раньшая зарядка поля зрения иеет в виду 
установить что-то в роде базы, использованной в выражениях 
языка идентификации данных.
4. ОСОБЕННОСТИ УПОТРЕБЛЕНИЯ ВЫРАЖЕНИЙ ЯЗЫКА ИДЕНТИФИКАИИИ 
ДАННЫХ В МАНИПУЛЯЦИОННОЙ ПРОГРАММЕ
В инструкциях языка манипуляции выступают выражения языка 
идентификайии согласно следующим принципам:
- всегда там, где требуется показать место расположения 
данных, употребляются идентификаторы,
- в случаях, когда требуется определить значения данных 
или константы - применяются термы,
- если надо построить условное выражение - применяются 
формулы.
Специфика инструкций языка манипулирования данными воз­
никает из многозначного характера термов, которые в них выс­
тупают. В зависимости от конкретного содержания поля зрения 
во время исчисления данного терма, может он принять одно или 
больше значений, но он может также не принять никакого зна­
чения.
В языке допускаются различные операции на множествах 
элементарных значений, заданных термами, между прочим:
- арифметические операции плюс, минус, умножение, деление,
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- операции на множествах, такие как пересечение мно­
жеств, разница множеств, объединение множеств и т.д.,
- отношения между множествами - равенство, подчинение 
и т.д.,
- арифметические сравнения, такие как больший, меньший, 
равный.
На все эти операции огромное влияние оказывает вышеприве­
денное свойство термов - их многозначность.
Например, для арифметических операций или операций срав­
нения из этого свойства возникает важный вопрос: каким обра­
зом они должны выполняться? какой, например, должен быть ре­
зультат арифметической суммы двух множеств значений, заданных 
соответствующими термами?
В актуальном варианте системы linda принято принцип, 
что в результате любой арифметической операции на двух тер­
мах возникает новый терм. Если допустим, что первый терм это 
множество значений тп » а второй - это множество значений т , 
тогда можно сказать, что элементы множества значений терма - 
- результата, это результаты исполнения данной операции (здесь 
плюс) на всех парах из картезианского продукта Tn х тт * 
для которых операция возможна (система автоматически совер­
шает необходимые преобразования внутренных физических видов 
данных).
При таком подходе, к сожалению, теряется контроль над 
количеством значений в множестве выходного терма, потому что 
не всегда точно известно, сколько будет таких пар значений, 
для которых операция не выполнится. Это может оказаться исто­
чником некоторых трудностей в правильном определении даль­
нейших операций на этих выхо^ных^в частности - инструкций 
печати и присваивания. С этой точки зрения, конечно, луч­
шим решением является такое, в котором каждая пара значе­
ний доставляет точно одно значение до множества результатов.
В таком случае надо бы ввести понятие специального пустого 
значения, допустим, n i l . Оно будет результатом арифметической 
операции на каждой такой паре значений, для которой данная 
операция нормально не дается выполнить. Однако, и этот под­
ход имеет свои недостатки: во первых, увеличивает размер one-
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рационной памяти, нужной для хранения множеств значений 
термов, среди которых много значений может быть n i l , во 
вторых, увеличивает время выполнения операций на термах, по­
тому что добавочно выступают действия на пустых элементах 
n i l , в третьих, усложняет исполнительные программы.
5. ИНСТРУКЦИИ, СНИЗАННЫЕ С ДОСТУПОМ К БАЗЕ ДАННЫХ
Основные типы операций, касающиеся записей базы данных, 
практически одинаковы для всех информационных систем с базой 
данных. Это, конечно, операции создавания, хранения и поиска
А. 1данных. В языке манипулирования данными СУБД LINDA эти фун­
кции выполняются ответсвенно следующими инструкциями:ASSIGN 
и #c r e a t e, #s t o r e, #g e t. Новые данные, возникающие вслед­
ствие выполнения инструкций языка #assign или ^create 
автоматически присоединяются к полю зрения.
Инструкция #assign является, прежде всего, инструкцией 
присваивания: вместо (элементарных или неэлемнтарных) значений, 
показанных идентификатором, подставляются данные структуры, 
определенные термом. Однако, если в инструкции #assign 
идентификатор заменим каким-то названием, инструкция станет 
инструкцией создавания и, одновременно, присваивания данных. 
Именно для каждого|элементарного значения терма она создает 
элементарную данную, которой названием является название, 
выступившее в инструкции, а значением - очередное значение 
терма. Например, инструкция
#ASSIGN ФАМИЛИЯ, [р а б о т н и к; ф а м и л и я] ;
создает данные ФАМИЛИЯ. Значением каждой такой данной стает 
одно значение из множества всех фамилий, выступающих в дан­
ных ВАБОТНИК. Возникнувшие всле,детве вышеприведенной инструк­
ции данные ФАМИЛИЯ можно, например, присвоить полям ФАМИЛИЯ 
в данных АВТОР, применяя инструкцию #assign в виде инструк­
ции присваивания, как следует:
^assign [а в т о р; фамилия] , [фамилия] ;
В инструкции присваивания ^a ss ign требуется, чтобы, во 
первых, идентификатор показывал столько данных, сколько зна­
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чений принимает терм, и, во вторых, чтобы размер операционной 
памяти занятой i-той данной, указанной идентификатором, был 
не меньший, чем размер i-того значения терма, которой в это 
место подставляется. Инструкция присваивает данные, пока эти 
условия совершены. В моменте, когда они первый раз не будут 
совершены, инструкция кончится и передает об этом сигнали­
зацию согласно требованию потребителя (пункт 3 ). Выполнение 
инструкции присваивания a^ s s i gn не изменяет размеров дан­
ных, показанных идентификаторам, хотя новые значения, под­
ставленные в их место, могут занимать меньше памяти.
ыторой, гораздо более мощной инструкцией создавания 
данных является инструкция ^c r e a t e. Она создает одну дан­
ную о неограниченно сложной иерархической структуре. Эту 
структуру, названия и значения элементарных и неэлементар­
ных данных, из которых вся данная состоится - описывается 
в инструкции. Значения элементарных и неэлементарных дан­
ных, то есть подструктур - задаются термами. Названия дан­
ных, кроме этих, которые выступают в неэлементарных под­
структурах, заданных термами - поданы явно. Общая синтакти­
ческая форма инструкции #c r e ate имеет рекурсивный хара­
ктер, также как создаваемая ей данная. Основной единицей 
этой рекурсии является описание данной, которое может выс­
тупить на любом уровне иерархии. Последовательность: 
двоеточие и открывающая скобка начинают определение при 
помощи терма простого значения или подструктуры. Открыва­
ющая скобка без знака двоеточие обозначает переход к под­
чиненным данным на следующем уровне иерархии. Пример:
#CREATE РАБОТНИК fФАМИЛИЯ : (ИВАНОВ) ИМЯ : (НИКОЛАЙ)
СЕМЬЯ ( ЖЕНА Н/ЖЕШф ДЕТИ : ( [ДЕТИ]) ))] 
Вышеприведенная инструкция ^ r e a t e создает данную 
РАБОТНИК, у которой две элементарные данные ФАМИЛИЯ и ИМЯ 
(содержащие значения ИВАНОВ и НИКОЛАЙ) и неэлементарная 
данная СЕМЬЯ. Данная СЕМЬЯ состоит из данных ЖЕНА и ДЕТИ, 
значениями которых являются соответственно структуры, за­
данные термами [ЖЕНА] и ГДЕТИ]. Эти термы могут предста­
влять как простые значения, как также совсем сложные неэле­
ментарные структуры.
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Для реализации операции хранения данных в языке мани­
пуляции запроектирована инструкция #STORE. Ее параметром 
является идентификатор. Он определяет данные, которые надо 
хранить. Эти данные в виде физических записей передаются к 
актуальному выходному файлу на диске или ленте или к полю 
зрения, именно этой его части, которая предназначена для 
хранения части базы данных постоянно нужной системе. При 
помощи инструкции sto r e можно выделить из поля зрения опре­
деленные данные в целом или их части и оформить их в обыкно­
венную физическую запись, присущую системе LINDA.
Примеры. ISTORE f РАБОТНИК];
Ostoré [р а б о т н и к; ф а м и л и я];
Бследстве выполнения первой из вышеприведенных инстру­
кций хранятся в выходном файле все данные РАБОТНИК, а всле- 
дстве второй - только их поля ФАМИЛИЯ.
В настоящем варианте языка манипуляции предусмотрена 
одна инструкция поиска записей из базы данных - инструкция 
#g e t. Она реализует последовательный просмотр актуальной 
входной базы данных, доставляя к полю зрения каждый раз одну 
запись. Для этой записи выполняется последовательность инст­
рукций языка манипулирования, которая называется телом инст­
рукции #GET. После увыполцения тела запись удаляется из поля 
зрения. Несколько допускаемых синтактических видов этой инст­
рукции разрешает, во первых: выполнять тело инструкции #g e t 
для всех записей из базы данных или только для записей опре­
деленных идентификатором, выступающим в инструкции; и во 
вторых: окончить поиск записей после просмотра всей базы 
данных или в моменте, в котором значение определенной фор­
мулы станет истиной.
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КОНЦЕПЩ й И МОДЕЛЬ РАСПРЕДЕ)1ЕШ 0К СПСТЕ1.Ы  
ИНФОРМАЦИОННО!^ О Б С Ш Ш А Н И Я  КОЛЛЕКТИВОВ
Владимир Занев
Институт математики с Ьц БАН, София, Болгария
В секторе математического обеспечения ИМ с ВЦ, БАН 
коллектов сотрудников под руководством ст.н.с. П.Вьрыева раз­
рабатывает абстрактную систему информационного обслуживания 
коллективов (АСйиК). АСнОК модель системы информационного об­
служивания при помощи ЭК... На основе этой модели могло строит 
конкретные системы предназначены для потребностей определен­
ного коллектива - производственного, научного, обслуживающе­
го, управляющего, учебного и т.д. Ql] .
Коллектив - это система, которая:
- объединяет группу людей, оргапизованые на базе 
профессиональных принципов, которые работают систематически 
сообразно планы чтобы решать одну или более взаимпосвязанные 
задачи;
- включает в себе ресурсы: машины, материалы, тран­
спорт, сооружения, финансы и сообщителные связи;
- имеет стабильную организационную и управляющую
структуру ;
- основные информационные деятельности хорошо опре­
делены, регламентированы и организационно обеспечены.
АСИОК состоится из двух основных частей - информа­
ционный процессор и архив, информационный процессор АСИОК 
обеспечивает ее функционирование. Он состоится из управляю­
щей системы, системы обработки и системы обмена-*- Архив - это 
интегрированная совокупность данных и программ, рассматрива­
емые как таблицами. Они связанны между собой и обслуживают 
осно или несколько приложении оптимальным способом [lJ . Ин­
формационный архив рассматриваемый от позиции базы данных 
содержит отдельные файлы, а также одна или более иерархичес­
кие базы данных [2].
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1. Распределенная информационная деятельность.
Информационный процесс - это такое отражение струк­
туры впутренной и внешной среды систем, которое используется 
для сохранении качественной определенности и развитии систем
[4].
Информационная деятельность - сочетание из четырех 
основных информационных процессов: сбор информации, сохране­
ние информации, обработка информации, распространение инфор­
мации .
0 распределенной информационной деятельности вдет 
речь когда информационные процессы, включены в некоторой ин­
формационной деятельности совершаются на различных географи­
ческих пунктах. Это означает что разные информационные проце­
ссы осуществляются на разных местах: сбор информации делается 
средствами, которые находятся на одной географской точке, об­
работка - в другом месте, сохранение - на третьем и распрос­
транение - на четвертом месте. Распределенную информационную 
деятельность есть и когда но крайней мере один из основных 
информационных процессов осуществляется на разных географи­
ческих пунктов. Обработка информации, ее распространение и 
сохранение тоже могли бы отдельно географически распределены.
Распределенные информационные системы (РИС), кото­
рые проектируются и реализируются на базе сети ЭВМ представ­
ляют одну современную тенденцию определенного интереса и важ­
ности для многих потребителей. В принципе РИС сопровождаются 
формированием и обслуживанием распределеных баз данных. РИС 
могут рассматриватся конвергентной точкой сети ЭВМ и разных 
модели и реализации баз данных.
2. Распределенная система информационного обслужи­
вания коллективов (РСИОК).
Все основные элементы, составляющие одного коллек­
тива: люди, ресурсы, информационная деятельность, управляю­
щая и организационная структура, могли быть географически 
распределены.
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Географическое распределение СИОК надо рассматри- 
ват в одном из следующих смыслов:
- централизованный архив и географически распреде­
ленные части и функции информационного процессора;
- географически распределенный архив и централизо­
ванный информационный процессор;
- географически распределенные архив и информаци­
онный процессор;
- централизованые архив и процессоры СИОК которые 
находится в разных географических точках, соединенные между 
собой комуникационными средства!;®! с целью обеспечения потре­
бительского доступа до каждого из них.
Потребители имеют доступ до информационного процес­
сора и до архива каналами. Канал - это логический путь по ко- 
нолым вдет информация от потребителей и к ним. Б каналах вклю­
чаются одни или другие физические устройства - комуникацион- 
ные линии передачи, моделы, адаптеры, мультиплексоры, кокцен-1 
траторы и комуникационные процессоры.
Архив РСИОК может быть либо:
- подразделенный архив, либо;
- централизованный архив с или без временных архи­
вов.
Подразделенный архив - это такой тип архива, кото­
рый состоится из подразделов, но рассматривается как единым 
логическим объектом. Подразделы содержат таблицы ориентирова­
ны к определенному приложению и географическому месту. При 
некоторых таблиц данного раздела возможны семантические свя­
зи (вложение) с таблицами другого подраздела. Подразделенный 
архив - ото архив децентрализованного типа.
Основный принцип создания архива второго типа - это 
повторение, копирование всех таблиц или частей централизова- 
ного архива. Централизований архив содержит все данные и прог­
раммы РСИОКа. Копия отдельных частей архива образуют времен­
ные архивы. Б течении определенного периода (например днем) 
информационная деятельность делается главным образом времен-
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н ы ш  архивами. После этого периода централизованный архив об­
новляется (например ночью) и создаются новые копия временных 
архивов. Второй тип архива - это архив централизованого типа.
Кроме информационный процессор в составе информаци­
онный сети РСИОКа может участвовать и сателлитный информаци­
онный процессор. Это информационный процессор, которой выпол­
няет определение, но не все возможные функции и обеспечивает 
работу хотя-бы с одним локальным временным архивом.
В зависимости от информационной, деятельности - цен- 
трализованая и децентрализованая, можно рассматривать и два 
типа РСИОКа - вертикальная и горизонтальная системе.
Вертикальная РСИОК - это такая система, при которой 
между компонентами информационной сети и функциями, которые 
они испольняют есть иерархические связи. Информационный про­
цессор и архив структурираны иерархически таким способом что 
каждая компонента системы управляется членам иерархии, кото­
рый на более высоком уровне. В составе вертикальной РСИОК 
участвуют сателлитные информационные процессоры. Функции вер­
тикальной РСИОК распределяются иерархичпо по информационной 
сети. При распределении частей информационного процессора и 
его функции должны быть выполнены следующие критерии:
- все функции должны осуществлятся таким способом, 
что отношение цена/времени исполнения быть лучшее для этого 
географического пункта;
- функции, которые исполняются многократно долшы 
быть нише в иерархии, а те которые исполняются реже, находят­
ся выше в иерархии;
- функции, которые требуют немного времени для от­
вета должны быть по возможности ниже в иерархии.
Эти критерии показывают, что система обмена РСИОК 
(ввод - выводные функции и функции обмена с архивом) надо 
включить в сателитные информационные процессоры. С другой сте- 
роны элементы управляющей и обработывающей систем вертикаль­
ной РСИОК должны быть иерархически распределены между сател-
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литными шформационгшми процессорами и информациошшм процес­
сором.
Архив в вертикальной РСИОК может быть централизова­
нным с временными архивами или подразделенным.
информационый
процессор
вр.
Архив 1
канал
сателитныи 
информационный 
процессор 1
централь­
ный архи
сателитныи 
информационный 
процессор к
вр,
■архив к
Фиг, 1. Вертикальная РСИОК с централизованным архивом
Второй тип РСИОК горизонтальный. Горизонтальная 
РСИОК - это система, у которой все компоненты находятся на 
одном уровне и между ними нет иерархических связей. Информа­
ционные процессоры и каналы обеспечивают связь между двумя 
или более компонентами РСИОК, которые логически и функцио­
нально неразличимы. Горизонтальная РСИОК иллюстрирует одну 
современную тенденцию - связь между отдельными, недависыми 
ЭВМ с целью обеспечении общего доступа до всех информационных 
и аппаратных ресурсов ЭВМ. Архив горизонтальной РСИОК может 
быть централизованым или с подразделами.
Возможны реализации РСИОК смешанного типа. В этом 
случае можно рассматривать две или более вертикальные РСИОК 
связаные горизонтально информационными процессорами.
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Фиг. 2. Горизонтальная РСИОК с подразделеным архивом
3. Протоколы в РСИОК
L РСИОК есть две группы протоколов:
- протоколы типа "потребитель - информационный 
процессор";
- протоколы типа "информационный процессор - ин­
формационный процессор".
Это комупикационные протоколы на уровне передачи 
информации между потребительями и между потребителскими про- 
цессами. Они определяют вызов потребительских процессов, 
связь к взаимодействие между ними, гарантируют последователь­
ность въполнешш и прерывание связи между процессами [5] .
Протоколы "потребитель - информационный процессор" 
управляют информационные каналы, обеспечивают к прерывают 
связь между потребителями ы РСИОК. По идее это протоколы в 
оддой терминальной системе. Протоколы этого типа используют 
таблицы описания потребителей к терминалов. Язык заявок дает 
средства для реализации таких протоколов. При выполнении этих 
протоколов обеспечиваются следующие функции: устало вливание 
связи и начала сеанса с информадионныгл процессоры, начало 
ввода заявок от данного потребителя для информационного про­
цессора, конец ввода заявок, уничтожение связи и конец сеан­
са с информационным процессором.
Протоколы "информационный процессор - информационны 
ный процессор" управляют доступ к таблицам архива РСИОК и
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совместное паралельное исползование разными потребителями.
Эти протоколы контролируют интерференцию потребительских за­
явок и наблюдают за тупиков.
Заявки использовании таблиц архив распределяются 
следующими трупами :
- заявки актуализации или управление архива: испол­
нение этих заявок должно быть защищено влиянием исполнении 
других заявок;
- заявки с защищеным доступом до таблиц архива: при 
исполнении этих заявок доступ до определенен таблицы блокиру­
ется для других заявок, но различные таблицы могут быть ис­
пользованы одновременно такими заявками;
- заявки с не защищены?.! доступ до таблиц архива.
И у вертикальной и у горизонтальной РСИОК самые
сложные протоколы в случае распределенного архива с копиями 
таблиц разных местах (во временных архивах или в подразделах). 
Если заявка для работы с таблицей этого архива требует обнов­
ление, протокол должен обеспечить доступ до каждаго копия 
таблицы в распределенном архиве.
4. йоде ль распределено!! СПОК
При помощи языка GPSS создана симуляциокная мод,ель 
горизонтальной РСИОК с подразделенным архивам без копии таб­
лиц. Па основе центральной обслуживающей модели одной ЭЕ!., 
разработана модель двух отдаленно связаных ЭВП, которая обоб­
щается легко для сети ЭВМ произвольным числом машин.
Симуляционная модель состоится из:
- модели апаратного оборудования;
- модели математического обеспечения;
- модели задания.
Время в модели является дискретной величиной и из­
меряется милисекундамк.
L модели аппаратного оборудования системы участвуют 
25 разных устройств, которые задаются реальными параметрами, 
соответствующие на устройствах конфигурации машины серии ЕС. 
Каждой из этих параметров можно изменить чтобы исследовать
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их влияние на результаты моделирования. В модели аппаратного 
оборудования всем вероятностным параметрам и характеристикам 
физических устройств присвоиваются средние значения.
модель математического обеспечения охватывает базис­
ное обеспечение, специализиранное обеспечение и распределен­
ная СИОК. В модели базисного обеспечения моделирована основ­
ная управляющая программа Супервизор вместе с механизном вы- 
бора приоритетной задачи и поддержка мультипрограммного режи­
ма работы. В специализированном обеспечении моделированы фун­
кции передачи данных между двумя отделенно связанными ЭВМ.
В модели РСИОК участвуют пять подсистем, четыре 
ввод, выводных очередей и распределенный архив без копии таб­
лиц .
ыодел РСИОК детерминированная. Каждая очередь харак- 
теризируется двумя значениями. - среднее число объектов в 
очереди и - среднее время ожидании. Дисциплина обслужива­
ния FIFO , обслуживание - приоритетное с захватом обслужи­
вания .
Кодел задании вероятностной. Параметры и переменные, 
которые описывают одного задания даются вероятностными распре­
делениями. Задание моделируется при помощи четырех непрерыв­
ных и одной дискретной функции распределения и 18 вероятност­
ных параметров.
Вводный поток задании - статичный, но при разных 
прокруток симуляциониой модели его можно менять. Рассмотрены 
вводные потоки Пуассона с разными средними значениями и пото­
ки произвольного эмпирического типа. Вводный поток задании 
генерируется дискретными функциями распределения. Для иденти­
фикации закона распределения некоторых эмпирических случайных 
величин испельзуется X1 - критерии.
Основные результаты, которые получаются работой си- 
муляционной модели относятся к проектированию математического 
обеспечения РСИОК. Выясняются более важные програмные модули, 
которые должны быть созданы, их функции и взаимоотношении с
операционной системой, обеспечение отдаленной связи и переда­
чи данных Е РСИОК.
Результаты охватывают 23 статистических исследова­
нии величин, 14 таблиц вероятностных распределении, 4 сравни­
тельных фигур и 2 график. Они позволяют сделать анализ работы 
двух отделенно связанных Э Ш  серии ЕС, которые работают с 
РСИОК.
Некоторые более важные выводы, получены анализом 
результатов: самое использованное устройство это печатающее 
устройство, скорость передачи 4800 б/сек ^доволетворяет - 
требования РСИОК, надежность порядка 10“° б/сек достаточна, 
выполнение задания сильно зависит от характеристик вводного 
потока, дисциплина обслуживания и от последовательности пос­
тупления задании для обслуживания.
Использование симуляционной модели на этапе проек­
тирования показывает ряд преимущества, которые позволяют 
иметь в виду разные решения. Параметры системы могут анали- 
зироватся и изменяться, с целью найти самые оптимальные зна­
чения, включая таких, которые не могут контролироваться в 
реальных условия:7.. При создании симуляционной модели был ис­
пользован подход интеграции эмпирических исследовании с ана- 
литичными методами, которой оказался хорошо применимый для 
исследования и анализа работы вычислительных систем.
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ЭКВИВАЛЕНТНОСТЬ МОДЕЛЕЙ ДАННЫХ 
В РАСПРЕДЕЛЕННЫХ БАЗАХ ДАННЫХ
Ф. Златарова
Институт Математики Болгарской Академии Наук
София, Болгария
Формальное описание информационных ресурсов одной р а с ­
пределенной базы данных (РБД) при помощи соответствующих ей 
информационных и функциональных графов, задающих структуру, 
свойства и взаимоотношения этих информационных ресурсов, яв­
ляется объектом настоящей работы. Исследование этих вопросов 
имеет смысл, если существуют необходимые аппаратные и прог- 
рамные возможности реализации и эксплуатации одной РБД. Та­
кие возможности предоставляет вычислительный центр коллек­
тивного пользования.
Основное понятие для неоднородных РБД - это понятие "мо­
дели данных", которое определяется разными способами [2,3,
4] • Модель данных вполне определена и зависима от соответст­
вующих ей языка определения данных и языка манипулирования с 
данными. Эсли в РБД представлена только одна модель данных, 
РБД называется однородной, в противном случае - неоднород­
ной.
Независимо от содержащихся в одной РБД моделей данных 
вводится понятие информационного графа этой РБД.
Информационный граф одной РБД - это граф Q  = (V, Г), в ко­
тором множество вершин V  задает совкупность информационных 
узлов РБД, а многозначное отображение Г задает связь между 
элементами множества V  .
Выясняя это определение, можно отметить, что информацион­
ные ресурсы РБД - это территориально расспределенные потре­
бительские файлы данных, программные продукты, а так же от­
дельные базы данных. Информационный узель РБД состоит из тех 
информационных ресурсов РБД, которые принадлежат одному гео- 
графскому месту, в котором расположена часть РБД или вся РБД.
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Множество V  называется множеством информационных узлов ин­
формационного графа G  .
Предполагается, что один информационный узель содержит 
только одну модель данных. Отображение Л определено так, 
что каждому информационному узлу сопоставляется множество 
всех информационных узлов, имеющих одинаковую модель данных 
с этим информационным узлом.
Определения отображения Г дает возможность вывода ряд 
интересных свойств [5} .
Пусть С7ft, ( i  =1,2,...,и ) множество, которое содержит 
все информационные узлы одной модели данных ТЛ^ рассматри­
ваемой РБД. &Yfii, является I -той связанной компонентой со­
ответствующего информационного графа G = ( V , P ) .
Предложение. Пусть а ^ . е  I  =1,2,..., один информаци­
онный узель в РБД. Множество Ьцт составлено из информаци­
онного узла и всех ин юрмзционных узлов, которых можно
связать с узлом при помощи некоторого пути.
Предложение. Множество ( i  =1,2,... ^  ) генерирует
подграф G r a i  = ( G m i  » ) информационного графа G = (VJ
Г  ) так что:
V
и
Гт .(х) = Г  ( х )  для всех зс в
Легко можно доказать, что {, <1 » 4,2,. составляет
разбиение множества V .  Окаывается, что информационный граф 
одной однородной РБД является связанным графом.
Между информационными узлами информационного графа одной 
неоднородной РБД существуют два типа связи:
- связь между информационными узлами, имеющими одинако­
вую модель данных;
- связь между информационными узлами, имеющими разные 
модели данных.
Во втором случае возникает проблема трансформирования мо­
делей данных, которая решается при помощи выбора глобальной 
модели данных (ГМД). Функциональный граф одной неоднородной
РБД отражает связь второго типа.
Функциональный граф - это граф = ((?,Ф), в котором 
множество вершин ß  состоит из связанных компонент инфор­
мационного графа G = (V, Г7) этой РБД, а множество дуг ф  
характеризует связь между элементами множества & (фиг. 1).
Определим множество Ф  так, что между каждыми двумя ком­
понентами '^YYli, C'YYij' =1,2,... ; l'f- j,) можно найти
хотя бы один путь. Это соответствует существенной характе­
ристике одной РБД, что независимо от своего территориального 
местоположения, каждый потребитель имеет возможность ползо- 
ваться информацией, находящейся в каждом информационном уз­
ле.
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Фиг.1. Функциональный граф РБД с компонентами
О /yyi’í' С ^ »2,...,6)
Если необходимо осуществлять трансформацию моделей данных
f : ----- - Wlj для i Ф и i , j =1,...,
надо определить функции:
oCj : W ;  ---- -ГМД и ói . : W  -* 0 é à гмд ,
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которые обратимы и такие, что диаграмма:
коммутативна, т.е.:
£ = о  оС ^ .
Узлы функционального графа составны, но они отличаются 
дискретным характером. Поэтому становится возможным менить 
алгебраические методы, чтобы описать их. В расматриваемом 
случае оказываются подходящими некоторые элементы теории 
категорий.
Можно легко показать, что множество информационных узлов 
информационного графа G  , составляющих одну связанную ком­
поненту Cryii ( ^ = 1,2,...,^), является категорией.
Из этого факта следует, что каждая вершина функционально­
го графа = ( 3 , Ф )  является категорией. Множество 3 на­
зывается множеством категорий функционального графа V е •
Если в конкретном случае категория функционального графа 
с т1 £ (3 ( i  =1,2,..., ты) отличается так, что все операции,
допустимые в языке манипулирования с данными модели 
являются ассоциативными, то категорию С"ууl i можно рассмат­
ривать как категорию моноидов, вместе со всеми специфичными 
ей свойствами.
Некоторому потребителю РБД обычно необходимы только дан­
ные, определенных информационных узлов. Оказывается целесо­
образным ввести понятие "подкатегории" функционального гра­
фа ^  .
Из организации одной вершины функционального графа ^  
как категория с объектами - информационные узлы, следует что 
можно определить понятие функтор между категориями функцио­
нального графа в соответствии с общей теорией категориий [1]. 
Можно доказать, что число отличных возможных функторов между 
категориями С у у ^ и  (V i , j, =1,2,..., п  ; -l/éj), при­
надлежащими множеству (3 , равно числу разных путей между ни­
ми в функциональном графе ^  = (6,Ф).
Доказательство следует непосредствено из того, что каждый 
функтор в ^  интерпретируется при помощи возможной связи 
между соответствующими двумя категориями, изображенной неко­
торым элементом множества Ф  или при помощи композиции та­
ких элементов. Естественно можно определить и понятие "мор­
физма функторов" в графе 6^.
То что рассматривалось до сих пор было необходимо, чтобы 
прийти к понятию об эквивалентности категорий из множества 
ß , которое используется при исследовании трансформации мо­
делей данных. Каждая трансформация модели в модель Vílj, 
состоится из отдельных шагов:
- преобразование схем базой данных модели в схемы
базой данных модели ;
- преобразование состояний базой данных модели ^ i в
состояния базой данных модели ;
- преобразование операторов программ иа-языке манипули­
рования с данными модели Vili в операторы программ на 
языке манипулирования с данньми модели TÍI  ^ .
Чтобы трансформация моделей данных была корректна, нужно 
удовлетворить следующим требованиям:
- полная определимость;
- представимость;
- репродуктивность.
всех типов данных в РБД и соответствующих операторов' над ними
р].
Определение. Модель данных Т П ^  ( I =1,2,..., эквивалентна 
моделью данных =1,2,...,^), если соответная катего­
рия эквивалентна категории С^..* é
Определение. Трансформация моделей данных Т : ТП^--
которая трансформирует модель в эквивалентную ей модель
/Víi^ , называется трансформацией эквивалентности.
Можно легко вывести, что если существует трансформация
эквивалентности Т : ТГ1|-- — то тогда можно найти
трансформацию моделей данных Ы  : Yïbj--- и два изо­
морфизма трансформаций ^  : V --- и *  : itn— W T -
J *
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так что выполненоусловие:
т . г = ^ . т .
Это приводит к следующей теореме:
Теорема 1. Пусть Т  : трансформация моделей
данных ( I , j =1,2,_ _ Для того, чтобы Т  была
трансформацией эквивалентности, необходимо и достаточно:
а) для каждой пары моделей данных -Мд, M g e T J ' b  \
функция: 1
Т СМА,М&) : ' Л . з т т  ( М л ,Мь)  Т(Г>е))
г „ 1 </является биекциеи;
б) каждый объект ДОЯ £  • должен быть
изоморфным с объектом вида Т ( Mg) для М£ е ]Ш, и •
Эта теорема доказывается при помощи следующего предложения:
Предложение. Пусть Т  : Шi  --- t ï  j I X , j =1,..., n )
трансформация эквивалентности и tt : TU; ------- —  TTly ,
Ч* :lm ^ - - - - и 4* :1т у ц - - - - - - - - - - ► T L t  выполняют
условия, упомянутые выше. Тогда верны следующие утверждения:
а) для каждой пары моделей данных Мл , Л iß e,7Vl^ соответ­
ствующих информационным узлам А, 5 е С^, , функция :
т С М А, М6) : 7 W . ДО---- ~ Ж е ж т , ( Т ( М ^ Т ( П & ))
1 êявляется биекцией;
б) трансформация tt является сопреженной трансформации Т и обратно;
в) выполнено условие: и  . у  = . и  .
Интересными являются и следующие следствия:
Следствие. Пусть Т : --- — ТУ1 j трансформация эквива­
лентности. Если Я/t , Ъ1 : /YYlj - - - - *► удовлетворяют (|
условиям для трансформации гС , описанным выше, то ьС и тт 
являются канонически изоморфными.
Следствие. Пусть Т :- - - - - - - - - - - - - - трансформация эквива­
лентности. Если Il : m-à- - - - -  -TVI <, выполняет условия, дэн-
ны выше для нее, то К/является тоже трансформацией эквива-
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лентности.
Это важно, когда рассматриваем двухсторонную связь между 
вершинами функционального графа.
Предложение. Пусть Т  : и U :
трансформации эквивалентности. Тогда существует трансформа­
ция моделей данных V  : /M'i---- которая тоже будет
трансформацией эквивалентности для =1,2,...,П/.
Доказательство.
а) Докажем, что для V  ^ М & <= "Ш. и для У ^ 
отображение:
V  С * д , «  в )  : , г Ъ ,  *а) -  я * *  б w v y ,  m
является биекцией.
Пусть V  = ЬСоТ. Покажем, что это искомая трансформа­
ция.
Очевидно, что диаграмма:
Цо<Г - Plow. (и(ТСмл)) и(Т(мл)))
V *  ^
и,
yiowi'm . f 7Y/fc), Т(#б))
коммутативна. Тогда и диаграмма:
(МА И в)
V
(Г(МЛ),%(MR)))
Ж
и
( П м ^
V  ( м„ ) = ( U o T  )( М А ) = U- ( Т  ( ))
¥ nAe 'rni „ V А е С^„ДЛЯ
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Так как I и И  - трансформации эквивалентности, из. 
условия необходимости теоремы 1. следует, что:
т  ( "л, м 8) •- ( М„( (TOiJ, T  бM e );
и /
м-(тсмд) т(мв>) : Л-о^щ (Т(МЛ)} Т(МВ))--- -
Ő.
CU(T(Mj)f U ( T C n S
являются биекциями, т.е.:
V  С МЛ>Л?В) = ( Uo*Т)СМА) М & ) ; Afej)--- -
---- " М о ги ^  ( ( U o T ) C M f i )  ( U 0 V ) C M &) )  =
= Л с п и т к  (  V ( M f f )  У ( м & ) )
является тоже биекцией.
б) Пусть £ для V  Р  в =1,2,... ,гь). Так
как It - трансформация эквивалентности, из теоремы 1 сле­
дует, что существует Л 1 х в Для х  е , так что:
/Мр = U ( M X ). J
Но и Т  - трансформация эквивалентности. Из теоремы 1 сле­
дует, что существует М/? £ для Я  е ^ и поэтому
Я 1 х =  т ( ^ ) *
Тогда получается, что:
Лр= U( Мх) = м (*Г( МЛ)) = (U0 T)( «,) =V(MA).
Из а) и б) и теоремы 1 следует что V  - трансформация 
эквивалентности.
Теорема;'-#, Если для каждого 'i =1,2,...,^  существует
трансформация эквивалентности T  : '7П,<, ------- *~ГМД,
которая является обратимой, то для V j =%f2t... и
А / i , существует трансформация моделей данных:
* Ы ху- ' M i  — --- - W *
которая определяет эквивалентность модели данных с
моделью данных TYl: , которая.обратима.
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Из последнего предложения следует, что если существуют 
трансформации эквивалентности Т^ , : ----- ►  ГМД и
т у 1 : ГМД гт
* то можно составить композицию:
~L Т;
которая будет трансформацией эквивалентности.
Наоборот, если возмем Zlji = ( )-1, тогда
является тоже трансформацией эквивалентности в обратном на­
правлении. Это видно из следующих коммутативных диаграмм:
/т> П ц * /YŸl • оОТ • Щ 1 YKI ;
tN
/ 1
/ г
и X.
V х /ТГ'Х гмдх х  гмд7
Следствие. В РБД, в которой * Í =1,2,..., 'Л, существует
трансформация эквивалентности Ti : ГМД , ко­
торая обратима, все "Л/ модели данных эквивалентны между 
собой.
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ПРИМЕНЕНИЕ Ш Ф О В Щ Д О Н Н Ы Х  СИСТЕМ ПРИ 
ОРГАНИЗАЦИИ НАУЧНЫХ МЕРШ1РШТШ
Румяна К.Киркова 
Институт математики с ВЦ, БАН
При создании информационных систем основными являются 
анализ и синтез циркулирумцей в них информации, так как их 
функционирование связано с формированием, регистрацией, сбо­
ром, обработкой и хранением1'''информации, адекватно отражающей 
состояние определенных объектов в процессе их развития.
При организации одного конгресса или симпозиума (все 
эти мероприятия будем называт научное мероприятие - НМ) ос­
новными задачами являются:
- сообщения о НМ - научная тематика, время проведения, 
место проведения, условия на участие;
- корреспондентная связь с участниками НМ;
- составление научной программы НМ с учетом научных на­
правлений, разбиением по секциям, залам, дням и т.д.;
- обеспечение соотвествующих условии по пребыванию - 
приезд, гостиница, регистрация, отъезд и т.д.;
- участие в допольнительных (параллельным основному) 
заседаниях, встреч, дискуссиях и пр. с одной сторо­
ны, а с другой - ознакомление с культурными, природ­
ными и историческими достопримечательностями страны.
Обычно для каждого НМ формируется организационный коми­
тет (OR). Этот ОК проводит все вышеупомянутые задачи. При ре­
шении этих задач очень удобным инструментом является информа­
ционная система (MC). Объектом информационного банка такой 
ИС является каждый участник НМ. Данные дня каждого участника 
можно сгруппировать как следует:
- личные данные: имя, отчество и фамилия; научное зва­
ние и/или научная степень; научная организация (ад-
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pec и наименование); адрес для корреспонденции (го­
сударство, город и т.д.);
- данные об участии в научной программе: с/без науч­
ного сообщения;вид сообщения (доклад по приглашению, 
пленарный доклад, научное сообщение, в качестве со­
автора и пр.); наименование, язык, научное направле­
ние; имена всех авторов.
Если предусматриваются несколько сообщений для каж­
дого из них необходимо сохранять все эти характери­
стики;
- данные по пребыванию: число сопровождающих лиц; пред­
почитаемый тип гостиницы и комнаты; предполагаемое 
врет приезда (дата, час, вид транспорт); предпола­
гаемое время отъезда (дата, час, вид транспорт); фи­
нансовые условия на участие (по приглашению, за свой 
счет, за счет эквивалентного безвалютного обмена и 
пр. ) ;
- дополнительные требования: напримерь участие в па­
раллельных заседаниях, встречах, дискуссиях, как и 
в экскурссиях с целью ознакомления с культурными, 
природными или историческими достопримечательностя­
ми места проведения ЕМ.
Конечно для каждое НМ части этой информации можно не 
некапливать в случае когда перед соответствующему (Ж не стоят 
одних или других задач (напримерь нет параллельных мероприя­
тий; ОК не заботится о гостиницах и т.д.).
Сбор этой информации проводится в разных этапах орга- 
низировании НМ - так напримерь основные личные данные получа­
ются после ответа первому сообщению; данные об участии в науч­
ной программе - после ответа второму сообщению; а данные по 
пребыванию содержатся обычно в телеграмме перед приездом 
участника. Иногда во время проведения ЕМ часть информации ак­
туализируется (например врет отъезда, адрес, участие в дис­
куссиях или экскурссиях и т.д.).
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На базе накопленной информации из информационной сис­
темой после соответствующей обработкой можно получать разные 
выходные материалы в разных направлений:
- для корреспонденции: списки, участников с их адре­
сами (эвентуально эти списки могут быть упорядочен­
ны по фамилиям или государствам); списк участников, 
которые уже ответили / еще не ответили на первом/ 
втором сообщении;
- для составления научной программы: списки докладов 
и сообщений по отдельным направлениям или секциям; 
списк всех пленарных докладов или всех докладов по 
приглашению; Списк всех авторов; справка о числе и 
типах докладов и сообщения каждой секции; версия 
научной программы по залам, дням, часам и пр. ;
- для регистрации: списк участников с информацией о 
времени приезда, финансовых условиях, гостиницах, 
сопровождающих лиц, дополнительных требованиях 
(эвентуально эти списки можно упорядочить любим па­
раметром - государство, дата и час приезда, тип го­
стиницы и пр.).
Создание информационной системы для обслуживания НМ 
можно реализировать разными способами. Один из самых удачным 
и удобным является реализация на основе некоторой системы 
управления базами данных (СУБД), так как известно что каждая 
СУБд предоставляет основные стандартные средства ввода, ак­
туализации, хранения, обработки и вывода информации. Кроме 
того время реализирования информационной системы на основе 
СУБД резко сокращается.
Б институте математики с Начислительным центром Бол­
гарской Ай - сектор "Основы кибернетики и теория управления", 
с 1973 года проводятся исследования, реализации и эксплуата­
ции информационных систем такого типа. Некоторые из mix d i  
были созданы для ЭБМ МИНСК_32, другие - для ЕС ЭЕМ. Учитывая 
преимущества применения СУБД при создания ИС для НМ в 1978
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году под руководством доц.Д.М.Добревым начала разработка ти­
повой информационной системы для автоматизирования некоторых 
процессов при организировании научного мероприятия под наз­
ванием КИСШ на основе СУБД БИСЕС. Основные принципы, архитек­
тура и возможности СУБД БИСЕС описаны в Í2J и £ БД .
Типовая информационная система К И С Ш  была использова­
на для обслуживания ряд конгрессов, конференции и симпозиу­
мов, организованных Единым центром математики и механики Бол­
гарской АН в периоде 1978 - 1981 г.г. Применение СУБД БИСЕС 
дает возможность быстро и легко расширят набор выходных ма- . 
териалов новыми описками или справками. Широкие возможности 
ввода и актуализации информации обеспечивают связь с разными 
форматами используемых форм на регистрации участия в НМ. Для 
сохранения многих из характеристик принята сжатая (комприми­
рованная) форма (шифр государства, шифр секции, шифр научно­
го направления, шифр транспорта приездa/отАезда, шифр типа 
научного сообщения, шифр параллельного мероприятия и т.д. ). 
Используя подходящие классификаторы после обработки в выход­
ных материалах все шифры заменяются соответствующими текста­
ми. При зтом есть возможность выбора языка для объяснительных 
текстов (русский, английский и пр.).
lia базе общей научной области (математика) в резуль­
тате эксплуатации уже создан единый информационный банк 
(ЕПБ) всех участников и всех научных мероприятий. Кроме выше­
указанных характеристик в этом ЕйБ для каждого участника со­
храняются и признаки отдельных НМ, в которых он принимал уча­
стие как и его научные интересен. Таким образом для каждого 
нового пМ соотьествующип организационный комитет имееть воз- 
MOXiHOcTB сразу пользоватся услугами вычислительных машин и 
информационной системы (напримеръ отпечатат адреса эвентуаль­
ных участников и разослать первое сообщение; получить списк 
интересующихся специалистов в определенной научной -области 
и Т.Д.).
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GixCTüivJl auíi ОПЕРАТИВНОГО КОНТРОЛЯ НАд
PüiAj^ íoAlA ^ í И ОТЧЕТОМ ЗАГРАНиЧНЬ1Х СлУ- 
j^iLhiiDÍX KOi. AiV ,* iPü ьО К
Руь*яна К. Ниркова
Институт математики с ЕЦ Ъолгарской АИ
в последнее время в различных областях деятельно­
сти человека широкое применение получили так называемые ав- 
томатпзпрованные системы обработки данных, основанные на ис­
пользование ЭР;*. Это предъявляет повышенные требования к их 
параметрам, преэде всего к производительности, доступности 
для специалистов различных 'профилей и лвалис ш-.адии, степени 
автоматизации процессов запуска и управления вычислительным 
процессом и т.д.
iia пути создания систем обработки данных возника­
ет целый ряд взаимосвязанных проо л ем практического и теорети­
ческого характеров, от успешного решения которых в итоге за­
висит эффективность систем обработки данных. Среди них такие, 
как автоматизация процесса синтеза алгоритмов и программ об­
работки данных, оптимизация интерфейсов средств обработки 
данных и т.д.
Эффективность автоматизированных систем обработки 
данных существенный образом зависит и от методов построения 
и организации их системного и проблемного математического 
обеспечения, именно поэтому в настоящее время уделяется боль­
шое внимание поиску новых эффективных формальных методов ана­
лиза и синтеза программного обеспечения систем обработки дан­
ных.
На фоне постоянно возрастающего потока информации, 
необходимой для принятия обоснованного управленческого реше­
ния, особое значение приобретает поиск эффективных средств 
автоматизации процессов документирования учрежденческой дея­
-  1 0 6  -
тельности. Значительный научный и практический интерес пред­
ставляет проблема разработки, исследования и внедрения раз­
личных элементов программного обеспечения ЭВп и их комплек­
сов.
Центральной проблемой создания любого информацион­
ного банка является выбор объекта и его информационную модель, 
от обоснованности, точности и достоверности которой во многим 
зависит эффективность системы обработки данных.
Другой из актуальных задач, представляющих интерес 
при решении этой проблемой, является задача создания средств 
автоматизации процесса обработки данных - сложного и трудоем­
кого этапа исследования в различных областях науки и техники.
Обзор достижений в этом направлений показывает, 
что в последнее время применяется хорошо зарекомендовавший 
себя метод универсальных средств - системы управления база­
ми данных (СУБД) (см.напримерь С П  ,12] ).
Пользуясь этим аппаратом в Институте математики с 
вычислительным центром Болгарской Ай - сектор "Основы кибер­
нетики и теория управлении", под руководством доц.д.М.добре- 
выси с 1973 года были реализованы ряд автоматизированных сис­
тем обработки данных разного типа и разной степени сложности 
построения информационного банка, две из этих систем описа­
ны в [3] и [4].
Основой программного обеспечения является СУБД 
БПСЕС (Базовая информационная система для вычислительных ма­
шин шдиной Системы), которая обеспечивает соответствующие 
универсальные средства генерирования информационного банка; 
сбора, обновления, хранения и обработки информации; вывод ре­
зультатов обработки в заданном стандарте. Основные принципы, 
архитектура и возможности СУБД описаны напримеръ в [5] и 16].
Система для оперативного контроля над реализацией 
и отчетом заграничных служебных командировок (ЗСК) СОКРАТ 
также реализована на базе программного продукта СУБД БМСЕС.
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Чтобы охарактеризовать одну ЗСК необходимо ш е т  
следующие данные: цель ЗСК (напримерь для участия в междуна­
родной конференции или симпозиуме ; для работе по совместной 
теме; на стажировку и т.д.); страна; срок пребывания; финан­
совые условия (по эквивалентному безвалютному обмену, за 
счет одной или другой научной организации и т.п. ) ; время (на­
чало и конец) пребывания; место пребывания (например город 
и научная организация); дата отъезда и дата приезда предоста­
вленные отчетные материалы и т.д.
С другой стороны надо разполагать данными о со­
труднике, которой реализовал эту ЗСК. Основными данными явля­
ются: шля, отчество и фамилия; занимаемая должность; научное 
звание; научная степень; организация; подразделение этой ор­
ганизации (лаборатория, отдел, секция и т.д.).
Сразу видно, что динамической частые информацион­
ного банка являются данные об отдельных ЗСК. Так называемые 
личные данные сотрудника в принципе можно считат постоянными. 
Поэтому информационный банк системы о ЗСК можно рассматривать 
Kai-, специализированный файл, связанный системой указателей 
общей базе системы кадров данной научной организации. Таким 
образом вводимая информация резко уменьшивается по своему 
объему, а связь с общей базой системы кадров увеличивает воз­
можность получения ряд разнообразных выходов.
Так как в Едином центре математики и механики Бол­
гарской АН была реализована и система кадров, используя еди­
ный классификатор научных специалистов БАН,были созданы пред­
посылки реализовать информационный банк системы СОПРАТ выше­
упомянутым способом ввиде специализированного файла с указа­
телями на личные данные.
Ответственные для актуальности информации системы 
СОКРАТ являются сотрудниками отдела "Международное сотрудни­
чество". После утверждения данной ЗСК соотвествующим прика­
зом! вышестоящих органов они стандартным формиатов задают в сис­
теме необходимую информацию для ЗСК, как и указатель на лич­
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ные данные определенного сотрудника» После реализацией запись
0 оСл. актуализируется новыми данными (нанримерь дата отъезда 
и приезда, актуальный срок пребывания, признаки о предоставле­
нии отчетный il других материалах и т.п»).
д нас толпее время в этом цапле накоплена ннцорма1-1. Л  S'- -L
дня о всех реализованных с 1076 года сотрудниками единого 
центра шатенатпкд и пехапппп оСК.
X. Oil обделенных периодах или по требовании из сис­
темы получаются необходимые списки и справки — все результа­
ты окормлены согласно принятым стандартам. Используя стан­
дартные 303i.i0ji.HocТл оазовот'о продукта — СУ.од. впСыС, этот на­
бор выходных результатов непрерывно разширяется, как в отно- 
пенип объема пнспормаций, так и по направленпям — по т’ода1у! 
реализации, х.о страна.!, üO с о тру дникам, .ио целям цСК, по тп—
H o l ,  o O í i  xi Т .  д .
Так как в каждой записи задаются и признаки о пре­
док тавленш: отчетных материалов из системы СОКРАТ периодичес­
ки выводится check тех ЗСК, о которых нет отчетов - этот 
с ш ю к  оформлен в виде адресованных сообщении к соответствую­
щем оотредннкаы научной организации. Этим кентролируется и 
управляется системой отчетности ЗСК.
Кроме сотрудники отдела "международное сотрудни­
чество" пользователями информации системы COIuPAT являются и 
другие инстанции - руководство единого центра, Научный се­
кретариат единого центра, Научный архив и т.д. Они высоко 
оценивают эффективность и оперативность реализированной сис-
1 Oi.l 1л •
ь настоящее время проводятся некоторые работы но 
расширению области применения системы СОКРАТ в нескольких 
направлениях. Первое направление это включить в информацион­
ном бат е и в соотвествующих обработках план о ЗСК. Таким 
способом будет возможно контролироват и учытиват еще и при­
чины о неосуществленных ЗСК.
второе направление связано с созданием в рамках
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Болгарской АН единой системы кадров. Это создает объективные 
предпосылки разширить информационный банк системы СОБРАТ для 
всех поделений ЕАН. Тогда на разных .уровнях создается возмож­
ность получения необходимой для принятия обоснованного управ­
ленческого решения информации, как и автоматизировать процес­
сов административных деятельностей.
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ПОДХОД К ПОСТРОЕНИЮ МАТЕМАТИЧЕСКОМ ТЕОРИИ 
ДДЯ КЛАССОВ ИНФОРМАЦИОННЫХ СИСТЕМ
А. И. Кондратьев
Институт кибернетики АН УССР
ВВЕДЕНИЕ
Необходимость создания общей математической теории АИС 
продиктована в первую очередь требованиями автоматизации про­
цессов проектирования АИС. Следует отметить, что современное 
состояние работ по созданию общей математической теории АИС 
является неудовлетворительным. Накоплен значительный опыт по 
созданию практических систем и получен ряд важных теоретичес­
ких результатов, среди которых следует, в первую очередь,от­
метить модели Э.Ф.Кодда /1/. В то же время общая математичес­
кая теория АИС отсутствует и неясны тенденции и пути ее раз­
вития. При становлении этой теории следует придерживаться 
следующих трех этапов ее формирования:
1. Формализуются все компоненты и процессы АИС; вводится 
математическая модель для конкретных классов АИС.
2. Вводится общая модель для всех классов АИС.
3. Рассматривается пространство моделей; разрабатывается 
единый математический аппарат; целиком изучаются все 
свойства АИС.
Современное состояние АИС позволяет выделить 4 основных 
класса АИС /2/: информационно-поисковые; информационно-спра­
вочные ;информационно-логические ;информационно-распознающие.
Обычно для АИС рассматриваются два процесса: проектирова­
ние и функционирование, описываемые с помощью директивного и 
информативного контуров /3/.
При создании общей математической теории АИС необходимо 
ориентироваться: во-первых, на различный характер информацион­
ных объектов; во-вторых, на разнообразие сферы применения; 
в-третьих, на противоречивости и конфликтность интересов поль­
зователей, а также процессов проектирования и функционирова- 
АИС.Учет перечисленных аспектов позволяет использовать при
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создании обдай математическойтеории АМС нормативную теорию игр /4,5/.В доклада рассматриваются некоторые »опроси трех основных этапов создания обдай математической теория АВС для ияформадаонно-распориащих сметем.
ш ж у рад »(♦ ;*т*
Для описания АВС используется понятие обдай схемы ö  »содер­жащей контур информации F  м контур алгоритмов Ù .Контур информадаи F  является формализацией понятия информа­тивный контур /3/ и содержит Н  взаямосвязаяммх типов описаний объектов Л /47. Обозначим каждое из описаний, используемое на маге 
(\ п -  прохода &  обдай схемы Ö  через F n ^ £ [  F ntx j  ^i< h s  и f 1 ^  т д/ ». Алгоритм формирования перехода от к обозначим через ^  h G í  5 ,  1- £  h  s  H  .Контур алгоритмов О  является форма ли задаей понятия директив­ный контур /3/ я содержит множества f  ^  н Ь ,  ^-S Ь  &  Н  .3 том случае, если решение и переход от Fh / х FH премзводитсл на основе накопленного опита, то алгоритм является алгорятмем классификации /4,6/ и записывается таким образом: необходимо по описанию F ^ f на основе множества начальнмх информадай о компонен­
тах разбиения F h определять к каким из компонент F^ относятся 
Fh 4 . Пусть [  f \ t j  - множество ксслвдованямх опвсаяяй, для которых известно соответствующее множество ехшеаикй на следующем 
шаге - ^  Ь ° Это множество может р&ссматржваться как априорно 
известное или спедаальним образом построенное. Обозначим через 
{ % ■ (  5 . J Ь - классм понятий, составляющие компоненты описания 
. Через / f  : (  F h _( )  J  / обозначим число классов пеня-áА-i
Т И Й  В а через / f Fh ) -  размерность тожества j  F ^ J 
Разобьем каждмй яз алгоритмов на пронаведеяке оператора :F h  на решающее правило алгоритмов у  • Целесообразно рассматривать
- и з  -
до оператор, которой переводит слвдупрв шпкестве
< X ,€ Í Ь, { ГЬ-(5  , i frh J ° >  s «еловую матрац, // Y c И  
Í *  £ * И  Х , У !  ) i s j  * Ц  Ъ-у С Р н ) У .
Решающее правило 2fh переводит числовую матрицу ^ *</" в матри­
цу с компонентами // // «где » 0,1. В этом случав
алгоритм будем называть сильно корректив!. Корректным алго­
ритмом будем называть алгоритм, находящий корректное ранение про­
мо! н обратно! задач нормативно! теории игр /4/. Обозначим через 
Л  тот факт, что алгоритм ^~н отказался вшюлмкть предписан­
ное ему преобразование. Алгоритм , для которого b j  z { o , * , * ó  
назовем сильно мекорроктяш. Некорректны! алгоритмом будем назы­
вать алгоритм, находящий некорректное ренеяие прямей и обратно! 
задач нормативно! теория игр /4/*
Определение I. Компонентами общей схемы назовем компоненты 
контура кнформадем к кемпонентм контура алгоритмов.
Оноеделенве 2. Общую схему назовем инвариантно! относительно 
своих компонент, если за конечное число проходов решение прямо! к 
обратно! задач нормативно! теории игр можно сделать корректяш.
Определение 3. Инвариантно! обще! схемо! назовем общую схему, 
инвариантную относительно своих компонент н числа проходов. Общая 
схема описивается следующей моделью при 1  s Н
&  =  <  i r * i ,  i e kb,
f - î F h ï j , ù = i e * b .
■one показать, что в модель Д /  укладываются все 4 класса 
АЯС, их характорнстнкя я процессы при условия фиксации компонент 
это! модели.
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ВОПРОСЫ ТЕОРЕТИКО-ИГРОВОГО МОДЕЛИРОВАНИЯ 
ЙНФОРМАЦИШНО-РАСПОЗНШРХ СИСТЕМ
у СРассмотрим в условиях работ /2-6/ задачу распознавания л 
в  стандартной постановке. Заданы с о в о к у п н о с т ь  допустимых объектов 
£ л }  и разбиение множества понятий / Г у  на классы
• Кроме того, задана информация { о классах Jí, , ,
..., . Необходимо У  л € на основе £ 5 *  информации *5
о Л  оцределить к каким из классов принадлежит
Л • у нВ тех же предположениях, что и вше, целесообразно ввести л
задачу распознавания в нестандартной постановке, когда информа­
ция о Л  задана в противоречивой форме. Обозначим этот факт че­
рез ^  ( л) . (Тот случай в настоящее время в теории распоз­
навания не рассматривается, хотя он совершенно реален и естестве­
нен, например, объект "противится", не дает возможности прямо или 
косвенно получить достоверную информацию и создает различные по­
мехи.
Задачу распознавания будем рассматривать как антагонистичес­
кую игру Гр с Природой. Под игроком II будем понимать лицо, прим 
нимающее решение, а под игроком I - Природу. Стратегиями II явля­
ются алгоритмы ^  , множество которых составляет £ Страте­
гии Природы - это совокупность информационных описаний объектов 
£ s  ( л) }  , Ситуация в игре Гр  образуется в результате выбора 
каждым из игроков своей той или иной стратегии. Обозначим ситуа­
цию в игре Гр через с - { &С*), . Среди стратегий ^
есть стратегии составления стандартной информации и, кроме 
того 3 0 g  ^ S (
Определена функция выигрыша à f , заданная на множестве ситуа­
ций с £ О  .
Определение 4. Теоретико-игровой моделью задачи распознава­
ния назовем совокупность
Г р  =  <  j  £  С л )  Ь ,  f  ■>
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Процесс игры Гр рассматривается как выбор игроками I и II 
своих стратегий из 1*(л)Ь и f^S.3 и полученные игроком I от 
игрока II его выигрыша fi(с) .
Свяжем функцию <Н с функционалом ^  L &]•
П о л о ж и м  e f f  С с /  =  сf f  ( • £ ( ' ' ) /  J  ~
"  fs(*j ( s c * )
Оптимальным поведением игроков в Г р  принято считать такое их
поведение, при котором выполнено: ^
щ а х  m i n  (ff f  S  (л), -  m e n  т е х *  f f  ( S ( a J
í^ü t%3 * t%3/sc,;} *
Стратегии Природы f s  С*) 5 фактически представляют собой 
деревья понятий, заданные на множестве понятий £  C J  5  /4/. Это 
означает, что следует рассматривать не множество описаний 
а множество деревьев ^  . Заметим,что в АИС в настоящее время
известно три способа задания дерева :
- сетевой ;
- иерархический ;
- реляционный.
Теорема I. В игре Г р  существует ситуация равновесия, если 
I Г - J' L линейное векторное пространство, замкнутое относительно 
алгебраических операций ( алгебры и а" - алгебры ), а £ $
компактно.
Теорема 2. Точность задачи распознавания определяется как 
( 1-2 £  ) для Гр ,где за принцип оптимальности игроков принято 
стремление к € - равновесным ситуациям.
Теорема 3. Ситуащся равновесия в игре ^  задает сильно 
корректный алгоритм распознавания и оптимальное представление рас­
познаваемой информации.
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ЗАДАЧИ, PBUEBB В ю д а чшуивп^рАДЮЗДЦЮртг 
СИСТЕМАХ (IPC)
Определение 5, Орд НРС пожимается следующая совокупность:
Л  = < L, f \Х/Ь, ? i >
L- -  вмещался информация, деформационное множество ;множество решаемых задач содержательно! обработки иифор-
Г XV/L МаЦИИ 'с множестЯалгоритмов решения задач . i  ? } .При этом L  f l '  f  '/ I X / }
b — /
Пусть даш множество задан / , множество информаций/13 sf , множество алгоритмов /и>3 , множестве предикатов 
Í P r - b , множество объектов / Л  j  . Рассматриваются следупцяе задачи в / ?j •Задача г : построить алгоритм \ Л / # которнй по информации Z
для объектов/л 3 - /'S •••/ л п Ь вычисляет свойства^ предикаты 
f P l * b - Í i . Задача ^  Ç? в таком виде аписа-
и» ®-и- ДУРавлевнм /6/.7 - Задачи распознавания, классификации« диагностики,
х е
с Л Ь - £U  }  y f ( J «. классы, возможно пересекающие­
ся ^ Р С  л )  -  ° л  € J C j ", d s j  S  е .рассматривалась Ю.И. Журавлевым для стандартной инфор­мации 1  /6/.
■*^7 “ ^адачм Формхроваюя понятий, классов, образов.
/лЗ П  í ^ b  множество понятий, образов*
x r> PrJ С л} ~ "Л  UJ ", Л * J s e - 
¥ s  -  Задачи установления связей между понятиями, классамипонятий*  ^ ^
В условиях задачи ?4 пусть два подмноже­
ства понятий в h U  $  » причем возможно f  ( J  * J /7 / 0
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íX, € (/, -,n). Дм понятий C/c' €  £  ( У  j  необходимо вычислить
свойства, предиката „ о с  Р  '' ос « ,
%  (%*) «S, V  efu à,
х _  Ц *  z {  и  ß5, 1 * <- * ” ,
fy- Задачи дискретного прогнозирования,
В условиях г?г Ú j  - £  Q j  / Æj J  &  j
i Л  - объект, Pr-j - его характеристики, 1  ^  J  - С  
7- - Задачи процессионного прогнозирования.J XВ условиях ?. Л - процесс, ^г- - его характеристики,
, A * j * e -
{  - /  - основные задачи теории игр.6 <9
X
-/£ - Задачи ^Ьормированид игр.
~ < /г, •••/ G  j  -  классы игр.
Р У  с\)-  X ОИ  - Задачи йорципопания принципов оптимальности.
' f e j - принципы оптимальности
P/j  (G )- "g -*■ y> '' j & L s/7, i. Si j s e
T о - Задачи проверки реализуемости принципов оптимальности.
ÍS* = 5 ^ 3 .
P r - j ( G ) ~  У  ( G ) ”,X * f s n .
ситуации в игре
xJ
- Задачи нахождения оптимального решения.
X
В условиях задачи
Pr ( ; - J- / * * j  ± е, * * cs п.
V
- Задачи дискретной оптдггатации с опытом./о
Р г .  ( i t - ) "ае 6 УСу  i  í j  s  e--t
P r p  ( æ )  -  "•« -- f  ".
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?  - Задачи дискретной многокритериальной оптимизации с 
J1 опытом.
PrJ  ) ~ >Эес = ext'' ű  ' а ' €'s П' 1
П  • Задачи дискретного анализа.Т/г
fal ~ £ Ь - реализации в математиче­
ской модели f~ / в том числе и игре/, а { Ÿ  Ь ~
принципы оптимальности
Prj ( Ъ )  ~ "*«■
- Задачи дискретного синтеза.
% '  d < с ^  n ß е
{Aj - компоненты, /rj - синтезируемые системы /в том 
числе и игры/.
м ,  ; -  "*«• -  q  ;
Pr* = Sr Л-, (A{)~df -L & Lin, istse
i c~ I
“ дискретный аналог задач принятия решений. Рассматр!ва­
лись Ю.И. Журавлевым /о/.
Задачи 72 —  ?1з в таком виде описаны впервые.
2.
Задача / : построить алгоритм ИХ, который по информа­
ции J  среди объектов указывает объект, обладающий
2 свойствами
7  - Задачи дискретной оптимизации с опытом /прямые/.
P r  f. / aß ) —  ^ 6 ЛГ, Л  < J  s С -  !J 4 f \J /
р  (ЭС ) -  " дс = e r t r  fa ' ^ l ^ / ~ ^ ^ , r  ' '
7  - Задачи дискретной многокритериальной оптимизации с
опытом /прямые/.
Р(-. ( л )  - 0л  - е X  £ ^  •,г
•У с /  /
о 5 / <  <f
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з
Задача ? построить алгоритм \л /
ции
_________  , который по информа-
J  для объектов / ^ 5  строит математическую модель ^
находит для Г  , в чем заключаются оптимальные свойства $ 
объектов (л и указывает среди £ л }  объект, обладающий этими
свойствами.
з£- Задачи теории игр.
ситуации, Г  - игра, { ^ 5  - характеристики прин­
ципа оптимальности Ÿ  » который может быть неизвестным.
3
?£Г? - Информационные задачи исследования операций.
Y5 в этом случае известен <’
Пусть zß~ - критерий оценки качества решения задачи ?  ( 4  < с < з ;
Задача ? : построить алгоритм \Х/ , который среди ин­
формаций 11 }  для задачи с ?  (* ~ <■ ~ 3  ) выбирает такую, на осно­
ве которой задача . ? решается наилучшим образом, т.е. достигает­
ся е у  t г- т-9- ) X  < с' £ 3 .
l e   ^1 5
Задачи ?  ~ ? в таком виде описаны впервые.
ОБЩАЯ СХЕМА д а  РЕШЕНИЯ ЗАДАЧ В ИРС
Для решения задач I ? J  разработана следующая схема.
1. Задание опыта и вида информации, задачи.
2. Построение множества эвристических алгоритмов.
3. Задание классов, решений, информационных векторов.
4. Построение теоретико-игровой модели речения задачи ^  в виде Г(?)
5. Принцип, условие, критерий оптимальности в !"[7] .
6. * Оптимальное решение в Г'( ? ) .
7. Корректное решение задачи ■? *
8. Внесение оптимальной и корректной информации в опыт,изменений, 
дополнений опыта, вида информаций и переход к этапу 2.
Покажем, как в общую схему укладываются алгоритмы решения задач f*.
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Описание об­щей схемы длярешениязадач
Алгоритмрешениязадачи
J ? !
Алгоритмрешениязадачи.
( Алгоритм 
1 решениязадачи
1 V
Алгоритмрешениязадачи^
I. Задание ][. Выбор вида I. Фиксация I. Фиксация I. Фиксацияопыта и ин- информации опыта опыта задачи иформации, и описания алгоритмазадачи (стандарт­ные)
2. Постооекие 2 .Выбор эв- 2. Выбор эв- 2. Выбор эв- 2. Выбор эв-множества ристическо- ристическо- ристическо- ристичес-эвристиче- го алгорит- го алгорит- го алгорит- кого алго-ских алго- ма ма ма ритмаритмов
3. Задание З.Информа- 3. Задание 3. Задание 3. Информа-классов,ре- ционный классов,ре- классов, ционныйшеяий,инфор- вектор шений,пере- решений, вектормационных бор в клас- переборвекторов се в классе
4 .Нострое- 4.Построю- 4. Построе- 4. Построе- 4. Построе-ние теоре- ние модели ние модели кие модели ние моде-ТЙКО-ИГрО- алгоритмов алгоритмов алгоритмов ли инфор-вой модели мацийрешения за­дачи £ в виде Г(1)
о.Принцип, условие, критерий оптималь­ности в
г(
5.Задание критерия качества алгоритма при фикси­рованном опыте
5. Задание критерия оп­тимальности при фикси­рованном опыте
5. Задание критерия оптималь­ности при фиксиро­ванном опыте
5. Задание критерия качества информа­ции при фиксиро­ванном алгоритме и задаче
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6. Оптималь- 6. Поиск опта- 6 . Поиск опта- 6. Поиск оп- 6. Поиск
ное решение мального алго- мального ал- тамального оптимальритма,достав- гори тма, дос- алгоритма ной ин-
® г(?) ляющего экст тавляющего доставляю- формации,ремум функцио- экстремум щего экст- доставля-налу функционалу ремум функ­ционалу ющейэкстре­мумфункцио­налу
7. Koppeкт- 7. Корректное 7. Коррект- 7. Коррект- 7. Коррект-ное решение решение зада- ное решение ное решение ное реше-задачи чи х ÿ задачи г у задачи 3у ние зада­чи
8. Внесение 8. Внесение 8. Внесение 8. Внесение 8. Внесениеоптимальной оптимального оптимального оптимально- оптималь-и коррект- решения в решения в го решения ной инфор-ной информа- опыт, попол- опыт, попол- в опыт, по- мадии вции в опыт, нение опыта нение опыта полнение опыт, реше-изменений,дополнений и решение и решениеу7 , опыта и ре- ние 7^Ÿ 7 , и пе- переход к этапу 2 шение Ÿ7 , iííí s?опыта,вида реход к переход к этапу 2 и переходинформаций этапу 2 к этапу 2и переход к этапу 2
Разработанная идеология, аппарат и алгоритмы используются для 
решения практических задач по управлению функциональным и тактико­
техническим состоянием спортсменов в спортивных играх и видах еди­
ноборств.
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РГ-11 "Системы .управления базами данных 
и информационные системы"
для выполнения плановых работ РГ-11 провела восемь 
заседании, при том участники РГ-11 стимулировали проведение, 
способствовали организацию и принимали участие в мероприятиях, 
проводимых во время заседаниях РГ-11.
1-ое заседание: Ьарна (Болгария),с 9 по 13 мая 1978 года 
Конференция ККББТ "Применение вычислительных 
машин и банков данных в научных исследованиях"
2- ое заседание:
3- ое заседание:
Будапешт (Ьенгрия),с 29 по 31 января 1979 г. 
Благоевград(Болгария),с 2 по 6 окт. 1979 г. 
Конференция КНЬБТ и РГ-11 "вычислительные 
центры коллективного пользования (ЪЦКП)"
4-ое заседание: Прага-либлице (ЧеСР),с 24 по 31 мая 1980 г. 
Конференция КНЬБТ "Применение вычислительно^ 
техники в научных исследованиях"
5-ое заседание: Тбилиси (СССР),с 11 по 15 ноября 1980 года 
Первая всесоюзная конференция "Банки данных"
6-ое заседание: Будапешт (Ьенгрия)>с 2 по 8 марта 1981 года 
Научная сессия по тематике РГ-11
7-ое заседание: Шверин (ГЛР),с 13 по 19 декабря 1981 года 
Четвертый Международный семинар по банкам 
данных
8-ое заседание: С0 ф и я  (Болгария),с 12 По 1В апреля 1982 года
Конференция КНБЬТ и РГ-11 "Информационное 
обеспечение в научных исследованиях"
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