Introduction
Multifractional Brownian motion generalize the fractional fractional Brownian motion(fBm)of exponent H to the case where H is no longer a constant but a function of the time index of the process. It was introduced to overcome certain limitations of the classical fBm. Contrarily to fBm, the almost sure Hölder exponent of mBm is allowed to vary along the trajectory, a useful feature when one needs to model processes whose regularity evolves in time, such as internet traffic or images. The tail behaviors of the supremum of the fBm over certain time interval have been investigated in the literature, such as [1] [2] [3] [4] . But there are rare results about the extreme of mBm. In this paper we try to extend the exact tail asymptotics to mBm case, i.e. we consider for 
|H(t) − H(s)|
where C is a positive constant and satisfies
First we give the definition of standard mBm B H (t), t ≥ 0 as in [5] . Definition 1.1. Let Y H (t), t ≥ 0 be a mBm and H(t) satisfy (2) and (3). Then there exists a unique continuous positive function C(H(t)), t ≥ 0 such that the process B H (t), t ≥ 0 defined by B H (t) = Y (t) C(H(t)) is continuous and verifies the following property
The process B H (t), t ≥ 0 is called Standard Multifractional Brownian Motion.
Then by [6] and [7] , we have the following representation of the standard mBm.
Definition 1.2. (Standard mBm, Harmonizable Representation)
Let H(t) satisfy (2) and (3). For t ≥ 0 the following function is called standard mBm:
where B denotes standard Brownian motion and
Main results
We need to introduce a lemma which is an important property of the mBm and some notation before we state our main results.
Lemma 2.1. By [7] , the explicit expressions for the autocovariance of B H (t), t ≥ 0 is
where
By [8] , the correlation function of B H (t) satisfies for any t > 0
Next we need to introduce some notation, starting with the well-known Pickands constant H α defined by
where S > 0 is a constant and B α (t), t ∈ R is a standard fractional Brownian motion (fBm) with Hurst index
These constants defined above play a significant role in the following theorems, see [9] for various properties of these constants and compare with, e.g., [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] .
Now we return to our principal problem deriving below the exact asymptotic behaviour of (1). 
Then we have as u → ∞ P sup
Following are several special cases which can not be included in the last theorem.
and α = 2H( T ).

iii) If H(t) is a differentiable function and decreases over
+ H ′ (T 2 ) ln T 2 and α = 2H(T 2 ).
Proofs
In this section, we give the proofs of all the results.
Proof of Theorem 2.2: By (5), we have
Thus by (4) , B H (t) is a centered Gaussian case with the standard deviation function and correlation function given as
Further, since σ H (t) attains its maximum over [0, T ] at a unique point t * ∈ [0, T ], by [24] [Proposition 3.9] the result follows.
Proof of Theorem 2.3: i) We have
H(t) attains its minimum over [T 1 , T 2 ] at T 2 with
which combined with (4), we have that B H (t) is a α(t)-locally stationary Gaussian processes as in [8] . Thus the results follows from [8] [Theorem 2.1].
ii) We have H ′ (t) = cγt γ−1 and
Setting σ ′ H (t) = 0, we get t = e − 1 γ and σ H (t) is decreasing on (0, t) and increasing on ( t, ∞).
Further,
which combined with (4) and [24] [Proposition 3.9] derives the result.
and
which combined with (4) and [24] [Proposition 3.9] derives the result. 
We have = e
