In this paper we derive the bi-orthogonality relations, diagonal term evaluations and evaluation formulas for the non-symmetric Koornwinder polynomials. For the derivation we use certain representations of the (double) affine Hecke algebra which were originally defined by Noumi and Sahi. We furthermore give the explicit connection between the non-symmetric and the symmetric theory. This leads in particular to new proofs of the orthogonality relations, quadratic norm evaluations and evaluation formulas for the symmetric Koornwinder polynomials.
Introduction
Cherednik [2] - [6] and Macdonald [15] clarified the structure of Macdonald polynomials using certain representations of affine Hecke algebras in terms of differencereflection operators. The underlying data stem from a fixed, reduced, irreducible root system Σ. The degrees of freedom are, besides the deformation parameter q, the number of different root length occurring in Σ (so at most two). In fact, their work shows that the Macdonald polynomials are naturally attached to the reduced, affine root system Σ associated with Σ.
As announced by Macdonald [4, sect. 8] , and partially carried out by Noumi [17] , Sahi [20] , [21] and Noumi & Stokman [18] , the theory naturally extends to the setting of arbitrary (not necessarily reduced) irreducible affine root systems. This in particular allows to incorporate the very general six parameter family of Koornwinder [11] polynomials in the theory.
In this paper we continue the affine Hecke algebraic approach to the theory of Koornwinder polynomials. This in particular leads to the bi-orthogonality relations, diagonal term evaluations and the evaluation formulas for the non-symmetric Koornwinder polynomials. A more precise description of the contents of the paper is as follows. The affine root system underlying the Koornwinder polynomials is the nonreduced, irreducible affine root system S of type C ∨ C n , which was introduced by Macdonald in [13] . The affine root system S contains all (possibly non-reduced) irreducible affine root systems of classical type as an affine root sub-system. On the polynomial level, this property is reflected by van Diejen's [7] observation that the families of Macdonald polynomials associated with classical root systems are special cases or limit cases of the Koornwinder polynomials. In section 2 we will discuss the affine root system S in detail.
Affine Hecke algebras do not distinguish between affine root systems which have the same affine Weyl group. This is remedied by the notion of double affine Hecke algebra, which in the setting of the Koornwinder polynomials was defined and studied by Sahi [20] via Noumi's [17] representation of the underlying affine Hecke algebra. In section 3 we show that Sahi's double affine Hecke algebra can indeed be regarded as the affine Hecke algebra associated with the non-reduced affine root system S in a natural way.
The Noumi representation naturally leads to the study of certain explicit Dunkl-Cherednik type difference-reflection operators (the so-called Y -operators). In section 4 we show that the Y -operators are triangular, and use this fact as the starting point of the theory of Koornwinder polynomials. This is in accordance with Macdonald's [15] and Cherednik's [4] approach, but differs from Sahi's [20] , [21] approach. The advantage of this method is that the triangular structure of the non-symmetric Koornwinder polynomials (see Sahi [21] ) is automatically incorporated in their definition.
In section 5 we briefly discuss Noumi's [17] results on the symmetric Koornwinder polynomials. In section 6 we define anti-symmetric Koornwinder polynomials and we give the explicit expansion of the (anti-)symmetric Koornwinder polynomials in terms of the non-symmetric Koornwinder polynomials.
In section 7 we recall Sahi's [20] duality, and we use it to rewrite the action of the difference-reflection operators on non-symmetric Koornwinder polynomials in terms of difference-reflection operators acting on the spectral parameter.
In [21] , Sahi proved bi-orthogonality relations for the non-symmetric Koornwinder polynomials for discrete values of the parameters. In section 8 we extend these bi-orthogonality relations to a continuous parameter domain and we evaluate the corresponding diagonal terms. In fact, we explicitly describe the intertwining properties of the non-symmetric Koornwinder transform (which is the generalized Fourier transform associated with the bi-orthogonality relations) under the action of the double affine Hecke algebra. We do the same for its anticipated inverse, which is a discrete transform with weights given by certain multiple residues of the bi-orthogonality weight function. This naturally leads to a description of the diagonal terms in terms of multiple residues of the bi-orthogonality weight function. This approach is motivated by the paper [5] of Cherednik, in which he computed the images of multiplication by Laurent polynomials under the non-symmetric Harish-Chandra transform (the so-called Cherednik-Opdam transform) in order to derive a new proof of Opdam's [19] inversion formula.
In section 9 we use the explicit intertwining properties of the non-symmetric Koornwinder transform to derive evaluation formulas for the non-symmetric Koornwinder polynomials.
Finally, in section 10 we discuss the generalized Weyl character formula for Koornwinder polynomials and its application to Gustafson's [9] evaluation of the constant term. This paper extends the results of Macdonald [15] and Cherednik [4] on the biorthogonality relations, diagonal term evaluations and evaluation formulas for nonsymmetric Macdonald polynomials associated with classical reduced root systems, as well as the results in Noumi & Stokman [18] , in which the rank one setting was treated in detail. Furthermore, in the course of the paper we re-obtain Koornwinder's [11] , van Diejen's [8] and Sahi's [20] results on the orthogonality relations, quadratic norm evaluations and evaluation formulas for the symmetric Koornwinder polynomials as immediate consequences of the non-symmetric theory.
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2. The affine root system of type C ∨ C n In this section we discuss the affine root system of type C ∨ C n , which was introduced by Macdonald in [13] . Let n be a positive integer ≥ 2. Let V = (R n , ., . ) be Euclidean n-space with orthonormal basis {ǫ i } n i=1 . We write V for the affine linear transformations from V to R. As a vector space, V can be identified with V ⊕ Rδ, where vectors in V are considered as linear functionals on V via the scalar product ., . , and where δ is the function identically equal to one on V . We extend the scalar product ., . to a positive semi-definite form on V by requiring that the constant function δ is in the radical of ., . .
Let S ⊂ V be the subset
where all the sign combinations occur. Let W = W(S) be the sub-group of GL R ( V ) generated by the reflections s β (β ∈ S), where
and where f ∨ = 2f / f, f is the co-root of f . Observe that s f (g) = g • s −1 f , with s f : V → V the orthogonal reflection in the affine hyperplane f −1 (0).
By [13] , S ⊂ V is an irreducible, affine root system. In particular, α, β ∨ ∈ Z for all α, β ∈ S, and S is stable under the action of W. The sub-group W ⊂ GL( V ) is called the affine Weyl group of S.
Let R be the inmultiplyable roots in S and R ∨ ⊂ S the corresponding co-root system. Then R and R ∨ are irreducible, reduced affine root systems in V , with affine Weyl group W. The projection Σ ⊂ R of R on V along the direct sum decomposition V = V ⊕ Rδ is an irreducible root system of type C n with Weyl group W = S n ⋉ (±1) n ⊂ W given by permutations and sign changes of the fixed basis {ǫ i } n i=1 of V (here S n denotes the symmetric group in n letters). Due to the (non-disjoint) union S = R ∪ R ∨ of S into the reduced affine root sub-system R of type C n and its co-root system, we call S of type C ∨ C n , cf. [13] .
Let Q ∨ be the co-root lattice of Σ, which coincides with the weight lattice Λ of Σ. In fact,
Remark 2.1. In Macdonald's [15] and Cherednik's [2] - [6] work the translation operator τ (v) in fact corresponds to τ (−v) = τ (v) −1 . Later on, this change of convention (which is related to conjugation with the largest Weyl group element σ ∈ W ) causes certain changes of signs compared with Cherednik's and Macdonald's theory, see e.g. remark 4.10(ii).
We fix a basis {a i } n i=0 of R by a 0 = δ − 2ǫ 1 , a i = ǫ i − ǫ i+1 (i = 1, . . . , n − 1), a n = 2ǫ n .
Observe that {a ∨ 0 = a 0 /2, a 1 , . . . , a n−1 , a ∨ n = a n /2} is a basis of R ∨ , as well as of S. Furthermore, {a i } n i=1 is a basis of the gradient root system Σ. We write Σ + (respectively Σ − ) for the corresponding positive (respectively negative) roots in Σ, and Λ + = n i=1 Z + ω i for the corresponding cone of dominant weights of Σ. Here ω i = ǫ 1 + · · ·+ ǫ i (i = 1, . . . , n) are the fundamental weights of Λ, i.e. ω i , a ∨ j = δ i,j for all i, j = 1, . . . , n, where δ i,j is the Kronecker delta. We furthermore write Q ∨,+ for the positive span of the simple co-roots a ∨ i (i = 1, . . . , n). Let R + (respectively R − ) be the positive (respectively negative) roots of R with respect to the basis of the previous paragraph. In particular,
The affine Weyl group W is generated by the simple reflections s i = s ai (i = 0, . . . , n). In fact, W is isomorphic to the Coxeter group with generators s i (i = 0, . . . , n) satisfying s 2 i = 1 and the braid relations s i s i+1 s i s i+1 = s i+1 s i s i+1 s i (i = 0, i = n − 1), s i s i+1 s i = s i+1 s i s i+1 (i = 1, . . . , n − 2) and s i s j = s j s i for |i − j| ≥ 2.
With our present conventions, Lusztig's formula [12, 1.4(a)] for the length of an element in W is given by
where χ(α) = 1 if α ∈ Σ − and = 0 otherwise. We write Σ = Σ m ∪ Σ l for the decomposition of Σ into W -orbits, where Σ m (respectively Σ l ) is the set of roots of length two (respectively four). We furthermore set Σ s = 1 2 Σ l . There are five W-orbits in S, namely
Observe that R (respectively R ∨ ) has three W-orbits, namely Wa 0 , Wa i and Wa n (respectively Wa ∨ 0 , Wa i and Wa ∨ n ), where i ∈ {1, . . . , n − 1} is arbitrary. For later purposes, we define an action of W on V which extends the canonical W -action on V . It suffices to specify the action of the simple reflection s 0 on V , which we take to be s 0 .x = (−1 − x 1 , x 2 , . . . , x n ), where x i = x, ǫ i . Observe that Λ ⊂ V is W-stable, and that τ (λ).x = x + λ for λ ∈ Λ. We denote this action of W on V with a dot and we call it the dot-action, in order to avoid confusion with the canonical action of W on V and its induced dual action on V .
The (double) affine Hecke algebra
Let A be the group algebra of the weight lattice Λ. We write x λ (λ ∈ Λ) for the canonical basis of A, so that x 0 = 1 is the unit element in A and x λ x µ = x λ+µ for all λ, µ ∈ Λ. The group algebra A is isomorphic to the Laurent polynomials in the n independent indeterminates x i = x ǫi (i = 1, . . . , n). Let q ∈ C \ {0} be generic complex (in particular, not a root of unity) and let q 1/2 be a fixed square root of q. We write x µ+cδ = q c x µ for µ ∈ Λ and c ∈ 1 2 Z. Then the assignment w(x µ ) = x wµ for w ∈ W and µ ∈ Λ ⊂ V extends by linearity to an action of W on A. In particular, the action of the simple reflections s i (i = 0, . . . , n) on A is given by
where f ∈ A and x = (x 1 , . . . , x n ). In particular, the translation operators τ (µ) (µ ∈ Λ) act as q-difference operators: τ (µ)(x λ ) = q µ,λ x λ for all λ, µ ∈ Λ. The Noumi [17] representation is a five(= #{W − orbits in S}) parameter deformation of the above action of W on the group algebra A. We incorporate the five extra degrees of freedom in a so-called multiplicity function t = (t β ) β∈S of S, which is a W-invariant map from S to C \ {0} (so t wβ = t β for all w ∈ W and all β ∈ S). We furthermore set t f = 1 if f ∈ V \ S. A multiplicity function is thus uniquely determined by the five values t a ∨ 0 , t a0 , t ai (i ∈ {1, . . . , n − 1} arbitrary), t an and t a ∨ n . In order to avoid cumbersome notations, we sometimes write t i (respectively t ∨ i ) for t ai (respectively t a ∨ i ) and we write t for the value of t j = t ∨ j with j ∈ {1, . . . , n − 1}. Furthermore, we use the short-hand notation k = (t β ) β∈R ≃ (t 0 , t, t n ) and k ∨ = (t β ) β∈R ∨ ≃ (t ∨ 0 , t, t ∨ n ) for the corresponding multiplicity functions of R and R ∨ , respectively. We assume throughout the paper that the values of the multiplicity function t are generically complex.
In the Noumi representation, the role of the affine Weyl group W is replaced by the affine Hecke algebra of type C n , which is defined as follows.
Definition 3.1. The affine Hecke algebra H = H(R; k) of type C n is the unital, associative algebra with generators T 0 , . . . , T n and relations
2)
and the braid relations
,
We call (3.2) and (3.3) the H(R; k)-relations for the (n + 1)-tuple (T 0 , . . . , T n ). Furthermore, we write H(R ∨ ; k ∨ ) for the affine Hecke algebra H in which the parameter t i is replaced by t ∨ i for i = 0, . . . , n.
We recall here some of the basic properties of the affine Hecke algebra H, see Lusztig [12] for details and for a general discussion on affine Hecke algebras.
For a reduced expression w = s i1 · · · s ir of w ∈ W we set T w = T i1 · · · T ir . This is independent of the choice of reduced expression by the braid relations (3.3) for the T i , and {T w } w∈W is a linear basis of H.
For
The Hecke algebra H 0 = H 0 (Σ; t, t n ) of the finite Weyl group W can be identified with the subalgebra of H generated by T i (i = 1, . . . , n). Then {T w } w∈W is a linear basis of H 0 and
as vector spaces by multiplication. The commutation relations between T i ∈ H 0 (i = 1, . . . , n) and f (Y ) ∈ A Y are given by the formulas
for i = 1, . . . , n − 1, see [12, prop. 3.6] . These commutation relations can be used to prove inductively that
in H, see Noumi [17] or Sahi [20, (11) ]. The expression (3.5) is the analogue in H of the reduced expression τ (ǫ i ) = s i · · · s n−1 s n s n−1 · · · s 1 s 0 s 1 · · · s i−1 , i ∈ {1, . . . , n}
Observe that for β ∈ R with β/2 ∈ S, the expression (3.7) reduces to v β (x) = (1 − t 2 β x β )/(1 − x β ) since t β/2 = 1. The following crucial theorem was proved by Noumi [17] . 
. . , n uniquely extends to a representation π t,q : H(R; k) → End C (A).
The commutation relations (3.4) play a crucial role in the proof of theorem 3.2, compare with the argument in [2] and [15, (4.6) ] in case of reduced root systems.
We write T i for the image of T i ∈ H(R; k) under the Noumi representation π t,q for i = 0, . . . , n if no confusion is possible, and we call them the difference-reflection operators associated with S.
We are now in a position to recall Sahi's [20] definition of the double affine Hecke algebra.
Definition 3.3. The double affine Hecke algebra H = H(S; t; q) is the sub-algebra of End C (A) generated by π t,q (H(R; k)) and A, where the elements in A are considered as multiplication operators in End C (A).
We end this section by giving an alternative presentation of H (also different from Sahi's [20, sect. 3] presentation), which emphasizes its close connection with the affine root system S.
We write f (z) = λ c λ z λ ∈ End C (A) for the multiplication operator associated with the Laurent polynomial f (x) = λ c λ x λ ∈ A. In particular, z λ+mδ = q m z λ (λ ∈ Λ, m ∈ 1 2 Z) is the multiplication operator associated with x λ+mδ = q m x λ ∈ A. Then in H we have the commutation relations
for i = 0, . . . , n and f ∈ A. This follows from the fact that the difference-reflection operator T i can be rewritten as
Theorem 3.4. The double affine Hecke algebra H(S; t; q) is isomorphic to the unital, associative algebra
Proof. For the existence of φ, we need to check that the elements
In particular, the identity z −1 n z n = 1 in H shows that the generators T ∨ 0 , T j (j = 0, . . . , n) and T ∨ n satisfy the compatibility condition in H. Hence the algebra homomorphism φ exists.
We write
. . , n}, so that φ(w i ) = z i for i = 1, . . . , n. Since the z i (i = 1, . . . , n) and the T j = φ(V j ) (j = 0, . . . , n) generate H as an algebra, we see that φ is surjective. On the other hand, all fundamental relations of H(S; t; q) as given by Sahi [22, sect. 3] can be easily checked for the generators w i (i = 1, . . . , n) and V j (j = 0, . . . , n) of F . This implies the injectivity of φ.
Remark 3.5. The presentation of H(S; t; q) as given in theorem 3.4 clearly reflects the structure of the underlying non-reduced affine root system S. In particular, the compatibility condition can be recovered from the root data as follows. We put the simple roots for the indivisible roots R ∨ (respectively for the inmultiplyable roots R) above (respectively below) the corresponding nodes of the extended Dynkin diagram:
to the co-root a ∨ n in the above diagram. We call them the simple generators of F ≃ H. Then the compatibility condition amounts to the following rule: multiplying simple generators in the order of appearance of a single walk around the diagram in clockwise direction, gives q −1/2 . The point of departure for the walk is irrelevant, since the compatibility condition is equivalent to the compatibility condition in which the factors in its left-hand side are permuted cyclically.
Non-symmetric Koornwinder polynomials and triangularity
In this section we show that the Y -operators Y λ (λ ∈ Λ) act as triangular operators under the Noumi representation π t,q . We use this triangularity property to redefine Sahi's [20] non-symmetric Koornwinder polynomials. The advantage of this method is that triangularity properties of the non-symmetric Koornwinder polynomials are automatically incorporated in their definition, in contrast with Sahi's [20] , [21] approach.
Let λ + ∈ Λ + for λ ∈ Λ be the unique dominant weight in the orbit W λ. We will be needing the following two partial orders on the weight lattice Λ.
This proves the assertion for m α ≥ 2. The case m α ≤ −2 can be obtained by applying the previous case to s α µ.
For β ∈ R we define
where v β (·) is given by (3.7). Let ǫ : Z → {±1} be the function which maps a positive integer to 1 and a strictly negative integer to −1.
Then for all λ ∈ Λ we have
The proof follows now easily from lemma 4.2 and from the definition (4.1) of R(β).
Observe that R(a i ) = T i s i for i = 0, . . . , n and that R(w(β)) = wR(β)w −1 for all w ∈ W and all β ∈ R. Combined with (3.5) and (3.6), we obtain
for i = 1, . . . , n, cf. [17] . Hence the triangularity of the factors R(·) in (4.2) (see lemma 4.3) implies the triangularity of Y i for i = 1, . . . , n, and hence of Y λ for all λ ∈ Λ. For the explicit description of the diagonal terms of the Y -operators, we need to introduce some additional notations first. We write f (y) for the value of f ∈ A at y = (y 1 , . . . , y n )
Remark 4.4. The brackets in the notation (y) λ+mδ for the value of x λ+mδ at y ∈ (C \ {0}) n will occasionally be omitted when m = 0. For m = 0 the brackets are needed to distinguish the value of x λ+mδ at y −1 = (y −1 1 , . . . , y −1 n ) from the value of x −λ−mδ at y.
Let now Σ + m (respectively Σ + l ) be the positive roots in Σ of squared length 2 (respectively 4). Let
be the sum of co-roots α ∨ with α ∈ Σ + m and α ∈ Σ + l , respectively. Let λ ∈ Λ and set
Then ρ m (λ) = ρ m and ρ l (λ) = ρ l for all dominant weights λ ∈ Λ + . We define now
where the product is the usual dot-product in C n . In particular,
Then lemma 4.3, (4.2) and (2.3) lead to the following proposition.
We give now some properties of the diagonal terms γ λ (λ ∈ Λ) which will be used frequently in the remainder of the paper. First of all, the diagonal terms of the Y -operators can be related to the spectrum of the Y -operators as described in [20, def. 2.5] by observing that
Secondly, the action of W on the diagonal terms γ λ (λ ∈ Λ), induced from the dot-action of W on Λ, is compatible with the action of W on A in the following way. We refer to [20, thm. 5.3] for the proof.
Remark 4.7. Observe that the condition s i .λ = λ in lemma 4.6 is always met for i = 0. Let now i ∈ {1, . . . , n} and λ ∈ Λ with s i .λ(= s i λ) = λ. Then we have
Observe that γ λ,i = γ µ for all µ ∈ Λ by the generic conditions on the parameters.
Combined with (4.4) we conclude that the diagonal terms γ λ (λ ∈ Λ) are mutually different for generic values of q and k. This leads to the following main result of this section.
Definition 4.9. The Laurent polynomial P λ (·) = P λ (·; t; q) (λ ∈ Λ) is called the monic, non-symmetric Koornwinder polynomial of degree λ.
The terminology introduced in definition 4.9 stems from the close connection between the Laurent polynomials P λ (λ ∈ Λ) and Koornwinder's [11] multivariable analogues of the Askey-Wilson polynomials, see [17] and [20] , as well as section 5 and section 6. [20, def. 6 .1] to introduce the non-symmetric Koornwinder polynomials. The triangularity of the non-symmetric Koornwinder polynomials was derived by Sahi [21, sect. 6] using recursion formulas.
(ii) If one uses Macdonald's [15] and Cherednik's [2] - [6] convention for the translation operator τ (see remark 2.1), then the role of
. From lemma 4.3 and theorem 4.8 it follows that the T −1 σ P λ are triangular with respect to the partial order on Λ in which µ is less than ν iff σµ ≺ σν (i.e. the anti-dominant weight is highest in each W -orbit). This is in accordance with the triangular structure of non-symmetric Macdonald polynomials, see [15] and [4] .
Symmetric Koornwinder polynomials
In this section we recall Noumi's [17] results on the affine Hecke algebraic characterization of Koornwinder's [11] multivariable analogues of the Askey-Wilson polynomials. We present Noumi's results here in a different order by making use of the triangularity of the Y -operators, see proposition 4.5.
We [15, 4.8] .
We extend the action of W on A to an action on the quotient field C(x) = Quot(A) by requiring w ∈ W to be an automorphism of C(x). Let C(x)[W] ⊂ End C (C(x)) be the subalgebra generated by C(x) (acting as multiplication operators) and by W. Observe that H ⊂ C(x) [W] , and that
we associate a q-difference operator by
for certain constants c λ,µ ∈ C. This immediately implies the following result.
Noumi [17] identified the q-difference operator
with Koornwinder's [11] second order q-difference operator. Explicitly, Noumi [17] showed that the q-difference operator L = m ǫ1 (Y ) sym − m ǫ1 (γ 0 ) is given by
.
Here {a, b, c, d} is related to the multiplicity function t by
Since the spectrum of L ∈ End C (A W ) is already simple (see [11] ), this result implies that the W -invariant Laurent polynomials P + λ (λ ∈ Λ + ) coincide with Koornwinder's [11] multivariable analogues of the Askey-Wilson polynomials.
is called the monic, symmetric Koornwinder polynomial of degree λ ∈ Λ + .
The action of the Hecke algebra of type C n
We associate a dual multiplicity functiont with the multiplicity function t by interchanging the value of t on the W-orbit Wa 0 with its value on the W-orbit Wa ∨ n . In other words,t is the unique multiplicity function of S satisfying
We writek andk ∨ for the associated multiplicity functions of R and R ∨ respectively, and v β (x) = v β (x;t; q) for the function v β (·) (3.7) with respect to dual parameters. Observe that Lusztig's formulas (3.4) can now be written in a uniform way:
for i = 1, . . . , n and f ∈ A. In the following proposition we expand T i P λ as a linear combination of non-symmetric Koornwinder polynomials.
Proposition 6.1. Let i ∈ {1, . . . , n} and λ ∈ Λ. Then
and
Proof. The proof is based on the following consequence of Lusztig's formula (6.1) and theorem 4.8: let λ ∈ Λ and i ∈ {1, . . . , n}, then
with ξ i given by (6.3) . Suppose now first that λ, a i = 0, i.e. that s i λ = λ. Using remark 4.7, we see that ξ i (γ λ ) + η i (γ λ ) = t i , so we have to show that T i P λ = t i P λ . Now (6.5), theorem 4.8 and remark 4.7 imply that T i P λ is a constant multiple of P λ . The constant multiple can be determined by computing the leading coefficient of T i P λ using the identity T i = s i R(a i ) −1 + t i − t −1 i and using lemma 4.3. Suppose now that λ, a i = 0, then (6.5), lemma 4.6 and theorem 4.8 imply that T i P λ is of the form (6.2) for some constant η i (γ λ ), with ξ i given by (6.3). If λ, a i < 0, then leading term considerations using lemma 4.3 and theorem 4.8 show that η i (γ λ ) = t i =t i . The expression for η i (γ λ ) when λ, a i > 0 follows now easily by applying T i on both sides of (6.2) and using the quadratic relation [18, prop. 4 .1] for the proof in the rank one setting. [20, sect. 5] . We call S i the (non-affine) intertwiner associated with the simple reflection s i .
We use here a slightly different definition for the intertwiners S i compared with Sahi's [20] , [21] intertwiners. The advantage of the present definition is that the S i (i = 1, . . . , n) satisfy the C n -braid relations, see remark 7.6. In particular, we may write S w = S i1 · · · S ir for a reduced expression w = s i1 · · · s ir ∈ W , and S w satisfies the intertwining property S w f (Y ) = (wf )(Y )S w for all f ∈ A.
The action of the intertwiners on the non-symmetric Koornwinder polynomials is easily determined from proposition 6.1. We give here only the action of the intertwiner S i corresponding to a simple reflection s i of W . Corollary 6.2. S i P λ = γ ai λ − γ ai siλ η i (γ λ )P siλ for i = 1, . . . , n and λ ∈ Λ. Remark 6.3. Proposition 6.1 refines the non-affine part of Sahi's recursion formula [21, thm. 18] , while corollary 6.2 can be seen as a refinement of the non-affine part of [20, thm. 5.3] . Indeed, in [21, thm. 18] and [20, thm. 5.3] the formulas are given up to an unknown multiple constant. The unknown constants in the affine part of [21, thm. 18] and [20, thm. 5.3] can also be computed, but this requires the duality properties and the evaluation formulas for the non-symmetric Koornwinder polynomials, see proposition 7.8 and theorem 9.3.
By theorem 4.8, proposition 6.1 and corollary 6.2 we have a complete description of the action of H(R; k) on the non-symmetric Koornwinder polynomials under the Noumi representation π t,q . From this the H-module structure of A can be described in detail, see also Sahi [20] . The result is as follows. We write
Recall that the parameters t and q are assumed to be generic.
Theorem 6.4. The direct sum decomposition (6.6) is the multiplicity-free, irreducible decomposition of A as a (π t,q , H(R; k))-module. Furthermore, (6.6) is the decomposition of A into isotypical components under the action of the center
We end this section by defining anti-symmetric Koornwinder polynomials and by expanding (anti-)symmetric Koornwinder polynomials in terms of non-symmetric Koornwinder polynomials.
We associate a function {t w } w∈W with the multiplicity function t = {t β } β∈S by defining t w = t i1 . . . t ir for a reduced expression w = s i1 · · · s ir ∈ W. Remark 6.5. Recall the well-known fact that R + ∩ w −1 R − = {β 1 , . . . , β r } with the r distinct positive roots β j given by β j = s ir · · · s ij+1 a ij (j = 1, . . . , r − 1), β r = a ir .
In particular, it follows that
Restricted to the finite Weyl group W , the expression for t w reduces to
Observe in particular thatt w = t w when w ∈ W , where {t w } w∈W is the function associated with the dual multiplicity functiont.
Let χ ± : H 0 → C be the trivial and alternating character of the Hecke algebra H 0 , i.e. χ ± (T i ) = ±t ±1 i for i = 1, . . . , n. Then the corresponding mutually orthogonal, primitive idempotents are given by
We define for λ ∈ Λ + ,
Observe in particular that A + (λ) = A(λ) ∩ A W . Let Λ ++ = κ + Λ + be the cone of regular dominant weights, where
Theorem 6.6. (i) A + (λ) is spanned by the symmetric Koornwinder polynomial
(iii) The expressions for P + λ (λ ∈ Λ + ) and for P − λ (λ ∈ Λ ++ ) as linear combinations of the non-symmetric Koornwinder polynomials P µ (µ ∈ W λ) are given by
10)
where w µ is the element of minimal length in W such that w µ λ(= w µ µ + ) = µ.
Proof. We first introduce some notations and deduce some preliminary results which we will need for the proof. Let λ ∈ Λ + and let Q ± λ = µ∈W λ d ± λ,µ P µ be an element in A ± (λ). By proposition 6.1 we have for µ ∈ Λ and i ∈ {1, . . . , n} that
It follows now from the relations (T i ∓ t ±1 i )Q ± λ = 0 that the coefficients d ± λ,µ satisfy the recurrence relations
for µ ∈ W λ and i ∈ {1, . . . , n} such that µ, a i = 0. Let now µ ∈ W λ and choose a reduced expression w µ = s i1 · · · s ir . We set µ j = s ij+1 · · · s ir λ (j = 0, . . . , r − 1), µ r = λ.
Then µ j , a ij > 0 for j = 1, . . . , r by remark 6.5. Iterating (6.12), we thus obtain
. (6.13)
Proof of (i) The recurrence formula (6.13) implies that dim(A + (λ)) ≤ 1 for all λ ∈ Λ + . On the other hand, theorem 5.1 implies that the symmetric Koornwinder polynomial P + λ is a non-zero element in A + (λ) for all λ ∈ Λ + . Proof of (ii) Again by (6.13), we have dim(A − (λ)) ≤ 1. Let λ ∈ Λ + \ Λ ++ . Let s i ∈ W be a simple reflection in W which stabilizes λ. Then proposition 6.1 implies that T i P λ = t i P λ . Hence the coefficient of P λ in the expansion of (
On the other hand,
The triangularity statement follows from theorem 4.8 and from the fact that the coefficient d λ in the above expansion of C − P σλ is non-zero.
Proof of (iii) We have to show that
where the d ± λ,µ are the expansion coefficients of Q ± λ in terms of non-symmetric Koornwinder polynomials P µ (µ ∈ W λ), and where c ± λ,µ is given by (6.10). We use again the recurrence formula (6.13) for the coefficients d ± λ,µ . We set α 1 = −a i1 , α j = −s i1 · · · s ij−1 a ij (j = 2, . . . , r), then the α j (j = 1, . . . , r) are mutually different and (6.15) see remark 6.5. Now observe that µ j−1 , a ij = − µ j , a ij < 0 for all j = 1, . . . , r, so that η ij (γ µj−1 ) =t αj (j = 1, . . . , r). (6.16) Furthermore, observe that
by lemma 4.6. Substituting (6.16) and (6.11) in (6.13) and using (6.17) and the characterization of the roots {α j } r j=1 (see (6.15)), we obtain (6.14). (ii) Theorem 6.6 extends Macdonald's [15, sect. 6] explicit expansion formulas for the (anti-)symmetric Macdonald polynomials associated with root systems of classical type.
Spectral difference-reflection operators and duality
Let x λ = γ λ (k, q) (λ ∈ Λ) be the spectrum (4.3) of the Y -operators, and denote H = H(S;t; q) for the double affine Hecke algebra with respect to dual parameters. We define evaluation mappings Ev : H → C and Ev : H → C by Ev(X) = X(1) (x −1 0 ), Ev( X) = X(1) (γ −1 0 ) for X ∈ H and X ∈ H, where 1 ∈ A is the Laurent polynomial identically equal to one.
The evaluation Ev(P λ (z)) = P λ (x −1 0 ) of the non-symmetric monic Koornwinder polynomial P λ (·) = P λ (·; t; q) is generically non-zero by the analytic dependence of P λ on t and q (we use here that P λ (x) = x λ when t a = 1 for all a ∈ S). Similarly, Ev(P + λ (z)) = P + λ (x ±1 0 ) is non-zero for generic parameter values t and q. In section 9 we explicitly evaluate P λ (x −1 0 ) and P + λ (x 0 ) = P + λ (x −1 0 ), so that the generic conditions on the parameters can be made completely explicit. 
be the constant multiple of the symmetric Koornwinder polynomial P + λ (·) of degree λ ∈ Λ + which takes the value one at x = x 0 . Sahi [20] showed that the role of the geometric parameter x = x µ and of the spectral parameter γ = γ λ are (in a suitable sense) interchangeable for the renormalized Koornwinder polynomials E(γ; x −1 ) and E + (γ; x), see also van Diejen [8] for a sub-class of the symmetric Koornwinder polynomials. These duality properties stem from a particular anti-algebra isomorphism of the double affine Hecke algebra H, which we define now first.
Recall the notations T ∨ 0 = T −1 0 z −a ∨ 0 ∈ H and T ∨ n = z −a ∨ n T −1 n ∈ H for the simple generators associated with a ∨ 0 and a ∨ n respectively, see remark 3.5. We set U n = T 1 T 2 · · · T n−1 T ∨ n T −1 n−1 · · · T −1 2 T −1 1 , which is a conjugate of T ∨ n in H(S; t; q). Set t −1 = (t −1 β ) β∈S for the inverse of the multiplicity function t. We write 
The isomorphism ǫ is a crucial building block for Sahi's [20] duality anti-isomorphism of the double affine Hecke algebra H. In fact, the duality anti-isomorphism is obtained by composing ǫ with the anti-isomorphism ‡ defined in the following lemma.
Lemma 7.3. There exists a unique algebra isomorphism † = † t,q : H → H ′ (respectively anti-algebra isomorphism ‡ = ‡ t,q : H → H ′ ) satisfying T i → (T ′ i ) −1 (i = 0, . . . , n) and z j → (z ′ j ) −1 (j = 1, . . . , n). We write † ′ (respectively ‡ ′ ) for † (respectively ‡) with respect to the parameters (t −1 , q −1 ).
Observe that Φ (respectively Ψ) is uniquely characterized as the (anti-)algebra homomorphism H → H which maps U n to T 0 , T i to T i and Y i to z −1 i for i = 1, . . . , n. By [20, sect. 7] , the inverse of Ψ = Ψ t,q is given by Ψ = Ψt ,q .
Remark 7.6. Observe that the image of the non-affine intertwiners S i = [T i , Y ai ] ∈ H (i = 1, . . . , n) under Ψ is given by
in view of the explicit expression for T i (see theorem 3.2). In particular, Ψ(S i ) is of the form f i ( z a ∨ i )s i , with f i a Laurent polynomial in one variable and with f 1 = f 2 = · · · = f n−1 . From these facts it is easy to prove that (S 1 , . . . , S n ) satisfies the C n -braid relations in H.
The two evaluation mappings Ev and Ev are related via the duality anti-isomorphism:
Ev Ψ(X) = Ev X , X ∈ H, see [20, thm. 7.3] . This implies that the two pairings B : H × H → C and B : H × H → C defined by B(X, X) = Ev Ψ( X)X and B( X, X) = Ev Ψ(X) X for X ∈ H and X ∈ H satisfy the duality property B(X, X) = B( X, X), X ∈ H, X ∈ H.
Before we recall how (7.1) implies the duality properties of the Koornwinder polynomials, we first collect some elementary identities for the bilinear form B. The proof of the lemma is similar to the proof in the rank one setting, see [18, lem. 10.5 ].
Lemma 7.7. Let f ∈ A. Let X, X 1 , X 2 ∈ H and X, X 1 , X 2 ∈ H. (i) B X 1 X 2 , X = B X 2 , Ψ(X 1 ) X and B(X, X 1 X 2 ) = B( Ψ( X 1 )X, X 2 ).
(ii) B XT i , X = t i B X, X) for i = 0, . . . , n.
(iii) B (X(f ))(z), X = B(Xf (z), X) and B X, ( X(f ))( z) = B X, Xf ( z) , where (X(f ))(z) is the multiplication operator in H corresponding to the Laurent polynomial X(f ) ∈ A, and Xf (z) is the product of the elements X and f (z) in H.
We write E(x λ ; ·) for the renormalized non-symmetric Koornwinder polynomial E(x λ ; ·;t; q), and similarly for E + (x λ ; ·). Observe now that by lemma 7.7 and theorem 4.8,
for f, g ∈ A and λ, µ ∈ Λ. Taking f = E(x µ ; ·) and g = E(γ λ ; ·) and using the duality (7.1) for the pairing, we arrive at
which is the duality for the renormalized Koornwinder polynomials, see [20, thm. 7.4] . Similarly, we derive from theorem 5.1 and (7.1) that
see [20, cor. 7.5] . Using the duality (7.3), we can rewrite the action of T i (i = 1, . . . , n) and U n on the renormalized Koornwinder polynomials E(γ; ·) in terms of difference-reflection operators acting on the spectral parameter γ ∈ Spec(Y ) = {γ λ | λ ∈ Λ}. Define an action of W on Spec(Y ) by wγ λ = γ w.λ (λ ∈ Λ, w ∈ W).
. Proof. By (7.2) and lemma 7.7 we have
for all λ, µ ∈ Λ. So it suffices to prove that
for all λ, µ ∈ Λ and all i = 0, . . . , n. Formula (7.5) is easy when λ is stabilized by s i since then we have
where the last equality follows from (the proof of) proposition 6.1 and (7.2). So we assume for the remainder of the proof that s i .λ = λ. We can use now (3.8) to commute T i and E(x µ ; z) in the left-hand side of (7.5). Combined with lemma 7.7 we then derive that
Since s i .λ = λ, we can apply lemma 4.6 together with the duality (7.3) of the non-symmetric Koornwinder polynomials to obtain the desired formula (7.5).
(Bi-)orthogonality relations and quadratic norms
From now on we assume that 0 < q, t < 1 and that the parameters a, b, c, d (see (5.2)) have moduli less than one. We define ∆(·) = ∆(·; t; q) and ∆ + (·) = ∆ + (·; t; q) by
where y 1 , . . . , y m ; q ∞ = m j=1 y j ; q ∞ with y; q ∞ = ∞ j=0 (1−yq j ) the q-shifted factorial. The second equality in (8.2) follows from the W-orbit structure of the reduced affine root system R (cf. (2.3) ), together with (5.2). Observe that ∆ + (·) is W -invariant, where W acts by permutations and inversions of the coordinates x = (x 1 , . . . , x n ). Furthermore, ∆(x; t; q) = C(x; t; q)∆ + (x; t; q) (8.3)
with C(x) = C(x; t; q) given by
We define now bilinear forms ., . = ., . t,q and ., . + = ., . +,t,q on A by
where dx x = dx1 x1 · · · dxn xn and T ⊂ C is the (positively oriented) unit circle. Recall here that σ is the longest Weyl group element in W . Observe that the bilinear forms ., . and ., . + are non-degenerate in both factors.
The bilinear form ., . + coincides with Koornwinder's [11] pairing for the symmetric Koornwinder polynomials, see also [22] for an extension to more general parameter values. If on the other hand the parameter values are such that ∆(·) ∈ A, then f, g equals the constant term of the Laurent polynomial f (x)(σg)(x)∆(x) and ., . then coincides with Sahi's [21] pairing for the non-symmetric Koornwinder polynomials.
Lemma 8.1. We have w∈W wC(·; t; q) = K t,q (8.6) in C(x) for some constant K = K t,q ∈ C. In particular,
where |W | = 2 n n! is the cardinality of the finite Weyl group W .
Proof. The first statement follows from [14, (2.8 n.r)] with the indeterminates in [14, (2.8 n.r)] specialized to u
The identity (8.7) follows then from (8.3) and the invariance of the measure (T n , dx
x ) under the action of W . A product form for the constant K can be obtained by specializing the left hand side of (8.6) at x −1 0 , see [14, (2.4 n.r)]. In fact, we have the following more general result.
Lemma 8.2. Let λ ∈ Λ + , and write W λ (respectively W λ ) for the stabilizer subgroup of λ in W (respectively the minimal coset representatives of W/W λ ). Then K = w∈W λ C(x −1 wλ ). In particular, K = C(x −1 0 ). Proof. By the definition (8.6) of K we have
We consider a term (u −1 w −1 C)(x −1 λ ) in this sum with u = 1. Then there exists a simple root a i (i ∈ {1, . . . , n}) which is orthogonal to λ, and which is mapped to a negative root α by wu. Now remark 4.7 implies that the factor v u −1 w −1 α (x −1 λ ) = v ai (x −1 λ ) of (u −1 w −1 C)(x −1 λ ) is zero. Hence the contribution in the sum (8.8) is zero unless u = 1. The lemma follows now from lemma 4.6.
where ‡ : H → H ′ is the anti-algebra isomorphism defined in lemma 7.3.
Proof. The proposition is obviously correct for X = z λ (λ ∈ Λ), so it suffices to prove it for X = T i (i = 0, . . . , n). Let f, g ∈ A. It follows by direct computations that
for i = 0, . . . , n, with
and with the action of s i as defined in (3.1). Now observe that h i is s i -alternating, i.e. s i h i = −h i for i = 0, . . . , n. On the other hand,
is invariant under the action of s i for i = 0, . . . , n, where the action of s i is extended from A to (suitably nice) functions f in the n variables x = (x 1 , . . . , x n ) via the formulas (3.1). This is an immediate consequence of the well-known fact that the roots R + \{a i } are permuted by the simple reflection s i . Hence T i f, g − f, (T ′ i ) −1 g can be rewritten as an integral over T n , dx x with s i -alternating integrand for all i ∈ {0, . . . , n}.
Now T i f, g − f, (T ′ i ) −1 g = 0 for i = 1, . . . , n follows from the fact that the measure T n , dx x is W -invariant. The case i = 0 is more subtle. The behaviour of the measure T n , dx x under the action of s 0 is given by
which now implies that
For fixed y ∈ T n−1 , the integrand in the right-hand side of (8.11) depends analytically on y 1 ∈ {v ∈ C | q ≤ |v| ≤ 1}. Indeed, by a direct computation using (5.2) and the second expression of ∆ + (x) in (8.2) , we see that the y 1 -dependent factor of v a0 (y 1 , y)∆(y 1 , y) is given by
which has the desired analytic behaviour due to the conditions on the parameters q and t. Thus by Cauchy's theorem we conclude that T 0 f, g − f, (T ′ 0 ) −1 g = 0. This completes the proof of the proposition.
Remark 8.4. An algebraic proof of proposition 8.3 was given by Sahi [21, thm. 16] for those (discrete) values of t such that ∆(·; t; q) ∈ A.
We write E ′ (γ −1 λ ; ·) for the renormalized Koornwinder polynomial of degree λ ∈ Λ with respect to inverse parameters (t −1 , q −1 ). Since (Y λ ) ‡ = (Y ′ λ ) −1 for λ ∈ Λ, we obtain the following extension of [21, cor. 17 ] from theorem 4.8 and proposition 8.3. Corollary 8.5 (Bi-orthogonality relations). For λ, µ ∈ Λ with λ = µ we have E(γ λ ; ·), E ′ (γ −1 µ ; ·) = 0. Recall that E + (γ λ ; ·) (λ ∈ Λ + ) can be characterized as the unique solution of the eigenvalue equation
which takes the value one at x ±1 0 , where L (5.1) is Koornwinder's second order q-difference operator. Since L and the eigenvalue m ǫ1 (γ λ ) − m ǫ1 (γ 0 ) are invariant under replacement of the parameters (t, q) by their inverses (t −1 , q −1 ), we derive that
Combined with (8.7), corollary 8.5 and theorem 6.6, we re-obtain Koornwinder's [11] orthogonality relations for the symmetric Koornwinder polynomials:
Corollary 8.6 (Orthogonality relations). For λ, µ ∈ Λ + with λ = µ, we have E + (γ λ ; ·), E + (γ µ ; ·) + = 0.
We write Spec(Y ′ ) = {γ −1 λ | λ ∈ Λ} for the spectrum of the Y ′ -operators, and F = F t,q for the linear space of functions g : Spec(Y ′ ) → C with finite support. We define a W-module structure on F by
Definition 8.7. We call the linear map F = F t,q : A → F defined by
the non-symmetric Koornwinder transform.
Observe that F is injective since ., . is non-degenerate, and that F is surjective by corollary 8.5.
In the next proposition we present an action of the double affine Hecke algebra H on F in terms of spectral difference-reflection operators, and we relate it to the action of H on A via the non-symmetric Koornwinder transform F and the duality isomorphism Φ.
Proposition 8.8. The applications
where g ∈ F and γ ∈ Spec(Y ′ ), uniquely extend to an action of H on F . Furthermore,
where Φ is the duality isomorphism.
Proof. The intertwining property (8.15) can be proved by checking it for the algebraic generators U n , T i and Y i (i = 1, . . . , n) of H using proposition 8.3 and proposition 7.8. The fact that (8.14) defines an action of H on F follows then from (8.15) since Φ is an algebra isomorphism and F is bijective.
Next we determine the inverse of the non-symmetric Koornwinder transform F . We let G = G t,q : F → A be the linear map defined by
where the discrete weights w(γ −1 λ ) = w(γ −1 λ ;t; q) (λ ∈ Λ) are defined as follows:
with w + (γ −1 µ ) = w + (γ −1 µ ;t; q) for µ ∈ Λ + given by the multiple residue
Using the second expression in (8.2) together with (4.4), it is easily verified that the discrete weights w(γ) and w + (γ) (γ ∈ Spec(Y ′ )) are well defined and non-zero for generic parameters t and q (in fact, all residues in (8.18 ) are taken at simple poles). Proposition 8.9. We have
Proof. The proof for X = z λ with λ ∈ Λ is immediate. Hence it suffices to check the intertwining property for X = T i (i = 0, . . . , n). Let g ∈ F . By proposition 7.8 we have for i = 0, . . . , n,
with h i (γ λ ; ·) ∈ A given by
. Since h i (γ si.λ ; ·) = −h i (γ λ ; ·) for i = 0, . . . , n and λ ∈ Λ, it thus suffices to prove that
is invariant under replacement of λ ∈ Λ by s i .λ for all i ∈ {0, . . . , n} and all λ ∈ Λ. For i ∈ {1, . . . , n} this is immediate by lemma 4.6.
As usual, the proof for the affine part of the statement (the case i = 0) is more subtle. We begin by rewriting w(γ −1 λ ) as a (kind of) multiple residue of ∆(x) at x = γ −1 λ , where ∆(x) = ∆(x;t; q). This can be done using the W -invariance of the weight function ∆ + (·;t; q). The result is as follows.
Let u λ ∈ S n be the component in S n of the minimal coset representative w λ ∈ W with respect to the semi-direct product structure W = S n ⋉ (±1) n , and let n λ = #{i ∈ {1, . . . , n} | λ i < 0}. Then we have
for all λ ∈ Λ, where the multiple residue at x = γ −1 λ is defined by
In particular, we obtain
for all λ ∈ Λ. Now we consider (8.21) with λ replaced by s 0 .λ. We first consider the changes in the multiple residue. By the proof of [20, thm. 5.3], we have w s0.λ = s ǫ1 w λ for all λ ∈ Λ, i.e. n s0.λ = n λ ± 1 and u s0.λ = u λ . Secondly, Theorem 8.10. We have G • F = k Id A and F • G = k Id F with k = k t,q = w(γ −1 0 ;t; q) 1, 1 t,q . In particular, we have for λ, µ ∈ Λ,
where δ λ,µ is the Kronecker delta.
Proof. By proposition 8.8 and proposition 8.9 we have
Furthermore, it follows from corollary 8.5 that
for γ ∈ Spec(Y ). Formula (8.24) reduces to G(F (1)) = k 1 when γ = γ 0 , with the constant k as given in the statement of the theorem. Combined with (8.23) it follows that G • F = k Id A . Since F is bijective, we then also have G • F = k Id F . It remains to prove (8.22) . By corollary 8.5, we only have to prove (8.22) when µ = λ. We fix γ = γ λ ∈ Spec(Y ), λ ∈ Λ. Since G • F = k Id A , it follows that G(F (E(γ; ·))) = k E(γ; ·). Comparing this outcome with the right-hand side of (8.24), we obtain E(γ; ·), E ′ (γ −1 ; ·) w(γ −1 ) = k = 1, 1 w(γ −1 0 ) which yields the desired result. Corollary 8.11. For all λ, µ ∈ Λ + , we have
Proof. First of all, observe that E + (γ λ + ; ·) = C + E(γ λ ; ·) for all λ ∈ Λ and that
is the idempotent corresponding to the trivial representation of the underlying finite Hecke algebra of type C n . Combined with proposition 8.3, (8.7) and (8.12) we can rewrite F + = F | A W as
In particular, the symmetric Koornwinder transform F + maps into
Similarly, since Φ(C + ) = C + , we derive from proposition 8.9, (8.17) and lemma 8.2 that G + = G| F W can be rewritten as
where K = Kt ,q . Using these alternative descriptions for F + and G + together with the orthogonality relations for the symmetric Koornwinder polynomials (see corollary 8.6), we obtain
for all λ ∈ Λ + . On the other hand, by theorem 8.10, we have G + (F + (E + (γ λ ; ·))) = k E + (γ λ ; ·) for λ ∈ Λ + with
Comparing the two different outcomes for G + (F + (E + (γ λ ; ·))), we obtain the desired result in case µ = λ. The off-diagonal case is covered by the orthogonality relations for the symmetric Koornwinder polynomials, see corollary 8.6.
Remark 8.12. The discrete weights w + (γ −1 λ ) = w + (γ −1 λ ;t; q) (λ ∈ Λ + ) also appear as weights in a partly discrete orthogonality measure for the symmetric Koornwinder polynomials, see [22] . In particular, using the expression [22, prop. 4 .1] for the discrete weights, it can be shown that the ratio E + (γ λ ; ·), E + (γ λ ; ·) + / 1,
   q −1 abcdt 4(n−i) ; q 2λi c 2 t 4(n−i) λi abcdt 4(n−i) ; q 2λi
. qt 2(n−i) , abt 2(n−i) , adt 2(n−i) , bdt 2(n−i) ; q λi act 2(n−i) , bct 2(n−i) , cdt 2(n−i) , q −1 abcdt 2(n−i) ; q λi . 1≤i<j≤n abcdt 2(2n−i−j−1) , q −1 abcdt 2(2n−i−j) ; q λi+λj abcdt 2(2n−i−j) , q −1 abcdt 2(2n−i−j+1) ; q λi+λj qt 2(j−i−1) , t 2(j−i) ; q λi−λj qt 2(j−i) , t 2(j−i+1) ; q λi−λj for all λ ∈ Λ + , where y 1 , . . . , y m ; q k = m j=1 y j ; q k and y; q k = k−1 j=0 (1 − yq j ) for k ∈ Z + .
Evaluation formulas
In this section we give an explicit expression for the value of the non-symmetric Koornwinder polynomial P λ (·) = P λ (·; t; q) at x −1 0 . We start with two preliminary lemmas.
Lemma 9.1. For λ ∈ Λ, we have
Proof. We prove the lemma using the non-affine intertwiners S i (i = 1, . . . , n). For the moment, we fix λ ∈ Λ and i ∈ {1, . . . , n} such that µ = s i λ = λ. We first give some additional properties of S i which we will need for the proof.
This can be checked most easily in the image of the duality anti-isomorphism Ψ t −1 ,q −1 . It follows from proposition 7. 8 
In particular, if λ, a i < 0, then
The ratio P λ , E ′ (γ −1 λ ; ·) / P λ + , E ′ (γ −1 λ + ; ·) can now be evaluated inductively using similar techniques as in the proof of theorem 6.6. This gives the desired result.
Let δ γ −1 λ ∈ F for λ ∈ Λ be the function which is equal to one at γ −1 λ and zero otherwise.
Proof. Let λ ∈ Λ + . It follows from (2.2) that τ (−λ) is the unique element of minimal length in W which maps λ to 0 ∈ Λ under the dot-action. In particular, any element w ∈ W which is smaller than τ (−λ) with respect to the Bruhat order, maps λ to a non-zero element in Λ.
Since λ ∈ Λ + , we have Y λ = T τ (λ) , hence Φ(z λ ) = (ǫ(z λ )) † ′ = ( T ′ τ (λ) ) † ′ = T −1 τ (−λ) .
Let now τ (−λ) = s i1 s i2 · · · s ir be a reduced expression of τ (−λ) in W, then we obtain from proposition 8.8 and from the previous paragraph that
where (s im+1 · · · s ir−1 s ir ).λ should be read as λ when m = r. The lemma follows now easily from lemma 4.6 and remark 6.5.
Theorem 9.3. Let λ ∈ Λ, then
where the product is taken over β ∈ (R + ∩ τ (λ + )R − ) \ (Σ + ∩ w −1 λ Σ − ).
Proof. First of all, observe that P λ (x −1 0 ) E(γ λ ; ·), E ′ (γ −1 λ ; ·) = P λ , E ′ (γ −1 λ ; ·) , P λ , E ′ (γ −1 λ ; ·) = x λ , E ′ (γ −1 λ ; ·) = 1, 1 Φ(z λ )δ γ −1 0 (γ −1 λ ) (9.1) for all λ ∈ Λ. Indeed, the first formula is trivial, while the second formula is a direct consequence of corollary 8.5, the definition of the non-symmetric Koornwinder transform F and its intertwining properties given in proposition 8.8.
We use now successively the first formula of (9.1), then lemma 9.1 and finally the second formula of (9.1) to arrive at
The theorem follows now from theorem 8.10 and lemma 9.2, combined with the inclusion Σ + ∩ w −1 λ Σ − ⊂ R + ∩ τ (λ + )R − . This inclusion is a direct consequence of the inequality λ + , α > 0 for all α ∈ Σ + ∩ w −1 λ Σ − , see (6.15).
Corollary 9.4.
Proof. This follows from the evaluation of P µ (x −1 0 ) (µ ∈ Λ) (see theorem 9.3), theorem 6.6(iii), (8.17) and lemma 8.2.
Remark 9.5. It is straightforward to explicitly write down the roots R + ∩ τ (λ)R − for λ ∈ Λ + . Together with (4.4), (3.7), remark 8.12 and the W-orbit structure of R, one can reformulate (9.2) now as P + λ (x 0 ) = n i=1 act 2(n−i) , bct 2(n−i) , cdt 2(n−i) , q −1 abcdt 2(n−i) ; q λi q −1 abcdt 4(n−i) ; q 2λi ct 2(n−i) λi . 1≤i<j≤n q −1 abcdt 2(2n−i−j+1) ; q λi+λj t 2(j−i+1) ; q λi−λj q −1 abcdt 2(2n−i−j) ; q λi+λj t 2(j−i) ; q λi−λj for λ ∈ Λ + .
Remark 9.6. Van Diejen [8, thm. 5.1] proved the evaluation formula (9.2) for a five parameter sub-family of the symmetric Koornwinder polynomials. This result was indirectly extended to the complete six parameter family of symmetric Koornwinder polynomials by Sahi's [20] duality results.
The generalized Weyl character formula and the constant term
In this section we discuss several results involving the anti-symmetric Koornwinder polynomials P − λ (·) = P − λ (·; t; q) (λ ∈ Λ ++ ) in an essential way. The most crucial result is the analogue of the Weyl character formula for the Koornwinder polynomials.
In order to state the generalized Weyl character formula, we need to introduce some notations first. Let q = {q β } β∈S be the multiplicity function satisfying q a0 = q a ∨ 0 = q a ∨ n = 1, q ai = q 1/2 (i ∈ {1, . . . , n − 1}) and q an = q. For two multiplicity functions t and t ′ , we write tt ′ for the multiplicity function which takes the value t β t ′ β at β ∈ S. Then the generalized Weyl character formula is given by P − λ+κ x; t; q) = χ(x; t; q)P + λ (x; qt; q), λ ∈ Λ + (10.1) with κ given by (6.9) and with χ(·; t; q) ∈ A given by
The proof of (10.1) is similar to the proof of the generalized Weyl character formula for Macdonald polynomials, see e.g. [15, 7.3] . The generalized Weyl character formula (10.1), together with the results of section 8, readily implies the norm relations P + λ (·; t; q), P + λ (·; t; q) t,q P − λ (·; t; q), P − λ (·; t −1 ; q −1 ) t,q = t 2 σ P + λ (·; t; q), P + λ (·; t; q) +,t,q P + λ−κ (·; qt; q), P + λ−κ (·; qt; q) +,qt,q = α∈Σ + v α (γ −1 λ ;t; q) v α (γ λ ;t; q) (10.2) for λ ∈ Λ ++ . The norm relations (10.2) give an explicit description of the diagonal terms P − λ (·; t; q), P − λ (·; t −1 ; q −1 ) t,q (λ ∈ Λ ++ ) corresponding to the biorthogonality relations P − λ (·; t; q), P − µ (·; t −1 ; q −1 ) t,q = 0 λ, µ ∈ Λ ++ : λ = µ for all positive integers m. Let now v be a multiplicity function with v β = 1 for all β ∈ S of length two, then the corresponding orthogonality measure reduces to the (coordinate-wise) product measure of the one-variable Askey-Wilson polynomials. In particular, (10.4) can be expressed in terms of the quadratic norms of the Askey-Wilson polynomials, which were evaluated in [1] (see [18] for an affine Hecke algebraic approach). This yields an evaluation of (10.4), and hence of 1, 1 +,q m v,q . By analytic continuation, we arrive at Gustafson's [9] result that the constant term |W | −1 1, 1 +,t,q is equal to n j=1 t 2 , t 2(2n−j−1) abcd; q ∞ q, t 2(n−j+1) , t 2(n−j) ab, t 2(n−j) ac, t 2(n−j) ad, t 2(n−j) bc, t 2(n−j) bd, t 2(n−j) cd; q ∞ .
Remark 10.1. In view of theorem 8.10, corollary 8.11, theorem 9.3, corollary 9.4 and Gustafson's constant term evaluation, we have arrived now at the stage that the quadratic norms (respectively diagonal terms) of the (non-)symmetric Koornwinder polynomials are completely explicit. In particular, the explicit evaluation of P + λ , P + λ + (λ ∈ Λ + ) which we thus obtain, can be seen to coincide with van Diejen's [8, thm. 5.2] explicit expression for P + λ , P + λ + .
