Abstract. This paper addresses the issue of multicast communication in scalable interconnection networks, using path-based scheme. Most existing multicast algorithms either assume a fixed network size, low dimensional networks or only consider the latency at the network level. As a consequence, most of these algorithms implement multicast in a sequential manner and can not scale well with the network dimensions or the number of nodes involved. Furthermore, most of these algorithms handle multicast communication with low throughput. In this paper, we propose a multicast algorithm for multidimensional interconnection networks, which is built upon our Qualified Groups QG multicast scheme for ensuring efficient communication irrespective of the network sizes/dimensions or the number of the destination nodes. Unlike the existing works, this study considers the scalability and latency at both the network and node levels so as to achieve a high degree of parallelism. Our results show that the proposed algorithm considerably improves the multicast message delivery ratio, throughput and scalability.
Introduction
Multicast is a fundamental communication pattern for ensuring a scalable implementation of a wide variety of applications in parallel and distributed computing. In multicast communication, a source node sends the same message to an arbitrary number of destinations in the network. Multicast is widely used by many important applications. For instance, multicast is frequently used by parallel search and parallel graph algorithms [3, 14] . In more recent fields such as bioinformatics, protein sequences are clustered into families of related sequences. Multicast services are required during the creation and maintenance of theses clusters. Furthermore, multicast communication can be used as a tool that can allow efficient access and update of different types of information and finding the genes in the DNA sequences of various organisms. Moreover, multicast is also fundamental to the implementation of higher-level communication operations such as gossip, gather, and barrier synchronisation [1, 2, 4] . In general, the literature outlines three main schemes to deal with the multicast problem: unicast-based [1, 3] , tree-based [3, 13, 17] and path-based [2, 3, 8, 14, 15] . A number of studies have shown that path-based algorithms exhibit superior performance characteristics over their unicast-based and tree-based counterparts, especially within wormhole switched networks [2, 14, 15] . In pathbased multicast, when the units (called flits in wormhole switched networks) of a message reach one of the destination nodes in the multicast group, they are copied to local memory while they continue to flow through the node to reach the other destinations [2, 3, 8] . The message is removed from the network when it reaches the last destination in the multicast group.
Although many interconnection networks have been studied [3] , and indeed deployed in practice, none has proved clearly superior in all roles, since the communication requirements of different applications vary widely. Nevertheless, ndimensional wormhole switched meshes have undoubtedly been the most popular interconnection network used in practice [2, 3, 5, 6, 10, 11] due to their desirable topological properties including ease of implementation, modularity, low diameter, and ability to exploit locality exhibited by many parallel applications [3] . In wormhole switching, a message is divided into elementary units called flits, each of a few bytes for transmission and flow control. The header flit (containing routing information) governs the route and the remaining data flits follow it in a pipelined fashion. If a channel transmits the header of a message, it must transmit all the remaining flits of the same message before transmitting flits of another message. When the header is blocked the data flits are blocked in-situ.
Meshes are suited to a variety of applications including matrix computation, image processing and problems whose task graphs can be embedded naturally into the topology [3, 6, 10] . Wormhole switched meshes have been used in a number of real parallel machines including the Intel Paragon, MIT J-machine, Cray T3D, T3E, Caltech Mosaic, Intel Touchstone Delta, Stanford DASH [3] . Recently, among commercial multicomputers and research prototypes, Alpha 21364's multiple processors network and IBM Blue Gene uses a 3D mesh. In addition, a mesh has been recently the topology of choice for many high-performance parallel systems and local area networks such as Myrinet-based LANs. More recently, the mesh topology has been widely adopted in network-on-chip technologies, including NOSTRUM, SOCBUS, RAW (MIT) which are regular mesh architectures [11] . While our previous focused on 2D meshes, our present study investigates the multicast communication over the 3D mesh networks with the aim of generalising our previous multicast scheme [2] for higher dimensional meshes. The rest of the paper is organised as follows. Section 2 we briefly review the system. Section 3 accommodates our multicast algorithm. Section 4 conducts extensive analysis and simulation experiments and Section 5 summarises this work. 
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