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1 are ignored.
23
The problem is given by a conservation law we suppose that initially there are no cells of maximum size [16] . 1 In [17] , a useful first-order scheme was proposed to obtain the solution to a generalization of (2.1)-(2.3) when the vital 2 functions involved in the problem depend on an abiotic environment that changes with time. The method proposed in that 3 work was based on the discretization of the ordinary differential equations that satisfies the solution along the characteristic 4 curves. It is known that a low-order of convergence would produce a lack of efficiency which could be reduced with higher 5 order methods. However, the smoothness of the solution to (2.1)-(2.3) is not as high as these last schemes demand. Thus, 6 second-order methods present a good balance: they enhance the efficiency even with a lack of regular data. 7 In [13] , we developed a novel second-order characteristics method based on the discretization of the integral 8 representation of the solution to the problem along the characteristic curves for the equal fission model. Here we present 9 an adaptation of this method to the more general asymmetric division case.
Numerical method

10
Therefore, we define µ * (x) = g ′ (x) + µ(x) + b(x) and denote by x(t; t * , x * ) the characteristic curve of ∧ Eq. (2.1) which 11 takes the value x * at the time instant t * . It is the solution to the initial value problem
(3.1)
13
In this way, the solution to (2.1) along a characteristic curve is given by
Note that, in this new layout, we have to solve two types of problems: the integration of the equation which defines characteristics. We use discretization procedures in order to solve them.
19
We consider the numerical integration of model (2. and introduce the discrete time levels t n = n k, 0 ≤ n ≤ N. We begin with the integration of (3.1) which
21
provides the grid of the method on the cell-size variable. This grid is nonuniform and invariant with time because the growth rate function is, explicitly, independent of the time variable. However, note that it depends on time implicitly conditioned 23 on cell size. It is usually called the natural grid [11] . In this work, we approximate such a grid by using a second-order scheme
24
for the numerical integration of (3.1): the modified Euler method providing
Integer J represents the index of the last grid point computed at the size interval and is chosen in order to satisfy the condition
with K 0 and K 1 suitable constants (we refer to [11] for further details). Note that the points (x j , t n ) and
belong to the same numerical characteristic curve. Finally, we fix the last grid
We propose a 31 one-step method in order to obtain it. Therefore, starting from an approximation to the initial data (2.3) of the problem, for 32 example, the grid restriction of the function ϕ, the numerical solution at a new time level is described in terms of the previous 33 one. Such a general step is obtained by means of the following second-order discretization of (3.2). For 0 ≤ n ≤ N − 1,
In the previous expression, Q such that x j 0 = 0, x j M+1 = 1, and
where C 0 and C 1 are positive constants irrespective of k (for more details we refer to [11] ). Finally, for this problem, we 1 propose the following composite trapezoidal quadrature rule on the previous subgrid, modified in the first subinterval by 2 means of the rectangle formula
where x j m l is the first node of the subgrid satisfying x j m ≥ x l .
5
Obviously, the approximating values at the minimum and maximum sizes are
The numerical procedure seems to be implicit. However, if we compute the approximations at the new time level t 
Convergence analysis 12
In this section, we carry out the convergence analysis of the scheme. It is based on the property of consistency of the 13 method.
14 If u is the solution to problem (2.1)-(2.3), we define
The local discretization error, τ
, we denote by ∥v∥ ∞ its maximum norm.
22
From now on, C will denote a positive constant which is independent of k, n (0 ≤ n ≤ N) and j (0 ≤ j ≤ J + 
Proof. From (4.1), we obtain
31
With respect to the first term on the right-hand side of (4.3), assuming the smoothness of u and g and taking into account 32 that the numerical grid is computed by the modified Euler method, we conclude that
(4.4)
34
On the other hand, if we observe the second term on the right-hand side of (4.3), the formula (3.2) allows us to write
Thus, we use the regularity of functions µ, b · P and g, the convergence properties of the trapezoidal ∧ quadrature rule and 3 the modified Euler method to obtain
(4.6) 9
Next, we bound the second part on the right-hand side of (4.5) as
Thus, taking into account the assumed regularity of the vital functions and solution, the second order convergence of the 1 composite quadrature rule (3.5), and (4.6), we conclude that the previous term is O(k 2 ).
2
Finally, we bound the third term on the right-hand side of (4.7) as follows
And, we can conclude, as previously shown, that this term is O(k 2 ).
8
Thus, we can settle for the left term on (4.7)
and from (4.6), we observe that the right-hand side of (4. 
14
In the following result, we prove the convergence of the numerical method. We denote the error produced by the 15 numerical approximation as 
19
Theorem 2. Under the hypotheses of Lemma
as k → 0.
22
Proof. From Eqs. (4.1) and (3.4), we have
Then, taking into account the smoothness properties of the functions µ * and b we arrive at,
Then, by means of the discrete Gronwall's lemma, we arrive at
1 ≤ n ≤ N, and using (4.2) the ∧ estimate holds. 
Numerical experiments 1
We have checked experimentally the numerical method. In order to incorporate a more realistic behavior, we introduce 2 a minimum size a at which cells divide, x min ≤ a < 1. So, we assume that the division rate b vanishes at the interval [x min , a].
3
Test problem 1. The following experiment shows the optimal rate of convergence obtained with the numerical method.
4
It mirrors a similar one introduced in [13] for the symmetric division case.
5
We take x min = 0, and a = . We also suppose that there is no cellular death (µ(x) = 0), and we choose the size-specific 6 growth rate as g(x) = 0.1 (1 − x) . We take the size-specific division rate function
(coefficient b 1 is chosen in order to assure that the maximum value of b(x) is 1). In order to avoid discontinuities caused by 9 an incompatible initial condition, we take ϕ satisfying ϕ(0) = ϕ ′ (0) = ϕ ′′ (0) = 0. In this experiment, we opt for
(coefficient ϕ 1 is chosen in order to assure that the maximum value of ϕ(x) is 1). Note that this is similar to the third test 12 problem in [13] for the symmetric division case (we assume that initially there are no cells under 1 8 ). Taking into account 13 the special structure of the equal fission model, there existed numerical difficulties in the numerical simulation due to the 14 lack of smoothness in the solution to the problem: we did not observe the optimal rate of convergence in the numerical 15 approximation. However, as we will see, this test does not provide a remarkable situation in the asymmetric division case.
16
With respect to the partitioning function, as in [17] , we take
where β(x, y) is the classical Euler beta function.
19
We do not know the analytical solution to the problem therefore, in order to compare, we take the computed 20 approximation with a sufficiently small value of the size step k as the exact solution. In the experiment we compute such computed solution, we observe in Fig. 1 the required regularity in the hypothesis of the convergence result (as we previously 23 mention, this behavior differs from that of the symmetric division case [13] ).
24
In 
The third column shows the numerical order of convergence, which we compute with the formula
.
5
Results in Table 1 clearly confirm the expected second-order of convergence. and σ do not depend on the initial condition and only the constant C depends on ϕ. (5.13)
20
The following simulation reproduces one of the experiments presented in [17] . As in the previous test, we consider the 21 minimum cell-size x min = 0, and the minimum size at which a cell divides as a = . Again, we choose the mortality rate We have carried out an extensive numerical experimentation with different final-times T and step-sizes k. We observe 1 that T = 200 produces a sufficiently long time simulation in order to provide the stable size distribution by means of (5.13).
