Abstract-We study the problem of dynamic resource allocation of a GPS server with two traffic classes when the leaky bucket scheme is employed as a traffic policing mechanism. Three popular input traffic models -independent Poisson arrival, autoregressive model, and partially observed traffic (Hidden Markov Model) -are investigated in this paper.
I. INTRODUCTION
Communication networks technologies have been evolving rapidly to satisfy the varying demands of new applications. Some emerging applications require that network service providers provide "quality-of-service" (QoS) in the form of delay and/or throughput guarantees. These QoS guarantees can be interpreted as a mutual agreement between the service provider and users. 1 Such an agreement is envisioned to require that a user adhere to an agreed traffic profile monitored through a traffic shaper, while the service provider guarantees certain throughput level, maximum delay, and/or packet loss rate. The problem of designing an efficient scheduling algorithm capable of providing such QoS guarantees can be modeled as a stochastic optimization problem, where the service provider tries to minimize the total price/penalty it needs to pay for packet delays and/or packet losses in violation of the QoS. In this paper we adopt a popular traffic policing mechanism called leaky bucket flow control scheme for shaping incoming traffic [1] .
In order to minimize the penalty, the network needs to decide the amount of bandwidth assigned to each traffic source. The bandwidth allocation should be dynamically adjusted based on network state and traffic profiles. Ideally, this dynamic bandwidth allocation can be viewed as a dynamic weight allocation in the generalized processor sharing (GPS) server with multiclass users, where the input traffic for each class is policed by a leaky bucket flow controller. GPS can be thought of as an idealized version of a commonlyused scheduling algorithm for high-speed switches such as Weighted Fair Queueing [2] .
While it is possible to define the state and cost functions, and pose the problem of adjusting the weights of the GPS 1 Here a user can in fact be a domain that needs to buy a service level agreement (SLA) from another domain to carry its traffic. server with leaky bucket flow controllers as a classical stochastic dynamic programming (DP) problem, the problem suffers from the curse of dimensionality because the size of the state space explodes as the time horizon and the capacity of the server increase. Instead of attempting to compute the optimal policy through DP we study the performance of several heuristic policies with improvements using rollout, parallel rollout, and hindsight optimization under various scenarios.
In this paper, we first describe the model in Section II, followed by problem formulation in Section III. Section IV considers some heuristic policies that are augmented with rollout and parallel rollout. The experimental results are presented in Section V. Concluding remarks are given in Section VI.
II. THE MODEL
Consider the problem of two traffic classes sharing a GPS server under the assumption that each traffic stream is constrained by a leaky-bucket flow controller before arriving at the GPS server. For each i = 0, 1, let {x i,k , k = 0, 1, . . .} denote the integer-valued random traffic process i, i.e., x i,k denotes the number of packets that arrive at the beginning of timeslot k from traffic source i. Assume that the GPS server has a capacity of C packets per timeslot where C is a positive integer. At the beginning of timeslot k the GPS server has to allocate φ i,k ∈ {0, 1, . . . , C} to class i queue. Here φ i,k represent the minimum guaranteed number of packets that can be transmitted from class i queue in timeslot k. We assume φ 0,k + φ 1,k = C. Our objective is to find an optimal sequence {φ 0,k , k = 0, 1, . . .} that minimizes a given cost function which will be specified later. We use the following notation throughout the paper. For any x, a, b ∈ IR, we denote
A. Leaky bucket (σ, ρ)
A (σ, ρ) leaky bucket flow controller is a traffic shaper that works as follows: When a packet arrives, the packet is allowed into the network only if a token is available in the leaky bucket. Tokens are generated at a constant rate of ρ tokens/timeslot. The leaky bucket is allowed to store up to σ tokens in a token bucket, and tokens generated when the token bucket has σ tokens are discarded. A packet that finds the token bucket empty must wait till a token becomes available before entering the network. The number of packet arrivals into the network over any period of duration M timeslots is constrained by σ + M · ρ under a leaky bucket with parameters (σ, ρ).
Let T i,k , i = 0, 1, be the number of tokens available at the beginning of timeslot k and B i,k be the number of packets queued in the leaky bucket queue at the beginning of timeslot k. Assume that the leaky bucket queue has a capacity of B max packets. The value of B max is typically small because the traffic arrival to a leaky bucket is supposed to conform to the traffic arrival profile and the network is not penalized for any packets dropped from this queue.
With the leaky bucket (σ i , ρ i ) scheme, the evolution of T i,k and B i,k is given by
where A i,k is the output process of the leaky bucket i, i.e., the number of packets leaving the leaky bucket i at the beginning of timeslot k and is given by
Refer to [3] for a diagram of the system.
B. GPS server
Let Q i,k , i = 0, 1, denote the queue size of class i traffic at the GPS server at the beginning of timeslot k. Since class i traffic is first passed through the leaky bucket i, the arrival process at the GPS server is given by
The server will then transmit as many of the available packets in each class as allowed by The above assumption is natural in the sense that the server should not assign more bandwidth to one class than needed while the other class has more packets to transmit. This assumption also allows us to capture the evolution of Q i,k by
where Q max,i is the maximum queue size of class i traffic. This assumption is true for a large class of cost per stage functions [3] . The cost per stage function considered in this paper is also in this class.
C. Cost per stage function
The performance of this system can be measured by delay and loss of the packets. The delay cost of class i in timeslot k, is proportional to Q i,k /φ i,k , which is the expected number of timeslots needed to empty the current queue of class i traffic, given that the transmission rate is φ i,k . We also incur a heavy penalty for each packet loss. The number of dropped packets from class i in times slot
where K i > 0 is the penalty for each dropped class i packet. The delay penalty function
where
Under this cost function h, Assumption 1 is satisfied.
III. PROBLEM FORMULATION
We formulate here the finite horizon dynamic programming problem. By letting N be the final timeslot, the goal is to find the optimal policy π = {φ 0,k , k = 0, . . . , N − 1} where φ 0,k ∈ {0, . . . , C} such that it minimizes the total cost
A. Traffic models 1) Independent traffic model: In this case, for each i = 0, 1, the rvs {x i,k , k = 0, 1, . . .} are independent. Thus, the state of the system at each time k has a fixed dimension and is given by
In a more realistic traffic model, for each i = 0, 1, the rvs {x i,k , k = 0, 1, . . .} are correlated. It is possible that either the number of states is fixed for each timestep k or is increasing as k grows large. As a consequence, two problems arise. First, the curse of dimensionality leads to the state space that grows larger as the correlation horizon of the input traffic process increases. Second, since the input process may not be known exactly, we may have imperfect state information. The correlated traffic models with perfect and imperfect state information considered in this paper are Autoregressive (AR) models and Hidden Markov models (HMM), respectively.
2) Autoregressive model:
. .} be the m-step autoregressive process, i.e.,
where the rvs {w i,k , k = 0, 1, . . .} are independent. For this system, we assume the perfect state information where, at time k, the past values of x i,k−1 , . . . , x i,0 are known for each i = 0, 1. If we define the state variable for this system to be
, this problem reduces to the basic problem with independent noise {w i,k , k = 0, 1, . . .}.
3) Partially observable traffic model:
It is well-known that Hidden Markov Models (HMM) can capture a variety of interesting input traffic and is widely used in modeling the network traffic [4] . Under the HMM traffic, the problem is now one of imperfect state information.
For each source i = 0, 1, the HMM traffic has a finite set of states ∆ i , where each state s in ∆ i is associated with a packet arrival distribution G s i over Z + and a next state transition probability F s i over ∆ i , i.e., a state s in ∆ i generates n packets with probability G s i (n) and then moves to state s with probability F s i (s ). At each timeslot k, the system can estimate the probability distribution of the belief state as follows: For all s ∈ ∆ i , let Π i,k (s) be a probability estimate that the actual state is s at timeslot k. Given n i packet arrivals from source i in timeslot k, we update the distribution Π i,k+1 by applying Bayes' rule, i.e.,
, where α is a normalizing factor so that {Π i,k+1 (s)} s∈∆i is a probability distribution. Now Π i,k = {Π i,k (s)} s∈∆i can be used to augment the state variable to be
, and the problem reverts back to the basic dynamic programming formulation.
IV. POLICY SELECTION
A naive approach to our problem is to directly apply the DP algorithm. However, as mentioned earlier, a straightforward DP approach is computationally prohibitive. Instead, we propose some heuristic policies for this problem and improve them using rollout and parallel rollout. These heuristic policies should be optimal in some regions of the state space in order for the rollout or parallel rollout policies to perform well. Also, we consider the hindsight optimization technique in this problem as well. See [5] for a detailed treatment of the DP algorithm and [6] for an introduction to rollout, parallel rollout and hindsight optimization. In this section, we describe our heuristic base policies.
A. Fixed Rate, Constant Rate and Bang-bang policies
The fixed rate a policy is simply a capacity sharing scheme similar to dedicated capacity where the rates allocated to both traffic streams are fixed throughout the horizon, i.e., φ 0,k = a and φ 1,k = C − a, k = 0, 1, . . . where a ∈ {0, . . . , C}.
The constant rate policy is a special case of the fixed rate policy where the rate assigned to each traffic class corresponds to its relative fluid transmission rate, i.e., the ratio between its average traffic arrival rate and total traffic arrival rate of both classes. With traffic policing mechanism such as leakybuckets, the long-term average rate is upper bounded by ρ.
The bang-bang policy uses the queue size of the traffic stream to make a decision. If Q 0,k ≥ Q 1,k , then φ 0,k = C − 1 and φ 1,k = 1. Otherwise, φ 0,k = 1 and φ 1,k = C − 1. This policy tries to maximally reduce the larger queue size.
B. Square-root of queue size (SqrtQ) policy

Given the delay cost function
Note that if K 1 = K 2 , then the SqrtQ policy in (5) minimizes the cost per stage h(·) in (1) with the delay cost in (2) if both classes experience packet losses or neither class experiences a packet loss. In an implementation of this policy, φ 0 is rounded to the nearest integer. Also, if max(Q 0 , Q 1 ) = 0, then we set φ 0 and φ 1 according to the constant rate policy.
C. Equal weighted delay policy
This policy attempts to equalize the delay of each queue weighted by its cost, i.e., a 0
C, i = 0, 1, and round φ 0 to the nearest integer. Otherwise, we set φ 0 and φ 1 according to the constant rate policy.
D. Look ahead policy
For a traffic model such as AR, we can also utilize the additional knowledge of the state information in the policy. For instance, the additional information can be used to predict the queue level in the future and minimize the cost. More specifically, the best estimate of the incoming traffic in timeslot k + 1 (ignoring non-linearity) isx i,k+1 =
. Then, an estimate of the queue sizeQ k+1 can be computed, and one can find a policy that minimizes the total cost based on y k and Q k+1 .
E. Equal weighted packets policy
This policy is designed to use the knowledge of state information in the case of HMM traffic model. Instead of looking at the delay as in Section IV-C, we consider the estimated number of packets from each class in the system. For each i = 0, 1, the estimated number of packets from traffic i in timeslot k + 1 is simply the current queue size plus the rate of the current belief state s i,k , where the belief state s i,k is computed from s i,k = arg max s∈∆i Π i,k (s). Assume that the average rate of each state in ∆ i is given. By letting λ i be the average rate of the belief state s i,k , i.e.,
(n), the equal weighted packets policy is defined as φ i = round 
V. EMPIRICAL RESULTS
A. Experimental set-up
We set up a Monte-Carlo simulation of the model described in Section II and the cost per stage in (1) with the delay cost in (2) . For each simulation run, we use heuristic policies described in Section IV to adjust the weight assigned to each GPS traffic class. The simulation parameters are fixed throughout all experiments in this section as follows: σ 1 = σ 2 = 5, ρ 1 = ρ 2 = 5, B max = 5, Q max = 20, C = 10. The delay cost parameters are a 0 = 2 and a 1 = 1, while the cost for each dropped packet is set to K 1 = K 2 = 10 for both classes. The duration of horizon is N = 1000. We start the simulation with the initial conditions
Three types of arrival traffic processes are considered here, namely, Poisson, autoregressive, and HMM arrival processes as described in Section III-A. We consider each of these traffic models in turn.
B. Poisson arrival process
We first test the arrival traffic according to Poisson processes. Poisson traffic arises naturally in several situations. For example, it is well known that the multiplexed packet traffic generated by a large number of bursty data sources is well described by a Poisson process.
Poisson traffic can be modeled in discrete-time as follows: in each timeslot, the number of packet arrivals in the timeslot is a Poisson random variable (rv). In our case, we consider the case where the number of packet arrivals to leaky bucket i, i = 0, 1, in each timeslot are i.i.d. rvs with a constant rate λ i . We consider several heuristic policies in the simulations. In addition to the basic heuristic algorithms described in Section IV, i.e., Constant rate, Bang-bang, Weighted delay, SqrtQ; we also consider the following policies: (a) Rollout-SqrtQ : In this policy, 'SqrtQ' is used as the base policy for rollout. We use a standard deterministic dynamic programming algorithm to solve the deterministic optimization problem required for hindsight optimization. Throughout the simulations in Section V, for all of the rollout and parallel rollout policies, the sampling horizon for the "noise" process is 5 timeslots and the sampling width is 10 sample paths. For the hindsight optimization, we reduce the sampling horizon to 3 timeslots due to the explosion of the state space which causes even the deterministic optimization to be computationally expensive.
The system is simulated for a total of 10 traffic sample paths, and we compute the average cost for each value of λ = 1, . . . , 5. The simulation results are shown in Figure 1 . From all heuristic policies, only the constant rate policy is presented in the graph because the other heuristic policies yield similar or higher costs. Complete results can be found in [3] .
From the simulation results, it is clear that when the arrival rate is small, simple heuristic policies such as constant rate perform well due to the fact that the burstiness of the arrival traffic is almost unaffected by the leaky-bucket flow controller and the capacity of the server is relatively high. As the arrival rate increases, simple heuristic policies become less effective. All three rollout policies incur a similar cost and are significantly better than the base policies. Therefore, rollout substantial reduces the cost with a marginal increase in the computational complexity. On the other hand, hindsight optimization, while marginally reduces the cost, incurs exponential increment in computational complexity. Until a more computationally scalable algorithm for solving the deterministic problem can be found in lieu of [6] , hindsight optimization may not be practical.
C. Autoregressive arrival process
We assume that the exact coefficients of the AR process are known and the number of packet arrivals in previous timeslots (at least equal to the number of taps of the AR filter) is also augmented into the system state. We assume the noise w i,k are i.i.d. Gaussian rvs with a mean of 3 packets and standard deviation of 3 packets. Since the number of packet arrivals needs to be a non-negative integer, we round x i,k+1 in (4) to the nearest integer value. Then, we take the maximum of the resulting value with zero as the number of packet arrivals in timeslot k + 1.
In addition to all the policies used in Section V-B, we also study the followings policies for AR models: (e) Lookahead : This policy exploits the knowledge of state information as discussed in Section IV-D (c') ParallelRollout-Heuristic : In addition to the policies considered in Section V-B, we also consider 'Lookahead' as a base policy for parallel rollout. Note that in all of the rollout, parallel rollout, and hindsight optimization policies, the augmented states (i.e., the past packet arrivals and the AR filter coefficients) are also needed to generate the simulated noise sequences. The resulting traffic for three different AR filters are considered in Table I .
Again, we found a similar conclusion to Section V-B. We also tested the effect of positive correlations to the cost of the system. The AR filter with (0.3, 0.2) coefficients is more positively correlated than (0.3, 0) and it also incurs much higher cost to the system. However, we note that policies that exploit the information about the AR filter and the past packet arrival patterns experience significantly less increase in the Policy   (α 0 , α 1 ) = (0.3, 0) (0. cost. On the other hand, negatively correlated traffic such as (−0.3, 0) typically does not cause the queue to build up. As a consequence, all of the policies perform roughly the same.
D. Hidden Markov Model arrival process
In this section, we adopt the HMM arrival processes with the assumption that both traffic classes have the same set of states ∆ and same transition probabilities over ∆. To obtain a model that captures the multiple timescales of network traffic behavior, we select a 20-state HMM where each state is associated with a different packet arrival rate. The state space ∆ is divided into four different traffic load regions, i.e., ∆ = ∪ The transition probabilities F s (s ) of the Markov state are selected at the beginning of simulation and satisfy the following. Suppose that s = s r,j . The probability
Note that the transition within a region forms a circle, which introduces a periodicity in the autocovariance function of the traffic as found in typical video traffic [7] .
The policies we consider here are the same as those used in Section V-B with some additional policies:
(f) Equal Weighted Packets : By using the state information of HMM models, we can apply this policy with the system as discussed in Section IV-E. (c") ParallelRollout-Heuristic : In addition to the policies considered in Section V-B, we also investigate 'Equal Weighted Packets' as a base policy for parallel rollout. In order to provide multiple timescale bursty behavior, we select two HMM models with load level (l 1 , l 2 , l 3 , l 4 ) = (1,2,4,5) and (2, 3, 5, 6) . From the simulation results, we again reach the conclusion that rollout and parallel rollout can significantly reduce the cost compared to the heuristic base policies with a reasonable increase in computational complexity. Moreover, the equal weighted packets policy that takes advantage of the state information has the lowest cost when compared to those of the other heuristic policies. Lastly, we note that in this case even if it has a small sampling horizon, hindsight optimization performs as well as the rollout and parallel rollout policies.
VI. CONCLUSIONS
We have studied a simple dynamic resource allocation problem at a GPS server with two traffic classes. We have shown that for all three traffic models, the performance of simple heuristic policies is inconsistent and sensitive to the system parameters and that the heuristic policies that exploit the knowledge of the state information perform better than the other simple policies. The rollout, parallel rollout, and hindsight optimization techniques significantly improve the performance of the system. However, while these policies yield similar performance, the hindsight optimization suffers from an exponential increase in computational complexity.
