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Chapitre 1
Introduction
Re´sume´
Nous e´tudions dans cette the`se le comportement asymptotique des fluides
incompressibles dans les domaines exte´rieurs, quand l’obstacle devient de
plus en plus fin, tendant vers une courbe. Nous e´tendons les travaux d’If-
timie, Lopes Filho, Nussenzveig Lopes et Kelliher dans lesquels les auteurs
conside`rent des obstacles se contractant vers un point. Nous travaillons tout
d’abord en dimension deux. En utilisant des outils de l’analyse complexe,
nous traitons le cas des fluides ide´aux et visqueux a` l’exte´rieur d’une courbe.
Nous regardons ensuite en dimension trois les fluides visqueux a` l’exte´rieur
d’une surface. Nous finissons enfin par montrer l’unicite´ du proble`me mixte
Euler point vortex avec un seul point vortex introduit par Marchioro et Pul-
virenti, dans le cas ou` le tourbillon initial est constant pre`s du point vortex.
Nous formulons pre´cise´ment dans ce chapitre les proble`mes e´tudie´s et nous
donnons les re´sultats principaux. Nous exposons aussi un bref re´sume´ des
travaux [12, 13, 11] et nous expliquons les raisons d’une approche diffe´rente
entre les petits obstacles et les obstacles fins.
Dans un souci de clarte´, nous donnons a` la fin de ce chapitre une liste des
notations utilise´es dans cette the`se.
Cette the`se regroupe quatre articles : [17] accepte´ dans les annales de l’ins-
titut Henri Poincare, Analyse non line´aire ; [18, 19] soumis ; puis un dernier
concernant la dimension trois qui est en cours de re´daction.
9
10 CHAPITRE 1. INTRODUCTION GE´NE´RALE
Conside´rons un fluide occupant un domaine Ω de R3. Une description
macroscopique classique de l’e´tat du fluide peut eˆtre donne´e par la densite´ ρ,
la vitesse u = (u1, u2, u3) et la pression p. Le mouvement d’un fluide visqueux
incompressible est re´gi par l’e´quation de Navier-Stokes
∂tu− ν∆u+ u · ∇u = −∇p+ g,
avec g la force exte´rieure exerce´e sur le fluide et ν la viscosite´ du fluide.
L’obtention de cette e´quation est largement de´taille´e dans la litte´rature (voir
par exemple [24]). Dans toute cette the`se, nous ne conside´rons pas de force
exte´rieure (c’est a` dire g = 0). Pour la majorite´ des fluides, il est raisonnable
de supposer l’incompressibilite´ du fluide, ce qui donne comme condition :
div u = 0.
Pour les e´quations de Navier-Stokes, les conditions au bord les plus fre´-
quentes sont celles de l’adhe´rence a` la paroi (ou conditions de Dirichlet ho-
moge`nes) :
u = 0 au bord.
Dans le cas d’un domaine non borne´, nous supposons dans ce travail que
la vitesse est nulle a` l’infini.
Si la re´sistance au fluide n’est pas ne´gligeable, parfois ν devient tre`s petit
apre`s changement d’e´chelle. Il a e´te´ par exemple calcule´ pour un poisson
bougeant dans l’eau que ν ≈ 10−7. Il est donc parfois raisonnable de choisir
la viscosite´ nulle, et nous obtenons alors les e´quations d’Euler qui re´gissent
le mouvement d’un fluide dit parfait incompressible :
∂tu+ u · ∇u = −∇p.
Dans ce cas, la condition d’adhe´rence a` la paroi doit eˆtre remplace´e par la
condition de glissement au bord :
u · n = 0 au bord,
ou` n de´signe la normale au bord.
Les e´quations de Navier-Stokes et d’Euler peuvent eˆtre conside´re´es pour
toutes les dimensions en espace mais elles n’ont un sens physique qu’en di-
mension trois. Nous pouvons cependant observer qu’une solution u = (u1, u2)
de ces e´quations en dimension deux nous donne une solution en dimension
trois de la forme
u = u(x1, x2, x3, t) = (u1(x1, x2, t), u2(x1, x2, t), 0).
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Nous pouvons par exemple penser a` un cylindre infini, ou a` un fluide a` l’ex-
te´rieur d’une aile infinie. Nous traitons donc le cas de la dimension deux
et trois (la dimension un n’e´tant pas inte´ressante a` cause de la condition
d’incompressibilite´).
De plus, une donne´e initiale doit eˆtre pre´cise´e pour que le proble`me soit
bien-pose´.
De´finissons enfin la quantite´ cle´ dans l’e´tude de ces e´quations. Nous de´-
signons par ω le tourbillon qui est le rotationnel du champ de vitesse de´fini
de la manie`re suivante :
ω = ∂1u2 − ∂2u1
si la dimension d’espace vaut 2 et
ω = (∂2u3 − ∂3u2, ∂3u1 − ∂1u3, ∂1u2 − ∂2u1)
si la dimension d’espace vaut 3.
La plus grande partie de ce travail concerne un certain type de limite
singulie`re pour ces e´quations. Plus pre´cise´ment, nous conside´rons les e´qua-
tions de Navier-Stokes et d’Euler pose´es a` l’exte´rieur d’une suite d’obstacles
de plus en plus fins, qui se re´tre´cissent vers une courbe (en dimension deux
d’espace) ou vers une surface (en dimension trois d’espace). L’objectif est de
de´terminer l’e´quation limite.
Nous trouvons ainsi, par passage a` la limite, une solution a` ces e´qua-
tions. Une question naturelle est l’unicite´ d’une telle solution. Dans le cas
des e´quations de Navier-Stokes en dimension deux, cette question sera trai-
te´e a` la suite de l’obtention de l’e´quation. Pour les e´quations d’Euler en
dimension deux, l’e´quation obtenue par l’aplatissement des obstacles vers
une courbe est bien trop complique´e. Par contre, dans le cas ou` l’obstacle se
contracte vers un point P , le proble`me limite correspond a` l’e´quation d’Euler
avec un tourbillon compose´ d’une partie re´gulie`re et d’une masse de Dirac
(fixe) concentre´e en P . L’e´tude de l’unicite´ d’un tel proble`me nous conduit
a` travailler sur un proble`me plus ge´ne´ral qui fut introduit par Marchioro et
Pulvirenti. Nous e´tudions alors dans la deuxie`me partie de ce travail l’unicite´
de la solution dans le syste`me Euler point vortex, syste`me pouvant eˆtre vu
comme l’e´quation d’Euler avec un tourbillon compose´ d’une partie re´gulie`re
et d’une somme finie de masses de Dirac (mobiles).
Nous de´taillons dans la suite le contenu de ces re´sultats.
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1.1 Une limite singulie`re
Nous nous donnons une famille d’obstacles Ωε, re´guliers, borne´s, ouverts,
connexes et simplement connexes qui se contractent quand ε → 0 vers une
courbe si la dimension d’espace vaut deux ou une surface si la dimension d’es-
pace vaut trois. Nous conside´rons les e´quations de Navier-Stokes ou d’Euler
dans le domaine exte´rieur Πε ≡ R2 \ Ωε. Nous supposons enfin que le tour-
billon initial ω0 est re´gulier et que son support est un compact qui n’intersecte
pas les obstacles. Comme l’objectif est de comparer des fluides de´finis sur des
domaines diffe´rents, nous e´tendons les fonctions sur tout l’espace comme suit :
pour une fonction f de´finie sur Πε nous notons par Ef le prolongement de
f sur Rn, tel qu’il vaut f sur Πε et ze´ro ailleurs.
Nous constatons que le comportement de ces limites singulie`res est dif-
fe´rent suivant la dimension d’espace et l’e´quation conside´re´e. Nous e´tudions
trois cas : l’e´quation d’Euler en dimension deux et l’e´quation de Navier-Stokes
en dimensions deux et trois.
Ce type de limite singulie`re dans ces meˆmes trois situations a e´te´ e´tudie´
dans [12, 13, 14, 11] dans le cas ou` les obstacles convergent vers un point au
lieu d’une courbe ou une surface. Nous expliquerons les diffe´rences notables
entre nos re´sultats et ceux sus-cite´s.
Fluide ide´al en dimension 2
En dimension deux, le tourbillon ne suffit pas a` de´terminer de manie`re
unique un champ de vitesse a` divergence nulle, tangent au bord Γε ≡ ∂Ωε
et de limite nulle a` l’infini. Nous avons besoin en plus de la circulation de
la vitesse autour de l’obstacle. Nous fixons alors la circulation de la vitesse
initiale :
γ =
∮
Γε
uε0.ds
inde´pendamment de ε. Nous rappelons alors dans la partie 2.2 que pour une
ge´ome´trie du domaine exte´rieur donne´e, la vitesse initiale est bien unique-
ment de´termine´e par ω0 et γ. Nous donnons de plus dans cette partie la
forme explicite de la loi de Biot-Savart : loi donnant la vitesse en fonction
du tourbillon et de la circulation au bord de l’obstacle. Nous utilisons les
outils de l’analyse complexe (ici le the´ore`me de Riemann) pour construire
un biholomorphisme Tε entre Πε et l’exte´rieur du disque unite´, ce qui nous
permet alors de trouver la forme explicite (2.2.7) :
uε0 = u
ε
0(x, t) = K
ε[ω0(·, t)](x) + αHε(x)
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avec Kε, Hε et α donne´s dans (2.2.2), (2.2.5) et (2.2.8) en fonction de ω0, γ
et Tε. Le fait de travailler en dimension deux d’espace constitue un avantage
car nous disposons de formules explicites dues a` l’identification de R2 au plan
complexe C et a` la the´orie de l’analyse complexe.
Le comportement d’un fluide ide´al incompressible dans Πε est de´termine´
par les e´quations d’Euler :

∂tu
ε + uε · ∇uε = −∇pε dans Πε × (0,∞)
div uε = 0 dans Πε × (0,∞)
uε · nˆ = 0 sur Γε × (0,∞)
lim
|x|→∞
|uε| = 0 pour t ∈ [0,∞)
uε(x, 0) = uε0(x) dans Πε
ou` pε = pε(x, t) est la pression. D’apre`s les travaux de Kikuchi [15], le syste`me
pre´ce´dent admet une unique solution globale uε. Une caracte´ristique de cette
solution est la conservation de la circulation de la vitesse sur le bord, ainsi
que de m ≡ ∫ rotuε = ∫ ω0. Ceci implique en particulier que dans la loi de
Biot-Savart, α est une constante (voir (2.2.8)) et vaut γ +m. Pour e´tudier
les fluides parfaits en dimension deux, nous travaillons avec l’e´quation du
tourbillon ωε ≡ rotuε qui est e´quivalente a` la pre´ce´dente :

∂tω
ε + uε · ∇ωε = 0 dans Πε × (0,∞)
uε = Kε[ωε] + αHε dans Πε × (0,∞)
ωε(x, 0) = ω0(x) dans Πε
avec Kε et Hε de´finis dans (2.2.2) et (2.2.5). L’inte´reˆt de cette formulation
est d’avoir une e´quation de transport. Ceci nous permet alors de conclure
que les normes Lp(Πε) du tourbillon sont des quantite´s conserve´es, pour p ∈
[1,∞], ce qui donne directement une estimation et une convergence faible des
tourbillons dans les espaces Lp.
L’objectif est de de´terminer la limite de (uε, ωε) quand ε→ 0.
Ce genre d’e´tude a e´te´ fait par Iftimie, Lopes Filho et Nussenzveig Lopes
dans [12] dans le cas ou` l’obstacle se contracte homothe´tiquement vers un
point. Ces auteurs posent Ωε ≡ εΩ, avec Ω un obstacle fixe (re´gulier, borne´,
connexe, simplement connexe, contenant 0) et montrent le re´sultat suivant :
The´ore`me 1.1.1. Il existe une sous-suite ε = εk → 0 telle que
(a) Φεuε → u fortement dans L2loc(R+ × R2) ;
(b) Φεωε → ω faible ∗ dans L∞(R+;L4loc(R2)) ;
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(c) le couple limite (u, ω) ve´rifie au sens faible l’e´quation suivante :

∂tω + u · ∇ω = 0 dans R2 × (0,∞)
div u = 0 dans R2 × (0,∞)
rotu = ω + γδ0 dans R
2 × (0,∞)
ω(x, 0) = ω0(x) dans R
2
avec δ0 la fonction Dirac en 0.
Dans ce re´sultat, Φε de´signe une fonction de troncature d’un ε-voisinage
de Ωε. Les limites (a) et (b) sont inde´pendantes du choix de la fonction de
troncature, et nous pouvons e´noncer le meˆme re´sultat avec Euε et Eωε a`
la place (l’inde´pendance du choix de la fonction de troncature sera justifie´e
dans le cas ou` les obstacles se contractent vers une courbe a` la page 50).
Nous obtenons donc a` la limite les e´quations d’Euler dans tout le plan, aux-
quelles s’ajoute une masse de Dirac centre´e a` l’origine. Cette apparition est
la re´miniscence de la circulation γ non nulle des vitesses initiales autour de
l’obstacle, et nous remarquons que ce terme disparaˆıt si γ = 0.
Le travail effectue´ dans [17], correspondant aux chapitres 2 et 3, de´crit
le cas ou` l’obstacle s’aplatit vers une courbe Γ re´gulie`re. Avant de donner le
re´sultat principal, il faut pre´ciser le sens de cette limite. En effet, l’objectif
dans les deux travaux [12, 17] est d’obtenir des estimations sur la vitesse
graˆce a` la loi de Biot-Savart, afin de passer ensuite a` la limite. Pour cela,
il nous faut l’expression de Tε, le biholomorphisme entre Πε et l’exte´rieur
du disque unite´. Dans [12], en choisissant une convergence homothe´tique des
obstacles, les auteurs n’ont plus qu’a` choisir Tε(x) = T (x/ε), avec T le biho-
lomorphisme entre Ω et l’exte´rieur du disque unite´. Ceci simplifie grandement
les estimations a priori. Dans notre cas, nous devons d’abord re´fle´chir a` l’exis-
tence d’une application conforme T entre l’exte´rieur de la courbe Π ≡ R2 \Γ
et l’exte´rieur du disque unite´. En utilisant quelques re´sultats importants de
l’analyse complexe (voir [31, 32]), nous e´tablissons cette existence dans la
premie`re partie du chapitre 2, puis nous de´finissons dans la seconde partie
le re´tre´cissement de l’obstacle Ωε vers Γ par une convergence des Tε vers T .
Cette limite est de´taille´e dans l’hypothe`se 2.1.6. Il m’est actuellement im-
possible de de´montrer que cette hypothe`se est ve´rifie´e pour une convergence
ge´ome´trique des obstacles vers la courbe (par exemple pour la distance de
Hausdorff). Nous donnons juste un exemple de famille d’obstacles ou` l’hy-
pothe`se s’ave`re exacte. La de´monstration de cette hypothe`se pourrait eˆtre le
sujet d’un travail ulte´rieur. La convergence des Tε vers T , dans le sens de
l’hypothe`se 2.1.6, est la cle´ de la de´termination de la vitesse limite.
Dans [12], les auteurs ne disposent pas de cette convergence, mais les
estimations de la vitesse sont plus aise´es. En effet, ils se´parent la vitesse
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uε en deux composantes : vε borne´e inde´pendamment de ε et une partie
harmonique γHε. De plus, quand les obstacles se contractent vers un point,
les fonctions troncatures ve´rifient :
mes(supp ∇Φε) = O(ε2) et ‖∇Φε‖Lp → 0,∀1 ≤ p < 2.
Ils trouvent alors une limite faible du rotationnel et de la divergence :
div (Φεvε) = 0 +∇Φε · vε → 0
rot (Φεvε) = Φεωε +∇⊥Φε · vε → ω,
ce qui leur permet d’extraire une limite forte L2 de la suite {Φεvε} graˆce au
the´ore`me div-rot.
Dans notre cas, nous n’obtenons plus d’estimations L∞, mais seulement
Lp pour p < 4, car DT explose comme l’inverse de la racine carre´e de la
distance au voisinage des extre´mite´s de la courbe. De plus mes(supp ∇Φε) =
O(ε) et nous voyons qu’il est impossible d’appliquer un argument similaire a`
[12]. En remarquant cependant que ∇Φε est normal au bord, et que uε est
tangent, une premie`re e´tape consiste a` de´montrer que la limite ∇Φε · uε → 0
est encore ve´rifie´e dans notre cas. Ensuite, le but est d’utiliser la convergence
faible des tourbillons, puis celle de Tε vers T pour passer directement a` la
limite dans la loi de Biot-Savart, graˆce au the´ore`me de convergence domine´e.
Ceci nous donnera une convergence forte L2 de la vitesse. Par un couplage
convergence forte-faible de vitesse-tourbillon, nous pouvons alors passer a`
la limite dans les e´quations d’Euler. L’originalite´ ici est l’obtention d’une
forme explicite de la vitesse limite. Nous utilisons cette dernie`re pour de´duire
des proprie´te´s telles que le comportement du fluide pre`s de la courbe, de la
relation entre la vitesse limite et le tourbillon limite, etc. Le re´sultat pour
les e´quations d’Euler et pour le cas de la courbe en dimension deux est le
suivant :
The´ore`me 1.1.2. Il existe une sous-suite ε = εk → 0 telle que
(a) Φεuε → u fortement dans L2loc(R+ × R2) ;
(b) Φεωε → ω faible ∗ dans L∞(R+;L4loc(R2)) ;
(c) u s’exprime explicitement en fonction de ω (voir (3.3.2)) ;
(d) u et ω sont des solutions faibles de ∂tω + u.∇ω = 0 sur R2 × (0,∞).
La vitesse limite u est explicitement donne´e en fonction de ω et γ (voir
le the´ore`me 3.3.6) et elle correspond a` un champ de vecteurs a` divergence
nulle, tangent a` la courbe Γ, de limite nulle a` l’infini, dont le rotationnel vaut
ω sur R2 \ Γ et dont la circulation autour de Γ vaut γ. Nous remarquons
aussi que cette vitesse est continue jusqu’a` la courbe (mais avec des valeurs
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diffe´rentes de chaque coˆte´ de la courbe), sauf aux extre´mite´s ou` elle explose
comme l’inverse de la racine carre´e de la distance. La vitesse reste ne´anmoins
borne´e dans les Lp pour p < 4. Si nous calculons dans le plan en entier,
nous obtenons en fait que rotu = ω + gω(s)δΓ ou` δΓ est la fonction Dirac
sur la courbe Γ, et ou` la densite´ gω, de´finie dans le lemme 3.3.8, de´pend de
ω et de la circulation γ. La fonction gω est continue sur Γ et explose aux
extre´mite´s de la courbe. Nous remarquons de plus que gω correspond au saut
a` travers la courbe de la partie tangentielle de la vitesse. La pre´sence du terme
additionnel gω dans l’expression du rotationnel de la vitesse, par rapport a`
l’e´quation d’Euler dans le plan entier, est en fait ne´cessaire pour obtenir un
champ de vecteurs tangent a` la courbe, de circulation γ autour de la courbe.
Si nous supposons que γ = 0, nous voyons un contraste entre [12] et le
cas traite´ ici. Dans le cas d’un petit obstacle, nous ne voyons plus de trace
de l’obstacle, alors que dans le cas de l’obstacle fin, gω 6= 0. De plus, dans
le cas de l’obstacle fin, cette densite´ de´pend du temps. Autrement dit, si le
fluide n’est pas de´vie´ par un point, il le sera toujours par une courbe.
Nous trouvons aussi une formulation sur R2\Γ correspondant a` l’e´quation
d’Euler a` l’exte´rieur d’une courbe. L’une des conse´quences de ce travail est
donc l’existence d’une solution faible globale aux e´quations d’Euler dans un
tel domaine.
Dans le cas des e´quations d’Euler en dimension deux autour d’un petit
obstacle, nous signalons que Lopes Filho a traite´ dans [23] le cas ou` nous
avons plusieurs obstacles, et dont un obstacle tend vers un point. Cependant,
l’auteur a duˆ travailler dans un domaine borne´. Dans ce cas, nous n’avons
plus de forme explicite pour la loi de Biot-Savart et les techniques d’analyse
complexe sont remplace´es par des me´thodes variationnelles et le principe du
maximum. Le re´sultat est e´quivalent a` celui du the´ore`me 1.1.1.
En revenant au cas d’un domaine non borne´, conside´rons brie`vement le cas
d’un obstacle forme´ de deux disques, un centre´ en (−2, 0) et l’autre en (2, 0),
que nous faisons tendre vers des points. Si nous recherchons comme dans
[12, 17] un biholomorphisme entre l’exte´rieur des petits disques, et l’exte´rieur
de deux disques unite´s fixes, nous nous rendons compte de l’impossibilite´ de
la construction d’une telle application. En effet une application conforme
n’envoie une couronne sur une autre couronne que si les couronnes ont le
meˆme rapport entre le grand et le petit rayon.
Nous pouvons aussi re´fle´chir a` l’unicite´ de la solution des proble`mes li-
mites. L’existence d’une solution est donc assure´e par passage a` la limite
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sur les solutions dans des domaines re´guliers. A chaque e´nonce´ de the´ore`me,
nous pre´cisons que cela est a` une sous-suite pre`s. Si nous montrons l’unicite´,
cela signifierait que Φεuε → u pour toute suite εk → 0. L’unicite´ est trop
complique´e dans le cas de la courbe, a` cause de la de´pendance du temps et
de ω dans l’expression de la densite´ gω. En revanche, dans le cas ou` l’obs-
tacle se contracte vers un point, nous obtenons dans la deuxie`me partie de ce
manuscrit (chapitre 6) l’unicite´ de la solution des e´quations (c) du the´ore`me
1.1.1.
Il est le´gitime de s’interroger sur l’inte´reˆt de l’hypothe`se lim|x|→∞ |u| = 0.
Que deviennent les re´sultats si la vitesse n’est plus nulle a` l’infini ? Cette
question est re´currente en ae´ronautique, car a` la suite d’un changement de
re´fe´rentiel, nous pouvons supposer que le corps est fixe, et que c’est le fluide
(air ou eau) qui est en mouvement a` l’infini. Si nous pre´sageons que les
re´sultats sont inchange´s, il faut prendre garde car la loi de Biot-Savart est
modifie´e, et il faut ve´rifier au cas par cas. Nous discutons ce cas dans la
dernie`re partie du chapitre 3 pour conclure que dans le cas de la courbe, le
re´sultat reste similaire pour un fluide ide´al en dimension deux.
Fluide visqueux en dimension 2
Comme nous l’avons explique´ au de´but de la partie pre´ce´dente, nous fixons
en plus du tourbillon initial ω0 la circulation γ de la vitesse initiale autour
de l’obstacle. Ces deux quantite´s choisies inde´pendantes de ε suffisent alors
pour de´terminer un champ de vitesse uε0, a` divergence nulle, tangent au bord
et de limite nulle a` l’infini.
Le comportement d’un fluide visqueux incompressible a` l’exte´rieur de Πε
est donne´ par les e´quations de Navier-Stokes :

∂tu
ε − ν∆uε + uε · ∇uε = −∇pε dans Πε × (0,∞)
div uε = 0 dans Πε × (0,∞)
uε = 0 sur Γε × (0,∞)
lim
|x|→∞
|uε| = 0 pour t ∈ [0,∞)
uε(x, 0) = uε0(x) dans Πε
ou` pε = pε(x, t) est la pression. L’existence et l’unicite´ globales d’une solution
a` un tel proble`me sont donne´es par les travaux de Kozono et Yamazaki [16].
Remarquons que cette fois ci, l’e´quation avec le tourbillon ne nous apporte
plus de controˆle. En effet, il s’ajoute un terme dissipatif a` l’e´quation de trans-
port, ce qui dans le plan entier nous permet de conclure a` la de´croissance des
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normes Lp du tourbillon. Mais nous ne pouvons plus rien dire de`s que nous
travaillons avec un domaine a` bord (ce qui est le cas ici) car le tourbillon ne
ve´rifie pas des conditions au bord satisfaisantes. En fait, l’estimation d’une
de´rive´e de la vitesse s’obtient directement de l’e´quation de Navier-Stokes,
graˆce au terme du second ordre −ν∆uε.
Iftimie, Lopes Filho et Nussenzveig Lopes [13] ont conside´re´ le cas ou`
l’obstacle se contracte homothe´tiquement vers un point. Ils obtiennent qu’a`
la limite, la vitesse ve´rifie l’e´quation de Navier-Stokes dans tout le plan, ou`
la masse de Dirac apparaˆıt uniquement dans la donne´e initiale. Ceci provient
de la circulation γ des vitesses initiales autour des obstacles, alors que cette
circulation est nulle pour les temps strictement positifs (d’apre`s l’hypothe`se
d’adhe´rence au bord). Ils utilisent a` nouveau le changement de variable y =
x/ε pour travailler sur un domaine fixe.
Ici, nous supposons comme dans le chapitre 3 que la famille d’obstacles
converge vers une courbe. Comme dans le cas de la convergence des obstacles
vers un point, une premie`re e´tape est de de´terminer la limite de la vitesse
initiale. Nous utilisons pour cela la loi de Biot-Savart, et nous trouvons une
limite e´quivalente a` celle obtenue dans le cas d’un fluide ide´al. Les estimations
a priori sont simplifie´es par rapport a` [13], car cette limite de la vitesse initiale
u0 appartient a` L
p
loc pour p < 4, alors que dans le cas des petits obstacles, la
vitesse limite n’est pas L2loc. Ainsi les auteurs doivent d’abord travailler sur un
petit intervalle de temps afin que la vitesse devienne L2loc et ils utilisent alors
les estimations classiques pour les e´quations de Navier-Stokes. En revanche,
dans les deux cas u0 n’est pas de carre´ inte´grable a` l’infini. Il faut alors estimer
la partie de carre´ inte´grable du champ de vitesse. Cette partie, note´e W ε,
correspond a` uε auquel nous avons oˆte´ la partie harmonique (multiplie´e par
une fonction de troncature ade´quate). Pour une telle donne´e initiale, nous
de´finissons donc une solution des e´quations de Navier-Stokes a` l’exte´rieur
d’une courbe comme un champ de vitesse qui ve´rifie les e´quations dans le
sens des distributions, et tel que la diffe´rence entre la vitesse et un champ de
vecteurs re´gulier fixe vε (se comportant comme γ x
⊥
2pi|x|2 a` l’infini) posse`de la
re´gularite´ des solutions de Leray (ceci est de´crit pre´cise´ment dans la de´finition
4.4.4). L’objectif du chapitre 4 est de prouver le the´ore`me suivant.
The´ore`me 1.1.3. Soient ω0 et γ inde´pendants de ε comme de´finis pre´ce´-
demment. Soit uε la solution des e´quations de Navier-Stokes sur Πε ≡ R2\Ωε
avec pour vitesse initiale uε0, alors {Euε} converge dans L2loc([0,∞)×(R2\Γ))
vers une solution des e´quations de Navier-Stokes dans R2 \ Γ (dans le sens
donne´ par la de´finition 4.4.4) avec un tourbillon initial ω0 + gωδΓ et une vi-
tesse initiale donne´e par la relation (4.1.4). De plus une telle solution (sur
R2 \ Γ) est unique.
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Nous rappelons que Euε de´signe l’extension de uε sur R2, valant 0 sur Ωε.
L’existence de solutions des e´quations de Navier-Stokes dans des domaines
quelconques (en dimension deux ou trois) a e´te´ e´tudie´e dans [1] pour des
donne´es initiales de carre´ inte´grable, et en dimension trois dans [30] pour des
donne´es initiales H
1
2 . Kozono et Yamazaki [16] ont traite´ le cas des donne´es
dans L2,∞, en dimension deux, mais pour des domaines exte´rieurs dont les
bords sont re´guliers. Le the´ore`me e´nonce´ ci-dessus e´tablit l’existence et l’uni-
cite´ d’une solution des e´quations de Navier-Stokes a` l’exte´rieur d’une courbe,
dans un cas non traite´ dans les travaux cite´s. En effet, le re´sultat de [1] ne
peut pas eˆtre applique´ car notre donne´e initiale n’est pas de carre´ inte´grable
a` l’infini. De plus, si u0 ve´rifie la condition d’existence pour le re´sultat de
Kozono et Yamazaki [16] (voir (4.1.3)), leur re´sultat est inutilisable ici car
notre domaine R2 \ Γ n’est pas re´gulier.
Au contraire des travaux [12, 13, 17], nous ne trouvons he´las pas de for-
mulation sur le plan entier. En choisissant ici de regarder une formulation sur
R2 \ Γ, nous e´tudions les convergences sur les compacts K de cet ensemble.
Comme il existe εK tel que K ∩ Ωε = ∅ pour tout ε ≤ εK , ∇Φε qui corres-
pond aux effets des bords ne pose plus de proble`me dans les estimations. La
difficulte´ dans l’e´tude des e´quations de Navier-Stokes autour d’une courbe
re´side dans la pre´sence d’un ope´rateur du deuxie`me ordre ∆ et le fait que la
mesure de Lebesgue de l’ensemble ou` Φε n’est pas constant est de l’ordre ε.
Dans le cas ou` l’obstacle converge vers un point, cette mesure est de l’ordre
ε2, et donc ‖∆Φε‖L1 est d’ordre 1, alors que dans notre cas, cette norme est
d’ordre 1/ε. Dans le cas du fluide parfait autour de la courbe, ‖∇Φε‖L1 est
aussi d’ordre 1. Cette explosion dans le cas du fluide visqueux autour de la
courbe est une re´elle difficulte´ mathe´matique. Par contre, elle est physique-
ment inte´ressante. En effet, le re´sultat attendu par des inge´nieurs de l’INSA
Toulouse serait que la vitesse limite ve´rifierait l’e´quation suivante :
∂tu− ν∆u+ u · ∇u = νfmG −∇pε dans R2 × (0,∞),
ou` mG est une mesure concentre´e sur la courbe Γ (peut eˆtre le Dirac ?) et
ou` f correspond a` la force de portance que le fluide visqueux exerce sur la
courbe. Cette perspective est prometteuse pour des futurs travaux.
Citons enfin le travail effectue´ dans [14], ou` les auteurs font tendre la
viscosite´ ν vers ze´ro, ainsi que l’obstacle vers un point.
Fluide visqueux en dimension 3
A la diffe´rence de la dimension deux, la donne´e du tourbillon ω0 suffit
pour de´terminer de manie`re unique un champ de vecteurs a` divergence nulle,
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tangent au bord de l’obstacle et de limite nulle a` l’infini. Le cas des e´quations
d’Euler semble pour l’instant hors d’atteinte car nous ne pouvons pas obtenir
des estimations inde´pendantes de ε sur le gradient de la vitesse. En effet, en
dimension trois, l’e´quation ve´rifie´e par le tourbillon ne correspond pas a` une
e´quation de transport et nous ne pouvons plus dire que les normes Lp du
tourbillon sont conserve´es. A contrario, l’e´quation de Navier-Stokes permet
d’obtenir ce controˆle graˆce au terme d’ordre deux ν∆u. Kelliher et Iftimie
ont regarde´ dans [11] le cas ou` l’obstacle se contracte vers un point, et ils ont
de´montre´ que nous retrouvons a` la limite une vitesse satisfaisant l’e´quation
de Navier-Stokes dans tout l’espace. La limite de la vitesse initiale est alors
u0 = −
∫
R3
x−y
4pi|x−y|3 ×ω0(y) dy, et nous n’observons plus de trace de l’obstacle,
meˆme sur la donne´e initiale.
Nous nous donnons S, une surface re´gulie`re borne´e de l’espace, a` bord Γ
et nous supposons que Πε ≡ R3 \ Ωε est un domaine exte´rieur simplement
connexe avec un bord C∞ tel que Ωε converge vers S quand ε → 0 dans le
sens suivant : il existe M > 0 tel que Ωε ⊂ S + B(0,Mε) pour tout ε > 0.
Nous n’utilisons donc pas ici des proprie´te´s aussi fortes que l’hypothe`se de
convergence 2.1.6 dans le cas de la dimension deux. Heureusement car nous
n’avons plus d’outil puissant e´quivalent a` l’analyse complexe. Nous n’avons
donc plus de forme explicite pour la loi de Biot-Savart. Cette forme expli-
cite e´tait ne´cessaire dans le cas d’Euler, car nous de´duisions la convergence
de la vitesse graˆce a` la convergence faible des tourbillons. Dans le chapitre
4, l’hypothe`se 2.1.6 servait a` de´terminer pre´cise´ment la donne´e initiale et a`
estimer la partie harmonique a` l’infini vε, afin de travailler avec des champs
W ε = uε − vε de carre´ inte´grable. Ce dernier proble`me n’existe plus en di-
mension trois, Πε e´tant simplement connexe, nous n’avons plus de circulation
et de partie harmonique. A contrario, nous avons des difficulte´s a` trouver des
proprie´te´s sur la donne´e initiale limite, telles que l’explosion de la vitesse
pre`s du bord. Nous montrons la convergence forte vers un champ de vecteurs
qui ve´rifie l’e´quation de Navier-Stokes a` l’exte´rieur de la surface, avec une
donne´e initiale a` divergence nulle et tangente au bord. Mise a` part la perte
de la forme explicite de la donne´e initiale, nous retrouvons donc un re´sul-
tat e´quivalent a` la courbe en dimension deux. Pour les meˆme raisons, nous
n’essaierons pas de chercher une formulation sur l’espace en entier.
Dans le cas ou` l’obstacle se contracte vers une courbe, nous prouvons la
convergence forte dans L2(R3) de la donne´e initiale vers la donne´e initiale
sans obstacle u0. Actuellement, nous ne sommes pas en mesure de montrer
que la vitesse limite est une solution faible des e´quations de Navier-Stokes
pose´es dans tout l’espace R3. La raison de ce blocage mathe´matique sera
explique´e dans la partie 5.3.
Nous concluons le chapitre 5 par un calcul explicite dans le cas ou` l’obs-
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tacle se contracte vers le plan R2 × {0}. C’est le seul cas ou` nous pouvons
obtenir une limite explicite de la donne´e initiale (qui est diffe´rente de la
vitesse sans obstacle u0).
1.2 Unicite´ pour le syste`me Euler point vor-
tex
Nous nous plac¸ons a` nouveau dans le cadre d’un fluide ide´al incompres-
sible en dimension deux. Le comportement d’un tel fluide dans R2 est de´crit
par un champ de vitesse a` divergence nulle v = (v1, v2) : R
+ × R2 → R2 et
son tourbillon ω = rot v = ∂2v1− ∂1v2 : R+×R2 → R, ve´rifiant les e´quations
d’Euler en formulation tourbillon{
∂tω + v · ∇ω = 0,
ω = rot v, div v = 0,
(1.2.1)
ou` div v = ∂1v1 + ∂2v2. Pour ce syste`me, le the´ore`me de Yudovich e´tablit
l’existence et l’unicite´ globales dans L∞(R, L1∩L∞(R2)), pour un tourbillon
initial ω0 ∈ L1 ∩ L∞(R2). L’e´quation (1.2.1) est une e´quation de transport
pour un champ v, et nous pouvons donc la re´soudre avec la me´thode des
caracte´ristiques. Quand v est re´gulie`re, nous pouvons de´finir des trajectoires
de´finies par {
d
dt
φt(x) = v
(
t, φt(x)
)
φ0(x) = x ∈ R2.
(1.2.2)
En conside´rant (1.2.1), nous avons alors
d
dt
ω
(
t, φt(x)
) ≡ 0, (1.2.3)
ce qui signifie que ω est constant le long des caracte´ristiques. Dans le cas
ge´ne´ral d’un tourbillon ω ∈ L∞(R, L1 ∩ L∞(R2)), ces calculs peuvent eˆtre
rigoureusement justifie´s, et nous avons donc l’e´quivalence entre la formulation
eulerienne (1.2.1) et lagrangienne (1.2.2), (1.2.3).
Puisque l’e´quation (1.2.1) re´git l’e´volution du tourbillon ω, il est naturel
d’exprimer la vitesse v en fonction de ω. La loi de Biot-Savart dans le plan
entier correspond a`
v = K ∗ ω, (1.2.4)
avec ∗ repre´sentant le produit par convolution avec K : R2 \ {0} → R2 le
noyau de´fini par
K(x) =
1
2π
x⊥
|x|2 , x 6= 0. (1.2.5)
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Lorsque le tourbillon se concentre vers des points, nous pouvons modifier
l’e´quation (1.2.1), en accord avec les formules (1.2.4) et (1.2.5), en un sys-
te`me d’e´quations diffe´rentielles ordinaires, appele´ syste`me de points vortex,
qui de´crit le mouvement de ces points. Une justification rigoureuse de l’e´ta-
blissement de ce syste`me est expose´e dans [29]. Si le tourbillon initial ω0 est
proche de plusieurs masses de Dirac
∑
diδzi dans un certain sens, les auteurs
prouvent que ω(t) reste proche de
∑
diδzi(t) pour tout temps, ou` les points
vortex zi(t) ve´rifient le syste`me de points vortex.
Dans les anne´es 90, Marchioro et Pulvirenti [27, 28] ont travaille´ sur le
proble`me mixte, proble`me ou` le tourbillon est compose´ d’une partie L∞ et
d’une somme de masses de Dirac. Ils obtiennent le syste`me mixte Euler points
vortex, regroupant le syste`me points vortex et la formulation lagrangienne
classique pour un fluide en dimension deux. Dans le cas d’un seul point vortex
(cas e´tudie´ dans cette the`se), les auteurs de´finissent le syste`me mixte Euler
point vortex pour la formulation lagrangienne.
De´finition 1.2.1 (Solutions lagrangiennes). Soient ω0 ∈ L1 ∩ L∞(R2) et
z0 ∈ R2. Le triplet (ω, z, φ) est une solution lagrangienne globale du syste`me
mixte Euler point vortex, avec une donne´e initiale (ω0, z0), si ω ∈ L∞(R, L1∩
L∞(R2)), v = K ∗ ω ∈ C(R+ × R2),
z : R+ → R2, φ : R+ × R2 \ {z0} → R2
sont tels que z ∈ C1(R+,R2), φ(·, x) ∈ C1(R+,R2) pour tout x 6= z0 et s’il
satisfait 

v(·, t) = (K ∗ ω)(·, t),
z˙(t) = v(t, z(t)),
z(0) = z0,
φ˙t(x) = v(t, φt(x)) +K
(
φt(x)− z(t)
)
,
φ0(x) = x, x 6= z0,
ω(φt(x), t) = ω0(x),
(FL)
ou` φt = φ(t, ·). De plus, pour tout t, φt est un diffe´omorphisme de R2 \ {z0}
dans R2 \ {z(t)} pre´servant la mesure de Lebesgue.
Ce syste`me ge´ne`re deux sortes de trajectoires. Le point vortex z(t) se
de´place sous l’influence du champ de vitesse v produit par la partie re´gulie`re
ω du tourbillon. Cette partie re´gulie`re et le point vortex cre´ent des trajec-
toires re´gulie`res φ, le long desquelles ω reste constant. La principale diffe´rence
avec la dynamique classique d’Euler est la pre´sence du champ K(x − z(t)),
singulier au point vortex, mais re´gulier ailleurs. Marchioro et Pulvirenti [27]
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de´montrent l’existence globale de (FL). La preuve consiste principalement a`
estimer la distance entre φt(x) et z(t), en utilisant la re´gularite´ quasi-Lipschitz
de v = K ∗ ω et la forme explicite de K. Ils montrent en particulier qu’une
caracte´ristique partant d’un point diffe´rent du point vortex ne peut pas ren-
contrer z(t) en temps fini. Par conse´quent, le terme singulier K(φt(x)− z(t))
dans (FL) reste bien de´fini pour tout temps.
La notion de solution lagrangienne est forte. Nous pouvons de´finir une
solution dans un sens plus faible : dans le sens des distributions pour l’EDP
(sans faire apparaˆıtre les trajectoires φ). Nous l’appelons solution eulerienne,
de´finie comme suit.
De´finition 1.2.2 (Solutions euleriennes). Soient ω0 ∈ L1 ∩ L∞(R2) et z0 ∈
R2. Le couple (ω, z) est une solution eulerienne globale du syste`me mixte
Euler point vortex, avec une donne´e initiale (ω0, z0), si
ω ∈ L∞(R, L1 ∩ L∞(R2)), z ∈ C(R+,R2)
et si nous avons dans le sens des distributions

∂tω + div ((v +H)ω) = 0,
ω(0) = ω0,
z˙(t) = v
(
t, z(t)
)
, z(0) = z0,
(FE)
avec v et H donne´s par
v(t, ·) = K ∗x ω(t), H(t, ·) = K(· − z(t)).
Autrement dit, pour toute fonction test ϕ ∈ D(R+ × R2), nous avons
−
∫
R2
ω0(x)ϕ(0, x) dx =
∫
R+
∫
R2
ω(∂tϕ+ (v +H) · ∇ϕ) ds dx,
et pour tout t ∈ R+
z(t) = z0 +
∫ t
0
v(s, z(s)) ds.
Une telle solution eulerienne apparaˆıt par exemple dans [12]. Dans ce
papier, le point vortex fixe est obtenu comme limite des e´quations d’Euler a`
l’exte´rieur d’un obstacle qui se contracte vers un point. La re´gularite´ de la
solution limite obtenue dans [12] n’est pas aussi forte que celle donne´e dans
la de´finition 1.2.2.
Nous regardons donc l’unicite´ des solutions lagrangienne et eulerienne
ainsi que l’e´quivalence des de´finitions 1.2.1 et 1.2.2.
Nous commenc¸ons par remarquer qu’une solution lagrangienne est une
solution eulerienne.
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The´ore`me 1.2.3. Soient ω0 ∈ L1 ∩ L∞(R2) et z0 ∈ R2. Soit (ω, z, φ) une
solution lagrangienne globale du syste`me mixte Euler point vortex, avec pour
donne´e initiale (ω0, z0), alors (ω, z) est une solution eulerienne globale.
L’objectif de ce chapitre est d’e´tudier l’unicite´ des solutions lagrangienne
ou eulerienne.
L’unicite´ de la solution lagrangienne peut eˆtre facilement e´tablie quand le
support de ω0 ne contient pas z0. Dans ce cas, le support de ω(t) ne rencontre
jamais z(t) et le champ x 7→ K(φt(x)− z(t)) est Lipschitz sur supp ω0.
Une autre situation e´tudie´e est le cas ou` le tourbillon est initialement
constant pre`s du point vortex. Par quelques pistes, Marchioro et Pulvirenti
sugge`rent dans [27] que l’unicite´ de la solution lagrangienne devrait eˆtre vraie
dans cette situation. En supposant en plus que ω0 est lipschitz, Starovoitov
[33] de´montre l’unicite´ de la solution lagrangienne. Nous traitons ici le cas
ge´ne´ral, ou` le tourbillon initial, appartenant a` L1∩L∞(R2), est constant pre`s
du point vortex z0. Plus pre´cise´ment, nous de´montrons le re´sultat suivant.
The´ore`me 1.2.4. Soient ω0 ∈ L1 ∩ L∞(R2) et z0 ∈ R2 tels qu’il existe
R0 > 0 et α ∈ R tels que
ω0 ≡ α sur B(z0, R0).
Supposons de plus que ω0 est a` support compact. Il existe alors une unique
solution eulerienne du syste`me mixte Euler point vortex ve´rifiant cette donne´e
initiale.
Afin de prouver ce the´ore`me, nous montrons tout d’abord que si (ω, z) est
une solution eulerienne, alors ω est une solution renormalise´e de l’e´quation de
transport, au sens de DiPerna-Lions [4]. Graˆce a` ce re´sultat, nous remarquons
que le tourbillon reste constant pre`s du point vortex. Nous profitons alors de
la formulation faible (FE) pour obtenir une e´quation aux de´rive´es partielles
satisfaite par la vitesse v = K ∗ ω. En plus de comparer les deux parties
re´gulie`res, il faut pour comparer deux solutions, controˆler les trajectoires des
points vortex. Pour deux solutions euleriennes donne´es (ω1, z1) et (ω2, z2),
nous introduisons donc la quantite´
r(t) = |z˜(t)|2 + ‖v˜(t)‖L2(R2),
ou` z˜ = z1−z2, ω˜ = ω1−ω2 et v˜ = v1−v2 = K ∗ω˜. Sachant que ω˜ s’annule sur
un voisinage du point vortex, la vitesse v˜ est harmonique sur ce voisinage.
Ceci procure en particulier un controˆle des normes L∞ (ainsi que que des
normes L∞ du gradient) de la vitesse par ces normes L2. Par une estimation
du type Gronwall, nous concluons alors que r ≡ 0.
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En utilisant alors ce the´ore`me, le the´ore`me 1.2.3 ainsi que l’existence d’une
solution lagrangienne globale e´tablie par Marchioro et Pulvirenti dans [27],
nous observons qu’une solution eulerienne est aussi une solution lagrangienne.
Les de´finitions 1.2.1 et 1.2.2 sont donc e´quivalentes si le tourbillon initial
appartient a` L1 ∩ L∞(R2), a` support compact et constant pre`s de z0.
1.3 Liste des notations
Domaines
D ≡ B(0, 1) le disque unite´.
S ≡ ∂D.
Γ est un arc de Jordan (voir la proposition 2.1.2 pour les hypothe`ses).
Π ≡ R2 \ Γ.
Ωε est un ensemble ouvert, borne´, connexe et simplement connexe, tel que
Ωε → Γ quand ε→ 0 (voir la partie 2.1.2).
Γε ≡ ∂Ωε est une courbe de Jordan C∞.
Πε ≡ R2 \ Ωε.
Fonctions
x∗ = x|x|2 .
ω0 est le tourbillon initial (C
∞
c (Π)).
γ est la circulation de uε0 le long de Γε (voir l’introduction).
(uε, ωε) est la solution des e´quations d’Euler/Navier Stokes (en fonction
du chapitre) sur Πε.
T est le biholomorphisme entre Π et int Dc (voir la proposition 2.1.2).
Tε est le biholomorphisme entre Πε et int D
c (voir l’hypothe`se 2.1.6).
Kε et Hε sont donne´s dans (2.2.2) et (2.2.5).
K et H correspondent a` Kε et Hε, en remplac¸ant Tε par T (voir (4.2.1)
et (4.2.2)).
Kε[ωε](x) ≡ ∫
Πε
Kε(x, y)ωε(y)dy.
Φε et Φε,λ sont des fonctions troncatures d’un voisinage de Ωε (voir la
sous-partie 2.2.4).
Si f est une fonction de´finie sur Πε, alors Ef correspond a` l’extension de
f a` tout l’espace : il vaut f sur Πε et ze´ro sur l’obstacle.
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Chapitre 2
Fluide en dimension 2 autour
d’obstacles fins
Re´sume´
Dans tous les proble`mes, nous nous donnons un troubillon initial :
ω = rotu.
Il est donc inte´ressant d’obtenir la forme explicite de la vitesse en fonction de
ω. Cette formule, appele´e loi de Biot-Savart, est bien connue dans le cas de
l’espace entier. Dans les domaines exte´rieurs en dimension deux, nous trou-
vons aussi une forme explicite en fonction du biholomorphisme qui envoie le
domaine exte´rieur sur l’exte´rieur du disque unite´. Nous associons ici R2 a`
C, ce qui nous permet d’utiliser les outils puissants de l’analyse complexe,
comme le The´ore`me de Riemann. Nous e´tudions tout d’abord le compor-
tement asymptotique de ce biholomorphisme quand l’obstacle s’aplatit vers
une courbe, puis nous e´tablissons dans la seconde partie la loi de Biot-Savart.
Inclus dans l’article Two Dimensional Incompressible Ideal Flow Around a
Thin Obstacle Tending to a Curve qui va paraˆıtre dans les Annales de l’Ins-
titut Henri Poincare´ (Analyse non line´aire), 2008.
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2.1 Analyse complexe
Soit D = B(0, 1) la boule unite´ et S = ∂D le cercle unite´. Dans toute ce
chapitre, nous identifierons R2 au plan complexe C.
2.1.1 Biholomorphisme de l’exte´rieur de la courbe
Nous commenc¸ons cette partie par rappeler quelques de´finitions classiques
concernant les courbes.
De´finition 2.1.1. Nous appelons arc de Jordan une courbe C donne´e par la
repre´sentation parame´trique ϕ(t), 0 ≤ t ≤ 1 avec ϕ une fonction injective,
continue sur [0, 1]. Un arc de Jordan ouvert posse`de une parame´trisation
ϕ(t), 0 < t < 1 avec ϕ continue et injective sur (0, 1).
Nous appelons une courbe de Jordan une courbe C donne´e par la repre´sen-
tation parame´trique ψ(t), t ∈ R, 1-pe´riodique, avec ψ une fonction injective
sur [0, 1), continue sur R.
Une courbe de Jordan est donc ferme´e (ψ(0) = ψ(1)) alors qu’un arc de
Jordan a des extre´mite´s distinctes. Si J est une courbe de Jordan dans C,
alors le the´ore`me de la courbe de Jordan dit que C \ J posse`de exactement
deux composantes connexes G0 et G1, satisfaisant ∂G0 = ∂G1 = J .
L’arc (ou la courbe) de Jordan est de classe Cn,α (n ∈ N∗, 0 < α ≤ 1) si
sa parame´trisation ϕ est n fois continuˆment de´rivable, satisfaisant ϕ′(t) 6= 0
pour tout t, et si |ϕ(n)(t1)− ϕ(n)(t2)| ≤ C|t1 − t2|α pour tout t1 et t2.
Soit Γ : Γ(t), 0 ≤ t ≤ 1 un arc de Jordan. Alors l’ensemble R2 \ Γ
est connexe, et nous le noterons Π. L’objectif de cette partie est d’obte-
nir quelques proprie´te´s d’un biholomorphisme T : Π → int Dc. Apre`s avoir
applique´ une homothe´tie, rotation et translation, nous pouvons supposer que
les extre´mite´s de l’arc sont −1 = Γ(0) et 1 = Γ(1).1
Proposition 2.1.2. Si Γ est un arc de Jordan C2, tel que l’intersection avec
le segment [−1, 1] est un nombre fini de segments et de points, alors il existe
un biholomorphisme T : Π→ int Dc qui ve´rifie les proprie´te´s suivantes :
– T−1 et DT−1 sont continus jusqu’au bord, et T−1 envoie S sur Γ,
– DT−1 est borne´,
– T et DT sont continus jusqu’a` Γ, avec diffe´rentes valeurs de chaque coˆte´
de Γ, excepte´ aux extre´mite´s de la courbe ou` T se comporte comme la
racine carre´e de la distance et DT se comporte comme l’inverse de la
racine carre´e de la distance,
1A l’exception de cette partie et malgre´ la de´finition pre´ce´dente, nous dirons par abus
de langage que Γ est une courbe du plan, au lieu d’un arc de Jordan.
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– DT est borne´ a` l’exte´rieur du disque B(0, R), avec R tel que Γ ⊂
B(0, R),
– DT est borne´ dans Lp(Π ∩B(0, R)) pour tout p < 4 et R > 0.
De´monstration. Nous e´tudions dans un premier temps le cas ou` l’arc est le
segment [−1, 1]. Nous avons dans ce cas une formule explicite pour T . En
effet, la fonction de Joukowski
G(z) =
1
2
(z +
1
z
)
est un biholomorphisme entre l’exte´rieur du disque unite´ et l’exte´rieur du
segment. Elle envoie le cercle C(0, R) sur l’ellipse parame´tre´e par 1
2
(R +
1/R) cos θ + 1
2
(R − 1/R)i sin θ avec θ ∈ [0, 2π), et elle envoie le cercle unite´
sur le segment.
En remarquant que G(z) = G(1/z) nous pouvons conclure que G est aussi
un biholomorphisme entre l’inte´rieur du disque prive´ de 0 et l’exte´rieur du
segment.
Nous avons donc pour tout z /∈ [−1, 1] un unique ante´ce´dent de G
dans D et un autre dans int Dc. Pour z ∈ [−1, 1] les ante´ce´dents sont
exp(±i arccos z) = z ± i√1− z2. Il y a donc exactement deux ante´ce´dents
excepte´s en −1 et 1. En fait, nous avons conside´re´ que G est un recouvrement
de degre´ deux de C∗ dans C, ramifie´ en −1 et 1.
Soit T˜ le biholomorphisme entre l’exte´rieur du segment et int Dc, tel
que T˜−1 = G. Alors T˜int = 1/T˜ est le biholomorphisme entre l’exte´rieur du
segment et D \ {0}, tel que T˜−1int = G.
Pour trouver les formules explicites de T˜ , il suffit de re´soudre un polynoˆme
de degre´ deux, et nous trouvons :
T˜+ = z +
√
z2 − 1 et T˜− = z −
√
z2 − 1.
Nous conside´rons que la fonction racine carre´e est de´finie par
√
z =
√|z|eiθ/2
avec θ l’argument de z, ve´rifiant −π < θ ≤ π. Il est alors facile d’observer
que T˜ = T˜+ sur {z | ℜ(z) > 0}∪ iR+ et que T˜ = T˜− sur {z | ℜ(z) < 0}∪ iR−.
Malgre´ cela, T˜ est C∞(C \ [−1, 1], intDc) car T˜ = G−1.
Dans le cas du segment, T = T˜ et les deux premie`res proprie´te´s de la
proposition sont alors e´videntes. Un calcul aise´ nous permet d’obtenir une
formule explicite pour T˜ ′ :
T˜ ′(z) = 1± z√
z2 − 1 , (2.1.1)
avec le choix du signe qui se fait comme avant. Cette formule nous montre que
DT˜ explose aux extre´mite´s comme l’inverse de la racine carre´e de la distance,
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ce qui est borne´ dans Lploc pour p < 4. De plus, une petite ve´rification nous
montre que pour chaque x ∈ (−1, 1), nous avons
lim
z→x,ℑ(z)>0
T (z) = x+ i
√
1− x2 = T˜+(x)
meˆme si ℜ(z) < 0, et
lim
z→x,ℑ(z)<0
T (z) = x− i
√
1− x2 = T˜−(x).
De la meˆme manie`re, DT s’e´tend continuˆment de chaque cote´ de Γ, ce qui
conclut la proposition dans le cas du segment.
Traitons maintenant le cas ge´ne´ral. Pour cela, nous conside´rons la courbe
Γ˜ ≡ T˜ (Γ) ∪ T˜int (Γ) = T˜+(Γ) ∪ T˜−(Γ). Nous allons ici montrer que Γ˜ est une
courbe de Jordan C1,1.2
Supposons dans un premier temps que Γ n’intersecte pas le segment
(−1, 1). Dans ce cas γ1 ≡ T˜ (Γ) ⊂ Dc et γ2 ≡ T˜int (Γ) ⊂ D sont des arcs
de Jordan ouvert C2, d’extre´mite´s −1 et 1 (voir Figure 1). D’ou` T˜ (−1) =
−1 = T˜int (−1) et nous pouvons remarquer que Γ˜ est une courbe de Jordan.
Γ γ1 = T˜ (Γ) γ2 = T˜int (Γ)
FIGURE 1 : Γ n’intersecte pas [−1, 1]
2Les quatre prochaines pages consistent a` montrer cela. Dans une premie`re lecture,
nous conseillons de regarder les figures 1 et 2 pour se convaincre du re´sultat, puis de
passer directement a` la deuxie`me moitie´ de la page 35.
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Γ˜ = G−1(Γ)
Nous disons que les arcs de Jordan sont ou-
verts car T˜ ′(±1) n’est pas de´fini en −1 et
en 1. Cependant, si nous utilisons l’abscisse
curviligne,
s(t) =
∫ t
0
|γ′1(τ)|dτ =
∫ t
0
|T˜ ′(Γ(τ))||Γ′(τ)|dτ,
(2.1.2)
qui sont bien de´finies et borne´es car T˜ ′ est
borne´ dans L1loc, nous avons
dγ1
ds
=
γ′1
|γ′1|
.
Pour prouver la continuite´ de la de´rive´e, nous devons donc montrer que
limt→0
γ′1
|γ′1|
et limt→0
γ′2
|γ′2|
existent et sont oppose´es. Pour cela, nous utilisons
le lemme suivant :
Lemme 2.1.3. S’il existe un voisinage de 0 sur lequel Γ(t) n’intersecte pas
le segment (−1, 1), alors T˜
′(Γ)
|T˜ ′(Γ)|(t) admet une limite quand t→ 0.
Preuve du lemme. Comme T˜ ′(z) = 1 − z/√z2 − 1 sur un voisinage de −1,
nous pouvons calculer
T˜ ′(Γ)
|T˜ ′(Γ)|(t) =
|√Γ2 − 1|√
Γ2 − 1 (t)
√
Γ2 − 1− Γ
|√Γ2 − 1− Γ|(t).
La seconde fraction tend vers 1 quand t → 0. Nous avons de plus Γ′(0) 6= 0
(par la de´finition d’une courbe C2), et nous pouvons donc e´crire Γ2(t) =
1+at+o(t) pour a ∈ C∗. Si a /∈ R− alors pour tout t assez petit {Γ2(t)−1} ⊂
C \ R− et
lim
t→0
T˜ ′(Γ)
|T˜ ′(Γ)|(t) =
√|a|√
a
= e−iθ/2 avec θ ≡ arg a ∈ (−π, π).
Pour a ∈ R−, comme a = (Γ2)′(0) = 2Γ(0)Γ′(0), nous obtenons Γ′(0) ∈
R+ ce qui signifie que la courbe est tangente au segment [−1, 1]. Nous avons
alors deux cas :
– si Γ est au dessus du segment sur ce voisinage, alors ℑ(Γ2(t) − 1) < 0
et
lim
t→0
T˜ ′(Γ)
|T˜ ′(Γ)|(t) = i,
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– si Γ est en dessous du segment sur ce voisinage, alors ℑ(Γ2(t)− 1) > 0
et
lim
t→0
T˜ ′(Γ)
|T˜ ′(Γ)|(t) = −i.

Continuons la de´monstration de la proposition 2.1.2. Le lemme pre´ce´dent
nous permet d’observer que Γ˜ est C1 en −1, car
lim
t→0
γ′1
|γ′1|
(t) = lim
t→0
T˜ ′(Γ)
|T˜ ′(Γ)|(t)
Γ′
|Γ′|(t) = − limt→0−
|T˜ 2(Γ)|
T˜ 2(Γ)
(t)
T˜ ′(Γ)
|T˜ ′(Γ)|(t)
Γ′
|Γ′|(t)
= − lim
t→0
γ′2
|γ′2|
(t),
parce que T˜int = 1/T˜ .
Pour prouver que Γ˜′ est Lipschitz, nous allons montrer que γ′1 et γ
′
2 sont C
1
avec la coordonne´e curviligne note´e par s et de´finie dans (2.1.2) (t correspond
a` la parame´trisation initiale). Soit f1(s) =
dγ1
ds
(s) =
γ′
1
(t)
|γ′
1
(t)| , ou` les primes
correspondent aux de´rive´es par rapport a` t, nous devons alors prouver que
df1
ds
admet une limite quand s→ 0. Or, nous avons
df1
ds
(s) =
γ′′1
|γ′1|2
− γ
′
1
|γ′1|4
〈γ′1, γ′′1 〉 =
1
|γ′1|2
(
γ′′1 −
γ′1
|γ′1|
〈 γ
′
1
|γ′1|
, γ′′1 〉
)
≡ 1|γ′1|2
A,
avec 〈·, ·〉 repre´sentant le produit scalaire entre deux vecteurs (en identifiant
C a` R2). Nous calculons alors
γ′1 = T˜
′(Γ)Γ′,
γ′′1 = T˜
′′(Γ)(Γ′)2 + T˜ ′(Γ)Γ′′,
avec
T˜ (z) = z −
√
z2 − 1,
T˜ ′(z) = 1− z/
√
z2 − 1,
T˜ ′′(z) = 1/
√
z2 − 13.
Graˆce a` des de´veloppements de Taylor au voisinage de ze´ro, nous obtenons :
Γ(t) = −1 + at+ bt2 +O(t3),
Γ2(t) = 1− 2at+ (a2 − 2b)t2 +O(t3),
1/
√
Γ2 − 1(t) = 1√−2a
1√
t
(1− t(a2 − 2b)/(−4a)) +O(t3/2).
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La dernie`re expression e´tant vraie dans tous les cas, sauf quand Γ est tangente
au segment (a ∈ R+) et au dessus du segment au voisinage de −1. Dans ce
dernier cas, nous remplac¸ons 1√−2a par i au lieu de −i.
Alors
T˜ ′(Γ) =
1√−2a
1√
t
+ 1 +O(t1/2),
T˜ ′′(Γ) =
1√−2a3
1√
t
3 +
C1√
t
+O(t1/2).
et
γ′1 =
a√−2a
1√
t
+ a+O(t1/2),
γ′1
|γ′1|
=
a
|a|
|√−2a|√−2a + C2
√
t+O(t),
γ′′1 =
a2√−2a3
1√
t
3 + C3
1√
t
+O(1).
Nous calculons de´sormais A :
γ′′1 −
γ′1
|γ′1|
<
γ′1
|γ′1|
, γ′′1 > =
1√
t
3
( a2√−2a3 −
a
|a|
|√−2a|√−2a 〈
a
|a|
|√−2a|√−2a ,
a2√−2a3
〉
)
+C4
1
t
+O(t−1/2).
Nous pouvons aise´ment ve´rifier que arg(a2/
√−2a3) = ±π + arg(a/√−2a),
et
a2√−2a3
− a|a|
|√−2a|√−2a 〈
a
|a|
|√−2a|√−2a ,
a2√−2a3
〉 = 0.
Ceci donne alors que df1/ds = C5 + O(t
1/2), ce qui signifie que df1/ds a une
limite quand s → 0. Cet argument s’applique aussi a` γ2, en faisant le calcul
avec T˜int (z) = z +
√
z2 − 1. Nous avons donc dγ1/ds et dγ2/ds qui sont C1
sur [0, 1], ce qui nous permet de conclure que Γ˜′ est Lipschitz car Γ˜ = γ1∪γ2.
Si nous conside´rons maintenant que Γ intersecte [−1, 1] en un point x =
Γ(t0), alors T˜ (Γ) est l’union de deux arcs de Jordan avec un saut : T˜ (Γ(t
−
0 )) =
1/T˜ (Γ(t+0 )) (voir la figure 2). Dans ce cas, T˜int (Γ) est aussi l’union de deux
arcs de Jordan qui e´tend T˜ (Γ). En effet
T˜int (Γ(t
+
0 )) = 1/T˜ (Γ(t
+
0 )) = T˜ (Γ(t
−
0 )).
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Γ T˜ (Γ)
FIGURE 2 : Γ intersecte [−1, 1] en un point
T˜int (Γ) Γ˜ = G
−1(Γ)
Pour montrer la continuite´ de Γ˜′ en T˜ (Γ(t0)), nous allons conside´rer par
exemple que x ∈ (0, 1) et que ℑ(Γ(t−0 )) > 0 et ℑ(Γ(t+0 )) < 0. Nous pouvons
alors calculer
T˜ (Γ(t−0 )) = x+ i
√
1− x2,
T˜ ′(Γ(t+0 )) = 1 + xi/
√
1− x2, car T˜ = T+ dans un voisinage de x
T˜ ′(Γ(t−0 )) = 1− xi/
√
1− x2,
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afin de ve´rifier que −T˜ (Γ(t−0 ))2T˜ ′(Γ(t+0 )) = T˜ ′(Γ(t−0 )), ce qui nous permet de
conclure que
T˜ ′int (Γ(t
+
0 )) = −1/T˜ (Γ(t+0 ))2T˜ ′(Γ(t+0 )) = T˜ ′(Γ(t−0 )).
Tous les autres cas se font de la meˆme manie`re. Nous ferons juste le cas
ou` x = 0, alors
T˜ (Γ(t−0 )) = ±i,
T˜ ′(Γ(t+0 )) = 1,
T˜ ′(Γ(t−0 )) = 1,
et comme −(±i)2 = 1, nous obtenons la continuite´ de Γ˜′. Comme Γ˜′′ est
borne´, Γ˜′ est Lipschitz, d’ou` Γ˜ est une courbe ferme´e C1,1. Nous avons ici
e´tudie´ juste le cas d’une ou ze´ro intersection de Γ avec le segment (−1, 1)
mais notre argument fonctionne dans le cas ge´ne´ral car nous avons suppose´
que le nombre d’intersections e´tait fini. Par exemple, si Γ ⊂ [−1, 1] sur un
voisinage de −1, alors Γ˜ ⊂ S, d’ou` Γ˜ est e´videmment C1,1 sur le voisinage de
−1.
Nous notons par Π˜ la composante connexe non-borne´e de R2 \ Γ˜. Nous
affirmons ici que nous pouvons construire T2, un biholomorphisme entre Π et
Π˜, tel que T−12 = G. En effet, si nous nommonsA = Π˜∩D¯ etB = (int Π˜c)∩Dc
(voir la figure de la page 31), nous observons que B = 1/A, car γ2 = 1/γ1
et 1/S = S. Comme G(1/z) = G(z), que G est bijective sur intDc et que
1/(∂D ∩ Π˜) ⊂ Π˜c, G est donc bijective sur Π˜ et G(Π˜) = R2 \ Γ. Nous avons
alors une fonction T2 envoyant l’exte´rieur de l’arc de Jordan sur l’exte´rieur
d’un domaine exte´rieur dont le bord est une courbe de Jordan C1,1, telle que
T−12 (z) = 1/2(z + 1/z).
Nous utilisons ensuite le the´ore`me de Riemann qui donne l’existence d’une
application conforme F entre Π˜ etDc qui ve´rifie F (∞) =∞. Alors T ≡ F ◦T2
envoie bien Π sur Dc. Pour finir cette preuve, nous utilisons le the´ore`me de
Kellogg-Warschawski (voir le the´ore`me 3.6 de [32], qui peut eˆtre applique´
au domaine exte´rieur), pour affirmer que F et F ′ s’e´tendent continuˆment
jusqu’au bord, car Γ˜ est C1,1. En rajoutant le fait que DF et DF−1 sont
borne´s a` l’infini (voir la remarque 2.1.5), nous obtenons les meˆmes proprie´te´s
que dans le cas du segment, en particulier que DT explose aux extre´mite´s de
la courbe comme l’inverse de la racine carre´e de la distance (voir (2.1.1)).
Remarque 2.1.4. Si Γ intersecte le segment [−1, 1] une infinite´ de fois, alors
la courbe Γ˜ n’est peut eˆtre meˆme pas C1. Par exemple une courbe qui cor-
respond a` t 7→ (t− 1; e1/t2 sin(1/t)), t ∈ [0, 1/4] admet deux suites tn → 0 et
t˜n → 0 telles que T˜ ′(Γ)/|T˜ ′(Γ)| tend respectivement vers i et −i.
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Remarque 2.1.5. Si H est un biholomorphisme de l’exte´rieur d’un domaine A
(ouvert non vide, connexe, simplement connexe) sur Dc, tel que H(∞) =∞,
alors il existe un re´el non nul β et une fonction holomorphe h : Ac → C telle
que :
H(z) = βz + h(z),
avec
h′(z) = O
( 1
|z|2
)
, quand |z| → ∞.
Cette proprie´te´ peut eˆtre applique´e a` F de la de´monstration pre´ce´dente
pour remarquer que DF et DF−1 sont borne´s. Elle peut aussi eˆtre applique´e
a` T car il envoie l’exte´rieur d’un ouvert non vide sur l’exte´rieur de B(0, 2).
Preuve de la remarque 2.1.5. Apre`s une translation, nous pouvons sup-
poser que 0 ∈ int A, et nous conside´rons W (z) = 1/H(1/z). La fonction
W est holomorphe sur un voisinage de 0 et peut eˆtre de´veloppe´e comme
W (z) = a0 + a1z + a2z
2 + ... . Nous avons W (0) = 0 et donc a0 = 0. Nous
voulons maintenant montrer que a1 6= 0 graˆce a` l’injectivite´. En effet, si
a1 = 0, nous conside´rons le premier ak non nul, et nous observons qu’il existe
R > 0 tel que |W (z) − akzk| ≤ |ak||zk| sur B(0, R). Nous notons ensuite
g(z) = akz
k. Sur ∂B(0, R), |W (z) − g(z)| ≤ |ak|Rk ≤ |g(z)|. Nous appli-
quons alors le the´ore`me de Rouche´ pour conclure que W et g ont le meˆme
nombre de ze´ros (en comptant l’ordre de multiplicite´) sur B(0, R), ce qui est
en contradiction avec le fait que W est bijective et g non. Nous avons donc
a1 6= 0 et H(z) = z/a1 + b0 + b1/z + ..., ce qui termine la preuve. En multi-
pliant H par |a1|/a¯1, nous pouvons de plus supposer que β = 1/a1 est re´el.

Remarque sur le redressement d’une courbe vers le segment
Dans la de´monstration de la proposition 2.1.2, nous passons donc du cas
du segment au cas ge´ne´ral en appliquant d’abord l’inverse de la fonction de
Joukowski puis le the´ore`me de Riemann. Le moyen naturel de cette ge´ne´ra-
lisation aurait e´te´ de redresser Γ vers le segment, afin d’appliquer ce qui a
e´te´ fait dans le cas du segment. Mais pour cela, nous avons besoin d’un re-
dressement de la courbe par une application holomorphe C∞ jusqu’au bord.
Ce redressement est re´cemment utilise´ en ge´ome´trie, mais je n’ai trouve´ au-
cune bonne re´fe´rence. Une ide´e de la preuve de ce redressement serait de se
servir des applications quasi-conformes. Pour cela, nous redressons la courbe
sur le segment par une application C∞ jusqu’au bord, mais pas holomorphe,
et nous la corrigeons en utilisant le the´ore`me d’uniformisation (aussi appele´
the´ore`me d’Ahlfors Bers). Nous avons ici besoin de la version C∞ prouve´e par
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Lichtenstein dans [21]. Une bonne introduction a` ce the´ore`me, ainsi qu’une
preuve peuvent eˆtre trouve´es dans [7]. Pour re´sumer ce the´ore`me, nous devons
parler de structure complexe line´aire, qui correspond a` un champ d’ellipse
sur les plans tangents. Une application diffe´rentielle transforme la structure
complexe standard, qui est un champ de cercle, en une structure complexe
line´aire. En particulier, une application qui envoie les cercles sur des cercles
est holomorphe. Le the´ore`me d’uniformisation est la re´ciproque : pour σ une
structure complexe C∞, il existe un C∞ diffe´omorphisme qui transforme σ en
la structure complexe standard. En connaissant ce the´ore`me, le redressement
holomorphe, C∞ jusqu’au bord en est une application directe. Cependant,
les deux re´fe´rences donne´es pre´ce´demment sur le the´ore`me d’Ahlfors Bers
ne traitent que le cas du plan entier, alors que nous avons ici besoin d’une
version qui envoie R2 \ [−1, 1] sur lui meˆme, C∞ jusqu’au bord. Il existe une
version sur le demi-plan, et en utilisant le fait que l’application racine carre´e
envoie le plan prive´ d’une demi droite sur le demi plan, nous pouvons en
de´duire une version sur R2 \ R+. En re´ite´rant cet argument sur l’autre ex-
tre´mite´ (et en gardant bien en teˆte que nous cherchons une proprie´te´ locale),
nous en de´duirons la version ne´cessaire ici. Par manque de re´fe´rence, nous
pre´fe´rons la premie`re preuve qui a e´te´ pre´sente´e dans la de´monstration de
la proposition 2.1.2. Cette me´thode pourrait cependant servir a` prouver que
l’hypothe`se 2.1.6 est ve´rifie´e pour une famille Ωε qui tend vers la courbe (dans
un sens a` de´finir), car nous pourrions obtenir des estimations de l’applica-
tion d’Ahlfors-Bers en conside´rant l’e´quation de Beltrami. Pour l’avenir, nous
chercherons une de´monstration de l’hypothe`se plus base´e sur une estimation
de l’application de Riemann F .
2.1.2 L’aplatissement de l’obstacle
Nous introduisons dans cette sous-partie la famille d’obstacles qui tend
vers une courbe. Dans tous les proble`mes suivants, nous fixons ω0 tel que son
support soit compact, n’intersectant pas la courbe Γ.
Nous conside´rons une famille d’obstacles Ωε contenant Γ et disjoints du
support de ω0. Si nous notons Tε le biholomorphisme entre Πε ≡ R2 \ Ωε et
Dc, nous supposerons que les proprie´te´s suivantes sont ve´rifie´es :
Hypothe`se 2.1.6. La famille de biholomorphismes {Tε} ve´rifie
(i) ‖(Tε − T )/|T |‖L∞(Πε) → 0 quand ε→ 0,
(ii) det(DT−1ε ) est borne´e sur D
c inde´pendamment de ε,
(iii) pour tout R > 0, ‖DTε −DT‖L3(B(0,R)∩Πε) → 0 quand ε→ 0,
(iv) pour R > 0 assez grand, il existe CR > 0 tel que |DTε(x)| ≤ CR sur
B(0, R)c.
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(v) pour R > 0 assez grand, il existe CR > 0 tel que |D2Tε(x)| ≤ CR|x| sur
B(0, R)c.
Remarque 2.1.7. Nous remarquons directement que la proprie´te´ (iii) implique
que pour tout R, DTε est borne´ dans L
p(B(0, R)∩Πε) inde´pendamment de ε,
pour p ≤ 3. De plus, la condition (i) nous assure que Tε → T uniforme´ment
sur B(0, R) ∩ Πε pour tout R > 0.
Nous donnons maintenant un exemple d’une famille d’obstacles ve´rifiant
l’hypothe`se 2.1.6.
Exemple 2.1.8. Nous conside´rons Ωε ≡ T−1(B(0, 1 + ε) \ D). Dans ce cas,
Tε =
1
1+ε
T , ce qui ve´rifie l’hypothe`se pre´ce´dente. En fait, en se servant de
la proposition 2.1.2, nous avons que ‖DTε −DT‖Lp(B(0,R)∩Πε) → 0 pour tout
p < 4, et en utilisant la remarque 2.1.5 nous observons que |DTε(x)| ≤ CR|x|2
et |D2Tε(x)| ≤ CR|x|3 sur B(0, R)c, mais nous n’avons pas besoin d’estimation
aussi forte. Si Γ est un segment, alors Ωε est l’inte´rieur d’une ellipse entourant
le segment.
Nous notons naturellement Γε ≡ ∂Ωε et Πε ≡ int Ωcε.
Pour finir cette partie, nous verrons maintenant que l’hypothe`se 2.1.6 veut
en effet dire que “la famille d’obstacles s’aplatit vers la courbe”.
Proposition 2.1.9. Soit {Ωε} une famille d’obstacles (domaine re´gulier,
ouvert, connexe et simplement connexe) qui induit une famille de biholomor-
phismes {Tε} ve´rifiant l’hypothe`se 2.1.6, alors pour tout compact K de Π, il
existe εK > 0 tel que Ωε ∩K = ∅,∀ε ≤ εK.
De´monstration. Si K est un compact de Π, alors T (K) est un ensemble
connexe simplement connexe de Dc. Soit d = dist(D,T (K)) > 0, alors il
existe εK tel que pour tout ε ≤ εK , |Tε(x) − T (x)| < inf(d/2, 1) (d’apre`s la
remarque 2.1.7 ceci est vrai ∀x ∈ B(0, R) avec R assez grand). Dans ce cas
la`, Γ ⊂ Ωε et par continuite´, T (Ωε) ressemble a` une couronne avec pour bord
∂D et T (∂Ωε). Sachant que ∂D = Tε(∂Ωε) alors nous savons que T (Ωε) est
inclus dans la boule B(0, 1+ d/2) et donc que dist(T (K), T (Ωε)) ≥ d/2 pour
tout ε ≤ εK . Ceci signifie bien que K et Ωε sont disjoints.
Cette limite Tε → T nous donne des proprie´te´s pre´cises qui sont bien plus
pratiques que dans le cas ou` l’obstacle tend homothe´tiquement vers un point
[12, 13], car dans leur cas Ωε ≡ εΩ et Tε = T (x/ε) (avec T le biholomorphisme
entre Ωc et Dc) ne converge plus.
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2.2 Fluide dans les domaines exte´rieurs
Si dans cette the`se, le domaine varie avec ε, nous cherchons une donne´e
initiale qui soit la meˆme pour tout ε. Nous constatons donc que nous ne
pouvons pas prendre un champ de vitesse uniforme car il doit eˆtre tangent
au bord. Nous choisirons donc un tourbillon initial ω0 = rotu
ε
0 ∈ C∞c dont le
support est disjoint de tous les Ωε. Nous nous donnerons aussi la circulation
γ =
∫
Γε
uε0 · ds du champ de vitesse autour de l’obstacle. L’objectif de cette
partie est de montrer que nous pouvons de´terminer de manie`re unique le
champ de vitesse (de divergence nulle, tangent au bord et de limite nulle a`
l’infini) dans Πε en fonction de ω0 et γ. Nous trouvons en plus la formule
explicite, appele´e loi de Biot-Savart.
2.2.1 Le noyau de la loi de Biot-Savart
Soit Ωε un ensemble du plan borne´, ouvert, connexe et simplement connexe,
tel que son bord, note´ Γε, est une courbe de Jordan C
∞. Nous notons par Πε
la composante connexe non borne´e de R2 \ Γε, telle que Ωcε = Πε et par Tε le
biholomorphisme entre Πε et D
c.
Nous notons par Gε = Gε(x, y) la fonction de Green, dont la forme expli-
cite est :
Gε(x, y) =
1
2π
log
|Tε(x)− Tε(y)|
|Tε(x)− Tε(y)∗||Tε(y)|
en notant x∗ = x|x|2 . Nous rappelons que la fonction de Green est l’unique
fonction qui ve´rifie :

∆yG
ε(x, y) = δ(y − x) pour x, y ∈ Πε
Gε(x, y) = 0 pour y ∈ Γε
Gε(x, y) = Gε(y, x)
(2.2.1)
Le noyau de la loi de Biot-Savart est alors Kε = Kε(x, y) ≡ ∇⊥xGε(x, y).
En notant (x1, x2)
⊥ =
(−x2
x1
)
, la formule explicite de Kε est
Kε(x, y) =
1
2π
DT tε(x)
((Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2 −
(Tε(x)− Tε(y)∗)⊥
|Tε(x)− Tε(y)∗|2
)
, (2.2.2)
et nous nommons l’ope´rateur inte´gral associe´ par
f 7→ Kε[f ] =
∫
Πε
Kε(x, y)f(y)dy.
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Le champ de vecteur v = Kε[f ] est une solution du syste`me elliptique :

div v = 0 dans Πε
rot v = f dans Πε
v · nˆ = 0 sur Γε
lim
|x|→∞
|v| = 0
Nous notons nˆ le vecteur unitaire normal exte´rieur de Πε a` Γε. Dans toute
la suite l’inte´grale sur les contours sera prise dans le sens inverse des aiguilles
d’une montre, donc tel que
∮
Γε
F · ds = − ∮
Γε
F · nˆ⊥ds.
Nous aurons besoin du comportement de Kε a` l’infini. Pour cela, nous
utiliserons la relation suivante qui sera aussi souvent utilise´e pour estimer la
vitesse : ∣∣∣ a|a|2 − b|b|2
∣∣∣= |a− b||a||b| , (2.2.3)
qui peut eˆtre ve´rifie´e en passant au carre´ de chaque coˆte´ de l’e´quation.
En appliquant cette e´galite´, ainsi que l’hypothe`se 2.1.6 i) et la remarque
2.1.5 nous obtenons qu’il existe R tel que
|Kε[f ]|(x) ≤ C1|x|2 sur B(0, R)
c, (2.2.4)
ou` C1 de´pend de la taille du support de f ainsi que de ‖f‖L1 .
2.2.2 Champ harmonique
Soit Hε(x) l’unique champ harmonique sur Πε qui ve´rifie

divHε = 0 dans Πε
rotHε = 0 dans Πε
Hε · nˆ = 0 sur Γε
lim
|x|→∞
|Hε| = 0∮
Γε
Hε · ds = 1
L’existence et l’unicite´ de Hε ont e´te´ de´montre´es dans [12]. De plus, nous
avons la formule explicite
Hε(x) =
1
2π
∇⊥ log |Tε(x)| = 1
2π
DT tε(x)
((Tε(x))⊥
|Tε(x)|2
)
. (2.2.5)
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En utilisant une nouvelle fois l’hypothe`se 2.1.6 i) et la remarque 2.1.5,
nous trouvons le comportement a` l’infini :
Hε = O(1/|x|) quand |x| → ∞. (2.2.6)
Nous pouvons de´sormais e´crire l’expression qui donne la vitesse en fonc-
tion du tourbillon et de la circulation de la vitesse autour de l’obstacle.
2.2.3 La loi de Biot-Savart
Soit u = u(x, t) = (u1(x1, x2, t), u2(x1, x2, t)) la vitesse d’un fluide a` l’ex-
te´rieur de Ωε. Nous supposons que u est tangent a` Γε et que u → 0 quand
|x| → ∞. Une quantite´ importante pour l’e´tude des fluides est le tourbillon :
ω = rot (u) = ∂1u2 − ∂2u1.
La vitesse et le tourbillon sont donc couple´s par le syste`me elliptique :

div u = 0 dans Πε × [0,∞)
rotu = ω dans Πε × [0,∞)
u · nˆ = 0 sur Γε × [0,∞)
lim
|x|→∞
|u| = 0 pour t ∈ [0,∞)
Les deux sous-parties pre´ce´dentes nous assurent donc que la solution ge´-
ne´rale a` ce syste`me est donne´e par
u = u(x, t) = Kε[ω(·, t)](x) + αHε(x) (2.2.7)
pour une fonction α = α(t). En notant la circulation de u autour de l’obstacle
par γ ≡ ∮
Γε
u · ds, nous avons graˆce au the´ore`me de Stokes
α(t) = γ +
∫
Πε
ω(x, t). (2.2.8)
Les de´tails de ce calcul peuvent eˆtre trouve´s dans [12].
2.2.4 Fonctions de troncature
Nous e´tudierons donc les fluides a` l’exte´rieur d’obstacles de´pendants de
ε, et si nous voulons comparer les vitesses et tourbillons pour les diffe´rents
ε, un moyen est d’e´tendre ces fonctions sur R2 en les multipliant par une
fonction de troncature de´pendante de ε, s’annulant sur un petit voisinage de
Ωε.
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Soit Φ ∈ C∞(R) une fonction croissante telle que 0 ≤ Φ ≤ 1, Φ(s) = 1 si
s ≥ 2 et Φ(s) = 0 si s ≤ 1. Nous de´finissons alors
Φε = Φε(x) = Φ
( |Tε(x)| − 1
ε
)
.
Nous avons clairement Φε ∈ C∞(R2), s’annulant dans un voisinage de Ωε.
Nous aurons besoin de quelques proprie´te´s de ∇Φε que nous regroupons
dans le lemme suivant.
Lemme 2.2.1. La fonction Φε de´finie pre´ce´demment ve´rifie les proprie´te´s
suivantes :
(a) Hε · ∇Φε ≡ 0 sur Πε,
(b) il existe une constante C > 0 telle que la mesure de Lebesgue du
support de Φε − 1 soit borne´e par Cε.
De´monstration. Nous remarquons tout d’abord que
Hε(x) =
1
2π
∇⊥ log |Tε(x)| = 1
2π|Tε(x)|∇
⊥|Tε(x)|,
et que
∇Φε = 1
ε
Φ′
( |Tε(x)| − 1
ε
)
∇|Tε(x)|, (2.2.9)
ce qui donne directement le premier point.
De plus, le support de Φε − 1 est contenu dans l’ensemble {x ∈ Πε|1 ≤
|Tε(x)| ≤ 1 + 2ε}. La mesure de Lebesgue peut eˆtre estime´e en e´crivant∫
1≤|Tε(x)|≤1+2ε
dx =
∫
1≤|z|≤1+2ε
| det(DT−1ε )|(z)dz ≤ C1ε
pour ε assez petit.
L’objectif e´tant d’e´tendre les vitesses et les tourbillons, nous devons nous
demander si les re´sultats de´pendent de l’extension. Nous observerons que la
limite des vitesses et tourbillons n’est pas affecte´e par le choix de la construc-
tion de l’extension (voir page 50).
Nous finissons cette partie en introduisant une fonction troncature d’un
voisinage de Ωε s’annulant sur une boule plus grosse. Pour λ ≥ 2, nous notons
Φε,λ = Φε,λ(x) ≡ Φ
( |Tε(x)| − 1
λ
)
. (2.2.10)
Graˆce a` la convergence uniforme des Tε vers T sur les ensembles borne´s (voir
l’hypothe`se 2.1.6 (i)), nous pouvons remarquer que Φε,λ s’annule sur une
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boule de rayon C1λ et qu’il vaut 1 a` l’exte´rieur d’une boule plus grosse de
rayon C2λ, avec C1 et C2 inde´pendants de ε. En conse´quence, la largeur de
l’anneau ou` Φε,λ est non constant peut eˆtre prise inde´pendante de ε.
Si cela peut paraˆıtre e´trange de ne pas choisir une fonction troncature qui
s’annule sur B(0, 10) et vaille 1 a` l’exte´rieur de B(0, 11), c’est que nous nous
servirons dans le Chapitre 4 du fait que
Hε · ∇Φε,λ ≡ 0 sur Πε. (2.2.11)
Ceci se de´montre exactement de la meˆme manie`re que le point (a) du lemme
pre´ce´dent, et cela nous permettra d’enlever le champ harmonique Hε qui
n’est pas L2 a` l’infini (voir (2.2.6)).
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Chapitre 3
Euler en dimension deux
Re´sume´
Dans ce chapitre, nous e´tudions le comportement asymptotique des solu-
tions des e´quations d’Euler, incompressible en dimension deux, a` l’exte´rieur
d’un obstacle re´gulier quand l’obstacle devient de plus en plus fin, tendant
vers une courbe. Nous e´tendons ici le re´sultat d’Iftimie, Lopes Filho et Nus-
senzveig Lopes [12], obtenu dans le cas ou` l’obstacle se contracte vers un
point.
Inclus dans l’article Two Dimensional Incompressible Ideal Flow Around a
Thin Obstacle Tending to a Curve qui va paraˆıtre dans les Annales de l’Ins-
titut Henri Poincare´ (Analyse non line´aire), 2008.
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3.1 Introduction
L’objectif de ce chapitre est d’e´tudier l’influence d’un obstacle fin sur
un fluide ide´al incompressible, en dimension deux. Plus pre´cise´ment, nous
conside´rons une famille d’obstacles Ωε qui sont re´guliers, ouverts, connexes
et simplement connexes, tels qu’ils se contractent vers une courbe Γ quand
ε→ 0, dans le sens donne´ dans la sous-partie 2.1.2.
Nous avons vu dans la partie 2.2 que pour la ge´ome´trie du domaine donne´e
Πε = R
2 \ Ωε, le champ de vitesse (de divergence nulle, tangent au bord et
de limite nulle a` l’infini) sur ce domaine est uniquement de´termine´ par les
deux quantite´s suivantes : le tourbillon et la circulation de la vitesse autour
de l’obstacle. Nous conside´rons comme donne´es initiales un tourbillon initial
ω0 inde´pendant de ε, re´gulier, avec un support compact n’intersectant pas les
obstacles, puis une circulation γ de la vitesse initiale le long du bord. D’apre`s
le travail de K. Kikuchi [15], nous savons qu’il existe une unique solution
globale uε = uε(x, t) a` l’e´quation d’Euler sur le domaine exte´rieur Πε associe´e
a` la donne´e initiale de´crite pre´ce´demment. L’objectif est de de´terminer la
limite de uε quand ε→ 0.
Nous obtiendrons un champ de vitesse limite de divergence nulle, tangent
a` la courbe, borne´, sauf aux extre´mite´s ou` il explose comme l’inverse de la
racine carre´e de la distance. Il admettra de plus un saut a` travers de la courbe.
Plus pre´cise´ment, soit Φε la fonction troncature introduite dans la sous-partie
2.2.4 et soit ωε = rotu
ε = ∂1u
ε
2−∂2uε1 le tourbillon. Notre principal the´ore`me
peut eˆtre formule´ comme ceci :
The´ore`me 3.1.1. Il existe une sous-suite ε = εk → 0 telle que
(a) Φεuε → u fortement dans L2loc(R+ × R2) ;
(b) Φεωε → ω faible ∗ dans L∞(R+;L4loc(R2)) ;
(c) u est donne´ en fonction de ω et γ par une relation explicite (voir le
the´ore`me 3.3.6) ;
(d) u et ω sont des solutions faibles de ∂tω+u ·∇ω = 0 dans (0,∞)×R2.
Si nous calculons le rotationnel de u, nous trouvons ω + gωδΓ, avec δΓ
le Dirac le long de la courbe Γ et gω0 une densite´ donne´e explicitement en
fonction de ω et γ. De plus, cette densite´ correspond au saut de la partie
tangentielle de la vitesse a` travers la courbe.
Nous obtenons donc que l’e´quation limite ve´rifie´e par ce champ limite
correspond a` l’e´quation d’Euler dans R2\Γ. Une conse´quence de ce travail est
donc l’existence d’une solution globale sur un tel domaine. Sur le plan entier,
nous voyons apparaˆıtre le terme additionnel gω. La pre´sence de ce terme est
indispensable afin que la vitesse soit tangente a` la courbe, et qu’elle reste de
circulation γ autour de Γ.
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Ce chapitre se compose principalement en deux parties. Dans la prochaine
partie, nous utilisons les formes explicites de la vitesse en fonction du tour-
billon du chapitre 2 pour en de´duire des estimations a priori. Ces dernie`res
sont utilise´es pour passer a` la limite dans la partie 3.3. Nous discutons enfin
dans la dernie`re partie le cas ou` nous supposons que la vitesse a` l’infini est
constante mais non nulle.
Rappelons avant de commencer qu’un fluide ide´al incompressible est re´gi
par les e´quations d’Euler :


∂tu
ε + uε · ∇uε = −∇pε dans Πε × (0,∞)
div uε = 0 dans Πε × (0,∞)
uε · nˆ = 0 sur Γε × (0,∞)
lim
|x|→∞
|uε| = 0 pour t ∈ [0,∞)
uε(x, 0) = uε0(x) dans Πε
(3.1.1)
ou` pε = pε(x, t) est la pression. Pour les solutions de ce syste`me, la circulation
est une quantite´ conserve´e, ainsi que m ≡ ∫ ωε = ∫ ω0. Ceci implique donc
que dans la loi de Biot-Savart (2.2.7), α est une constante (voir (2.2.8)), et
vaut γ +m. Nous obtenons alors une version avec le tourbillon e´quivalente a`
la pre´ce´dente :


∂tω
ε + uε · ∇ωε = 0 dans Πε × (0,∞)
uε = Kε[ωε] + αHε dans Πε × (0,∞)
ωε(x, 0) = ω0(x) dans Πε
(3.1.2)
avec Kε et Hε de´finis dans (2.2.2) et (2.2.5). D’apre`s les travaux de Kikuchi
[15], pour tout ε > 0, le syste`me admet une unique solution globale (uε, ωε).
3.2 Estimations a priori
Ces estimations sont importantes pour de´terminer le comportement asymp-
totique des suites (uε) et (ωε). Sachant que l’e´quation (3.1.2) est en fait une
e´quation de transport, nous en de´duisons les estimations classiques pour le
tourbillon en dimension deux : ‖ωε(·, t)‖Lp(Πε) = ‖ω0‖Lp(R2) pour p ∈ [1,+∞].
Nous rappelons que nous supposons dans cette the`se que ω0 ∈ L1 ∩L∞ est a`
support compact, n’intersectant pas la courbe Γ. Graˆce a` la proposition 2.1.9,
nous pouvons choisir ε assez petit pour que le support de ω0 n’intersecte pas
Πε.
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3.2.1 Estimation de la vitesse
Nous commenc¸ons par rappeler un re´sultat trouve´ dans [10].
Lemme 3.2.1. Soit a ∈ (0, 2), S ⊂ R2 et h : S → R+ une fonction de
L1(S) ∩ L∞(S). Alors∫
S
h(y)
|x− y|ady ≤ C‖h‖
1−a/2
L1(S) ‖h‖a/2L∞(S).
Le but de cette sous-partie est de trouver une estimation sur le champ de
vitesse graˆce aux formules explicites (2.2.7), (2.2.2) et (2.2.5) :
uε(x, t) =
1
2π
DT tε(x)(I1 + I2) + αH
ε(x) (3.2.1)
avec
I1 =
∫
Πε
(Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2 ω
ε(y, t)dy, (3.2.2)
et
I2 = −
∫
Πε
(Tε(x)− Tε(y)∗)⊥
|Tε(x)− Tε(y)∗|2 ω
ε(y, t)dy. (3.2.3)
Nous commenc¸ons par estimer I1 et I2.
Lemme 3.2.2. Soient a ∈ (0, 2) et h : Πε → R+ une fonction de L1(Πε) ∩
L∞(Πε). Nous notons
I1,a =
∫
Πε
|h(y)|
|Tε(x)− Tε(y)|ady
et
I˜2 =
∫
Πε
|h(y)|
|Tε(x)− Tε(y)∗|dy.
Il existe alors une constante C > 0 de´pendant seulement de Γ, telle que
|I1,a| ≤ C‖h‖1−a/2L1 ‖h‖a/2L∞ et |I˜2| ≤ C(‖h‖1/2L1 ‖h‖1/2L∞ + ‖h‖L1).
Remarque 3.2.3. Il apparaˆıtra dans la preuve que les ine´galite´s pre´ce´dentes
restent vraies avec T a` la place de Tε.
De´monstration. Nous commenc¸ons par majorer I1,a. Posons J = J(ξ) ≡
| det(DT−1ε )(ξ)| et z = Tε(x). En changeant de variables η = Tε(y), nous
obtenons
|I1,a| ≤
∫
|η|≥1
1
|z − η|a |h(T
−1
ε (η))|J(η)dη. (3.2.4)
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Nous introduisons ensuite f ε(η) = |h(T−1ε (η))|J(η)χ{|η|≥1}, avec χE la fonc-
tion caracte´ristique sur l’ensemble E. En revenant sur le changement de va-
riables, nous avons
‖f ε‖L1(R2) = ‖h‖L1 .
Le second point de l’hypothe`se 2.1.6 nous permet d’e´crire
‖f ε‖L∞(R2) ≤ C‖h‖L∞ .
Nous appliquons alors le lemme pre´ce´dent pour f et nous trouvons finalement
|I1,a| ≤
∫
R2
1
|z − η|af
ε(η)dη ≤ C1‖f ε‖1−a/2L1 ‖f ε‖a/2L∞ . (3.2.5)
Ceci correspond a` l’ine´galite´ cherche´e pour I1,a.
Estimons maintenant I˜2 :
|I˜2| ≤
∫
Πε
1
|Tε(x)− Tε(y)∗| |h(y)|dy.
Comme pre´ce´demment nous utilisons les notations J , z et le changement de
variables η pour obtenir
|I˜2| ≤
∫
|η|≥1
1
|z − η∗| |h(T
−1
ε (η))|J(η)dη. (3.2.6)
Nous changeons a` nouveau de variables en posant θ = η∗ :
|I˜2| ≤
∫
|θ|≤1
1
|z − θ| |h(T
−1
ε (θ
∗))|J(θ∗) dθ|θ|4
≤
(∫
|θ|≤1/2
+
∫
1/2≤|θ|≤1
)
≡ I21 + I22.
Estimons tout d’abord I21. Comme z = Tε(x), nous avons |z| ≥ 1, et si
|θ| ≤ 1/2 alors |z − θ| ≥ 1/2. D’ou`
|I21| ≤
∫
|θ|≤1/2
2|h(T−1ε (θ∗))|J(θ∗)
dθ
|θ|4 (3.2.7)
≤ 2
∫
|η|≥2
|h(T−1ε (η))|J(η)dη ≤ 2‖h‖L1 . (3.2.8)
Finissons la preuve en majorant I22. Soit g
ε(θ) = |h(T−1ε (θ∗))|J(θ
∗)
|θ|4 , alors
I22 =
∫
1/2≤|θ|≤1
1
|z − θ|g
ε(θ)dθ.
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En revenant sur le changement de variable, nous de´duisons que
‖gε‖L1(1/2≤|θ|≤1) ≤ ‖h‖L1 .
Nous pouvons de plus aise´ment remarquer que
‖gε‖L∞(1/2≤|θ|≤1) ≤ C‖h‖L∞ .
En appliquant a` nouveau le lemme 3.2.1, nous concluons que
|I22| =
∫
1/2≤|θ|≤1
1
|z − θ|g
ε(θ)dθ (3.2.9)
≤ C‖gε‖1/2L1(1/2≤|θ|≤1)‖gε‖1/2L∞(1/2≤|θ|≤1) ≤ C‖h‖1/2L1 ‖h‖1/2L∞ .(3.2.10)
Puisque |Tε(x)| ≥ 1, nous de´duisons de (2.2.5) que |Hε(x)| ≤ |DTε(x)|.
De plus, en appliquant le lemme pre´ce´dent avec a = 1 et h = ωε ∈ L1 ∩ L∞,
nous obtenons
|I1| ≤ C‖ωε‖1/2L1 ‖ωε‖1/2L∞ et |I2| ≤ C(‖ωε‖1/2L1 ‖ωε‖1/2L∞ + ‖ωε‖L1).
En se rappelant de la forme explicite (3.2.1), le the´ore`me suivant est alors
une conse´quence de ces deux ine´galite´s et du fait que ‖ωε‖Lp = ‖ω0‖Lp ,∀p.
The´ore`me 3.2.4. Le champ de vitesse uε est borne´ dans L∞(R+, L2loc(Πε))
inde´pendamment de ε. Plus pre´cise´ment, il existe une constante C > 0 de´-
pendant seulement de Γ et des donne´es initiales (‖ω0‖L1, ‖ω0‖L∞, γ) telle
que
‖uε(·, t)‖Lp(S) ≤ C‖DTε‖Lp(S),
pour tout p ∈ [1,∞] et pour tout sous-ensemble S de Πε.
Si nous voulons comparer les diffe´rentes vitesses et tourbillons, de´finis
sur des domaines de´pendants de ε, nous les e´tendons en les multipliant par
la fonction troncature Φε de´finie dans la sous-partie 2.2.4. Les proprie´te´s
de ∇Φε sont regroupe´es dans le lemme 2.2.1. Ve´rifions maintenant que les
re´sultats ne sont pas affecte´s par notre choix de l’extension. En effet, si nous
notons par Euε et Eωε, l’extension de uε, et respectivement de ωε, par 0
a` l’inte´rieur de l’obstacle, nous pouvons montrer que lim
ε→0
Euε = lim
ε→0
Φεuε et
lim
ε→0
Eωε = lim
ε→0
Φεωε dans D′(R2). Pour cela, nous utilisons le the´ore`me 3.2.4,
la remarque 2.1.7 et le point (b) du lemme 2.2.1 pour affirmer que
‖Φεuε − uε‖L2(Πε) ≤ C‖DTε‖L3(supp (Φε−1))|Cε|1/6
3.2. ESTIMATIONS A PRIORI 51
et
‖Φεωε − ωε‖Lp(Πε) ≤ C‖ω0‖L∞ |Cε|1/p
pour tout p ∈ [1,∞).
Dans le cas ou` Ωε se contracte homothe´tiquement vers un point (voir
[12]), la mesure de Lebesgue du support de ∇Φε est borne´ par Cε2, ce qui
implique que la norme L1 du gradient tend vers 0. Les auteurs utilisent de
plus vε qui est une partie de la vitesse borne´e inde´pendamment de ε. Ils
peuvent alors montrer que les limites de vε · ∇Φε et vε · ∇⊥Φε sont nulles,
ce qui est ne´cessaire pour calculer le rotationnel et la divergence de vεΦε.
Ils re´alisent donc le passage a` la limite en utilisant le lemme Div-Rot. Cet
argument ne peut plus s’appliquer dans notre cas car la mesure de Lebesgue
du support de∇Φε est trop grande, et nous n’avons de plus qu’une estimation
de la vitesse Lploc pour p < 4 au lieu de L
∞. Cependant, dans notre cas,
l’estimation a priori trouve´e dans le the´ore`me 3.2.4 concerne toute la vitesse
uε. En utilisant d’autres arguments, nous trouvons avec le prochain lemme
la limite de uε · ∇Φε.
Lemme 3.2.5. Nous avons que uε · ∇Φε → 0 fortement dans L1(R2) et
uniforme´ment en temps, quand ε→ 0.
De´monstration. En utilisant les formes explicites (3.2.1), (3.2.2), (3.2.3) et
(2.2.9), nous e´crivons
uε(x) · ∇Φε(x) = uε⊥(x) · ∇⊥Φε(x)
= − 1
2πε
Φ′
( |Tε(x)| − 1
ε
)
×
∫
Πε
( Tε(x)− Tε(y)
|Tε(x)− Tε(y)|2 −
Tε(x)− Tε(y)∗
|Tε(x)− Tε(y)∗|2
)
ωε(y, t)dy
×DTε(x)DT tε(x)
Tε(x)
⊥
|Tε(x)| .
Or Tε e´tant holomorphe, DTε est de la forme
(
a b
−b a
)
et nous pouvons
ve´rifier que DTε(x)DT
t
ε(x) = (a
2 + b2)Id = | det(DTε)(x)|Id, puis que
uε(x) · ∇Φε(x) = Φ
′( |Tε(x)|−1
ε
)| det(DTε)(x)|
2πε|Tε(x)|
×
∫
Πε
( Tε(y) · Tε(x)⊥
|Tε(x)− Tε(y)|2 −
Tε(y)
∗ · Tε(x)⊥
|Tε(x)− Tε(y)∗|2
)
ωε(y, t)dy.
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Nous prenons la norme L1, puis nous changeons deux fois de variables η =
Tε(y) et z = Tε(x), afin d’obtenir
‖uε · ∇Φε‖L1
=
1
2πε
∫
|z|≥1
∣∣∣Φ′( |z| − 1
ε
)∣∣∣∣∣∣∫
|η|≥1
( η · z⊥|z|
|z − η|2 −
η∗ · z⊥|z|
|z − η∗|2
)
J(η)ωε(T−1ε (η), t)dη
∣∣∣dz,
ou` J(η) = | det(DT−1ε )(η)|. En utilisant le lemme 2.2.1, nous savons que∥∥∥1εΦ′( |z|−1ε )∥∥∥
L1
≤ C. Il est donc suffisant de montrer que
∥∥∥∫
|η|≥1
(η · z⊥/|z|
|z − η|2 −
η∗ · z⊥/|z|
|z − η∗|2
)
J(η)ωε(T−1ε (η), t)dη
∥∥∥
L∞(1+ε≤|z|≤1+2ε)
→ 0
(3.2.11)
quand ε→ 0, uniforme´ment en temps.
Soit
A =
η · z⊥/|z|
|z − η|2 −
η∗ · z⊥/|z|
|z − η∗|2 .
Nous calculons
A =
((|z|2 − 2z · η/|η|2 + 1/|η|2)− 1/|η|2(|z|2 − 2z · η + |η|2)
|z − η|2|z − η∗|2
)
η · z
⊥
|z|
=
(|z|2 − 1)(1− 1/|η|2)
|z − η|2|z − η∗|2 η ·
z⊥
|z| .
Nous utilisons que |z| ≥ 1, pour e´crire
|z − η∗| ≥ 1− 1|η| .
De plus, |η∗| ≤ 1 nous permet d’avoir
|z − η∗| ≥ |z| − 1.
Nous pouvons alors majorer A par :
|A| ≤ (|z|+ 1)(1 + 1/|η|)(|z| − 1)
b
|z − η|2|z − η∗|b
∣∣∣η · z⊥|z|
∣∣∣
avec 0 ≤ b ≤ 1 qui sera choisi plus tard. Nous remarquons entre autre que
η · z⊥|z| = (η − z) · z
⊥
|z| , ce qui nous donne par l’ine´galite´ de Cauchy-Schwarz∣∣∣η · z⊥|z|
∣∣∣≤ |η − z|.
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Nous utilisons de´sormais que |z| − 1 ≤ 2ε afin de majorer (3.2.11) :
∣∣∣∫
|η|≥1
AJ(η)ωε(T−1ε (η), t)dη
∣∣∣≤ (2+ 2ε) · 2 · (2ε)b ∫
|η|≥1
J(η)|ωε(T−1ε (η), t)|
|z − η||z − η∗|b dη.
En revenant a` la preuve du lemme 3.2.2, le passage de (3.2.4) a` (3.2.5)
peut eˆtre ici re´pe´te´ pour p < 2 (graˆce au lemme 3.2.1) :
∥∥∥J(η)1/p|ωε(T−1ε (η), t)|1/p|z − η|
∥∥∥
Lp
=
(∫
|η|≥1
J(η)|ωε(T−1ε (η), t)|
|z − η|p dη
)1/p
≤ Cp.
De meˆme, en refaisant ici le passage de (3.2.6) a` (3.2.8) et (3.2.10), nous
obtenons pour bq = 1 :
∥∥∥J(η)1/q|ωε(T−1ε (η), t)|1/q|z − η∗|b
∥∥∥
Lq
=
(∫
|η|≥1
J(η)|ωε(T−1ε (η), t)|
|z − η∗| dη
)1/q
≤ C˜q.
Nous choisissons alors b > 0, 1/p + 1/q = 1, puis nous concluons en
utilisant l’ine´galite´ d’Ho¨lder. Par exemple, si nous fixons b = 1/4, q = 4 et
p = 4/3, nous avons
‖uε · ∇Φε‖L1 ≤ C(2 + 2ε) · 2 · (2ε)1/4C4/3C˜4
ce qui tend bien vers ze´ro quand ε tend vers ze´ro.
Si cette preuve est tre`s technique, l’ide´e est naturelle. Sur le bord, la
vitesse uε est tangente a` Γε, alors que ∇Φε est normale. Pour ve´rifier ceci,
nous pouvons ve´rifier que A = 0 quand x ∈ Γε (c’est a` dire quand |z| =
|Tε(x)| = 1).
Juste avant de passer a` la limite dans la partie suivante, nous allons
de´duire directement de l’EDP une estimation temporelle pour le tourbillon.
3.2.2 Estimation temporelle
Si nous fixons T > 0, nous remarquons qu’il existe R1 > 0 inde´pendant
de ε tel que le support de ωε(·, t) est contenu dans B(0;R1) pour tout 0 ≤
t ≤ T. Pour voir cela, posons R0 tel que B(0;R0) contienne le support de ω0.
L’e´quation (3.1.2) nous assure que ωε est transporte´ par le champ de vitesse
uε et que la trajectoire des particules ve´rifie
∂tX = u
ε(X, t).
De plus, le the´ore`me 3.2.4 affirme que |uε(x)| ≤ C|DTε(x)| et le point (iv)
de l’hypothe`se 2.1.6 affirme qu’il existe R > 0 et C1 > 0 tels que DTε est
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borne´ par C1|X| en dehors de B(0, R). Si une particule rentre dans la re´gion
B(0,max(R0, R))
c, alors la vitesse est majore´e par CC1|X|, et nous obtenons
l’ine´galite´
∂t|X|2 = X · ∂tX ≤ CC1|X|2,
dans une telle re´gion. En appliquant le lemme de Gronwall, nous obtenons
que les trajectoires sont borne´es inde´pendamment de ε (jusqu’au temps T).
Lemme 3.2.6. Il existe une constante C, ne de´pendant pas de t ∈ [0,T] et
ε telle que
‖Φε∂tωε‖H−2 ≤ C.
De´monstration. Nous e´crivons l’e´galite´ ve´rifie´e par Φεωε :
Φε∂tω
ε = −Φεuε · ∇ωε
= −div (Φεuεωε) + ωεuε · ∇Φε
ce qui est borne´ dans H−2 pour la raison suivante. Tout d’abord, nous savons
que Φε et ωε sont uniforme´ment borne´s, uε est borne´ dans L2(B(0, R1)) par
le the´ore`me 3.2.4, la remarque 2.1.7 et le commentaire pre´ce´dent. De plus
∇Φε ·uε → 0 dans L1 d’apre`s le lemme pre´ce´dent. Nous concluons finalement
en se rappelant que L1 et H−1 s’injectent dans H−2.
3.3 Passage a` la limite
3.3.1 Compacite´ forte de la vitesse
Fixons T > 0. Nous avons besoin de plusieurs lemmes pour passer a` la
limite forte dans L2loc([0,T]× R2) pour la suite Φεuε.
Comme dans la sous-partie pre´ce´dente, nous posons R1 > 0 tel que le
support de ωε(·, t) soit contenu dans B(0;R1) pour tout 0 ≤ t ≤ T et 0 <
ε < ε0.
Lemme 3.3.1. Pour tout x ∈ Π fixe´, il existe εx > 0 tel que x ∈ Πε pour
tout ε ≤ εx. Les deux fonctions suivantes
fx,ε(y) =
Tε(x)− Tε(y)
|Tε(x)− Tε(y)|2
gx,ε(y) =
Tε(x)− Tε(y)∗
|Tε(x)− Tε(y)∗|2
sont alors borne´es dans L4/3(B(0, R1)∩Πε) inde´pendamment de ε ≤ εx (mais
non ne´cessairement inde´pendamment de x).
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De plus,
fx(y) =
T (x)− T (y)
|T (x)− T (y)|2
et
gx(y) =
T (x)− T (y)∗
|T (x)− T (y)∗|2
sont borne´es dans L4/3(B(0, R1) ∩ Π).
De´monstration. En se rappelant des proprie´te´s de T et que Tε → T unifor-
me´ment dans B(0, R1), nous savons que Tε(B(0, R1)) ⊂ B(0, R˜), pour R˜ > 0
inde´pendant de ε.
Pour borner fx,ε, nous changeons de variables η = Tε(y) et nous posons
z = Tε(x) :∫
B(0,R1)∩Πε
1
|Tε(x)− Tε(y)|4/3dy ≤
∫
1≤|η|≤R˜
| det(DT−1ε )|(η)
|z − η|4/3 dη
≤ 2πC
∫ |z|+R˜
0
1
r1/3
dr
≤ C1(x).
Pour la seconde fonction, nous commenc¸ons de la meˆme manie`re, puis
nous changeons a` nouveau de variables avec θ = η∗ :∫
B(0,R1)∩Πε
1
|Tε(x)− Tε(y)∗|4/3dy ≤
∫
1≤|η|≤R˜
| det(DT−1ε )|(η)
|z − η∗|4/3 dη
≤ C
∫
1/R˜≤|θ|≤1
1
|z − θ|4/3
dθ
|θ|4
≤ C˜
∫
|θ|≤1
1
|z − θ|4/3dθ
≤ C2(x)
avec C2 ne de´pendant pas de ε.
En remplac¸ant T par Tε, nous obtenons les bornes pour fx et gx.
Conside´rons maintenant la limite de Φεωε. Comme Φεωε ∈ L∞([0,∞), L1∩
L∞(R2)) et que Φε∂tωε ∈ L∞loc([0,∞), H−2(R2)), nous pouvons extraire une
sous-suite telle que Φεωε → ω faible-∗ dans L∞([0,∞), L4(R2)) avec ω ∈
L∞([0,∞), L1 ∩ L∞(R2)) et ∂tω ∈ L∞loc([0,∞), H−2(R2)). Nous voulons de
plus que Φεωε(·, t)→ ω(·, t) faible L4 pour tout t. Comme ‖Φεωε(·, t)‖L4(R2) ≤
‖ω0‖L4 < ∞, et graˆce au the´ore`me d’Alaoglu, nous pouvons extraire pour
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tout t une sous-suite qui ve´rifie Φεωε(·, t) → ω(·, t) faible L4. Cependant,
cette sous-suite de´pend du temps, ce qui ne correspond pas a` ce que nous
cherchons. La prochaine proposition e´tablit l’existence de cette sous-suite
commune pour tout t. Remarquons avant que ω(t) est de´fini pour tout t ≥ 0.
En effet, ∂tω ∈ L∞loc([0,∞), H−2(R2)), d’ou` ω ∈ C0([0,∞), H−2(R2)). De plus,
puisque ω ∈ L∞([0,∞), L1 ∩ L∞(R2)) nous avons aussi que ω(t) ∈ Lp(R2)
pour tout t ≥ 0 et sup
t≥0
‖ω(t)‖Lp(R2) <∞ pour tout p > 1.
Proposition 3.3.2. Il existe une sous-suite de Φεωε (note´e encore Φεωε)
telle que Φεωε(·, t)→ ω(·, t) faible L4(R2) pour tout t.
De´monstration. Comme Q est de´nombrable, par extraction diagonale nous
choisissons une sous-suite commune a` tous les temps rationnels. Nous allons
alors montrer que cette sous-suite converge pour tout t.
Soit ϕ ∈ C∞c (R2) et
fε(t) =
∫
R2
ϕ(Φεωε − ω)dx.
Alors fε → 0 pour tout t ∈ Q. De plus
f ′ε(t) =
∫
R2
ϕ(Φε∂tω
ε − ∂tω)dx.
En utilisant l’estimation temporelle (lemme 3.2.6) et le fait que ϕ ∈ H2, alors
nous avons que {fε} est e´quicontinue. Or, une famille e´quicontinue qui tend
vers 0 sur un ensemble dense, tend vers 0 pour tout t.
Pour finir, soit ϕ ∈ L4/3(R2). L’ensemble C∞c e´tant dense dans L4/3, il
existe une suite ϕn ∈ C∞c (R2) qui converge vers ϕ dans L4/3. Nous introdui-
sons fn,ε de la meˆme manie`re que fε, en remplac¸ant ϕ par ϕn. Pour t fixe´, la
premie`re partie de cette preuve affirme que
pour tout n, fn,ε → 0 quand ε→ 0. (3.3.1)
De plus
fε − fn,ε =
∫
R2
(ϕ− ϕn)(Φεωε − ω)dx
|fε − fn,ε| ≤ (‖ω0‖L4 + sup
t≥0
‖ω(t)‖L4)‖ϕ− ϕn‖L4/3 .
Par conse´quent, fε − fn,ε tend vers 0 uniforme´ment en ε, ce qui permet avec
(3.3.1) de conclure que fε → 0. Ceci termine la de´monstration.
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Lemme 3.3.3. Les deux fonctions suivantes :
fε(t, x) =
∫
R2
(T (x)− T (y))⊥
|T (x)− T (y)|2 (Φ
ε(y)ωε(t, y)− ω(t, y))dy
et
gε(t, x) =
∫
R2
(T (x)− T (y)∗)⊥
|T (x)− T (y)∗|2 (Φ
ε(y)ωε(t, y)− ω(t, y))dy
tendent vers 0 dans L2([0,T], L6loc(R
2)) quand ε→ 0.
De´monstration. Soit K un compact de R2. Dans un premier temps, nous
fixons t ∈ [0,T] et nous montrons que la norme L6(K) de fε tend vers 0.
Pour tout x ∈ K \ Γ,
fε(t, x) =
∫
R2
fx(y)
⊥(Φε(y)ωε(t, y)− ω(t, y))dy,
avec fx donne´ dans le lemme 3.3.1. Ce dernier lemme affirme d’ailleurs que
fx est borne´ dans L
4/3 et comme Φεωε → ω faible L4, nous avons que pour
x fixe´,
fε(t, x)→ 0 quand ε→ 0.
Nous appliquons alors le lemme 3.2.2 (majoration de I1,a) avec
h(t, y) = Φε(y)ωε(t, y)− ω(t, y)
afin d’obtenir une borne pour fε inde´pendante de x, t et ε.
Nous avons donc f 6ε → 0 presque partout quand ε→ 0, et que |f 6ε | est uni-
forme´ment borne´. Nous pouvons donc appliquer le the´ore`me de convergence
domine´e pour conclure que pour tout t et K compact∫
K
|fε(t, x)|6dx→ 0.
Nous faisons maintenant varier t et nous appliquons une nouvelle fois le
the´ore`me de convergence domine´e pour obtenir le re´sultat concernant fε.
En utilisant cette fois ci la majoration de I˜2 du lemme 3.2.2, nous proce´-
dons de la meˆme manie`re pour gε.
Nous avons encore besoin de deux derniers lemmes, qui peuvent eˆtre in-
terpre´te´s comme une conse´quence de la convergence de Tε vers T (hypothe`se
2.1.6).
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Lemme 3.3.4. Pour tout x ∈ Π,
(Tε(x)− Tε(y)∗)⊥
|Tε(x)− Tε(y)∗|2 −
(T (x)− T (y)∗)⊥
|T (x)− T (y)∗|2 → 0 quand ε→ 0
dans L4/3(B(0, R1) ∩ Πε) (ou` la norme est prise par rapport a` y).
De´monstration. Soit x fixe´. En utilisant la relation (2.2.3) nous avons∫
B(0,R1)∩Πε
( |(T (x)− Tε(x))− (T (y)∗ − Tε(y)∗)|
|T (x)− T (y)∗||Tε(x)− Tε(y)∗|
)4/3
dy ≡
∫
B(0,R1)∩Πε
hx,ε(y)dy.
D’apre`s la remarque 2.1.7, nous savons que hx,ε(y)→ 0 ponctuellement quand
ε → 0. Si x /∈ Γ alors |T (x)| > 1, et comme |Tε(x)| → |T (x)| 6= 1 nous
pouvons e´crire
|T (x)− T (y)∗| ≥ |T (x)| − 1 > 0
|Tε(x)− Tε(y)∗| ≥ |Tε(x)| − 1 ≥ 1/2(|T (x)| − 1) > 0,
pour ε assez petit (de´pendant de x). Par conse´quent hx,ε peut eˆtre borne´
par une constante inde´pendante de y et ε, ce qui nous permet d’appliquer le
the´ore`me de convergence domine´e pour affirmer que
∫
B(0,R1)∩Πε hx,ε(y)dy → 0
quand ε→ 0.
Lemme 3.3.5. Nous avons que
Φε(x)
∫
R2
((Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2 −
(T (x)− T (y))⊥
|T (x)− T (y)|2
)
Φε(y)ωε(y)dy → 0
dans L∞loc([0,∞)× R2) quand ε→ 0.
De´monstration. Soit x ∈ B(0, R) et y ∈ supp ωε fixe´s. En utilisant a` nouveau
(2.2.3) nous pouvons introduire
h˜x,ε ≡ |(Tε(x)− T (x))− (Tε(y)− T (y))||Tε(x)− Tε(y)||T (x)− T (y)|
et le borner par
h˜x,ε ≤
√
2 sup
B(0,R2)∩Πε
(|Tε − T |)
×
( 1√|Tε(x)− Tε(y)||T (x)− T (y)| +
1
|Tε(x)− Tε(y)|
√|T (x)− T (y)|
)
ou` R2 = max(R,R1).
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En utilisant le lemme 3.2.2 avec a = 5/4 et a = 5/3 nous concluons graˆce
a` l’ine´galite´ d’Ho¨lder que :∫
R2
h˜x,ε(y)Φ
ε(y)|ωε(y)|dy ≤
√
2 sup
B(0,R2)∩Πε
(|Tε − T |)
×
(∥∥∥ (ωε)2/5√|Tε(x)− Tε(y)|
∥∥∥
L5/2
∥∥∥ (ωε)3/5|T (x)− T (y)|
∥∥∥
L5/3
+
∥∥∥ (ωε)3/5|Tε(x)− Tε(y)|
∥∥∥
L5/3
∥∥∥ (ωε)2/5√|T (x)− T (y)|
∥∥∥
L5/2
)
≤ C
√
sup
B(0,R2)∩Πε
(|Tε − T |).
La convergence uniforme de Tε (remarque 2.1.7) nous permet alors de conclure.
The´ore`me 3.3.6. Nous avons Φεuε → u fortement dans L2loc([0,∞)× R2),
avec
u(x) =
1
2π
DT t(x)
∫
R2
((T (x)− T (y))⊥
|T (x)− T (y)|2 −
(T (x)− T (y)∗)⊥
|T (x)− T (y)∗|2
)
ω(y, t)dy+αH(x).
(3.3.2)
De´monstration. Nous rappelons la forme explicite de Φεuε :
Φεuε =
1
2π
Φε(x)DT tε(x)
∫
Πε
((Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2 −
(Tε(x)− Tε(y)∗)⊥
|Tε(x)− Tε(y)∗|2
)
ωε(y, t)dy
+ αΦε(x)Hε(x).
Ensuite nous de´composons :
(Φεuε − u)(x) = 1
2π
(DT tε(x)−DT t(x))Φε(x)
∫
Πε
((Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2
− (Tε(x)− Tε(y)
∗)⊥
|Tε(x)− Tε(y)∗|2
)
ωε(y)dy
+
1
2π
DT t(x)Φε(x)
∫
Πε
((Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2
− (Tε(x)− Tε(y)
∗)⊥
|Tε(x)− Tε(y)∗|2
)
ωε(y)(1− Φε(y))dy
+
1
2π
DT t(x)Φε(x)
∫
R2
((Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2
− (T (x)− T (y))
⊥
|T (x)− T (y)|2
)
Φε(y)ωε(y)dy
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+
1
2π
DT t(x)(Φε(x)− 1)
∫
R2
(T (x)− T (y))⊥
|T (x)− T (y)|2 Φ
ε(y)ωε(y)dy
+
1
2π
DT t(x)
∫
R2
(T (x)− T (y))⊥
|T (x)− T (y)|2 (Φ
ε(y)ωε(y)− ω(y))dy
− 1
2π
DT t(x)Φε(x)
∫
R2
((Tε(x)− Tε(y)∗)⊥
|Tε(x)− Tε(y)∗|2
− (T (x)− T (y)
∗)⊥
|T (x)− T (y)∗|2
)
Φε(y)ωε(y)dy
− 1
2π
DT t(x)(Φε(x)− 1)
∫
R2
(T (x)− T (y)∗)⊥
|T (x)− T (y)∗|2 Φ
ε(y)ωε(y)dy
− 1
2π
DT t(x)
∫
R2
(T (x)− T (y)∗)⊥
|T (x)− T (y)∗|2 (Φ
ε(y)ωε(y)− ω(y))dy
+ α
1
2π
(
Φε(x)DT tε(x)
Tε(x)
⊥
|Tε(x)|2 −DT
t(x)
T (x)⊥
|T (x)|2
)
≡ J1 + ...+ J9.
Pour chaque Ji nous utiliserons le fait que DT est borne´ dans L
3
loc (voir
la proposition 2.1.2). Nous utiliserons les majorations des inte´grales I1 et I2
inde´pendamment de x, ε, t (voir le lemme 3.2.2).
Pour J4 et J7, nous remarquons que (Φ
ε(x)− 1)→ 0 dans L6, DT e´tant
borne´ dans L3loc tandis que l’inte´grale est borne´e inde´pendamment de x, ε
et t (voir la remarque 3.2.3), ce qui est suffisant pour conclure que J4 et J7
convergent vers ze´ro dans L2loc([0,∞)× R2).
Un argument similaire fonctionne pour J1, car DTε → DT dans L3loc par
l’hypothe`se 2.1.6.
En ce qui concerne J2, le lemme 3.3.1 affirme que pour x fixe´, les fractions
sont borne´es dans L4/3(B(0, R1)) inde´pendamment de ε. De plus ω
ε est borne´
inde´pendamment de t, ε et 1 − Φε(y) → 0 dans L4. Nous avons donc, pour
x /∈ Γ fixe´, que l’inte´grale tend simplement vers 0. Or l’inte´grale est borne´e
(voir le lemme 3.2.2) et en utilisant le the´ore`me de convergence domine´e,
nous observons qu’elle tend vers 0 dans L6loc. Nous avons alors la convergence
de J2 vers ze´ro car DT est borne´ L
3
loc.
La convergence de J3 vers 0 de´coule directement du lemme 3.3.5. Ensuite,
comme DT appartient a` L3loc(R
2) et graˆce au lemme 3.3.3, nous savons que
les inte´grales dans J5 et J8 tendent vers ze´ro dans L
2
loc([0,∞), L6loc(R2)). Par
conse´quent J5 et J8 tendent vers ze´ro dans L
2
loc.
Traitons maintenant J6. En appliquant le lemme 3.3.4 et en raisonnant
comme nous l’avons fait pour J2 : pour x et t fixe´s, l’inte´grale tend sim-
plement vers 0 car ωε est borne´ dans L4 inde´pendamment de t. De plus, la
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borne uniforme du lemme 3.2.2 nous permet d’appliquer deux fois le the´o-
re`me de convergence domine´e pour obtenir que l’inte´grale converge vers 0
dans L2loc([0,∞), L6loc(R2)). En utilisant une nouvelle fois que DT appartient
a` L3loc nous obtenons le re´sultat de´sire´ pour J6.
La convergence de J9 peut eˆtre faite plus facilement car 1/|T | ≤ 1. En
effet, nous pouvons le de´composer
J9 =
α
2π
(DT tε(x)−DT t(x))Φε(x)
Tε(x)
⊥
|Tε(x)|2
+
α
2π
Φε(x)DT t(x)
( Tε(x)⊥
|Tε(x)|2 −
T (x)⊥
|T (x)|2
)
+
α
2π
(Φε(x)− 1)DT t(x) T (x)
⊥
|T (x)|2 ,
et la convergence vers ze´ro de J9 est alors une conse´quence directe du point
(iii) de l’hypothe`se 2.1.6 et de la remarque 2.1.7.
Le the´ore`me pre´ce´dent donne une formule explicite de la vitesse en fonc-
tion du tourbillon limite. Nous en de´duisons alors quelques proprie´te´s sur
cette vitesse limite u.
Proposition 3.3.7. Soit u donne´ par le the´ore`me 3.3.6. Pour t fixe´, ce
champ de vitesse
i) est continu sur R2 \ Γ.
ii) est continu jusqu’au bord Γ \ {−1; 1}, avec des valeurs diffe´rentes de
chaque coˆte´ de Γ.
iii) explose aux extre´mite´s de la courbe comme C/
√|x− 1||x+ 1|, ce qui
appartient a` Lploc pour p < 4.
iv) est tangent a` la courbe.
De´monstration. Pour montrer cela, nous allons de´montrer que
A(x) ≡
∫
R2
T (x)− T (y)
|T (x)− T (y)|2ω(y)dy et B(x) ≡
∫
R2
T (x)− T (y)∗
|T (x)− T (y)∗|2ω(y)dy
sont continus sur R2 \ Γ quand ω ∈ L1 ∩ L∞. Comme dans la preuve du
lemme 3.2.2, nous changeons de variables et nous introduisons f(η, t) =
ω(T−1(η), t)J(η)χ{|η|≥1} puis z = T (x). Nous avons alors A˜(z) ≡ A(x) =∫
|η|≥1
z−η
|z−η|2f(η, t)dη qui est continu pour f ∈ L1 ∩ L∞. De la meˆme manie`re
que nous avions majore´ I2 dans la preuve du lemme 3.2.2, nous e´crivons
B(x) =
∫
|η|≥2
z − η∗
|z − η∗|2f(η, t)dη+
∫
1/2≤|θ|≤1
z − θ
|z − θ|2 g(θ, t)dθ ≡ B1(z)+B2(z),
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avec g(θ, t) = ω(T−1(θ∗), t)J(θ∗)/|θ|4. Comme pour A, nous observons que B2
est continu. Pour B1, nous prenons une suite fn ∈ C∞c telle que fn → f(·, t)
fortement dans L1 et nous remarquons que B1,n ≡
∫
|η|≥2
z−η∗
|z−η∗|2fn(η, t)dη est
continu. Comme |z − η∗| ≥ 1/2, et apre`s avoir vu que ‖Bn − B1‖L∞ ≤
2‖fn − f‖L1 , nous pouvons conclure que B1 est continu.
De plus, A˜,B1 etB2 sont continus jusqu’au bord. CommeA(x) = A˜(T (x))
et B(x) = B1(T (x)) + B2(T (x)), avec T continu jusqu’a` Γ \ {−1; 1}, avec
des valeurs diffe´rentes de chaque coˆte´ de Γ (voir la proposition 2.1.2), nous
obtenons i) et ii).
L’explosion aux extre´mite´s est une conse´quence de l’expression de DT
(voir (2.1.1)), et du fait que A(x) et B(x) sont borne´s d’apre`s le lemme 3.2.2.
Enfin, pour montrer que la vitesse est tangente a` la courbe, nous re´alisons
un calcul similaire, mais simplifie´, a` celui fait dans la preuve du lemme 3.2.5.
En effet, comme |T (x)| = 1 sur la courbe Γ, ∇|T (x)| est orthogonal a` la
courbe. D’apre`s la proposition 2.1.2, ∇|T (x)| est continu jusqu’a` la courbe Γ
avec des valeurs diffe´rentes de chaque coˆte´. Soit x ∈ Γ \ {−1; 1}, alors pour
une suite xn ∈ Π qui tend vers x, nous pouvons reprendre le calcul fait au
de´but de la preuve du lemme 3.2.5, pour avoir :
u(xn) · ∇|T (xn)| = u(xn)⊥ · ∇⊥|T (xn)|
= − 1
2π
∫
R2
( T (xn)− T (y)
|T (xn)− T (y)|2 −
T (xn)− T (y)∗
|T (xn)− T (y)∗|2
)
ω(y, t)dy
×DT (xn)DT t(xn)T (xn)
⊥
|T (xn)| + α
∇|T (xn)|
|T (xn)| · ∇
⊥|T (xn)|
=
1
2π|T (xn)| det(DT )(xn)
∫
R2
An(y)ω(y, t)dy
avec
An(y) =
T (y) · T (xn)⊥
|T (xn)− T (y)|2 −
T (y)∗ · T (xn)⊥
|T (xn)− T (y)∗|2
=
|T (xn)− T (y)∗|2 − |T (xn)− T (y)|2/|T (y)|2
|T (xn)− T (y)|2|T (xn)− T (y)∗|2 T (y) · T (xn)
⊥
=
(1− 1/|T (y)|2)(|T (xn)|2 − 1)
|T (xn)− T (y)|2|T (xn)− T (y)∗|2T (y) · T (xn)
⊥.
Si xn tend vers x sur un coˆte´ de la courbe, alors |T (xn)| → 1 et An(y)→ 0.
D’ou` Anω(·, t) tend simplement vers ze´ro, et comme l’inte´grale est borne´e
d’apre`s la remarque 3.2.3, nous obtenons graˆce au the´ore`me de convergence
domine´e que u(x) · ∇|T (x)| = 0 et donc que la vitesse, de chaque coˆte´, est
tangente a` la courbe.
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Nous avons donc une limite faible ∗ pour le tourbillon et une limite forte
pour la vitesse. Nous allons maintenant regarder la relation entre rotu et ω.
3.3.2 Calcul du rotationnel et de la divergence de la
vitesse
Nous remarquons tout d’abord que div u = 0 sur R2 au sens des distribu-
tions. En effet, u est la limite de Φεuε dont la divergence div Φεuε = uε ·∇Φε
tend vers ze´ro en norme L1 (voir le lemme 3.2.5).
Calculons de´sormais le rotationnel de la vitesse limite.
Nous rappelons que la courbe Γ est parame´tre´e de −1 vers 1. Soit −→τ =
Γ′/|Γ′| le vecteur tangent de Γ, uup la limite de u(Γ(s)+ρ−→τ ⊥) quand ρ→ 0+
et udown la limite quand ρ→ 0−.
Lemme 3.3.8. Il existe une fonction gω qui de´pend de Γ, γ et ω telle que
rotu = ω + gω(s)δΓ,
au sens des distributions.
De plus gω = (udown − uup) · −→τ ce qui correspond au saut de la vitesse a`
travers la courbe.
De´monstration. Cette preuve se divise en deux parties. La premie`re partie
consiste a` montrer que rotu − ω est concentre´ sur la courbe Γ, et nous de´-
duirons l’expression de gω dans la seconde partie.
Commenc¸ons par calculer rotH. Nous rappelons queH = 1/2π ∇⊥ log |T (x)|.
Soit ϕ ∈ C∞0 (R2), nous e´crivons :∫
Π
rot (H)ϕ = −
∫
Π
H · ∇⊥ϕ
= − 1
2π
∫
Π
T (x)
|T (x)|2DT (x)∇ϕ(x)dx
= − 1
2π
∫
Dc
z
|z|2DT (T
−1(z))∇ϕ(T−1(z))| det DT−1|(z)dz
ou` nous avons change´ de variables z = T (x). Comme T est holomorphe, nous
remarquons que
∇(ϕ◦T−1)(z) = DT−1t(z)∇ϕ(T−1(z)) = | det DT−1|(z)DT (T−1(z))∇ϕ(T−1(z)).
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Nous utilisons les coordonne´es polaires (z = reiθ) pour trouver∫
Π
rot (H)ϕ = − 1
2π
∫ 2pi
0
∫ ∞
1
∇(ϕ ◦ T−1)(z) · z
r
drdθ
= − 1
2π
∫ 2pi
0
∫ ∞
1
d
dr
(
ϕ ◦ T−1(reiθ)
)
drdθ
=
1
2π
∫ 2pi
0
ϕ ◦ T−1(cos(θ), sin(θ))dθ.
La dernie`re inte´grale peut eˆtre e´crite comme une inte´grale de ϕ sur la courbe
Γ avec une certaine masse.
Faisons le meˆme calcul avec la forme explicite de la vitesse et conside´rons
les translations τ1 : z 7→ z + T (y) et τ2 : z 7→ z + T (y)∗, pour obtenir :
∫
rot (u) · ϕ =− 1
2π
∫
R2
(∫
Dc−T (y)
∇(ϕ ◦ T−1 ◦ τ1)(z) · z|z|2dz
)
ω(y)dy
+
1
2π
∫
R2
(∫
Dc−T (y)∗
∇(ϕ ◦ T−1 ◦ τ2)(z) · z|z|2dz
)
ω(y)dy
+ α
∫
rot (H) · ϕ
=
∫
R2
ϕ(y)ω(y)dy
+
1
2π
∫
R2
∫ θ1(y)
θ0(y)
[ϕ ◦ T−1(A1,y(θ))− ϕ ◦ T−1(A2,y(θ))]dθω(y)dy
− 1
2π
∫
R2
∫ 2pi
0
ϕ ◦ T−1(A3,y(θ))ω(y)dy
+
α
2π
∫ 2pi
0
ϕ ◦ T−1(cos(θ), sin(θ))dθ,
avec A1, A2 et A3 construits comme cela : nous conside´rons la demi-droite qui
part de T (y) et ayant un angle θ avec l’axe des abscisses. Comme |T (y)| > 1,
il existe deux angles θ0 < θ1 tels que la demi-droite soit tangente au cercle
unite´. Si nous prenons θ ∈ (θ0, θ1), alors la demi-droite intersecte le cercle en
deux points A2 et plus loin A1. Pour A3 nous faisons la meˆme chose avec la
demi-droite partant de T (y)∗. Dans ce cas, nous avons une intersection avec
le cercle unite´ pour tout angle.
La difficulte´ est de faire le changement de variables. En effet, comme
T−1(Ai,y(θ)) ∈ Γ, nous devrions changer de variable s = T−1(Ai,y(θ)) pour
obtenir
∫
R2
∫
Γ
ϕ(s)fi,y(s)ds dy, mais ce calcul est trop complique´. En fait,
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nous venons de prouver que rotu = ω + gω(s)δΓ, et nous allons chercher
directement une expression de gω. Pour cela, nous conside´rons v la solution
du proble`me de Green sans obstacle :
div v = 0 et rot v = ω dans R2.
La formule explicite est v(x) = (2π)−1
∫
R2
(x−y)⊥
|x−y|2 ω(y)dy. Si nous notons w =
u− v, alors rotw = gωδΓ. Prouvons maintenant que gω = (wdown −wup) · −→τ ,
avec wup et wdown de´finis de la meˆme manie`re que uup et udown. Pour x ∈
Γ \ {−1; 1}, il existe un petit voisinage O de x, tel que O \ Γ soit l’union de
deux domaines connexes : Oup et Odown. Nous avons∫
O
rotwϕ =
∫
Γ
ϕ(s)gω(s)ds
(
=
∫ 1
0
ϕ(Γ(η))gω(Γ(η))|Γ′(η)|dη
)
.
Or∫
O
rotw ϕ = −
∫
O
w · ∇⊥ϕ = −
∫
Oup
w · ∇⊥ϕ−
∫
Odown
w · ∇⊥ϕ
=
∫
Oup
rotw ϕ−
∫
∂Oup
ϕw · −→τup +
∫
Odown
rotw ϕ−
∫
∂Odown
ϕw · −−−→τdown
= −
∫
Γ
ϕwup · −→τ +
∫
Γ
ϕwdown · −→τ
car w = u− v est continu sur R2 \ Γ.
Nous obtenons bien que gω = (wdown−wup)·−→τ . Sachant que v est re´gulier,
nous avons
gω = rotw = (udown − uup) · −→τ . (3.3.3)
Pour conclure :∫
ϕrot (u) =
∫
R2
ϕ(y)ω(y)dy +
∫
Γ
ϕ(s)gω(s)ds,
avec gω, borne´ sur Γ \ {−1; 1}, et e´quivalent aux extre´mite´s a`
1
π
A(±1)√|s− 1||s+ 1|
avec
A(±1) = C±1
∣∣∣∫
R2
((T (±1)− T (y))⊥
|T (±1)− T (y)|2 −
(T (±1)− T (y)∗)⊥
|T (±1)− T (y)∗|2
)
ω(y, t)dy+αT (±1)⊥
∣∣∣
qui est borne´. Nous pouvons prouver la continuite´ de gω comme nous l’avons
fait pour u dans la proposition 3.3.7.
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Une simplification semble difficile, et nous ne pouvons pas obtenir un
re´sultat du genre rotu = ω + g(s)δΓ avec g inde´pendant du temps. Meˆme
dans le cas simple ou` Γ est le segment [−1, 1], le calcul de gω ne donne rien de
simple. Nous pouvons cependant expliciter le calcul de rot (H) dans ce cas :
T−1(cos(θ), sin(θ)) = (cos(θ), 0) et nous changeons de variables η = cos θ
pour avoir∫
rot (H)ϕ = 2 · 1
2π
∫ pi
0
ϕ(cos(θ), 0)dθ =
1
π
∫ 1
−1
ϕ(η, 0)√
1− η2dη.
Nous remarquons bien que le terme 1/
√
1− η2 explose aux extre´mite´s de
Γ comme l’inverse de la racine carre´e de la distance.
3.3.3 Equation du tourbillon limite sur le plan
Nous commenc¸ons par observer que la suite {Φεωε} est borne´e dans
L∞([0,T], L4), et donc, quitte a` passer a` une sous-suite, nous avons
Φεωε ⇀ ω, faible-∗ dans L∞([0,T], L4).
Nous avons de´ja` la vitesse limite.
L’objectif de cette sous-partie est de montrer que u et ω ve´rifient, dans
un sens a` de´finir, le syste`me :

∂tω + u · ∇ω = 0, dans R2 × (0,∞)
div u = 0 et rotu = ω + gω(s)δΓ, dans R
2 × [0,∞)
|u| → 0, quand |x| → ∞
ω(x, 0) = ω0(x), dans R
2.
(3.3.4)
ou` δΓ est la fonction Dirac le long de la courbe et ou` gω est donne´e dans
(3.3.3).
De´finition 3.3.9. La paire (u, ω) est une solution faible du syste`me pre´ce´-
dent si
(a) pour toute fonction test ϕ ∈ C∞c ([0,∞)× R2) nous avons∫ ∞
0
∫
R2
ϕtωdxdt+
∫ ∞
0
∫
R2
∇ϕ · uωdxdt+
∫
R2
ϕ(x, 0)ω0(x)dx = 0,
(b) nous avons div u = 0 et rotu = ω + gωδΓ au sens des distributions
dans R2 et |u| → 0 a` l’infini.
The´ore`me 3.3.10. La paire (u, ω) obtenue est une solution faible du syste`me
pre´ce´dent.
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De´monstration. Le second point de la de´finition est directement ve´rifie´ d’apre`s
la sous-partie pre´ce´dente et d’apre`s la sous-partie 2.2.7 concernant le com-
portement a` l’infini. En effet, en utilisant le support compact de ω, la vitesse
ve´rifie |u| → 0 a` l’infini, graˆce au comportement de K[ω] et H (voir (2.2.4)
et (2.2.6)).
Nous introduisons ensuite un ope´rateur Iε, qui a` une fonction test ϕ ∈
C∞0 ([0,∞)× R2) associe
Iε[ϕ] ≡
∫ ∞
0
∫
R2
ϕt(Φ
ε)2ωεdxdt+
∫ ∞
0
∫
R2
∇ϕ · (Φεuε)(Φεωε)dxdt.
Pour prouver que (u, ω) est une solution faible, nous montrerons que
(i) Iε[ϕ] +
∫
R2
ϕ(x, 0)ω0(x)dx→ 0 quand ε→ 0
(ii) Iε[ϕ]→
∫∞
0
∫
R2
ϕtωdxdt+
∫∞
0
∫
R2
∇ϕ · uωdxdt quand ε→ 0.
Ces deux points de´montre´s, il est clair que la preuve sera termine´e.
Commenc¸ons par montrer (i). Comme uε et ωε ve´rifient (3.1.2), nous
pouvons facilement voir que∫ ∞
0
∫
R2
ϕt(Φ
ε)2ωεdxdt = −
∫ ∞
0
∫
R2
∇(ϕ(Φε)2) · uεωεdxdt
−
∫
R2
ϕ(x, 0)(Φε)2(x)ω0(x)dx.
Nous calculons alors
Iε[ϕ] = −2
∫ ∞
0
∫
R2
ϕ∇Φε · uε(Φεωε)dxdt−
∫
R2
ϕ(x, 0)(Φε)2(x)ω0(x)dx
Nous avons :∣∣∣Iε[ϕ] +
∫
R2
ϕ(x, 0)(Φε)2(x)ω0(x)dx
∣∣∣ ≤ 2‖Φεωε‖L∞(L∞)‖ϕ‖L1(L∞)‖uε · ∇Φε‖L∞(L1)
→ 0,
quand ε → 0 (voir le lemme 3.2.5). Ceci montre (i) pour tout ε assez petit
tel que (Φε)2(x)ω0 = ω0, ce qui est possible car le support de ω0 n’intersecte
pas la courbe.
En ce qui concerne (ii), le terme line´aire ne pre´sente aucune difficulte´. La
seconde partie se traˆıte par une convergence faible-forte de la paire tourbillon-
vitesse :∣∣∣∫ ∫ ∇ϕ · (Φεuε)(Φεωε)− ∫ ∫ ∇ϕ · uω∣∣∣ ≤ ∣∣∣∫ ∫ ∇ϕ · (Φεuε − u)(Φεωε)∣∣∣
+
∣∣∣∫ ∫ ∇ϕ · u(Φεωε − ω)∣∣∣.
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Or Φεuε → u fortement dans L2([0,T], L2loc(R2)) graˆce au the´ore`me 3.3.6. Le
premier terme tend donc vers ze´ro car Φεωε est borne´ dans L∞([0,∞), L2(R2)).
De la meˆme manie`re, le second terme tend vers ze´ro car Φεωε ⇀ ω faible-∗
dans L∞([0,T], L4(R2)) et u ∈ L∞([0,T], L2loc(R2)).
3.3.4 Equation de la vitesse limite sur le plan
Comme la fonction u est borne´e dans L2, nous pouvons e´crire une e´quation
en vitesse plus facilement que dans [12]. Le calcul principal de ce sous-chapitre
peut eˆtre trouve´ dans [12].
Nous commenc¸ons par introduire v(x) =
∫
K(x− y)ω(y)dy avec K(x) =
1
2pi
x⊥
|x|2 , la solution sans obstacle de

div v = 0 sur R2,
rot v = ω sur R2,
lim
|x|→∞
|v| = 0.
Cette vitesse est borne´e, et nous notons la perturbation due a` la courbe
par w = u− v, qui est donc borne´e dans Lploc pour p < 4, et qui ve´rifie

divw = 0 sur R2,
rotw = gω(s)δΓ sur R
2,
lim
|x|→∞
|w| = 0.
Nous allons montrer que v ve´rifie l’e´quation suivante :

vt + v · ∇v + v · ∇w + w · ∇v − v(s)⊥g˜v(s)δΓ = −∇p, dans R2 × (0,∞)
div v = 0, dans R2 × (0,∞)
w(x) = 1
2pi
∫
Γ
(x−s)⊥
|x−s|2 g˜v(s)ds, dans R
2 × (0,∞)
v(x, 0) = K[ω0], dans R
2.
(3.3.5)
avec g˜v = grot v.
Pour montrer l’e´quivalence de (3.3.4) et (3.3.5) il suffit de montrer que
rot [v · ∇w + w · ∇v − v(s)⊥g˜v(s)δΓ] = div (ωw) (3.3.6)
pour tout champ de divergence nulle v ∈ W 1,ploc , avec p > 2. En effet, si (3.3.6)
est ve´rifie´, alors nous obtenons pour ω = rot v
0 = −rot∇p = rot [vt + v · ∇v + v · ∇w + w · ∇v − v(s)⊥g˜v(s)δΓ]
= ∂tω + v · ∇ω + w · ∇ω = ∂tω + u · ∇ω = 0,
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et donc (3.3.4) est aussi ve´rifie´. Inversement, si (3.3.4) est ve´rifie´ alors nous
de´duisons que le terme de gauche dans (3.3.5) est de rotationnel nul, ce qui
signifie que cela correspond a` un gradient.
Prouvons donc (3.3.6). Comme W 1,ploc ⊂ C0, v(s) est bien de´fini. Il suffit
en fait de montrer l’e´galite´ pour v ∈ C∞, car nous pouvons passer a` la limite
pour une suite d’approximation de v qui converge fortement dansW 1,ploc et C0.
Il est aise´ de ve´rifier que pour A une matrice 2 × 2 avec des coefficients qui
sont des distributions, nous avons
rot divA = div
(
rotC1
rotC2
)
ou` Ci est la ie`me colonne de A. Pour v re´gulier, nous trouvons
rot [v · ∇w + w · ∇v] = rot div (v ⊗ w + w ⊗ v)
= div
(
rot (vw1) + rot (wv1)
rot (vw2) + rot (wv2)
)
= div (w rot v + v · ∇⊥w + v rotw + w · ∇⊥v).
Avec un petit calcul, nous ve´rifions que
div (v ·∇⊥w+w ·∇⊥v) = v ·∇⊥divw+w ·∇⊥div v+rot v divw+rotw div v.
En se rappelant enfin que nous travaillons avec des champs a` divergence nulle,
nous finissons en e´crivant
rot [v · ∇w + w · ∇v] = div (w rot v + vg˜v(s)δΓ)
= div (w rot v) + rot [v(s)⊥g˜v(s)δΓ].
ce qui montre (3.3.6).
Nous pouvons aussi e´crire une formulation avec la vitesse u, en remplac¸ant
v par u− w pour obtenir sur R2
ut + u · ∇u = −∇p+ wt + w · ∇w + v(s)⊥g˜v(s)δΓ.
Si cette forme est un peu complexe, nous pouvons quand meˆme constater
que rot [wt + w · ∇w + v(s)⊥g˜v(s)δΓ] = 0 dans R2 \ Γ, car rotw = 0 sur ce
meˆme domaine.
3.3.5 Formulation sur l’exte´rieur de la courbe
Nous pouvons obtenir directement une e´quation pour u sur R2 \ Γ en
passant a` la limite ε→ 0. Nous multiplions l’e´quation de vitesse (3.1.1) par
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un champ de vecteurs test a` divergence nulle ϕ ∈ C∞c (R+× (R2 \Γ)) et nous
supposons que ε est assez petit pour que le support de ϕ soit contenu dans
Πε et qu’il n’intersecte pas le support de ∇Φε (ce qui est possible d’apre`s la
proposition 2.1.9). Apre`s inte´gration∫ ∞
0
∫
uε · ∂tϕ+
∫
R2\Γ
uε(·, 0) · ϕ(·, 0) +
∫ ∞
0
∫
(uε ⊗ uε) · ∇ϕ = 0,
ce qui passe facilement a` la limite car uε → u fortement dans L2loc par le
the´ore`me 3.3.6. En effet, nous pouvons de´montrer que uε0 → u0 dans L2loc(R2)
graˆce a` la preuve du the´ore`me 3.3.6. Nous de´montrerons rigoureusement ce
passage a` la limite dans le lemme 4.2.2. Nous avons donc u qui ve´rifie au sens
des distributions l’e´quation d’Euler a` l’exte´rieur de la courbe Γ :

ut + u · ∇u = −∇p, dans R2 \ Γ× (0,∞)
div u = 0 dans R2 \ Γ× [0,∞)
u · nˆ = 0 sur Γ× [0,∞)
|u| → 0, quand |x| → ∞
u(x, 0) = F (ω0, γ) dans R
2 \ Γ
ou` F est la formule du the´ore`me 3.3.6, donnant explicitement la vitesse en
fonction du tourbillon et de la circulation.
3.4 Remarques dans le cas ou` la vitesse n’est
pas nulle a` l’infini
La question pose´e ici est la suivante : nous construisons dans tous les
proble`mes ([11, 12, 13, 14, 17, 18]) une vitesse qui est nulle a` l’infini. Que
deviennent ces re´sultats si nous supposons que la vitesse est constante et
non nulle a` l’infini ? Cette question est souvent pose´e car elle est inspire´e
d’un proble`me de dynamique de fluide. En physique, quand nous voulons
e´tudier l’influence d’un obstacle en mouvement dans un fluide (par exemple
une aile d’avion dans l’air), par un changement de re´fe´rentiel, nous pouvons
supposer que l’obstacle est fixe et que le fluide a` l’infini est en mouvement,
de vitesse oppose´e a` celle de l’obstacle. L’envie naturelle est de pre´tendre
que nos re´sultats s’e´tendent a` ce cas plus ge´ne´ral. Mais que devient la loi de
Biot-Savart dans ce cas ? Nous ne pouvons pas poser directement v = u−C
sans perdre la condition de tangence au bord de l’obstacle. L’ide´e serait donc
d’enlever la constante juste a` l’infini, mais nous verrons apparaˆıtre des termes
additionnels engendre´s par la fonction troncature.
3.4. FLUIDE CONSTANT A` L’INFINI 71
L’objectif ici est donc d’e´tendre rigoureusement ce qui a e´te´ fait dans ce
chapitre (fluide visqueux en dimension deux, autour d’un obstacle qui tend
vers une courbe) au cas ou` nous ne supposons plus que la vitesse soit nulle a`
l’infini. L’extension des autres travaux ne´cessiterait une e´tude spe´cifique afin
de ve´rifier que toutes les proprie´te´s s’appliquent encore. La premie`re sous-
partie est commune car elle concerne la loi de Biot-Savart. Nous choisissons
ensuite de ne faire que le cas traite´ dans ce chapitre. Reprenons donc le plan,
et ve´rifions point par point que tout se passe bien.
Loi de Biot-Savart
Nous cherchons ici a` exprimer la vitesse en fonction du tourbillon initial
ω0, la circulation γ de la vitesse autour de Ωε et la limite u
∞ = (u∞1 , u
∞
2 ) de
la vitesse a` l’infini. La vitesse et le tourbillon sont donc couple´s par

div uε = 0 dans Πε × [0,∞)
rotuε = ωε dans Πε × [0,∞)
uε · nˆ = 0 sur Γε × [0,∞)∮
uε · ds = γ pour t ∈ [0,∞)
lim
|x|→∞
uε = u∞ pour t ∈ [0,∞)
Nous nous servons donc ici de la fonction troncature re´gulie`re η valant ze´ro
sur B(0, R) (avec R grand) et valant 1 a` l’exte´rieur de B(0, R + 1). Comme
nous de´sirons avoir un champ de vitesse a` divergence nulle, nous poserons
vε = uε −∇⊥(ηΦ)
avec Φ(x1, x2) = −u∞1 x2 + u∞2 x1. Nous avons bien vε = uε sur B(0, R), et
donc que ce champ est tangent au bord, de circulation autour de l’obstacle
γ, et que lim|x|→∞ vε = 0. Si nous calculons son rotationnel, nous trouvons
ω˜ε ≡ rot vε = ωε −∆(ηΦ),
avec ∆(ηΦ) ∈ C∞c a` support dans B(0, R + 1) \ B(0, R). Nous avons alors
que vε et ω˜ε sont couple´s par

div vε = 0 dans Πε × [0,∞)
rot vε = ω˜ε dans Πε × [0,∞)
vε · nˆ = 0 sur Γε × [0,∞)∮
vε · ds = γ pour t ∈ [0,∞)
lim
|x|→∞
vε = 0 pour t ∈ [0,∞)
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et nous pouvons appliquer la loi de Biot-Savart trouve´e dans (2.2.7) pour
e´crire que
vε(x, t) = Kε[ω˜ε(·, t)](x) + αHε(x)
avec
α = γ +
∫
Πε
(ω0 −∆(ηΦ))(x) dx = γ +
∫
Πε
ω0.
En effet, ∆(ηΦ) a son support inclus dans B(0, R + 1) et nous avons par
inte´gration par parties que
−
∫
Πε
∆(ηΦ)(x) dx = −
∫
B(0,R+1)
∆(ηΦ)(x) dx =
∫
∂B(0,R+1)
(u∞)⊥ · n ds = 0
par syme´trie.
Nous obtenons donc que
uε(x, t) = Kε[ωε(·, t)−∆(ηΦ)](x) + αHε(x) +∇⊥(ηΦ)(x).
Passage a` la limite
Il suffit ici de se rappeler de l’ide´e de la de´monstration pour constater
que tout va bien s’appliquer. En effet, les normes Lp de ωε sont toujours
conserve´es et nous avons alors que les normes Lp de ω˜ sont majore´es, ce qui
permet d’obtenir le the´ore`me 3.2.4 pour v. Le lemme 3.2.5 et les estimations
temporelles ne changent pas, car la vitesse est uniforme´ment borne´e loin des
obstacles. Nous obtenons alors les meˆmes convergences pour ωε vers ω et ω˜ε
vers ω˜ ≡ ω −∆(ηΦ), ce qui permet de passer a` la limite dans la loi de Biot-
Savart exactement comme cela a e´te´ fait dans la partie 3.3.1 pour obtenir
une limite forte des vitesses dans L2loc vers
u =
1
2π
DT t(x)
∫
R2
((T (x)− T (y))⊥
|T (x)− T (y)|2 −
(T (x)− T (y)∗)⊥
|T (x)− T (y)∗|2
)
(ω(y, t)−∆(ηΦ)(y))dy
+ αH(x) +∇⊥(ηΦ)(x).
(3.4.1)
La proposition 3.3.7 s’applique alors a` cette vitesse. Nous obtenons enfin de
la meˆme manie`re :
The´ore`me 3.4.1. Il existe une sous-suite ε = εk → 0 telle que
(a) Φεuε → u fortement dans L2loc(R+ × R2) ;
(b) Φεωε → ω faible ∗ dans L∞(R+;L4loc(R2)) ;
(c) u est donne´e en fonction de ω et γ par la relation explicite (3.4.1) ;
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(d) u et ω ve´rifient au sens faible :

∂tω + u · ∇ω = 0, dans R2 × (0,∞)
div u = 0 et rotu = ω + gω(s)δΓ, dans R
2 × [0,∞)
|u| → u∞, quand |x| → ∞
ω(x, 0) = ω0(x), dans R
2.
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Chapitre 4
Navier-Stokes en dimension
deux
Re´sume´
Dans le chapitre pre´ce´dent, nous avons e´tudie´ la limite des solutions de
l’e´quation d’Euler, en dimension deux, a` l’exte´rieur d’un obstacle fin qui
tendait vers une courbe. Nous conside´rons dans ce chapitre le meˆme proble`me
dans le cas d’un fluide visqueux. Nous prouverons que le fluide converge
vers une solution des e´quations de Navier-Stokes a` l’exte´rieur de la courbe.
L’unicite´ de la solution d’une telle e´quation sera de plus de´montre´e.
Inclus dans l’article Two Dimensional Incompressible Viscous Flow Around
a Thin Obstacle Tending to a Curve, soumis.
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4.1 Introduction
Nous e´tudions dans ce chapitre l’influence d’un obstacle fin sur un fluide
visqueux incompressible en dimension deux. Comme dans le chapitre pre´ce´-
dent, nous nous donnons une famille d’obstacles Ωε (ouverts, borne´s, re´gu-
liers, connexes et simplement connexes) qui se contractent vers une courbe
Γ quand ε → 0 dans le sens donne´ a` la sous-partie 2.1.2. De meˆme, nous
conside´rons comme donne´e initiale deux quantite´s inde´pendantes de ε : un
tourbillon initial ω0 ∈ C∞c dont le support est disjoint de la courbe Γ et
la circulation γ de la vitesse initiale autour de l’obstacle. La ge´ome´trie de
l’obstacle e´tant donne´e, nous avons montre´ dans la partie 2.2 que ces deux
quantite´s suffisaient a` de´terminer de manie`re unique un champ de vitesse a`
divergence nulle, tangent au bord et de limite nulle a` l’infini. Cette forme
explicite est donne´e dans (2.2.7) :
uε0 = u
ε
0(x) = K
ε[ω0](x) + αH
ε(x) (4.1.1)
avec α = γ +
∫
Πε
ω0(x). Soit u
ε = uε(x, t) = (uε1(x1, x2, t), u
ε
2(x1, x2, t)) la
vitesse du fluide visqueux incompressible dans Πε ≡ R2 \ Ωε, ve´rifiant la
condition de non-glissement pour tout temps positif et telle que uε → 0
quand |x| → ∞. L’e´volution d’un tel fluide est gouverne´e par les e´quations
de Navier-Stokes :

∂tu
ε − ν∆uε + uε · ∇uε = −∇pε dans Πε × (0,∞)
div uε = 0 dans Πε × [0,∞)
uε = 0 dans Γε × (0,∞)
lim
|x|→∞
|uε| = 0 pour t ∈ [0,∞)
uε(x, 0) = uε0(x) dans Πε
(4.1.2)
Comme uε0 est re´gulier et donc localement borne´, le comportement a` l’infini
donne´ par (2.2.6) nous permet d’observer que uε0 ∈ L2,∞(Πε) ∩ Lp(Πε) avec
p > 2. Kozono et Yamazaki [16] ont e´tabli l’existence et l’unicite´ du proble`me
(4.1.2) a` condition que la donne´e initiale uε0 satisfasse la condition suivante
lim sup
R→∞
R|{x ∈ Πε | |uε0(x)| > R}|1/2 ≪ 1. (4.1.3)
Sachant que uε0 est borne´e, cette limsup vaut toujours ze´ro, pour tout ε > 0.
L’objectif est de de´terminer la limite des solutions des e´quations de Navier-
Stokes a` l’exte´rieur de Ωε quand l’obstacle s’aplatit vers la courbe quand
ε→ 0. Nous montrons tout d’abord que les vitesses initiales convergent vers
le champ
u0 = K[ω0](x) + αH(x), (4.1.4)
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avec K et H de´finis comme (2.2.2) et (2.2.5), en remplac¸ant Tε par T (voir
(4.2.1) et (4.2.2)). Nous prouvons ensuite que le champ de vitesse limite
est une solution des e´quations de Navier-Stokes a` l’exte´rieur de la courbe,
dans le sens suivant. Vu (4.1.4) et (2.2.6), la vitesse initiale se comporte
comme 1|x| a` l’infini, ce qui n’est pas de carre´ inte´grable. Pour une telle donne´e
initiale, nous de´finissons une solution des e´quations de Navier-Stokes comme
un champ de vitesse qui ve´rifie l’e´quation au sens faible et tel que la diffe´rence
entre cette solution et un champ de vecteurs re´gulier fixe (se comportant
comme 1|x| a` l’infini) posse`de une re´gularite´ a` la Leray (voir la de´finition 4.4.4
pour la de´finition exacte). Nous montrons alors le the´ore`me suivant.
The´ore`me 4.1.1. Soient ω0 et γ inde´pendants de ε de´finis comme pre´ce´-
demment. Soit uε la solution des e´quations de Navier-Stokes sur Πε avec pour
vitesse initiale uε0 (de´fini dans (4.1.1)) et notons Eu
ε l’extension de uε sur
R2 en posant 0 sur Ωε. Alors {Euε} converge dans L2loc([0,∞)×(R2\Γ)) vers
une solution des e´quations de Navier-Stokes sur R2 \ Γ (dans le sens donne´
par la de´finition 4.4.4) avec pour tourbillon initial ω0 + gωδΓ (ou` gω est la
fonction de´finie dans (3.3.3) et δΓ la fonction Dirac le long de la courbe) et
pour vitesse initiale u0 donne´e par (4.1.4). De plus, une telle solution (sur
R2 \ Γ) est unique.
Nous rappelons que les principales notations sont liste´es a` la fin du cha-
pitre 1. Nous utilisons aussi les fonctions troncatures introduites dans la
sous-partie 2.2.4.
4.2 Limite de la donne´e initiale
L’objectif de cette partie est d’e´tudier la convergence de la vitesse ini-
tiale uε0 de´finie dans (4.1.1) quand ε → 0. Commenc¸ons par introduire une
notation : pour chaque fonction f de´finie sur Πε, nous notons par Ef l’ex-
tension de f sur R2, en posant Ef ≡ 0 sur Πε. Si f est assez re´gulie`re et
s’annule sur ∂Ωε, nous avons que ∇Ef = E∇f dans R2. Si v est un champ
de vecteurs assez re´gulier de´fini sur Πε qui est tangent au bord ∂Ωε, alors
divEv = Ediv v sur R2. Nous avons en particulier divEuε0 = 0 sur R
2.
Les deux lemmes suivants sont une conse´quence du travail re´alise´ sur les
fluides ide´aux dans le chapitre 3.
Lemme 4.2.1. Pour 2 < p ≤ 3, il existe Cp > 0 de´pendant seulement de Γ
et ω0, tel que
‖Euε0‖Lp(R2) ≤ Cp.
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De´monstration. Par le the´ore`me 3.2.4, nous avons que ‖Euε0‖Lp(S) ≤ C‖EDTε‖Lp(S)
pour tout S ⊂ R2. Nous utilisons alors la remarque 2.1.7 pour observer qu’il
existe pour tout R > 0 une constante Cp telle que ‖Euε0‖Lp(B(0,R)) ≤ Cp pour
p ≤ 3. En rappelant (4.1.1), (2.2.4), (2.2.6) et l’hypothe`se 2.1.6 la conclu-
sion de´sire´e de´coule du fait que la fonction x 7→ 1/|x| est Lp pour p > 2 a`
l’infini.
Lemme 4.2.2. Nous avons que Euε0 → K[ω0]+αH fortement dans L2loc(R2)
quand ε→ 0.
De´monstration. Le re´sultat est une conse´quence de la sous-partie 3.3.1. En
effet, la de´composition faite dans la preuve du the´ore`me 3.3.6 est ici plus
simple, car nous ne faisons pas varier le temps. Nous pouvons alors e´crire :
(Euε0 − u0)(x) =
1
2π
(DT tε(x)−DT t(x))E
∫
Πε
((Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2
− (Tε(x)− Tε(y)
∗)⊥
|Tε(x)− Tε(y)∗|2
)
ω0(y)dy
+
1
2π
DT t(x)E
∫
R2
((Tε(x)− Tε(y))⊥
|Tε(x)− Tε(y)|2
− (T (x)− T (y))
⊥
|T (x)− T (y)|2
)
ω0(y)dy
+
1
2π
DT t(x)(E − 1)
∫
R2
(T (x)− T (y))⊥
|T (x)− T (y)|2 ω0(y)dy
− 1
2π
DT t(x)E
∫
R2
((Tε(x)− Tε(y)∗)⊥
|Tε(x)− Tε(y)∗|2
− (T (x)− T (y)
∗)⊥
|T (x)− T (y)∗|2
)
ω0(y)dy
− 1
2π
DT t(x)(E − 1)
∫
R2
(T (x)− T (y)∗)⊥
|T (x)− T (y)∗|2 ω0(y)dy
+
α
2π
(DT tε(x)−DT t(x))E
Tε(x)
⊥
|Tε(x)|2
+
α
2π
E DT t(x)
( Tε(x)⊥
|Tε(x)|2 −
T (x)⊥
|T (x)|2
)
+
α
2π
(E − 1)DT t(x) T (x)
⊥
|T (x)|2
≡ J1 + ...+ J8.
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Tous les termes convergent vers ze´ro, graˆce a` la proposition 2.1.2, l’hypo-
the`se 2.1.6, les majorations de I1 et I2 dans le lemme 3.2.2, des propositions
3.3.4 et 3.3.5, puis du fait que la taille du support de E − 1 peut eˆtre ma-
jore´e par Cε. Ces convergences s’obtiennent en appliquant le the´ore`me de
convergence domine´e.
Nous avons donc montre´ la convergence forte des donne´es initiales vers le
champ
u0 ≡ K[ω0] + αH,
avec
K =
1
2π
DT t(x)
((T (x)− T (y))⊥
|T (x)− T (y)|2 −
(T (x)− T (y)∗)⊥
|T (x)− T (y)∗|2
)
(4.2.1)
et
H =
1
2π
DT t(x)
((T (x))⊥
|T (x)|2
)
. (4.2.2)
Par la proposition 3.3.7, nous savons que u0 est borne´e, sauf aux extre´mite´s
de la courbe ou` il est e´quivalent a` l’inverse de la racine carre´e de la distance.
Nous observons alors que u0 ve´rifie la condition (4.1.3). Nous ne pouvons
cependant pas utiliser le re´sultat de Kozono et Yamazaki car le domaine
n’est pas re´gulier.
4.3 Estimation de la vitesse
Nous commenc¸ons par introduire quelques espaces fonctionnels qui contiennent
les conditions de divergence nulle et de non-glissement au bord.
De´finition 4.3.1. Soit Ω un sous-ensemble ouvert de R2. Nous notons par
V (Ω) l’espace des champs de vecteurs a` divergence nulle, dont les compo-
santes appartiennent a` C∞0 (Ω).
La fermeture de V (Ω) dans H1(Ω) est note´e par V(Ω), et son espace dual
par V ′(Ω).
Nous noterons en plus par H(Ω) la fermeture de V (Ω) dans L2(Ω).
Afin de simplifier les notations, nous de´finissons aussi VΓ ≡ V(R2 \Γ) et
HΓ ≡ H(R2 \ Γ).
Comme la donne´e initiale uε0 n’appartient pas a` L
2 (uε0 = O(1/|x|) a`
l’infini), nous enlevons la partie harmonique a` l’infini. Pour cela, nous in-
troduisons W ε(t, x) = uε(t, x) − vε(x), ou` vε = αHεΦε,λ, avec λ fixe´, choisi
assez grand pour que les points (iv) et (v) de l’hypothe`se 2.1.6 soient ve´rifie´s
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pour les rayons des boules ou` Φε,λ s’annule. Un tel choix de λ est possible
car le rayon de ces boules est O(λ). Sans perdre de ge´ne´ralite´, nous pouvons
supposer que ces boules contiennent Ωε. Graˆce a` l’hypothe`se 2.1.6 et (2.2.6),
nous pouvons de´duire des estimations pour vε.
Lemme 4.3.2. Pour λ fixe´ (inde´pendant de ε), nous avons que
(a) vε est borne´ dans L4(R2) inde´pendamment de ε ;
(b) ∇vε est borne´ dans L2(R2) inde´pendamment de ε ;
(c) ∆vε est borne´ dans L∞(R2) inde´pendamment de ε et son support est
inclus dans un compact inde´pendant de ε.
De´monstration. Nous rappelons la forme explicite de vε :
vε(x) =
α
2π
Φε,λ(x)DT tε(x)
((Tε(x))⊥
|Tε(x)|2
)
,
avec Φε,λ donne´ dans (2.2.10).
Comme Φε,λ s’annule dans une boule de rayon O(λ), les points (i) et
(iv) de l’hypothe`se 2.1.6 garantissent que vε est uniforme´ment borne´ par
CΦε,λ(x)/|T (x)| pour λ assez grand. Comme la fonction T se comporte
comme βx a` l’infini (voir la remarque 2.1.5), (a) est alors une conse´quence
du fait que 1/|x| appartient a` L4 a` l’infini.
En utilisant que |Tε| ≥ 1, nous obtenons
|∇vε| ≤ α
2πλ
∣∣∣Φ′( |Tε(x)| − 1
λ
)∣∣∣|DTε|2 + 3α
2π
Φε,λ(x)
( |D2Tε|
|Tε(x)| +
|DTε|2
|Tε(x)|2
)
.
En tenant compte que le rayon de l’anneau ou` Φε,λ est non constant peut eˆtre
pris inde´pendant de ε, l’hypothe`se 2.1.6 (iv) implique que le premier terme
de l’ine´galite´ pre´ce´dente est uniforme´ment borne´ par rapport a` x et ε, et
qu’il a son support inclus dans un compact inde´pendant de ε. Les parties (i),
(iv) et (v) de l’hypothe`se 2.1.6 nous permettent d’affirmer que pour λ assez
grand, le second terme est borne´ par CΦε,λ(x)/|x|2 (avec C une constante
inde´pendante de ε), ce qui appartient a` L2(R2). Ceci prouve bien la proprie´te´
(b) du lemme.
Nous remarquons de plus que ∆Hε = 0 en dehors de la boule ou` Φλ,ε
s’annule, car Hε = ∇⊥ ln |Tε(x)| = ∇⊥ℜ(lnTε(x)), avec lnTε qui est une
fonction holomorphe, et qui ve´rifie donc ∆ lnTε = 0. Puisque |Tε(x)| ≥ 1, il
existe une constante C > 0 telle que
|∆vε| ≤ C
∣∣∣Φ′( |Tε(x)| − 1
λ
)∣∣∣(|DTε|3 + |DTε||D2Tε|)
+ C
∣∣∣Φ′′( |Tε(x)| − 1
λ
)∣∣∣|DTε|3,
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ce qui est borne´ dans L∞(R2) uniforme´ment en ε, et a` support dans un
compact inde´pendant de ε.
Lemme 4.3.3. Nous avons que W ε0 ≡ W ε(·, 0) = Kε[ω0] +α(1−Φε,λ)Hε est
borne´ dans Lp inde´pendamment de ε, pour 1 < p ≤ 3.
De´monstration. Ce lemme peut eˆtre e´tabli comme nous avons de´montre´ le
lemme 4.2.1, en utilisant que W ε0 se comporte comme 1/|x|2 a` l’infini (voir
(2.2.4)), ce qui appartient a` Lp pour p > 1.
En particulier, W ε0 est borne´ dans L
2, ce qui servira pour obtenir des
estimations a priori pour W ε ≡ uε − vε.
Lemme 4.3.4. Le champ de vecteurs W ε est borne´ inde´pendamment de ε
dans L∞loc([0,∞);L2(Πε)) ∩ L2loc([0,∞);H1(Πε)).
De´monstration. Nous re´crivons (4.1.2) avec W ε comme cela

∂tW
ε − ν∆W ε − ν∆vε + (W ε + vε) · ∇W ε +W ε · ∇vε + vε · ∇vε
= −∇pε dans Πε × (0,∞)
divW ε = 0 dans Πε × (0,∞)
W ε(·, t) = 0 sur Γε × [0,∞)
En effet, divW ε = −div vε = αHε · ∇Φε,λ = 0 d’apre`s (2.2.11). Nous voyons
ici l’inte´reˆt de choisir une fonction troncature de´pendante de ε. Nous multi-
plions maintenant l’e´quation pre´ce´dente par W ε et nous inte´grons afin d’ob-
tenir
E ≡ 1
2
d
dt
‖W ε‖2L2 + ν‖∇W ε‖2L2
= −
∫
Πε
[W ε · (W ε · ∇vε) +W ε · (vε · ∇vε)]dx+ ν
∫
Πε
W ε ·∆vεdx
=
∫
Πε
[vε · (W ε · ∇W ε) + vε · (vε · ∇W ε)]dx+ ν
∫
Πε
W ε ·∆vεdx
≤ ‖W ε‖L4‖∇W ε‖L2‖vε‖L4 + ‖∇W ε‖L2‖vε‖2L4 + ν‖W ε‖L2‖∆vε‖L2 .
Nous utilisons ensuite l’ine´galite´ d’interpolation :
‖W ε‖L4 ≤ C‖W ε‖1/2L2 ‖∇W ε‖1/2L2 ,
avec C > 0 une constante inde´pendante de ε. Cette ine´galite´ dans le cas
du plan entier R2 peut eˆtre trouve´e dans le chapitre 1 de [20]. Pour obtenir
l’ine´galite´ dans Πε, il suffit d’e´tendre W
ε a` R2 avec des valeurs nulles sur
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Ωε. Comme W
ε s’annule sur Γε, la norme H
1 dans le plan de l’extension est
identique a` la norme H1 de W ε dans Πε. De plus, ∆v
ε est borne´ dans L2 et
vε est uniforme´ment borne´ dans L4 inde´pendamment de ε graˆce au lemme
4.3.2. D’ou`,
E ≤ C‖W ε‖1/2L2 ‖∇W ε‖3/2L2 ‖vε‖L4 + ‖∇W ε‖L2‖vε‖2L4 + ν‖W ε‖L2‖∆vε‖L2
≤ ν
2
‖∇W ε‖2L2 + C1‖W ε‖2L2 + C2,
avec C1 et C2 des constantes inde´pendantes de ε, et donc
d
dt
‖W ε‖2L2 + ν‖∇W ε‖2L2 ≤ 2C1‖W ε‖2L2 + 2C2.
L’ine´galite´ de Gronwall nous donne que pour tout t > 0,
e−2C1t‖W ε‖2L2 + ν
∫ t
0
e−2C1s‖∇W ε(·, s)‖2L2ds ≤
C2
C1
+ ‖W ε(·, 0)‖2L2 . (4.3.1)
En utilisant le fait que W ε(·, 0) est borne´ dans L2 inde´pendamment de ε
(voir le lemme 4.3.3), nous pouvons re´crire (4.3.1) sous la forme
‖W ε‖2L2(Πε) + νe2C1t
∫ t
0
e−2C1s‖∇W ε(·, s)‖2L2(Πε)ds ≤ e2C1tC,
avec C constant. Ceci comple`te la preuve.
Nous en de´duisons alors le re´sultat principal de cette partie.
The´ore`me 4.3.5. Soit uε la solution de (4.1.2), nous avons alors que
1. la famille {Euε − vε} est borne´e dans
L∞loc([0,∞);L2(R2)) ∩ L2loc([0,∞);H1(R2)).
2. la famille {∇Euε} est borne´e dans L2loc([0,∞);L2(R2)).
3. la famille {Euε} est borne´e dans
L∞loc([0,∞);L2loc(R2)) ∩ L4loc([0,∞);L4(R2)).
De´monstration. La preuve est une conse´quence des lemmes 4.3.2 et 4.3.4.
En effet, le point 1. de´coule du lemme 4.3.4, alors que le point 2. est une
conse´quence de ce meˆme lemme et du point (b) du lemme 4.3.2. Pour montrer
le point 3., nous utilisons encore l’ine´galite´ d’interpolation ‖W ε‖L4(L4) ≤
C‖W ε‖1/2L∞(L2)‖∇W ε‖1/2L2(L2) ce qui assure queW ε est uniforme´ment borne´ dans
L4loc([0,∞);L4(R2)). Il suffit alors d’utiliser le lemme 4.3.2 (a) pour obtenir
la borne uniforme dans L4loc([0,∞);L4(R2)) pour uε (alors que Euε0 n’est pas
uniforme´ment borne´ dans L4loc(R
2)).
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Pour tout ε > 0, nous savons que divEW ε = divEuε = 0 sur R2. De
plus, comme les supports de EW ε et de Euε sont contenus dans Πε, nous
pouvons transposer le the´ore`me pre´ce´dent avec les espaces fonctionnels de la
de´finition 4.3.1.
Corollaire 4.3.6. Soit uε la solution de (4.1.2), nous avons alors que
1. la famille {Euε − vε} est borne´e dans
L∞loc([0,∞);HΓ) ∩ L2loc([0,∞);VΓ).
2. la famille {∇Euε} est borne´e dans L2loc([0,∞);HΓ).
Nous de´montrons maintenant une proposition sur la re´gularisation des
fonctions de L2loc([0,∞);VΓ).
Proposition 4.3.7. Soient T ∈ [0,+∞) et f ∈ L2([0, T ];VΓ). Il existe une
suite {fn} de fonctions a` divergence nulle qui appartiennent a` C∞c ((0, T ) ×
(R2 \ Γ)) telle que fn → f dans L2([0, T ],VΓ).
De´monstration. Afin de trouver cette famille, nous commenc¸ons par re´gulari-
ser en temps comme cela est fait dans [34]. Pour cela, nous multiplions f par
une fonction caracte´ristique χ[1/n,T−1/n] et nous re´gularisons par une fonction
ρn(t) telle que la taille du support de ρn est infe´rieur a` 1/(2n). Nous obte-
nons alors une famille {ρn ∗ (χ[1/n,T−1/n]f)} de fonctions qui appartiennent a`
C∞c ((0, T ),VΓ) et qui tendent vers f dans L2([0, T ],VΓ). Nous allons mainte-
nant approcher les fonctions C∞c (VΓ) par des fonctions C∞c ((0, T )× (R2 \Γ))
a` divergence nulle, ce qui nous permettra par une extraction diagonale de
conclure.
Comme VΓ est un espace d’Hilbert se´parable pour le produit scalaire
H1(R2), VΓ admet une base hilbertienne {en}. Soit ϕn,m ∈ V (R2\Γ) une suite
de fonctions tendant vers en dans H
1(R2) quand m→∞. La famille {ϕn,m}
est de´nombrable, et l’espace vectoriel engendre´ par cette famille est dense
dans VΓ. Par Gram-Schmidt, nous pouvons donc conclure qu’il existe une
base hilbertienne {e˜n} de VΓ avec e˜n ∈ V (R2 \Γ). Si f ∈ C∞c ((0, T );V), nous
pouvons e´crire f =
∑
αn(t)e˜n(x) avec αn ∈ C∞c ((0, T )), et nous choisissons
fN =
N∑
0
αn(t)e˜n(x).
Ces fonctions appartiennent a` C∞c ((0, T )×(R2\Γ)). De plus, gn(t) = ‖f(·, t)−
fn(·, t)‖2H1 appartient a` L1([0, T ]) (car ‖gn‖L1 ≤ 4(‖f‖L2([0,T ],H1))2), et pour
chaque t ∈ [0, T ], {gn(t)} est une suite de´croissante qui tend vers ze´ro. Par
le the´ore`me de Beppo Levi, gn tend vers ze´ro dans L
1([0, T ]), ce qui signifie
que fn converge vers f dans L
2([0, T ], H1(R2)).
84 CHAPITRE 4. NAVIER-STOKES EN DIMENSION DEUX
4.4 Passage a` la limite
Nous allons montrer dans cette partie que {Euε} converge vers une so-
lution de Navier-Stokes sur R2 \ Γ dans le sens des distributions. Il suffit de
trouver une convergence forte de la suite {Euε} dans L2loc([0,∞)× (R2 \Γ)).
Proposition 4.4.1. Soient T > 0 et O un ouvert re´gulier, relativement com-
pact de R2\Γ. Alors, la suite {Euε} est pre´compacte dans L∞([0, T ];H−3(O)).
De´monstration. Montrons que la famille {Euε} est borne´e dans L∞([0, T ];L2(O))
et e´quicontinue comme fonction de [0, T ] dans H−2(O), ce qui nous permet-
tra d’appliquer le the´ore`me d’Arzela-Ascoli. Soit Φ un champ de vecteurs
re´gulier a` divergence nulle, a` support compact dans O. Comme l’obstacle se
contracte vers la courbe Γ, il existe εO > 0 tel que Ωε ∩ O = ∅ pour tout
0 < ε ≤ εO (voir le lemme 2.1.9). Pour tout intervalle (t1, t2) ⊂ [0, T ], en
utilisant (4.1.2) nous constatons que
〈Euε(t2)− Euε(t1),Φ〉 =
∫
R2
(Euε(t2)− Euε(t1))Φdx
=
∫
R2
(∫ t2
t1
∂tEu
εdt
)
Φdx
= −
∫ t2
t1
∫
R2
Euε · ∇uεΦ dx dt
−ν
∫ t2
t1
∫
R2
∇uε∇Φ dx dt
≡ I1 + I2.
Estimons tout d’abord I1. En se servant du the´ore`me 4.3.5, nous de´duisons
que
|I1| ≤ ‖Euε‖L∞([0,T ];L2(O))‖∇Euε‖L2([0,T ];L2(O))‖Φ‖L∞
√
|t2 − t1|
≤ C‖Φ‖H2
√
|t2 − t1|,
graˆce a` l’injection de Sobolev H2(R2) →֒ L∞(R2). Traitons maintenant I2 :
|I2| ≤ ν‖∇uε‖L2([0,T ];L2(O))‖∇Φ‖L2
√
|t2 − t1| ≤ C‖Φ‖H2
√
|t2 − t1|.
L’ine´galite´ pre´ce´dente montre que la famille {Euε} est e´quicontinue comme
famille de fonctions dans H−2(O).
Comme {Euε} est borne´ dans L∞([0, T ];L2(O)) par le the´ore`me 4.3.5,
il suit du the´ore`me d’Arzela-Ascoli qu’il existe une sous-suite de Euε qui
converge fortement dans L∞([0, T ];H−3(O)).
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Nous allons dans le prochain lemme ame´liorer le re´sultat de compacite´ de
la proposition pre´ce´dente.
Lemme 4.4.2. Il existe une sous-suite telle que {Euε} converge fortement
dans L2loc([0,∞)× (R2 \ Γ)).
De´monstration. Nous savons graˆce au the´ore`me 4.3.5 que {Euε} est borne´
dans L2([0, T ];H1(O)), et la proposition 4.4.1 e´tablit que {Euε} est pre´-
compact dans L∞([0, T ];H−3(O)). Par interpolation, nous pouvons donc af-
firmer qu’il existe une sous-suite telle que {Euε} converge fortement dans
L2([0, T ]×O) . En prenant une extraction diagonale sur l’ensemble des com-
pacts de R2 \ Γ, ainsi que sur le temps, nous obtenons une sous-suite qui
converge fortement dans L2loc([0,∞)× (R2 \ Γ)).
L’objectif de ce qui suit est donc de ve´rifier que le champ limite trouve´ ci-
dessus ve´rifie les e´quations de Navier-Stokes a` l’exte´rieur d’une courbe, dans
un sens faible ade´quat. Le proble`me est que Euε n’appartient pas a` L2(R2). Il
faut donc, comme nous avons fait dans le corollaire 4.3.6, conserver la partie
harmonique vε. Puisque nous avons obtenu une limite pour Euε, nous allons
maintenant e´tudier la limite de vε. Rappelons que vε = αHεΦ
ε,λ, avec Hε et
Φε,λ donne´s dans (2.2.5) et (2.2.10). Nous de´finissons aussi H et Φ0,λ comme
Hε et Φε,λ en remplac¸ant Tε par T .
Lemme 4.4.3. Si nous notons v ≡ αHΦ0,λ, alors vε → v dans L2loc(R2).
De´monstration. Pour tout compact K de R2, nous utilisons les formes expli-
cites de vε et v pour e´crire
‖vε − v‖L2(K) = α
2π
∥∥∥Φε,λ(DT tε T⊥ε|Tε|2 −DT t
T⊥
|T |2
)
+(Φε,λ − Φ0,λ)
(
DT t
T⊥
|T |2
)∥∥∥
L2(K)
≤ α
2π
∥∥∥Φε,λ(DT tε T⊥ε|Tε|2 −DT t
T⊥
|T |2
)∥∥∥
L2(K)
+
α
2π
‖Φε,λ − Φ0,λ‖L∞‖DT t‖L2(K).
En rappelant que Φε,λ s’annule sur une boule de rayon C1λ (C1 inde´pendant
de ε), graˆce a` l’hypothe`se 2.1.6 (iii) et la remarque 2.1.7, nous concluons
que le premier terme tend vers ze´ro. Pour le second terme, nous remarquons
que la fonction troncature Φ est lipschitzienne et en se rappelant de la forme
explicite de Φε,λ donne´e dans (2.2.10) nous en de´duisons que
|Φε,λ(x)− Φ0,λ(x)| ≤ (sup |Φ′|)
∣∣∣ |Tε(x)| − |T (x)|
λ
∣∣∣.
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Sur l’anneau (choisi inde´pendant de ε) ou` Φε,λ −Φ0,λ n’est pas nul, le terme
pre´ce´dent tend donc vers ze´ro par la remarque 2.1.7.
Nous pouvons enfin formuler pre´cise´ment ce que nous appelons solution
faible de l’e´quation de Navier-Stokes.
De´finition 4.4.4. Soit u0 tel que u0 − v ∈ HΓ. Nous disons que u est une
solution faible de l’e´quation de Navier-Stokes incompressible sur R+×(R2\Γ)
avec vitesse initiale u0 si et seulement si u− v appartient a` l’espace
C([0,∞);HΓ) ∩ L2loc([0,∞);VΓ)
et si pour tout champ vectoriel test a` divergence nulle ψ ∈ C∞c ((0,∞)× (R2 \
Γ)), le champ de vitesse u ve´rifie :∫ ∞
0
∫
R2\Γ
(u · ψt + [(u · ∇)ψ] · u+ νu ·∆ψ) dx dt = 0. (4.4.1)
De plus, div u = 0 au sens des distributions et u(·, t) ⇀ u0 au sens des
distributions quand t→ 0+.
Remarque 4.4.5. En fait, si nous prouvons que le champ de vecteurs u ve´rifie
(4.4.1) pour tout champ vectoriel test a` divergence nulle ψ ∈ C∞c ((0,∞) ×
(R2 \ Γ)), avec u− v appartenant a` L2loc([0,∞);VΓ) ∩ L∞loc([0,∞);HΓ) alors
∂tu ∈ L2loc([0,∞),V ′Γ). (4.4.2)
En effet, avec le lemme 4.3.2 et l’ine´galite´ d’interpolation
‖u− v‖L4(L4) ≤ C‖u− v‖1/2L∞(L2)‖∇(u− v)‖1/2L2(L2),
ce qui nous permet de remarquer que u appartient a` L4loc([0,∞);L4(R2 \ Γ))
et que ∇u appartient a` L2loc([0,∞);L2(R2 \Γ)). Pour tout T > 0, en utilisant
(4.4.1) et le the´ore`me 4.3.5 pour chaque fonction a` divergence nulle ψ ∈
C∞c ((0, T )× (R2 \ Γ)), nous avons
〈∂tu, ψ〉 ≤ (‖u‖2L4((0,T );L4) + ν‖∇u‖L2((0,T );L2))‖∇ψ‖L2((0,T );L2)
≤ C‖ψ‖L2((0,T );VΓ)
avec C une constante positive. Comme l’ensemble des fonctions a` divergence
nulle appartenant a` C∞c ((0, T )× (R2 \ Γ)) est dense dans L2([0, T ],VΓ) (voir
la proposition 4.3.7), la forme line´aire ψ 7→ ∫ ∫ ∂tu · ψ est borne´e dans
L2([0, T ],VΓ), et nous de´duisons (4.4.2).
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The´ore`me 4.4.6. Il existe une limite forte u de {Euε} dans L2loc([0,∞) ×
(R2 \ Γ)) qui est une solution faible des e´quations de Navier-Stokes dans
R2 \ Γ, au sens donne´ par la de´finition 4.4.4, avec une vitesse initiale u0 =
K[ω0] + αH.
De´monstration. Par les lemmes 4.2.2 et 4.4.3, nous savons que Euε0 − vε →
u0 − v dans L2loc(R2). Or d’apre`s le the´ore`me 4.3.5, u0 − v est bien dans L2.
De plus, Euε0− vε est a` support inclus dans un domaine re´gulier (Πε), ce qui
est donc approchable par des fonctions dans VΓ. Par extraction diagonale,
nous obtenons bien que u0 − v ∈ HΓ.
Soit ψ ∈ C∞c ((0,∞) × (R2 \ Γ)), tel que divψ = 0. Si nous conside´rons
ε assez petit pour que le support de ψ n’intersecte pas Ωε, nous pouvons
e´crire les inte´grales sur Πε comme des inte´grales sur tout le plan, puis en uti-
lisant l’ope´rateur d’extension et en multipliant (4.1.2) par ψ, nous obtenons
la relation suivante :∫ ∞
0
∫
R2\Γ
(Euε · ψt + [(Euε · ∇)ψ] · Euε + νEuε ·∆ψ) dx dt = 0.
Graˆce a` la convergence de Euε vers un champ de vecteurs u dans L2loc([0,∞)×
R2\Γ) (voir le lemme 4.4.2), nous pouvons passer a` la limite ε→ 0 et obtenir
que u satisfasse (4.4.1).
Or, vε tend vers v (Lemme 4.4.3), et en passant a` une sous-suite si be-
soin, le corollaire 4.3.6 implique que u − v appartient a` L2loc([0,∞);VΓ) ∩
L∞loc([0,∞);HΓ). La condition d’incompressibilite´ est une conse´quence de la
convergence forte des champs de vecteurs a` divergence nulle (lemme 4.4.2).
De´montrons maintenant que u − v appartient a` C([0,∞);HΓ). Nous sa-
vons d’apre`s le corollaire 4.3.6 que u−v appartient a` L2([0, T ];VΓ) et d’apre`s
la remarque 4.4.5 que la de´rive´e ∂t(u−v) appartient a` L2([0, T ];V ′Γ). Comme
VΓ →֒ HΓ ≡ H′Γ →֒ V ′Γ, alors le lemme 1.2 du chapitre III de [34] (voir aussi
le the´ore`me d’interpolation de Lions-Magenes [22]) nous permet d’affirmer
que u− v est e´gal presque partout a` une fonction continue de [0, T ] dans HΓ
et nous obtenons l’e´galite´ suivante sur (0, T ), dans le sens des distributions
en temps :
d
dt
|u− v|2 = 2〈∂t(u− v), u− v〉. (4.4.3)
Et donc, u− v ∈ C([0,∞);HΓ).
Pour finir, puisque Euε converge vers u uniforme´ment en temps a` valeur
dansH−3loc (R
2\Γ) (par la proposition 4.4.1), nous avons que Euε0 converge vers
ut=0 dans H
−3
loc . Or, le lemme 4.2.2 e´tablit que Eu
ε
0 converge vers K[ω0]+αH
dans L2loc(R
2). Par unicite´ de la limite dans H−3loc , nous concluons que u0 =
K[ω0] + αH, ce qui termine la preuve.
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4.5 Unicite´ du proble`me limite
Nous e´tablissons dans cette partie le re´sultat d’unicite´ qui comple`tera le
the´ore`me 4.4.6.
Proposition 4.5.1. Il existe au plus une solution globale des e´quations de
Navier-Stokes sur l’exte´rieur d’une courbe, au sens donne´ par la de´finition
4.4.4, ayant pour vitesse initiale u0 = K[ω0] + αH.
De´monstration. Soient u1 et u2 deux solutions globales des e´quations de
Navier-Stokes autour de la courbe Γ avec la meˆme donne´e initiale u0 =
K[ω0]+αH. Par la remarque 4.4.5, nous avons que ∂tui appartient a` L
2
loc([0,∞),V ′Γ),
pour i = 1, 2.
Si nous notons u˜ = u1−u2, alors d’apre`s la proposition 4.3.7, pour T > 0
fixe´, il existe une famille {ψn} de fonctions a` divergence nulle appartenant a`
C∞c ((0, T )× R2 \ Γ)) telle que ψn → u˜ dans L2([0, T ];VΓ).
En faisant la diffe´rence des e´quations satisfaites par u1 et u2, et en mul-
tipliant par la fonction test ψn, nous voyons que
∫ T
0
∫
R2\Γ
∂tu˜ · ψn dx dt− ν
∫ T
0
∫
R2\Γ
u˜ ·∆ψn dx dt
=
∫ T
0
∫
R2\Γ
(
[(u˜ · ∇)ψn] · u1 + [(u2 · ∇)ψn] · u˜
)
dx dt.
(4.5.1)
En utilisant l’ine´galite´ d’interpolation ‖uε‖L4(L4) ≤ C‖uε‖1/2L∞(L2)‖∇uε‖1/2L2(L2),
le terme de droite peut eˆtre borne´ par
∫ T
0
‖u˜‖L4(‖u1‖L4 + ‖u2‖L4)‖∇ψn‖L2
≤ C
∫ T
0
‖∇ψn‖L2‖∇u˜‖1/2L2 ‖u˜‖1/2L2 (‖u1‖L4 + ‖u2‖L4)
≤ ν
2
∫ T
0
‖∇ψn‖2L2 +
ν
2
∫ T
0
‖∇u˜‖2L2
+ C1
∫ T
0
‖u˜‖2L2(‖u1‖4L4 + ‖u2‖4L4),
avec C et C1 des constantes inde´pendantes de T . Pour le terme de gauche,
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graˆce a` (4.4.3) et parce que u˜(·, 0) = 0, nous e´crivons que∫ T
0
∫
R2\Γ
∂tu˜ · ψn dx dt =
∫ T
0
∫
R2\Γ
∂tu˜ · u˜ dx dt
+
∫ T
0
∫
R2\Γ
∂tu˜ · (ψn − u˜) dx dt
=
1
2
‖u˜(·, T )‖L2(R2)
+
∫ T
0
∫
R2\Γ
∂tu˜ · (ψn − u˜) dx dt.
La dernie`re inte´grale double tend vers ze´ro quand n→∞ car ∂tu˜ appartient
a` L2loc([0,∞);V ′Γ) et ψn converge vers u˜ dans L2([0, T ];VΓ).
De la meˆme manie`re, nous avons que
− lim
n→∞
∫ T
0
∫
R2\Γ
u˜ ·∆ψn dx dt = lim
n→∞
∫ T
0
∫
R2\Γ
∇u˜ · ∇ψn dx dt
=
∫ T
0
∫
R2\Γ
∇u˜ · ∇u˜ dx dt
+ lim
n→∞
∫ T
0
∫
R2\Γ
∇u˜ · (∇ψn −∇u˜) dx dt
= ‖∇u˜‖2L2([0,T ],L2(R2)),
car∇u˜ appartient a` L2([0, T ];HΓ) et∇ψn converge vers∇u˜ dans L2([0, T ];HΓ).
Cette convergence implique aussi que
lim
n→∞
‖∇ψn‖2L2([0,T ]×R2) = ‖∇u˜‖2L2([0,T ]×R2).
Par conse´quence, en passant a` la limite n→∞ dans (4.5.1), nous obtenons
‖u˜(·, T )‖2L2 ≤ 2C1
∫ T
0
‖u˜‖2L2(‖u1‖4L4 + ‖u2‖4L4).
Cette dernie`re e´galite´ est ve´rifie´e pour tout T > 0, avec C1 une constante in-
de´pendante de T . En notant que les fonctions t 7→ ‖u˜(·, t)‖2L2 , t 7→ (‖u1(·, t)‖4L4+
‖u2(·, t)‖4L4), et t 7→ ‖u˜(·, t)‖2L2(‖u1(·, t)‖4L4 + ‖u2(·, t)‖4L4) sont L1loc, nous ap-
pliquons le lemme de Gronwall pour affirmer que
‖u˜(·, T )‖2L2 ≤ 0,
ce qui conclut la preuve de l’unicite´.
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Sachant que nous avons e´tabli l’unicite´ des solutions d’une telle e´qua-
tion, et que nous avions par le the´ore`me 4.4.6 prouve´ que pour chaque
suite de solutions uε, nous pouvions extraire une sous-suite convergeant dans
L2loc([0,∞) × (R2 \ Γ)), nous de´duisons par un argument standard que la
convergence forte dans L2loc([0,∞) × (R2 \ Γ)) est vraie sans avoir besoin
d’extraire de sous-suite. Le the´ore`me 4.1.1 est alors totalement de´montre´.
Chapitre 5
Navier-Stokes en dimension
trois
Re´sume´
Dans [11], les auteurs ont e´tudie´ le comportement des solutions des e´qua-
tions de Navier-Stokes en dimension trois autour d’un obstacle qui se contracte
vers un point. Nous e´tudions dans cette partie le cas ou` l’obstacle se contracte
vers une surface ou une courbe. La diffe´rence avec la dimension deux est que
les outils puissants de l’analyse complexe ne sont plus disponibles.
La premie`re partie est incluse dans l’article Three Dimensional Incompres-
sible Viscous Flow Around a Thin Obstacle Tending to a Surface, en e´labo-
ration.
91
92 CHAPITRE 5. NAVIER-STOKES EN DIMENSION TROIS
5.1 Introduction
Nous regardons dans cette partie le comportement des fluides visqueux en
dimension trois autour d’obstacles fins. Iftimie et Kelliher ont travaille´ dans
[11] sur le cas ou` l’obstacle se contracte vers un point, et ils ont montre´ que
nous retrouvons a` la limite les e´quations de Navier-Stokes sur tout l’espace,
comme s’il n’y avait jamais eu d’obstacle. Nous travaillons ici sur le cas
ou` l’obstacle Ωε se contracte vers une surface S dans le sens suivant : soit
Πε = R
3 \Ωε un domaine exte´rieur simplement connexe avec un bord C∞ tel
qu’il existeM > 0 tel que pour tout ε > 0, Ωε ⊂ S+B(0,Mε). Ceci implique
par exemple, que pour tout K compact de Π ≡ R3 \ S, il existe εK > 0 tel
que pour tout 0 < ε ≤ εK , K ∩ Ωε = ∅. Nous montrons tout d’abord que la
donne´e initiale converge vers un champ tangent a` la surface, et nous prouvons
ensuite que la solution converge vers la solution de Navier-Stokes a` l’exte´rieur
de la surface. Nous regardons dans une seconde partie, le cas ou` l’obstacle
converge vers une courbe, mais nous arrivons seulement a` montrer que la
donne´e initiale converge vers u0 (de´fini dans (5.1.4)) comme s’il n’y avait
pas d’obstacle. Il serait aise´ de montrer que la vitesse limite est une sorte de
solution faible des e´quations de Navier-Stokes a` l’exte´rieur de la courbe, mais
nous ne sommes pas suˆrs quel sens donner a` cette notion. En effet le sens du
the´ore`me de [11] est que les solutions de Leray des e´quations de Navier-Stokes
tri-dimensionnelles a` l’exte´rieur d’un point sont des solutions des e´quations
de Navier-Stokes dans tout l’espace ; en ce sens un point est une singularite´
artificielle pour les e´quations de Navier-Stokes. Ceci n’est e´videmment pas
le cas pour une surface car les solutions a` l’exte´rieur d’une surface doivent
s’annuler sur la surface et elles n’ont donc aucune raison d’eˆtre des solutions
dans R3 tout entier. Une question tre`s inte´ressante serait de savoir si la courbe
est une singularite´ artificielle ou pas. Nous regardons pour finir le cas ou` S
est le plan R2 × {0}, car dans ce cas, nous trouvons une forme explicite de
la limite de la donne´e initiale.
Comme dans les autres proble`mes, nous nous donnons un tourbillon ini-
tial re´gulier a` divergence nulle ω0 dont le support compact est a` l’exte´rieur
des obstacles Ωε. Nous conside´rons alors une solution faible de Leray des
e´quations de Navier-Stokes sur Πε ≡ R3 \ Ωε :

∂tu
ε − ν∆uε + uε · ∇uε = −∇pε dans Πε × (0,∞)
div uε = 0 dans Πε × [0,∞)
uε = 0 dans ∂Πε × (0,∞)
lim
|x|→∞
|uε| = 0 pour t ∈ [0,∞)
rotuε(x, 0) = ω0(x) dans Πε
(5.1.1)
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Avant de pre´ciser ce que veut dire exactement solution de Leray, intro-
duisons quelques notations. Pour une fonction f de´finie sur Πε nous notons
par Ef le prolongement de f sur R3, tel qu’il vaut f sur Πε et ze´ro ailleurs. Si
f est assez re´gulier, et qu’il s’annule sur le bord ∂Ωε, alors ∇(Ef) = E(∇f).
De meˆme, si v est un de champ de vecteurs assez re´gulier et tangent au bord,
alors divEv = E(div v). Nous notons de plus par Hε l’espace des champs
vectoriels sur Πε de carre´ inte´grable, a` divergence nulle et tangents au bord.
Nous pouvons alors de´finir les solutions faibles de Leray.
De´finition 5.1.1. Soit uε0 ∈ Hε. Nous disons que uε est une solution faible
de (5.1.1) si
uε ∈ C0w([0,∞);Hε) ∩ L∞([0,∞);Hε) ∩ L2loc([0,∞);H10 (Πε))
ve´rifie l’e´quation au sens des distributions, c’est a` dire si∫ ∞
0
∫
Πε
(−uε · ψt + ν∇uε · ∇ψ + uε · ∇uε · ψ) dx dt =
∫
Πε
v0 · ψ(0) (5.1.2)
pour tout champ vectoriel test a` divergence nulle ψ ∈ C∞c ([0,∞)×Πε), et si
elle ve´rifie de plus l’ine´galite´ d’e´nergie :
‖uε(·, t)‖2L2(Πε) + 2ν
∫ t
0
‖∇uε(·, s)‖2L2(Πε)ds ≤ ‖uε0‖2L2(Πε), ∀t ≥ 0. (5.1.3)
L’existence d’une telle solution est bien connue (voir par exemple [9]).
Nous notons aussi par HS et VS les espaces de´finis par densite´ de la meˆme
manie`re que dans la de´finition 4.3.1.
Rappelons de plus que pour un tourbillon ω0 donne´, il existe un seul
champ vectoriel uε0 ∈ Hε tel que rotuε0 = ω0 (voir [11] par exemple). Ceci est
vrai car Πε est simplement connexe.
Rappelons enfin la loi de Biot-Savart dans l’espace entier, qui relie le
champ de vitesse au tourbillon associe´ ω0 sur R
3 :
u0(x) = −
∫
R3
x− y
4π|x− y|3 × ω0(y) dy, (5.1.4)
ou` × repre´sente le produit vectoriel dans R3. A l’inverse de la dimension
deux, nous n’avons plus de forme explicite de la loi de Biot-Savart sur les
domaines exte´rieurs, si ce n’est dans la dernie`re partie ou` nous travaillons a`
l’exte´rieur du plan.
Pour finir cette introduction, nous allons remarquer que le rotationnel
d’un champ tangent a` une surface posse`de une masse de Dirac supporte´e
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sur cette surface. Plus pre´cise´ment, comme dans la sous-partie 3.3.2 nous
de´finissons la composante du “dessus” et du “dessous”. Si nous posons n le
vecteur normal oriente´ vers le “dessus” et v0 = (v0,1, v0,2, v0,3), alors nous
notons v0,±(x) = lims→0 v0(x± s n),∀x ∈ S. Si S est une surface re´gulie`re et
si v0 est un champ tangent a` la surface, continu jusqu’au bord mais avec des
valeurs diffe´rentes de chaque coˆte´, tel que
div v0 = 0 et rot v0 = ω sur R
3 \ S
avec ω ∈ L∞, alors
div v0 = 0 et rot v0 = ω + f δS sur R
3,
avec f = (v0,− − v0,+)× n.
En ce qui concerne la divergence, ceci viendra du fait que nous conside´rons
des champs v0 qui sont des limites L
2 de champs a` divergence nulle, tangents
a` Ωε. Du coup, div (Eu
ε
0) = Ediv u
ε
0 = 0. Pour montrer l’e´galite´ concernant
le rotationnel, nous proce´dons de la meˆme manie`re que dans la preuve du
lemme 3.3.8.
5.2 Exte´rieur de la surface
Nous nous donnons donc S une surface re´gulie`re borne´e de l’espace, dont
le bord Γ est re´gulier, et tel que Π ≡ R3 \ S est un domaine exte´rieur sim-
plement connexe. Nous supposons que Πε = R
3 \ Ωε est aussi un domaine
exte´rieur simplement connexe avec un bord C∞ tel que Ωε converge vers S
quand ε → 0 dans le sens donne´ dans l’introduction pre´ce´dente. Etudions
alors dans le sous-chapitre suivant la convergence des donne´es initiales.
5.2.1 Convergence de la donne´e initiale
Comme dans tous les autres proble`mes, nous avons comme donne´e initiale
un tourbillon re´gulier ω0 dont le support est compact et disjoint de la surface
S. Vu la de´finition de convergence des obstacles vers la surface, il existe ε0 tel
que le support de ω0 est disjoint des obstacles Ωε pour tout ε ≤ ε0. Comme Πε
est simplement connexe, nous savons qu’il existe un unique champ uε0 ∈ Hε
tel que rotuε0 = ω0|Πε (voir la proposition 6 de [11] par exemple). Nous allons
montrer la convergence forte dans L2 de uε0 quand ε→ 0.
Proposition 5.2.1. Il existe un champ a` divergence nulle v0 ∈ HS tel que
Euε0 → v0 fortement dans L2(R3 \ S) et que rot v0 = ω0 (dans R3 \ S). De
plus, v0 = PR3\S(u0), avec u0 de´fini dans (5.1.4) et PR3\S le projecteur de
Leray dans R3 \ S.
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De´monstration. Soit v0 = PR3\S(u0) la projection de Leray de u0 (de´fini
dans (5.1.4)) dans R3 \ S. Par le the´ore`me 1.1 p. 107 dans [5], nous savons
que u0|R3\S − v0 est un gradient et donc rot v0 = rotu0|R3\S = ω0. Par un
raisonnement similaire, nous aurons que PΠεv0 est un champ de vecteur de
Hε de rotationnel ω0. Un tel champ est uniquement de´termine´ (voir [11]
par exemple) nous en de´duisons que uε0 = PΠεv0 c’est a` dire la projection
orthogonale L2 de v0|Πε sur Hε. Nous avons donc que la norme L2 de Euε0 est
borne´e par celle de v0. Ceci signifie qu’il existe un champ w0 ∈ L2(R3 \S) tel
que Euε0 → w0 faiblement dans L2(R3\S), a` une sous-suite pre`s. Comme Euε0
appartient a`HS, w0 est bien dansHS et tel que rotw0 = ω0 = rot v0 sur R3\S.
Comme R3\S est simplement connexe, il existe p tel que v0−w0 = ∇p. Nous
avons donc que ∇p appartient a` la fois a` HS et au sous-espace des champs
de vecteurs L2 qui sont des gradients. Ces deux espaces e´tant orthogonaux, il
vient que∇p = 0 et donc que w0 = v0. Par unicite´ de la limite nous de´duisons
que toute la suite Euε0 converge faiblement dans L
2 vers v0. Finalement,
‖Euε0‖L2 ≤ ‖v0‖L2 ≤ lim inf ‖Euε0‖L2
ce qui prouve que ‖Euε0‖L2 → ‖v0‖L2 . Nous nous servons alors une dernie`re
fois de la convergence faible dans L2(R3 \ S) de Euε0 vers v0 pour conclure a`
la convergence forte dans L2(R3 \ S).
Nous n’avons pas de forme explicite de v0. Nous savons juste qu’il est a`
divergence nulle, de carre´ inte´grable, tangent a` la surface et de tourbillon ω0.
Nous allons maintenant chercher quelques proprie´te´s sur le comportement de
ce champ de vecteurs.
Remarques sur le comportement de v0
Nous voulons de´sormais obtenir des estimations sur la vitesse quand nous
nous rapprochons de l’obstacle. La premie`re tentative est d’essayer de trouver
une forme explicite dans des cas simples pour S de champ v0 ve´rifiant la
relation pre´ce´dente. Une re´solution par la transforme´e de Fourier ne donnant
rien, nous allons en fait nous ramener aux e´quations de Laplace et utiliser
les travaux de´ja` re´alise´s sur ce sujet. En effet, quand nous posons :
w = v0 − u0,
alors divw = rotw = 0 et la composante normale a` S de w est e´gale a` celle
de u0 qui est re´gulie`re. Sachant que R
3 \ S est simplement connexe, et que
rotw = 0 sur Π, il existe une fonction p telle que w = ∇p. Nous cherchons
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donc le comportement de ∇p pre`s du bord S quand p est la solution de
l’e´quation de Laplace avec une condition de Neumann re´gulie`re :

∆p = 0 dans Π
∂p
∂n
= −u0 · n sur S.
Nous nous servons ici des re´sultats e´tablis dans [8]. Nous ne de´montrons pas
rigoureusement ce qui suit, car nous ne pouvons pas exactement appliquer
les re´sultats de [8] pour deux raisons. La premie`re vient du fait que l’auteur
conside`re que l’e´quation de Laplace avec condition de Neumann correspond
a` ∆p = f et ∂p
∂n
= 0 sur le bord. Cette version peut s’obtenir en rajoutant
a` p une fonction re´gulie`re p˜ telle que ∂p˜
∂n
= u0 · n. La seconde raison vient
du fait qu’il conside`re des domaines polygonaux. Cette difficulte´ peut eˆtre
contourne´e en observant que l’auteur multiplie p par des fonctions tronca-
tures η et qu’il e´tudie le comportement quand nous ne voyons pas les autres
areˆtes. Du coup, quitte a` focaliser fortement, nous pouvons conside´rer que S
correspond a` une plaque R × R+ × {0}. Ce genre de discontinuite´ est bien
conside´re´ par l’auteur (voir la remarque sur les coupures, partie 1.7 de [8]).
Nous appliquons alors les re´sultats de la partie 2 de [8] pour remarquer que
si nous notons (r, θ) les coordonne´es cylindriques sur le plan (O, y, z), alors
p(x, r, θ) = 2η(r) r3/2e−xr cos(
θ
2
)
(∫ +∞
−∞
ψ(t)
r2 + (x− t)2 dt
)
+g
avec ψ ∈ H1/2 et g ∈ H2.
En remarquant que
∫
1
r2+t2
dt = π/r, alors nous pouvons penser que p se
comporte comme
√
r, et nous obtenons alors que la vitesse v0 est continue
jusqu’au bord S, et explose au bord de S comme 1/
√
r ce qui est Lp pour
p < 4 (car r est la coordonne´e polaire dans le plan).
5.2.2 Convergence des solutions
Nous n’essayerons pas de trouver une formulation sur R3 pour la meˆme
raison que nous ne trouvons pas de formulation sur R2 dans le chapitre 4
(voir l’introduction ge´ne´rale). Nous cherchons donc une limite forte dans L2
des uε vers u solution de Navier-Stokes a` l’exte´rieur de la surface, avec pour
donne´e initiale v0, dans le sens suivant.
De´finition 5.2.2. Soit v0 tel que v0 ∈ HS. Nous disons que u est une solution
de Leray de l’e´quation de Navier-Stokes incompressible sur R+×(R3\S) avec
pour vitesse initiale v0 si et seulement si u appartient a` l’espace
C0w([0,∞);HS) ∩ L∞([0,∞);HS) ∩ L2loc([0,∞);VS)
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et si pour tout champ vectoriel test a` divergence nulle ψ ∈ C∞c ([0,∞)× (R3 \
S)), le champ de vitesse u ve´rifie :∫ ∞
0
∫
R3\S
(−u · ψt + ν∇u · ∇ψ + u · ∇u · ψ) dx dt =
∫
R3\S
v0 · ψ(0). (5.2.1)
De plus, div u = 0 au sens des distributions et nous avons l’ine´galite´ d’e´nergie
suivante qui est ve´rifie´e :
‖u(t)‖2L2(Π) + 2ν
∫ t
0
‖∇u(t)‖2L2(Π) ≤ ‖v0‖2L2(Π) ∀t ≥ 0. (5.2.2)
Dans toute la suite de cette sous-partie, nous allons donc de´montrer le
the´ore`me suivant.
The´ore`me 5.2.3. Avec Ωε et ω0 ve´rifiant les hypothe`ses de cette partie,
soit uε une solution de Leray de l’e´quation de Navier-Stokes sur Πε telle que
rotuε0 = ω0, alors il existe une sous-suite et un champ vectoriel u tels que
uε → u fortement dans L2loc(R+×Π) et tel que u soit une solution de Leray de
l’e´quation de Navier-Stokes a` l’exte´rieur de la surface S ve´rifiant u(0, .) = v0
(v0 donne´ dans la sous-partie pre´ce´dente).
Par la proposition 5.2.1, nous savons que Euε0 → v0 dans L2(R3). De
plus, Euε0 est a` support inclus dans un domaine re´gulier (Πε), ce qui est
donc approchable par des fonctions dans VS. Par extraction diagonale, nous
obtenons bien que v0 ∈ HS.
Nous avons de´ja` les estimations L∞([0,∞);HS) ∩ L2loc([0,∞);VS) graˆce
a` (5.1.3). Cherchons une estimation temporelle. Comme nous avons vu que
ψ sera pris a` support compact dans Π, nous nous fixons dans un premier
temps un ouvert O relativement compact dans Π. Pour tout Φ ∈ C∞c (O),
nous avons pour ε assez petit O ∩ Ωε = ∅, et alors
|〈uε(t),Φ〉−〈uε(s),Φ〉| =
∣∣∣∫ s
t
∫
Π
ν∇uε · ∇Φ + uε · ∇uε · Φ
∣∣∣
≤ (t− s)1/2‖∇uε‖L2(R+×Πε)(ν‖∇Φ‖L2 + ‖uε‖L∞(R+,L2(Πε))‖Φ‖L∞)
≤ C(t− s)1/2‖Φ‖H3 ,
ce qui nous permet de dire que la famille {Euε} est e´quicontinue comme
famille de fonctions du temps dans H−3(O). Sachant de plus que cette famille
est borne´e dans L∞(R+;L2(O)) nous obtenons par le the´ore`me d’Ascoli que
{Euε} est pre´compact dans L∞(R+;H−4(O)).
Comme {Euε} est aussi borne´ dans L2loc(R+;H1(O)), par interpolation
cette famille est aussi pre´compacte dans L2loc(R
+×O) et donc, quitte a` faire
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une extraction diagonale sur l’ensemble des compacts de Π, nous avons la
pre´compacite´ dans L2loc(R
+ × Π).
Il existe donc une sous-suite telle que Euε → u fortement dans L2loc(R+×
Π). Nous passons alors facilement a` la limite dans l’e´quation de Navier-Stokes
ve´rifie´e par uε en prenant ε assez petit pour que le support de la fonction
test ψ n’intersecte pas Ωε, et nous obtenons bien que u ve´rifie (5.2.1).
Ce champ est de plus a` divergence nulle car c’est une limite de champs a`
divergence nulle.
Ve´rifions maintenant que u appartient au bon espace. Quitte a` extraire a`
nouveau une sous-suite, les estimations dues a` l’ine´galite´ (5.1.3) nous assurent
bien que
u ∈ L∞([0,∞);HS) ∩ L2loc([0,∞);VS).
Pour la continuite´ faible dans L2, nous montrons d’abord que u(t) ∈ L2 pour
tout t ≥ 0. Le the´ore`me d’Ascoli utilise´ pre´ce´demment nous permet aussi
d’affirmer que la famille {Euε} ainsi que u appartiennent a` C0(R+;H−4loc ), et
donc que u(t) est de´finie pour tout temps. Pour t fixe´, l’ine´galite´ d’e´nergie
(5.1.3) nous assure que la suite Euε(t) est borne´e dans L2 et comme Euε(t)→
u(t) dans H−4loc , la limite u(t) doit alors appartenir a` L
2(R3).
Nous utilisons encore une fois que Euε(t) → u(t) dans H−4loc pour avoir
que
∫
(Euε(t) − u(t)) · h → 0 pour tout h ∈ C∞0 (Π)3. Or C∞0 (Π) est dense
dans L2(R3) et Euε(t) est borne´ dans L2, d’ou`
∫
(Euε(t)−u(t)) ·h→ 0 pour
tout h ∈ L2(R3). Nous avons donc la convergence faible L2 de Euε(t) vers
u(t) pour tout t ≥ 0. Nous avons de la meˆme manie`re la convergence faible
L2((0, t) × R3) de ∇Euε vers ∇u pour tout t ≥ 0, ainsi que la continuite´
faible en temps a` valeurs dans L2.
Pour terminer cette preuve, montrons enfin l’ine´galite´ d’e´nergie (5.2.2).
Ceci se fait en prenant la liminf de (5.1.3)
lim inf
ε→0
‖Euε(t)‖2L2(R3) + 2ν lim inf
ε→0
∫ t
0
‖∇Euε(t)‖2L2(R3) ≤ ‖v0‖2L2(R3)
puis en remarquant que la convergence faible L2 de Euε(t) vers u(t) et que
la convergence faible L2((0, t)× R3) de ∇Euε vers ∇u impliquent que
‖u(t)‖2L2(R3) ≤ lim inf
ε→0
‖Euε(t)‖2L2(R3)
et
‖∇u‖2L2((0,t)×R3) ≤ lim inf
ε→0
‖∇Euε‖2L2((0,t)×R3).
Ceci conclut alors la de´monstration du the´ore`me 5.2.3.
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5.3 Remarque sur le cas de l’exte´rieur de la
courbe
De manie`re e´quivalente a` la partie pre´ce´dente, nous nous donnons Γ une
courbe re´gulie`re borne´e de l’espace et nous supposons que Πε = R
3\Ωε est un
domaine exte´rieur simplement connexe avec un bord C∞ tel que Ωε converge
vers Γ quand ε → 0 dans le sens donne´ dans l’introduction de ce chapitre.
Nous allons maintenant de´montrer que la donne´e initiale converge vers la
donne´e initiale sans obstacle, mais nous n’arriverons pas a` montrer que la
courbe n’apporte pas de contribution pour les temps t > 0.
Pour une famille d’obstacle {Ωε} se contractant vers la courbe, et pour
un tourbillon initial ω0 dont le support est compact et disjoint des obstacles,
nous avons la proposition suivante.
Proposition 5.3.1. Nous avons Euε0 → u0 fortement dans L2(R3), ou` u0
correspond au champ de vitesse sans obstacle (5.1.4).
De´monstration. En notant par ηε une fonction troncature qui vaut 0 sur
Ωε + B(0, ε) et 1 a` l’exte´rieur de Ωε + B(0, 2ε), nous introduisons le champ
de vecteurs a` divergence nulle
wε = rot (ηεψ) = ηεu0 +∇ηε × ψ
avec ψ la fonction courant de u0, c’est a` dire telle que rotψ = u0 et divψ = 0.
Nous rappelons de [11] que ψ est donne´ explicitement par la loi de Biot-Savart
ψ(x) = − ∫
R3
x−y
4pi|x−y|3 × u0(y) dy, ce qui ve´rifie ‖ψ‖L∞ ≤ C‖u0‖L2∩L4 ≤ C car
u0 est continue et se comporte comme O(1/|x|2) a` l’infini.
Comme dans la partie pre´ce´dente, nous rappelons que uε0 est la projection
L2 de u0|Πε sur Hε, et comme wε ∈ Hε, nous avons que
‖Euε0 − u0‖L2(R3) ≤ ‖uε0 − u0‖L2(Πε) + ‖u0‖L2(Ωε)
≤ ‖wε − u0‖L2(Πε) + ‖u0‖L2(Ωε)
≤ ‖∇ηε × ψ‖L2(Πε) + ‖(1− ηε)u0‖L2(Πε) + ‖u0‖L2(Ωε)
≤ ‖∇ηε‖L2‖ψ‖L∞ + 2‖u0‖L2(Ωε+B(0,2ε))
≤
√
ε2
ε
‖ψ‖L∞ + 2
√
ε2‖u0‖L∞(Ωε+B(0,2ε))
≤ C.
Il existe donc un champ v ∈ L2(R3) tel que Euε0−u0 → v faiblement L2. Nous
en de´duisons que div v = rot v = 0 sur l’exte´rieur de la courbe Γ. Montrons
que ceci veut dire que div v = rot v = 0 sur R3 et donc que v = 0. Pour
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cela nous allons montrer que tout f appartenant a` H−1(R3) dont le support
est inclus sur une courbe est nul. Quitte a` conside´rer une partition de l’unite´
et un redressement de la courbe sur le segment, nous pouvons supposer que
Γ est le segment [(0, 0,−1); (0, 0, 1)]. Alors pour tout ϕ ∈ C∞c (R3), nous
introduisons ϕε(x1, x2, x3) = h(
x1
ε
)h(x2
ε
)ϕ(x) avec h(s) une fonction positive
de R qui vaut 1 pour |s| ≤ 1 et qui vaut 0 pour |s| ≥ 2. Nous obtenons
facilement que ‖ϕε‖2L2 ≤ C(ϕ)ε2 → 0 et ‖∇ϕε‖L2 ≤ C(ϕ) ce qui nous permet
d’extraire une sous-suite telle que ϕε → 0 faiblement dans H1. Ceci implique
que 〈f, ϕε〉 → 0. Or 〈f, ϕε〉 = 〈f, ϕ〉+ 〈f, ϕε−ϕ〉 = 〈f, ϕ〉 car , ϕε−ϕ est nul
sur un voisinage de la courbe et que le support de f est inclus sur la courbe.
Ceci signifie bien que f = 0.
En appliquant cet argument, nous obtenons bien que le rotationel et la
divergence de v sont nuls sur R3, et donc que v = 0.
De plus, en reprenant le raisonnement de la preuve de la proposition 5.2.1,
nous de´duisons de la convergence faible de uε0 vers u0 la convergence forte,
ce qui conclut cette preuve.
Nous n’allons pas ici re´diger a` nouveau la convergence vers une solution de
Navier-Stokes a` l’exte´rieur d’une courbe avec pour donne´e initiale u0. En effet
ceci se passe exactement de la meˆme manie`re que dans le cas de la surface car
nous regardons sur les compacts a` l’exte´rieur des obstacles. Par rapport au
cas [11] ou` l’obstacle se contracte vers un point, nous n’arrivons pas a` montrer
la convergence de la solution vers la solution de Navier-Stokes sans obstacle.
Le principal proble`me est que nous ne trouvons pas de fonction courant qui
est petit le long de la courbe. En effet, les auteurs dans [11] utilisent dans
les estimations les fonctions courants (Sϕ)(·)− (Sϕ)(0) qui restent d’ordre ε
sur un voisinage de taille ε3, voisinage ou` ∇ηε = O(1ε) est non nul.
5.4 Un calcul explicite
Nous regardons dans cette dernie`re partie le cas ou` S = R2×{0}. Si cela
peut paraˆıtre moins inte´ressant que le cas de la surface, nous le donnons ici
brie`vement car c’est le seul cas ou` nous obtenons une forme explicite pour
la limite v0 de u
ε
0. Notons R
3
+ = R
2 × (0;+∞) et R3− = R2 × (−∞; 0). Pour
ω0 ∈ C∞c (R3 \ S), nous de´composons ω0 = ω+0 + ω−0 ≡ ω0χR3+ + ω0χR3− .
Cherchons tout d’abord une expression explicite de v+0 . Comme nous pou-
vons nous douter, ω−0 n’interviendra pas dans cette expression car S se´pare
l’espace en deux domaines disjoints. Notons ω˜+0 le prolongement tel que ω˜
+
0 =
ω+0 = (ω
+
01, ω
+
02, ω
+
03)(x1, x2, x3) sur R
3
+ et ω˜
+
0 = (−ω+01,−ω+02, ω+03)(x1, x2,−x3)
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sur R3−. Nous pouvons alors ve´rifier que
v+0 (x) = −
∫
R3
x− y
4π|x− y|3 × ω˜
+
0 (y) dy
est un champ a` divergence nulle, continu qui ve´rifie rot v+0 = ω
+
0 sur R
3
+. Nous
ve´rifions aussi avec un petit calcul que v+0 = (v
+
01, v
+
02,−v+03)(x1, x2,−x3) sur
R3− ce qui implique par la continuite´ de v
+
0 a` travers S que v
+
0 est tangent au
plan S.
Ce champ est de plus borne´, et comme ω0 est a` support compact, il se
comporte a` l’infini comme 1/|x|2, ce qui est bien L2 a` l’infini. En construisant
de meˆme v−0 , nous avons donc v0 ∈ HS tel que rot v0 = ω0 sur R3 \ S. Avec
une de´monstration similaire de celle de la proposition 5.2.1, nous montrons
que Euε0 converge fortement dans L
2 vers v0.
La convergence des solutions pour t > 0 vers une solution de Navier-
Stokes a` l’exte´rieur du plan se fait alors de la meˆme manie`re que dans les
parties pre´ce´dentes. Dans le cas ou` S est un plan, nous avons alors une forme
explicite (en fonction de ω0) de f , la densite´ qui ve´rifie rot v0 = ω0 + fδS :
f(x) = f(x1, x2) =
(∫
R3
x− y
4π|x− y|3 × (ω˜
+
0 (y)− ω˜−0 (y)) dy
)
×n,
avec n = (0, 0, 1).
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Chapitre 6
Unicite´ pour le syste`me mixte
Euler point vortex
Re´sume´
Nous montrons l’unicite´ du syste`me mixte Euler point vortex avec un seul
point vortex introduit par Marchioro et Pulvirenti dans [27], dans le cas ou`
le tourbillon est initialement constant autour du point vortex.
Pre´publication e´crite en collaboration avec E. Miot sous le titre ”Uniqueness
for the vortex-wave system when the vorticity is constant near the vortex
point”, soumis.
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6.1 Introduction
Rappelons les e´quations et de´finitions dont nous allons nous servir. Le
tourbillon est compose´ d’une partie re´gulie`re ω(t) et d’un point vortex z(t).
Si x 6= z0 = z(0), alors nous notons par Φt(x) la trajectoire (voir (1.2.2)) et
par v = K ∗ω la vitesse cre´e par ω, ou` K est le noyau de la loi de Biot-Savart
(voir (1.2.5)).
Dans tout ce chapitre, nous nous donnons un tourbillon re´gulier ω0, a`
support compact et un point vortex z0. Nous de´finissons alors les solutions
lagrangiennes et euleriennes du syste`me mixte Euler point vortex de la ma-
nie`re suivante.
De´finition 6.1.1 (Solutions lagrangiennes). Soient ω0 ∈ L1 ∩ L∞(R2) et
z0 ∈ R2. Le triplet (ω, z, φ) est une solution lagrangienne globale du syste`me
mixte Euler point vortex, avec une donne´e initiale (ω0, z0), si ω ∈ L∞(R, L1∩
L∞(R2)), v = K ∗ ω ∈ C(R+ × R2),
z : R+ → R2, φ : R+ × R2 \ {z0} → R2
sont tels que z ∈ C1(R+,R2), φ(·, x) ∈ C1(R+,R2) pour tout x 6= z0 et s’il
satisfait 

v(·, t) = (K ∗ ω)(·, t),
z˙(t) = v(t, z(t)),
z(0) = z0,
φ˙t(x) = v(t, φt(x)) +K
(
φt(x)− z(t)
)
,
φ0(x) = x, x 6= z0,
ω(φt(x), t) = ω0(x),
(FL)
ou` φt = φ(t, ·). De plus, pour tout t, φt est un diffe´omorphisme de R2 \ {z0}
dans R2 \ {z(t)} pre´servant la mesure de Lebesgue.
De´finition 6.1.2 (Solutions euleriennes). Soient ω0 ∈ L1 ∩ L∞(R2) et z0 ∈
R2. Le couple (ω, z) est une solution eulerienne globale du syste`me mixte
Euler point vortex, avec une donne´e initiale (ω0, z0), si
ω ∈ L∞(R, L1 ∩ L∞(R2)), z ∈ C(R+,R2)
et si nous avons dans le sens des distributions

∂tω + div ((v +H)ω) = 0,
ω(0) = ω0,
z˙(t) = v
(
t, z(t)
)
, z(0) = z0,
(FE)
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avec v et H donne´s par
v(t, ·) = K ∗x ω(t), H(t, ·) = K(· − z(t)).
Autrement dit, pour toute fonction test ϕ ∈ D(R+ × R2), nous avons 1
−
∫
R2
ω0(x)ϕ(0, x) dx =
∫
R+
∫
R2
ω(∂tϕ+ (v +H) · ∇ϕ) ds dx,
et 2 pour tout t ∈ R+
z(t) = z0 +
∫ t
0
v(s, z(s)) ds.
Nous montrerons dans un premier temps le the´ore`me suivant.
The´ore`me 6.1.3. Soient ω0 ∈ L1 ∩ L∞(R2) et z0 ∈ R2. Soit (ω, z, φ) une
solution lagrangienne globale du syste`me mixte Euler point vortex, avec pour
donne´e initiale (ω0, z0), alors (ω, z) est une solution eulerienne globale.
L’objectif de ce chapitre est d’e´tudier l’unicite´ des solutions lagrangienne
ou eulerienne quand le tourbillon initial appartient a` L1 ∩ L∞(R2), et est
constant pre`s du point vortex z0. Plus pre´cise´ment, nous de´montrons le re´-
sultat suivant.
The´ore`me 6.1.4. Soient ω0 ∈ L1 ∩ L∞(R2) et z0 ∈ R2 tels qu’il existe
R0 > 0 et α ∈ R tels que
ω0 ≡ α sur B(z0, R0).
Supposons de plus que ω0 est a` support compact. Il existe alors une unique
solution eulerienne du syste`me mixte Euler point vortex ve´rifiant cette donne´e
initiale.
Afin de prouver ce the´ore`me, nous montrons tout d’abord que si (ω, z) est
une solution eulerienne, alors ω est une solution renormalise´e de l’e´quation du
transport, au sens de DiPerna-Lions [4]. Graˆce a` ce re´sultat, nous remarquons
que le tourbillon reste constant pre`s du point vortex. Nous profitons alors de
la formulation faible (FE) pour obtenir une e´quation aux de´rive´es partielles
satisfaites par la vitesse v = K ∗ ω.
1En vertu du lemme 6.2.2, le champ de´fini par v = K ∗ ω appartient a` L∞(R+ × R2).
De plus, H appartient a` L1
loc
(R+ × R2), et cette de´finition a donc bien un sens.
2Nous verrons au lemme 6.2.2 et a` la proposition 6.3.8 que v(t) est de´fini pour tout
temps et continu par rapport a` la variable spatiale.
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Soient deux solutions euleriennes donne´es (ω1, z1) et (ω2, z2), pour les
comparer nous introduisons la quantite´
r(t) = |z˜(t)|2 + ‖v˜(t)‖L2(R2)
ou` z˜ = z1−z2, ω˜ = ω1−ω2 et v˜ = v1−v2 = K ∗ω˜. Sachant que ω˜ s’annule sur
un voisinage du point vortex, la vitesse v˜ est harmonique sur ce voisinage.
Ceci procure en particulier un controˆle des normes L∞ (ainsi que des normes
L∞ du gradient) de la vitesse par ces normes L2. Par une estimation du type
Gronwall, nous concluons alors que r ≡ 0.
En utilisant alors ce the´ore`me, le the´ore`me 6.1.3 ainsi que l’existence d’une
solution lagrangienne globale e´tablie par Marchioro et Pulvirenti dans [27],
nous observons qu’une solution eulerienne est aussi une solution lagrangienne.
Les de´finitions 6.1.1 et 6.1.2 sont donc e´quivalentes si le tourbillon initial
appartient a` L1 ∩ L∞(R2), a` support compact et constant pre`s de z0.
6.2 Lagrangien implique eulerien
Nous rappelons tout d’abord quelques proprie´te´s remarquables sur la
convolution avec le noyau de la loi de Biot-Savart K. Les preuves sont bien
connues et peuvent eˆtre trouve´es dans [25, 28]. Commenc¸ons par e´noncer
l’ine´galite´ de Caldero´n-Zygmund.
Lemme 6.2.1. Soient f ∈ L1 ∩ L∞(R2) et g = K ∗ f tel que rot g = f et
div g = 0. Alors pour tout 2 ≤ p < +∞, nous avons
‖∇g‖Lp(R2) ≤ Cp‖f‖Lp(R2),
ou` C est une constante universelle.
Nous utiliserons souvent le lemme suivant.
Lemme 6.2.2. Soient f ∈ L1 ∩ L∞(R2) et g = K ∗ f . Alors g satisfait
‖g‖L∞ ≤ C
(‖f‖L∞ + ‖f‖L1). (6.2.1)
De plus,
|g(x)− g(y)| ≤ C(‖f‖L∞ , ‖f‖L1)ϕ
(|x− y|), ∀x, y ∈ R2, (6.2.2)
ou` ϕ est la fonction continue, concave et croissante, de´finie par
ϕ(z) =
{
z(1− ln(z)) si 0 ≤ z < 1
1 si z ≥ 1.
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Nous notons par AL l’ensemble des fonctions quasi-Lipschitz de R2 dans
R2, c’est a` dire les fonctions qui ve´rifient
|g(x)− g(y)| ≤ Cϕ(|x− y|), x, y ∈ R2
pour une constante C. Nous de´finissons par L∞(AL), l’ensemble des fonctions
v = v(t, x) : R× R2 7→ R2 satisfaisant
|v(t, x)− v(t, y)| ≤ C|x− y|, x, y ∈ R2, t ∈ R
pour une constante C inde´pendante de t. Nous remarquons que la borne uni-
forme (6.2.1) est ve´rifie´e pour une fonction f appartenant a` Lp∩Lq pour p < 2
et q > 2, alors que l’hypothe`se f ∈ L∞ est indispensable pour l’estimation
quasi-Lipschitz.
Dans notre cas, nous appliquons toujours ces re´sultats pour f = ω(t) et
v = g = K ∗x ω(t), avec ω ∈ L∞(R, L1 ∩ L∞(R2)). Nous obtenons donc les
estimations pre´ce´dentes uniforme´ment en temps.
De plus, nous utiliserons une fonction de troncature χ0 : R
2 → R, re´gu-
lie`re, radiale, telle que
χ0 ≡ 0 sur B(0, 1
2
), χ0 ≡ 1 sur B(0, 1)c et 0 ≤ χ0 ≤ 1. (6.2.3)
Pour un petit δ > 0, nous posons
χδ(z) = χ0
(z
δ
)
.
Quand δ tend vers 0, nous avons
χδ → 1 p.p., ‖∇χδ‖L1(R2) → 0. (6.2.4)
Dans ce qui suit, nous notons par u le champ de vecteurs
u ≡ v +H.
Il est compose´ d’une partie v quasi-Lipschitz et d’une partie H singulie`re au
point vortex z(t) et re´gulie`re ailleurs. En multipliant une fonction test par
χδ (x− z(t)), nous obtenons une fonction test dont le support ne touche pas
la singularite´. Cette remarque nous sera tre`s utile dans les de´monstrations
pour ge´rer cette singularite´. En effet, dans une premie`re e´tape, nous ferons
les calculs avec des champs vectoriels re´guliers, puis nous passerons dans un
second temps a` la limite δ → 0. Ceci marchera bien graˆce a` la forme explicite
de H et au fait que χδ est radiale :
H(t, x) · ∇χδ (x− z(t)) ≡ 0. (6.2.5)
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De´monstration du the´ore`me 6.1.3. Pour (ω, z, φ), une solution de
(FL), il suffit de montrer que
∂tω + div ((v +H)ω) = 0 (6.2.6)
au sens des distributions sur R+ × R2.
Donnons dans un premier temps une preuve formelle de (6.2.6). Pour une
fonction ψ(t, x) ∈ C1, nous de´finissons
f(t) =
∫
R2
ω(t, y)ψ(t, y) dy.
Nous posons y = φt(x). Sachant que φt pre´serve la mesure de Lebesgue pour
tout temps, et comme ω est constant le long de ses trajectoires, nous obtenons
f(t) =
∫
R2
ω0(x)ψ(t, φt(x)) dx.
En de´rivant par rapport au temps et en utilisant l’EDO ve´rifie´e par φt(x),
nous calculons
f ′(t) =
∫
R2
ω0(x)
(
∂tψ + u · ∇ψ
)
(t, φt(x)) dx.
Nous changeons alors de variable y = φt(x) :
f ′(t) =
∫
R2
ω(t, y)
(
∂tψ + u · ∇ψ
)
(t, y) dy,
ce qui correspond a` (6.2.6) au sens des distributions. Pour justifier ce calcul,
nous devons avoir le droit de de´river dans l’inte´grale.
Pour montrer cela, nous conside´rons une fonction test ψ = ψ(t, x). Pour
0 < δ < 1, nous posons
ψδ(t, x) ≡ χδ (x− z(t)) ψ(t, x),
ou` χδ est de´finie dans (6.2.3). Or ψδ(t) ≡ 0 sur la boule B
(
z(t), δ
2
)
, et nous
pouvons appliquer le calcul pre´ce´dent a` ψδ, pour tout t∫
R2
ω(t, x)ψδ(t, x) dx−
∫
R2
ω0(x)ψδ(0, x) dx
=
∫ t
0
∫
R2
ω (∂tψδ + u · ∇ψδ) dx ds.
(6.2.7)
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Graˆce a` la convergence ponctuelle de ψδ(t, ·) vers ψ(t, ·) quand δ → 0, nous
avons ∫
R2
ω(t, x)ψδ(t, x) dx −
∫
R2
ω0(x)ψδ(0, x) dx
→
∫
R2
ω(t, x)ψ(t, x) dx−
∫
R2
ω0(x)ψ(0, x) dx
(6.2.8)
par le the´ore`me de convergence domine´e de Lebesgue. Nous calculons ensuite
∂tψδ + u · ∇ψδ = χδ(x− z)(∂tψ + u · ∇ψ)
+ ψ(−z˙ + v +H) · ∇χδ(x− z).
Nous utilisons (6.2.5) et la borne uniforme de v pour affirmer
∣∣ ∫
R2
ω[∂tψδ+u · ∇ψδ − χδ
(
∂tψ + u · ∇ψ
)
] dx
∣∣
≤ C‖ψ‖L∞‖v‖L∞‖ω‖L∞
∫
R2
|∇χδ|(x) dx.
(6.2.9)
Faisons maintenant tendre δ vers ze´ro. Nous observons que∫ t
0
∫
R2
ωχδ
(
∂tψ+u · ∇ψ
)
dx ds
→
∫ t
0
∫
R2
ω(∂tψ + u · ∇ψ) dx ds,
ce qui donne la conclusion, graˆce a` (6.2.4), (6.2.7), (6.2.8) et (6.2.9).
6.3 Unicite´ de la solution eulerienne
Cette partie consiste a` de´montrer le the´ore`me 6.1.4. La premie`re e´tape
consiste a` prouver que si le tourbillon est initialement constant pre`s du point
vortex, alors ceci reste vrai pour tout temps. Ceci est de´montre´ dans [27] pour
les solutions lagrangiennes, en estimant la distance entre les trajectoires et
le point vortex. Dans la situation pre´sente, nous conside´rons des solutions
euleriennes et nous n’avons plus l’existence des trajectoires. Nous ne pou-
vons donc pas appliquer le meˆme raisonnement, et nous allons commencer
par montrer que le tourbillon est une solution renormalise´e de l’e´quation de
transport, au sens de DiPerna et Lions [4].
Par les lemmes 6.2.1 et 6.2.2, si (ω, z) est une solution eulerienne de (FE),
nous rappelons que le champ de vecteurs v = K ∗ ω satisfait alors
v ∈ L∞(R+ × R2) ∩ L∞ (R+,W 1,1loc (R2)) ∩ L∞(AL).
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6.3.1 Solutions renormalise´es
Nous conside´rons de´sormais que l’e´quation (FE) est une e´quation de
transport avec un champ de vitesse u = v + H et une trajectoire z. Notre
objectif dans cette sous-partie est de montrer que si ω ve´rifie l’e´quation li-
ne´aire, alors il en est de meˆme pour β(ω) avec β une fonction re´gulie`re ve´-
rifiant quelques proprie´te´s. Quand il n’y a pas de point vortex, ceci de´coule
directement de la the´orie de´veloppe´e dans [4] (voir aussi [3] pour plus de
de´tails). Le re´sultat e´nonce´ dans [4] s’applique pour des champs de vitesse
ayant une certaine re´gularite´ de Sobolev. Un exemple typique d’un tel espace
est L1loc
(
R+,W 1,1loc (R
2)
)
, re´gularite´ hors d’atteinte dans notre cas. Nous pou-
vons cependant e´tendre ce re´sultat a` notre cas, graˆce a` la re´gularite´ de H en
dehors du point vortex, et de sa forme explicite.
Nous de´finissons
Σ = {(t, z(t)), t ∈ R+}
et nous notons par G son comple´mentaire dans R+ × R2.
Le point de de´part dans [4] et [3] est l’e´tude de suite re´gularisante
ωε = ρε ∗x ω, ωε,η = ωε ∗t θη,
ou` ρε et θη sont des noyaux re´gularisants standards sur R
2 et R+. Nous
de´finissons aussi pour f ∈ L1loc(R+×R2), fη = f ∗x ρη ∗t θη. Le lemme suivant
est une conse´quence directe de la re´gularite´ de Sobolev de v et de celle de H
sur G.
Lemme 6.3.1 (Commutateurs). Soit (ω, z) une solution eulerienne de (FE).
Nous avons alors
∂tωε,η + uη · ∇ωε,η = rε,η (6.3.1)
au sens des distributions, ou` l’erreur rε,η est de´finie par
rε,η = uη · ∇ωε,η − (u · ∇ω)ε,η
et satisfait
lim
ε→0
(
lim
η→0
rε,η
)
= 0 dans L1loc(G).
De´monstration. Pour tout compact K de G donne´, il existe a > 0 tel que
|x− z(τ)| ≥ a, ∀(τ, x) ∈ K.
Nous posons χ(t, x) = χ0
(
x−z(t)
a/2
)
, ou` χ0 est de´finie dans (6.2.3). Pour η et ε
assez petit par rapport a` a et pour (x, τ) ∈ K, nous avons clairement
rε,η(τ, x) = (uχ)η · ∇ωε,η − ((uχ) · ∇ω)ε,η.
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La vitesse v, et donc vχ appartiennent a` L∞loc
(
R+,W 1,1loc (R
2)
)
. Ensuite graˆce
a` l’e´galite´
|H(τ, x)−H(τ, y)| = |x− y||x− z(τ)||y − z(τ)| ,
nous de´duisons que Hχ ∈ L∞loc
(
R+,W 1,1loc (R
2)
)
. En utilisant le lemme II.1 de
[4] ou le lemme 1 de [3], nous obtenons
lim
ε→0
(
lim
η→0
rε,η
)
= 0 dans L1loc(K).
Le lemme est alors prouve´.
La seconde e´tape consiste a` utiliser la forme explicite de H.
Lemme 6.3.2. Soit (ω, z) une solution de (FE). Soit β : R → R une fonction
re´gulie`re telle que
|β′(t)| ≤ C(1 + |t|p), ∀t ∈ R,
avec p ≥ 0. Nous avons alors pour toute fonction test ψ ∈ D(R+ × R2) que
d
dt
∫
R2
ψβ(ω) dx =
∫
R2
β(ω)(∂tψ + u · ∇ψ) dx dans L1loc(R+).
De´monstration. Conside´rons la suite re´gularisante ωε,η de´finie auparavant.
Comme ωε,η est re´gulie`re, l’e´galite´ (6.3.1) est en fait ve´rifie´e presque partout
dans R+ × R2. En multipliant (6.3.1) par β′(ωε,η) nous obtenons
∂tβ(ωε,η) + uη · ∇β(ωε,η) = β′(ωε,η)rε,η p.p. dans R2. (6.3.2)
Nous proce´dons maintenant de la meˆme manie`re que dans la preuve du the´o-
re`me 6.1.3. Pour toute fonction test ψ ∈ D(R+×R2), donnons nous un petit
parame`tre δ > 0 et une fonction radiale χδ re´gulie`re de R
2, de´finie dans
(6.2.3).
Nous posons ensuite
ψδ(t, x) = χδ (x− z(t))ψ(t, x),
et
ψδ,n(t, x) = χδ (x− zn(t))ψ(t, x),
ou` zn(t) est une approximation re´gulie`re de z(t). Les fonctions ψδ et ψδ,n sont
supporte´es dans G. Notons de plus que z e´tant Lipschitz avec pour constante
de Lipschitz ‖v‖L∞(R+×R2), nous pouvons choisir zn(t) tel que
sup
t∈R+
|z(t)− zn(t)| ≤ 1
n
‖v‖L∞ , sup
t∈R+
|z˙n(t)| ≤ ‖v‖L∞ . (6.3.3)
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En multipliant (6.3.2) par ψδ,n et en inte´grant en espace, nous obtenons
pour tout t
d
dt
∫
R2
ψδ,n(t)β(ωε,η(t)) dx =
∫
R2
β′(ωε,η)rε,ηψδ,n dx
+
∫
R2
β(ωε,η)(∂tψδ,n + uη · ∇ψδ,n) dx.
Pour δ > 0 donne´, nous trouvons n suffisamment grand pour que 1
n
‖v‖L∞
soit petit par rapport a` δ. Graˆce a` la de´finition de χδ et (6.3.3), nous en
de´duisons que ψδ,n a son support compact inclus dans G. Nous pouvons alors
utiliser le lemme 6.3.1, l’hypothe`se sur β et la borne uniforme L∞ de ωε,η
pour affirmer que pour δ et n fixe´s
lim
ε→0
(
lim
η→0
∫
R2
β′(ωε,η)rε,ηψδ,n dx
)
= 0 dans L1loc(R
+). (6.3.4)
D’ailleurs,
lim
ε→0
(
lim
η→0
‖ωε,η − ω‖L1
loc
(R+,L1(R2))
)
= 0,
ce qui donne, en utilisant la borne uniforme par rapport a` η et ε de
∂tψδ,n + uη · ∇ψδ,n,
lim
ε→0
(
lim
η→0
∫
R2
β(ωε,η)(∂tψδ,n + uη · ∇ψδ,n) dx dτ
)
=
∫
R2
β(ω)(∂tψδ,n + u · ∇ψδ,n) dx dτ dans L1loc(R+).
(6.3.5)
Finalement, puisque
lim
η,ε→0
d
dt
∫
R2
β(ωε,η)ψδ,n dx =
d
dt
∫
R2
β(ω)ψδ,n dx
au sens des distributions sur R+, nous de´duisons de (6.3.4) et (6.3.5)
d
dt
∫
R2
β(ω)ψδ,n dx =
∫
R2
β(ω)(∂tψδ,n+u·∇ψδ,n) dx dans D′(R+). (6.3.6)
Or, nous calculons
∂tψδ,n + u · ∇ψδ,n = χδ(x− zn)(∂tψ + u · ∇ψ)
+ ψ(v − z˙n +H) · ∇χδ(x− zn).
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Commenc¸ons par faire tendre n vers +∞. Comme χδ est radiale, nous avons
H · ∇χδ(x− zn)→ H · ∇χδ(x− z) ≡ 0 dans L1loc(R+ × R2).
Graˆce a` la convergence simple de ψδ,n vers ψδ quand n tend vers +∞ et aux
bornes uniformes L∞ de la vitesse et du tourbillon, nous obtenons
∣∣ ∫
R2
β(ω)(∂tψδ + u · ∇ψδ) dx−
∫
R2
β(ω)χδ
(
x− z)(∂tψ + u · ∇ψ) dx∣∣
≤ C
∫
R2
|∇χδ| dx.
En faisant tendre δ vers ze´ro et en utilisant (6.2.4) et (6.3.6), nous obtenons
enfin
d
dt
∫
R2
β(ω)ψ(t, x) dx =
∫
R2
β(ω)(∂tψ + u · ∇ψ) dx
au sens des distributions sur R+. Sachant que le terme de droite dans l’e´galite´
pre´ce´dente appartient a` L1loc(R
+), l’e´galite´ est en fait ve´rifie´e dans L1loc(R
+),
ce qui ache`ve cette preuve.
Remarque 6.3.3. (1) Le lemme 6.3.2 est aussi ve´rifie´ pour des fonctions ψ
re´gulie`res, borne´es, dont les de´rive´es au premier ordre en temps et en espace
sont borne´es. Dans ce cas, nous devons conside´rer des fonctions re´gulie`res β
qui ve´rifient β(0) = 0, et donc telles que β(ω) soient inte´grables.Ceci peut
eˆtre prouve´ en approximant ψ par des fonctions re´gulie`res a` support compact
ψn, pour lesquelles le lemme 6.3.2 s’applique, et en passant ensuite a` la limite
n→ +∞.
(2) Fixons 1 ≤ p < +∞. En approximant β(t) = |t|p par des fonctions
re´gulie`res et en choisissant ψ ≡ 1 dans le lemme 6.3.2, nous en de´duisons
que pour une solution eulerienne ω de (FE), la fonction t 7→ ‖ω(t)‖Lp(R2) est
continue et constante. Nous avons en particulier
‖ω(t)‖L1(R2) + ‖ω(t)‖L∞(R2) ≡ ‖ω0‖L1(R2) + ‖ω0‖L∞(R2),
et nous notons cette dernie`re quantite´ par ‖ω0‖.
6.3.2 Conservation du tourbillon pre`s du point vortex
En spe´cifiant notre choix de β dans le lemme 6.3.2, nous sommes en
mesure de de´montrer le re´sultat suivant.
Proposition 6.3.4. Soit (ω, z) une solution eulerienne de (FE) telle que
ω0 ≡ α sur B(z0, R0)
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avec R0 > 0. Il existe alors une fonction continue et positive t 7→ R(t),
de´pendant seulement de t, R0 et ‖ω0‖, telle que R(0) = R0 et
∀t ∈ R+, ω(t) ≡ α sur B (z(t), R(t)) .
De´monstration. Nous choisissons β(t) = (t − α)2 et nous utilisons le lemme
6.3.2. Soit Φ ∈ D(R+ × R2), nous affirmons que pour tout T∫
R2
Φ(T, x)(ω − α)2(T, x) dx−
∫
R2
Φ(0, x)(ω − α)2(0, x) dx
=
∫ T
0
∫
R2
(ω − α)2(∂tΦ + u · ∇Φ) dx dt.
Ceci est en fait une ame´lioration du lemme 6.3.2, dans laquelle l’e´galite´ est
ve´rifie´e dans L1loc(R
+). En effet, nous avons ∂tω = −div (uω) (au sens des
distributions) avec ω ∈ L∞ et u ∈ L∞(R+, Lqloc(R2)) pour tout q < 2,
ce qui implique que ∂tω est borne´ dans L
1
loc(R
+,W−1,qloc (R
2)). Par conse´-
quent, ω appartient a` C(R+,W−1,qloc (R
2)) ⊂ C(R+, L2loc−w). Sachant de plus
que t 7→ ‖ω(t)‖L2 est continue d’apre`s la remarque 6.3.3, nous avons ω ∈
C(R+, L2(R2)), et l’e´galite´ inte´grale pre´ce´dente est ve´rifie´e pour tout T .
Nous construisons maintenant une fonction test Φ centre´e en z(t). Plus
pre´cise´ment, nous utilisons une fonction sur R de´croissante ϕ0, valant 1 si s ≤
1/2 et s’annulant si s ≥ 1. Nous de´finissons alors Φ(t, x) = ϕ0(|x−z(t)|/R(t)),
avec R(t) une fonction re´gulie`re, positive et de´croissante, a` de´finir plus tard,
telle que R(0) = R0. Pour s’assurer de la re´gularite´ de Φ, nous devrions
re´gulariser z comme cela a e´te´ fait dans la preuve du lemme 6.3.2, mais par
un souci de clarte´ nous omettons ici ces de´tails. Pour Φ ainsi choisi, nous
avons (ω0(x)− α)2Φ(0, x) ≡ 0.
Nous calculons alors
∇Φ = x− z|x− z|
ϕ′0
R(t)
et
∂tΦ = −R
′(t)
R2(t)
|x− z|ϕ′0 +
z˙ · (z − x)
|x− z|
ϕ′0
R(t)
.
Comme u · ∇Φ = (v +H) · ∇Φ = v · ∇Φ, nous obtenons∫
R2
Φ(T, x)(ω − α)2(T, x) dx
=
∫ T
0
∫
R2
(ω − α)2ϕ
′
0(
|x−z|
R
)
R
(
(v(x)− z˙) · (x− z)|x− z| −
R′
R
|x− z|
)
dx dt.
(6.3.7)
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Sans perte de ge´ne´ralite´, nous pouvons supposer que R0 ≤ 1, et donc que
R ≤ 1. Sachant que ϕ′0( |x−z|R ) est ne´gative pour R/2 ≤ |x − z| ≤ R, nulle
ailleurs et que R′ < 0, nous pouvons majorer le terme de droite dans (6.3.7)
par :∫ T
0
∫
R2
(ω − α)2ϕ
′
0(
|x−z|
R
)
R
(
(v(x)− z˙) · (x− z)|x− z| −
R′
R
|x− z|
)
dx dt
≤
∫ T
0
∫
R2
(ω − α)2 |ϕ
′
0|( |x−z|R )
R
(
|v(x)− v(z)|+ R
′
2
)
dx dt.
En utilisant que v ∈ L∞(AL) et en rappelant que ϕ est croissante (voir le
lemme 6.2.2), il de´coule de (6.3.7) que∫
R2
Φ(T, x)(ω − α)2(T, x) dx
≤
∫ T
0
∫
R2
(ω − α)2 |ϕ
′
0|( |x−z|R )
R
(
Cϕ(|x− z|) + R
′
2
)
dx dt
≤
∫ T
0
∫
R2
(ω − α)2 |ϕ
′
0|( |x−z|R )
R
(
CR(1− lnR) + R
′
2
)
dx dt,
avec C de´pendant uniquement de ‖ω0‖. En prenant R(t) = exp(1 − (1 −
lnR0)e
2Ct), nous obtenons∫
R2
Φ(T, x)(ω − α)2(T, x) dx ≤ 0,
ce qui termine la preuve.
Une conse´quence de la proposition 6.3.4 est le re´sultat suivant.
Corollaire 6.3.5. Soient (ω1, z1) et (ω2, z2) deux solutions euleriennes de
(FE) ayant pour donne´e initiale (ω0, z0). Supposons de plus que
ω0 ≡ α sur B(z0, R0).
Pour T ∗ > 0 fixe´, il existe un temps TC ≤ T ∗, de´pendant seulement de T ∗,
‖ω0‖ et R0 tel que
ω1(t) ≡ ω2(t) = α sur B
(
z(t),
R(t)
2
)
, ∀t ∈ [0, TC ],
ou` z(t) est le point milieu du segment [z1(t), z2(t)]. Nous avons de plus
z1(t), z2(t) ∈ B
(
z(t),
R(t)
8
)
.
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De´monstration. De´finissons alorsR := mint∈[0,T ∗]R(t) > 0, ou`R(t) est donne´
dans la proposition 6.3.4. Comme |z1(0) − z2(0)| = 0 et ‖v1‖L∞ , ‖v2‖L∞ ≤
C‖ω0‖, nous avons
|z1(t)− z2(t)| ≤ 2C‖ω0‖t ≤ R
4
, ∀t ∈ [0, TC ],
avec TC = min(R(8C‖ω0‖)−1, T ∗). D’ou`
|z1(t)− z2(t)| ≤ R(t)
4
, ∀t ∈ [0, TC ],
et
B
(
z(t),
R(t)
2
) ⊂ B (z1(t), R(t)) ∩B (z2(t), R(t)) .
La conclusion est alors une conse´quence de la proposition 6.3.4.
Remarque 6.3.6. En conside´rant β(t) = t2 dans le lemme 6.3.2 et en adaptant
la preuve de la proposition 6.3.4, nous e´tablissons que si le tourbillon est
initialement a` support compact, alors ω(t) reste a` support compact pour
tout temps. En effet, si nous choisissons Φ(t, x) = 1 − ϕ0(|x − z(t)|/R(t)),
avec R(t) une fonction positive re´gulie`re et croissante, telle que R(0) = R1,
avec supp ω0 ⊂ B(z0, R1), alors (6.3.7) devient∫
R2
Φ(T, x)ω2(T, x) dx
=
∫ T
0
∫
R2
ω2
−ϕ′0( |x−z|R )
R
(
(v(x)− z˙) · (x− z)|x− z| −
R′
R
|x− z|
)
dx dt
≤
∫ T
0
∫
R2
ω2
|ϕ′0|( |x−z|R )
R
(
2C − R
′
2
)
dx dt,
avec C de´pendant uniquement de ‖ω0‖. Le terme de droite est nul si nous
prenons R(t) = R1+4Ct. Le support du tourbillon augmente donc au mieux
line´airement en temps (comme pour une solution lagrangienne).
6.3.3 Formulation faible pour la vitesse
Nous cherchons maintenant une e´quation ve´rifie´e par la vitesse v pour
une solution eulerienne (ω, z) de (FE). Cette e´quation est e´tablie dans [12]
pour le cas ou` le point est conside´re´ fixe. Cette de´monstration a e´te´ reprise
dans la sous-partie 3.3.4, et nous observons qu’elle s’e´tend facilement a` notre
cas. Nous obtenons alors :
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Proposition 6.3.7. Soit (ω, z) une solution globale de (FE), avec pour don-
ne´e initiale (ω0, z0). Nous avons alors au sens des distributions sur R
+ ×R2

∂tv + v · ∇v + div (v ⊗H +H ⊗ v)− v(z(t))⊥δz(t) = −∇p
div v = 0
z˙(t) = v(t, z(t))
v(x, 0) = K ∗ ω0 et z(0) = z0,
ou` δz(t) est la fonction de Dirac centre´e en z(t) et H(t, x) ≡ K(x− z(t)).
Pour la suite de cette partie, nous notons par W 1,4σ (R
2) l’ensemble des
fonctions a` divergence nulle (au sens des distributions) appartenant a`W 1,4(R2),
et par W
−1,4/3
σ (R2) son espace dual.
Pour deux solutions (ω1, z1) et (ω2, z2) de (FE), nous de´finissons v˜ =
K ∗ (ω1 − ω2) = v1 − v2. Utilisons la proposition 6.3.7, pour obtenir les
proprie´te´s suivantes sur v˜.
Proposition 6.3.8. Soit ω0 ∈ L1 ∩ L∞(R2) a` support compact, z0 ∈ R2 et
(ω1, z1), (ω2, z2) deux solutions euleriennes de (FE) avec pour donne´e initiale
(ω0, z0). Soit v˜ = v1 − v2, nous avons alors
v˜ ∈ L2loc
(
R+,W 1,4σ (R
2)
)
, ∂tv˜ ∈ L2loc
(
R+,W
−1, 4
3
σ (R
2)
)
.
De plus, nous avons v˜ ∈ C (R+, L2(R2)) et
‖v˜(T )‖2L2(R2) = 2
∫ T
0
〈∂tv˜, v˜〉W−1,4/3σ ,W 1,4σ ds, ∀T ∈ R
+.
De´monstration. Si nous posons ω˜ = ω1−ω2, alors v˜ = K∗ω˜ et nous obtenons
pour tout t ∫
R2
ω1(t, x) dx ≡
∫
ω0(x) dx ≡
∫
R2
ω2(t, x) dx.
Pour montrer cela, nous choisissons β(t) ≡ t et ψ ≡ 1 dans le lemme 6.3.2,
ce qui donne
∫
ω˜(t) ≡ 0. De plus, d’apre`s la remarque 6.3.6, ω1 et ω2 sont
a` support compact , ce qui signifie que v˜(t) ∈ L2(R2) pour tout t (voir [25]
pour les de´tails). En utilisant ‖ωi‖L1(R2)∩L∞(R2) ∈ L∞(R+), nous obtenons
meˆme que
v˜ ∈ L∞loc(R+, L2(R2)). (6.3.8)
De´montrons maintenant la premie`re proprie´te´ annonce´e dans la proposi-
tion 6.3.8. Nous appliquons la proposition 6.3.7 a` (vi, zi) pour i = 1 et i = 2.
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Tout d’abord, nous de´duisons des lemmes 6.2.1 et 6.2.2 que vi = K ∗ ωi ap-
partient a` L∞(R+×R2) et que son gradient ∇vi a` L∞(R+, L4(R2)). De plus,
comme le tourbillon ωi est a` support compact, nous avons pour |x| grand
|vi(t, x)| ≤ C|x|
∫
R2
|ωi(t, y)| dy,
d’ou` vi appartient a` L
∞
loc(R
+, Lp(R2)) pour tout p > 2. En particulier, il en
de´coule que
vi ∈ L∞loc(R+,W 1,4(R2))
et que vi⊗ vi appartient a` L∞loc(L4/3). Puisque vi est a` divergence nulle, nous
avons vi ·∇vi = div (vi⊗vi), et donc vi ·∇vi ∈ L2loc
(
R+,W−1,
4
3 (R2)
)
. De plus,
vi(t) ⊗ Hi(t) appartient a` L4/3loc , alors qu’a` l’infini, Hi et vi sont borne´s par
C/|x|, ce qui appartient a` L8/3. Ceci entraˆıne
div (vi ⊗Hi), div (Hi ⊗ vi) ∈ L2loc
(
R+,W−1,
4
3 (R2)
)
.
Ensuite, nous de´duisons de l’injection de W 1,4(R2) dans C00(R
2) que δzi ap-
partient a` L2loc(W
−1, 4
3 ). Par conse´quent viδzi ∈ L2loc(R+,W−1,
4
3 (R2)).
En accord avec la proposition 6.3.7, nous obtenons finalement
〈∂tvi,Φ〉 = 〈∂tvi −∇pi,Φ〉 ≤ C‖Φ‖L2(W 1,4σ )
pour tout champ vectoriel re´gulier, a` divergence nulle Φ. Ceci implique que
∂tvi ∈ L2loc
(
R+,W−1,4/3σ (R
2)
)
, i = 1, 2,
et il en est de meˆme pour ∂tv˜. Puisque v˜ appartient a` L
2
loc
(
R+,W 1,4σ
)
, nous
de´duisons de (6.3.8) et du lemme 1.2 du chapitre III de [34] que v˜ est presque
partout e´gale a` une fonction continue de R+ dans L2 et nous avons au sens
des distributions sur R+ :
d
dt
‖v˜‖2L2(R2) = 2〈∂tv˜, v˜〉W−1,4/3σ ,W 1,4σ .
Nous concluons donc en utilisant le fait que v˜(0) = 0.
6.3.4 Preuve du the´ore`me 6.1.4
Dans ce paragraphe, nous fournissons une preuve du the´ore`me 6.1.4 en
utilisant l’e´quation ve´rifie´e par la vitesse. Dans ce but, nous conside´rons
deux solutions euleriennes de (FE) : (ωi, zi) pour i = 1, 2, et nous gardons
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les notations du paragraphe pre´ce´dent. Vu la proposition 6.3.8, nous pouvons
introduire
r(t) ≡ ‖v1(t, ·)− v2(t, ·)‖2L2(R2) + |z1(t)− z2(t)|2.
Fixons un temps positif T ∗. Nous montrerons par un argument de type Gron-
wall que r est identiquement nul. Comme T ∗ est arbitrairement choisi, ceci
nous fournira l’unicite´ globale sur R+. Soit
R = min
t∈[0,T ∗]
R(t), RM = max
t∈[0,T ∗]
R(t),
ou` R(t) est la fonction de´finie dans la proposition 6.3.4 et soit TC le temps
introduit dans le corollaire 6.3.5. Les quantite´s R et TC de´pendent seulement
de T ∗, ‖ω0‖ et R0. Comme r(0) = 0, il existe T0 tel que
r(t) ≤ 1, ∀t ≤ T0,
et nous prenons T0 ≤ TC maximal pour cette proprie´te´.
Avant tout, nous profitons du fait que ωi est constant autour du point vor-
tex pour donner des estimations pour le champ harmonique v˜(t) au voisinage
de z1(t) et z2(t). Rappelons que z(t) est le point milieu de [z1(t), z2(t)].
Lemme 6.3.9. Pour tout t ≤ TC, v˜(., t) est harmonique sur B(z(t), R(t)/2),
avec R(t) > 0 et TC donne´s au corollaire 6.3.4. En particulier, nous avons
les ine´galite´s suivantes :
(1) ‖v˜(t, .)‖L∞(B(z(t),R(t)/4)) ≤ C‖v˜(t, .)‖L2,
(2) ‖∇v˜(t, .)‖L∞(B(z(t),R(t)/4)) ≤ C‖v˜(t, .)‖L2,
avec C de´pendant uniquement de R.
De´monstration. Le corollaire 6.3.5 nous assure que rot vi = α surB(z(t), R(t)/2),
et donc rot v˜ = div v˜ = 0 sur cette meˆme boule, ce qui signifie bien que v˜ est
harmonique sur cette boule : ∆v˜ = 0. Les majorations (1) et (2) de´coulent
alors du the´ore`me de la valeur moyenne (voir [6]). En effet, en e´crivant la
formule de la moyenne pour tout x ∈ B = B(0, R/4), nous avons :
v˜(x) =
1
π(R/8)2
∫
B(x,R/8)
v˜(y)dy
∇v˜(x) = 1
π(R/8)2
∫
B(x,R/8)
∇v˜(y)dy = 1
π(R/8)2
∫
∂B(x,R/8)
v˜νds
|∇v˜(x)| ≤ 16
R
‖v˜‖L∞(∂B(x,R/8)).
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Il reste alors a` prouver que ‖v˜‖L∞(B(0;3R/8)) ≤ C‖v˜‖L2 . Pour cela, re´crivons
la formule de la moyenne pour tout x ∈ B(0, 3R/8)
v˜(x) =
1
π(R/8)2
∫
B(x,R/8)
v˜(y)dy
|v˜(x)| ≤ 1
π(R/8)2
∫
B(x,R/8)
|v˜(y)|dy
≤ 1
π(R/8)2
‖v˜‖L2‖1‖L2(B(x,R/8))
≤ 8√
πR
‖v˜‖L2 .
L’ine´galite´ de Gronwall pour r(t) est le re´sultat de la proposition suivante.
Proposition 6.3.10. Pour tout T ∈ [0, T0], pour tout p ≥ 2, nous avons
r(T ) ≤ C
∫ T
0
[
ϕ(r(t)) + p r(t)1−
1
p
]
dt, (6.3.9)
ou` C de´pend seulement de T ∗ et ‖ω0‖, et ou` ϕ est de´fini dans le lemme 6.2.2.
De´monstration. Nous proce´dons en plusieurs e´tapes. Tout le long de cette
preuve, C de´signe une constante de´pendant uniquement de R et RM , et donc
de ‖ω0‖ et T ∗.
Etape 1. La diffe´rence des vitesses ve´rifie
∀p ≥ 2, ∀T ≤ TC ,
‖v˜(T, .)‖2L2 ≤ C
∫ T
0
[
r(t) +
√
r(t)ϕ(
√
r(t)) + p r(t)1−1/p
]
dt.
En effet, en soustrayant les deux e´quations de la proposition 6.3.7 ve´rifie´es
par (vi, zi), nous trouvons
∂tv˜ + v˜ · ∇v1 + v2 · ∇v˜ + div (v˜ ⊗H1 + v2 ⊗ H˜ +H1 ⊗ v˜ + H˜ ⊗ v2)
− (v1(z1)⊥ · δ(z1)− v2(z2)⊥ · δ(z2)) = −∇p˜.
(6.3.10)
Nous conside´rons alors des fonctions re´gulie`res, a` divergence nulle Φn ∈
C∞c (R
+ × R2) convergeant vers v˜ dans L2loc (R+,W 1,4(R2)). Nous les asso-
cions aux fonctions tests de (6.3.10), et nous faisons tendre n vers +∞. Pour
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tout T ∈ R+, nous avons∫ T
0
〈∂tv˜,Φn〉W−1,4/3σ ,W 1,4σ ds→
∫ T
0
〈∂tv˜, v˜〉W−1,4/3σ ,W 1,4σ ds.
Nous passons a` la limite dans les autres termes graˆce aux majorations de vi
e´nonce´es dans la de´monstration de la proposition 6.3.8. Ceci implique alors
1
2
‖v˜(T, .)‖2L2 = I + J +K, (6.3.11)
avec
I = −
∫ T
0
∫
R2
v˜ · (v˜ · ∇v1 + v2 · ∇v˜) dx dt,
J =
∫ T
0
∫
R2
(v˜ ⊗H1 + v2 ⊗ H˜ +H1 ⊗ v˜ + H˜ ⊗ v2) : ∇v˜ dx dt,
K =
∫ T
0
(v1(z1)
⊥ · v˜(z1)− v2(z2)⊥ · v˜(z2)) dt.
L’e´tape suivante consiste a` majorer tous les termes de droite. Nous conside´-
rons les temps T ≤ T0 dans (6.3.11). Afin de simplifier les notations, nous
posons B = B(z(t), R(t)/4).
Concernant le premier terme I de (6.3.11), nous commenc¸ons par noter
que ∫
R2
(v2 · ∇v˜) · v˜ dx = 1
2
∫
R2
v2 · ∇|v˜|2 dx = −1
2
∫
R2
|v˜|2div v2 dx = 0.
De plus, l’ine´galite´ d’Ho¨lder donne∣∣∣∣
∫
R2
(v˜ · ∇v1) · v˜ dx
∣∣∣∣ ≤ ‖v˜‖L2‖v˜‖Lq‖∇v1‖Lp ,
avec 1
p
+ 1
q
= 1
2
. Le lemme 6.2.1 e´tablit que ‖∇v1‖Lp ≤ Cp‖ω1‖Lp pour p ≥ 2.
Or, nous e´crivons par interpolation ‖v˜‖Lq ≤ ‖v˜‖aL2‖v˜‖1−aL∞ avec 1q = a2 + 1−a∞ .
Nous avons a = 1− 2
p
et nous obtenons bien
|I| ≤ Cp
∫ T
0
‖v˜‖2−2/pL2 dt. (6.3.12)
Majorons maintenant J . Nous avons∫
R2
(v˜ ⊗H1) : ∇v˜ dx =
∫
R2
∑
i,j
v˜iH1,j∂j v˜i dx =
1
2
∑
i
∫
R2
∑
j
H1,j∂j v˜
2
i dx
= −1
2
∑
i
∫
R2
v˜2i divH1 dx = 0,
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car H1 est a` divergence nulle, et∣∣∣∫ T
0
∫
R2
(H1 ⊗ v˜) : ∇v˜ dx dt
∣∣∣ ≤ ∣∣∣∫ T
0
∫
B
(H1 ⊗ v˜) : ∇v˜ dx dt
∣∣∣
+
∣∣∣∫ T
0
∫
Bc
(H1 ⊗ v˜) : ∇v˜ dx dt
∣∣∣.
(6.3.13)
Nous re´alisons une inte´gration par parties dans le second terme de droite
dans (6.3.13). Sachant que div v˜ = 0, nous obtenons
∣∣∣∫ T
0
∫
R2
(H1 ⊗ v˜) : ∇v˜ dx dt
∣∣∣ ≤ ∣∣∣∫ T
0
∫
B
(H1 ⊗ v˜) : ∇v˜ dx dt
∣∣∣
+
∣∣∣−∫ T
0
(∫
Bc
(v˜ · ∇H1) · v˜ dx+
∫
∂B
(H1 · v˜)(v˜ · ν)ds
)
dt
∣∣∣
≤
∫ T
0
‖H1‖L1(B)‖v˜‖L∞(B)‖∇v˜‖L∞(B) dt
+
∫ T
0
‖∇H1‖L∞(Bc)‖v˜‖2L2 dt
+
∫ T
0
‖H1‖L∞(∂B)‖v˜‖2L∞(∂B)|∂B| dt.
Le lemme 6.3.9 nous assure que
∣∣∣∫ T
0
∫
R2
(H1 ⊗ v˜) : ∇v˜ dx dt
∣∣∣ ≤ C ∫ T
0
‖v˜‖2L2 dt.
De meˆme, nous obtenons en inte´grant par parties
∣∣∣∫ T
0
∫
R2
(v2 ⊗ H˜) : ∇v˜ dx dt
∣∣∣ ≤ ∣∣∣∫ T
0
∫
B
(v2 ⊗ H˜) : ∇v˜ dx dt
∣∣∣
+
∣∣∣−∫ T
0
(∫
Bc
(H˜ · ∇v2) · v˜ dx+
∫
∂B
(v2 · v˜)(H˜ · ν)ds
)
dt
∣∣∣.
Par conse´quent
∣∣∣∫ T
0
∫
R2
(v2 ⊗ H˜) : ∇v˜ dx dt
∣∣∣ ≤ ∫ T
0
‖H˜‖L1(B)‖v2‖L∞‖∇v˜‖L∞(B) dt
+
∫ T
0
‖H˜‖L∞(Bc)‖v˜‖L2‖∇v2‖L2 dt
+
∫ T
0
‖H˜‖L∞(∂B)‖v˜‖L∞(∂B)‖v2‖L∞ |∂B| dt.
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En utilisant l’ine´galite´ de Caldero´n-Zygmund pour v2 et le lemme 6.3.9, nous
avons∣∣∣∫ T
0
∫
R2
(v2 ⊗ H˜) : ∇v˜ dx dt
∣∣∣ ≤ C ∫ T
0
(
‖H˜‖L1(B) + ‖H˜‖L∞(Bc)
)
‖v˜‖L2 dt.
Un calcul similaire nous donne que∣∣∣∫ T
0
∫
R2
(H˜ ⊗ v2) :∇v˜ dx dt
∣∣∣
≤ C
∫ T
0
(
‖H˜‖L1(B) + ‖∇H˜‖L2(Bc) + ‖H˜‖L∞(∂B)
)
‖v˜‖L2 dt.
Nous avons besoin ici de quelques majorations concernant H˜. Rappelons que
H˜ est de´fini par H˜ = H1 −H2, et graˆce a` sa forme explicite, nous avons
‖H˜‖L∞(Bc) = sup
z∈Bc
|z1 − z2|
2π|z − z1||z − z2| ≤ (8/R)
2 |z1 − z2|
2π
.
De plus, il de´coule des estimations sur le potentiel (voir par exemple [25])
que ∫
B
|H˜(x)| dx = C
∫
B
|K(x− z1)−K(x− z2)| dx ≤ Cϕ(|z1 − z2|).
En ce qui concerne la norme L2, nous observons que pour x ∈ Bc,
|∇H˜(x)| ≤ |z1 − z2| sup
[x−z1,x−z2]
|D2K| ≤ C|x− z|3 |z1 − z2|,
ce qui implique que ‖∇H˜‖L2(Bc) ≤ C|z1− z2|. En appliquant donc ceci, nous
avons
|J | ≤ 2C
∫ T
0
(
‖v˜‖L2 + |z1 − z2|+ ϕ(|z1 − z2|)
)
‖v˜‖L2 dt.
Comme ϕ est croissante, cette dernie`re ine´galite´ devient
|J | ≤ C
∫ T
0
[
r(t) +
√
r(t)ϕ(
√
r(t))
]
dt. (6.3.14)
Pour finir, nous de´composons le troisie`me terme K de (6.3.11) comme
suit :
v1(z1)
⊥ · v˜(z1)− v2(z2)⊥ · v˜(z2) =
(
v1(z1)
⊥ − v1(z2)⊥
) · v˜(z1)
+
(
v1(z2)
⊥ − v2(z2)⊥
) · v˜(z1)
+ v2(z2)
⊥ · (v˜(z1)− v˜(z2)) .
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En appliquant le lemme 6.2.2 a` v1, nous obtenons
|v1(z1)⊥ · v˜(z1)− v2(z2)⊥ · v˜(z2)| ≤ C|v˜(z1)|ϕ(|z1 − z2|) + |v˜(z2)||v˜(z1)|
+ ‖v2‖L∞‖∇v˜‖L∞([z1,z2])|z1 − z2|.
En utilisant a` nouveau le lemme 6.3.9 nous concluons que
|K| ≤ C
∫ T
0
[
r(t) +
√
r(t)ϕ(
√
r(t))
]
dt. (6.3.15)
Le re´sultat de´sire´ correspond donc aux majorations (6.3.12), (6.3.14) et (6.3.15).
Etape 2. Les points vortex ve´rifient
|z1(T )− z2(T )|2 ≤ C
∫ T
0
[
r(t) +
√
r(t)ϕ(
√
r(t))
]
dt, ∀T ≤ TC .
En effet, comme z1 et z2 sont Lipschitz, leurs de´rive´es existent pour
presque tout temps t, et nous avons en ces points
d
dt
|z1 − z2|2 = 2〈z1 − z2, v1(z1)− v2(z2)〉
= 2〈z1 − z2, v1(z1)− v1(z2)〉+ 2〈z1 − z2, v˜(z2)〉.
En conside´rant les lemmes 6.2.2 et 6.3.9
d
dt
|z1 − z2|2 ≤ C|z1 − z2|ϕ(|z1 − z2|) + |z1 − z2|‖v˜‖L2 ,
puis nous concluons en inte´grant dans l’ine´galite´ pre´ce´dente.
Finalement, nous observons que pour z ≤ 1, nous avons
zϕ(z) ≤ ϕ(z2), z ≤ ϕ(z).
La proposition 6.3.10 de´coule alors directement des e´tapes 1 et 2, ainsi que
de la de´finition de T0.
Le the´ore`me 6.1.4 est de´sormais une conse´quence aise´e du lemme suivant.
Lemme 6.3.11. Pour tout p ≥ 1, nous avons
ϕ(t) ≤ p t1− 1p , ∀t ≥ 0,
ou` ϕ est de´finie au lemme 6.2.2.
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Supposons dans un premier temps que le lemme 6.3.11 est ve´rifie´ et finis-
sons la de´monstration du the´ore`me 6.1.4. Nous de´duisons de la proposition
6.3.10 que pour tout T ≤ T0,
r(T ) ≤ C
∫ T
0
p r(t)1−
1
p dt.
Ceci implique que
r(T ) ≤ (CT )p, ∀p ≥ 2.
En notant T1 = 1/C et en faisant tendre p vers l’infini, nous concluons que
r(T ) ≡ 0 pour tout T < min(T0, T1). En re´ite´rant la preuve, nous montrons
que r s’annule sur [0, T0], et donc T0 = TC . Puisque TC de´pend seulement
de ‖ω0‖ et T ∗, nous pouvons passer de [0, TC ] a` [0, T ∗], par un nombre fini
de translation en temps de taille TC . Ceci ache`ve la preuve du the´ore`me 6.1.4.
De´monstration du lemme 6.3.11. Le re´sultat est e´vident pour t ≥ 1.
Si nous posons fp(t) = t
1
p (1 − ln t), il suffit de de´montrer que fp(t) ≤ p.
En calculant f ′p(t) = t
1
p
−1(1
p
(1 − ln t) − 1), nous observons que f ′p(t) ≤ 0 si
et seulement si t ≤ e1−p. Alors, fp est maximal quand t = e1−p et nous en
de´duisons que
fp(t) ≤ fp(e1−p) = pe
1
p
−1 ≤ p
pour p ≥ 1. Ceci termine la preuve.

6.4 Remarques finales
Le cas de plusieurs points vortex
Dans ce chapitre, nous avons seulement conside´re´ le syste`me mixte Euler
point vortex avec un seul point vortex. Dans le cas d’un nombre fini N de
vortex zi, avec pour intensite´s di, i = 1, . . . , N re´elles, le syste`me mixte Euler
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points vortex (FL) est modifie´ comme suit :

v(·, t) = (K ∗ ω)(·, t),
z˙i(t) = v(t, zi(t)) +
N∑
j=1
j 6=i
djK (zi(t)− zj(t)) ,
zi(0) = zi,0,
φ˙t(x) = v(t, φt(x)) +
N∑
j=1
djK (φt(x)− zj(t)) ,
φ0(x) = x, x 6= zj,0,
ω(φt(x), t) = ω0(x), t ∈ R.
(FLN)
Dans cette situation, chaque point vortex zi(t) est soumis aux champs ge´-
ne´re´s par la partie re´gulie`re et par les autres points vortex, tandis que la
partie re´gulie`re se de´place sous l’action du champ qu’elle cre´e, ainsi que sous
l’influence des N points vortex. Les champs de vitesse apparaissant dans
(FLN) sont bien de´finis tant que les trajectoires ne rencontrent pas les points
vortex. Si les intensite´s di sont toutes du meˆme signe, [27] e´tablit que les col-
lisions entre les points vortex et les trajectoires ne peuvent pas se produire
en temps fini, et l’existence globale dans (FLN) est alors prouve´e pour une
donne´e initiale ω0 ∈ L1 ∩ L∞(R2) et N points vortex distincts zi,0.
En particulier, pour tout T > 0 donne´, il existe une constante positive
a telle que |zi(t) − zj(t)| ≥ a pour tout t ≤ T . Le champ cre´e´ par un point
vortex pre`s des autres points vortex est donc Lipschitz et borne´. En centrant
autour de chaque point vortex les fonctions tests utilise´es dans les preuves
de la partie 2 et 3, nous pouvons e´tendre les the´ore`mes 6.1.3 et 6.1.4 au cas
de plusieurs points vortex. Ceci donne pre´cise´ment
The´ore`me 6.4.1. Soient ω0 ∈ L1 ∩L∞(R2) et z1,0, . . . , zN,0 N points vortex
distincts dans R2, avec des intensite´s positives di. Supposons de plus l’exis-
tence d’un re´el positif R0, plus petit que la distance minimale entre les points
vortex initiaux, et soient αi ∈ R tels que pour tout i,
ω0 ≡ αi sur B(zi,0, R0).
Si ω0 est a` support compact, alors il existe une unique solution eulerienne du
syste`me mixte Euler point vortex (FLN) avec une telle donne´e initiale.
Il de´coule de ce the´ore`me que l’e´quivalence entre la formulation eulerienne
et lagrangienne est encore ve´rifie´e dans le cas de plusieurs points vortex de
meˆme signe.
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Unicite´ quand le point vortex est fixe
Dans cette sous-partie, nous nous inte´ressons a` l’unicite´ dans le syste`me
trouve´ dans [12]. La principale diffe´rence avec (FE) est le fait que le point
vortex est fixe (par exemple sur l’origine) au lieu de bouger sous l’action de
la vitesse. Cette e´quation s’e´crit
{
∂tω + u · ∇ω = 0,
u(t, x) = v(t, x) + γK(x), v = K ∗ ω, (6.4.1)
avec γ ∈ R. Cette e´quation a e´te´ obtenue comme limite asymptotique des
e´quations classiques d’Euler a` l’exte´rieur d’obstacle, quand l’obstacle se concentre
vers un point. Les de´tails sont donne´s dans le chapitre 1.
L’unicite´ dans le cas ou` γ = 0 est due a` la partie traitant de l’unicite´ dans
le the´ore`me de Yudovich (voir [35]).
Les e´quations (6.4.1) ont aussi e´te´ conside´re´es avec la formulation lagran-
gienne par Marchioro [26] dans le cas ou` le support de ω0 n’intersecte pas
l’origine et avec des donne´es re´gulie`res. Dans [26], il est prouve´ que pour un
tourbillon C2, une trajectoire partant d’un point distinct de l’origine ne la
rencontre jamais. Ceci donne en particulier l’unicite´ de la formulation lagran-
gienne dans ce cas.
En accord avec la sous-partie 6.3.1, il est en fait possible d’adapter les
ide´es utilise´es dans [26] aux e´quations (6.4.1) sans conside´rer les trajectoires.
Nous de´montrons en particulier que si le tourbillon initial ω0 s’annule sur un
voisinage de l’origine, ceci reste alors vrai pour tout temps.
Proposition 6.4.2. Soit ω une solution eulerienne globale de (6.4.1) telle
que
supp ω0 ⊂ B(0, R−10 ) \B(0, R0)
avec 0 < R0 < 1. Il existe alors deux constantes positives C1 et C2, de´pendant
uniquement de R0 et ||ω0||, telles que
ω(t) ≡ 0 sur B (0, C1e−C2t) , ∀t ≥ 0.
De´monstration. Pour cette preuve, nous prenons γ = 1. Comme il a e´te´ de´ja`
mentionne´, la sous-partie 6.3.1 s’applique e´galement aux e´quations (6.4.1) en
remplac¸ant le point vortex mobile par l’origine. En conside´rant la remarque
6.3.6, nous avons
supp ω(t) ⊂ B (0, K(1 + t)) , ∀t ≥ 0, (6.4.2)
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ou` K de´pend uniquement des conditions initiales R0 et ||ω0||. L’objectif est
donc d’appliquer le lemme 6.3.2 avec β(t) = t2 et en posant
Φ(t, x) = χ0
(− ln |x| − ∫ ln |x− y|ω(t, y) dy + C(t)
2πR(t)
)
,
ou` χ0 est une fonction re´gulie`re : R 7→ R, qui s’annule pour |x| ≤ 1/2,
qui vaut identiquement 1 pour |x| ≥ 1 et qui est croissante sur R+. R(t)
est une fonction continue croissante et C(t) une fonction continue que nous
terminerons plus tard. Nous notons
g(t, x) =
1
2π
∫
R2
ln |x− y|ω(t, y) dy,
ce qui, graˆce a` (6.4.2), ve´rifie 2π|g(t, x)| ≤ C0 (1 + ln(1 + t)) avec une constante
C0. En augmentant C0 si besoin, nous avons aussi que − ln |x| ≥ −2πC0(1 +
ln(1+t)) pour tout x ∈ supp ω(t). En posant C(t) = 2C0 (1 + ln(1 + t)) nous
obtenons alors que la quantite´
y(t, x) ≡ − ln |x|
2π
− g(t, x) + C(t)
2π
est positive pour tout t et x ∈ supp ω(t).
Il a e´te´ de plus de´montre´ par Marchioro dans [26] que si ω est une solution
re´gulie`re de (6.4.1), alors
∂tg(t, x) = −
∫
R2
K⊥(y − x) · (v(y) +K(y))ω(t, y) dy.
L’article de Marchioro e´tablit aussi que
‖∂tg‖L∞ ≤ C1, (6.4.3)
avec C1 de´pendant uniquement de ‖ω0‖ et R0. Ceci peut eˆtre e´tendu aux
solutions faibles euleriennes de (6.4.1) en remplac¸ant ln par lnε dans la de´fi-
nition de g, ou` lnε |z| co¨ıncide a` ln |z| sur B(0, ε)c et vaut ln ε sur B(0, ε). En
faisant tendre ε vers ze´ro, nous de´duisons que pour chaque x, g(x, ·) est Lip-
schitz et posse`de une de´rive´e temporelle pour presque tout temps ; de plus,
la borne (6.4.3) est ve´rifie´e pour ces temps. Nous omettons ici les de´tails et
nous conside´rons que Φ est C1.
Nous avons de plus que
∇xg(t, x) = −
∫
R2
K⊥(x− y)ω(t, y) dy = −v⊥(t, x),
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et donc que
(v +K) · ∇Φ = (v +K) · (v⊥ +K⊥) χ′0
R
≡ 0.
Il en de´coule que
∂tΦ(t, x) =
(
− R
′(t)
R2(t)
y(t, x)
)
+
1
R
(−∂tg(t, x) + C
′(t)
2π
)
)
χ′0
(
y(t, x)
R(t)
)
.
En utilisant le lemme 6.3.2, nous obtenons∫
R2
Φ(T, x)ω2(T, x) dx−
∫
R2
Φ(0, x)ω20(x) dx
=
∫ T
0
∫
R2
ω2
χ′0
(
y(t,x)
R
)
R
(
−R
′
R
y − ∂tg + C
′
2π
)
dx dt.
Comme y ≥ 0, le terme χ′0( yR) est positif et il est non nul quand 12 ≤ yR ≤ 1,
ce qui entraˆıne∫
R2
Φ(T, x)ω2(T, x) dx−
∫
R2
Φ(0, x)ω20(x) dx ≤
∫ T
0
∫
R2
ω2
χ′0
R
(
−R
′
2
− ∂tg + C
′
2π
)
dx dt.
En utilisant (6.4.3) et la forme explicite de C(t), nous obtenons∫
R2
Φ(T, x)ω2(T, x) dx−
∫
R2
Φ(0, x)ω20(x) dx ≤
∫ T
0
∫
R2
ω2
χ′0
R
(
−R
′
2
+ C2
)
dx dt
avec C2 une constante. Nous choisissons maintenant
R(t) = C2 + 2C1t,
avec C2 a` de´terminer plus tard, afin d’obtenir∫
R2
Φ(T, x)ω2(T, x) dx ≤
∫
R2
Φ(0, x)ω20(x) dx.
Comme |g(0, x)| ≤ C0 pour tout x et puisque ω0 s’annule sur B(0, R0), nous
avons que pour tout x ∈ supp ω0
− ln |x|
2π
− g(0, x) ≤ − lnR0
2π
+ C0 = C4.
Nous choisissons finalement C2 tel que
C4
C2
≤ 1
2
.
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Avec ce choix, nous avons
Φ(0, x)ω20(x) = χ0
(
− ln |x|
2pi
− g(0, x)
C2
)
ω20(x) ≡ 0.
Nous de´duisons que pour tout T , Φ(T, x)ω2(T, x) ≡ 0. Si nous conside´rons x
tel que
− ln |x| ≥ 2πR(T ) + C0 (1 + ln(1 + T )) ,
alors − ln |x| − g
2πR
≥ 1,
et donc ω(T, x) = 0. Autrement dit
ω(T ) ≡ 0 sur B(0, e−C0(1+ln(1+T ))−2piR(T )),
ce qui correspond au re´sultat souhaite´.
En utilisant la proposition 6.4.2, il est alors facile d’adapter la preuve du
the´ore`me 6.1.4 avec un point vortex fixe au lieu d’un point vortex mobile et
nous e´tablissons alors l’unicite´ pour (6.4.1) :
The´ore`me 6.4.3. Soit ω0 ∈ L1 ∩ L∞(R2) a` support compact, tel que
supp (ω0) ∩ {0} = ∅.
Il existe alors une unique solution eulerienne des e´quations (6.4.1) avec une
telle donne´e initiale.
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Re´sume´
Nous e´tudions dans cette the`se le comportement asymptotique des fluides
incompressibles dans les domaines exte´rieurs, quand l’obstacle devient de
plus en plus fin, tendant vers une courbe. Nous e´tendons les travaux d’If-
timie, Lopes Filho, Nussenzveig Lopes et Kelliher dans lesquels les auteurs
conside`rent des obstacles se contractant vers un point. Nous travaillons tout
d’abord en dimension deux. En utilisant des outils de l’analyse complexe,
nous traitons le cas des fluides ide´aux et visqueux a` l’exte´rieur d’une courbe.
Nous regardons ensuite en dimension trois les fluides visqueux a` l’exte´rieur
d’une surface. Nous finissons enfin par montrer l’unicite´ du proble`me mixte
Euler point-vortex avec un seul point vortex introduit par Marchioro et Pul-
virenti, dans le cas ou` le tourbillon initial est constant pre`s du point vortex.
—————————————————————————————————
Flow around thin obstacle
Abstract
We study in this work the influence of a thin obstacle on the behavior
of incompressible flow. We extend the works made by Itimie, Lopes Filho,
Nussenzveig Lopes and Kelliher where they consider that the obstacle shrink
to a point. We begin by working in two-dimension, and thanks to complex
analysis we treat the case of ideal and viscous flow around a curve. Next, we
study three-dimensional viscous flow in the exterior of a surface. We finish
by giving uniqueness of the vortex-wave system with a single point vortex
introduced by Marchioro and Pulvirenti, in the case where the initial vorticity
is constant near the point vortex.
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DISCIPLINE : Mathe´matiques
—————————————————————————————————
MOTS-CLES : fluides incompressibles, fluides sur les domaines exte´rieurs,
incompressible flow, exterior flow
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