Motivation: Data from one-channel cDNA microarray studies may exhibit poor reproducibility due to spatial heterogeneity, non-linear array-to-array variation and problems in correcting for background. Uncorrected, these phenomena can give rise to misleading conclusions.
INTRODUCTION
Recent years have seen explosive growth in the use of microarrays to study gene expression. Two technologies are widely employed: high-density oligonucleotide-based chips produced by Affymetrix (Lockhardt et al., 1996) and cDNA microarrays, which are microscope slides spotted with thousands of cDNA fragments. In both cases the arrays are hybridized to flourescent-labelled cDNAs generated by reverse transcription of RNA isolated from the cell sample or tissue under investigation. In standard terminology, the cDNAs spotted onto the arrays are called probes, and those in the samples are called target genes. cDNA microarrays generate one-or two-channel data. In two-channel use the arrays are hybridized to a mixture of two samples, each labelled with a different dye (Cy3 and Cy5). In one-channel use, which is the focus of this paper, each array is hybridized to a single sample, labelled with a single dye. The arrays are laser-scanned at the wavelength(s) appropriate to the dye(s) used, and the images are processed to extract data for analysis. In onechannel studies, these usually consist of a measure for the spot intensity and its local background, for each spot on the array. In two-channel studies this is available for both dyes.
Before analysis, the spot intensities are corrected for the background intensities, usually by simple subtraction of the latter. A common problem is that when the resulting value is negative, missing values are obtained when logintensities are calculated. This leads not only to loss of information but also to bias, as discussed briefly in Section 2.2 below, where a simple alternative approach is proposed.
The background-corrected spot intensities reflect the abundance of the corresponding target genes in the samples. However, often the relation is not that of simple proportionality: the signals may be distorted in various ways. One of these is spatial bias: the presence of regions with overall higher or lower intensity levels on the slides (Fig. 1) . Another form of distortion may appear when data from replicate arrays are compared graphically ( Fig. 2 ) and various forms of systematic departure from the identity line are observed. This phenomenon is here termed relative intensity bias.
The process of correcting for bias prior to analysis is called normalization. The purpose is to promote uniformity within arrays and reproducibility between arrays. Normalization has profound effects on subsequent analysis, irrespective of the methodology used. Failure to normalize appropriately will generally lead to misleading conclusions.
The most common normalization method for onechannel microarray data is probably global median normalization. For each array, the median log-intensity is subtracted from the log-intensities. This has the effect of aligning the data from the different arrays. Other common variants use a different measure of location instead of the median, for example the mean or trimmed mean. However, as shown below, these methods are unable to correct for common types of bias.
The basic premise underlying the use of cDNA microarrays is that the measured spot intensities are proportional to the abundance of the corresponding target genes in the original sample. For a given probe p, let θ p denote the expression level of p, that is, the concentration of RNA transcripts homologous to probe p in the unlabelled sample, and i ps the background-corrected spot intensity as measured on array s. A simple model relating i ps to θ p is
where k s is an array-specific constant of proportionality and α p is a probe-specific constant. There are P probes and S arrays. The model states that for a given array, the intensities i ps are proportional to the expression levels θ p with coefficients that vary for the different probes. Rewriting (1) in the log-scale (using, by convention, base 2 logarithms), and introducing an error term, we obtain
for p = 1 . . . P, and s = 1 . . . S. We now relate this model to the experimental processes.
The efficiency of the reverse transcription and labelling step for a given mRNA transcript depends both on the conditions of the reaction and on the nucleotide sequence of the mRNA. The total proportion of mRNA transcribed may vary from reaction to reaction, but it is expected that the relative proportions of the cDNAs obtained are constant, and linearly proportional to the expression levels. The concentration of labelled cDNA can be expressed as f r β p θ p , where f r is a labelling reaction-specific constant and β p represents a labelling efficiency factor. In (1) f r is absorbed into k s and β p into α p . Similarly the amount of dye incorporated into a given cDNA can vary from reaction to reaction, but again the relative proportions are expected to be stable. Subsequently the slides are exposed to a solution of labelled cDNAs, hybridization occurs, and the slides are washed to remove non-hybridized cDNA. This process is sensitive to experimental conditions such as temperature and humidity, and the target cDNAs may differ in their ability to hybridize with the corresponding probes. This may depend, for example, on the way the probe is attached to the array surface, and on physical properties of the cDNA. Again, this is captured in (1), that allows for variable reaction efficiency (absorbed into k s ) and stable probe-specific factors. The model assumes that the background-corrected intensity of each spot is linearly proportional to the amount of flourescent dye, and hence to the amount of flourescent-labelled cDNA, in the spot.
According to (1), the intensities from replicate arrays differ only up to a multiplicative constant k s , and so only need to be scale-adjusted to a common value. This is the rationale for the global normalization methods described above. The normalized log-intensities can be written as ps = log 2 (i ps /k s ), wherek s is the estimate of k s obtained by normalization.
Given data from two arrays s = 1, 2 hybridized to cDNA from two different samples, we see from (2) that an estimate for the log expression ratio log 2 (θ 1 p /θ 2 p ) is the difference in normalized log-intensities M p = p1 − p2 . So, in principle, estimates of expression ratios (fold change) can be obtained from a pair of arrays hybridized to two different samples. In practice this is highly unreliable and it is essential to use replication (Lee et al., 2000) . In this case the corresponding estimate for the log expression ratio becomes M p = p1 − p2 , where the bar denotes mean over the corresponding replicates.
To identify differentially expressed genes, significance tests may be applied to the normalized log-intensities on a gene-by-gene basis. For comparing two groups, a two-sample t-test or Wilcoxon test can be used. The former assumes that the ε ps are normally distributed, while the latter makes no such assumption. The null hypothesis here is that the log expression ratio is zero (equivalently, that the fold change is unity). In general the test chosen will depend on the design of the study and the purpose of the analysis. For example, in the EMW010203 analysis the Jonckheere-Terpstra test was used. This is a non-parametric test sensitive to monotonic increase or de-crease over the comparison groups (Hollander and Wolfe, 1999) . Genes are considered differentially expressed when the significance level ( p-value) is less than some threshold. In the EMW010203 study, this was P < 0.001. This relatively stringent criterion was chosen to minimize the risk of false positives. See Smyth et al. (2002) for an excellent review of statistical issues in microarray analysis.
The analysis will be severely compromised if there is systematic noise or signal distortion that has not been corrected during normalization. For example, when there is substantial spatial heterogeneity, M p will reflect bias (more precisely, the difference in the average spatial bias at that position over the two groups of arrays) that can swamp the biological signal. Colantuoni et al. (2002) provide a good illustration of this phenomenon.
The same is true of relative intensity bias, which may appear when we compare replicate sets of spots, either on the same array, or on two different arrays hybridized to the same sample. To assess reproducibility we can plot the log-intensities from the two replicates against each other. We can expect the plot to take various forms. The points may scatter (a) around the identity line, or (b) around a line parallel to this, (c) around a line with a gradient that differs from unity, or (d) the points may display curvature. Cases Note that global normalization, by subtracting a constant from the log-intensities for a replicate, shifts the points horizontally or vertically, and so can only correct differences of type (b). Section 2.5 describes a method to correct for bias of type (c) or (d).
To find explanations for this curvature, we can reexamine (1). The model assumes both linearity and stability. By stability is meant that the coefficients α p are constant from array to array. The curvature in Figure 2 indicates the presence of instability and possibly also non-linearity (since a non-linear but stable relation would not give rise to curvature between replicates). Instability reflects variation in the experimental conditions that affects the genes or probes differentially. Spatial heterogeneity is a form of instability that may arise during the slide coating, spotting, hybridization, washing and scanning processes. For example, inaccurate placement of the slide may give rise to intensity gradients over the array surface, and local curvature of the slide may affect the intensity readings. Non-linear effects may arise during labelling (these apparently underlie dye bias: Yang et al. 2001) , scanning, image processing and background correction. See also Yang et al. (2002) ; Goryachev et al. (2001) and Kepler et al. (2002) . 
SYSTEM AND METHODS

The EMW010203 study
To illustrate the methods in this paper, a one-channel microarray experiment conducted in-house at Novo Nordisk is used. The purpose of this study was to study gene expression in adipose tissue of db/db mice (a strain of diabetic mice) treated with an insulin sensitizer, rosiglitazone. The aims were to identify gene expression markers that are differentially expressed in a dose-dependent manner, and to compare direct labelling using Cy3 to post labelling using Cy5.
In the study 25 db/db male mice 13 weeks old were divided into five groups of five animals and treated with vehicle, 1 mg/kg, 3 mg/kg, or 10 mg/kg rosiglitazone † . Total RNA was isolated from adipose tissue of all animals from each group. Equal amounts of RNA from each animal in each group were pooled. 15µg RNA from each group were reverse transcribed to cDNA and labelled with either Cy3 by direct labelling during the cDNA synthesis or with Cy5 by post cDNA synthesis labelling. Three individual reverse transcription reactions were performed for each group of animals for each dye. A murine DNA array with PCR products of approximately 2400 cDNA clones was used. The gene set was printed twice on each slide (the left side and right side). The 6 individual reverse transcription reactions for each group of animals were hybridized to six individual arrays using 7.2 pmol and 12 pmol Cy3 and Cy5, respectively. The slides were scanned using a Molecular Dynamics Gene3 scanner, and foreground and background intensities for each spot on the array were extracted from the images using the ArrayVision software. For later reference, the array numbers in the different treatment groups are shown in Table 1 .
Background Smoothing
As mentioned above, it is standard practice to correct foreground intensities by background subtraction, that is (3) † The original plan was to use 30 animals, 6 in each group, and to include a 0.3 mg/kg rosiglitazone group. But one animal in one group died during the experiment, so in the event pooled RNA from five animals in each group was used. Furthermore the results from the 0.3 mg/kg group were discarded due to poor hybridization. ps is negative, causing both a loss of information and bias, since it is most likely to occur when the underlying expression levels are low. The phenomenon also interferes with normalization procedures. To see this, we can consider global median normalization as the simplest case. Figure 3 displays boxplots of log-intensities using (3) for three arrays from EMW010203. Since there are substantial numbers of missing log-intensities the corresponding gene-sets differ for the three arrays. As the figure shows, normalizing in this way does not serve to make the data from the arrays more comparable at the single gene level, and may in fact have the opposite effect.
More sophisticated methods for background correction have been proposed. Goryachev et al. (2001) advocate the estimation of background intensity over a larger neighbourhood region, rather than just using the local background. Kooperberg et al. (2002) propose a Bayesian approach. Yang et al. (2002) and Smyth et al. (2002) give some useful discussion of the issues. Here we propose a simple approach that appears to work satisfactorily, when used in conjunction with between-array normalization. 
The rationale behind (4) is that when i f ps − i b ps is large, subtraction seems to perform quite well, but that when it is small or negative, the operation is inappropriate, and is replaced by a smooth monotonic function that is linear with respect to i b ps on the log scale. We set the threshold parameter δ to determine what we mean by small: for the EMW010203 data, δ = 1 was chosen. The use of corrected data appears preferable to simple omission of data, since negative net intensities indicate low expression levels. For example, if all net intensities are negative in a control group but are very large and positive in an active group, we have evidence of upregulation of the gene in question. Since (4) is arbitrary, much credence should not be given to the corrected values. For putatively differentially expressed genes the numbers of corrected values in the comparison groups should be examined in order to judge the evidence for the claim. A comparison with other background correction methods such as Kooperberg et al. (2002) would be useful but is not attempted here. We merely report that this is a simple method that appears to be superior to background subtraction.
Loess smoothing
Loess smoothing, also known as local regression, is a technique for fitting smooth non-linear functions of a set of predictor variables to a continuous response variable. In the one-dimensional case, given a set of (x, y) values, the method fits a smooth function of x to y. In the two-dimensional case, given a set of (x, y, z) values, it fits a smooth function of x, y to z. The procedure is quite complex (Cleveland et al., 1993) . A window of neighbouring points about each x (or (x, y) in the twodimensional case) is defined. Within the window, robust regression techniques are applied, in which observations are down-weighted the further they are from x. Observations outside the window are excluded. A smoothing parameter α is used to size the window, by specifying the proportion of data to be included. The wider the window, the smoother the curve obtained.
Correcting Spatial Bias
Spatial bias manifests itself as a non-uniform distribution of intensities over the surface of the array, as illustrated in Figure 1 . When this distribution appears to be continuous, a natural approach is to fit a smoothed function of the position coordinates (x, y) to the log-intensity values (z). Writing the curve thereby obtained for array s as as f s (x, y), the normalization step then consists of subtracting f s (x, y) from the log-intensities:
for p = 1 . . . P and s = 1 . . . S. This corresponds to allowing k s in (1) to vary smoothly as a function of (x, y). When the log-intensities are uniformly distributed over the array, the loess curve will be flat and the operation will correspond to a global normalization.
In general, spatial heterogeneity can be continuous, discontinuous or a combination of both. Non-uniform hybridization will tend to induce continuous intensity gradients, whereas other effects may be discontinuous. For example, separate scanning of the left and right sides may lead to a difference in average intensity between the two sides (Fig. 1) . If the distribution is uniform within each side, then the spatial bias can be corrected using a side-specific global normalization. If there are continuous gradients within each side, then these may be corrected by applying the loess smoothing technique separately to each side. Similar remarks apply to pin-group effects. So discontinuous spatial bias can be corrected by domainspecific global normalization, and mixed spatial bias by domain-specific two-dimensional loess smoothing.
Different variants of this approach can be used (Colantuoni et al., 2002) . For example, background correction can be performed by subtracting a smoothed estimate of the background intensity rather than the background intensity itself. This will remove local spikes in background values. See Goryachev et al. (2001) for a related discussion.
Correcting Relative Intensity Bias
Suppose first that we have data from two arrays exhibiting such bias. To normalize these, it is straightforward to adapt the approach proposed by Yang et al. (2001) for correcting dye bias in two-channel data, as follows. Write the logintensities from the two arrays as
(which corresponds to a clockwise rotation of the (V 1 , V 2 ) plot by 45 degrees followed by rescaling), and fit a loess curve f (A) to these (M, A) data. The adjustment consists of replacing V 1 bŷ
So the effect on the M vs A plot is just to centre the y-values around the x-axis.
If we wish to extend this method to a series of k arrays, with data in the form V 1 , . . . V k , we could successively apply it to each of the k(k − 1)/2 array-pairs: this is essentially the cyclic loess method described by Bolstad et al. (2003) for oligonucleotide arrays. This would be very time consuming, however, unless k is small. Instead we compare V j with the mean of the remaining arrays
is the loess normalization curve to the plot of M j = V j −V − j against A j = V j + V − j . So in one iteration, first the k loess curves are computed, and then the adjustments are applied. We call this procedure mean cyclic loess normalization. Iteration continues until the normalization curves are close to the x-axis for all arrays. In the examples considered one or two iterations are sufficient.
The superimposed normalization curves for each array in the series provide a compact summary of the relative intensity bias of the series. We call this an M * versus A * plot, to emphasize that it represents a modification of the M versus A plots of Yang et al. (2001) . Examples are given in Figure 4 .
The purpose of the procedure is to correct systematic between-array variation so as to increase consistency between the intensity values. An underlying assumption is that the expression levels of most genes are constant throughout the series. If not, the smoothing window might sometimes contain a high proportion of up-regulated or down-regulated genes, causing the operation to mask differentially expressed genes and create differential effects where none exist. The assumption might well be inappropriate, for example, if the samples are taken from different tissues.
When there is no relative intensity bias, the fitted curve will be flat and the operation will correspond to a global normalization, as with the spatial correction procedure. Bolstad et al. (2003) describe and compare several methods to correct what is here termed relative intensity bias, recommending a method called quantile normalization on grounds of computational efficiency. We prefer the mean cyclic procedure primarily because we find the associated M * versus A * plots a useful diagnostic tool to assess whether such bias is present.
If both spatial and relative intensity bias are present two approaches can be adopted. The first is to follow the within-array spatial procedure by the between-array procedure. Alternatively, the between-array procedure can use pin group as normalization domain, as proxy for the positional information. The first method has two advantages: it allows for discontinuous, continuous or mixed spatial heterogeneity, whereas the second method only handles discontinuous spatial heterogeneity, and it appears to involve less computation. On the other hand, the second approach also handles spatial variation in the relative intensity bias, and so is to be preferred when this is present.
RESULTS
In the EMW010203 study the background intensities frequently exceed the foreground intensities: the proportions of affected data vary widely over the arrays, from 11% (array 227) to 40% (array 241). It is useful to compare background subtraction and smoothing in terms of their effect on relative intensity bias. From Figures 2a and b we see that background smoothing does not improve or worsen the curvature between two replicate arrays noticeably. This is confirmed by M * versus A * plots for the Cy5 series (Figs 4a and b) .
Spatial plots such as Figure 1 indicate the presence of spatial bias in the EMW010203 data. Some arrays show a marked difference in intensities between the left and right sides, presumably due to scanner problems. There is also a suggestion of continuous trends in these intensities for some arrays, though this is less clear. So for these data it is natural to compare side-specific median normalization with side-specific spatial loess normalization. From Fig-Fig. 5 . Estimation bias in the Cy5 series after different variants (see Fig. 2 ) of background correction and normalization. The y-axes show the estimated log expression ratios for the 10 mg/kg group, of the form p1 − p2 , that is the difference in mean normalized log-intensities between the 10 mg/kg group and the control group. The x-axes shows the corresponding sum p1 + p2 . The corresponding plots for the Cy3 series are similar.
ures 4c and d we see that both methods reduce the relative intensity bias, but that substantial bias remains. After one iteration of the mean cyclic loess procedure, however, the loess curves are close to the x-axis, indicating that the bias has been removed. Figure 5 shows the effects of the different background correction and normalization methods on the estimated log expression ratios M p . Assuming that most genes are not differentially expressed, the M p 's should scatter around zero. It is seen that, without further normalization, the estimates after background subtraction or background smoothing are highly biased. Both median and spatial loess normalization reduce this, but considerable bias still remains, particularly for genes with low expression levels. In both cases, however, the bias is removed after one iteration of mean cyclic loess normalization.
In this study side-specific median normalization and side-specific spatial normalization seem to perform equally well. Since the former is computationally less demanding, it is to be preferred. Between-array normalization seems essential.
DISCUSSION
Choice of appropriate methods for background correction and normalization are of critical importance to the analysis of microarray data. Background correction has been somewhat neglected in the research literature: a few references are given in Section 2.2. In contrast, many different methods for normalizing two-channel cDNA microarray data have been proposed: see for example Yang et al. (2001) ; Schuchardt et al. (2000) ; Goryachev et al. (2001); Finkelstein et al. (2002) ; Tsodikov et al. (2002) ; Tseng et al. (2001) . Kerr and Churchill (2001) propose an ANOVA-based approach, that is extended by Wolfinger et al. (2001) ; Zien et al. (2001) propose a between-array procedure that normalizes a set of arrays rather than single arrays. This assumes that replicates differ only up to a scaling factor, and so does not address problems of non-linear relations between arrays. Kepler et al. (2002) propose a non-linear modelling framework that combines normalization and analysis, using local regression methods. The methods presented in Section 2 are appropriate when non-linear sources of variation, either within-array or between-array, are present.
Although developed for one-channel data, these methods may also be useful with two-channel data. Background subtraction can be equally problematic for such data, and the background smoothing method presented in Section 2.2 can be applied directly. Two-channel data can be summarized and analyzed using log-ratios rather than log-intensities; since this implicitly adjusts for spot-to-spot variation, two-channel studies generally exhibit less experimental noise and better reproducibility. Although it is usually necessary to correct dye bias, this is easily done using the loess smoothing method of Yang et al. (2001) . Relative intensity bias for two-channel data may be defined in terms of log-ratios rather than log-intensities. M * versus A * plots may be used to examine such bias, and when present it can be removed by applying the mean cyclic loess method of Section 2.5 to these log-ratios. In several two-channel studies run under similar experimental conditions to EMW010203, relative intensity bias was clearly present, but was less acute than in EMW010203.
The methods may also be useful with data from the oligonucleotide-based arrays from Affymetrix. As with cDNA arrays, global normalization methods are commonly used but may be inadequate (Hill et al., 2001) . A need for non-linear between-array normalization was noted by Schadt et al. (2001) , who also describe a method to address this. The model of Li and Wong (2001) accounts for non-linear between-array variation. As previously noted, Bolstad et al. (2003) propose and compare methods to correct for such variation, and the mean cyclic loess method described in Section 2.5 is closely related to their cyclic loess method.
We have here applied the mean cyclic loess procedure to comparison series within one experiment. In a broader perspective, such between-array normalization techniques may also be useful when analyzing data from multiple studies that use similar gene sets.
