A quiver is an oriented graph. Quiver mutation is an elementary operation on quivers. It appeared in physics in Seiberg duality in the nineties and in mathematics in the definition of cluster algebras by Fomin-Zelevinsky in 2002. We show how, for large classes of quivers Q, using quiver mutation and quantum dilogarithms, one can construct the combinatorial DT-invariant, a formal power series intrinsically associated with Q. When defined, it coincides with the 'total' Donaldson-Thomas invariant of Q (with a generic potential) provided by algebraic geometry (work of Joyce, Kontsevich-Soibelman, Szendroi and many others). We illustrate combinatorial DT-invariants on many examples and point out their links to quantum cluster algebras and to (infinite) generalized associahedra.
Introduction
A quiver is an oriented graph. Quiver mutation is an elementary operation on quivers. It appeared in physics already in the nineties in Seiberg duality, cf. Seiberg (1995) . In mathematics, quiver mutation was introduced by as the basic combinatorial ingredient of their definition of cluster algebras. Thus, quiver mutation is linked to the large array of subjects where cluster algebras have subsequently turned out to be relevant, cf. for example the cluster algebras portal maintained by Fomin (2002) and the survey articles by Fomin (2010) , Leclerc (2010) , Reiten (2010) , Williams (2012) . Among these links, the one to representation theory and algebraic geometry has been particularly fruitful. It has allowed to 'categorify' cluster algebras and thereby to prove conjectures about them which seem beyond the scope of the purely combinatorial methods, cf. for example the articles of Derksen et al. (2010) (which ultimately builds on Caldero and Chapoton (2006) ), Geißet al. (2011) , Plamondon (2011) , Cerulli Irelli et al. (2012) , . . . .
The constructions and results we present in this talk are another manifestation of this fruitful interaction. They are inspired by the theory of Donaldson-Thomas invariants as it has been developped by Bridgeland, Joyce and Song (2009) , Soibelman (2008, 2010) , Nagao (2010) , Reineke (2011) , Szendrői (2008) and many others. In this theory, one assigns Donaldson-Thomas invariants to three-dimensional, possibly non commutative, Calabi-Yau varieties. These invariants exist in many different versions. Here we use the 'total' Donaldson-Thomas invariant, which is a certain power series in (slighly) non commutative variables. One important construction of non commutative 3-Calabi-Yau varieties takes as its input a quiver (with a generic potential). Thus, there is a Donaldson-Thomas invariant associated with 'each' quiver (some technical problems remain to be solved for a completely general definition). It turns out that for a suprisingly large class of quivers, it is possible to construct this invariant in a combinatorial way using products of quantum dilogarithm series associated with so-called reddening sequences of quiver mutations. This construction yields the definition of the combinatorial DT-invariant, which is the main point of this talk (section 4). It is an important fact that a given quiver may admit many distinct reddening sequences. Each of them yields a product decomposition for the combinatorial DT-invariant and in this way, one obtains many interesting quantum dilogarithm identities (section 5).
Let us emphasize that the use of (products of) quantum dilogarithm series in the study of (quantum) cluster algebras goes back to the insight of Fock and Goncharov (2009a,b) . They also pioneered their application in the study of (quantum) dilogarithm identities, which was subsequently developped by many authors. We refer to Nakanishi (2012) for a survey. Geometric as well as combinatorial constructions of DT-invariants also appear in physics, cf. for example Cecotti et al. (2010) , Alim et al. (2011a,b) , ), Gaiotto et al. (2009 , 2010a , Xie (2012) , . . . .
Quiver mutation
A quiver is an oriented graph, i.e. a quadruple Q = (Q 0 , Q 1 , s, t) formed by a set of vertices Q 0 , a set of arrows Q 1 and two maps s and t from Q 1 to Q 0 which send an arrow α respectively to its source s(α) and its target t(α). In practice, a quiver is given by a picture as in the following example
An arrow α whose source and target coincide is a loop; a 2-cycle is a pair of distinct arrows β and γ such that s(β) = t(γ) and t(β) = s(γ). Similarly, one defines n-cycles for any positive integer n. A vertex i of a quiver is a source (respectively a sink) if there is no arrow with target i (respectively with source i).
A Dynkin quiver is a quiver whose underlying graph is a Dynkin diagram of type A n , n ≥ 1, D n , n ≥ 4, or E 6 , E 7 , E 8 .
By convention, in the sequel, by a quiver we always mean a finite quiver without loops nor 2-cycles whose set of vertices is the set of integers from 1 to n for some n ≥ 1. Up to an isomorphism fixing the vertices, such a quiver Q is given by the skew-symmetric matrix B = B Q whose coefficient b ij is the difference between the number of arrows from i to j and the number of arrows from j to i for all 1 ≤ i, j ≤ n. Conversely, each skew-symmetric matrix B with integer coefficients comes from a quiver.
Let Q be a quiver and k a vertex of Q. The mutation µ k (Q) is the quiver obtained from Q as follows:
2) we reverse all arrows with source or target k;
3) we remove the arrows in a maximal set of pairwise disjoint 2-cycles.
For example, if k is a source or a sink of Q, then the mutation at k simply reverses all the arrows incident with k. In general, if B is the skew-symmetric matrix associated with Q and B ′ the one associated with µ k (Q), we have
( 2.1) This is the matrix mutation rule for skew-symmetric (more generally: skew-symmetrizable) matrices introduced by , cf. also Fomin and Zelevinsky (2007) . One checks easily that µ k is an involution. For example, the quivers
are linked by a mutation at the vertex 1. Notice that these quivers are drastically different: The first one is a cycle, the second one the Hasse diagram of a linearly ordered set.
Two quivers are mutation equivalent if they are linked by a finite sequence of mutations. For example, it is an easy exercise to check that any two orientations of a tree are mutation equivalent. Using the quiver mutation applet by Keller (2006) or the Sage package by Musiker and Stump (2011) one can check that the following three quivers are mutation equivalent 1 2 3 4 5 6 7 8 9 10
The common mutation class of these quivers contains 5739 quivers (up to isomorphism). The mutation class of 'most' quivers is infinite. The classification of the quivers having a finite mutation class was achieved by by Felikson et al. (2012a) (and by Felikson et al. (2012b) in the skew-symmetric case): in addition to the quivers associated with triangulations of surfaces (with boundary and marked points, cf. Fomin et al. (2008) ), the list contains 11 exceptional quivers, the largest of which is in the mutation class of the quivers (2.3).
Green quiver mutation
Let Q be a quiver without loops nor 2-cycles. The framed quiverQ is obtained from Q by adding, for each vertex i, a new vertex i ′ and a new arrow i → i ′ . Here is an example:
The vertices i
′ are called frozen vertices because we never mutate at them. Now suppose that we have transformedQ intoQ
′ by a finite sequence of mutations (at non frozen vertices).
where for t = 1, we have the empty mutation sequence and obtain the initial quiverQ. It is maximal green if it is green and all the vertices of the final quiver µ i (Q) are red (so that indeed, the sequence i cannot be extended to any strictly longer green sequence).
In Figure 1 , we have encircled the green vertices. We see that in this example, we have two maximal green sequences 12 and 212 and that the final quivers associated with these two sequences are isomorphic by an isomorphism which fixes the frozen vertices. We call such an isomorphism a frozen isomorphism. A sequence i = (i 1 , . . . , i N ) is reddening if all vertices of the final quiver µ i (Q) =Q(i, N ) are red. Of course, maximal green sequences are reddening. In the example of Figure 1 , the sequence 1, 2, 1, 2, 1, 2, 1 is reddening but not green.
Theorem 3.1 If i and i
′ are reddening sequences, there is a frozen isomorphism between the final quivers
The statement of the theorem is purely combinatorial but the known proofs (cf. section 7 of Keller (2012) and the references given there) are based on representation theory and geometry. For an arbitrary sequence i of non frozen vertices, we define the c-matrix C(i) as the n × n-matrix occuring in the right upper corner of the skew-symmetric matrix associated with the final quiver µ i (Q), so that we have
Thus, the (i, j)-coefficient of the matrix C(i) is the difference between the number of arrows i → j ′ and j ′ → i. The c-vectors associated with the sequence i are by definition the rows of the matrix C(i). The following statement is known as the sign coherence of c-vectors. Again, the known proof of this combinatorial statement uses representation theory and geometry. The oriented exchange graph of the quiver Q is defined to be the quiver E Q whose vertices are the frozen isomorphism classes of the quivers µ i (Q), where i is an arbitrary sequence of vertices of Q, and where we have an arrowQ
whenever j is a green vertex ofQ ′ . For example, if Q is the quiver 1 → 2, then we see from Figure 1 that the oriented exchange graph is the oriented pentagon
By Theorem 3.1, the quiver E Q has at most one sink. One can also show that it always has a unique source. An arbitrary sequence i of non frozen vertices corresponds to a walk in E Q (a sequence of arrows and formal inverses of arrows) and a reddening sequence to a path (a formal composition of arrows) from the source to the sink. If Q is mutation equivalent to a quiver whose underlying graph is a Dynkin diagram of type A n (resp. ∆), then E Q is an orientation of the 1-skeleton of the nth Stasheff associahedron (resp. of the generalized associahedron of type ∆, cf. Chapoton et al. (2002) ).
One can show that E Q is the Hasse graph of a poset (a subposet of the set of torsion subcategories, cf. section 7.7 of Keller (2012) ). If Q is the linear orientation of A n , this poset is the Tamari lattice, by Thomas (2011) , and for other quivers, one obtains Cambrian lattices in the sense of Reading (2006) . For certain classes of quivers, this poset is studied from the viewpoint of representation theory for example by Adachi et al. (2012) , Brüstle et al. (2012) , King and Qiu (2011) , Koenig and Yang (2012) and Ladkani (2007) . Not all quivers admit reddening sequences. For example the quiver
does not admit a reddening sequence. On the other hand, reddening sequences do exist for large classes of quivers, cf. section 5 below. In particular, each acyclic quiver (=quiver without oriented cycles) admits a maximal green sequence corresponding to an increasing enumeration of the vertices for the order defined by the existence of a path.
Combinatorial DT-invariants
Our aim is to associate an intrinsic formal power series E Q with each quiver Q admitting a reddening sequence. For quiver with a unique vertex and no arrows, this series will be the quantum dilogarithm series
where q 1/2 is an indeterminate whose square is denoted by q and y is an indeterminate. This series is a classical object with many remarkable properties, cf. for example Zagier (1991) . We will focus on one of them, namely the pentagon identity: If y 1 and y 2 are two indeterminates which q-commute, i.e. y 1 y 2 = qy 2 y 1 , then we have
It is due to Faddeev and Volkov (1993) and Faddeev and Kashaev (1994) ; a recent account can be found in Volkov (2012) . Notice a striking structural similarity between this identity and the diagram in Figure 1 : The two factors E(y 1 )E(y 2 ) on the left correspond to the two mutations in the path on the left, the three factors E(y 2 )E(q −1/2 y 1 y 2 )E(y 1 ) on the right correspond to the three mutations in the path on the right and the equality corresponds to the frozen isomorphism between the final quivers. The common value of the two products will be defined as the combinatorial DT-invariant E Q associated with the quiver Q : 1 → 2.
Let Q be a quiver. For any sequence i = (i 1 , . . . , i N ) of vertices of Q, we will define a product E Q,i of quantum dilogarithm series. For this, let λ Q : Z n ×Z n → Z be the bilinear antisymmetric form associated with the matrix B Q . Define the complete quantum affine space as the algebrâ
This is a slightly non commutative deformation of an ordinary commutative power series algebra in n indeterminates. Denote by A Q the non completed version. We define the product
where the product is taken inÂ Q , the vector β t is the t-th column of the c-matrix C(i 1 , . . . , i t−1 ) and ε t is the common sign of the entries of this column (Theorem 3.2), 1 ≤ t ≤ N .
Theorem 4.1 If i and i ′ are two sequences of vertices of Q such that there is a frozen isomorphism between µ i (Q) and µ i ′ (Q), then we have the equality E Q,i = E Q,i ′ .
The theorem is proved in section 7.11 of Keller (2012) , cf. also Nagao (2011). In particular, if i and i ′ are two reddening sequences, then by Theorem 4.1, the above equality holds. More generally, the theorem shows that to each vertex of the oriented exchange graph E Q , a canonical power series inÂ Q is associated. The one associated to the unique sink (if it exists) is E Q and any reddening sequence gives a product expansion for E Q .
Definition 4.2 If Q admits a reddening sequence i, the combinatorial DT-invariant of Q is defined as
where Frac(A Q ) is the non commutative field of fractions of A Q (cf. the Appendix of ) and Σ its automorphism determined by Σ(y α ) = y −α for all α ∈ N n .
For the agreement with the geometrically defined DT-invariant, we refer to section 7 of Keller (2012) . In physics, an equivalent procedure has been discovered independently, cf. Xie (2012) and the references given there. It is easy to check that for Q : 1 → 2, the above definition yields the left and right hand sides of the pentagon identity (4.1) associated with the two maximal green sequences of Figure 1 so that indeed, the combinatorial DT-invariant E Q equals these two products. One can show that in this case, the adjoint combinatorial DT-invariant satisfies (DT Q ) 5 = Id. Below, we will explore some remarkable generalizations of this example.
Examples

Dynkin quivers
Let Q be an alternating Dynkin quiver, i.e. a simply laced Dynkin diagram endowed with an orientation such that each vertex is a source or a sink, for example
Let i + be the sequence of all sources • and i − the sequence of all sinks • (in any order). One can show that in this case, the sequence i = i + i − is maximal green and so is
where h is the Coxeter number of the underlying graph of Q. Thus, we have E(i) = E(i ′ ) and E Q is the common value. The identity E(i) = E(i ′ ) is due to Reineke (2010) . Using the geometry of the generalized associahedra of Chapoton et al. (2002) , one can show that it is a consequence of the pentagon identity, cf. Qiu (2011) for another approach. For the adjoint combinatorial DT-invariant, we have DT h+2 Q = Id. This is closely related to the original form of the periodicity conjecture of Zamolodchikov (1991) proved by Fomin and Zelevinsky (2003) . We refer to Brüstle et al. (2012) for the study of maximal green sequences for more general acyclic quivers. 
Square products of Dynkin quivers
Let Q 1 and Q 2 be alternating Dynkin quivers and Q = Q 1 Q 2 their square product as defined in section 8 of Keller (2010) . For example, for suitable orientations of A 4 and D 5 , the square product is depicted in Figure 2 . There are no longer sources or sinks in the square product. However, we can consider the sequence i + of all even vertices • (corresponding to a pair of sources or a pair of sinks) and the sequence i − of all odd vertices • (corresponding to a mixed pair). Let
where h and h ′ are the Coxeter numbers of the Dynkin diagrams underlying the two quivers. One can check that both of these sequences are maximal green. In particular, the combinatorial DT-invariant is well-defined and we have
It is an open question whether these identities are consequences of the pentagon identity. One can show (cf. section 5.7 of Keller (2011) or section 8.3.2 of Cecotti et al. (2010) ) that in this case, the adjoint combinatorial DT-invariant satisfies (DT Q ) m = Id, where m = 2(h + h ′ ) gcd(h, h ′ ) .
Quivers from reduced expressions in Coxeter groups
If R is an acyclic quiver andw a reduced expression for an element of the Coxeter group associated with the underlying graph of R, there is a canonical quiver Q associated with the pair (R,w), cf. . For example, if Q is A 4 with the linear orientation andw a suitable expression for the longest element, one obtains the first quiver in (2.3). As shown by Geißet al. (2011), such quivers always admit maximal green sequences. In the A 4 -example, such a sequence is given by 7, 8, 9, 10, 4, 5, 6, 2, 3, 1, 7, 8, 9, 2, 3, 1, 7, 8, 4, 7. Thus, the combinatorial DT-invariant is well-defined. In the above example (and for all members of the 'triangular' family it belongs to), the adjoint combinatorial DT-invariant satisfies (DT Q ) 6 = Id. It is an open question for which pairs (R,w) the invariant DT Q is of finite order.
Another product construction
The following quiver is obtained as the triangle product (cf. section 8 of Keller (2010) ) of a quiver of type A 3 with the quiver appearing in the first column (the arrows marked by 2 are double arrows). , 6, 9, 2, 5, 8, 1, 4, 7, 3, 6, 9, 2, 5, 8, 3, 6, 9 . In this case, the invariant DT Q is of infinite order.
