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Simple derivations of differentiably simple Noetherian
commutative rings in prime characteristic
V. V. Bavula
Abstract
Let R be a differentiably simple Noetherian commutative ring of characteristic
p > 0 (then (R,m) is local with n := emdim(R) < ∞). A short proof is given
of the Theorem of Harper [1] on classification of differentiably simple Noetherian
commutative rings in prime characteristic. The main result of the paper is that
there exists a nilpotent simple derivation δ of the ring R such that if δp
i
6= 0 then
δp
i
(xi) = 1 for some xi ∈ m. The derivation δ is given explicitly and it is unique up
to the action of the group Aut(R) of ring automorphisms of R. Let nsder(R) be the
set of all such derivations. Then nsder(R) ≃ Aut(R)/Aut(R/m). The proof is based
on existence and uniqueness of an iterative δ-descent (for each δ ∈ nsder(R)), i.e. a
sequence {y[i], 0 ≤ i < pn} in R such that y[0] := 1, δ(y[i]) = y[i−1] and y[i]y[j] =(i+j
i
)
y[i+j] for all 0 ≤ i, j < pn. For each δ ∈ nsder(R), Derk′(R) = ⊕
n−1
i=0 Rδ
pi and
k′ := ker(δ) ≃ R/m.
Key Words: simple derivation, iterative δ-descent, differentiably simple ring, dif-
ferential ideal, coefficient field.
Mathematics subject classification 2000: 13N15, 13A35, 16W25.
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1 Introduction
Throughout, ring means an associative ring with 1 and p is a prime number.
Let R be a commutative ring. An additive map δ : R→ R is called a derivation of R if
δ(ab) = δ(a)b+ aδ(b) for all a, b ∈ R. If, in addition, the ring R is an algebra over a field
k, then a derivation δ is called a k-derivation provided δ(k) = 0, i.e., δ is a k-linear map.
Let Der(R) be the R-module of derivations of R. If, in addition, the ring R is an algebra
over a field k, then Derk(R) denotes the R-module of k-derivations of R.
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An ideal I of the ring R is called a differential ideal if δ(I) ⊆ I for all δ ∈ Der(R). The
ring R is called differentiably simple if 0 and R are the only differential ideals of R.
Theorem 1.1 (Harper, [1]) A Noetherian commutative ring R of characteristic p > 0 is
differentiably simple iff it has the form R = k[x1, . . . , xn]/(x
p
1, . . . , x
p
n) where k is a field of
characteristic p.
In his book H. Matsumura makes the following comment on the Theorem of Harper (p.
206, [4]): “The ‘if’ part is easy. The proof of the ‘only if’ part is not easy and we refer the
reader to Harper [1] and Yuan [6]. Recently this theorem was used by Kimura-Niitsuma
[2] to prove the following theorem which has been known as Kunz’ conjecture.” Later A.
Maloo [3] gave a shorter proof of Theorem 1.1.
In this paper, apart from proving several statements equivalent to Theorem 1.1 (see
Theorem 2.6) it is shown that essentially Theorem 1.1 follows from Theorem 27.3 in [4].
It is well known and easy to prove (Lemma 2.1) that each differentiably simple Noethe-
rian ring R of characteristic p > 0 is a local (R,m) k-algebra for some subfield k of R such
that R = k+m. We say that a subfield k′ of R is a coefficient field or a complement subfield
in R if R = k′ +m. Clearly, each coefficient field is isomorphic to the residue field R/m of
R. Corollary 2.7 (together with Theorem 2.6.(3)-(6) and Proposition 2.5) gives explicitly
all the coefficient fields of R (see also Theorem 4.2.(2)). It is well known that each dif-
ferentiably simple Noetherian commutative ring R of characteristic p > 0 admits a simple
derivation (see [6] and [5]). Let nsder(R) be the set of all nilpotent simple derivations δ
of the ring R such that if δp
i
6= 0, then δp
i
(yi) = 1 for some element yi ∈ m where m is a
maximal ideal of R. The set nsder(R) is a nonempty set (Lemma 3.9, see also Theorem
4.2). An action of a group G on a set X is said to be fully faithful if for some/each x ∈ X
the map G→ X , g 7→ gx, is a bijection.
For a prime number p, Fp := Z/pZ is a finite field that contains p elements. Given
a derivation δ of an Fp-algebra A, a sequence {y[i], 0 ≤ i < pn} of elements in A (where
y[0] := 1) is called an iterative δ-descent if
δ(y[i]) = y[i−1], y[i]y[j] =
(
i+ j
i
)
y[i+j], 0 ≤ i, j ≤ pn − 1,
where y[−1] = y[k] := 0 for all k ≥ pn.
Let us give a list of the main results of the paper. Let R be a differentiably simple
Noetherian commutative ring of characteristic p > 0 which is not a field, m be its maximal
ideal, k := R/m, n := dimk(m/m
2) ≥ 1. Let δ ∈ nsder(R) and k′ := ker(δ). Then
• (Theorem 4.1) k′ is a coefficient field for R.
• (Theorem 4.1.(1)) δp
n−1 6= 0 and δp
n
= 0.
• (Proposition 4.4) Derk′(R) =
⊕n−1
i=0 Rδ
pi.
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• (Theorem 4.1.(2)) There exists a unique iterative δ-descent {x[i], 0 ≤ i < pn}. Then
x[i] ∈ m, 1 ≤ i < pn;
R =
pn−1⊕
i=0
k′x[i] = k′〈x0, . . . , xn−1〉 ≃ k
′[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1),
where xj := x
[pj ] and x[i] :=
∏t
k=0
x
ik
k
ik!
where i =
∑t
k=0 ikp
k, 0 ≤ ik < p, and
• (Theorem 3.8) the iterative δ-descent {x[i], 0 ≤ i < pn} is given explicitly: choose
elements y0, y1, . . . , yn−1 ∈ m such that δp
k
(yk) = 1 for k = 0, . . . , n−1; then x0 := y0,
x1 := (−1)
p−1φ0(y1), φ0(z) :=
p−1∑
j=0
(−1)j
xj0
j!
δj(z),
and then recursively, for all 1 ≤ k ≤ n− 2,
xk+1 := (−1)
p−1δp
k−1(
k−1∏
l=0
xp−1l
(p− 1)!
· φk(yk+1)), φk(z) :=
p−1∑
j=0
(−1)j
xjk
j!
δp
kj(z).
• (Lemma 3.1, Theorem 4.1) The derivation δ has the unique presentation via its itera-
tive δ-descent, δ =
∑n−1
i=0 x
[pi−1] ∂
∂xi
, and δ ∈ nsderk′(R) := {∂ ∈ nsder(R) | ∂(k
′) = 0}.
• (Theorem 4.1) k′ = φ(R) where φ :=
∑pn−1
i=0 (−1)
ix[i]δi : R = k′ ⊕m→ R = k′ ⊕m is
the projection onto k′.
• (Corollary 4.3.(1)) For each coefficient field l of R, the action
Autl(R)× nsderl(R)→ nsderl(R)
defined by the rule (σ, ∂) 7→ σ∂σ−1 is fully faithful where Autl(R) is a the group of
l-algebra automorphisms of R and nsderl(R) := {∂ ∈ nsder(R) | ∂(l) = 0}.
• (Corollary 4.3.(2)) The action Aut(R)× nsder(R)→ nsder(R) which is given by the
rule (σ, δ) 7→ σδσ−1 has a single orbit and, for each ∂ ∈ nsder(R), Fix(∂) ≃ Aut(k),
and so nsder(R) ≃ Aut(R)/Aut(k).
Note that the group Autk′(R) is easily described: any k
′-automorphism of the algebra
R is uniquely determined by n “polynomials” σ(xi) =
∑
aijxj + · · · , 0 ≤ i ≤ n − 1,
aij ∈ k′, with det(aij) 6= 0 where the three dots mean any linear combination of monomials
of degree ≥ 2. So, the result above gives explicitly all the elements of nsderk′(R).
In brief, almost all the results of the paper are consequences of two theorems on ex-
istence and uniqueness of an iterative δ-descent (Theorem 3.8 and Theorem 4.1) which
is given explicitly for each δ ∈ nsder(R). The importance of the iterative δ-descent lies
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in the facts that (i) the iterative δ-descent together with ker(δ) determines uniquely and
explicitly the derivation δ ∈ nsder(R) (Lemma 3.1, Theorem 4.1), (ii) all the coefficient
fields are precisely the kernels of derivations from nsder(R); and the iterative δ-descent
{x[i]} describes explicitly the kernel of δ: ker(δ) = (
∑pn−1
i=0 (−1)
ix[i]δi)(R) (Theorem 4.1).
The paper is organized as follows: in Section 1, a short proof of the Theorem of Harper
is given together with some equivalent statements (Theorem 2.6). Corollary 2.7 describes
explicitly all the coefficient fields. An important technical result, Proposition 2.5, is proved
which states roughly that having n derivations δi with δi(xj) = δij one can produce n
commuting derivations δ′i such that δ
′
i(x
′
i) = δij and δ
′p
i = 0.
In Section 3, the concept of an iterative δ-descent is introduced. Theorem 3.8 (on
existence and uniqueness of an iterative δ-descent) is proved.
In Section 4, the canonical form for each derivation δ ∈ nsder(R) is given via the iter-
ative δ-descent (Theorem 4.1, see also Lemma 3.1), and the coefficient fields are explicitly
described (Theorem 4.1). An important bijection is established in Theorem 4.2 which is
used in the proof of the canonical bijection nsder(R) ≃ Aut(R)/Aut(R/m) (Corollary 4.3).
Finally, it is proved that DerRδ(R) =
⊕n−1
i=0 Rδ
pi (Proposition 4.4).
2 Differentiably simple Noetherian commutative rings
In this section, a short proof of Theorem 1.1 is given and some equivalent statements to
Theorem 1.1 are proved (Theorem 2.6). All coefficient fields of a differentiably simple
Noetherian commutative ring of prime characteristic are found explicitly (see the remark
at the end of this section).
Lemma 2.1 Let R be a differentiably simple commutative ring of characteristic p > 0
(i.e., pk = 0 in R for some k ≥ 1). Then R is a local Fp-algebra with maximal ideal m
such that xp = 0 for all x ∈ m, and m∞ := ∩i≥1mi = 0. If, in addition, R is a Noetherian
ring, then R = k + m for some subfield k of R necessarily isomorphic to the residue field
R/m of R.
Proof. Let m be a maximal ideal of R. Then the ideal I :=
∑
x∈mRx
p is differential
(since δ(xp) = pxp−1δ(x) = 0 for all δ ∈ Der(R)), and I ⊆ m; hence I = 0 (since R is
a differentiably simple ring). Therefore, m = n(R) is the only maximal ideal of R where
n(R) is the nil radical of R; that is, (R,m) is a local ring.
The ring of constants C :=
⋂
δ∈Der(R) ker δ must be a field since R is a differentiably
simple ring (for any 0 6= c ∈ C, cR is a differential ideal of the ring R; hence cR = R).
Therefore, R is an Fp-algebra. Note that m
∞ is a differential ideal of R such that m∞ ⊆ m.
Hence m∞ = 0.
If, in addition, R is a Noetherian ring, then (R,m) is a Noetherian local ring which is
obviously equicharacteristic and complete in the m-adic topology since mi = 0 for a large
i. It is well known that any equicharacteristic complete Noetherian local commutative ring
contains a coefficient field ([4], Theorem 28.3.(ii)), and so R = k + m for some subfield k
of R. 
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So, in dealing with a differentiably simple commutative ring R of characteristic p > 0
there is no restriction in assuming that it is a local Fp-algebra (R,m) with x
p = 0 for all
x ∈ m. That explains why in many results of the present paper these conditions are present
from the outset (aiming at possible application to differentiably simple rings).
Let Fp[h] be a polynomial algebra in a variable h. The factor algebra Λ := Fp[h]/(h(h−
1) · · · (h−p+1)) is isomorphic to the direct product of p copies of the field Fp. In more detail,
Λ = ⊕p−1i=0Fpθi where 1 = θ0 + θ1 + · · ·+ θp−1 is a sum of primitive orthogonal idempotents
of the algebra Λ (i.e., θiθj = δijθi for all i, j ∈ Z/pZ where δij is the Kronecker delta) and
θi :=
h(h− 1) · · · (̂h− i) · · · (h− p+ 1)
i(i− 1) · · ·1(−1)(−2) · · · (i− p+ 1)
,
where the hat over a symbol means that it is missed. Using the facts that −i = p− i and
(−1)p−1 = 1 in Fp, it follows at once that
θi =
h(h− 1) · · · (̂h− i) · · · (h− p+ 1)
(p− 1)!
= (−1)p−1
h(h− 1) · · · (̂h− i) · · · (h− p+ 1)
(p− 1)!
.
These presentations of θi will be used later in calculations.
The Fp-algebra automorphism σ ∈ AutFp(Λ), h 7→ h − 1, permutes cyclicly the idem-
potents θi: σ(θi) = θi+1. It is evident that
p−1∏
i=0
(1− θi) = 1− θ0 − θ1 − · · · − θp−1 = 1− 1 = 0. (1)
Note that if δ is a derivation of an Fp-algebra A, then so are δ
pi, i ≥ 0. For a ∈ A,
(ad a)(x) := ax− xa is an inner derivation of A. It is obvious that Der(A) = DerFp(A) for
each Fp-algebra A since δ(1) = δ(1 · 1) = 2δ(1), i.e., δ(1) = 0.
Lemma 2.2 Let R be a commutative Fp-algebra, δ ∈ Der(R), δ(x) = 1 for some x ∈ R
such that xp = 0, h := xδ ∈ EndFp(R) where x is identified with the Fp-linear map r 7→ xr.
1. The Fp-subalgebra of the endomorphism algebra EndFp(R) generated by h is naturally
isomorphic to the factor algebra Λ := Fp[h]/(h(h − 1) · · · (h − p + 1)) =
⊕p−1
i=0 Fpθi
(as above).
2. For each i = 0, . . . , p− 1, let δi := (1− θi)δ. Then δ
p
i = 0.
3. The map ∂ := δp−1 = (1− θp−1)δ is, in fact, the derivation ∂ = δ− (−1)p−1
xp−1
(p−1)!
δp ∈
Der(R) that satisfies the conditions ∂(x) = 1, ∂p = 0, and h = x∂.
Proof. 1. In the algebra EndFp(R), we have δx− xδ = δ(x) = 1, hence xh = (h− 1)x.
Using this relation, we have
0 = xpδp = h(h− 1) · · · (h− p+ 1),
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and so there is a natural Fp-algebra epimorphism Λ→ Fp〈h〉. It is, in fact, an isomorphism.
It suffices to show that the elements 1, h, . . . , hp−1 are Fp-linearly independent in Fp〈h〉.
If r := λ0 + λ1h + · · · + λmh
m = 0 is a nontrivial relation (all λi ∈ Fp and λm 6= 0,
0 ≤ m ≤ p−1), then applying (−ad x)m to r we havem!λmxm = 0 in EndFp(R). Evaluating
this relation at 1, one has the relation m!λmx
m = 0 in the ring R, and so 0 = δm(λmx
m) =
m!λm 6= 0, a contradiction.
Recall that the Fp-algebra automorphism σ ∈ AutFp(Λ) is defined as follows: σ(h) =
h − 1. Then σ−1(h) = h + 1. In the algebra EndFp(R), δx − xδ = δ(x) = 1. For
computational reasons, it is important to stress that this relation is equivalent to the
following four relations:
xh = σ(h)x, xδ = h,
δh = σ−1(h)δ, δx = σ−1(h).
2. Note that each θi ∈ Fp[h] and δθi = σ−1(θi)δ. Then, by the equality (1),
δpi =
p−1∏
j=0
σj(1− θi) · δ
p =
p−1∏
j=0
(1− θi+j) · δ
p =
p−1∏
k=0
(1− θk) · δ
p = 0 · δp = 0.
3. Since xp−1δp−1 = xp−2hδp−2 = (h− p + 2)xp−2δp−2 = · · · = (h− p + 2) · · · (h− 1)h,
we have
∂ = (1− θp−1)δ = δ − (−1)
p−1h(h− 1) · · · (h− p + 2)
(p− 1)!
δ = δ − (−1)p−1
xp−1δp−1
(p− 1)!
δ
= δ − (−1)p−1
xp−1
(p− 1)!
δp ∈ Der(R).
Then it becomes obvious that ∂(x) = δ(x) = 1 and x∂ = xδ − (−1)p−1 x
p
(p−1)!δ
p = xδ = h.

Theorem 2.3 Let δ be a derivation of a commutative Fp-algebra R such that δ
p = 0 and
δ(x) = 1 for some element x ∈ R. Then
1. (Theorem 27.3, [4]) R =
⊕p−1
i=0 R
δxi where Rδ := ker(δ).
2. The map φ :=
∑p−1
i=0 (−1)
i xi
i!
δi : R = Rδ ⊕ (x) → R = Rδ ⊕ (x) is a projection onto
the subalgebra Rδ; that is, φ(a+ bx) = a for all a ∈ Rδ and b ∈ R.
3. For any a ∈ R, a =
∑p−1
i=0 φ(
δi
i!
(a))xi.
Proof. 2. By the very definition, the map φ is a homomorphism of Rδ-modules. For
each n = 1, . . . , p− 1,
φ(xn) =
p−1∑
i=0
(−1)i
(
n
i
)
xixn−i = (1− 1)nxn = 0 · xn = 0.
Therefore, φ(a+ bx) = a, which follows directly from statement 1.
3. Given a =
∑p−1
i=0 aix
i ∈ R where ai ∈ Rδ, by statement 2, ai = φ(
δi
i!
(a)). 
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Lemma 2.4 Let A =
⊕
α∈Nn Aα = A0⊕A+ be an N
n-graded ring where A+ :=
⊕
06=α∈Nn Aα,
and let δ be a derivation of the ring A. Then
1. for each a ∈ A0, δ(a) = δ0(a) + δ+(a) where δ0(a) ∈ A0, δ+(a) ∈ A+, and δ0 is a
derivation of the ring A0.
2. If δ(A+) ⊆ A+ and δ(x) = 1 for some element x = x0 + x+ where x0 ∈ A0 and
x+ ∈ A+, then δ0(x0) = 1.
Proof. 1. Since A = A0⊕A+, both maps δ0 and δ+ are additive, by the very definition.
For any a, b ∈ A0, δ(ab) = δ(a)b + aδ(b) = δ0(a)b + aδ0(b) + c for some c ∈ A+; hence
δ0(ab) = δ0(a)b+ aδ0(b). This means that δ0 is a derivation of the ring A0.
2. The equality 1 = δ(x) = δ0(x0) + δ+(x0) + δ(x+) implies the equality δ0(x0) = 1. 
Recall that for a local commutative ring (R,m), a subfield k′ of R satisfying R = k′+m
is called a coefficient field for R. For a natural number n ≥ 1, let
Nn := {α = (α1, . . . , αn) ∈ N
n | 0 ≤ αν < p}.
Proposition 2.5 Let (R,m) be a local Noetherian commutative Fp-algebra such that x
p =
0 for all x ∈ m, k := R/m, n := dimk(m/m2) ≥ 1. Let δ1, . . . , δn be derivations of
the ring R such that δi(xj) = δij for some elements x1, . . . , xn ∈ m. Then there exist
commuting derivations δ′1, . . . , δ
′
n of the ring R and elements x
′
1, . . . , x
′
n ∈ m such that
δ′i(x
′
j) = δij, δ
′p
1 = · · · = δ
′p
n = 0, and (x
′
1, . . . , x
′
n) = m. Then necessarily k
′ :=
⋂n
i=1 ker δ
′
i
is a coefficient field of R and R =
⊕
α∈Nn
k′xα where xα := xα11 · · ·x
αn
n . In particular,
R ≃ k′[x1, . . . , xn]/(x
p
1, . . . , x
p
n).
Remark. Necessarily, m = (x1, . . . , xn) since n = dimk(m/m
2) and δi(xj) = δij .
Proof. The idea of the proof is to use repeatedly Lemma 2.2.(3), Theorem 2.3.(1), and
Lemma 2.4.
Since xp1 = 0 and δ1(x1) = 1, by Lemma 2.2.(3), one can find a derivation δ
′
1 of the ring
R such that δ′1(x1) = 1 and δ
′p
1 = 0. Let x
′
1 := x1. Then (x
′
1) = (x1). By Theorem 2.3.(1),
R =
⊕p−1
α1=0
Rδ
′
1x′α11 is a positively graded ring.
Suppose that using the derivations δ1, . . . , δs and the elements x1, . . . , xs we have already
found commuting derivations δ′1, . . . , δ
′
s and elements x
′
1, . . . , x
′
s ∈ m such that the following
conditions hold: δ′p1 = · · · = δ
′p
s = 0; δ
′
i(x
′
j) = δij for all i, j = 1, . . . , s; (x
′
1, . . . , x
′
s) =
(x1, . . . , xs) (the equality of ideals); and
R =
⊕
α∈Ns
k′sx
α, k′s :=
s⋂
i=1
ker δ′i.
The ring R is naturally Ns-graded, and R+ :=
⊕
06=α∈Ns
k′sx
α = (x′1, . . . , x
′
s). Then
δs+1(R+) = δs+1((x
′
1, . . . , x
′
s)) = δs+1((x1, . . . , xs)) ⊆ (x1, . . . , xs) = (x
′
1, . . . , x
′
s) = R+.
Write xs+1 = x
′
s+1+x
+
s+1 for some x
′
s+1 ∈ k
′
s∩m and x
+
s+1 ∈ R+ ⊆ m. Then (x
′
1, . . . , x
′
s+1) =
(x1, . . . , xs+1). Since δs+1(xs+1) = 1, by Lemma 2.4, δ
′
s+1(x
′
s+1) = 1 for some derivation
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δ′s+1 of the ring k
′
s. One can extend the derivation δ
′
s+1 to a derivation, say δ
′
s+1, of the
ring R by setting δ′s+1(x
′
1) = · · · = δ
′
s+1(x
′
s) = 0. Changing (if necessary) the derivation
δ′s+1 as in Lemma 2.2.(3), one can assume additionally that δ
′p
s+1 = 0. Then the derivations
δ′1, . . . , δ
′
s+1 commute, the elements x
′
1, . . . , x
′
s+1 ∈ m, δ
′p
1 = · · · = δ
′p
s+1 = 0, δ
′
i(x
′
j) = δij for
all i, j = 1, . . . , s+ 1, (x′1, . . . , x
′
s+1) = (x1, . . . , xs+1), and, by Theorem 2.3.(3),
R =
⊕
α∈Ns+1
k′s+1x
α, k′s+1 :=
s+1⋂
i=1
ker δ′i.
Now, by induction on s we have
R =
⊕
α∈Nn
k′xα, k′ :=
n⋂
i=1
ker δ′i,
(x′1, . . . , x
′
n) = (x1, . . . , xn) = m. Hence k
′ ≃ k, and so k′ is a coefficient field for R. 
Let V and U be a finite dimensional vector spaces over a field k. A k-bilinear map
V × U → k, (v, u) 7→ vu, is called a pairing. It is a perfect pairing if ann(V ) := {u ∈
U | V u = 0} = 0 and ann(U) := {v ∈ V | vU = 0} = 0. A k-bilinear map V × U → k,
(v, u) 7→ vu, is a perfect pairing iff one of the equivalent conditions holds:
(i) dimk(V ) = dimk(U) and ann(V ) = 0;
(ii) the map V → U∗ := Homk(U, k), v 7→ (u 7→ vu), is a bijection;
(iii) the map V ⊗k U → Endk(V ), v ⊗ u 7→ (v′ 7→ v(uv′)), is a bijection.
Next, a short proof is given of the Theorem of Harper (Theorem 2.6, (1 ⇔ 2)), and
some equivalent statements to the Theorem of Harper are added. Note that in the proof
(1⇒ 2) we use only Theorem 2.3 and Lemma 2.2.
Theorem 2.6 Let (R,m) be a local Noetherian commutative Fp-algebra such that x
p = 0
for all x ∈ m. Let k := R/m, n := dimk(m/m2) ≥ 1, and T := Der(R)/mDer(R). Then
the following statements are equivalent:
1. R is a differentiably simple ring.
2. R ≃ k[x1, . . . , xn]/(x
p
1, . . . , x
p
n).
3. There exist derivations δ1, . . . , δn of the ring R and elements x1, . . . , xn ∈ m such that
det(δi(xj)) 6∈ m.
4. There exist commuting derivations δ1, . . . , δn of R and elements x1, . . . , xn ∈ m such
that δp1 = · · · = δ
p
n = 0 and δi(xj) = δij for all i, j = 1, . . . , n.
5. The k-bilinear map T × m/m2 → k given by the rule (δ, x) 7→ δ(x) := δ(x) + m has
ann(T ) := {u ∈ m/m2 | Tu = 0} = 0 and dimk(T ) ≥ n where δ := δ + mDer(R) ∈ T
and x := x+ m2 ∈ m/m2. Equivalently, the k-bilinear map is a perfect pairing.
6. The k-linear map m/m2 ⊗k T → Endk(m/m2) given by the rule x⊗ δ 7→ (y 7→ xδ(y))
is a surjection or, equivalently, is a bijection.
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7. R is a Derk′(R)-simple k
′-algebra for some/any coefficient field k′ of R (i.e., R =
k′ ⊕m).
Proof. The implications 7(some)⇒ 1 and 7(any)⇒ 7(some) are trivial.
(4 ⇒ 3): Use the same δi and xj and the fact that det(δi(xj)) = det(E) = 1 where E
is the identity matrix.
(5 ⇒ 6): Suppose that statement 5 holds. Let us prove first that the pairing of
statement 5 is perfect; i.e., ann(T ) = 0 and dimk(T ) = n. The first condition is given.
To prove the second it suffices to show that dimk(T ) ≤ n since dimk(T ) ≥ n, by the
assumption. Since ann(T ) = 0, the k-linear map
T → (m/m2)∗ := Homk(m/m
2, k), δ 7→ (y 7→ δ(y)),
is injective. Therefore, dimk(T ) ≤ dimk((m/m2)∗) = dimk(m/m2) = n, as required. So,
the pairing in statement 5 is perfect, i.e., the map in statement 6 is bijective. In particular,
it is surjective.
(6 ⇒ 5): Suppose that the first part of statement 6 holds; i.e., the map is surjective.
First, we prove that statement 5 holds, which then gives the fact that the map in statement
6 is a bijection (see (5⇒ 6) above). Since the map in statement 6 is surjective, this implies
that the set ann(T ) is annihilated by Endk(m/m
2), and so ann(T ) = 0. This gives the first
condition of statement 5. On the other hand,
n2 = dimk(Endk(m/m
2)) ≤ dimk(m/m
2 ⊗k T ) = n · dimk(T );
hence dimk(T ) ≥ n. This gives the second condition of statement 5. So, statement 5 holds;
hence the map in statement 6 is a bijection as was proved above in (5⇒ 6). So, statements
5 and 6 are equivalent.
(2⇒ 4): If R = k[x1, . . . , xn]/(x
p
1, . . . , x
p
n) (up to isomorphism), then the partial deriva-
tives ∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
∈ Derk(R) and the elements x1, . . . , xn satisfy the conditions
of statement 4.
(2 ⇒ 6): Endk(m/m2) =
⊕n
i,j=1 kxi∂j since dimk(Endk(m/m
2)) = n2 and xi∂j(xk) =
δj,kxi for all i, j, k (i.e., xi∂j play the role of the matrix units).
(2⇒ 7(some)): Since Derk(R) =
⊕n
i=1R∂i, the ring R is a simple Derk(R)-module.
(5⇒ 3): The pairing T ×m/m2 → k is perfect. Choose dual bases, say δ1, . . . , δn ∈ T
and x1, . . . , xn ∈ m/m2 (i.e., δi(xj) = δi,j for all i and j). Therefore, det(δi(xj)) ≡ 1
mod m, as required.
It remains to prove the implications 1⇒ 2, 3⇒ 2, and 7(some)⇒ 7(any).
(1⇒ 2): Suppose that the algebra R is differentiably simple. Then m is not a differential
ideal of R, i.e., δ1(m) 6⊆ m for some derivation δ1 of R. Then δ1(x1) 6∈ m for some
x1 ∈ m. Note that x
p
1 = 0. Changing δ1 for δ1(x1)
−1δ1 ∈ Der(R), one can assume
that δ1(x1) = 1. Then, by Lemma 2.2.(3), one can assume that δ
p
1 = 0 (after possibly
changing δ1). By Theorem 2.3, R =
⊕p−1
i=0 R
δ1xi1. Note that R
δ1 is a local ring with
maximal ideal Rδ1 ∩ m. Let us prove that if a is a differential ideal of the ring Rδ1,
then a′ :=
⊕p−1
i=0 ax
i
1 is a differential ideal of R: for any η ∈ Der(R) and c ∈ R
δ1 we
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have η(c) =
∑p−1
i=0 ηi(c)x
i
1 where ηi ∈ Der(R
δ1), and the result follows. It implies that
Rδ1 is a differentiably simple Noetherian ring. Applying the same argument several times
(or use Proposition 2.5 and induction) we have R =
⊕
0≤iν≤p−1
Rδ1,...,δsxi11 · · ·x
is
s for some
commuting derivations δ1, . . . , δs ∈ Der(R) and elements x1, . . . , xs ∈ m such that δi(xj) =
δij and δ
p
1 = · · · = δ
p
s = 0, where R
δ1,...,δs :=
⋂s−1
i=1 ker δi (note that any derivation δ of
Rδ1,...,δs can be extended to a derivation of R by setting δ(x1) = · · · = δ(xs) = 0). Let s be
the largest number for which there exist derivations δ1, . . . , δs as above (the s exists since
dimk(m/m
2) < ∞). Then necessarily Rδ1,...,δs is a field canonically isomorphic to k, and
R = Rδ1,...,δs +m. Clearly, the set of elements x1 + m
2, . . . , xs +m
2 is a k-basis for m/m2;
hence n = s.
(3⇒ 2): The determinant ∆ := det(δi(xj)) is a unit of R. For each i = 1, . . . , n, let us
“drop” xi in the determinant ∆ and then multiply it by ∆
−1; as the result we have well
defined derivations of the ring R:
∂i(·) := ∆
−1det


δ1(x1) · · · δn(x1)
...
...
...
δ1(·) · · · δn(·)
...
...
...
δ1(xn) · · · δn(xn)


, i = 1, . . . , n,
such that ∂i(xj) = δij for all i, j = 1, . . . , n. Now, we finish the proof by applying Propo-
sition 2.5.
7(some) ⇒ 7(any): Clearly, statement 7(some) implies statement 1, and, as we have
proved, statement 1 implies statement 2. We can assume thatR = k[x1, . . . , xn]/(x
p
1, . . . , x
p
n)
where m = (x1, . . . , xn). Let l be a coefficient field of R. Then R = l + m = k + m and
l ≃ R/m ≃ k. Hence, for each i ≥ 0, dimk(mi/mi+1) = dimR/m(m
i/mi+1) = diml(m
i/mi+1).
Therefore, R ≃ l[x1, . . . , xn]/(x
p
1, . . . , x
p
n). Now, it is obvious that R is a Derl(R)-simple
l-algebra by using the partial l-derivatives. 
The next result gives explicitly a subfield k′ of R such that R = k′ +m.
Corollary 2.7 Let R be a differentiably simple Noetherian Fp-algebra, the derivations
δ1, . . . , δn and the elements x1, . . . , xn ∈ m be as in Theorem 2.6.(4) (i.e., δ
p
i = 0 and
δi(xj) = δij for all i, j). For each i = 1, . . . , n, let φi :=
∑p−1
k=0(−1)
k x
k
i
k!
δki : R → R and
Nn := {α = (α1, . . . , αn) ∈ Nn | 0 ≤ αi ≤ p − 1 for all i}. Then k′ := imφ is a coefficient
field for R where φ is equal to the composition of maps
∏n
i=1 φi =
∑
α∈Nn
(−1)αx[α]δα where
x[α] :=
∏n
i=1
x
αi
i
αi!
, δα := δα11 · · · δ
αn
n and (−1)
α := (−1)α1 · · · (−1)αn.
Proof. We have proved already that R =
⊕
α∈Nn
k′x[α] (see the proof (1 ⇒ 2) of
Theorem 2.6) where k′ :=
⋂n
i=1 ker δi is a subfield of R such that R = k
′+m. By Theorem
2.3, the map φ is a projection onto k′. 
Remark. In view of Theorem 2.6.(3)-(6), Corollary 2.7, in fact, gives all the coefficient
fields for R when combined with Proposition 2.5 provided one knows explicitly generators
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for the R-module Der(R). In more detail, one can find derivations δ1, . . . , δn satisfying
Theorem 2.6.(3); then applying Proposition 2.5 one obtains derivations satisfying Corollary
2.7 which produce the coefficient field k′. Varying the derivations δ1, . . . , δn one obtains all
the coefficient fields for R as follows from Theorem 4.2.
3 Existence and uniqueness of an iterative δ-descent
The main result of this section is Theorem 3.8 on existence and uniqueness of an iterative
δ-descent. This is the key (and the most difficult) result of the paper.
Let δ be a derivation of a ring R. A finite sequence of elements in R, y: y[−1] :=
0, y[0] := 1, y[1], . . . , y[m] (m ≥ 1) is called a δ-descent if δ(y[i]) = y[i−1] for all i ≥ 0. If R
is an Fp-algebra, m = p
n − 1, then a sequence in R, {y[i], 0 ≤ i < pn}, is called an iterative
sequence, if
y[i]y[j] =
(
i+ j
i
)
y[i+j], for all 0 ≤ i, j ≤ pn − 1.
Note that y[i]y[j] = 0 if i+ j ≥ pn since
(
i+j
i
)
= 0 in Fp.
Definition. An iterative sequence {y[i], 0 ≤ i < pn} which is a δ-descent is called
an iterative δ-descent of exponent n. Note that any truncation {y[i], 0 ≤ i < pm},
1 ≤ m < n, of the iterative δ-descent {y[i], 0 ≤ i < pn} is an iterative δ-descent of exponent
m.
The following lemma establishes relations between iterative descents and simple deriva-
tions.
Lemma 3.1 Let δ be a derivation of an Fp-algebra R, K := ker δ, and x = {x[i], 0 ≤ i <
pn} be an iterative δ-descent, elements of which commute with K. Then
1. the K-algebra K〈x〉 generated over K by all the elements x[i] is equal to
K〈x0, . . . , xn−1〉 =
pn−1⊕
i=0
Kx[i] ≃ K[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1)
where xk := x
[pk] and x[i] =
∏t
k=0
x
ik
k
ik!
where i =
∑t
k=0 ikp
k, 0 ≤ ik < p, the p-adic
presentation of the integer i.
2. δ′ := δ|K〈x〉 =
∑n−1
k=0 x
[pk−1] ∂
∂xk
∈ DerK(K〈x〉).
3. If K is a field, then δ′ is a simple K-derivation of the algebra K〈x〉.
Proof. 1. Clearly, the equality K〈x〉 =
∑pn−1
i=0 Kx
[i] holds since x is an iterative
sequence. Since the sequence x is a δ-descent, it follows easily that the sum is a direct
one, i.e., K〈x〉 =
⊕pn−1
i=0 Kx
[i]. The x is an iterative sequence, hence xp0 = · · · = x
p
n−1 = 0
11
and x[i] =
∏t
k=0
x
ik
k
ik!
where i =
∑t
k=0 ikp
k, 0 ≤ ik < p. So, there is a natural K-algebra
isomorphism K[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1) ≃ K〈x〉.
2. This is obvious.
3. If a = a0+a1x
[1]+ · · ·+asx[s] is a nonzero element of the algebra K〈x〉 where ai ∈ K
and as 6= 0, then δs(a−1s a) = 1. Therefore, δ
′ is a simple K-derivation of the algebra K〈x〉.

An algebra S over a field K is a positively filtered algebra if S is a union of its subspaces,
S =
⋃
i≥0 Si, such that K ⊆ S0 ⊆ S1 ⊆ · · · and SiSj ⊆ Si+j for all i, j ≥ 0. Let A be
an algebra over a field K and let δ be a K-derivation of the algebra A. For any elements
a, b ∈ A and a natural number n, an easy induction argument yields
δn(ab) =
n∑
i=0
(
n
i
)
δi(a)δn−i(b).
It follows that the union of the vector spaces N := N(δ, A) =
⋃
i≥0 Ni, Ni := ker δ
i+1,
is a positively filtered algebra (NiNj ⊆ Ni+j for all i, j ≥ 0), so-called, the nil algebra of
δ. Clearly, N0 = A
δ := ker δ is a subalgebra (of constants for δ) of A, and N = {a ∈
A | δn(a) = 0 for some natural n = n(a)}.
Lemma 3.2 Let δ be a derivation of a ring A and {x[i], 0 ≤ i ≤ m} be a δ-descent. Then
N(δ, A)i =
⊕i
j=0A
δx[j] =
⊕i
j=0 x
[j]Aδ, 0 ≤ i ≤ m.
Proof. For each i ≥ 0, let N ′i :=
⊕i
j=0A
δx[j] and Ni := N(δ, A)i. Then N
′
i ⊆ Ni, i ≥ 0.
Clearly, N ′0 = A
δ = N0. We use induction on i to prove that N
′
i = Ni. Let i ≥ 1 and
N ′i−1 = Ni−1 (by the induction hypothesis). Let u ∈ Ni. Then c := δ
i(u) ∈ Aδ; hence
δi(u) = δi(cx[i]), and so u− cx[i] ∈ Ni−1 = N ′i−1. Therefore, u ∈ N
′
i , and so N
′
i = Ni. Since
δ is a derivation of the opposite algebra Aop, the equalities Ni =
⊕i
j=0 x
[j]Aδ, i ≥ 0, follow
from the just proved equalities. 
Lemma 3.3 Let δ be a derivation of a ring A and {x[i], 0 ≤ i ≤ m} be a δ-descent. Then
{x[i]
′
, 0 ≤ i ≤ m} is a δ-descent iff x[0]
′
:= 1 and x[i]
′
= x[i] +
∑i
j=1 λjx
[i−j], 1 ≤ i ≤ m,
where all λj ∈ A
δ.
Proof. (⇐) Obvious.
(⇒) We prove this implication by induction on i ≥ 1. Let i = 1. Then δ(x[1]
′
) =
1 = δ(x[1]) implies x[1]
′
= x[1] + λ1 for some element λ1 ∈ Aδ. Suppose that i ≥ 2, and,
by the induction hypothesis, x[i−1]
′
= x[i−1] +
∑i−1
j=1 λjx
[i−1−j] for some λj ∈ Aδ. Then
δ(x[i]
′
) = x[i−1]
′
= δ(x[i] +
∑i−1
j=1 λjx
[i−j]) implies λi := x
[i]′ − x[i] −
∑i−1
j=1 λjx
[i−j] ∈ Aδ, as
required. 
Lemma 3.4 Let δ be a derivation of a ring A such that δi(y[i]) = 1, 0 ≤ i ≤ m, for some
elements y[i] of A. Note that y[0] = 1. Then there exists a unique δ-descent {x[i], 0 ≤ i ≤
m} such that x[1] = y[1] and x[i] = y[i] +
∑i−1
j=1 cijy
[j], 2 ≤ i ≤ m, for some cij ∈ Aδ.
12
Proof. One can easily prove that Ni := N(δ, A)i =
⊕i
j=0A
δy[j], 0 ≤ i ≤ m (repeat the
argument of the proof of Lemma 3.2). Let, for a moment, a sequence {x[i]
′
, 0 ≤ i ≤ m}
be an arbitrary δ-descent. Then, by Lemma 3.2, x[i]
′
∈ Ni, i.e., x[i]
′
= y[i] +
∑i−1
j=0 c
′
ijy
[j],
1 ≤ i ≤ m, for some elements c′ij ∈ A
δ (note that one can easily find a δ-descent, e.g.
{z[i] := δm−i(y[m]), 0 ≤ i ≤ m}). Let {x[i], 0 ≤ i ≤ m} be another δ-descent, and so
x[i] = y[i] +
∑i−1
j=0 cijy
[j], 1 ≤ i ≤ m, for some elements cij ∈ Aδ. By Lemma 3.3,
x[i] = x[i]
′
+
i∑
j=1
λjx
[i−j]′, 1 ≤ i ≤ m,
for some elements λj ∈ Aδ. We have to prove that the defining conditions
c1,0 = c2,0 = · · · = cm,0 = 0
of the δ-descent from Lemma 3.4 uniquely determine the elements λ1, λ2, . . . , λm. The
equality c1,0 = 0 yields the equalities y
[1] = x[1] = x[1]
′
+ λ1 = y
[1] + c′1,0 + λ1; hence
λ1 = −c′1,0. Suppose that, using the equalities c1,0 = · · · = ci−1,0 = 0, we have already
found unique elements λ1, λ2, . . . , λi−1. Then the element λi can be found uniquely from
the equality x[i] = x[i]
′
+ λ1x
[i−1]′ + · · · + λi−1x[1]
′
+ λi. We have to equate to zero the
coefficient ci,0 of y
[0] := 1 after we substitute the sum for each x[i]
′
above (via y[k]):
x[i] = y[i] +
i−1∑
j=1
cijy
[j] + c′i,0 + λ1c
′
i−1,0 + · · ·+ λi−1c
′
1,0 + λi;
that is, λi := −c′i,0 − λ1c
′
i−1,0 − · · · − λi−1c
′
1,0. Therefore, for this unique choice of {λi}, we
have c1,0 = c2,0 = · · · = cm,0 = 0 for the δ-descent {x[i]} in Lemma 3.4. 
Binomial coefficients modulo p. For any two nonnegative integers i and j written
in the p-adic form as i =
∑
k ikp
k, 0 ≤ ik < p, and j =
∑
k jkp
k, 0 ≤ jk < p, in the field Fp
there is the equality (
i
j
)
=
∏
k
(
ik
jk
)
. (2)
The equality is obvious if i < j since both sides of the equality are equal to zero. If i ≥ j,
this equality can be proved by comparing the coefficients of xj of the polynomials in Fp[x]
at both ends of the equality
i∑
j=0
(
i
j
)
xj = (1 + x)i =
∏
k
(1 + xp
k
)ik =
∏
k
(
ik∑
jk=0
(
ik
jk
)
xjkp
k
) =
i∑
j=0
∏
k
(
ik
jk
)
xj .
It follows that in Fp, (
i
j
)
6= 0 iff jk ≤ ik for all k, (3)
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(
i+ j
j
)
6= 0 iff ik + jk < p for all k, and (4)
(
ips
jps
)
=
(
i
j
)
, s ≥ 1. (5)
Let A be an Fp-algebra. Recall that a sequence {x[i], 0 ≤ i < pn} in A is called an
iterative sequence iff x[i]x[j] =
(
i+j
j
)
x[i+j] for all 0 ≤ i, j < pn where x[k] := 0 for k ≥ pn.
Note that if i+ j ≥ pn, then x[i]x[j] =
(
i+j
j
)
x[i+j] = 0 · x[i+j] = 0.
Proposition 3.5 (Structure of iterative sequence) Let A be an Fp-algebra and {x[i], 0 ≤
i < pn} be an iterative sequence. Then
1. for each i = 1, . . . , pn − 1, written p-adically as i =
∑
k ikp
k, x[i] =
∏
k
x[p
k]ik
ik!
.
This means that the iterative sequence is determined by the elements {x[0], x[p
j ] | j =
0, 1, . . . , n− 1}.
2. For each j = 0, 1, . . . , n − 1, x[p
j ]p = 0 (hence x[i]p = 0 for all i = 1, . . . , pn − 1, by
statement 1).
3. x[0]x[p
j ] = x[p
j ], j = 0, 1, . . . , n− 1, and x[0]x[0] = x[0].
Conversely, given commuting elements {x[0], x[p
j ] | j = 0, 1, . . . , n−1}, in A that satisfy the
conditions of statements 2 and 3 above, then the elements {x[i], 0 ≤ i < pn} defined as in
statement 1 form an iterative sequence.
Remark. To make formulae more readable we often use the notation x[p
k]j for (x[p
k])j .
Proof. 1. We have to prove that
∏
k
x[p
k]ik
ik!
= x[
P
k ikp
k]. Consider first a special case
using (5),
x[p
k]ik
ik!
=
(
2pk
pk
)(
3pk
pk
)
· · ·
(
ikp
k
pk
)
ik!
x[ikp
k] =
(
2
1
)(
3
1
)
· · ·
(
ik
1
)
ik!
x[ikp
k] =
ik!
ik!
x[ikp
k] = x[ikp
k].
Now, the general case follows from the special case and (2) by simply multiplying the
elements below and using the fact that each multiplication yields a binomial which is 1 in
Fp, by (2):
s∏
k=0
x[p
k]ik
ik!
=
s∏
k=0
x[ikp
k] = · · · = x[
Pt−1
k=0 ikp
k]x[itp
t] · · ·x[isp
s] = · · · = x[
Ps
k=0 ikp
k] = x[i].
2. For each i = 1, . . . , pn − 1,
(x[i])p = x[i]x[i] · · ·x[i] =
(
2i
i
)(
3i
i
)
· · ·
(
pi
i
)
x[pi] = 0 · x[pi] = 0,
since
(
pi
i
)
= 0 in Fp.
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3. This is obvious.
Conversely, suppose that elements {x[0], x[p
j] | j = 0, 1, . . . , n− 1} satisfy the conditions
of statements 2 and 3, and that the elements {x[i], 0 ≤ i < pn} are defined as in statement
1. To prove that the sequence {x[i], 0 ≤ i < pn} is iterative it suffices to show that
x[i]x[j] =
(
i+j
j
)
x[i+j] for all 1 ≤ i, j < pn. Let i =
∑
ikp
k and j =
∑
jkp
k be the p-adic
forms of i and j. Suppose that ik + jk ≥ p for some k. Then, on the one hand,
(
i+j
j
)
= 0
(by (4)), and so x[i]x[j] = 0 =
(
i+j
j
)
x[i+j]. Suppose that ik + jk < p for all k. Then
x[i]x[j] =
∏
k
(x[p
k])ik
ik!
(x[p
k])jk
jk!
=
∏
k
(
ik + jk
ik
)
(x[p
k])ik+jk
(ik + jk)!
=
∏
k
(
ik + jk
ik
)
·
∏
l
(x[p
l])il+jl
(il + jl)!
=
(
i+ j
i
)
x[i+j].
This means that {x[i], 0 ≤ i < pn} is an iterative sequence. 
The following corollary gives necessary and sufficient conditions for an iterative sequence
to be a δ-descent.
Corollary 3.6 Let A be an Fp-algebra, δ be a derivation of A, and {x[i], 0 ≤ i < pn} be
an iterative sequence in A with x[0] = 1. Then the iterative sequence {x[i], 0 ≤ i < pn} is a
δ-descent iff δ(x[p
j ]) = x[p
j−1], 0 ≤ j ≤ n− 1.
Proof. (⇒) Trivial.
(⇐) We have to show that δ(x[i]) = x[i−1], 1 ≤ i < pn. Observe that, for each k ≥ 1,
pk − 1 =
∑k−1
l=0 (p− 1)p
l. Then, by (4),
(
pj−1+ps
ps
)
= 0, 0 ≤ s < j, and so
x[p
s] · δ(x[p
j ]) = x[p
s]x[p
j−1] =
(
pj − 1 + ps
ps
)
x[p
s+pj−1] = 0.
These equalities imply that, for any integer i (1 ≤ i < pn) written p-adically as i =
isp
s + is+1p
s+1 + · · ·+ itp
t with is 6= 0, s ≤ t, and i = isp
s + j, j := is+1p
s+1 + · · ·+ itp
t,
δ(x[i]) = δ(x[isp
s]x[j]) = δ(
x[p
s]is
is!
x[j]) = δ(
x[p
s]is
is!
)x[j] = x[p
s−1]x
[ps](is−1)
(is − 1)!
x[j]
= x[p
s−1]x[p
s(is−1)]x[j] = x[p
sis−1]x[j] = x[p
sis−1+j] = x[i−1]. 
Combining Proposition 3.5 and Corollary 3.6, one obtains necessary and sufficient con-
ditions for a sequence to be an iterative δ-descent.
Corollary 3.7 Let A be an Fp-algebra, δ be a derivation of A, and x
[1], x[p], . . . , x[p
n−1]
be commuting elements of A. Let x[i] :=
∏
k
x[p
k]ik
ik!
for each i =
∑
k ikp
k, 0 ≤ ik < p,
such that 0 ≤ i < pn. Then the sequence {x[i], 0 ≤ i < pn} is an iterative δ-descent iff
δ(x[p
j ]) = x[p
j−1] and x[p
j ]p = 0 for 0 ≤ j ≤ n− 1.
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Proof. (⇒) Trivial.
(⇐) The conditions x[p
j ]p = 0, 0 ≤ j ≤ n−1, mean that {x[i], 0 ≤ i < pn} is an iterative
sequence, by Proposition 3.5. Then, the conditions δ(x[p
j ]) = x[p
j−1], 0 ≤ j ≤ n− 1, imply
that {x[i], 0 ≤ i < pn} is a δ-descent, by Corollary 3.6. 
Let A be a commutative Fp-algebra and δ be a derivation of A. Let ID(δ, n) be the set
of all iterative δ-descents {x[i], 0 ≤ i < pn} of exponent n in A. Let C(δ, n) be the set of
all n-tuples (λ0, λ1, . . . , λn−1) such that λj ∈ Aδ and λ
p
j = 0 for 0 ≤ j ≤ n − 1. Note that
if Aδ is a reduced ring, then C(δ, n) = {(0, . . . , 0)}, i.e., C(δ, n) contains a single element.
By Lemma 3.2 and Proposition 3.5, for each iterative δ-descent, say {x[i], 0 ≤ i < pn},
N(δ, A)pn−1 =
pn−1⊕
i=0
Aδx[i] ≃ Aδ[x[1], x[p], . . . , x[p
n−1]]/(x[1]p, x[p]p, . . . , x[p
n−1]p). (6)
So, N(δ, A)pn−1 is a subring of A that contains A
δ, and the decomposition (6) holds for
all iterative δ-descents in A of exponent n. In particular, all iterative δ-descents in A of
exponent n belong to N(δ, A)pn−1. Then
N(δ, A)pn−1 = A
δ ⊕m, m := (x[1], x[p], . . . , x[p
n−1]). (7)
If {y[i], 0 ≤ i < pn} is an iterative δ-descent in A, then {y[i], 0 ≤ i < pn} ⊆ N(δ, A)pn−1.
Therefore, the following map is well defined:
r = rn : ID(δ, n)→ C(δ, n), {y
[i], 0 ≤ i < pn} 7→ (λ0, λ1, . . . , λn−1), (8)
where λj ≡ y[p
j] mod m, j = 0, 1, . . . , n − 1. Note that the map r depends on the choice
of the iterative δ-descent {x[i], 0 ≤ i < pn} since the decomposition (7) does.
Theorem 3.8 (Existence and uniqueness of an iterative δ-descent) Let A be a commutative
algebra over a field K of characteristic p > 0 and δ be a K-derivation of the algebra A
such that there exists a finite sequence of elements y0, y1, . . . , yn−1 of A such that y
p
k = 0
and δp
k
(yk) = 1 for all 0 ≤ k ≤ n− 1. Then
1. (Existence) The following sequence {x[i], 0 ≤ i < pn} is an iterative δ-descent where
x[0] := 1, x[1] := y0, and, for i ≥ 2 written p-adically as i =
∑t
k=0 ikp
k (0 ≤ ik ≤ p−1)
the element x[i] is defined as x[i] :=
∏t
k=0
(x[p
k])ik
ik !
, where
x[p] := (−1)p−1φ0(y1), φ0(z) :=
p−1∑
j=0
(−1)j
(x[1])j
j!
δj(z),
and then recursively, for each k such that 1 ≤ k ≤ n−2, the element x[p
k+1] is defined
by the rule
x[p
k+1] := (−1)p−1δp
k−1(
k−1∏
l=0
(x[p
l])p−1
(p− 1)!
· φk(yk+1)), φk(z) :=
p−1∑
j=0
(−1)j
(x[p
k])j
j!
δp
kj(z).
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2. (Almost uniqueness) Let {x[i], 0 ≤ i < pn} be an arbitrary iterative δ-descent (not
necessarily as in statement 1, and n here is not necessarily as in statement 1 either).
Then the map (8) is a bijection.
3. (Uniqueness). If, in addition, the ring Aδ is reduced, then {x[i], 0 ≤ i < pn} from
statement 1 is the only iterative δ-descent.
Proof. 1. By Corollary 3.7, it suffices to prove two statements: δ(x[p
j ]) = x[p
j−1] and
(x[p
j ])p = 0 for all 0 ≤ j ≤ n − 1. For j = 0, we have δ(x[1]) = δ(y0) = 1 = x[0] and
(x[1])p = yp0 = 0. A direct calculation shows that δφ0(z) = (−1)
p−1 y
p−1
0
(p−1)!
δp(z). If j = 1,
then δ(x[p]) = (−1)p−1δφ0(y1) = (−1)p−1(−1)p−1
yp−10
(p−1)!
δp(y1) = x
[p−1] and
(x[p])p = (−1)(p−1)p(
p−1∑
k=0
(−1)k
yk0
k!
δk(y1))
p =
p−1∑
k=0
(−1)kp(
yk0
k!
)p(δk(y1))
p = yp1 = 0.
Let j ≥ 2. We use induction on j. By the induction hypothesis, for all k < j,
δ(x[p
k]) = x[p
k−1] and (x[p
k])p = 0. This means that {x[i], 0 ≤ i < pj} is an iterative
δ-descent, by Corollary 3.7. In particular, δ(x[l]) = x[l−1] for all l < pj , which implies that
x[p
j−1] = x[
Pj−1
l=0 (p−1)p
l] =
j−1∏
l=0
(x[p
l])p−1
(p− 1)!
∈ ker δp
j
. (9)
For each k such that 2 ≤ k < j, a direct calculation shows that
δp
k
φk(z) = (−1)
p−1 (x
[pk])p−1
(p− 1)!
δp
k+1
(z). (10)
Now, using the two equalities above we have
δ(x[p
j ]) = (−1)p−1δp
j−1
(
j−2∏
l=0
(x[p
l])p−1
(p− 1)!
φj−1(yj))
= (−1)p−1δp
j−1
(x[p
j−1−1]φj−1(yj))
= (−1)p−1x[p
j−1−1]δp
j−1
φj−1(yj) (by 9)
= (−1)p−1x[p
j−1−1](−1)p−1
(x[p
j−1])p−1
(p− 1)!
δp
j
(yj) (by 10)
=
j−1∏
l=0
(x[p
l])p−1
(p− 1)!
= x[p
j−1].
Finally, letting t := pj−1 − 1,
x[p
j ] = (−1)p−1δt(x[t]φj−1(yj)) = (−1)
p−1
t∑
s=0
(
t
s
)
δs(x[t])δt−sφj−1(yj)
= (−1)p−1
t∑
s=0
(
t
s
)
x[t−s]δt−sφj−1(yj).
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Since (x[1])p = · · · = (x[t])p = 0, it follows from the equality above that (x[p
j ])p = 0 iff
φj−1(yj)
p = 0. Since φj−1(yj) =
∑p−1
k=0(−1)
k (x
[pj−1])k
k!
δkp
j−1
(yj) and y
p
j = 0 = (x
[pj−1])p, we
have φj−1(yj)
p = 0. This proves that (x[p
j ])p = 0, as required.
2. In order to prove statement 2, we use induction on n ≥ 1. The case n = 1 is almost
obvious. If {y[i], 0 ≤ i < p} ∈ ID(δ, 1), then δ(y[1]) = 1 = δ(x[1]), and so y[1] = x[1] + λ0
for some element λ0 ∈ Aδ necessarily λ
p
0 = 0 since y
[1]p = x[1]p = 0; and y[1] ≡ λ0 mod m.
By Corollary 3.7, the sequence {y[i], 0 ≤ i < p} is uniquely determined by the element y[1],
and so the map r is injective. It remains to show that r is surjective. For each element,
say λ0 ∈ Aδ, such that λ
p
0 = 0, the element y
[1] = x[1]+λ0 satisfies the following conditions:
y[1] ≡ λ0 mod m, δ(y[1]) = 1, and y[1]p = x[1]p + λ
p
0 = 0. Hence, by Corollary 3.7, the
element y[1] determines an iterative δ-descent. Therefore, r is a surjection, as required.
Now, let n ≥ 2. Suppose that the result is true for all n′ < n. First, let us prove that
the map r := rn is injective. Let y := {y[i], 0 ≤ i < pn} and z := {z[i], 0 ≤ i < pn} be two
iterative δ-descents such that r(y) = r(z) = (λ0, . . . , λn−1). We have to show that y = z.
By induction, y[i] = z[i], 0 ≤ i < pn−1. It follows from the equalities
δ(y[p
n−1]) = y[p
n−1−1] = z[p
n−1−1] = δ(z[p
n−1])
that y[p
n−1]− z[p
n−1] ∈ Aδ. Since y[p
n−1] ≡ λn−1 ≡ z[p
n−1] mod m and N(δ, A)pn−1 = A
δ⊕m
(by (7)), we must have y[p
n−1] = z[p
n−1]. By Corollary 3.7, y = z, i.e., r is an injection.
It remains to show that r is a surjection. Let λ := (λ0, . . . , λn−1) ∈ C(δ, n). We have
to show that there exists an element y := {y[i], 0 ≤ i < pn} ∈ ID(δ, n) such that r(y) = λ.
By induction, there exists a unique element y′ := {y[i], 0 ≤ i < pn−1} ∈ ID(δ, n − 1) such
that rn−1(y
′) = (λ0, . . . , λn−2). By Corollary 3.7, it suffices to find an element y
[pn−1] such
that y[p
n−1]p = 0, δ(y[p
n−1]) = y[p
n−1−1], and y[p
n−1] ≡ λn−1 mod m. By Lemma 3.2,
N(A, δ)pn−1−1 =
pn−1−1⊕
i=0
Aδx[i] =
pn−1−1⊕
i=0
Aδy[i], N(A, δ)pn−1 = N(A, δ)pn−1−1 ⊕A
δx[p
n−1].
Since the map δ : N(A, δ)pn−1 → N(A, δ)pn−1−1 is surjective and y
[pn−1−1] ∈ N(A, δ)pn−1−1,
one can find an element y[p
n−1] ∈ N(A, δ)pn−1 such that δ(y
[pn−1]) = y[p
n−1−1]. The element
y[p
n−1] is unique up to adding an element of Aδ. By adding a well chosen element of Aδ to
y[p
n−1], we can assume that y[p
n−1] ≡ λn−1 mod m; i.e., y
[pn−1] = λn−1+ v for some element
v ∈ m. Since λpn−1 = 0 and v
p = 0 (since v ∈ m), y[p
n−1]p = 0. Now, by Corollary 3.7, the
elements y[p
j], 0 ≤ j ≤ n−1, determine an element, say y, of ID(A, n) such that, obviously,
r(y) = λ. This proves that r is a surjection. By induction, statement 2 holds.
3. Since Aδ is a reduced ring, the set C(δ, n) contains the single element (0, . . . , 0), and
so the result follows from statement 2. 
The next lemma shows that the set nsder(R) is nonempty where R is a differentiably
simple Noetherian commutative ring.
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Lemma 3.9 Let k be a field of characteristic p > 0 and R := k[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1)
(by Theorem 4.1.(2), R is a differentiably simple Noetherian commutative ring). Then
δ :=
n−1∑
i=0
x[p
i−1] ∂
∂xi
∈ nsder(R)
where x[p
i−1] :=
∏i−1
ν=0
xp−1ν
(p−1)! , 1 ≤ i ≤ n− 1, and x
[0] := 1.
Proof. For each natural number j = 0, 1, . . . , pn − 1, written p-adically, j =
∑
ν jνp
ν ,
let x[j] :=
∏
ν
xjνν
jν !
. By Proposition 3.5, {x[j], 0 ≤ j < pn} is the iterative sequence with
x[0] := 1. By Corollary 3.6, this iterative sequence is a δ-descent. Since R =
⊕pn−1
j=0 kx
[j]
and δ(x[j]) = x[j−1] for all j = 0, 1, . . . , pn−1, the derivation δ is simple and nilpotent with
δp
n
= 0. For each i = 0, 1, . . . , n− 1, δp
i
(x[p
i]) = 1, and so δ ∈ nsder(R). 
4 Simple derivations of differentiably simple Noethe-
rian commutative rings
In this section, we will see that for a differentially simple Noetherian commutative ring
(R,m) there are strong connections between simple nilpotent derivations nsder(R), coeffi-
cient fields for R, iterative descents, and the group Aut(R) of ring automorphisms of R.
Namely, there is a canonical bijection nsder(R) ≃ Aut(R)/Aut(R/m) (Corollary 4.3).
Recall that for a local commutative ring (R,m), a subfield k′ of R is called a coefficient
field of R if R = k′ + m. Let F(R) be the set of all the coefficient fields of R. If k′ is a
coefficient field of R, then k′ ≃ (k′ +m)/m ≃ R/m = k, the residue field of R.
Let k be a field of characteristic p > 0. For a differentiably simple Noetherian com-
mutative ring (R,m) of characteristic p > 0 with n := dimk(m/m
2) ≥ 1 where k := R/m
(i.e., R ≃ Tn := k[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1)), a subset {x
′
0, . . . , x
′
n−1} ⊆ m is called
a canonical set of generators for R if there exists a coefficient field k′ of R such that
R = k′〈x′0, . . . , x
′
n−1〉 ≃ k
′[x′0, . . . , x
′
n−1]/(x
′p
0 , . . . , x
′p
n−1). Let C = C(R) be the set of all such
(k′; x′0, . . . , x
′
n−1). Then C =
⋃
k′∈F(R) C(R, k
′) is a disjoint union of its subsets
C(R, k′) = {(k′; x′0, . . . , x
′
n−1) | (k
′; x′0, . . . , x
′
n−1) ∈ C(R)}.
Let sder(R) be the set of all simple derivations of the ring R. For a local commutative
ring (R,m), let nsder(R) be the set of all nilpotent simple derivations δ of the ring R such
that if δp
i
6= 0, then δp
i
(yi) = 1 for some yi ∈ m.
The next theorem gives (i) another description of all the coefficient fields for differen-
tiably simple Noetherian commutative Fp-algebra, (ii) the canonical form of each deriva-
tion δ ∈ nsder(R) (Theorem 4.1.(2)) via the unique iterative δ-descent. Recall that the set
nsder(R) is a nonempty set (Lemma 3.9).
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Theorem 4.1 Let (R,m) be a differentiably simple Noetherian commutative Fp-algebra
with residue field k = R/m, n := dimk(m/m
2) ≥ 1, and δ ∈ nsder(R). Then
1. δp
n−1
6= 0 and δp
n
= 0.
2. There exists a unique iterative δ-descent {x[i], 0 ≤ i < pn}. Then x[i] ∈ m for all
i = 1, . . . , pn − 1; Rδ ∈ F(R);
R =
pn−1⊕
i=0
Rδx[i] = Rδ〈x0, . . . , xn−1〉 ≃ R
δ[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1),
where xj := x
[pj ], x[i] =
∏t
ν=0
xiνν
iν !
, i =
∑t
ν=0 iνp
ν , 0 ≤ iν < p; and
δ =
n−1∑
i=0
x[p
i−1] ∂
∂xi
∈ DerRδ(R).
3. The map φ :=
∑pn−1
i=0 (−1)
ix[i]δi : R → R is a projection onto the direct summand
Rδ of R. In particular, Rδ = φ(R).
Proof. Let s be the natural number such that δp
s−1
6= 0 but δp
s
= 0. For each
j = 0, . . . , s − 1, let δj := δp
j
and fix an element yj ∈ m such that δj(yj) = 1 (we can do
this since δ ∈ nsder(R)). Clearly, ypj = 0 for all j (Lemma 2.1). Let {x
[i], 0 ≤ i < ps} be
an iterative δ-descent (Theorem 3.8), and let xj := x
[pj ], for j = 0, . . . , s − 1. Note that
R = N(δ, R)ps−1 since δ
ps = 0. By (6),
R =
ps−1⊕
i=0
Rδx[i] ≃ Rδ[x0, . . . , xs−1]/(x
p
0, . . . , x
p
s−1). (11)
Since the derivation δ is simple, Rδ is a field (if a is an ideal of Rδ, then b :=
⊕ps−1
i=0 ax
[i]
is an ideal of R such that δ(b) ⊆ b). Then, by Theorem 3.8.(3), the iterative δ-descent
{x[i], 0 ≤ i < ps} is unique. By (11), m = (x0, . . . , xs−1); hence s = n. Now, statements 1
and 2 follows from (11).
The map φ is an endomorphism of the Rδ-module R. For each j = 1, . . . , pn − 1,
φ(x[j]) =
j∑
i=0
(−1)ix[i]x[j−i] =
j∑
i=0
(−1)i
(
j
i
)
· x[j] = (1− 1)j · x[j] = 0 · x[j] = 0.
Hence φ is the projection onto Rδ in view of the decomposition R =
⊕pn−1
i=0 R
δx[i]; see (11).
This proves statement 3. 
Theorem 4.2 Let (R,m) be a differentiably simple Noetherian commutative Fp-algebra
with residue field k = R/m and n := dimk(m/m
2) ≥ 1.
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1. Then the map
g : nsder(R)→ C(R), δ 7→ (ker δ; x[p
0], x[p
1], . . . , x[p
n−1]),
is a bijection (where {x[i], 0 ≤ i < pn} is the iterative δ-descent as in Theorem 4.1)
with the inverse map given by the rule
g−1 : C(R)→ nsder(R), (k′; x0, . . . , xn−1) 7→
n−1∑
i=0
x[p
i−1] ∂
∂xi
∈ Derk′(R),
where x[0] := 1 and x[p
i−1] :=
∏i−1
j=0
xp−1j
(p−1)! (see Theorem 4.1).
2. For each coefficient field k′ in R, the restriction gk′ of the map g to the subset
nsderk′(R) := {δ ∈ nsder(R) | δ(k′) = 0} of nsder(R) yields an isomorphism gk′ :
nsderk′(R)→ C(R, k
′).
Proof. 1. The map g is well defined due to Theorem 4.1.(1,3), and, by Theorem 4.1.(2),
for each derivation δ ∈ nsder(R), δ =
∑n−1
i=0 x
[pi−1] ∂
∂xi
∈ DerRδ(R), where {x
[j], 0 ≤ j < pn}
is the iterative δ-descent, xi := x
[pi] and x[p
i−1] =
∏i−1
j=0
(x[p
j ])p−1
(p−1)! =
∏i−1
j=0
xp−1j
(p−1)! .
Conversely, for each (k′; x0, . . . , xn−1) ∈ C(R), let x := {x[i], 0 ≤ i < pn} be the
corresponding iterative sequence which exists, by Proposition 3.5, since xp0 = · · · = x
p
n−1 =
0. The derivation δ :=
∑n−1
i=0 x
[pi−1] ∂
∂xi
∈ Derk′(R) is nilpotent (by the very definition of
δ), and δ(x[p
i]) = δ(xi) = x
[pi−1], 0 ≤ i ≤ n− 1 (by the very definition of δ). By Corollary
3.7 and Theorem 3.8.(3), x is the iterative δ-descent. Hence R is a δ-simple ring with
ker(δ) = k′ (Lemma 3.1.(3)).
2. If k′ is a coefficient field of R = k[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1), then the fields k
′
and k are isomorphic. Let us fix an isomorphism, say σ : k → k′. Then σ can be
extended to an automorphism of the ring R by setting σ(xi) = xi for all i (since R =
k′ + m = k′〈x0, . . . , xn−1〉 ≃ k′[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1)). This implies that the set
nsderk′(R) 6= ∅ since nsderk(R) 6= ∅. Now, statement 2 follows from statement 1. 
For the ring R and its coefficient field k′ ∈ F(R), let Aut(R) (resp. Autk′(R)) be the
group of all ring (resp. k′-algebra) automorphisms of R. For the residue field k := R/m,
Aut(k) is the group of its automorphisms.
Recall that an action of a group G on a set X is said to be fully faithful if for some/each
x ∈ X the map G→ X , g 7→ gx, is a bijection.
Corollary 4.3 Let (R,m) be as in Theorem 4.2. Then
1. for each coefficient field k′ ∈ F(R), the action Autk′(R) × nsderk′(R) → nsderk′(R)
which is given by the rule (σ, δ) 7→ σδσ−1 is fully faithful.
2. The action Aut(R)× nsder(R)→ nsder(R), (σ, δ) 7→ σδσ−1, has a single orbit and,
for each δ ∈ nsder(R), Fix(δ) ≃ Aut(k), and so nsder(R) ≃ Aut(R)/Aut(k) where
Fix(δ) := {σ ∈ Aut(R) | σδσ−1 = δ}.
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Proof. 1. By the Theorem of Harper (Theorem 2.6.(2)), one can assume that R =
k′[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1). The natural action of the group Autk′(R) on the set C(R, k
′)
is fully faithful where σ · (k′; x0, . . . , xn−1) := (k
′; σ(x0), . . . , σ(xn−1)). The bijection gk′ :
nsderk′(R) → C(R, k′) commutes with the action of the group Autk′(R). Therefore, the
action of Autk′(R) on nsderk′(R) is fully faithful.
2. The action of Aut(R) on C(R), σ · (k; x0, . . . , xn−1)) := (σ(k); σ(x0), . . . , σ(xn−1)),
has a single orbit. The bijection g from Theorem 4.2.(1) commutes with the action of the
group Aut(R). Therefore, nsder(R) is an orbit of Aut(R).
One can assume that R = k[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1) and δ =
∑n−1
i=0 x
[pi−1] ∂
∂xi
∈
Derk(R) where k = ker δ (see Theorem 4.1). Consider the group monomorphism Aut(k)→
Aut(R), τ 7→ τ , given by the rule τ(xi) = xi for all i. It remains to show that Fix(δ) =
Aut(k). The inclusion Aut(k) ⊆ Fix(δ) is obvious. To prove the reverse inclusion we must
show that if an automorphism σ commutes with δ, then σ(xi) = xi for all i. Note that
each x′i := σ(xi) ∈ m for all i. Since δ(x
′
0) = δσ(x0) = σδ(x0) = σ(1) = 1, we have
x′0 = x0+λ for some scalar λ ∈ k. The scalar λ must be zero since x
′
0 ∈ m, and so x
′
0 = x0.
Suppose that x′0 = x0, . . . , x
′
i−1 = xi−1 for some i ≥ 1. Then x
[pi−1] =
∏i−1
k=0
xp−1
k
(p−1)!
and so
σ(x[p
i−1]) = x[p
i−1]. Now, δ(x′i) = σδ(x
[pi]) = σ(x[p
i−1]) = x[p
i−1] = δ(xi). This yields the
equality x′i = xi+λ for some scalar λ ∈ k. The scalar λ is forced to be zero since x
′
i, xi ∈ m.
By induction, we have x′j = xj for all j. 
Proposition 4.4 Let (R,m) be a differentiably simple Noetherian commutative Fp-algebra,
k := R/m, n := dimk(m/m
2) ≥ 1. Then, for each δ ∈ nsder(R), Rδ ∈ F(R) and
DerRδ(R) =
⊕n−1
i=0 Rδ
pi.
Proof. Let {x[i], 0 ≤ i < pn} be the iterative δ-descent and k′ := Rδ (see Theorem
4.1.(2)). By Theorem 4.1, R ≃ k′[x0, . . . , xn−1]/(x
p
0, . . . , x
p
n−1) where xi := x
[pi], m =
(x0, . . . , xn−1), and k
′ ∈ F(R). It is obvious that Derk′(R) =
⊕n−1
i=0 R∂i where ∂i :=
∂
∂xi
∈
Derk′(R) (since for each δ ∈ Derk′(R), δ =
∑n−1
i=0 δ(xi)∂i), and that
δp
i
(xj) ≡ δij ≡ ∂i(xj) mod m for all i, j = 0, . . . , n− 1.
Hence Derk′(R) =
∑n−1
i=0 Rδ
pi + mDerk′(R). By the Nakayama Lemma, Derk′(R) =∑n−1
i=0 Rδ
pi. It is obvious that this sum is a direct one (if ∂ := λsδ
ps + · · · + λtδp
t
= 0
is a nontrivial relation, i.e., λs 6= 0, then 0 = ∂(xs) = λs, a contradiction). 
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