Introduction.
In this paper, we analyze a finite element method for the first order scalar hyperbolic equation a. Vu+f3u=f inQl, (1) u = g on the inflow boundary rin (), where a is a unit vector and Ql is a bounded polygonal domain in R2. The method produces a continuous piecewise polynomial approximation to u over a triangulation of R, and was first reported in the literature by Reed and Hill [8] .
A contrasting and more common finite element approach to (1) , applicable when the independent variables are time and space, is that of applying a finite element discretization in space only, then solving numerically the resulting system of ordinary differential equations. See, for example, [1] and [4] . Examples of hyperbolic equations of practical interest which do not involve time and are not directly amenable to this approach are the neutron transport equation [7] and the problem of determining the diffusion coefficient a(x) in Vp * Va + aAp =f The latter is an inverse problem arising in flow through porous media [2] , [5] , [9] .
Several techniques for obtaining full finite element discretizations of (1) have been reported in the literature. Reed and Hill [8] have provided computational results for the scheme that is the focal point of this paper and also for two other schemes, one of which produces a discontinuous approximation. The discontinuous method has been analyzed by Lesaint and Raviart [7] , and more recently by Johnson and Pitkaranta [6] , who obtained improved estimates. In a related work, Winther [ 1 1 ] obtained optimal order error estimates for a continuous finite element method applicable over a rectangular mesh.
To describe the method which we shall analyze, we let Ah be a quasiuniform triangulation of fl, constructed so that no triangle has a side parallel to the characteristic direction at any point. For any subdomain Qs of Ql, we denote by Fin(fls) the inflow portion of the boundary of Qls, i.e., {x E F(f1s) j a n < 0}, where n is the unit outward normal to Qls, and by F0ut(f1) the remaining (outflow) portion of r(f1s). With Ah as above, each triangle has one inflow side and two outflow sides (a type I triangle) or two inflow sides and one outflow side (a type II triangle). Furthermore, the triangles { T} in Ah may be ordered so that (2) Fin(Tk) Fout TiU F ( ) U (F (rn( -(inu Ti)).
Equivalently, for each k, the domain of dependence of Tk contains none of Tk+l, Tk+2,@ ' . This was shown in [7] for constant a and will be proved in the Appendix for smooth variable a (the assumption we make in our analysis). This ordering allows an approximate solution to be developed in an explicit manner, first in T1, then in T2, etc. At the point when the solution is to be formed in a given triangle, it will be known along the inflow to that triangle.
We seek an approximate solution in the subspace h= {Vh E C 0(Q1) such that VhIT E Pn( T)},
where Pn(T) denotes the space of polynomials of degree 'n over the triangle T. Letting gI be a suitable interpolant of g in SnIriN(0) and denoting the L2 inner product over T by (,) T, we describe the finite element method of interest as follows. PROBLEM Ph. Find Uh E Sn such that Uh = gI on Fin(Q1), and for triangles of type I (3) (a*Vuh+fUh, Vh)T=(f, Vh)T forall VhEPn_(T), while for triangles of type II (4) (asVu.+f8uh,vh)T=(fVh)T
forallvhEPn-2(T).
Note that the approximate solution uh has a total of crn = n+1 j degrees of freedom in each triangle. In a one-inflow-side triangle, there are n+ 1 degrees of freedom in Uh along the inflow, leaving a total of crn-to be determined from (3). In a two-inflowside triangle, there are 2n + 1 degrees of freedom in Uh along the inflow, leaving 0n-2 to be determined from (4) . Thus in both (3) and (4), the number of equations equals the number of unknowns. We shall assume in our analysis that n -2, although the case n = 1 is also of some interest. The latter is a degenerate case in which (4) is vacuous and (3) completely determines the approximate solution. A simple calculation reveals that for a mesh of right triangles with a = constant, 8 = 0, and f = 0, Uh at the triangle vertices is given by the upwind difference scheme. Thus the finite element method (3), (4) may be viewed as an extension of the upwind difference scheme to higher order and nonuniform meshes.
We note that other continuous finite element methods besides the one analyzed in this paper may be applied over triangles. For example, in place of low order polynomials, one might use as test functions the Lagrange basis functions that are unity at the unknown points. Numerical experiments in [81 indicate that this method does not perform as well as the one analyzed in this paper.
A natural question is how the continuous method described by (3), (4) compares with the discontinuous Galerkin method, which is fairly well established theoretically. In the case of the latter, one updates the solution on both type I and type II triangles where v-(x) = lim,,o-v(x + sa), and v+(x) = lims,o+ v(x + sa), for x lying on a side common to two triangles. Hence to update the solution on a triangle requires the solution of a an,, x r,, linear system of equations. When the case of piecewise quadratics is taken as an example, the discontinuous method yields a 6 x 6 system on each triangle, whereas the continuous method produces a 1 x 1 system on type I triangles and a 3 x 3 system on type II triangles. This illustrates the main advantage of the continuous method: it is less costly to apply. In terms of existing error estimates for the two schemes, using piecewise polynomials of degree n, the discontinuous Galerkin method has the error estimates |Iu-U hII|(n) = 0(hn+1/2) and hence, using inverse properties of the subspace,
In this paper, we prove that the continuous finite element method satisfies the same Hl estimate and an L2 estimate with a power of h one quarter less. All this analysis assumes sufficient regularity of the solution. In the last section of the paper, we present the results of some computational experiments, which show that on very smooth solutions, with a regular mesh, it is possible to achieve optimal order approximation. The same is true for the discontinuous Galerkin method. One important feature of the discontinuous Galerkin method is that it produces good results on problems with discontinuous solutions. We have not undertaken a detailed study of the continuous method for such problems; however, we provide computational results for a numerical experiment with discontinuous initial data. The next section of this paper further describes our notation and the hypotheses under which our results will be established. Section 3 contains an existence and uniqueness proof for the approximate solution and a derivation of some of its local properties. Two basic identities are derived in ? 4 and then used in ? 5 to prove stability of the method. Error estimates are given in ? 6, followed by numerical results in ? 7. and [ Wl'(D)]2, respectively. We assume that a e [ Wl"(D)]2 and f3 E L'(D) for the coefficients in (1) . Henceforth, we shall omit the subscript D when D =fl. We also denote by Pkf the 17 projection over T into Pk(T) (the space of polynomials of degree 'k over T).
It will be convenient to have the following notation relative to an arbitrary triangle T of Ah. For i= 1, 2, 3, we denote by Ii the sides of T numbered counterclockwise, by ai the vertices of T opposite Fi, by ni the unit outward normals to Fi, and by ri the unit tangents along Fi taken in a counterclockwise direction. We shall always take F3 to be the inflow side of a type I triangle or the outflow side of a type II triangle. This notation is illustrated in Fig. 2 For computational and theoretical purposes, it is advantageous to think of the triangles in a given triangulation Ah as partitioned into layers Si. We define these as follows:
With this partition of Ah, the approximate solution may be obtained in an explicit manner, first in S,, then in S2, etc. Within each layer, the approximate solution can be obtained in parallel since the solution in any of the triangles within a layer does not depend on the solution in other triangles in that layer. This is illustrated in Fig.  2 .2, with the number inside each triangle indicating the layer to which it belongs. In our analysis, we assume that {Ah} is a family of triangulations of Q1 satisfying the following hypotheses:
Hi: All angles of all triangles are uniformly bounded away from zero.
H2: la nI is uniformly bounded away from zero along all sides of all triangles.
(This assumption is essential in our analysis but does not appear to be necessary computationally.) H3: The ratio of the maximum to minimum triangle sides within Ah is uniformly bounded. H4: The triangles in Ah can be partitioned into O(h-') layers (where layers are as defined above). For the sake of brevity and to avoid the introduction of additional variables, we shall use the notation ua to mean Vu-a when a is any unit vector. Equivalently, one may think of ua as a partial derivative of u with respect to a coordinate in the direction a, provided the second variable on which u depends is constant in the direction a. In this notation, we state an integration by parts formula
T T which will be used several times in the paper. Finally, we shall use the symbol C to denote a generic constant, depending at most on the coefficients a and ,B in (1) and the bounds in assumptions H1-H4.
3. Existence and uniqueness. In order to establish the results in this section, it will be convenient to introduce a reference triangle T with vertices dl = (1, 0), a2= (0, 1), and a3 = (0, 0). The reference triangle T can be mapped into the triangle T by the affine transformation
The matrix F can be written Transforming (3) and (4) to T, we obtain
where p is the number of inflow sides that T has. In T, we express Uh in the form Uh(X,9)
where Pj are the usual equispaced nodes for nth degree interpolation in T and Ojtx, 9) are the corresponding Lagrange basis functions for Pn(TA). We then require that (6) RICHARD S. FALK AND GERARD R. RICHTER be satisfied for each of the analogous basis functions $(Z 9) for P_p( T). The resulting linear algebraic system is equivalent to the following:
n-pi j=1 (8) Uh(Pj) = given value for Pj E Fin( T) or, in matrix form,
The above are o-n equations in as many variables, the inflow yielding a total of n + 1 or 2n + 1 conditions, depending on whether T is of type I or II. Now let Q denote the centroid of T, aO= a(Q), and AO = F 1ao. The coefficient matrix K can then be written K=Ko+hK, where Ko corresponds to a = aO and f8 =0. Note that hAo involves ratios of sides of triangles in Ah which, by H3, are uniformly bounded, and that a (x) -aol ' Ch 11a 11 1 for x E T. Thus both Ko and K1 are uniformly bounded over all triangles. We next show that Ko is invertible under assumption H2. It will then follow that K-1 is uniformly bounded and that Problem Ph has a unique solution for sufficiently small h.
Establishing the invertibility of Ko is equivalent to showing that the only solution to (3) or (4) with f8 =f= 0, a replaced by ao, and Uh = 0 on Fin( T) is Uh 0-. We now do this.
For type I triangles, we take Vh = (Uh)a0 E Pn-1( T), and infer that (Uh)a = 0. This, together with Uh =0 on Fin (T), implies that Uh 0 in T (We have assumed that h is sufficiently small that replacement of a by ao does not alter the inflow and outflow sides of T)
For type II triangles, we note that Uh = 0 on Fin( T) implies that Uh can be written in the form Uh = eqwh where e and q are coordinates along the two inflow sides, with e=q=0 at a3, e,O in T, and whePn-2(T). Taking Vh=Wh in (4), we use the integration by parts formula (5) to obtain
T + ((e?7)a0, OhT w 2hqao * n dF+-((e?7) ao w2)T.
O.t(T)2
Now (eq)X is positive in T and eqao n is nonnegative on Fou,(T). Hence wh 0 in T and Uh 0 in T We have thus established the following result.
LEMMA 3.1. There exists a constant ho such that for all h-' ho, Problem Ph has a unique solution.
We shall henceforth implicitly assume that h _ ho, so that the approximate solution is well defined. We now establish several estimates applying over a single triangle T They will be used later in the derivation of the main stability result. where T denotes arclength along Fin(T).
Proof. From Lemma 3.1 and (7) and (8), it immediately follows that (1 1)
Inequality (9) follows from (11) by transforming coordinates from T to T. To prove (10), let PO be a point on the inflow to T and write Uh = uh(Po) + Vh. Then
dT Fi. (T) and |I'VUh || T = |IV Vh || TCCh |111Vh II T NowVh e Pn(T) satisfies (3) or (4) with f replaced by f-8uh(Po). Applying the first part of the lemma, we obtain
The result follows immediately. 4. Basic identities. The test function Vh =-(Uh),, in (3) and (4) will play a key role in our stability analysis. (Recall that rl and T2 are the tangents to the two outflow sides of a type I triangle or the two inflow sides of a type II triangle.) In this section, we derive expressions for the two terms in the integral (ua + PU,-Ulr t2) T
To facilitate the exposition, we state some obvious identities relating a = (a,, a2Y and ri and ni, the unit tangential and normal vectors to the sides Fj of a triangle T (as depicted in Fig. 2.1 ). Let y = (-a2, a')t. Then
In addition, the following identity is also valid for any unit vector a = (a,, a2)t. LEMMA 4.1.
Proof. Let {i denote the angle between a and ni, measured counterclockwise from a. Since ri may be obtained by rotating ni through an angle ir/2, ri * nj = cos [(fi + ir/2) -fj] = sin (,j -i). Thus the lemma may be recast as cos f2 sin (3 -{l) + cos f, sin (f2-e3)+cos e sin (f1 -e2) = 0, which can be verified by expanding the sines in the above formula.
We shall now derive the desired identities. it follows that u,, =Alul +A2ut2, with Al and A2 as defined in the statement of the lemma. Hence, using the integration by parts formula (5) and (1Sa) from the previous page, we obtain fT uer (-ur71) The lemma now follows by combining results and observing that along F, a. ri cos ci a, ni n cos (Oi -,f/2) =cto where Oj(P) denotes the angle from a(P) to rj, measured counterclockwise.
5. Stability. In this section we derive the basic stability estimates for Problem Ph.
These will be used to obtain error estimates in the next section. The norm in which we obtain stability is a weighted sum of L2 norms of uh and its tangential derivative To prove this theorem, we first develop local stability results applicable over a single triangle. This is complicated somewhat by the fact that the two different types of triangles require different treatment. For each, we shall obtain a bound on the growth of duh/dT from the identities in the previous section. When these are combined suitably with bounds on the growth of Uh, the desired stability result is obtained. We note the factor h3/2, which appears in Theorem 5.1, rather than h2 which might be expected from approximation theoretic considerations.
The next two lemmas bound the growth in uh over the two types of triangles. Proof. Omitting the subscript T on the norms and inner products which follow, we apply (5) to ((Uh)a, Uh). This yields In the last of these equalities, (3) and the fact that (Uh)h, E Pn-1( T) were used. Using (12) and (4) Inserting this result in the previous inequality and replacing ? by E/C establishes the lemma.
We now combine Lemmas 4.2, 4.3, 5.1 and 5.2 into a single local stability result. Theorem 5.1 will then be proved by an appropriate application of this local result. Proof. Let Q be the centroid of triangle T and choose Vh = -(Uh),, in (3) and (4). Using Lemmas 4.2 and 4.3, (3) and (4) Note that o-is of order h. The terms on the left side of (22) We use (24) in (22), multiply the resulting inequality by h3/2, then add (17). Application of the estimates (9) and (10) then leads directly to the desired stability result for type I triangles.
Next consider the case of a type II triangle. Here The result follows upon noting that (1+Kh)n < eKnh.
We are now ready to prove the main stability result of this section. The statement in the theorem is the sum of (34) and (35).
6. Error estimates. To obtain error estimates for the method, we define an inter- It is straightforward to show (for example, using the techniques in [3, Chap. 3] ) that uI has the following approximation properties: (36) hl'U -JT-ChUIuh lfU||n+ljT, 0, and
|uU{rT<Chn+1-j =|U|+ Ts j , 1.
Rewriting (3) and (4) in the form
we may apply with initial data along the x and y axes chosen to make the solution be u= exp (.6x+ .8y). A triangulation was obtained by dividing the domain uniformly into N squares, then dividing each square into two right triangles by drawing a diagonal parallel to the vector (j1). In Table 6 .1, values are presented for the quantities E -( Uh_ U)2 a * n dT,
a, n and ratios of consecutive values of these quantities as N is doubled. Our theory predicts errors of order hn+1/4 in Uh and hn-1/2 in duh/dT. If these estimates correctly described the rates of convergence of Uh and duhidT, the ratios of consecutive errors in these quantities would have limiting values 22.25 = 4.76 and 21-5 = 2.83, respectively. In fact, the ratios in Table 6 .1 are consistently larger than these values, indicating a convergence rate similar to that of an interpolant of the exact solution. This example illustrates the tendency of the method to achieve the optimal order of approximation on problems with a very smooth u and a regular triangulation. A partial explanation may be found in [10] . The second test problem is uX +uy = , O<x<l, O<y<l with initial data chosen to make the solution be u=1t125+e/2.5,s<<1, where t= (y -x)/V2 is a coordinate orthogonal to the characteristic direction. The domain and triangulation are as in the previous problem. Here there is no extra differentiability in u beyond what is needed for applicability of our theoretical estimates. In this case, the ratios appear to be consistent with the theoretical predictions (see Table 6 .2). The last test problem is Vi3ut+ux=Oi -oo<x<oo, t>0, with a discontinuous initial condition:
The discontinuity propagates away from (x, t) = (0, 0) along a line making an angle 600 with the x-axis. We again use a uniform set of right isosceles triangles in the triangulation, but here the hypotenuses are taken parallel to the x-axis. Both the continuous and discontinuous finite element methods were applied to this problem. Table 6 .3 indicates the L2 error in Uh at t = 1 and t =2, displayed as functions of the hypotenuse length h (the time step is At = h/2). For the range of discretizations presented, the discontinuous method yields an error 29-39% less than the continuous method. However, the discontinuous piecewise quadratic has three times as many degrees of freedom over the triangulation as does its continuous counterpart. Provision for computational cost would thus reduce the advantage of the discontinuous method on this problem. Finally, in Figs. 6.1 and 6.2, the continuous and discontinuous solutions are displayed for h =.03125 at time t = 2 (128 time steps). The discontinuity has been smoothed more by the continuous method than by the discontinuous method. 
Ah has no cycles; (ii) There exists a triangle whose inflow is a subset of Fin(fl); (iii) The triangles in Ah can be ordered in a manner consistent with (38). Proof (i). Suppose there were a cycle with enclosed triangles as depicted in Fig.  A.1 , and consider any characteristic C inside the enclosed region. C must enter the enclosed region from some triangle A of the cycle, and leave it via another triangle B of the cycle. Moreover, the set of triangles intersecting with this portion of C forms a path through the interior from A to B. This path permits formation of a new cycle having fewer enclosed triangles than the original one. Continuing in this manner, we eventually obtain a cycle with no enclosed triangles, as shown in Fig. A.2 . However, Fig. A.2 describes a situation where, at the common vertex P, the value of a is such that a (P) * ni has the same sign for each of the normals ni depicted in the figure. But a, by assumption, is well defined at P, so a (P) * x will be of constant sign only for vectors x lying in some half plane. It is geometrically impossible for all the normals ni to lie in a common half plane. Thus there cannot be any cycles. (ii) If the inflow to Ti is not a subset of riF(fQ), there must be a path to Ti from another triangle Tj, j $ i. If this were true for all triangles Ti E Ah, there would have to be a cycle, which was ruled out in part (i) of the lemma.
(iii) This follows by induction, using part (ii) of the lemma.
