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Abstract
Recent advances in deep learning have shown exciting
promise in filling large holes and lead to another orienta-
tion for image inpainting. However, existing learning-based
methods often create artifacts and fallacious textures be-
cause of insufficient cognition understanding. Previous gen-
erative networks are limited with single receptive type and
give up pooling in consideration of detail sharpness. Hu-
man cognition is constant regardless of the target attribute.
As multiple receptive fields improve the ability of abstract
image characterization and pooling can keep feature invari-
ant, specifically, deep inception learning is adopted to pro-
mote high-level feature representation and enhance model
learning capacity for local patches. Moreover, approaches
for generating diverse mask images are introduced and a
random mask dataset is created. We benchmark our meth-
ods on ImageNet, Places2 dataset, and CelebA-HQ. Experi-
ments for regular, irregular, and custom regions completion
are all performed and free-style image inpainting is also
presented. Quantitative comparisons with previous state-
of-the-art methods show that ours obtain much more natu-
ral image completions.
1. Introduction
Image inpainting is a technique that aims to restore the
damaged images or fill in the missing parts of images with
visually plausible contents [1, 4]. It allows to remove
distracting objects or retouch undesired regions in photos
[5, 6]. It can be extended to other image generative tasks
such as super-resolution [8, 24]. And it is an important step
in many graphics algorithms, e.g., generating a clean back-
ground plate or reshuffling image contents[7]. Due to the
inherent ambiguity and complexity of natural images, im-
age completion is a challenging problem.
Recent years, Deep learning has been applied to this
troublesome task attributed to the outstanding performance.
Some image generative networks are designed for hole-
filling based on Convolutional Neural Networks (CNN).
[20] trained an encoder-decoder CNN (Context Encoder).
It is a pioneering model. [10] designed global and local
context discriminators to distinguish real images from com-
pleted ones using Generative Adversarial Network (GAN)
framework. However, a simple fact currently is that com-
pared with various types of networks in the domain of image
classification and recognition where the models vary from
squeezing AlexNet for FPGA and embedded deployment
[9] to very large scale networks with several hundred lay-
ers [27], networks for image inpainting are few. Moreover,
some models even come from the domain of image segmen-
tation, super resolution, and image style transfer. [33] used
the DCGAN model architecture from [21]. The generative
model used in [31] and [18] is based on that in [12] which
is for image-to-image translation task.
In addition, there are two main problems which current
image completion faces to. First, these methods often cre-
ate boundary artifacts, distorted structures and blurry tex-
tures inconsistent with surrounding areas because of insuf-
ficient cognitive understanding and ineffectiveness of con-
volutional neural networks in modeling long-term correla-
tions between contextual information and the hole regions
[20, 34, 10]. For example, the target is a dog, but the com-
pleted result does not follow the vision cognition. It does
not look like a dog visually and much details are artifacts.
The filter used by traditional CNNs is a generalized linear
model (GLM). Therefore, it is implicitly assumed that the
features are linearly separable for extraction, but the actual
case is often difficult to be linearly separable. Furthermore,
most generative networks give up pooling and are limited
with 3×3 convolutional kernels. This is obviously not pos-
sible to fully utilize its learning ability and cognitive under-
standing due to using only a single type of receptive fields.
Given a dog in an image, from our human vision cognition,
it is always a dog no matter where the target is, big or small
it is, and rotated or not it is. Vision cognition keeps in-
variable. Specifically, deep inception learning is adopted to
utilize more complex structures to abstract the data within
diverse receptive fields and explore enough cognitive un-
derstanding. Micro neural networks are build within a layer
and the inpainting network can be constructed by stacking
multiple of these layers for efficient high-level feature ex-
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Figure 1. Image completion results by our deep inception generative network. There are several different masks including rectangles ,
irregular regions, and customized shapes which are draw by hand on canvas of PhotoShop.
traction by means of the ability of nonlinearity of inception
layer.
Another problem is that previous deep learning ap-
proaches focused on rectangular regions located around the
center of the image[20, 32, 31]. Several works for random
inpainting are still limited to regular shape masks and rect-
angle region is the most used form. [18] created an irreg-
ular mask dataset for train inpainting networks using the
research work in [26]. However it is insufficient for arbi-
trary completion and free-style inpainting. It is necessary
to include regular, special, and any other style shapes apart
from irregular masks. To address this limitation, methods to
create diver masks for model robustness of arbitrary com-
pletion are introduced in this paper. Combined with the
above constructed network, free-style inpainting is finally
realized.
Our contributions are summarized as follows. First, a
novel generative network architecture using inception mod-
ules is proposed to enhance the abstraction ability of fea-
ture. The constructed network significantly improves com-
pletion results. To the best of our knowledge, we are the first
to adopt inception learning for image inpainting. Moreover,
approaches for generating diverse masks are provided and a
relevant mask dataset is created. A variety of comparative
experiments are performed on benchmark datasets. High-
quality inpainting results are achieved and results demon-
strate that our model is robust for arbitrary completion in-
cluding on regular, irregular, and custom masks as shown in
Figure 1.
2. Related Work
A variety of approaches have been proposed for the im-
age completion task. There are two mainstreams.
2.1. Examplar-based Inpainting
One category of traditional image completion methods
are exemplar-based. They have been the main method for a
long time. This task is a patch-based optimization problem
with an energy function [4, 30, 1, 5, 6, 7]. Matching-based
methods explicitly match the patches in the unknown region
with the patches in the known region, and copy the known
content to complete the unknown region. The obvious lim-
itation is that the synthesized texture only comes from the
input image. This is a problem when a convincing com-
pletion requires textures that are not found in the input im-
age. It is the same for diffusion-based methods which solve
Partial Differential Equations (PDE) [3, 16] and propagate
colors into the missing regions.
2.2. Learning-based Inpainting
More recently, deep neural networks are introduced for
texture synthesis and image stylization [12, 36]. Deep learn-
ing methods provide encouraging results in filling large tar-
get regions [20, 32, 33, 19, 10]. In particular, [20] train an
Encoder-Decoder CNN (Context Encoder) with combined
l2 and adversarial loss to directly predict plausible image
structures. It has been a classic work for image inpaint-
ing using CNN. Dilated convolutions are adopted in [10]
for increasing receptive fields of output neurons in inpaint-
ing network to replace channel-wise fully connected layer
adopted in Context Encoder. In addition, global and local
discriminators as adversarial losses based on GAN frame-
work are introduced and Poisson Blending is applied as a
post-process. Based on the architecture of the deep con-
volutional generative adversarial networks (DCGAN) from
[21], semantic image inpainting is introduced in [33] to fill
in the missing part conditioned on the known region for im-
ages from a specific semantic class. However, existing in-
painting networks do not possess nonlinearity for a convo-
lutional layer and these approaches are mainly trained on
rectangular masks.
Figure 2. One inception form.
Mask samples are essential for training in image inpaint-
ing task. The mainstream practice is to generate a random-
sized broken area at a random position of the image. While
the limitation of previous works is that the damaged area is
mostly regular, and the rectangular block is most adopted
[20, 32, 31, 10]. A recent research in [26] can generate
masks of diverse shapes and stripes based on the results
of mask image estimation between two consecutive frames
of video. Combined with this research, partial convolution
where the convolution is masked and re-normalized to uti-
lize valid pixels is first proposed in [18] to better handle
irregular masks.
2.3. Network in Network
As stated above, the filter used by traditional CNNs is a
generalized linear model. A solution is stacking convolu-
tion filters to generate higher-level feature representations
to deal with practical problems and deeper models improve
the abstract ability. Generally, the deeper the network is, the
stronger the nonlinearity is. In general, the most direct way
to improve network performance is increasing the depth and
width of the network. But this way has the following prob-
lems: it brings too many parameters, and if the training data
set is limited, it is easy to produce over-fitting; The larger
the network is, the greater the computational complexity is;
deeper network is prone to leads to gradient diffusion and
the model is difficult to optimize. [2] thinks that special de-
sign can be done in the convolutional layer so that the net-
work can extract better features apart from stacking network
convolutional layers. [17] first introduces the idea of ’Net-
work in Network’ (NIN). A micro neural network which is
a potent function approximator inside a convolutional layer
is instantiated.
Afterwards, inception modules are designed based on the
framework of ’Network in Network’[28, 11, 29]. The main
idea of inception is that an optimized local sparse structure
in a convolutional neural network can be approximated and
covered by a series of readily available dense substructures.
Inception maintains the sparseness of the network and takes
advantage of the high computational performance of dense
matrices at the same time. It helps network to be deeper
and wider without increasing the computation dramatically.
Performance is improved significantly with the ability to
extract more features under the same amount of compu-
tation. Combined with the design of the Residual Block
Network (ResNet), which helps to mitigate the difficulty of
training very deep networks, a novel inception framework
of Inception-ResNet which utilizes the advantages of both
Inception and ResNet is proposed in [27].
3. Approach
Our approach is based on deep inception learning, partial
convolution, and random masks generating.
3.1. Deep Inception Learning
Inspired by the above mentioned ’Network in Network’
and ’Inception’, deep inception learning is adopted for
building our completion network. Inception is a micro net-
work inside a layer and the NIN structure can utilize strong
nonlinearity than vanilla convolutions in the same receptive
field.
There are several different types of kernels in one incep-
tion unit. Generally, a small filter, a medium-sized filter, a
large filter, and a pooling filter are consisted. It increases the
width of the network. On the other hand, it also increases
the adaptability of the network for multi-scale processing.
The network in the convolutional layer is able to extract in-
formation from each detail of the input, and large filter can
also cover larger regions of the receiving layers. Pooling is
performed to reduce the size of the space and over-fitting.
The topology of inception analyzes the relevant statistics of
the upper layer and aggregates them into a highly related
unit group. All the results are concatenated into a very deep
feature map and the stitching means the fusion of different
features.
There are many different inception modules and differ-
ent combinations of filters in inceptions. Generally, there
are a lot of stacks in the structure of inception and they
express a dense and compressed form of information. To
express it more sparsely and only aggregate the informa-
tion in large quantities, 1 × 1 convolution is processed
before general convolutions such as 3 × 3, 5 × 5. This
helps reduce feature map thickness. For example, the out-
put of the previous layer is 100 × 100 × 128, the output
Figure 3. Architecture of the image generative network. We follow the typical form of Encoder-Decoder. U-net is adopted to expand the
learned features in encoder into the decoder. Our convolutional layer unit is an inception module and two kinds of inception modules are
illustrated here. Fed with an image with holes, the generator gives a corresponding completed one.
Figure 4. Visualization of the learned feature maps of different
filters in the inception from the bottom fourth layer in our model.
The images from top to bottom are respectively visuals of the first
15 channels’ outputs using 1x1, 5x5, 3x3 convolutional kernel and
pooling filter for the inception of the bottom fourth layer in the
decoder.
is 100 × 100 × 256 after a 5 × 5 convolutional layer with
256 channels (stride=1, pad=2), and the final convolution
layer parameters will be 128 × 5 × 5 × 256 = 819200.
If the output of the previous layer passes through a 1 × 1
convolutional layer with 32 channels first and then trace the
5 × 5 convolutional layer with 256 channels, the output is
still 100×100×256, but the convolution parameter has been
reduced to 128× 1× 1× 32+ 32× 5× 5× 256 = 204800
which is a reduction of 4 times. At the same time, more fea-
tures can be extracted by superimposing more convolutions
in the same receptive field.
Different from the general generative networks where
3 × 3 or 5 × 5 convolutional filter is the most frequently
Figure 5. Masks examples got by different methods. 1, 2 are from
the released dataset in [18]. 3,4 are created by producing kinds of
random elements automatically on the canvas. 5,6 are generated
using area growing crazily from a random position.
applied form, deep inception models can embed larger con-
volutional kernels. To satisfy spatial support, dilated con-
volution which allows to compute each output pixel with a
much larger input area while still using the same amount
of parameters and computational power is adopted in [10].
They believe that by using dilated convolutions at lower res-
olutions, the model can effectively see a larger area of the
input image when computing each output pixel than with
standard convolutional layers. A larger receptive field can
be obtained by adopting inception learning. And in this
way, not only spatial support is satisfied, but also differ-
ent views of images is obtained and different features are
learned. In order to avoid the expansion of parameters and
calculations, large convolution kernels such as n × n filter
are decomposed into n×1 and 1×n forms. This helps save
parameters, speed up calculations, and avoid over-fitting.
Considering that pooling is embedded in Inception, this not
only helps keep the ability of effective learning character-
istics, but also avoids blurring the details and reducing the
resolution caused by using pooling alone.
Apart from parallel combination of filters, there are also
cascade forms for constructing inception. By cascading
convolutions, more nonlinear features are acquired. Take
a two convolutions cascade combination for example, sup-
pose the first 3×3 convolution + activation function approx-
imates f1(x) = ax2 + bx + c, and the second 1 × 1 con-
volution+activation function approximates f2(x) = mx2 +
nx+q, obviously, the nonlinearities of f2(f1(x)) is stronger
than that of f1(x), the cascaded form of convolutions can
simulate nonlinear features better than vanilla convolutions.
Figure 2 shows one kind of inception in our model. This
structure stacks convolutions (1 × 1 , 3 × 3, 5 × 5) and
pooling (3 × 3) which are commonly used in CNNs. The
dimensions of convolution and pooling are kept same and
their channels are concatenated. The learned features of the
examples of different kernel in the micro network are ex-
tracted for display. The visualized results are shown in Fig-
ure 3. Here, we choose the first 15 channels’ outputs of one
layer in the decoder stage. For a given input image shown
in Figure 3(a), the feature maps of the inception are shown
in Figure 3(b).
Such a network layer with an excellent local topology
performing multiple convolution or pooling in parallel pro-
motes learning of multiple features. Networks constructed
by such layers can better abstract image characterization.
And the intuition of effective multi-scale feature represen-
tation helps bring enough cognitive understanding. Based
on the aforementioned analysis, image generative networks
based on deep inception learning incline to improve cog-
nitive logicality, make higher-quality inpainting results and
ameliorate the of problem of artifacts, content discrepancy,
color non-consistency and discrepancy which exit in previ-
ous works due to the lack of high level context representa-
tions and non-logic cognition.
3.2. Partial Convolution
[18] proposed the concept of partial convolutions. It has
shown outstanding performance for images inpainting with
irregular holes. The convolution is masked and the outputs
are conditioned on only valid pixels. LetW be the weight of
the convolution filter and b be the corresponding deviation.
X are the feature values of the current sliding window, M
is the corresponding binary mask. The partial convolution
at each position is expressed as:
x
′
=
{
WT (X
⊙
M)
1
sumM
, sum(M) > 0
0, otherwise
(1)
where
⊙
denotes element-wise multiplication. It can be
seen that the output values depend only on the unmasked
region. Partial convolution has a better effect than standard
convolution in correctly processing irregular masks. Differ-
ent from image classification and object detection, where all
pixels of input image are valid, while there are invalid pix-
els in the holes or the masked regions for the task of image
inpainting. The pixel values of the masked regions are set
0 or 255 generally. This would lead to color discrepancy,
edge responses if these invalid pixels take part in convolu-
tion as reported in [18]. To utilize the advantages of the
recent work, we replace standard convolution with partial
convolution in our model.
3.3. Network Design
We follow Encoder-Decoder architecture to design the
generative network. In our model, there are 16 layers to-
tally, and 8 layers in encoder and 8 layers decoder respec-
tively. The Encoder stage is to learn image features and it
is a process of characterizing images. The Decoder stage
is the process of restoring and decoding previously learned
features to real images. On some issues, the information
provided by the pixels around a pixel is always taken into
account. This information generally consists of two cate-
gories: one is the overall environmental field information,
and the other is the detailed information. The chosen form
of window will bring a large uncertainty. If the selected size
is too large, not only more pooling layers are required to
make the environmental information appear, but also the lo-
cal details are lost. On the contrary, field information is not
accurate. Recent works demonstrate that U-net proposed in
[22] has a good performance for image generative tasks. U-
net uses a network structure that includes down-sampling
and up-sampling. Down-sampling is used to gradually re-
veal the environmental information, and the up-sampling
process merges the learned features which include the en-
vironmental information during down-sampling to restore
more details. We combine the benefit of the approach in
our model and the overview of the image generative archi-
tecture is shown in Figure 4.
In our model, middle layers are with micro networks
which are inception modules. Each convolutional layer is
followed with batch normalization and activation. ReLU
is for encoding layers and LeakyReLU with alpha = 0.2 is
used in the decoding stage. All convolutional layers are re-
placed with partial convolution. A key point worth men-
tioning is that feature map size does not vary linearly layer
by layer in the architecture. This is different from previous
generative networks where feature map size changes with a
factor of 2 between layers. A instance is that 4th layer and
5th layer in the encoder have the same size of 32 × 32. It
is the same for bottom 4th layer and bottom 5th layer in the
decoding stage. The network details are in the supplemen-
tary materials.
3.4. Guided Objective Function
Given a ground truth image x, generator F produces an
output F (x). Let Mˆ be a binary mask corresponding to the
dropped image region with a value of 0 wherever a pixel was
dropped and 255 for input pixels. Generally, a normalized
L1 distance is used as reconstruction loss and is constructed
on pixel-level as the follows:
Lrec(x) =
∥∥∥Mˆ⊙(x− F ((1− Mˆ)⊙x))∥∥∥
1
(2)
(a) Input (b) GL (c) GntIpt (d) Pconv (e) Ours (f) GT
Figure 6. Comparisons on regular masks.
(a) (b) (c)
Figure 7. Results by IM. a, b, c corresponds the results of the above
three examples respectively.
Perceptual loss is first proposed in [13] for real-time style
transfer and super-resolution reconstruction. It is based on
pre-trained networks and defined as:
`φ,jperc(yˆ, y) =
1
CjHjWj
‖φj yˆ − φjy‖1 (3)
where φj is the feature map of the nth selected layer of the
pre-trained model which is usually VGG [25]. Perceptual
loss is first applied to image inpainting in [32]. Results in-
dicate that it helps infer more accurate reconstruction of the
hole content.
Style loss is widely used in image-to-image translation
tasks such as real-time style transfer. It is also adopted in
this paper. By computing gram matrix on each feature map,
style loss takes the following form:
`φ,jstyle(yˆ, y) = ‖Gφj yˆ −Gφj y‖1 (4)
where Gφj is the computed gram matrix.
The above tow loss functions based on high-level fea-
tures extracted from pre-trained networks are combined
into the final guided objective function for generating high-
quality images. Finally, the objective function takes the
form: a low-level loss based on L1 computation is for pixel
distance and a pre-trained VGG network is adopted to ex-
tract high-level feature maps for calculating the perceptual
and style differences.
3.5. Random Mask Dataset
Masks play an important role in arbitrary completion and
free-style inpainting. A key point is the generation of ran-
dom mask images, since the deep learning-based method
requires mask samples in advance other than unlabeled real
images. A latest work demonstrates that basing on the re-
sults of the occlusion/non-occlusion mask image estimation
method between two consecutive frames of the video can
generate better masks of arbitrary shapes and stripes [26].
Based on this method, a random mask dataset is created
in [18]. Two algorithms for automatically generating ran-
dom masks are introduced in this paper. First, pictures with
multiple shapes including rectangles, circles, ellipses, and
strings are randomly draw. They are randomly generated
with random size, rotation, and position. Another approach
is that a point is first selected randomly, then a damaged re-
gion around the point is expanded wildly. Morphology pro-
cess of dilation is applied to produce the final binary mask.
A mask dataset for free-style inpainting is finally created.
Samples of the dataset are shown in Figure 5. Note that
(a) Input (b) IM (c) GntIpt (d) Ours (e) GT
Figure 8. Comparisons on irregular masks.
holes are black and represented with 0 in the experiments.
We inverse them for demonstrating comparisons. The cre-
ated random mask dataset and the code will be released on
github.
4. Experiments and Results
We perform experiments on three datasets, ImageNet
[23], Places2 dataset [35], CelebA-HQ [14]. The experi-
ments are conducted with two NVDIA Geforce GTX-1080
Ti GPUs. The adopted deep learning platform is Pytorch.
And we use Adam [15] for optimization with a batch size
of 16. Image samples are resized to 256× 256 before fed to
the network.
We carry out quantitative comparisons with state-of-the
art algorithms, IM [5], GL [10], GntIpt [34], Pconv [18].
The implementations of all these methods were based on
their released source codes, pre-trained models or results in
their papers.
4.1. Regular Regions Inpainting
Considering that there is no released codes and pre-
trained models for Pconv, we directly use the paper results
in [18] for this comparison. Comparisons of different meth-
ods are shown in Figure 6. It can be seen that GL and
GntIpt fail to achieve plausible results even through post-
processing or refinement network. The two create distorted
structures inconsistent with surrounding areas because of
insufficient understanding of the image characteristics and
ineffectiveness of convolutional neural networks in model-
ing long-term correlations between contextual information
and the hole regions. There are many checkerboard artifacts
in Pconv while ours is less compared with it.
4.2. Irregular Regions Inpainting
For the comparison, we used the released codes in [5] for
IM and pre-trained models in [34]. From the results, we can
see that the results of IM are receivable for filling narrow or
small holes. However, its result is blurry for filling large
holes as shown in the last row of Figure 8. The completed
contents are not consistent with the scene and the copied
patches from somewhere else are disharmonious with the
surroundings due to that it is unable to generate novel ob-
jects in the image as shown in Figure 7.
4.3. Free-style Inpainting
The mask images used here are got manually. Some fig-
ures are draw by hand on canvas. Owing to insufficient cog-
nitive understanding, GL and GntIpt create distorted struc-
tures and artifacts as shown in Figure 4. Although GL
works well in the first row and the second result of GntIpt
is receivable, they fail in other instances. The results do not
(a) Input (b) GL (c) GntIpt (d) Ours (e) GT
Figure 9. Examples of free-style inpainting. The mask are arbitrary.
Figure 10. Additional image completion results by our approach
using randomly generated masks.
comply with our human vision cognition. Note that differ-
ent from previous work where the mask samples in test have
the same probability distribution with that in train because
they are generated using the same way, the distribution and
peculiarity of the used mask samples in free-style inpaint-
ing are previously unknown and the masks can be created
by our freewill. Results demonstrate that our method gener-
ates much more natural image completion for kinds of mask
samples. More results are in Figure 10.
5. Discussion
In this paper, deep inception learning is adopted for cog-
nitive inpainting. Combined with the benefits of some re-
cent approaches, a state-of-the-art generative network is de-
signed. Furthermore, two approaches for generating ran-
dom mask samples are introduced. We valid our methods
on three benchmark datasets. Experiments show that supe-
rior inpainting results are obtained and our method is robust
for diverse masks which are vital for free-style inpainting.
As image inpainting has commonality with super-resolution
tasks, we plan to extend our built model to image super-
resolution reconstruction.
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