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For the class of differentiable maps of the plane and, in particular, for standard-like maps (McMillan form),
a simple relation is shown between the directions of the local invariant manifolds of a generic point and its
contribution to the finite-time Lyapunov exponents (FTLE) of the associated orbit. By computing also the
point-wise curvature of the manifolds, we produce a comparative study between local Lyapunov exponent,
manifold’s curvature and splitting angle between stable/unstable manifolds. Interestingly, the analysis of the
Chirikov-Taylor standard map suggests that the positive contributions to the FTLE average mostly come
from points of the orbit where the structure of the manifolds is locally hyperbolic: where the manifolds are
flat and transversal, the one-step exponent is predominantly positive and large; this behaviour is intended in
a purely statistical sense, since it exhibits large deviations. Such phenomenon can be understood by analytic
arguments which, as a by-product, also suggest an explicit way to point-wise approximate the splitting.
The invariant manifolds embody the structure
of chaotic dynamical systems, whose non-linear
strength is quantified by the Lyapunov exponents.
Alongside the magnitude of the exponents, the
structural features of such systems are encoded in
the non-uniformity of their un/stable manifolds:
how frequently the two are transversal to each
other and how much their shapes are curvilinear
can be regarded as their two simpler descriptors.
By investigating Lyapunov exponents, splitting
angles and manifold’s curvatures for a 2D non-
hyperbolic map, we find here strong correlations
between the three observables which allow to
quantify and characterise the system deviations
from a uniformly hyperbolic behaviour.
I. INTRODUCTION
In the huge literature concerning the study of 2D maps
much effort has been devoted to the study of Lyapunov
exponents and invariant manifolds, the former being the
primary indicator for chaos, the latter representing the
true skeleton of phase-space. Lyapunov exponents are
the probes that measure the stretch & fold mechanism
and the associated loss of information, quantified by the
KS-entropy; on the other hand, invariant manifolds of
fixed-points represent the underlying geometry and are
essential in the construction of invariant measures and
generating partitions for symbolic coding the dynamics.
In this paper we focus on the phase-space structure at
generic points: there, one can associate two left-invariant
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curves (not invariant, in general) whose linearisations are
called covariant Lyapunov vectors (CLV)1,2 and form the
so-called Oseledets’ splitting3,4. In 2D systems it is still
computationally reasonable to consider also the point-
wise curvature, since this is essentially a single scalar
quantity for each of the curves and no new information
comes from their normal vectors (indeed, these simply
compose the dual basis of the Lyapunov vector basis).
On this grounds, a local characterization of a generic
phase-space point would start by including three types
of observables: the one-step Lyapunov exponents (whose
time-average along an arc of orbit produces the finite-
time Lyapunov exponents (FTLE)), the splitting angle
between stable/unstable manifolds and the curvatures of
the manifolds at that same point. By the well known
symmetries of standard-like maps which connect stable
and unstable manifolds, here we can limit ourselves to
a minimal set of three observables: a one-step expo-
nent and a curvature for a single (say, unstable) man-
ifold, plus the splitting angle. Through the collection
of their phase-space distributions and producing global
statistics, we are then able to characterise the relations
between the large deviations of the FTLE5–9, the pres-
ence of very small splitting angles and the flatness of the
manifolds; this analysis allows to formulate non-trivial
considerations about the structure of a system. Once
applied to the Chirikov-Taylor map (CT), the emerging
picture turns out to be quite intuitive: the values of the
one-step exponent that contribute more to the FTLE sum
mainly occur at points where the manifolds are almost
orthogonal and the manifolds are essentially flat lines.
The paper is organized as follows: in section II we intro-
duce the basic properties of standard-like maps and their
stability structure; in section III we illustrate the rela-
tions between geometry and stability of generic orbits,
exposing the employed algorithms. Finally, section IV is
devoted to the numerical results on the CT map, along
with their explanations through some analytic results.
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2II. STANDARD-LIKE MAPS
We consider symplectic standard-like maps of the plane
Φ : R2 → R2 in the form introduced by McMillan in
order to model generic beam-focusing systems10,11:
Φ :
(
x
y
)
7→
(
f(x)− y
x
)
, (1)
with the function f ∈ C2(R) representing the net action
of a sequence of nonlinear lenses in a periodic cavity. For
any choice of f , map (1) is area preserving and reversible,
namely there exists an involution S (a map whose square
is the identity, S2 = id) that conjugates Φ to its inverse:
S ◦Φ = Φ−1 ◦ S . (2)
Our choice of coordinates is motivated by the simple form
taken by the associated involution: S(x, y)T = (y, x)T ,
represented by matrix S = [ 0 11 0 ] and corresponding to the
reflection about the diagonal line. This implies that all
the fixed-points of map (1) lie along such line, xfix = yfix,
while all the periodic points x∗ share the same period
with their reflections Sx∗. In this sense, the pair (x, y)
is a more convenient representation for the geometry of
the usual standard mapping involving the canonical pair
(x, p) := (x, x− y) :(
x
p
)
7→
(
x+ p+ F (x)
p+ F (x)
)
, (3)
where the function F (x) := f(x)− 2x is then physically
interpreted12 as an external force acting on a point mass
which, in case of integrable f , is ruled by a Hamilton
function with potential V (x) = x2−∫ fdx which is delta-
kicked in time. In such setting, fixed-points correspond to
equilibria, where both the force and momentum vanish:
F (xfix) = 0 , yfix = xfix . (4)
Notice that the two representations are equivalent only
when defined on the same geometry ; instead, in case of
periodic position x ∈ S and unbounded momentum p ∈ R,
the correspondence is broken: the pair (x, y) ∈ T2 be-
longs to a 2-torus while the pair (x, p) ∈ S × R belongs
to a cylinder. In such case the isomorphism between
the two representations would require the additional def-
inition of a winding number N ∈ Z in order to track
the growth of momentum: p = x − y + 2piN (assuming
a period of 2pi). As a numerical benchmark for mixed
phase-space, we consider here the Chirikov-Taylor stan-
dard map (CT)12,13 on the 2-torus, but we avoid to ad-
dress the associated diffusion of momenta; such map is
defined as:
Φ :
(
x
y
)
7→
(
2x + K sin(x) − y
x
)
mod 2pi
, (5)
by the choice f(x) = 2x + K sin(x) inside of map (1).
To characterize any tangent structure effectively, indeed,
it is more convenient to consider bounded orbits: these
may be closed (e.g. quasi-periodic cycles) or open orbits
on a bounded phase-space (e.g. chaotic orbits on a torus);
in the case of unbounded orbits, the tangent information
can still be localized in phase-space, but becomes more
difficult to track it down for direct observations. Along
with the symmetry properties illustrated above, this is
also why we employ the pair (x, y) ∈ T2, avoiding the
computation of the winding number. With due care, the
very same approach can be applied also to the canonical
(x, p) representation on the 2-torus, as discussed in14.
A. Stability
Given the structure of map (1), the associated Jaco-
bian matrix depends only on the first coordinate:
J(x) :=
∂Φ
∂x
∣∣∣∣
x
=
[
f ′(x) −1
1 0
]
≡ J(x) , (6)
with the prime symbol standing for the x derivative. As
a consequence, also J represents a reversible (now linear)
transformation between tangent spaces:
(J)
−1
= S J S ; (7)
indeed, J has determinant 1 as the map Φ is area-
preserving. By defining xn := Φ
n(x) and Jn := J(xn),
the n-th iterate Jacobian matrix is written as a product:
∂Φn
∂x
∣∣∣∣
x
=: Fn(x) = Jn−1 . . . J0 , (8)
revealing its exponential dependence on the orbit length
n and inducing the fundamental cocycle property:
Fn+m = Fn ◦Φm Fm . (9)
Trivially then, also each matrix Fn has determinant 1.
Since property (2) is inherited by all the map iterates:
S ◦Φn = Φ−n ◦ S , (10)
relation (7) can be generalized to any n, so that:
Fn(x) = S F(−n)(Sx) S , (11)
the two Jacobian matrices of the iterated map Φn from
point x and of its inverse Φ−n from the reflected point
Sx are connected by the linear transformation S.
1. Fixed Points
Since map (1) is area preserving, the stability of its
fixed points x∗ depends only on the trace of matrix J,
f ′∗ ≡ tr(J(x∗)) = f ′(x∗); this gives the following form for
its eigenvalues χ± :
χ± = sign(f ′∗) ·
{
e±arccosh|f
′
∗/2| , |f ′∗/2| ≥ 1
e±i arccos|f
′
∗/2| , |f ′∗/2| ≤ 1
(12)
3and its eigenvectors w± :
J w± = w± χ± ⇒ w± ∝
[
χ±
1
]
∝
[
cos(α±)
sin(α±)
]
; (13)
In the unstable case |f ′∗/2| > 1 , the eigenvalues are real
and correspond to χ± = cot(α±), with α± the angles
of slope of the eigenvectors. Then, the symmetry of the
eigenvalues χ− = 1/χ+ implies that α− = pi2 − α+, that
is, the eigenvectors at the fixed point x∗ (which is on the
diagonal) are symmetric about the diagonal.
In general, the angle between the two vectors is called
splitting angle, θ = (α− − α+), which, in the unstable
case, can be written as θ = pi2 − 2α+; in these terms,
the parabolic case |f ′∗/2| = 1 = |χ±| corresponds to the
degenerate limit α± = pi4 ⇒ θ = 0, where both the
eigenvectors align to the diagonal and the splitting angle
vanishes. The stable case |f ′∗/2| < 1 implies complex
eigenvectors, whose splitting angle cannot be defined.
By standard results15, we know that the eigenvectors at
an unstable fixed-point correspond to the linearisations
of the associated invariant manifolds; then, for the (x, y)
choice of representation, the manifold’s slope angles α±
at x∗ are directly connected to the strength of instability
through the definition of Lyapunov exponents (LE):
λ± := ln |χ±| = ln | cot(α±)| . (14)
Notice that, according to (14), when the manifolds at
some fixed-point are horizontal/vertical (i.e. α± = 0/pi2 )
the associated Lyapunov exponents diverge to ±∞. In
section III we show how, in the (x, y) coordinates, such
a non-trivial interplay between geometry and stability
holds exactly also for generic points, in both dynamical
cases of chaotic and quasi-periodic orbits. Interestingly,
relation (14) can be extended to generic 2D maps and
arbitrary coordinates (see Appendix 1).
B. Left-invariant Curves
Here we focus on the local generalisation of the con-
cept of invariant manifolds extended to arbitrary non-
fixed points15; this leads to the definition of phase-space
sub-sets which are not exactly invariant:
P±(x) =
{
y : lim
n→∓∞ ‖Φ
n(x)−Φn(y)‖ = 0
}
, (15)
but fulfil the so-called left-invariant relation:
Φn
(
P±(x)
)
= P± (Φn(x)) . (16)
Such sets are transported along with the dynamics of x
and, in the limits n→ ±∞, converge to its orbit; for this
reason, these are called local- or left-invariant manifolds.
By assuming smooth maps Φ, it is possible to show15
that, locally, the sets P±(x) can be represented by
two differentiable curves γ(s) parametrized by their arc
length s and such that γ(0) = x. With respect to the
invariant measure (here, Lebesgue) these left-invariant
curves are then almost-everywhere smooth, since they
may exhibit arbitrary numbers of isolated singularities16;
operatively, this does not pose serious obstructions to the
numeric observation of such curves, since the probability
to fall exactly upon singularities (e.g. cusps) is zero.
This is the guiding idea of our approach: the invariant
structure of a non-uniform chaotic system may have a
dense set of pathologies but, as long as these have zero-
measure, its phase-space dependence can still be probed.
1. Curves Stability
An important consequence of reversibility (2) applied
to (15) is that curves of opposite stability are connected:
SP± (Sx) = P∓(x) , (17)
so that the set P+ associated to point x corresponds to
the reflection of the set P− for the reflected point Sx.
Parallel to equation (11), this fact generalizes the results
in17 about fixed points and allows to deduce properties
of sets P− from those of sets P+. On such grounds, let
us consider a single type of set P(x0) (say, P
+), and rep-
resent it by a parametric curve γ0(s) with arc length s
and base-point γ0(0) = x0. Then, by relation (16), the
sequence of curves:
{γn(s) }n=0..∞ , γn(0) = Φn(x0) , (18)
coincides with the sequence of sets {P (Φn(x0))} so that,
for some initial s[0], the image Φ
(
γ0
(
s[0]
))
lies in P(x1)
and so there exists a new arc length s[1] for which:
γ1
(
s[1]
)
= Φ
(
γ0
(
s[0]
))
. (19)
This leads to define a sequence of mappings ϕ[n] : R→ R
such that s[n+1] = ϕ[n]
(
s[n]
)
and relation (19) becomes:
γn+1
(
ϕ[n]
(
s[n]
))
= Φ
(
γn
(
s[n]
))
; (20)
each mapping ϕ is said to be semi-conjugated to map Φ.
Notice that, in the case of x0 ≡ x∗ periodic, ΦP (x∗) = x∗
for some P ∈ N, all the curves collapse over a single one,
precisely one of the two exact invariant manifolds of x∗.
By denoting the derivative with respect to s[n] by an
upper dot ˙, we have ‖x˙n‖ = 1 , ∀n since each s[n] is an
arc length, and deriving (20) produces a map between
unit tangent vectors:
γ˙n+1
(
s[n+1]
)
ϕ˙[n]
(
s[n]
)
= Jn γ˙n
(
s[n]
)
, (21)
which are tangent to two consecutive left-invariant sets;
notice that last equation follows from the chain-rule of
derivatives applied to equation (20), so the matrix Jn
is the Jacobian of map Φ evaluated at point γn(s[n]).
Rewriting (21) more compactly:
γ˙n+1 ϕ˙[n] = Jn γ˙n , (22)
4we deduce that the derivative of the arc length mapping:
ϕ˙[n](s[n]) =
ds[n+1]
ds[n]
, (23)
represents the local expanding factor along the curve
P(Φn(x0)). This means that, by definition (8), repeated
iteration of (22) for n times starting from γ0 yields:
γ˙n
(
n−1∏
q=0
ϕ˙[q]
)
= Fn(x0) γ˙0 , (24)
and provides a way to re-write the finite-time Lyapunov
exponent (FTLE) for a unit tangent vector w0 ≡ γ˙0 :
χn(x0,w0) :=
1
n ln ‖Fn(x0)w0‖ , (25)
as the Birkhoff average of the local expanding factors:
χn(x0, γ˙0) =: χ
n
0 =
1
n
n−1∑
q=0
ln
∣∣ϕ˙[q]∣∣ , (26)
in analogy with the FTLE expression for 1D maps13.
Notice that, for 2D systems, the FTLE (25) is computed
by taking a random unit vector w0, since γ˙0 is unknown:
in the limits n → +/ − ∞ one gets respectively the
largest/smallest Lyapunov exponent (for area-preserving
maps, these are equal in modulus and opposite in sign).
2. Covariant Lyapunov Vectors
The covariant Lyapunov vectors (CLV) are defined2
to be the unique left-invariant (and phase-space depen-
dent) vectors producing the same Lyapunov exponent
(25) in both of the two temporal limits: this implies
that the CLV associated to positive/negative exponent
is the precise tangent direction which respectively con-
verges to zero in the limit k → ∓∞. By the Oseledets’
theorem3, these form a tangent basis almost-everywhere
in phase-space, the so-called Oseledets’ splitting of tan-
gent space; then, the comparison of the CLV definition
with (15) and (24) leads to identify the linearisations γ˙±
of left-invariant curves as the Oseledets’ splitting itself3,4.
Therefore, the ideas introduced hereafter are equivalent
alternatives and, possibly, extensions of the existing re-
sults based on the Lyapunov vectors analysis1,2,18.
III. GEOMETRIC STABILITY
The method employed here, already introduced in19
for different purposes, exploits the isomorphism between
special linear transformations (the group SL(2,R)) and
rational functions (the Mo¨bius group, see appendix 1).
Unit tangent vectors γ˙ can be uniquely represented by
polar angles α ∈ [−pi, pi] through the two coordinates:
ψ := cot(α) , σ := sign(α) , (27)
which allow to cover the whole unit circle:
γ˙ ≡
[
x˙
y˙
]
=
[
cos(α)
sin(α)
]
=
σ√
1 + ψ2
[
ψ
1
]
. (28)
These are functions of the arc length s, as vector γ˙ is, and
thus functions of phase-space (arc lengths s and points
x are related by the choice of a left-invariant curve γ);
from here on, the shorthand ψ(xn) ≡ ψn is used, also for
any function with the same type of dependence.
By inserting the explicit form of Jacobian matrix (6) into
the tangent evolution (21) and making use of (28), the
corresponding evolutions for ψ and σ are easily deduced:
ψn+1 = f
′(xn)− 1
ψn
, (29)
σn+1 = sgn(ψn)σn . (30)
While (30) is essentially a logic relation, evolution (29)
encodes the whole linearised dynamics; whenever the lat-
ter is expansive, we can show that it converges from any
random ψ0 to the true left-invariant slope ψn ≡ ψ(xn)
(see section III D). Before going into convergence issues,
we notice that the representation (28) allows to write the
local expanding factors explicitly in terms of the slopes:
ϕ˙[n] =
x˙n
y˙n+1
= ψn
y˙n
y˙n+1
= |ψn|
√
1 + ψ2n+1
1 + ψ2n
; (31)
the modulus on ψn in last equality (due to (28) and (30))
means that ϕ˙ never changes sign, since ϕ is conjugated to
Φ and thus invertible and monotone. It is then remark-
able how the geometric quantities ψn associated to the
local manifolds also determine the local stability ; indeed,
by equation (31) we can re-write the FTLE in (25) as:
χn0 =
1
n
n−1∑
q=0
ln |ψq| − 1n ln
∣∣∣∣ sin(αn)sin(α0)
∣∣∣∣ , (32)
by inserting the second line of (28), y˙ = sin(α), into (31).
At this stage, we observe (also numerically, see figure 1)
that the last term in (32) goes to zero in the n → ∞
limit and can thus be discarded from the FTLE: no-
tice first that it equally depends upon both the angles
α0/αn at the initial/final points of the orbit. As a con-
sequence, it always contains a spurious contribution due
to the random choice ψ0 ≡ cot(α0), which corresponds
to the unavoidable choice of an initial random vector for
any tangent evolution to compute the FTLE13. This may
already give a clear motivation to consider:
− 1n ln
∣∣∣∣ sin(αn)sin(α0)
∣∣∣∣ , (33)
as the typical transient data which drops as 1n in any
orbit-wise calculation of the FTLE. To clarify this point,
notice further that the only cases in which the infinite-
time limit of term (33) may exhibit problems arise when
5Figure 1. Decay of term (33) from relation (32), which allows
to reduce the FTLE computation from (32) to (35). The
data come from 109 iterations (sampled each 105) of the CT
map (5) with parameter K = pi/4 (very weak chaos); the
orange/blue graph is respectively for a regular/chaotic orbit
(cases (2)/(4) in figure 4), the reference green line is 1/n.
the function sin(αn) vanishes, i.e. when αn → 0, pi and
the local manifold becomes horizontal as n → ∞; but,
as already pointed out, the case in which the local mani-
fold is asymptotically horizontal is impossible, because it
would imply that the Lyapunov exponent itself diverges:
αn → 0 ⇒ ln |ψn| → ∞ ⇒ χn0 →∞ ; (34)
and this is ruled out by the invertibility of map f . As an
ultimate check (not shown) we have also calculated the
FTLE by both standard techniques and expression (32)
and verified that the magnitude of term (33) (exemplified
in figure 1) is exactly the same of the FTLE fluctuations
due to different initial perturbations, or, α0.
A. Slopes & Exponents
The last arguments, supported by numerical observa-
tion (in figure 1), a weakly chaotic example), lead to
consider a ”reduced” expression λn0 for the FTLE:
λn0 =
1
n
n−1∑
q=0
ln |ψq| . (35)
which contains only the relevant time-average of the one-
step exponent λ1q ≡ ln |ψq|, still preserving the additive
cocycle property typical of the full FTLE χnq , as in (25):
(n+m)λn+m0 = nλ
n
m + mλ
m
0 . (36)
The two infinite-time limits λ∞0 and χ
∞
0 then coincide
and depend only on the ergodic component to which the
reference orbit belongs15. The main advantage in con-
sidering the FTLE expression (35) is its intuitive geo-
metric interpretation: the slopes ψ of the left-invariant
manifolds play here the same roˆle of the map deriva-
tives in 1D dynamical systems. Thus, the essential dif-
ference between 1D and 2D system is the domain of the
slope: while 1D maps with bounded derivative have con-
sequently bounded slope angle, this is not true for left-
invariant curves, which can bend and turn taking arbi-
trary angles α. Indeed, the local stability represented
by the one-step FTLE ln |ψ| can take values ranging
over ±∞ (see figure 2): this means that points very
near to where a left-invariant curve is horizontal/vertical
(α = Npi + 0/pi2 , orange/blue dots in figure 2) bring re-
spectively very large positive/negative contributions to
the FTLE (35), while points near to where a curve is par-
allel or orthogonal to the diagonal (α = N pi2 +
pi
4 , black
circles in figure 2) bring negligible terms. This property is
summarized by writing the one-step exponent λ1 ≡ ln |ψ|
through the slope angle:
λ1 ≡ ln | cot(α)| = ln | cos(α)| − ln | sin(α)| , (37)
and by studying its zeros and singularities, as depicted
in figure 2. In particular, one may wonder how average
(35) can converge given the pathologies of function (37):
on the formal side, this is assured by the existence of the
Lyapunov exponent for this type of systems (Kingman’s
theorem20); on the geometric side, it is understood by the
fact that the singularities of ln |ψ| along a given curve are
always isolated, and thus have zero probability also with
respect to the measure restricted to such curve.
In practice, these considerations induce constraints upon
left-invariant curves in the (x, y) representation: the
curves cannot be horizontal nor vertical straight lines.
As a backward check, equation (14) already brings the
very same limitation upon the slopes of the linearised
invariant manifolds in the neighbourhood of fixed points.
Figure 2. The one-step LE λ1 ≡ ln |ψ| = ln | cot(α)| versus the
curve slope angle α (see equations (37) and (35)): when the
curve is horizontal/vertical (α = npi+0/pi
2
, orange/blue dots)
λ1 diverges to +/ −∞, while when it is orthogonal/parallel
to the diagonal (α = npi
2
+ pi
4
, black circles) λ1 is zero; this
is also the relation between the invariant manifolds slope at
fixed points and the full LE (see equation (14)).
B. Scalar curvature evolution
As much as we addressed the first order properties of
left-invariant curves, it is possible to study all the higher
orders, obtaining evolutions analogous to (29); here we
consider the second order, to analyse the curvature of
6such curves. To compute it, one has to derive twice with
respect to the arc length; by the unit norm of x˙ and defin-
ing the pi2 -rotation Y :=
[
0 −1
1 0
]
, such derivative reads:
x¨ = α˙Yx˙ , (38)
implying that x¨ has modulus α˙ and is perpendicular to
x˙. Inserting (38) in the definition of curvature κ gives:
κ :=
‖x˙× x¨‖
‖x˙‖3 ≡ |α˙| . (39)
To connect curvatures at consequent points of an orbit
through an iterative procedure, consider the quantity η:
η :=
ψ˙
y˙
= −σ α˙ (1 + ψ) 32 ; (40)
which depends on the arc length derivative of ψ ≡ cot(α)
and thus on α˙ itself; the latter is also called the signed
curvature. Then, by deriving the ψ evolution (29):
ψ˙n+1 ϕ˙[n] = f
′′(xn) x˙n +
1
ψ2n
ψ˙n , (41)
we exploit expression (31) for the expanding factor ϕ˙ and
then divide both sides of (41) by y˙nψn ≡ x˙n, obtaining
the desired recursive relation for η:
ηn+1 = f
′′(xn) +
1
ψ3n
ηn . (42)
This map is nonlinear, with a structure similar to the
evolution (29) for ψ, as can be seen by re-writing it as:
ψn+1 = f
′(xn) − 1
ψ2n
ψn . (43)
While evolution (43) is driven by the orbit through the
term f ′(xn), (42) is now driven by f ′′(xn) and by ψn
itself: thus, the evolutions for x, ψ and η should be per-
formed in sequence. Such procedure then gives access
to the curves slope angle α ≡ arccot(ψ) and curvature
κ ≡ |α˙| by the inverse of relation (40):
κ =
|η|
(1 + ψ)
3
2
. (44)
Notice that, in order to recover the signed curvature α˙,
one would need also the logical function σ, which then
requires the evolution of map (30); this can be avoided
by restricting the analysis to the logarithm of curvatures:
this is best suited to probe the flatness of curves, due to
the very wide range of κ values (see Figures 5, 6, 7, 8).
C. Splitting angles
As introduced in section II, reversibility of map (1)
by reflection about the diagonal relates stable/unstable
curves (see equation (17)). This, in turn, transfers upon
slopes ψ:
ψ+(x, y) =
1
ψ−(y, x)
, (45)
as ψ±(x) corresponds respectively to the curve P±(x).
By definition, the splitting angle θ = (α− − α+) reads:
cot(θ) =
ψ+ψ− + 1
ψ+ − ψ− , (46)
which, by making use of (45), becomes:
cot(θ(x, y)) =
ψ+(x, y) + ψ+(y, x)
ψ+(x, y)ψ+(y, x)− 1 . (47)
This shows that θ(x, y) is symmetric about the diago-
nal and it can be expressed by the unstable slope ψ+.
By coarse graining phase-space into a square grid, it is
possible to collect ψ+(x, y) only, average it in each cell
and produce the matrix ψ+(xj , yk) whose indices j, k
are cells positions; the corresponding matrix for ψ+(y, x)
then comes by transposition of the first, allowing to cal-
culate the (grid-averaged) splitting angle by (47) without
computing the stable slope ψ−.
D. Algorithm
We now summarize the algorithm employed in all our
numerical analysis; the forward iteration of length T :
for n = 1 : T
xn+1 = f(xn) − xn−1
ψ+n+1 = f
′(xn) − 1/ψ+n
η+n+1 = f
′′(xn) + η+n /(ψ
+
n )
3
end
(48)
gives the orbit x, the unstable slope ψ+ and the quantity
η+ to compute the unstable curvature by equation (44);
the backward iteration:
for n = T : 2
ψ−n−1 = 1/( f
′(xn−1) − ψ−n )
η−n−1 = (−f ′′(xn−1) + η−n )(ψ+n−1)3
end
(49)
gives the stable slope ψ− and the quantity η− for the
stable curvature. The last backward iteration essentially
allows to check for the symmetry properties between sta-
ble and unstable manifolds and to compute the splitting
angle θ as in (46) point-wise along an orbit. This is the
best way to collect the statistics of splitting angles; as
pointed out above, to produce phase-space pictures it is
possible to replace expression (46) with (47) and avoid
the computation of ψ−.
71 20 40 60 80
10
−10
10
0
10
10
10
20
Figure 3. Exponential decays of the variances of ensembles of
107 random initial conditions ψ0, η0 for the evolution (29)
for ψ (in black/blue) and (42) for η (in orange/red); the
ensembles run along fixed chaotic orbits (initial conditions
(x, y) = (1, 2) × 10−3) for the CT standard map (5) at pa-
rameters K = pi/2 (weak chaos, black/orange) and K = 2pi
(strong chaos, blue/red). Dashed lines are reference exponen-
tials with twice (in black/blue) and thrice (in orange/red) the
FTLE of the reference orbits at finite-time 107; this confirms
relations (53), (54) for the decay of δψ and δη. Decay oscil-
lations are due to the very short finite-times of convergence.
1. Convergence
Evolutions (29) and (42) are non-autonomous dynam-
ical systems on their own, so it is important to address
also their own stability properties, i.e. the sensitivity
upon perturbations of their own initial conditions ψ0,
η0. To study both systems at once, we recast them into:[
ψ
η
]
n+1
=
[
f ′
f ′′
]
(xn) +
[−ψ−2 0
0 ψ−3
]
n
[
ψ
η
]
n
(50)
This form shows the driving action induced by f ′, f ′′ and
the scaling dependent on ψ; by fixing the reference orbit
{xn} (and thus the two sequences {f ′n}, {f ′′n}) the only
perturbations in the linearisation of mapping (50) are δψ
and δη, which then obey the following evolution:[
δψ
δη
]
n+1
=
[ −ψ−2 0
−3 η ψ−4 ψ−3
]
n
[
δψ
δη
]
n
. (51)
This is a linear map represented by a lower triangular ma-
trix, which then implies that the linear map from point
0 to point n (i.e. a product of n matrices as (51)) is also
lower triangular and, thus, its eigenvalues coincide with
its diagonal entries. These are, in modulus, the products
of |ψq|−2 and |ψq|−3 for 0 ≤ q < n and, by definition
(35), they are exponentials of the FTLE λn0 at time n:
n−1∏
q=0
|ψq|γ ≡ eγnλn0 , ∀ γ . (52)
By combining relations (24) and (31), we notice that the
product of subsequent |ψ| along any type corresponds
to its expansivity in tangent space: for chaotic orbits,
such product is exponential in time (as in (52)) while for
regular orbits it is at most polynomial. This implies that,
for any chaotic orbit, the stability exponents λψ and λη
are both proportional to the orbit Lyapunov exponent λ:
λψ ≡ lim
n→∞
1
n ln
∣∣∣∣δψnδψ0
∣∣∣∣ ≡ −2λ , (53)
λη ≡ lim
n→∞
1
n ln
∣∣∣∣δηnδη0
∣∣∣∣ ≡ −3λ . (54)
This is confirmed in figure 3 for the CT standard map
(5), both in the weakly (K = pi/2) and strongly chaotic
regime (K = 2pi), by the decay of the variances of en-
sembles of initial conditions for both ψ and η. In the
quasi-periodic case, the above exponents are zero but
the perturbations δψ, δη also decay respectively as the
second and third inverse power of the orbit’s perturba-
tions growth. To check this, the same computation of
figure 3 is performed in figure 4 for δψ in a very weakly
chaotic regime (K = pi/4): since the two regular orbits
(1) and (2) (respectively open and closed cycles) have
linear expansion of perturbations ∼ n, the corresponding
ψ ensembles variance decays as 1/n2 (panel (a), log-log).
Instead, the variances for the chaotic orbits (3) and (4)
(respectively about period 2 and period 1 fixed points)
decay exponentially, each with twice the exponent of its
own reference orbit (panel (b), lin-log).
Figure 4. Decays of the variances of ensembles of 107 random
initial conditions ψ0 for the ψ evolution (29) (panel (a): log-
log, panel (b): lin-log axis) for four orbits of the CT map (5)
at parameter K = pi/4: (1)/(2) open/closed quasi-periodic
cycles, (3)/(4) chaotic orbits about period 2 / period 1 un-
stable fixed points. Each orbit has own decay rate of slope
perturbations δψ, corresponding to the square of the orbit’s
perturbations decay: for (1), (2) it is power-law (panel (a),
black line is 1/n2), while for (3), (4) it is exponential (panel
(b), black lines are e−2λn, with a different exponent λ for each
chaotic orbit, see equation (53)).
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Figure 5. Each column contains the total (upper panel) and phase-space distributions (lower panel, 103 × 103 cells) of each
function over an orbit of length 109 for the CT map (5) at K = pi/2; color-bars are linked to each total distribution abscissa.
Column (a): one-step Lyapunov exponent λ1 = ln |ψ| = ln | cot(α)| for the unstable curve; the black vertical line marks the
distribution average, which is the orbit’s FTLE. Column (b): log-curvature ln |κ| for the unstable curve; the black vertical line
marks ln |K|. Column (c): splitting angle θ = α− −α+. Upper panels (b) and (c): above the total distributions (in black), the
conditional distributions for ln |κ| and θ as the one-step LE λ1 is positive (in orange) and negative (in blue); see also figure 6.
IV. NUMERICAL EXPERIMENTS
To exploit the methods illustrated so far, we take the
Chirikov-Taylor map (5) at the two values of parameter
K already considered in section III D: K = pi/2 (weak
chaos) and K = 2pi (strong chaos), both with chaotic
initial conditions (x, y) = (1, 2) × 10−3, i.e. very near
the unstable fixed point at the origin. The analysis is
applied on three quantities: the one-step Lyapunov ex-
ponent λ1 ≡ ln |ψ+|, the log-curvature ln |κ+| (both for
the unstable left-invariant curve) and the splitting angle
θ ≡ α− − α+ between stable/unstable curves. In section
IV A, figures 5 and 6, we first obtain their probability dis-
tributions along with a direct phase-space visualisation:
while the former accounts for their global behaviour, the
latter allows to picture the point-wise dependence on co-
ordinates. Since, among the three observables, the one-
step Lyapunov exponent λ1 has the most clear interpreta-
tion (see section III A), we calculate also the conditional
probabilities for both ln |κ| and θ with respect to both
positive and negative values of the one-step LE; in this
way we probe which values of curvature and splitting an-
gle are mostly associated to each type of stability. This
opens the way to a more detailed investigation through
the use of three joint distribution functions, one for each
pair of observables: (λ1, θ), (λ1, ln |κ|) and (θ, ln |κ|) (sec-
tion IV B, figure 7 and 8). Although less immediate to
interpret, this kind of statistics highlights highly non-
trivial dependencies between the three quantities. In do-
ing this, we confirm and extend the results already ob-
tained by21,22 in the case of autonomous flows and by23
in the study of the dissipative He´non map. In particular,
the extremely marked relation between λ1 ≡ ln |ψ| and
ln |κ| (already noticed in24) hints to search for a more
clear view by performing auxiliary joint statistics upon
the primal quantities ψ, η and the second coordinate y
(section IV C, figures 9, 10). By simple arguments, we
show how the first two quantities can be expanded in
function of the third; at once, this explains the relations
between local stability λ1 and curvature κ.
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Figure 6. Same analysis as in figure 5 for the CT map (5) at K = 2pi. In the three lower panels, notice that also in this case
tiny resonant islands are present (white, unvisited cells), centred around periodic points of period 2 usually called accelerator
modes. These appear to have no influence on the distributions, since the three observables λ1, ln |κ| and θ are local functions.
The color-bars for λ1 and ln |κ| here are different from figure 5 because of their different probability distribution functions N.
A. Distributions & Visualisations
The numerical information produced by evolutions
(29) and (42) becomes a reliable approximation of the
true functions ψ(x), η(x) only after the initial transient
of convergence which, therefore, has to be discarded from
the statistics of λ1 and ln |κ|; as shown in figure 3, the
transients depend on the FTLE of each orbit and, for
both cases under analysis, they are less than a hundred
iterations long. The splitting angle θ is calculated from
(46) by both the stable ψ− and unstable ψ+ slopes and,
since ψ− is obtained by running evolution (29) back-
ward, both the initial/final (un/stable) transients are
dropped. By comparison between figures 5 and 6 (upper
panels), we first observe that in both cases the distribu-
tions of the one-step exponent and the log-curvature are
not bounded: they have exponential tails which are sym-
metric for λ1 and asymmetric for ln |κ|; then the two K
values can be separated by three main observations:
• for the one-step exponent, the distribution is far
more symmetric about zero for K = pi/2 than for
K = 2pi, leading to a huge difference between their
averages, i.e. their FTLEs; these are respectively
λT[pi/2] = 0.298 and λ
T
[2pi] = 1.172 at time T = 10
9
(figures 5, 6, upper panels (a), black vertical line).
• for the log-curvature, at K = pi/2 the positive tail
is longer than the negative one, while at K = 2pi it
is the opposite; the conditional distributions (up-
per panels (b), orange/blue graphs) show that the
majority of points having large negative ln |κ| also
have positive one-step exponents, suggesting that
local instability is concentrated in regions where
the curves are almost flat.
• for the splitting angle distributions, the differences
between the two cases are stronger since θ = 0
is a relative maximum (inside a wide plateau) for
K = pi/2 and an absolute minimum for K = 2pi;
interestingly, in both cases the probability of null
splitting angle is equally divided between points
with positive/negative one-step exponents (upper
panels (c), orange/blue graphs), while most of the
points with positive λ1 also exhibit |θ| > pi/4.
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Figure 7. Joint distributions for the pairs (λ1, ln |κ|) (panel (a)), (θ, ln |κ|) (panel (b)) and (λ1, θ) (panel (c) computed over the
same orbits of length 109 of figure 5 for the CT map (5) at parameter K = pi/2; in color, the Log10 of the number of events.
The lines marks λ1 = ln |2 +K| (dashed) and ln |κ| = ln |K| (dash-dotted), as suggested by figures 9, 10 and expansions (59).
Notice that the illustrated features have minor details
that vary between the two dynamical cases: the tails
of negative log-curvature for the orange (λ1 > 0) and
blue (λ1 < 0) graphs differ by almost two orders of mag-
nitudes at K = pi/2 and by more than four orders at
K = 2pi, while such difference is almost zero for both pos-
itive tails. On the same line, the range of θ values that
have equal conditional probability (both around θ = 0) is
much wider for K = pi/2 than that for K = 2pi. By con-
sequence, all the above considerations can lead to solid
conclusions only about the behaviour of λ1: the regions
where the one-step exponent is positive have much higher
probability to contain curves that are simultaneously flat
and markedly transversal (|θ| > pi/4), i.e. that locally re-
semble a uniformly hyperbolic system.
1. Tangencies & Partitions
Finally, it should be noted that the phase-space struc-
tures in figures 5 and 6 (lower-panel (c)), highlighted
by the splitting angle values, are directly related to the
shape of the generating partition of the symbolic dynam-
ics associated to the CT map (5); in particular, in figure
6, the iso-curves at null splitting angle, which identify
the family of homoclinic tangencies, correspond exactly
to the generating partition curves depicted in figure 3
in25 and figure 7 in26, where they were found by a dif-
ferent method. A non-trivial feature in identifying the
tangencies by the present phase-space plots comes from
the extreme compression of some of the splitting angle
iso-curve: in the upper-left region of the same panel as
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Figure 8. Same analysis as in figure 7 for the same orbits of length 109 of figure 6 for the CT map (5) at parameter K = 2pi. Due
to higher nonlinearity, the probability is more localized along the lines λ1 = ln |2 +K| (dashed), ln |κ| = ln |K| (dash-dotted),
which are the ensemble-averaged leading terms of series (59) (see figures 9, 10), while the angle θ is concentrated away from
zero.
above, one can clearly see an almost vertical curve of
tangencies that bends toward right and continue into a
diagonal, very narrow scar; the latter thus also seems to
be part of the partition border. This is confirmed by the
method employed in25 (figure 3) but, because of the aver-
aging procedure in each cell, it is not at all clear from the
present phase-space picture, suggesting that the analysis
is not optimal for finding precise partitions. Interestingly,
on the other hand, here the very narrow scars appear to
be related to the location of avoided crossings26 in the
partition boundary. We do not address such problem
here but remark that, in general, the phase-space visual-
ization of the splitting angle already gives a global picture
of how the associated generating partition looks like.
B. Joint Distributions
In spite of the complex structure of mixed phase-
spaces, the results above suggest to search for specific
relations between the three observables under study; to
this end, we consider the joint distributions of events for
each pair (λ1, θ), (λ1, ln |κ|) and (θ, ln |κ|) over a regu-
lar grid of 103 × 103 bins (figures 7, 8). In this respect,
the conditional distributions for ln |κ| and θ correspond
to the integration of the joint distributions for (λ1, θ)
and (λ1, ln |κ|) over positive/negative values of λ1 (re-
spectively orange/blue graphs in figures 5, 6, upper pan-
els (b), (c)); therefore, the 2D histograms information of
figures 7, 8 extends what has been already discussed by
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Figure 9. Joint distributions for the pairs (ψ, η) (panel (a)), (y, η) (panel (b)) and (ψ, y) (panel (c)) calculated over the
same data of figure 7 for the CT map (5) at parameter K = pi/2. White dashed curves are ψ = 2 + K cos(y) ≡ f ′(y) and
η = −K sin(y) ≡ f ′′(y), i.e. the first terms of series (59); notice that in panel (a) the y dependence in η VS ψ is implicit.
conditional distributions: the color represents the loga-
rithm (in base 10) of the number of collected events for
each pair of observables. For both values of K, this re-
veals the coexistence of very sharp trends along with large
deviations, explaining why the conditional probabilities
for ln |κ| and θ exhibit both separation and equiparti-
tion; once the 2D histograms are integrated over λ1 ≷ 0,
the accumulations of events (black/purple bins in fig-
ures 7, 8, panels (a), (c)) induce separation or equipar-
tition depending on their main position with respect to
λ1 = 0. Indeed, at K = pi/2 the accumulations largely
cross such value exactly in the ranges ∼ θ ∈ [−pi/4, 0]
and ∼ ln |κ| ∈ [−1,∞], where the conditional distribu-
tions are equal (compare to figure 5, upper panels (b),
(c)). Instead, at K = 2pi the accumulations stay in
the positive λ1 semi-plane for ∼ |θ| ∈ [pi/4, pi/2] and
∼ ln |κ| ∈ [−∞, 1], leading to the high separation of con-
ditional distributions (compare to figure 6, upper panels
(b), (c)). The differences between the two cases can be as-
cribed to the more regular structure of curves at K = 2pi
and to the high number of resonant islands at K = pi/2
which brings rare events with high curvatures and small
splitting angles; again, the 2D distributions confirm the
connection between higher local instability and the lo-
cally hyperbolic character of left-invariant curves. What
remains to be explained is the extremely sharp relation
between λ1 and ln |κ|; this is addressed in the next sec-
tion, showing how such feature essentially depends on the
nonlinearity strength K.
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Figure 10. Same analysis as in figure 9 for the same data of figure 8 for the CT map (5) at parameter K = 2pi. Due to higher
nonlinearity, probability here is localized around the white dashed curves ψ = 2+K cos(y) ≡ f ′(y) and η = −K sin(y) ≡ f ′′(y),
i.e. the first terms of series (59); this is explained by the faster decay of the series terms, due to the higher value of the FTLEs.
C. Functional Relations
The relation between one-step exponent λ1 ≡ ln |ψ|
and log-curvature ln |κ| (figures 7, 8, panels (a)) ex-
hibits a coincidence between the accumulation of events
(black/purple bins) and the values λ1 = ln |K + 2|
(dashed vertical line) and ln |κ| = ln |K| (dash-dotted
horizontal line), especially for K = 2pi. In trying to
understand such behaviour, two considerations come in
help:
• from equation (44), curvature κ and slope ψ are
related through the auxiliary quantity η ;
• from definition (28) for ψ and (40) for η, these can
be interpreted as first and second derivatives of a lo-
cal representation x(y) for the left-invariant curve:
ψ =
x˙
y˙
∼ dx
dy
∣∣∣∣
y
, η =
ψ˙
y˙
∼ dψ
dy
∼ d
2x
dy2
∣∣∣∣
y
(55)
Following such hints, along with the low magnitude of K
with respect to the range of ψ and κ, we study the pair
(ψ, η) avoiding the logarithms and ignoring their large
deviations; in figures 9, 10, panels (a) and (d), this re-
veals an accumulation of events around a precise relation
between ψ and η: the majority of points falls upon a cir-
cle of radius K centred in (ψ, η) = (2, 0) (white dashed
curve). Moreover, in the same figure, panels (b), (c) and
(e), (f), the same analysis for (ψ, y) and (y, η) confirms
the interpretation pictured in (55) exactly: both ψ and
η exhibit a marked statistical dependence upon y.
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1. Implicit Solutions
To understand pictures 7-10, we need to identify rela-
tions between ψ, η and y. Evolution form (50) allows to
write its formal solutions by the definition of matrices:
Γnj :=
j+n−1∏
q=j
[
-ψ−2 0
0 ψ−3
]
q
≡
[
(-1)ne-2nλ
n
j 0
0 e-3nλ
n
j
]
(56)
whose properties derive from the FTLE in formula (35):
if the exponent λnj is positive, matrix Γ
n
j decays to zero
for n→∞. Indeed, by inserting (56) into formal summa-
tions of evolution (50) and using the fact that yq = xq−1,
we can obtain its finite-time solutions:[
ψ
η
]
n
= Γn0
[
ψ
η
]
0
+
n∑
q=1
Γn−qq
[
f ′
f ′′
]
(yq) . (57)
As said, Γn0 decays to zero for chaotic orbits, allowing to
drop the term [ψ, η]0; by shifting equation (57) from x0 ≡
x to x−n and from q to q−n leaves [ψ, η]0 ≡ [ψ, η](x) on
the left hand side for any choice of n, yielding:[
ψ
η
]
(x) =
∞∑
q=0
Γq−q
[
f ′
f ′′
]
(y−q) . (58)
Since the Γ are diagonal, this can be written separately
for ψ and η and, by expression (56), through the FTLE:
ψ(x) =
∞∑
q=0
(−1)q e−2qλq−q f ′(y−q) ,
η(x) =
∞∑
q=0
σq e
−3qλq−q f ′′(y−q) . (59)
These solutions are series running over the negative semi-
orbit of x whose terms f ′(y−q), f ′′(y−q) are weighted
by factors that decay exponentially in q; respectively for
ψ/η, the decay rate is twice/trice the orbit’s FTLE, ex-
actly as for their perturbations (again, see section III D).
Thus, solutions (59) explain at once the numerical results
of figures 9, 10: for the CT map (5), the leading terms
of the two series are the functions f ′(y) = 2 + K cos(y)
for ψ and f ′′(y) = −K sin(y) for η, represented in pan-
els (b),(e) and (c),(f) respectively (white dashed curves).
The two values of the FTLE, λT[pi/2] = 0.298 and λ
T
[2pi] =
1.172, then complete the description:
• since at K = pi/2 the exponent is very small, the
distribution in the (ψ, y) plane (panel (c)) deviates
from f ′(y) much more than at K = 2pi (panel (f));
• at both values of parameter K, the leading term
is more important for η (panels (b),(e)) than for ψ
(panels (c),(f)) because in the former the exponen-
tial weights decay faster than in the latter (respec-
tively thrice and twice the orbit’s FTLE).
105
106
107
N
(a)
105
106
107
N
(b)
Figure 11. Probability distribution for the splitting angle θ
calculated by approximation (61) (orange graphs) and by the
original data (black graphs) for the CT map (5) at parameter
K = pi/2 (panel (a)) and K = 2pi (panel (b)); the black
graphs are the same as in the columns (c) of figures 5 and 6.
It should be remarked that the series in (59) have purely
formal meaning since, by the presence of the FTLE’s λq−q,
they involve the products of function ψ itself evaluated
over the negative semi-orbit of point x. Therefore, the
series for ψ(x) is an implicit expression but, nevertheless,
it can still be exploited to construct approximations.
2. Explicit Approximations
Depending on the FTLE magnitude of the orbit under
analysis, it is possible to consider finite truncations of
the series (59); for function ψ(x), this produces approx-
imated solutions with errors proportional to the maxi-
mum value of f ′ times the exponential factor of the first
discarded term. The fact that series (59) truncated at
the N − th term still requires to evaluate ψ itself at the
N pre-images of the target point x can be overtaken by
re-inserting recursively the N − 1 lower approximations.
It is then possible to show that such procedure coincides
exactly with the N -th truncation of the formal solution:
ψ(x) = f ′(y)− 1
f ′(y−1)− 1f ′(y−2)− 1
f′(y−3)− 1...
(60)
which can be obtained by reinserting the original evolu-
tion (29) into itself; this has the structure of a continued
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fraction, and by its truncations or, equivalently, of series
(59), the lowest order approximations are the same:
ψO(x, y) = f ′(y) ,
ψI(x, y) = f ′(y) − 1
f ′(f(y) − x) , (61)
ψII(x, y) = f ′(y) − 1
f ′(y−1) − 1f ′(y−2)
,
with y−1 = f(y) − x and y−2 = f(y−1) − y, as induced
by (2) (the mod 2pi for the CT map (5) can be dropped
since f ′ is already periodic). Notice that it is not possible
to obtain the next higher order approximation from the
previous ones, because the additional terms have to be
added at lower and lower denominators. In figure 11 we
compare the statistics of the splitting angle θ obtained
by second-order approximation ψII versus the exact dis-
tributions (already shown in figures 5 and 6): while the
result for K = 2pi (panel (b)) shows an excellent agree-
ment between the approximated (in orange) and the true
data (in black), for K = pi/2 (panel (a)) the two graphs
coincide only qualitatively and, in particular, the correct
shape of the distribution around θ = 0 is missing. This is
direct consequence of the much lower values of the FTLEs
for K = pi/2, which induce a much slower decay of the
weights in series (59); from the FTLE value, one could
infer a priori the need for higher order approximations.
V. CONCLUSIONS
By exploiting the connection between the left-invariant
curves and the covariant Lyapunov vectors forming the
Oseledets’ splitting, we first highlight a direct relation
between the one-step Lyapunov exponent and the slope
of the curves, which gives a nice interpretation of stability
through geometry, paralleling the FTLE calculation in
1D systems. Interestingly, the relation can be extended
to any invertible map of the plane. Through the analysis
of joint statistics for the one-step exponent, the curvature
and the splitting angle between stable/unstable curves,
we find definite relations connecting the three quantities
which suggest a precise picture: in the regions of phase-
space where the one-step exponent is larger and positive
(unstable), the curves are flat and the splitting angles
are bounded away from zero, that is, the system has a
locally hyperbolic structure. In particular, this leads to
detect very sharp relations between slopes and curvatures
which can be understood by expanding them as weighted
averages of the first and second derivatives of the map:
the leading terms of such series both depend on one of
the phase-space coordinates, completely explaining the
presence of sharp relations; on the other hand, the large
deviations from such average trends can be understood
by the rate of decay of the higher-order terms of those
same series, which, in turn, explicitly depends on the
magnitudes of the finite-time Lyapunov exponents.
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1. Mo¨bius evolution
To extend the evolutions (29) and (42) to any C2 map
Φ of the plane we make use of the homomorphism be-
tween the SL(2,R) group (in which any invertible Ja-
cobian matrix is included by normalisation) and the
Mo¨bius group of linear-fractional transformations. By
first rewriting evolution (21) for unit tangent vectors:
x˙n+1 ϕ˙n = Jn x˙n , (A.62)
we assume Jn invertible and x˙ as in definition (28):
Jn =
[
A B
C D
]
n
≡ ∂Φ
∂x
∣∣∣∣
xn
, x˙n =
σn√
1 + ψ2n
[
ψn
1
]
.
Then we get the corresponding evolutions for ψ and σ:
ψn+1 =
Anψn +Bn
Cnψn +Dn
, (A.63)
σn+1 = sign (Cnψn +Dn)σn . (A.64)
In this setting, the forward/backward FTLEs (λn0 )
± are:
(λn0 )
± = 1n
n−1∑
q=0
ln
∣∣Cqψ±q +Dq∣∣ → λ± , (A.65)
where the same arguments of section III are applied
to consider the FTLE in a reduced form. Notice that
now the slope values for which the one-step exponent
λ1n ≡ ln |Cnψn +Dn| is singular are again the horizontal
ones (ψ ≡ cot(α)→ ±∞) but no more the vertical ones;
instead, there are other special slopes:
ψn = −Dn
Cn
(A.66)
which induce local singularities of the one-step expo-
nents. Again, for regular maps, these are isolated along
the curves, thus harmless to the convergence of series
(A.65). By a procedure equivalent to III B, also evolu-
tion (42) for η = ψ˙/y˙ is extended to the general case:
ηn+1 =
1
γ3n
(
det(Jn)ηn +
(
an + bnψn + cnψ
2
n
))
(A.67)
with γn := (Cnψn +Dn) and the coefficients given by:
an = vn · (D∇B −B∇D)n ,
bn = vn · (D∇A−A∇D + C∇B −B∇C)n ,
cn = vn · (C∇A−A∇C)n ,
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and vn ≡ [ψn, 1]T , ∇ the gradient operator and ” · ” the
scalar product. The Lyapunov exponents for ψ and η are
then found by perturbing evolutions (A.63), (A.67) keep-
ing fixed all the orbit-dependent coefficients; this leads to
express λψ and λη by the two orbit’s exponents λ
+ ≥ λ−:
λ±ψ ≡ limn→±∞
1
n ln |δψn| = −(λ+ − λ−)
λ±η ≡ lim
n→±∞
1
n ln |δηn| = −(λ+ − λ−)∓ λ± (A.68)
The standard-like case corresponds to have γn = ψn
and λψ = −2λ+ , λη = −3λ+, while an = bn = 0,
cn = ψnf
′′
n . Conditions (A.68) imply that the conver-
gence of ψ only requires the that orbit exponents are
non-degenerate, λ− 6= λ+ for any sign of the exponents,
while for η three cases appears:
• λ− < 0 < λ+ (hyperbolic): the same non-
degeneracy condition λ− 6= λ+ is enough for η±;
• 0 < λ− < λ+ (purely expansive): this case requires
that 2λ− < λ+, otherwise only η+ converges ;
• λ− < λ+ < 0 (purely contractive): this case re-
quires that λ− < 2λ+, otherwise only η− converges;
the last two cases mean that, if both the tangent sub-
spaces are expanded/contracted, the deformations should
be “different enough” to have the convergence of both η±.
2. Billiards Analogy
Here we point out a suggestive analogy between the
evolution (29) for the manifolds’ slopes and the evolu-
tion of the curvature of a wave-front in a bidimensional
billiard; consider first the canonical set of coordinates
(x, p) ≡ (x, x− y) introduced in (3) and the correspond-
ing manifold’ slope ψˆ transformed according to:
ψˆ :=
p˙
x˙
= 1 − 1
ψ
. (A.69)
Notice that, if the time-period of the delta-kicks is set to
τ instead of unity, map (3) can be re-written in the form:(
p′
x′
)
=
(
p + τF (x)
x + τp + τ2F (x)
)
(A.70)
In the framework of canonical transformations, one may
consider a generating function S(x) and write down the
momentum p as its derivative with respect to x, so that:
p =
∂S
∂x
(x) ⇒ ψˆ = p˙
x˙
≡ ∂
2S
∂x2
(x) , (A.71)
and, interestingly, the manifold slope ψˆ corresponds to
the second derivative of the generating function S, so is
proportional to its curvature. The last step is to derive
the evolution for the slope ψˆ by e.g. equation (A.63), by
first writing the Jacobian matrix of map (A.70):
Jn =
(
1 τF ′(xn)
τ 1 + τ2F ′(xn)
)
, (A.72)
obtaining, after some simple re-adjustment:
ψˆn+1 =
1
τ +
1
ψˆn + τF ′(xn)
. (A.73)
Quite remarkably, evolution (A.73) exactly coincides
with the evolution27,28 of the curvature of a wave-front
at a point which freely propagates for a time τ after re-
flecting perpendicularly on a boundary with curvature
K = τ2F
′(x); by setting F (x) ≡ −V ′(x) for some choice
of kicked potential V (x), this becomes K = − τ2V ′′(x),
i.e. the boundary curvature is proportional to the cur-
vature of the potential function. We are not aware of
any interpretation of map (A.70) as billiard dynamics,
although the latter has an Hamiltonian description. It
should be noted that, in a billiard, τ is non-constant and
depends on the trajectory; instead, in the delta-kicked
model, τ is fixed, even if not chosen constant. A possi-
ble interpretation of such analogy may go like this: once
the potential V (x) is switched on, the momentum p is
istantaneously changed to p′ = p + τF (x); after that,
the point x propagates freely for a time τ at constant
speed p′. Parallel to this, one can imagine an associated
curve S(x) (the wave-front in the billiard or the gener-
ating function in the canonical picture) whose radius of
curvature is first scattered (by reflection or refraction)
through the potential curvature and then grows linearly
in time for a period τ . After a single cycle, such com-
pound evolution would correspond to (A.73). The con-
nection between manifolds’ slopes and the Hessian of the
generating function will be addressed in a future work.
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