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Fig. 1. Vision based remote HR measurement has various applications,
such as sleep and health monitoring, defection detection, and stress analysis.
While rPPG based HR measurement has shown promising
results under controlled conditions [5], [6], [7], [8], less-
constrained settings such as non-homogeneous illumination
and the movement of the human pose remaining challenges
in this context. At the same time, data driven methods,
especially deep learning methods, have shown great mod-
eling power and have achieved great success in many other
applications such as object detection [9], image classifica-
tion [10], as well as face recognition [11]. Several works have
successfully leveraged the strong modeling ability of deep
neural networks to the task of remote HR estimation [12],
[13], [14].
However, all existing methods predominantly focused on
learning a mapping function from the representation of
face videos to the ground-truth HR, and failed to take the
characteristics of rPPG based HR signal into consideration.
As stated in Fig. 2, rPPG signals can produce biased result
due to face movement and illumination lighting variations.
This biasness will introduce great noise and greatly influence
the learning producer. An automatic mechanism that can help
to remove these polluted HR signals is required.
To mitigate the aforementioned gap in this paper, we
propose an end-to-end approach for remote HR measure-
ment from faces utilizing a channel and spatial-temporal
attention mechanism. We first utilize the spatial-temporal
Abstract— In this work, we propose an end-to-end approach 
for robust remote heart rate (HR) measurement gleaned from 
facial videos. Specifically the approach is based on remote pho-
toplethysmography (rPPG), which constitutes a pulse triggered 
perceivable chromatic variation, sensed in RGB-face videos. 
Consequently, rPPGs can be affected in less-constrained set-
tings. To unpin the shortcoming, the proposed algorithm utilizes 
a spatio-temporal attention mechanism, which places focus on 
the salient features included in rPPG-signals. In addition, we 
propose an effective rPPG augmentation approach, generating 
multiple rPPG signals with varying HRs from a single face 
video. Experimental results on the public datasets VIPL-HR 
and MMSE-HR show that the proposed method outperforms 
state-of-the-art algorithms in remote HR estimation.
I. INTRODUCTION
Computer vision based human health monitoring has 
attracted increased research attention due to the benefits 
such monitoring techniques offer. Recently, remote rPPG 
technologies, which allow for non-intrusive, efficient and 
low-cost measurements of a plethora of fundamental health 
signs such as heart-rate, heart-rate variability, and respiration,
have shown great potentiality in many applications such as 
elderly care and mental state analysis [1], [2] (see Fig. 1).
The HR signal captured using rPPG technology is based 
on pulse-induced subtle color variations of human skin using 
RGB video data. Specifically, the pulsatile blood propagation
in the human cardiovascular system changes the blood vol-
ume in skin tissue. The oxygenated blood circulation leads to
fluctuations in the amount of hemoglobin molecules and pro-
teins thereby causing variations in the optical absorption and
scattering across the light spectrum [3], [4]. Such information
captured by visible cameras can be instrumental to identify 
the phase of the blood circulation based on minor changes
in skin reflections and hence among other the information of 
HR.
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Fig. 2. For remote HR estimation under less-constrained situations, the
estimated HR signal from a face video is highly influenced by various
conditions such as head movements, illumination changes, etc. Such noises
in the extracted HR signal (indicated with red rectangles) will lead to poor
HR estimation accuracy. If the HR estimator can focus on the stable part
of the signal, the HR estimation accuracy can be improved.
map proposed in [13] to get the effective representation of
the HR signals from face videos. Then all spatial-temporal
maps are utilized for training the HR estimator based on the
attention mechanism. With the attention mechanism, we are
able to filter the salient features in video sequences and hence
learn a rich representation targeted to extract the substantial
visual characteristics of rPPG-based for HR measurement.
At the same time, in order to overcome the limitation of the
training database size, we further propose an effective data
augmentation method specifically designed for face video
based remote HR estimation.
The main contributions of this work are three-fold: i)
we propose a novel channel and spatial-temporal attention
mechanism for the robust HR estimator to focus on the
informative part of the video; ii) we design a novel data
augmentation method to overcome the limitation of training
data; and iii) we achieve the state-of-the-art performance on
the public domain databases (VIPL-HR and MMSE-HR).
II. RELATED WORK
In this section, we briefly review existing works on remote
HR estimation and deep representation learning utilizing
attention.
A. rPPG-based HR Estimation
The possibility of performing PPG analysis from videos
captured with commodity cameras was firstly proposed by
Verkruysse et al. [15]. In recent years, tremendous progress
has been made in improving the robustness of rPPG based
HR measurement, which can be grouped in three main cate-
gories: (a) blind signal separation (BSS) based methods, (b)
optical model based methods, and (c) data-driven methods.
Blind signal separation (BSS) based methods were firstly
introduced by Poh et al. [5], [6] and employ independent
component analysis (ICA) to temporally filter red, green,
and blue (RGB) color channel signals to seek for heartbeat-
related signal, which they assumed is one of the sepa-
rated independent components. In a following work [16],
a patch-level-based HR signal calculation using ICA was
performed and achieved the state-of-the-art result on the
public MAHNOB-HCI HR measurement database [17].
Optical model based methods focus on leveraging the prior
knowledge of the skin optical model to perform remote HR
estimation. Haan and Jeanne [18] firstly proposed a skin
optical model considering different color channels under the
motion condition and computed a chrominance signal using
the combination of RGB signals to reduce the motion noise.
In a later work of [8], pixel-wise chrominance features are
computed and used for HR estimation. A detailed discussion
of different skin optical model used for rPPG-based HR
estimation was summarized in [19], and the authors also
proposed a new projection method for the original RGB sig-
nals in order to extract better HR signals. In [20], Niu et al.
further improved the chrominance feature representation [18]
to perform continuous HR estimation.
Data-driven methods aim at leveraging big training data
to perform remote HR estimation. Tulyakov et al. [21]
divided the face into multiple regions of interest (ROI) to
obtain a matrix of temporal representation and used a matrix
completion approach to purify the HR signals. Hsu et al. [14]
generated time-frequency maps from different color signals
and used them to learn an HR estimator. Although the exist-
ing data-driven approaches attempted to build HR estimator
via learning, they failed to build an end-to-end estimator.
Besides, the features they used remain hand-crafted, which
may not be optimum for the HR estimation task. In [12],
Niu et al. proposed a general-to-specific learning strategy
to obtain a HR signal representation encoding both spatial
and temporal cues, and solved the problem of insufficient
training data.
B. Representation Learning Utilizing Attention
Attention is a pertinent mechanism in human percep-
tion [22]. It has been shown that the human visual system is
able to sense the general information of a scene by combin-
ing several glimpses of areas, instead of processing the whole
scene at once [23]. Recently, great efforts have been made
to utilize such a similar attention mechanism in different
computer vision tasks, such as image classification [24], [25],
[26], and object detection [24]. In this context, attention aims
to discover the most informative parts of an image, which
are then processed in detail.
Spatial attention is the most widely used attention mech-
anism. Mnih et al. [27] proposed an attention algorithm
for automatically selecting a sequence of regions that will
be processed in detail. Chen et al. [28] applied attention
mechanism to softly weigh features of different scales, and
achieved the best performance in pixel-level classification
tasks such as image segmentation. Wang et al. [25] proposed
the Residual Attention Network, which is an hourglass style
module, inserted into a deep residual network. This network
can generate an attention map covering every pixel location
and perform well in image classification.
Deviating from spatial attention, more recent methods
focus on channel-wise attention. Hu et al. [26] proposed
a Squeeze-and-Excitation module for modeling channel-wise
relationships and enhancing the feature representation ability.
Woo et al. [24] considered jointly spatial attention and
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Fig. 4. An illustration of the spatial-temporal map generation procedure that was proposed in [13].
channel-wise attention and proposed a convolutional block
attention module (CBAM) for generating visual features.
While a number of attention based feature learning meth-
ods are available, their effective in handling very weak visual
signal such as HR is not known.
III. PROPOSED APPROACH
In the section we proceed to describe the proposed spatial-
temporal map generation with attention mechanism, the
network architecture, and data augmentation.
A. Spatial-temporal Map Generation
The spatial-temporal map was firstly introduced by Niu
et al. [13] for representing the HR signals of a short video
clip. As illustrated in [13], Niu et al. first utilized the face
detector provided by the open source SeetaFace1 to obtain
the face location and 81 facial landmarks. A moving average
filter was applied to the 81 landmark points to get more stable
landmark localization across video frames. After that, face
alignment was performed based on the two eye centers. The
bounding box with the size of w × 1.2h was defined using
the horizontal distance w between the outer cheek border
points and the vertical distance h between chin location and
eye center points. Skin segmentation was then applied to the
pre-defined ROI to remove the non-face area such as the eye
region and the background area.
1https://github.com/seetaface/SeetaFaceEngine
After the face was aligned and cropped from every frame,
the face images were then divided into n grids and trans-
formed to YUV color space. The average of the pixel values
of each grid was calculated, and then concatenated into a
sequence of T for C channels. The n grids were directly
placed into rows, and the final spatial-temporal map was
in the size of n × T × C. A detailed spatial-temporal map
generation producer is illustrated in Fig. 4.
B. Network Architecture
Our proposed network architecture is shown in Fig. 3. We
firstly generate small video clips sampled from the origi-
nal video using a fixed sliding window. Then, the spatial-
temporal feature maps of each video clip are computed,
and the data augmentation method is applied. We use the
augmented spatial-temporal feature maps M1,M2, · · · ,Mt
as the input of the network to estimate the HR per video
clip. The convolutional layers are based on ResNet-18 [29].
The ResNet-18 architecture includes four blocks comprising
convolutional layers and a residual link, one convolutional
layer, and one fully connected layer for the final results
prediction. The feature map of each convolution output
in each block goes through the channel attention blocks
followed by spatial-temporal attention sequentially. Next, fed
into the fully connected layer to regress the HR.
The output of the network for each spatial-temporal map
is a single HR value hr1, hr2, · · · , hrt regressed by the
Fig. 5. An illustration of channel attention module (top) and the spatial-temporal attention module (bottom).
fully connected layer and then mean pooled to get the final
estimated HR per video. L1 losses are used for measuring
the residual between the estimated HR (HRest) and ground
truth HR (HRgt).
C. Channel and Spatial-temporal Attention
The information that is expected to be used by rPPG based
HR measurement is the color variation of the face in the cap-
tured video. However, illumination variation, occlusion, head
movement can act as a noise and affect the precise signal.
In an attempt to overcome these noises, previous methods
typically rely heavily on pre-processing methods such as
skin segmentation and ROI selection algorithms. However,
these pre-processing techniques might not be sufficient to
mitigate the effect of the noises. Therefore, in our end-
to-end learning model, we propose a HR estimator based
on the channel and spatial-temporal attention mechanism.
Specifically, we add an attention module to the input spatial-
temporal maps in both spatial and channel dimensions (in-
spired by CBAM [24]) to filter out the channel and spatial
level salient information from the captured data.
Specifically, we first apply the channel attention module,
which determines the pertinent channel in the convolution
output of the input feature map. Accordingly, the output of
the input feature map from the convolution is passed through
global max pooling and global average pooling respectively.
Two different spatial context descriptors are then generated:
Fmax and Favg , which denote max-pooled features and
average-pooled features, respectively. Then we forward these
two descriptors to a shared network composed of multi-layer
perception (MLP) to produce the channel attention map Mc.
The output feature of MLP is subjected to an element-wise
addition operation, and then a sigmoid activation operation is
performed to generate the final channel attention feature map.
The channel attention feature map and input feature map
are subjected to an element-wise multiplication operations
to obtain the input features for the spatial attention module
i.e the channel refine feature.
Spatial attention module reveals the pertinent spatial part
from the input. We firstly apply both max pooling and
average pooling operations across the channels refined fea-
ture to generate two 2D maps. Then we concatenate and
convolve these two maps to produce a 2D spacial attention
map Ms. A sigmoid function is used here as the activation
function. Finally, the spatial attention map is multiplied with
the input features of this module to obtain the final refined
feature representation of the HR signal. Figure 5 illustrates
the process of the channel attention module and the spatial-
temporal attention module respectively.
The overall processing of our attention based representa-
tion learning can be summarized as:
F ′n = Mc(Fn)⊗ Fn,
F ′′n = Ms(Fn)⊗ F ′n,




where Fn denotes the input feature map of the convolutional
block, and ⊗ denotes element-wise multiplication. During
multiplication, the attention feature map values are broad-
casted accordingly: channel attention values are broadcasted
along the spatial dimension, and vice versa. Fn is the final
refined output. The sum of Fn and Fn would be the output
of this convolutional block, which is then passed to the next
convolutional block.
D. Data Augmentation
Existing databases are usually of limited sizes (less than
100 subjects) accompanied by unbalanced data (w.r.t. the HR
distribution). However, the normal human HR distribution
ranges from 60 to 135 bpm2. To tackle the above challenges
of lacking data, we propose an effective data augmentation
2https://en.wikipedia.org/wiki/Heart_rate
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Fig. 6. An example of HR video augmentation by the proposed approach. The middle row is the original video sequence with a ground-truth HR of 89
bpm. The top row illustrates a temporally down-sampled video sequence with a sampling rate of 0.67 and thus with an increased HR of 133 bpm. The
bottom row is a temporally up-sampled video sequence with a sampling rate of 1.5 and thus a decreased HR of 71.2 bpm.









































Fig. 7. The ground-truth HR distribution (top) and the augmented HR
distribution (bottom) of the VIPL-HR database [13].
approach which samples an original video and can generate
multiple spatial-temporal maps with varying HRs.
Since the heart rate is estimated by determining the fre-
quency of the color changes in the face video, we first change
the color frequency of one video by either down-sampling
or up-sampling frames from the original video sequence,
leading to new video clips with high / low HRs w.r.t. to the
original video. An example of the data augmentation process
is in Fig. 7. Then we generated the spatial-temporal maps for
the augmented video clips and use all these spatial-temporal
maps for training.
By adopting the proposed augmentation technique we
do not perform the data augmentation in the image space;
instead, we perform it on the spatial-temporal space since
it preserves the HRs distribution. We observed the statis-
tic of the ground-turth HRs of the large scale VIPL-HR
database [13], and find that the majority of the data is
associated to the ground-truth HRs ranging from 74 bpm
to 136 bpm, with a small fraction of data having a ground-
truth HR smaller than 74 bpm or larger than 136 bpm (see
Fig. 7).
Based on this observation, we perform the following
operations for augmenting the original data. The videos for
which the ground-truth HRs range between 60 bpm and 110
bpm, we first perform the down-sampling processing with a
sampling rate of 0.67 (e.g., sampling a 300-frame video using
450 video frames), and then generate the spatial map from
the sampled video. The respective HR is then calculated as
1.5 times the original HR since the sampled video is treated
as a normal video when training, and the frame rate of the
sampled video is 1.5 times the normal one. Following the
same idea, we then perform the up-sampling processing on
the videos with a ground-truth HRs range between between
70 bpm and 85 bpm. The sampling rate is 1.5 (e.g., we
first select 200 frames per video to generate the spatial map,
and then resize the temporal demision of the spatial-temporal
map to 300.), and the corresponding HR is thus decreased
to 0.67 times the original HR.
Thereby we change the relevant data proportionally. An
illustration of the data augmentation can be found in Fig. 6,
and the HR distributions of VIPL-HR database [13] before
and after our data augmentation can be found in Fig. 6. From
the figure we can see that such a data augmentation method
allows us to obtain a more diverse dataset with wide HR
distribution covering both low and high HRs, thus balance
the HR distribution.
IV. EXPERIMENTAL RESULTS
A. Datasets and Settings
In this paper, we choose the widely used public domain
MMSE-HR database [21], as well as the newly proposed
large-scale less-constrained VIPL-HR database [13] for e-
valuation. Details about these databases are summarized in
Table I. The ground truth HRs associated to the VIPL-HR
database are calculated as the average HR for the whole
video. For the MMSE-HR database, the ground truth HRs
have been computed from electrocardiography (ECG) signals
provided in the database using the OSET ECG Toolbox3.
3http://www.oset.ir
TABLE I
A SUMMARY OF THE FACE VIDEO DATABASES USED FOR REMOTE HR
MEASUREMENT IN OUR EXPEIRMENTS.
No. Subj. No. Vids. Video Protocol
Length
MMSE-HR [21] 40 102 30s cross-database
VIPL-HR [13] 107 2,378 30s five-fold
Different evaluations have been proposed for HR estima-
tion methods, such as the mean, standard deviation (HRme
and HRstd) of the HR error, the mean absolute HR error
(HRmae), the root mean squared HR error (HRrmse), the
mean of error rate percentage (HRmer), and associated
Pearson’s correlation coefficients r [7], [21]. In this paper,
we apply named evaluation metrics for experiments on both,
the VIPL-HR databases and the MMSE-HR database.
Both intra-database testing and cross-database testing are
conducted to evaluate the effectiveness of the proposed
method. For the intra-database testing, since the VIPL-HR
database is sufficiently large for training an HR estimator,
we perform a participant independent validation on VIPL-
HR database. Specifically 1, 923 videos of 85 subjects are
used for training and the other 455 videos of 22 subjects
are used for testing. This results in 62, 717 original spatial-
temporal maps for training and further augment the number
of spatial-temporal maps to 129, 105. For the cross-database
testing, we first train our model on the augmented VIPL-HR
database, and then directly test the results on the MMSE-HR
database. All the 102 videos in the MMSE-HR database are
involved for cross-database testing. A sliding window size
of 300 frames were employed for both datasets for spatial-
temporal maps generation, and the HR estimation of each
video is calculated as the average of the prediction results of
all the clip sequences.
For the proposed approach, we use a face rectangle ROI
of 200×200, and divide it into 5×5 blocks. A random mask
strategy proposed in [13] is applied to improve the general
ability of the HR estimator to the situations where it failing
detecting faces.
The model is implemented based on the PyTorch4 frame-
work. The number of maximum iteration epochs employed
is 50, and the batch size is 100. We first use the augmented
dataset to train the network without attention mechanism
using the Adam solver [30] with an initial learning rate of
0.001. Then we use it as the pretrained model to train the
channel and spatial-temporal attention CNN model and reset
the initial learning rate to 0.0015.
B. Intra-database Testing
We first perform the intra-database testing on the VIPL-
HR database [13]. Several state-of-the-art methods, includ-
ing the hand-crafted methods (De Haan and Jeanne [18]
and Wang et al. [19]) and data-driven methods (Tulyakov
et al. [21], Niu et al. [13]) are taken into consideration for
4https://pytorch.org/






















































Fig. 8. The Bland-Altman plots for the results predicted using Niu2018 [13]
(top) and the proposed method (bottom) for intra-database testing on the
VIPL-HR database.




















Fig. 9. Comparison of the HR estimation error distributions of the proposed
approach and Niu2018 [13].
state-of-the-art comaprision. The results corresponding to the
works of De Haan and Jeanne [18], Tulyakov et al. [21],
Wang et al. [19], Niu et al. [13] are taken from [13]. All
the related results are shown in Table II.
From the results, we can observe that the proposed
method achieves promising results on all evaluation met-
rics. The proposed method achieves the best results of
HRstd, HRmae, HRrmse and HRmer, which outperforms
not only the hand-crafted methods, but also the data-driven
methods. In addition, we achieve a promising Pearson’s
correlation coefficients r, indicating the good consistency
between the ground truth and the predicted HR. All these
results indicate that our method is very effective and per-
forms well on the less-constrained settings of the VIPL-HR
database and thus reflect the success of the proposed attention
model.
We use the Bland-Altman plot (see Fig. 8) to further
evaluate the correspondence between ground-truth HR and
the predicted HR. The results suggest that the proposed
attention mechanism, as well as the data augmentation strat-
egy contribute to a better consistency and smaller standard
deviation in challenging less-constraint settings.
We also present the statistics of the predicted errors for
all the videos in Fig. 9. From the results we can see that
most videos (80%) are predicted with an error less than 5
bpm, while the percentage of Niu et al. [13] is 76%. These
results indicate that our method is very effective for remote
HR estimation under the less-constrained situations.
TABLE II
THE INTRA-DATABASE TESTING RESULTS OF HR ESTIMATION ON COLOR FACE VIDEOS ON VIPL-HR DATABASE.
Method HRme HRsd HRmae HRrmse HRmer r(bpm) (bpm) (bpm) (bpm)
Haan2013 [18] 7.63 15.1 11.4 16.9 17.8% 0.28
Tulyakov2016 [21] 10.8 18.0 15.9 21.0 26.7% 0.11
Wang2017 [19] 7.87 15.3 11.5 17.2 18.5% 0.30
Niu2018 (ResNet-18) [13] 1.02 8.88 5.79 8.94 7.38% 0.73
ResNet-18 + DA∗ -0.08 8.14 5.58 8.14 6.91% 0.63
Proposed -0.16 7.99 5.40 7.99 6.70% 0.66
∗DA stands for data augmentation;






















































Fig. 10. The Bland-Altman plots for the results predicted using Ni-
u2018 [13] (top) and the proposed method (bottom) for cross-database
testing on the MMSE-HR database.
C. Cross-database Testing
The cross-database experiments are then conducted based
on the VIPL-HR and MMSE-HR databases. Specifically, the
VIPL-HR database is used for training and all videos in the
MMSE-HR database are directly used for testing. Following
the testing protocol in Niu et al. [13], HRmae is not used
for evaluation. The baseline methods we use for comparisons
are from Li et al. [7], Haan et al. [18], Tulyakov et al. [21]
and Niu et al. [13], and the results are taken from [13]. All
results are summarized in Table III.
From the results, we can see that the proposed method
achieves a promising performance with an HRrmse of 10.10
bpm, even when we directly test our VIPL-HR pre-trained
model on MMSE-HR. We also present the Bland-Altman
plots [31] for the results of cross-validation on the MMSE-
HR database in Fig. 10, and we illustrate additionally the
results of Niu et al. [13] for comparison. We can see that
our method achieves a good consistency under the unseen
conditions. These results indicate that the proposed network
has good generalization ability to unseen scenarios with the
help of the diverse information contained in VIPL-HR.
D. Ablation Study
We also perform the ablation study of our proposed
method. Our work is based on the method of [13] with two
key components different from [13]: the data augmentation
strategy and the spatial-temporal attention mechanism. We
TABLE III
THE RESULTS OF AVERAGE HR ESTIMATION PER VIDEO USING
DIFFERENT METHODS ON THE MMSE-HR DATABASE.
Method HRme HRsd HRrmse HRmer r(bpm) (bpm) (bpm)
Li2014 [7] 11.56 20.02 19.95 14.64% 0.38
Haan2013 [18] 9.41 14.08 13.97 12.22% 0.55
Tulyakov2016 [21] 7.61 12.24 11.37 10.84% 0.71
Niu2018 [13] -2.26 10.39 10.58 5.35% 0.69
Proposed -3.10 9.66 10.10 6.61% 0.64
remove these two key modules step by step to verify their
effectiveness for HR estimation on the VIPL-HR database.
All the results can also be found in Table II.
We firstly remove the spatial-temporal attention module
and directly train our model using ResNet-18 on the aug-
mented dataset. From Table II we can see that the HR
estimation error is increased from a HRrmse of 7.99 bpm
to 8.14 bpm. The difference looks not that big. This is
because not all face videos in the VIPL-HR database contain
such kind of noises. To better illustrate the effectiveness
of our attention module in reducing the influence of noise,
we further calculate the results under the head movement
scenario of the VIPL-HR, in which big head movements
during talking are expected to bring more noises to HR
spatial-temporal maps. The HRrmse of the proposed method
is 7.85 bpm while the HRrmse without using the attention
module is 8.27 bpm. The results suggest that the proposed
spatial-temporal attention module does improve the HR
measurement robustness under less-constrained scenarios.
We further remove the data augmentation module and
directly train our model on the VIPL-HR database using
ResNet-18, which has been applied in [13]. The HRrmse
is further increased to 8.94 bpm, indicating that our data
augmentation strategy is very effective for training the HR
estimator. In order to further illustrate the effectiveness of our
data augmentation, we calculate the HRrmse for videos with
ground-truth HRs in different HR ranges, and the statistical
results can be found in Fig. 11. We can see that with our
data augmentation, the prediction errors of the videos with



















Fig. 11. The estimation error (HRrmse) of videos with ground-truth
HRs in different HR ranges for the method with and without our data
augmentation module.
unusual ground-truth HRs (ground-truth HR larger than 105
bpm) are reduced by a large margin. These results indicate
that our data augmentation could effectively augmented to
the unusual ground-truth situations and solve the problem of
imbalance.
V. CONCLUSIONS AND FUTURE WORK
HR is a pertinent for the related plethora applications
such as health monitoring, press analysis and defection
detection. While both, contact and non-contact HR measure-
ment methodologies are available, in this work, considering
the convenience of remote measurement, we proposed an
end-to-end approach for HR estimation, which is robust to
unconstrained scenarios. In order to capture substantial visual
characteristics of HR from unconstrained face videos, we
propose an end-to-end learning network based on channel
and spatial-temporal attention. At the same time, we also
design an effective video augmentation method to overcome
the limitation of training data. Experimental results on the
VIPL-HR and MMSE-HR datasets show the effectiveness of
the proposed method. Future work includes the expansion of
the work onto continuous HR measurement. Additionally,
remote measurement of further physical signals, such as
breath rate, as well as heart rate variability, will be studied.
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