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La generacio´n de ima´genes fotorrealistas es un campo muy complejo, el cual
es tratado por la informa´tica gra´fica. La dificultad del problema radica en que
para generarlas es necesario la simulacio´n f´ısicamente correcta de todas las posibles
interacciones de la luz con el medio.
Las te´cnicas ma´s utilizadas son las basadas en me´todos estoca´sticos, pero debido
a su comportamiento aleatorio generan ruido en la imagen final. Dicho ruido es
visible principalmente en aquellas zonas perceptualmente suaves y para eliminarlo son
necesarios procesos de ca´lculo que pueden llegar a ser muy largos.
Se presenta en este trabajo un me´todo distinto basado en te´cnicas de cuadratura
cuya convergencia es mejor que la de los me´todos estoca´sticos en zonas con iluminacio´n
suave. Dicho me´todo funciona de una manera determinista utilizando un esquema
adaptativo, el cual le permite distribuir el trabajo hacia aquellas zonas de mayor
dificultad (dada una estimacio´n del error de la escena) reduciendo el tiempo de ca´lculo
y/o incrementando la precisio´n. Para ello se utiliza una estructura de datos optimizada
para este problema que minimiza el tiempo de co´mputo.
Finalmente se estudiara´ la utilizacio´n de un me´todo h´ıbrido entre la aproximacio´n
estoca´stica y el me´todo propuesto que busca aprovechar las ventajas de cada uno y
combinarlas.
Todo ello sera´ integrado sobre la arquitectura del software de renderizado Mitsuba
y validado frente a una te´cnica establecida como esta´ndar llamada Path Tracer
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1.1. Objetivo, alcance y contexto del proyecto
La simulacio´n de iluminacio´n global consiste en el ca´lculo f´ısicamente correcto de
todas las posibles interacciones de la luz con el medio.
Aunque nuevos me´todos han sido desarrollados para su ca´lculo, lidiar con el
ruido aleatorio de los me´todos estoca´sticos sigue siendo un tema pendiente. Muchas
propuestas han sido planteadas, las cuales principalmente se basan en la reduccio´n de
la varianza propia de la aleatoriedad, o en la realizacio´n de filtrados posteriores sobre
el resultado final. En este trabajo se propone una nueva te´cnica determinista, la cual
no genera el ruido resultado de las te´cnicas estoca´sticas.
Figura 1.1: Ejemplo del ruido aleatorio generado por un me´todo estoca´stico en
una escena cuya iluminacio´n es perceptualmente suave debido a su incapacidad de
aproximar correctamente funciones con un componente suave.
El objetivo de este trabajo es obtener un me´todo alternativo que converja mejor en
zonas con iluminacio´n donde las te´cnicas estoca´sticas encuentran un mayor problema
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mediante la resolucio´n anal´ıtica de la integral que modela el transporte de luz mediante
el uso de te´cnicas de cuadratura.
El problema de las te´cnicas de cuadratura respecto a Monte Carlo es la memoria
que necesitan debido a la maldicio´n de la dimensionalidad, la cual expone que conforme
aumentan las dimensiones de la integral a aproximar, el nu´mero de muestras necesarias
crece exponencialmente. Ello muestra el principal problema de su utilizacio´n. Por tanto,
si se quiere obtener una nueva te´cnica que rivalice, es necesaria una gestio´n de memoria
correcta y eficiente, pero al mismo tiempo se necesitan que los ca´lculos sean lo ma´s
ra´pidos posibles, dado que la te´cnica con la se comparara´ se encuentra muy optimizada.
Finalmente, para su utilizacio´n se integrara´ en un software de renderizado utilizado
frecuentemente en investigacio´n, compara´ndolo con un me´todo establecido como
esta´ndar y mostrando como se ha conseguido mejorar sus resultados.
El alcance de este proyecto incluye:
• Disen˜o de un me´todo para aproximar la integral del transporte de luz mediante
te´cnicas de cuadratura.
• Desarrollo de una estimacio´n del error cometido en la aproximacio´n con las
te´cnicas de cuadratura y una estimacio´n de las discontinuidades por dimensio´n.
• Creacio´n de un esquema adaptativo que permita centrar el trabajo en aquellas
zonas ma´s complejas, reduciendo el tiempo de ca´lculo y/o incrementando la
precisio´n.
• Desarrollo de un me´todo h´ıbrido estoca´stico y anal´ıtico.
• Integracio´n del nuevo me´todo en un software de renderizado utilizado en la
investigacio´n.
• Comparacio´n de los resultados obtenidos con un me´todo establecido como
esta´ndar.
1.2. Organizacio´n del proyecto
Primero se explicara´ el marco teo´rico necesario para comprender el trabajo en el
Cap´ıtulo 2. En el Cap´ıtulo 3 se comentara´n trabajos que tienen relacio´n con este
proyecto debido a que han influido en e´l, dado que han aportado conocimiento, o
porque tratan el mismo tema desde otras perspectivas. Posteriormente , en el Cap´ıtulo
4 se explicara´ en profundidad la idea del nuevo me´todo, consistiendo en la forma
de calcular la integral n-dimensional que modela el transporte de luz, los diferentes
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estimadores utilizados, la generacio´n de la imagen, el esquema adaptativo y finalmente
el me´todo h´ıbrido. En el Cap´ıtulo 5 se hablara´ del software donde se ha integrado
y de su implementacio´n en e´l, as´ı como de los problemas y las decisiones que se
han tomado durante esa etapa incluyendo la gestio´n de memoria y la estructura de
datos utilizada. Finalmente, en el Cap´ıtulo 6 se mostrara´n los resultados del nuevo
me´todo compara´ndolo con un esta´ndar para validarlo y finalmente, en el Cap´ıtulo 7
se expondra´n las conclusiones dados los resultados, el trabajo futuro y la planificacio´n
del proyecto.
1.3. Planificacio´n
Durante los 9 meses aproximados de duracio´n de este proyecto, el trabajo se ha
divido en las tareas mostradas en la figura 1.2, la cual expresa la evolucio´n temporal
de este proyecto desde que se inicio´ en Octubre de 2017 hasta que finalizo´ en Junio de
2018.





En este cap´ıtulo se describen varios conceptos tanto teo´ricos como pra´cticos que
se utilizan a lo largo de este trabajo. La intencio´n de este cap´ıtulo es la de hacer de
este documento un conjunto de informacio´n autocontenida. Sin embargo, explicar en
detalle cada concepto ser´ıa demasiado extenso. Por ello, se explican los fundamentos
de cada concepto que se consideran suficientes y necesarios para sustentar la teor´ıa de
este proyecto.
2.1. Transporte de luz
La simulacio´n del transporte de luz funciona de manera ana´loga a la fotograf´ıa. Las
ima´genes se generan calculando la radiancia incidente en un sensor virtual proveniente
de la escena. Para ello hay que calcular las posibles interacciones de la luz desde que
es emitida por las fuente de luz hasta que llega al sensor.
2.1.1. Ecuacio´n de Render
La fo´rmula que calcula la radiancia es la Ecuacio´n de Render [Kaj86], la cual
formula que la radiancia que llega a un punto desde una direccio´n es la radiancia
emitida ma´s la radiancia reflejada proveniente de todas las direcciones en la hemiesfera
orientada con la normal de la superficie.
Lo(x, ω0) = Le(x, ω0) +
∫
Ω
fr(x, ωi, ωo)Li(x, ωi)(ωi · n)dωi (2.1)
siendo:
− Lo(x, ω0) es la radiancia emitida desde x hacia ω0.
− x es la posicio´n en el espacio.
− ωo es la direccio´n de la radiancia saliente.
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− Le(x, ω0) es la radiancia emitida desde el punto x en la direccio´n ω0.
− Ω es la hemiesfera de radio unidad centrada alrededor de la normal de la
superficie.
− ωi es la direccio´n negada de la radiancia incidente.
− fr(x, ωi, ωo) (Bidireccional Reflectance Distribution Function) es una funcio´n que
define co´mo se refleja la luz en una superficie dadas la direccio´n incidente ωi y la
de salida ω0.
− Li(x, ωi) es la radiancia que llega al punto x dada una direccio´n ωi.
− n es la normal de la superficie.
− ωi · n es la ley del coseno de Lamberg1. Tambie´n puede escribirse como cos(θi)
Figura 2.1: Feno´meno descrito en la ecuacio´n de render: Radiancia que llega al sensor
desde un punto x proveniente de la direccio´n wi
a
aUsada con permiso de Graphics and Imaging Lab
Se ha omitido por simplicidad la parametrizacio´n en la ecuacio´n 2.1 que modela la
longitud de onda y el instante de tiempo. Esta formulacio´n del transporte de luz es
recursiva, dado que la evaluacio´n de Li vuelve a ser la Ecuacio´n de Render. Un ejemplo
es la figura 2.2
2.1.2. Path Integral
Otra forma de formular el transporte de luz es mediante la Path Integral [Vea97],
la cual modela que la radiancia incidente en el sensor es el total de las contribuciones
1La ley de Lamberg determina que la iluminacio´n producida por una fuente de luz sobre una
superficie es directamente proporcional a la intensidad de la fuente y al coseno del a´ngulo que forma
la normal a la superficie con la direccio´n de la radiancia entrante.
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Figura 2.2: Ejemplo de la recursividad que se da en la Ecuacio´n de Render para el
ca´lculo del transporte de luz. Notese´ como en los puntos x1 y x2 se necesita calcular la
radiancia provenientes de todas las direcciones representadas con las flechas verdes a
aUsada con permiso de Graphics and Imaging Lab







− Ω es el conjunto de todos los posibles caminos de cualquier longitud que
contribuyen y que van desde una fuente de luz hasta el sensor.
− fj es la Measurement Contribution Equation la cual designa la contribucio´n de
cada camino.
− µ representa el espacio de caminos, el cual puede representarse como una
secuencia de nu´meros en el intervalo [0.,1]
La contribucio´n fj(x) de un camino lumı´nico x se calcula, dados unos ve´rtices
x0, x1, ..xn donde la luz ha tenido interaccio´n con el medio, de la siguiente manera:








− Le es la radiancia emitida por la fuente de luz.
− G(xi ↔ xi+1) es la atenuacio´n entre dos ve´rtices debido a la distancia entre ellos
y al te´rmino geome´trico.
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− ρ(xi) es la BSDF, la cual modela como se refleja la luz en la superficie dada por
el ve´rtice.
− We(xk) es la respuesta del sensor ante la radiancia incidente.
Figura 2.3: Ejemplo de como es la atenuacio´n en un camino de cuatro ve´rtices desde
el sensor hasta una fuente lumı´nica.
Por tanto se puede eliminar la recursividad de la Ecuacio´n de Render (2.1.1) debido
a que ahora solo se calcula la radiancia en un camino. Por tanto, si se itera sobre el
total de caminos, se puede seguir calculando la radiancia total de la escena.
Debido a su formulacio´n, dependiendo de cuantas interacciones se modelen con la
Path Integral (2.2), se ira´n incrementando las dimensiones de la integral.
Figura 2.4: Ejemplo donde la recursividad se ha eliminado , debido a que ahora la
contribucio´n final solo es calculada para el camino definido por x0.x1, x2, x4
a
aUsada con permiso de Graphics and Imaging Lab
2.1.3. BSDF - Bidirectional scattering distribution function
La funcio´n bidireccional de distribucio´n de la dispersio´n o BSDF (por sus siglas
en ingles) es una funcio´n que define como la luz se refleja en una superficie opaca
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dadas una direccio´n entrante y una direccio´n saliente, lo cual define la apariencia de
la misma. Para que sea f´ısicamente correcta debe cumplir el principio de conservacio´n
de la energ´ıa, es decir, la energ´ıa saliente debe de ser igual o menor que la energ´ıa
incidente.
En funcio´n de como se distribuye la energ´ıa, se habla de BSDF difusas cuando la
energ´ıa se distribuye uniformemente en todas las direcciones, o especulares cuando la
energ´ıa se concentra alrededor de la direccio´n de salida. Un ejemplo del comportamiento
de las diferentes BSDF es la figura 2.5.
(a) Difuso puro. (b) Brillante o glossy. (c) Especular perfecto
Figura 2.5: Ejemplo de los diferentes tipos de BSDF.
2.2. Interpolacio´n polino´mica
La interpolacio´n mediante polinomios consiste en la obtencio´n del polinomio de
menor grado posible que pasa por un conjunto de puntos dados.
Figura 2.6: Ejemplo de la idea: dados los puntos rojos se obtiene un polinomio que
pasa por ellos.
Dependiendo del grado de dicho polinomio, se necesitara´n ma´s o menos puntos para
obtenerlo. Se utiliza principalmente cuando se tiene una funcio´n de la cual se conocen
varios puntos y se necesita aproximar los valores que toma fuera de dichos puntos.
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2.3. Integracio´n nume´rica
La integracio´n nume´rica consiste en una serie de algoritmos utilizados para calcular
el valor nume´rico de una integral definida. Es tambie´n utilizado el te´rmino cuadratura
nume´rica (o simplemente cuadratura) para referirse de igual manera a la integracio´n
nume´rica, y aunque habitualmente se utiliza en el caso de integrales de una u´nica
dimensio´n, tambie´n se utiliza para referirse en algunos casos a integrales de ma´s
dimensiones.
2.3.1. Te´cnicas de cuadratura
Cuando la integral que se pretende calcular no tiene expresio´n anal´ıtica se utilizan
las te´cnicas de cuadratura, las cuales son me´todos de integracio´n nume´rica que pueden
ser descritos generalmente como una combinacio´n de evaluaciones del integrando para
obtener una aproximacio´n a la integral.
∫ b
a




donde N , wi y xi son para´metros dependientes de la te´cnica.
Hay una extensa familia de me´todos que se basan en aproximar la funcio´n a integrar
f(x) por otra funcio´n g(x) de la cual se conoce la integral exacta. La funcio´n que
sustituye a la original se encuentra mediante interpolacio´n polino´mica de forma que en
un cierto nu´mero de puntos tenga el mismo valor que la original.
La interpolacio´n con polinomios evaluados en puntos equidistantes en [a, b] da las
fo´rmulas de Newton-Cotes. Son ejemplos de ellas la regla del punto medio (polinomio
interpolador de grado 0, utiliza un punto), regla del trapecio (polinomio interpolador
de grado 1, utiliza dos puntos) o la regla de Simpson (polinomio interpolador de grado
2, utiliza tres puntos) Un ejemplo se encuentra en la figura 2.7.
2.3.2. Te´cnicas de cuadratura anidadas
Las te´cnicas de cuadratura anidadas aplican simulta´neamente una regla de grado
















siendo FˆH y FˆL el resultado de la regla de mayor y menor grado respectivamente








as´ı como los puntos utilizados
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(a) Regla del punto medio (b) Regla del trapecio (c) Regla de Simpson
Figura 2.7: Differentes ejemplos del resultado de aplicar diferentes reglas de cuadratura








son espec´ıficos de cada regla.
2.3.3. Teorema de Fubini
Las te´cnicas de cuadratura suelen definirse en una sola dimensio´n. Por tanto si se
quiere resolver una integral multidimensional mediante te´cnicas de cuadratura, uno


















Dicho teorema explica que si la funcio´n es continua en la regio´n rectangular a
integrar, es posible calcular una integral doble utilizando integracio´n iterativa y que el
orden en el cual se haga no modifica el resultado.
































f(0, 1) + 4f(0,5, 1) + f(1, 1)
)]
(2.7)
donde se ha integrado primero sobre la variable y y luego sobre la variable x.
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2.3.4. Me´todo de Monte Carlo
Otra te´cnica de integracio´n nume´rica es el Me´todo de Monte Carlo, la cual esta´
basada en nu´meros aleatorios. Mientras que otras te´cnicas evalu´an la integral en
un nu´mero fijo de puntos predefinidos, Monte Carlo elige pseudo-aleatoriamente los
puntos a evaluar (llamados muestras). Dado que se tiene control sobre el nu´mero de
puntos que se van a utilizar, esto lo hace especialmente u´til en el ca´lculo de integrales
con un alto nu´mero de dimensiones debido a que no sufre de la maldicio´n de la
dimensionalidad.
La maldicio´n de la dimensionalidad consiste en que cuando se aumenta la
dimensionalidad del espacio, aumenta exponencialmente el volumen del espacio, por lo
cual aumenta exponencialmente el nu´mero de puntos necesarios para calcularlo.
En el caso de Monte Carlo, como no necesita de un nu´mero fijo de puntos para
calcular cada dimensio´n, no le afecta. En el caso de las te´cnicas de cuadratura, como
se necesitan de un nu´mero fijo de puntos por dimensio´n, son afectadas gravemente por
este efecto.
La fo´rmula del me´todo de Monte Carlo es la siguiente:





siendo V el volumen del dominio a integrar y N el nu´mero de puntos que se utilizan.
Su convergencia esta´ asegurada dada la ley de grandes nu´meros, la cual expone








La generacio´n de ima´genes sin ruido es un campo de investigacio´n todav´ıa en
constante desarrollo debido a la complejidad del problema. En este capitulo, se van
a resumir aquellos trabajos relacionados con este proyecto que tratan de solucionarlo.
Si se utilizan te´cnicas estoca´sticas, una forma de evitar que se genere ruido es
mediante la toma de muestras que maximice la importancia de cada una. Para ello,
Hachisuka et al. [Hac+08] proponen que no se tomen las muestras teniendo en cuenta
los p´ıxeles, como se har´ıa normalmente, sino que se distribuyan dependiendo del espacio
n-dimensional de la integral. Dicha aproximacio´n permite obtener muestras libres de
ruido. Su algoritmo se basa en dos fases: en la primera fase distribuyen las muestras en
el espacio centra´ndose en aquellas zonas con un contraste mayor, es decir, concentran
adaptativamente las muestras en aquellas zonas que se consideran ma´s complicadas. En
una segunda fase, integran las muestras obtenidas previamente en todas las dimensiones
menos en el espacio de imagen.
Otra forma de abordar la generacio´n de ima´genes sin ruido es mediante la
sustitucio´n de los me´todos estoca´sticos por te´cnicas anal´ıticas. En su trabajo, Mun˜oz
[Mn14] analiza la utilidad de utilizar te´cnicas de cuadratura en el ca´lculo de la
interaccio´n de la luz en medios participativos debido a que son capaces de adaptarse
matema´ticamente a la funcio´n subyacente. Para ello analiza la regla de cuadratura de
Simpson anidada con la regla del trapecio, comprobando su convergencia y estabilidad
ante singularidades.
Una aproximacio´n con ideas similares es el trabajo de Fabre [FHMO16]. En e´l,
presenta un me´todo basado en las mismas reglas de cuadratura anidadas que Mun˜oz
pero aplicadas sobre la Path Integral para la generacio´n de ima´genes libres de ruido.




Disen˜o del nuevo me´todo
En este cap´ıtulo se va a hablar de las caracter´ısticas del nuevo me´todo, as´ı como de
las decisiones tomadas. Primero se expondra´ la manera de aproximar la Path Integral
y lo que conlleva hacerlo de esta forma. A continuacio´n se comentara´ el estimador de
error que se utiliza durante la fase adaptativa y la forma de elegir la mejor dimensio´n
a subdividir para disminuir el error. Posteriormente se comentara´ la idea del algoritmo
adaptativo y se expondra´ la forma de obtener, dada la aproximacio´n realizada, la
radiancia de cada p´ıxel en la imagen final. Finalmente se introducira´ el me´todo h´ıbrido
con Monte Carlo.
4.1. Aproximacio´n de la ecuacio´n de Render
Como se comento´ en la seccio´n 2.1.1, la ecuacio´n de render (2.1) tiene un
comportamiento recursivo, el cual es indeseado debido a la cantidad de ca´lculos
que ser´ıan necesarios para su evaluacio´n. Otra aproximacio´n, tambie´n comentada en
la seccio´n 2.1.2 es la Path Integral (2.2), la cual sustituye la recursividad por un
componente iterativo. El problema con dicha formulacio´n es el nu´mero de dimensiones
de la integral que necesitan calcularse, dados los rebotes de la luz que se simulen.
Dicho problema a los me´todos basados en Monte Carlo no les afecta, pero si se utilizan
te´cnicas de cuadratura, es un factor determinante.
Cada te´cnica de cuadratura viene determinada por el nu´mero de puntos necesarios
para aproximar la funcio´n. Se han elegido dos reglas anidadas para este trabajo: la regla
de Boole (cinco puntos) y la regla de Simpson (tres puntos). El utilizar una regla de
cinco puntos permite una mayor precisio´n en la aproximacio´n ma´s luego la reutilizacio´n
de dichos puntos para la subdivisio´n selectiva de la dimensio´n de mayor error (seccio´n
4.2). Por ello se la considero´ como la eleccio´n ido´nea. En el caso de la regla de Simpson,
se ha elegido para ser utilizada en la estimacio´n del error debido a que tiene menor
grado que la regla de Boole y no se necesitan de nuevos puntos para su ca´lculo (se
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reutilizan tres de los cinco puntos utilizados en la regla de Boole).
Por tanto, se tiene que la Path Integral (2.2) puede representarse como una integral










fj(x1, x2, ..., xn) dx1...dxn (4.1)
cuyas dimensiones pueden representarse de la siguiente manera:
− Dimensio´n 0 ser´ıa el eje x en el espacio de pantalla.
− Dimensio´n 1 ser´ıa el eje y en el espacio de pantalla.
− Dimensiones 2 y 3 ser´ıa el primer rebote indirecto de la luz.
− Dimensiones 4 y 5 ser´ıa el segundo rebote indirecto de la luz.
− Dimensiones 6..n ser´ıan los siguientes rebotes indirectos.
Dada la ecuacio´n (4.1), se puede aproximar en una dimensio´n utilizando por ejemplo
la regla de Simpson, dando:∫ 1
0
fj(x) dx ≈ h
3
(f(0) + 4f(0,5) + f(1)) (4.2)
siendo h la distancia entre los puntos equidistantes utilizados en la regla de cuadratura.
La aproximacio´n realizada en la ecuacio´n (4.2) solo sirve en el caso de que la integral
sea de una dimensio´n, dado que la te´cnica de cuadratura es unidimensional. Si se quiere
extrapolar al caso multidimensional, dado el Teorema de Fubini descrito en la seccio´n
2.3.3, hay que integrar recursivamente en cada dimensio´n. Un ejemplo sobre como se
calcular´ıa el caso 2-dimensional es la ecuacio´n (2.7).
Con ello se consigue una aproximacio´n correcta de la Path Integral siempre y cuando
la funcio´n a aproximar tenga un comportamiento suave. Debido a que puede no darse el
caso, para incrementar la precisio´n de la aproximacio´n se puede subdividir el intervalo
a integrar en un nu´mero n de subintervalos.
4.2. Estimacio´n del error total y por dimensio´n
Para que el esquema adaptativo funcione correctamente se necesita de una
estimacio´n del error cometido.
Muchas aproximaciones se han dado para obtener una estimacio´n del error ma´s
precisa. Dada la categor´ıa de estimadores que son lineales, se ha concluido que los
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distintos tipos que cumplen con dicha caracter´ıstica son equivalentes entre s´ı [Gon10]
[Lau85].
Por tanto, en este trabajo se ha optado por la utilizacio´n de la diferencia absoluta
entre la regla de Boole y la regla de Simpson como estimacio´n del error. Este estimador
entra dentro de la categor´ıa de estimadores lineales como diferencia absoluta entre
reglas de distinto grado [Gon10].
ξ ≈ |Qn1[a, b] − Qn2[a, b]| (4.3)
Como el resultado de la integral es un vector, la estimacio´n final del error contando
con cada componente es la siguiente:
ξ ≈ ‖Qn1[a, b] − Qn2[a, b]‖1 (4.4)
Aparte de dicha estimacio´n, dado que se esta´ trabajando sobre un espacio en p´ıxeles,
se puede incrementar la fiabilidad de la estimacio´n an˜adie´ndole sesgo hacia aquellas
divisiones que ocupan un gran espacio en la imagen. Por tanto, la estimacio´n final del
error es la siguiente:







siendo nPixels el nu´mero de p´ıxeles influenciados por la divisio´n y totalP ixels el total
de los p´ıxeles de la imagen.
Habiendo obtenido una estimacio´n del error, si dicha divisio´n tiene un error mayor
que el umbral establecido, se proceder´ıa a subdividir el intervalo. Si se subdividen todas
las dimensiones, esto conlleva que por cada operacio´n de subdivisio´n se generar´ıan dN
nuevas subdivisiones (siendo d el nu´mero de divisiones generadas por dimensio´n). Un
ejemplo ser´ıa la figura 4.1.
Esto es inviable, conforme se incrementan las dimensiones a calcular, tanto por el
coste prohibitivo en memoria como en ca´lculo. Una aproximacio´n ma´s correcta ser´ıa
producir subdivisiones u´nicamente en una dimensio´n, puesto que cada una tiene una
dificultad diferente a la hora de aproximarla.
Una forma de obtener una estimacio´n de la dificultad para aproximar una dimensio´n
es mediante un operador de cuartas diferencias [BEG91]. La idea es obtener una
aproximacio´n de cuanto ha variado la integral en esa dimensio´n, dados unos puntos
a evaluar centrados en la dimensio´n que se pretende estimar.
Para ello se define el siguiente operador de cuartas diferencias, el cual utiliza 5
puntos:
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(a) Ejemplo de subdivisio´n en
todas las dimensiones.
(b) Ejemplo de subdivisiones
solo en la dimensio´n ma´s
problema´tica
Figura 4.1: Tras 3 iteraciones subdiviendo en todas las dimensiones se generan 10
subdivisiones, mientras que para generar las mismas subdivisiones dividiendo en solo
una dimensio´n se necesitan de 9 iteraciones. El control que se tiene mediante el segundo
me´todo es mucho mayor que con el primero.
Dif =




siendo α1 y α2 constantes positivas, u el vector cuyos componentes son las coordenadas
centrales de cada dimensio´n y u(α)i es el vector resultante de u tras sumarle a su
i-e´simo componente αvi
2
, siendo vi la longitud de la dimensio´n.
En este trabajo se han utilizado α1 = 2 y α2 = 0,5, lo cual permite reutilizar las 5
muestras utilizadas para calcular Boole durante la estimacio´n del error. Por tanto no
hay coste extra de evaluar este operador.
Al igual que suced´ıa con la estimacio´n del error, aprovecha´ndose de la informacio´n
del espacio de imagen, se puede introducir sesgo hacia aquellas dimensiones que ocupen





, si i = 0
2 + pixelsY
totalP ixelsY
, si i = 1
1, en el resto de dimensiones
(4.7)
siendo i la dimensio´n sobre la cual se aplica la heur´ıstica, pixelsX y pixelsY el nu´mero
de p´ıxeles afectados por la subdivisio´n en el eje horizontal y vertical respectivamente
de la imagen y totalP ixelsX totalP ixelsY el total de p´ıxeles en el eje horizontal y
vertical respectivamente de la imagen.
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Por tanto, la estimacio´n final de la complejidad de una dimensio´n viene dado por:
Ci = Dif ∗H(i) (4.8)
La dimensio´n elegida para subdividir sera´ aquella que tenga el valor ma´ximo de
aplicar esta estimacio´n. En el caso que dos dimensiones tengan el mismo valor de
estimacio´n, se elegira´ aquella de mayor longitud.
4.3. Algoritmo adaptativo
Debido a la posible existencia de oscilamiento en la funcio´n a aproximar, aplicar la
regla de cuadratura sobre todo el intervalo es inviable. Como se comento´ en la seccio´n
4.1, la subdivisio´n en intervalos menores permite una mejor aproximacio´n de la funcio´n.
Para realizar dichas subdivisiones de una manera o´ptima, se plantea que se realicen
adaptativamente dado el error que haya podido cometer la regla de cuadratura en dicho
subintervalo.
La idea del algoritmo es que partiendo de una subdivisio´n inicial, esta se vaya
subdividiendo tanto como sea necesario para aproximar correctamente la funcio´n. En
el momento que el error cometido sea aceptable o si se han llegado a las iteraciones
ma´ximas, se deja de subdividir y se almacena su resultado [BEG91] [GM80] [FHMO16].
El pseudo-co´digo se encuentra presentado en el Algoritmo 1.
Para ello, se necesita una gestio´n de la memoria excelente y de una estructura
de datos que permita obtener la divisio´n con mayor error en todo momento, con un
funcionamiento lo ma´s cercano al o´ptimo debido al volumen elevado de subdivisiones
que se tendra´n que manipular. De ello se hablara´ en las secciones 5.3 y 5.4
respectivamente.
El me´todo permite una alta parametrizacio´n, permitiendo su adaptacio´n a distintas
configuraciones si es necesario. La lista de para´metros que acepta es la siguiente:
− Iteraciones ma´ximas. Definen el nu´mero de operaciones de subdivisio´n que se
realizara´n.
− Umbral de error. Define el error mı´nimo para considerar una subdivisio´n
pendiente de subdividir.
− Subdivisiones iniciales en espacio de imagen. Permite definir subdivisiones
iniciales establecidas en las primeras dos dimensiones.
− Subdivisiones iniciales en iluminacio´n. Permite establecer subdivisiones
iniciales en las dimensiones a partir de la segunda.
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Algoritmo 1: Pseudoco´digo del algoritmo adaptativo
1 inicio
2 Generar subdivisiones iniciales dados para´metros de entrada
3 Introducirlas en la estructura de datos
4 iteraciones := 0
5 mientras heap no vac´ıo y iteraciones <= ITERACIONES MA´XIMAS
hacer
6 Obtener divisio´n con mayor error de la estructura de datos
7 Generar sus subdivisiones
8 para cada subdivisio´n generada hacer
9 si su error es menor que un UMBRAL entonces
10 Obtener la radiancia por p´ıxel
11 fin
12 en otro caso
13 Introducirla en la estructura de datos
14 fin
15 iteraciones + = 1
16 fin
17 fin
18 mientras queden divisiones por procesar hacer
19 Obtener una divisio´n
20 Obtener la radiancia por p´ıxel
21 fin
22 fin
El nu´mero de iteraciones ma´ximas define el total de muestras que se calculara´n. Por
tanto, este algoritmo se relaciona con los basados en Monte Carlo en que las iteraciones
ma´ximas modelan lo mismo que las muestras por p´ıxel utilizadas por Monte Carlo. En
ambos casos, permiten controlar el tiempo consumido. Un ejemplo es la figura 4.2.
Este algoritmo basa su eficacia en la calidad de la estimacio´n del error. Cuanto ma´s
se acerque dicha estimacio´n al error real, ma´s certeras sera´n las subdivisiones y menos
ca´lculos sera´n necesarios para aproximar de una mejor manera la integral.
4.4. Interpolacio´n en el espacio de imagen
Dado que las divisiones que se realizan pueden englobar varios p´ıxeles de la imagen
final, se necesita obtener la contribucio´n de la radiancia de la divisio´n para cada uno.
Puesto que las muestras que se han obtenido son equidistantes entre s´ı y el dominio
es rectangular, una forma de obtener la contribucio´n por p´ıxel es mediante el uso de
un polinomio interpolador sobre las dimensiones 0 y 1 de la integral, es decir, en las
dimensiones del espacio de imagen. Para ello, previamente se han tenido que integrar
el resto de dimensiones de iluminacio´n aplicando integracio´n iterativa.
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(a) Ejemplo de muestras
calculadas tras 3 iteraciones del
me´todo basado en cuadratura.
(b) Ejemplo de muestras
calculadas por un me´todo
basado en Monte Carlo.
Figura 4.2: Relacio´n entre el para´metro de iteraciones ma´ximas del algoritmo
adaptativo con el de muestras por p´ıxel de Monte Carlo. Ambos para´metros controlan
el total de muestras a procesarse y por ende, el tiempo de ca´lculo. En ambos casos se
han calculado 27 muestras (So´lo se almacenan 3 puntos por dimensio´n en el me´todo
de cuadratura por simplicidad).
Dado que se tienen 5 puntos ya calculados por dimensio´n, la mejor forma de
aprovechar su informacio´n es mediante un polinomio interpolador de grado 4 (el cual
utiliza todos esos puntos):
f(x) ≈ c4x4 + c3x3 + c2x2 + c1x+ c0 (4.9)
donde ci son los coeficientes que definen al polinomio de grado 4.
Generaliza´ndolo al caso bidimensional, el correspondiente polinomio de grado 4
ser´ıa:
























2 + c01y + c00 (4.10)




































































































Figura 4.3: Ejemplo de las muestras tomadas en el caso bidimensional con sus
coordenadas
Para el ca´lculo de los coeficientes del polinomio, ser´ıa necesario resolver un sistema
de 25 ecuaciones con 25 inco´gnitas. La figura 4.3 muestra las muestras que tiene cada
divisio´n, con sus sub´ındices.
Teniendo calculados los coeficientes que definen el polinomio interpolador de grado
4 que pasa por los 25 puntos, solo faltar´ıa ir recorriendo cada p´ıxel influenciado por
la divisio´n, obteniendo su a´rea dentro de la divisio´n y calculando mediante su integral
anal´ıtica (4.11) la radiancia resultante.
Para ello hay que tener en cuanta las distintas configuraciones que puede tener una
divisio´n sobre los p´ıxeles. Un ejemplo de ello es la figura 4.4.
El caso ma´s sencillo es cuando una divisio´n se alinea perfectamente con un u´nico
p´ıxel (caso A). En ese caso, toda la radiancia de la divisio´n contribuye u´nicamente
a dicho p´ıxel. Otra configuracio´n posible es que la divisio´n sea menor que el taman˜o
de un p´ıxel (caso B), pero solo siga afectando a uno. En ese caso, la radiancia total
recibida en el p´ıxel sera´ resultado de la contribucio´n de dos o ma´s divisiones. El resto
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Figura 4.4: Ejemplo con las distintas configuraciones que puede tener una divisio´n sobre
los p´ıxeles de la imagen.
de casos son cuando una divisio´n engloba dos o ma´s p´ıxeles (tanto en el eje horizontal
(caso D) como vertical (caso C) o ambos (caso E)). En estos casos, habra´ que iterar
sobre los p´ıxeles afectados y dependiendo de su a´rea dentro de la divisio´n, calcular
cuanta radiancia contribuye.
4.5. Reduccio´n del grado del polinomio
interpolador
La idea de aproximar el valor de los p´ıxeles con un polinomio de grado 4 proviene de
que se tienen los puntos necesarios ya calculados y as´ı se aprovecha toda la informacio´n
posible. La idea intuitiva es que a mayor grado, mejor se puede adaptar el polinomio a
la funcio´n subyacente. El problema es que los resultados obtenidos contienen artefactos
visuales, los cuales son resultado del oscilamiento del polinomio interpolador y dicho
problema se conoce como el feno´meno de Runge.
El feno´meno de Runge es un problema de oscilamiento en los extremos de
un intervalo que ocurre cuando se utiliza interpolacio´n polino´mica con polinomios
de grado alto con puntos equidistantes entre s´ı. Un ejemplo es la figura 4.5. En los
puntos utilizados en la interpolacio´n, el error de los polinomios azul y verde frente a la
funcio´n roja es cero. Pero entre los puntos de interpolacio´n y especialmente cerca de
los extremos del intervalo, el error entre la funcio´n roja y los polinomios se vuelve peor
conforme aumenta el grado de estos.
Por tanto, la solucio´n es disminuir el grado del polinomio a la hora de interpolar,
pero siguiendo usando toda la informacio´n posible. Por ello, se opto´ por eliminar el uso
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Figura 4.5: La curva roja es la funcio´n
de Runge. La curva azul es un
polinomio interpolador de grado 5.
La curva verde es un polinomio
interpolador de grado 9.
Fuente: Wikipedia
u´nicamente de un polinomio de grado alto por el uso de varios de menor grado. Un
ejemplo ser´ıa la figura 4.6.
Figura 4.6: La curva azul es el polinomio de grado 4 resultado de aproximar los 5 puntos.
La curva verde es el resultado de aproximar los 5 puntos mediante cuatro polinomios
de grado 1 definidos en los intervalos qi.
Aunque se probo´ con una combinacio´n de polinomios interpoladores de grado 2,
au´n se segu´ıan produciendo artefactos en los bordes debido a la curvatura que tienen
dichos polinomios. El mejor resultado ha sido mediante la utilizacio´n de polinomios de
grado 1.
Dado el intervalo [ax, bx] y [ay, by] que va desde un punto muestreado hasta su
adyacente, la funcio´n en esa zona se puede aproximar con un polinomio bidimensional
de grado 1 como:
f(x, y) ≈ c00 + c01x+ c10y + c11xy (4.12)















Entonces, el espacio de imagen de la divisio´n se puede dividir en 16 cuadrantes,
en el que cada uno tiene definido un polinomio interpolador bidimensional de grado 1.
Un ejemplo ser´ıa la figura 4.7. En cada cuadrante, solo se utilizara´n los puntos de sus
esquinas para obtener el polinomio correspondiente. Con ello, se sigue aprovechando
toda la informacio´n sin que se generen artefactos visuales.
Figura 4.7: Ejemplo de la
subdivisio´n del espacio en 16
cuadrantes, los cuales engloban todo
el espacio inicial. En cada cuadrante
esta´ definido un polinomio de grado
1. Los c´ırculos representan las
muestras utilizadas para generar el
polinomio de ese cuadrante.
Por tanto, para calcular los coeficientes de las distintas interpolaciones bilineales,
se necesita resolver el siguiente sistema lineal 16 veces:

1 x0 y0 x0y0
1 x1 y1 x1y1
1 x2 y2 x2y2














siendo xi e yi las coordenadas de la esquina ie´sima de un cuadrante, cij el coeficiente
correspondiente del polinomio y Qij la muestra tomada en la esquina ie´sima
correspondiente.
La radiancia total de la subdivisio´n se calcular´ıa como el sumatorio de la radiancia





siendo Ω el conjunto de polinomios interpoladores de la divisio´n e I ′q la integral ana´litica
de dicho polinomio.
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4.6. Me´todo h´ıbrido con Monte Carlo
El problema con los me´todos estoca´sticos es la varianza1 inherente a su aleatoriedad.
Una forma de reducirla es aprovecha´ndose de la informacio´n que se pudiese conocer de
la funcio´n a integrar.
Una te´cnica que utiliza dicha idea se llama variables de control [Vea97]. La idea es
obtener una funcio´n g(x) la cual se pueda integrar anal´ıticamente, y sea similar a la
original que se pretende integrar, y calcular la integral de la diferencia con la original
f(x). Un ejemplo es la figura 4.8.








donde f(x) es la funcio´n original y g(x) es la funcio´n que aproxima a la original.
Figura 4.8: La curva azul es la funcio´n f(x). La curva roja es la funcio´n aproximada
g(x). La diferencia entre el a´rea de las dos funciones es la zona verde.
La primera integral por tanto se puede calcular anal´ıticamente, mientras que para










siendo N el nu´mero de muestras que se utilizan para el ca´lculo con Monte Carlo.
Utilizando este me´todo, se tiene que la nueva estimacio´n utilizando la diferencia
entre las dos funciones deber´ıa tener una menor varianza que u´nicamente calculando
mediante Monte Carlo la funcio´n en s´ı:
1La varianza es la medida de como son de diferentes una serie de valores
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V [f(Xi)− g(Xi)] ≤ V [f(Xi)] (4.18)
Aplicado junto al me´todo propuesto, dada la estimacio´n del error de la escena, aquellas
zonas que todav´ıa tengan un error superior al umbral establecido (si se han dado las
subdivisiones necesarias) sera´n zonas donde la funcio´n a integrar tenga un componente
de alta frecuencia dif´ıcil de aproximar por el me´todo. (Un ejemplo es el pico central de
la figura 4.8, el cual no es tenido en cuenta por la aproximacio´n.)
Por ello se propone este me´todo h´ıbrido. En esas zonas se tendra´ ya calculada una
funcio´n g(x) bastante pro´xima a la original. Por lo cual, lo u´nico que quedara´ sera´
calcular el componente de alta frecuencia, lo cual se realiza con la diferencia entre la
funcio´n original y la aproximacio´n.
Por otro lado, esta te´cnica permitir´ıa aprovechar que Monte Carlo no le afecta la
maldicio´n de la dimensionalidad para poder calcular conjuntamente un nu´mero mayor
de dimensiones de las que pueden calcular las te´cnicas de cuadratura sin degradar en
exceso el rendimiento. En el cap´ıtulos 6 se presentan dos resultados aplicando esta idea





En este cap´ıtulo se va a hablar de como se implemento´ el me´todo. Para ello primero
se dara´ una pequen˜a introduccio´n a Mitsuba. A continuacio´n se hablara´ sobre la
implementacio´n de las divisiones, la gestio´n de memoria y la estructura de datos. A
continuacio´n, se comentara´ la integracio´n del me´todo mediante la interfaz para plugins
de Mitsuba. Finalmente se hablara´ sobre los problemas de precisio´n nume´rica que se
han tenido durante la integracio´n.
5.1. Introduccio´n a Mitsuba
Mitsuba [Jak10] es un software de renderizado basado en f´ısicas orientado a
la investigacio´n. Esta´ escrito en C++ y hace un especial e´nfasis en las te´cnicas
experimentales, por ello su arquitectura es extremadamente modular, consistiendo
en librer´ıas centrales y plugins con las distintas te´cnicas. Finalmente comentar que
Mitsuba dispone de una estructura de multi-procesamiento tanto en local como en
distribuido.
Dichas caracter´ısticas lo hacen la eleccio´n ido´nea sobre la cual implementar el nuevo
me´todo propuesto en este trabajo, puesto que permitira´ tanto comparar el me´todo con
otra te´cnica como tener una plataforma sobre la cual empezar a trabajar.
Finalmente comentar que este integrador hace uso de una versio´n modificada del
integrador PathTracer existente en Mitsuba.
5.2. Implementacio´n de las subdivisiones
Como se comento´ en la seccio´n 4.3, la implementacio´n de las divisiones es una
parte crucial. Se necesita tanto de una estructura mı´nima en memoria (debido a que
se tendra´n que almacenar un gran nu´mero de ellas) como que sus operaciones sean
eficientes en tiempo. Se va a proceder a hablar sobre las decisiones que se tomaron
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durante la fase de implementacio´n, de las cuales, una decisio´n importante ha sido la
precisio´n nume´rica necesaria. Ello ha obligado a utilizar el tipo de dato double.
5.2.1. Memoria
Cada divisio´n necesita almacenar un nu´mero mı´nimo de atributos. Siendo N el
nu´mero de dimensiones y L las muestras necesarias por dimensio´n, la lista de atributos
a almacenar es la siguiente:
− Coordenadas iniciales. Se almacenan mediante un array de double de N
elementos.
− Extensio´n por dimensio´n. Se almacenan mediante un array de double de N
elementos.
− Muestras obtenidas. Se almacenan en un array n-dimensional. Se necesitara´n
almacenar LN elementos.
− Error cometido en la subdivisio´n. Se almacena mediante un double.
− Dimensio´n con mayor error. Se almacena mediante un entero.
De lo anterior, el almacenamiento de las muestras es el principal factor de utilizacio´n
de memoria.
5.2.2. Operaciones
Dada la naturaleza del problema, todas las funciones que operan sobre el array
n-dimensional son de cara´cter recursivo. Esto conlleva una sobrecarga si se implementan
de esa manera, la cual es perfectamente evitable. Por ello se evito´ la utilizacio´n de
recursividad implementando funciones iterativas.
Por otro lado, toda subdivisio´n (excluyendo la inicial) comparte un nu´mero de
muestras con su padre (divisio´n de la que procede). Un ejemplo en dos dimensiones
es la figura 5.1. Por tanto, se puede reducir el nu´mero de operaciones de muestreo
reutilizando dichas muestras.
Otro factor importante es la obtencio´n de los coeficientes de los polinomios
interpoladores, los cuales se obtienen resolviendo un sistema lineal. Para ello se ha
elegido la librer´ıa de a´lgebra lineal Eigen [GJ+10]. De todos los solvers que la librer´ıa
tiene, se ha optado por FullPivHouseholderQR debido a su precisio´n y estabilidad
nume´rica.
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Figura 5.1: Esquema de la distribucio´n de las muestras tras una subdivisio´n
La figura representa las muestras que se comparten entre dos divisiones. Dado el padre
(izquierda) y una subdivisio´n hijo ( derecha, representada dentro del padre mediante el
color aguamarina), los c´ırculos rojos representan las muestras que el padre tiene ya
calculadas y los c´ırculos verdes, tras la divisio´n en el eje horizontal, las nuevas muestras que
se tendra´n que calcular en la subdivisio´n hijo.
Cada vez que una divisio´n ten´ıa que calcular la radiancia por p´ıxel, inicialmente
deb´ıa obtener los coeficientes de los polinomios interpoladores correspondientes
resolviendo para ello los sistemas de ecuaciones necesarios (4.14). Au´n utilizando un
solver cuyo coste en tiempo fuera mı´nimo, el coste total temporal de dichas operaciones
era notable. Una solucio´n es cambiar la resolucio´n de los sistemas a dos fases:
− En la primera fase se precalcula la descomposicio´n de la primera matriz en la
ecuacio´n (4.14). Esto reduce efectivamente el ca´lculo ma´s complejo que se ten´ıa a
una u´nica vez. La idea es que si se calculan las posiciones normalizadas entre 0 y 1,
esa matriz no cambia entre divisiones dado que todos los puntos son equidistantes
entre s´ı.
− En la segunda fase, dada la descomposicio´n y las muestras correspondientes de
la divisio´n, se calculan los coeficientes necesarios.
5.3. Gestio´n de memoria
Debido a la naturaleza del algoritmo, se construyen y se destruyen un nu´mero
elevado de divisiones. Ello conlleva que un esquema en memoria dina´mica sin control
sea ineficiente y pueda conllevar a su fragmentacio´n. Para solucionarlo, se ha utilizado
el patro´n de disen˜o Object Pool para dar solucio´n a este problema.
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5.3.1. Introduccio´n al patro´n de disen˜o
El patro´n Object Pool define una zona de memoria reservada donde se guardan
objetos similares. Cuando es necesario, se extrae un puntero a un segmento del taman˜o
necesario para el tipo de objeto y se inicializa ah´ı. Cuando dicho objeto se destruye, se
marca esa zona como libre y queda pendiente de que sea solicitada. En caso de que la
pool se llene, se aloja una nueva zona de memoria y se utiliza.
Figura 5.2: Diagrama que representa una posible implementacio´n de una object pool
mediante listas
Al tener la memoria reservada de antemano, no hay costes extras de ir reservando
a cada creacio´n ni tampoco se produce fragmentacio´n dado que esa zona de memoria
solo sera´ liberada al destruirse la pool. Con ello se reducen las llamadas al sistema
operativo, as´ı como evitar la fragmentacio´n de reservar y liberar memoria dina´mica.
5.3.2. Implementacio´n
Se ha optado por utilizar la implementacio´n de la librer´ıa Boost [Boob], dado que
cumple todos los requisitos para este proyecto. Por otro lado, mediante la interfaz que
provee, se puede definir el nu´mero de elementos iniciales que la pool debe reservar.
Como el me´todo define un nu´mero de iteraciones ma´ximas a ejecutar, y cada divisio´n
genera siempre el mismo nu´mero de subdivisiones, se puede obtener una cota ma´xima
de las divisiones que se tendra´n que almacenar. Con ello se puede realizar una reserva
inicial de la memoria que luego reutilizara´ el algoritmo durante toda su ejecucio´n.
El utilizar este patro´n implica que hay que llevar la cuenta del nu´mero de referencias
activas de cada divisio´n para no liberar un recurso que todav´ıa sigue en uso. La solucio´n
ha sido la utilizacio´n de shared ptr con un destructor configurado para marcar el recurso
como libre en la object pool correspondiente.
Por otro lado, cada thread generara su propia pool para evitar problemas de accesos
concurrentes.
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5.4. Estructura de datos
Como se hablo´ en la seccio´n 4.3, el me´todo adaptativo necesita de una estructura de
datos que le permita obtener la subdivisio´n de mayor error de todas las almacenadas.
Una primera aproximacio´n fue utilizar una cola de prioridad. Una cola de prioridad
es una estructura de datos basada en un heap1 que permite en tiempo O(1) obtener el
elemento que maximiza un criterio de comparacio´n. De normal, estas colas de prioridad
tienen coste O(log n) tanto para insertar un nuevo elemento como para extraer el
elemento ma´ximo.
El problema con el algoritmo adaptativo es que aunque se destruyen bastantes
divisiones, se crean todav´ıa ma´s. Ba´sicamente cada vez que se obtiene el elemento
ma´ximo, luego se tendra´ que eliminar dicha divisio´n aparte de tener que insertar dos o
ma´s nuevas divisiones. Por tanto, el coste O(log n) toma mucha ma´s importancia que
el coste constante de obtener el elemento ma´ximo debido al ritmo en el cual crece n.
Otra opcio´n, conociendo el problema de acumular todas las divisiones en una u´nica
cola, es separar las divisiones dado su error en distintos buffers con taman˜o ma´ximo
[FHMO16]. Con ello, ya no se tiene una u´nica cola de prioridad sino varios buffers
separados por rangos de error los cuales ya no se ordenan. Como en cada buffer solo
entran divisiones con error parecido, si se van extrayendo las divisiones desde aquellos
buffers con el rango de error mayor, se simula la ordenacio´n de las colas con prioridad.
Esta opcio´n aborda el problema, pero no lo soluciona del todo. Las limitaciones ma´s
directas son que ya no se elige siempre la subdivisio´n con mayor error y que hay que
elegir de antemano el nu´mero de buffers as´ı como el rango de errores que comprenden.
Se presenta una estructura similar que aborda estos dos u´ltimos problemas y los
soluciona.
La nueva estructura de datos se basa en el Fibonacci heap implementado en
Boost [Booa], el cual es una estructura de datos para operaciones en colas de
prioridad que consiste en una coleccio´n de a´rboles ordenados como mont´ıculos, cuya
particularidad es que al contrario que otros tipos de heaps, insertar un nuevo elemento
tiene coste O(1). Para conseguirlo, muchas de las operaciones del Fibonnaci Heap no son
ejecutadas al momento sino cuando son necesarias. Un ejemplo es al insertar un nuevo
elemento: el elemento se introducir´ıa en la estructura pero no ser´ıa hasta necesitar el
elemento con mayor error que se ordenar´ıa el heap.
Au´n as´ı, por cada vez que se tenga que extraer el elemento con mayor error, el
coste de la operacio´n podr´ıa ser prohibitivo dependiendo del nu´mero de elementos
1Un heap es una estructura de datos de tipo a´rbol con informacio´n perteneciente a un conjunto
ordenado. Un ejemplo es un mont´ıculo de ma´ximos, en el cual, cada nodo padre tiene un valor mayor
que el de cualquiera de sus hijos.
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almacenados. Para ello se adopta tambie´n la idea de utilizar varios buffers, pero siendo
cada buffer un Fibonacci Heap. Con ello se divide la carga de almacenamiento mientras
que se mantiene el acceso al elemento mayor en todo momento.
Figura 5.3: Diagrama de la estructura de datos
Para permitir que la nueva estructura se adapte a cualquier tipo de escena
eficientemente, se empieza con un nu´mero inicial de buffers, los cuales se van
incrementando conforme son necesarios. Posteriormente, se utiliza una heur´ıstica para
determinar cuando se necesitan ma´s buffers en un intervalo de error. Dicha heur´ıstica
solo se aplica a aquellos buffers que tienen ma´s elementos que un mı´nimo establecido
(se evita la generacio´n de buffers al principio de ejecucio´n cuando hay pocos elementos
almacenados).
La heur´ıstica utilizada es la siguiente:
H(i) = c(i) >= 0,4n (5.1)
siendo c(i) el nu´mero actual de elementos en el buffer y n el total de elementos
guardados en todos los buffers que controla la estructura de datos.
Si la heur´ıstica determina que hay que generar nuevos buffers, se obtiene el rango
de errores entre el buffer que ha dado positivo a la heur´ıstica y su buffer anterior,
generando dos nuevos buffers entre ellos dos (Figura 5.4).
Con ello se consigue que no existan acumulaciones excesivas de elementos en ningu´n
buffer y por tanto que no exista degradacio´n de rendimiento.
Finalmente, tras llegar a un mı´nimo de elementos almacenados dentro de la
estructura, aquellos buffers con cero elementos son eliminados debido a que ya no sera´n
utilizados, puesto que mientras el algoritmo avanza, el error de las nuevas divisiones
sera´ cada vez ma´s pequen˜o y los buffers con rangos de error superiores nunca ma´s sera´n
utilizados.
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Figura 5.4: Ejemplo de como se generan los buffers adaptativamente. A la izquierda la
estructura de datos antes de la subdivisio´n (el segundo buffer ha dado positivo en la
heur´ıstica). A la derecha, la estructura de buffers resultante de adaptarse.
5.5. Arquitectura del plugin
La arquitectura del proyecto viene marcada por la interfaz que provee Mitsuba.
Aquellos plugins que se encargan de renderizar escenas son llamados integradores.
Mitsuba proporciona dos tipos de interfaces para ellos: una espec´ıfica y otra general.
Debido a que el nuevo me´todo no entra dentro de las especificaciones de la interfaz
espec´ıfica, se ha tenido que implementar utilizando la general.
Si se quiere implementar la interfaz gene´rica, el plugin debe encargarse tanto
de su inicializacio´n, como de la generacio´n de tareas, su procesado y posterior
recoleccio´n. Todo ello apoya´ndose sobre la arquitectura de paralelizacio´n de Mitsuba.
La arquitectura del plugin se puede resumir con el diagrama de la figura 5.5
Figura 5.5: Esquema con la arquitectura del plugin implementado
Inicialmente, el plugin configura todo lo necesario para su funcionamiento. En esta
fase se obtienen los para´metros de configuracio´n, se generan tantas subdivisiones en
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espacio de pantalla como se soliciten y se reserva memoria para las pools de divisiones
y las estructuras de datos que luego sera´n utilizadas por los trabajadores para el
procesamiento de las tareas. Al implementarlo as´ı, se reduce al mı´nimo las tareas de
gestio´n de memoria dina´mica, acelerando el proceso individual de cada trabajador sin
que influya en la paralelizacio´n.
Posteriormente, el plugin genera tantas tareas como subdividiones iniciales se
hubiesen creado, las cuales son independientes entre s´ı. Cada tarea sera´ procesada en
paralelo, acelerando su procesamiento. Una vez se ha generado una tarea, se registra
en el scheduler para que sea procesada por un trabajador que se encuentre sin trabajo
o hubiese acabado su anterior tarea.
Una vez un trabajador coge una tarea, se aplica el me´todo propuesto en el trabajo.
Durante la fase de implementacio´n se opto´ por hacer al me´todo agno´stico del sistema
sobre el cual funciona. Por ello se definen dos zonas de colisio´n:
Obtencio´n de las muestras . Se ha optado por suministrarle al me´todo
propuesto un callback el cual se encarga de devolverle la muestra correspondiente
dados unos para´metros de entrada. Por tanto la gestio´n para generar una muestra
queda confinada a una funcio´n dentro del plugin..
Radiancia por pixel . El plugin es el encargado, dada una subdivisio´n, de
calcular los p´ıxeles influidos por ella y calcular la radiancia aportada a cada uno.
Tras acabar de procesar una tarea, el gestor del plugin recibe el resultado del trabajo
el cual sera´ una zona de la imagen final ya calculada.
Para finalizar la integracio´n del plugin dentro de Mitsuba, se ha procedido a integrar
los para´metros de configuracio´n dentro de la interfaz, as´ı como poder modificarlos desde
los ficheros que describen escenas. Una captura de la interfaz se encuentra en la figura
5.6.
5.6. Precisio´n nume´rica
El principal problema durante la integracio´n ha sido la falta de precisio´n en las
operaciones matema´ticas. Ello ha obligado a trabajar con el tipo double en todo
momento, con el coste que conlleva y teniendo que usarlo tanto en el nuevo me´todo como
dentro de Mitsuba en aquellas partes colindantes entre los dos. Au´n incrementando la
precisio´n de las variables, se segu´ıan produciendo errores nume´ricos. Debido a ello se
ha trabajado con las integrales normalizadas al intervalo [0.,1] ( lo cual tambie´n ha
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Figura 5.6: Imagen de los para´metros del nuevo me´todo integrados dentro de la interfaz
de Mitsuba.
ayudado a disminuir el coste de ejecucio´n permitiendo el precalculo de los polinomios
interpoladores como se comento´ en la seccio´n 5.2.2).
Finalmente, a la hora del ca´lculo de la dimensio´n de mayor error, se ha tenido que
tener en cuenta errores cercanos a cero en el operador de cuartas diferencias para evitar





Se presentan a continuacio´n los resultados relevantes obtenidos, compara´ndolos con
el me´todo establecido como esta´ndar y altamente optimizado llamado Path Tracer.
Como una pequen˜a introduccio´n, Path tracer es un me´todo basada en Monte Carlo,
el cual calcula iterativamente la radiancia de la escena mediante la formulacio´n de la
Path Integral (2.2). Compara´ndola con el me´todo desarrollado, se tiene que Path Tracer
no hace casi uso de memoria dado que los ca´lculos iterativos son independientes entre
s´ı, mientras que la te´cnica propuesta hace un uso intensivo de ella al tener que que
almacenar todas las subdivisiones necesarias para el ca´lculo correcto de la iluminacio´n.
Como se comento´ en la seccio´n 4.3, la relacio´n que tienen ambas te´cnicas para poder
compararlas son el nu´mero de iteraciones ma´ximas y las muestras por p´ıxel (mpp),
debido a que ambos para´metros son los responsables finales del tiempo de ca´lculo de
cada me´todo.
Ambos me´todos se encuentran integrados en Mitsuba y todas las ima´genes han sido
renderizadas usa´ndolo.
Las figuras 6.1 y 6.2 muestran una comparativa del ruido generado por cada me´todo.
La imagen izquierda corresponde a utilizar Path Tracer y la central corresponde al
me´todo propuesto (ambas con un tiempo de ca´lculo similar). La imagen derecha
corresponde a aplicar Path Tracer con un nu´mero elevado de muestras por pixel. Debido
a su capacidad para converger, el me´todo propuesto es capaz de obtener resultados en
bastante menor tiempo que Path Tracer.
Aunque este me´todo esta´ espec´ıficamente pensado para escenas con sombras suaves,
la figura 6.2 muestra como el me´todo propuesto es agno´stico al material en la escena,
es decir, no necesita realizar ninguna presuncio´n adicional para su ca´lculo. Un ejemplo
son los materiales especulares en los que Path Tracer no tiene ningu´n problema y, como
se puede ver en la misma figura, el nuevo me´todo converge hacia la misma solucio´n
e incluso mejora el resultado de Path Tracer en tiempo similar. Otro ejemplo con un
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grado de especularidad mayor ser´ıa la figura 6.3.
En las figuras 6.4 y 6.5 se muestran los resultados de aplicar el me´todo h´ıbrido
para el ca´lculo de ma´s dimensiones de la Path Integral, espec´ıficamente, para calcular
las interacciones de la luz con el cristal. En ambos casos se puede apreciar como se ha
producido sesgo debido a las subdivisiones que hubiese realizado previamente la fase
adaptativa del me´todo. Aparte, al tener que aplicar una fase final con Monte Carlo por
cada p´ıxel influenciado por la divisio´n, el tiempo de ca´lculo se incrementa notablemente
frente a la versio´n propuesta determinista.
Path Tracer - 600 mpp (3:68 m) Cuadratura - 280*10^3 iter (3:20 m) Path Tracer - 10.000 mpp (46:30 m)
Figura 6.1: Figura de un drago´n con material difuso iluminada por una luz de a´rea que
simula el sol.
Path Tracer - 800 mpp (4:12 m) Cuadratura - 384*10^3 iter (4:05 m) Path Tracer - 12.000 mpp (55:29 m)
Figura 6.2: Escena cuya iluminacio´n proviene principalmente de la bombilla situada en
la la´mpara con un material glossy.
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(a) Cuadratura - 256 ∗ 103 iter (1:78 m) (b) Path Tracer - 800 mpp (2:33 m)
Figura 6.3: Escena con un modelo con material especular iluminado por un mapa de
entorno.
(a) Hı´brido - 192∗102 iter - 8 mpp (7:88 m) (b) Path Tracer - 1200 mpp (8:81 m)
Figura 6.4: Escena con un modelo de una cafetera altamente especular. Se han calculado
hasta 65 rebotes de la luz con el medio.
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(a) Hı´brido - 200 ∗ 103 iter - 8 mpp (12:41 m)
(b) Path Tracer - 2000 mpp (9:03 m)
Figura 6.5: Escena con un modelo de una nave espacial con cristal. La iluminacio´n se
ha calculado teniendo en cuenta hasta 65 posibles rebotes de luz en el medio.
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Cap´ıtulo 7
Conclusiones y trabajo futuro
7.1. Discusio´n y trabajo futuro
En este trabajo se ha estudiado el uso de las te´cnicas de cuadratura como alternativa
a los me´todos esta´ndares estoca´sticos para la generacio´n de ima´genes f´ısicamente
correctas. Como se ha mostrado en el cap´ıtulo 6 (gracias a su integracio´n en el software
de renderizado Mitsuba), el me´todo propuesto no so´lo es capaz de generar ima´genes sin
ruido, sino que tambie´n requiere de un menor tiempo de co´mputo que alternativas como
Path Tracer, convirtie´ndolo en una opcio´n interesante frente a me´todos esta´ndares.
Para conseguir estos resultados, han sido necesarios unos procesos de refinamiento
sobre la implementacio´n debido a las necesidades que se dan de evaluar anal´ıticamente
la integral mediante reglas de cuadratura. Principalmente, la inclusio´n de la estructura
de datos ha permitido acelerar el proceso de ca´lculo en gran medida al ser el principal
cuello de botella durante el procesamiento.
Au´n as´ı quedan fronteras abiertas y muchas oportunidades de trabajo futuro.
Por ejemplo, uno de los problemas de este me´todo es que encuentra dificultades en
aquellas zonas con detalles debido al componente de alta frecuencia, el cual es dif´ıcil
de aproximar mediante te´cnicas de cuadratura. Para solucionarlo, un posible trabajo
futuro ser´ıa la mejora del me´todo h´ıbrido con Monte Carlo. Tambie´n se mostro´ en
el cap´ıtulo 6, que la utilizacio´n del me´todo h´ıbrido para calcular un nu´mero elevado
de dimensiones de la integral es viable aunque se introduce sesgo en el resultado.
Otra posible v´ıa de trabajo futuro ser´ıa reducir el tiempo que cuesta calcular Monte
Carlo durante la fase h´ıbrida mediante la reutilizacio´n de los distintos puntos elegidos
pseudo-aleatoriamente entre las distintas divisiones.
Finalmente, cuando se presentan discontinuidades que no se encuentran alineadas
con los ejes del espacio de imagen, para aproximarlas correctamente el me´todo realiza
un nu´mero elevado de divisiones hasta encajar con la discontinuidad. Un trabajo futuro
ser´ıa la sustitucio´n del espacio que representa cada division por un n-simplex, lo cual
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permitir´ıa dotar de una mayor flexibilidad al me´todo.
7.2. Conclusiones personales
Este trabajo ha servido como una forma de demostrar los conocimientos adquiridos
durante la carrera, as´ı como la capacidad adquirida para resolver problemas complejos.
Tambie´n ha sido mi puerta de entrada al mundo de la investigacio´n, en el que he
descubierto un entorno desafiante y lleno de posibilidades. En resumen este laborioso
trabajo, el cual a veces me ha puesto a prueba, es para mı´ el satisfactorio punto final
de estos cuatro an˜os de carrera.
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