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LINEARITY DEFECTS OF MODULES OVER COMMUTATIVE RINGS
SRIKANTH B. IYENGAR AND TIM R ¨OMER
To Paul Roberts on his sixtieth birthday.
ABSTRACT. This article concerns linear parts of minimal resolutions of finitely gener-
ated modules over commutative local, or graded rings. The focus is on the linearity defect
of a module, which marks the point after which the linear part of its minimal resolution
is acyclic. The results established track the change in this invariant under some standard
operations in commutative algebra. As one of the applications, it is proved that a local
ring is Koszul if and only if it admits a Koszul module that is Cohen-Macaulay of mini-
mal degree. An injective analogue of the linearity defect is introduced and studied. The
main results express this new invariant in terms of linearity defects of free resolutions,
and relate it to other ring theoretic and homological invariants of the module.
1. INTRODUCTION
In this article we study linear parts of resolutions of modules over commutative noe-
therian local, or graded, rings. Let R be a local ring with maximal ideal m and residue field
k. Any complex F of finitely generated free R-modules with ∂ (F) ⊆ mF has a natural
m-adic filtration; the associated graded complex with respect to it is denoted linR F , and
is called the linear part of F . This construction and invariants derived from it have been
investigated by Eisenbud, Fløystad, and Schreyer [9], Herzog and Iyengar [14], Okazaki
and Yanagawa [19], Yanagawa [23, 24], and others.
Let M be a finitely generated R-module, or a complex of R-modules with H(M) boun-
ded below and degreewise finite, and let F be its minimal free resolution. Herzog and
Iyengar [14] introduce the linearity defect of M as the number
ldR M = sup{i ∈ Z : Hi(linR F) 6= 0}.
Following [14], a finitely generated R-module M is Koszul if ldR M = 0. Such modules
are characterized by the property that their associated graded module grmM has a linear
resolution over the associated graded ring grmR. The ring R is Koszul if k is a Koszul
module, that is to say, the k-algebra grmR is Koszul, in the classical sense of the word.
We say that R is absolutely Koszul if every finitely generated R-module has finite linear-
ity defect; equivalently, has a Koszul syzygy module. While absolutely Koszul rings have
to be Koszul, the converse does not hold; see the discussion in the introduction of [14].
One of the main results of [14] is that complete intersection local rings and Golod rings
are absolutely Koszul. Little else is known about the class of absolutely Koszul rings.
In Theorem 2.11 we prove the following result:
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Let R→ S be a surjective homomorphism of local rings such that the projective dimen-
sion of the grm R-module grmS is finite. If S is absolutely Koszul, then so is R. Moreover,
in this case, one has an inequality
gl ldR≤ gl ldS+projdimR S .
Here gl ldR, the global linearity defect of R, is the supremum of ldR M as M ranges over
all finitely generated R-modules. The proof of the preceding theorem is based on results
that track the behavior of linearity defects under some standard operations in commutative
algebra: tensor products, quotients by regular sequences, and change of rings. A critical
ingredient in the proofs of these latter results is the New Intersection Theorem, in the form
of the Amplitude Inequality for complexes. This is the content of Section 2.
A different application of these results concerns the Koszul property of Cohen-Macaulay
modules of minimal degree, and is presented in Section 3. We say that a Cohen-Macaulay
R-module M has minimal degree if its degree equals the minimal number of generators of
M. In Theorem 3.4 we prove that the following statements are equivalent:
(a) the ring R is Koszul;
(b) each Cohen-Macaulay R-module of minimal degree is Koszul;
(c) there exists a Cohen-Macaulay R-module of minimal degree which is Koszul.
So far our results concern minimal free resolutions of modules (or complexes). Eisen-
bud, Fløystad, and Schreyer [9] considered also minimal injective resolutions over the
exterior algebra. They exploit the fact that over exterior algebras injective modules are
free. Motivated be their results we introduce, in Construction 4.1, a natural filtration on
minimal complexes of injective modules, and the corresponding associated graded com-
plex. This leads to a notion of the injective linearity defect of a module, or a suitable
complex, M, which we denote inj ldR M.
While the definition of the injective linearity defect is straightforward, it is difficult to
compute, for minimal injective resolutions are not easily accessible. With this in mind
we prove, in Theorem 4.9, that if the local ring R admits a dualizing complex D, suitably
normalized, then
inj ldR M = ldR HomR(M,D) .
Thus, one can compute the injective linearity defect using free resolutions, but of the
complex HomR(M,D). The proof of Theorem 4.9 uses the machinery of local duality
theory. One consequence of this result—see Corollary 4.13—is an inequality
inj ldR M ≥ dimM .
This is a little surprising, for the ‘obvious’ lower bound is depthM. As another application
of Theorem 4.9, we prove that when R is Gorenstein and M admits a finite free resolution,
say F , one has an equality:
inj ldR M = dimR+ sup{n |Hn(linR HomR(F,R)) 6= 0} .
We also construct examples that show that the estimates above are optimal.
The results on injective linearity defects are all in Section 4.
Section 5 concerns graded rings and modules. The second author proved in his dis-
sertation [21] that if R is a finitely generated standard graded Koszul k-algebra and M is
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a finitely generated graded R-module, then M is Koszul if and only if M is component-
wise linear as defined by Herzog and Hibi in [13]. That proof has not been published and
we present a compact and simplified version of it here. In an appendix we collect some
technical results related to filtrations needed in the paper.
2. BOUNDS ON THE LINEARITY DEFECT
The starting point of the work in this article is the construction of the ‘linear part’ of a
complex of modules over a local ring (R,m,k), recalled below.
We use the following conventions: Any abelian group V graded by Z has a lower
grading and an upper grading, and we identify these gradings by setting Vi =V−i. We set
infV = inf{i ∈ Z |Vi 6= 0} and supV = sup{i ∈ Z |Vi 6= 0} .
For any integer n, we write V (n) for the graded abelian group with V (n)i =Vn+i.
Construction 2.1. We say that a complex F of finitely generated free R-modules is mini-
mal if ∂n(Fn)⊆mFn−1 for each n. Let F be such a complex. For each integer i, the graded
submodule F iF of F with
(F iF)n =mi−nFn for n ∈ Z ,
satisfies ∂ (F iF) ⊆F iF , and hence it is a subcomplex of F; as usual, m j = R for j ≤
0. Since F i+1F ⊆ F iF for each i, these subcomplexes define a filtration on F . The
associated graded complex with respect to it is the linear part of F , and denoted linR F .
Set A = grm R, the associated graded ring of R with respect to the m-adic filtration. By
construction linR F is a complex of graded free A-modules with
linRn F = grm(Fn)(−n)∼= A(−n)⊗k Fn/mFn ,
and the matrices of linR F can be described using linear forms.
Let M be a complex of R-modules whose homology is bounded below and degreewise
finite. Then M has a minimal free resolution: a quasi-isomorphism F →M where F is a
minimal complex of finitely generated free R-modules. Such a complex is unique up to
isomorphism of complexes of R-modules and satisfies Fn = 0 for n < infH(M); for details
see, for instance, [20, §1]. Herzog and Iyengar [14] introduced the number
ldR M = supH(linR F) = sup{i ∈ Z : Hi(linR F) 6= 0}
and called it the linearity defect of M. This number is independent of the choice of F ,
since minimal resolutions are isomorphic as complexes.
As usual, we identify an R-module M with a complex concentrated in degree 0. With
this convention, a finitely generated R-module M is said to be Koszul if ldR M = 0; the
ring R is Koszul if ldR k = 0.
The notion of a Koszul module is motivated by the following considerations.
Remark 2.2. The construction of the linear part of a complex can be carried out also over
graded rings. In [14, Remark 1.10], it was observed that a standard graded k-algebra R
is Koszul in the sense of the above definition if and only if R is a Koszul algebra in the
classical sense, that is to say, k has a linear resolution over R. Moreover, a local ring
(R,m,k) is Koszul if and only if grm R is a Koszul algebra.
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The result below bounds ldR M in terms of (the linearity defect) of its syzygy modules.
In this, its behavior differs from both the depth and the dimension of M.
Proposition 2.3. Let M be a complex of R-modules with H(M) degreewise finite and
bounded below, and F its minimal free resolution. The following statements hold:
(a) If Hn(linR F) = 0, then Hn(M) = 0. In particular, ldR M ≥ supH(M) holds.
(b) If s = supH(M) is finite, then with W the R-module Hs(F>s), one has
ldR M = s+ ldRW .
Proof. Let ˆR denote the m-adic completion of R and set ˆM = ˆR⊗R M. Recall that ˆR is
also a local ring with maximal ideal m ˆR and that the natural homomorphism R → ˆR is
faithfully flat. Observe that ˆR⊗R F is a minimal free resolution of ˆM over ˆR and that one
has a natural isomorphism grm(F) ∼= grm ˆR( ˆR⊗R F). Moreover, supH(M) = supH( ˆM).
One may thus replace R and M by ˆR and ˆM respectively and assume that R is complete.
(a) One has to prove that the following sequence of R-modules is exact:
Fn+1 → Fn → Fn−1 .
For each n, the filtration {mi−nFn}i∈Z on Fn is exhaustive and separated, and Fn is com-
plete with respect to it. The sequence above is compatible with these filtrations and the
induced associated graded sequence is exact, by hypothesis. Now apply Proposition A.3.
(b) Set G = F>s, and note that Hi(G) = 0 for i > s. The complex Σ−sG is thus a minimal
free resolution of W . Observe that the natural surjective morphism of complexes F → G
yields a surjective morphism linR F → linR G, and that this map is bijective in degrees
n≥ s. Given the inequality in part (a), this implies the middle equality below:
ldR M = supH(linR F) = supH(linR G) = s+ ldRW .
The other equalities hold by definition. 
The following theorem is one of the main results in this section.
Theorem 2.4. Let R be a local ring, and M,N complexes of R-modules with homology
degreewise finite and bounded below, with minimal free resolutions F and G respectively.
(a) When projdimR N is finite, one has inequalities
ldR M+projdimR N ≥ ldR(F⊗R G)≥ ldR M+ infH(N) .
(b) When R is regular, then the inequality to the right can be improved to
ldR(F⊗R G)≥ ldR M+ ldR N .
In particular, if projdimR N is finite, then ldR(F⊗R G)< ∞ if and only if ldR M < ∞.
The inequality on the right in (a) may fail when projdimR N is not finite:
Example 2.5. Let k be a field and R = k[[x,y]]/(x2,xy). Let F be the complex of R-
modules 0 → R y−→ R → 0, with the non-zero modules in degrees 0 and 1, and G the
minimal resolution of the R-module R/Rx. One has that
ldR(F⊗R G) = 0 and ldR F = 1 .
Indeed, F⊗R G≃ k, since y is a non-zero-divisor on R/Rx. The equality on the left now
follows, since the ring R is Koszul. The equality on the right holds by inspection.
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The main ingredient in the proof of Theorem 2.4, and also Proposition 2.8 below, is
Iversen’s Amplitude Inequality [17], which is an equivalent form of Paul Robert’s New
Intersection Theorem. We need versions for unbounded complexes established by Foxby
and Iyengar [10], and by Dwyer, Greenlees, and Iyengar [7]. These are recalled below, in
a form convenient for their intended applications.
Remark 2.6. Let k be a field and A =⊕i>0 Ai a graded commutative noetherian ring with
A0 = k. Let Y be a minimal complex of finitely generated graded free A-module with
Yi = 0 for |i| ≫ 0. Here minimality means that ∂ (Y )⊆ A>1Y .
For any complex X of graded A-modules with H(X) non-zero, degreewise finite, and
bounded below, the following inequalities hold:
supH(X)+ sup{i | Yi 6= 0} ≥ supH(X⊗A Y )≥ supH(X)+ infH(Y ) .(2.6.1)
If A is a polynomial ring, then the inequality on the right can be improved to:
supH(X⊗A Y )≥ supH(X)+ supH(Y ) .(2.6.2)
Indeed, the inequalities in (2.6.1) are contained in (the graded analogue) of [10, Theo-
rem 3.1], which in turn calls upon [17, Theorem 5.1]; see also [7, Theorem 5.12].
Suppose A is a polynomial ring. In proving (2.6.2), one may assume supH(X ⊗A Y )
is finite. It then follows from (2.6.1) that supH(X) is also finite. The right-exactness of
tensor products and Nakayama’s lemma implies that
infH(X⊗A Y ) = infH(X)+ infH(Y ) .
Thus, the desired inequality follows from [17, Theorem 5.1].
The proof of Theorem 2.4 uses also the following elementary observation.
Lemma 2.7. For complexes F,G as in Theorem 2.4, and with A = grm R, there is an
isomorphism of complexes of A-modules(
linR F
)
⊗A
(
linR G
)
∼= linR(F⊗R G).
Proof. For each n one has natural isomorphisms of A-modules(
linR F⊗A linR G
)
n
=
⊕
i+ j=n
linRi F⊗A linRj G
∼=
⊕
i+ j=n
(
A(−i)⊗k (Fi⊗R k))⊗A
(
A(− j)⊗k (G j⊗R k)
)
∼= A(−n)⊗k
(⊕
i+ j=n
(Fi⊗R k)⊗k (G j⊗R k)
)
∼= A(−n)⊗k
(
(F⊗R G)n⊗R k
)
∼= linRn (F⊗R G).
We leave it to the reader to check compatibility with differentials. 
Proof of Theorem 2.4. Set A = grmR; this is a graded commutative noetherian ring with
A0 = k, a field. The complexes of A-modules linR F and linR G are minimal complexes of
finitely generated free A-modules with linRi F = 0 = linRi G for i≪ 0. Since projdimR N is
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finite, the complex linR G of A-modules is finite free and linRi G = 0 for i > projdimR N.
We are thus in the context of Remark 2.6.
(a) From (2.6.1) one gets the desired inequalities:
supH(linR F)+projdimR N ≥ supH(linR(F⊗R G))≥ supH(linR F)+ infH(N) .
(b) When R is regular, A a polynomial ring, so (2.6.2) yields an inequality:
supH(linR(F⊗R G)) = supH(linR F⊗A linR G)≥ supH(linR F)+ supH(linR G) .
This is the desired conclusion. 
The next result is in the same spirit as Theorem 2.4; the proof is similar.
Proposition 2.8. Let (R,m,k) be a local ring and R → S a surjective homomorphism of
rings such that the projective dimension of the grmR-module grmS is finite.
Let M be a complex with homology degreewise finite and bounded below and let F be
its minimal free resolution. Then one has inequalities
ldR M+projdimgr
m
R(grmS)≥ ldS(S⊗R F)≥ ldR M .
Proof. Set n = mS; this is the maximal ideal of the local ring S. Note that grm S ∼= grn S.
It is easy to verify that one has an isomorphism
linS(S⊗R F)∼= linR F⊗gr
m
R (grm S)
of complexes of modules over grmS. Then (2.6.1) applied with X = linR F and Y the
minimal free resolution of grm S over grm R yields the desired result. 
Observe that the hypothesis in the preceding result involves the projective dimension
over the associated graded ring. This is not an oversight, but a necessity, as is demon-
strated by the following example.
Example 2.9. Let k be a field, set R = k[[x,y,z]]/(x2,xy+ z3) and S = R/Rx, so that
grmR = k[x,y,z]/(x2,xy,z3) and grm S = k[x,y,z]/(x,z3) .
It is easy to verify that projdimR S = 1 whilst projdimgr
m
R(grmS) = ∞.
The R-module M = R/Ry has minimal free resolution F := 0→ R y−→ R→ 0, so that
ldS(S⊗R F) = 0 while ldR M = 1 .
Definition 2.10. We say that the ring R is absolutely Koszul if ldR M < ∞ for every finitely
generated R-module M. As in [14], the global linear defect of R is the number
gl ldR = sup{ldR M |M a finitely generated R-module}.
Evidently, when R is absolutely Koszul, it is a Koszul ring, at least when R is graded, but
the converse does not hold; see the discussion in the introduction of [14]. Koszul complete
intersection rings and Koszul Golod rings are absolutely Koszul, by [14, Corollary 5.10];
the latter also has finite global linearity defect, by [14, Corollary 6.2].
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Theorem 2.11. Let R be a local ring and R→ S a surjective homomorphism of rings such
that the projective dimension of the grm R-module grmS is finite.
If the ring S is absolutely Koszul, then so is the ring R. Moreover, one has an inequality
gl ldR≤ gl ldS+projdimR S .
Proof. Let M be a finitely generated R-module, with minimal free resolution F . Since the
projective dimension of grm S over the ring grmR is finite, the projective dimension of S
over R is finite; see, for example, [8, Corollary A3.23]. Since H(S⊗R F) is isomorphic to
TorR(S,M), one deduces that
s = supH(S⊗R F)≤ projdimR S < ∞ .
Set W = Hs(S⊗R F). Proposition 2.3(b) then gives the equality below:
ldR M ≤ ldS(S⊗R F) = ldSW + s≤ ldSW +projdimR S .
The inequality on the left is by Proposition 2.8.
When S is absolutely Koszul, the inequalities above yield that ldR M is finite. Since M
was arbitrary, one obtains that R is absolutely Koszul, and moreover that
gl ldR≤ gl ldS+projdimR S .
This completes the proof of the theorem. 
Next we focus on a special case of Theorem 2.4 where N is a Koszul complex, for this
is the one that is used in the sequel.
Remark 2.12. Let x = x1, . . . ,xc be elements in a commutative ring R and K(x ; R) the
Koszul complex on x; see [6]. Given a complex C of R-modules, we set
K(x ; C) = K(x ; R)⊗R C .
Let now (R,m,k) be a local ring and x = x1, . . . ,xc elements in m. The Koszul complex
K(x ; R) is then a finite free complex of length c, hence, for any complex M with homology
degreewise finite and bounded below, Theorem 2.4 yields inequalities
ldR M+ c≥ ldR K(x ; M)≥ ldR M .
It should be noted that the Amplitude Inequality, which is the crucial input in the proof of
Theorem 2.4, has an elementary proof when N is the Koszul complex: one uses a standard
induction argument on c and Nakayama’s lemma.
More precise results are available when M is a module:
Theorem 2.13. Let (R,m,k) be a local ring and set A = grm R. Let x = x1, . . . ,xc be
elements in m, and let x be their images in A1 =m/m2.
The following statements hold for each finitely generated R-module M.
(a) If x is regular on M and M is Koszul, then
ldR(M/xM) = c−depthA(Ax ; grmM) .
In particular, M/xM is Koszul if and only if x is regular on grm M.
(b) If x is regular on M, and M/xM is Koszul, then M is Koszul.
(c) If x is regular on grm M, the R-modules M and M/xM are Koszul simultaneously.
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Proof. When x is regular on grm M, the sequence x is regular on M; this can be deduced
from Proposition 2.3. Thus, in the rest of the proof we may assume that the latter condition
holds, and hence that the natural map K(x ; M)→M/xM is a quasi-isomorphism.
(a) Let F be a minimal free resolution of M over R. The quasi-isomorphism F →M then
induces a quasi-isomorphism K(x ; F)→ K(x ; M), since K(x ; R) is a finite free complex.
This gives the first equality below:
ldR(M/xM) = ldR K(x ; F)
= supH
(
linR(K(x ; R)⊗R F)
)
= supH
(
K(x ; A)⊗A linR F
)
= supH
(
K(x ; A)⊗A grm M
)
= c−depthA(Ax ; grm M).
The third one holds by the isomorphism observed in Lemma 2.7. Since M is Koszul,
the map linR F → grm M is a quasi-isomorphism, by [14, Proposition 1.5]. It induces a
quasi-isomorphism
K(x ; A)⊗A linR F → K(x ; A)⊗A grm M .
This justifies the fourth of the displayed equalities above; the last one holds by definition.
(b) This follows from Theorem 2.4(a) applied with N = K(x ; R).
(c) follows from (a) and (b). 
Remark 2.14. The argument for part (a) of the preceding result applies to any complex
M with H(M) degreewise finite and bounded below to yield an equality
ldR K(x ; M) = c−depthA(Ax ; linR F) .
In particular, with M = R one obtains that
ldR K(x ; R) = c−depthA(Ax ; grm R) ,
but this can be seen directly. Note that when x⊆m2, one gets ldR K(x ; R) = c.
3. MODULES OF MINIMAL DEGREE
In this section we apply the results of Section 2 to modules of minimal degree, as
defined below. We begin by recalling some classical invariants from commutative algebra.
Let (R,m,k) be a local ring and M a finitely generated R-module. We write ℓRM for the
length of an R-module M, and νRM for its minimal number of generators; thus one has
νRM = ℓR(M/mM). As is well-known, the following limit exists:
d! lim
n→∞
ℓ(M/mnM)
nd
where d = dimM .
This is the degree (sometimes referred to as the multiplicity) of M, and denoted degM.
The following lower bound for the degree is well-known; we sketch an argument for
lack of a suitable reference.
Lemma 3.1. If M is a Cohen-Macaulay module over a local ring R, then degM ≥ νRM.
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Proof. This inequality is evident when dimM = 0 so suppose dimM ≥ 1. Replacing R
by R/annR M one may assume that dimM = dimR. A standard argument allows one to
assume that k is infinite, and then one can find a superficial element x ∈m, not contained
in any minimal prime ideal of R, that is a non-zero-divisor on M; see [16, Corollary
8.5.9]. It then follows from [16, Proposition 11.1.9] that degM = deg(M/xM). Since
νRM = νR(M/xM) holds, an iteration gives the desired inequality. 
Definition 3.2. We say that a Cohen-Macaulay module M over a local ring R has minimal
degree if degR M = νRM holds.
Observe that if Q → R is a surjective homomorphism of local rings, then a Cohen-
Macaulay R-module M has minimal degree as an R-module if and only if it has minimal
degree when viewed as a Q-module.
When R itself is Cohen-Macaulay, the maximal Cohen-Macaulay modules of minimal
degree are precisely the Ulrich modules; see the articles of Backelin and Herzog [3], and
also that of Brennan, Herzog, Ulrich [5], and Ulrich [22]. While it is an open question
whether Ulrich modules exist over all Cohen-Macaulay rings, Cohen-Macaulay modules
of minimal degree exist over any local ring: k is one such.
We are interested in the linearity of free resolutions of modules of minimal degree.
First though we establish some result, extending those in [15] for the case when they have
maximal dimension and R is Cohen-Macaulay.
Proposition 3.3. Let (R,m,k) be a local ring, M a Cohen-Macaulay R-module of minimal
degree, and set e = degR M.
(a) When dimM = 0, then M ∼= ke. When dimM ≥ 1 and k is infinite, there exists a
superficial M-regular sequence x in m\m2 such that M/xM ∼= ke.
(b) The grm R-module grm M is Cohen-Macaulay of minimal degree.
Proof. (a) When dimM = 0, one has equalities
ℓRM = degR M = νRM = ℓR(M/mM) ,
where the second equality holds since M has minimal degree. Thus, mM = 0 and M ∼= ke.
Suppose dimM ≥ 1 and k is infinite. Arguing as in the proof of Lemma 3.1, one can
construct a superficial M-regular sequence x with degR(M/xM) = degR M; one can also
ensure that it is in m\m2, by [16, Proposition 8.5.7]. The following equalities then hold:
degR(M/xM) = degR M = νRM = νR(M/xM) .
Therefore, M/xM is a zero-dimensional module with the same degree as M, and hence it
is isomorphic to ke.
(b) By passing to the m-adic completion of R if necessary, one can assume that there
exists a regular local ring (S,n,k) and a surjective local homomorphism S→R. Clearly, M
has minimal degree also as an S-module and grn M ∼= grmM as grn S-modules. Replacing
S by R one may thus assume that the ring R is regular.
Choosing an M-regular sequence x as in (a) gives the first equality:
ldR(M/xM) = ldR(ke) = ldR k = 0 .
The last equality holds because regular local rings are Koszul. Therefore, ldR M = 0, that
is to say, M is a Koszul module by Theorem 2.13. Thus, if F is a minimal free resolution
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of M over R, then linR F is a minimal free resolution grm M over the ring A = grm R, by
[14, Proposition 1.5]. This yields an equality projdimA(grm M) = projdimR M, and hence
the following (in)equalities hold:
dimR M = depthR M = depthA(grm M)≤ dimA(grm M) = dimR M .
The second one is by the Auslander-Buchsbaum Equality. Hence equality holds in the
middle, that is to say, the A-module grm M is Cohen-Macaulay. Since
degA(grm M) = degR M and νA(grmM) = νRM
always hold, the A-module grm M also has minimal degree. 
The gist of the next result is that Cohen-Macaulay modules of minimal degree detect
the Koszul property of the ring; see Remark 3.5 for further comments and antecedents.
Theorem 3.4. Let R be a local ring. The following conditions are equivalent:
(a) the ring R is Koszul;
(b) each Cohen-Macaulay R-module of minimal degree is Koszul;
(c) there exists a Cohen-Macaulay R-module of minimal degree which is Koszul.
Proof. Let M be a Cohen-Macaulay R-module of minimal degree; for example k, the
residue field of R. The desired equivalences follow once we prove that M is a Koszul
module if and only if the ring R is Koszul, that is to say, k is a Koszul module.
We may assume that k is infinite. By Proposition 3.3(a), there exists a superficial M-
regular sequence x in m\m2 with M/xM ∼= ke; here m is the maximal ideal of R. Observe
that the image of x in m/m2 is regular on grm M, since the latter is a Cohen-Macaulay
module over grmR, by Proposition 3.3(b). It is now immediate from Theorem 2.13(c) that
M is a Koszul module if and only if k is a Koszul module. 
Remark 3.5. Let (R,m,k) be a local ring and M a finitely generated R-module. Theo-
rem 3.4 implies the following statements:
(a) When M is a Cohen-Macaulay of minimal degree, for any surjective homomor-
phism Q → R where (Q,q,k) is a Koszul local ring, M is Koszul as a Q-module,
since M is also has minimal degree over Q. Thus, the grqQ-module grqM has a
linear resolution.
(b) If there exists some surjective homomorphism Q → R, where (Q,q,k) is Koszul
and the grqQ-module grqM has a linear resolution, then M is Cohen-Macaulay of
minimal degree.
In this way, Theorem 3.4 generalizes the equivalence (i) ⇐⇒ (iii) in [5, Proposition 1.5].
4. INJECTIVE LINEAR PART OF A COMPLEX
In this section we introduce a notion of an ‘injective linearity defect’ of a module, and
establish results that permit one to compute it in some cases.
As always, (R,m,k) denotes a local ring.
Construction 4.1. Let I be a minimal complex of injective modules, that is to say, I is a
complex of injective R-modules
· · · → In−1 ∂
n−1
−−−→ In ∂
n
−→ In+1 → . . .
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with the property that Ker(∂ n) ⊆ In is an injective envelope for each n ∈ Z. For each
integer j we consider the graded submodule G jI of I with
(G jI)n = (0 :In m j−n) .
The minimality of I implies that (0 :In m), the socle of In, is contained in Ker(∂ n). It
follows, by a straightforward induction on j, that the differential ∂ of I satisfies:
∂ (G jI)n = ∂ n(0 :In m j−n)⊆ (0 :In+1 m j−(n+1)) = (G jI)n+1 .
Therefore G jI is a subcomplex of I; note also that G jI ⊆ G j+1I. Hence {G jI} j∈Z is an
increasing filtration of the complex I. We call the associated graded complex the injective
linear part of I, and denote it inj linR I.
The injective linear part of I depends only on its m-torsion subcomplex. This is made
precise in the result below, which is useful for computations. In what follows, given a
complex N, we write ΓmN for subcomplex of m-torsion elements; thus, (ΓmN)i = Γm(Ni).
Lemma 4.2. If I is a minimal complex of injective R-modules, then so is the subcomplex
ΓmI, and the natural inclusion ΓmI ⊆ I induces an isomorphism
inj linR(ΓmI)∼= inj linR I
of complexes of grmR-modules.
Proof. It follows from the structure theory of injective modules that the subcomplex ΓmI
consists of the injective hulls of k occurring in I. It is also easily seen that ΓmI is a minimal
complex. Thus, the canonical inclusion ΓmI → I induces, for each j, morphisms
G
j(ΓmI)→ G j(I)
of complexes of R-modules. Since (0 :In m j−n)⊆ Γm(In), these morphisms are bijective,
and hence so is the induced morphism of associated graded complexes; thus, one has an
isomorphism inj linR(ΓmI)∼= inj linR I of complexes of grmR-modules, as desired. 
Each complex M of R-modules admits a quasi-isomorphism M → I where I is a min-
imal complex of injectives. Such a minimal injective resolution is unique up to isomor-
phism of complexes, and satisfies I j = 0 for j < inf{n |Hn(M) 6= 0}; see [20, §1].
Definition 4.3. Let I be a minimal injective resolution of a complex M. We set
inj ldR M = sup{i ∈ Z : H i(inj linR I) 6= 0}
and call it the injective linearity defect of M; this is independent of the choice of I.
A module M is injectively Koszul if inj ldR M = 0.
With the hindsight provided by Corollary 4.14, we remark that k itself is injectively
Koszul if and only if it is Koszul, that is to say, R is a Koszul ring.
To each R-module M, we associated a graded grmR-module denoted grG M, which in
degree −i is the k-vector space
(grG M)−i =
(0 :M mi+1)
(0 :M mi)
.
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Thus, this graded vector space is concentrated in non-positive degrees. Since one has an
inclusion m(0 :M mi+1)⊆ (0 :M mi), there is a natural grm R action on grG M, with
(grmR) j · (grG M)i ⊆ (grG M)i+ j .
In other words, grG M is a graded module over grmR. Each homomorphism ϕ : M → N
of R-modules induces a homomorphism of grm(R)-modules grG (Kerϕ)→ Ker(grG ϕ).
In the result below, grm R is a graded R-module via the surjection R → k, and Hom
denotes the graded module of homomorphisms.
Lemma 4.4. With E the injective hull of the R-module k, one has isomorphisms
grG E ∼= HomR(grm R,E)∼= Homk(grm R,k)
of graded grmR-modules. In particular, grG E is the injective hull of k as an grm R-module.
Proof. For each i, one has an exact sequences of R-modules
0→ m
i
mi+1
→
R
mi+1
→
R
mi
→ 0 .
Applying HomR(−,E) yields an exact sequence
0→ (0 :E mi)→ (0 :E mi+1)→ HomR(
mi
mi+1
,E)→ 0 .
Thus, one has isomorphisms of k-vector spaces
griG E ∼= HomR(
mi
mi+1
,E)∼= Homk(
mi
mi+1
,k)
where the second one holds by adjunction, since HomR(k,E)∼= k. This yields an isomor-
phism of graded k-vector spaces
grG E ∼= HomR(grmR,E)∼= Homk(grmR,k) .
It is not hard to check that this is compatible with the natural grmR-module structures. It
remains to observe that, by the isomorphism above, grG E is the injective hull of k as an
grm R-module; see [6, Proposition 3.6.16]. 
The next result is an analogue of [14, Proposition 1.5].
Proposition 4.5. Let M be an R-module and I its minimal injective resolution.
(a) The complex inj linR(I) consists of direct sums of the injective hull of k over grm R
and is minimal.
(b) The natural map grG M → H0(inj linR M) is injective; it is bijective when M is
injectively Koszul, and then inj linR I is a minimal injective resolution of grG M
over grm R.
Proof. (a) Let E be the injective hull of the R-module k. For each integer n, since ΓmIn is
a direct sum of copies of E, it follows from Lemma 4.2 and Lemma 4.4 that inj linnR I is a
direct sum of copies of the injective hull of k over grm R.
To verify the minimality of inj linR I, note that one has isomorphisms of complexes
Homgr
m
R(k, inj linR I)∼= Homgrm R(k,HomR(grmR, I))∼= HomR(k, I) ,
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where the first one is a consequence of Lemma 4.4, and the second one is by adjunction.
The minimality of the complex I implies that the differential on HomR(k, I) is zero, and
so the same holds for the differential on the complex Homgr
m
R(k, inj linR I). Hence the
complex inj linR I is minimal, for it consists only of injective hulls of k over grmR.
(b) This follows from (a) and Proposition A.3(b). 
Observe that grG M is non-zero if and only if depthR M = 0. Thus, the preceding result
implies that depthR M = 0 for any injectively Koszul module M. However, for such a
module dimM = 0 holds, at least when it is finitely generated. We deduce this from
Corollary 4.13, which in turn is obtained from Theorem 4.8 below. In preparation for
stating and proving the latter result, we recall some properties of dualizing complexes,
referring to Grothendieck [11], Hartshorne [12] and Roberts [20] for proofs.
Remark 4.6. Let (R,m,k) be a local ring with a normalized dualizing complex D. For
us, this means that D has the following properties:
(a) D is a minimal complex of injective R-modules.
(b) H(D) is finitely generated as an R-module.
(c) Ext0R(k,D)∼= k and ExtiR(k,D) = 0 for i 6= 0.
Up to an isomorphism of complexes, there is only one complex satisfying these properties;
see [12, Chapter V, §6] and [20, §2.2] for details. When R is a quotient of a Gorenstein
ring, it has a normalized dualizing complex; see [12, ??]. The converse result also holds,
and was proved by Kawasaki [18].
Let M be a complex of R-modules such that each Hi(M) is finitely generated, and set
M† = HomR(M,D) .
The following properties of dualizing complexes are used in the sequel.
4.6.1. One has that Di is a direct sum of injective hulls E(R/p), where p ranges over all
prime ideals with dim(R/p) = i. In particular, Di = 0 for i /∈ [0,dimR].
This result is contained in [20, pp. 58]; see also [12, Chapter V, §7].
4.6.2. Let J be the minimal injective resolution of R, viewed as a module over itself. When
the ring R is Gorenstein, ΣdJ, where d = dimR, is its normalized dualizing complex.
See [12, Chapter V, §10].
4.6.3. For any quasi-morphism M ≃−→ N of complexes, the induced map N† →M† is also
a quasi-isomorphism.
This follows from [12, Chapter II, Lemma 3.1].
4.6.4. The R-modules Hi(M†) are finitely generated. Moreover, if H(M) is bounded below,
respectively, bounded above, then H(M†) is bounded above, respectively, bounded below.
This holds by [12, Chapter II, Proposition 3.3].
4.6.5. The natural biduality morphism M → (M†)† is a quasi-isomorphism.
When H(M) is bounded, this is [20, §2, Theorem 3.5]; the general case is contained in
[12, Chapter V, Proposition 2.1].
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4.6.6. When M is a module supH(M†) = dimM and infH(M†) = depthM.
This result is a consequence of local duality [12, Chapter V, Theorem 6.2,] and the
Grothendieck Vanishing Theorem [6, Theorem 3.5.7].
We require also the following result, for which we could find no suitable reference.
Lemma 4.7. Assume H(M) is bounded below. Let F be a minimal free resolution of M,
and I the minimal injective resolution of M†. With E the injective hull of the R-module k,
one has isomorphisms
HomR(F,E)∼= Γm(F†)∼= ΓmI
of minimal complexes of injective R-modules.
Proof. Remark 4.6.1 implies that ΓmD0 = E and ΓmDi = 0 for i 6= 0. This gives the
isomorphism on the left:
HomR(F,E)∼= HomR(F,ΓmD)∼= Γm HomR(F,D) .
The one on the right holds because D is a bounded complex and F is degreewise finite.
This justifies the first isomorphism of the Lemma.
It follows from Remark 4.6.3 that F† is an injective resolution of M†, so one has a
homotopy equivalence I → F† of complexes of R-modules. This induces a homotopy
equivalence ΓmI → Γm(F†). Now, both complexes in question are minimal and consist of
injectives; for ΓmI this is by Lemma 4.2, while for Γm(F†) it holds because it is isomor-
phic to the complex HomR(F,E) which is easily seen to have these properties. Thus, the
morphism ΓmI → Γ(F†) must be an isomorphism; see [20, §2 Theorem 2.4]. 
Theorem 4.8. Let (R,m,k) be a local ring with a normalized dualizing complex D, and
M a complex of R-module with H(M) degreewise finite and bounded below. Let F be a
minimal free resolution of M, and I a minimal injective resolution of M†.
There exists an isomorphism of complexes of graded grm R-modules
Homk(linR F,k)
∼=
−→ inj linR I .
Proof. Let E be the injective hull of k. Lemma 4.7 gives the first isomorphism below:
(4.8.1) inj linR HomR(F,E)
∼=
−→ inj linR(ΓmI)
∼=
−→ inj linR I .
The second one is by Lemma 4.2. The filtration {F iF}i>0 of F from Construction 2.1
yields an exact sequence
0→ F
iF
F i+1F
→
F
F i+1F
→
F
F iF
→ 0
of complexes of R-modules for each i≥ 0. This induces the exact sequence in the top row
of the diagram
0 −−−→ HomR( FF iF ,E) −−−→ HomR(
F
F i+1F ,E) −−−→ HomR(
F iF
F i+1F ,E) −−−→ 0y∼= y∼= y∼=
0 −−−→ G i HomR(F,E) −−−→ G i+1 HomR(F,E) −−−→ G
i+1 HomR(F,E)
G i HomR(F,E)
−−−→ 0
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The isomorphisms on the left and the middle are the natural ones:
HomR
( F
F iF
,E
)
∼=
⊕
n∈Z
HomR(
Fn
mn−iFn
,E)
∼=
⊕
n∈Z
HomR(
R
mn−i
⊗R Fn,E)
∼=
⊕
n∈Z
HomR(
R
mn−i
,HomR(Fn,E))
= G i HomR(F,E).
The isomorphism on the right, in the ladder of complexes above, thus yields an isomor-
phism of complexes
Homk(linR F,k)∼=
⊕
i∈Z
HomR(
F iF
F i+1F
,E)
∼=
−→
⊕
i∈Z
G i+1 HomR(F,E)
G i HomR(F,E)
= inj linR HomR(F,E)
The first isomorphism holds because each F iF
F i+1F is a complex of k-vector spaces. Given(4.8.1), all that is left is to verify that the isomorphism constructed above is compatible
with the grmR-module structures. For this, note that the isomorphism is additive in F , so
it suffices to check the compatibility for F = R, in which case the map in question is the
one from Lemma 4.4, and grmR-linear.
This completes the proof of the theorem. 
As an first application one obtains the following result, which is reminiscent of the fact
that the Betti numbers (respectively, Bass numbers) of M coincide with the Bass numbers
(respectively, Betti numbers) of M†; see [20, §2, Theorem 3.6]. Over Gorenstein rings, it
leads to a useful method for computing the injective linearity defect; see Corollary 4.10.
Theorem 4.9. Let R be a local ring with a normalized dualizing complex D. Each complex
M of R-modules with H(M) degreewise finitely generated has the following properties:
(a) ldR M = inj ldR(M†) when H(M) is bounded below.
(b) inj ldR M = ldR(M†) when H(M) is bounded above.
Proof. (a) Let F a minimal free resolution of M and I a minimal injective resolution of
M†. Theorem 4.8 yields the third equality below:
inj ldR(M†) = sup{n | Hn(inj linR I) 6= 0}
= sup{n | Hn(Homk(linR F,k)) 6= 0}
= sup{n | Hn(linR F) 6= 0}
= ldR M.
This gives the desired equality.
(b) When H(M) is bounded above, H(M†) is bounded below, by Remark 4.6.4, so part
(a) yields the second equality below:
inj ldR M = inj ldR(M†)† = ldR(M†) .
The first equality holds as M and (M†)† are quasi-isomorphic; see Remark 4.6.5. 
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The other applications of Theorem 4.8 in this section are all via Theorem 4.9. The
lower bound on inj ldR M in the result below holds in full generality; see Corollary 4.13.
Corollary 4.10. Let R be a Gorenstein local ring, M a complex of R-modules with H(M)
degreewise finitely generated and projdimR M finite, and F its minimal free resolution.
(a) One has inj ldR M = dimR+ sup{n | Hn(linR HomR(F,R)) 6= 0} .
(b) When M is an R-module one then has inequalities
dimR≥ inj ldR M ≥ dimM .
Equality holds on the right when the determinantal ideal IνRM(grm(∂ F0 )) in grm R
has grade 0.
Proof. We get the bounds by estimating ldR M† and applying Theorem 4.9.
Let J be the minimal injective resolution of R, and set d = dimR. Since R is Goren-
stein, ΣdJ, is a normalized dualizing complex; see Remark 4.6.2. One has then quasi-
isomorphisms of complexes:
M† = HomR(M,ΣdJ)
≃
−→HomR(F,ΣdJ)
≃
←− HomR(F,ΣdR)∼= Σd HomR(F,R) .
Since the complex F is finite free and minimal, the same is true of Σd HomR(F,R), so one
deduces that the latter is a minimal free resolution of M†. Therefore one has, by definition,
the first equality below:
ldR M† = supH
(
linR(Σd HomR(F,R))) = d + supH
(
linR HomR(F,R)) .
This proves (a).
(b) Since Hn(HomR(F,R)) = Ext−nR (M,R), Proposition 2.3 gives a lower bound:
0≥ supH
(
linR HomR(F,R)
)
≥−gradeR M .
The upper bound holds because HomR(F,R)i = 0 for i > 0. Given Theorem 4.9, the
displayed inequalities yield inequalities:
d ≥ inj ldR M ≥ d−gradeR M = dimM .
The equality holds because R is Cohen-Macaulay. Moreover, equality holds on the right
precisely when H0(linR HomR(F,R)) 6= 0 holds. 
The next example demonstrates that Corollary 4.10 is optimal.
Example 4.11. Given non-negative integers p≥ q≥ r, there exists a regular local ring R
and a finitely generated R-module M with
dimR = p , inj ldR M = q , and dimR M = r = depthR M .
Indeed, let k be a field, x = x1, . . . ,xq and y = y1, . . . ,yp−q indeterminates over k, and
set R = k[[x,y]], a power series ring in x and y. Choose a regular sequence f = f1, . . . , fq−r
contained in (x)2, and set M = R/R( f ,y). It is clear that R and M have the desired dimen-
sion and depth. Now we compute inj ldR M.
The Koszul complex K( f ,y ; R) is a minimal free resolution of M over R. Keeping in
mind that HomR(K( f ,y ; R),R)∼= Σr−p K( f ,y ; R) one readily obtains
linR HomR(K( f ,y ; R),R) = Σr−p K(0,y ; A)≃ Σr−p K(0; A/Ay) ,
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where A = k[x,y], the associated graded ring of R, and 0 is a sequence consisting of q− r
copies of 0. Therefore Corollary 4.10(a) yields
inj ldR M = p+ r− p+q− r = q .
This is the desired result.
To apply Theorem 4.9 one can often pass to the completion of the local ring and so en-
sure the presence of dualizing complexes. The next result is required for such arguments.
Given a local ring (R,m,k) we write R̂ its m-adic completion, and for each complex M
of R-modules, set M̂ = R̂⊗R M; this is a complex over R̂. The flatness of R̂ over R entails
that when the R-module H(M) is degreewise finite (respectively, bounded below/bounded
above), then the same is true of the R̂-module H(M̂).
Proposition 4.12. Let M be a complex of R-modules with H(M) degreewise finite.
When H(M) is bounded below ldR̂(M̂) = ldR M holds.
When H(M) is bounded above inj ldR̂(M̂) = inj ldR M holds.
Proof. Recall that mR̂ is the maximal ideal of R̂, and that the natural homomorphism
(4.12.1) grm(R)→ grmR̂(R̂)
of graded k-algebras is an isomorphism.
Let F be the minimal free resolution of M. Since the R-module R̂ is flat, the com-
plex R̂⊗R F is a free resolution of M̂ over R̂; it is evidently also a minimal one. Given
(4.12.1), it is not hard to verify that the morphism of complexes F → R̂⊗R F induces an
isomorphism
linR(F)→ linR̂(R̂⊗R F) .
Therefore, the equality ldR M = ldR̂(M̂) holds.
Next we verify the claim about injective linearity defects: Let M → I and M̂ → J
be minimal injective resolutions over R and R̂, respectively. The morphism M → M̂ of
complexes of R-modules induces a morphism I → J, and hence a morphism
θ : ΓmI → ΓmR̂J .
This map is a quasi-isomorphism because at the level of homology it is the homomor-
phism H.m(M) → H
.
mR̂
(M̂) of local cohomology modules, which is bijective; see [6,
Proposition 3.5.4]. As the injective hulls of k over R and over R̂ are isomorphic, one
can view both ΓmI and ΓmR̂J as complexes of injectives over R̂. These complexes are also
minimal, so the quasi-isomorphism θ is an isomorphism; see [20, §2 Theorem 2.4].
The preceding isomorphisms and Lemma 4.2 yield isomorphisms:
inj linR I ∼= inj linR(ΓmI)∼= inj linR̂(ΓmJ)∼= inj linR̂ J .
Passing to homology, one gets inj ldR(M) = inj ldR̂(M̂), as desired. 
The following corollary is surprising: given Lemma 4.2 it is clear that inj ldR M has to
be at least depthM; it is a priori not clear why it should be greater than dimM.
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Corollary 4.13. Let R be a local ring and M a finitely generated R-module. The inequality
inj ldR M ≥ dimM then holds. Hence, if M is injectively Koszul, then dimM = 0.
Proof. Thanks to Proposition 4.12, one may pass to the completion of R and assume that
it has a dualizing complex. Theorem 4.9 then yields the first equality below:
inj ldR M = ldR(M†)≥ sup{i | Hi(M†) 6= 0}= dimM ;
the inequality is due to Proposition 2.3; for the last equality, see 4.6.6. 
With regards to the preceding result, note that k is zero-dimensional but inj ldR(k) = 0
holds if and only if the ring R is Koszul; this is by Corollary 4.14 below.
Corollary 4.14. Let (R,m,k) be a local ring. The R-module k is injectively Koszul if and
only if the ring R is Koszul.
Proof. Since k̂ = k, one can apply Proposition 4.12 to pass to the completion of R, and thus
assume that it has a dualizing complex. Since k† = k, Theorem 4.9 yields that inj ldR k = 0
if and only if ldR k = 0, that is to say, the ring R is Koszul. 
5. COMPONENTWISE LINEAR MODULES
Let k be a field and R a standard graded k-algebra, that is to say, R =
⊕
i∈NRi is a
graded ring with R0 = k, rankk R1 is finite, and R = k[R1]. In particular, the ring R is
noetherian and m=⊕i>1 Ri is the unique graded maximal ideal. Each finitely generated
graded R-module M admits a minimal graded free resolution F , and its linear part, linR F ,
is defined as in the local case; see 2.1. This gives rise to the invariant ldR M and a notion
of a Koszul module. As noted in Remark 2.2, the ring R is Koszul precisely when it is
Koszul in the classical sense of the word.
In this section, we present a characterization of Koszul modules over Koszul algebras,
which was first established in the second author’s thesis [21]. The argument presented
here is a streamlining of the original one.
Remark 5.1. Observe that since R is standard graded grm(R(−n)) is naturally isomorphic
to R. To be more precise one should view R as a bigraded k-algebra with components
Rp,q =
{
Rp for p = q ,
0 for p 6= q .
Now let M be a finitely generated graded R-module and F its minimal graded free resolu-
tion. For each integer n≥ 0, there is an isomorphism
Fn =
⊕
i∈Z
R(−i)β Rn,i(M) , where β Rn,i(M) = dimk TorRn (k,M)i .
The β Rn,i are the graded Betti numbers of M. It is then clear that
linRn F ∼=
⊕
i∈Z
R(−n,−i)β Rn,i(M) .
The least degree of a generator of M is called initial degree of M, and denoted indegM.
Note that indegM = min{t ∈ Z : Mt 6= 0}.
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Definition 5.2. The Castelnuovo-Mumford regularity of M is the number
regR M = sup{r ∈ Z | β Rn,n+r(M) 6= 0 for some n ∈ N} .
Note that regR M ≥ indegM, with equality if and only if M has an i-linear resolution:
β Rn,r(M) = 0 for r 6= i+ indegM ;
equivalently, if the differentials in F can be represented by matrices of linear forms. The
complexes linR F and F are then isomorphic, so ldR M = 0; that is to say, M is Koszul.
Definition 5.3. For each i ∈ Z let M〈i〉 be the submodule of M generated by Mi. The
module M is componentwise linear if M〈i〉 has an i-linear resolution for each i.
Lemma 5.4. Let R be a Koszul algebra and M a finitely generated graded R-module. If
M has an i-linear resolution, then mM has an (i+1)-linear resolution.
Proof. Since M has an i-linear resolution, it is generated in degree i. Thus M/mM ∼=⊕
k(−i) has an i-linear resolution because R is a Koszul algebra. It follows from the
exact sequence 0→mM →M →M/mM → 0 that
i+1 = indeg(mM)≤ regR(mM)≤max{i, i+1} .
Thus i+1 = regR(mM) and mM has an (i+1)-linear resolution. 
Lemma 5.5. Let R be a Koszul algebra and M a finitely generated graded R-module. The
following statements are equivalent:
(a) M is componentwise linear;
(b) M/M〈indegM〉 is componentwise linear and M〈indegM〉 has a linear resolution.
Proof. We may assume indegM = 0. Evidently M〈0〉〈i〉 =miM〈0〉 holds, so the sequence
0→M〈0〉〈i〉→M〈i〉→ (M/M〈0〉)〈i〉→ 0
is exact. Moreover, when M〈0〉 has a 0-linear resolution, M〈0〉〈i〉 has an i-linear resolution,
by Lemma 5.4. The equivalence of (a) and (b) now follows from the sequence above. 
For the next result we recall that over Koszul algebras the regularity of each finitely
generated module is finite; see [1] and [2].
Theorem 5.6. Let R be a Koszul algebra and M a finitely generated graded R-module.
The module M is Koszul if and only if it is componentwise linear.
Proof. Let F be a minimal graded free resolution of M over R. Set d = indegM and
consider a graded submodule ˜F of F with
˜Fn = R(−n)β
R
n,n+d(M) for n≥ 0 .
Observe that, for degree reasons, ∂ ( ˜F) ⊆ ˜F , where ∂ is the differential on F , so ˜F is a
subcomplex of F . Set ˜M = H0( ˜F) and observe that
(5.6.1) ˜M = H0( ˜F)〈d〉 = H0(F)〈d〉 ∼= M〈d〉 .
One has an exact sequence of complexes
(5.6.2) 0→ ˜F → F → F/ ˜F → 0
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which, by construction, is split as a sequence of graded-modules. Again, degree consid-
erations reveal that this induces a decomposition of complexes of R-modules:
(5.6.3) linR F = linR( ˜F)⊕ linR(F/ ˜F) .
We induce on regR M−d to prove the desired equivalence. If regR M = d, then M has
a linear resolution, and hence it is Koszul, as noted in Definition 5.2, and componentwise
linear, by Lemma 5.5. Assume regR M−d ≥ 1.
When M is Koszul, so that Hi(linR F) = 0 for i≥ 1, one obtains from (5.6.3) that
Hi(linR( ˜F)) = 0 = Hi(linR(F/ ˜F)) for i≥ 1 .
Proposition 2.3 then yields Hi( ˜F)= 0=Hi(F/ ˜F) for≥ 1. It then follows from (5.6.1) and
the homology exact sequence arising from (5.6.2) that ˜F is the minimal free resolution
of ˜M and F/ ˜F is the minimal free resolution of M/ ˜M. The displayed equalities then
imply that ˜M has a linear resolution and M/ ˜M is Koszul. Observing that regR M− d >
regR(M/ ˜M)− indeg(M/ ˜M) the induction hypothesis yields that M/ ˜M is componentwise
linear, so M is componentwise linear, by Lemma 5.5.
Assume now that M is componentwise linear; then so are ˜M and M/ ˜M, by Lemma 5.5.
Because ˜M has a d-linear resolution one obtains the last equality below:
rankR ˜Fn = β Rn (M)n+d = β Rn ( ˜M)n+d = β Rn ( ˜M) .
The second equality holds because ˜M = M〈d〉. An induction on n then shows that ˜F is the
minimal free resolution of ˜M. Hence (5.6.2) implies F/ ˜F is the minimal free resolution
of M/ ˜M. The induction hypothesis yields Hi(linR ˜F) = 0 = Hi(linR(F/ ˜F)) for i ≥ 1, so
Hi(linR F) = 0 for i≥ 1, by (5.6.3). Thus, M is Koszul. 
APPENDIX A. FILTRATIONS
In this paper we need some facts about filtrations. For the convenience of the reader we
state these results separately in this appendix and present their proofs.
Let R be a ring. A filtered module U is an R-module with filtration {Un}n∈Z such that
Un+1 ⊆Un for n ∈ Z. The filtration is separated if
⋂
n∈ZUn = 0 and it is exhaustive if⋃
n∈ZUn =U . The module U is complete with respect to the filtration if the natural map
U → lim
←−n
U/Un is an isomorphism. The associated graded module of filtered module U
is the graded module gr U with degree n-component Un/Un+1.
The proof of the following lemma can be found in [4, Chapter III].
Lemma A.1. Let U be an R-submodule of a filtered R-module V . Then
(a) U is a filtered R-module with Un =U ∩V n.
(b) V/U is a filtered R-module with (V/U)n =V n/(U ∩V n).
(c) Considering U and V/U as filtered R-modules induced by the filtrations of (a) and
(b) respectively the associated graded sequence below is exact:
0→ gr U → gr V → gr(V/U)→ 0 .
However, observe that gr(·) is usually not an exact functor.
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Example A.2. Let R = k[x] be a polynomial ring over a field k, and set m= (x). Applying
grm(·) to the exact sequence
0→ k[x] x
2
→ k[x]→ k[x]/(x2)→ 0
leads to the sequence 0→ k[x] 0→ k[x]→ k[x]/(x2)→ 0, which is not exact. The problem
here is that the filtration of k[x] is not compatible with the filtration of the image (x2) of
the multiplication map by “x2” as a submodule of k[x].
A homomorphism of filtered modules is an R-module homomorphism ϕ : U →V such
that ϕ(Un) ⊆ V n. Such a map induces a homomorphism gr ϕ : gr U → gr V . It fol-
lows from Lemma A.1 that Kerϕ is a filtered R-module with (Kerϕ)n = Kerϕ ∩Un and
Cokerϕ is a filtered R-module with (Cokerϕ)n =
(
V n +ϕ(U)
)
/ϕ(U).
Proposition A.3. Let U ϕ→V ψ→W be a sequence of filtered R-modules. If the associated
graded sequence is exact, the following statements hold.
(a) The canonical homomorphism Coker(gr ψ)→ gr(Cokerψ) is bijective.
(b) The canonical homomorphism gr Ker(ϕ)→ Ker(gr ϕ) is injective; it is bijective
when the sequence U ϕ→V ψ→W is also exact.
(c) When U is complete and the filtration on V is exhaustive and separated, the se-
quence U ϕ→V ψ→W is exact.
Proof. (a) This was proved in [14, Lemma 1.16].
(b) Since one has the following equalities:
gr(Kerϕ)n = Kerϕ ∩U
n
Kerϕ ∩Un+1 and Ker(gr ψ)
n = {u ∈Un/Un+1 : ψ(u) ∈V n+1}
one deduces that the canonical homomorphism gr(Kerϕ)→ Ker(gr ψ) is injective. Ap-
plying Lemma A.1 (c) to the exact sequence
0→Kerϕ →U → (U/Kerϕ)→ 0
yields an exact sequence
0→ gr(Kerϕ)→U → gr(U/Kerϕ)→ 0.
Assume now that U ϕ→V ψ→W is exact. Then U/Kerϕ ∼= Imageϕ =Kerψ as R-modules.
Moreover, this isomorphism is compatible with the induced filtrations on these modules
and we obtain an isomorphism
gr(U/Kerϕ)∼= gr(Kerψ).
The map gr ϕ factors as
gr U → gr(U/Kerϕ)∼= gr(Kerψ) →֒ Ker(gr ψ).
It follows from the assumption that gr U → Ker(gr ψ) is surjective. Hence gr(Kerψ) ∼=
Ker(gr ψ) as desired.
(c) We have to show that the homomorphism U → Kerψ is surjective. Applying (b) to
Kerψ yields that gr(Kerψ) is a submodule of Ker(gr ψ). The map gr ϕ factors as
gr U → gr(Kerψ) ⊆ Ker(gr ψ) .
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The hypothesis is that gr U → Ker(gr ψ) is surjective, so gr U → gr(Kerψ) is surjective.
Since V is exhaustive and separated, the same is true for Kerψ , with induced filtration.
Now it remains to apply [4, Chapter III, §2.8, Corollary 2]. 
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