Abstract. We prove the exact controllability of linear KP-I equation if the control input is added on a vertical domain. More generally, we have obtained the least dispersion needed to insure observability for fractional linear KP I equation.
Introduction
In this note, we complete the study of control problem for linear KP type equations started in [7] . The precise model considered here is the linear KP-I equation We denote by
. For a vertical control region of the form ω = (a, b) x × T y , we fix a non-negative real function g ∈ C 2 c (T) with T g = 1. In this case, we define the control input by G(h)(x, y) = G ⊥ (h)(x, y) := g(x) h(x, y) −
The main result of this note is the observability from a vertical region. Theorem 1.1. For any T > 0, there exists C T > 0, such that for any solution u ∈ C(R; L 2 0 (T 2 )) of (1.1), we have
As explained in [7] , a consequence of HUM method of Lions [5] is the exact controllability of linear KP-I equation from vertical domain. Then for any given time T > 0, the similar observability (1.3), replacing Gu by G u, does not hold true. The argument is the same as the treatment for linear KP-II in [7] .
The main part of this note is devoted to the proof of Theorem 1.2. In appendix, we discuss the validity of the observability for fractional linear KP I of the form
We will prove the following dichotomy result which asserts the least dispersion needed for the observability.
holds for any solution u of (1.6). (2) If 0 < α < 1, then for any T > 0, there exist a sequence of solution (u n ) of (1.6), such that
= 0.
Notations and Preliminaries
2.1. Notation. We identify
In the case where there is no risk of confusing, we will also use f to note the Fourier transform of one variable. For the derivative, we sometimes use the notation
We will only use L 2 based norms for this linear problem, hence we denote by
We will also use the inner product notations
where d = 1 or 2, which will be clear in the context. 2.1.1. Symbols and quantization on Torus. We briefly review the h pseudo-differential calculus on Torus. For m ∈ R, let S m be the set of h-dependent functions a(x, ξ, h) with parameter h ∈ (0, 1) such that for any indices α, β,
For a ∈ S m , we denote by Op h (a) the h pseudo-differential operator acting on Schwartz functions via
We refer [8] for symbolic calculus and another basic properties about h pseudodifferential operator. For functions on a compact Riemannian manifold, we can define h pseudo-differential operator by using local coordinate and partition of unity. On the torus, we can also use the global definition of pseudo-differential calculus. Denote by S m per be symbols in
Symbols in S m
per can depend on h with uniform estimate (2.1),though the dependence is not displayed in our notation. We quantize a ∈ S m per as an operator on
From Poisson summation formula, we have
3)
The globally defined quantization via (2.3) is equivalence to (modulo hS m−1 ) the usual definition via partition of unity, see the exercise in the book [1] .
2.2.
Quick review of 1D semi-classical reduction. Expanding the solution u(t, x, y) to (1.1) in Fourier series in y variable
we find that for each l ∈ Z, a l satisfies the equation
x a l = 0 Therefore, by changing notations, the equation (1.1) can be reduced to the study of the following λ dependent equation
We take λ = 1 h 2 and rewrite (2.4) as
The solution u depends on the parameter h and we will drop the dependence in the sequel. From the same proof of Proposition 3.5 in [7] , we reduce the proof of Theorem 1.1 to the following weak observability.
Theorem 2.1. T > 0 be given. There exist a constant C T > 0 and a sufficiently small number h 0 > 0, such that for all h ∈ (0, h 0 ), the solution u of the h dependent equation (2.5) satisfies
We use a standard homogeneous Littlewood-Paley decomposition. Take ψ ∈ C ∞ c (R) with support suppψ ⊂ {1/2 ≤ |ξ| ≤ 2} and
where ψ n (ξ) = ψ(2 n ξ). With this notation, we further reduce the proof of Theorem 2.1 to the following frequency-localized estimate.
Proposition 2.2. Let T > 0 and ǫ 0 > 0 be given. There exist h 0 > 0, small and
holds true for all solutions u(t, x) of (2.5).
The derivation from Proposition 2.2 to Theorem 2.1 is simple and can be found in [7] . The remaining part of this note is devoted to the proof of (2.7). We summarize the path of the proof as follows:
• Regimes n ≥ N 0 and n ≤ −N 0 : n ≤ −N 0 corresponds to the very low frequency regime in which the term (hD x ) −1 dominates the dispersion. n ≥ N 0 corresponds to the very high frequency regime in which the term (hD x ) 3 dominates the dispersion. The arguments are similar as for linear KP-II.
• Regime |n| ≤ N 0 : This is the essential difference between KP-I and KP-II.
The group velocity of KP-I could be very small in this regime.
3. The proof of Proposition 2.2 3.1. Regimes far from critical points. Let us consider the following ǫ−dependence symbols:
where χ ∈ C ∞ c (R) with supp(χ) ⊂ {µ < |ξ| < ν} for some 0 < µ < 1 2 , ν > 2 and χ ≡ 1 in a neighborhood of {1/2 ≤ |ξ| ≤ 2}. Denote by P ǫ = Op h (p ǫ ) and Q ǫ = Op h (q ǫ ).We use the notations U ǫ (t), V ǫ (t) to represent solution operators to the following two equations
The flows associated to the vector fields H pǫ , H qǫ are explicitly given by
with respectively. From Egorov's theorem (see [8] ), we know that for any symbol a(
We remark that the bound O L 2 →L 2 ( h) is independent of ǫ ≤ 1 since all the seminorms of the symbol p ǫ , q ǫ can be chosen continuously depending on ǫ.
Now we prove the following localized observability estimates:
Proof. Here we only prove the first inequality, and the second one will follow in the same manner. Consider the symbol a(x, ξ) = g(x) 2 ψ(ξ) (strictly speaking, g is not smooth and we need approximate it by smoothing functions) and its quantization Op h (a) = (g(x)) 2 ψ( hD x ), where ψ is a slight enlargement of ψ so that ψψ = ψ and suppχ| supp( ψ) = 1. From Egorov's theorem, we have
Note that on the support of a, χ ′ (ξ) = 0, and thus we have
We choose δ 0 = δ 0 (µ, ν), sufficiently small, such that − 
To conclude the proof, we just need choose h 0 < min{ c1 4C , 1}. As a consequence, we can proof Proposition 2.2 in the easy regimes:
There exist h 0 > 0 and a integer N 0 which depends on δ 0 in Proposition 3.1, such that for all h < h 0 , |n| ≥ N 0 , and 2 n h ≤ ǫ 0 , the inequality (2.7) holds true.
We first consider the case n ≤ −N 0 . Define a new semi-classical parameter h n = 2 n h ≪ 1 and rescale the time variable by setting w n (t, x) := ψ( h n D x )u(2 2n t, x). w n satisfies the following equation:
Applying (3.3) to w n with ǫ = 2 n ≤ δ 0 and h = h n we obtain that
From conservation of L 2 norm along the flow, we apply the inequality above 2 −2n −1 times to obtain
and this is exactly
We next consider the case n ≥ N 0 and 2 n h ≤ ǫ 0 . Define the new small semiclassical parameter h n = 2 n h, thanks to the restriction that 2 n h ≤ ǫ 0 ≪ 1. Denote by u n = ψ( h n D x )u and define v n (t, x) = u n (2 −2k t, x). Thus v n solves the equation
Applying (3.4) with h = h n , ǫ = 2 −n , we obtain that
Again from conservation of L 2 norm as in the previous argument, we finally have
3.2. Near the critical points. Now we prove inequality (2.7) for |n| ≤ N 0 . Since N 0 only depends on µ, ν > 0 which is chosen in a priori, it would be suffices to prove the inequality for n = 0 only. Rewriting (2.5) as
with Fourier multiplier φ(ξ) = ξ 3 + 1 ξ . There are only two zeros of φ
. Splitting ψ(ξ) = ψ + (ξ)+ψ − (ξ) with ψ + = ψ1 ξ>0 , and ψ − = ψ1 ξ<0 , it would be sufficient to prove (2.7) for u = ψ + (hD x )u. For δ > 0, we take another cut-off
Taking δ > 0 smaller, we may assume that χ δ (ξ)ψ(ξ) = χ δ (ξ). On the support of (1 − χ δ )ψ + , we have |ψ ′ (ξ)| ≥ c δ > 0, thus the same propagation argument as in the previous subsection yields
for some C δ , T δ depending on δ > 0. To complete the proof, it remains to prove the similar inequality for χ δ (hD x )u. Indeed, the sum of the two frequency pieces on the right hand side can be bounded by gψ + (hD x )u
2 in which the error term comes from the commutator [g, χ δ (hD x )].
Before treating the term χ δ (hD x )u, we make a further simplification. Denote by
h ⌋x w, and then w(k) = v k + ξ 0 h . We see that
Note that the support of θ δ is now near the origin and
We are now ready to close the demonstration of Proposition 2.2 by proving the following, which is the main ingredient of this note:
There exist constants δ > 0, h 0 > 0 small and C T > 0 such that for all 0 < h < h 0 and w = θ δ (hD x )w, h dependent solution to (3.6), we have
The proof is down by splitting the frequency into two parts. One part contains cluster of relatively low frequencies and we control it by spectral inequality. The other part contains relatively high frequencies and will be controlled by propagation estimate after rescaling the time variable. First we notice that the inequality would not change if we replace w by w exp
. We may assume that Φ(σ h ) = 0.
Denote by r h = h −1 σ h ∈ [0, 1). For any n 0 ∈ N, we define the sharp frequency truncation
We divide the proof into several lemmas.
Lemma 3.4. Given T > 0, there exist N 0 ∈ N, h 0 > 0, C T > 0, such that for any integer n 0 ≥ N 0 , h < h 0 and T > 0,
holds true for all solutions of (3.6).
Proof. We rewrite
we need estimate each term in the summation. By choosing n 0 ≥ N 0 large, we denote by h 1 = 2 l h ≤ 4 n0 a new semi-classical parameter. We put ω = ψ(h 1 D x )w, and then ω solves 2
Note that Φ l is a symbol with uniform bound in l for |ξ| ≤ 2 as well as all of its derivatives. We rescale the time by setting v(t,
From the same argument as in the proof of Proposition 3.1, there exist T 0 > 0 and C T0 > 0 such that
holds true for all h 1 = 2 l h, provided that h < h 0 is small enough and n 0 ≥ N 0 is large(while keeping the relation hn 0 ≪ 1). Back to the function w, we have
Thanks to the conservation of L 2 norm, we have for all q ∈ N,
Summing q from 0 to ⌊ T h1hT0 ⌋, we have
where we have used the simple commutator estimate [g,
l h in the second inequality. This completes the proof by choosing n 0 sufficiently large.
We need the following spectral inequality, and the proof is classical and can be found in [4] . Lemma 3.5. There exists an positive increasing function κ :
The following elementary lemma is needed in the final argument. 
Recall that Φ is strictly increasing for ξ ∈ [σ h , δ) and strictly decreasing for ξ ∈ (−δ, σ h ]. Thus there exist ξ * < r h , such that Φ(ξ * ) = h 2 M 2 0 . We fix δ > 0 small such that 2 < Φ ′′ (ξ) < 12 for all |ξ| ≤ δ. Thus (n0+µ2) 2 ≤ 9. We claim that for sufficiently small h > 0, we have
Indeed, Taylor expansion gives
with implicit constant in big O depending only on sup
|Φ ′′′ (ξ)|. As a consequence, we have
The claim follows easily by choosing h small enough. Define a slightly different frequency truncation
From (3.9) and the property of Φ, we have
Note that Π ≥ n 0 2 w H = w H , then from Lemma 3.1 we have
We next calculate
2 by taking n 0 reasonable. There are two possibilities in the case of (
by choosing h small enough, thanks to (3.11), (3.10) and (3.11). In the case that
16 .
This implies that
where we have used Young's convolution inequality. From this, we could improve the estimate of w L (0) 2 as follows.
and
The last term on the right hand side can be absorbed to the left, and this completes the proof.
Appendix A. On the observability of fractional linear KP I
In this appendix, we will give a proof of Theorem 1.4 for fractional KP I equation
When α ≥ 1 the proof of observability can be reduced to the 1D uniform observability of
, after doing the same reduction as in the beginning of section 3.2. Thus it would be sufficient to prove Proposition 3.3 for solutions of (A.1). Actually, the proof of Proposition 3.3 works also in the case α > 1. For α = 1, we need a little more argument. Taylor expansion gives
is independent of h, and we have
.
We denote by S σ h (t) the semi-group associated with the evolution Schrödinger
From observability for classical Schrödinger equation, we have
with constant C T independent of σ h ∈ (0, 1). For this independence assertion, we refer to Lemma 2.4 of [2] . Therefore, we have from Duhamel formula that
where we have used the conservation of L 2 norm in the last step. For given T > 0, we take δ > 0 sufficiently small in a priori, and thus
The estimate of v 2 follows in the same way as in the proof of Lemma 3.4. Therefore we have
Finally, from the commutator estimate
the proof is complete. We now construct the conterexample of observability for the case α < 1. The construction is in the same spirit as in [7] .
Proposition A.1. Suppose 0 < α < 1. Then for any T > 0, there exists a sequence v n , solutions of h
Proof. We may assume that
2 and define
The coefficient function g ǫn (z) satisfies the following estimates: We first estimate the lower bound of the mass of initial data. After tedious calculation, we have 
