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Abstract 
In this paper, we propose and analyze a new interconnection network, the k-ary hypercube. 
This new architecture captures the advantages of the mesh network and those of the binary 
hypercube. We show that the hamiltoniacity of this network and its capability of efficiently 
simulating other topologies. It has a smaller degree than that of its equivalent binary hypercube 
(the one with at least as many nodes) and has a smaller diameter than its equivalent mesh of 
processors. 
1. Introduction 
In recent years, the progress in very large-scale integration (VLSI) has led to the 
design and manufacturing of low cost, small size, and high performance processors. 
Parallel computers containing a very large number of processors that cooperate in 
various ways to solve computationally intensive problems have been manufactured 
and are now commercially available. Intel has introduced a series of hypercube 
computers, the Intel iPSC Family of Concurrent Supercomputers, which have 32, 64, 
or 128 processors [17]. Other machines based on a number of interconnection 
networks such as the butterfly, the grid, the mesh of trees, and the pyramid (among 
others) are also being manufactured. 
Several architectural characteristics make the hypercube machine attractive. The 
hypercube is a superset of most of the other candidate networks. For example, a grid 
of any dimension can be mapped into a k-ary hypercube by ignoring some hypercube 
edges. Perhaps the most important feature of the hypercube is its high degree of 
regularity. That is, in a k-ary d-dimensional hypercube, every node has exactly 2d 
neighbors for k 2 3, and d neighbors if k = 2. 
Several parallel algorithms have been designed with a particular parallel machine in 
mind. For this reason, it has become crucial to study the relationships between these 
various parallel machines. The simulation of parallel machines is thus an important 
topic in the study of parallel machines, in particular, hypercubes [l-13,16,17]. In this 
paper, we study the embedding of meshes G into k-ary hypercubes Q. 
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2. Topological properties of the k-ary hypercube 
Recently, various other interconnection networks have been proposed. The k-ary 
hypercube we propose in this paper is sparse, has small diameter and is suitable for 
various applications. It captures the advantages of the mesh and those of the 
hypercube. Fig. 1 shows ternary hypercubes of dimension 1 and 2 and Fig. 2 shows the 
quaternary hypercubes of dimension 1 and 2. 
A k-ary hypercube of dimension n, denoted by Qk(n), is an undirected graph of k” 
vertices labeled by the integers between 0 and k”- 1. There is an edge between two 
vertices when the representations of their labels in base k differ by one (modulo k) in 
exactly one position. A d-dimensional k-ary hypercube may be constructed from 
k copies of (d- l)-dimensional k-ary hypercubes, called copies 0, 1,2, . . . , k- 1, by 
connecting corresponding nodes in each of the k copies so that each node in copy i is 
connected to its corresponding node in copy i + 1 (mod k). Since the d-dimensional 
k-ary hypercube is a regular graph with degree 2d, it is necessary to remove at least 2d 
nodes to disconnect it. The following theorem follows from the above observations. 
Theorem 2.1. The k-ary hypercube of dimension d has node connectivity 2d. 
It follows from Menger’s theorem that the d-dimensional k-ary hypercube has 2d 
vertex-disjoint paths between any two nodes. In the following section, we prove that 
the k-ary hypercube is a Cayley graph and hence possesses all properties proved for 
Cayley graphs. 
2.1. Representation of&(n) as a Cayley graph 
Cayley graphs possess many attractive properties such as vertex-symmetry, 
low degree, and optimal fault tolerance. Parallel machines whose underlying 
Fig. 1. (4 Q3W; 04 Q&0 
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Fig. 2. (4 QIW; 04 QI@). 
interconnection etwork is based on one of these graphs have attracted designers and 
researchers for the obvious reasons. Binary hypercubes, cube connected cycles, star 
and pancake networks are some of interconnection etworks based on Cayley graphs. 
A Cayley graph is defined via a group r and a set of generators A of generators for r. 
Given r and A, the Cayley graph G,(T) has a node for each element YET and an edge 
for each 8~ A. Let Qi be the set of all k-vary vectors of length n. Clearly, there are k” 
elements in Qi. Let $ be the binary operation defined on Qf: as follows: for 
A=an-lan-2 ..a a0 and B=bn_lbn_2 ...b,EQk, A$B is a vector C=C,_~C,_~...C~, 
where ci=ai+ bi (mod k). It is easy to see that r=(Qi, ?-) is a group. The generating 
set A consists of all k-ary vectors of the form (an_lan_2 . ..aIao) where ajE{l,k-1}, 
for some j, and ai=O for all i#j, O<i, j<n-1. 
Two nodes y1 and yz in G,(T) are adjacent if and only if yz=y16 or y1 =y26, for 
some 8~ A. 
Theorem 2.2. The diameter of Qk(n) is (nLk/2 J), where Lx] is the largest integer smaller 
or equal to x. 
Proof. By induction on n. Qk(l) is a cycle of length k. The maximum distance between 
any two points in a cycle of length k is L k/2 J Suppose that the diameter of Qk(n - 1) is 
((n - 1) Lk/2 J). Recall that Qk(n) is constructed from k copies of Qk(n- 1). Now 
consider two nodes u,u~Q,.(n). We distinguish two cases. 
Case 1: u, u belong to the same copy of Qk(n- 1) in which case their maximum 
distance is (n- l)Lk/2], which is less than (nLk/2 J). 
336 S. Bettayebl Theoretical Computer Science 140 (1995) 333-339 
Case 2: u, v belong to different copies of Qk(n - 1). In this case, the distance between 
the two copies is at most L k/2 1) (b asis step). A path of length (nLk/2J, is established as 
follows: Let u’ be the node whose label agree with that of u in all but one digit and 
agrees with the label of v in that same digit. The distance between u and u’ is at most 
L k/21 (basis step) and the distance between u’ and v is at most ((n - l)Lk/2 J) (induction 
hypothesis). So, the distance between u and v is at most (nLk/2J. q 
For a Qk(n), up to 2n- 1 nodes can fail without disrupting the network since it is 
2n-regular. 
3. Embedding cycles and meshes 
An embedding $ of a graph G =( Vc, E,) into a graph H =( VH, EH) is an injective 
mapping of the nodes of V, into the nodes of I&; i.e. $ : Vi+ VH. We refer to G as 
a source graph and H as a host graph. 
The embedding is guided by some constraints which may differ from application to 
application. Two common measures of the quality of an embedding, important 
especially in parallel processing, are the dilation which measures the communication 
delay and expansion which measures processor utilization when each node of the guest 
graph is mapped to a distinct node of the host graph. For a mapping $: &+I$, 
which is not necessarily an embedding, the loadfactor measures the maximum number 
of nodes of the source graph mapped to a single node of the host graph. 
The distance between two vertices x and y in a graph G, denoted by distance(x, y; G) 
is the length of the shortest path between x and y in G. The dilation of the embedding 
t_k is the maximum distance between the images of any pair of nodes in the host graph 
that are adjacent in the source graph; i.e. 
dilation(#)= max {distance($(x), $(y); H)}. 
(x. YM EC 
The expansion of an embedding + of G into H is the ratio of the number of nodes in 
I$, to the number of nodes in Vc, i.e. expansion($)=1 V,l/l Vol. 
Let ai, 1 <i<d, be a set of d nonnegative integers. The d-dimensional grid 
G=[a, xa, x a.+ x ad] is the graph with vertex set {(x1, x2, . . . , xd) I all xi are integers, 
1 <xi < Ui}. Two vertices (x1, xt, . . . , xa) and (yl, yZ, . . . , ya) are joined by an edge if and 
only iffor somej, l<j<d, we have yi=xi for all i#j, and lyj-xjl=l. 
Let I G I denote the number of nodes in G. Now for any graph G the smallest k-ary 
hypercube having at least as many points as G is Qk(r log, 1 GI I), and we refer to it as 
the optimum k-ary hypercube for G and occasionally denote it by Optimum-k-ary 
hypercube(G), or simply Optimum-hypercube(G), when k is clear. 
To begin we describe a Hamiltonian cycle in each k-ary hypercube. A string over 
the alphabet (0, 1,2, . . . , k- 11, which represents a decimal number in base k is called 
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a k-ary code word. This 10221 is the ternary code word for the decimal number 106. 
This is analogous to binary reflected ‘Gray codes’ in binary hypercubes. 
3.1. A cyclic k-ary code 
Recall that every node in the k-ary hypercube of dimension n is labeled by an 
integer between 0 and k”- 1. These values are represented in base k. We want to define 
a Hamiltonian cycle in the hypercube of dimension n, &(n). The labels of the nodes in 
the Hamiltonian cycle will define a cyclic code whose property is that any two 
adjacent labels differ in exactly one position by 1 (modulo k). 
Theorem 3.1. The k-ary hypercube of dimension n, Qk(n) contains a Hamiltonian cycle. 
Proof. By induction on the size of the hypercube. We show a stronger statement. 
Namely, for n 2 1, Qk(n), contains a cycle C of length k such that, for all i, (0 < i,< k - l), 
one can form a Hamiltonian cycle of Qk(n) starting with the ith point of C and ending 
with point i+ 1 (mod k) of C. 
Basis step. For n = 1 an appropriate sequence is (0, 1,2, . . . , k - 1). Clearly this forms 
a Hamiltonian cycle HC1 of the k-ary hypercube Qk(l) of dimension 1. Furthermore, 
one can clearly start at any point i in this sequence and end with point i + 1 (mod k). 
Induction step. Recall that Qn(n+ 1) is constructed from k copies of Qk(n) by 
connecting nodes in each of the k copies so that each node in copy i, 0 < i <k - 1, is 
connected to its corresponding node in copy i + 1 (modulo k). Suppose that Q,Jn) has 
a Hamiltonian cycle and suppose that each copy i of the hypercube of dimension n, 
Qk(n), has a cycle C: of length k such that, for all j, 0~ j <k- 1, one can form 
a Hamiltonian cycle of the ith copy starting with the jth point of CL and ending with 
point j+(k-1) (modk) of Ct. Let {x:x!, . . . . x+-l} be the sequence of nodes that I 
form a cycle of length k in the ith copy of the hypercube Qk(n) such that, for 
O<j<k-1, xi is adjacent to xi J+ ’ A Hamiltonian cycle of size n+ 1 can be con- . 
structed, by the induction hypothesis, starting with xi, for any j (0 <j <k - l), making 
a Hamiltonian cycle of copy 0 and ending with ~jdc(~-~)(~“~~), then moving to copy 
1 and making a Hamiltonian cycle starting with ~j+(~-l)(~“~~) and ending with 
xi+Z(k-l)(modk), and so on. That is, the mth copy, for O,<m < k- 1, will have a Hamil- 
tonian Circuit formed starting from ~i,+~(~- ‘)tmodk) and ending with ~~‘(~-r)(~- l)tmodk). 
Consequently, the (k- 1)th copy will have a Hamiltonian cycle formed starting from 
x~+‘~-~)(~- l)(modk) and ending with xi_ I J+(k)(k-l)(modk! As k(k- l)+j (mod k)=j, it follows 
that xi_ 1 and xi are corresponding nodes and hence are connected by an edge. Thus 
the desired Hamiltonian cycles of Qk(n+ 1) have been exhibited. 0 
3.2. Dilation one embeddings in k-ary hypercubes 
The following lemma shows that the n-dimensional k-ary hypercube contains grids 
whose sides are a power of k as subgraphs. 
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Lemma 3.1. Let n3 1. For any s>2, and positive integers tl, tl, . . . , t, such that 
C;=~ ti=n, Qk(n) contains the grid [k” x k” x .a- x ktS] as a subgraph. 
Proof. By induction on n. 
Basic step. (n= 1) Clearly [l x k] is a subgraph of Qk(l) for all values of k. 
Inductive step. Assume that for any s 2 2 and all positive integers tl, t2, . . . , t, such 
that CT= r ti=n, [k” x k” x *.. x krS] is a subgraph of Qk(n). Now let ~22 and let 
t1,tz,***, t, be positive integers such that C;= 1 ti = n + 1. Let i be such that ti 2 2. By 
the induction hypothesis, M=[k” x k” x a.. x k’l-’ x k”-l x kti+’ x .a. x krs] is a 
subgraph of Qk(n). Observe that Qk(n+ 1) can be constructed from k copies Qk(n) by 
connecting, for all j, each vertex in the jth copy with its corresponding vertex in the 
(j+ l)st (mod k) copy. As each copy contains M and the edges connecting correspond- 
ing mesh vertices are present in Qk(n+ l), it follows easily that Q,Jn+ 1) contains 
[k” x k” x ..a x krS]. 0 
4. Conclusion 
The major objective of this paper was to introduce a new interconnection etwork 
and to analyze its capability of simulating other interconnection networks. Our 
principal open problem is to describe embedding of meshes of arbitrary dimensions 
into their optimum k-ary hypercube that are provably optimum. 
Many variations of mappings have been studied in the literature [ 111. In this paper, 
we have focused on one-to-one mappings. There is a great interest in manyone 
mappings. For example, Sudborough et al. (personal communication) have been 
looking at many-one mappings of grids into their suboptimum hypercubes where the 
suboptimum hypercube for a grid G refers in this case, to the hypercube whose 
cardinality is 2r’0gZ’G’1- ‘. Th e cost measures they optimize in this case are maximum 
load factor and dilation. 
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