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General treatment of the multimode Jahn–Teller effect:
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Harry Ramanantoanina,a Matija Zlatar,b Pablo Garcı´a-Ferna´ndez,c Claude Daula
and Maja Gruden-Pavlovic´*ad
A general model for the analysis of the Adiabatic Potential Energy Surfaces (APES) of the molecules
that are subject to the multimode Jahn–Teller effect is presented. The method utilizes the information
obtained by DFT calculations on a distorted stationary point on the APES. The essence of the model is
to express the distortion along a model minimal energy path called Intrinsic Distortion Path (IDP),
projecting the geometry of the system on the normal modes of the either high-symmetry (HS) or low
symmetry (LS) nuclear configuration. This allows us to determine the significance of all of the involved
normal modes along a relevant particular path of distortion, and the direct calculation of the vibronic
coupling constants. The IDP analysis is illustrated by the discussion of the multimode H # (g + 2h) JT
effect in fullerene cations (C60
+) giving a deep insight into the origin and the mechanism of vibronic
coupling in fullerene based molecules.
1 Introduction
The theory of vibronic coupling, coupling between electronic
states and nuclear displacements, has a long history,1 and
presents a sole mechanism responsible for all structural dis-
tortions in molecules and solids. The importance of the Jahn–
Teller (JT) eﬀect1–3 is very well recognized, and goes well beyond
academic discussions. The JT eﬀect is known to influence the
high-TC superconductivity,
4,5 ferroelectric phase transitions in
perovskite crystals, large magneto-resistance in manganites,6
superconductivity in fullerides,7–10 and many other properties,
putting the study of this interesting phenomenon in the spot-
light of research in various fields.
Despite the great progress and development of various
experimental techniques for studying the Jahn–Teller (JT)
eﬀect,1,11 computational methods are necessary to understand
the microscopic origin and to get deeper insight into the
vibronic coupling eﬀects.12 There is no doubt that the results
obtained using high-level ab initio calculations give accurate
values and a good account of experimental observations.13–16
However, it is computationally expensive to run those simula-
tions on large molecules, and expertise in the field is required
for the simulation. On the other hand, Density Functional
Theory (DFT) can be applied routinely to medium-to-large-sized
molecules, even though treatment of the degenerate states
requires special caution.17–20 Special approaches like the multi-
determinantal-DFT (MD-DFT)21,22 have been shown to be suc-
cessful for the analysis of JT active molecules.21–28
The distortion from a high symmetry (HS) nuclear arrange-
ment, due to the JT eﬀect, towards a lower symmetry (LS) energy
minimum conformation is a displacement on the 3N 6 potential
energy surface. In the ideal case, the distortion corresponds to the
movements of nuclei along one normal mode that belongs to a
non-totally symmetric irreducible representation (irrep) of the HS
point group of amolecule. Nevertheless, this is true only for simple
molecules. In complex molecules, the JT distortion is a super-
position of many diﬀerent normal coordinates, and quantifying
the role played by diﬀerent normal modes in symmetry breaking
processes is of great importance. In order to tackle the multimode
problem, the Intrinsic Distortion Path (IDP) analysis, in which the
distortion is represented as a superposition of all totally symmetric
normal modes in the LS minimum energy conformation, has been
recently proposed.22,26,28 This is in contrast with the usual treat-
ment of the Jahn–Teller eﬀect, starting from the HS point of the
Adiabatic Potential Energy Surface (APES).1 However, as we will
show, all the required information, to calculate the vibronic
coupling coeﬃcients is also contained in the LS structure,
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at least to a good approximation. Within the harmonic approxi-
mation the potential energy surface has a simple analytical form,
so with this model, it is possible to directly separate the
contributions of the diﬀerent normal modes to the JT distortion,
their energy contributions to the JT stabilization energy (EJT)
along a relevant particular path of distortion and the forces at
the HS point, giving further insight into the vibronic coupling.
This work will show that the IDP and the well-known
interaction mode1,29,30 approaches can be connected, resulting
in the rigorous and general model for the analysis of the APES
of the molecules disposed to the multimode Jahn–Teller eﬀect.
Herein, we report utilities of both MD-DFT and IDP methods in
analysis of the JT distortion in fullerene cations, C60
+, an
example of the non-trivial multimode problem, in a simple,
eﬃcient and non-empirical way.
2 Methodology
2.1 Multideterminantal-DFT
TheMD-DFT approach21,22 is exhaustively explained elsewhere.22
Here, we will just give a brief summary of the computational
procedure. Our starting points are the geometries and energies
of the HS and LS nuclear configurations. The electronic state of
the HS configuration requires in many cases to be represented
with more than one single determinant, depending on the
point group of the HS conformation and the irreps that
unequally occupied molecular orbitals belong to. In order to
obtain it, we use the Average of Configuration (AOC) type of
calculation, where the degenerate orbitals are equally popu-
lated, in order to retain the A1 symmetry of the total electron
density in the HS point group. This yields the geometry of the
HS species (step 1). The second step includes single point
calculation imposing the HS symmetry on the nuclear geometry
(obtained in step 1) and LS on the electron density. This
is achieved by introducing an adequate occupation scheme
in the Kohn–Sham molecular orbitals, in the specific LS point
group, chosen according to the epikernel principle.31,32 The
third step is straightforward – geometry optimization constraining
the structure to the specific LS point group, with the proper
occupancy of Kohn–Sham orbitals. These calculations yield
diﬀerent geometries and energies that correspond to a minimum
and a transition state on the APES. The JT stabilization energy EJT
is the diﬀerence in energy obtained in steps 2 and 3 for the
structures with the same electron distribution.
2.2 Analysis of the multimode JT eﬀect
While ab initio calculations are excellent tools for accurately
predicting the geometries and energies of the high and low-
symmetry stationary points of the APES, the physical origin of
these results can only be understood with the use of models.
Whereas much work has been devoted to the understanding of
systems with a single active JT mode like, for example, the
tetragonal distortion occurring in a transition metal complex
with octahedral symmetry when the electronic state is Eg, much
less is known about the behaviour of systems with many active
modes, i.e. the so-called multimode JT problem.
A possibility to describe the multimode problem is through
the use of the interaction mode.1,29,30 In this method a single
eﬀective coordinate is created by using a linear combination of
all the JT-active modes of the high-symmetry configuration:
Qint ¼
X
i
cinti Q
HS
i ð1Þ
where QHSi are the JT modes of the high-symmetry configu-
ration, while cinti are the coeﬃcients used to describe the
interaction mode. The value of each cinti depends explicitly on
the model employed to describe the JT eﬀect in the system.
Usually1,30,33 these coeﬃcients are obtained using a JT matrix
including only linear coupling and harmonic force constants
(Fi and Ki, respectively)
cinti ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃ
Nint
p Fi
Ki
ð2Þ
where 1
 ﬃﬃﬃﬃﬃﬃﬃﬃ
Nint
p
appears due to the normalization. Obviously,
Nint depends on every Fi and Ki.
1,30,33 No general expressions
exist to treat cases including cubic anharmonicity, combined JT
and pseudo Jahn–Teller (PJT) problems, etc. In most practical
applications33,34 the interaction mode coeﬃcients are chosen
so that they describe the straight-line path between the HS and
LS geometries. It must be noted that an interaction mode
described in this way requires the inclusion of non-JT active
modes like, but not restricted to, breathing totally-symmetric
ones. In this sense the computationally obtained interaction
mode is quite diﬀerent from its original formulation given by
eqn (2).
Recently, a new approach to analyse the multimode problem,
called Intrinsic Distortion Path (IDP), has been proposed.22,28
In this case the reference point for the method is the LS
configuration, not the HS one, and the energy surface is
assumed to be quadratic in the LS vibrational modes, QLSi :
EðQLS1 ;QLS2 ; :::;QLSn Þ ¼
X
i
1
2
KLSi ½ðQLSi ðXÞ2 ð3Þ
where QLSi (X) is any geometry on the APES expressed in terms
of the LS modes. In the case of IDP all the n modes included
in eqn (3) are those which are totally symmetric in the LS
configuration, since the reaction path going from the HS to the
LS configuration will always respect the symmetry of the least
symmetrical configuration.35 The IDP is precisely this reaction
path starting from the first-principles HS geometry and ending
in the LS minimum using the simplified energy surface,
eqn (3), instead of the full ab initio energy surface. It is clear
that this model minimum energy path will diﬀer from the fully
ab initio one only in the cases of strongly anharmonic surfaces,
but in most practical cases the diﬀerences are found to be
small. The importance of the method is that it allows analysing
various quantities associated with the JT eﬀect. For example,
using eqn (3) the Jahn–Teller energy can be approximated by a
sum to each mode:
EJT  EIDPJT ¼
X
i
1
2
KLSi ½QLSi ðHSÞ2 ð4Þ

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where QLSi (HS) is the high-symmetry geometry expressed in
terms of the LS modes. The fact that in previous calculations
for various organic and organo-metallic systems the diﬀerence
between EJT and E
IDP
JT was very small (usually smaller than
10%)22,24,26,28 shows that approximation of the APES by a
harmonic surface is a good one in most cases. The reason
behind this good behaviour may lie in the fact that the LS
vibrational modes diﬀer from the HS ones precisely due to the
anharmonicity of the APES.
The analytical expression of the JT energy, eqn (4), allows
obtaining the total force at the HS point directly.22,28 This force
can be projected on either HS or LS normal modes, that we
denote FHSi and F
LS
i . The physical meaning of the linear vibronic
coupling constant is the force along that particular mode,
which drives the nuclei towards the minimum.1 Thus, from
the above considerations, the linear vibronic constants, typi-
cally defined via HS normal modes, can be evaluated as FHSi .
The two sets of forces, along either LS or HS normal modes,
while clearly being diﬀerent, are however connected:
-
FLS = J
-
FHS (5)
where
-
FLS and
-
FHS are column vectors with magnitudes of
corresponding forces as elements, and J is a (3N  6)  (3N  6)
Dushinsky matrix,36 an orthonormal matrix which correlates
the HS and LS normal modes (columns of corresponding
(3N)  (3N  6) matrices Q):
J = (QLS)TQHS (6)
Squares of the elements of the correlation matrix, Jki
2, have
the values between 0 and 1, thus 100  Jki2 simply gives a
percentage contribution of Q
-HS
i to the Q
-LS
k . These coeﬃcients
are often collected in the so-called overlap matrix.37
As it will be shown in the next section both the interaction
mode and the IDP provide with similar results in the case of a
truly multimode problem, like the case of the fullerene ions.
However, both have advantages and disadvantages. The simpler
concept of the interaction mode allows its application in many
situations like PJT molecules, where the origin of the distortion
involves the interaction with an excited state, or state crossings
like the ones occurring in the hidden JTE.38–40 Having in mind
that IDP only models the APES of one electronic state around a
single minimum of the surface, it is clear that it is not
applicable to these problems not being able to account for
vibronic anharmonicity,41 appearing typically along the PJT
eﬀect and could lead to particularly erroneous results in
systems with hidden JT. However, and as seen above, the IDP
is more rigorous than the interaction mode approach when
treating non-JT modes and provides important chemical infor-
mation like an approximation to the minimum energy path,
or the decomposition of the Jahn–Teller energy in a mode-per-
mode basis without the requirement of a case-by-case model.
In fact, and contrary to the interaction mode method, the
contributions of each mode along the path are not fixed
in IDP, allowing an analysis of the importance of each
one depending on their distance to the HS configuration.
Finally we would like to remark that both the interaction mode
and the IDP rely on reducing a many dimension surface to a
single unidimensional cross-section and so, are badly prepared
to treat dynamics since, many vibrational modes will be lost in
the simplification and do not allow for branching of the energy
surface. Moreover, IDP deals with a single minimum which
fully prevents inter-well transitions, calculating the tunneling
splitting, etc. so care must be taken when dealing with those
problems.
2.3 Computational procedure
The MD-DFT calculations, Section 2.1, give the EJT and the
geometries of the HS and LS species. All the DFT calculations
have been carried out using the Amsterdam Density Functional
program package, ADF2009.01.42–44 The local density approxi-
mation (LDA) characterized by the Vosko–Willk–Nusair (VWN)45
parametrization has been used for the symmetry constrained
geometry optimizations. In addition, gradient-corrections (GGA)
for exchange (OPTX)46 and correlation (PBE),47 i.e. the OPBE
functional,48 as well as, hybrid B3LYP functional49,50 have also
been used. An all electron Triple-zeta Slater-type orbitals (STO)
plus one polarization function (TZP) basis set has been used for
carbon atoms. All calculations were spin-unrestricted. AOC
structure in the Ih point group was optimized using a z-matrix.
In this way, it was possible to confine the geometry to the Ih
point group, without letting it to distort directly to one of the LS
subgroups. In general, separation of the orbital and the geome-
trical symmetry, as used in the calculation of the energies of the
HS nuclear configurations, can be done using the SYMROT
subblock in the QUILD program, version 2009.01,51 provided
in the ADF2009.01 program package. Analytical harmonic
frequencies52,53 and normal modes at the LS stationary points
were calculated.
The JT distortion, RJT, length of the distortion vector between
the HS and LS geometries, is expressed in terms of, either HS, or
LS normal modes, Section 2.2:
~RJT ¼
X
i
wLSi
~Q
LS
i ¼
X
i
wHSi
~Q
HS
i ð7Þ
where wi represent the contribution of the displacements along
the mass-weighted HS or the LS normal coordinate to the
-
RJT,
and the JT distortion of each normal mode, for herein studied
C60
+ is given simply as rJT ¼ jwj
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃð12Þp . Energy contribution of
the HS modes to the EJT can be estimated as E
HS
i = 1/2F
HS
i rJT.
Matlab scripts for the extraction of all the necessary data
from ADF outputs, and for the calculations of all the mentioned
quantities can be obtained from authors upon request.
3 Results and discussion
The ground state of of the neutral C60 molecule belongs to the
totally symmetric, Ag, irrep of the Ih point group, with the
highest occupied molecular orbital being the fivefold degenerate,
hu, and the lowest unoccupied molecular orbital triply degene-
rate, t1u. Hence, the ground electronic state of C60
+, 2Hu,
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is JT active. The analysis of the JT eﬀect in C60
+ by group theory
is very interesting due to the high dimensionality of the irreps
present in the parent Ih point group.
54 Many studies have been
devoted to fully understand these distortions and properties
arising from them.3,30,54–59 It is noteworthy to mention that
high interest in preparing hole-doped C60 compounds
60–63 is
due to the remarkable characteristics expected64–66 in these
materials. Therefore, we have chosen C60
+ to show the utilities
of both MD-DFT and IDP approaches, and to compare it with
the interaction mode approach.
The symmetry of the vibrations that can couple with the
electronic ground state, linearly JT active modes, is determined
from the symmetrized direct product, [Hu#Hu] = Ag"Gg" 2Hg.
Since ag modes do not change the symmetry, the linearly JT
active modes in C60
+ form a basis of the Gg and Hg irreps in the
Ih point group, leading to the H# (g + 2h) JT problem.
1,3 It is
interesting that this direct product is not simply reducible, as it
contains the irrep H twice.
The distortion may lead to the structures belonging to D5d,
D3d and D2h point groups.
1,3,54,55 It has been shown that the
minima on the APES belong either to D5d or D3d point groups,
depending on the particular values of the vibronic coupling
constants (Fi) while the structures with D2h symmetry are
considered to be saddle points.54 The distortion to the D5d is
driven by hg modes described by one set of the linear vibronic
coupling coeﬃcients (Fbhg), independently of the vibronic
coupling of the gg modes, as the latter do not become totally
symmetric in the D5d point group. The distortion to the D3d is
achieved by the hg modes with a diﬀerent set of vibronic
coupling coeﬃcients (Fahg) together with the gg modes. The part
of the correlation table for the descent in symmetry from the Ih
point group to D5d, D3d and D2h point groups, relevant for this
work, is presented in Table 1.
The MD-DFT results for the distortions of C60
+ to the three
diﬀerent epikernel sub-groups of the Ih point group, using
diﬀerent exchange–correlation functionals, are summarized
in Table 2. The 2A1u conformation in the D5d point group is
the global minimum, confirmed by the absence of any imaginary
frequency, with a stabilization energy of around 600 cm1,
independently of the level of theory. This value is in a good
agreement with reported values so far.55,59 An overlap matrix
between normal modes in Ih and D5d nuclear configurations
(a matrix with Jki
2 as elements, Section 2.2) and their frequencies
are presented in Table 3.
There are two types of conformations belonging to the D2h
point group, as expected from the group theory:54 the 2B1u,
2B2u
and 2B3u, which are iso-energetic, with a single imaginary
frequency (b1g, b2g and b3g respectively); and the
2Au state,
higher in energy, with two imaginary frequencies (b1g and b2g).
The distortion pathway from Ih to D2h symmetry removes
completely the electronic degeneracy. However, in D5d and
D3d point groups, two irreps remain degenerate. The doubly
degenerate electronic states in these LS point groups may be a
subject of further (E # e) JT distortion leading to two geo-
metries with C2h symmetry. The MD-DFT calculation revealed
that these C2h structures are higher in energy than the global
minimum. This diﬀers from the case of C60
, where a stable
geometry of C2h symmetry is predicted.
67 The 2A1u electronic
state of C60
+ in the D3d point group has four imaginary
frequencies (eg and eg), in accordance with the prediction of
Ceulemans and Fowler.54
The IDP analysis gives a further insight into the vibronic
coupling in C60
+. The potential energy profile for the distortion
from the Ih cusp to the D5d global minimum presented in
Fig. 1(a) clearly distinguishes two diﬀerent regions. In the first
region, the energy is changing fast, and most of the EJT is
obtained after 40% of the path. In the second region the
molecule has just relaxed towards the global minimum. The
diﬀerence between the direct path obtained in the interaction
mode way and the IDP path is clearly demonstrated in Fig. 1(a).
An analysis of the multimode JT distortion, Fig. 1(b), shows
that the distortion starts with the hardest frequency anti-
squashing modes, mainly C–C stretch modes (the hg7 and
hg8 modes, Table 3), followed by dominant contribution of
Table 1 Summary of the group theory considerations for the JT distortions in C60
+
Distortion Gel
a GJT
b nc Origin of the LS a1 vibs
d
Ih- D5d Hu- A1u + E1u + E2u Hg- A1g + E1g + E2g 10 2ag, 8hg
Gg- E1g + E2g
Ih- D3d Hu- A1u + 2Eu Hg- A1g + 2Eg 16 2ag, 6gg, 8hg
Gg- A1g + A2g + Eg
Ih- D2h Hu- 2Au + B1u + B2u + B3u Hg- 2Ag + B1g + B2g + B3g 24 2ag, 6gg, 8hg
Gg- Ag + B1g + B2g + B3g
a Gel is irrep of the electronic state.
b GJT is irrep of the JT active vibrations.
c n is the number of the totally symmetrical vibrations in the LS point
group. d One component of the degenerate set of vibrations in the HS becomes a1 in the LS point group.
Table 2 The JT stabilization energy EJT (cm
1) and JT radius RJT (Å) for diﬀerent
distortions (from Ih to: D5d, D3d and D2h) of C60
+ obtained by MD-DFT and IDP
models with diﬀerent exchange–correlation functionals (LDA, OPBE and B3LYP)
Symmetry D5d D3d D2h D2h
Electronic state 2A1u
2A1u
2Au
2B1u
LDA EJT (MD-DFT) 599 215 254 434
EJT (IDP) 584 162 219 417
RJT 0.151 0.038 0.068 0.120
OPBE EJT (MD-DFT) 596 228 266 444
EJT (IDP) 600 170 232 418
RJT 0.156 0.039 0.068 0.122
B3LYP EJT (MD-DFT) 647 261 276 509
EJT (IDP) 758 199 283 511
RJT 0.165 0.041 0.073 0.128
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the lowest frequency squashing mode (the hg1, Table 3). Similar
distortion occurs in C60
,67 except in the intensity of the
contributions of the JT active modes, notably of the mode
hg1. As fullerenes are constructed out of five and six-member
ring carbon atoms, it is interesting to note that in C6H6
+ and
C5H5, the distortion always starts with the hardest C–C stretch
modes,28 thus the IDP analysis may give a general trend in the
distortion behaviour of the JT active molecule with the C–C
bonds. In order to determine the linear vibronic coupling in
C60
+, we calculated the forces at the HS point concerning the
distortion towards the D5d, but also to the D3d LS structures.
These two distortion pathways are considered independently.
The results are tabulated in Table 4. For the D3d distortion,
two forces (along hg and gg modes) are pushing the nuclei,
but have the lower values than the forces for the D5d distortion.
The two hardest anti-squashing hg modes have the largest
Table 3 Part of the overlap matrix between normal modes of C60
+ in D5d and Ih nuclear configurations. Frequencies (~n) are given in cm
1
Ih
D5d a1g1 a1g2 a1g3 a1g4 a1g5 a1g6 a1g7 a1g8 a1g9 a1g10
~n 263.39 431.02 502.32 712.11 787.09 1130.46 1282.14 1468.92 1524.32 1609.65
ag1 501.24 0.0000 0.0008 0.9990 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
ag2 1522.13 0.0000 0.0000 0.0000 0.0000 0.0000 0.0003 0.0015 0.0009 0.9905 0.0066
gg1 494.06 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
gg2 574.41 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
gg3 773.91 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
gg4 1122.90 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
gg5 1333.95 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
gg6 1532.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
hg1 265.69 0.9999 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
hg2 438.10 0.0001 0.9987 0.0008 0.0003 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
hg3 722.51 0.0000 0.0003 0.0000 0.9996 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000
hg4 793.10 0.0000 0.0001 0.0001 0.0000 0.9995 0.0000 0.0001 0.0001 0.0001 0.0000
hg5 1128.40 0.0000 0.0000 0.0000 0.0001 0.0001 0.9982 0.0004 0.0008 0.0005 0.0000
hg6 1285.33 0.0000 0.0000 0.0000 0.0000 0.0001 0.0006 0.9952 0.0028 0.0015 0.0000
hg7 1466.84 0.0000 0.0000 0.0001 0.0000 0.0001 0.0007 0.0027 0.9956 0.0006 0.0000
hg8 1601.39 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0070 0.9931
Fig. 1 Intrinsic Distortion Path Analysis of the Ih- D5d multimode JT distortion in
C60
+: (a) change of the energy from Ih nuclear configuration to the D5d global
minimum; diﬀerence between the IDP path and the Direct path; (b) changes of
the forces along the Ih normal modes.
Table 4 Analysis of the multimode H# (g + 2h) JT eﬀect in C60
+ at the Ih nuclear
configuration: the JT radii (rJT,i, Å), square of the coeﬃcients of the interaction
mode (cinti ), energy contributions (E
HS
i , cm
1) and the forces (FHSi , 10
3 cm1 Å1)a
of the Ih normal modes (Q
HS
i )
QHSi
Ih- D5d
b Ih- D3d
c
rJT,i (c
int
i )
2 EHSi F
HS
i rJT,i (c
int
i )
2 EHSi F
HS
i
ag1 0.0014 0.0001 0 0.013 0.0041 0.0116 1 0.332
ag2 0.0009 0.0000 4 0.642 0.0006 0.0002 3 0.429
gg1 0.0001 0.0000 0 0.015 0.0184 0.2367 16 1.503
gg2 0.0001 0.0000 0 0.018 0.0016 0.0017 0 0.180
gg3 0.0001 0.0000 0 0.015 0.0161 0.1818 27 3.398
gg4 0.0001 0.0000 0 0.046 0.0092 0.0592 21 4.129
gg5 0.0001 0.0000 0 0.087 0.0024 0.0040 2 1.435
gg6 0.0002 0.0000 0 0.052 0.0069 0.0328 16 5.768
hg1 0.1410 0.8760 246 3.542 0.0024 0.0039 0 0.084
hg2 0.0429 0.0810 57 2.865 0.0149 0.1554 5 1.041
hg3 0.0003 0.0000 0 0.083 0.0184 0.2360 30 3.347
hg4 0.0201 0.0177 50 4.368 0.0007 0.0004 0 0.262
hg5 0.0015 0.0001 2 0.633 0.0037 0.0096 2 1.683
hg6 0.0096 0.0041 23 5.985 0.0042 0.0122 5 2.497
hg7 0.0171 0.0129 117 13.177 0.0063 0.0278 14 4.815
hg8 0.0135 0.0080 85 12.762 0.0062 0.0267 20 5.634
Total 0.1507d 1.0000 584 20.322d 0.0378d 1.0000 162 11.952d
a Linear vibronic coupling constants. b Distortion Ih- D5d is driven
by hbg and ag modes and leads to the global minimum.
c Distortion
Ih- D3d is driven by h
a
g, gg and ag modes.
d Vector sum.
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vibronic coupling coeﬃcient, as it can be clearly seen from
the IDP analysis, Fig. 1(b). Their contributions decrease
rapidly along the path. Although, the squashing hg1 mode
has the smaller vibronic coupling coeﬃcient, its contribution
to the EJT is the most important, Table 4, because it domi-
nates along the whole distortion path, Fig. 1(b). Hence, to get
the real physical picture of the JT eﬀect, it is necessary to
monitor the changes of the forces along the whole minimum
energy path.
In order to make a comparison, we refer to the work of
Manini et al.,55 where coeﬃcients are obtained in a way similar
to the interaction mode approach, and are considered to be the
benchmark results for this system.56–58 Based on the DFT
calculations, using the LDA functional, Manini et al.,55 deter-
mined the linear vibronic interactions of all the JT active modes
to the hu HOMO of the neutral C60. The calculated constants
were used to predict the photo-emission spectrum of C60 and
excellent agreement with experiment was found.56 Contri-
bution of the degenerate modes to the EJT is overall in good
agreement with values reported by Manini et al.,55 Fig. 2. The
only discrepancy refers to the contribution of the two totally
symmetric normal modes to the distortion. Manini et al.,55 have
done their calculation from the neutral Ih C60 geometry as a
starting point. However, in the IDP model we used the AOC
geometry of C60
+. The AOC occupancy of the the Kohn–Sham
orbital is a restricted SCF computation to represent the partially
filled shell. The nine electrons in the HOMO of C60
+ are evenly
distributed upon the ten spin orbitals (Section 2.1). Thus the
neutral C60 and charged C60
+ species obtained by AOC calcula-
tions have diﬀerent geometries. Therefore, we obtained discre-
pancy in the vibronic coupling of totally symmetric normal
modes. However, if we consider the neutral C60 as the HS point,
we obtain the values for the energy contributions in agreement
with Manini et al.,55 Fig. 2, confirming the importance of the
starting reference geometry.
4 Conclusions
In this paper, a general approach to analyse the multimode JT
distortion is presented and applied to study the APES in full-
erene cations. The specific formulation of the JT distortion in
terms of the Hessian of the LS minimum has several advan-
tages. The LS structure is a true minimum on the APES, and the
potential energy expression has a simple analytical form in the
harmonic approximation. This allows us to obtain the approxi-
mated analytical expression for the force at the HS point,
without any fitting, avoiding the problem of calculating ener-
gies and gradients around the HS cusp. It is shown that the IDP
model and the well-known interaction mode approach can be
connected easily, although LS structure is the reference point in
the first one. Expressing the distortion along the minimal
energy path from the HS to the LS minimum gives the change
of contribution of diﬀerent normal modes to the JT distortion,
as well as to the EJT. By means of all mentioned above, the static
part of the multimode JT problem can be solved.
All the coupling coeﬃcients were calculated for C60
+, and
the discrepancy with previously reported results has been
explained. It was shown that one of the crucial points is the
proper determination of the geometry of both HS and LS
species. Taking the relevant neutral fullerene molecule as a
reference HS point is an unnecessary approximation, since the
ionization will aﬀect the geometry, even if the geometry is
constrained to the HS point group. Hence, the AOC calculation
is the method of choice for analysing JT active species in the HS
point group, even if the diﬀerence in geometry concerning
analogue neutral molecules is not big. Inspection of the IDP
in C60
+ revealed that the stabilization of the energy is mostly
achieved by the highest frequency anti-squashing hg modes,
relatively early along the IDP, while the relaxation of the
geometry arrives in the final part of the IDP and encounters
by the softer squashing hg mode.
Quantifying the JT distortion in this simple and eﬃcient way
is of great interest not only for fullerene ions, but also for all JT
active molecules because the experimental determination of
the JT parameters is very diﬃcult and depends on the model
used. Since MD-DFT in conjunction with IDP is a fully non-
empirical method, a fast and accurate, it can be considered as a
reliable tool for better understanding of JT phenomena. More-
over, this approach is giving chemical insight into the origin
and the mechanism of the vibronic coupling. Extension of the
model for treatment of the PJT systems is currently under
development in our groups.
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