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Introduction 
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This thesis presents and demonstrates several improvements for some of the 
fundamental steps in data analysis for industrial production. These 
improvements aim at a more efficient extraction and processing of 
information from the many sources of data that are available for industrial 
plants nowadays. Integrating all of this information as efficiently as possible 
will help to improve the quality, safety, financial profit and sustainability of 
industrial manufacturing. 
This first chapter provides a general introduction to industrial data processing. 
The different data types typically collected at an industrial plant will be 
introduced, as well as the steps and current methods involved in analyzing 
the data efficiently, comprehensively and multivariate. Finally, an overview 
of the further contents of the thesis is provided. 
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1.1 Process optimization 
1.1.1 Industry 4.0 
The volume of production data that is measured at an industrial plant is 
higher than ever, due to the ongoing developments in production data 
measurement, storage and management technologies.1 These technologies 
can supply an unprecedented degree of information valuable for process 
optimization, through real-time monitoring and control, and through 
explorative retrospective analysis. However, in practice the continuous 
torrent measurements overwhelms process operators and engineers. Not 
only because of the vast amount of numbers that is generated constantly, 
but also because they are separated in many different streams of data that 
all have their own unique characteristics, and come from different 
measurement locations or even different systems.2 This is especially relevant 
for older plants that have been evolved over time, as they feature a mix of 
older and newer technologies.3 Extracting the information required for 
process optimization is therefore a highly plant-specific task and resource-
intensive due to its heterogeneous nature.4 In fact, “integrating all production 
data sources into one connected cyber-physical system” is the key directive 
of the fourth industrial revolution, also known as Industry 4.0.5, 6 Solutions for 
improved comprehensive processing of large streams of production data are 
therefore high in demand, and key to further optimization of modern 
production plants. Because of the high data organization and structure 
complexity, collaboration with process operators and engineers and quality 
control experts is vital to the success of production data analysis, and thus 
Industry 4.0 technologies. 
1.1.2 Data-driven process optimization 
There is a continuous desire for optimizing (bio)chemical industrial 
productions towards maximum quality, safety and sustainability. Such 
optimizations are necessary for industry to keep satisfying both the customer 
as well as the international environmental directives.7 To be economically 
viable, production often has to perform not just within specification (the 
minimum quality required for release or further processing), but within the 
more narrowly defined trend (the quality that the market is used to). This 
creates even greater demand for process optimization. 
Data-driven production optimization is an ongoing cyclic process, as is 
visualized in Figure 1.1. That cycle consists of collecting, integrating and 
preparing data, modelling that data, interpreting those models to obtain 
new process insights and applying those insights to improve the production 
quality and efficiency. 
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Figure 1.1: The cycle of steps that constitute continuous data-driven industrial process 
optimization. 
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New measurements can be taken from the improved process to start another 
cycle for even further improvement. New algorithms, process expertise and 
production information are continuous inputs to such improvements, while 
increased profit and knowledge and decreased waste and energy 
consumption are continuous outputs. Determining factors for the success of 
the data analysis are the extent to which data is available, the quality of the 
data, and the extent to which the data can be integrated, both numerically 
and with expert knowledge. There are many ways by which each of the data 
processing steps can be conducted, and the optimal strategy highly 
depends on the nature of the process, the available (data) resources and 
the optimization goal. The remainder of this introduction explores these tasks 
and the methods that are commonly used for them. The shortcomings of 
current methods will be highlighted, as well as the ways in which the work 
presented in this thesis seeks to nullify them. First however, this chapter 
introduces process monitoring and control, the different data types 
generated in industry, the concept of multivariate analysis and the scientific 
field of chemometrics. 
1.2 Process monitoring and control 
Having an accurate control strategy in place is important for any industrial 
production to be viable. The goals of process control are to monitor the 
process, detect when the production is out of specification, identify why the 
production is out of specification, and finally formulate and change the 
production settings that brings the production back in specification. A good 
process control strategy will allow for an efficient production despite changes 
in external factors such as raw materials, weather, equipment maintenance, 
operators and consumer wishes. 
The most intuitive and traditional control actions are feedback actions, 
where the settings of a production step are changed based on the output of 
that same step. Feedforward actions, where the settings of a future step are 
adapted based on the output of an earlier step, are however also used quite 
often.8 These are especially relevant when the production settings are 
(initially) specified based on the measurement of the incoming material. 
Control actions may be performed manually by an operator, may be 
computer-automated, or may be a combination of both. 
The starting point for any process control is process monitoring. Flaws in the 
monitoring system can seriously hamper the control and thus the 
performance of the process. Such flaws can arise from technical issues with 
the measurements. Even a relatively simple control system for heating a 
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house will for instance perform poorly if the temperature sensors feed wrong 
measurements to the controller. At least as important as the quality of the 
measurements, is the strategy for analyzing the data. All measurements done 
at a production facility have to be carefully collected, integrated, and 
analyzed to extract the information that is required for defining accurate 
control actions. Only then can the process run optimal and in control. A 
proper data analysis strategy may even deal with faulty sensor readings, as 
will be discussed later. 
Production data is valuable for process monitoring and control in real-time, 
but also for explorative statistical analysis. Such analyses are performed on 
large amounts of historical production data collected over a long production 
period. Their goal is not to directly formulate control actions in real-time, but 
to increase the general understanding of how the plant is operating, and 
responding to different operating conditions and raw materials. Explorative 
studies can help finding shortcomings in the monitoring and control strategy 
of a plant, and can as such contribute to permanent production 
improvements. They can, for instance, identify which production settings and 
variables are most related to overall production cost.9 
1.3 Industrial data and measurement 
1.3.1 Data types 
Industrial production data can be divided into three types. The first type 
consists of process measurements reflecting the physical or chemical state of 
the process. Examples are temperatures, pressures and chemical 
compositions. The term ‘Process Analytical Technology’ (PAT), which 
originates from the pharmaceutical industry, is often used to describe these 
measurements.10 Because this data contains the physical information of the 
production, it is the main driving force behind data-driven process 
optimization. More details on these technologies will therefore be given later 
in this section. The second data type comprises production information such 
as batch number, operator number or production date. This information is 
mainly used to organize and filter the physical data before analysis. Each 
production batch may for instance be analyzed separately. The last type of 
data comprises the design of the process. This is mainly captured by the 
piping and instrumentation diagrams (P&ID) of the plant, which essentially 
are blueprints.11 This data is technically not always measured, but is vital for 
designing a data analysis strategy. 
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1.3.2 Measurement locations 
It is important to differentiate where physical and chemical measurements 
are taken with respect to the production line, as this influences the ways in 
which they can be used. The terms in-, on-, at- and off-line analysis are 
commonly used for this, and are visualized in Figure 1.2.12 In-line 
measurements occur directly in the main process stream, while on-line 
measurements are taken in a bypass of the main stream. Both are typically 
measured at high frequency and can be used for real-time monitoring and 
control. At-line measurements are more accurate but taken at lower 
frequency. They are performed at the production site, but on a sample 
physically removed from the process. Off-line measurements are similar, but 
the sample is transferred to an external location for analysis. In- and on-line 
measurements are preferable due to their high frequency and absence of 
measurement delay and sample preparation. Not all measurements can 
however be performed as such due to technical, accuracy or safety limits. 
The use of glass for in-line probes is, for instance, prohibited in many food and 
pharmaceutical industries. 
 
 
Figure 1.2: Locations for physical measurements with respect to an industrial plant. 
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1.3.3 Process Analytical Technology 
Physical process variable measurements, often referred to as ‘process 
variables’, represent single physical properties and are part of the first data 
group introduced above. Examples are measurements of temperatures, 
pressures, tank levels, flow rates, pump speeds and energy consumptions. 
These variables are typically measured in- and on-line throughout the plant 
at high frequency (minute-scale), producing a constant stream of physical 
data.13 Because the variables are measured in different physical units, their 
scales often have to be normalized before statistical analysis. These variables 
are noisy, for a large part because ineffective production times such as 
breakdowns and pauses are not filtered out of the data stream.14 They also 
form groups of variables that are highly correlated within a group, but weakly 
correlated between groups.15 This due to the different physical properties 
measured and the physical dispersity of the variables over the plant. 
Analytical chemical technologies are commonly applied within industry to 
monitor the chemical properties of either the incoming material, the main 
production stream, or the product.16, 17 Such properties are for instance the 
acidity (pH) or, for powders and suspensions, the particle size distribution. For 
measuring chemical composition, chromatographic and spectroscopic 
techniques are used to provide high-resolution multivariate data. Most 
notable are high-performance liquid chromatography (HPLC), gas 
chromatography-mass spectrometry (GCMS) and near-infrared (NIR), 
Fourier-transform infrared (FTIR) and Raman spectroscopy.18-21 Most of these 
instruments are multivariate, as they measure multiple variables (retention 
times, mass fraction, wavelengths, etc.) per sample. Traditionally, these 
techniques are applied at- or off-line at a quality control laboratory at 
relative low frequency (hourly to daily). However, due to technological 
advances of the sampling and measurement equipment, some of these 
techniques are increasingly used also for on-line analysis. This holds especially 
for NIR and Raman spectroscopy, which are then applied automatically on 
minute-scale to facilitate a very large stream of information relevant to 
production quality control.22 That information can be relevant to detect the 
production endpoint, as will be elaborately discussed in Chapter 4 of this 
thesis. On top of that, the use portable handheld devices for performing such 
measurements quickly throughout industrial plants is increasing in 
popularity.23 
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1.4 Chemometrics and multivariate analysis 
1.4.1 Chemometrics 
Chemometrics is the science of extracting relevant information from 
chemical systems by data-driven means, in particular from multivariate data. 
It applies multivariate statistics with the specific knowledge of the 
measurement system and technique to maximize the relevance of the 
information extracted from the data.24, 25 Techniques and strategies from 
chemometrics are therefore highly relevant for multivariate statistical process 
monitoring, control and analysis.26 
1.4.2 Multivariate statistical process control  
Traditionally, industrial productions are monitored by charting the 
measurements of the individual variables over time. The optimal mean target 
value and the lower and lower control limits are added to each chart, so that 
operators can detect when the variable is out of control and causes a fault. 
These optimal values typically follow from first-principle understanding of the 
process and/or a design of experiments. Figures 1.3A and 1.3B exemplify such 
charts for the temperature and pressure in a reaction vessel. These charts 
were introduced by Professor Walter A. Shewhart already about a century 
ago, and form the basis of statistical process monitoring and control.27 
Effectively, the collection of optimal mean values and control limits for the 
process variables constitute a model of the process representing optimal 
operation conditions or a ‘state of statistical control’.28 
Monitoring process variables univariately is effective when the number of 
variables to monitor is small. For the many variables that are measured for 
most plants nowadays, univariate analysis is both unpractical and 
inaccurate. Firstly, it is practically difficult for operators to constantly observe 
many of these control charts simultaneously. Secondly, at least some 
variables typically show strong correlations, especially data from 
spectroscopic instruments.29 On one side, a fault in only a single process 
variable can cause alarming values for other process variables if they are 
correlated. This makes it difficult to identify which variable is the actual root 
cause of the fault.30 On the other side, the correlation between process 
variables can be more distinctive than the individual variables themselves.  
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Figures 1.3A-C: Examples of univariate Shewhart charts for two physical process variables (A-B) 
and a scatter plot showing the correlation between those variables (C). Note that the 
measurement of high temperature and low pressure is easily detectable in the scatter plot (C), 
but not in the Shewhart charts (A-B). 
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This is known as the multivariate advantage, and is exemplified in Figure 1.3C 
for the same temperature and pressure measurements as given in Figure 
1.3A-B. These variables are physically positively correlated, as is also observed 
for most of the measurements shown. There is however one measurement 
with high temperature and low pressure. This measurement likely corresponds 
to a process fault, for instance a leak in the vessel. Because the 
measurements for both process variables never exceed their respective 
individual control limit, such a fault is easily overseen when only the univariate 
Shewhart charts are used. 
Dedicated multivariate methods are required to process and interpret the 
many process variables that are measured, and extract the high level of 
process-specific information from the measured data. By finding the 
correlations in the data, they can be used to define more precise actions 
and obtain more understanding of the relationships in the process. The 
application of these methods is known as multivariate statistical process 
control. 
1.4.3 Multivariate models 
Two multivariate modelling methods that are commonly used for 
chemometrics studies are Principal Component Analysis (PCA) and Partial 
Least Squares (PLS). Both can describe the major relationships and patterns 
in the data in models that are highly interpretable and easy to relate to the 
original data. These methods have also been used for multivariate statistical 
process control since the 1990s, most notably by the work of Professor John F. 
MacGregor. 31 Since PCA and PLS are still heavily used today, also for the 
work presented in this thesis, they will be introduced briefly below. 
1.4.4 Principal Component Analysis 
Principal Component Analysis (PCA) is a decomposition method that is 
considered the ‘mother of all methods in multivariate data analysis’.32 It 
reduces the dimensionality of a dataset by linearly projecting the major 
sources of many, potentially correlated measured variables into fewer 
uncorrelated variables called principal components. These principal 
components constitute a bilinear model of the data and are mutually 
orthogonal. The first component explains most of the variance of the original 
data; each successive component explains as most of the remaining 
variance in the data. 33 This principle is illustrated in Figure 1.4. The values of 
the samples for the components are named scores (𝑇), and the contributions 
of the original variables to those components are named loadings (𝑃). The 
modelling error of PCA is captured in the residual matrix (𝐸).34 
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Because PCA isolates the major sources of variance (and potential 
information) from many variables, it is often used for analyzing industrial data. 
PCA can be used to find patterns, clusters and outliers in historical datasets. 
For real-time monitoring, the scores of incoming measurements can be 
surveyed for fault detection and identification. A very low or high score for a 
component would indicate a process fault, which can then be further 
identified using the loadings for that component.35 Such monitor is often 
combined with calculating the Hotelling 𝑇 - and 𝑄-statistic for each sample. 
These quantify how average the sample is considering all components, and 
how much variation in the sample is not captured by the PCA model, 
respectively.35, 36 
 
 
 
Figure 1.4: Visual explanation of data composition with PCA. 
 
1.4.5 Partial Least Squares 
Partial least squares (PLS) is another method commonly applied to industrial 
data. PLS is a multivariate regression method that can be used to predict one 
or more response variable(s) from multiple predictor variables that are 
potentially correlated. Like PCA, it projects the variables in a subspace of 
orthogonal components, named latent variables. These components aim to 
explain maximum covariance between the predictor and response 
variables. The actual regression is performed using a least squares 
approximation on the component space. PLS models can be interpreted in 
terms of scores, loadings and residuals, similar to a PCA model, but also 
feature a vector of regression coefficients (often denoted as 𝐵) that relate 
the predictor variables to the response variables.37 
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In industry, PLS is used particularly often for soft-sensoring. Soft-sensors are 
statistical prediction models that predict difficult-to-measure (at/off-line) 
production quality variables from easy-to-measure (in/on-line) process 
variables.38 They can be used to monitor the production quality in real-time 
at high frequency and to detect faults. An example would be to use in-line 
process variables such as temperatures and pressured to predict a purity 
attribute of the product that can normally only be measured using manual 
sampling and off-line analysis. The regression coefficients and loadings can 
be used for fault identification, and the model inversion may be used to even 
formulate a control action for restoring the production quality.39 As they 
quantify how process variables and settings effect the production quality, PLS 
models can greatly improve process understanding in general (regardless of 
whether they are used as soft-sensor or not). 
1.4 Data preparation 
The first step of preparing production data for analysis is to select the data to 
include. This selection depends on the data available and on the goal of the 
analysis. Examples of analysis goals are soft-sensoring for continuous 
productions and developing a model predicting the remaining production 
time for batch reactions.40, 41 Both examples require real-time data retrieval 
and processing, which may limit the data and computational resources that 
can be used. Although expert process knowledge plays a vital role in 
selecting data, a too strict data selection may limit the ability of the analysis 
to find new correlations and thereby expand process understanding. 
Integrating all different data sources into one multivariate data matrix, with 
rows as samples and columns as variables, is a critical step in preparing the 
data for analysis. This step is mainly challenging because the data is often 
retrieved from different physical equipment and storage systems at different 
measurement times and frequencies. The data is therefore asynchronous, 
and dynamic synchronization is necessary to obtain values for all variables 
for each of the samples. Although practices of such synchronization are 
reported in literature, no fundamental comparison of the different methods 
that can be used or guidelines on how to select the best method are given. 
Dynamic synchronization of production data is currently especially relevant 
due the Industry 4.0 and its major objective of integrating as many sources of 
data from as many locations as possible. Chapters 2 and 3 of this thesis 
therefore address this step elaborately, and propose and demonstrate an 
advanced method for automatic synchronization. 
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Other data preparation steps that have to be considered are missing value 
imputation (interpolation), outlier removal and variable centering and 
scaling. Missing values are caused by, for instance, sensor failure, 
maintenance and error, and have to be dealt with before statistical 
modelling.42, 43 They are often replaced by the median value of the data that 
is present, or are interpolated with more advanced methods such as trimmed 
scores regression, known data regression and projection to model plane.41, 44 
Keeping measurements that are outlying due to technical errors can hamper 
the analysis and have to be removed. A common method to detect outliers 
multivariate is by checking whether the Hotelling 𝑇 - or 𝑄-statistic from a PCA 
model on the data is over three standard deviations removed from the 
median data.45 
Mean-centering subtracts the mean value of each variable from that 
variable, and is necessary for statistical models to describe the deviation from 
the mean value instead of the global mean of the data. Rescaling of 
variables is necessary when the variables represent different physical 
properties and are therefore in different scales, such as process variables, to 
prevent variables with a high scale to dominate the analysis. Autoscaling is 
most common, where each variable is divided by its own standard deviation. 
Variables in analytical chemical data, such spectra and chromatographs, 
are measured in the same unit and are therefore seldom mutually rescaled.46 
Spectroscopic data may need additional pre-processing, as they often suffer 
from non-informative light scattering artefacts and instrumental noise.47 
Additive scattering artefacts can be removed by baseline correction 
methods, such as AsLS.48, 49 Multiplicative scattering artefacts can be 
removed by scatter correction methods, such as SNV.50 Smoothing methods, 
such as Savitzky-Golay, can be used to remove noise from individual 
spectra.51 Advanced solutions are available to automatically select the best 
pre-processing strategy, but it has recently also been demonstrated that 
extending a dataset can improve the quality of a statistical analysis 
regardless of the preprocessing.52-54 
For analyzing batch-wise data, batch alignment is usually necessary as an 
additional step. Due to batch-to-batch variations, the length and dynamics 
of each batch may vary.55 Alignment removes these effects, and can be 
done using local batch times, correlation-optimized warping or dynamic time 
warping, depending on how the dynamics are different and on whether the 
alignment should be implemented in real-time.56-59 Note that this alignment is 
a fundamentally different issue than that of the aforementioned dynamic 
synchronization of variables from different physical equipment. 
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1.5 Data modelling 
Many methods are available to model and extract information from data, of 
which the suitability and effectiveness depends on the analysis goal and the 
data type. Four methods that are most used for both real-time monitoring 
and exploratory analysis are PCA, PLS, Support Vector Machines (SVM) and 
Artificial Neural Networks (ANN).31, 60, 61 These methods are roughly ordered 
on increasing complexity. 
More complex models can describe more complex relationship in the data. 
This is the main reason why deep learning methods, which include ANNs, are 
popular within machine learning and data analysis. They are able to find 
complex relationships and patters in the data by forming a multilayer 
representation of data, with multiple levels of abstraction.62 A major 
downside however is that deep learning models are, due to their complexity, 
difficult to interpret in the physical context of the measured system.61 As this 
is a core objective of analyzing industrial data, deep learning methods are 
less popular for industrial data analysis, and are not used for the work 
presented in this thesis. It should be noted though that increasing 
interpretability of deep learning models specifically for industrial applications 
is of specific interest to current and very recent research in data science.63 
For many of the aforementioned methods, extensions or adaptations are 
available that make them more suitable for specific situations. Kernel PCA 
and kernel PLS are for instance adaptations of PCA and PLS that can 
describe nonlinear correlations in the data. Another relevant example for 
production data is LS-ParPLS, which is an expansion of PLS that can regress a 
response variable on multiple, separate blocks of predictor variables (such as 
process variables and spectra).64 
Validation is crucial for any statistical model to ensure that it indeed describes 
the general structure of the variables, and not patterns specific only to the 
samples used for calibration.65 The validity of a model can be numerically 
checked using data resampling. When performing such validation, the 
model is calibrated on part of the samples, and is then applied to the samples 
left out. The model performance should be comparable for both sets to proof 
that the model is indeed valid. The model performance is most often 
expressed as the Root Mean Squared Error (RMSE) or Pearson correlation 
coefficient (𝑟) between the model and the reference. The most common 
methods to split the data in industry are leave-one-out cross-validation for 
datasets with few measurements and Venetian blinds or contiguous block 
cross-validation for datasets with many measurements.65 A model may be 
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validated on historical data and be used for real-time monitoring, but its 
validity for future data should still be checked. Physical changes of the plant 
over time can lead to future mismatches between plant and model, for 
which the model should be corrected by recalibrating it.66 For models 
predicting the product quality, this means that reference product quality 
measurements should still be taken occasionally.67 However, model 
mismatches may also at least be detected without reference measurements, 
but by monitoring model statistics such as the Hotelling 𝑇 - and 𝑄-statistics for 
PLS models.68 Finally, it is very important to check whether the modelling 
outcome agrees with expert knowledge. This raises confidence that the 
model is correct, even for newfound patterns, and will lead to higher model 
acceptance. This underlines the necessity for statistical models to be 
interpretable not only for data scientists. 
For batch-wise productions, it can be a major challenge to define a control-
space for the model. Constant changes in raw material and recipe can 
cause such large batch-to-batch variations that it is impossible to define an 
‘average batch’. This can limit the use of real-time monitoring for, for 
instance, batch completion or endpoint detection.69 Industrial production 
facilities have to be able to perform such fundamental monitoring tasks to 
guarantee optimal quality, while being as flexible to changes in customer 
wishes as required to be economically competitive. Coping better with 
batch-to-batch variations to increase data analysis accuracy is therefore the 
subject of Chapter 4 of this thesis. 
1.6 Model interpretation 
The way in which the information extracted by a model is presented is 
important for the acceptance of the model and its outcome, and should 
therefore be carefully considered. This is especially challenging because 
different plant personnel may look for different pieces of information in the 
modelling results, depending on their backgrounds. For a calibrated soft-
sensor, for instance, quality control experts are interested in knowing what 
the predicted product quality is and what the RMSE of the prediction model 
for that quality is. Process operators are more interested in knowing how they 
should adapt the process settings to increase the production quality. For 
plant managers, the environmental and economic benefits that may be 
gained from the soft-sensor and associated process optimization should be 
quantified. 
Placing the results of a statistical model in the physical context of the 
production plant is not a trivial task. Scores, loadings, and error matrices 
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obtained from PCA models are insightful for experienced data analysts, but 
not for process operators and engineers that are eventually responsible for 
controlling the process. Plant personnel will rarely rely on a model of the results 
they cannot understand and place in a physical context. The use of artificial 
neural networks, which are even harder to interpret, is less popular in industry 
for this very reason.14 This problem is currently becoming larger, due to the 
increasing size and complexity of data structures that are modelled. There is 
therefore a growing interest for (adaptations of) modelling methods that 
model the data directly in physical context of a production plant.70 
Path analysis is a class of methods that are particular suited for modelling 
industrial data. Many production process are carried out in stages, and these 
methods attempt to use that topological information of the measured data 
to give a more detailed view of the variation in the data.71 Such methods 
can help identifying the propagation path of a process fault through the 
physical structure of the plant.72 One particular path analysis method that 
has very recently been shown to be very valuable within industry, is PLS Path 
Modelling (PLS-PM).9 
When grouping measured variables based on the physical step that they are 
measured in, PLS-PM can create a network of PLS models and selectively 
estimate the directional relationships between those steps. Because the 
grouping and requested relationships follow from the process design, PLS-PM 
allows for a high degree of expert-knowledge to be included in the analysis. 
It offers in fact comprehensive integration of all data types previously 
introduced: physical measurements, production information and process 
designs. In return, the results obtained can be readily placed in context of 
the plant’s structure, and are insightful for plant operators, engineers and 
managers.  
Although PLS-PM is of high value within industry, the method suffers from 
mathematical restrictions that make it suboptimal for modelling industry. In 
particular, it can only model a single (sub)process per production step and 
their interpretability is subjective to multicollinearity of the variables modelled 
in each of the production steps. The development, demonstration and 
exploitation of a method similar to PLS-PM but optimized for use in industry is 
therefore the subject of Chapters 5 and 6 of this thesis. 
1.7 Thesis scope and outline 
This thesis seeks to improve the current methodologies and strategies for the 
analysis of industrial production data. All aspects of data analysis, 
preparation, modelling and interpretation, are considered. Current methods 
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for these steps are challenged by the combination of larger datasets 
available for modelling and a higher demand for industrial production that is 
both sustainably and versatile to changing consumer wishes. The use of 
chemometrics research for improving these steps is central. In particular, this 
thesis addresses the following three challenges: 
1. Dynamic synchronization for integrating data from different sources 
into one matrix 
2. Batch-invariant formulation of control spaces for batch production 
analysis 
3. Path modelling for comprehensively analyzing industrial data in 
physical context 
Ultimately, the presented work may lead to improved data processing for 
sustainable industry. The remaining chapters are organized as stated below. 
Chapter 2 concerns the issue of asynchronous production data collection 
while integrating production data from different sources, and introduces its 
impact on the accuracy of statistical analysis. It systematically and 
quantitatively compares different mathematical methods, both from 
literature and newly formulated, to synchronize production data for statistical 
analysis. The chapter covers which of the methods lead to the most accurate 
statistical model and why, and discusses the considerations that one should 
take when optimizing the synchronization for any other industrial process. 
Furthermore, outlines are provided on how the results of such an analysis can 
reveal unpresented insight into the dynamic responsiveness of the plant. 
Chapter 3 presents a continuation of the work on synchronizing production 
data presented in the Chapter 2. It introduces and demonstrates a fully 
automated data-driven approach by which the data synchronization can 
be optimized, while taking into account all other steps of data analysis. 
Where Chapter 2 only compares different synchronization methods when 
applied uniformly to all to-be synchronized variables, the approach in 
Chapter 3 finds the optimal synchronization per individual variable. The 
effectiveness of this automated approach, and the act of optimizing the 
synchronization per individual variable in particular, is demonstrated for five 
individually modelled production lines of two different processes. 
Chapter 4 introduces a new approach for the real-time detection of batch 
reaction endpoints, named ENDBOSS. This approach models and monitors 
spectroscopic data measured in- or on-line, and compares them with a 
batch-specific control space defined on the preparation phase of the very 
same batch. The use of a batch’s own preparation phase as control space 
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to determine the endpoint, along with the spectral data preprocessing steps 
that are performed as part of ENDBOSS are shown to give an endpoint 
detection accuracy that is more robust against batch-to-batch variations 
than alternative methods. The method is demonstrated on two different 
processes, one of which may feature both a primary and a secondary 
endpoint. 
Chapter 5 introduces and demonstrates a new method for path modelling 
that is specifically developed to have higher accuracy for modelling 
industrial production data than current alternative methods have. This 
method, named Process PLS, can be used to estimate the directional 
statistical relationships between the different production steps, based on 
historical data. It allows for a higher degree of process-specific knowledge to 
be incorporated in the statistical analysis, which yields models that can be 
better interpreted in terms of the daily operation of the plant. Process PLS 
resembles the well-established method PLS-PM but can model multiple sub-
processes in each production step and handles multicollinearity in the data 
of each production step better. It is demonstrated on multiple datasets that 
Process PLS generates path models that better describe the modelled data 
and more robustly model the relationships within the process. 
Chapter 7 presents a new approach for quantifying how the production 
conditions of a plant, such as production season, line or quality range, effect 
the relationships between the different production steps. It uses Process PLS 
for this, introduced in Chapter 6, and extends its ideology in the sense that it 
allows for even more process-specific knowledge to be included in the 
statistical analysis of historical data. It is demonstrated how the results of such 
an analysis can be interpreted intuitively for any production, and how the 
method can help process operators and engineers to find shortcomings in 
the current process monitoring and control strategy. This information has 
significant impact on optimization of industrial productions, even if they are 
already considered well-controlled. 
Chapter 8 will summarize the different works presented in this thesis, and 
underlines their general value for optimizing industrial production facilities. 
Furthermore, it is discussed how each of the works can be extended to 
increase data-driven industrial production optimization even further. 
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2.1 Abstract 
The use of soft-sensors in industry is becoming more popular, as they allow for 
the prediction of critical product qualities from process variables in real-time. 
The requirement for this that all process variables are dynamically 
synchronized is often not met. Although different methods for dynamically 
synchronizing process variables are reported, no critical comparison of these 
methods is available. In this study we show that the choice in synchronization 
method significantly influences a soft-sensor’s accuracy. From the methods 
studied, median filtering using a moving window with a width of 168 minutes 
placed before the target times led to the highest sensor accuracy for the 
production plant studied, a method not reported in literature. This optimal 
width is remarkable, as the total processing time of the plant is 30 minutes. 
This suggests that changes in the physical state of the plant can affect the 
production quality than one might expect. 
2.2 Introduction 
(Bio)chemical production data contains many sources of variation, both 
known and unknown. These need to be understood, to define appropriate 
process control operations to retain or regain Normal Operating Conditions 
(NOC). Multivariate projection methods such as Principal Component 
Analysis and Partial Least Squares regression may offer clear insight in the 
variations of large numbers of variables in the data. They can be used to 
describe and understand the relations between process variables such as 
temperatures, pressures and flow rates throughout the production plant, and 
are able to define multivariate control limits.1, 2 
Multivariate regression methods, such as Partial Least Squares (PLS), can be 
used to predict product quality variables that are costly or impossible to 
measure from process variables that can be readily measured. Prediction 
models applied as such are often referred to as soft-sensors, and can greatly 
improve process monitoring and control of a production plant.3, 4 They have, 
for instance, been used to successfully predict the sediment values of milk 
powder from operating data measured routinely from the production plant, 
superseding off-line analysis of this property.5 
Robust and predictive soft-sensors require high-quality historical data.1 For 
such a dataset, the dependent variables should be synchronized with the 
independent variables in time. However, in practice those variables may not 
all be measured at the same sampling frequency, and misalignments with 
considerable residence time may exist between the values measured. This is 
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especially relevant for production facilities where the variables are measured 
using different control units throughout the plant, and is applicable to both 
continuous and batch productions. In such cases, the process variables 
should be dynamically synchronized prior to the development of a soft-
sensor, or any bilinear model. 
The problem of time missynchronization is addressed in literature involving 
soft-sensor development, and different methods to cope with it have been 
used. For the aforementioned study on predicting sediment values of milk 
powder, the variables were synchronized by calculating their averages over 
a 10-minute window spanning around the sampling times of the sediment 
values.5 This method is also referred to as Boxcar smoothing or averaging.6 In 
a study on industrial fluidized catalytic cracking, Slama et al. also dealt with 
time missynchronization by calculating averages over a window, but used 
hourly averages.7 An alternative method is to use the values of the variables 
nearest to the time points of interest, and is used by Gabrielsson et al. to 
synchronize process and spectroscopic data in time.8 
Many other studies that describe the multivariate analysis of process variable 
do however not discuss synchronization of those variables.9-12 Whether the 
problem did not exist for the plant in question or the researchers did not deem 
the method used for synchronization relevant to discuss is unclear. 
Furthermore, the studies that do report the synchronization method do not 
motivate the choice for that method, or compare different methods. This 
illustrates that there is a lack of consensus regarding the method that is most 
fitting for dynamic synchronization of process variables prior to multivariate 
analysis. 
The problem of time missynchronization is to a certain extend comparable to 
that of missing data. This topic is covered in literature, also in context of 
multivariate statistical process control, and several methods to cope with it 
have been postulated and compared.13 However, such studies most often 
refer to cases where measurements are missing at random. In case of time 
missynchronization, data is not only missing by design but the fraction of data 
that is missing is generally larger than is considered with missing value 
imputation. 
Another related problem encountered with multivariate modelling of process 
data that is covered in literature and should be noted is that of batch 
missynchronization.14-16 This problem arises when data from different 
production batches with different production lengths have to be compared, 
in which case the time axis of the batches have to be synchronized. This is a 
fundamentally different problem than that of process variable 
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missynchronization. Batch synchronization aligns datasets of which the 
variables are already dynamically synchronized, while variable 
synchronization deals with aligning the variables of those individual datasets 
in the first place. However, one method used for batch synchronization can 
also be used for variable synchronization. For their study on an emulsion 
process, Neogi et al. used linear interpolation to match the time axes of 
different production batches.14 Linear interpolation could also be used to 
synchronize individual process variables to a universal time axis, and should 
be considered a viable method for dealing with variable missynchronization. 
The objective of this study is to systematically and critically compare different 
methods for dynamically synchronizing process variables, and to identify 
which method leads to the most robust and informative statistical model. 
Different methods were compared and included the ones found in literature 
(window-based mean filtering, nearest value interpolation and linear 
interpolation), as well as three additional ones (window-based median 
filtering, cubic spline and previous value interpolation). The soft-sensors, 
which are PLS calibration models, were calibrated and validated on 
differently synchronized datasets using two scenarios: one where the same 
sample selection is used for each synchronized dataset, and one where the 
sample selection is optimized for each dataset individually. The 
performances of all soft-sensors as well as the actual values in each dataset 
were compared, and the most effective synchronization method was 
identified. 
A dataset obtained from a dairy processing plant that produces milk protein 
powder from skim milk through precipitation has been synchronized and used 
in this study. The dried milk protein powder is obtained after consecutively 
heating, precipitation, washing and drying of the skim milk, as schematically 
shown in Figure 2.1. The critical quality attribute is the mineral content of the 
protein powder product, which is measured off-line only a few times per day. 
The availability of a soft-sensor predicting the mineral content from the 
process variables measured on-line would enable more frequent monitoring 
of product quality. As the process variables for this production process are 
belonging to consecutive unit operations (the total processing time is about 
30 minutes), synchronizing them in time is crucial for the development of a 
reliable soft-sensor. Dynamic synchronization using linear interpolation is 
currently offered by the data storage system of this production plant for 
inspection of the process data, and can thus be considered as the 
benchmark method. 
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Figure 2.1: Schematic overview of the milk protein production process of which the data is 
studied. 
 
2.3 Materials and methods 
2.3.1 Dataset 
A total of 175 mineral content values were collected from the milk protein 
powder plant over a period of three months. For the same time period, values 
for 32 process variables were collected to obtain a raw dataset. These 
variables include temperatures, flow rates, pressures and power 
consumptions, among others, and were selected using expert knowledge 
from plant operators. Setpoint variables are not taken into account. The 
average sampling interval differs per process variable, and ranges between 
20 seconds and five minutes, as shown in Figure 2.2. The sampling interval of 
the mineral content is around 8 hours. 
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Figure 2.2: Mean sampling interval of the 32 process variables available in the dataset, sorted 
on increasing value for clarity. 
 
2.3.2 Synchronization methods 
The raw process variables were synchronized to the mineral content values 
using all of the synchronization methods found in literature (window-based 
filtering/averaging using means, nearest value interpolation and linear 
interpolation), as well as three additional ones. The principle of each method 
used is exemplified in Figures 2.3A-F. The first additional method is window-
based filtering/averaging using medians instead of means. As medians are 
more robust population estimators than means, using them as an alternative 
to synchronize the process variables may lead to more robust models. For 
both median and mean filtering, placement of the window around or before 
the target times as well as the width of the window will be studied. Secondly, 
cubic spline interpolation is tested as alternative to linear interpolation. Using 
cubic splines instead of a linear function for interpolation results in a smoother 
interpolant and incurs a smaller error, which can increase the accuracy of 
the synchronization process.17 The final method tested matches the last 
registered value of each process variable to the time points of interest. This 
interpolation method might be the least accurate one, but it only uses data 
measured before the time points of interest and therefore corresponds 
closest to the on-line application of a process monitoring strategy. 
 
 
44 
 
 
 
  
 
  
 
Figures 2.3A-F: The different data synchronization methods explored in this study, exemplified 
using dummy data. Process variables X1 and X2 are synchronized to Y at a target time of 5 
hours, using linear, cubic spline, nearest value and previous value interpolation (A-D, 
respectively), and using window filtering with window placement before the target time (E) or 
around the target time (F). Dots represent measured values, colored dots represent measured 
values selected as or used to calculate the synchronized value. 
 
For linear interpolation, the value for a process variable 𝑋 at a desired target 
time is found by fitting the linear function given in Equation 2.1 through the 
two available data points surrounding the time point. The coefficients for this 
function, 𝑎 and 𝑏, are fitted piecewise for each target time 𝑡. 
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When cubic splines are used to interpolate the value for a process value 𝑋 at 
a desired target time, a third-order polynomial function is fitted through the 
data points around that target time, following Equation 2.2. Two data points 
before and two data points after the target time 𝑡 are used to fit the four 
coefficients 𝑎, 𝑏, 𝑐 and 𝑑, as exemplified in Figure 2.3B. For a more elaborate 
explanation on cubic spline interpolation, the reader is referred to a 
comprehensive tutorial by McKinley and Levine.18 For this study, the built-in 
interpolation code of MATLAB (interp1.m) was used for both linear and cubic 
spline interpolation.9 
 
𝑋( ) = 𝑎𝑡 + 𝑏 Equation 2.1 
 
𝑋( ) = 𝑎(𝑡) + 𝑏(𝑡) + 𝑐𝑡 + 𝑑 Equation 2.2 
 
For nearest-value interpolation of a process variable, the measurement 
closest to the target time is selected as the representative value at that target 
time, as illustrated in Figure 2.3C. If the distance in time of the two surrounding 
values is equal, which is the case for 𝑋  in Figure 2.3C, the previous value is 
chosen. For previous value interpolation, the last measured value for a 
process value is chosen at any target time, even when the next 
measurement is closer in time (Figure 2.3D). 
Mean and median filtering/averaging can essentially be seen as a single 
method with three parameters: the population estimator used to calculate 
the average value over the moving window (mean or median), the 
placement of the window with respect to the target times and the width of 
the window. Besides using both means and medians, placements of the 
window before and around the target times were applied (Figures 2.3E and 
2.3F, respectively) and the window width was varied from three minutes to 
five hours with linear increments of three minutes.  
A full-factorial experimental design is used to test the effects of all three 
parameters. The total number of settings for synchronization using window-
filtering is therefore 400: 2 population estimator options, 2 window placement 
options and 100 window width options. Together with linear, cubic spline, 
nearest value and previous value interpolation, this brings the total number 
of synchronizations performed and investigated to 404. 
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2.3.3 Soft-sensor approach 
Soft-sensors were developed on each synchronized dataset according to 
the approach schematically shown in Figure 2.4. The remainder of this section 
will explain this approach step-by-step. 
Missing values are present mostly for mean and median filtering. They occur 
when no process values are registered for a certain target window, and have 
to be cleared or imputed from the data before bilinear modelling.19 Each 
sample containing a missing value for at least one process variable was 
therefore removed. The datasets were individually processed, as the location 
for the missing values can be different for each of them. Because of this, the 
sample selection is no longer unified for each dataset after missing value 
removal (Figure 2.5). 
Outliers are mostly the result of system errors or the incorrect registration of 
the production status of the plant. They were identified in each dataset 
based on the Hotelling’s 𝑇 - and the 𝑄-statistic from principal component 
models.20 Samples for which either one of these statistics was more than two 
standard deviations removed from the median value in the respective model 
were marked as outlier and were removed from the dataset. This step was 
also applied to each synchronized dataset individually, as the manifestation 
of the outliers in the data may be different for each synchronization method. 
All principal component models were built on autoscaled data, as process 
variables are measured in different units.21 For each model, as much principal 
components were used as were required to describe at least seventy 
percent of the variance in the data. 
After these sample filtering steps, soft-sensors were calibrated for each 
synchronized dataset by regressing the mineral content on the process 
variables, using partial least squares (PLS). 22 All datasets were autoscaled 
prior to modelling. The prediction performance of each PLS model was 
validated using double cross-validation, in which the inner loop was used to 
optimize the number of latent variables and the outer loop was used for 
validating the models’ prediction performances, as proposed in.23 Both loops 
used random 5-fold cross-validation, and the entire validation was repeated 
100 times. 
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Figure 2.4: Step-by-step workflow applied the critical comparison of the selected dynamic 
synchronization methods in terms of model performance and clustering of synchronized values. 
 
The synchronized datasets were cleared from missing values and outliers 
individually. This ensures that the full potential of synchronization method is 
exploited, and simulates the direct application of each method on the plant. 
However, to enrich the comparison of the synchronization methods, soft-
sensors were calibrated using two different scenarios. In one scenario, 
datasets are modelled as is, with each dataset having a different sample 
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selection that was individually optimized. In the other scenario, soft-sensors 
are calibrated on each dataset, but after the sample selection has been 
unified. For this, samples that suffered from missing values or that are 
identified as outlier in at least one of the synchronized datasets were 
removed from all datasets. This scenario allows for a fundamental 
comparison of the synchronized values and the soft-sensors, as each soft-
sensor is representing the exact same data. Only datasets synchronized using 
mean or median filtering with a window shorter than 15 minutes were kept 
out of this comparison, as including them would limit the unified sample 
selection to only 9 samples. The samples that are represented in each 
synchronized dataset are referred to as common samples. The samples that 
each synchronized dataset with different sample selections may have 
besides those common samples are referred to as additional samples. 
2.3.4 Evaluation and comparison 
The performance of the models is interpreted in terms of the Pearson 
correlation coefficient 𝑟 between predicted and reference mineral content 
(Figures 2.7A-B, 2.8A-B and 2.9A-E). These coefficients are invariant to the 
scale of the dependent variable, which makes the results better comparable 
to those of related studies. As the validation is repeated, r was averaged over 
all repeats and the 95% confidence interval was calculated for each of those 
reported average values. 
To directly compare the values synchronized by each of the methods, the 
datasets were clustered based on the Euclidian distance between them, 
using average linkage. The data matrices have to have equal dimensions for 
this, and clustering is therefore only done datasets with unified sample 
selection. From the datasets corresponding to mean or median filtering, only 
window widths of 15, 30, 60, 120 and 300 minutes were used to ensure clarity 
of the results. Each dataset was autoscaled before clustering, and the 
clustering results are represented as a dendrogram (Figure 2.6). 
As mentioned in the introduction, mean and median filtering can be 
regarded as one method with three factors: population estimator, window 
placement and window width. To quantify the effect of each of these factors 
on the prediction performance of the eventual soft-sensor, a three-way 
ANOVA was performed on the validated performances of the soft-sensors 
calibrated on datasets synchronized using a window-based method and 
with unified sample selection (Table 2.1).24 The sample size was limited in order 
to prevent ANOVA from identifying a factor to be of significant importance, 
even if the true differences between the levels of that factor are trivially 
small.25 For the window width factor, only settings of 15, 30, 60, 120 and 300 
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minute were included. Furthermore, the results of only 5 of the 100 validation 
repeats are used as replicate measurements. 
2.4 Results and discussion 
2.4.1 Data dimensions 
The number of samples present after removal of missing values and outliers is 
for each synchronized data matrix is given in Figures 2.5A-B. From these 
figures, it follows that the choice of synchronization method affects the 
number of mineral content samples that can eventually be used to develop 
a reliable soft-sensor. Most methods could successfully synchronize data for 
more than 80% of the mineral content samples. Methods that use a window 
narrower than fifteen minutes could extract only a limited number of samples. 
Using these relatively narrow moving windows leads to many missing values, 
as some process variables might not be measured for up to fifteen minutes 
due to their high and inconsistent sampling intervals. For this plant, it would 
therefore not be advisable to use these narrow windows, as the limited 
number of samples exported would restrict the development of a reliable 
soft-sensor. 
For windows wider than 15 minutes, the fraction of synchronized samples 
slowly decreases as the windows are further widened. This is because samples 
of which the process data (partly) represents non-effective production time 
are not synchronized. The chance of including such data increases with 
increasing window width. For instance, if a mineral content is measured in the 
first hour of operation, a window of four hours placed before that value will 
not yield a value while a window of half an hour placed before that value 
would. 
In total, 95 out of 175 samples (54%) could be synchronized by all methods, 
except for mean and median filtering using windows more narrow than 15 
minutes. This sample selection was applied to obtain the datasets with the 
unified sample selection scenario. 
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Figures 2.5A-B: The percentage of samples kept after removing missing values and outliers and 
used for soft-sensor calibration for data synchronized without (A) or with (B) use of a moving 
window. 
 
2.4.2 Clustering 
The clustering results on the synchronized datasets with unified sample 
selection are represented as a dendrogram in Figure 2.6. All these datasets 
contain 95 samples, and are thus subsets of the datasets for which the 
dimensions are shown in Figures 2.5A-B. The results show that spline 
interpolation leads to the most distinct values. Linear, nearest value and 
previous value interpolation form a cluster, implying that these methods are 
more comparable to each other than to the other methods. 
For the window-based methods, the choice between means and medians 
as population estimator seems to have the least influence on the values 
synchronized. Furthermore, it seems that wider windows lead to more distant 
datasets. This is in correspondence with the effect that wider windows 
incorporate less relevant data, and implies that the window width is an 
important parameter to set for both mean and median filtering. 
For comparable window widths, data matrices generated using either the 
mean or median are more similar than data matrices that used either window 
 
51 
2 
placement before or around the target value. This suggests that, after 
window width, window placement is more influential on the synchronized 
value than that the choice between calculating means or medians is. 
Remarkable is that using five-hour widows placed before the target time 
gives data more similar to that of spline interpolation than that of any other 
method. 
 
 
 
Figure 2.6: Dendrogram visualizing the average linkage clustering results of the synchronized 
data with unified sample selection. For the synchronization methods using a moving window, 
the name consists of the population estimator used, followed by the window width in minutes 
and the placement of the window (‘A’ for around and ‘B’ for before target value). 
 
2.4.3 Soft-sensor performance on unified sample selection 
The performances of the soft-sensors calibrated on the synchronized datasets 
with unified sample selection are given in Figures 2.7A-B. The performances 
are given in terms of Pearson correlation coefficient between predicted and 
measured mineral content value. The highest performance, 𝑟=0.68, is 
obtained when synchronizing the data using median filtering with windows 
of 168 minutes placed before the target times. Synchronizing using cubic 
spline interpolation leads to the lowest prediction performance, 𝑟=0.50. Of 
the synchronization methods that do not use window filtering, nearest value 
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interpolation leads to the best prediction performance. A likely reason for this 
is that the synchronized values are actually measured values and not 
calculated ones, and that they are sampled closest to the target times as 
possible. Remarkable is that linear interpolation, the current benchmark 
method for this production plant, does not yield the highest prediction 
performance. 
For the window-based methods, there are some relations between the 
model performance and the choice for population estimator, window 
placement and window width. For windows smaller than 180 minutes, 
Median filtering nearly always outperforms mean filtering, regardless of the 
window placement. An explanation for this is that medians are more robust 
population estimators than means, and are thus less sensitive to outliers. Major 
outliers have been removed, but minor outlying values might still be present 
as outlier removal was based on PCA models that did not explain all variance 
in the data. 
Increasing the window width from 15 to 180 minutes increases performance 
when the window is placed before the target times. This likely caused by the 
fact that more of the raw data is used to calculate the synchronized values 
when the windows are widened. This leads to a more robust description of 
the state of the process in terms of process values, increasing the 
performance of the models. 
However, widening the windows that are placed around the target value 
does not seem to affect the performance. A likely reason for this is that the 
aforementioned effect of increased robustness is countered by the fact that 
for these windows, process data measured after the target time is 
incorporated in the synchronized data. This data is less representative of that 
time point: changes happening in the process after a mineral content value 
is measured will not be related to that value. This (second) effect decreases 
the modelling performance. 
When the windows are widened beyond 180 minutes, the performance 
remains roughly the same or gradually decreases. For such wide windows, 
data sampled long before or after the target times is incorporated. These 
values are less representative and will decrease the performance. 
The use of median-filtering with 168-minutes placed before the target times is 
found optimal for this production plant. The use of medians and the 
placements of windows before the target time is likely to be optimal for other 
production plants as well, but the optimal window width will be more case-
specific as it depends on the total process time of the plant and on the 
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sampling frequencies of the variables used. To optimize the window width for 
a new soft-sensor, it can be incorporated as a modelling parameter in the 
soft-sensor calibration by testing a number of window widths and validating 
the performance of the subsequent sensors. In this study, 100 window widths 
were tested, spanning from 0.1 to 10 times the total processing time of the 
plant. However, as this study revealed a clear global optimum for the window 
width, testing only 10 windows would also suffice and would reduce the 
optimization time ten-fold. 
 
 
 
 
Figures 2.7A-B: Soft-sensor validation results obtained with synchronization methods that do not 
(A) or do (B) use a moving window, and for which the sample selection was unified. The 
Pearson correlation coefficients are averages over 100 validation repeats, and the error 
whickers in the bar plots and shaded areas around the line plots correspond to the 99% 
confidence limits of those values. Note the difference in scale on the vertical axis between the 
Figures A and B. 
 
2.4.4 ANOVA 
The results of the ANOVA performed on the validated performance of models 
calibrated on datasets synchronized with mean or median filtering and with 
unified sample selection are given in Table 2.1.  These results show that all 
three factors have a significance influence on the modelling result, as their 𝑝-
values are lower than 0.05. The 𝑝-value for choice in population estimator is 
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lower than that for the choice in window placement and width, indicating 
that the choice in population estimator has more of an influence on the soft-
sensor performance than the choice in window placement and width. The 
only interaction factor that is found to be significant is that of window 
placement and window width. This is in correspondence with the results 
shown in Figure 2.7B: increasing the width of windows placed before the 
target time from 15 to 180 improves the soft-sensor performance, regardless 
of the choice in population estimator. Increasing the width of windows 
placed around the target time has little effect on the soft-sensor 
performance. The third-level interaction between all three factors is not 
found to be significant. 
 
Table 2.1: Three-way ANOVA results table for the modelling performance of the window-based 
data synchronization methods 
 
Source Sum of 
squares 
Degrees of 
freedom 
Mean 
squares 
F-test 𝒑-value 
Mean/median 0.003 1 0.003 7.76 0.007 
Placement 0.003 1 0.003 6.96 0.010 
Width 0.005 4 0.001 2.94 0.025 
Mean/median * Placement <0.001 1 <0.001 1.05 0.309 
Mean/median * Width <0.001 4 <0.001 0.5 0.735 
Placement * Width 0.006 4 0.001 3.21 0.017 
Mean/median * Placement * 
Width 
0.003 4 <0.001 1.49 0.212 
Error 0.035 80 <0.001   
Total 0.056 99    
 
2.4.5 Soft-sensor performance on different sample selections 
The performances of the soft-sensors calibrated on synchronized datasets 
with different sample selections are given in Figures 2.8A-B. Note that these 
datasets are the same ones for which Figures 2.5A-B show the sample sizes. 
As for the modelling scenario using unified sample selection, synchronizing 
using cubic spline interpolation leads to the lowest performance (𝑟=0.50). The 
best performance is obtained for the datasets synchronized using median 
filtering with windows of 171 minutes placed before the target times (𝑟=0.68). 
This corresponds to the results found for the models on unified data shown in 
Figure 2.7B, although the optimal window width for the models with different 
sample selection is slightly larger. 
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Figures 2.8A-B: Soft-sensor validation results obtained with synchronization methods that do not 
(A) or do (B) use a moving window, and for which the sample selection was not unified. The 
Pearson correlation coefficients are averages over 100 validation repeats, and the error 
whickers in the bar plots and shaded areas around the line plots correspond to the 99% 
confidence limits of those values. 
 
For the datasets obtained using mean or median filtering, the spread in 
performance over increasing window width seems to be larger in comparison 
to the results for the unified datasets (Figure 2.7B). This is a direct effect of 
each dataset representing a different selection of samples. Increasing or 
decreasing the window width changes the synchronized values, but also the 
selection of samples which can be modelled. This also causes the large 
spread in results for datasets obtained using window widths below 15 minutes. 
Far less samples could be modelled for these datasets than for datasets 
obtained using wider windows, as can be seen in Figure 2.5B. Based on these 
validated performances, it follows that the change in sample selection can 
have a larger impact on the modelling results than the change in values has. 
This underlines that the selection of samples that can eventually be modelled 
is an important consideration when selecting a window width. 
Remarkable is that for mean filtering with windows placed before the target 
times, the prediction performance drops steeply when the windows are 
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widened beyond 219 minutes. This is caused by an error in the annotation of 
the production status of the plant, which was only discovered after 
performing the dynamic synchronization and subsequent soft-sensor 
development. This drop in performance is not observed when medians are 
used instead of means, showing that median filtering is also more robust 
against these types of errors.  
Overall, the results for the datasets with different sample selections are 
comparable to or lower than those for the datasets with unified sample 
selection. It was expected that these performances would be better, as each 
dataset is individually optimized in terms of sample selection and their 
potential for predictive modelling is fully exploited. However, the datasets 
with unified sample selection contain only samples that were not considered 
to be outlying in (nearly) all of the synchronized datasets. These samples will 
therefore represent the relations in the process well, and modelling them will 
lead to a good prediction performance. The samples that a dataset with 
different sample selection contains additional to the 95 common samples 
might not have been detected as an outlier in that specific dataset, but they 
have been detected as outliers in other datasets. These additional samples 
will represent the relations in the plant less well than the common samples, 
and including them in the calibration will then not improve the performance 
of that model. 
To confirm this, the prediction performances for the soft-sensors on datasets 
with different sample selection were recalculated for the 95 common 
samples that are represented in all of them, and for the samples that are 
additional in each model separately. These results are shown in Figures 2.9A-
E. Note that the models were not revalidated, and that these figures 
represent the same validation results as Figures 2.8A-B. From Figures 2.9A-E, it 
follows that nearly all models indeed perform generally better on the 
common samples than on the additional samples. 
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Figures 2.9A-E: Validation results of soft-sensors calibrated on synchronized datasets with 
different sample selections, for common samples and additional samples. The Pearson 
correlation coefficients are averages over 100 validation repeats. The 99% confidence limits for 
those values are plotted as error whiskers in the bar plots or as shaded areas around the line 
plots, but are quite narrow. 
 
2.4 Conclusion 
In our study, different dataset synchronization methods were compared while 
developing a soft-sensor. The best modelling results are obtained for 
synchronization using median filtering with windows placed before the target 
times, a method that is not reported in literature related to soft-sensor 
development. Window width is of considerable influence on the quality of 
the synchronized data, and should be optimized per case. For this production 
facility, median filtering with windows of 168 minutes placed before the 
target times gave the best results. This is significantly wider than the average 
throughput time of the plant of 30 minutes, and indicates that changes in the 
process can affect the performance of the plant considerably longer than 
the process throughput time. In cases where sampling frequencies of the 
process variables are very different, the window width should be optimized 
per process variable individually. 
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3.1 Abstract 
Statistical modelling of industrial production data can lead to improved 
understanding of the process to benefit process monitoring and control 
routines. The production data required for such models need however to be 
synchronized in time, a topic sparsely covered in literature. We propose a 
strategy for data-driven automated optimization of dynamic synchronization 
of industrial production data, that optimizes the synchronization per process 
variable and can be applied for on-line monitoring in real-time. The strategy 
is tested and validated for two relevant production facilities, each of which 
has multiple production lines or configurations. For all lines and configurations, 
models predicting the production quality from process variables improved in 
accuracy using the presented per-variable optimization strategy. Although 
the prediction accuracy for two models would still be insufficient for real-time 
monitoring and control, process operators and engineers may still obtain 
novel process understanding from applying the presented strategy on these 
models. 
3.2 Introduction 
Industrial (bio)chemical production facilities have to be carefully monitored 
and controlled to guarantee consistent turnover of high-quality product that 
meets customer wishes. A prerequisite for designing accurate control 
strategies is to understand how changes in the physical state of the plant and 
process affect quality and other Key Performance Indicators (KPI) of the 
production.  Multivariate latent variable-based methods, such as Principal 
Component Analysis (PCA) and Partial Least Squares (PLS), are commonly 
used to extract valuable process-specific knowledge from historical 
production data.1 Such methods statistically model and identify relationships 
between physical process variables, such as temperatures, pressures and 
flow rates, and the production quality of the plant. 
The information obtained from a multivariate regression model may 
complement process understanding obtained from an engineering point of 
view, as it represents the actual operation of the plant closer than the 
intended operation as designed. The use of these models is however not 
limited to analyzing historical data only. After calibration, they can also be 
used to monitor the modeled relationships in real-time. In cases where the 
product quality is costly or difficult to measure frequently, they can for 
instance be used as a soft-sensor to predict that product quality from process 
measurements that are readily available at high frequency.2 
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Production data is often collected asynchronously, due to sensors operating 
at different measurement intervals and frequencies. However, for the data 
to be modelled by a multivariate regression method, or any bilinear method, 
it needs to be synchronized, regardless of whether it is historical or collected 
in real-time. Measurements need to be available for all modelled process 
and/or quality variables at the same production times to be able to estimate 
the relationships between them for those times. Figures 3.1A-B illustrate the 
problem of asynchronously collected data when attempting to regress a 
product quality variable (𝑌) on several process variables (𝑋). 
 
 
  
Figure 3.1A-B: Visualizations of asynchronous (A) and synchronous (B) production data. Only 
for the synchronous data, the relationships between the quality variable and the process 
variables can be estimated for the production times that the quality variable is available. 
 
Much research has been done on the statistical analysis of industrial 
production data, and different review articles are available that elucidate 
on all the different steps required to prepare the data for statistical modelling. 
These articles discuss for instance variable filtering, missing value imputation, 
outlier removal, nonlinear modelling, dynamic modelling and model 
validation. 2-5 The issue of dynamic synchronization is however covered 
limitedly in literature. We have addressed this in a recent publication, where 
we also demonstrate for an example case study that suffers from data 
asynchronicity how the choice in synchronization method greatly affects the 
accuracy of a statistical model.6 Although this work was thorough, two 
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aspects regarding dynamic synchronization of production data were not 
covered. 
Firstly, it was only attempted to find the best global synchronization method. 
The methods tested were taken or adapted from related fields, and include 
linear interpolation, nearest value interpolation and median-filtering using 
moving windows. These methods were only applied globally to all process 
variables, in the sense that either all process variables were synchronized 
using linear interpolation, or using median-filtering, or using any of the other 
methods. However, the optimal synchronization method may differ per 
process variable, depending on the sampling rate and dynamics of the 
variables (which causes the data asynchronicity in the first place). Therefore, 
to optimally synchronize production data, the best synchronization method 
would need to be identified per process variable. 
Secondly, the work offered a critical review of different synchronization 
methods, but did not offer a protocol or strategy for automated optimization 
of dynamic synchronization of any given dataset that suffers from 
asynchronicity. Implementing such a strategy in the default data analysis 
routine at a production plant would allow process operators to extract more 
process-specific information from historical data. It is also a valuable 
additional step in the (re)calibration routine of a statistical model that is used 
for production monitoring, such as for instance a soft-sensor. This is especially 
relevant as sensor maintenance and replacement may change the optimal 
settings for dynamic synchronization over time. 
In this work, we propose a strategy for the data-driven automated 
optimization of dynamic synchronization of process variables for statistical 
modelling. This strategy not only performs a global optimization for all 
variables, but also a local optimization for each individual process variable. 
This strategy is developed for optimizing production data for a statistical 
model where a product quality variable is regressed on process variables, 
and thus optimizes the extraction of statistical relationships between the 
production process and the production quality. The optimization criterion for 
the models is the Pearson correlation coefficient between true product 
quality and product quality as predicted by the model, penalized on data 
exclusion. A high value signifies an informative model that relates the 
production quality and process variables well for the majority of the collected 
data. The strategy will be demonstrated on data from two production 
facilities in the dairy industry. Both facilities feature multiple production lines 
or configurations that are independently tested and compared. 
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3.3 Methods 
3.3.1 Dynamic synchronization optimization strategy 
The proposed strategy for dynamic synchronization optimization of 
production data for statistical modelling is schematically shown in Figure 3.2. 
The strategy can be divided into three steps. In the first step, the best 
synchronization method when applied globally to all process variables is 
identified. The second step finds the best synchronization locally, for each 
individual process variable. In the final step, the entire model and method 
including dynamic synchronization optimization is validated. Each of these 
three steps as well, as the actual synchronization methods considered, will be 
explained in detail in the remainder of this Methods-section. The two 
demonstrator processes on which the proposed strategy is tested are also 
shortly introduced. 
3.3.2 Synchronization methods 
The dynamic synchronization methods considered for each variable are 
linear, cubic spline, previous value and nearest value interpolation, and 
window-filtering using means or medians with different window placements 
and widths. These methods are the same ones as introduced in our earlier 
work (Chapter 2 of this thesis), and are exemplified in Figures 3.3A-H.6 
For both mean- and median-filtering, the window width and window 
placement have to be optimized. The width of the window effectively 
determines the degree of smoothing that is applied to the data, and thus the 
robustness of the model against outlying process measurements. Ten different 
window widths are considered for the proposed strategy, evenly ranging 
from five minutes to five hours. These boundaries were selected so that the 
average throughput processing times of most chemical production plants, 
including the ones used for demonstration in this study, fall well within them. 
The boundaries can however be adapted if the strategy were to be used for 
a process with a particular long or short processing time.  
Four options for window placement are considered: either 100%, 90%, 75% or 
50% of the window is placed before the target production time of the 
synchronization. These four placements are shown in Figures 3.3E-H. 
Effectively, each cross-combination of either mean- or median-filtering with 
all ten window widths and with all four window placements is considered as 
a separate synchronization method. This brings the total number of 
synchronization methods tested to 84: 4 interpolation methods and 80 (2 ×
10 × 4) window-filtering methods. 
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Figure 3.2: Schematic representation of the strategy for dynamic synchronization optimization 
of process variables. 
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Figure 3A-H (previous page): The different synchronization methods considered for the 
optimization strategy, exemplified using dummy data. Process variables 𝑋  and 𝑋  are 
synchronized to product quality variable 𝑌 at production time 𝑡 using linear (A), cubic spline 
(B), nearest value (C) or previous value (D) interpolation, or using window filtering (E-H). For 
window-filtering, which can be done using means and medians and for variable window 
width, the four window placements P considered in this study are shown (E-H). 
 
3.3.3 Step I: Global optimization 
For the global synchronization optimization, each of the synchronization 
methods is applied to all process variables universally, yielding a total of 84 
synchronized datasets. These datasets are first cleared of missing and 
outlying measurements, for which the procedures will be discussed in the 
upcoming subsections. Then, the synchronized and cleaned datasets are 
statistically modelled by regressing the critical product quality on the 
(synchronized) process variables, using Partial Least Squares (PLS) regression.7 
Each dataset is mean-centered and autoscaled prior to modelling, as 
process variables are measured in different units.8 
The accuracy of the models, and thus the reliability of the information given 
by them, is quantified in terms of the Pearson correlation coefficient 𝑟 
between predicted and reference product quality. A high value of 𝑟 signifies 
an informative model that can relate the production quality well to the 
process variables. The models are subjected to double cross-validation to 
ensure that the r reflects the accuracy of independent testing data. The inner 
validation loop is used to select the optimal number of latent variables for 
that model, and the outer validation loop is used to test the model’s 
accuracy given that number of latent variables, as is proposed in.9 Both loops 
used a 5-fold Venetian blinds resampling scheme. This scheme was selected 
as it ensures that the entire production period that is modelled is equally well 
represented in the test and training set of each validation fold. Note that this 
validation is carried out internally in the second step of the strategy, and 
differs from the additional layer of validation in the third step of the strategy, 
as will be further explained later on.  
The goal is to maximize the model accuracy, and as such the dynamic 
synchronization method that leads to the PLS model with the highest 
validated r is selected as the global optimal method. Because the goal is to 
maximize model accuracy, and for conciseness, comparing different 
synchronization methods and the models they yield through significance 
testing with for instance CV-ANOVA is not further discussed 10. Before 
selecting the model with the highest accuracy, the accuracy measures are 
penalized on data exclusion. The number of data points that are successfully 
synchronized by each synchronization method, and that are not missing or 
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outlying, can be different. This is elaborately discussed in our previous 
publication on data synchronization, where the fraction of retained samples 
ranged from around 0.15 to 0.85 for the different methods studied. Especially 
window-filtering using windows that are relatively small with respect to the 
sampling frequency can lead to very few samples available for modelling, as 
will be explained in more detail section 3.3.4. 
To prevent the strategy from selecting a synchronization method that leads 
to a model that is highly accurate but only on a small portion of the data as 
optimal, the fraction of data points that were successfully synchronized is 
calculated. This fraction is multiplied with the 𝑟 for each corresponding PLS 
model, and the synchronization method leading to the highest value for this 
measure is selected as optimal. In preliminary studies, penalizing on the 
squared fraction of data points present was investigated, as this would 
penalize synchronization methods leading to very few samples relatively 
more. This however led to very comparable results, as the main goal of 
excluding synchronization methods leading to very few samples is achieved 
regardless of whether the penalty is transformed or not. 
3.3.4 Missing values 
Missing values may be present in each of the datasets synchronized with one 
of the window-filtering methods. When synchronizing by calculating either a 
mean or a median over a moving window, it can and does occur that no 
value is available for one or more variables within the window at a certain 
point in time. In these cases, no mean or median can be calculated and 
matched to the target process quality value, and a missing value is 
synchronized instead. The locations of missing data thus depend on the 
window size and placement: especially synchronizations with small window 
widths are more likely to introduce missing values. The locations of missing 
data will therefore differ per synchronization method. 
Missing values have to be either cleared or imputed from a synchronized 
dataset before the dataset can be modelled using PLS.11 For the presented 
strategy, missing values are imputed by replacing them with the median 
value of the data, an approach that is also suggested for modelling industrial 
production data by  Souza et al.12 This imputation is done per synchronized 
dataset and per process variable. 
There are other, arguably more advanced methods available for missing 
data imputation for PLS modelling.3, 11, 13, 14 These methods are however 
typically slower to calculate and require additional parameters to be 
optimized. As this would increase the synchronization optimization time and 
complexity, the (less complex) method of substituting missing values by 
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medians was chosen. Replacing the missing values by means would be more 
accurate, since the data is mean-centered before PLS modelling. 
Substituting a missing value by the variable mean would then correspond to 
setting the contribution of that variable for that sample to zero. However, 
imputing using medians offers greater robustness against outliers, which are 
not yet filtered during the imputation but are during the PLS modelling (and 
mean centering). 
3.3.5 Outliers 
Outlying values for the process variables may be manifested in the 
synchronized data for different reasons, including system errors, production 
errors or because the data corresponds to non-effective production periods 
such as pauses, cleaning or breakdowns, and are common in industrial 
datasets.15 As these values do not reflect effective production time of the 
plant, they have to be removed from the data to optimize the accuracy of 
the model. Most of the non-physical data is automatically removed during 
data synchronization, as the process variables are synchronized to the 
product quality that is sampled only when the plant is in effective production 
anyway. Some outliers may however remain after synchronization, and are 
therefore detected and removed. This is done per synchronized dataset 
individually, as the manifestation of the outliers will be different in each of 
them. For the synchronization optimization strategy, outliers are removed per 
synchronized dataset individually, as the manifestation of the outliers will be 
different in each of them. 
The outliers are identified using the Hotelling 𝑇 - and 𝑄-statistic, which are 
calculated from Principal Component Analysis (PCA) models.16 These models 
are calculated for each dataset, autoscaling the data beforehand and 
using as many principal components are required to describe at minimal 70% 
of variance in the dataset. Any sample for which either the Hotelling 𝑇 - or 
the 𝑄-statistic (or both) are over two standard deviations removed from the 
median value, is marked as outlier and is removed from the respective 
dataset.2 An (additional) univariate outlier removal step on the individual 
unsynchronized process variables was considered, but not included as the 
unsynchronized process variables still contain much data corresponding to 
non-effective production periods such as cleaning. These periods impact the 
(automatic) estimation of the variable median and standard deviation, 
which reduces the stability and accuracy of the optimization. 
3.3.6 Step II: Local optimization 
After the global optimization has been completed, all synchronization 
methods are re-considered iteratively per variable by order of importance. 
The measure for importance used is the absolute regression coefficient, 
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which are assigned to each process variables by the PLS algorithm.7 Other 
measures for variable importance were considered, such as Variable 
Importance in Projection, Selectivity Ratio and Significance Multivariate 
Correlation.17-19 The absolute regression vector was chosen as it directly 
reflects the relationships between the process variables and the product 
quality, which is what the strategy is intended to optimize.20 
The local optimization starts with the variable that has the highest absolute 
regression coefficient. It re-considers all synchronization methods for only this 
variable, while keeping the methods selected for the other variables 
unchanged. This results in 84 (new) synchronized datasets, for which the 
process variable being optimized is synchronized with any of the 84 
synchronization methods as introduced in section 3.3.2, and for which all 
other process variables are identical. All datasets are subjected to the same 
missing value imputation, outlier removal and PLS modelling and validation 
steps as used during the global optimization. The synchronization method 
leading to the PLS model with the highest validated accuracy is chosen as 
optimal for the variable being optimized. These accuracies are, as with the 
global optimization, penalized on data exclusion. 
The variable that has the highest absolute regression coefficient in that same 
model (and is not already optimized) is optimized in the next iteration. This is 
repeated until all variables are optimized. Once the optimal method is found 
for a certain variable, its selection is fixed and is used instead of the global 
optimal method when optimizing the next individual variable(s). Note that 
the regression coefficients, and thus the order of importance, of the yet-to-
optimize variables may change after each iteration. The PLS model with the 
highest validated (penalized) accuracy found during the optimization of the 
last variable is selected as the final model, with optimal dynamic 
synchronization for each separate process variable. 
Locally optimizing the synchronization method for an individual variable in 
the presented way will likely improve the overall performance of the model 
(in case a better synchronization method than the global method is found for 
that variable), or may leave the overall performance unaffected (in case the 
global method was already the best method for that variable). The local 
synchronization will however never decrease the model performance, as re-
selecting the global method as the best local method for that variable is the 
worst-case scenario and will not affect the overall model performance. In 
general, a higher increase in model performance may be expected for the 
first few variables that are locally optimized, as they are sequentially 
optimized in order of decreasing importance. 
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Asynchronous data always has to be synchronized in some way before it can 
be modelled, which is why the local optimization cannot be used without the 
global optimization. During synchronization optimization of one variable, all 
other non-optimized variables still have to be synchronized. It is technically 
possible to use for instance linear interpolation as a default method for this, 
but we chose to use the global optimal method instead. This ensures that the 
synchronization of the variables that are not being optimized is still to a 
certain degree optimal. Because of the multivariate nature of the data and 
the models, this increases the accuracy of the synchronization method 
selection of the variable that is being optimized. 
3.3.7 Step III: Method validation 
To ensure that the optimal synchronization settings and associated model 
accuracy are not overfitting the modelled data, the entire global and local 
optimization has to be subjected to another layer of (cross-)validation. This 
cross-validation effectively acts as a complete external and independent 
third layer of cross-validation, on top of the double cross-validation used to 
optimized the individual PLS models. A 5-fold Venetian blinds resampling 
scheme is also used for this validation layer. The modelling performance 
found after this third cross-validation layer gives an estimate of how well 
newly measured production data would be modelled using the optimal 
settings found by the proposed strategy. The reported performances are the 
average performances found for the five models, one calibrated per 
validation fold. 
Cross-validation is generally recommended for the synchronization 
optimization strategy and used to demonstrate the strategy. This because 
cross-validation ensures a validated result that accurately represents the 
entire production period modelled, also for datasets with a limited sample 
availability. For datasets for which many samples are available, using a single 
independent test set for validation is however also likely accurate, and can 
be considered as it would save calculation time. 
The presented approach for synchronization optimization and model 
calibration is computationally intensive, because of the elaborate validation 
scheme and because all synchronizations have to be calculated and tested 
for all process variables. Applying an optimized set of synchronization 
methods to incoming data and projecting that data into a calibrated 
prediction model is however not intensive.  It should also be taken into 
account that asynchronously collected data always has to be synchronized 
with one method or another. The applicability of the presented approach to 
process monitoring in real-time is therefore little to not limited. Updating the 
model may take more time than is usual for a soft-sensor without 
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synchronization optimization, but such updating is typically not done 
frequently enough for the longer calibration time to be limiting. 
Although the dynamic synchronization is optimized for the reported models 
in an advanced way, there are certain possibly relevant aspects that are not 
optimized. Such aspects include for instance variable selection and nonlinear 
modelling. These steps were not in scope for this work, but could be 
considered for future use of the presented strategy, as they can be valuable 
additions that improve the modelling accuracy further. 
3.3.8 Demonstrator process I: Lactose powder production 
The first demonstrator process for this study is a facility that produces dry 
lactose crystal powder from aqueous lactose. The crystals are first grown in a 
crystallization tank, after which they are centrifuged and subjected to two 
consecutive drying steps to form the dry powder product. Different parallel 
instruments are available for all process steps, which are activated in pre-
defined configurations depending on consumer, maintenance or cleaning 
wishes. The critical production quality parameter or KPI for this process is the 
mass fraction of small crystals in the product (fines). As this mass fraction can 
currently only be measured off-line a few times per day, improved 
understanding or even prediction of it from production data would benefit 
the overall controllability of the plant. 
Historical data was collected for a period of 39 months. Only process 
variables from the centrifuge and drying steps are used as predictor 
variables, as these steps are believed to be the major sources affecting the 
fraction of crystal fines. The processing time of these steps is 30-60 minutes, 
depending on the capacity that the plant is running on. Only data 
corresponding to the two most often used preset operation configurations 
were used. These configurations are henceforth referred to as configurations 
A and B, and were subjected to the soft-sensor optimization strategy 
individually. Measurements for 48 equivalent process variables were 
collected for both configurations. These variables are for instance 
temperatures, flow rates, power consumptions and pressures, and have 
average sampling intervals between 15 seconds and 5 minutes. The total 
number of samples collected for configurations A and B are 868 and 912, 
respectively. 
3.3.9 Demonstrator process II: Milk protein powder production 
The second process on which the dynamic synchronization optimization 
strategy is demonstrated is a milk protein powder production facility. This is 
the same facility as reported in our earlier publication (Chapter 2 in this 
thesis).6 The protein powder is produced from skim milk by heating, 
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precipitation, washing and drying, and the total throughput time of this plant 
is around 30 minutes. The critical product quality parameter for this process is 
the mineral content in the milk protein powder, which should be as low as 
possible. Like the mass fractions for demonstrator process I, this mineral 
content can only be measured with off-line laboratory analysis a few times 
per day. A regression model predicting it from the process variables would 
therefore benefit the understanding, monitoring and control of the plant. 
The plant features three parallel production lines, which were modelled 
individually and which are referred to as lines A, B and C. Data corresponding 
to 45 process variables (equivalent for the three lines) were collected 
alongside the mineral content for the same 39 months as were collected for 
the lactose powder production demonstration. The average sampling 
interval of the process variables ranges from 10 seconds to 5 minutes; the 
sampling interval of the mineral content is around 8 hours. The number of 
mineral content samples collected for lines A, B and C are 1256, 728 and 624, 
respectively. 
3.4 Results & discussion 
In this section, regression models for each of the demonstrator processes and 
plants as introduced above will be discussed and compared. Modelling 
accuracies are compared in terms of (validated) Pearson correlation 
coefficient between modelled and reference product qualities. This measure 
effectively represents how well the variation in the product quality can be 
explained from changes in the process itself, and thus how well the model 
could be used for soft-sensoring. We will furthermore discuss the actual 
synchronization methods selected for each of the process variables, and 
compare them within one production plant and between parallel 
production lines or configurations. This allows us to see if difference in the 
nature and/or dynamics in the variables indeed call for different 
synchronization methods. Finally, we will discuss the importance of each the 
process variables for predicting the product quality, and how those 
importances change when the synchronization is optimized locally per 
variable instead of globally for all variables. Studying these importances 
relatively for a model can lead to a better understanding of which parts of 
the process are most influential on the production quality, and on how they 
should be controlled. 
3.4.1 Demonstrator process I: Lactose powder production 
The accuracies for the regression models calibrated while using only the 
global synchronization optimization or while also using the local 
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synchronization optimization are given in Table 3.1, for both operation 
configurations of demonstrator process I. The validated performance found 
using the local optimization is higher for both cases, showing that a more 
accurate model is obtained when the synchronization is optimized per 
process variable individually. 
For all models, the performances on the calibration set is higher than on the 
validation set. This is expected, as the models will in most cases perform better 
on seen data than on unseen data. However, the differences between these 
performances are not so large to suggest that the models are highly 
overfitting the calibration data. This is especially important for the models 
found using local optimization. Optimizing the synchronization per variables 
increases the complexity of the model significantly, which increases the risk 
over model overfitting. The absence of such overfitting shows that the 
validation routines used within the synchronization optimization strategy are 
accurately, and results in a reliable optimization. 
 
Table 3.1: Modelling performances in terms of Pearson correlation coefficient between 
predicted and reference product quality for demonstrator process I. Results are given for both 
operation configurations, for both synchronization optimization strategies (global and local) 
and for both the validation and calibration data. 
 
Config. Samples Variables Global optimization Local optimization 
Calibration 
r(pred, ref) 
Validation 
r(pred, ref) 
Calibration 
r(pred, ref) 
Validation 
r(pred, ref) 
A 868 48 0.79 0.74 0.88 0.81 
B 912 48 0.74 0.70 0.87 0.78 
 
Figures 3.4A-B show the prediction versus reference plots for the regression 
models optimized for both configurations. These plots correspond to the 
validated results found using the local synchronization optimization. For 
configuration A, there seems to be little to no samples with clear outlying 
prediction accuracies. For configuration B however, there are some samples 
with outlying accuracy, each of which has a very low reference value. 
Because of their low reference mass fraction values, it is likely that these 
samples suffer from sampling, analysis or registration errors for those 
measurements. This is affirmed by them not being removed by the outlier 
removal procedure, which only determines outliers based on the 
independent process data (𝑋) and not on the dependent mass fraction data 
(𝑌). That outlier removal procedure was selected because the goal of the 
strategy is to synchronize the process data to the product quality data, and 
the choice in synchronization method for the process data does not change 
the values for the product quality data. The outliers in Figure 3.4B do however 
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signify that it is essential to carefully remove samples with outlying product 
quality before employing the proposed synchronization optimization 
strategy, preferably with process expert knowledge. 
 
  
Figures 3.4A-B: Prediction versus reference plots for each operation configuration (A and B) of 
demonstrator process II. These results were found after optimizing the synchronization using the 
local optimization method and corresponding to the cross-validated results. 
 
The synchronization methods that were selected by the optimization strategy 
for each variable are given in Table 3.2, for both operation configurations. 
The row ‘All’ refers to the method selected by the global optimization; all 
subsequent rows refer to the synchronization method for one particular 
variable using the local optimization step. 
The optimal global method for both configurations is to use previous value 
interpolation. This would theoretically be the most accurate method as it 
matches each product quality sample to the process values that are last 
known and thus most relevant in time. Remarkable is that previous value 
interpolation in general outperforms any form of window-filtering for this 
process. Window-filtering would offer a higher robustness against outlying 
values in the process variables due to a smoothing effect, which suggests 
that the process variables for this demonstrator process suffer little from 
outliers. It also suggests that the values for the process variables are changing 
relatively rapidly over time, and that these result in quick response changes 
in the product quality. This implies that the system has a high responsiveness 
in general, signifying the need for fast control action formulation and thus for 
a model (soft-sensor) predicting the product quality in real-time. However, it 
should also be noted that missing value interpolation cannot lead to missing 
values while window-filtering can, at least for the implementation in the 
presented strategy. As the synchronization methods are optimized towards 
both high modelling accuracy and minimum number of missing values, 
nearest value interpolation has an added advantage over window-filtering. 
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There is high diversity in the synchronization methods found optimal for the 
individual variables. Linear, cubic spline, previous and nearest value 
interpolation are selected most often. In comparison to window-filtering, all 
these methods use only data measured close to the production quality in 
time. As such, these variables likely suffer little from outliers and change 
frequently. The variables for which window-filtering is found optimal are likely 
more prone to outliers, which is supported by median-filtering being selected 
more often than mean-filtering. These variables may also change more 
gradually and slower over time, and cause more long-term responses in the 
product quality. This is confirmed by the fact that if window-filtering is chosen, 
long windows in comparison to the total throughput time of the plant are 
selected. No relationship could be found between the physical property 
measured (level, flow, temperature, etc.) and the synchronization method 
chosen. 
 
Table 3.2: Synchronization methods found optimal for all variables (using global optimization) 
and for each variable (using local optimization), for both operation configurations of 
demonstrator process I. The names consist of the interpolation method or, in case of window-
filtering, to the population estimator followed by the window width in minutes and the window 
placement as illustrated in Figures 3.3A-H. 
 
Var Operation 
configuration A 
Operation 
configuration B 
 Var Operation 
configuration A 
Operation 
configuration B 
All previous previous  25 previous mean-300-0.5 
1 nearest nearest  26 median-71-0.5 median-234-1 
2 spline spline  27 previous linear 
3 mean-300-0.5 previous  28 mean-267-0.5 previous 
4 nearest spline  29 previous linear 
5 previous previous  30 nearest nearest 
6 linear linear  31 previous nearest 
7 nearest nearest  32 linear spline 
8 linear previous  33 nearest mean-267-0.5 
9 linear median-202-1  34 mean-300-1 previous 
10 nearest nearest  35 previous nearest 
11 linear median-136-0.75  36 previous median-300-1 
12 spline median-136-.5  37 median-267-0.5 median-103-0.5 
13 linear nearest  38 mean-267-0.75 previous 
14 spline median-169-0.5  39 nearest previous 
15 linear spline  40 previous previous 
16 median-38-0.5 nearest  41 mean-136-0.9 linear 
17 mean-169-0.5 linear  42 nearest nearest 
18 linear linear  43 median-71-0.5 median-38-0.5 
19 median-300-1 linear  44 nearest nearest 
20 nearest nearest  45 median-136-1 median-38-0.5 
21 linear previous  46 previous previous 
22 nearest nearest  47 mean-169-0.5 previous 
23 nearest previous  48 median-136-0.9 median-169-0.75 
24 linear nearest     
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The diversity in the methods chosen per process variables shows that the 
dynamics of these variables and the responsiveness of the product quality to 
changes in these variables are quite different, and that the synchronization 
method should indeed be optimized per variable. The choice in optimal 
synchronization method also differs between the two operation 
configurations. This could be an indication that the strategy is overfitting the 
synchronization choices per configuration. However, as discussed before, the 
small differences between the validation and calibration accuracies 
indicate that the models do not suffer from such strong overfitting. The 
differences between the choices per configuration do signify the need to 
model each configuration individually. 
To illustrate this further, the data for configuration A was synchronization with 
the methods found using local optimization for configuration B, and vice 
versa. All other modelling steps, including validation, were retained to ensure 
comparability of the results. The modelling results found after external cross-
validation are given in Table 3.3. These results show indeed that for both 
configurations, the most explanatory models are obtained when they are 
optimized on the data from that same configuration, as may be expected. 
However, interchanging the synchronization methods between 
configurations still give a relative high modelling accuracy for both 
configurations. This is likely due to the physical comparability of the 
configurations, and shows that the synchronization optimization does not 
over fit the configurations. 
 
Table 3.3: Cross-validated modelling accuracies found for each operation configuration when 
applying the synchronization methods found after local optimization for the other 
configuration, for demonstrator process I. All results are given in terms of Pearson correlation 
coefficient (𝑟) between cross-validated and reference product quality. The results on the main 
diagonal correspond to those in the rightmost column of Table 3.1. 
 
  Settings from 
configuration 
  A B 
Applied to 
configuration 
A 0.81 0.77 
B 0.75 0.78 
 
Figures 3.5A-B show for both configurations the absolute regression 
coefficient of each process variable when the model is optimized using the 
global or the local synchronization optimization. The values are averaged 
over all five validation folds. The absolute regression coefficient of a process 
variable quantifies the contribution that that variable has to the prediction of 
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the product quality, and may be interpreted as a measure of variable 
importance. 
The local optimization optimizes the synchronization method of each 
individual process variable towards maximum contribution of that variable to 
the prediction of the product quality. It can therefore be expected that most 
process variables will overall have a higher absolute regression coefficient 
after local optimization, as opposed to global optimization. Figures 3.5A-B 
confirm this for most process variables. This holds especially for variables that 
have a relative high contribution to the globally optimized model, which is 
sensible as they are optimized first during the local optimization.  
Some variables, for instance variables 28, 35, 37, 38 and 43 of configuration 
A, show an especially high increase in regression coefficient from global to 
local synchronization. This signifies that process variables are indeed able to 
contribute more to the prediction of product quality when their 
synchronization method is optimized individually. For some variables, the 
absolute regression coefficient decreases when the local optimization is 
used. This is due to the multivariate nature of the data and the regression 
models used. Optimizing the synchronization of one process variable can 
increase the contribution of that variable a lot, but decrease the contribution 
of a related process variable somewhat also, regardless of the 
synchronization method used for that related variable. Remarkable is that 
variables 28 and 43 have a very high contribution to the models of both 
configurations, despite them having slightly (variable 43) or considerably 
(variable 28) different optimal synchronization methods for both 
configurations. This shows that equivalent variables can be important in both 
configurations, but may require a different synchronization method. 
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Figures 3.5A-B: Absolute regression coefficients found for the models calibrated for 
demonstrator process I. Results are given for both operation configurations (A and B) and for 
both using the global and local synchronization during calibration. 
 
 
 
82 
3.4.2 Demonstrator process II: Milk protein powder production 
Table 3.4 shows the accuracies for the regression models calibrated for each 
production line of demonstrator process II, for both the global and local 
optimization approach. These results show that also for this demonstrator 
process, using the local optimization as opposed to the global optimization 
yields a model with higher validated accuracy. 
The validated performance for production line A is high, and no indication of 
overfitting is present for this model. The performances of the models for 
production lines B and C on the validation data are however quite low, and 
the much higher performance on their respective calibration sets does 
indicate that these models are overfitted. One possible reason for this is that 
the data for these two production lines contains more noise. Causes for such 
noise include less stable equipment, more frequent maintenance, higher 
variation in raw material feed or product demand, or less consistent control 
practices in general. 
Another reason for a higher level of model overfitting is the lower number of 
samples that are available for these two lines. This is supported by the fact 
that the model for line C has both the lowest sample count and the lowest 
performance. As mentioned before, performing the local synchronization 
optimization adds complexity to the model. To cope with this added 
complexity and to prevent the model from overfitting, a large number of 
calibration samples is required. This shows that a large collection of 
strategically obtained historical data is a prerequisite to reliable calibrate a 
model using the local synchronization optimization approach. 
The models found for production lines B and C have too low performance to 
use them for real-time process control purposes, despite using the more 
advanced local synchronization optimization. However, local 
synchronization still leads to a better description of the correlations between 
process variables and product quality. As such, the local optimization 
approach can still help process operators and engineers to obtain a better 
understanding of the plant. This may improve monitoring and control 
practices, and thus higher production quality. 
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Table 3.4: Modelling accuracy in terms of Pearson correlation coefficient between predicted 
and reference product quality for demonstrator process II. Results are given for all production 
lines, for both synchronization optimization strategies (global and local) and for both the 
validation and calibration data. 
 
Production 
line 
Samples Variables Global optimization Local optimization 
Calibration 
r(pred, ref) 
Validation 
r(pred, ref) 
Calibration 
r(pred, ref) 
Validation 
r(pred, ref) 
A 1256 45 0.75 0.72 0.81 0.75 
B 728 45 0.57 0.46 0.73 0.54 
C 624 45 0.43 0.34 0.75 0.48 
 
The prediction versus reference plots for the regression models optimized for 
all production lines are shown in Figures 3.6A-C. These figures only show the 
validated results found using the local synchronization optimization. For 
production lines B and C there are some samples for with the respective 
model performs particularly bad. These are mostly samples for which the 
predicted values are far below the reference values. The presence of these 
samples is an additional cause for the lower performance of the models for 
lines B and C. This is confirmed by the model for line C having both having 
the lowest performance and suffering seemingly most from outliers. 
The predicted values for these samples are more outlying than the reference 
values, which indicates that these inaccurate predictions result from outliers 
in the process measurements and not from inaccurate product quality 
measurements. Increasing the sensitivity of the outlier detection method used 
in the optimization approach may therefore improve the accuracy and 
reliability of the final model. This also shows that the optimal setting for this 
outlier detection may be different per production process. 
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Figure 3.6A-C: Prediction versus reference plots for each production line (A to C) for 
demonstrator process II. These results were found after optimizing the synchronization using the 
local optimization method and corresponding to the cross-validated results. 
 
Table 3.5 shows the synchronization methods found optimal for each process 
variable and for each production line of demonstrator process II (analogues 
to Table 3.2 for demonstrator process II). The globally optimal synchronization 
method is quite comparable for the three production lines. For all lines, using 
a median filter that is placed either for 100% or 90% before the target time is 
optimal. There is some variation in the optimal window width, but they are all 
wide with respect to the total process throughput time of 30 minutes. This 
indicates that changes in the process state can still affect the production 
quality for a prolonged time. These results are in agreement with our earlier 
findings for this production facility.6 As for demonstrator process I, the different 
physical properties measured did not show any clear preference for a certain 
synchronization method. 
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Table 3.5: Synchronization methods found optimal for all variables (using global optimization) 
and for each variable (using local optimization), for each of the production lines of 
demonstrator process II. The names consist of the interpolation method or, in case of window-
filtering, to the population estimator followed by the window width in minutes and the window 
placement as illustrated in Figures 3.3E-H. 
 
Process 
variable 
Production line 1 Production line 2 Production line 3 
All median-202-1 median-169-0.9 median-267-1 
1 median-169-0.5 nearest median-38-1 
2 mean-5-0.9 previous mean-267-1 
3 spline mean-234-0.9 mean-300-1 
4 mean-169-1 mean-234-1 mean-202-1 
5 median-234-0.75 median-38-0.75 median-300-1 
6 mean-169-1 median-234-1 mean-136-1 
7 median-267-0.9 median-169-0.9 nearest 
8 mean-234-1 median-136-0.5 median-38-0.9 
9 median-300-1 median-267-1 median-267-1 
10 median-169-0.5 mean-169-0.5 median-300-1 
11 median-267-1 previous median-300-1 
12 mean-103-0.5 previous mean-300-1 
13 mean-38-1 mean-103-1 median-202-0.75 
14 nearest nearest previous 
15 median-300-1 median-202-1 median-300-1 
16 median-38-1 previous median-300-1 
17 mean-169-1 spline mean-267-1 
18 median-103-0.9 median-169-1 median-169-1 
19 previous spline median-267-1 
20 median-169-1 previous median-300-0.9 
21 spline median-267-1 spline 
22 spline median-267-1 median-202-1 
23 median-169-1 median-38-0.75 mean-300-1 
24 median-38-0.9 nearest median-267-1 
25 median-169-0.5 linear median-169-0.5 
26 nearest median-300-0.5 mean-300-0.5 
27 spline spline median-136-1 
28 median-38-0.75 spline median-103-1 
29 median-267-0.75 median-103-1 mean-5-1 
30 median-71-1 median-169-0.9 median-300-1 
31 median-71-0.75 mean-38-0.5 median-136-0.5 
32 median-300-0.75 spline median-38-0.5 
33 median-234-1 nearest linear 
34 median-300-0.75 previous spline 
35 mean-267-1 median-136-1 spline 
36 spline previous linear 
37 spline spline spline 
38 median-103-0.5 spline median-136-1 
39 median-267-0.75 spline median-300-1 
40 median-234-0.75 spline mean-300-1 
41 median-300-0.9 linear mean-300-1 
42 spline previous mean-300-1 
43 spline nearest spline 
44 median-267-0.9 previous median-71-0.5 
45 median-300-0.5 previous median-136-1 
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From all synchronization methods considered, median filtering would offer 
the highest robustness against outliers in the process data, especially when 
relatively wide windows are used. It being selected as best global method 
for this process suggests that this process suffers from such outliers, and more 
so than demonstrator process I. This is confirmed by the analysis of the 
prediction versus reference plots for both processes (Figures 3.4A-B and 3.6A-
C), and by the fact that relatively wide windows are selected.  
As for demonstrator process I, there is quite some variation in synchronization 
methods found optimal for the individual variables for demonstrator process 
II. As discussed before, this results from the process variables representing 
different instrument and measurements with different dynamic behavior, and 
signifies the need to optimize the synchronization method per process 
variable. The choice in optimal methods per variable differs also per 
production line. 
One reason for this is that the production lines are not exact copies from one 
another, either by design or introduced by maintenance and repair 
practices. However, the differences between validation and calibration 
performances were quite high for production lines B and C. This indicates that 
these models could be overfitted at least to some degree, which can be an 
alternative reason for the large differences in selected synchronizations 
between the production lines. 
Table 3.6 shows the validated modelling results obtained for each production 
line when the optimal synchronization methods of another line are used, and 
is analogous to Table 3.3 for demonstrator process I. As with demonstrator 
process I, the highest accuracies are obtained when optimizing the 
synchronization on the data from the same line as for which the model is 
desired, as expected. However, using the optimized synchronization from 
another production line or configuration does seem to generally lower the 
modelling accuracy more than was the case for demonstrator process I 
(save for when using the optimal methods from line C while modelling line A). 
This could be the result of the lines of demonstrator process II being physically 
less comparable than the configurations of demonstrator process I. 
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Table 3.6: Cross-validated modelling accuracies found for each production line when applying 
the synchronization methods found after local optimization for another line, for demonstrator 
process II. All results are given in terms of Pearson correlation coefficient (𝑟) between cross-
validated and reference product quality. The results on the main diagonal correspond to those 
in the rightmost column of Table 3.4. 
 
  Settings from line 
  A B C 
Applied to line A 0.75 0.68 0.73 
B 0.49 0.54 0.44 
B 0.38 0.36 0.48 
 
The absolute regression coefficients for the models are shown in Figures 3.7A-
C for all three production lines and for both the global and local optimization 
approaches. As for demonstrator process I, the absolute regression 
coefficient is higher when the local optimization is used, especially for 
variables that have a high coefficient for the globally optimized model. 
Variable 6 in production line A is an exception. As this variable is the second 
most important, it is likely correlated to the most important variable: variable 
4. Optimizing the synchronization for variable 4 increased its contribution to 
the prediction of the product quality, but simultaneously decreased the 
contribution of variable 6 regardless of its synchronization method. 
The relative contributions of the process variables to the prediction of the 
product quality differs for the production lines, and more so than they differed 
for the two operation configurations for demonstrator process I. This is in line 
with the higher variation in synchronization method found optimal and the 
higher variation for the prediction accuracies for the different lines of 
demonstrator process II. Careful investigation of the results as presented in 
this discussion can however help process operators and engineers to better 
understand each of the production lines and their differences. 
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Figure 3.7A-C: Absolute regression coefficients found for the models calibrated for 
demonstrator process II. Results are given for all production lines (A to C) and for both using the 
global and local synchronization during calibration. 
 
3.5 Conclusion 
In our study, we have developed a new strategy for automatically optimizing 
the dynamic synchronization of individual process variables for statistically 
modelling industrial production data. Although the method is specifically 
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designed and tested for regression models that predict the production 
quality from process variables, it could be extended to models of a different 
nature. The strategy first optimizes the synchronization globally by finding the 
method that leads to the most accurate prediction of product quality when 
applied to all variables universally. It then optimizes the synchronization 
locally, by iteratively re-considering all synchronization methods for each 
variable individually. This all while taking into account missing data 
imputation and outlier removal. To demonstrate the strategy, prediction 
models were calibrated for data from two demonstrator processes, each for 
which multiple production configuration or lines were present and modelled 
separately. All models were calibrated to predict the production quality from 
process variables, and were cross-validated and elaborately compared. For 
all models, the local optimization resulted in more accurate predictions than 
the global optimization did, showing that the more advanced local 
optimization is a valuable addition when modelling production data suffering 
from asynchronicity. The choice in optimal synchronization method was 
found to be dependent on the process, on the production line or 
configuration, and on the process variable. This variation results from 
differences in dynamics and the manifestation of outliers for different plants 
and process variables, and signifies the need to model production lines 
individually. For three out of five models, the optimized models have high 
enough accuracy to consider them as soft-sensors for real-time process 
monitoring and maybe even control. For two models, the presented strategy 
for per-variable synchronization optimization did improve the accuracies, but 
the improved accuracy was still too low for the sensors to be used for real-
time process monitoring purposes. However, as the optimization strategy still 
maximized the correlation between the process variables and the end 
product quality, investigation of these optimized models can lead to an 
unprecedented understanding of the production process. 
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4.1 Abstract 
(Bio)chemical industrial batch reactions have to be terminated timely, to 
prevent waste of resources and decreased production quality due to 
prolonging the production when the (primary) reaction has already finished. 
Approaches for detecting endpoints on off-line and/or on-line analysis exist, 
but may be inaccurate for productions with high batch-to-batch variations. 
In this study, we present a novel multi-step strategy for endpoint detection 
named ENDBOSS (ENdpoint Detection using Batch-specific cOntrol Spaces 
of Spectroscopic data). This strategy is designed to have higher robustness 
against batch-to-batch variation than endpoint detection methods reported 
in literature and to be implemented for on-line monitoring. We demonstrate 
ENDBOSS on three industrially relevant reactions with high batch variations. A 
method for optimizing the settings of ENDBOSS for a given production process 
is proposed and demonstrated. The correlations between detected and 
reference endpoint were validated to be 0.96, 0.80 and 0.18 for the three 
demonstrator reactions. ENDBOSS has high performance for two reactions. 
For the third reaction, the size of the dataset was too limited, indicating that 
ENDBOSS does benefit from quantitative integration with strategic data 
collection. ENDBOSS is furthermore shown to outperform endpoint detection 
methods currently reported in literature for all demonstrator reactions. 
4.2 Introduction 
Many intermediate and consumer products in the food and pharmaceutical 
industries are manufactured in batch processes.1 Such productions have to 
be carefully monitored and controlled to ensure both production efficiency 
and quality.2, 3 Much of today’s research focuses on developing method for 
automation of process controls, and integrating physical measurements at 
the industrial plant with several monitoring, control and management tasks 
to facilitate an industrial cyber-physical system.4 Although many of the 
automation methods that are currently used within such a system focus on 
keeping one or more process variables (pressure, temperature, viscosity or 
chemical concentration) within a predefined limit, another important feature 
of batch productions to control accurately is the point at which the 
production should be terminated. This feature is also referred to as the 
endpoint, and is highly variable for many production processes.5 
Terminating a batch production too early, before the reaction has 
completely finished, can lead to a non-optimal yield and an increased 
demand for purification steps. In addition, the reactor has to be cleaned and 
(re)prepared more often, which is time and cost intensive. On the other hand, 
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continuing a batch reaction for too long may lead to a waste of energy, 
material, time and manpower. In some cases, it also leads to the formation 
of byproducts, which effectively reduces both production yield and quality.6 
Traditionally, reaction endpoints are detected by quantitative wet chemical 
analysis of samples taken out of the reactor, for instance using 
chromatography.6, 7 These analyses are relatively cumbersome and slow, 
and can therefore not be done frequently. Additionally, they do not allow for 
mitigating control actions based on the observation. Even when the 
quantitative determination itself is accurate, these practical shortcomings 
can result in a late and inaccurate endpoint detection. 
In-line spectroscopic analysis is commonly used in multivariate statistical 
process control, as it provides both quantitative and qualitative chemical 
information, and can be installed to facilitate automatic in-line sampling at 
high frequency. In quantitative analysis, regression models can be calibrated 
to predict the chemical composition from the spectroscopic data. 
Accurately monitoring this predicted composition in real-time allows for 
(automated) production endpoint detection. This strategy is for instance 
used in the pharmaceutical industry for powder blending and crystal 
polymorph conversion.8, 9 Prediction of physical properties like moisture from 
spectroscopic data can also be used for endpoint detection, as illustrated 
for fluidized batch granulation by Frake et al. and Findlay et al.2, 10 
Obtaining an accurate prediction model may however be challenged by 
reaction mixtures containing multiple compounds with large spectral 
overlap. This is especially common for bioproductions, due to the nature of 
working with large molecule structures.11, 12 In such cases it is impossible to fully 
distinguish the different compounds in the spectral data. An alternative 
solution is to monitor the spectra without using a predictive model. Principal 
Component Analysis (PCA) can be used to extract the major sources of 
variation in the data relevant to the end-point detection. These sources can 
be monitored over time to track changes in the chemical state of the 
reaction mixture. A lack of such changes indicates that the reaction has 
ended and that the production process should be terminated. 
This approach is used by Svensson et al. to determine the endpoint for an 
industrial pharmaceutical synthesis.13 In this study, a PCA model was 
calculated on the spectroscopic data from a single golden batch. For new 
batches, the incoming spectra are projected in that model and the 
distances between the projection of the subsequent spectra are calculated. 
Monitoring these distances, and thus the amount of chemical change, 
allowed for the accurate determination of the new batches’ endpoints. The 
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threshold for the chemical change allowed without ending the reaction was 
determined arbitrary, and have to be re-considered for different production 
facilities. 
In their work, Svensson et al. used the data from one completed golden 
batch to calculate a PCA model and define a control space. The use of one 
or more completed batches as control space for PCA modelling is common 
in MSPC.14-16 Although this approach is accurate in those studies, it may be of 
limited use for processes that suffer from high batch-to-batch variations that 
still retain in the PCA model (which we will demonstrate in this work for three 
demonstrator reactions). Such variations can be the result of changes in, for 
example, raw material, weather, operators and consumer wishes, and are 
common in the pharmaceutical and food industries.17-19 
In this work, we introduce ENDBOSS: ENdpoint Detection using Batch-specific 
cOntrol Spaces of Spectroscopic data. ENDBOSS is a validated multi-step 
strategy for the endpoint detection of industrial batch reactions. It is designed 
to have higher robustness against batch-to-batch variation than the 
aforementioned methods. As it is specifically developed for on-line process 
monitoring in real-time, it can potentially be integrated in an overarching 
industrial cyber-physical system.20 Furthermore, in contrast to the endpoint 
detection methods mentioned in the literature referred to earlier, an 
automated routine for finding the optimal settings and thresholds of ENDBOSS 
for a given production facility is given.  
ENDBOSS works by using spectral data measured at the start of each 
individual production batch as a control space, rather than data from one 
or more completed batches. Data from after the start of a batch is then 
compared to the control space of that specific batch to detect the end in 
chemical changes, and thus the end of production. Further robustness 
against batch-to-batch variation is obtained using spectral data pre-
processing. 
4.3 Methods and data 
ENDBOSS is schematically shown in Figure 4.1, and consists of two major steps: 
modelling and monitoring. The modelling step is performed after the first 
(estimated) 10-20% of the batch have passed, and preferably when the 
actual reaction is started (in cases where the reaction does not start 
immediately at the start of the batch). Using pre-processed spectroscopic 
data from these first few hours, a batch-specific control space is created 
using Principal Component Analysis (PCA).21 The monitoring step starts right 
after the modelling steps and lasts until the batch is ended. Incoming data is 
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pre-processed and projected into the PCA-model in real-time. This projection 
is continuously monitored and compared with the control space in terms of 
the Hotelling 𝑇 - or 𝑄-statistic. When the statistic reaches a threshold defined 
on the control space, the reaction is detected as ended. Each of the 
(sub)steps of ENDBOSS will be explained in more detail in the following 
subsections. Source code of the implementation of ENDBOSS in Matlab used 
to generate the results presented in this manuscript are accessible via 
https://www.ru.nl/science/analyticalchemistry/research/software/. 
4.3.1 Modelling step 
The modelling step is executed after the first (estimated) 10-20% of the batch 
have passed and the first spectroscopic data is collected. For productions 
where the actual reaction is initialized a certain period after the 
measurements have started, for instance by starting the feed of a substrate, 
the end of that period should be used to execute the modelling step of 
ENDBOSS. In this step, the batch-specific control space is defined by 
modelling all spectroscopic data collected up until that point. Prior to 
modelling, spectroscopic data needs to be pre-processed as they often 
suffer from scattering and/or fluorescence artefacts. To reduce batch-to-
batch variation caused by irrelevant variation such as fluorescence effects 
rather than actual chemical differences, the spectra are typically pre-
processed using a baseline and scatter correction method. Asymmetric Least 
Squares smoothing (AsLS) is first used to remove any differences in baseline 
offsets of the individual spectra by combining a smoother with an asymmetric 
weighting of deviations from the smoothed signal.22, 23 To correct for 
scattering artefacts, a Standard Normal Variate transformation (SNV) is 
applied to the data. This transformation processes each individual spectrum 
by first subtracting the mean of that specific spectrum and then dividing it by 
the standard deviation of the spectrum.24 
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Figure 4.1: Schematic representation of ENDBOSS. 
 
The preprocessed spectroscopic data from the preparation phase is, for 
each batch, modelled using Principal Component Analysis (PCA). PCA is a 
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multivariate statistical modelling technique that rotates a data matrix of 
many variables into a set of orthogonal variables (principal components, 
PCs) with maximized variance. An algebraic expression of PCA is given in 
Equation 4.1. 𝑋 denotes the original data matrix with 𝑀 rows (representing 
samples) and 𝑁 columns (representing variables); 𝑇 is the score matrix of the 
original samples for the principal components with 𝑀 rows and 𝐴 columns 
(representing components); 𝑃 is the loading matrix of the original variables 
for the components with 𝑁 rows and 𝐴 columns; 𝐸 is the model residual matrix 
with 𝑀 rows and 𝑁 columns.21, 25 For this study, all spectra are always mean-
centered prior to modelling. 
 
𝑋 = 𝑇𝑃 + 𝐸 =  𝑡 𝑃′ + 𝐸 Equation 4.1 
 
For each spectrum in the control space, the Hotelling 𝑇 - and 𝑄-statistic are 
calculated. The Hotelling 𝑇 -statistic expresses the variation of a spectrum 
captured and described by a PCA model, and can be calculated from the 
PCA scores (𝑇 in Equation 4.1). The formula for this summary statistic is given 
in Equation 4.2 for spectrum 𝑖. 𝐴 represents the number of components 
projected to; 𝑣  represents the variance in the original data matrix explained 
by component 𝑎.26 In ENDBOSS, the Hotelling 𝑇 -statistic is used to quantify 
how similar the chemistry measured in one spectrum is to the overall 
chemistry measured in the spectra used to calculate a PCA model.  
 
𝑇 =
𝑇 ,
𝑣
 Equation 4.2 
 
The 𝑄-statistic expresses the remaining variation of a spectrum that is not 
captured by a PCA model, and can be calculated from the PCA residual 
matrix (𝐸 in Equation 4.1). The formula for this summary statistic is given in 
Equation 4.3 for spectrum 𝑖 and spectral variables 𝐽.26 In ENDBOSS, the 𝑄-
statistic is used to quantify how dissimilar the chemistry in one spectrum is to 
the overall absorption measured in the spectra used to calculate a PCA 
model. 
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𝑄 = 𝐸 ,  Equation 4.3 
 
4.3.2 Monitoring step 
The monitoring step is initiated directly after the modelling step, and 
continues until the production is stopped. During this step, incoming spectra 
are projected in the existing PCA model according to Equation 4.4 for 
spectrum 𝑖. The data is preprocessed using the same steps as the ones used 
for the modelling step. Next, either the Hotelling 𝑇 -statistic or the 𝑄-statistic is 
calculated for each of the incoming spectra. This choice depends on 
whether the actual chemical reaction has already started during the 
production period used in the modelling step or not, as will be explained in 
more detail further on. The values for the statistic for the incoming spectra are 
in real-time calculated and compared to the values for the spectra in the 
model’s control space to facilitate the endpoint detection. 
 
𝑇 = 𝑋 𝑃 Equation 4.4 
 
The Hotelling 𝑇 -statistic is monitored for endpoint detection when the 
chemical production has already started in the production period that is 
used as a control space. The chemistry of the product is then captured by 
the PCA model, and changes in its concentration are thus represented in the 
Hotelling 𝑇 -statistic. This scenario is most applicable for productions where 
the chemical reaction is initiated directly at the start of production. As the 
product is formed directly at the start of the batch, it will be captured by a 
PCA model calculated on the first few hours of production data. To monitor 
the chemical productivity, the Hotelling 𝑇 -statistic should thus be used to 
compare the incoming spectra with the PCA model. 
The Q-statistic is monitored for endpoint detection when the chemical 
productivity has not yet started in the period used to define the batch-
specific control space. This is the case when the actual reaction is started 
only a few hours after the measurements have started, and the 
measurements from before the reaction start are used as control space. As 
the product represents chemical variation that is not in the control space and 
thus described by the PCA model, monitoring its formation in real-time should 
be done by calculating the Q-statistic for incoming spectra and comparing 
its value to the values in the control space. 
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The endpoint of the production is defined by ENDBOSS as the point when the 
Hotelling 𝑇 - or 𝑄-statistic of the incoming spectra no longer increases. This 
would signify that the chemistry in the reaction vessel is no longer changing, 
and thus that the reaction has ended. This stop in increase is found by 
checking whether or not the first derivative of the statistic drops below a 
certain noise level. In practice, operators who might use ENDBOSS for their 
plant can use a visualization of this first derivative over production time as a 
graph on a screen to keep track on whether the endpoint has been reached 
or not, and even to estimate how long the production will still take. 
The first derivative of the Hotelling 𝑇 - or 𝑄-statistic is calculated as the 
difference between the statistic for the current spectral measurement and 
the one measurement before that, as exemplified in Equation 4.5 for the 
Hotelling 𝑇 -statistic for measurement 𝑖 and sampling times 𝑡. In theory, this 
first derivative reaching zero would indicate the endpoint. However, 
instrumental noise over time can induce small changes to the statistic that 
prevent its first derivative from becoming exactly zero. Two steps are taken to 
reduce the influence of such experimental noise. 
Firstly, the derivative is smoothened using a moving average (Boxcar) filter, 
which replaces each first derivative value by a mean value calculated over 
a centered window moving over production time.27 This is shown in Equation 
4.6 for the Hotelling 𝑇 -statistic of measurement 𝑖, measurement times 𝑡, 
window width 𝑤 and 𝑁 samples that were measured within the window limits. 
Secondly, the smoothened first derivative is not compared to exactly zero, 
but to a noise-threshold that is slightly above zero. This noise threshold is 
calculated as the standard deviation of the smoothened first derivative of 
the Hotelling 𝑇 - or 𝑄-statistic, multiplied with a noise factor. More details on 
the selection of the window size used for the moving average filter and of the 
noise factor are given in the following subsection. 
 
𝑇 ′ =  
𝑇 − 𝑇
𝑡 − 𝑡
 Equation 4.5 
 
𝑇 , =
1
𝑁
𝑇
( )
( )
 Equation 4.6 
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4.3.3 Parameter optimization 
An overview of the different steps in ENDBOSS for which different methods or 
settings are considered, is given in Table 4.1. Both baseline and scatter 
correction are optional preprocessing steps, as they might not be necessary 
for each production process. The duration of the control space is a 
parameter only when the Hotelling 𝑇 -statistic is monitored for endpoint 
detection, and data recorded after the start of the reaction is used as a 
control space. When the 𝑄-statistic is monitored, simply all data collected 
before the start of the reaction is used as control space. Finally, the number 
of principal components to include in the model, the width of the moving 
average filter used to smoothen the PCA-statistic and the factor used to 
calculate the noise threshold for the PCA-statistic can all be varied, and their 
settings can highly influence the accuracy of endpoint detection. Note that 
the settings for the smoothing width and the control space duration that are 
considered are defined not absolute but relative to the average batch 
length for a certain production process. The values given in Table 4.1 are 
factors by which this average batch length is multiplied. 
 
Table 4.1: Parameters and levels of ENDBOSS optimized for each of the demonstrator 
processes. 
 
Level Baseline 
correction 
Scatter 
correction 
Control space 
duration (𝑻𝟐 only) 
PCs Smoothing 
width 
Noise 
factor 
1 No No 0.05 1 0.05 0.05 
2 AsLS SNV 0.10 2 0.1 0.10 
3   0.20 3 0.2 0.25 
4      0.50 
5      1.00 
 
The optimal settings for the steps of ENDBOSS are different per production 
process, depending on the chemical nature of the process and the 
spectroscopic method used for monitoring. Although background 
knowledge of the process and the measurement can and should be 
employed to set (part of) these parameters, such knowledge might not 
always be available. The settings for these parameters as given in Table 4.1 
were therefore optimized per demonstrator process using a full-factorial 
experimental design. This approach would correspond to the worst-case 
scenario that no background knowledge is available and ENDBOSS has to 
be optimized data-driven. The parameter settings leading to the highest 
Pearson correlation coefficient (𝑟) between the reference and detected 
endpoints were selected as the optimal one. This measure is used to express 
the detection accuracy as it is invariant to the range of the reference 
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endpoints, and the accuracies of ENDBOSS for different production process 
can therefore be compared. 
Using a full-factorial design to optimize the parameters is a strategy that is 
prone to overfitting their settings. The optimization strategy was therefore 
validated per demonstrator process using double leave-one-out cross-
validation, in which the inner loop was used to find the optimal parameter 
settings (validation) and the outer loop was used for testing the optimal 
settings on unseen data (testing), as proposed in the work of Smit et al.28 This 
validation method ensures that the measured performances for ENDBOSS are 
not over-estimated due to model-overfitting. Furthermore, it allows for the 
quantification of how dependent the performance of ENDBOSS is on the 
presence or absence of a (potentially outlying) batch. 
To further estimate the significance of the validated performance, a 
permutation test was applied.29 The endpoints and spectral data of the 
production batches were re-assigned to each other at random, after which 
the entire validation routine was performed to obtain an 𝑟(detected, reference) for 
the permuted data. This permutation test was repeated 100 times and a 95%-
confidence interval was calculated for the detection performance. 
Furthermore, the main and interaction effects of each parameter on the 
detected performance were studied by analyzing the correlation 
coefficients per setting and using three-way ANOVA.30 
4.3.4 Demonstrator process I: simulated penicillin production 
The first demonstrator process used to test ENDBOSS is an advanced 
simulation of an industrial penicillin production named IndPenSim. This 
simulator is developed by Goldrick et al.  for the development of data 
analysis tools applicable to the biopharmaceutical industry, and features 
simulation of on-line Raman spectroscopic data.31 A set of 100 pre-simulated 
batches was retrieved from Mendeley, of which 42 were used to test 
ENDBOSS.32 These 42 batches showed a clear maximum in penicillin 
concentration, which is used as reference endpoint, and last for 204 to 278 
hours. A complete overview of all 42 batches is given in Table 4.S2 in the 
supplemental material. The penicillin and substrate concentration of the first 
of the 42 batches is shown in Figure 4.2a as an example. The Raman data for 
this batch is shown in Figure 4.2b. As the reactions in all of these batches were 
initialized immediately by adding substrate, only the use of the Hotelling T2-
statistic for endpoint detection is considered. 
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Figure 4.2a-b: Off-line HPLC-data (a) and on-line Raman data (b) collected for the first of 42 
selected batches of demonstrator process I. 
 
4.3.5 Demonstrator process II: real-world industrial biochemical production 
The second demonstrator process on which ENDBOSS was tested is an 
industrial biochemical production facility. Data was collected for 19 
production batches, of which a complete overview is given in Table 4.S1 in 
the supplemental material. The time scales of all batches have been 
normalized to the duration of the longest batch (batch 15). The batches 
represent 11 different recipes, and all featured a startup phase during which 
no substrate is added to the reactor. The production batches are monitored 
using off-line High-Performance Liquid Chromatography (HPLC) and on-line 
Raman spectroscopy.33, 34 Examples of both data sources are given in Figures 
4.3a-b for batch 13. Raman signals below 250 cm-1 and above 2750 cm-1 
were always discarded as these regions showed no signal for any of the 
production batches. 
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Figure 4.3a-b: Off-line HPLC-data (a) and on-line Raman data (b) collected for batch 13 of 
demonstrator process II. These figures show all available data for both the primary and 
secondary reaction of batch 13. 
 
All production batches featured a primary reaction, but 8 batches also 
featured a secondary reaction that starts after the endpoint of the primary 
reaction is reached. The batch for which the data is exemplified in Figure 
4.3a-b also features this secondary reaction. For all batches, undesired 
byproducts start to accumulate at the end of the process. A strategy for 
detecting the endpoints of both reactions is therefore desired. Although 
these reactions are comparable and the same spectroscopic instrument is 
used to monitor them, the optimal ENDBOSS settings cannot be assumed to 
be the same for both reaction types. These parameter settings were therefore 
optimized for the primary reactions alone, the secondary reactions alone, 
and for both reaction experiments combined. 
Furthermore, both the uses of the Hotelling 𝑇 -statistic and the 𝑄-statistic for 
endpoint detection were tested for this demonstrator process. When using 
the Hotelling 𝑇 -statistic, the data collected in the first few hours after a 
reaction was started (primary or secondary) was used as control space. 
When using the 𝑄-statistic, the preparation phase was used as control space 
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for the detection of the primary endpoint and the primary reaction stage was 
used as control space for the detection of the secondary endpoint. 
4.3.6 Comparing ENDBOSS to an alternative method 
To place the performance of ENDBOSS for the demonstrator cases better in 
the context, the endpoint detection method proposed in the work of 
Svensson et al. was also applied to the demonstrator cases.13 From the 
endpoint detection methods reported in literature, this method is 
fundamentally most similar to ENDBOSS. 
For this method, a PCA model is trained on one golden batch of a certain 
reaction. The data for newly measured batches are projected in this model, 
after which the Euclidian distances between the PCA scores of subsequent 
spectra are calculated. These Euclidian distances are smoothed over time 
using a moving average. The derivative of these smoothed Euclidian 
distances is calculated, which is smoothed a second time with the same 
method as before. The point in time where this signal drops below a certain 
threshold is marked as the endpoint for the new batch. 
For their case study, Svensson et al. preprocessed the spectra only using SNV, 
modeled the golden batch using two principal components, smoothed the 
Euclidian distances using a window width of five samples and used an 
endpoint detection threshold of 0.005. These settings for these parameters 
were set arbitrary, but will be different for the demonstrator processes 
reported in this manuscript. The method settings were therefore optimized for 
each demonstrator process using the same approach as are used for 
ENDBOSS (a full-factorial design validated with double leave-one-out cross-
validation). 
To ensure that the comparison with ENDBOSS is as close as possible, the same 
parameter settings were considered. Both AsLS and SNV were considered for 
baseline and scatter correction and a maximum of three principal 
components were considered for modelling. The window widths considered 
for the two moving average-smoothings are 0.05, 0.1 and 0.2 times the 
average batch length of the respective demonstrator process. Finally, as 
detection thresholds the standard deviation of the smoothened first 
derivative of the Euclidian distances of the PCA model of the golden batch 
times the noise factors given in Table 4.1 are considered. 
For demonstrator data simulated using IndPenSim, no golden batch is 
indicated. Batch 3 (in Table 4.S1) was therefore used as golden batch, as it 
has the median total penicillin yield of all batches at 2.675.300 kg. For 
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demonstrator process II, batch 15 (in Table 4.S2) was used as golden batch 
for both reaction types, as it was marked as such by plant experts. 
4.4 Results and discussion 
4.4.1 Demonstrator process I: simulated penicillin production 
For demonstrator process I, the parameters for ENDBOSS were only optimized 
for the scenario in which the Hotelling 𝑇 -statistic is used during the monitoring 
step, as there is no preparation stage available for this production. The 
parameter settings found optimal using double cross-validation are to 
perform no baseline or scatter correction, use a period of 0.2 times the 
average production time as control space, model using only one PC, use a 
smoothing window width of 0.2 times the average production time and use 
a noise factor of 0.05. Figure 4.4 shows the trajectory of the differentiated 
Hotelling 𝑇 -statistic and the noise-threshold for the batch of which the raw 
data is shown in Figures 4.2a-b when using these optimal settings. Such a 
visualization could be used by process operators to interpret the results of 
ENDBOSS in real-time and to keep track on how far the endpoint of the batch 
is due. Remarkable is that the signal is still quite noisy despite the smoothing 
step, but that the detection is still accurate. 
 
 
 
Figure 4.4: Trajectory of the differentiated Hotelling 𝑇 -statistic found using ENDBOSS for the 
production batch of the first demonstrator process of which the raw data is shown in section 
4.3.4, along with the noise threshold, reaction start, true endpoint and endpoint detected by 
ENDBOSS. 
 
The detection versus reference endpoints found after double cross-validation 
of the optimization are plotted in Figure 4.5. The validated correlation 
between detected and reference endpoint is 0.964, which illustrates that 
ENDBOSS has high accuracy for this production process. For the permutation 
tests, the mean and 95% confidence interval of the 𝑟(detection, reference) over all 
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test repeats was found to be 0.054 ± 0.050. This illustrates that the 
performance of ENDBOSS found using double cross-validation is statistically 
significantly higher than random. ENDBOSS does however perform 
particularly poor for one batch (batch 91 in the overview in Table 4.S2), which 
is also the shortest batch in the dataset. 
 
 
 
Figure 4.5: Detection versus reference plots for double cross-validated endpoint detection of 
the first demonstrator process using the Hotelling 𝑇 -statistic. 
 
The main effects of the parameters on the detection accuracy are visualized 
in Figure 4.6. This figure shows that the duration of the control space is the 
parameter with the largest effect on the detection performance. For each 
parameter, the setting that according to the results shown in Figure 4.6 lead 
to the highest correlation between detected and reference endpoint match 
the ones found optimal using double cross-validation. The results furthermore 
suggest that increasing the smoothing parameter beyond 0.2 would increase 
the detection accuracy even more. However, using such wide windows is 
undesirable as the detection will be late by half of the window width by 
design. 
 
The main results of the ANOVA for the first demonstrator process are shown in 
Figure 4.7. This figure shows the standardized main and interaction effect 
sizes, calculated as the point-biserial correlation 𝑟  between the factor levels 
and the ENDBOSS accuracy (as proposed in 35). The corresponding full 
ANOVA-table is given in Table 4.S3 in the supplemental material. For all 
parameters, except for the noise factor, a 𝑝-value below 0.05 was obtained, 
indicating that these parameters have a significant effect on the detection 
accuracy. The results furthermore show significant two- and three-level 
interactions of quite some parameters, for instance between the baseline 
and scatter correction. 
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Figure 4.6: Effects of the ENDBOSS parameters on endpoint detection accuracy for 
demonstrator process I. Whiskers refer to the 95% confidence intervals. 
 
The significant interaction between baseline and scatter correction can be 
explained by the fact that they both correct for fluorescence artefacts and 
are therefore related operations. Both corrections also interact with the 
smoothing parameter, as for this process they correct for the same type of 
variation. Baseline and scatter correction respectively remove an additive 
and multiplicative factor from the different spectra, which for this process 
gradually changes over production time. As smoothing attempts to reduce 
variation over time, the choice of performing a baseline and/or scatter 
correction or not affects the optimal window width setting for smoothing. 
Interactions between the control space duration and the baseline 
correction, scatter correction and smoothing are caused by the fact that 
variances due to fluorescence can be better described by PCA itself when 
more data is included in the model, making these operations less necessary. 
This also explains the interaction between scatter correction, baseline 
correction, smoothing and the number of PCs chosen. 
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Figure 4.7: Effect sizes in terms of point-biserial correlation found with ANOVA for ENDBOSS 
optimization of endpoint detection for demonstrator process I. Main effects are highlighted in 
grey, and effects for which the 𝑝-value is below 0.05 are highlighted with an asterisk (*). 
 
4.4.2 Demonstrator process II: real-world industrial biochemical production 
An overview of the validation results for ENDBOSS applied to the second 
demonstrator process is given in Table 4.2. Results are shown for both 
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monitoring scenarios (𝑄- and Hotelling 𝑇 -statistic), and for optimizing the 
parameter settings on only the primary reactions, only the secondary 
reactions or all reactions together. 
For this process, using the 𝑄-statistic during the monitoring step gives in most 
cases a higher endpoint detection accuracy for the test set than using the 
Hotelling 𝑇 -statistic does. A cause for this is that there is one parameter less 
to optimize when the 𝑄-statistic is used (the control space duration). This 
causes less opportunity for overfitting and thus a higher performance on an 
independent test set. A secondary reason is that when the Hotelling 𝑇 -
statistic is used, not only data from the preparation stage but also data from 
the reaction stage is used to define the control space and the noise threshold 
for the statistic. As the batch-to-batch variation of the reaction stages is 
higher than that of the preparation stages, it is more difficult to optimize the 
parameter settings batch-invariantly. This lowers the performance on the 
independent test set. 
However, using the Hotelling 𝑇 -statistic does give higher performance when 
all reactions are considered at once. A reason for this is that the optimal 
parameter settings are more similar for all reactions when the Hotelling 𝑇 -
statistic is used then when the 𝑄-statistic is used. This is confirmed by the fact 
that the parameter optimization shows less overfit (a lower difference 
between calibration and testing performance) for the Hotelling 𝑇 -statistic. 
The performance of ENDBOSS is higher for the primary reactions than for the 
secondary reactions. One reason for this is that the sample size for the 
secondary endpoints is lower than for the primary endpoints (8 versus 19, 
respectively), which makes ENDBOSS optimization more prone to overfitting 
and thus having a lower testing performance for the secondary reactions. 
Another reason is that data from the primary reaction stage is used as control 
space for detecting each secondary endpoint, rather than data from the 
preparation stage. As mentioned earlier, the batch-variation of the reaction 
stage is likely higher than that of the preparation stage, lowering the 
detection accuracy for the secondary reaction. 
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Table 4.2: Overview of validated endpoint detection accuracies using either the Q-statistic or 
Hotelling T2-statistic during the monitoring step, for primary reactions alone, secondary 
reactions alone and both reactions together. For the permutation testing results, the mean and 
95% confidence limits over all 100 permutations are given. 
 
Monitoring scenario Industrial 
reaction 
Permutation 
r(det, ref) 
Calibration 
r(det, ref) 
Validation 
r(det, ref) 
Testing 
r(det, ref) 
𝑄-statistic Primary -0.023 ± 0.060 0.842 0.797 0.796 
 Secondary -0.007 ± 0.092 0.935 0.284 0.175 
 All 0.066 ± 0.056 0.787 0.377 0.371 
Hotelling 𝑇 -statistic Primary 0.008 ± 0.061 0.683 -0.033 -0.106 
  Secondary 0.028 ± 0.084 0.984 0.225 0.141 
  All 0.008 ± 0.053 0.721 0.414 0.394 
 
The highest endpoint detection accuracies for the data from this 
demonstrator process are obtained when the 𝑄-statistic is used during the 
monitoring step. Plots showing the detected versus reference endpoints using 
this scenario are given in Figures 4.8a-b for the two reactions separately. 
These results are found using double cross-validation, and correspond to the 
results shown in Table 4.2 in the top two rows and rightmost column. 
 
 
 
Figure 4.8a-b: Detection versus reference plots for double cross-validated primary (a) and 
secondary (b) endpoint detection of the first demonstrator process using the Q-statistic. 
 
The optimal parameters settings for the primary endpoints are to use both 
AsLS and SNV, model two PCs, smooth the 𝑄-statistic with a window of 0.2 
times the average production duration and to use a noise threshold of 0.05 
times the standard deviation of the 𝑄-statistic in the control space. The 
optimal settings for the secondary endpoints are to not use AsLS or SNV, use 
only one PC and use a smoothing and noise factor of 0.05 and 0.25, 
respectively. The monitoring results from ENDBOSS using these settings for the 
primary reaction of the batch of which the raw data is shown in section 4.3.5 
are visualized in Figure 4.9a, analogues to Figure 4.4 for the first demonstrator 
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process. A similar visualization for the secondary reaction is given in Figure 
4.9b, which clearly shows that the spectroscopic data suffers from variation 
near the end of the batch that cannot be modelled by ENDBOSS, resulting in 
a low detection performance. 
 
 
 
 
 
Figure 4.9a-b: Trajectories of the differentiated 𝑄-statistic found using ENDBOSS for the primary 
and secondary reactions of the second demonstrator process, for the batch of which the raw 
data is shown in section 4.3.5. 
 
Remarkable is that removing fluorescence artefacts using AsLS and SNV is 
only optimal for the primary endpoints. A likely reason for this is that PCA itself 
can model the artefacts for this dataset particularly well. However, these 
artefacts are not yet present in the control spaces used for primary endpoint 
detection. They are therefore not modelled by PCA, and have to be 
removed explicitly during the monitoring step using data pre-processing. For 
the control spaces used for secondary endpoint detection, the artefacts are 
present in the control spaces and are therefore modelled by PCA. During the 
monitoring step, explicitly removing them using data pre-processing is not 
required. 
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The detection for one secondary endpoint could not be validated: only 7 out 
of 8 endpoints are shown in Figure 4.8b. The batch for which no endpoint 
could be detected has only very little production data available after its 
endpoint. The 𝑄-statistic for this batch did not reach the endpoint threshold 
within this period, resulting in the batch being discarded. In other words: 
ENDBOSS cannot detect the endpoint this short after the true endpoint, even 
though this would still be an accurate prediction considering the detection 
accuracy for the other batches and the uncertainty of the reference 
endpoints. This does however indicate that for optimizing the ENDBOSS 
parameters, it is important to have historical data for batches with a 
considerable measurement period after the endpoint. 
The main effects of the parameters on the accuracy of primary and 
secondary endpoint detection using the 𝑄-statistic are visualized in Figures 
4.10a-b, respectively. The parameters corresponding to the data 
preprocessing (baseline and scatter correction) have the highest effect on 
the detection accuracy, except for SNV for the primary endpoints. For both 
endpoints, increasing the noise factor decreases the detection accuracy, 
while increasing the number of PCs increases the accuracy. The smoothing 
parameter shows an optimum at 0.1 for the primary endpoints. For the 
secondary endpoints, the results suggest that increasing this parameter 
beyond 0.2 would increase the detection accuracy even more. However, 
using very wide windows is undesirable as the detection will be late by half of 
the window width by design. 
Most remarkable is that the main effects visualized in Figures 4.10a-b suggest 
different optimal settings than the ones mentioned before found using 
double cross-validation. For primary endpoint detection, using two PCs is 
optimal according to cross-validation, while Figure 4.10a shows that the 
average detection accuracy is highest when three PCs are used. Similarly, 
cross-validation shows that using AsLS for secondary endpoint detection is not 
optimal, while Figure 4.10b suggests that it would be. These apparent 
disagreements result from the interaction effects that the parameters have 
on the endpoint detection, and will be further discussed later on as part of 
the ANOVA-results. 
The results of the ANOVA performed to quantify the main and interaction 
effects of the parameters on the endpoint detection accuracy are shown in 
Figure 4.11. This figure, as before, only shows the point-biserial correlations 𝑟  
35; the full ANOVA results are given in Table 4.S4 in the supplemental material. 
Both Figure 4.11 and Table 4.S4 show the results for the primary and the 
secondary endpoint detection using the 𝑄-statistic, and correspond to the 
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results shown in Figure 4.8a-b. All of the ENDBOSS parameters have a 
significant main effect on the accuracy of both primary and secondary 
endpoint detection, as their 𝑝-values are below 0.05, and are thus important 
to optimize. 
The ANOVA results also indicate significant two- and three-level interactions 
of quite some parameters for this demonstrator process, which explains the 
disagreement between the results in Figure 4.10a-b and the optimal 
parameter settings found using double cross-validation. For instance, the 
number of PCs interacts with all other parameters for primary endpoint 
detection. Although using three PCs might increase the detection accuracy 
on average (Figure 4.10a), due to these interactions there can be a 
parameter design that uses only two PCs that has the highest detection 
accuracy. Performing both AsLS and SNV might for example increase 
detection accuracy, but only when two components are used instead of 
three. Likewise, for the secondary endpoint detection, scatter correction 
interacts significantly with all other parameters. Performing SNV might give 
better detection performance on average, but the correct combination of 
all other parameters without performing SNV might still give the highest 
performance. Explanations for interactions between scatter correction, 
baseline correction, smoothing and the number of PCs chosen follow the 
ones given for demonstrator process I.  
 
117 
4 
 
 
 
 
 
Figure 4.10a-b: Effects of the ENDBOSS parameters on detection accuracy for primary (a) and 
secondary (b) endpoints for demonstrator process II. Whiskers refer to the 95% confidence 
intervals. 
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Figure 4.11: Effect sizes in terms of point-biserial correlation found with ANOVA for ENDBOSS 
optimization of endpoint detection for demonstrator process II using the 𝑄-statistic. Main effects 
are highlighted in grey, and effects for which the 𝑝-value is below 0.05 are highlighted with an 
asterisk (*). 
 
4.4.3 Comparing ENDBOSS to an alternative method 
The results of applying the endpoint detection method reported by Svensson 
et al. 13 with optimization of the method’s parameters using the same 
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approach as used for ENDBOSS are given in Table 4.3 for all demonstrator 
reactions. Only the results of the permutation test and the double cross-
validation of the endpoint detection are discussed for conciseness. Note that 
for each demonstrator process, no endpoint is detected for the golden 
batch as it is used as modelling control space. 
The results in Table 4.3 show that the alternative endpoint detection method 
has virtually no performance for the secondary reaction of demonstrator 
process II. The performance of ENDBOSS for this reaction, given in Figure 4.8b, 
is higher, but this performance is also too low to apply it to this reaction. The 
alternative endpoint detection has also low performance for demonstrator 
process I, but has reasonable performance for the primary reactions of 
demonstrator process II. For both demonstrator cases, the detection 
accuracy as obtained by ENDBOSS, given in Figure 4.5 and Figure 4.8a, is 
higher and significant. As the performances presented for both methods are 
found after leave-one-out cross-validation, this difference in performance 
would indicate that ENDBOSS is indeed more robust against batch-to-batch 
variations than the alternative method. 
 
Table 4.3: Overview of validated endpoint detection accuracies for all demonstrator reactions 
using the method proposed by Svensson et al. combined with the same parameter 
optimization approach as is used for ENDBOSS. For the permutation testing results, the mean 
and 95% confidence limits over all 100 permutations are given. 
 
Industrial reaction Permutation 
r(det, ref) 
Calibration 
r(det, ref) 
Validation 
r(det, ref) 
Testing 
r(det, ref) 
Demonstrator process I 0.057 ± 0.049 0.500 0.033 0.052 
Demonstrator process II 
(primary) 
-0.002 ± 0.068 0.806 0.664 0.652 
Demonstrator process II 
(secondary) 
0.031 ± 0.082 -0.315 -0.406 -0.380 
 
4.5 Conclusion 
In this study, we presented ENDBOSS, a novel strategy for endpoint detection 
of industrial batch reactions, and demonstrated its potency on two 
demonstrator production processes of which one may feature both a primary 
and secondary reaction per production. ENDBOSS is based on monitoring 
changes in the major sources of variation in spectroscopic data measured in 
real-time, using PCA. ENDBOSS uses batch-specific control spaces to increase 
robustness against batch-to-batch variation, but the optimal settings for 
certain steps have to be optimized per production process. Expert-
knowledge can and should be used for this optimization if available, but for 
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the worst-case scenario that none of such knowledge is available we have 
proposed and demonstrated a generic data-driven optimization approach 
using a full-factorial experimental design. Double leave-one-out cross-
validation illustrated that ENDBOSS and the proposed optimization approach 
has very high performance for the first demonstrator process, high 
performance for the primary endpoints of the second demonstrator process 
and low performance for the secondary endpoints of the same process. The 
low performance for the secondary reactions can be largely attributed to 
the low number of productions available to optimize ENDBOSS on. Using 
ANOVA applied to the models with significant performance we showed that 
for each of the steps that are optimized, changing the settings has a 
significant effect on the endpoint detection accuracy. This stresses the 
importance of a good optimization approach for ENDBOSS, as is supplied in 
this work. Finally, it has been showed that ENDBOSS has higher endpoint 
detection accuracy for the demonstrator processes than the most similar 
alternative method reported in literature. We expect ENDBOSS and the 
associated optimization routine to be a viable endpoint detection method 
for other production processes, and recommend it for consideration. 
4.6 Acknowledgements 
The work presented in this chapter was done within a project co-funded by 
TKI-E&I with the supplementary grant 'TKI- Toeslag' for Topconsortia for 
Knowledge and Innovation (TKI’s) of the Ministry of Economic Affairs and 
Climate Policy. The author thanks all partners within the project 'Integrating 
Sensor Based Process Monitoring and Advanced Process Control (INSPEC)’, 
managed by the Institute for Sustainable Process Technology (ISPT) in 
Amersfoort, The Netherlands. 
  
 
121 
4 
4.7 References 
1. Sprang, E.N.M.v., et al., Batch process monitoring using on-line MIR 
spectroscopy. The Analyst, 2003. 128: p. 98-102. 
2. Frake, P., et al., Process control and end-point determination of a fluid 
bed granulation by application of near infra-red spectroscopy. 
International Journal of Pharmaceuticals, 1997. 151: p. 75-80. 
3. Craven, S., J. Whelan, and B. Glennon, Glucose concentration control 
of a fed-batch mammalian cell bioprocess using a nonlinear model 
predictive controller. Journal of Process Control, 2014. 24: p. 344-357. 
4. Yin, S., J.J. Rodriguez-Andina, and Y. Jiang, Real-Time Monitoring and 
Control of Industrial Cyberphysical Systems. IEEE Industrial Electronics 
Magazine, 2019. 13(4): p. 38-47. 
5. Gurden, S.P., J.A. Westerhuis, and A.K. Smilde, Monitoring of Batch 
Processes Using Spectroscopy. American Institute of Chemical 
Engineers, 2002. 48(10): p. 2283-2297. 
6. Ward, H.W., et al., On-Line Determination of Reaction Completion in 
a Closed-Loop Using NIR Specroscopy. Applied Spectroscopy, 1998. 
52(1): p. 17-21. 
7. Ende, D.J.a., et al., On-Line Monitoring of Vacuum Dryers Using Mass 
Spectrometry. Process Research & Development, 2000. 4: p. 587-593. 
8. Shi, Z., et al., Process characterization of powder blending by near-
infrared spectroscopy: Blend end-points and beyond. Journal of 
Pharmaceutical and Biomedical Analysis, 2007. 47: p. 738-745. 
9. Norris, T., P.L. Aldridge, and S.S. Sekulic, Determination of End-points 
for Polymorph Conversions of Crystalline Organic Compounds Using 
On-line Near-infrared Spectroscopy. The Analyst, 1997. 122: p. 549-
552. 
10. Findlay, W.P., G.R. Peck, and K.R. Morris, Determination of Fluidized 
Bed Granluzation End Point Using Near-Infrared Spectroscopy and 
Phenomenological Analysis. Journal of Pharmaceutical Sciences, 
2004. 94(3): p. 604-612. 
11. Rüdinger, F., et al., NIR Spectroscopy for Process Monitoring and 
Control in Mammalian Cell Cultivation. BioProcess International, 2013. 
11: p. 40-52. 
12. Esmonde-White, K.A., et al., Raman spectroscopy as a process 
analytical technology for pharmaceutical manufacturing and 
bioprocessing. Analytical and Bioanalytical Chemistry, 2017. 409: p. 
637-649. 
13. Svensson, O., M. Josefson, and F.W. Langkilde, The synthesis of 
metoprolol monitored using Raman spectroscopy and 
chemometrics. European Journal of Pharmaceuticcal Sciences, 2000. 
11: p. 141-155. 
 
122 
14. Boonkhao, B. and X.Z. Wang, Multivariate Statistical Process Control 
for On-line Monitoring Size of Milling Process. TNI Journal of Engineering 
and Technology, 2013. 1(2). 
15. Catelani, T.A., et al., Real-time monitoring of a coffee roasting process 
with near infrared spectroscopy using multivariate statistical analysis: 
A feasibility study. Talanta, 2018. 179: p. 292-299. 
16. Liu, Y.-J., et al., Multivariate statistical process control (MSPC) using 
Raman spectroscopy for in-line culture cell monitoring considering 
time-varying batches synchronized with correlation optimized 
warping (COW). Analytica Chimica Acta, 2017. 952: p. 9-17. 
17. Hagsten, A., et al., Identifying sources of batch to batch variation in 
processability. Powder technology, 2008. 183: p. 213-219. 
18. Landín, M., et al., Effect of batch variation and source of pulp on the 
properties of microcrystalline cellulose. International Journal of 
Pharmaceuticals, 1993. 91: p. 133-141. 
19. Mockus, L., et al., Batch-to-Batch Variation: A Key Component for 
Modeling Chemical Manufacturing Processes. Organic Process 
Research & Development, 2014. 19: p. 908-914. 
20. Colombo, A.W., et al., Industrial Cyberphysical Systems: A Backbone 
of the Fourth Industrial Revolution. IEEE Industrial Electronics Magazine, 
2017. 11(1): p. 1-10. 
21. Jolliffe, I.T., Principal Component Analysis. Springer Series in Statistics. 
2002, New York: Springer-Verlag. 
22. Eilers, P.H.C., Parametric Time Warping. Analytical Chemistry, 2004. 76: 
p. 404-411. 
23. Eilers, P.H.C., A Perfect Smoother. Analytical Chemistry, 2003. 75: p. 
3631-3636. 
24. Martens, H. and T. Næs, Multivariate Calibration. 1991: John Wiley And 
Sons Ltd. 
25. Varmuza, K. and P. Filzmoser, Introduction to Multivariate Statistical 
Analysis in Chemometrics. 2009: Taylor & Francis Group, LLC. 
26. Mujica, L., et al., Q-statistic and T2-statistic PCA-based measures for 
damage assessment in structures. Structural Health Monitoring, 2010. 
10(5): p. 539-553. 
27. Holcomb, D.F. and R.E. Norberg, Nuclear Spin Relaxation in Alkali 
Metals. Physical Review, 1955. 94(4): p. 1074-1091. 
28. Smit, S., et al., Assessing the statistical validity of proteomics based 
biomarkers. Analytica Chimica Acta, 2007. 592: p. 210-2017. 
29. Good, P.I., Resampling Methods: A Practical Guide to Data Analysis. 
Third ed. 2006, Boston: Birkhäuser. 
30. Mickey, R.M., O.J. Dunn, and V.A. Clark, Applied Statistics: Analysis of 
Variance and Regression. 2004, New York: Wiley. 
31. Goldrick, S., et al., The development of an industrial-scale fed-batch 
fermentation simulation. Journal of Biotechnology, 2015. 193: p. 70-82. 
 
123 
4 
32. Goldrick, S., et al., Moden day monitoring and control challenges 
outlined on an industrial-scale benchmark fermentation processes. 
Computers and Chemical Engineering, 2019. 130. 
33. Snyder, L.R., J.J. Kirkland, and J.W. Dolan, Introduction to Modern 
Liquid Chromatography. 3 ed. 2009: John Wiley & Sons, Inc. 
34. Vandenabeele, P., Practical Raman Spectroscopy: An Introduction. 
2013: John Wiley & Sons Inc. 
35. Kampenes, V.B., et al., A systematic review of effect size in software 
engineering experiments. Information and Software Technology, 
2007. 49: p. 1073-1086. 
  
 
124 
4.8 Supplementary materials 
Table 4.S1: Overview of batches collected for the simulated penicillin production data. The 
given time points are relative to the start of the batch, and all batches started directly at 0 
hours. The batch ID-numbers correspond to the numbers used in the original dataset of 100 
batches. 
 
ID Duration (h) Endpoint (h) Raman resolution 
(spectra/h) 
Total penicillin yield 
(kg) 
3 277.8 193.2 5.0 2675300 
4 229.8 160.0 5.0 1886700 
6 229.8 151.6 5.0 2388700 
9 251.8 119.2 5.0 4083100 
10 229.8 160.2 5.0 1982000 
18 229.8 133.6 5.0 2013500 
19 206.8 168.8 5.0 4010800 
21 227.8 195.4 5.0 2568300 
24 229.8 165.2 5.0 1958400 
25 260.8 161.0 5.0 3716900 
28 229.8 177.8 5.0 2709400 
30 229.8 126.4 5.0 3538800 
33 259.8 164.4 5.0 3294100 
34 229.8 148.2 5.0 2066400 
36 229.8 151.6 5.0 1754100 
37 209.8 171.2 5.0 2631900 
38 229.8 204.4 5.0 2391500 
39 234.8 219.8 5.0 2681700 
40 229.8 161.4 5.0 2426300 
41 242.8 230.0 5.0 2922100 
42 229.8 150.8 5.0 2358500 
43 230.8 148.0 5.0 2212400 
44 229.8 155.6 5.0 1474100 
45 261.8 118.6 5.0 2827800 
47 227.8 179.2 5.0 2586400 
49 231.8 178.0 5.0 2596900 
50 229.8 203.0 5.0 3064900 
51 224.8 127.8 5.0 2918500 
52 229.8 202.2 5.0 3757800 
54 229.8 179.4 5.0 3183800 
56 229.8 200.8 5.0 2722600 
58 229.8 201.8 5.0 2757500 
59 203.8 154.6 5.0 2910000 
60 229.8 182.0 5.0 3802300 
91 257.8 92.0 5.0 2597400 
92 229.8 162.4 5.0 1752600 
94 229.8 100.0 5.0 3584100 
95 210.8 98.2 5.0 1954500 
96 229.8 188.4 5.0 3595000 
97 224.8 170.0 5.0 3894300 
99 250.8 99.8 5.0 890830 
100 229.8 99.8 5.0 1555000 
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Table 4.S2: Overview batches collected for the biochemical production facility. The given time 
points are relative to the start of the batch. 
 
ID Recipe Duration Reaction 
start 
Primary 
endpoint 
Secondary 
endpoint 
1 A 0.640 0.283 0.471 - 
2 B 0.816 0.119 0.252 - 
3 B 0.488 0.118 0.307 0.366 
4 C 0.457 0.122 0.266 0.281 
5 C 0.449 0.133 0.272 0.286 
6 D 0.383 0.173 0.334 - 
7 D 0.380 0.179 0.341 - 
8 E 0.464 0.112 0.245 - 
9 F 0.389 0.172 0.351 - 
10 F 0.386 0.172 0.331 - 
11 G 0.389 0.170 0.317 - 
12 H 0.389 0.170 0.338 - 
13 I 0.601 0.170 0.325 - 
14 I 0.713 0.170 0.330 - 
15 I 1.000 0.169 0.373 0.719 
16 I 0.997 0.169 0.362 0.730 
17 J 0.837 0.170 0.331 0.560 
18 J 0.982 0.293 0.468 0.527 
19 K 0.719 0.194 0.322 0.703 
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Table 4.S3: ANOVA results for ENDBOSS optimization of endpoint detection for demonstrator 
process I. 
 
Parameter Df Sum Sq Mean Sq F-value 𝒑-value rpb 
Baseline 1 0.38 0.38 31.66 <0.01 0.182 
Scatter 1 0.27 0.27 22.05 <0.01 0.152 
Controlspace 2 0.92 0.46 37.80 <0.01 0.281 
#PCs 2 0.19 0.09 7.73 <0.01 0.127 
Smoothing 2 0.35 0.18 14.44 <0.01 0.174 
Noise factor 3 0.04 0.01 1.07 0.36 0.058 
Baseline*Scatter 1 0.38 0.38 31.66 <0.01 0.182 
Baseline*Controlspace 2 0.16 0.08 6.62 <0.01 0.118 
Baseline*#PCs 2 0.04 0.02 1.55 0.21 0.057 
Baseline*Smoothing 2 0.14 0.07 5.68 <0.01 0.109 
Baseline*Noise factor 3 0.02 0.01 0.58 0.63 0.043 
Scatter*Controlspace 2 0.92 0.46 37.80 <0.01 0.281 
Scatter*#PCs 2 0.19 0.09 7.73 <0.01 0.127 
Scatter*Smoothing 2 0.35 0.18 14.44 <0.01 0.174 
Scatter*Noise factor 3 0.04 0.01 1.07 0.36 0.058 
Controlspace*#PCs 4 0.09 0.02 1.91 0.11 0.089 
Controlspace*Smoothing 4 0.86 0.21 17.66 <0.01 0.272 
Controlspace*Noise factor 6 0.05 0.01 0.64 0.70 0.063 
#PCs*Smoothing 4 0.05 0.01 1.02 0.40 0.065 
#PCs*Noise factor 6 0.02 <0.01 0.27 0.95 0.041 
Smoothing*Noise factor 6 0.01 <0.01 0.14 0.99 0.029 
Baseline*Scatter*Controlspace 2 0.16 0.08 6.62 <0.01 0.118 
Baseline*Scatter*#PCs 2 0.04 0.02 1.55 0.21 0.057 
Baseline*Scatter*Smoothing 2 0.14 0.07 5.68 <0.01 0.109 
Baseline*Scatter*Noise factor 3 0.02 0.01 0.58 0.63 0.043 
Baseline*Controlspace*#PCs 4 0.35 0.09 7.14 <0.01 0.173 
Baseline*Controlspace*Smoothing 4 0.84 0.21 17.22 <0.01 0.268 
Baseline*Controlspace*Noise factor 6 0.02 <0.01 0.32 0.93 0.045 
Baseline*#PCs*Smoothing 4 0.02 <0.01 0.36 0.84 0.039 
Baseline*#PCs*Noise factor 6 0.03 <0.01 0.37 0.90 0.048 
Baseline*Smoothing*Noise factor 6 0.02 <0.01 0.23 0.97 0.038 
Scatter*Controlspace*#PCs 4 0.09 0.02 1.91 0.11 0.089 
Scatter*Controlspace*Smoothing 4 0.86 0.21 17.66 <0.01 0.272 
Scatter*Controlspace*Noise factor 6 0.05 0.01 0.64 0.70 0.063 
Scatter*#PCs*Smoothing 4 0.05 0.01 1.02 0.40 0.065 
Scatter*#PCs*Noise factor 6 0.02 <0.01 0.27 0.95 0.041 
Scatter*Smoothing*Noise factor 6 0.01 <0.01 0.14 0.99 0.029 
Controlspace*#PCs*Smoothing 8 0.18 0.02 1.87 0.07 0.125 
Controlspace*#PCs*Noise factor 12 0.05 <0.01 0.34 0.98 0.066 
Controlspace*Smoothing*Noise factor 12 0.06 0.01 0.43 0.95 0.073 
#PCs*Smoothing*Noise factor 12 0.04 <0.01 0.26 0.99 0.057 
Error 258 3.13 0.01    
Total 431 11.62     
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Table 4.S4: ANOVA results for ENDBOSS optimization of primary endpoint and secondary 
endpoint detection using the Q-statistic for demonstrator process II. 
 
Parameter Df Primary endpoints Secondary endpoints 
Sum 
Sq 
Mean 
Sq 
F-
Value 
p-
value 
rpb Sum 
Sq 
Mean 
Sq 
F-
value 
p-
value 
rpb 
Baseline 1 6.37 6.37 1158.2
6 
<0.01 0.438 5.47 5.47 232.57 <0.01 0.190 
Scatter 1 0.05 0.05 8.51 <0.01 0.003 10.35 10.35 439.72 <0.01 0.359 
#PCs 2 0.11 0.06 10.35 <0.01 0.008 0.99 0.49 20.95 <0.01 0.034 
Smoothing 2 1.72 0.86 156.35 <0.01 0.118 0.89 0.45 19.00 <0.01 0.031 
Noise factor 4 0.20 0.05 9.22 <0.01 0.014 1.14 0.28 12.07 <0.01 0.039 
Baseline*Scatter 1 1.38 1.38 250.69 <0.01 0.095 3.14 3.14 133.35 <0.01 0.109 
Baseline*#PCs 2 0.06 0.03 5.45 0.01 0.004 0.30 0.15 6.44 <0.01 0.010 
Baseline*Smoothing 2 1.65 0.82 149.79 <0.01 0.113 0.12 0.06 2.65 0.08 0.004 
Baseline*Noise factor 4 0.06 0.02 2.87 0.03 0.004 0.13 0.03 1.35 0.26 0.004 
Scatter*#PCs 2 0.10 0.05 9.21 <0.01 0.007 1.34 0.67 28.43 <0.01 0.046 
Scatter*Smoothing 2 0.08 0.04 7.14 <0.01 0.005 0.18 0.09 3.85 0.03 0.006 
Scatter*Noise factor 4 0.02 0.01 0.94 0.45 0.001 0.93 0.23 9.92 <0.01 0.032 
#PCs*Smoothing 4 0.09 0.02 3.90 0.01 0.006 0.30 0.07 3.14 0.02 0.010 
#PCs*Noise factor 8 0.08 0.01 1.84 0.08 0.006 0.07 0.01 0.36 0.94 0.002 
Smoothing*Noise factor 8 0.25 0.03 5.66 <0.01 0.017 0.06 0.01 0.30 0.96 0.002 
Baseline*Scatter*#PCs 2 0.04 0.02 4.09 0.02 0.003 0.47 0.23 9.90 <0.01 0.016 
Baseline*Scatter*Smoothing 2 1.48 0.74 134.19 <0.01 0.102 0.06 0.03 1.22 0.30 0.002 
Baseline*Scatter*Noise factor 4 0.08 0.02 3.75 0.01 0.006 0.32 0.08 3.44 0.01 0.011 
Baseline*#PCs*Smoothing 4 0.06 0.02 2.89 0.03 0.004 0.14 0.04 1.54 0.20 0.005 
Baseline*#PCs*Noise factor 8 0.03 <0.01 0.62 0.76 0.002 0.27 0.03 1.42 0.21 0.009 
Baseline*Smoothing*Noise factor 8 0.04 0.01 0.93 0.49 0.003 0.22 0.03 1.14 0.35 0.007 
Scatter*#PCs*Smoothing 4 0.03 0.01 1.23 0.30 0.002 0.12 0.03 1.23 0.31 0.004 
Scatter*#PCs*Noise factor 8 0.02 <0.01 0.50 0.85 0.002 0.11 0.01 0.59 0.78 0.004 
Scatter*Smoothing*Noise factor 8 0.05 0.01 1.03 0.42 0.003 0.04 <0.01 0.21 0.99 0.001 
#PCs*Smoothing*Noise factor 16 0.11 0.01 1.30 0.23 0.008 0.12 0.01 0.31 0.99 0.004 
Error 68 0.37 0.01    1.60 0.02     
Total 179 14.53     28.87      
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5.1 Abstract  
Structural Equation Modelling may improve chemical production processes 
in an intelligent and data-driven manner. We have shown in previous work 
how PLS path modelling, an important SEM technique may incorporate 
process knowledge, e.g. from a P&ID, into process analytical models that 
may be used for predictions that greatly increase process value. However, 
currently available SEM methods are mathematically limited in the 
complexity of processes they can describe, limiting their applicability for 
many (industrial) processes. We present a new method Process PLS to 
analyze multi-block, multistep and/or multidimensional process of much 
higher complexity even for multicollinear data. This work describes the 
Process PLS algorithm, benchmarks it against a simulated production process. 
We compare it to PLS path modelling and Sequential Othogonalized Partial 
Least Squares Path Modelling (SO-PLS-PM) to illustrate the benefits of the 
Process PLS method for complex processes; Process PLS reveals substantially 
meaningful effects from the benchmark Val de Loire data that SO-PLS-PM 
completely misses. Analysis of 22 empirical data sets from separate batches 
of a production process at Nouryon show how the development of Process 
PLS makes model comparison across data sets viable. Process PLS therefore 
is a highly promising approach that enables the data-driven analysis of 
process data using complex information on the process structure, that 
demonstrably increases insight in the underlying system that make model-
based predictions much more valuable. 
5.2 Introduction 
Improving chemical production processes in an intelligent and data-driven 
manner is key to Industry 4.0.1, 2 The challenge of reducing cost and waste, 
while maintaining quality product and cost-effectiveness is becoming 
increasingly relevant due to societal perception, international legislation and 
planet stewardship.3, 4 Modern process analytical technologies, such as on-
line NIR spectrometers, often help in analyzing and tuning specific parts of 
production processes, but the data is generally not used to the fullest. The 
large amounts of historical data from monitoring long-running processes 
contain a wealth of information, but extracting this information in order to 
make optimal process management decisions remains challenging.5-7  
Statistical process models may provide deep insight into industrial chemical 
processes, both to aid understanding of Normal Operating Conditions and 
to, for example, predict yields for a certain set of process parameters or 
observables. Partial Least Squares (PLS) regression is one of many methods 
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often used in Statistical Process Control.8, 9 However, PLS does not take into 
account available information about the architecture of the chemical 
production process and the expected associations between observed 
process parameters. Methods such as Multiblock-PLS or Sequential 
Orthogonalized (SO)-PLS have been developed to separate predictor 
variables according to architectural information.10, 11 However, Multiblock-
PLS lacks the option to evaluate relationships between the predictor blocks, 
while SO-PLS can only evaluate these under very limiting constraints. 
In previous work, it was shown that a structural equation modelling (SEM) 
approach enables the incorporation of various types of process knowledge 
into imposed associations between process variables within a predictive PLS 
model.12 Because of the inherent non-normality of industrial process data, PLS 
path modelling (PLS-PM, also called SEM-PLS, or PLS-SEM) was the logical 
choice for this work.13-16 Application of PLS-PM on process data led to novel 
understanding of a production process of Nouryon, which in turn led to 
catalyst usage optimization in a predictive maintenance setting, increasing 
sustainable production goals. However, while PLS-PM may provide insights 
into processes when used correctly, the model has several mathematical 
restrictions that limit the allowed model complexity to a degree lower than 
that needed to analyze most industrial processes.17 One of the main 
limitations is that PLS-PM assumes that each block of variables can be 
described with a single latent variable. This so-called unidimensionality 
assumption is rarely appropriate in physical systems like those found in 
applications on industrial processes. Additionally, it was found that 
multicollinearity, which is common in chemical and physical processes, may 
lead to unstable models with, for example, standardized regression 
coefficients greater than 1.18 Such unstable model parameters limit intuitive 
model interpretation. The interested reader is referred to for a discussion on 
the fundamental limitations of PLS-PM.19 
Recently, SO-PLS was used in a method called SO-PLS-PM as a basis for path 
modelling in order to solve some of the restrictions of PLS-PM.20 But while SO-
PLS is a useful method for predicting some outcome based on multiple blocks 
of predictor variables, the method has critical shortcomings when used for 
many exploratory and confirmatory path modelling applications. Firstly, the 
model requires specification of a hierarchy of the predictor blocks. In 
exploratory analysis, specifying which predictor block is most important a 
priori may not be appropriate or even possible. Secondly, the 
implementation of SO-PLS-PM does not provide a fixed set of latent variables 
that describe the data. As a result, indirect effects between blocks cannot 
be calculated straightforwardly, even though this is a core part of path 
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modelling. Standard methods for indirect effects, like multiplying path 
coefficients, do not lead to meaningful results.21, 22 Reproduced correlations 
calculated from the model parameters are therefore unavailable. Having 
fixed estimates for the latent variables in a model is crucial for interpretation 
of the direct and indirect effects, which form the foundations of any path 
models.23, 24 
Another common challenge in multi-block PLS solutions, including SO-PLS-PM, 
is the selection of the optimal number of latent variables for each block. This 
issue is caused by the imposed hierarchy and the need for orthogonalization 
of the predictor blocks. Depending on the number of latent variables in one 
predictor block, the target block is deflated differently (i.e., different 
information is removed). However, it could be that some of that information 
was better explained by the second block of predictors. To optimize this step, 
many combinations have to be tried to arrive at an optimal solution. Such 
brute-forcing approaches increases the computational intensity 
tremendously, especially when the steps have to be (repeatedly) cross-
validated.  
To overcome the crucial shortcomings of PLS-based path modelling, we 
developed an algorithm called Process PLS. Process PLS can be used to 
incorporate substantive process knowledge into predictive modelling, but, as 
will be shown, provides stable model parameters in situations of highly 
correlated variables as are common in industrial production data. Process 
PLS improves on existing methods i) by finding the most important predictors 
based on observed data instead of a priori specified hierarchies, ii) by 
providing fixed sets of latent variables which describe the data optimally and 
as a result making indirect paths meaningful, and iii) by dealing with highly 
correlated multi-block data, all whilst maximizing model interpretability. 
In the next section the algorithm, methodology, and implementation of 
Process PLS are described in detail. In section 5.3, Process PLS is benchmarked 
by analyzing a simulated production process and the modelling results are 
directly compared to results obtained with PLS-PM. In section 5.4 an empirical 
data set of chemical production process is analyzed to show the applicability 
of Process PLS in the analysis of complex chemical data and comparison of 
batch-to-batch variations. The improvements of Process PLS over SO-PLS-PM 
and PLS-PM are illustrated in section 5.5 by analyzing the Val de Loire data, 
which was also analyzed by Romano et al.25, 26 The analyses show how PLS-
PM provides nonsensical model parameters and how SO-PLS-PM fails to find 
substantively important direct effects. Process PLS does not show any 
problems. Conclusions based on the results and topics for future work are 
reported in section 5.6.  
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5.2 Methodology  
Process PLS is developed for situations in which measured variables can be 
grouped into different ‘blocks’ and where those blocks may be interrelated. 
Figure 5.1 shows a rather basic example of a process where twelve measured 
variables are grouped into four blocks. Between some of the blocks, 
relationships are specified. In Figure 5.1, the colors portray how the Process 
PLS algorithm estimates the model in three steps: 
1. Model specification 
2. Latent variable estimation 
3. Path coefficient calculation 
 
 
 
Figure 5.1: Conceptual overview of the Process PLS algorithm. 
 
5.2.1 Model specification 
Model specification involves two sub-steps. First, the measured variables are 
grouped according to where in the process they are measured, as indicated 
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in Figure 5.1. This creates what is known as the outer model, or measurement 
model (section 5.2.4). After the variables are assigned to their respective 
blocks, directional relationships or effects between the blocks are specified 
(section 5.2.4). Existing expert knowledge about the relationships between 
parts of the process can be tested by incorporating such relationships into 
the model, and new relationships may be discovered by including yet 
unknown relationships. This network of relationships between blocks creates 
the inner model, or structural model (solid arrows in Figure 5.1). The estimation 
of the outer model (dashed arrows in Figure 5.1) results in estimates of the 
latent variables of each block (this process is described in section 5.2.4). The 
relationships between the blocks in the inner model (solid arrows in Figure 5.1) 
are modeled in the final steps of the Process PLS algorithm (section 5.2.9).  
5.2.3 Outer model specification 
Suppose there are 𝑁 measurements of 𝑃 variables collected in an 𝑁 × 𝑃 data 
matrix 𝑉. If the process has 𝑀 distinct parts, we can use the information about 
where each variable is measured to group the variables into 𝑀 blocks (the 
blocks being representations of the distinct parts of the process). This 
grouping can be used to partition the data matrix as 𝑉 =  [𝑉 , … , 𝑉 , … , 𝑉 ]. 
Each matrix 𝑉  is then a matrix of 𝑁 observations of 𝑃  variables, with 𝑃 =
∑ 𝑃 . The partitioning of  𝑉 creates the outer model, which will later be 
used in the latent variable estimation step. It is advisable to organize the 
blocks in the order in which they naturally occur in the process (actual 
restrictions will be discussed in section 5.2.4). The data for the model in Figure 
5.1 could be denoted as 𝑉 =  [𝑉 , 𝑉 , 𝑉 , 𝑉 ] with 𝑃 = 3 for all 𝑚 ∈ {1, … , 4}. 
5.2.4 Inner model specification 
Any structural relationships between the blocks (i.e., the parts of the process) 
can be modelled by specifying directional effects between blocks. Suppose 
that in a chemical process the variables in some block 𝑙 are known to, or are 
assumed to, affect those in block 𝑘. This information is stored in a lower-
triangular connectivity matrix, 𝑪.  The matrix 𝑪  is of size 𝑀 × 𝑀 and has as 
elements: 
𝑐 , =
1, when block 𝑚 affects block 𝑛
0,                                      otherwise
, 
where 𝑛, 𝑚 ∈ {1, … , 𝑀} and 𝑛 > 𝑚. The resulting matrix defines the inner model, 
or structural model. The inner model is used for both the latent variable 
estimation (section 5.2.5) and the explained variance calculation (section 
5.2.10). As an example, the connectivity matrix of the path model in Figure 
5.1 is: 
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𝐶 =
0 0 0 0
0 0 0 0
1 0 0 0
1 1 0 0
. 
The ones in the first column indicate which blocks are predicted from the first 
block (i.e., whether there is an arrow in the path model from block 1 to that 
block). In this case, block 1 has an effect on blocks 3 and 4, and block 2 has 
an effect solely on block 4.  
Process PLS is currently only suited for recursive path model (i.e., directed 
acyclical graphs). That is, since 𝐶 is lower-triangular, blocks can only predict 
blocks that have a higher ‘block number’. This also means that 
recycle/feedback loops cannot be directly modelled. The effect of a 
feedback loop on other blocks may still be evaluated by using the 
magnitude of the feedback as a manifest variable. There is no hierarchy in 
importance of the blocks like in multi-block methods, but some 
considerations may aid the modelling process. For example, ordering blocks 
based on possible causality automatically avoids physically impossible 
effects (not counting possible feedback control loops). Then, as a basic 
premise, it is recommended to set elements of 𝐶 to 1 when blocks are 
physically connected, or when process knowledge indicates or suggests that 
there is a directional relation between the blocks 12. In this manner, Process 
PLS can be used for confirmation of prior domain knowledge and estimation 
of relationships of blocks within a process.  
5.2.5 Estimation of the outer model 
The workhorse powering Process PLS is the SIMPLS algorithm.27 SIMPLS uses as 
input a predictor matrix 𝑋 and a target matrix 𝑌. The algorithm finds the best 
combination of predictors to optimally predict the target data, then finds 
another combination to best predict the remaining target data, and then 
repeats this process until some criterion is reached (e.g., a percentage of 
explained variance in the target data). The output of SIMPLS is a set of latent 
variables ξ, a matrix 𝑅 containing 𝑋-weights, a matrix 𝐿 containing 𝑋-loadings 
and a matrix 𝑄 containing 𝑌-loadings.  
When the outer model is specified, Process PLS estimates one set of latent 
variables for each of the 𝑀 blocks. Each set ξ  is an 𝑁 × 𝑊  matrix containing 
the  𝑁 scores on the 𝑊  latent variables of block 𝑚, which are estimated using 
the SIMPLS algorithm.27 These sets of latent variables are represented in Figure 
5.1 as Block 1 to Block 4. Since dimension reduction is at the basis of PLS, 𝑊 ≤
 𝑃 . How the regression is performed depends on whether a block functions 
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as a predictor in the inner model (section 5.2.6), or only as target (section 
5.2.7).  
5.2.6 Outer model predictor blocks 
The latent variables of a block 𝑚 that functions as a predictor in the inner 
model are estimated through a PLS2 regression (using SIMPLS) where the 
measured variables of block 𝑚 are used as predictors, 𝑿 , and the measured 
variables from the blocks that are being predicted from block 𝑚 as a target 
matrix 𝑌 :  
𝑌 =  𝑉[where , ], … , 𝑉[where , ] . 
The optimization by the PLS2 algorithm ensures that the resulting latent 
variables of block 𝑚 are both predictive for the variables in 𝑌  and contain a 
large portion of the variance in 𝑋 .  
As an example: to estimate the latent variable(s) of block 1 in Figure 5.1, 
variables 1, 2 and 3 (𝑋 =  𝑉 = [𝑣 , 𝑣 , 𝑣 ]) are used as predictors for the data 
matrix 𝑌 = [𝑣 , … , 𝑣 ]. The scores obtained for 𝑋  are used as (estimates of) 
latent variable(s) ξ . The resulting 𝑋-weights, 𝑅 , are saved as coefficients for 
the outer model, connecting 𝑉  to ξ  according to: ξ = 𝑉 𝑅 . The 𝑋-loadings, 
denoted by 𝐿 , are saved for to calculate explained variance (section 5.2.8). 
5.2.7 Outer model target blocks 
When a block 𝑚 only functions as target (i.e., it is never used as predictor), 
the latent variables are also estimated through PLS2 regression by using the 
measured variables of block 𝑚 as target variables, 𝑌 , and the measured 
variables from all blocks that predict 𝑌  as a predictor matrix 𝑋 :  
𝑋 =  𝑉[where , ], … , 𝑉[where , ] . 
This ensures that the latent variables at block 𝑚 can be predicted as well as 
possible.  
In the example presented in Figure 5.1, the variables of block 4, 𝑌 =
[𝑣  , 𝑣 , 𝑣 ], will be predicted from 𝑋 = [𝑉 , 𝑉 ] = [𝑣 , … , 𝑣 ]. In this situation, 
we use the 𝑌 -scores as estimates for the latent variable(s) ξ  27.  
In summary, latent variables for blocks are always estimated by predicting 
the matrix 𝑌  from 𝑋  using the SIMPLS algorithm, but the construction of 
these matrices depends on the function of a block in the model. When block 
𝑚 functions as a predictor (regardless of whether it is endogenous or 
exogenous) 𝑌  is a matrix where the target blocks are combined, and 𝑋 =
𝑉 . The resulting 𝑋 -scores are used as estimates for the latent variables 𝜉  
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and the 𝑋-weights are used as outer model coefficients relating the manifest 
variables to the latent variables. When block 𝑚 only functions as target, the 
𝑋  matrix is a combination of the predictor blocks, 𝑌 = 𝑉 , the 𝑌 -scores are 
used as estimates for the latent variables 𝜉  and the 𝑌-loadings are used as 
outer model coefficients relating the manifest variables to the latent 
variables. 
5.2.8 Calculating explained variance in the outer model 
When studying the outer model loadings (which are related to the dashed 
arrows in Figure 5.1), the explained variance, which we denote here as 𝑅 , 
describes how much variance in the measured variables can be described 
by the Process PLS model and is calculated from the loadings. That is, when 
a block 𝑚 is a predictor, the variance in the observed variables, 𝑉 , that can 
be explained by (i.e., is summarized in) the latent variables ξ  is calculated 
from the 𝑋-loadings, 𝐿 , (see section 5.2.6) by the following equation: 
𝑅 =
𝑡𝑟𝑎𝑐𝑒(𝐿 𝐿 )
(𝑁 − 1)
 
where 𝑁 indicates the number of observations and the trace is the sum of the 
diagonal elements of a matrix 27. When a block 𝑚 functions as a target only, 
the explained variance 𝑅  is instead calculated from the Y-loadings, 𝑄 , by 
the following equation: 
𝑅 =
𝑡𝑟𝑎𝑐𝑒(𝑄 𝑄 )
(𝑁 − 1)
 
5.2.9 Estimation of the inner model 
Regression coefficients form the basis of the inner model of Process PLS. After 
the (sets of) latent variables are estimated, the relationships between the 
blocks are found through a second set of PLS2 regressions. PLS2 regression is 
performed for each block 𝑚, which is a target block irrespective of whether 
it also serves as predictor block. The set of latent variables, ξ , is regressed on 
the matrix χ : 
χ =  ξ , , … , ξ , . 
which combines the latent variables of the 𝑛 predictor blocks, as defined in 
the connectivity matrix (section 5.2.4). Since both the target block as well as 
the predictor block(s) may have multiple latent variables, the resulting 
regression coefficients form a matrix, 𝐵 . This matrix  
𝐵 =  𝐵 , , … , 𝐵 , , 
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can be regarded as a combination of sub matrices where each 𝑊 × 𝑊  sub-
matrix 𝐵 ,  contains the regression coefficients of the 𝑊  latent variables of 
predictor block 𝑛 for predicting the 𝑊  latent variables of the target block 𝑚. 
Note that blocks that do not function as predictors for block 𝑚 are not 
represented in 𝛣   
5.2.10 Calculating explained variance of the inner model 
In order to interpret and study the inner model, it is intuitive to look at how 
well predictor blocks are able to predict target blocks. The standard way of 
looking at predictive power is to evaluate how much variance in a target 
block can be explained by the predictors. Due to overlapping terminology 
of explained variance of measured variables in the outer model (section 
5.2.8) and explained variance of the latent variables in the inner model 
predictions, we denote the latter as Ρ  (‘Rho squared’).  
The explained variance of predictions is straightforwardly calculated from the 
Process PLS implementation by subtracting the sum of squared errors 
between ξ  and its prediction χ 𝐵  from the total sum of squares of ξ . Note 
that the hat (^) notation is used for latent variable estimates, and is not to be 
confused with the predicted values obtained from calculating χ 𝐵 . Due to 
the block-scaling employed in the presented methodology (section 5.2.11) 
the formula for calculating the explained variance in block 𝑚 through 
prediction from χ  simplifies to: 
𝛲 =  1 − 𝜉 −𝜒 𝐵
  
= 1 − 𝑆𝑆 𝜉 −𝜒 𝐵  
Where 𝑆𝑆 means taking the sum of squares of the term in parentheses. 
The acquired explained variance through prediction Ρ  is however not 
specific to a single path between blocks. The prediction 𝜒 𝐵  is actually the 
sum of the contributions of each predictor block and can thus be written as: 
𝜒 𝐵 = ξ , Β , + ⋯ + ξ , Β , . 
Each predictor block has its own set of regression coefficients Β ,  for the 
predictor variables 𝜉 , , where the subscript 𝑛 indicates which predictor block 
these belong to.  
The partial explained variance of a specific block 𝑧 can be calculated by 
multiplying Ρ  with the ratio between the sum of squares of the partial 
prediction ξ , Β ,  and the total sum of squares of all partial predictions for 
block 𝑚: 
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𝛲 . =  𝛲 ∗  
𝑆𝑆  𝜉 −  𝜉 , Β ,
∑ 𝑆𝑆(𝜉 − 𝜉 , Β , ) 
 
As an example, Ρ ,  would be the parameter related to the largest diagonal 
arrow in Figure 5.1. Attributing explained variance to specific inner model 
effects in this way makes that Process PLS can be interpreted as in standard 
path modelling (i.e., SEM or PLS-PM), even if multiple latent variables are 
modelled per block. 
Other statistics, such as the mean absolute error or the root mean square 
error, can also be calculated to assess the predictivity of the model. 
Attribution of partial errors to specific predictor blocks is however not done 
as conveniently as that of the partial variance we propose. 
Additionally, predictions for unobserved data can be calculated from the 
model parameters using observed data as inputs. In that case, the outer 
model parameters should first be used to calculate the LV scores, after which 
the inner model parameters can be used to calculate the fit as described in 
the previous paragraph. 
5.2.11 Software implementation 
The Process PLS methodology presented in this work was implemented in the 
statistical programming language R, version 3.5.0 and is freely available as a 
package called ‘pathmodelr’ which can be found online and is distributed 
under the GPL-3 license.28 The package ‘pathmodelr’ makes use of other 
useful R packages, specifically ‘dplyr’ 29, ‘reshape2’ 30, ‘listenv’, and ‘R6’ for 
data handling, ‘caret’ 31  for cross-validation, and ‘ggplot2’ 32 and ‘plspm’ 33 
for visualization. More technical details can be found in the accompanying 
help files of the package. Some supplemental technical details on how 
pathmodelr scales data and implements cross-validation can be found in 
section 5.7. 
5.3 Benchmarking 
Analyzing a simulated data as a ‘golden standard’ enables researchers to 
translate (Process PLS) modelling results to meaningful process knowledge 
and understanding. This is helpful since statistical correlations between 
variables may be different from the relationships described by the laws of 
thermodynamics. 
5.3.1 Data 
To benchmark Process PLS a simulated crude oil distillation process was 
analyzed. This process is available in the demo version of the Mobatec 
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Modeller software (Mobatec B.V., Rotterdam, the Netherlands) and a 
detailed P&ID (Piping and Instrumentation Diagram) of the process is 
provided in the supplemental material. Crude oil feed enters a ‘preheating 
section’, before entering the distillation column. There, due to a difference in 
pressure, a phase flash makes the lighter, more volatile components (the top 
product) turn into vapor and head up towards the rectifying section. Heavier, 
less volatile components (the bottom product) remain liquid and go down 
towards the stripping section. The top product is used in a blend for gasoline 
and the bottom product is used for making diesel fuel. For the current 
application, the quality parameter is the ratio between top product and 
bottom product formation rate.  
Data on P =  18 process variables were generated representing more than 
25 hours of steady-state production with measurements collected every two 
seconds, resulting in 𝑁 = 45081 observations. An overview of the process 
variables is given in Table 5.1. Since the modeler is based on closed-form 
mathematical equations, a process in full steady-state will not have any 
variation over time. Therefore, to obtain data which resembles real-world 
processes, naturally occurring fluctuations were introduced by randomly 
fluctuating the feed composition, temperature, and pressures. All data 
fluctuated within the normal operating conditions, so the data is fault-free. 
 
Table 5.1: Process variables, units, time until feed reaches that variable’s physical location (lag) 
and block assignment. For the yield-block, the ratio between the top and bottom product 
outlets is used as single predictor variable. 
 
Variable number and name Unit Process lag (s) Process PLS block 
ν1 FEED Average MW kg/mol 0 Feed 
ν2 FEED Pressure Pa 0 
ν3 FEED Temperature K 0 
ν4 FEED Mass Flow kg/s 0 
ν5 E100 Average MW kg/mol -20 Preheater I 
ν6 E100 Outlet Pressure Pa -20 
ν7 E100 Outlet Temperature K -20 
ν8 E100 Outlet flow kg/s -20 
ν9 E102 Average MW B1 kg/mol -650 Preheater II 
ν10 E102 Outlet Pressure B1 Pa -650 
ν11 E102 Outlet Temperature B1 K -650 
ν12 E102 Outlet flow B1 kg/s -650 
ν13 C100 Average MW B2 kg/mol -700 Separation 
ν14 C100 Outlet Pressure B Pa -700 
ν15 C100 Outlet Temperature B2 K -700 
ν16 C100 TOP Outlet flow B2 kg/s -700 
ν17 Top Product OUTLET Flow B3 / 
Bottom Product OUTLET I Flow B2 
kg/s -2300 Yield 
ν18 kg/s -3000 
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Because the variables are measured at different locations in the process, 
measurements made at the same clock time do not necessarily correspond 
to the same fraction of chemicals from the feed. Since we know the time it 
takes for the feed to reach each part of the plant (labelled ‘lag’ in Table 5.1), 
aligning the data is straightforward. For example, the feed at time 𝑡 is related 
to measurements of the top product at time 𝑡 + 2300𝑠. As the measurements 
are taken every two seconds, we shift all measurements from the bottom 
product variables up 3000/2 = 1500 cells (see Figure 5.2 for a graphical 
representation of the alignment procedure). The raw data (with 𝑁 =
45081 observations) as well as the aligned data used in the data analysis 
below (with 𝑁 = 43581 observations) are available for the interested reader 
[online at publication].  
 
 
Figure 5.2: Graphical representation of the data alignment process (not to scale). 
 
5.3.2 Analysis 
The outer model was specified by grouping variables together according to 
where in the process they were measured. In total, the variables can be 
grouped into 4 process blocks (feed, preheater I, preheater II, separation) 
and a Yield block (containing the ratio between top and bottom product).  
It is important to note that the process variables for each block are clearly 
multidimensional (i.e., they do not pertain to a common construct). 
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Therefore, a single latent variable will most likely not be able to describe the 
data to satisfactory levels.  
The inner model was designed following the three steps proposed in.12 That 
is, to first specify effects representing process architecture, then include 
expert knowledge and finally include effects for the prediction of product 
quality parameters. In the current application, effects are specified to 
represent the physical architecture of the process (Figure 5.3B). The second 
step is not included in this simple example. Lastly, effects from each process 
block to each output block are included as part of the prediction model, 
resulting in the full Process PLS inner model as shown in Figure 5.3B.  
 
 
 
Figure 5.3A-B: Schematic overview of the inner part of the Process PLS model specification of 
the crude oil distillation process, starting with the architecture (A) and including the prediction 
model (B). 
 
For comparison purposes, two more path modelling approaches were used 
to analyze the data. Firstly, we analyzed the data using PLS-PM, specifying 
the same model configurations as described above. The PLS-PM model was 
considered reflective, using the centroid weighting scheme. Secondly, as 
PLS-PM is only able to model one latent variable per block, we also estimated 
a Process PLS model where the number of latent variables for each block was 
restricted to one. The inner model regression coefficients of PLS-PM were 
squared to approximate (partial) explained variances (𝛲 . , see section 
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5.2.10). Note that 𝛲 .  is only related to the regression of latent variables and 
not to how much of the variance in the observed data is described by the 
outer model (𝑅 , see section 5.2.8). For example, a high 𝛲 .  for a block with 
low R  does not explain much of the observed data. Therefore, to compare 
different models, especially when they have differing numbers of latent 
variables, it is important to take into account both 𝛲 .  and 𝑅 . To quantify 
how much of the observed data can be explained by a predictor block, one 
can simply calculate the product 𝛲 . ∗ 𝑅 , which will be presented below as 
well.   
The Process PLS analysis was performed with the package ‘pathmodelr’ in R. 
For each block, the number of latent variables was optimized using the 
supplied cross-validation procedure. All manifest variables were 
standardized. All other settings were left to the defaults. The PLS-PM model 
was estimated using the PLS-SEM toolbox in MATLAB.34 Full code for estimating 
the model and reproducing the results can be found together with the data 
in the supplemental material [online at publication]. 
5.3.3 Results and discussion 
The main results from the inner model are found in Table 5.2. The results for the 
unrestricted Process PLS are also shown in Figure 5.4. As expected, the 
Process PLS model with single latent variables per block and PLS-PM provided 
similar results, albeit that Process PLS had somewhat higher Ρ .  values for the 
Yield block. Process PLS with an unrestricted number of latent variables had 
comparable Ρ .  values between the process blocks, but large differences 
were found related to the prediction of the Yield. Taking the sum of the partial 
explained variances for the yield block showed that PLS-PM was able to 
explain a total of 39% of the variance in the Yield block, Process PLS with one 
LV per block explained 88% and the unrestricted Process PLS 93%.  
 
Table 5.2: Inner model results (𝛲 . ) for the oil distillation process. 
 
Predictor Response Process PLS 
(𝑾 LVs / block) 
Process PLS 
(1 LV / block) 
PLSPM 
Feed   Preheater I 0.95  0.96 0.95 
Preheater I  Preheater II 0.90 0.88 0.90 
Preheater II  Separation 0.75 0.65 0.58 
Feed  Yield 0.01 0.26 0.10 
Preheater I  Yield 0.01 0.01 0.01 
Preheater II  Yield 0.24 0.15 0.00 
Separation  Yield 0.67 0.46 0.28 
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Figure 5.4: Full Process PLS model, with inner model result. The colors correspond to the three 
steps of the Process PLS algorithm.  
 
Since model performance is not only related to the inner model parameters, 
the values in Table 5.2 were multiplied by the corresponding 𝑅  (See Table 
5.3), which provides a much richer comparison. What becomes immediately 
clear is that models with a single latent variable per block are not nearly able 
to explain as much variance in the observed data that the model with 
multiple latent variables per block. While the inner model parameters in Table 
5.2 shows similar values for the prediction of the process blocks, when we take 
into account how much variance is actually described in those process 
blocks the superiority of Process PLS becomes clear. Where single-latent 
variable models only explain a third to a half of the variance in the Process 
variables, modelling multiple latent variables per block allows for explaining 
up to 95% of the variance in the data (see Table 5.4). 
 
Table 5.3: Explained variances, 𝑅 , in the outer model. 
 
Block (𝒎) Process PLS (𝑾 LV) Process PLS (1 LV) PLSPM 
Feed 1.00 0.36 0.37 
Preheater_I 1.00 0.40 0.41 
Preheater_II 1.00 0.48 0.52 
Separation 1.00 0.59 0.59 
Product 0.89 0.89 1.00 
 
It is important to note that the Yield block only contained a single variable 
(top/bottom ratio), so only a single latent variable would suffice to describe 
it. For blocks with a single observed variable, PLS-PM automatically uses the 
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observed variable as proxy for the latent variable (i.e., the loading is set to 1), 
and 𝑅  would always equal 1 for such blocks. Hence the values for PLS-PM in 
Tables 5.2 and 5.4 for the Yield block are indeed the same (i.e. 𝛲Yield. ∗ 1). 
However, not all variation in the Yield block is necessarily related to other 
variables in the process and optimizing all covariances may not benefit from 
using all information in the Yield block. Since Process PLS is designed to 
optimize the covariances between all blocks, the algorithm does not by 
definition take the variable as proxy for the latent variable. Instead, in both 
Process PLS models 𝑅 = .89. Again, this shows how Process PLS works as 
intended: it does not by definition focus on an end node, simply because it is 
at the end of the process. Each block is a priori equally important and only 
covariance and predictive power are the forces driving the results. 
 
Table 5.4: Direct comparison of model performance. Values in the cells are calculated by 
multiplying the explained variance  𝛲 .  from the inner model (Table 5.2) with the explained 
variance 𝑅  of the outer model (Table 5.3). 
 
Predictor Response (𝒎) Process PLS 
(𝑾 LVs / block) 
Process PLS 
(1 LV / block) 
PLSPM 
Feed   Preheater I 0.95 0.38 0.39 
Preheater I  Preheater II 0.90 0.43 0.47 
Preheater II  Separation 0.67 0.58 0.59 
Feed  Yield 0.00 0.23 0.10 
Preheater I  Yield 0.01 0.01 0.01 
Preheater II  Yield 0.22 0.13 0.00 
Separation  Yield 0.60 0.41 0.28 
 
It may seem remarkable that the process Feed has little to no direct effect 
on the process Yield (top/bottom ratio). In most practical settings experience 
has shown that process input has a significant effect on the process output. 
However, for a well-controlled production facility as was simulated for this 
demonstration, the production settings are constantly adapted to guarantee 
stable and high production quality despite changes in external production 
factors, including feed variations. Because the intermediate production steps 
are constantly adapted, it is their operation variance by which the Yield is 
affected and not the Feed variance itself. In this process the Yield is affected 
primarily by the Separation and secondarily by Preheater II. This is partly 
caused by a proximity effect, but also by the fact that these production steps 
are the main targets of the control routines that are in place to guarantee 
high production stability and quality. 
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5.4 Multi-batch analysis 
For batch-wise industrial production processes, evaluating and 
understanding production variations between batches is essential to 
minimize production cost and maximize production sustainability. In Van 
Kollenburg et al. (2020), it is shown that path modelling using PLS-PM can yield 
an unprecedented insight into batch-to-batch variations in process 
relationships and how they correlate to variations in production cost. For the 
process presented, the relationships fitted by PLS-PM could, per batch, be 
related to the batch cost using a second statistical model. Being able to 
quantify such relationships leads to better understanding of the process and 
can improve communication across different layers of the automation 
pyramid. 
Although PLS-PM proved to be a fruitful method for this study, it is theoretically 
still suboptimal. Industrial processes are complex and consists of many 
different sub-processes that occur simultaneously at different production 
steps in the plant. PLS-PM can however only describe the single most 
dominant (sub)process per production step, as it can only fit a single latent 
variable per production step. It therefore misses out on many details of the 
production data, and may model different processes for different batches 
based on which process is most dominant in each batch. As Process PLS is 
able to model multiple sub-processes per production step, it is a superior 
alternative to PLS-PM for this type of study. 
To illustrate that Process PLS indeed surpasses PLS-PM for quantifying and 
understanding batch-to-batch variation, data from 22 batches of a semi-
batch process of Nouryon were analyzed. Eleven of these batches were also 
analyzed in the aforementioned study. The process consists of several 
interconnected process units, like heaters, reaction vessels and a catalyst 
section. When the catalytic efficiency drops below a threshold the process is 
halted, a new batch of catalyst is introduced, and the production is resumed. 
The batches had considerably variable yield, leading to fluctuating 
production costs. Relating this cost to the performance of the batch in terms 
of process variables will result in better understanding of the batch variations 
and can even result in a soft sensor that can predict the cost for a running 
batch in real-time. 
5.4.1 Data 
Measurements for 34 process variables such as pressures and temperatures 
are available for each of the 22 production batches. Four variables relate to 
the incoming feed composition, 28 variables relate to the actual production 
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and two variables relate to the product quality. Note that this data was 
originally collected for other purposes than statistical analysis. All variables 
are available at hourly interval except for the product quality variables, 
which are available approximately twice a day. The quality variables are 
synchronized to the hourly measurements by assigning the last known quality 
sample to the hourly samples. This corresponds to how the quality checks are 
used in practice. Note however that due to this imputation by replication, the 
standard errors related to the prediction of these quality samples will be 
underestimated. 
For each batch a cost value is available, which relates the fixed amount of 
catalyst to the varying product yield. A complete overview of the batches 
used in this analysis, including the number of hourly measurements available 
and the cost value (in arbitrary units), is given in Table 5.5. Longer batches 
(more hourly measurements) in general have a lower cost value as more 
product can be produced. Path models on batches with fewer samples will 
have a higher uncertainty (standard error), which introduces an artificial 
relationship between modelling accuracy and cost for a batch. 
 
Table 5.5: Overview of all batches with their sample sizes and cost values. 
 
 
Batch Cost Sample size  Batch Cost Sample size 
1 16 8395  12 57 2096 
2 23 5687  13 64 1748 
3 25 5581  14 74 1549 
4 29 4512  15 100 1277 
5 33 3760  16 113 1154 
6 34 3743  17 133 1058 
7 37 3348  18 138 835 
8 38 3606  19 154 742 
9 39 3201  20 182 580 
10 39 3217  21 208 581 
11 45 3056  22 231 584 
 
5.4.2 Analysis 
Both the outer and inner model specified for path modelling of the 
production data are illustrated in Figure 5.5. The outer model was specified 
by grouping the observed variables into nine blocks. The four composition 
variables of the input were grouped in a block ‘Input’, the two product 
quality variables were grouped in a block ‘Quality’ and the remaining 
process variables were grouped corresponding to the process step in which 
they are measured. These process blocks are ordered in Figure 5.5 based on 
their physical location counterclockwise. Only the ‘Flow’ block is moved to 
the beginning as it influences the flow in all other blocks. 
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The inner model (the relationships between the blocks) was specified in three 
steps. Firstly, effects corresponding to the physical connections between the 
process units were specified. Secondly, relationships between blocks that are 
not directly physically connected were identified and included in the inner 
model using expert-knowledge from Nouryon. Thirdly, all relationships from all 
blocks to the Quality-block were included. 
 
 
 
Figure 5.5: Full specification of the outer and inner model used for path modelling of the data 
from the Nouryon process. 
 
The model illustrated in Figure 5.5 was estimated for all 22 batches using three 
methods: Process PLS, Process PLS restricted to model only a single LV per 
block, and PLS-PM. As unrestricted Process PLS can model all sub-processes 
for the blocks in each batch, it is expected to find the same inner model 
associations and thus more stable and comparable results for the batches 
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than the two other methods. In other words: Process PLS better copes with 
batch-to-batch variations and should reveal clearer patterns in the data. 
The batch-to-batch variations in process performance as modelled by the 
different path modelling methods were related to batch-to-batch variations 
in cost value. For this, correlation coefficients were calculated between the 
cost-value and each of the path-effects over all batches and for each 
modelling method. Such results can help process operators understand 
which process relationships are affecting the production cost and how much. 
When the entire strategy is implemented for on-line monitoring, it could even 
be used as a soft sensor that estimates the production cost in real-time. 
5.4.3 Results and discussion 
Figure 5.6 shows the explained variance of the measured variables in the 
outer model, with variations across batches represented as standard errors. 
These results show that unrestricted Process PLS is superior in describing the 
measured data for all blocks and across all batches. As discussed previously, 
a well-behaved production process has very little variance in the quality 
variables and only little of the variance is related to the process variables. 
Because Process PLS creates the outer model such that the covariance 
between blocks is optimized, only very limited variance is extracted from the 
Quality variables. Process PLS thus properly reflects the substantively different 
data underlying the blocks. These first results, also compared to restricted 
Process PLS, confirm that there are multiple sub-processes present in most 
parts of the production process and that multiple LVs are required for a path 
model to accurately describe these sub-processes. Moreover, the fact that 
a linear model like Process PLS can describe most of the variation in the data 
so accurately is promising, considering that industrial processes may have 
many non-linear relations.35 
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Figure 5.6: Summary of the outer model 𝑅 -values for each process block across the production 
batches, modelled using Process PLS, restricted Process PLS and PLS-PM. The standard 
deviations are represented symmetrically, though no values greater than 1 were observed. 
 
The inner model parameters found in each batch from the unrestricted 
Process PLS, restricted Process PLS and PLS-PM are shown in Figures 5.7A-C. 
The horizontal axes show the path effects that comprise the inner model, 
denoted as ‘predictor > target’. The vertical axes represent the explained 
variance in the target block by the predictor block. Each line represents a 
single production batch. In these figures, it can be observed that the model 
parameters found for the different batches using unrestricted Process PLS 
adhere much stronger to an overall pattern. For most of the modelled effects, 
the variation over the batches is larger for the single LV-methods, and less of 
a general trend in the lines can be observed. This illustrates that unrestricted 
Process PLS indeed models the same production process including all sub-
processes in each batch and each block, while the single LV-methods do 
not. 
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Figure 5.7A-C: 𝑃 -values for each path effect per production batch (each line represents one 
batch), modelled using Process PLS (A), restricted Process PLS (B) and PLS-PM (C). 
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The results found for the path-effect from Flow to Reactor exemplify the 
advantage of (unrestricted) Process PLS especially well. The reactor is at the 
heart of this production process and comprises multiple sub-processes that 
need to be carefully controlled by adapting flow rates. Restricted Process PLS 
can only model one of those processes for each batch. As this process can 
be different from one batch to another, the size of the relationships from Flow 
to Heater shows much more batch variation, as can be observed in Figure 
5.7B. Unrestricted Process PLS models all sub-processes in every batch, 
leading to a much smaller variation of the relationship size from Flow to 
Heater. Moreover, the fact that unrestricted Process PLS models the data 
measured for these two steps virtually perfectly (Figure 5.7A) guarantees that 
the relationship size between these steps are accurate and are not 
subjective to the path modelling method not being able to accurately 
describe the data in the first place, as is the case with the single LV methods. 
For all path-effects to the Quality-block, the sizes show more variation over 
the batches, even for unrestricted Process PLS. This is because the explained 
variance for the data in this block by Process PLS is lower and suffers more 
from batch-variation than the explained variance of the other blocks. It 
should be noted that although PLS-PM can explain more variance in the data 
of the Quality, the path effect sizes from all blocks to it are not higher and are 
not more structured than those found using Process PLS. As discussed before, 
Process PLS may describe less of the variance for an end-block, but it does 
consider the covariation of the end-block with the incoming blocks (in 
contrast to PLS-PM). The path-effects sizes that are eventually modelled are 
therefore comparable to those found by PLS-PM.  
Additional process understanding could be obtained by correlating the cost-
values to the variations in path effects. The correlations are depicted in Figure 
5.8. Especially interesting are the strong (negative) correlations between the 
cost value and the path effect sizes for Cooler > Heater and Tank1 > Heater 
as found with unrestricted Process PLS. For most batches, the effect size for 
Cooler > Heater are generally high while the effect size for Tank1 > Heater 
are low (Figure 5.7A). It is interesting that the base effects may be very 
different, but that variations in those effects are still highly related to cost. 
These results have been validated by correspondence with experts. 
From a methodological point of view, the Process PLS results indicated that 
the process under analysis was well-designed and well-controlled. This came, 
of course, as no surprise to the people at Nouryon. At the same time, because 
so much was known about the process itself, the fact that Process PLS 
performed so much in agreement with expectations, we are confident that 
Process PLS is a good method to analyse data from production processes.  
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It should be noted that Process PLS outputs much more information than the 
inner model parameter coefficients that are discussed here, and that 
exploring that information can lead to even more (added) process 
understanding. Such information is not discussed due to conciseness, but 
from the information that is discussed it is already clear that Process PLS, by 
modelling multiple latent variables per block, is a superior choice for 
modelling complex industrial chemical processes. 
 
 
 
Figure 5.8: Correlations between batch cost and batch performance in terms of path model 
effects. 
 
5.5 Analysis of traditional multi-block data 
5.5.1 Data 
For the analysis of industrial production processes, variables were grouped 
according to the physical section they were connected to and not because 
of similarity in function. In traditional applications of path models, variables 
that have the same underlying constructs (e.g., verbal intelligence, or the 
taste of wine) are grouped together. Therefore, a comparison between 
Process PLS, SO-PLS-PM and PLS-PM is included for a situation in which the 
variables are grouped according to the construct they pertain to. 
One such application, based on a wine tasting process, was analyzed by 
Romano, Tomic [25] to illustrate the SO-PLS-PM methodology and compare it 
to the long-standing PLS-PM. The authors used the Val de Loire data, which 
has 𝑃 = 27 sensory measurements (i.e., variables) on 𝑁 = 21 wines that 
originated from the Val de Loire region in France. The sensory measurements 
correspond to different aspects of the wine tasting process (i.e., the 
experience). Five variables pertain to the smell of the wine at rest, three 
variables pertain to the view of the wine, ten to the smell of the wine after 
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shaking, and ten to the taste of the wine. In addition to these sensory 
variables, each wine was assigned a Global quality score.  
As noted by Martens, Tenenhaus [36], who first analyzed the Val de Loire data 
with PLS-PM, there is ‘severe multicollinearity’ between the latent variables of 
some blocks. In this original application, the authors already opted for PLS 
regressions for the inner model estimation instead of the standard ordinary 
least squares regression. However, since Romano, Tomic [25] used PLS-PM as 
a benchmark for SO-PLS-PM, PLS-PM was included in the current comparative 
study as well to illustrate the issues even in an empirical application where 
unidimensionality can be assumed.  
5.5.2 Analysis  
The measurement model for this analysis is straightforwardly specified, since 
the variables are already grouped into 5 blocks: ‘Smell at rest’, ‘View’, ‘Smell 
after shaking’, ‘Tasting’ and ‘Global quality’. For comparison purposes, the 
model is specified as it was in Romano, Tomic [25], resulting in a fully 
connected inner model (See Figure 5.9). The code for analyzing the wine 
data using PLS-PM and Process PLS can be found in the supplemental 
material. 
 
 
Figure 5.9: Schematic overview of the inner model specification of Process PLS for the Val de 
Loire wine dataset. Note that this inner model specification is identical to that used by Romano 
et al. for their PLS-PM and SO-PLS-PM models. 
 
5.5.3 Results and discussion 
The results of the Process PLS and PLS-PM analyses, as well as the SO-PLS-PM 
results of 25 are reported in Table 5.6. One of the most striking results is that 
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according to PLS-PM, 1.25 (or 125%) of the variance of the Quality latent 
variable could be explained by the latent variable of Tasting. This nonsensical 
result is known to occur in least squares regression when multicollinearity is an 
issue. Both the PLS-PM implementation in R and in the PLS-SEM Toolbox in 
MATLAB gave the exact same result so clearly PLS-PM is not appropriate for 
this data set.33 Any (further) comparison with PLS-PM was therefore deemed 
unreliable and thus redundant. 
SO-PLS-PM and Process PLS find somewhat similar relationships. Since the 
effect sizes are estimated with different algorithms, these may however be 
difficult to directly compare. The most notable differences are related to the 
effects on the Global quality block. Any substantive reasoning would reveal 
that each part of a tasting experience is, to a certain extent, directly related 
to the quality of a wine. SO-PLS-PM fails to capture such effects, as 3 out of 4 
direct effects equal zero. In SO-PLS-PM, direct effects can be zero due to 
selection of the number of Latent Variables in each regression step, 
specifically, predictor blocks can be excluded in this manner. Process PLS on 
the other hand did find the expected direct effects. Standard errors from the 
bootstrap were rather high (available in Supplemental Material), but since 
the sample size is limited and (almost) the entire population of Val de Loire 
wines was analyzed, methods of inference are not appropriate.37, 38 From a 
substantive point of view this also implies that the model only represents the 
tasting process of Val de Loire wines and not of wines in general.  
Next to the direct effects presented in Table 5.6, path modelling allows for 
investigation of indirect effects, too. For example, the Smell at Rest block not 
only directly affects the perceived Global quality, but it also indirectly affects 
the Global quality through its effect on the Tasting. The total effect of one 
block on another consists of the direct effect plus any indirect effects.39 These 
total effects are also known as reproduced correlations and comparing them 
to observed correlations provide an indication of how well the model fits the 
data. For Process PLS one could straightforwardly calculate total effects from 
the result presented above.22 These calculations are part of the standard 
output in the pathmodelr package. 
Importantly, the ‘total effects’ as reported in SO-PLS-PM applications follow a 
different method of calculation and therefore should not be compared to 
the standard calculations of total effects. The ‘total effects’ from SO-PLS-PM 
are actually calculated from a different model, which is a PLS2 model with 
single predictor and single response block. As such, what is called ‘total 
effect’ in SO-PLS-PM is somewhat misplaced and should be interpreted as the 
unconditional, maximal covariance between two blocks.  
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Table 5.6: Comparison of the Tasting Process inner model from the three path models. For 
comparison purposes the effects of (SO-)PLS-PM the effects were transformed to represent 
partial explained variances of the latent variables in the corresponding response block 
(i.e.,𝛲 . ). 
 
Response Predictor PLSPM* SO-PLS-PM** Process PLS 
View Smell at rest 0.50 0.37 0.56 
Tasting View 0.15 0.03 0.15 
Smell after shaking 0.69 0.60 0.49 
Smell after shaking Smell at rest 0.35 0.22 0.56 
Smell at rest 0.07 0.00 0.12 
View 0.15 0.40 0.23 
Global quality Smell at rest 0.03 0.00 0.10 
View 0.46 0.00 0.08 
Smell after shaking 0.24 0.00 0.08 
Tasting 1.25 0.85 0.72 
* Calculated as the squared standardized regression coefficient 
**Percentage was divided by 100% 
 
5.6 Conclusion 
This work demonstrated that Process PLS solves several of the key problems of 
PLS-SPM (i.e., PLS-based path modelling).  Process PLS can be used to 
accurately analyze multidimensional, multiblock data. Process PLS also 
provides stable model parameters in the presence of multicollinearity, a 
condition that leads to unstable parameters in PLS-PM and that is highly 
common for data typically analyzed using path modelling. Process PLS 
facilitates comparison of results from different data sets as the sign ambiguity 
present in PLS-PM has been solved. These benefits were demonstrated by 
applying Process PLS and PLS-PM on the same (simulated) datasets, where 
PLS-PM produced less-than-satisfactory results. Additionally, specification of 
a priori hierarchies of predictor blocks common to other solutions, as is a 
prerequisite for SO-PLS-PM, is no longer required. 
One of the core foundations during the development of Process PLS was the 
need for clear model interpretation. Process PLS is based on concepts which 
are intuitive to anyone familiar with regression analysis such that it can be 
used by many researchers. Terms like explained variances, latent variables, 
and regression coefficients are in the standard vocabulary of most 
researchers doing statistical analysis. Additionally, since Process PLS is 
estimated based on ordinary PLS regression, established and proven tools 
may be used straightforwardly.  
In order to benchmark Process PLS results, a simulated data set of crude oil 
distillation was analyzed. This benchmark showed that Process PLS worked 
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exactly as intended. It was able to accurately model relationships between 
the parts of the process, and due to the availability of multiple latent 
variables per block, it could explain much more of the variance in the 
observed data than PLS-PM could. Additional numerical simulations were 
performed which in detail showed how Process PLS is well-suited for the 
analysis of multicollinear and multidimensional data. Such data has 
detrimental effects on PLS-PM results.  
The results for a multi-batch analysis of a semi-batch production process at 
Nouryon showed how important it is to allow for multidimensional blocks. 
Additionally, Process PLS results were in line with the substantive expectations 
that were derived from existing process knowledge. Future applications may 
support the conclusion that Process PLS can be used as a data-driven 
technique for evaluating process performance. More benchmarking data 
studies need to be performed, however, to investigate how Process PLS can 
be used in decision making. An extension of Process PLS for streaming data 
(i.e. with online model updating) would be a logical next development to fit 
this purpose. 
Before applying Process PLS to the data sets, an alignment procedure was 
followed to link observations from distinct parts of the production facility 
together, following the flow of a specific collection of materials throughout 
the system. This procedure was case-specific and was done to improve the 
validity of the applications. The alignment required detailed knowledge 
about the production process. While crucial for the presented work, both a 
priori process knowledge and the temporal alignment may not be 
prerequisites for future Process PLS applications. 
A comparison between Process PLS and SO-PLS-PM (and PLS-PM) was 
presented in a traditional multi-block application of a wine tasting data set. 
The analysis of the Val de Loire data showed that some similarities exist 
between SO-PLS-PM and Process PLS results, as both models are able to 
extract important relationships. However, SO-PLS-PM failed to find important 
direct effects which would be expected from a substantive point of view. SO-
PLS-PM only found these relationships through so-called ‘total effects’, which 
are obtained from separate models (which disregard all other blocks). The 
fact that SO-PLS-PM did not show crucial effects of wine properties on the 
wine quality indicates that researchers have to be extremely weary not to 
miss such important relationships in other applications of SO-PLS-PM. At the 
same time, the application showed that Process PLS does what it was 
designed to do, which is to prioritize effects based on predictive power, and 
not on pre-defined hierarchies and provide substantively accurate results in 
the presence of multicollinearity. 
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The advantages of Process PLS over existing methods are manifold and each 
of the rationales behind the algorithm was illustrated.  Process PLS can be 
used for multidimensional data and multicollinear data without the need for 
user-specified hierarchies and model results can be straightforwardly 
interpreted. Moreover, Process PLS optimizes the covariance between 
blocks, while the computational complexity remains low. The simpler 
approach of Process PLS makes interpretation close to that of PLS-PM, which 
will be beneficial to future developments and applications.  
A free-to-use R package called pathmodelr is available for researchers to 
easily analyze their own processes. For training purposes, the data and code 
used for the benchmarking studies is publicly accessible from [online after 
submission]. While the required programming experience needed to perform 
Process PLS is minimal, a drag and drop GUI would make for even easier use. 
The authors welcome anyone to build upon the existing R package for their 
own use, provided that the GPL-3 license is upheld. New implementations 
may extend the Process PLS algorithm presented in this work with moderation 
effects and multi-group analysis.40, 41 A number of promising applications of 
Process PLS on various types of processes are already underway and will be 
reported in the near future. In summary, Process PLS has taken a large step to 
integrate techniques from PLS-PM and PLS Regression into a solid framework 
for process analysis.  
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5.8 Supplemental details on the pathmodelr implementation 
5.8.1 Manifest and latent variable scaling 
Different methods of scaling are employed to scale the manifest variables in 
the estimation of the outer model (section 2.2) and the latent variables in the 
coefficient calculation phase (section 2.3). 
For the outer model all variables are standardized by subtracting the variable 
mean and subsequently dividing by the variable standard deviation. After 
standardization, block 𝑉  is block-scaled by rescaling it to have a sum of 
squares of 1.42 This is done by dividing each element in 𝑉  by the square root 
of the sum of squares of 𝑉  (after standardization of each variable). This 
procedure ensures that in the estimation step each variable in a block is 
equally weighted based on its variance. In addition, each block, when 
combining it into either 𝑋  or 𝑌  during the latent variable estimation step, is 
weighted equally. 
After the latent variables are estimated, but before estimating the regression 
coefficients of the inner model (section 2.3) are calculated, the latent 
variables ξ ,   in each block ξ  are rescaled according to the variance each 
latent variable explains in its corresponding manifest variables.  
Consider for example a block containing 3 latent variables ξ ,  for 𝑖 ∈ 1,2,3. 
Let these latent variables explain 70%, 20%, and 5%, respectively, of the 
variance in the corresponding block of manifest variables 𝑉 . The first latent 
variable score is rescaled to have a sum of squares of 0.7, the second score 
to have a sum of squares of 0.2, and the third to have sum of squares of 0.05. 
This rescaling procedure ensures that in estimating the regression coefficients, 
the less explanatory latent variables do not dominate the model by being as 
important as those latent variables that explain most of the variance of the 
manifest variables. 
After rescaling the latent variables, a block-scaling is performed for the entire 
block ξ  by again rescaling it to have a sum of squares of 1. This procedure 
makes each block in the model a priori equally important. 
5.8.2 Cross-validation 
In order to determine the optimal number of latent variables in the latent 
variable estimation and path coefficient calculation, 10-fold cross-validation 
was used. In this procedure the sum of squared errors between observed 
data and model predictions was chosen as a minimization criterion (the 
default in pathmodelr. Depending on whether PLS is used for the estimation 
of latent variables (section 5.2.5), or for the calculation of regression 
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coefficients (section 5.2.9), the so-called test and train error are minimized 
respectively. 
The test error here is defined as the difference between the prediction of 
data that was not used to train the PLS model, i.e. the data that was kept 
separate in each fold of the 10-fold cross-validation (test data), and the true 
values for the fold that was held out. The test error is therefore a measure of 
how well the model predicts external data. The lower the test error, the better 
the model predicts data not used to train the model. This external validation 
for selection was used for the determination of the number of latent variables 
in the latent variable estimation stage (section 5.2.5). 
The train error here is defined as the difference between the prediction of 
data that was used to train the PLS model. The train error is therefore a 
measure of how well the model fits the data that was used to calculate it. 
The lower the train error, the better the model describes the data used to fit 
it. This internal validation was used to determine the optimal number of latent 
variables in the regression coefficient calculation (section 5.2.9).  
The dimensionality of the data was reduced in the latent variable estimation 
stage by using the test error. This ensures that only the variance that is 
predictive is preserved, while non-predictive latent variables are discarded. 
This selection procedure is common in applications of PLS regression. In the 
regression coefficient calculation, the train error was minimized rather than 
the test error because the selection of predictive latent variables already 
took place and is only needed once in the entire procedure. 
5.8.3 Bootstrapping 
In order to study the stability of explained variances of the inner model and 
loadings of the outer model (Appendices B and C), non-parametric 
bootstrapping was performed to calculate the 95% confidence intervals for 
each parameter.43 This procedure is the default in the pathmodelr package. 
PLS regression and other Singular Value Decomposition based methods suffer 
from a sign indeterminacy.44 Sign indeterminacy can cause the sign of the 
loadings and weights in PLS to change across bootstrap replicates. As a 
result, confidence intervals will become very wide if both positive and 
negative values are collected. pathmodelr implements the procedure of Bro 
et al. to find a deterministic sign, allowing for accurate confidence intervals.44 
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6.1 Abstract 
Understanding how different units of an industrial production plant are 
operationally related is key to improving production quality and sustainability. 
Data science has proven indispensable in obtaining such understanding from 
vast amounts of historical process data. Path modelling is a valuable 
statistical tool to obtain such information from historical production data. 
Investigating how relationships within a process are affected by multiple 
production conditions and their interactions can however provide an even 
deeper understanding of the plant's daily operation. We therefore propose 
conditional path modelling as an approach to obtain such improved 
understanding, demonstrated for a milk protein powder production plant. For 
this plant we studied how the relationships between different production units 
and steps are dependent on factors like production line, different seasons 
and product quality range. We show how the interaction of such factors can 
be quantified and interpreted in context of daily plant operation. This analysis 
revealed an augmented insight into the process that can be readily placed 
in the context of the plant's structure and behavior. Such insights can be vital 
to identify and improve upon shortcomings in current plant-wide monitoring 
and control routines. 
6.2 Introduction 
Industrial (bio)chemical processes need to be monitored and controlled well 
to guarantee sustainable and high-quality production despite variations in 
external factors such as raw materials, weather, plant operators, equipment 
maintenance and customer wishes. A deep understanding of how the 
production plant operates under and responds to these conditions is crucial 
for the development of accurate process monitoring and control strategies. 
To considerable extent, such understanding follows from first-principle 
knowledge. In practice, however, influences of external factors on the 
production, daily operation of the plant cannot be described completely by 
these first principles. Multivariate statistical analysis of historical production 
data can therefore reveal an augmented insight into the process, as this 
data does reflect the daily and real operation rather than the engineered 
operation. 
Examples of statistical modelling methods that are widely used for this 
purpose are Principal Component Analysis (PCA), Partial Least Squares (PLS), 
Support Vector Machines (SVM) and Artificial Neural Networks (ANN).1-4 These 
methods are often employed for process fault diagnosis through multivariate 
control (Shewhart) charts and for predicting difficult-to-measure production 
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indicators, such as product quality, from easy-to-measure process variables 
(soft-sensoring).5, 6 Though these methods can be used to quantify the 
relationships between individual process parameters and variables, they 
provide limited higher-level insight into the relationships between different 
production units, as limited higher-level structural knowledge about the plant 
is employed. 
The use of path analysis or structural equation modelling methods to industrial 
data analysis is therefore becoming increasingly popular, as these methods 
explicitly model the valuable information about relationships and can be 
considered explainable artificial intelligence.7, 8 In general, path analysis 
methods estimate the directional statistical relationship between groups of 
measured variables. For industrial data, grouping process variables by the 
production unit in which they are measured thus allows for the estimation of 
how much operations of different production units are mutually related. This 
incorporates the physical structure of the production plant in the analysis of 
the data, of which the results in turn can be interpreted in the context of that 
structure.9 
Different methods for path analysis exists, including PLS-Path Modelling (PLS-
PM, Sequential and Orthogonalized PLS-Path Modelling (SO-PLS-PM), 
Sequential Multi-Block PLS (SMB-PLS), multiblock kernel PLS and network 
PCA.10-12 PLS-PM in particular is a well-established method in social sciences, 
but its high value for modelling industrial production data is also already 
demonstrated.9 Another path analysis method that has been developed 
very recently, is Process PLS.13 This method improves upon the mathematical 
limitations of PLS-PM and is better suited to model the complexity and 
heterogeneity of industrial production data as a network. 
Process PLS is more appropriate for path modelling industrial data than 
alternative methods for three main reasons. Firstly, it can model multiple 
latent variables per group of process variables, in contrast to for instance PLS-
path modelling. It can thus describe multiple sub-processes per production 
step, which are present for most industrial processes. Secondly, it can cope 
with the multicollinearity that the process variables of production steps often 
show.14 This gives rise to a more accurate estimation and better 
interpretability of the relationships between the production steps. Lastly, 
Process PLS (like PLS-path modelling but unlike for instance sequential and 
orthogonalized PLS-path modelling) does not require any a priori 
(importance) ranking to be imposed on the production steps, which in 
practice is difficult to do even for process experts.13 
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The relationships estimated with path modelling give much insight into the 
structure of the plant. Their sizes may even be related to an external 
production factor that is not directly included in the model, such as 
production cost.9 An even more exhaustive understanding of a plant’s 
behavior can however be obtained by quantifying how the process 
relationships are affected by multiple, possibly interacting operating 
conditions, such as production season, year, parallel lines or product quality 
ranges. Such an analysis yields an elaborate insight into how the plant’s 
operation is different under different combinations of production conditions. 
This allows process operators and engineers to even better steer the plant to 
cope with production variations caused by those multilevel conditions. 
This paper presents a systematic approach for performing such a conditional 
path analysis on historical production data, using Process PLS. The work 
focuses on the use of Process PLS for such modelling, and a comparison to 
conditional modelling using alternative path modelling methods is out of 
scope for the current work. A large dataset from an industrial-scaled milk 
protein powder production plant is separated based on one or more 
operating conditions, after which each data subset is modelled and 
quantitatively compared. A thorough discussion of how the results of the 
analysis can be visualized, interpreted and communicated with and among 
process operators and engineers is provided. 
6.3 Methods and data 
6.3.1 Process PLS 
A Process PLS model comprises two user-defined parts: the inner (structural) 
and outer (measurement) model. A production plant’s structure can be 
modelled by grouping of the process variables (𝑋) in the outer model 
according to the production units (or production steps). A group of variables 
is then called a block. The inner model defines which directional relationships 
are estimated between which production steps. For each unit, one or more 
latent variables (𝐿𝑉) are constructed to represent the major sources of 
covariance between the process variables of blocks which are connected 
in the inner model. The contribution of a process variable to specific latent 
variables for that unit are called weights (𝑅, in some literature also referred to 
as 𝑊). Effects of the latent variable on other latent variable in the inner model 
are represented as explained variances (Ρ , i.e. ‘rho-squared’). The design of 
a Process PLS model is similar to that of a PLS-PM model, and is visualized in 
Figure 6.1 for an example process. The relationships in the inner model may 
represent for instance a direct physical connection (piping), indirect 
connection between similar variables being measured at different locations), 
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or feedforward control loops. As only recursive (non-cyclic) pathways can be 
modelled, feedbacks of either (intermediate) product or operation control 
actions cannot be directly modeled. However, the process set points of a 
control scheme and/or the level of (intermediate) product feedback may for 
instance be used as a variable in the Process PLS outer model. 
  
 
 
Figure 6.1: The design of a Process PLS model for an example two-step production process. The 
input and product are also modelled as steps in order to estimate their relationships to the two 
production steps. 
 
Estimation of a Process PLS model is done by iteratively optimizing a network 
of PLS-models using the SIMPLS-algorithm.15 First, the dimensionality of the 
blocks is reduced to obtain estimates for the latent variables which maximize 
the covariance between interconnected blocks through a set of PLS2 
regressions, one for each block of variables. To estimate the latent variables 
of a given step with PLS2, the process variables of that step are used as 
predictors and the process variables of all steps that that step has a 
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relationship to are used as responses. Only when a step has only incoming 
relationships, the process variables of the steps that have a relationship to 
that step are used as predictors and the process variables of the step itself 
are used as responses. The number of latent variables per block can be 
manually fixed if desired or optimized by internal cross-validation (which is the 
default in the software implementation used for the results in this paper, see 
section 6.3.7). The process variable weights (𝑅) are effectively the 
contributions of the variables to the relationships modeled by these PLS 
models. After the latent variables are estimated, a second set of PLS 
regressions is performed to estimate the relations in the inner model. The 
strengths of these relationships (𝑃 ) are calculated from the PLS2 regression 
coefficients and represent the fraction of variance that the latent variables 
in a predictor block can explain in the response block. As Process PLS does 
not take into account process dynamics like mechanistic modelling 
approaches, knowledge about the kinetics of the process are not required 
for modelling. More details on the Process PLS method may be found in.13 
6.3.2 Demonstrator process 
The industrial production facility investigated is a well-controlled plant that 
produces milk protein powder from skim milk. The skim milk is heated, after 
which it is subjected to two precipitation steps. The resulting curd is washed, 
dissolved in an alkali solution, and finally dried to a powder. The critical 
product quality indicator for the protein powder is the mineral content, which 
should be as low as possible. More details on milk powder production can be 
found in the dairy processing handbook.16 
6.3.3 Data collection 
The data used in this study corresponds to three parallel production lines and 
three consecutive production years, and was not originally collected for 
other purposes than the current study. The data comprises 51 process 
variables, which are the same for the different production lines and are 
distributed across the processing steps as given in Table 6.1. All variables 
represent physical measurements, and not setpoints or production status 
values. Only data from effective production time was used in the current 
analysis. The variable representing the product quality is the mineral content 
mentioned earlier, which is measured at-line at a relatively low frequency 
(hourly basis). The variable on incoming milk is also measured at similar 
frequency. All other variables are process variables such as temperatures, 
pressures and flow rates, and are measured in- or on-line at high frequency. 
The specific identities of these variables will not be disclosed as they are not 
relevant for the conclusions in this paper. 
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Table 6.1: Number of samples and variables of the data collected for each of the three 
production lines, after synchronization and cleaning as explained in section 6.3.4. 
 
Dimensions Line A Line B Line C 
Samples 1569 560 924 
Variables 51 
 Milk 1 
 Heating 2 
 Precipitation 1 5 
 Precipitation 2 4 
 Washing 21 
 MeltMaking 7 
 Drying 10 
 Product 1 
 
6.3.4 Data preparation 
Because the process variables are measured at separate locations and at 
different time intervals, the collected data had to be synchronized to obtain 
a multivariate dataset that can readily be analyzed. The high-frequency 
process variables were synchronized to the low-frequency product quality 
variable using median-filtering with a 3 hours wide window, systematically 
selected as optimal synchronization.17 This method also allows for a small 
degree of process dynamics to be included in the modelling procedure, as 
each synchronized sample represents the measurements done in the three 
hours before its sampling time. Time-lags between individual process 
variables are not taken into account. For the relative low-frequency 
measurements on incoming milk, the most recent measured value was 
matched to each mineral content sample. Missing values can be and were 
present after the synchronization procedure, and were imputed by replacing 
them by the median of the values that were present.18 This was done per 
production line and per production variable. Outlying samples were 
detected per production line using the multivariate Hotelling’s 𝑇 - and 𝑄-
statistics calculated from PCA models explaining at least 70% variance of the 
autoscaled data. Samples for which at least one statistic was over three 
standard deviations removed from the median were removed.19 The number 
of samples obtained after the data collection, synchronization and cleaning 
are given in Table 6.1. 
6.3.5 Path modelling conditional to single operation conditions 
The first part of the study focused on investigating the effects of the individual 
production conditions separately on the process relationships. The three 
(multilevel) conditions that were explored are production line, production 
season and product quality. All data was for instance only separated 
according to the three production lines. For separating the data into seasons, 
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meteorological seasons were used as these are identical for each year. The 
mineral content values were used to separate the data into three relative 
product quality ranges. The boundaries of these ranges were set at the 1st 
and 2nd tertiles to ensure comparable sample sizes for all models, as is 
illustrated in Figure 6.2. As mentioned before, a low mineral content value 
indicates a high-quality production. 
 
 
Figure 6.2: Ranges for the product mineral content measurements used to separate the data 
based on product quality. 
 
Each data subset was individually modelled with Process PLS, using the same 
inner and outer model specification for each model. The directional 
relationships between the production steps that were estimated using 
Process PLS are illustrated in Figure 6.3. The inner model, shown in Figure 6.3, 
was specified according to two criteria introduced by van Kollenburg et al.9 
Firstly, relationships of each step on the subsequent step are included 
(counter-clockwise, starting from the top, in Figure 6.3). These represent the 
physical architecture of the plant and the flow of the process (piping). 
Secondly, direct relationships of each production step on the product-
variables and thus the product quality are included. The outer model, which 
relates the process variables to the different production steps, was specified 
based on the physical location of each process variables. The number of 
variables per step thus are reported in Table 6.1. 
The number of latent variables considered for each block/step was 
optimized using the default cross-validation procedure in the Process PLS 
implementation used (‘pathmodelr’). Before modelling, all individual process 
variables were autoscaled to have zero mean and unit standard deviation, 
after which the process variables are collectively but per step rescaled so 
that each step has a sum of squares of 1. This is the default procedure by 
pathmodelr. All remaining modelling settings were also kept at their default 
values. To estimate the precision of the modelled process relationships, each 
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Process PLS model was subjected to a non-parametric bootstrap with 200 
replicates.20 
 
 
Figure 6.3: Inner model specification used for path modelling of the milk protein powder 
production process. 
 
6.3.6 Path modelling on multiple production conditions 
For the second part of the study, the full data was separated on all 
production conditions at once, following a full factorial design. Each data 
subset was modelled using Process PLS, to calculate the process relationships 
for each possible combination of production conditions. Three-way ANOVA 
analyses were used to estimate the main and interaction effects of the 
production conditions on each separate process relationship and process 
variable weight.21 This allows for the investigation of interactions between the 
production conditions on the process relationships, for instance between 
production season and line. The boundaries for the quality ranges were, as 
before, set relatively at the 1st and 2nd tertiles. They were set per combination 
of line and season, to ensure sufficient samples in each experiment for 
reliable modelling. The design matrices for the experimental design and the 
sample sizes for each experiment (and thus Process PLS model) are shown in 
Table 6.S1 in the supplemental material. 
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The modelling and bootstrapping procedure for each data subset (full 
factorial design experiment) was identical to that used before while 
investigating the separate production conditions. The three-way ANOVA 
analyses were performed on the mean results found after bootstrapping. A 
False Discovery Rate (FDR) correction was applied to the 𝑝-values obtained 
with ANOVA using the method proposed by Benjamini and Hochberg to 
adjust for multiple testing errors.22 This because the relationships and 
dependencies identified with the proposed analysis may require further 
investigation by plant personnel, which is time and cost intensive. As such, 
false positives (type I) errors are more harmful and less desirable than false 
negatives (type II) errors. 
A schematic overview of the different data preparation, separation, 
modelling and interpretation steps performed as part of the presented study 
on conditional path modelling is shown in Figure 6.4. 
6.3.7 Software 
Data preparation was done using MATLAB R2017a.23 Modelling data with 
Process PLS was done in R, using the pathmodelr package version 0.1.2.24, 25 
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Figure 6.4: Schematic overview of the conditional path modelling analyses presented. 
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6.4 Results and discussion 
6.4.1 Path modelling conditional to single operation conditions 
Figures 6.5A-C show the primary modelling results found after partitioning the 
complete data only on either production line, production season or product 
quality range (respectively). Shown are the proportions of variance 
explained (𝑃 ) for each relationship in the inner model (as shown in Figure 
6.3). These values quantify the directional relationship between the 
production steps. Shown per relationship are the mean values over the 200 
bootstrapping replicates. The 99% confidence intervals are plotted as error 
whiskers but are for many results too small to discern. This indicates that the 
results have high precision and attests that Process PLS is a robust method for 
statistical modelling of industrial data. 
The results in Figure 6.5A-B give insights into the relationships within the 
process, and how they differ under various production conditions. Firstly, they 
show which relationships are overall strongest. For this process, the 
relationship from Prec1 to Prec2 is in general the strongest, irrespective of 
production line, season, or product quality range. These steps are likely 
strongly related because they have a similar function in the process. From all 
the production steps, Washing relates strongest to Product under most 
conditions. This indicates that Washing may be the most influential step for 
the product quality, and future optimization efforts should be directed to this 
step. Importantly, Milk in general only relates to Product. Though this may 
sound counter-intuitive, it indicates that variations in Milk do not influence the 
production quality. In turn, this supports the notion that the process is well-
controlled and that stable production quality is achieved despite raw 
material variations. 
Results from the conditional modelling show that the relationship between 
Prec1 and Prec2 is weaker for production line B than for the other production 
lines (Figure 6.5A). This indicates that the operation of Prec2 is less related to 
that of Prec1 in line B than in the other lines. Additionally, the relationship 
between Prec2 and Product is stronger for line B than for the other lines, 
indicating that variations in Prec2 are related to variations in Product. In a 
production process with a focus on constant quality, this results may be an 
important focus for follow-up investigations. 
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Figure 6.5A-C: Size of process relationships in terms of fractions of explained variance (P2), as 
found when using Process PLS modelling on either separate production lines (A), or production 
season (B), or product quality range (C). The bars represent the means and the whiskers 
represent the 99% confidence intervals over 200 bootstrap replicates. 
 
Separating the data only on production season (Figure 6.5B) reveals that the 
Prec1 relates stronger to Product in the winter, while Prec2 relates stronger to 
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Product in the summer. This indicates that the focus of process control is 
different for the seasons, for instance because seasonal variation manifested 
in the raw material or weather influences the Prec1 and Prec2 steps 
differently. This is supported by Prec1 → Prec2 being lower in summer and 
higher in winter. 
When looking at the different product quality ranges (Figure 6.5C), it is 
interesting that Washing → MeltMaking increases and MeltMaking → Drying 
decreases with decreasing product quality. This suggests that higher quality 
product is obtained when the operation of MeltMaking is more aligned with 
that of Drying (the step after it) than with that of Washing (the step before it). 
This should be further investigated, as it could indicate that aligning the 
MeltMaking settings with that of Drying instead of Washing leads to 
structurally higher production quality. 
The results in Figures 6.5A-C give already much insight into the process but 
understanding of the process can be augmented by evaluating the weights 
(𝑅) of the process variables in the Process PLS models. As an example, Figure 
6.6 shows the weights for the variables corresponding to Prec1 and Prec2 in 
the models obtained after separating the data on production line alone. 
These weights represent the contributions of the process variables on the 
latent variables of their respective block. As previously discussed, the 
relationship between Prec1 to Prec2 is weaker for line B than for lines A and 
C (Figure 6.5A). Because Prec2 V2 has a particular high weight in the model 
of line B, plant operators and engineers could be advised to investigate the 
operation of this variable further. It likely has a characteristic behavior unique 
in line B that causes the operation of Prec2 to be less related to Prec1 which, 
as discussed earlier, may influence the product quality. 
This example illustrates how variable weights should be interpreted, and how 
investigating these may aid process operators and engineers in optimizing 
monitoring and control of a production plant. The variable weights can 
provide much more information, but discussing all of them for the process in 
this paper is of limited value, as their identities are disclosed. The weights of 
all variables for all models are given in the supplementary materials in Figures 
6.S1A-C for the interested reader but are not discussed further here. 
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Figure 6.6: Weights (R) of the process variables of Prec1 and Prec2 in the different Process PLS 
models trained per production line. The bars represent the means and the whiskers represent 
the 99% confidence intervals over 200 bootstrap replicates. 
 
6.4.2 Path modelling conditional to multiple operation conditions 
Figure 6.7 displays the results of analyzing each combination of the three 
production conditions according to a full-factorial experimental design with 
the same Process PLS model and analyzing variations in the model 
parameters using an ANOVA. Note that this experimental design is applied 
to data that is already measured, and that no further measurements are 
collected according to that design. As many (Process) PLS models are 
calculated during this experiment, it should be noted that the computation 
time for obtaining the results as presented in this manuscript is around 18 
minutes when using a desktop computer with an Intel Core i7-7900K 
processor. Although significant, this computation time should not be limiting 
for the use of the proposed methodology as a tool for off-line exploration of 
historical data. 
Shown in Figure 6.7 are the FDR-corrected 𝑝-values of each three-way 
ANOVA that was performed per modelled process relationship size (in terms 
of mean explained variance, 𝑃 , over bootstrap replicates). These results thus 
represent the inner path model. The 𝑝-values quantify the probability of the 
relationships sizes being identical regardless of a certain condition (e.g. 
‘Line’) or interaction of conditions (e.g. ‘Line*Season’). Thus, a very low 𝑝-
value indicates that that relationship is significantly different for at least one 
(combination of) production conditions. This visualization offers a 
comprehensive view of the conditional path modelling results while also 
quantifying statistical significance as it is not subjective to visual 
interpretation. 
The results of the first part of the study (discussed above) showed that the 
individual production conditions do effect the process relationships. The 
results in Figure 6.7 confirm such primary effects. All but three process 
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relationships are, for instance, different for at least one production line. The 
ANOVA results however also show that there are many interactions of these 
production conditions. The relationship size of MeltMaking to Drying is for 
instance dependent on both the production season and line individually (𝑝-
values < 0.01), but there is also a significant interaction of these two operation 
conditions for that relationship. This indicates that the relationship size 
between MeltMaking and Drying not only differs for the seasons, but that the 
way in which they differ for the seasons in turn also differs for the production 
lines. 
 
 
 
Figure 6.7: FDR-corrected 𝑝-values obtained by performing three-way ANOVA on the fractions 
of explained variance (P2) found with Process PLS according to the full factorial conditional 
path modelling approach. A low 𝑝-value signifies a low probability that the process relationship 
size is comparable under different (combinations of) production conditions. 
 
The results found for Prec1 → Prec2 when separating the data on single 
conditions, which were elaborately discussed in section 6.4.1, seem to 
contradict the main effects for the single conditions found with ANOVA when 
separating the data on all conditions. Prec1 → Prec2 was concluded to be 
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different for the production lines and seasons (Figures 6.5A and 6.5B), but 
these conditions show relative high 𝑝-values for Prec1 → Prec2 in Figure 6.7 
(0.13 and 0.7, respectively). The results in Figure 6.7 thus suggest that Prec1 → 
Prec2 is not likely different for at least production line or for at least one 
production season. Such apparent contradictions are caused by the 
interactions of the production conditions: the ANOVA results do suggest a 
large interaction between production line and season, signified by a relative 
low 𝑝-value (<0.01). This means that the production line and season are 
affecting this relationship, but that they are not doing so independently. Such 
information is highly valuable, as future efforts to make this step more robust 
against seasonal variations should thus be done per production line.  Being 
able to quantify such interactions underlines the value of conditional path 
modelling while separating the data on all combinations of production 
conditions. 
Figure 6.8 gives the results of the three-way ANOVAs performed on the 
individual process variable weights (𝑅, averaged over bootstrap replicates), 
when modelling the data while separated on all production conditions 
simultaneously (full-factorial). These 𝑝-values are also FDR-corrected. The 
results represent the outer path model and can be similarly interpreted as the 
results in Figure 6.7, and supplement those results to extract more process-
specific information. For instance, the relationship size of Washing to Product 
was found to be relatively strong in general (Figures 6.5A-C), and was found 
to be highly dependent on the production line (Figure 6.7). This makes 
Washing an interesting step to investigate further, or even experiment with. 
That analysis could then be advised to focus on variable Washing V1, of 
which the operation is dependent on the production line alone, but also on 
the interactions of both the production season and quality range with the 
production line. This variable is thus likely largely responsible for the 
dependencies of Washing → Product on the production conditions. This 
observation and the ones discussed above exemplify the insight that 
conditional path modelling gives into the relationships within a production 
process. Much more process-specific information can however still be 
extracted from these results, especially by or while consulting with process 
operators and engineers that are experienced in controlling the process in a 
daily basis. 
 
183 
6 
 
 
Figure 6.8: FDR-corrected 𝑝-values obtained by performing three-way ANOVA on the process 
variable weights (R) found with Process PLS according to the full factorial conditional path 
modelling approach. A low 𝑝-value signifies a low probability that the process variable weight 
is comparable under different (combinations of) production conditions. 
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For this demonstration, data was available for each combination of 
production conditions, but this may not necessarily hold for other production 
facilities. One parallel line may for instance never be used during winter, 
leading to a missing experiment in the design. In such cases, ANOVA may still 
be used to analyze the modelling results, but Type I sums of squares should 
be used rather than Type III sums of squares. Alternatively, if including an 
operation condition causes too many missing experiments, it may be better 
to remove it altogether from the analysis. A parallel line that is only used 
during winter is for instance less insightful to include, and could be excluded 
from the analysis. Another solution could be to adapt the Process PLS model 
specification, and include the operation condition as a process variable. It 
should furthermore be ensured that enough samples are present for each of 
the experiments to enable a reliable estimation of the process relationships 
with Process PLS for the corresponding combination of production conditions. 
A minimum of 30 samples is used for the demonstration given and is 
advisable, but the robustness of the fitted process relationships should in any 
case be assessed by analyzing the bootstrapping results, as the minimum 
number of samples required will be process-specific. 
6.5 Conclusion 
This study presented a systematic approach for conditional path modelling 
of industrial production data using Process PLS, and demonstrated its value 
for a milk powder production facility. The approach consists of separating 
historical data based on one or more operation conditions, and modelling 
and comparing each of those datasets. This can be used to investigate how 
the statistical relationships between the production steps of a plant vary for, 
for instance, different production lines, seasons and quality ranges, and 
which of the measured process variables in those steps are most correlated 
to this behavior. An unprecedented high level of process expert knowledge 
on the structure and operation of the plant can thus be incorporated in the 
analysis of large historical datasets. Results for conditional modelling on a 
single production condition at a time and on all production conditions 
simultaneously were presented. The latter requires more data for stable 
modelling, was shown to be preferred as it allows for the quantification of 
interaction effects of the production conditions on the process relationships.  
Such interactions were present for the demonstrator process, and interpreting 
them gave a very detailed insight into the plant operation. These insights can 
both confirm and expand the current understanding of the process. This is of 
high value to process operators and engineers, who can use this improved 
understanding to pinpoint shortcomings in the current process monitoring 
 
185 
6 
and control strategy. Although only demonstrated on a continuous process 
in the current work, conditional path modelling may also be of great value 
to (batch-like) processes with multiple production stages by considering 
those stages as a production condition. Ultimately, conditional path 
modelling can help in making production plants less prone to variations in 
external operating conditions, and in increasing product quality even for 
production plants that are already considered well-controlled. 
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6.7 Supplementary materials 
Table 6.S1: Experimental design used to evaluate (interaction) effects of production line, 
season and quality range on process relationships. 
 
Exp. Line Season Quality range Samples 
1 A Spring Low 135 
2 A Spring Medium 134 
3 A Spring High 135 
4 A Summer Low 130 
5 A Summer Medium 131 
6 A Summer High 132 
7 A Autumn Low 129 
8 A Autumn Medium 129 
9 A Autumn High 130 
10 A Winter Low 109 
11 A Winter Medium 109 
12 A Winter High 109 
13 B Spring Low 42 
14 B Spring Medium 43 
15 B Spring High 42 
16 B Summer Low 30 
17 B Summer Medium 31 
18 B Summer High 30 
19 B Autumn Low 52 
20 B Autumn Medium 51 
21 B Autumn High 52 
22 B Winter Low 53 
23 B Winter Medium 53 
24 B Winter High 53 
25 C Spring Low 72 
26 C Spring Medium 76 
27 C Spring High 76 
28 C Summer Low 74 
29 C Summer Medium 72 
30 C Summer High 75 
31 C Autumn Low 73 
32 C Autumn Medium 73 
33 C Autumn High 73 
34 C Winter Low 73 
35 C Winter Medium 73 
36 C Winter High 73 
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Figure S1A-C: Process variable weights (R) in the different Process PLS models trained per 
product quality range. The results shown are the mean values and 99% confidence intervals 
over 200 bootstrap replicates. 
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Summary, conclusions and future 
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7.1 Summary 
Industrial processes require continuous optimization to be environmentally 
and economically sustainable. The analysis of plant production data for 
either real-time monitoring and control or explorative studies for process 
optimization and intensification, is a key enabler for such innovations. In this 
thesis I have shown that data throughout the entire ontology, including 
physical measurements, such as temperature, pressures, flow rates, 
concentrations and spectroscopic data, but also production scheduling 
information and plant design schemes, are invaluable to reach process 
sustainability within economic constraints (or even increased profits) and 
production consistency. The thesis demonstrates furthermore that the full 
potential of these different data types is only exploited when quantitatively 
integrated into one cyber-physical system, which is the main ambition of 
Industry 4.0. The requirement for data integration and the technical 
advances that allow for the unprecedented high volumes of data to be 
collected pose a major challenge for production data analysis. Process 
operators and engineers are currently overwhelmed by the continuous and 
dispersed streams of incoming data, restricting their ability to optimize the 
process further. There is therefore a need for improved multivariate methods 
and strategies that can comprehensively extract process-specific 
information from modern-day production data, while integrating expert-
knowledge of the plant from process operators and engineers. These 
improvements may regard the collection, integration, preparation or 
modelling of data, the interpretation to obtain new process understanding, 
or the application of that understanding to optimize production. 
Chemometrics specializes in extracting relevant information from multivariate 
chemical data, and plays a central role in these improvements. As discussed 
in Chapter 1, the work presented in this thesis seeks to provide and 
demonstrate such improvements, in particular regarding the following three 
topics: 
1. Dynamic synchronization for integrating data from different sources 
into one matrix 
2. Batch-invariant formulation of control spaces for batch production 
analysis 
3. Path modelling for comprehensively analyzing industrial data in 
physical context 
Chapter 2 critically and systematically compared different methods 
available for dynamically synchronizing different data sources. This step is 
relevant due to the increased desire for integrating different data sources 
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that are potentially collected asynchronously, but is limitedly addressed in 
current literature. Different methods were applied to asynchronous data from 
an example industrial production, while developing a soft-sensor that 
predicts the production quality from process variables measurements. The 
methods compared are linear, cubic spline, nearest value and previous 
value interpolation, and mean and median filtering over a window with 
varying width and placement. Some originate from very different domains 
than Industry 4.0, such as bioinformatics for which the quantitative issues are 
strongly aligned with those in process industry. Shown was that the choice in 
synchronization method greatly affects the accuracy of the soft-sensor, and 
thus the amount of information extracted from the data. The optimal 
synchronization method was found to be median filtering using a 168-minute 
wide window placed before the target times of synchronization. This method 
is not yet reported in literature for synchronizing data, and yielded a 
validated accuracy of r=0.68. This accuracy is higher than that obtained with 
the current methods most commonly built-in production data management 
system, which are linear interpolation (r=0.59) and previous value 
interpolation (r=0.58). The preference for windows wider than the throughput 
time of the process (around 30 minutes) furthermore suggested that changes 
in a process may affect the product quality longer than the total throughput 
time. 
Chapter 3 extended the work on dynamic synchronization by presenting a 
strategy for automatically optimizing the synchronization of individual process 
variables, while also considering missing data imputation and outlier removal. 
The strategy was demonstrated for soft-sensor development, but can be 
used for any type of modelling. In contrast to the work presented in Chapter 
2, this strategy finds the best optimization method per individual process 
variable. It first finds the best universal method, and then iteratively re-
considers all synchronization methods for each variable. The same 
synchronization methods as in Chapter 2 are used, but fewer window widths 
and more window placements were considered for mean and median 
filtering. The strategy was demonstrated for five individually modelled 
production lines of two different production processes. Optimizing the 
synchronization per variable rather than for all variables together increased 
the validated 𝒓 between 0.09 and 0.14. The choice in optimal synchronization 
method was found to depend on the production process, production line 
and on the process variable, and signifies the need to optimize each 
production line and variable individually. 
Chapter 4 addressed the issue of real-time endpoint detection of batch 
reactions, and introduced a new method for doing so that is designed to be 
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more robust against batch-to-batch variations than current alternative 
methods. This gives more freedom in adapting the production settings to 
meet customer wishes while maintaining analysis accuracy. The approach, 
named ENdpoint Detection using Batch-specific cOntrol Spaces of 
Spectroscopic data (ENDBOSS), monitors the Hotelling 𝑇2- or 𝑄-statistic 
calculated from PCA models calibrated on on-line spectroscopic data. 
Instead of using a collection of historic batches as control space, it uses the 
first few hours of a batch as control space for that specific batch. Spectral 
data preprocessing is used to reduce batch-to-batch variation further. The 
settings for ENDBOS need to be optimized per production process, for which 
an approach is proposed and demonstrated for three industrial reactions 
with high batch variations. The validated endpoint detection accuracies are 
𝑟=0.96, 𝑟=0.80 and 𝑟=0.18. The low performance of the third reaction is likely 
due to too few batches being available for optimizing the settings. ENDBOSS 
is furthermore shown to outperform the most similar alternative method in 
current literature, which yielded detection accuracies of 𝑟=0.05, 𝑟=0.65 and 
𝑟=-0.38, respectively. 
In Chapter 5, a novel method for path analysis or multiblock data named 
Process PLS was presented and demonstrated. Quantifying the statistical, 
directional relationships between different production steps provides a highly 
interpretable model that gives insight in the structure of the process. Process 
PLS is better suited for estimating such relationships than the current 
alternatives because it can model multiple latent variable per production 
step, suffers less from multicollinearity, does not suffer from sign ambiguity, 
and does not require any form of hierarchy to be imposed on the production 
steps modelled. An implementation of the Process PLS method is freely 
available as the R-package ‘pathmodelr’. The method is elaborately 
demonstrated on two industrial datasets and on one wine-testing dataset 
that is not industrial, but that is considered a benchmark for testing multiblock 
methods. For all data sets, Process PLS produced models that fit the data 
better and quantify the relationships between the data blocks more robustly 
than the relevant alternative methods. 
Chapter 6 presented an approach for quantifying how the process 
relationships as estimated by Process PLS are dependent on operating 
conditions such as production line, production season and product quality 
range. This extends the idea of maximizing interpretability of statistical 
modelling by including more information on the structure of the data and 
plant. A large historical dataset from an example production plant was 
separated into multiple subsets on either a single or multiple (using a full-
factorial design) production conditions. Process PLS models were calculated 
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for each data subset and were compared, either directly (in case of 
separating on a single condition) or using ANOVA (in case of separating on 
multiple conditions). Both the main and interaction effects of the production 
conditions on the process relationships and underlying variables were 
statistically quantified. It was demonstrated how such results can be 
interpreted and provide an unprecedented insight into the daily operation 
of a production plant. It was furthermore exemplified how these insights can 
contribute to further industrial production optimization. 
7.2 Concluding remarks 
Multivariate statistical analysis of production data is key for optimizing 
industrial processes toward maximum environmental and economical 
sustainability. The current methods for production data analysis are 
challenged by the large high-resolution data streams that modern 
technology has enabled, and that have to be comprehensively analyzed. In 
this thesis, it is demonstrated that domain knowledge translated into 
qualitative model constraints and other aspects provide highly resource-
effective and invaluable gains in predictability and controllability of 
chemical processes. Dynamically synchronizing the measurement times for 
data from multiple sources is one major challenge for data integration. The 
choice in synchronization method largely affects the accuracy of a statistical 
model of the data, and the methods most commonly used by data 
management systems are suboptimal. The choice in synchronization method 
has to be carefully made as it may depend on the production process, 
production line and process variable. A strategy for optimizing the dynamic 
synchronization of individual variables for any production process is therefore 
developed. Batch-wise productions should be accommodative to recipe 
changes, but the resulting batch-to-batch variations can limit the ability to 
accurately monitor key production features such as batch completion. 
ENDBOSS is developed as a PCA-based method for endpoint detection that 
uses the start of a batch as control space for that specific batch to be more 
robust against batch variation, and outperforms current alternative methods. 
For maximum value, industrial data analysis should provide results that can 
be readily placed in physical context of the plant. Path modelling is therefore 
relevant for industry, but current methods are mathematically suboptimal for 
analyzing industrial data. Process PLS is developed as and demonstrated to 
be a superior path analysis method that produces more accurate and robust 
models on industrial data. The relationships within a production process as 
quantified with Process PLS are dependent on the production conditions, 
and an approach for quantifying and interpreting these dependencies in 
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context of daily plant operation is presented. The works presented in this thesis 
relate to different aspects of industrial data analysis that may not be relevant 
to every production process. They will however improve current data analysis 
routines overall, and enable more sustainable industrial processing. All work 
presented in this thesis was done in close collaboration with experts of the 
respective plants, underlining the value of including them in the process of 
industrial data analysis. 
7.3 Future perspective 
Chapters 2 and 3 of this thesis addressed the data integration issues caused 
by asynchronous data collection. This issue is inherently present due industrial 
production data being nearly always highly dynamic. However, for all the 
work presented, the synchronization of data was optimized for modelling with 
PCA (for outlier detection) and PLS (for soft-sensoring). Both methods are 
widely used for these purposes, but are not dynamic in the sense that they 
do not model autocorrelation of the observations. It is therefore interesting 
to, with the strategy presented in Chapter 3, optimize the synchronization 
while using dynamic regression models that do take into account 
autocorrelation. This can be achieved by using, for instance, lagged 
variables modelling, a dynamic filter or recursive model updating.1-3 Such 
methods may be able to capture some of the dynamics that are currently 
captured by the synchronization, in particular when window-filtering is used, 
and will thus affect the synchronization optimization. 
The use of PCA and PLS is furthermore limiting as they can only model linear 
correlations between the process variables. Process variables often show 
non-linear relationships, and research should therefore be done on 
optimizing dynamic synchronization for non-linear modelling methods, and 
investigating how those methods are affected by the choice in 
synchronization. An example of such a method is kernel PLS.4 Because 
including nonlinearity increases model complexity, it should be ensured that 
a completely independent outer validation layer remains present, and that 
the models remain interpretable. The benefit of automated dynamic 
synchronization should also be explored specifically when using deep 
learning methods for data modelling. This is relevant because, as mentioned 
in section 1.5, these methods are becoming more relevant also in industry 
due to recent efforts to increase their interpretability.5 
The dynamic synchronization work is only demonstrated for synchronizing 
process variables to product quality measurements. Because on-line 
spectroscopic data is become more common in industry, synchronizing 
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spectral data to product quality data should be investigated. In case both 
spectral data and process variables are present, a multiblock regression 
method such as SO-PLS and/or PO-PLS could be used.6 This is interesting 
because spectral measurements are either present for all variables or for 
none, and because spectral variables are generally stronger mutually 
correlated than process variables. The optimal methods for the different 
spectral variables should therefore be more similar than for different process 
variables. The noise level of spectral data over time is also typically different 
than that of process variables, which may also influence the optimal 
synchronization method. To use the strategy in Chapter 3 for spectroscopic 
data, inclusion of spectra data preprocessing steps should be considered. 
The work in Chapters 2 and 3 only relates to correcting for asynchronous data 
collection. Data may however also be misaligned due to variables being 
differently delayed as they are measured at different stages of the process. 
If the total processing time is 30 minutes, then a quality measurement at the 
end should aligned with a temperature measurement at the process start of 
30 minutes earlier and not at the same time. All process variables should thus 
be shifted according to their delays, which is challenging as the delay 
depends on the variable location and the production rate. Work on 
automated variable delay selection is available 7, 8, but future work should 
investigate how correcting for delays affects dynamic synchronization 
optimization as addressed in Chapter 2 and 3 (which remains a relevant step). 
The ENDBOSS method introduced in Chapter 4 is demonstrated to be well 
suited for endpoint detection in real-time on spectroscopic data.  Its use for 
prediction endpoints (before they happen) is however not yet investigated. 
One option for doing so is to fit a polynomial on the trajectories of the 
Hotelling 𝑇 - or 𝑄-statistic as found for the historical batches used to optimize 
ENDBOSS. These trajectories should not vary too much between batches, as 
this is essentially an assumption made by ENDBOSS. For an incoming batch, 
the trajectory of the samples collected so far can be compared to the fitted 
exponential to estimate the fraction of batch completion, and thus the 
remaining batch time. 
ENDBOSS is furthermore developed and demonstrated for on-line 
spectroscopic data, but the concept of using the start of a batch as a batch-
specific control space should also work for productions that only measure 
process variables such as temperatures and pressures. Investigating if 
ENDBOSS is also accurate for modelling process variables can increase the 
scope of the method. As spectral data preprocessing is irrelevant for process 
variables, more robust modelling be obtained as fewer parameters require 
optimization. 
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Although Process PLS, as introduced in Chapter 5, is designed to be especially 
suitable for modelling industrial data, it can model only linear relationships in 
the data. As mentioned earlier, process variables often show nonlinear 
relationships, and a nonlinear adaptation of Process PLS may therefore allow 
for an even better description of the data. One approach could be to 
optimize the transformation for each individual variable, but this is 
challenging as there might be no one optimal transformation. A variable may 
for instance be linearly related to another variable, but exponentially related 
to a third variable. Another possible approach is to adapt Process PLS to 
model the mutual information rather than the correlation.9 Any of these 
adaptations should however not reduce the interpretability of the models, as 
this is the key merit of path modelling. 
Process PLS is so far only demonstrated for exploratory analysis of industrial 
data, but it should also be valuable to perform process monitoring with 
Process PLS. Incoming data can be projected in a path model calibrated on 
historical data from normal operating conditions, to facilitate real-time 
process monitoring of the process relationships. Defining control limits for the 
relationships can allow for fault detection and, because the model relates 
directly to the plant structure, easy fault identification. 
In Chapter 6 the effects of operating conditions on process relationships were 
estimated, but it should also be investigated how the operating conditions 
affect the process steps themselves. To do this, the production conditions 
could be included as measured variables to the path model. Each condition 
should then form a single block, and the inner path model should be defined 
to estimate the relationships of interest between the conditions and the 
production steps. By including relationships between the operation 
conditions blocks, their interactions can be investigated. Such an analysis 
may increase process understanding even more by providing yet another, 
complementary view. 
Finally, the work in this thesis focused mainly on improving methods for 
explorative analysis or real-time monitoring of industrial data, but future work 
should also focus on improving statistical methods for integrated production 
data for real-time control of processes. Soft-sensors, for instance, are able to 
detect when and identify why the production quality is out of specification, 
but they can also be used to formulate a control action that will return the 
production quality in specification. The calibrated regression vector of the 
model is then used to find a new set of production settings that is as closest 
to the current settings as possible, but that would return in-specification 
product. Approaches for such model inversion are already established within 
industry.10, 11 It should however be investigated if these approaches are also 
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viable as Industry 4.0 technology, as integrating many data sources 
challenges them by increasing the search space for the process settings. 
In summary, future work on the topics addressed in this thesis should focus on 
the following: 
 Investigating the effects of (automated) dynamic synchronization on 
modelling accuracy when using dynamics models, non-linear 
models, spectroscopic data and/or automated variable delay 
correction 
 Investigating how ENDBOSS performs for prediction of endpoints 
rather than detection, and how it performs when modelling process 
variables instead of spectral data 
 Developing a non-linear adaptation of Process PLS 
 Investigating how operation conditions affect process steps as 
modelled with Process PLS, rather than process relationships 
 Improve statistical methods for real-time control while integrating 
many data sources  
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Nederlandse samenvatting 
Industriële productieprocessen moeten continu geoptimaliseerd worden om 
milieuvriendelijk en economisch duurzaam te zijn. De sleutel tot zulke 
optimalisaties is het analyseren van productiedata, zodat de fabriek terwijl 
het proces gaande is gevolgd en gecontroleerd kan worden. Relevante 
databronnen hiervoor zijn onder andere fysieke metingen, zoals 
temperaturen en drukken, en spectroscopische data, maar ook 
dienstroosters en ontwerpschema’s van de fabriek. In dit proefschrift toon ik 
dat al deze databronnen van onschatbare waarde zijn om de 
duurzaamheid van een proces waarborgen zonder dat de 
productiekwaliteit en winstgevendheid gecompenseerd hoeft te worden, en 
soms zelfs verhoogd kunnen worden. De potentie van deze verschillende 
databronnen wordt echter pas volledig benut wanneer ze geïntegreerd 
worden in één cyber-fysiek systeem, wat dan ook de hoofddoelstelling is van 
Industrie 4.0. De vraag naar data-integratie samen met de technische 
ontwikkelingen die het mogelijk maken om ongekende grote volumes data 
te meten vormen echter een enorme uitdaging voor het analyseren van 
productiedata. Procesoperators en ingenieurs worden op dit moment 
overweldigd door de continue en verdeelde stromen van inkomende data, 
wat hun vermogen om het proces verder te optimaliseren beperkt. Er is 
daarom een behoefte aan verbeterde multivariate methoden en 
strategieën die proces-specifieke informatie uit hedendaagse 
productiedata kunnen extraheren, en expertise van het proces van 
fabriekspersoneel daartoe benutten. Zulke ontwikkelingen kunnen het 
verzamelen, integreren, voorbewerken of het modeleren van de data 
betreffen, maar ook het interpreteren van data om nieuwe inzichten in het 
proces te verkrijgen, en het toepassen van die inzichten om het proces te 
optimaliseren. Chemometrie specialiseert zich in het extraheren van 
relevante informatie uit multivariate data, en speelt een centrale rol in deze 
ontwikkelingen. Het werk gepresenteerd in dit proefschrift tracht, zoals 
aangegeven in Hoofdstuk 1, zulke ontwikkelingen te geven en de 
demonstreren. Dit in het bijzonder met betrekking tot de volgende drie 
onderwerpen: 
1. Dynamische synchronisatie voor het integreren van verschillende 
databronnen in één matrix 
2. Batch-invariant formuleren van controleruimtes voor analyse van 
batch producties 
3. Pad modellering voor grondige en inzichtelijke analyse van industriële 
data in fysieke context 
 
208 
Hoofdstuk 2 geeft een kritische en systematische vergelijking van 
verschillende beschikbare methodes voor het dynamisch synchroniseren van 
verschillende databronnen. Deze stap is relevant door de verhoogde vraag 
naar het integreren van verschillende databronnen die mogelijk asynchroon 
(op andere meettijden en met andere meetfrequenties) gemeten worden, 
maar is beperkt besproken in de huidige literatuur. Verschillende methoden 
worden toegepast op asynchrone data van een industrieel 
voorbeeldproces, als onderdeel van de ontwikkeling van soft-sensors die de 
productiekwaliteit statistisch voorspellen van gemeten proces variabelen. De 
methoden die vergeleken worden zijn lineaire, kubische spline, 
dichtstbijzijnde waarde en vorige waarde interpolatie, en gemiddelde- en 
mediaanfiltering over een venster met variërende breedte en plaatsing. 
Getoond wordt dat de keuze in synchronisatiemethode een grote invloed 
heeft op de nauwkeurigheid van de soft-sensor, en dus op de hoeveelheid 
informatie die uit de data geëxtraheerd kan worden. De optimale 
synchronisatiemethode blijkt mediaanfiltering te zijn, met een venster van 
168-minuten dat geplaatst wordt voor de doeltijd. Deze methode is nog niet 
genoemd in literatuur over data synchronisatie, en geeft een gevalideerde 
nauwkeurigheid van r=0.68 (Pearson correlatie tussen voorspelling en 
referentie). Dit is aanzienlijk hoger dan de nauwkeurigheden behaald met 
lineaire en vorige waarde interpolatie (r=0.59 en r=0.58, respectievelijk), wat 
op dit moment de meest ingebouwde methoden zijn in productiedata 
managementsystemen. De voorkeur voor vensters groter dan de totale 
doorlooptijd van het proces (welke ongeveer 30 minuten is) suggereert 
verder dat de verandering in het proces de productiekwaliteit langer kunnen 
beïnvloeden dan de doorlooptijd. 
Hoofdstuk 3 borduurt voort op werk over dynamische synchronisatie, en 
introduceert een strategie voor het automatische optimaliseren van de 
synchronisatie van individuele procesvariabelen. Deze strategie neemt het 
imputeren van missende data en het verwijderen van uitbijters in acht tijdens 
het optimaliseren. De strategie wordt gedemonstreerd als toegepast voor 
soft-sensor ontwikkeling, maar kan gebruikt worden voor elk type 
datamodellering. In tegenstelling tot het werk gepresenteerd in Hoofdstuk 2 
vindt deze strategie de beste synchronisatiemethode voor elke individuele 
procesvariabele. Eerst wordt de methode gevonden die universeel voor alle 
variabelen het beste resultaat geeft, waarna alle methoden iteratief 
heroverwogen worden voor elke variabele apart. Dezelfde 
synchronisatiemethoden als in Hoofdstuk 2 worden gebruikt, maar minder 
vensterbreedtes en meer vensterplaatsingen voor gemiddelde- en 
mediaanfiltering worden overwogen. De strategie wordt gedemonstreerd 
voor vijf apart gemodelleerde productielijnen van twee verschillende 
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productieprocessen. Het optimaliseren van de synchronisatie per individuele 
variabele in plaats van voor alle variabelen samen verhoogt de 
gevalideerde r tussen 0.09 en 0.14. De keuze in optimale 
synchronisatiemethode blijkt verder afhankelijk te zijn van het 
productieproces, de productielijn en de procesvariabele. Dit onderstreept 
de noodzaak om de synchronisatie van elke productielijn en 
procesvariabele individueel de optimaliseren. 
Hoofdstuk 4 betreft de eindpuntdetectie van batch reacties gedurende de 
productie, en introduceert een nieuwe methode om dat te doen die 
ontworpen is om meer robuust te zijn tegen variaties in de batches dan dat 
de huidige alternatieve methoden zijn. Dit geeft meer vrijheid in het 
aanpassen van de productie-instellingen om de wensen van klanten 
tegemoet te komen, zonder verlies van productkwaliteit en -efficiëntie. De 
methode, genaamd Endpoint Detection using Batch-specific cOntrol 
Spaces of Spectroscopic data (ENDBOSS), volgt de Hotelling T^2- of Q-
statistiek welke berekend wordt van PCA-modellen gekalibreerd op 
spectroscopische data direct gemeten op de reactor. In plaats van dat een 
verzameling historische batches wordt gebruikt als controleruimte ter 
vergelijking om het eindpunt te bepalen, gebruikt deze methode de eerste 
paar uren van productie als controleruimte voor de batch in kwestie. 
Spectrale data voorbewerking methoden worden gebruikt om de variaties 
tussen de batches verder te reduceren. De instellingen voor ENDBOSS 
moeten geoptimaliseerd worden per productieproces, waarvoor een 
strategie is voorgesteld. Deze optimalisatiestrategie wordt gedemonstreerd 
voor drie industriële reacties met grote batch variaties. De gevalideerde 
eindpuntdetectie nauwkeurigheden zijn r=0.96, r=0.80 en r=0.18. De lage 
nauwkeurigheid voor de derde reactie is waarschijnlijk vanwege het lage 
aantal batches dat beschikbaar is voor het optimaliseren van de ENDBOSS-
instellingen. Verder wordt getoond dat ENDBOSS beter presteert dan de 
meest vergelijkbare alternatieve methode in de huidige literatuur, welke 
detectie nauwkeurigheden geeft van respectievelijk r=0.05, r=0.65 en r=-0.38 
voor de drie reacties. 
In Hoofdstuk 5 wordt een nieuwe methode voor pad analyse van multi-blok 
data geïntroduceerd, genaamd Process PLS. Het kwantificeren van de 
statistische, directionele relaties binnen verschillende productiestappen 
geeft een zeer interpreteerbare statistische beschrijving van de data dat 
inzicht geeft in de structuur van het proces. Process PLS is beter geschikt om 
zulke relaties te berekenen dan de huidige alternatieve methoden, omdat 
het meerdere latente variabelen per productiestap kan modelleren, minder 
last heeft van multicollineariteit, geen last heeft van teken onzekerheid en 
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geen vorm van hiërarchie gelegd op de productiestappen nodig heeft. Een 
implementatie van Process PLS is vrij beschikbaar als het R-pakket 
‘pathmodel’. De methode wordt uitgebreid gedemonstreerd op twee 
industriële datasets en op een wijnproef-dataset welke niet industrieel is, 
maar welke wel een standaard is voor testen van multi-blok methoden. 
Process PLS produceert, voor elk van de drie demonstraties, modellen die de 
data beter beschrijven en de relaties tussen de datablokken meer robuust 
beschrijven dan de relevante alternatieve methoden. 
Hoofdstuk 6 presenteert een strategie voor het kwantificeren van hoe de 
procesrelaties berekend door Process PLS afhankelijk zijn van 
productieomstandigheden zoals productielijn, productieseizoen en 
productiekwaliteit. Dit breidt het idee uit van het maximaliseren van 
interpreteerbaarheid van statistische modellen door meer informatie over de 
structuur van de data en fabriek toe te voegen. Een grote dataset van een 
voorbeeldproces wordt verdeeld in verschillende subsets volgens één of 
meerdere (met een full-factorial ontwerp) productieomstandigheden. 
Process PLS-modellen worden berekend voor elke data subset en worden 
vergeleken, ofwel direct (wanneer de data verdeeld is volgens één 
omstandigheid), of met ANOVA (wanneer de data verdeeld is volgens 
meerdere omstandigheden). Zowel de hoofd- als interactie-effecten van de 
productieomstandigheden en van de onderliggende procesvariabelen 
worden statistisch gekwantificeerd. Gedemonstreerd wordt hoe deze 
resultaten geïnterpreteerd kunnen worden en hoe ze een ongekend inzicht 
geven in het dagelijks functioneren van een fabriek. Verder wordt toegelicht 
hoe zulke inzichten bij kunnen dragen aan verdere optimalisatie van de 
productie. 
De werken gepresenteerd in dit proefschrift betreffen verschillende aspecten 
van industriële data-analyse, welke niet van toepassing zullen zijn tot elk 
productieproces. Ze zullen echter algemeen bijdragen aan de huidige 
routines voor productiedata analyse, en zullen meer duurzame industriële 
productie in staat stellen. Tot slot is al het gepresenteerde werk verricht in 
nauwe samenwerking met experts van de respectievelijke fabrieken en 
processen. Dit onderstreept de waarde van het betrekken van zulke 
expertise bij het analyseren van industriële productiedata. 
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