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Abstract—This paper formulates the polar-code construction
problem for the successive-cancellation list (SCL) decoder as a
maze-traversing game, which can be solved by reinforcement
learning techniques. The proposed method provides a novel
technique for polar-code construction that no longer depends
on sorting and selecting bit-channels by reliability. Instead,
this technique decides whether the input bits should be frozen
in a purely sequential manner. The equivalence of optimizing
the polar-code construction for the SCL decoder under this
technique and maximizing the expected reward of traversing
a maze is drawn. Simulation results show that the standard
polar-code constructions that are designed for the successive-
cancellation decoder are no longer optimal for the SCL decoder
with respect to the frame error rate. In contrast, the simulations
show that, with a reasonable amount of training, the game-based
construction method finds code constructions that have lower
frame-error rate for various code lengths and decoders compared
to standard constructions.
I. INTRODUCTION
Polar codes can achieve the capacity of any binary-
input symmetric channel with low-complexity encoding and
successive-cancellation (SC) decoding algorithms when the
code length tends towards infinity [1]. These codes were
recently adopted in the control channel of the enhanced
mobile broadband (eMBB) scenario for the fifth genera-
tion mobile-communications 5G standard, which requires
codes with short block lengths [2]. Since SC decoding
does not result in a satisfactory error-correction perfor-
mance for short-block-length polar codes, SC decoding vari-
ants, such as SC list (SCL) decoding concatenated with a
cyclic redundancy check (CRC) [3], are used to decode short-
block-length polar codes.
SC decoding and its variants are sequential-decoding al-
gorithms that progress bit by bit. The polar-code encoding
process divides the encoder input bits into two sets based
on the underlying synthetic channels’ reliability. One set of
the input bits, corresponding to the more reliable synthetic
channels, is assigned to carry information bits. The other
set, corresponding to the less reliable synthetic channels,
carries predefined values known to the decoder. The problem
of finding the synthetic channels’ reliability and dividing
the input bits into two sets is called code construction. In
fact, polar-code construction works to provide the best error-
correction performance for a specific transmission channel
with its associated specific sequential decoder.
Several techniques have been proposed to construct polar
codes with SC decoding. The Bhattacharyya parameter was
first used in [1] to construct polar codes. Density evolution
[4], [5], Gaussian approximation of density evolution [6], and
upgrading/downgrading of channels [7], [8] were also used to
construct polar codes with SC decoding. A universal partial
order based upon the reliability of synthetic channels was
found in [9], [10], and it was shown in [11] that by using
these universal partial orders, the complexity of polar-code
construction is sublinear with the block length. Moreover,
β-expansion was used in [12] to construct polar codes for
different channels.
All the aforementioned polar-code-construction techniques
are for use with SC decoding. However, polar-code construc-
tion with SC decoding does not necessarily result in the best
error-correction performance under variants of SC decoding
such as SCL decoding [13]. To address this issue, heuristic
methods such as Monte-Carlo simulations [14], [15] were
used to construct polar codes for other decoding algorithms.
Artificial-intelligence techniques have evolved as promising
candidates to construct polar codes. In particular, genetic
algorithms and machine learning were used to construct codes
for specific decoders in [16], [17], respectively.
Different from most existing polar-code construction tech-
niques that sort bit channels by reliability and then pick the
most reliable ones, this paper explores the sequential-decoding
process and approaches polar-code construction from a novel
perspective. In particular, this paper proposes a technique
whereby polar-code construction maps to a game, in which the
agent is trained to traverse a maze. The connection between the
maze-traversing game and the SC-based decoding is detailed
that minimizes the frame-error rate (FER) by maximizing the
game’s expected return. The reinforcement-learning (RL) al-
gorithm SARSA(λ) [18] is adopted in solving the game. Sim-
ulation results show that with a moderate amount of training,
the game-based polar-code constructions can match current
standard constructions for SC decoding, and outperform the
standard construction with SCL decoding. Moreover, we show
that the FER gap between the game-based constructions and
the standard constructions increases with the list size in SCL
decoding.
The remainder of this paper is organized as follows:
Section II reviews the preliminaries. Section III details the
proposed polar-code construction game. Section IV explains
the RL algorithm that solves the game. Section V presents
simulation results. Finally, Section VI concludes the paper.
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Fig. 1: Binary tree representation for the SC decoding of
P(8, 4) code.
II. PRELIMINARIES
A. Polar Codes
A polar code P(N,K) of length N = 2n is constructed
by applying a linear transformation to input bit vector u =
(u0, u1, . . . , uN−1) to obtain codeword x = uG
⊗n =
(x0, x1, . . . , xN−1), where G
⊗n is the n-th Kronecker power
of the polarizing kernel matrixG = [ 1 01 1 ]. x is then modulated
and transmitted through the channel. The input u contains a
set I of K nonfrozen bits, which need to be recovered, and a
set F of N −K frozen bits, whose positions and values are
known to both the encoder and the decoder. The K nonfrozen
bits are divided into A information bits and P = K−A CRC
bits. If no CRC is used, then A = K . The construction of a
polar code P(N,K) refers to the selection of K nonfrozen
bit positions.
This paper only considers binary phase-shift keying (BPSK)
modulation for an additive white Gaussian noise (AWGN)
channel. The values of the frozen bits are fixed as zero.
B. SC-Based Decoding
SC decoding and its variants decode the k-th input bit
based on the received signal y and the previously decoded bits
uˆ
k−1 = (uˆ0, uˆ1, . . . , uˆk−1) via the conditional log-likelihood
ratio (LLR) value LLR(uk|y, uˆ
k−1) [1]. Fig. 1 illustrates the
calculation of the conditional LLR as a binary tree search.
Each node in layer m corresponds to 2m bits. The soft
messages α that contain the LLR values are passed from a
parent node to its child nodes, while the hard-bit estimates
β are passed upwards from a child node to its parent. The
messages flow through a node in the following order: get α
from its parent; send αleft to its left child; get back βleft; send
αright to its right child; get back βright; and finally send β
back to its parent.
The i-th entry in αleft, αright ∈ R2
m−1
sent from a node
in layer m to its left and right children are calculated as,
respectively,
αlefti = sgn(αiαi+2m−1) ·min(|αi|, |αi+2m−1 |), (1)
αrighti = αi+2m−1 + (1 − 2β
left
i )αi, (2)
and the initial αleft sent from the root node contains the
LLR values of the received N symbols. The i-th entry in
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Fig. 2: FER comparison between SCL-Genie decoding of
P(128, 64) and CA-SCL decoding of P(128, 56 + 8). SCLL
denotes the SCL-based decoder with a list size L.
β ∈ {0, 1}2
m
to be returned to the node’s parent is given
by
βi =
{
βlefti ⊕ β
right
i , if i < 2
m−1,
βright
i−2m−1 , otherwise,
(3)
where ⊕ denotes binary addition.
When the k-th leaf node receives α from its parent, the
decoder decodes the k-th bit uˆk as
β = uˆk =
{
0, if k ∈ F or α ≥ 0,
1, otherwise.
(4)
The SCL decoder improves the decoding performance of
SC decoder by keeping up to L most likely decoding paths in
parallel. Whenever a nonfrozen bit is encountered, both possi-
ble values, 0 and 1, are considered. A path metric (PM) is used
to evaluate each decoding path. In particular, at the k-th leaf
node, the PM for the l-th path with uˆk,(l) = (uˆ
(l)
0 , . . . , uˆ
(l)
k ) is
PM
(l)
k =
{
PM
(l)
k−1, if uˆ
(l)
k =
1−sgn(α(l))
2 ,
PM
(l)
k−1 + |α
(l)|, otherwise,
(5)
where α(l) is the soft message passed to the leaf node though
the l-th path. After computing the PMs for all possible paths,
the L paths with the lowest PMs survive, and the others are
dropped.
When the decoding process ends, one codeword needs to
be selected from the list. There are several ways to select the
final decoder result:
1) Pure SCL: the decoder selects the codeword with the
smallest PM from the list.
2) CRC-aided SCL (CA-SCL): the decoder decodes to the
codeword with the smallest PM among the candidates
that pass the CRC check.
3) SCL-Genie: the decoder decodes to the correct code-
word as long as it is in the list.
Although the SCL-Genie decoder cannot be implemented
in practice, it is adopted during training where the correct
codewords are known for the training samples. The main
reasons are as follows. First, for a given construction, the
Fig. 3: An example of a polar code construction game for
P(8, 5). The action list is {down, down, right, right, down,
right, right, right}. The corresponding nonfrozen bit positions
are {2, 3, 5, 6, 7}.
CA-SCL decoder for P(N,A + P ) yields almost identical
decoding performance as the SCL-Genie decoder for P(N,K)
with K = A+P , as long as P is moderately large. This is ver-
ified in Fig. 2, which shows the performance of the CA-SCL
decoder for P(128, 56+8) and the corresponding performance
of the SCL-Genie decoder for P(128, 64). Besides, the design
of a good CRC given the construction of P(N,K) is a separate
problem, which is beyond the scope of this work.
III. VIEWING POLAR CODE CONSTRUCTION AS A GAME
A. Polar Code Construction Game
The construction of P(N,K) is the selection of K of N
nonfrozen bit positions. The selection procedure is equivalent
to a maze-traversing game as follows:
• Environment: A maze with height N −K+1 and width
K + 1. The states of the environment are defined as the
cells (row, col). The upper left cell indexed by (0, 0) is
set as the start cell. The bottom right cell indexed by
(K,N −K) is set as the terminal cell.
• Rule: Each game starts from the start cell. At each step,
the agent takes an action a that is either “move down”
(a = 0) or “move right” (a = 1), and it is not allowed to
depart the maze. The game ends when the agent reaches
the terminal cell or when it receives a nonzero reward
from the environment.
• Reward: The reward is associated with the SCL-Genie
decoding process, which is further explained in Sec-
tion III-B.
• Goal: The agent attempts to find the best path that yields
the highest expected return throughout the game.
Each possible path that the agent can choose in the maze
corresponds to a possible construction of P(N,K). In partic-
ular, the k-th bit is set as a frozen bit if the agent chooses the
down action at the k-th step; and it is set as an information
bit if the agent chooses the right action instead. Fig. 3 is
an example of the maze associated with the construction of
P(8, 5). Both the bit positions in the polar code and the steps
in the game are indexed from 0 to N − 1.
B. Reward Generation via SCL-Genie Decoding
The design of the instant reward at each step needs to satisfy
the following requirements: (1) the reward needs to reflect
how good the current action is in the short term; (2) the path
with high expected return at the game’s end should reflect a
good polar-code construction, i.e., a construction that gives
low FER.
In the SCL-Genie decoding process, the bits are decoded
sequentially. In particular, the decoding of the k-th bit is
independent of how the frozen and nonfrozen bits are dis-
tributed after it, and given the PMs and the survival paths
at the (k − 1)-th bit, the evolution of the survival paths and
the PMs at the k-th bit is independent of the distribution of
frozen and nonfrozen positions other than the k-th bit itself.
The sequential nature of the SCL-Genie decoder suggests that
each step’s instant reward can be set along with the decoding
process. The detailed reward generation process is given in
Algorithm 1.
In the reward-generation process, the transmitted codeword
is fixed to the all-zero codeword because it is the only valid
codeword for all possible polar-code constructions. Algo-
rithm 1 shows that the selected actions are penalized when the
SCL-Genie decoder fails to decode the correct codeword, i.e.,
when the SCL-Genie decoder drops the correct codeword from
the list during the decoding process. As such, by selecting a
maze path with a high expected return, or equivalently, a small
expected penalty, the agent implicitly chooses a polar-code
construction with low expected FER. The SC-based decoders
only append new bits after the already decoded bit stream,
and no previous decisions will be altered. Therefore, once the
correct codeword is dropped from the list at step k, a frame
error must occur, and the actions after step k cannot repair
that result. In other words, it is unreasonable to prefer any
actions over others after dropping the correct codeword at step
k. Therefore, the game is designed to be terminated after the
decoder drops the correct codeword, or equivalently, after the
agent receives nonzero reward.
IV. REINFORCEMENT LEARNING ALGORITHM
Here, a RL technique solves the polar-code construction
problem. This section introduces tabular RL systems and then
describes the SARSA(λ) algorithm for agent training.
A. Reinforcement Learning Basics
A typical tabular RL system contains an environment and
an agent. At a given time t, the environment is at state
st ∈ S, and the agent takes an action at ∈ A according
to a policy π : S → A to interact with the environment.
The environment, stimulated by the agent’s action, changes
its state to st+1 and provides reward rt+1 to the agent. The
agent accumulates the rewards as this interaction continues.
The return R =
∑T
t=0 γ
trt+1 is the accumulated reward that
the agent receives throughout the game, in which γ ∈ (0, 1] is
the discount rate that describes how much the agent weights
the future reward, and T denotes the game’s termination time.
The agent’s goal is to optimize its policy π to maximize the
expected return E[R].
The agent’s policy π is commonly derived from a value
function Q : S × A → R, which approximates the expected
return when taking action a from state s and then following
Algorithm 1: Reward generation at step k
Input: step k, action a
Global Variable: PM list, survival path list
Output: reward r, termination flag F
1: if k = 0 then
2: Transmit all-zero codeword through the channel
3: Initialize the SCL-Genie decoder with the received
LLR
4: end if
5: if a = 0 then
6: Decode the k-th bit as if it is a frozen bit
7: Update the PM list and the survival paths
8: else
9: Decode the k-th bit as if it is a nonfrozen bit
10: Update the PM list and the survival paths
11: Check if the all-zero codeword survives
12: if all-zero codeword is dropped from the list then
13: Set r = −1, F = True
14: Clear PM list, survival path list
15: return (r, F )
16: end if
17: end if
18: Set r = 0
19: if k = N − 1 then
20: Set F = True
21: Clear PM list, survival path list
22: end if
23: Set F = False
24: return (r, F )
policy π. The value function of any state-action pair (s, a) ∈
S ×A under policy π is defined as
Qpi(s, a) = Epi
[
T−t−1∑
τ=0
γτrt+τ+1
∣∣∣∣∣ st = s, at = a
]
, (6)
and it satisfies the dynamics
Qpi(s, a) = E [rt+1 + γQ
pi(st+1, π(st+1))|st = s, at = a] .
(7)
An ǫ-greedy policy according to a value function Q is
defined as
π(s) =
{
argmax
a∈A
Q(s, a), w.p. 1− ǫ,
random a ∈ A, w.p. ǫ.
(8)
B. SARSA(λ) with Eligibility Trace
To learn a good policy, the agent updates the value function
according to the rewards it receives from the environment.
In this work, the agent uses the SARSA(λ) algorithm with
eligibility trace [18] to update the value function.
An eligibility trace captures the current game’s historical
trace and assigns credit to every state-action pair. In particular,
the eligibility trace initializes as
E0(s, a) = 0, ∀s ∈ S, a ∈ A, (9)
and it evolves as
Et(s, a) = γλEt−1(s, a) + 1(st = s, at = a), (10)
where 1(·) is the indicator function, and the parameter λ ∈
[0, 1] indicates how much an agent would change the value
function of an early state in the game according to a reward
that is received later. A large λ means that the agent traces
back deeply and updates the value function of historical states
at each step. A small λ means that at each step, only the
values of several recent states will be changed with the newly
received reward.
During training, the agent maintains a table of value func-
tions Q, and uses the ǫ-greedy policy, where the exploration
rate ǫ decreases over training episodes. At time t in one
episode, the agent is at state st and takes action at according
to the ǫ-greedy policy based on the current value functions.
Upon receiving the reward rt+1, the temporal difference (TD)
error is defined as
δt = rt+1 + γQ(st+1, a
′)−Q(st, at), (11)
in which st+1 is the next state after taking action at at
time t, and action a′ is selected according to the agent’s
current ǫ-greedy policy from state st+1. The TD error roughly
indicates how much the estimated value function deviates from
the real reward. The value function is then updated as
Q(s, a)← Q(s, a) + ρδtEt(s, a), ∀s, a, (12)
where ρ is the learning rate. The agent then selects and takes
action at+1 according to the ǫ-greedy policy based on the
updated value functions from state st+1, and proceeds to the
next step.
C. Equivalence to Polar Code Construction Problem
The value function of the state-action pair (s, a), by defini-
tion, is the agent’s expected return after taking action a at state
s. The reward generating process described in Section III-B
indicates that the expected return after (s, a) is
E[R] = 0× Pr(correct codeword survives)+
(−1)× Pr(correct codeword dropped afterwards)
= −Pr(correct codeword dropped afterwards)
= −Pr(frame error|correct decoding up to state s).
Therefore, by learning the strategy that maximizes the ex-
pected return at the start state s = (0, 0), the agent is in fact
learning to construct the polar code in the optimal way that
minimizes the FER under the SCL-Genie decoder.
Recall that as shown in Fig. 2, the FER of P(N,K) under
the SCL-Genie decoder is almost identical to the FER of
P(N,A+ P ) under the CA-SCL decoder when K = A+ P .
Therefore, the learned code construction from the game is
nearly optimal for P(N,A+ P ) under the CA-SCL decoder.
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Fig. 4: Comparison of FER for P(16, 8) code under SC and
pure SCL decoder.
(a) (b)
Fig. 5: Path selected for P(16, 8) code at SNR = 0 dB for
(a) SC decoder; (b) SCL decoder with a list size of 2.
V. SIMULATION RESULTS
To illustrate the performance of the proposed game-based
polar-code construction method, the game’s learned code con-
structions are evaluated under either the pure SCL decoder or
the CA-SCL decoder. For each evaluation case, the number of
simulated transmissions is such that the number of observed
frame errors is at least 500. The FER performance of the
learned code constructions is compared to the constructions
given by the method in [7]. In particular, since the polar-code
constructions depend on the channel condition, the reported
FER performance uses the code construction that is either
designed (for the method in [7]) or trained (for the game-
based method) at the given signal-to-noise ratio (SNR) level.
The parameters of the SARSA(λ) algorithm are selected as
the following. The discount rate γ = 1 since the agent cares
about the FER in the end, and having the SCL decoder drop the
correct codeword at any step matters the same to the agent. The
eligibility decay factor is λ = 0.3 for constructing the P(16, 8)
code, and λ = 0.75 for constructing the P(128, 56+ 8) code.
A. FER performance
Fig. 4 shows the FER performance of the learned P(16, 8)
code compared to the standard construction given in [7] under
the SC decoder as well as the pure SCL decoders with a list
size 2 and 4. Under SC decoder, the game-based constructions
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Fig. 6: FER performance comparison of P(128, 60+ 4) with
SCL decoding.
at each evaluated SNR level match the construction given by
the method in [7]. Fig. 5a shows the learned policy of the polar
construction game under SC decoder when SNR = 0 dB. In
particular, the arrow in each cell shows the best action when
the agent is in that cell. The highlighted cells are the selected
path from the start cell (0, 0) to the terminate cell (8, 8). It
can be seen from the figure that the action “move right” is
selected at steps {7, 9, 10, 11, 12, 13, 14, 15}, which are known
to be the most reliable 8 bit-channels for a polar code with
codeword length of 16.
When the SCL decoders are used, the game-based construc-
tions do not match the constructions of [7]. Fig. 5b shows
the selected path under SCL-Genie decoder with a list size
2 at SNR = 0 dB. The corresponding selected nonfrozen
positions in this case are {3, 7, 10, 11, 12, 13, 14, 15}. The FER
of the learned code constructions under pure SCL decoders
without CRC is slightly better than the method in [7] at
every evaluated SNR level. The observation that the agent
learns better code constructions than the standard construction
under SCL decoders verifies that ranking and picking the most
reliableK bit-channels is no longer optimal for SCL decoders.
The proposed game-based construction’s advantage be-
comes more apparent for long codewords and when the CRC
is used together with the selection of nonfrozen bit positions.
Fig. 6 illustrates the performance of the learned P(128, 60+4)
codes. The game-based constructions match the standard
constructions in [7] under SC decoding. This is expected
since the standard constructions in [7] are optimized for SC
decoding. For the SCL decoder with list size 2, the game-
based constructions achieve almost the same performance
as the standard ones. However, when the list size of SCL
decoders is increased to 4 and 8, the game-based constructions
outperform the ones in [7] over the entire range of evaluated
SNR. When the CRC protects the correct codeword in the SCL
decoder’s final candidate list, the game-based construction
method shows a clear gain over the standard construction
method. This is expected because the game optimizes the
probability of keeping the correct codeword in the decoding
list. A reliable CRC ensures that the decoder actually finds the
correct codeword with high probability as long as it is in the
final list.
B. Efficiency of the Game-Based Construction Method
Unlike the conventional construction methods that need to
evaluate and rank the bit channels, the proposed game-based
construction method selects the combination of nonfrozen
bit positions altogether, without explicitly estimating the bit
error rate on each bit-channel. The advantage of selecting the
combination together in the polar-code-construction game is
twofold: (1) as shown in the FER comparisons, selecting the
nonfrozen bit positions according to their ranking is not the
optimal method under SCL decoders; (2) it avoids the need
of running large-volume Monte-Carlo simulations on every
bit-channel, which is so far the most accurate way to get a
reliable bit-channel ranking, especially with long codewords.
These Monte-Carlo simulations can be prohibitively expensive
because the bit error rates on the bit-channels can be very small
and close to each other.
The SARSA(λ) algorithm updates the value function at
every state along the selected path for each training sample
fed into the system. By doing so, about N value functions
update with a single pass of one training sample. Most of
the suboptimal paths are eliminated quickly at the beginning
of the training, and the rest of the training distinguishes
between several candidate paths that yield similar expected
returns. The training process is highly efficient in terms of
the number of training samples. To construct P(16, 8), only
2000 samples are used during training, and each training
sample is only used once. To construct P(128, 60+4) that are
evaluated in Fig. 6, the training needs no more than 200, 000
training samples, with only one pass of each sample, and it
is observed that the training usually converges before feeding
80, 000 training samples into the system. As a comparison, the
methods described in [17] converge in about 10, 000 iterations
but needs to run Monte-Carlo simulations to estimate the
FER at each iteration, which needs at least 1/FER samples.
Therefore, the proposed game-based method is highly efficient
compared to the methods in [17] in terms of the number of
training samples.
VI. SUMMARY
This paper formulated the polar-code construction problem
for the SCL decoder as a maze-traversing game, in which the
game’s expected return indicates the FER of the selected polar-
code construction. The tabular RL algorithm SARSA(λ) was
adopted to solve the game. The inherent equivalence of the
polar code construction problem and the game was revealed.
Simulation results showed that the game-based constructions
matched the standard polar code constructions under the SC
decoder for short codes. For short codes under the SCL de-
coder and longer codes under both the SC and SCL decoders,
the game-based method was able to find polar code construc-
tions that outperform the standard constructions significantly.
Moreover, the game-based method is very efficient during
training in terms of the number of required training samples.
Future work includes (1) evaluating the effect of channel
mismatch during training and evaluation; (2) using neural
networks or other deep learning techniques to estimate the
value of the value function to improve the memory efficiency
for the construction of longer codes; and (3) incorporating
CRC verification in the reward process during training to
further improve the constructions.
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