We consider the Schrödinger operator on the zigzag and armchair nanotubes (tightbinding models) in a uniform magnetic field B and in an external periodic electric potential. The magnetic and electric fields are parallel to the axis of the nanotube. We show that this operator is unitarily equivalent to the finite orthogonal sum of Jacobi operators. We describe all spectral bands and all eigenvalues (with infinite multiplicity, i.e., flat bands). Moreover, we determine the asymptotics of the spectral bands both for small and large potentials. We describe the spectrum as a function of |B|. For example, if |B| → 
In this paper we concentrate on carbon nanotubes which arise from graphene: zigzag and armchair nanotubes (see physical propereties in [SDD] ). We will study and compare spectral properties of Shrödinger operator on zigzag and armchair nanotubes. We will show that these operators have different spectral properties.
For example: 1) The Shrödinger operator H zi on the zigzag nanotube is unitarily equivalent to the direct sum of scalar Jacobi matrices (see Theorem 2.1). But the Shrödinger operator on armchair nanotube H ar is unitarily equivalent to the direct sum of Jacobi matrices with 2 × 2 matrix valued coefficients (see Theorem 6.1). Then the spectral analysis of H ar is more difficult.
2) For some amplitude of the constant magnetic field the spectrum of H zi has absolutely continuous part and eigenvalues (flat bands, see Theorem 2.2). But the spectrum of H ar is purely absolutely continuous for any amplitude of the magnetic field.
3) The spectral bands of operators H zi and H ar are different. But in some cases the spectra of these operators has the same part (see Theorem 6.2).
4) In the simple case, when the magnetic field is absent and external electric potential has minimal period 2 the spectrum of H zi and H ar are coincide. Remark that the multiplicity of some spectral zones is different (see Sect 4 and Sect. 6.2).
5) The structure of spectral zones of H ar and H zi for large electric potentials is similar, since the spectrum is a union of small clusters, but asymptotics of this clusters are different (see Theorem 2.6 and Theorem 6.5). Moreover, we have similar situation for small potentials.
In the proof of our theorems we determine various asymptotics for periodic Jacobi operators with specific coefficients see (2.5). Note that there exist a lot of papers devoted to asymptotics and estimates both for periodic Jacobi operators and Schrödinger operators see e.g. [KKu1] , [La] , [vMou] , [S1] , [S2] .
Zigzag nanotube.
In this Section we consider the Schrödinger operator H b on the zigzag nanotube Γ ⊂ R 3 (1D models tight-binding model of zigzag single-wall nanotubes, see [SDD] , [N] ) in a uniform magnetic field B = |B|e 0 , e 0 = (0, 0, 1) ∈ R 3 and in an external electric potential. Our model nanotube Γ is a graph (see Fig. 2 and 2) embedded in R 3 oriented in the z-direction e 0 with unit edge length. Γ is a set of vertices (atoms) r ω connecting by bonds (edges) Γ n,k,j and Γ = ∪ ω∈Z r ω , r n,0,k = κ n+2k + 3n 2 e 0 , r n,1,k = r n,0,k + e 0 , ω = (n, j, k) ∈ Z, Z = Z × {0, 1} × Z N , Z N = Z/(NZ), κ k = R(cos πk N , sin πk N , 0), R = √ 3 4 sin π 2N
. (2.1)
Our carbon model nanotube is the honeycomb lattice of a graphene sheet rolled into a cylinder. This nanotube Γ has N hexagons around the cylinder embedded in R 3 . Here n ∈ Z labels the position in the axial direction of the tube, j = 0, 1 is a label for the two types of vertices (atoms) (see Fig. 2 ), and k ∈ Z N labels the position around the cylinder. The points r 0,1,k , k ∈ Z N are vertices of the regular N-gon P 0 and r 1,0,k are the vertices of the regular N-gon P 1 . P 1 arises from P 0 by combination of the rotation around the axis of the cylinder C by the angle (the last line in (2.2) was obtained in [KL1] ) and the operator V corresponding to the external electric potential is given by
Such potentials can be realized using optical methods, by gating, or by an acoustic field (see [N] ). For example, if an external potential is given by A 0 cos(ξ 0 z + β 0 ) for some constant A 0 , ξ 0 , β 0 , then we obtain
for some constant A, ξ, β. If ξ is rational, then the sequence v n , n ∈ Z is periodic. If ξ is irrational, then the sequence v n , n ∈ Z is almost periodic. Below we use notation N j for the set {1, .., j}, j 1. 
k is a Jacobi operator, acting on ℓ 2 (Z) and given by
(2.6)
Remark. 1) The matrix of the operator J b k is given by
, then J b k is the Schrödinger operator with a n = 1 for all n ∈ Z. In particular, if b = 0,
is the Schrödinger operator.
3) In the continuous models similar results were obtained in [KL] , [KL1] . 4) Exner [Ex] obtained a duality between Schrödinger operators on graphs and certain Jacobi matrices, which depend on energy. In our case the Jacobi matrices do not depend on energy. 
see [vM] , where z b,± k,n are 4p-periodic eigenvalues for the equation a n−1 y n−1 + a n y n+1 + v n y n = zy n , y = (y n ) n∈Z . The intervals σ
and each eigenvalue of J b k is a flat band, i.e. it has infinite multiplicity. In Theorem 2.2 we show that the spectral band σ b k,n shrinks to the flat band {λ n } as c k → 0 and the corresponding asymptotics are determined.
Each operator J b k is unitarily equivalent to the operator
, a = 2|c k |, where 2p × 2p matrix K(τ, a) ≡ K(τ, a, v) is a Jacobi operator, acting on C 2p and given by
is not a constant and |σ 
In Section 4 we will show that
and then we deduce that the spectrum of H b is given by ) and in this case we get
Moreover, in particular case B = 0 we obtain
Now we return to the general case of periodic potentials. First theorem is devoted to the asymptotics of small spectral bands that degenerate to the flat band. 
as c k → 0 for some constants C k,n , which depend only on v.
Remark. By (2.16), each spectral band σ b k,n , n ∈ N 2p shrinks to the flat band {λ n } as c k → 0.
We consider the nanotube in weak electric fields. Our operator has the form H b (t) = H b 0 + tV , where a coupling constant t → 0. In this case the corresponding Jacobi operator depend on t and is given by (J b k (t)y) n = a n−1 y n−1 + a n y n+1 + tv n y n , y = (y n ) n∈Z ∈ ℓ 2 , n ∈ Z, (2.19) and a 2n = 2|c k |, a 2n+1 = 1. We study how the spectral bands σ
Here e n , n ∈ N p is a basis in C p and u, e n is the scalar product in
and if
To describe some examples of external fields which create the open gaps we define the set
and γ k,n = 0 for any even
Remark. (2.26) gives the asymptotics of the gap length z
as t → 0 where j = 0 or j = 1. Note that the first term does not depend on k ∈ Z N . If p * is even, then for large class of potentials v ∈ X p all gaps (z
We formulate the theorem, motivated by the physical paper of Novikov [N] .
has multiplicity 2 and satisfies
Remark. 1) The gaps γ ,n (t) in (2.28) are also the gaps in the spectrum of H b (t). Then we may choose the potentials v such that all these gaps are open (for wide set of potentials). 2) Due to iii) σ(H b ) has a gap contained the interval [−r, r] We consider the nanotube in strong electric fields. Our operator has the form
We shall call the set σ(H b (t))∩C n the n'th spectral bands cluster. Our goal is to study the asymptotic distribution of eigenvalues in the n'th cluster as t → ∞. 2) The spectral bands cluster σ(
We present the plan of our paper. In Sect. 2 we prove Theorem 2.1 and 2.2. In the proof Theorem 2.1 we use arguments from [KL] , [KL1] . In the proof Theorem 2.2 we use arguments from [KKu1] . In Sect. 3 we consider the simple examples for the case p = 1, in fact, we study unperturbed Hamiltonians. In Sect. 4 we prove Theorem 2.3 -2.6. In Sect. 6 we apply some of these methods to analyze the spectral properties of Shrödinger operator on armchair nanotubes. 
Define a matrix-valued operators P n :
Finally we rewrite the operator
N in the form of the operator Jacobi by
n ∈ Z, and then
The matrix-valued function P n is 2p-periodic. Then the operator J b is a 2p-periodic Jacobi operator with N × N matrix -valued coefficients. Note that such operators were considered in [KKu2] .
The unitary operator S has the form S =
N , a k,2n+1 = 1, (3.5) and using Lemma 3.1 we obtain (2.5). 
The eigenvalues of J n are given by z n,j = v
for (n, j) ∈ Z × N 2 , which yields (2.6).
Recall results from [vM] about our 2p-periodic Jacobi operator J(a) : ℓ 2 → ℓ 2 given by (J(a)y) n = a n−1 y n−1 + a n y n+1 + v n y n , a 2n = a > 0,
Introduce fundamental solutions ϕ = (ϕ n (z, a)) n∈Z and ϑ = (ϑ n (z, a)) n∈Z for the equation a n−1 y n−1 + a n y n+1 + v n y n = zy n , (z, n) ∈ C × Z, a 2n+1 = 1, a 2n = a, (3.8)
is called the Lyapunov function for the operator J(a). The functions ∆, ϕ n and ϑ n , n 1 are polynomials of (z, a, v) ∈ C 2p+2 . It is well known that σ(J(a)) = σ ac (J(a)), where
and z + 0 < z
n , a) = (−1) p−n for all n = 0, .., p. Below we will sometimes write σ(a, v), J(a, v), .., instead of σ(a), J(a), .., when several potentials are being dealt with. Recall that the 2p × 2p matrix K(τ, a) is given by
where τ ∈ S 1 = {τ ∈ C : |τ | = 1}. Fix a, φ ∈ [0, 2π], then eigenvalues of K(e iφ , a) are all zeros of the polynomial ∆(z, a) − cos φ. Then the fundamental solutions ϕ k,n , ϑ k,n , the Lyapunov function and the spectral bands σ b k,n for the operator J b k satisfy (see also (2.9))
12)
Proof of Theorem 2.2. Let a = 2|c k | → 0. We consider the matrix K(τ, a) as a → 0, τ ∈ S 1 = {τ ∈ C : |τ | = 1}. If a = 0, then we get K(τ, 0) = ⊕ p 1 J n , where J n is given by (3.6). Let λ 1 λ 2 ....λ 2p be the eigenvalues of K(τ, 0). The endpoints z (±1, a, v) . By the perturbation theory [RS] , they are analytic function from a and if a → 0, then the spectral bands converge to the set {λ 1 , λ 2 , ....λ 2p }. The number of spectral bands converging to λ n coincides with the multiplicity of λ n as a → 0. In particular, if some λ n , n ∈ N 2p is simple, then σ n (a) → {λ n }.
Recall that the monodromy matrix M 2p for the operator J(a) is given by
where
1 , which yields the Lyapunov function ∆ given by
14)
for some polynomials Φ n . By the perturbation theory (see [RS] ), the endpoints z + , z − of the spectral band σ s (a) = [z
are analytic functions in some disk {a ∈ C : |a| < ε}, ε > 0 and satisfy the equation ∆(z ± , a) = ∓(−1) s , which has the form
Moreover, they satisfy z ± (a) = λ s + O(a 2 ) as a → 0 at p 2 (see the case p = 1 in Sect. 3). Let λ s be a simple eigenvalue for some s ∈ N 2p . The differentiation of (3.15) yields
The differentiation of (3.15) r ∈ [1, p] times yields
for some polynomial G r . Then at a = 0 this gives
Thus we obtain z (2r+1) ± (0) = 0 for all 2r+1 < p, since the polynomial Φ = Φ(z, a 2 ). Moreover, using z − (0) = z + (0) we obtain z (r)
Consider the case r = p. Identity (3.17) implies
which yields z (p)
and (3.9), (3.11) we obtain (2.17), (2.18).
Lemma 3.1. Let a Jacobi operator J : ℓ 2 → ℓ 2 is given by (Jy) n = a * n−1 y n−1 + a n y n+1 + v n y n , y = (y n ) n∈Z ∈ ℓ 2 , a n+p = a n ∈ C, v n ∈ R, (3.20)
n ∈ Z, for some p 1. Then
where the unitary diagonal operator Ψ is given by
Proof. Direct calculations give (3.21).
Example for the case p = 1
In this section we consider the Jacobi operator J 
i.e., the case p = 1. The monodromy matrix M 2 satisfies (see (3.13))
be the Lyapunov function for the case a = 1. This yields
The periodic eigenvalues z b,± k,0 satisfy the equation ∆ k (z) = 1 and anti-periodic eigenvalues z b,± k,1 satisfy the equation ∆ k (z) = −1 and they are given by
The spectrum of J b k has the form
Let c k → 0. Then (2.17),(2.18) yield
1. The operator H 0 , no magnetic field, b = 0. In this case using (4.4), (4.5), we obtain
and then ). Using 2.1 we obtain , (4.13) and
where roughly speaking 2|c k | ∼ 1.
5 Proof of Theorems 2.3-2.6.
Proof of Theorem 2.3. In order to determine the asymptotics (2.21) we need the following fact from the perturbation theory [RS] : Let A(t) = A 0 + tA 1 , t ∈ R, where
are operators in C 2p . Let µ be an eigenvalue of A 0 of multiplicity 2 and let h ± be the corresponding orthonormalized eigenvectors. Then there are 2 functions µ ± (t) analytic in a neighborhood of 0, which are all the eigenvalues. Moreover, µ ± (t) = µ + µ ′ ± (0)t + O(t 2 ) as t → 0, where µ ′ ± (0) are the eigenvalues of P * A 1 P and P = (h − , h + ) is the 2p × 2 matrix. We determine the asymptotics (2.21) of z b,± k,n (t) for k ∈ N p , n = 0, p, 2p, the proof of other cases is similar. We apply the perturbation theory to the operator K(±1, a, tv) = K 0 (τ, a) + tB as t → 0, where K is given by (3.10) and a = 2|c k |. Recall that z b,± k,n (t) are eigenvalues of K(±1, a, tv), (see (3.7)-(3.11)). The operators K 0 (±1, a) has eigenvalues z b,+ k,n (0) = z b,− k,n (0) = λ ± n (a) (with multiplicity 2) and the corresponding eigenvectors
see Corollary 7.2 and (3.11), Then by this fact, the derivatives (z ± k,n ) ′ (0) are eigenvalues of the 2 × 2-matrix P * k,n BP k,n , where
Let v n = v, F n , n ∈ N p and v p+n = v p−n , n ∈ N p−1 . Using (5.1), Corollary 7.2, (7.6) we obtain
The eigenvalues of the last matrix have the form ±| v n |, which yields (z
Recall that the orthogonal basis in C p is given by e n = 1 2p n and we obtain (2.21).
Let S(u 1 , .., u p ) = (u p , u 1 , .., u p−1 ) be a shift operator. If p * is odd, then p = p * and v 1 = S p+1 2 v 0 and using (2.20), we obtain
n e 2i arg(2|c k |+τn) ).
Simple calculations gives: if 2|c k | = 1 and n ∈ N k,p , then 1 + τ p−1 n e 2i arg(2|c k |+τn) = 0, and if
n e 2i arg(2|c k |+τn) = = 0 n is even 0, n is odd .
Proof of Proposition 2.4. i) Consider the case p * is even. Denote z = (z n )
Using (2.20), we obtain e p−n = e n , n ∈ N p−1 and e p = (2p)
The proof of the case of odd p * is similar. The statements ii) and iii) follows from Theorem 2.3, (2.24). Proof of Theorem 2.5. i) Using (5.4), we obtain that (
for small t, then in order to prove i) we have to show that there are no gaps in small neighborhood of {±1}, i.e. we need to show that z b,± k,n ∈ {±1}, i.e. 
for some small δ > 0 (see (2.5) and before (2.27)). Then the spectrum in σ(J b (t)) ∩ [−ρ, −r] has multiplicity 2 for all sufficiently small t and b. Also, using (2.23), we obtain z Proof of Theorem 2.6. Recall that (J b k (t)y) n = a n−1 y n−1 + a n y n+1 + tv n y n , y = (y n ) n∈Z ∈ ℓ 2 , n ∈ Z, where a 2n = 2|c k |, a 2n+1 = 1. Using (3.10) we obtain
Then the perturbation theory [RS] for B + εK 0 (τ, a) gives
where Be 0 j = v j e 0 j and the vector e
. The definition of u j,n yields u n−1,n = u n,n−1 = a n−1 , u n+1,n = u n,n+1 = a n , and u n,j = 0 if |j − n| = 1.
These imply (2.30), since z b,± k,n (t) are eigenvalues of K k (±1, a, tv). We show (2.31) for the case v 1 < .. < v 2p , the proof of other cases is similar. Using the identity 2∆ k (z, t) ≡ 2∆(z, a, tv) = w −1 det(zI 2p − K(i, a, tv)) (see reasoning between (3.7) and (3.12)), where w = 2p 1 a n = |2c k | p ε 2p , we obtain
and F is some polynomial of two variables λ, ε.
k,n (t)/t for some n ∈ N 2p . These λ ± (ε) are the solutions of the equation F (λ ± , ε) = ±1, where F (λ, ε) = ∆ k (z, t) and (2.30) yields λ ± (ε) = v n +O(ε 2 ) as ε → 0. By the perturbation theory [RS] , the functions λ ± (ε) are analytic in some disk {|ε| < r}, r > 0. Now we repeat the arguments from the proof of Theorem 2.2 after (3.15). Differentiating (5.5) 2p times we obtain
i.e.,
k,n (t)/t. Using (2.30), we obtain (2.32).
If
k ′ ,n (t)] = ∅ for sufficiently large t. This yields (2.33) for the second case.
N, then |c k | = |c k ′ | and we obtain (2.33) for the first case. Using (2.33), we obtain σ(J
has multiplicity 2 and σ We consider the Schrödinger operator H b (v) with a real periodic potential v on the armchair nanotube Γ ⊂ R 3 in a uniform magnetic field B = B(0, 0, 1) ∈ R 3 , B ∈ R. Our model armchair nanotube Γ is a graph (see Fig. 6 ) embedded in R 3 oriented in the z-direction e 0 . Γ is a set of vertices (atoms) r ω connecting by bonds (edges) and 
and the operator V corresponding to the external electric potential is given by
b is an orthogonal sum of Jacobi operators.
Proof of Theorem 6.1. We give compressed Proof because this one is similar to the Proof of Theorem 2.1. Define the operator
Using (6.5), (6.2), (6.3) and S * = S −1 we obtain (J b ψ) n = Aψ n−1 + A * ψ n+1 + C n ψ n , where (6.6)
The unitary operator S has the form S = N 1 s k P k , where
N is a projector. Define the operators Sψ = (Sψ n ) n∈Z and P k ψ = (P k ψ n ) n∈Z . The operators S and
Using (6.6), (6.7) we deduce that J b P k is unitarily equivalent to the operator J 
The determinant is
The spectrum of J k is
In particular case, if v = 0, then σ(H 0 ) = [−3, 3] . 3. Small 2p-periodic real potentials. We consider the case b = 0. Firstly let J ≡ J(q) :
where q = (q n ) p n=1 ∈ ℓ ∞ R (Z) and q n+p = q n for all n ∈ Z. It is well known (see [KKu1] ), that the spectrum of this operator is absolutely continuous and has a form
We denote z ± n (q) ≡ z ± n . Also we introduce spectral gaps γ n ≡ γ n (q) as
(6.14)
For sufficiently small q we have (see [KKu1] )
where we denoteq n = (q,ê n ),
Now we compare the spectrum of H 0 zi (v) (zigzag) and
Proof of Theorem 6.2. i) In our case (see (6.4)) we have
, where I is identity operator on ℓ 2 (Z). The statement ii) was proved in Theorem 2.3 (see also Remark 2) on page 5).
For example we describe the spectrum of H 0 (v) (armchair) near z = 0 and near z = ±3 for small potentials v (recall that σ(H 0 (0)) = [−3, 3] ).
4. Large 4p-periodic real potentials. Now we consider Shrödinger operator H on armchair nanotube with large periodic potentials. We show that in this case the structure of the spectrum is the same in the essential as for zigzag nanotube (see Theorem 2.6), but the Proofs are different.
where intervals σ k,j (t) satisfy
Here λ j are defined in (6.44) and Q i are defined in (6.31).
and b is sufficiently small, then all intervals σ k,j (t) are disjoint for sufficiently large t.
Proof of Theorem 6.5. Recall that
(6.26) Also we use notation d n ≡ d n (v), where v = (v 1 , .., v 4p ). The monodromy matrix for operator
It is well known that
Using (6.27) we obtain 29) where
is a 2 × 2 matrix polynomial and deg P j < 2p for all j = 1, .., 4. Also, using (6.26) and periodicity of v, we deduce that
where Q j ≡ Q j (z − v 4p , .., z − v 1 ) are polynomials and deg Q j < 2p, sets Q j are
. Using (6.29)-(6.31) we get
where polynomials
are not depended on τ . Let τ ∈ S 1 , z ∈ R, then it is well known, that the polynomial
(6.35) is real, since it has only real zeroes, because the spectrum of J k is real. Let τ ∈ S 1 , z ∈ R, then using (6.35), (6.32) and
k we deduce that
Substituting (6.36) into (6.32) and using (6.35) we deduce that
. Then, using (6.37), (6.33), we deduce that
38) where G 1 , G 2 are polynomials and G 1 is not depended on τ . Let λ j (a) ≡ λ j (a, τ ) be zeroes of F k (λ) such that λ j (0) = v "zigzag case", we deduce that derivatives (λ j ) (r) (0) are not depended on τ for all j ∈ N 4p , r ∈ N 2p−1 and (λ j ) (2p) (0) = −2 Re(τ det a where j ∈ Q i for some i = 1, 2. Let z j (t) ≡ z j (t, τ ), j ∈ N 4p be zeroes of D k (z, τ, tv), then z j = tλ j and |σ k,j (t)| = |z j (t, S 1 )| = 4 (6.41) where the spectrum σ(J k (tv)) = ∪ 4p 1 σ k,j (t). Introduce the C 4p×4p matrices L k (τ ) ≡ L k (τ, t) and B k (τ ) ≡ B k (τ, t) by Let λ j (t) ≡ λ j (t, τ ) be eigenvalues of L k , it is well known, that σ k,j (t) = λ j (t, S 1 ). Then perturbation theory gives us 
Secondly, if ε = a + e ir = 0, then we deduce that a = 1, e ir = −1, z s = 0, s = 1, 2 and the matrix M 2 (z s ) − e ir I 2 = 0. The corresponding eigenvectors have the forms η 1 = (−1, 1) ⊤ , η 2 = (1, 1) ⊤ and using arguments as above, we obtain the proof of the case ε = 0. We rewrite similar formulas from [BK] adapted for our case r n,j,k = (R cos α n,j,k , R sin α n,j,k , nh), n ∈ Z, j ∈ {0, 1}, k ∈ Z N , 
