Abstract. The asymptotic behavior of the round-off error, which accumulates when the well-known iterative method of (point) successive over-relaxation is used to solve a large-scale system of linear equations, is examined by means of a statistical model. The local round-off errors are treated as independent random variables and expressions for the mean and variance of the accumulated round-off error are obtained, as the number of iterations tends to infinity.
where C is an n X n real matrix and b an n X 1 vector. In the numerical solution of (1.1), round-off errors accumulate. Wilkinson [14, 15] and Turing [11] have considered the effect of this where direct methods of solution are involved. As far as iterative methods are concerned, bounds for the round-off error occurring in a general iterative procedure have been obtained by Urabe [12] and Descloux [2] . In order to attempt to obviate the usual criticism that such bounds may be unrealistic, we shall use the technique, familiar in other fields of numerical analysis, e.g. Henrici [7] , of treating the local round-off errors (see below) as independent random variables, and then obtaining expressions for the asymptotic behaviour of the mean and variance of the accumulated round-off error. In connection with iterative procedures, the statistical model employed was first used by Abramov [1] in studying the round-off error generated by the Jacobi procedure for solving (1.1). More recently, Golub [5] has used similar techniques to analyze the Richardson second-order and Chebyshev semi-iterative methods. We shall consider another method, namely the method of (point) successive over-relaxation: Young [16] , Varga [13] .
The statistical model which is employed is certainly open to many severe criticisms, e.g. Forsythe [3] , more so, in fact, than in other fields of numerical analysis where perhaps it can be used with more confidence. Principally, the fundamental assumption that the local round-off errors are either independent or random is certainly questionable, particularly after a large number of iterations, and the procedure reaches a 'state of numerical convergence': Sibagaki [10], Urabe [12] . However, the somewhat curious nature of the results obtained from this kind of analysis (see particularly Theorem 2) are perhaps not without interest. We would again refer the reader to Golub [4, 5] for a more detailed appraisal of the use of a statistical model in connection with iterative techniques, compared with the use of bounds.
Having obtained expressions for the mean and variance of the accumulated round-off error, it would not be strictly correct to apply the central limit theorem and deduce a normal distribution, since it can readily be shown that the accumulated round-off error remains uniformly bounded as the number of iterations tends to infinity. However, using an analysis precisely analogous to that used by Golub [5] we can nevertheless obtain probabilistic bounds for the round-off error. The contents of this are expressed in Theorem 3.
The method of point successive over-relaxation or the Young-Frankel method may, as usual, be defined as follows. Let C be decomposed by
where S is a diagonal matrix and L, U are strictly lower and upper triangular matrices, respectively. For arbitrary x<0>, the sequence {xW)} of vectors is defined by
where w is a relaxation-parameter which necessarily lies in the range (1.4) 0 < oe < 2.
We shall henceforth assume that C is symmetric positive-definite, so that 
A->oo
It should be noted that Theorem 1 does not rely upon the assumed independence ofthe{ew}.
3. The Co-Variance Matrix. We now consider the behavior of V* as k -* °o. From (2.8), (2.10) and the commutativity assumptions, we have immediately
Since T is neither symmetric nor normal, we lack any method for finding an explicit expression for the right-hand side of (3.1) (bounds do not interest us, since they defeat the object of a statistical investigation). This is unlike the case for Jacobi iteration as studied by Abramov [1] , and it is in this context that the present problem possesses a separate interest. This is similarly unlike the situation for the Richardson second-order method as studied by Golub [5] . For a particular class of matrices, however, we may adopt a different approach; this is the class of matrices which have Property A and are en -ordered: Young [16] . For our purposes we may define these as matrices for which B in (1.2) has the form:
" IF* oj for some integer m, 0 < m < n, so that F is an mXin -m) sub-matrix. Thus we have:
Definition 2.1. If B in (1.2) has the form (3.2), we shall say that C in ( 1.2) has Property A and is ovordered.
In the terminology of Varga [13] B is weakly cyclic of index 2 and is in its normal form.
It is also worth remarking, perhaps, that if C = C*, has Property A and is tri-ordered, then the assumption that R commutes with both L and U is satisfied if (i) R has the form:
where Rx -R* is an m X m sub-matrix, and R2 = R2 is an (n -m) X in -m) sub-matrix, both of which are, of course, positive-definite; and (ii) FRX = R2F. Our principal result is : Theorem 2. If C = C is symmetric positive-definite, has Property A and is ci-ordered, if 0 < w < 2, and if Í2.5), Í2.6) and Í2.9) are satisfied, then Proof. This is merely a re-formulation of the familiar relationship of Young [16] , equation (2.4). We note that, for future reference, as required. The proof of (3.13) is entirely similar. Now from (3.12) and (3.13), it follows that for certain polynomials p*/(A) in A, where Pkjiv), for any scalar, ¡p, denotes that polynomial in <p which has the same coefficients as pA,¿(A). In order to examine the behaviour of (3.20) as k -> oo, we must consider the pk,j in more detail. Substituting (3.15) into (3.12), (3.13) and (3.14), and 'comparing coefficients' of the {f(4)j (which is permissible since the resulting expression is to be true for all {e(k)} and hence all {f(Wj ), we have the recurrence relationships: P*,*(A) = I which completes the proof of Theorem 2. Apart from the many objections that could be lodged from a purely statistical standpoint, it would appear from Theorem 2 that it could be dangerous to overrelax excessively, that is, to employ values of o> close to 2. It is well-known, however Young [16] , that, for certain problems, the optimal value of o> = oj6 , considered purely from the standpoint of the asymptotic rate of convergence, tends to 2 as n -> «. Furthermore, for ill-conditioned problems in general, where ß = max,-| /x< | is very close to unity, then u¡b is very close to 2. The Young theory of successive over-relaxation also indicates that it is preferable to over-estimate ab rather than to underestimate it. It is in the context of these results that perhaps Theorem 2 may have some significance. Much depends upon the size of cr2R, however, about which it is difficult to make a priori assumptions, and which will, in general, be a function of w. The presence of C_1 in (2.13) and (3.4) is merely confirmation of the well-known fact that the round-off error depends very definitely upon the conditioning of C [12,15, 2] even in an iterative method.
Furthermore, as was stated in the introduction, the central limit theorem is not applicable to the distribution of rw) as ft -* co, since it may easily be shown that r(i:) remains uniformly bounded for all ft. However, using Lemma 3 of Golub [5] in precisely the same manner as is applied there to the Richardson second-order method, we may use Theorems 1 and 2 to obtain probabilistic bounds : Theorem 3. Under the same hypotheses as in Theorem 2, then for all 0 ^ ß ^ 1, In actual numerical computations, it is obviously difficult to make a priori assumptions about the size of e and a , apart from justifying all the sundry assumptions that led to (5.9) and (5.10). In an attempt to facilitate these problems, we computed the solution to yj'ix) = hiex + el~x) (4.11)
VmiO) = y mil) = k2 + mA for certain constants fci, fc2 and where A is a small increment, fti and ft2 were chosen (A-j = 3^; ft2 = f) such that the analytical solution of (4.11) lay between i and 1 for m 5j 100 and A = 10~ , and so that ym (x) -y mix) was of small order of magnitude in comparison to |. The first of these requirements was to meet the demand that the «/s be constant, and so that our floating-point arithmetic became effectively fixed-point, and the second of these requirements attempted to ensure that (2.5) was fulfilled, since then our initial guess, namely of setting y i equal to /,■, was close to the exact solution and would not change by much during the computation. The successive over-relaxation procedure was carried out in both single and double-precision arithmetic, the difference between the two being considered as the accumulated round-off error. The mean and variance of the latter were calculated, using m = 1, • • • , 100 as a sample (see Henrici [7] for a full discussion of this kind of experiment). One-hundred iterations were performed; it was surprisingly found that both the means and the variances converged, and that ft = 100 Table 2 spite of symmetric rounding being employed steins from the particular equation solved, where we have to form products of the form Jí/¿ where J < ¡/j g 1, and the only possible values of the round-off error in forming this product is either 0 or u/2. This is also responsible for the peculiar expression for <r2.
Since the floating-point computations performed were in fact pseudo fixedpoint, we also assume that (4.12) holds in this case, too. In the fixed-point calculation, u = 2~ °, whilst for the floating-point calculation, u = 2~27. Thus from (4.9), (4.10) and (4.12), we expect that Or computational results are divided into two parts, one to show dependence upon n, and the other to show dependence upon «. In Tables 1 and 2 we show dependence upon ft for o; = 1.2,1.5; 1.8. In Table 3 the dependence upon o> for n = 20 is shown; in this case o>¡,, the optimal value of o>, is approximately 1.74. We give theoretical values only for the fixed-point computations. It will be seen that the experimentally calculated expected values correlate quite closely with the predicted theory, whereas the experimental values of the variances seem to be slightly higher than the theoretical values. This latter situation is most probably due to the non-independence of the local round-off errors after a large number of iterations. Similar experiences were obtained in the numerical experiments of Golub and Moore [6] .
