Abstract Abstract Abstract Partial least squares (PLS) has become a respected and meaningful soft modeling analysis technique that can be applied to very large datasets where the number of factors or variables is greater than the number of observations. Current biometric studies (e.g., eye movements, EKG, body movements, EEG) are often of this nature. PLS eliminates the multiple linear regression issues of over-fitting data by finding a few underlying or latent variables (factors) that account for most of the variation in the data. In real-world applications, where linear models do not always apply, PLS can model the non-linear relationship well. This tutorial introduces two PLS methods, PLS Correlation (PLSC) and PLS Regression (PLSR) and their applications in data analysis which are illustrated with neuroimaging examples. Both methods provide straightforward and comprehensible techniques for determining and modeling relationships between two multivariate data blocks by finding latent variables that best describe the relationships. In the examples, the PLSC will analyze the relationship between neuroimaging data such as Event-Related Potential (ERP) amplitude averages from different locations on the scalp with their corresponding behavioural data. Using the same data, the PLSR will be used to model the relationship between neuroimaging and behavioural data. This model will be able to predict future behaviour solely from available neuroimaging data. To find latent variables, Singular Value Decomposition (SVD) for PLSC and Non-linear Iterative PArtial Least Squares (NIPALS) for PLSR are implemented in this tutorial. SVD decomposes the large data block into three manageable matrices containing a diagonal set of singular values, as well as left and right singular vectors. For PLSR, NIPALS algorithms are used because they provide a more precise estimation of the latent variables. Mathematica notebooks are provided for each PLS method with clearly labeled sections and subsections. The notebook examples show the entire process and the results are reported in the Section 3 Examples.
Introduction

Introduction Introduction Introduction
Partial Least Squares (PLS) is a powerful multivariate statistical tool that estimates the predictive or causal relationship between variables. It was introduced by Herman Ole Andreas Wold in 1975 who was critical of structural equation models because these methods tended to ignore the presumption that "causality proceeds through time" (Wold, 1964) whereas recursive models addressed this deficit. A recursive model uses any variable in a sequence to relate to the previous variable in the model. The most recognized number sequence, the Fibonacci sequence (Beck & Geoghegan, 2010; Bóna, 2011; Sigler, 2002) , is an example of a recursive model where variable Fn in the sequence relates to the previous variables, Fn-1, Fn-2 as below: F F F Fn n n n = F = F = F = Fn n n n----1 1 1 1 + F + F + F + Fn n n n----2 2 2 2 for all n for all n for all n for all n ≥ 2 and F ≥ 2 and F ≥ 2 and F ≥ 2 and F1 1 1 1 = 1, F = 1, F = 1, F = 1, F0 0 0 0 = 0 = 0 = 0 = 0
Wold found, for recursive causal chain models (i.e. timing order where variables affect each other), the PLS method was more efficient and exceeded other techniques (e.g., Principal Component Analysis or PCA, Multiple Linear Regression or MLR) in intrinsic properties such as correlation and data size. PCA examines the variances represented in a single set of data and describes these variances in terms of a set of factors (Brown, 2009) , and MLR examines the relationship between a set of independent variables and a response variable. If its number of independent variables gets too large (e.g., greater than number of observations), its performance declines substantially. Intrinsic properties of PLS include the ability to deal with large, noisy, collinear datasets whereas MLR cannot accurately apply multi-collinear variables to predict the response variable. In addition, PLS has no issue with missing data.
Essentially, PLS consists of two components -(i) the structural, which shows the relationship between latent variables, and (ii) the measurement, which shows the relationship between latent variables and their indicators (Haenlein & Kaplan, 2004) . The major advantage of PLS is that it is much less restrictive in terms of assumptions compared to other multivariate statistical techniques such as MLR, in that, there exists no need to check normality (data can have any distribution), linearity, and independence of observations. Researchers need to be aware of the assumption surrounding the latent variables. Specifically, that each observed variable has a specific location on the latent structure and these observed variables are discrete (Henning, 1989) . Furthermore, the researcher should realize that these methods are not reliable if the dataset is very small, in general, that is, less than 30 cases.
McIntosh, Bookstein, Haxby, & Grady (1996) first introduced PLS to neuroimaging data analysis. Eventrelated potentials (ERPs), Positron Emission Tomography (PET) or functional Magnetic Resonance Imaging (fMRI) are examples of experiments that generate large neuroimaging datasets. Due to the expensive nature of these experiments, often the number of cases, or observations, is less than 50. Finding relationships between these large blocks of data, with many manifesting factors and few observations, can be a challenging task. Although there are many factors, there may be a few latent (unobservable or hidden) factors that account for most of the pattern co-variation in the data blocks or most of variation in the response. PLS tries to find or extract those latent variables using techniques such as decomposition of the covariance matrix in least squares sense or NIPALS.
With respect to ERPs, this is accomplished by extracting the latent variables that better relate brain activity, specifically electroencephalographic amplitudes at specific scalp locations, to behaviour (e.g., response times, and accuracy) or experimental design (e.g., contrast tasks, such as similarities and differences ).
The objectives of these guidelines are to assist in analysis and interpretation of event-related potentials (ERP) and behavioural data using partial least squares (PLS) methods, specifically correlation and regression. These methods are implemented using a high-powered statistical system known as Mathematica. The provided codes can be adapted to other languages (e.g. Matlab, R, etc.). Each block in a dataset may contain multiple variables; however, for simplification purposes, the examples in this tutorial use behavioural and neuroimaging data blocks which are limited to a few variables. The behavioural data block has two variables, reaction time and number of words recalled, and the neuroimaging data block has multiple variables, the brain electrical activities at twelve channel locations.
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Svante referred to the partial least squares technique as "projection to latent structures" (Abdi, 2010) because each observed variable is projected onto a latent variable. In order to better understand PLS analyses, one requires tools such as eigenvectors, eigenvalues, projection, singular value decomposition, and linear algebra concepts which are described in the following sections.
Materials -Notation, Definitions and Theorems
Matrices are denoted by bold capital letters, vectors by bold lower-case letters, transpose of matrix X X X X by X X X X T , ith entry in the vector v v v v by vi, element (i,j) of matrix X X X X by xij and dimension of matrix X X X X by nxm where n is the number of rows and m is the number of columns. The norm of vector ‫ܞ‬ is denoted by‖‫.‖ܞ‬ Finally, the matrices of the X X X X latent variables and the Y Y Y Y latent variables are denoted by Lx Lx Lx Lx and Ly Ly Ly Ly respectively. Projection Let S be a Hilbert space (i.e. a vector space possessing a structure of dot product -a scalar or inner product) and M is a subspace of dimension m (here m=2). The projection of a vector ‫ܞ‬ ϵ S on M is a vector ‫ܞ‬ ෝϵ M such that,
as shown in Figure 1 .
Eigenvectors and eigenvalues
In general, an eigenvector is defined as a non-zero column vector that satisfies the equation:
where A A A
A is a nxn square matrix, x x x x is a non-zero vector, and λ represents the eigenvalues of A A A A. The above equation can be written as follows:
where ۷ is an identity matrix of size n.
In order to have a non-zero x x x x, the matrix (A A A A -λ۷) must be singular (i.e. its determinant is zero). Eigenvalues are important when the matrix is a transformation from one vector space onto itself.
Note that for non-square matrices, it matters on which side the x x x x resides. If it is on the left it refers to a left eigenvector (i.e. a column vector). If it is on the right, it refers to the right eigenvector (i.e. a row vector). (Ghazy, Hadhoud, Dessouky, El-Fishawy, & Abd El-Samie, 2008; Haykin, 1991) devised to interpret the least squares problem (See Figure 2) .
Singular values and vectors
Theory in linear algebra
An mxn linear system with m>n is over-determined 
Methods
EEG/ERP background information
Voltage differences recorded as amplitudes over time are known as brain wave recordings or electroencephalography (EEG). These recordings reflect the synchronous activity of several thousand neurons.
Event-related potentials (ERP) are EEG recordings of an individual's response to some external or internal stimulus (e.g. auditory, visual, somatosensory, any combination of these, etc.). The stimulus is sent to a recording computer as a trigger of a specific event and these triggers are averaged together for several trials in order to reduce the background EEG noise and obtain a high signal to noise ratio and, thereby, a cleaner signal. Ocular and other artefacts are corrected or removed prior to averaging (Picton, Lins, & Scherg, 1995) .
Often only a subset of the electrodes and the number of points would be used for peak analysis. The entire average files, which contain amplitude and latency information for each electrode, can be brought into the software such as SPSS, Matlab, or Mathematica 
for further statistical analysis. In this case, PLS methods in Mathematica will be used for all analyses here.
PLS methods -PLS correlation Two major PLS techniques include correlation and
regression (Abdi & Williams, 2013) . Path modeling methods of PLS can directly follow these two methods but will not be covered in this article (for information on this technique see Tenenhaus, Esposito Vinzi, Chatelin, & Lauro, 2005 ; for a review refer to Esposito Vinzi, Trinchera, & Amato, 2010) . Why and when is PLSC applied? Why and when is PLSC applied? Why and when is PLSC applied? Why and when is PLSC applied? PLS Correlation is used to explore and describe any data structure. It can handle very large datasets and adapt to the experimental design. It allows the exploration of the correlation between two matrices. How does it work? How does it work? How does it work? How does it work? The primary goal is to analyze the communalities between the two matrices. Communality is a measurement of the percent variance of a given observed variable explained by all the latent variables together and reflects the reliability of the measured variable. Variables with high communalities are well explained while those with low communalities are not.
Let's matrix X X X Xnxm be the brain activity data for n number of participants and m data points of the neuroimaging data (averaged ERP amplitude for each channel as variables), and matrix Y Y Y Ynxk be the behavioural data for these n participants and k number of behaviour variables (such as reaction time and number of recalled words). The relationship between centred X X X X and Y Y Y Y (i.e. zero mean) is determined by the covariance matrix. Since data has mixed units such as latency (ms) and amplitude (µV), the matrices need to be normalized column-wise as well: 
By decomposing R R R R using singular value decomposition method, the following equation is obtained: I. These are known as saliences (i.e. the most noticeable or important in relation to its neighbouring values).
As Svante Wold described, the latent variables are projections of the original matrices onto their respective saliences; they are a linear combination of the original variables and explain the largest portion, in general 80 to 95 percent, of the covariance between the two matrices. The number of saliences is equal to the rank of R R R R (Krishnan, Williams, McIntosh, & Abdi, 2011) . The benefit of using latent variables is that it reduces the dimensionality of the data.
In other words, the latent variables of 
Brain activity data and behavioural data are first normalized for each group and then the correlation matrix is formed for each group individually. Group correlation matrices are joined to get the correlation matrix R R R R. Matrix R R R R is then decomposed into three matrices, U . All sections and subsections are carefully labelled. Section 1 describes data entry for each condition and centres and normalizes the data. Section 2 computes the correlation matrix for each condition then "joins" all the matrices to obtain the correlation matrix "Rb". The correlation matrix is then decomposed using SVD. Section 3 visualizes the first and second behavioural saliences. Section 4 computes the latent variables for behavioural and neuroimaging data. Section 5 plots brain scores and behaviour scores on the first two latent variables respectively. 
PLS methods -PLS regression
where T T T T and U U U U, with dimension nxa, are X-scores and Yscores, P P P P and Q Q Q Q are X-loadings and Y-loadings, E E E E and F F F F are X-residuals and Y-residuals, respectively and D D D D is a diagonal matrix with Latent variables are also called latent vectors (Zhao et al., 2013) Abdi, 2010 Abdi, , 2012 . NIPALS algorithm is used to calculate weights (w w w w,c c c c), loadings (P P P P,Q Q Q Q) and scores (T T T T,U U U U) in this tutorial. , and t t t t while the covariance between u u u u and t t t t vectors is examined in each iteration. The u u u u and t t t t are found and extracted when the covariance between them is maximal.
. T T T T consists of extracted X X X X latent variables. T T T T is orthonormal which means T T T T T T T T T= I
After extracting the latent vector, this vector will be removed from the X X X X and Y Y Y Y before extracting the next latent vector and then this procedure is repeated. This . Each section is clearly labeled. Some sections have subsections. Section 1 contains the modules for centring and normalizing data that will be used later. In Section 2, the neuroimaging and behavioural data are entered. The number of latent vectors to be extracted is also entered here. Section 3 involves standardizing the input data (neuroimaging and behavioural data) and defining and initializing the required matrices and vectors. Section 4 finds and extracts the latent vectors using the NIPALS algorithm. Latent vector number and iteration are printed here. Section 5 depicts the table of variances which displays the variability accounted for by each latent vector of the predictor and response data. Section 6 outputs weight matrix C C C C, score matrices T T T T and U U U U, and graphs score plots, which are the projection of predictor and response data onto their first two latent vectors. Section 7 reconstitutes the predictor and response data and brings them back to their original units. A table for the predicted response (behavioural) data, , and a table of regression coefficients are output. PLSR method is available in MATLAB as well. The program in MATLAB has been written by Hervé Abdi and can be found (www.utdallas.edu/~herve, article A76).
Examples Examples Examples Examples
Data used for the PLSC and PLSR examples are behavioural and neuroimaging data for three groups of participants with three participants in each group (Krishnan et al., 2011) . Matrix X X X X stores neuroimaging or brain activity data (i.e. amplitudes across time for the vertex electrode, Cz) and matrix Y Y Y Y stores the behavioural data from a memory task. The brain activity data of participants are organized into three university degree choices, English Major (EM), Mathematics Major (MM), and No Major (NM). Behavioural data are the scores of participants in a memory task. The task comprised two scores, Words Recalled (WR) and Reaction Time (RT). = ‫ۏ‬ ‫ێ‬ ‫ێ‬ ‫ێ‬ ‫ێ‬ ‫ێ‬ ‫ێ‬ ‫ێ‬ ‫ۍ‬ 2 5 6 1 9 1 7 6 2 1 7 3 4 1 5 8 8 7 2 8 6 4 8 2 5 8 7 3 7 1 7 4 5 1 4 3 3 3 7 6 1 1 10 2 2 1 7 4 2 3 8 7 1 6 9 1 8 8 1 6 1 7 3 1 1 3 1 8 1 3 9 5 9 0 7 1 8 7 4 2 3 6 2 7 8 0 6 5 9 7 4 4 2 10 3 8 7 7 4 5 7 6 7 6 5 4 8 8 Each row in X X X X matrix shows the neuroimaging data for each participant. Each row in matrix Y Y Y Y shows the number of words each participant recalled (words Recalled) and the average time he/she took to recall the words, Reaction Time (RT).
PLS Correlation Example
In this example, the experiment was looking at degree choice and relating it to scores in a memory task for Words Recalled and Reaction Time. In PLSCexample.nb notebook, upon activation of sections 1 and 2, matrices of centered and normalized data and the matrix of correlation will be output. Activating cells in the first subsection of section 3 produces a bar graph that shows the first behaviour salience for each behavioural measurement, words recalled and RT. Figure 6 shows that the first behaviour salience differentiates the EM group from two other groups in the Words Recalled behavioural measurement. This salience also differentiates the NM groups from two other groups in the Reaction Time behavioural measurement.
Activating cells in the second subsection of section 3 produces a second behaviour salience graph (See Figure 7) . The second behaviour salience differentiates the MM group from two other groups in words recalled.
Activating cells in subsections of section 4 computes latent variables for neuroimaging (brain activity) and behavioural data and are computed from the saliences V V V V and U U U U respectively.
Activation of the first subsection of section 5 will give the score plot (PCA style) for the neuroimaging (brain activity) data as shown in figure 8 . Finally, activating the last cell in section 5 will print the behaviour score plot, as in Figure 9 . Only two latent variables were extracted because these two latent variables explain the highest percentage of covariance that describes the correlation matrix between the two datasets (e.g., neuroimaging and behaviour).
In short, the main finding is that NM students were negatively correlated in brain and behaviour scores with EMs and MMs. This means that the brain response 
For more detailed information regarding the relationships, it is highly recommended to add bootstrapping techniques or a "constrained" PLS solution with a priori contrasts. The analyzed data in the correlation can then be plotted on an overhead view of the electrodes showing the brain scores with design scores for all recording electrodes. Other possible displays include design LV bar plots, and bar plots of the singular values and permutation test results. These plots are used to more easily view and interpret the resulting patterns' similarities and differences in the brain-behaviour relationships. 9 9 9 Plot of the latent variables to show the relationship of the covariances of the behaviour scores (i.e. WR and RT). The NM group is negatively correlated with the EM and MM groups. The first latent variable, LVy, separates EM1, MM3, NM3 and NM2 participants from the others.
PLS Regression Example
Developing a regression model to predict the behavioural data from brain activity data are the focus for PLS Regression. Brain activity data, matrix X X X X, are the predictor in this example. The behaviour data, matrix Y Y Y Y, are the response data. The results of this section can be obtained using the Mathematica notebook "PLSRexample.nb". Section 1 contains standardization and normalization modules that will be used later. Activating cells in Section 2 will input data and this is where the number of latent vectors for extraction may be changed by replacing the value of the "nfactor" variable with a desired value. The latent vectors to be extracted are obtained in sections 3 and 4. Section 5 will produce Table1 which shows the percentage of variances for X X X X and Y Y Y Y accounted for by each latent vector. In this example, the first two latent vectors account for more than 90 percent of the variability of Y.
Y. Y. Y. This means the optimum prediction can be reached by a prediction model using only two latent vectors.
Activation of cells in Section 6 outputs score matrices T T T T and U U U U and weight matrix C C C C (Table 2 ) and produces a score plot that shows the projection of participants onto the two first latent vectors of X X X X ( Figure 10 ) and a score plot that shows the projection of participants onto the two first vectors of Y Y Y Y ( Figure  11 .3).
In Figure 11 , the first latent vector separates the NM group from two other groups and the second latent vector separates the EM group from the other groups. The plot explains the same scenario as Figure 10 . This shows the accuracy of the prediction.
By activating the cells in Section 7, predictor and response data are reconstituted and the predicted response data (behavioural measurement), is computed and printed out as, One way to predict Y Y Y Y from new X X X X data is to multiply X X X X with the regression coefficients matrix. Therefore, multiplying new brain activity data by the regression coefficient matrix of the PLSR model will yield predicted behaviour data. This is very useful especially when only neuroimaging data are available. Studying the behaviour effect of drugs from neuroimaging data can be a possible application of PLSR.
Discussion
Discussion Discussion Discussion
Partial Least Squares (PLS) has many advantages over simple regression or multiple linear regressions. For example, PLS is able to handle (i) more descriptor variables than compounds, (ii) non-orthogonal descriptors, and (iii) multiple biological results. In addition, PLS has (i) more predictive accuracy, and (ii) a lower risk of chance correlation.
PLSC looks at the 'shared' information between the variables whereas PLSR looks at the directionality and predictability of the DVs from a set of IVs.
Some of the major limitations of PLS include (i) a higher risk of overlooking "real" correlations, and (ii) sensitivity to the relative scaling of the descriptor variables. In regard to the data analyzed in this article, no evaluation is performed due to the size of the dataset. This artificial dataset was used only as an example of procedures using Mathematica. However, the data are not generalizable to the population due to the low N values used. The code can be further Table  Table Table  Table 1 1 Table  Table Table  Table2 
How the Performance of PLS Correlation Model is
Evaluated?
Bootstrap sampling is used to estimate the standard error in PLS correlation (Krishnan et al., 2011) . Using the dataset, a bootstrap sample is created by repeatedly randomly sampling with replacement. Error is estimated by applying PLSC to this bootstrap sample. Permutation tests are generally employed to perform hypothesis tests. In permutation tests, Student and Fisher's nonparametric estimation of sampling distributions randomly rearranges rows of each matrix and then re-applies PLSC. This process is repeated many times in order to estimate the probability distribution of singular values under the null hypothesis.
How the Performance of PLS Regression Model is
Evaluated?
The prediction performance of the PLSR model can be examined using cross-validation techniques such as kfold (Zhao et al., 2013) . The estimated prediction error will be obtained from discrepancies between the predicted response data or results, and the observed response data, Y Y Y Y. The smaller the prediction error becomes, the better the prediction. The root mean square error (RMSE) of prediction can be used to measure the prediction performance of the model. Table  Table Table  Table 3 3 3 3 Matrix ܻ when 8 latent vectors are used. Tabl  Table e The first latent vector separates the NM group from the other groups in terms of brain activity and the second latent vector separates the EM group from other two groups. The plot also shows how brain activity predicts behavioural data. The EM group shows the lowest brain activity that predicts the highest words recalled with the lowest reaction time and the NM group shows highest brain activity that predicts the lowest word recalled with the highest reaction time. This means that EMs can recall words with less effort and the NM group has difficulty recalling words. The score plot shows the projection of participants onto the first two latent vectors of Y. The first latent vector separates the NM group from the other groups in terms of brain activity and the second latent vector separates the EM group from the other two groups. The plot also shows how brain activity predicts behavioural data. The EM group shows the lowest brain activity that predicts the highest words recalled with the lowest reaction time and the NM group shows the highest brain activity that predicts the lowest word recalled with the highest reaction time. This means that EMs can recall words with less effort and the NM group has difficulty recalling words. 
