Abstract. Canada's RADARSAT-2 synthetic aperture radar (SAR) satellite will be equipped with an experimental ground moving target indication (GMTI) mode, which makes use of the "dual-receive" capability of the RADARSAT-2 antenna to provide two apertures aligned in the along-track direction. The mode allows two SAR images to be taken under identical geometry of observation, but separated by a short time lag. One of the GMTI techniques currently being explored is based on SAR along-track interferometry (SAR ATI), which uses the magnitude-phase information of the interferogram to extract movers from stationary clutter. In this paper, an unconventional but fully automatic detection scheme, derived using a histogram approximation to the clutter joint probability density function (PDF), is proposed. The new nonparametric method permits the implementation of a constant false alarm rate (CFAR) detector without deriving a theoretical joint PDF for the clutter interferogram. A false alarm reduction technique, based on "selective" local density calculations, is also discussed. Experiments show striking improvement in reducing the number of false alarms (up to 60% reduction) over the original detector without significantly degrading its performance. The detector is shown to be robust in its ability to handle both simulated (RADARSAT-2) and real (airborne) data. Comparison with a conventional parametric CFAR detector, derived using theoretical marginal PDFs of the magnitude and phase of the interferogram, suggests the performance superiority of the new detector.
Introduction
Canada's RADARSAT-2 commercial synthetic aperture radar (SAR) satellite, scheduled to be launched in late 2005, will have an experimental mode that will allow ground moving target indication (GMTI) measurements to be made. This mode of operation is called MODEX for moving object detection experiment. The RADARSAT-2 MODEX is the world's first attempt to implement a limited-function GMTI onboard a commercial SAR satellite. Such a radar could be used to validate GMTI parameters and algorithms needed for more sophisticated radars. Preliminary information on the RADARSAT-2 MODEX configuration can be found in Luscombe (1995) and Livingstone (1998) . Table 1 lists some of the MODEX sensor characteristics and design parameters. In the MODEX mode, the spacecraft's radar antenna is partitioned into two apertures, aligned in the along-track direction, which record two echoes (the dual-receive mode), one from each wing, for every pulse transmitted at the full antenna. In addition to the dual-receive mode of operation, RADARSAT-2 will also support an alternating-transmit mode where pulses are transmitted alternately from each wing and received alternately on each wing. This mode allows greater separation of the twoway phase centres in the along-track direction. Data are coherently received from both apertures and are then downlinked in parallel channels for processing to extract moving target velocities in their SAR image context. The ground processing infrastructure for MODEX is presently being developed based on the theoretical understanding of the measurement process, augmented and validated by airborne SAR GMTI experiments (Livingstone et al., 2002) and simulation studies (Chiu, 2000a; 2000b ) that emulate the RADARSAT-2 radar performance and observation geometries.
One of the proposed RADARSAT-2 GMTI processor architectures uses SAR along-track interferometry (SAR ATI) signal magnitude and phase information to extract slow ground movers from stationary background clutter. The application of the SAR interferometry technique to GMTI has been examined by other investigators (Soumekh, 1997; Ender, 1999; Moccia and Rufino, 2001 ). The SAR ATI processor uses two displaced phase centres aligned along track, and an interferogram is formed by taking the product of one image with the complex conjugate of the other after the two image datasets have been coregistered in time via a delay operator. When viewed in the complex plane as a two-dimensional (2D) magnitude (radius) and phase (angle) distribution, the complex signal output of the SAR ATI processor results in a bell-shaped distribution as seen in Figure 1 . Here, stationary scatterers in the imaged terrain are represented by their phase-noise distribution about the zerophase axis. Moving targets appear at nonzero phase angles that are proportional to the slant-range velocities of the targets. It is clear from Figure 1 that moving target detection via the SAR ATI approach is a 2D process. The conventional approach to constant false alarm rate (CFAR) detection would, therefore, require elaborate statistical modeling of the stationary clutter interferogram. This paper reports on an adaptive nonparametric CFAR detection scheme that is simple to implement and does not involve theoretical modeling of clutter statistics.
The paper shows the shortcomings of conventional CFAR detection schemes and gives the rationale for advocating a nonparametric CFAR approach and for using a threshold function γ(ψ). The proposed adaptive nonparametric CFAR detector is then described in detail. The new detector is tested using both simulated spaceborne data and experimental airborne data, and the results are described and discussed, followed by a summary of the findings.
Clutter models

Homogeneous (Gaussian) clutter
The quadrature components of received echoes from the stationary clutter are often modeled as zero-mean Gaussian processes, implying Rayleigh distributed magnitude. The model is warranted for rough (on the scale of the radar wavelength) but homogeneous backscatterers because the sum of independent, identically distributed (i.i.d.) scatterers is complex Gaussian distributed by the central limit theorem. This assumption has been validated over homogeneous agricultural and natural areas such as forest and open field areas but breaks down over more heterogeneous or smooth surfaces such as urban areas or sea surfaces (Conte et al., 1991) . The detailed derivation of probability density functions (PDFs) of the complex interferogram under the assumption of jointly Gaussian distributed data has been described by Lee et al. (1994a; 1994b) and Joughin and Winebrenner (1994) . The results are summarized here.
For a two-channel SAR system, such as RADARSAT-2, one defines the column vector x = [x 1 x 2 ] T with elements x i = P z i i 1 2 , where z i is a complex normally distributed variable, P i is the mean power level of the ith channel, and T is the transpose operator. The vector x is modeled as a bivariate complex Gaussian random vector with PDF Theoretical joint probability density function of the onelook (n = 1) along-track interferometric phase ψ and magnitude ξ. The coherence between the two one-look images is ρ = 0.981.
where R is the clutter (plus noise) covariance matrix, the superscript H is the complex conjugate transpose operator, and det(R) is the determinant of R. The covariance matrix R can be written as
where E{·} denotes the expectation value of the parameters in parentheses, P i = P c,i + P n (where P c,i is the clutter power from the ith channel, and P n is the noise power), I is the 2 × 2 identity matrix, ρ exp(jθ) is the complex correlation coefficient between the two channel outputs, and
The off-diagonal elements R 12 = R 21 * = (P 1 P 2 ) 1/2 ρ exp(jθ) describe the complex interferogram. While the phase θ of the across-track interferogram depends on the illumination geometry and terrain elevation, the phase of the along-track interferogram is assumed zero for stationary clutter (θ = 0). In the case of internal clutter motion, such as sea surface currents, θ is a function of the current velocity.
To reduce speckle, the data are multilook processed, which requires averaging several independent one-look interferograms. Whether multilooking is advisable for the SAR ATI (reduction of target peak amplitude versus reduction of phase noise) has been discussed by Gierull and Sikaneta (2002) . The sample covariance matrix is given as
where n is the number of looks, x k is the kth look sample, and the phase difference ψ (or the interferometric phase) is the argument of the upper off-diagonal term in the matrix Q. The samples are assumed to be statistically independent, but in reality certain dependence between samples occurs. In such a case, the statistical dependence can be accounted for by using an effective number of looks (Joughin and Winebrenner, 1994; Gierull and Sikaneta, 2002) . The random matrix Q is well known to be complex Wishart distributed (Goodman, 1963) , with a probability density function as follows:
where tr(·), det(·), and Γ(·) denote the trace, the determinant, and the gamma function of the parameters in parentheses. The matrix Q is positive definite. By setting ∆ 1 = Q 11 /P 1 , ∆ 2 = Q 22 /P 2 , and η = α(P 1 P 2 ) -1/2 , Equation (5) can be simplified to
where η is the magnitude and ψ the multilook phase of the interferogram. By a change of variable ξ = η/n (the normalized multilook magnitude) and by integrating with respect to ∆ 1 and ∆ 2 from 0 to ∞, the PDF in Equation (6) becomes
where K n-1 (·) is a modified Bessel function of the second kind. Note that even though Equation (5) is not defined for n = 1, Equation (7) is defined. An example of the PDF f(ξ,ψ), computed from Equation (7) for n = 1 and ρ = 0.981, is plotted in Figure 1 , which shows the typical behavior of the phase fluctuation (variance): large fluctuation for small clutter magnitudes and small fluctuation for large radar returns. For an ideal, "noise-free" radar and rigorously stationary scatterers, stationary interferometric scene elements would be completely coherent and would map to the zero-phase axis. Partial decorrelation of the radar signals over the SAR aperture time results in the measured points being clustered in the vicinity of the zero-phase axis. Decorrelation mechanisms include additive thermal noise and multiplicative phase noise of the radar (Chiu and Livingstone, 2005) , and "internal" motion of clutter over the observation period. In the magnitude-phase plane, the additive noise will appear as a point distribution about the zero-phase axis, and the root mean square (RMS) width of the distribution is independent of the signal strength. The phase noise also appears as a distribution about the zero-phase axis, but whose RMS width limits to a constant phase angle for large-amplitude signals. Increasing the number of independent looks leads to speckle reduction and hence smaller variance, even for moderate interferogram magnitudes.
Integrating Equation (7) over the normalized magnitude ξ from 0 to ∞ leads to the marginal multilook density function for the phase ψ:
where F(·) is the Gauss hypergeometric function given by
The marginal PDF in Equation (8) depends only on the number of looks and the magnitude of the complex correlation coefficient ρ. The peak of the distribution is located at ψ = θ. In along-track interferometry, ψ should be centred around zero for stationary clutter. Multilook processing reduces the statistical phase fluctuation, i.e., the variance of the phase decreases for a large number of looks. The width of the distribution depends on the correlation coefficient ρ. The PDF reduces to a uniform distribution for ρ = 0 and a Dirac delta function (or distribution) for ρ = 1.
Similarly, integrating Equation (7) with respect to the phase ψ (from -π to π) leads to the marginal multilook density function for the multilook magnitude ξ:
where I 0 (·) is the modified Bessel function of zero order of the first kind.
Heterogeneous (non-Gaussian) clutter
The implementation of a CFAR detector suitable for the SAR ATI involves a 2D detection process, which requires elaborate statistical modeling of the magnitude and phase of the terrain interferogram, and the derivation of their joint PDF. Analytical studies of the statistics of the phase and magnitude of the interferogram are very rare for non-Gaussian SAR image distributions, and the joint magnitude-phase PDF for general, non-Gaussian image distributions cannot be modeled analytically.
It was shown that the theoretical marginal PDF of the phase of the interferogram in Equation (8), derived under the assumption of Gaussian backscatters, agrees almost perfectly with real data for a wide variety of backscatter conditions (Gierull, 2001) . Figure 2 shows two representative results illustrating the observed phase distribution invariability. The set of data used in Figure 2 was taken from an airborne GMTI experiment conducted in July 1999 at Canadian Forces Base (CFB) Petawawa; the same dataset is the basis for the experiments in this study to test the performance of the proposed new CFAR detection scheme. The clutter type within patch 1 corresponds to low-scrub vegetation, and patch 24 is thickly covered with jack pine; see Gierull (2001) for the image patches from which the histograms have been computed. These results agree well with other, mainly polarimetric studies that have reported similar findings (Lee et al., 1994a; 1994b; Joughin and Winebrenner, 1994) .
The corresponding marginal PDF for magnitude, on the other hand, deviates strongly from the measured data in most cases, even in homogeneous scenes, as shown in Figure 2 . This is especially true in highly heterogeneous composite terrains such as over urban areas. In such cases, the observed distributions show longer tails and larger variance-toexpectation ratios (spiky clutter) than those predicted by Gaussian distribution. It becomes clear that a simple magnitude PDF cannot accommodate all the different scenarios. One might instead consider a class or family of distributions, in which Rayleigh distribution must be a member. Among such distributions, the Weibull and the K distributions have received a great deal of attention in the literature (e.g., Conte et al., 1991; Frery et al., 1997) . These distributions result from a compound or, often called, multiplicative model for the clutter and have been shown to fit a wide range of experimental data well. However, even the K distribution sometimes fails to model extremely heterogeneous terrains such as urban areas, i.e., scenes that contain different landscape types. Gierull (2001) has derived a new density function, called the p distribution, for the magnitude of the interferogram for heterogeneous terrain based on a recently proposed generalized distribution for the texture statistic of the SAR image magnitude (Frery et al., 1997) . The p distribution was shown to match real data more accurately, but its use requires sometimes-unstable numerical methods. The problem of numerical stability in the practical implementation of a CFAR detector needs to be addressed further. Moreover, highly heterogeneous terrains are still not satisfactorily modeled by the p distribution.
In addition to overcoming the challenge of modeling the magnitude PDF of the terrain interferogram, one has yet to address the proper modeling of the joint phase-magnitude PDF, instead of treating the marginal phase and magnitude PDFs separately. Gierull (2001) has proposed a CFAR detector based on estimating the magnitude and phase thresholds separately from theoretical marginal PDFs for magnitude and phase, rather than deriving a threshold function γ(ψ) from the joint magnitude-phase PDF. The distribution of the interferometric magnitude is clearly a function of the interferometric phase, however, and treating only the marginal distributions leads to the problem of detecting only moving targets falling in region II of the ξ-ψ plane in Figure 1 , but regions I and III are completely missed by this detection scheme. The detection method based on marginal PDFs does not optimize the probability of detection (P D ) because it is basically a two-step filtering process and does not take into account explicitly the phase dependence of the magnitude threshold γ(ψ). Therefore, the detector is expected, in principle, to perform more poorly than a detector that utilizes a joint ξ-ψ PDF for its detection scheme. In this respect, an alternate approach to CFAR detection, specifically one that does not require the theoretical derivations of the interferogram's magnitude and phase PDFs but takes into account the phase dependence of the magnitude threshold γ(ψ), is desirable and of great practical value.
A nonparametric approach to CFAR detection
In the parametric approach to CFAR detection, background noise or clutter distributions are assumed known except for a finite number of parameters, and the distribution type is fixed except for possible variation in one or more distribution parameters. Nonparametric detectors, on the other hand, provide detection with no a priori assumptions on the form of the background noise or clutter distributions. This paper reports on the implementation of a nonparametric CFAR detection scheme that is suitable for the SAR interferometry. The technique estimates the magnitude-phase joint PDF of the terrain interferogram via a histogram-binning procedure and computes an approximate probability of false alarm P FA without deriving the theoretical joint PDF for the stationary clutter.
The magnitude threshold γ(ψ), which maximizes the probability of detection P D , is a function of the interferometric phase ψ and is dependent on target PDFs and radar cross sections (RCSs). Since the target parameters (or characteristics) may not be known, the optimization of P D is not at all trivial. If one were to use a constant-magnitude threshold, γ(ψ) = ξ c (where ξ c is a constant-magnitude value), for all phase angles or a constantphase threshold, |ψ| = ψ c (where ψ c is constant-magnitude value), for all magnitude values, then the result would lead to either too many false alarms or too few detected targets. One possible choice of γ(ψ), which takes into account the phase dependence of the magnitude PDF, is to use constant-density contour lines from the joint PDF f(ξ, ψ), if it can be theoretically derived. This has proven to be very challenging, however, and the derived PDF often fails for highly heterogeneous terrains.
Here we take an approach that does not require the derivation of a theoretical joint PDF for the terrain interferogram but takes into account the dependence of a magnitude threshold γ on the phase ψ. We first form a 2D histogram of the magnitude and phase of the interferogram by a simple histogram-binning procedure. The goal of this exercise is to obtain the constantdensity contour lines of the bell-shaped distribution (Figure 1) . These lines represent the histogram approximation of the theoretical magnitude-phase threshold functions γ(ψ), from which one can separate the movers from the clutter and calculate P FA . The P FA is specified with one of these contour lines chosen as the approximate magnitude threshold function γ(ψ). One may also fix the number of signal dots in a magnitude-phase bin (say two dots per bin) and vary the bin size (or the number of bins) to specify an equivalent set of density contour lines. The former approach of histogram binning (based on a fixed bin size and a varying number of dots per bin) gives coarser P FA increments and is not very suitable for constructing a CFAR detector that can be fine-tuned to a wide range of P FA values. In the following analysis, however, the former (or the first) approach is chosen to explain the key ideas, on which the proposed detector is based, because it can be more easily understood conceptually.
If the joint PDF f(ξ, ψ) of the stationary clutter is known, then in principle one can find the constant-density contour lines in the ξ-ψ plane for which f(ξ, ψ) = C, where C is a constant. The contour lines are denoted as γ(ψ, C). The constant C can be determined for a fixed P FA via Equation (10) as
where ξ is the magnitude of the interferogram, ψ is the phase of the interferogram, and γ(ψ) is the threshold function of the joint PDF f(ξ, ψ). Once C has been determined as a function of P FA , the contour lines depend implicitly on P FA . The proposed histogram-binning approach essentially approximates Equation (10) by computing the approximate P FA from
where count(x i ) is the number of dots in bin x i , R is the set of all bins with a count below or equal to a threshold but greater than zero, and N tot is the total number of sample points. The expression in Equation (11) sums all the signal dots in the magnitude-phase bins with the number of dots in the range 0 < count ≤ threshold and divides it by the total number of signal dots to yield P FA . Equation (11) gives correct P FA values if there are no moving targets. When the movers are present, the approximation remains good if there are significantly more false alarms than targets, otherwise it remains poor. To take into account the presence of the moving targets, one modifies the R set of all bins with a count below a threshold to a new set of all bins belonging to the region between the chosen constantdensity threshold contour line, or the approximate threshold function γ(ψ), and the outermost contour line defined in the next paragraph. The proposed detection scheme makes use of the following observations or facts about the joint PDF of the stationary clutter: (i) the magnitude ξ distribution is a function of interferometric phase ψ; (ii) the tail of the ξ distribution becomes longer as ψ approaches zero, and the signal samples are more dispersed in the ξ-ψ plane at large ξ values; (iii) away from ψ = 0, the ξ distributions have increasingly shorter tails, and signal samples are closely clustered together; and (iv) for well-balanced channels, the clutter joint PDF is symmetric and has a bell-shaped distribution in the ξ-ψ plane. The previous observations are true even for non-Gaussian heterogeneous terrains. These observations allow us to say that signal points outside the symmetric bell-shaped distribution are most likely those of moving targets. The fact that stationary terrain signal samples are closely clustered together away from zero phase position (|ψ| > 0) and the fact that movers outside the bell-shaped distribution are well dispersed allow one to define the outermost contour line to be the one that has the lowest density while retaining the bell-shaped symmetry. A contour line obtained from a histogram is never perfectly symmetric, however. One can use the Marola Symmetry Metric (Marola, 1989) to measure the symmetry of the line and decide when the symmetry is broken. The implicit assumption of the detection scheme is that the movers are rare events in a dominant background of the stationary clutter. Therefore, the sample size (i.e., the total number of samples) needs to be large enough to ensure that there are significantly more clutter points than those of movers in order for the proposed scheme to work. Typically, 10 5 samples are used in this study. The region near zero phase (ψ = 0) needs special attention, since the magnitude (ξ) distribution tends to be long-tailed and the signal samples are dispersed at large ξ values, making them indistinguishable from the movers if only the density criterion is used to differentiate them from the moving targets. For the proposed detector, one simply notches out this region and considers it to be all clutter. The width of the phase notch filter can be estimated from the phase noise of the system, whose RMS width is limited to a constant phase angle for large-amplitude signals. Equation (11) can therefore be redefined as
where U is the set of all bins in the region outside the notchedout zero phase region and between the threshold function γ(ψ) and the outermost contour line; andℵ tot is the total number of samples in the region bounded by the outermost contour line, including also the notched-out region (as illustrated in Figure 3 ). The desired P FA is obtained from the proper choice of a threshold function or contour line. In the following sections, the new detector performance is tested against two sets of interferogram data obtained from RADARSAT-2 simulation and airborne experiments.
Experimental definition Simulation
The simulated RADARSAT-2 MODEX data were obtained using a space-based MTI radar simulator known as SBRMTISIM (Nohara et al., 1999) , developed by Sicom Systems Ltd. for the Canadian Department of National Defence (DND). The simulator provides an interactive environment definition module, which allows the user to specify the look geometry and define clutter regions and targets to create a scenario. Clutter is modeled as a dense set of regularly spaced scatterers with user-specified cross sections, scattering statistics, and internal motion. Targets are modeled as point scatterers with user-specified velocities, cross sections, and fading statistics. Other modules are provided to specify the radar and antenna parameters along with other parameters needed to characterize the system. Once these parameters are specified, the simulator generates high-fidelity, complex baseband signals representing the signals received by the radar. For more details of the simulator see Nohara et al. (1999) and Chiu (2000a; 2000b) .
The simulation was carried out using a 12 MHz bandwidth chirp waveform, which yields ground range resolution of 25 m at a 30°incidence angle. The azimuth resolution was kept constant at 25 m. Simulations were performed on a targetsplus-clutter scene over a 1.5 km range swath, which contained a 2.5 km × 5.0 km land clutter patch with a reflectivity of -10 dB m 2 /m 2 and a spectral width of 0.1 m/s (to model internal motions of vegetation). The clutter amplitude was Rayleigh distributed, the clutter phase was uniformly distributed, and the land patch was statistically stationary. Twenty targets, moving either eastward or westward, were generated within the simulated land surface. The velocities of the targets range from 15 to 64 km/h, and RCS is kept at 45 m 2 . The satellite heading is approximately north (i.e., 98.6°inclination), with a rightlooking geometry.
Airborne experiment
As part of the preparatory work for the RADARSAT-2 MODEX, airborne experiments were conducted to acquire SAR ATI data for typical RADARSAT-2 resolution and incidence angles. A dataset was obtained at CFB Petawawa on 14 July 1999 by the Environment Canada CV 580 C-band SAR configured in its along-track interferometer mode. The details of the experiment can be found in Livingstone et al. (2002) and are only briefly described here.
The CFB Petawawa training area was used as the primary experiment site (Figure 4) . It had three direct-fire moving target ranges (called Delta, Juliet, and MIT) situated on flat, open spaces of sparse, herbaceous and shrubby vegetation in well-drained soil. Five controlled ground moving targets of differing types were used in the experiment. The Delta, Juliet, and MIT transport systems consisted of rail tracks and rail vehicles programmable to move at predetermined speeds. Two of the dirt roads (Steward Road and Messer Road) on the site provided paths for global positioning system (GPS) monitored truck targets (two pickup trucks). Each controlled moving target was equipped with a trihedral corner reflector and a carrier-phase GPS receiver. Target velocities were selected to provide radial velocities between 5 and 70 km/h, both within the directional ambiguity speed. The details of the controlled targets are shown in Table 2 .
Results and discussion
Simulation
The simulated RADARSAT-2 data are SAR processed, and an interferogram is formed via the SAR ATI processing chain. Plotting the resulting interferogram in magnitude versus phase format, one obtains a bell-shaped distribution for the stationary terrain interferogram, shown as dots in Figure 5 . The dots with squares around them are moving target interferogram samples. The signals of the moving targets protrude from the bell-shaped clutter distribution. The goal of a CFAR detector is to automatically differentiate the targets from the clutter background, that is, the dots with squares from the simple dots, and to maintain a constant probability of false alarms for a varying clutter background. One cannot distinguish those dots with squares (moving target signals) falling inside the bellshaped distribution from stationary terrain signal dots, because there is no magnitude-phase information about these targets that sets them apart from the terrain background. The proposed detection procedure considers those dots with squares falling outside the bell-shaped distribution to be the moving targets and everything else to be stationary clutter. Figure 3 shows the contour plot of the distribution in Figure 5 . The outermost contour line of the stationary clutter retains its bell-shaped symmetry. The moving targets, on the other hand, do not generally have symmetric PDFs about ψ = 0 because of their radial velocity components; and being rare events in the whole sample space, they appear either as isolated signal dots or as small isolated contour "islands" in a contour plot (see Figure 3) . By choosing different threshold functions or threshold contour lines, one can calculate the P FA from Equations (11) and (12), and the results are shown in Figure 6 . The true P FA values are also shown for comparison. The P FA value calculated based on Equation (11) improves in accuracy as the number of false alarms increases, but it is poor at low P FA . This is understandable because at low P FA the contribution from the movers becomes non-negligible with respect to the total number of false alarms. The P FA computed from the modified U set improves the approximation dramatically and keeps the errors to within 30%, and the results are much less sensitive to the ratio of target to false alarm. The moving targets are extracted by treating the set of all bins with a count lower than or equal to the threshold function as the movers plus false alarms; the detector outputs the result as shown in Figure 7 . The method is surprisingly simple but effective, and it is automatic. For a P FA of 3.0 × 10 -5 (10 false alarms in a 2170 × 152 element scene), it detects 19 out of 20 targets. Note the targets have range migrated over the synthetic aperture time, and therefore they appear over several range bins as seen in Figure 7 . Multiple detections of the same target are counted only once in the counting process.
The detection performance of the proposed detector is expected to be better than that of the marginal PDF-based CFAR detection scheme proposed by Gierull (2001) . Preliminary results of the comparison of the two approaches showed that the current method is superior in performance when the two detection schemes were applied to the same sets of simulated data, particularly for slowly moving targets. When applied to the current set of data (i.e., Figure 5 ), for example, Gierull's approach detected 12 out of 20 targets for the same number of false alarms (see Figure 8) .
Upon closer examination of the histogram-based detector, one realizes that there are always "edge" clutter points along the bell-shaped distribution that are "counted" as moving targets owing to the nature of histogram binning (see Figure 9) . The magnitude-phase histogram binning approximates the true PDF but does not always reflect its true local densities at the edge of the bell-shaped distribution. Some of the edge bins contain only one signal dot, even though it is near several other points (see Figure 9 ). These are most likely stationary clutter signals, but they are indistinguishable (based on histogram binning) from the moving target dots, which are well dispersed (low local density) in the magnitude-phase plane. To accurately measure the local density of these edge points, one must compute the number of dots within a magnitude-phase "distance" from the signal dot of interest. This procedure needs to be repeated for all signal dots (typically over several million), however, a highly computationally intensive task and unrealistic effort. Therefore, we propose a fine-tuning technique that uses the histogram-binning technique to first identify the moving target signal points and the edge clutter points and then apply the local density calculation only to these signal dots ("selective" calculations) to differentiate the well-dispersed moving target points from those of the clutter "edge". This dramatically reduces the number of calculations required and, most importantly, minimizes the number of "edge-points" false alarms without significantly degrading the performance of the detector or P D . This procedure was applied to the same SAR ATI data used in Figure 5 , and the output of the modified detector is shown in Figure 10 . As can be seen, 18 out of 20 targets are detected, with a false alarm rate reduced to P FA = 2.53 × 10 -5 , and the actual number of false alarms decreased from 10 to 4 (a 60% reduction). A slight degradation in the number of detected targets (from 19 to 18) is also noticed. This overall improvement may be desirable if one places a greater emphasis on reducing the number of false alarms over maximizing the number of detected targets.
Airborne
Both original and modified CFAR detection schemes were also applied to the airborne data. The bell-shaped magnitude-phase distribution was obtained from the SAR ATI data and is plotted in Figure 11 . There are five controlled moving targets and probably a few movers of opportunity in the imaged scene. Signal "dots" outside the main bell-shaped distribution most likely belong to these moving targets. To extract the movers, one applies the same histogram-binning procedure to this distribution and obtains density contour lines (see Figure 12 ) similar to those of the simulated data. All signal dots in magnitude-phase bins with a dot count equal to 1 (the threshold) are considered to be mover signals (plus false alarms). The resulting GMTI image is shown in Figure 13 . Dots with an arrow indicate confirmed detections of the controlled moving targets, those with a vertical line represent possible detections of targets of opportunity, and those alone are false alarms. Red dots indicate targets moving toward the radar, and green dots indicate targets moving away from the radar. Owing to velocity mismatch, the matched filter shifts the movers azimuthally. The arrows and vertical lines show the true positions of targets on a road or track. Four of the five controlled targets have been detected in all four imaging passes (P7-P10, where P7 is used for illustration), except for one case (P9) in which the detector missed the 70 km/h pickup truck on Steward Road. This is because of the mismatch between the terrain-matched filter and the target speed, which happens to fall on the first non-zero speed matched filter null, and as a consequence the target signal is severely attenuated by the filtering process. The detector also missed the MIT target because of the small RCS and low radial velocity of the target. The detector, however, detected two possible targets of opportunity on Highway 17. The overall performance of the detector is very good, even when it is applied to heterogeneous terrain. The modified detector, applied to the same SAR ATI data, shows similar performance improvement in reducing the number of false alarms (from 10 down to 6) while detecting the same number of moving targets (six movers detected; see Figure 14 ). The detections on the left-hand side of Highway 17 are most likely false alarms, since their ATI phase signs do not agree with the direction of their azimuth shifts. In addition, their phase angles are small (less than 7°) but with large magnitudes. Therefore, these are bright but most likely stationary targets. Their small but nonzero phases are due to system phase noises. The proposed histogram-based detectors rely on the density of signal dots to differentiate between the stationary clutter and the moving targets. Since bright stationary targets appear as "rare events" in the imaged scene, they show up as dispersed signal dots (in the magnitude-phase plane), which protrude from the main bell-shaped distribution (see Figures 11 and 12 ) and are erroneously counted as moving targets by the detector, as indicated in a previous section. This is a shortcoming with this type of detection scheme, but it can be easily remedied with an additional phase notch filter, which disallows targets with phase values smaller than a certain phase threshold (estimated based on the system phase noise) to be counted as real movers, as discussed previously for Equation (12). Applying such a filter (|ψ| > 7°) to the output of the detector, the false alarms on the left side of the highway are eliminated. Dots clustered around a pond of water situated on the top left side of the imaged area are also false alarms, but these are likely due to the motion of the water. This phase shift is commonly observed in a SAR ATI image of a lake or river, and a simple phase filter cannot filter them out because the phase shift varies with the wind condition of the imaged area and reflects true motions in the scene. However, the image context should allow one to recognize them as false alarms.
Conclusion
One GMTI technique, currently being explored, is based on SAR along-track interferometry, which uses the magnitudephase information of the interferogram to extract movers from stationary clutter. It was shown in Gierull (2001) that the marginal PDF of the magnitude of the interferogram, derived under the assumption of homogeneous clutter, does not agree with reality. Motivated by this discrepancy and by the difficulty of deriving a theoretical joint PDF that matches various terrain types, a fully automatic adaptive detection scheme, based on histogram approximation to the clutter joint PDF, has been proposed. The new method permits the implementation of a CFAR detector without the need to derive a theoretical joint PDF for the clutter interferogram. A false alarm reduction technique, based on "selective" local density calculations, was also discussed and (experimentally) verified, showing a striking improvement in reducing the number of false alarms (up to 60% reduction) without significantly degrading the detector performance. The detector was shown to be robust in its ability to handle both simulated (RADARSAT-2) and real (airborne) data. Preliminary comparison with a conventional parametric CFAR detector, derived using theoretical marginal PDFs of the magnitude and phase of the interferogram, showed the performance superiority of the new detector. 
