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Abstract
The Maxwell system in an anisotropic, inhomogeneous medium with non-linear memory effect produced
by a Maxwell type system for the polarization is investigated under low regularity assumptions on data and
domain. The particular form of memory in the system is motivated by a model for electromagnetic wave
propagation in ferromagnetic materials suggested by Greenberg, MacCamy and Coffman [J.M. Greenberg,
R.C. MacCamy, C.V. Coffman, On the long-time behavior of ferroelectric systems, Phys. D 134 (1999)
362–383]. To avoid unnecessary regularity requirements the problem is approached as a system of space–
time operator equation in the framework of extrapolation spaces (Sobolev lattices), a theoretical framework
developed in [R. Picard, Evolution equations as space–time operator equations, Math. Anal. Appl. 173 (2)
(1993) 436–458; R. Picard, Evolution equations as operator equations in lattices of Hilbert spaces, Glasnik
Mat. 35 (2000) 111–136]. A solution theory for a large class of ferromagnetic materials confined to an
arbitrary open set (with suitably generalized boundary conditions) is obtained.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A model for ferroelectric material behavior suggested by Greenberg, MacCamy and Coffman
in [3] is given in the form of Maxwell’s system
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μ−1 curlE + ∂0H = 0,
amended by the system
∂20P + a∂0P +
1
μ
curl curlP + bψ(P ) = bE
governing the polarization P (for an alternative model with ode type constraints on P see,
e.g., [1], which deals with only locally Lipschitz non-linearity). Here curl is the usual vector-
analytical differential operator, ∂0 denotes the derivative with respect to time, ,μ, a, b,σ are
originally just positive real numbers and ψ is a suitable non-linearity of Nimitzky operator type.
As usual the electric field is denoted by E and the magnetic field by H , j is a given current
density. The formulation implies in particular that the displacement current density D is then
D = (E + P)
and the magnetic induction B is given by
B = μH.
Motivated by this bare-bones constant coefficients model we plan to discuss the case of
anisotropic and inhomogeneous media. We shall try to keep assumption on data and domain as
low as feasibly possible. In particular, we would like to be able to include more complex materials
such as composite materials, which can be modeled simply by allowing for jump discontinuities
in the coefficients. The confinement of the media of interest to only a part of space requires suit-
able boundary conditions. The standard boundary condition of vanishing tangential components
of E and P (or—alternatively—E and μ−1 curlP) at the boundary of the domain of interest Ω
in R3 containing the electro-magnetically anisotropic and inhomogeneous material. A second di-
rection of extension of the model is to include more realistic non-smooth boundaries. Although
it is common knowledge that Sobolev space methods allow to discuss initial boundary value
problems for wave equation or heat equation type evolutionary problems in arbitrary domains, it
appears to be traditionally assumed that the boundary condition in cases such as Maxwell’s equa-
tions need to resort to the concept of boundary traces, to be properly formulated. The implied
constraint of the boundary qualities—frequently further reduced by arguments needing higher
regularity of solutions—precludes the rigorous consideration of more realistic boundaries. Al-
though, the necessary concepts are—as one says—well known since the late seventies of last
century, see, e.g., [6] and references therein, it seems not too widely known that by appropri-
ately generalizing the concept of assumption of boundary conditions boundary singularities such
as corners, edges, cusps, even fractal boundaries can be included. Of course, for more detailed
qualitative information on properties of solutions stronger assumptions may be needed. How-
ever, as long as we merely want a solution theory indeed any boundary of an arbitrary open set
in R3 can be treated in a unified fashion. The price to be paid for this is a more subtle approach
exploiting the full power of functional analytic concepts (as a general reference for functional
analytical concepts see [4,10]). As it turns out, however, this can be achieved purely in a Hilbert
space setting, thus reducing conveniently the conceptual complexity of the approach. Although
the main thrust of the following is clearly of theoretical nature it also lends backing to numerical
schemes aiming for low regularity solutions—say just L2-type solutions—in rough domains and
for anisotropic, inhomogeneous media in a space–time setting.
Using a suitably generalized formulation of the standard boundary condition of vanishing
tangential components of E and P (or—alternatively—E and μ−1 curlP) at the boundary of
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taking initial data as temporal impulse sources at time zero into account, we obtain a system
formally of the shape
Y ∗H − σE − ∂0(E + P) = j − δ ⊗ E0 − δ ⊗ P0,
YE + ∂0H = δ ⊗ H0,
∂20P + a∂0P + Z∗ZP + bψ(P ) = bE + ∂0δ ⊗ P0 + δ ⊗ (P1 + aP0)
as an operator evolution system on the time line R. Here Y and Z stand for suitable closed
operator realizations of −1curl. We plan to reconsider this problem here under a perspective
suggested by the considerations in [5,7], yielding as a by-product a dramatic generalization of a
global existence result obtained earlier in [2] (for the constant coefficient smooth boundary case
and a rather special class of non-linearities).
As a first building block we observe that by letting
V := −ZP
and
W := ∂0P − δ ⊗ P0
we obtain
∂0W = ∂20P − ∂0δ ⊗ P0 = −a∂0P − Z∗ZP − bψ(P ) + bE + δ ⊗ (P1 + aP0)
= −aW + Z∗V − bψ(∂−10 W + χR>0 ⊗ P0)+ bE + δ ⊗ P1
and
∂0V = −Z∂0P = −ZW − δ ⊗ ZP0.
Formally, the coupled system can thus be conveniently rewritten as a system of the form⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠=
⎛
⎜⎝
−−1j
Ψ (W)
0
0
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
−ZP0
⎞
⎟⎠ on R.
The non-linearity W → Ψ (W) is now of the form
W → ψ((χ
R>0
⊗ P0) + ∂−10 W
)
which is a memory type term as discussed in [5,7]. Observing that the system operator matrix
may be considered as a perturbation of
∂0 −
⎛
⎜⎝
0 0 Y ∗ 0
0 0 0 Z∗
−Y 0 0 0
0 −Z 0 0
⎞
⎟⎠ ,
the line of attack for the described problem is clearly laid out. First we shall investigate the fine
structure of the linear operator matrix⎛
⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
⎞
⎟⎠0 Z 0 ∂0
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shall discuss a class of perturbations of the linear system in the spirit of the problem classes
discussed in [5,7]. As a by-product we shall present a framework in which the above seemingly
formal calculations are rigorously justified.
2. The framework for the linear problem
The spatial part has an obvious (Hamiltonian) block structure with a formally skew-selfadjoint
spatial part typical for many problems of mathematical physics⎛
⎜⎜⎝
(
∂0 0
0 ∂0
) (−Y ∗ 0
0 −Z∗
)
(
Y 0
0 Z
) (
∂0 0
0 ∂0
)
⎞
⎟⎟⎠ .
This observation focuses our concern on the operator matrix block(
Y 0
0 Z
)
and the time derivative ∂0. The specific operators Y and Z we have in mind for our specific
model can be given in terms of the following by-now almost routine procedure. To construct
the underlying Hilbert spaces we first have to modify the inner product 〈·|·〉L2(Ω) (assumed to
be linear in the second factor) of the complex Hilbert space L2(Ω) ⊕ L2(Ω) ⊕ L2(Ω), which
we shall again denote simply by L2(Ω), thus leaving here and in the following the number of
component spaces to be determined from the context. We define
〈φ | η〉 := 〈φ | η〉L2(Ω), 〈φ | η〉μ := 〈φ | μη〉L2(Ω)
for φ,η ∈ L2(Ω) as new inner products on L2(Ω), where  :L2(Ω) → L2(Ω), μ :L2(Ω) →
L2(Ω) are assumed to be bounded, linear, strictly positive definite operators. As an example
one may think of these operators as being generated by a symmetric (3 × 3)-matrix of bounded
measurable entries, e.g.—with equality holding almost everywhere—
(Φ)(x) =
(
11(x) 12(x) 13(x)
12(x) 22(x) 23(x)
13(x) 23(x) 33(x)
)(
Φ1(x)
Φ2(x)
Φ3(x)
)
, x ∈ Ω,
for Φk ∈ L2(Ω), ik ∈ L∞(Ω), i, k = 1,2,3. A typical rather special case of interest would be
e.g. piece-wise constant coefficients to model composite materials as they may occur in trans-
former cores. The necessary transmission conditions across interfaces are automatically satisfied.
It is also worth noting that although one might prefer to think of  and μ as being of this
multiplicative type, the actually needed assumption given above also allows e.g. for additional
non-local behavior in terms of convolution type material properties.
In any case, the resulting Hilbert spaces will be referred to as H and Hμ, respectively. Thus,
in particular, the norms | · | , | · |μ and the norm | · |L2(Ω) of L2(Ω) are equivalent and 1/2
and μ1/2 may be interpreted as unitary mappings between H respectively Hμ and L2(Ω), i.e.,
H = −1/2L2(Ω), Hμ = μ−1/2L2(Ω). Following the standard choice of the boundary condition
of vanishing tangential components of the electric field E on smooth boundaries, we maintain as
a suitable generalization to the general case of arbitrary boundary sets
•
Ω of the open set Ω that
E ∈ H( ˚curl),
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curl
∣∣
˚C∞(Ω) :
˚C∞(Ω) ⊆ L2(Ω) → L2(Ω),
φ → curlφ.
Recall that H( ˚curl) is a Hilbert space with respect to the graph norm φ →
√
|φ|20 + | ˚curlφ|20. The
symmetry of curl |
˚C∞(Ω) in L
2(Ω) motivates the definition of the operator
curl := (curl ∣∣
˚C∞(Ω)
)∗
with domain denoted by H(curl). Herewith we define Y by
Y :H( ˚curl) ⊆ H → Hμ,
E → μ−1 curlE,
and either Z = Y or
Z :H(curl) ⊆ H → Hμ,
E → μ−1 curlE.
From the definitions it becomes clear that
Y ∗ :H( ˚curl) ⊆ Hμ → H,
H → −1 curlH,
and either Z∗ = Y ∗ or
Z∗ :H( ˚curl) ⊆ Hμ → H,
H → −1 curlH.
Clearly then(
Y 0
0 Z
)
:D(Y) ⊕ D(Z) ⊆ H ⊕ H → Hμ ⊕ Hμ,(
Y ∗ 0
0 Z∗
)
:D(Y ∗) ⊕ D(Z∗) ⊆ Hμ ⊕ Hμ → H ⊕ H
and (
Y 0
0 Z
)∗
=
(
Y ∗ 0
0 Z∗
)
.
Moreover,⎛
⎜⎜⎝
(
0 0
0 0
) (−Y ∗ 0
0 −Z∗
)
(
Y 0
0 Z
) (
0 0
0 0
)
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
(
0 0
0 0
)
−
(
Y 0
0 Z
)∗
(
Y 0
0 Z
) (
0 0
0 0
)
⎞
⎟⎟⎠=: A
is clearly skew-selfadjoint due to its particular block structure. Thus, it would be an easy matter of
solving the linear problem in terms of the unitary 1-parameter group (exp(−tA))t∈R associated
with the skew-selfadjoint operator A. However, in order to make the introductory considerations
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of Sobolev lattices introduced in [8,9]. To construct the appropriate setting, we first consider the
derivative ∂0 as the closure of the linear operator
∂0|
˚C∞(R) :
˚C∞(R) ⊂ Hν,0 → Hν,0,
ϕ → ∂0ϕ.
Here Hν,0 is the Hilbert space defined as the completion of ˚C∞(R) with respect to the norm
| · |ν,0 induced by the inner product given as
〈φ | ψ〉ν,0 :=
∫
R
φ(t)∗ψ(t) exp(−2νt) dt
for φ,ψ ∈ ˚C∞(R). For ν ∈ R we have that ∂0 is a normal operator in Hν,0 with imaginary part
1
i ∂ν and real part ν and so
∂0 = ν + ∂ν,
where ∂ν is skew-selfadjoint. Thus, for ν = 0 we have that 0 is in the resolvent set ρ(∂0) of ∂0.
Our main interest here is in the case ν > 0, which corresponds to (forward) causal ∂−10 and we
shall henceforth assume ν > 0. Indeed, in this case we have
∂−10 φ =
(
t →
t∫
−∞
φ(s) ds
)
for φ ∈ ˚C∞(R).
Unfortunately, in order to proceed, we cannot spare the reader from giving at least a brief
outline of the basic abstract construction of a Sobolev lattice. So, let A : D(A) ⊆ H0 → H1
denote an arbitrary densely defined, closed linear operator between Hilbert spaces H0,H1. We
may now construct chains of abstract Sobolev type spaces (Hk(|A| + i))k∈Z associated with the
operator (|A|+ i). Here, |A| = √A∗A. We recall from [9] that the Hilbert spaces Hk(|A|+ i) are
given as completions of D((|A| + i)k) with respect to the norm
u → |u|k,A :=
∣∣(|A| + i)ku∣∣
H0
for k ∈ Z. We also recall that
Hk
(|A| + i)= (H−k(|A| + i))∗
and that we have the continuous and dense embeddings
Hv
(|A| + i) ↪→ Hk(|A| + i)
for v, k ∈ Z, v  k. We recall also that the mappings
D
((|A| + i)k+v)⊆ Hv(|A| + i)→ Hv−k(|A| + i),
Φ → (|A| + i)kΦ
extend continuously to unitary mappings for k, v ∈ Z and we shall re-use the notation (|A| + i)k
for these mappings. In the following we shall make use of this construction in particular for
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∂ν we obtain a chain of Hilbert spaces(
Hk
(|∂ν | + i))k∈Z.
As a matter of convenience we shall use a modified inner product on Hk(|∂ν | + i), which yields
an equivalent norm:
u → ∣∣(∂ν + ν)ku∣∣ν,0
and denote the resulting Hilbert space by Hν,k , k ∈ Z. As a result we have by the spectral theorem
the added feature that ∂0 interpreted as ∂ν + ν becomes a unitary mapping from Hν,k+1 to Hν,k
for every k ∈ Z.
Denoting—as usual—the closure of the natural extension ∂0(φ ⊗h) := ∂0φ ⊗h, A(φ ⊗h) :=
φ ⊗ Ah of ∂0, A to space- and time-dependent arguments by the same letters, we may now
construct what we may call Sobolev lattice (Hν,j,k,A)j,k∈Z associated with the family (∂0, |A|),
simply as tensor product spaces
Hν,j,k,A := Hj(∂ν + ν) ⊗ Hk
(|A| + i).
The term lattice refers to dense embedding as order relations between the spaces in much the
same way as the term chain of spaces was used in the single operator case. We recall from [9]
that the Hilbert spaces Hν,j,k,A can be given as completions of
˚C∞(R)⊗
a
D
((|A| + i)k)
with respect to the norm
u → |u|ν,j,k,A :=
∣∣∂j0 (|A| + i)ku∣∣ν,0,0,A := ∣∣∂j0 (|A| + i)ku∣∣H0(∂ν+ν)⊗H0
for j, k ∈ Z. We also recall that
Hν,j,k,A = (Hν,−j,−k,A)∗
and that we have the continuous and dense embeddings
Hν,u,v,A ↪→ Hν,j,k,A
for u,v, j, k ∈ Z, u j , v  k. The mappings
˚C∞(R)⊗
a
D
((|A| + i)k+u)⊆ Hν,u,v,A → Hν,u−j,v−k,A,
Φ → ∂j0
(|A| + i)kΦ,
extend continuously to unitary mappings for j, k,u, v ∈ Z and we shall re-use again the notation
∂
j
0 (|A| + i)k for these mappings. Note that there is no conflict with the laws of compositions of
mappings, i.e., we have
∂
j
0
(|A| + i)k∂u0 (|A| + i)v = ∂j+u0 (|A| + i)k+v
for j, k,u, v ∈ Z. Moreover, with
Hν,∞,∞,A :=
⋂
Hν,j,k,A,Hν,−∞,−∞,A :=
⋃
Hν,j,k,A,j,k∈Z j,k∈Z
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Hν,∞,∞,A is dense in Hν,j,k,A
for j, k ∈ Z and even
Hν,∞,∞,A is dense in Hν,−∞,−∞,A,
where convergence in Hν,−∞,−∞,A is to be understood as convergence in Hν,j,k,A for some
j, k ∈ Z (and consequently in the sense of∨
j,k∈Z
∧
u,v∈Z, uj,vk
Hν,∞,∞,A is dense in Hν,u,v,A).
As stated before we shall use these facts for A ∈ {Y,Y ∗,Z,Z∗}. A question we need to answer
is, how—say—A interacts with |A|. The answer is given by an abstract transmutation feature,
which will be recorded in the following lemma.
Lemma 2.1. Let A : D(A) ⊆ H0 → H1 be a closed, densely defined linear operator between
(complex) Hilbert spaces H0,H1. Then
A|A| = |A∗|A
in H1 and on D(|A|2) = D(|A∗|A).
Proof. We first observe that
A|A|2 = AA∗A = ∣∣A∗∣∣2A,
which implies
A
(|A|2 − z)= (∣∣A∗∣∣2 − z)A
and so also
A
(|A|2 − z)−1 = (∣∣A∗∣∣2 − z)−1A (2.1)
on D(A) for every z ∈ C \ (R0 + iR). With Stone’s formula for the selfadjoint operators |A|2,
|A∗|2, we obtain this transmutation property not only for the spectral family of |A|2, |A∗|2,
but also for arbitrary bounded Borel functions of |A|2, |A∗|2. In particular for (|A| − z)−1 =
(
√|A|2 − z)−1 we obtain
A
(|A| − z)−1 = (∣∣A∗∣∣− z)−1A
on D(A) for every z ∈ C \ (R0 + iR). Noting that for h ∈ D(|A|2) we have (|A| − z)h ∈
D(|A|) = D(A) we have
Ah = (∣∣A∗∣∣− z)−1A(|A| − z)h
for all h ∈ D(|A|2). In particular, we read off that Ah ∈ D(|A∗|) and(∣∣A∗∣∣− z)Ah = A(|A| − z)h
or ∣∣A∗∣∣Ah = A|A|h
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A|A| ⊆ ∣∣A∗∣∣A.
Let now h ∈ D(|A∗|A), i.e., h ∈ D(A) = D(|A|) such that Ah ∈ D(|A∗|). We need to show that
h ∈ D(|A|2). Letting s = (|A| − z)h ∈ D(A) = D(|A|) we get with (2.1) that(∣∣A∗∣∣− z)A(|A| − z)−1s = As.
Since (|A| − z)−1[D(A)] = (|A| − z)−1[D(|A|)] = D(|A|2), we have since h = (|A| − z)−1s
that indeed h ∈ D(|A|2). 
The lemma now implies that an operator A ∈ {Y,Y ∗,Z,Z∗} as constructed in the above can
be extended continuously as an operator defined on Hν,j,k+1,A acting from Hν,j,k,A to Hν,j,k,A∗ .
Indeed, every closed, densely defined linear operator A can be considered—in the notation of the
lemma—either as an unbounded operator
A :D(A) ⊆ H0 → H1
or—observing that D(A) = D(|A|)—as a bounded operator
A :D(A) → H1,
where D(A) is considered as a Hilbert space H1(|A| + i) with respect to the graph inner product
with related norm
φ → ∣∣(|A| + i)φ∣∣
H0
.
In this sense we have for A ∈ {Y,Y ∗,Z,Z∗} according to our lemma that
Hν,u,v+1,A ⊆ Hν,u,v,A → Hν,u,v,A∗ ,
Φ → ∂−u0
(∣∣A∗∣∣+ i)−vA∂u0 (|A| + i)vΦ,
is a continuous extension of A for which we shall, however, maintain—for sake of simplic-
ity of notation—the name A. We are now able to formulate the linear part of the problem
rigorously as finding a solution (E,W,H,V ) ∈ Hν,−∞,−∞ := Hν,−∞,−∞,Y ⊕ Hν,−∞,−∞,Z ⊕
Hν,−∞,−∞,Y ∗ ⊕ Hν,−∞,−∞,Z∗ of the equation⎛
⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠=
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠ in Hν,−∞,−∞
with (Fe,Fw,Fh,Fv) ∈ Hν,−∞,−∞ given. Since the operator matrix⎛
⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
commutes with diagonal operator matrices of the form (j0, j1, k0, k1 ∈ Z)⎛
⎜⎜⎜⎝
∂
j0
0 (|Y | + i)k0 0 0 0
0 ∂j10 (|Z| + i)k1 0 0
0 0 ∂j00 (|Y ∗| + i)k0 0
j1 ∗ k1
⎞
⎟⎟⎟⎠0 0 0 ∂0 (|Z | + i)
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H ⊕ H ⊕ Hμ ⊕ Hμ. But here the solution theory is clear by the spectral theorem associated
with the normal operator (∂0 + A), where
A :=
⎛
⎜⎝
0 0 −Y ∗ 0
0 0 0 −Z∗
Y 0 0 0
0 Z 0 0
⎞
⎟⎠
is clearly skew-selfadjoint due to the specific block structure A = ( 0 −C∗
C 0
) (with C = ( Y 00 Z )).
Indeed, we have Duhamel’s principle
(∂0 + A)−1 = exp(−m0A)∂−10 exp(m0A)
where(
exp(±m0A)φ
)
(t) = exp(±tA)φ(t), t ∈ R,
for φ ∈ ˚C∞(R)⊗a H(0,0). The Duhamel formula again extends by continuity to Hν,−∞,−∞. The
standard initial value problem in this language is—following [9]—given by finding a solution
(E,W,H,V ) ∈ Hν,−∞,−∞ of the equation⎛
⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠=
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
W0
H0
V0
⎞
⎟⎠
with (E0,W0,H0,V0) ∈ H(0,0) and (Fe,Fw,Fh,Fv) ∈ Hν,0,(0,0) given, such that
χ
R0 (m0)(Fe,Fw,Fh,Fv) = (Fe,Fw,Fh,Fv). (2.2)
We have the following result.
Theorem 2.2. The above initial value problem has a unique solution (E,W,H,V ) ∈ Hν,0,(0,0).
Moreover,
(E,W,H,V )(0+) = (E0,W0,H0,V0),
(E,W,H,V )(0−) = (0,0,0,0),
where the limits are to be understood in the sense of H(0,0).
Proof. That the above initial value problem has a unique solution (E,W,H,V ) ∈ Hν,0,(0,0) is
clear from the general solution theory presented in [9]. Moreover, we have
(E,W,H,V )(0+) = (E0,W0,H0,V0),
(E,W,H,V )(0−) = (0,0,0,0),
where the limits are to be understood in the sense of
H(−1,−1) := H−1
(|Y | + i)⊕ H−1(|Z| + i)⊕ H−1(∣∣Y ∗∣∣+ i)⊕ H−1(∣∣Z∗∣∣+ i)
= H−1(A + 1).
In the present situation Duhamel’s formula, however, yields a stronger result:
R. Picard / J. Math. Anal. Appl. 328 (2007) 655–675 665⎛
⎜⎝
E
W
H
V
⎞
⎟⎠= (∂0 + A)−1
⎛
⎜⎝
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
W0
H0
V0
⎞
⎟⎠
⎞
⎟⎠
= exp(−m0A)∂−10 exp(m0A)
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ exp(−m0A)∂−10 exp(m0A)
⎛
⎜⎝δ⊗
⎛
⎜⎝
E0
W0
H0
V0
⎞
⎟⎠
⎞
⎟⎠
= exp(−m0A)∂−10 exp(m0A)
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ exp(−m0A)
⎛
⎜⎝χR0 ⊗
⎛
⎜⎝
E0
W0
H0
V0
⎞
⎟⎠
⎞
⎟⎠ .
The one-sided continuity can now be read off from the second term due to the strong continuity
of the 1-parameter group (exp(tA))t∈R of unitary operators and likewise continuity of the first
term can now be read off if we observe that exp(m0A)
(
Fe
Fw
Fh
Fv
)
∈ Hν,0(,0,0) and so
∂−10 exp(m0A)
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠ ∈ Hν,1,(0,0).
A Sobolev embedding argument now indeed shows the desired continuity of the first term. Since
both terms vanish on R<0 we have⎛
⎜⎝exp(−m0A)∂−10 exp(m0A)
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠
⎞
⎟⎠ (0±) = 0
and
exp(−m0A)
⎛
⎜⎝χR0 ⊗
⎛
⎜⎝
E0
W0
H0
V0
⎞
⎟⎠
⎞
⎟⎠ (0−) = 0.
Therefore we have⎛
⎜⎝
E
W
H
V
⎞
⎟⎠ (0−) = 0
and ⎛
⎜⎝
E
W
H
V
⎞
⎟⎠ (0+) = exp(−m0A)
⎛
⎜⎝χR0 ⊗
⎛
⎜⎝
E0
W0
H0
V0
⎞
⎟⎠
⎞
⎟⎠ (0+) =
⎛
⎜⎝
E0
W0
H0
V0
⎞
⎟⎠
as claimed. 
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formulated for (E0,W0,H0,V0) ∈ H(j0,j1) := Hj0(|Y | + i) ⊕ Hj1(|Z| + i) ⊕ Hj0(|Y ∗| + i) ⊕
Hj1(|Z∗|+ i) and (Fe,Fw,Fh,Fv) ∈ Hν,0,(j0,j1) := Hν,0,j0,Y ⊕Hν,0,j1,Z⊕Hν,0,j0,Y ∗ ⊕Hν,0,j1,Z∗
satisfying (2.2) and yielding a solution (E,W,H,V ) ∈ Hν,0,(j0,j1) with
(E,W,H,V )(0+) = (E0,W0,H0,V0),
(E,W,H,V )(0−) = (0,0,0,0),
where the limits now are to be understood in the sense of H(j0,j1), (j0, j1) ∈ Z2. Indeed, with
H−∞ :=⋃j∈Z2 Hj and Hν,0,−∞ :=⋃j∈Z2 Hν,0,j we may even consider (E0,W0,H0,V0) ∈
H−∞ and (Fe,Fw,Fh,Fv) ∈ Hν,0,−∞ satisfying (2.2) and yielding a solution (E,W,H,V ) ∈
Hν,0,−∞ with
(E,W,H,V )(0+) = (E0,W0,H0,V0),
(E,W,H,V )(0−) = (0,0,0,0),
where the limits now are to be understood in the sense of H−∞. As a by-product of our consid-
erations we have—since the case W,V and E,H can be decoupled—obtained a solution theory
for a generalized initial boundary value problem for Maxwell’s equations as discussed e.g. in [6,
Chapter 8].
If we focus on the linear part of our actual model, we are led to consider⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠=
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
−ZP0
⎞
⎟⎠ ,
which we can now easily discuss as a perturbation problem⎛
⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠
=
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠−
⎛
⎜⎝
σ 1 0 0
−b a 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
−ZP0
⎞
⎟⎠
associated with the normal operator discussed above.
Theorem 2.4. Let (E0,P0,H0,P1) ∈ H(0,0), P0 ∈ H1(|Z| + i) and (Fe,Fw,Fh,Fv) ∈ Hν,0,(0,0)
be given with
χ
R0 (m0)(Fe,Fw,Fh,Fv) = (Fe,Fw,Fh,Fv) (2.3)
and let σ,a, b be the natural extensions to Hν,0,(0,0) of bounded linear mappings from H to H .
Then the initial value problem⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Z∗
Y 0 ∂0 0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
⎞
⎟⎠=
⎛
⎜⎝
Fe
Fw
Fh
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
⎞
⎟⎠0 Z 0 ∂0 V Fv −ZP0
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(E,W,H,V )(0+) = (E0,P1,H0,−ZP0),
(E,W,H,V )(0−) = (0,0,0,0),
where the limits are to be understood in the sense of H(0,0).
Proof. The equivalent fixed point problem⎛
⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠
=
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠−
⎛
⎜⎝
σ 1 0 0
−b a 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
−ZP0
⎞
⎟⎠
has for all sufficiently large ν ∈ R>0 a unique solution. Indeed, since∣∣∣∣∣∣∣
⎛
⎜⎝
σ 1 0 0
−b a 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠
∣∣∣∣∣∣∣
2
0
=
∣∣∣∣∣∣∣
⎛
⎜⎝
σE + W
aW − bE
0
0
⎞
⎟⎠
∣∣∣∣∣∣∣
2
0
= ∣∣1/2(σE + W)∣∣2
L2(Ω) +
∣∣1/2(aW − bE)∣∣2
L2(Ω)
= ∣∣1/2σ−1/21/2E + 1/2W ∣∣2
L2(Ω) +
∣∣1/2a−1/21/2W − 1/2b−1/21/2E∣∣2
L2(Ω)

(∥∥1/2σ−1/2∥∥
L2(Ω)→L2(Ω)|E| + |W |
)2
+ (∥∥1/2b−1/2∥∥
L2(Ω)→L2(Ω)|E| +
∥∥1/2a−1/2∥∥
L2(Ω)→L2(Ω)|W |
)2
 2
(∥∥1/2σ−1/2∥∥2
L2(Ω)→L2(Ω) +
∥∥1/2b−1/2∥∥2
L2(Ω)→L2(Ω)
)|E|2
+ 2(∥∥1/2a−1/2∥∥2
L2(Ω)→L2(Ω) + 1
)|W |2
and (with ‖ · ‖A→B denoting in an intuitive way the Lipschitz semi-norm, i.e., the best Lipschitz
constant for Lipschitz-continuous operators from A to B)∥∥∥∥∥∥∥∥
⎛
⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
−1∥∥∥∥∥∥∥∥
Hν,0,(0,0)→Hν,0,(0,0)
= 1
ν
,
we have, e.g., for
ν >
√
2
√∥∥1/2σ−1/2∥∥2
L2(Ω)→L2(Ω) +
∥∥1/2b−1/2∥∥2
L2(Ω)→L2(Ω) +
∥∥1/2a−1/2∥∥2
L2(Ω)→L2(Ω) + 1
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⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
−1⎛
⎜⎝
σ 1 0 0
−b a 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎠
is a contraction in Hν,0,0, i.e.,∥∥∥∥∥∥∥∥
⎛
⎜⎝
∂0 0 −Y ∗ 0
0 ∂0 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
−1⎛
⎜⎝
σ 1 0 0
−b a 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎠
∥∥∥∥∥∥∥∥
Hν,0,0→Hν,0,0
<
√
2
√
‖1/2σ−1/2‖2
L2(Ω)→L2(Ω) + ‖1/2b−1/2‖2L2(Ω)→L2(Ω) + ‖1/2a−1/2‖2L2(Ω)→L2(Ω) + 1
ν
< 1.
Banach’s fixed point theorem thus yields that the solution operator of the linear part exists and
satisfies∥∥∥∥∥∥∥∥
⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
−1∥∥∥∥∥∥∥∥
Hν,0,(0,0)→Hν,0,(0,0)
<
1
ν − √2
√
‖1/2σ−1/2‖2
L2(Ω)→L2(Ω) + ‖1/2b−1/2‖2L2(Ω)→L2(Ω) + ‖1/2a−1/2‖2L2(Ω)→L2(Ω) + 1
.
Since the properties
(E,W,H,V ) ∈ Hν,0,(0,0)
and
χ
R0 (m0)(E,W,H,V ) = (E,W,H,V )
are inherited through the iteration process, we also have this property in the limit for the unique
fixed point. Thus in particular, for the fixed point we have
(E,W,H,V ) ∈ Hν,0,(0,0)
and
(E,W,H,V )(0−) = 0.
The limit (E,W,H,V )(0+) is—due to the continuity of the other terms—controlled by the
limiting behavior of χ
R0 ⊗
(
E0
P1
H0
−ZP0
)
∈ Hν,0,(0,0) alone and so—in accordance with the above
remark—we have
(E,W,H,V )(0+) = (E0,P1,H0,−ZP0)
with the limit to be taken in the sense of H(0,0). 
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previous theorem and define
P := ∂−10 W + χR0 ⊗ P0
then we have
∂0(E + P) − Y ∗H = Fe + δ ⊗ (E0 + P0),
∂0H + YH = Fh + δ ⊗ H0,
∂20P + a∂0P + Z∗ZP − bE = Fw + ∂−10 Z∗Fv + δ ⊗ (P1 + aP0) + ∂0δ ⊗ P0.
Moreover,
E(0+) = E0,
H(0+) = H0,
P (0+) = P0,
∂0P(0+) = P1
in H(0,0).
Proof. First, we read off that in Hν,−1 ⊗ H−1(|Y ∗| + i),
∂0H + YH = Fh + δ ⊗ H0.
Second, we read off from the system that in Hν,−1 ⊗ H−1(|Y | + i),
∂0E + W − Y ∗H = Fe + δ ⊗ E0
holds. Inserting the definition of P yields
∂0(E + P) − Y ∗H = Fe + δ ⊗ (E0 + P0).
Moreover, replacing W by P in the remaining equations we get
∂20P − ∂0δ ⊗ P0 + a∂0P − δ ⊗ aP0 − Z∗V − bE = Fw + δ ⊗ P1
or
∂20P + a∂0P − Z∗V = Fw + δ ⊗ (P1 + aP0) + ∂0δ ⊗ P0 (2.4)
and
∂0V + Z∂0P = Fv
or
V = −ZP + ∂−10 Fv.
Substituting the latter into (2.4) yields now
∂20P + a∂0P + Z∗ZP − bE = Fw + ∂−10 Z∗Fv + δ ⊗ (P1 + aP0) + ∂0δ ⊗ P0.
The initial conditions can be read off from those for components E and H and follow for P and
∂0P from the initial conditions for W and V by the very definition of P (noting that ∂−10 W ∈
Hν,1,0). 
670 R. Picard / J. Math. Anal. Appl. 328 (2007) 655–675Remark 2.6. 1. Note also that since V = −ZP + ∂−10 Fv ∈ Hν,0,0,Z∗ and P = ∂−10 W + χR0 ⊗
P0 ∈ Hν,0,0,Z we may read off that
P ∈ Hν,0,1,Z.
2. The solution theory of the initial value problem extends to Hν,0,(k0,k1) if(
(|Y | + i)k0 0
0 (|Z| + i)k1
)(
σ 1
−b a
)(
(|Y | + i)−k0 0
0 (|Z| + i)−k1
)
is bounded in H ⊕ H . In other terms∣∣(|Y | + i)k0σ (|Y | + i)−k0E + (|Y | + i)k0(|Z| + i)−k1W ∣∣

+ ∣∣(|Z| + i)k1a(|Z| + i)−k1W + (|Z| + i)k1b(|Y | + i)−k0E∣∣

 C
(|E| + |W |)
for some C ∈ R>0. For a class of operators σ,a, b, which includes multiplication by constants
this is only possible if Z = Y and k0 = k1.
In the case described in part 2 of the last remark the requirement(|Y | + i)k0σ (|Y | + i)−k0 , (|Y | + i)k0a(|Y | + i)−k0 , (|Y | + i)k0b(|Y | + i)−k0
bounded in H
yields the desired result. We summarize the result.
Theorem 2.7. Let (E0,P0,H0,P1) ∈ H(k0,k0), P0 ∈ Hk0+1(|Z| + i) and (Fe,Fw,Fh,Fv) ∈
Hν,0,(k0,k0), k0 ∈ Z, be given with
χ
R0 (m0)(Fe,Fw,Fh,Fv) = (Fe,Fw,Fh,Fv) (2.5)
and let σ , a, b be the natural extensions to Hν,0,(0,0) of bounded linear mappings from H to H
such that(|Y | + i)k0σ (|Y | + i)−k0 , (|Y | + i)k0a(|Y | + i)−k0 , (|Y | + i)k0b(|Y | + i)−k0
are also bounded in H . Then the initial value problem⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Y ∗
Y 0 ∂0 0
0 Y 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠=
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
−YP0
⎞
⎟⎠ ,
has a unique solution (E,W,H,V ) ∈ Hν,0,(k0,k0). Moreover,
(E,W,H,V )(0+) = (E0,P1,H0,−ZP0),
(E,W,H,V )(0−) = (0,0,0,0),
where the limits are to be understood in the sense of H(k0,k0). Defining
P := ∂−10 W + χR0 ⊗ P0
we have
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∂0H + YH = Fh + δ ⊗ H0,
∂20P + a∂0P + Y ∗YP = Fw + ∂−10 Y ∗Fv + δ ⊗ (P1 + aP0) + ∂0δ ⊗ P0
and in particular
E(0+) = E0,
H(0+) = H0,
P (0+) = P0,
∂0P(0+) = P1
in H(k0,k0).
Proof. The argument carries over from the case k0 = 0, since the assumptions on the coefficients
warrant that⎛
⎜⎝
σ 1 0 0
−b a 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎠
is also continuous as a mapping in H(k0,k0). 
Remark 2.8. This theorem in conjunction with the last remark shows in particular why the
regularity result of [2] needed Y = Z as a crucial assumption. It should be noted that this is
already a limitation inherent in the linear case.
3. The non-linear problem
We are now ready to inspect the class of non-linearities to which the above consideration may
be extended via a simple perturbation argument. The relevant feature of the non-linear term in
the original model is that it yields a Lipschitz-continuous mapping
ψ : H(0,0) → H(0,0).
It seems appropriate to use the latter as our basic assumption. In the first order formulation the
non-linear term has, however, a quite different form. The non-linear term Φ in the initial value
problem⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠=
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
−ZP0
⎞
⎟⎠+ Φ
⎛
⎜⎝
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠
⎞
⎟⎠
is given in the form
Φ
⎛
⎜⎝
⎛
⎜⎝
E
W
H
⎞
⎟⎠
⎞
⎟⎠ :=
⎛
⎜⎝
0
−bψ(∂−10 W + χR0 ⊗ P0)
0
⎞
⎟⎠V 0
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(
E
W
H
V
)
∈ Hν,0,(0,0) induced by the Niemitzky type operator associated with ψ . As a composi-
tion of causal operators Φ is also causal. In particular, we have uniform Lipschitz continuity∣∣∣∣∣∣∣Φ
⎛
⎜⎝
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠
⎞
⎟⎠− Φ
⎛
⎜⎝
⎛
⎜⎝
E˜
W˜
H˜
V˜
⎞
⎟⎠
⎞
⎟⎠
∣∣∣∣∣∣∣
ν,0,0
=
∣∣∣∣∣∣∣
⎛
⎜⎝
0
bψ(∂−10 W˜ + χR0 ⊗ P0) − bψ(∂−10 W + χR0 ⊗ P0)
0
0
⎞
⎟⎠
∣∣∣∣∣∣∣
ν,0,0
 ‖b‖H(0,0)→H(0,0)‖ψ‖H(0,0)→H(0,0)
∣∣∂−10 W˜ − ∂−10 W ∣∣ν,0,0
 1
ν
‖b‖H(0,0)→H(0,0)‖ψ‖H(0,0)→H(0,0) |W˜ − W |ν,0,0
 1
ν0
‖b‖H(0,0)→H(0,0)‖ψ‖H(0,0)→H(0,0) |W˜ − W |ν,0,0
 1
ν0
‖b‖H(0,0)→H(0,0)‖ψ‖H(0,0)→H(0,0)
∣∣∣∣∣∣∣
⎛
⎜⎝
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠
⎞
⎟⎠−
⎛
⎜⎝
⎛
⎜⎝
E˜
W˜
H˜
V˜
⎞
⎟⎠
⎞
⎟⎠
∣∣∣∣∣∣∣
ν,0,0
for all ν  ν0 (ν0 > 0 fixed, but arbitrary).
Theorem 3.1. Let (E0,P0,H0,P1) ∈ H(0,0), P0 ∈ H1(|Z| + i) and F := (Fe,Fw,Fh,Fv) ∈
Hν,0,(0,0) be given with
χ
R0 (m0)(Fe,Fw,Fh,Fv) = (Fe,Fw,Fh,Fv) (3.1)
and let σ,a, b be the natural extensions to Hν,0,(0,0) of bounded linear mappings from H to H .
Then the initial value problem⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠
=
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
−ZP0
⎞
⎟⎠+ Φ
⎛
⎜⎝
⎛
⎜⎝
E
W
H
V
⎞
⎟⎠
⎞
⎟⎠ , (3.2)
has for all sufficiently large ν a unique solution (E,W,H,V ) ∈ Hν,0,(0,0). Moreover,
(E,W,H,V )(0+) = (E0,P1,H0,−ZP0),
(E,W,H,V )(0−) = (0,0,0,0),
where the limits are to be understood in the sense of H(0,0).
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sufficiently large, we have unique solvability for such ν by a contraction mapping argument.
Indeed, the solution operator⎛
⎜⎝
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠ ,
⎛
⎜⎝
E0
P1
H0
−ZP0
⎞
⎟⎠
⎞
⎟⎠
→ (1 − Q)−1
⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
−1⎛
⎜⎝
⎛
⎜⎝
Fe
Fw
Fh
Fv
⎞
⎟⎠+ δ ⊗
⎛
⎜⎝
E0
P1
H0
−ZP0
⎞
⎟⎠
⎞
⎟⎠
with
Q :=
⎛
⎜⎝
∂0 + σ 1 −Y ∗ 0
−b ∂0 + a 0 −Z∗
Y 0 ∂0 0
0 Z 0 ∂0
⎞
⎟⎠
−1
Φ
is also Lipschitz continuous as a mapping from Hν,0,(0,0) × H(0,0) to Hν,0,(0,0). Since the linear
part clearly features this Lipschitz continuity, it suffices to show that
(1 − Q)−1 :Hν,0,(0,0) → Hν,0,(0,0)
is Lipschitz continuous. This is, however, a standard result from Banach’s fixed point theorem
and follows explicitly by subtracting
(1 − Q)uk = fk, k = 0,1,
which implies
(u0 − u1) −
(
Q(u0) − Q(u1)
)= f0 − f1
and so with ‖Q‖Hν,0,(0,0)→Hν,0,(0,0) < 1(
1 − ‖Q‖Hν,0,(0,0)→Hν,0,(0,0)
)|u0 − u1|ν,0,(0,0)
 |u0 − u1|ν,0,(0,0) −
∣∣Q(u0) − Q(u1)∣∣ν,0,(0,0)
 |f0 − f1|ν,0,(0,0),
i.e., ∥∥(1 − Q)−1∥∥
Hν,0,(0,0)→Hν,0,(0,0) 
1
1 − ‖Q‖Hν,0,(0,0)→Hν,0,(0,0)
. 
Theorem 3.2. Let (E0,P0,H0,P1) ∈ H(0,0), P0 ∈ H1(|Z| + i) and F := (Fe,Fw,Fh,Fv) ∈
Hν,0,(0,0) be given with
χ
R0 (m0)(Fe,Fw,Fh,Fv) = (Fe,Fw,Fh,Fv) (3.3)
and let σ,a, b be the natural extensions to Hν,0,(0,0) of bounded linear mappings from H to H .
Then for all sufficiently large ν ∈ R>0 the unique solution (E,W,H,V ) ∈ Hν,0,(0,0) of initial
674 R. Picard / J. Math. Anal. Appl. 328 (2007) 655–675value problem (3.2) depends Lipschitz-continuously on the data F and (E0,P0,H0,P1) in the
sense that there is a constant C ∈ R>0 such that
|V1 − V2|ν,0,(0,0)  C
(|F1 − F2|ν,0,(0,0) + |V0,1 − V0,2|(0,0)),
where Vi denotes the solution associated with the forcing term Fi and
V0,i := (E0,i , P1,i ,H0,i ,−ZP0,i )
given in terms of the initial data (E0,i , P0,i ,H0,i , P1,i ), i = 1,2. The Lipschitz constant C only
depends on a suitable lower bound for the choice of parameters ν ∈ R>0.
Proof. The result follows by the contraction mapping argument as previously explored. 
Corollary 3.3. Let (E,W,H,V ) ∈ Hν,0,(0,0) be the solution of the initial value problem in the
previous theorem and define
P := ∂−10 W + χR0 ⊗ P0
then we have
∂0(E + P) − Y ∗H = Fe + δ ⊗ (E0 + P0),
∂0H + YH = Fh + δ ⊗ H0,
∂20P + a∂0P + Z∗ZP − bE + bψ(P ) = Fw + ∂−10 Z∗Fv + δ ⊗ (P1 + aP0) + ∂0δ ⊗ P0.
Moreover,
E(0+) = E0,
H(0+) = H0,
P (0+) = P0,
∂0P(0+) = P1
in H(0,0).
4. Conclusion
It has been shown how a carefully constructed lattice of abstract Sobolev type spaces as-
sociated with suitable closed differential operator realizations of curl and ∂0 can be utilized to
produce a solution theory for Maxwell’s equations with a polarization memory term generated
from another coupled Maxwell type system with conveniently low regularity assumptions on
the data and the boundary quality. Indeed, arbitrary open sets can be assumed as confinements
for materials with electro-magnetic properties, which even may have jump discontinuities and
feature non-local behavior. The discussion of the model has exemplary character in as much as
it is clear that the ferroelectric model being discussed here can—with little effort—be further
extended by, e.g., including additional terms such as a Lipschitz continuous—e.g., a bounded
linear—electric conductivity term. To limit the complexity of the presentation we have chosen
to discuss here a model closer to the one originally suggested by Greenberg, MacCamy and
Coffman [3].
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