Abstract. We consider a probability-measure p * on M d (C) N , infinite product of a non-atomic Borel probability measure p of support C. For (An) n∈N ∈ M d (C) N , let Pn := A1 · · · An, we prove that the sequence n → Pn/ Pn diverges p * -a.e.. For this reason we are more interested by the convergence of the sequence of vectors n → PnV / PnV , where V is a d-dimensional columnvector such that ∀n, PnV = 0; for instance, if ∀n, An ∈ M, finite set of positive d × d matrices, and if no couple of matrices of M has a common left-eigenvector, then n → PnV / PnV converges for any (An) n∈N ∈ M N and any nonnegative column-vector V , while n → Pn/ Pn diverges except if (An) n∈N belongs to the countable set M0 ⊂ M N of the eventually constant sequences. The purpose of this paper is to give in Theorem A some sufficient conditions on the sequence of nonnegative matrices (An) n∈N , for n → PnV / PnV to converge, and to apply this theorem to the study of a sofic (i.e. linearly representable) measure µ; we choose this measure for Theorem A to be the only way to prove that µ satisfies the multifractal formalism.
Mn does not depend on this choice because, given two norms The paper is organized as follows. We first give in Theorem 1.1 a method to express any infinite product of nonnegative matrices in terms of an infinite product of block-triangular matrices T k , where each row of each block is either positive or null. More precisely one can choose an increasing sequence of integers (r k ) k≥0 and a permutation matrix S such that, for any k,
This method is based on the following obvious property of the infinite products of nonnegative matrices: there exists an increasing sequence of integers (r k ) k∈N such that the location of the nonnull entries of P r k is the same for any k, and consequently one can choose a permutation matrix S for T k := S −1 P r k−1 ,r k S to be block-triangular. To give an example with 8 × 8 nonnegative matrices:
suppose that the location of the nonnull entries in each P r k is , then necessarily the location of the nonnull entries in each P r k−1 ,r k is .
Setting, for any column-vector V = V (i) Then there exists an increasing sequence of nonnegative integers (r k ) k≥0 , a permutation matrix S and some integers c 0 = 0 < c 1 < · · · < c κ = d such that We also prove in §3 that the submatrices B h,h k for h = κ, are distinct from the null matrix if each A n satisfy the following condition: a matrix A is said to satisfy condition (E) if (5) ∀j, j , I(AU j ) ⊂ I(AU j ) or I(AU j ) ⊂ I(AU j ).
Section 4 is devoted to the sequence n → P n V / P n V and to the proof of the main theorem (Theorem A). The ingredients for Theorem A are the coefficients Λ(A) and λ(A) defined for any d × d nonnegative matrix A by Λ(A) := max{ AU j /A(i, j) ; (i, j) such that A(i, j) = 0} (and Λ(0) := 1), (6) λ(A) := max{ AU j /A(i, j) ; (i, j, j ) such that A(i, j) = 0 = A(i, j )} (and λ(0) := 0), (7) and the following condition (C): one says that a sequence A = (A n ) n∈N of d × d matrices satisfies condition (C) with respect to the increasing sequence (s k ) k≥0 if P s k−1 ,s k satisfies (E) for any k ∈ N (8) max k∈N n∈[s k ,s k+1 ) Λ(P s k−1 ,n ) < ∞ (9) max k∈N n∈[s k ,s k+1 ) λ(P s k−1 ,n ) < 1. (10) Theorem A. Let A = (A n ) n∈N be a sequence of d × d nonnegative matrices satisfying condition (C) with respect to (s k ) k≥0 , and let κ = κ(A) be defined as in Theorem 1.1. Then, if P n is not eventually null, there exists a positive integer κ * ∈ {κ − 1, κ} and there exist 2κ * nonempty subsets of {1, . . . , d}, namely J (n) 1 , . . . , J (n) κ * (disjoint) and I 1 ⊃ · · · ⊃ I κ * (independent of n), such that
for n large enough.
Moreover there exist κ * column-vectors V 1 , . . . , V κ * such that ∀h, I(V h ) = I h and (i) if (j n ) n∈N ∈ n∈N J (n) h then lim n→∞ P n U jn / P n U jn = V h ;
(ii) if (j n ) n∈N ∈ n∈N J (n) h and (j n ) n∈N ∈ n∈N J (n)
h+1 then lim n→∞ P n U j n / P n U jn = 0 ; (iii) there exists a sequence of positive numbers (ε n ) n∈N with limit 0 such that, for any nonnegative normalized vector V = (V (i)) 1≤i≤d for which ∀n, P n V = 0, (12)
where h V (n) := min{h ; I(V )∩J
(n) h = ∅} (n ∈ N).
In particular, if V is positive then lim n→∞ PnV PnV = V 1 and I(P n V ) = I(V 1 ) for n large enough.
For the application we make in Section 6, we choose a sofic measure defined by Bernoulli convolution (see [7, 27] ); the involved set of matrices is a set M of three matrices of order 7 with much null entries, so we have chosen this measure because Theorem A cannot be avoided to prove its multifractal property. The technical difficulty, for proving the convergence of n →
Proof of Theorem 1.1
We first define an increasing sequence (r k ) k≥0 in order to prove, through a few technical lemmas, that (3) holds for this sequence. One can define by induction a sequence (r k ) k≥0 as follows: r 0 = r 0 (A) := min{n ≥ r ; H(P r,n ) = κ and I(P r,n ) = I(P r,n ) for infinitely many n }, (13) r k = r k (A) := min{n > r k−1 ; H(P r k−1 ,n ) = κ and I(P r,n ) = I(P r,r 0 )} (k ∈ N). (14) So, in brief one has (15) 0 ≤ r ≤ r 0 < r 1 < . . . I(P r,r 0 ) = I(P r,r 1 ) = I(P r,r 2 ) = . . . H(P r,r 0 ) = H(P r 0 ,r 1 ) = H(P r 1 ,r 2 ) = · · · = κ.
Proof. Since lim sup n→∞ H(P r,n ) = κ, the set E = {n > r ; H(P r,n ) = κ} is infinite. Since the set I(P r,n ) ⊂ {1, . . . , d} 2 can take at most 2 d 2 values, it takes the same value for infinitely many n ∈ E; in other words the set {n ∈ E ; I(P r,n ) = I(P r,n ) for infinitely many n } is nonempty, and the integer r 0 defined in (13) is its minimum.
Before defining r k in function of r k−1 we prove the following property of the nonnegative matrices: Lemma 2.2. For any nonnegative d × d matrices A and B one has (16) ∀j, I(ABU j ) = i∈I(BU j )
I(AU i ),
(in particular if I(BU j ) is empty then I(ABU j ) is empty), and ( 
17) H(AB) ≤ H(B).
Proof. The column-vector ABU j is a linear combination of the column-vectors AU i :
B(i, j) being positive if and only if i ∈ I(BU j ), (16) follows. The set I(BU j ) takes H(B) distinct values when j ∈ {1, . . . , d}. So by (16) the set I(ABU j ) can take at most H(B) distinct values, and (17) follows.
By definition of r 0 , one has H(P r,r 0 ) = κ and the set E = {n > r 0 ; I(P r,n ) = I(P r,r 0 )} is infinite. For any n ∈ E ∩ (r k−1 , ∞) one deduce from (17) that H(P r k−1 ,n ) ≥ H(P r,n ) = H(P r,r 0 ) = κ. But if n is large enough one also has the reverse inequality H(P r k−1 ,n ) ≤ κ by definition of κ. So the set {n ∈ E ∩ (r k , ∞) ; H(P r k−1 ,n ) = κ} is nonempty, and the integer r k defined in (14) is its minimum.
(i) There exists a unique family (I h (A)) 1≤h≤H(A) of subsets of {1, . . . , d} and a unique partition (J h (A)) 1≤h≤H(A) of {1, . . . , d} into nonempty subsets, such that
and such that U I 1 (A) · · · U I H(A) (A) , where U (I) = (u 1 , . . . , u d ) is defined for any I ⊂ {1, . . . , d} by u i = 1 ⇔ i ∈ I, and the lexicographical order is defined by
(ii) One has I h (A) ⊂ I (A) whenever h < .
(iii) If A and B are two nonnegative d × d matrices, one has the equivalence:
} (equality of the sets).
Proof. (i) :
The lexicographical order being total, one can define the sets I h (A) and J h (A) by
(ii) :
(iii) : For any h ∈ {1, . . . , H(B)} one has, by (16) ,
I(AU i ), and consequently the set I(ABU j ) is the same for any j ∈ J h (B). One deduce, in view of (21) , that {J 1 (B), . . . , J H(B) (B)} is a refinement of {J 1 (AB), . . . , J H(AB) (AB)}}, hence both partitions are equal if and only if H(AB) = H(B).
Lemma 2.4. Let A be a d × d matrix and σ a permutation of {1, . . . , d}, let S be the matrix defined by ∀j,
(ii) : One has H(S −1 AS) = H(A) because (i) and (18) imply that
and Lemma 2.3(ii) implies that the sets σ −1 (I h (A)) are distinct.
We denote by σ A the permutation of {1, . . . , d} whose restriction to each set {c h−1 + 1, . . . , c h } is the increasing bijection from this set to J h (A), and we denote by S A the permutation matrix defined by
Proposition 2.6. Let A and B be two nonnegative
where the submatrices B h, have size (c h − c h−1 ) × (c − c −1 ) and
(ii) If I(AB) = I(A) and H(A) = H(B) then, choosing one element j h in each {c h−1 + 1, c h } one has
Proof. (i) : Suppose I(AB) = I(A). Given h ∈ {1, . . . , H(A)} and j ∈ J h (A), we first prove that
Indeed for any ∈ {1, . . . , H(A)} and any i ∈ I(BU j )∩J (A), the relation (16) implies I(AU i ) ⊂ I(ABU j ) and consequently I (A) ⊂ I(AU j ) = I h (A), and ≥ h by Lemma 2.3(ii). Now (24) implies I(B) ⊂
and, using Lemma 2.4(i),
This inclusion is equivalent to (22) . To prove (23) by contraposition, we consider two indices j ∈ {c h−1 +1, c h }, j ∈ {c −1 +1, c } such that I S −1 BSU j ) ⊂ I S −1 BSU j ). Using the permutation σ * defined in Lemma 2.4(i), this inclusion is equivalent to
so it is equivalent to I BU σ(j) ⊂ I BU σ(j ) . According to (16) , this implies I ABU σ(j) ⊂ I ABU σ(j ) . Since I(AB) = I(A), one also has I AU σ(j) ⊂ I AU σ(j ) , that is, I h (A) ⊂ I (A), implying h ≥ by Lemma 2.3(ii).
(ii) : Suppose that I(AB) = I(A) and H(A) = H(B). This implies H(A) = H(S −1 BS) by Lemma 2.4(ii). Now, by (23) , the sets I S −1 BSU j 1 , . . . , I S −1 BSU j H(A) are distinct and consequently, for any j ∈ {1, . . . , d}, the set I S −1 BSU j is one of the sets I S −1 BSU j h , proving (together with (23) 
Lemma 2.7. The assertion (3) holds if (r k ) k≥0 is the sequence defined in Lemma 2.1. Moreover, for any 1 ≤ ≤ h ≤ κ, H B h, k = 1 and the size of B h, k is independent of k.
Proof. From (14) , the matrices A = P r,r k−1 and B = P r k−1 ,r k satisfy I(AB) = I(A); one has H(A) = H(B) because both H(A) = H(P r,r k−1 ) = H(P r,r 0 ) and H(B) = H(P r k−1 ,r k ) are equal to κ. So Proposition 2.6 applies. One has H B h, k = 1 by Proposition 2.6(ii). The size of B h, k is #J h (P r,r k−1 ) × #J (P r,r k−1 ) , independent of k because I(P r,r k−1 ) = I(P r,r 0 ). Now the matrices T k = S −1 P r k−1 ,r k S do not necessarily satisfy the last condition of Theo-
it is sufficient to prove the following lemma:
is independent of k. Then there exists an increasing sequence of nonnegative integers
Proof. We first consider the case δ = 1. If {k ; M k = 0} is infinite, it is sufficient to choose the integers k 0 < k 1 < k 2 < . . . such that M k i +1 = 0 for any i ≥ 0. If {k ; M k = 0} is finite, it is sufficient to choose some integers k 0 < k 1 < k 2 < . . . , at least equal to max({k ;
Let now δ be an integer such that the assertion of Lemma 2.8 holds at the rank δ − 1, and let the matrices M k be as in (25) . For any k there exists two submatrices C k and D k such that
and, according to the induction hypothesis, there exists an increasing sequence (k i ) i≥0 for the matrices
Setting for any i ∈ N (28)
, where Using (27) and Lemma 2.9, since (28), (26) and (17) 
Now the set of indices In both cases we deduce from (34) that, if i − 1 and i belong to the set {i
Let 1 ≤ j ≤ j , let i = i j−1 + 1 and i = i j . One has
So one deduce from (29) and (36) 
is constant, and the assertion of Lemma 2.8 holds for the sequence (k j ) j≥0 .
3. The condition (E)
(ii) if σ is a permutation of {1, . . . , d} and S the matrix defined by ∀j, SU j = U σ(j) , then
Proof. 
and, in consequence of Lemma 3.
. By unicity of the decomposition of Lemma 2.3(i), one deduce I h S −1 AS = σ −1 (I h (A)) and J h S −1 AS = σ −1 (J h (A)) for any h. 
Lemma 3.3. Let A and B be two d × d nonnegative matrices and suppose that A satisfies (E). Then (i) for any j ∈ {1, . . . , d} such that I(ABU j ) = ∅, there exists i(j) ∈ I(BU j ) such that
and there exists ϕ : {1, . . . , H * (AB)} → {1, . . . , H * (A)} such that
Proof. (i) : If A satisfies (E) one has, by definition of the sets I h (A),
For any h ∈ {1, . . . , H * (AB)} and j ∈ J h (AB) one has, by (16) ,
hence in view of (39) there exists i(j) ∈ I(BU j ) such that I(ABU j ) = I AU i(j) . So one has
Since h ∈ {1, . . . , H * (AB)} one has I(ABU j ) = ∅, hence I (A) = ∅ and the index =: ϕ(h) belongs to {1, . . . , H * (A)}.
(ii) : By (38) one has I h (AB) = I ϕ(h) (A) whenever I h (AB) = ∅; this implies that AB satisfies (E).
(iii) : Consequently, by definition of the sets I h (AB),
Combining (40) and (38), one has
The relations (39) and (41) imply that ϕ is increasing. (iv) : H * (AB) ≤ H * (A) because ϕ is increasing from {1, . . . , H * (AB)} to {1, . . . , H * (A)}. And H * (AB) ≤ H * (B) because, in the relation (16), the set I(BU j ) can take at most H * (B) nonempty values.
(v) : By (16),
Using the hypothesis H * (BA) = H * (A), this implies that I(BAU j h ) = I h (BA) for any h and, using the hypothesis on the indices j h , J h (BA) = J h (A) for any h. 
From Lemma 3.3(ii) and (v), the matrix T 1 = S −1 P r 0 ,r 1 S satisfies (E). We apply Lemma 3.3(i) to the matrices A = T 1 and B = T 2 : for any h ∈ {1, . . . , H * (AB)} and j ∈ J h (AB), one has B(j, i(j)) = 0 and i(j) ∈ J ϕ(h) (A). According to Theorem 1.1 one has I(AB) = I(A) and, from Lemma 3.3(vi), ϕ is the identity; consequently i(j) belongs to J h (A) = J h (T 1 ) = {c h−1 + 1, . . . , c h } as well as j, and the inequality B(j, i(j)) = 0 with I(B) = I(T 1 ) implies that the matrix B h,h k is nonnull.
4. The sequence n → P n V / P n V 4.1. Example with d = 2 and d = 3. Let A n = a n 0 c n d n , one suppose a n > 0, c n > 0, d n ≥ 0, one suppose also that the set of matrices
is finite. Since
two cases may arise: either lim n→∞ s n = ∞, and in this case, for any nonnegative vector V = 0,
either s n tends to a finite limit s, in this case r n tends to 0 and, for any nonnull vector V ,
4.2.
Example with d = 3. Suppose now that the A n are 3×3, nonnegative and lower triangular.
Then the product-matrix P n has the form   α n 0 0 β n γ n 0 δ n ε n ϕ n   , and n → P n V / P n V does not always converge because there is no reason for n → βn δn to converge. The simplest example of divergence, with nonnegative lower triangular not diagonal matrices, is given by the product-matrix
the ratio of the (2, 1)-entry by the (3, 1)-entry converges to (6) and (7) respectively.
Proof. (i) : Suppose that (AB)(i 0 , j 0 ) = 0; this implies ∃j * , A(i 0 , j * )B(j * , j 0 ) = 0 and one has:
To compare ABU j 1 = i AB(i, j 1 ) with (AB)(i 0 , j 0 ) we write successively
An immediate consequence of Lemma 4.1 is the following:
4.4. Proof of Theorem A. We shall consider that A = (A n ) n∈N is a given sequence of nonnegative d × d matrices that satisfy condition (C) with respect to the sequence (s k ) k≥0 .
1) Definition of the sets of indices I h and J (n)
h satisfying the equality (11), and proof of (ii).
By hypothesis the matrices (45)
A k := P s k−1 ,s k satisfy (E). We first apply Theorem 1.1 to the sequence (A k ) k∈N : there exist an increasing sequence of nonnegative integers (r k ) k≥0 and a permutation matrix S for the assertions of Theorem 1.1 to hold for the block-triangular matrices
By Corollary 3.4, B
h,h
We first establish the following properties of the matrix P t 0 ,t 1 :
and (50) follows. For any n ∈ {t k+1 , . . . , t k }, by (45) and Lemma 3.3(ii) the matrix P t k ,n satisfies (E) hence, by Lemma 3. (48) follows. Consequently the matrices A = P t k ,t k+1 and B = P t k+1 ,n satisfy the condition H * (AB) = H * (A) and one can apply Lemma 3.3(vi): one obtain I h (P t k ,n ) = I h (P t k ,t k+1 ) and, in view of (53), (49) follows. By Lemma 3.1(ii), the assertions (51) and (52) hold for P t 0 ,t 1 if and only if they hold for T 1 . Now by (3) one has and κ * by
for any n ≥ t 1 and h ≤ H * (P t 0 ,t 1 ), (55)
so that (11) holds and I 1 ⊃ · · · ⊃ I κ * .
Proof. Choosing one element j h in each J h (P t 0 ,t 1 ), one has for j ∈ J h (P t 0 ,n ) and n ≥ t 1 (57)
and, by (32), I(P n U j ) = I(P t 1 U j h ). So I(P n U j ) is independent of the couple (n, j) such that n ≥ t 1 and j ∈ J h (P t 0 ,n ), one can put I h := I(P n U j ) and (11) holds. By 3.1(i) one has I(P t 0 ,t 1 U j h ) I(P t 0 ,t 1 U j h+1 ) and, with (31),
The assertion (ii) of Theorem A is an immediate consequence of the following lemma:
One has for any k > r 0 and n ∈ [s k , s k+1 ), for any
Since j ∈ J (n) = J (P t 0 ,n ), one has the equivalence P t 0 ,n (i , j ) = 0 ⇔ i ∈ I (P t 0 ,n ) and, since there exists at least one element i ∈ I h (P t 0 ,n ) \ I (P t 0 ,n ),
So (60) implies
one has, by Corollary 4.2 and (58),
and (59) follows.
2) Definition of the vectors V h and proof of (i) and (iii). We prove now the existence of the limit-vectors V h ; for this we do not use the Birkhoff contraction coefficient [19, 28] , because it is sufficient to use the following geometric evidence: Lemma 4.6. If S is a finite set of d-dimensional normalized nonnegative vectors, and if any element of S is a positive linear combination of all the elements of S, then S has only one element.
Proof. Let S = {V 1 , . . . , V n } be such a set, with n ≥ 2. This implies ∃i, V i = 0 and, from the hypothesis of Lemma 7.1, ∀i, V i = 0. Let α 1 , . . . , α n > 0 satisfy
nonnegative and nonnull vector) and consequently α 1 < 1 and
We deduce that {V 1 , . . . , V n } has same rank as {V 2 , . . . , V n } and that, for any i ≥ 2, V i is a positive linear combination of V 2 , . . . , V n . So, by induction, {V 1 , . . . , V n } has same rank as {V i , . . . , V n } for any i ∈ {2, . . . , n}; in other words S has rank 1 and, since S is a set of normalized nonnegative vectors,
Definition 4.7. We denote by P n the matrix whose columns are nonnegative, collinear to the ones of P n , and have norm 0 or 1:
and we choose a sequence (u k ) k≥0 , subsequences of (t k ) k≥0 , such that
Lemma 4.8. (i) Let k > r 0 , n ≥ s k , and let V = (V (i)) 1≤i≤d be a nonnegative vector such that P n V = 0. Denoting by V (n) the normalized vector with entries
there exists a constant A such that
. Denoting by Q m,n the matrix with entries
there exists a constant B such that
we have
The inequality (63) follows because Λ(V ) = V / min 1≤i≤d V (i) and
(ii) : We assume that the hypotheses of (ii) are satisfied and we apply the formula (63) to the integer m = u k ≥ s k and the vector V = P m,n U j (for this formula to be true we must replace h by h V (m)). Let us prove that h V (m) = h for any j ∈ J (n) h = J h (P t 0 ,n ) . We note that j also belongs to J h (P m,n ), in consequence of Lemma 3.3(ii) and (vii). We deduce (55) and (50)) = h (by (51) and (52)).
By (58) and (43),
So we obtain (65) by applying (63) to m = u k and to V = P m,n U j . As for W m (i), it is well defined because P m U i = 0 when i belongs to the nonempty set I h (P t 0 ,t 1 ) ∩ J h (P t 0 ,t 1 ) (by (50) and (52)). The hypothesis j ∈ J (n) h implies P n U j = 0 and, by the definition (64), Q m,n (i, j) =
Lemma 4.9. For any h ∈ {1, . . . , κ * } there exists a column-vector V h such that
Proof. We use Lemma 4.
, that is, j ∈ J h (P t 0 ,t 1 ) by (55) and (50). Since the nonnull columns of Q m,n have norm 1, as well as the vector W n , the sequence k → (Q u k ,u k+1 , W u k ) has at least one limit-point (Q, W ) when k → ∞ and, by (66),
Let J h := J h ∩ {i ; W (i) = 0}, we deduce from (65) and (69) that, for any j ∈ J h (P t 0 ,t 1 ),
Since J h ⊂ J h ⊂ J h (P t 0 ,t 1 ), (70) implies by Lemma 4.6 that the normalized vector P U j has the same value for any j ∈ J h . Using again (70), P U j has the same value for any j ∈ J h (P t 0 ,t 1 ).
End of the proof of Theorem A: By (68) the sequence k → k := max h∈{1,...,κ * } j∈J h (P t 0 ,t 1 )
; we deduce from (65) and from the triangular inequality that
Using again (65) with the reverse triangular inequality we obtain
Since this inequality holds for any k > r 0 and n ≥ u k+1 , the assertion (i) follows. Similarly we deduce from Lemma 4.8(i) and from both triangular inequalities that, for any k > r 0 , n ≥ s k , V nonnegative normalized vector such that P n V = 0, and for h = h V (n),
In view of (71), (iii) follows with ε n :
5. Application to multifractal analysis 5.1. Sofic and linearly representable measures on a product set {0, 1, . . . , b − 1} N . Let us first specify how the infinite products of matrices can be used to study the sofic measures. In various papers it is shown that the notion of sofic measure is close to the one of linearly representable measure (i.e., measure representable by products of matrices), see for instance [8] and [2, Theorem 4.28] . Following the methods they use, we prove in [30, Theorem 7] that both notions are equivalent provided they are defined as follows: (i) A probability-measure ν on a product set {0, 1, . . . , b − 1} N is called sofic if it is the image, by a continuous morphism ϕ = {0, 1, . . . , a − 1} N → {0, 1, . . . , b − 1} N , of a homogeneous Markov probability-measure µ; that is, a measure µ defined by setting, for any cylinder set
   is a nonnegative stochastic matrix and p 0 . . . p a−1 a positive probability vector, not necessarily an eigenvector of P .
(ii) According to [2] we say that a probability-measure ν on Ω := {0, 1, . . . , b−1} N is linearly representable if there exist a set of r-dimensional nonnegative row-vectors {R 0 , . . . , R b−1 }, a set of r×r nonnegative matrices M = {M 0 , . . . , M b−1 } and a positive r-dimensional column-vector C, such that ( i R i ) C = 1, ( i M i ) C = C and, for any cylinder set [ω 1 . . . ω n ],
Multifractal formalism, Gibbs and weak-Gibbs measures.
The multifractal analysis [26, 16, 20, 23 ] is a particular way of analysing the local structure of measures. Let µ be a probability-measure on [0, 1]; its singularity spectrum τ sing : R → [−∞, 1] is defined by
, where E µ (α) := {x ; dim µ (x) exists and dim µ (x) = α} (level-set of µ) and dim µ (x) := lim r→0 log(µ([x − r, x + r]))/ log r (local dimension of µ) (by convention, the Hausdorff dimension of the empty set is −∞). Its scale spectrum (or L qspectrum) τ scale : R → [−∞, 1] is defined by
where I is the set of the covers of the support of µ by closed intervals of length r.
The scale spectrum is easier to compute or to approximate than the singularity spectrum. One says that µ satisfies the multifractal formalism if the singularity spectrum is the Legendretransform conjugate of the scale spectrum (see for instance [18] ) in the sense that, for any α ∈ R,
In We define the basic subinterval [ω 1 . . . ω n ] S ⊂ [0, 1), for any word ω 1 . . . ω n ∈ {0, . . . , b − 1} n , by
and we say that a probability-measure η on [0, 1] has the weak-Gibbs property with respect to S if there exists a continuous map Φ :
Let us now specify how Theorem A can be used to prove that a mesaure is weak-Gibbs. 
We suppose that ν is sofic and, using the matrices involved in (72), we suppose that the sequence of nonnegative column-vectors n → C ω,n := Mω 1 ···Mω n C Mω 1 ···Mω n C converges uniformly on Ω to a limit C ω . We suppose also
Then η is weak-Gibbs, with respect to S and to the potential Φ defined by
Proof. We write
By (74), (R ω 1 C σω,n−1 )
1 n converges uniformly to 1, as well as M ω 1 C σω 1 n because (75) and the continuity of ω → C ω imply
Since C ω,n converges uniformly to C ω , there exists ε n → 0 such that, for any ω ∈ Ω,
So (76) and (77) imply
n has limit 1 when n → ∞, η satisfies (73) and is weak-Gibbs with respect to S and Φ. Now Theorem A does not ensure the uniform convergence of the sequence n → C ω,n but only the poinwise convergence; the following proposition is useful to check whether this convergence is uniform: Proposition 5.3. The sequence of column-vectors n → C ω,n = Mω 1 ···Mω n C Mω 1 ···Mω n C converges uniformly over Ω if and only if the following pointwise convergence holds for any ω ∈ Ω:
Proof. The direct implication is given by the Cauchy criterion. Conversely, suppose that (78) holds for any ω ∈ Ω. Given ε > 0 and ω ∈ Ω there exists a rank n(ω) such that ] for i = 1, . . . , N . Let n = max i∈{1,...,N } n(ω i ). The inequality C ξ,r − C ξ,s ≤ ε holds for any ω ∈ Ω, ξ ∈ [ω 1 . . . ω n ] and r ≥ s ≥ n, proving that the sequence n → C ω,n is uniformly Cauchy and converges uniformly on Ω.
Application of Theorem A to a Bernoulli convolution
6.1. Choice of the Bernoulli convolution, and linear representation. From now β ≈ 1.755 is the unique real solution of the equation β 3 = 2β 2 − β + 1, and µ β is the Bernoulli convolution (see [7, 27] ) associated to β:
We choose this value of β rather than quadratic or multinacci numbers because, as we will see below, the measure µ β is represented by sparse matrices of order 7 and, in such a case, Theorem A and Proposition 5.3 seem to be the unique way to prove that this measure satisfies the multifractal formalism. 
Proof. Denoting by P the uniform probability-measure defined on {0,
we have, for any interval I ⊂ R,
and the support of µ is included in [0, 1] because 0 ≤ (β − 1) ∞ n=1 ε n β −n ≤ 1. Let k ∈ {0, 1, 2}, we first determine a relation between µ β γ + , 1) . The relations R 0 , R 1 , R 2 defined by γR i γ ⇔ γ ∈ Γ i (γ) are represented below in the following way: each relation R i is represented by the edges with label i, and the set of states is the set of the reals that can be reached, from the initial state i 0 = 0, by some path whose states are elements of (− The incidence matrices of the graphs of R 0 , R 1 and R 2 are 2M 0 , 4M 1 and 16M 2 respectively, so we deduce from (80), (81) and (82) that
. . .
form a partition of [0, 1). So (83) (with n = 1) implies
We compute the nonnegative eigenvector X: it is colinear to C and, since the sum of the two first entries of X is µ β [0, 
Lemma 6.2. The probability-measure ν β defined on {0, 1, 2} N by
is sofic, and more precisely
Proof. We apply Lemma 6.1:
we can use (79) and the equalities t U 2 M 0 = 
Lemma 6.4. If there does not exist n ∈ N such that σ n ω =0 or2, then Theorem A applies to the sequence (M ωn ) n∈N .
Proof. For any word w = ω 1 . . . ω n ∈ {0, 1, 2} n we use the notation
A. THOMAS Lemma 6.4 results from the following computational sublemmas. We have, for any column-vector (7) X(4)+X (5) X ( The sets of words C := {X ; X(i) ∈ N ∪ {0} and I(X) contains {1, 3, 4} or {1, 3, 5} or {1, 4, 5}}, C := {X ∈ C ; I(X) = {1, 3, 4, 5} or {1, 2, 3, 4, 5} or {1, 2, 3, 5, 6} or {1, 2, 3, 5, 6, 7}}, C := {X ; X(i) ∈ {0, 1}, X(1)(1 − X(4))(1 − X(5))X(7) = (1 − X(1))X(4)X(5) = 0}.
The matrices M * 0 , M * 1 , M * 2 map C to C, C to C and C to C∪C . The matrices M * w , w ∈ W ∪W , map C to C , and I(M * w X) does not depend on X ∈ C. (iv) If the word w has a factor w w , where w and w belong to W, then M * w satisfies (E),
Proof. (i) : Suppose that the word w = ω 1 . . . ω m is not a strict suffix of an element of W and suppose that it does not have suffix w n,11 := 1111. Reading w from the right to the left in the lexicographical order, we see that w has suffix 01 k or 21 k with k ∈ {0, 1, 2, 3}. Since w is not a strict suffix of an element of W, it does not has suffix 0 n+1 1 k , n ≥ 0, but has suffix 10 n+1 1 k or 20 n+1 1 k or 2 n+1 1 k , n ≥ 0. There exist n and j such that n = 4n + j. We read the word ω 1 . . . ω m−j−k , or the word ω 1 . . . ω m−k in the third case, from the right to the left in the lexicographical order: it has suffix w n ,i with i ∈ {1, . . . , 9} in the first case, i = 10 in the second, and it has suffix w n,i with i ∈ {12, . . . , 19} in the third. All satisfy the assertion (ii). The matrices M * w for w = w n,i 0 j 1 k and j, k ∈ {0, 1, 2, 3}, also satisfy (ii) because their columns are nonnegative linear combinations of the columns of M * w n,i . (iii) : In view of (84) the matrices M * k map C to C, because X(1), X(3) + X(4), X(4) + X(5) are nonnull for X ∈ C. Using again (84), they map C to C because X(1), X(3), X(5) are nonnull for X ∈ C . Let us prove now that for any column-vector X ∈ C , the column-vectors X = M * 0 X, X = M * 1 X, X = M * 2 X belong to C ∪ C : * The entries of X belong to {0, 1} except if X(4)X(5) = 1 or X(1)X(7) = 1. But in the first case X(1) = 1 by definition of C , and in the second X(4) = 1 or X(5) = 1. So in both cases X (1)X (3)X (5) = 0 and X ∈ C. Suppose now that X(4)X(5) = X(1)X(7) = 0; then one has X (1)(1 − X (4))(1 − X (5))X (7) = X(1)(1 − X(1) − X(7))X(2) = 0 because, if X(1) = 1, then X(7) = 0, and one has (1 − X (1))X (4)X (5) = 0 because X (4) = 0. So X ∈ C .
* The entries of X belong to {0, 1} except if X(3)X(4) = 1 or X(4)X(5) = 1. In the first case one has X (1)X (3)X (5) = 0, in the second one has X (1)X (3)X (4) = 0 because X(1) = 1 by definition of C . So in both cases X ∈ C. Suppose now that X(3)X(4) = X(4)X(5) = 0; one has obviously X (1)(1 − X (4))(1 − X (5))X (7) = 0 and one has (1 − X (1))X (4)X (5) = 0 because, if X (5) = 1, then (X(3), X(4)) = (1, 0) and X (1) = 1. So X ∈ C . * The entries of X belong to {0, 1} except if X(1)X(5) = 1, X(1)X(7) = 1, X(5)X(7) = 1 or X(4)X(5) = 1. If X(1)X(7) = 1, one has X(4) = 1 or X(5) = 1. By(84), X ∈ C in the four cases. Suppose now that X(1)X(5) = X(1)X(7) = X(5)X(7) = X(4)X(5) = 0; one has obviously X (1)(1 − X (4))(1 − X (5))X (7) = 0 and one has (1 − X (1))X (4)X (5) = 0 because, if X (5) = 1, then (X(5), X(1), X(7)) = (1, 0, 0) and X (1) = 0. So X ∈ C . Let us prove that, if w ∈ W and X ∈ C, then M * w X ∈ C and I(M * w X) does not depend on X. (5)+X (7) X(4)+2X(5) X(1)+X(5)+X (7) 0 X(1)+X(5)+X (7) X(1)+X(5)+X (7) X(1)+X (7) 
In any case M * w X belongs to C and does not depend on X ∈ C, because X ∈ C implies X(1) = 0, X(3) + X(4) = 0 and X(4) + X(5) = 0. Both assertions remain true for w ∈ W because each element of W has a prefix in W and because the matrices
Let the word w satisfy the hypothese of (iv), namely there exist w ∈ W, n ≥ 0, i ∈ {0, . . . , 17}, j, k ∈ {0, 1, 2, 3} and ξ, ξ words on {0, 1, 2} such that
We first note that the matrices M * w n,i , for any n ≥ 0 and i ∈ {1, . . . , 19}, have at most one column M * w n,i U j ∈ C, more precisely this can hold for several values of j but it is the same column. And that there exist a column M * w n,i U j ∈ C , j ∈ {1, 3, 5}, such that
Both assertions are also true for the matrix M * w n,i 0 j 1 k ξ because each of its column is a positive linear combination of some columns of M * w n ,i
, and belongs to C if at least one of these columns belongs to C.
We consider now all the columns M * w n,i 0 j 1 k ξ U j that belong to C; this holds for j in a set J C such that J C ∩ {1, 3, 5} = ∅. By (iii), M * w w n,i 0 j 1 k ξ U j belongs to C and I(M * w w n,i 0 j 1 k ξ U j ) does not depend on j ∈ J C . The first assertion is also true for M * w U j because M * 0 , M * 1 , M * 2 map C to C , and the second is true in consequence of (32). On the other side, when M * w n,i 0 j 1 k ξ U j ∈ C and j ∈ J C , we have I(M * w U j ) ⊂ I(M * w U j ) by (85) and (31).
Lemma 6.4.2. There exists Λ ≥ 1, λ < 1 and N 0 ∈ N such that:
Proof. Let (w 1 , . . . , w N −1 ) ∈ W N −1 and let w N be a prefix of an element of W; for any 0 ≤ i ≤ j ≤ N we put w (i,j) := w i+1 . . . w j if i < j the emty word if i = j and in particular we have w (0,N ) = w 1 . . . w N . If N ≥ 7 we have, by Euclidean division, N − 3 = 4q + r with q ∈ N and r ∈ {0, 1, 2, 3}, and
Since w N −1 and w N −2 belong to W there exists, by Lemma 6.4.1(iv), a partition of {1, . . . , 7} into three sets, J 1 nonempty, J 2 and J 3 , such that N ) . Each of the words w n,i defined in Lemma 6.4.1 has a factor 10, 11 or 2, hence for any k ∈ {2, . . . , N − 1} the word w k−1 w k has a factor 10000, 10001, 1001, 101, 11 or 2. But it cannot have factor 1001: in this case it also has factor 10010, in contradiction with the hypothesis. Hence w k−1 w k has a factor ξ ∈ {10000, 10001, 101, 11, 2}. Let us prove that any ξ in this set and any X ∈ C satisfy the
for any i. Indeed in this case x 1 , x 3 , x 5 , x 4 + x 6 are positive and
Clearly each word of length at least 2 on the alphabet {0, 1, 2}, except the words of the form 2 n+1 or 2 n+1 1, n ≥ 0, has a suffix ξ ∈ {0, 01, 11, 02 n+1 1, 12 n+1 1, 02 n+1 , 12 n+1 } with n ≥ 0. Consequently if k ≥ 3 the word w k−2 w k−1 w k has a factor ξξ with ξ in this set and ξ ∈ {10000, 10001, 101, 11, 2}. For such ξ and ξ and for X ∈ C , one has M * ξξ X ≥ 2Z
Note that Z ∈ C. Since by Lemma 6.4.1(iii) the matrices M * 0 , M * 1 , M * 2 map C to C and C to C we deduce that, for any X ∈ C , there exists X ∈ C such that
Now, using again Lemma 6.4.1(iii), if k ≥ 4 the matrix M * w k−3 maps X to a vector X ∈ C and I(M * (ii) if n ∈ N, σ n ω ∈ {0,2}, there exists some words w 0 , w 1 , . . . with w 0 strict suffix of a word of W and w i ∈ W for any i = 0, such that
. . ω n = ω 1 is strict suffix of a word of W. Let n ∈ N such that (i) holds for any n ≤ n. It also holds for n = n + 1, in consequence of Lemma 6.4.1(i).
(ii) For any n ∈ N we choose one integer ϕ(n) ≥ 0, one word w 0 (n) strict suffix of a word of W and some words w 0 (n), . . . , w ϕ(n) (n) belonging to W, for (92) to hold. If n ∈ N, σ n ω ∈ {0,2}, the length of w 0 (n) is bounded because, by definition of W, it cannot exceed 10 + max{j ; ∃i ≤ 4, ω i+1 . . . ω i+j = 0 j or 2 j }. Hence there exists an infinite subset E 0 of N such that w 0 (n) takes the same value for any n ∈ E 0 . Let k be a nonnegative integer and let E k be an infinite subset of N such that (w 0 (n), . . . , w k (n)) takes the same values for any n ∈ E k . Denoting by (k) be the length of the word w 0 (n) . . . w k (n), for any n > (k) belonging to E k the length of w k+1 (n) cannot exceed 10 + max{j ; ∃i, (k) ≤ i ≤ (k) + 4, ω i+1 . . . ω i+j = 0 j or 2 j }. Consequently there exists an infinite subset E k+1 of E k such that w k+1 (n) takes the same value for any n ∈ E N +1 . We choose an element n(k) in each E k . For 0 ≤ k < k , since n(k) ∈ E k and n(k ) ∈ E k ⊂ E k we have w k (n(k)) = w k (n(k )). Hence for any k ≥ 0 we have w 0 (n(0))w 1 (n (1)) . . . w k (n(k)) = w 0 (n(k))w 1 (n(k)) . . . w k (n(k)) (prefix of ω 0 . . . ω n(k) ), so that (93) holds for the words w 0 (n(0)), w 1 (n (1) (9) and (10) In particular, for s = n, ξ 1 . . . ξ n = ω 1 . . . ω n = w 0 (r) . . . w ϕ(r,n)−1 (r)w(r, n).
Suppose first that n ∈ N, σ n ω ∈ {0,2}; hence the sequence ω has infinitely many factors of the form a0 k b, a, b ∈ {1, 2}, and lim n→∞ inf r≥n ϕ(r, n) = ∞ because each word w ∈ W has at most three such factors. We consider the column-vectors, for n large enough and r ≥ s ≥ n:
Let n be the length of the word w 0 (r) . . . w ϕ(r,n)−3 (r), we apply Theorem A(iii) to n and to the column-vector V = C ξ,n,r C ξ,n,r :
.
With the notations of Proposition 5.3 and in view of (97), we have
and we note that I(V ) = I(V ), in consequence of Lemma 6.4.1(iii) because the positive column-vector C belongs to C. So we have h V (n ) = h V (n ) and we deduce
. We suppose n ≥ 3, then ξ 1 . . . ξ r has prefix 0 3 and w 0 (r), strict suffix of a word of W, has necessarily the form 0 j 1 k with j ≥ n and 0 ≤ k ≤ 3. With the notations of Proposition 5.3,
We compute M * 
and, since k ≤ 3, Lemma 4.1(i) and Lemma 6.4.2 imply that Λ(C σ j ξ,r−j ) is bounded. Using (99) and (100) with Λ(C σ j ξ,r−j ) bounded, we have
Clearly, (101) implies 
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The proof is quite the same in the case ω =2, by using the estimation Given ξ ∈ [ω 1 . . . ω n ] and r ≥ n we have, by Lemma 6.4.3(i), ξ 1 . . . ξ r = w 0 (r) . . . w ϕ(r) (r) with
We use the fifth entry of the column-vector C σ i ξ,r−i , which belongs (by Lemma 4.1(i) and Lemma 6.4.2) to an interval
It remains to check (78) in case ∃n 0 ∈ N, σ n 0 ω ∈ {0,2}.
according to the value of σ n 0 ω. We have
and, as seen above, C σ n 0 ξ),r−n 0 − X < ε when ξ ∈ [ω 1 . . . ω n ], when r ≥ n and n ≥ some integer n . This proves that
So (78) holds for ω. Let us check now the condition (74). By Lemma 6.2 we have
By Lemma 6.4.3(i), ω 1 . . . ω n = w 0 (n) . . . w ϕ(n) (n) where w i (n) ∈ W for i = 0. By Lemma 6.4.2, Λ M * w 1 (n)...w ϕ(n) (n) is bounded independently of ω and n. Since w 0 (n) is a suffix of a word of W, there exist two words w and w , with bounded length, and j ≥ 0 such that w 0 (n) = w0 j w or w 0 (n) = w2 j w . In view of (99) ) also is bounded when k → ∞ (because the word w 0 does not depend on k), and consequently the limit-vector C ω belongs to C (recall that M * 0 , M * 1 , M * 2 map C to C ). In case ∃n 0 ≥ 0, σ n 0 ω ∈ {0,2}, in view of (99) and (103) we have I(C σ n 0 ω ) = {2, 3, 5, 6, 7} or {1, 3, 4}, so C ω ∈ C or I(C ω ) = {2, 3, 5, 6, 7}. We see that in all cases M k C ω = 0, k ∈ {0, 1, 2}.
7. Some other remarks 7.1. Infinite products of positive matrices. Let (A n ) n∈N be a sequence of d×d positive matrices. Theorem A applies if Λ(A n ) does not tend to infinity when n → ∞, because this hypothese means that there exists an increasing sequence (s k ) k≥0 such that max k Λ(A s k +1 ) = M < ∞ and because, using Lemma 4.1, the matrices
But this can be improved by using the Birkhoff contraction coefficient, which is less than 1 for the positive matrices (see [28, Subsection 3.4] ). The following proposition applies for instance to the infinite product of matrices A n =
Proposition 7.1. For any sequence (A n ) n∈N of d×d positive matrices such that n 1 Λ(An) = ∞, the sequence n → PnV PnV converges for any nonnegative column-vector V , and its limit does not depend on V .
Proof. As proved in [28, Subsection 3.4] , the Birkhoff contraction coefficient of A n is
An(k,j) and
An(i, ) are lower bounded by
The matrix P n whose columns are
has same Birkhoff contraction coefficient as P n . There exist a convergent subsequence (P n k ) k∈N ; the limit-matrix P = lim k→∞ P n k has rank 1 because its Birkhoff contraction coefficient is lim n→∞ τ (P n k ) = 0, hence all the columns of P n k tend to the same vector V when k → ∞. For any nonnegative vector V and for n ≥ n k ,
PnV
PnV is a nonnegative linear combination of the vectors P n k U j : (n ∈ N) and P 0 = I 2 .
Let us prove that the sequence of matrices n → P n and, under certain conditions, the sequence of column-vectors n → PnV PnV diverge, by using [29, §1.2] or by direct computation. Since the bi-stochastic matrices commute and since any product of bi-stochastic matrices is bi-stochastic, we obtain P n = 1 − s n s n s n 1 − s n where s n := n k=1 1 − 1 k 2 det P k−1 .
Since det P n = n k=1 2 k 2 − 1 does not have limit 0 as n → ∞, the sequences n → s n and n → P n diverge.
Let V = V (1) V (2) and suppose that the sequence of column-vectors n → x n y n = PnV PnV converges to a limit x y . Since P n V = V (1) + s n (V (2) − V (1)) V (2) + s n (V (1) − V (2)) , one has for n large enough So we can use a multiplicative norm ( AB ≤ A B ).
(i) : We suppose that ∀n, P n = 0 and that n → Pn Pn converges to a matrix P . To prove (i), we shall find a normalized row-vector L and a sequence (λ n ) n∈N ∈ [0, 1] N such that lim n→∞ L An An − λ n I d = 0. Let λ n := Pn P n−1 An , we have 0 ≤ λ n ≤ 1 because P n = P n−1 A n , and we have λ n P n P n − P n−1 P n−1 = P n−1 P n−1
A n A n − λ n I d , so the convergence of n →
Pn
Pn and the inequality 0 ≤ λ n ≤ 1 imply that P n−1 P n−1
An
An − λ n I d tends to 0 as n → ∞. We deduce that P An An − λ n I d also tends to 0, because P − P n−1 P n−1 → 0 and − λ n = 0, and consequently the definition of E is equivalent to
We use the definition of the limit: for any ε > 0, E is included in the union for N ∈ N of the sets Since the probability p has support C, the probability of any ball {z ; |z − z 0 | ≤ α is positive. Consequently p * (N α ) < 1 and p * ({(A n ) n∈N ; ∀h ∈ {0, . . . , k − 1}, (A N +2h , A N +2h+1 ) ∈ N α }) ≤ (p * (N α )) k .
By (109) p * (E ε,N ) = 0, and p * (E) ≤ p * ( n∈N E ε,N ) = 0.
Corollary 7.4. Let (A n ) n∈N be a sequence of matrices that belong to a finite subset of M d (C), say M = {M 0 , . . . , M b−1 }, and suppose that, for any i = j, the matrices M i and M j do not have a common left-eigenvector. Then, assuming that the matrix P n = A 1 · · · A n is nonnull for any n, the sequence n → Pn Pn diverges except if the sequence n → A n is eventually constant.
Proof. If n → A n is not eventually constant, it admits at least two limit-points M i and M j with i = j. In view of the hypothesis on M, the sequence n → Pn Pn diverges by Proposition 7.3(ii). Another example is the set of 7 × 7 matrices {M 0 , M 1 , M 2 } used in Section 6, for which we have proved the convergence of the sequence n → PnV PnV for any nonnegative column-vector V . For this set of matrices we can also prove that the sequence n → Pn Pn diverges if the set {n ; A n = M i } is infinite for any i ∈ {0, 1, 2}. Indeed the matrix M 0 has left-eigenvectors (0, 0, 0, 1, 0, 0, 0), RW i = α i V i , together with α 1 = 1 and α 2 > 0, means that R is at least of rank 2. However R must be a rank one matrix, a contradiction. 
Proof. (i) : We write
Mn Mn = CL n + E n , where the matrix E n tends to 0 as n → ∞. We deduce both estimations 1 = CL n + e n with |e n | ≤ E n → 0 and MnV Mn = CL n V + e n = C L n V + e n with e n ≤ E n V ≤ E n V → 0. Hence
Since CL n V ≥ CL n min i V (i) = (1 − e n ) min i V (i), we deduce lim n→∞ 
