In this paper we present development of a mobile-based Unstructured Supplementary Service Data (USSD) system that will be used to screen people who have had contact with an infectious TB patient. The USSD-based system prototype is implemented using a simulator as a prelude to actual development. USSD technology allows interactivity between the system and the contact through session-based messaging. Since access to the USSD system is only through service providers, we chose to use an open-source simulator, the mchoice simulator, to develop a prototype in order to identify potential issues that may arise when using the system; determine usability and acceptability of the system by users, and to elicit further requirements for future development efforts.
Introduction
According to the World Health Organization, developing countries have the highest burden of Tuberculosis (TB) in the world. In particular, Southern African countries are the most afflicted in Africa. Botswana, with a TB incidence rate of 408 (in 100 000) and prevalence rate of 343 (in 100 000) according to the 2012 statistics from the WHO [1] has not been spared the burden. This situation is exacerbated by the high HIV/AIDS prevalence rate. Botswana has developed a program for controlling this infectious disease as laid out in the National Tuberculosis Programme Manual [3] . As evidenced by the continuing high TB incidence rate there is more that needs to be done to meet the objectives of the stopTB Partnership [4] , one of which is to have an incidence rate of less than 10 (in 100 000) by 2035.
TB is highly infectious, so all instituted TB control programs aim at curbing the infection as quickly as possibly once an incidence is detected. This entails treating the index (patient with infectious TB) and following up the index's contacts (individuals who have had close contact with the index) to curb the spread of TB. In developing countries this is usually a challenge. In fact, WHO [5] reports that the Botswana National TB Program is falling short of meeting its objectives because of shortage of labor, inadequate surveillance and monitoring of patients and challenges in contact tracing, as well as lack of standardized data collection and reporting. Bartu [6] bolsters the efficacy of TB contact tracing in curbing the spread of infectious TB. Mosweunyane et. al. [7] presented an architectural design of mobile-based USSD system to aid in TB contact tracing.
This paper presents an implementation and evaluation of the mobile-based USSD system prototype using the mchoice simulator. This helped identify potential issues that can be encountered when using a mobile-based USSD system for contact screening. In addition, this assists to determine how usable and acceptable to users such a system is and elicit further requirements for future development efforts.
Background

Simulation and its Application
In simulation, a model is used instead of the real situation in order to gain an understanding of the real situation [8] . The main aim of simulation is to create an abstract model of a system that is simpler to study than the actual system itself. This model represents the key characteristics of the system. Using the simulation, we can gain an understanding of how the real system operates. The use of virtual prototypes significantly reduces the cost, effort, and time of design [8, 9] . Simulation therefore provides a way in which alternative designs can be evaluated without having to experiment on a real system, which may be expensive, time-consuming, or impractical to do.
Simulation has enjoyed widespread application in health care and health care delivery systems. In healthcare, simulations can be used for education, assessment, research, and health system integration in facilitating patient safety. This means that virtually every health care environment can be studied using simulation including hospitals, extended care, rehabilitation, specialty care, long-term care, public health, among others [26] . Rather than use the actual subsystems of the health facility, models were developed to support decision making, to gain a better understanding of the operations of these systems, or to determine how these systems can be improved [25] . Simulation has been used in learning to develop health professionals' knowledge, skills, and attitudes, whilst protecting patients from unnecessary risks [10] . It has been shown to have benefits for learners, for development of clinical practice and skills, for patients and for health systems [11] .
Simulating USSD applications
Several Application Program Interfaces (APIs) exist to enable simulation of USSD applications. These include HTTP-based ones like Idea-Pro [27] and mChoice [28] .
Since USSD applications are developed with the involvement of a mobile phone provider who own USSD gateways, and USSD gateways are too expensive to be acquired by developers, a USSD gateway simulator with a phone simulator and sample programs is a more viable option for prototyping USSD applications.
Methodology
Experimental Design
Our goal was to determine how effective and efficient our simulated prototype is at contact screening. In addition we wanted to find out the satisfaction level of users and the errors they are likely to make. To determine such, we focussed on the following metrics: completion rate, errors, time on task (ToT) and task level satisfaction.
Completion rate is used to determine effectiveness and is the percentage of participants who successfully screen themselves for TB without critical errors. Errors are defined as any unintended action, mistake or omission a user makes while attempting to screen themself and is used to determine effectiveness. Time on Task is the duration of each screening session and determines efficiency. It is measured by the mean time taken to accomplish the task [13] . Task level satisfaction was determined by administration of a questionnaire that measures satisfaction.
Data Collection
To collect data we administered a questionnaire and observed participants carrying out the task of screening using the prototype. The questionnaire comprised of three sections. These are the demographic information section, the System Usability Scale (SUS) questionnaire section and the open-ended questions and comments section.
The demographic information section captured the following information: age group, gender, experience using USSD application, education level and computer usage experience. The second section of the questionnaire is the System Usability Scale (SUS) questionnaire with questions adopted as originally designed from Brooke [12] . The last section is the comments and open-ended questions, which are used to clarify answers to closed questions and enable participants to find new issues not captured in the closed questions [23] .
The facilitator recorded the data as participants executed the task. Completion rate data was collected from recordings of how participants completed the screening task. We recorded using a binary value one (1) for success or zero (0) for failure. Time on task (ToT) data was recorded by timing how long it took each participant to conduct the screening task.
The facilitator recorded the time in minutes and seconds. The clock was started the moment the participant started the screening and stopped when the participant completed the task. The number of errors each participant made when completing the screening task were recorded. Each instance of an error was recorded and categorised and a description provided if necessary. The facilitator used a coding scheme as a checklist to record observations as users conducted the test.
Selection of Participants
To identify usability issues a large group is not necessary as long the recruited participants are representative of the target users of the system [22] . Five (5) participants will probably discover 80% of usability problems and for studies that have quantitative data the number of participants should be increased to twenty (20) to get statistically significant numbers [22] . A total of twenty (20) participants were recruited for this study. We recruited participants who have used a computer before since the simulator was available via a laptop. We requested participants to record their experience of using USSD applications so that we could analyse if USSD usage experience will be factor when it comes to usability of the system. A balanced group of (10) males and (10) females was recruited. From participants' responses, we grouped them into three (3) age groups. Only those who are eighteen (18) years and older participated.
Task Details
The first step was to explain the test environment to each participant and the purpose of the study. The facilitator briefed participants on the contact screening application. Each participant signed a consent form that explained confidentiality issues before performing the task.
The facilitator starts the system environment such that participants view the first menu as the welcome screen. Each participant begins the session from the welcome screen onwards. Each participant is required to conduct a single task of screening for TB using the USSD system. Participants are asked TB contact screening questions that appear on a simulated phone screen one after another. The list of questions is available in English or Setswana. Participants could navigate to the next question, end a session or restart a session, navigate to the previous menu, start a completely new session or navigate sequentially through the menus.
At the end of the session participants completed a questionnaire. After completion of the questionnaire, the facilitator held discussions about the testing with the participants to ensure that participants captured their suggestions and comments on the questionnaire. During this discussion, participants were free to mention any other issues or suggestions that they might have about the study or the testing. The debriefing session did not take a longer than 3 minutes per participant. The facilitator used session of the procedure to thank the participants. 20 minutes was allocated to each participant session.
Results and Discussion
System evaluation was carried out with 20 users to assess the three usability goals of effectiveness, efficiency and satisfaction as described in the previous section. The ISO 9241-11 standard defines usability as "the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use" [15] . The usability goals, namely, effectiveness, efficiency, satisfaction are measured by task completion rate and errors, task time and post-test questionnaire respectively [16] . We present the results for each usability metric below.
Effectiveness
Effectiveness is defined as the ability of a user to complete a task in a specified context and is measured by completion rate and error metrics [21] .
Completion Rate
We compute the task completion rate by dividing the total number of successfully completed task by the total number of participants. In this study, participants had to undertake one task of screening for TB using the simulated USSD system. All participants managed to complete the task successfully. Therefore the completion rate for the screening task is 100%. Sauro [17] analysed around 1200 computer related tasks and results showed that the average task completion rate is 78%. In this study, the average completion rate is 100%, which indicates above-average effectiveness.
Errors
System effectiveness can also be measured by the number of errors participants make when attempting the given task. In addition, the system should allow users to recover from catastrophic errors that occur [21] . Error-free rate is defined as the percentage of test participants who complete the task without any errors [18] . The error free rate for this application was 60%. That is, twelve (12) participants completed the task without any assistance or errors. Eight (8) (40%) made errors. We categorised errors into three categories. The categories are shown below (in decreasing order of severity) [14] :
1. Errors that prevent task completion 2. Errors that cause a significant delay or frustration
Errors that have a relatively minor effect on task performance
All errors made by participants were classified as having a relatively minor effect on task performance and as such had a low severity ranking. Each participant who made errors made one error at most. No participant made more than one distinct error and no participant repeated the same error. One key error that participants made was when they had to navigate either from one menu to another or from one screen to the next, participants had to click the send button on the simulated phone screen keyboard. Two (2) (10%) participants made the error of pressing the laptop keyboard enter instead of clicking the send button to navigate to the next menu. The system would not respond to this action, it would just stay idle. One participant realised on their own what was happening and managed to recover from the error on their own by clicking the send button while the other participant the facilitator had to hint to them that they should click the send button to navigate from the error. Figure 1 illustrates the simulator interface. Participants had to click the send button to navigate the between menus or screens. After clicking the send button participants had to wait for the next menu or question to appear on the simulated mobile phone screen. Two (2) (10%) participants clicked the send button before the next menu could appear. The system handled this by presenting a menu indicating that a wrong entry has been selected for one participant. For the other participant the system stored the answer they did not really want to store. The first participant was able to read the screen and navigate properly to the next menu because the application requested the user to try again. The other participant was able to navigate back and ensure that they re-enter the answer they preferred since the participant was not convinced the system stored the response they wanted. The facilitator had briefed participants that they needed to be patient with the application because the simulation was a bit slow.
Four (4) (20%) participants did not end the session properly, they left the system idle. Sauro [74] analysed 719 tasks of mostly consumer and business applications and the average number of errors per task was 0.7. That is about seven out of every ten users (7/10) had an error. In this study, results indicate an error rate of 0.4 per task, which is an improvement on the average.
Efficiency
Efficiency is defined as the ability of the user to complete their task with speed and accuracy and is measured by the time on task (ToT) metric [21] . ToT was measured from when the participants started using the system until the participants completed the task or gave up. All the twenty (20) participants managed to complete the task. The average time (geometric mean) it took participants to complete the screening task was 195 seconds (03:15 minutes). It is recommended to use the geometric mean when the sample size is less than twenty-five (25) as it is the best estimate of the centre of the population [20] . The times range from 125 seconds (02:05 minutes) to 268 seconds (04:28).
Satisfaction
Satisfaction is the perceived level of comfort and pleasantness afforded to the user through the use of the system and is measured by administration of a post-task questionnaire [21] . The questionnaire was based on the System Usability Scale (SUS) questionnaire originally designed by Brooke [53] .
Eighteen (18) Sauro [24] reviewed SUS scores from over 5,000 users, from almost 500 studies across a variety of application types such as consumer and business software, websites, and mobile phones, and the average SUS score was 68. The average SUS score for this study is 79, which indicates an above average SUS score.
Limitations and Issues Recognised
As compared to the actual system, the simulated USSD system presented several difficulties to users that could have impacted the evaluation and distorted overall perception about the system. a) Because the system was simulated as desktop-based rather than mobile-based, navigation by some users proved to be difficult. The simulator had a mobile phone screen separate from the keyboard (actual laptop keyboard was used instead), and data entry box, while sending of the data had to be done through the 'send' button as shown in figure 1 . This resulted in some errors by some users when carrying out the task (e.g. pressing the 'enter' key on the keyboard instead of the 'send' button). The setup could also have impacted on the ToT and not ending the system properly. On an actual mobile phone users will expect navigation functionality to utilise the same buttons they use for other tasks. b) Issues of perception which could not be tested easily with the simulated system include actual interactivity issues with an application initiating a conversation with a stranger, focus on the task with day-to-day life disturbances (e.g. an incoming call, pausing to talk, etc) and timeout issues. c) The presence of a facilitator could also influence how the task was carried out. The actual screening will be an interaction between a user and a mobile phone without the influence of a third party. These problems could be solved by testing again in the actual environment before system rollout. Special attention has to be given to the following in developing the actual system. a) Navigation -the application should be developed such that the usual navigation features on mobile phones are used for the application the way they are usually used. b) Since real testing will not involve a facilitator to introduce the application, an acceptable way to introduce the application to the mobile phone user before the screening starts has to be found. c) The percentage of users who made errors for this application was low but still significant (40%). Decisions have to be made on how error recovery and termination/abandonment of the application at various stages has to be dealt with.
Conclusion
The paper presented the development and evaluation of a simulated mobile system prototype for TB contact tracing.
To identify usability issues, a system evaluation was carried out to determine effectiveness, efficiency and satisfaction with the prototype. Although evaluation shows the system performed well and users were able to carry out the task satisfactorily, the results cannot be directly compared to evaluation of the actual system whose actual setup is different from the simulated system. Further evaluation is needed with a mobile system setup after incorporating the suggestions identified using the simulated system. There is need to improve open source USSD simulation software/tools to capture as much as possible the functionality of a real USSD system.
