Abstract. The elimination tree is central to the study of Cholesky factorization of sparse symmetric positive de nite matrices. In this paper, we generalize the elimination tree to a structure appropriate for the sparse LU factorization of unsymmetric matrices. We de ne a pair of directed acyclic graphs called elimination dags, and use them to characterize the zero-nonzero structures of the lower and upper triangular factors. We apply these elimination structures in a new algorithm to compute ll for sparse LU factorization. Our experimental results indicate that the new algorithm is usually faster than earlier methods.
truly analogs of elimination trees, by showing that the symmetric structure theory of elimination trees can be obtained as special cases of the elimination dag results.
In Section 5, we apply elimination dags to sparse symbolic LU factorization. We brie y review two algorithms Fill1 and Fill2 by Rose and Tarjan 12] that compute ll for sparse unsymmetric matrices. We then formulate a new symbolic factorization scheme based on the pair of elimination dags and compare its performance with that of Fill1 and Fill2. Our experimental results show that the new algorithm performs much better than either on practical sparse problems.
Section 6 contains our concluding remarks. We discuss extensions to these ideas, including the possibility of using elimination dags in numerical sparse LU factorization schemes with partial pivoting. L 0 h = h; U 0 T g = g: The matrix A 0 can be factored into L 0 U 0 in the same way recursively. Thus we can view the entire factorization as a sequence of n pairs of triangular solves of sizes from 0 to n ? 1. Moreover, the structure of the vector h depends on that of h and L 0 , and the structure of g depends on that of g and U 0 . This motivates the following study relating the structure of the solution vector with that of the given lower triangular matrix and right hand side.
2.2. Sparse triangular matrices and directed acyclic graphs. Let A = (a ij ) be a sparse n n matrix with nonzero diagonal entries. De ne G(A) to be the directed graph of the matrix A as follows. The vertex set of G(A) is V = f1; 2; : : :; ng; there is an edge from i to j (for i 6 = j) if and only if the entry a ij is nonzero. We shall write the directed edge from i to j as hi; ji. Notice that the edges hi; ji and hj; ii are di erent; the former means that a ij 6 = 0 and the latter means that a ji 6 = 0.
Many sparse matrix codes 6, 9] use a data structure that lists the nonzeros of a matrix A in column major order. In graph terms, this is the \adjacency list" structure for G (A   T   ) . Representing A by G(A T ) instead of by G(A) seems to be necessary for some e cient algorithms 9]. This is the reason that this paper sometimes states results and algorithms in terms of the graph of the transpose of the matrix in question. The directed graph of a triangular matrix has a special structure. Consider a lower triangular matrix L = (`i j ) and its directed graph G(L). A nonzero o -diagonal entrỳ ij must have i > j, so any directed edge hi; ji of G(L) must satisfy i > j. Since a directed edge always points from a vertex with a higher subscript to one with a lower subscript, the graph G(L) must be acyclic: it cannot have any directed cycles. An acyclic directed graph is often called a dag for short 2]. Figure 1 is an example of a lower triangular matrix and its corresponding directed acyclic graph.
Structural characterization of triangular solution.
Consider the solution of the lower triangular system Lx = b, where both L and the right-hand side vector b are sparse. Gilbert 7] provides a simple characterization of the sparse structure of the solution vector x in terms of that of L and b. We introduce the following notation: For any row or column vector w = (w 1 ; : : :; w n ) or w = (w 1 ; : : :; w n ) T , de ne its vector structure as the vertex subset Struct(w) = fi 2 V j w i 6 = 0g: Note that in this de nition, i is a vertex in the graph G(L) and w i is an entry in the vector w. T   ) . Strictly speaking, this result gives only an upper bound on the structure of x, because coincidental cancellation might produce more zeros. This is the tightest upper bound on Struct(x) that is possible given only the nonzero structures of L and b. To avoid cluttering up theorem statements in the rest of the paper, we will not keep mentioning the possibility of coincidental cancellation. Thus when we make a statement of the form \The structure of X is Y ," it should be understood to mean all of the following: \If the nonzero values of A are chosen independently at random, then the structure of X is Y with probability one"; \If the nonzero values of A are algebraically independent, then the structure of X is Y "; and \Regardless of the nonzero values of A, the structure of X is a subset of Y ." See Gilbert 7] for a detailed discussion of this point.
To illustrate Theorem 2.1, consider the solution of Lx = b for the matrix L of Figure 1 then the solution structure Struct(x) is f2; 4; 5; 6g.
Theorem 2.1 is actually true (including the remarks about coincidental cancellation) for any nonsingular matrix with nonzero diagonal, whether triangular or not. However we will only use the triangular case.
3. Elimination dags for sparse LU factorization. 3.1. Transitive reduction of a directed graph. Theorem 2.1 relates the structure of the solution vector x to information about paths in the directed graph G(L). One economical way to represent path information for a directed graph is by its transitive reduction 1]. The idea is to nd another directed graph with fewer edges than the given graph G(L), but with the same path structure. In such a graph, fewer edges would need to be traversed to generate Struct(x) for a given Struct(b).
A graph G is a transitive reduction of a given directed graph G if G satis es the following two conditions:
(a) G has a directed path from u to v if and only if G has a directed path from u to v. (b) No graph with fewer edges than G satis es condition (a). An arbitrary graph may have many di erent transitive reductions, but Aho, Garey and Ullman 1] show that a dag has only one. Theorem 3.1. 1] If G is a directed acyclic graph, then the transitive reduction of G is unique, and it is a subgraph of G. Figure 2 shows the transitive reduction of the graph in Figure 1 . Since there is a directed path h6; 3; 1i, the directed edge h6; 1i is redundant. Similarly h5; 2i is redundant because of the path h5; 4; 2i.
Since the transitive reduction preserves paths, we can restate Theorem 2.1 in terms of it. 
. A notion related to transitive reduction is the transitive closure G of a directed graph G, which is the graph that has an edge hu; vi whenever G has a directed path from u to v. The transitive closure is the least compact representation of the path information in G; the transitive reduction G can also be de ned as the smallest graph with the same transitive closure as G. Gilbert 7] shows that the transitive closure captures the structure of the inverse of a matrix: Similarly, the upper triangular matrix U has a directed acyclic graph G(U), which in turn has a unique transitive reduction G (U). We call the two reduced directed acyclic graphs G (L) and G (U) the lower and upper elimination directed acyclic graphs respectively. We shall also refer to them collectively as the elimination dags of the matrix A.
As an illustration, consider the unsymmetric matrix in Figure 3 . An LU factorization of this matrix creates three lls, one in L and two in U. The lls are represented in the gure by \ ". Figure 4 displays the two elimination dags corresponding to this matrix example. 10, 14] has been used extensively to study symmetric Gaussian elimination.
Let L be the Cholesky factor of a symmetric positive de nite matrix A. Formally, the elimination tree T(A) of A has n vertices f1; : : :; ng, and hj; ki is an edge if and only if k = minfr > j j`r j 6 = 0g: This structure is a tree rooted at vertex n if A is irreducible, or a forest with one tree for each irreducible block if A is reducible. Liu's survey paper 11] contains a comprehensive exposition of this important structure in the context of sparse factorization. We quote one of its properties in our terminology. Since the transitive reduction of a dag is unique, it follows that for a symmetric matrix the elimination dags G (L T ) and G (U) are both equal to the elimination tree T(A). In Section 4, we shall show that the structural characterization of Cholesky factors by elimination trees can be generalized to unsymmetric factors using elimination dags.
3.4. Elimination dags and path structure. Elimination dags capture the path structure of the LU factors of a sparse matrix. In this section we explore some of the connections between edags, the path structures of L and U, and the path structure of the original matrix A. We also answer the question, \which pairs of directed graphs can be the elimination dags of some matrix?" Recall that we consider only matrices A with nonzero diagonal elements, and recall the discussion of coincidental cancellation in Section 2.3.
We begin by de ning notation for two directed graphs that correspond to addition and multiplication of matrices.
De nition. If B and C are two n n matrices with nonzero diagonal elements, then G(B) + G(C) is the union of the graphs of B and C, de ned as the graph whose vertex set is f1; : : :; ng and whose edge set is the union of those of G(B) and G(C). De nition. If B and C are two n n matrices with nonzero diagonal elements, then G(B) G(C) is the product of the graphs of B and C, de ned as the graph whose vertex set is f1; : : :; ng, with an edge hi; ji exactly in case hi; ji is an edge of G(B), or hi; ji is an edge of G(C), or there is some k such that hi; ki is an edge of G(B) and hk; ji is an edge of G(C). We will write G H to mean that G is a subgraph of H. If A = LU is an LU factorization, Lemma 3.6 implies that G(A) is a subgraph of G(L) G(U), that is, that an edge in A corresponds to an edge in L followed by an edge in U. However, G(A) is not usually equal to G(L) G(U); any ll in L and U cancels out when they are multiplied back together.
Our rst result relates paths in A to paths in L and U. It says that a path in A always corresponds to a path in U followed by a path in L. We allow paths of length zero.
Theorem 3.7. If A = LU and there is a path in the directed graph G(A) from vertex i to vertex j, then there is some 1 k n such that the directed graph G(U) has a path from vertex i to vertex k, and the directed graph G(L) has a path from vertex k to vertex j.
Proof. This can be proved by induction using the \path lemma" of Rose and Tarjan 12], which characterizes G(L + U) in terms of G(A). Another proof, however, is to interpret the equation A ?1 = U ?1 L ?1 in terms of paths and transitive closures. Theorem 3.3 implies that
where the third step is by Lemma 3.6. In English, this equation says that every path in A corresponds to a path in U followed by a path in L.
Since the elimination dags of A preserve the path information in G(L) and G(U), the same conclusion holds for them.
Corollary 3.8. If A = LU and there is a path in the directed graph G(A) from vertex i to vertex j, then there is some 1 k n such that the elimination dag G (U) has a path from vertex i to vertex k, and the elimination dag G (L) has a path from vertex k to vertex j. In other words,
This says that, while the elimination dags have very simple (i.e., acyclic) path structure themselves, they preserve all the path structure of A. Any path in G(A) corresponds to an \ascending" path in G (U) followed by a \descending" path in G (L).
We turn now to the question of characterizing the graphs that can be elimination dags of some matrix. Again we consider G(L) and G(U) rst. Any directed graph G with vertices f1; : : :; ng whose edges hi; ji all satisfy i > j is G(L) for some A. We merely choose A to be the matrix whose entries are a ij = 1 whenever i = j or hi; ji is an edge of G, and zeros elsewhere. Then A = LU with L = A and U = I, and G(L) = G(A) = G. Similarly any graph with edges directed from lower to higher numbered vertices is the graph of U for some A.
However, not every pair of directed acyclic graphs corresponds to a factorization A = LU without cancellation. Rose and Tarjan 12] show that (in the absence of coincidental cancellation) G(L + U) is always a so-called perfect elimination digraph in perfect elimination order, which means that whenever k < min(i; j) and hi; ki and hk; ji are edges, then hi; ji is also an edge. This condition is both necessary and su cient. We can restate it in terms of our de nitions as follows. The situation for structures of elimination dags is similar: Any transitively reduced dag can be the structure of the elimination dag G (L) or G (U), but a speci ed pair of reduced dags might not be G (L) and G (U) for any single matrix A = LU. We can characterize the possible pairs in a way similar to Theorem 3.9.
Theorem 3.10. Suppose there is no cancellation in the factorization A = LU.
Furthermore, a reduced structure is the pair of edags of some matrix if and only if it satis es Equation 2.
Remark. An equivalent way to state the theorem is: Let two transitively reduced acyclic directed graphs G`and G u be given, with edges oriented from higher to lower numbered vertices in G`and vice versa in G u . Then there exists a matrix A that factors without cancellation as LU with G (L) = G`and G (U) = G u if and only if
Proof. First, let A = LU be given. The containment G (L)+G (U) G (L) G (U) follows from the de nition of the product graph. We prove the opposite containment. Note that G (L) = G (L) and G (U) = G (U). Let hi; ji be an edge of G (L) G (U). Then there exists k such that there are paths hi = i t ; i t?1 ; : : :; i 0 = ki in G(L) and hk = j 0 ; j 1 ; : : :; j s = ji in G(U). We induct on s + t, the total length of these paths. If either path has length zero, then the concatenation of the paths is in G(L) or G(U) and hi; ji is an edge of G (L) + G (U) = G (L) + G (U). If both paths have length at least one and i 1 = j 1 , then we can shorten the paths by deleting i 0 = j 0 . Otherwise, the edges hi 1 ; ki in G(L) and hk; j 1 i in G(U) make hi 1 ; j 1 i an edge of G(L) G(U). Theorem 3.9 then implies that hi 1 ; j 1 i is an edge of G(L) + G(U); that is, it is either an edge of G(L) or an edge of G(U). If i 1 > j 1 then hi 1 ; j 1 i is an edge of G(L). Then the paths hi = i t ; i t?1 ; : : :; i 1 ; j 1 i in G(L) and hj 1 ; j 2 : : :; j s = ii in G(U) have smaller total length than the original paths, so the inductive hypothesis applies. Similarly, if i 1 < j 1 then we shorten the path in G(L).
Second, let G`and G u be given. The \only if" part of the theorem is what we have just proved. To prove the \if" part, we assume that G ` G u = G `+ G u and proceed to show the existence of a suitable A. Now G `a nd G u satisfy Equation 1, so Theorem 3.9 says that there exists A = LU (without cancellation) such that G(L) = G `a nd G(U) = G u . But since G`and G u are transitively reduced and the transitive reduction of a dag is unique, this implies G (L) = G`and G (U) = G u as well.
All these results reduce to fairly simple facts about elimination trees in the symmetric case. In the symmetric version of Theorem 3.7, an irreducible A gives a complete graph G (A) and a complete lower triangular structure G (L). Theorem 3.9 says in the symmetric case that
, which restates that G(L) is a perfect elimination or chordal graph 13] . The symmetric case of Theorem 3.10 is an unusual characterization of a forest (that is, of a graph whose connected components are trees):
says that a \descending" path in T(A) followed by an \ascending" path in T(A) can be replaced by a pure descending or ascending path. This is indeed true of forests, and forests are the only transitively reduced directed acyclic graphs of which it is true.
The latter observation is a roundabout proof that the elimination tree of a symmetric matrix really is a tree (or, rather, a forest). One important fact about an elimination tree of an n n matrix is that it encodes all the path information about G(L) in a structure of linear size|with n vertices and at most n ? 1 edges. Thus G (L) is likely to be much smaller than L.
An elimination dag, on the other hand, may have (n 2 ) edges in the worst case. Matrix EG-3 in Figure 10 is an example where both G(U) and G (U) have about n 2 =4 edges. Nevertheless, in practice we observe that the elimination dags of a matrix are almost always much smaller than its triangular factors. This fact explains the results of Section 5.3, in which an algorithm based on edags is much faster than two earlier algorithms. 4 . Structural characterization of LU factors. In this section we use the elimination dags G (L) and G (U) to characterize the row and column structures of the triangular factors. Throughout the section, A = LU is the factorization without pivoting of a square matrix A with nonzero diagonal. Recall the discussion in Section 2.3 of our assumptions about cancellation. 4.1. Row structure of L. We rst focus our attention on the row structure of the lower triangular factor L. The de nitions immediately imply the following proposition. This condition is necessary but clearly not su cient for an entry in L to be nonzero. For example, the entry`4 1 is zero in Figure 3 , but there is a path from vertex 4 to 1 via 3. We now provide a necessary and su cient condition for`i j to be nonzero in terms of paths in the upper elimination dag G (U). Therefore, by Theorem 2.1, the vector structure of (`i 1 ; : : :;`i ;i?1 ) is given by the set of vertices reachable from the vertices in the vector structure of (a i1 ; : : :; a i;i?1 ) in the directed graph G(U i?1 ). Thus`i j 6 = 0 i there exists a nonzero a ik such that vertex j is reachable from vertex k in the graph G(U i?1 ); in other words, i there exists k such that a ik 6 = 0 and G(U i?1 ) contains a directed path from k to j. Such a k must be less than or equal to j because all edges of G(U) are directed from lowerto higher-numbered vertices. Now G(U i?1 ) is a subgraph of G(U), so a path in G(U i?1 ) is a path in G(U) as well. Conversely (again because edges are directed from lower-to higher-numbered vertices) any directed path ending at vertex j in G(U) must lie entirely within G(U i?1 ). Thus`i j 6 = 0 i there exists k such that a ik 6 = 0 and there is a directed path from k to j in G(U). The result now follows from the fact that the elimination dag G (U) preserves the set of paths in G(U).
Theorem 4.2 characterizes the structure of L by rows: the structure of the i-th row of L is given by the subset of f1; : : :; ig reachable in the upper elimination dag G (U) from the vertices of the structure of the i-th row in the lower triangular part of A. The following section characterizes the structure of L by columns. 4 .2. Column structure of L. Using the notation Struct(L j ) = fi j`i j 6 = 0g for the nonzero structure of a column of L, we restate a result of Rose and Tarjan 12] that describes the structure of L by columns in terms of A and U. In matrix terms, we can determine the column structure of L j by taking the union of the column structure of A j with a number of columns of L before j. These columns are given exactly by the structure of column j of U, the upper triangular factor. Figure 5 expresses the result of Theorem 4.3 diagrammatically.
Note that all columns L k such that u kj 6 = 0 are used to determine the structure of L j in Theorem 4.3. The following theorem shows that we need only consider a subset of those columns, and this subset is determined by the structure of the upper elimination dag G (U). To prove the converse, consider any nonzero entry u kj where hk; ji is not an edge of G (U). Then G (U) must contain a path hk = i 0 ; i 1 ; : : :, i t ; i t+1 = ji, with u isis+1 6 = 0 for 0 s t. Corollary 4. 4 We now use the matrix example in Figure 3 to illustrate the results of Theorems 4.2 and 4.6 on the row structure of L and the column structure of U. Consider row and column 6 of the matrix in Figure 3 . The structure of row A 6 is f1; 2; 6g. The set of vertices reachable from this set in the upper elimination dag G (U) in Figure 4 is f1; 2; 3; 6g, which is precisely the structure of L 6 . On the other hand, the structure of column A 6 is f3; 6g. These two vertices in the lower elimination dag G (L) are reachable exactly from vertices in the set f3; 4; 5; 6g. As Theorem 4.6 predicts, this is the structure of U 6 .
Using the same matrix, we illustrate the results of Theorems 4.5 and 4.7 on the column structure of L and the row structure of U. Consider row and column 5 of the matrix in Figure 3 . Since h4; 5i is the only edge into vertex 5 in the upper elimination dag G (U), Theorem 4.5 says that Struct(L 5 ) can be obtained from Struct(A 5 ) and Struct(L 4 ). On the other hand, of the two edges h5; 2i and h5; 4i in the graph G(L), only h5; 4i is in the lower elimination dag G (L). Therefore, by Theorem 4.7, it is su cient to consider Struct(A 5 ) and Struct(U 4 ) to determine Struct(U 5 ).
Edags as unsymmetric analogs of elimination trees. In Section 3.3 we saw that when the matrix A is symmetric, the elimination dag G (L T ) = G (U) is identical to the elimination tree T(A).
Here we show that the results from the literature relating elimination trees to the structure of sparse Cholesky factors are special cases of the results of Sections 4.1 through 4.3. Thus elimination dags are truly an unsymmetric analog of elimination trees.
In this subsection, we take A to be symmetric and positive de nite, and L to be its Cholesky factor. The following result characterizes the column structure of L using the elimination tree, and forms the basis of an e cient symbolic Cholesky factorization scheme. The row structure of the Cholesky factor L can also be characterized in terms of the elimination tree. Schreiber 14] shows that the row structure of L i is a pruned subtree rooted at vertex i of the elimination tree. Liu 10] gives a complete characterization, which we quote here. We can restate this in terms of paths in the elimination tree as follows. 5. An application: Fill computation. In this section we apply elimination dags to computing the symbolic factorization of an unsymmetric matrix. For this problem, we are given the nonzero structure of an unsymmetric matrix A and asked to compute the nonzero structures of its LU factors, under the assumption that A has an LU factorization without pivoting. Equivalently, we want to compute the result of playing the vertex elimination game 12] on a speci ed directed graph. We rst review two algorithms from the literature brie y. Then we present a new algorithm, analyze it, and give experimental results. In this section we use the notation (X) for the number of nonzeros in the matrix or vector X. Algorithm Fill1 determines the row structures of L i and U i by using the structure of A i together with the rst i ? 1 computed row structures of U. It basically performs a symbolic simulation of the numerical row elimination scheme. The amount of work required is proportional to that required for numerical factorization. This is also proportional to the time required to multiply L and U back together again, which we write informally as ops(LU).
On the other hand, algorithm Fill2 computes the row structures by using the The reader is referred to the paper by Rose and Tarjan 12] for detailed descriptions of these algorithms. Rose and Tarjan do not provide code; our implementations, which we used to obtain the experimental results reported in this paper, are based on their descriptions. 5 .2. A symbolic LU algorithm using elimination dags. The structural characterization results of Theorems 4.2, 4.5, 4.6, and 4.7 for sparse LU factors can be used to formulate a symbolic factorization algorithm. The algorithm in Figure 6 computes the structures of L and U row by row. We use the notation L i and U i to denote the i i leading principal submatrix of L and U. Their graphs and transitive reductions are de ned in the same way as for L and U.
The algorithm uses Theorem 4.2 to determine the structure of L i , and Theorem 4.7 to determine the structure of U i . At the end of the i-th iteration, the structures of the rst i rows of L and U are known together with the structures of the elimination dags G (L i ) and G (U i ). The data structure represents L and A by columns, and U by rows; that is, it stores the adjacency lists of the various graphs G(L We now analyze the time complexity of this algorithm. To get simple expressions for the complexity, we will use the fact 9] that if there is no cancellation in solving Lx = b, then the number of nonzero arithmetic operations is the same as the number of nonzero arithmetic operations needed to multiply L by x, and is on the order of the time needed to traverse the part of the graph G(L T ) reachable from b. In
Step 1, at row i, this fact says that the traversal of G (U i?1 ) takes time on the order of the number of operations to multiply a (hypothetical) matrix whose structure is that of G (U Step 2 can be implemented in at least two ways. One method is to search in G (L i?1 ) from the vertices corresponding to nonzeros in L i , reducing L i by discarding element`i j if vertex j is reached during the search from some`i k with j < k. The search at row i can avoid looking at any edge twice by searching in decreasing order of k and marking vertices that have already been reached. The time for this reduction search is on the order of the operations to solve for y in L the algorithm (using the second method for Steps 2 and 4) is bounded by the order of ops(FL +U F +LU +L U), which in turn is bounded above by ops (F(E+E   T   ) ), where E = L + U is a matrix with the structure of the two edags.
This upper bound actually applies to both methods for Steps 2 and 4. In our implementation, we used the second method, since it uses G (L T ) and thus ts more naturally with the column-oriented data structure for L.
Theoretically, none of the three algorithms Fill1, Fill2, or Edags dominates any of the others; any of them could be the fastest on some matrices. The next section describes three matrices, each of which takes O(n 3 ) time by one algorithm and O(n 2 ) time by the other two.
Experimental results.
We compared the performance of the the symbolic LU algorithm using elimination dags with the Fill1 and Fill2 algorithms of Rose and Tarjan. The programs were written in Fortran, using many of the routines from Sparspak 6] . We used sparse Matlab 8] for the reorderings and to plot results. Figures 7, 8, and 9 show silhouette plots of the structure of a small sample matrix, Table 1 List of test problems. its factors, and its elimination dags. All but three of our test problems are from the Harwell-Boeing Sparse Matrix Collection 3]; Table 1 describes these problems. These problems all have unsymmetric nonzero structures, except for DWT0918, which is a symmetric problem that we included to demonstrate that Edags works well in that case too. We also included examples contrived to make each of the three algorithms perform poorly. Figure 10 shows 8 8 versions of these arti cial problems; in the experiments we used 500 500 versions.
Since the algorithms are all non-numerical and we are addressing only the case when no pivoting for numerical stability is necessary, the question of numerical error does not arise in the comparisons between the algorithms. We did, however, compute a numerical LU factorization for each matrix (after modifying the diagonal to make it dominant) in order to check that the combinatorial algorithms were producing the correct result. Table 2 presents timing statistics for the three ll computation algorithms on the set of test problems. The experiments were performed on a Sun Sparcstation IPC workstation; times are reported in seconds as returned by calls to the system timer. For the Harwell-Boeing problems, Fill2 is consistently better than Fill1, whereas Edags outperforms the other two.
It is interesting to compare the performance on the three contrived examples. The analysis in the previous section can be used to show that algorithm Fill1 takes (n 3 ) time on EG-1 and (n 2 ) time on EG-2 and EG-3; algorithm Fill2 takes (n 3 ) time on EG-2 and (n 2 ) time on EG-1 and EG-3; and algorithm Edags takes (n 3 ) time on EG-3 and (n 2 ) time on EG-1 and EG-2. This analysis is re ected in the measured times. Table 3 compares the sizes of the factor matrices and their elimination dags, both determined by Edags. (In the table, jGj means the number of edges in the graph G.) We see that in the worst-case example EG-3 there is no di erence, but in all the practical problems the edags are substantially smaller than the corresponding triangular factors. We also note that the symmetric matrix DWT0918, which is of order 918, has edags with 917 edges apiece; these are in fact both equal to its elimination tree.
Finally, for curiosity's sake, we present the result of one more experiment on the Table 2 Harwell-Boeing matrices. Many of these matrices are highly reducible. Reducible linear systems are often solved by permuting to block triangular form and then factoring only the irreducible diagonal blocks. For each matrix in the test set, we rst applied a row permutation to place nonzeros on the diagonal, then permuted the matrix to block upper triangular form, and then extracted the largest diagonal block B. Then we reordered that block by a symmetric minimum degree permutation (on the structure of B + B T ). Table 4 presents the timings for the three ll algorithms on the resulting matrices. (There is no entry for SHL400, because that matrix is actually a permutation of a triangular matrix, so its largest irreducible diagonal block is 1 1.) We see that Edags is often fastest by a large margin, but Fill1 wins in some cases. The reason may be that these matrices, when reordered, have factors that are already so sparse that there is little to gain from transitive reduction.
6. Concluding remarks. This paper has de ned a generalization of the elimination tree, which is an important structure in sparse Cholesky factorization, to an \elimination dag" useful for sparse unsymmetric LU factorization. The elimination dag arises by generalizing one particular property of the elimination tree, namely that it is the unique transitive reduction of the graph of the triangular factor. We have shown that elimination dags model the path structure of LU factors in a way that parallels, and generalizes, the elimination tree model of the Cholesky factor. We presented a new algorithm for sparse symbolic LU factorization, using edags, and showed experimentally that it compares favorably with existing symbolic schemes.
Eisenstat and Liu 5] have recently extended this work by de ning a pair of dags they call the symmetric reductions of a matrix. These dags are intermediate in size between the edags and the triangular factors, but are easier to nd than edags; Eisenstat and Liu's experiments show that a symbolic factorization algorithm based on them is even faster than our Algorithm Edags. In this paper, we have used elimination dags only to study sparse LU factorization with no pivoting. When numerical pivoting is required for stability, we believe that edags can still be useful. The sparse partial pivoting scheme of Gilbert The triangular solve begins with a symbolic phase that uses the graph of the known part of L (actually, of L T ) to predict the nonzero structure of the result, in order to limit the numerical factorization to nonzero arithmetic. The symbolic phase for each column could be improved by using the elimination dag G (L T ) instead of the graph G(L T ). We expect this to be especially important when using vector machines, since the numerical phase can be speeded up by vectorization but the symbolic phase cannot. Eisenstat and Liu 4] have recently reported positive results using symmetric reductions in the symbolic phase of sparse partial pivoting on workstations.
