Abstract. We study the shrinking target problem for actions of semisimple groups on homogeneous spaces, with applications to logarithm laws and Diophantine approximation related to an effective version of the Oppenheim conjecture valid for almost all quadratic forms.
Introduction
Let H be a group acting ergodically on a probability space (X, µ). In this paper, we are interested in the shrinking target problem for the H action. More explicitly, when considering a growing H ball, we want to know how fast does the ball have to grow, so that a typical orbit will hit a shrinking family of targets. We will show that, in many cases, this typical rate depends only on the dimension of the H balls, and not on the family of shrinking targets. We then give applications to logarithm laws on homogeneous spaces as well as to effective results on the Oppenheim conjecture for generic quadratic forms.
1.1. The shrinking target problem. Let {A t } t≥1 denote a decreasing family of measurable subsets of X that are shrinking at a more or less uniform rate µ(A t ) ≍ 1/t. Here and below we denote F (t) ≍ G(t) if there is some constant c > 1 such that c −1 F (t) ≤ G(t) ≤ cF (t).
We will also denote F (t) ≪ G(t) if F (t) ≤ cG(t) for some constant c > 0 and we will use subscripts to indicate the dependance of the constant on parameters.
In order to quantify growing H orbits we fix a norm on H and consider growing norm balls H t = {g ∈ H : h ≤ t}. We assume the following mild regularity on the growth of these norm balls: There are exponents d To measure how fast an H orbit has to grow in order to hit the shrinking targets we define for any x ∈ X the critical exponent α(x) = α H,A (x), to be the infimum over all η ≥ 0 such that the set {h : xh ∈ A h η } is bounded, if such an exponent exists. Under some mild regularity assumptions on the norm (see Lemma 6) the critical exponent α(x) is invariant under the H action, and hence from ergodicity it is constant almost everywhere. We denote this constant by α H,A .
We say that the shrinking targets are stable under small perturbation in H if µ(A t ) ≍ µ(A t H 1 ). Assuming this holds, a simple argument using Lebesgue dominated convergence (see Lemma 7) gives an upper bound
The assumption that the shrinking sets are stable under small perturbation by H is natural and holds in many cases. Moreover, when it does not hold one can consider thickened shrinking targets given byÃ t = A t H 1 , then the new shrinking targets are stable, and it is not hard to see that α H,A = α H,Ã .
The main result of this paper is to give a lower bound for this exponent. To do this we use an effective mean ergodic theorem (see section 1.2 below). In many cases, the lower bound we obtain coincides with the upper bound, in which case α H,A = d H , and this holds independently of the family of shrinking targets.
1.2. Mean Ergodic Theorem. We now recall the notion of a mean ergodic theorem for the H action. The H action on X leads to a unitary representation of H on L 2 (X). For f ∈ L 2 (X), consider the unitary averaging operator:
We say that the H action on X satisfies an effective mean ergodic theorem if there exists κ > 0 such that for any f ∈ L 2 (X),
With this notion we can show Theorem 1. Assuming the H action on X satisfies an effective mean ergodic theorem with exponent κ, we have a lower bound α H,A ≥ 2κd − H . Remark 6. The theorem implies that for any η > 2κd − H for almost all x ∈ X there are arbitrarily large values of t such that xH t ∩ A t η = ∅. In fact, this method actually gives a stronger result showing that for almost all x ∈ X, for all t sufficiently large, xH T ∩ A T η = ∅; see Proposition 8.
The mean ergodic theorem above holds in a wide level of generality whenever the representation of H on L 2 (X) has a spectral gap, moreover, the constant κ > 0 above is directly related to the quality of the spectral gap. We refer to [GN10] for an extensive discussion of the general setup and proofs. In particular, for spaces X = Γ\G with a locally compact group G, lattice subgroups Γ of G, and unimodular subgroups H of G an effective mean ergodic theorem can be proved. Moreover, in many cases, (5) is satisfied for a triple (G, H, Γ) for any κ < 1/2. We will call such a triple a tempered triple, i.e. (G, H, Γ) is a tempered triple if (5) holds for every κ < 1/2. An extensive list of tempered triples is provided in [GGN14] , for the readers convenience we recall some of their examples below:
(1) Consider H = SL 2 (R) and G = SL 3 (R) such that the representation of SL 2 (R) in SL 3 (R) is non-trivial and irreducible. Then the triple (G, H, Γ) is tempered for any lattice subgroup Γ of G. This phenomenon was used by Kazhdan in his original proof of Property T.
(2) Let n ≥ 3 and consider G = Sp(n, 1). There is an embedding of H = Sp(2, 1) such that the triple (G, H, Γ) is tempered for all lattices Γ in G.
For tempered triples, the upper bound (2) combined with Theorem 1 gives Corollary 2. Let H ≤ G act on X = Γ\G and suppose (G, H, Γ) is a tempered triple and that d
Then for any family {A t } of shrinking targets which is stable under small perturbations by H, the critical exponent satisfies α A,H = d H .
1.3. Logarithm laws. Let G be a semisimple Lie group and Γ be a lattice in G. If H is a subgroup of G acting ergodically on X = Γ\G, the critical exponent of an appropriate family of shrinking sets is closely related to logarithm laws. Logarithm laws are usually defined for a one parameter flow, measuring the fastest rate of excursions into the cusps, however, they have natural generalization for other group actions of a subgroup H ≤ G. Moreover, it is also possible to generalize this to study visits of the flow to other shrinking neighborhoods. We describe these two generalizations below:
Assume that Γ\G is non compact. Given any natural distance function dist on Γ\G, define a cusp neighborhood
where o ∈ Γ\G is any fixed base point. Similarly, and with no assumptions on the cocompactness of Γ, for any point y ∈ Γ\G we let
We then have that (after appropriately normalizing the distance function) µ(B s (∞)) ≍ e −s as s → ∞, and that µ(B s (y)) ≍ s d X as s → 0. To measure how fast the orbit xH makes excursions into the cusp (respectively, approaches the point y) we define for any x ∈ Γ\G (9)
When the subgroup H is a diagonalizable one parameter group, Kleinbock and Margulis [KM99] (following the work of Sullivan [Sul82] on the geodesic flow on hyperbolic spaces) used exponential mixing of such flows to show that (with the above normalization of the distance function) for almost all x lim sup
Logarithm laws for diagonalisable one parameter groups acting on the Bruhat Tits building of a semsimple group defined over a local field of positive characteristic were obtained by Athreya, Ghosh and Prasad [AGP12] . In the special case when G is of real rank one, H is diagonalizable, and the distance function comes from the hyperbolic distance on the corresponding symmetric space, Maucourant [Mau06] considered also shrinking neighborhoods of a point y and showed that for almost all x ∈ Γ\G one has
This was later generalized by Hersonsky and Paulin [HP10] to higher rank situations.
For non diagonalizable actions, less is known. Here Athreya and Margulis considered the cases where H is the expanding horospherical group corresponging to a diagonalizable flow [AM14] as well as the case where H is a one dimensional unipotent group acting on the space of lattices SL n (Z)\ SL n (R) [AM09] and in both cases they managed to prove logarithm laws. Similar results were also obtained by Kelmer and Mohammadi [KM12] for cusp excursions of one parameter unipotent flows on spaces of the form Γ\G where G is a product of a number of copies of SL 2 (R) and SL 2 (C) and Γ is irreducible, and more recently by Yu [Yu16] when G = SO(n, 1). For the analogous problems for β t (x, y), to the best of our knowledge, there are no results for non diagonalizable flows.
In a somewhat dual setting, one could consider the action of a lattice Γ on the homogeneous space G/H where H is a closed subgroup of G and study the shrinking target problem for the Γ action on G/H. Recently there has been considerable interest in this problem, see [LN12] for example. In particular in [GGN14] Ghosh, Gorodnik and Nevo developed a technique to address this problem using an effective mean ergodic theorem for the H action on Γ\G and a duality principle. The results in [GGN14] are phrased in terms of a Diophantine exponent of a point and in loc. cit. generically best possible values for these exponents are obtained in a wide variety of cases. We refer the reader also to [GGN15] for a survey of these techniques and more examples of estimates for Diophantine exponents for lattice orbits on homogeneous varieties.
We now return to logarithm laws for H actions on Γ\G and relate these problems to the more general problem of finding the critical exponent of a family of shrinking targets described above.
Proposition 3. For x ∈ X := Γ\G, let α(x) denote the critical exponent corresponding to the shrinking family A t = B log t (∞). Then, for every x ∈ X such that α(x) is defined, we have
Similarly, assuming the thickened balls satisfy µ(B s (y)H 1 ) ≍ s d 0 for some exponent d 0 , if α(x, y) is the critical exponent corresponding to the shrinking family A t = B t 1/d 0 (y)H 1 , then for every x ∈ X for which α(x, y) is defined, either y ∈ xH or
Remark 14. In many cases the assumption in the second statement holds and d 0 can be computed explicitly. In particular, when H is a Lie subgroup of G and the distance function is the Riemannian metric on G induced from the Killing form, then
Using Proposition 3 and Theorem 1 we immediately obtain:
Corollary 4. Let H ≤ G act on Γ\G and suppose (G, H, Γ) is a tempered triple and that
and, under the same assumption as in Proposition 3, for all y ∈ Γ\G and for almost all x,
1.4. Diophantine approximation. Another application of our result is related to an effective version of the Oppenheim conjecture. Given an irrational indefinite ternary quadratic form, Q, the Oppenheim conjecture, proved by Margulis [Mar89] , implies that Q(n) with n ∈ Z 3 \ {0} takes values arbitrary close to zero. A way to make this quantitative is to ask how close to zero can Q(n) get when considering only integer vectors with n ≤ T . One can also try and estimate the number of integer vectors of bounded norm with Q(n) small (see e.g. [EMM98, EMM05, MM11]), however we do not address this question here.
The problem of making Margulis' result and other related results on the density of values of quadratic forms effective is a difficult problem with a long history. One of the main difficulties for establishing effective results is distinguishing between rational forms and irrational forms that are very well approximated by rational ones. We mention the work of Lindenstrauss-Margulis [LM14] on this problem, implying that, unless Q is very well approximated by a rational form, the values of Q(n) with integer vectors n ≤ T can be as small as O(
) for some κ > 0 (see also [GM10] for other effective results on this problem).
While our method does not say anything about any specific form, it does give very strong effective results (i.e., replacing the logarithm by a power) which hold for generic forms (i.e. for almost every form). We should also mention forthcoming results which are closer in spirit, of Ghosh-Gorodnik-Nevo [GGN16] and Athreya-Margulis [AM16] where very general effective results are proved for generic quadratic forms.
To make the notion of almost every form more precise we need to parametrize the space of indefinite ternary quadratic forms. Recall the action of SL 3 (R) on forms is given by
with g ∈ SL 3 (R) acting on v ∈ R 3 linearly. We say that two forms are equivalent if Q 1 = λQ γ 2 with λ ∈ R and γ ∈ SL 3 (Z). Note that equivalent forms take the same values on Z 3 after scaling by a constant. To avoid the scaling ambiguity we restrict to forms of determinant one. In order to parametrize the space of determinant one forms up to equivalence fix a form Q 0 (v) given by
and note that any determinant one indefinite ternary quadratic form is given by Q = Q g 0 with some g ∈ SL 3 (R). Moreover, two such forms Q where a point x = Γg ∈ X 3 corresponds to the lattice Λ = Z 3 g and to the form Q = Q g 0 . Consequently, the probability measure µ on X 3 coming from Haar measure on SL 3 (R) gives us a natural measure on the space of forms.
With this parametrization we have
Theorem 5. Fix a norm on R 3 and a positive τ < 1. Then, for µ-almost all g ∈ X 3 for all sufficiently large T there is n ∈ Z 3 with n < T and
Remark 19. The threshold of τ ≤ 1 for the exponent is natural in the sense that there are roughly T 3 integer vectors with n ≤ T and Q(n) takes values of order ≪ T 2 , so the average spacing between values of Q is of order T −1 .
Remark 20. Recently, Bourgain [Bou16] proved a similar result for almost all diagonal quadratic forms. That is, he showed that for any τ < 2/5, (respectively for any τ < 1 assuming the Lindelöf hypothesis for the Riemann zeta function) and for almost all β, the form Q β (x, y, z) = x 2 + αy 2 − βz 2 satisfies that for all sufficiently large T there is n ∈ Z 2 with n < T and |Q β (n)| ≪ T −τ .
Proofs
In this section we collect all the proofs for the statements made above.
Shrinking targets. First, to show that the critical exponent is indeed H invariant we show
Lemma 6. Assume that the norm on H satisfies the following regularity condition: For any h 0 , h ∈ H we have h 0 h ≍ h 0 h . Then α(x) = α(xh) for any h ∈ H.
Proof. Let x ∈ X such that α(x) is defined and let h 0 ∈ H. Note that if η 1 > 0 satisfies that {h : xh ∈ A h η 1 } is bounded, and η 2 > η 1 then
is also bounded. Indeed, if not then
is unbounded and since h
is unbounded, in contradiction to our assumption. From this we see that α(xh 0 ) is also defined, and that α(x) ≤ α(xh 0 ). Since the argument is symmetric we conclude that α(x) = α(xh 0 ).
Next, to establish the lower bound (2) we show the following (cf. [Mau06] ) Lemma 7. Let A t be a decreasing family of measurable subsets of X satisfying
Proof. Let B t = A t H δ and let f t denote the indicator function of B t . For any T > 0 and x ∈ X define the function
and let
We show that if the set {h ∈ H : xh ∈ A h η } is unbounded then F ∞ (x) = ∞. Indeed, let h k ∈ H be an unbounded sequence with xh k ∈ A h k η . Then for any h ∈ h k H δ we have that xh ∈ B h η . Perhaps after taking a subsequence we may assume the sets h k H δ are all disjoint and hence the set {h ∈ H : xh ∈ B h η } has infinite measure, so F ∞ (x) = ∞ as claimed.
so by dominated convergence for almost all x ∈ X we have F ∞ (x) < ∞, concluding the proof.
Finally, the proof of Theorem 1 follows immediately from the following Proposition 8. Assume that the H action on X satisfies an effective mean ergodic theorem with exponent κ. Let A t be a decreasing family of measurable subsets of X as above. Then for all η < 2κd − H and for almost every x ∈ X for all sufficiently large T there is h ∈ H T with xh ∈ A T η .
Proof. Let η < α < 2κd − H and note that for all sufficiently large
It is thus sufficient to show that for almost every x ∈ X for all sufficiently large k ∈ N there is h ∈ H k with xh ∈ A k α .
For any set B ⊆ X let C T,B = {x ∈ X : xH T ∩ B = ∅}, then the effective mean ergodic theorem implies that
Indeed, if f is the indicator function of B then β T f (x) = 0 for all x ∈ C T,B and hence
Let C be the set of all points such that for all T > 0 there is an integer k ≥ T such that
By the first part, we have that
and taking ǫ =
for all T , completing the proof.
Remark 22. Note that we only use Lemma 6 to show that the critical exponent is constant almost everywhere, but we do not use it in the proofs of Lemma 7 and Proposition 8. In particular, when d
we have a tempered triple we get that α H,A = d H is constant almost everywhere even without the regularity assumption used in the proof of Lemma 6.
2.2. Logarithm laws. We now establish the connection between the critical exponent and logarithm laws by giving the Proof of Proposition 3. For the first statement, suppose lim sup t→∞ βt(x) log t < α(x). Then, there exist η < α(x) such that for all sufficiently large t ≥ t 0 , β t (x) < η log(t).
Therefore for t > t 0 for every h ∈ H t , dist(xh, o) < η log t. In particular for h = t ≥ t 0 we have xh / ∈ B η log(t) (∞) = A h η , hence, {h : xh ∈ A h η } is a bounded set. So α(x) < η which is a contradiction. The other direction follows by a similar argument.
For the second statement, let x, y ∈ X with α(x, y) defined and assume they are not in the same H orbit (if y ∈ Hx then β t (x, y) = 0 for all sufficiently large t so there is nothing to show). Assume first that lim sup t→∞
and a sequence t k → ∞ with β t k (x, y) < t
−η
k . This implies that there is a sequence h k ∈ H t k with dist(xh k , y) < t −η k hence, for k sufficiently large
Since t k → ∞ we get that xh k → y and since we assume that y ∈ Hx we must have that h k → ∞ as well. Since A t ηd 0 k ⊆ A h k ηd 0 we get that xh k ∈ A h k ηd 0 and hence the set {h ∈ H : xh ∈ A h k ηd 0 }, is unbounded in contradiction. Again, the other direction is similar.
2.3. Diophantine approximation. We conclude the paper by showing how Theorem 5 follows from a special case of Proposition 8.
Let H = SL 2 (R), G = SL 3 (R) and Γ = SL 3 (Z). Let Q 0 be as in (17) and consider the double spin cover map ι : H → SO Q 0 given by
This gives an irreducible right action of H on G and hence also on X 3 = Γ\G.
We give a norm on H using the spin cover map by defining
where · 2 denotes the the Hilbert-Schmidt norm on G given by g 2 2 = tr(g t g).
Lemma 9. With this norm we have that m(H t ) ≍ t, so that d parametrize K. In the coordinates h = k θ a t k θ ′ the Haar measure of H is given by dm(h) = sinh(t)dθdθ ′ dt,
Moreover, a direct computation using (23) shows that for h = k θ a t k θ ′ we have h 2 = 1 + 2(1 + 2 sinh 2 (t))(1 − sin 2 (θ) cos 2 (θ)).
In particular, for large t ≫ 1 we have that h ≍ e t and hence m(H t ) ≍ t as claimed.
After setting up the norm balls, H t , we need to define our shrinking targets. To do this, given a lattice Λ ∈ R 3 let α 1 (Λ) = sup v∈Λ\{0} 1 v .
We recall (see e.g. [KM99, Section 7] that µ{Λ ∈ X 3 : α 1 (Λ) ≥ t} ≍ t 3 , and we can thus take our shrinking targets to be (25) A t = {Λ ∈ X 3 : α 1 (Λ) ≥ t 1/3 }.
With these preliminaries in place we can give the Proof of Theorem 5. Let H, G and Γ be as above, and note that the action of H on Γ\G satisfies a quantitive mean ergodic theorem with any exponent κ < 1/2. Hence, by Proposition 8, for any η < 1, for almost all x ∈ X 3 for all T ≥ T 0 (x) there is h ∈ H with h ≤ T and xι(h) ∈ A T η . In particular this holds for η = 3τ τ +2
for any positive τ < 1.
Let x = Γg be such a point, and let Q = Q g 0 denote the corresponding quadratic form. For T ≥ T 0 (x), let h ∈ H with h ≤ T and xι(h) ∈ A T η . Let Λ = Z 3 gι(h) and let v ∈ Λ be a vector of shortest length. Then, since xι(h) ∈ A T η , we have that v 2 = 1 α 1 (Λ) ≤ 1 h η/3 . We can write v = ngι(h) for some n ∈ Z 3 then, on one hand,
On the other hand we have |Q(n)| = |Q 0 (v)| ≤ v 2 ≤ T −2η/3 . So, settingT = g 2 T 3−η 3
we get that for allT sufficiently large there is n ∈ Z 3 with n ≤T and |Q(n)| ≪ gT −τ .
