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DECOMPOSITIONS OF THE SPACE 
ON A LIE GROUP 
ANDREW PRESSLEY 
$1. INTRODUCTION 
OF LOOPS 
IN THIS paper we shall study and compare two decompositions of the space of loops 
on the general linear group GL,(C). 
The first decomposition is due to Birkhoff [I]. It applies to the space fi of 
continuous maps f: S’+ GL,(C) which (regarded as matrix valued functions) have 
absolutely convergent Fourier series (it also applies to the space of C” maps 
S’ -+ GL, (C)J. Birkhoff showed that any such map can be factorised: 
where A: S’+U,, is a homomorphism, and p+ (resp. p-) is a map which extends 
f(z) = P-(Z) * A(z) * P+(Z) 
continuously to a holomorphic map of the interior (resp. exterior) of the unit circle in 
the Riemann sphere into GL,(C). Moreover, the homomorphism A is uniquely deter- 
mined up to conjugation by a constant element of U,. The part A?& of $f where A 
belongs to a given conjugacy class is a locally closed submanifold of finite codimen- 
sion in the Banach Lie group &f, so {&} is a stratification of A$ indexed by the 
conjugacy classes of homomorphisms S’+ U,. 
The second decomposition applies to the space A4 of maps S’+ U, of the form 
f(Z) = 2 Aiz' (Ai E M(C)) i=- m 
A4 is a subgroup of A?; one of our main results will be that the inclusion M 4 I$ is a 
homotopy equivalence. The complexification MC = GL,(C[z, z-‘1) of M consists of 
the invertible matrices with entries in the ring C[z, z-i] of finite Laurent polynomials. 
MC can be thought of as an affine algebraic group, and as such it has a Bruhat 
decomposition into double cosets 
McA=P.A.P 
where P = GL,(C[z]) and A E MC is a homomorphism S’ + U,,. M,* depends only on the 
conjugacy class of A. M has a corresponding decomposition MA = M,* n M. Moreover, 
MA is a finite dimensional submanifold of M. In 03 we shall describe a construction of 
the Bruhat decomposition due to D. G. Quillen (unpublished). Essentially, one 
exhibits M as a subvariety of a Grassmannian and applies the usual Schubert 
methods. 
Our main results (Theorems 4.1 and 4.3) describe the relationship between the 
Birkhoff and Bruhat decompositions. We show that for each A the finite dimensional 
manifold MA is dual to the finite codimensional manifold I$, in the sense that MA and 
A& intersect transversely, and that the intersection consists precisely of the space CA 
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of maps S’+ V,, which are right translates, by constant elements of U,,, of homomor- 
phisms: 
Moreover, there is a natural partial ordering on the set of conjugacy classes of 
homomorphisms A such that 
This last result allows us to show that the inclusion A44 A is actually a homotopy 
equivalence, essentially by deforming & into M stratum by stratum. 
It is worh remarking here that this last result is not completely obvious. One 
might try to show that the inclusion Mc4 2 is a homotopy equivalence by first 
showing that the space Ac = M.(C[z, z-‘1) of Laurent maps S’ + M”(C) is dense in the 
corresponding space a (it is easy to see that MLMc is a homotopy equivalence). It 
then follows from a theorem of Palais[9] that Ac n &f 4 &f is a homotopy 
equivalence. Unfortunately, Ac II d is much larger than Mr the inverse of a map f: 
S’ + GL,(C) of the form 
f(Z) = 2 Aiz' i=- m 
need not be of this form. For example, if n = 1 MC consists of the maps f(z) = uzk 
where k is any integer and a is any non-zero complex number, while Ac n k is an 
infinite dimensional space. On-the other hand, Palais’ theorem would succeed in 
showing that & is homotopy equivalent to the space of smooth (or continuous) maps 
S’ + GL.(C), so one can replace &f in Theorem 5.1 by these more familiar spaces. 
The dual nature of the Bruhat and Birkhoff decompositions described above is 
analogous to a situation in Morse theory. On fi one has the energy function 
whose critical points are exactly the right translates of homomorphisms S’-GL,(C). 
In fact, the spaces CA = GL.(C) . CA . GL,(C). are the non-degenerate critical mani- 
folds in the sense of Bott[2]. Let PA (resp. NA) consist of those f E fi which flow down 
(resp. up) to CA along integral curves of the gradient of E. Then, {PA} and {N,} are 
again dual decompositions in the above sense. In fact, one can show that along CA, PA 
is tangent to A& and NA is tangent to MA (i.e. the respective tangent spaces coincide). 
However, it is not clear that the decompositions actually coincide. 
I would like to thank Graeme Segal for his many valuable suggestions about this 
work. 
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Of. THE BIRKHOFF STRATIFICATION 
The purpose of this section is to summarise those properties of the Birkhoff 
factorisation which will be used later. 
Let a denote the space of maps f: S’ -+ M.(C) of the form 
f(Z) = 2 Aiz’ 
ix--a 
where i llAill < CC a is a Banach algebra under the norm 
i=_=‘. .” 
IHI = $_ hII 
and we write &? for its group of units. By a theorem of Wiener [lo] & consists 
precisely of those maps f E a whose image lies inside GL. (C). Let A+ (resp. a_) be the 
subspace of a consisting of maps whose expansion involves no negative (resp. 
positive) powers of z, and let P, (resp. P-) be its group of units. Notice that any map 
f E P, has a unique continuous extension to a function f holomorphic in the interior of 
the unit disc, and that if f is non-singular, i.e. if det f(z) # 0 for all z E S’, then f E P+ 
precisely when the image of f lies inside GL,(C). 
A map f E d is said to admit a (left) factorisation if one can write 
f = p- * Al, * P+ (P+ E PA 
for some k = (k,, k2, . . . , k, ) E Z”, where 
A&) = 
I 
Zkl 
Zk2 0 
0 *. 
zkn 
i. 
THEOREM 2.1[5]. Every map f E d admits a left factorisation. 
exponents ki are unique up to a permutation. 
Moreover, the 
We can always assume k, 2 kt 2 1 - . 3 k,,, and then the Birkhoff index k is 
uniquely determined. For each k* E I = {(k,, kz, . . . , k,) E Z” such that kla kz 2 * * * a k.1 
let I&& consist of the maps in M having index k. 
Note that, as an open subspace of a, d is naturally a Banach manifold, and in 
fact a Banach Lie group. Moreover, P, and P- are Banach Lie subgroups. Also, 
P+ x P_ acts smoothly on $f via 
f’(P+,P-)=P:‘*f*P+ (Pt E P+,f E ia 
and then & is just the orbit of A~. 
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PROPOSITION 2.2 [3]. A& is a locally closed submanifold of the Banach manifold &f 
(i.e. there is a chart of &f at each point of li& which identifies A& with a linear 
subspace), and has finite codimension. 
Thus, A& is a stratification of i$f indexed by I. Notice that I also indexes, in a 
natural way, the set of conjugacy classes of homomorphisms S’+ U,. 
To describe the mutual disposition of the &fk we need to introduce a partial 
ordering on I: 
Definition 2.3. For each k E 1, p E Z let 
&J(k) = kzp (P - ki) 
, 
Then, we say k s k’ if and only if 
Jjk’=zki and S,(k) S S&‘) for all p E Z. 
Remark. It is easy to see that this definition is equivalent to that used in [3] and [6]. The 
description given there is as follows. If k, k’ E I, we say that k’ arises from k 
by an “elementary operation” if there are integers 1 Gp < q s n such that 
ki=ki if i#p, a 
k;=k,,+l, k:,=k,-1. 
Then, k’ > & if k’ can be obtained from & by a sequence of elementary operations. 
Although we shall refer to this again later, Definition 2.3 is much more convenient for 
our purposes. 
With this definition, we have 
PROPOSITION 2.4[6]. For each k E I, 
(a) the closure of A& is &lJr; iI&; 
(b) the subspace Lci, A& is open in iii 
The factorisation problem for maps S’ +GL,(C) is closely related to the 
classification of vector bundles on the Riemann sphere P’(C). Namely, one can regard 
any f&I as a transition function defining a bundle Er on P’(C), trivialised over the 
closed northern and southern hemispheres. If f extends to a holomorphic function on 
a neighbourhood of S’ in P’(C) (e.g. if f E M) then Et will be a holomorphic bundle. In 
this case, if f = ~1’. Al, - p+, then p+ extends to a holomorphic function on a neigh- 
bourhood of the closed unit disc (similarly for p_) and the factorisation means that Ef 
is isomorphic, as holomorphic bundle, to Lkl @ La @ . . . @ L’n, where L is the Hopf 
line bundle on P’(C), and L’ means okL. This implies that for any p c Z, one has an 
isomorphism of the vector spaces of holomorphic sections: 
lTEt@Lp) = I’(& L’i+P) z @r(Lki’p). 
On the other hand, lY(Lk) is zero if k < o, and if k 2 0 is a vector space of (complex) 
dimension k + 1, which can be naturally identified with the polynomials of degree < k. 
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It is clear from these remarks that the index & of f can be effectively computed from 
the dimensions of the spaces T(E,@Lp). This will be important for 04. 
Remarks. (1) interchanging p_ and p+ above one obtains the notion of a right 
factorisation, which has properties completely analogous to those described above for 
left factorisations. In general, there is no simple relation between the left and right 
indices of a given map. However, we shall be mainly interested in the factorisation of 
unitary maps f: S’ + U,. For such maps, the equation f = f*-’ shows that if f = 
~1’ - Al, . p+ is a left factorisation, then f = pf . hk - pY’ is a right factorisation, and in 
particular the left and right indices of f coincide. 
(2) The factorisation theorem 2.1 holds for many classes of maps S’ + GL,(C) other 
than those with absolutely convergent Fourier series. In fact, let R be any Banach algebra 
of continuous complex valued functions on S’ which contains the Laurent polynomials 
C[z, z-‘1 as a dense subset. Let R, be the closure, in the norm of R, of the polynomials 
C[z”]. Form the Banach algebra R @ M.(C), thought of as a space of maps S’ + M,(C). 
Then, it is proved in [5] that every non-singular map f E R @ M.(C) admits a left 
factorisation 
f = p- * A,, - p+ (pe C R,OMn(C)) 
if and only if R has the property 
R = R, + R_.‘*’ 
Theorem 2.1 follows by applying this result to the space l? of maps S’ + C with 
absolutely convergent Fourier series; condition (*) is obviously satisfied. We give two 
other examples: 
(a) If R is all the continuous maps S’+C, with the sup norm, then (*) is not 
satisfied so the factorisation fails. 
(b) The space R” of smooth maps S’+C (with the C” topology) is not even a 
Banach space, so the theorem does not apply. However, there is a chain of Banach 
algebras R’ (0 s i < m) such that 
R”>R’>R2> . . . . . . >R”= I-IR’. 
i*O 
In fact, let R” = I?, and for each i > 0, 
R’ = {i times differentiable maps f: S’ + C such that oif c RO) 
with norm 
Each R’ satisfies (*) so the factorisation holds. But then it must hold for the 
intersection R” too. 
93. THE BRYHAT DECOMPOSITION 
Let H denote the Hilbert space L*(S’, C”). H has an obvious filtration 
. . . cH~cH,CHOCH-‘CH-~C . . . cH 
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where H,, has orthonormal basis {ziei(l s j s n, i sp} and {e,, . . . . . . , e.} is the 
standard orthonormal basis of C”. For each integer m 3 0 let X,,, denote the space of 
subspaces V of H such that 
and 
(1) zvc v, 
(2) H,,, C V c He,,,. 
Thus, X,,, is a complex subvariety (in general, with singularities) of the finite dimen- 
sional Grassmannian of subspaces of H_,/H,,,, and 
XoCX,CX*~ . . . cx= ux, 
ma0 
Of course, X is provided with the direci limit topology. 
Note that multiplication by z is a unitary map H + H such that z . HP = HP+,. 
More generally, call a map f: S’--, U, a Laurent map if it is of the form 
f(Z) = 2 Aiz’ (Ai c M,(C))* [x-m 
for some integer m 2 0. Because 
f(z)-’ = f(z)* = 2 ATz-‘, 
;=-m 
such maps form a group hf, and M acts on H by unitary transformations. Let I&, be 
the maps in M corresponding to a fixed integer m. Let R = cf c M(f( 1) = 1) denote the 
space of Laurent loops on U, and put R, = i%f,,, n a. 
THEOREM 3.1. The natural action of M on X is transitive and identifies X with 
l-l 2 M/U.. Moreover, X,,, is identified with R,. 
Proof. If f(z) = 2 Aiz’ G &f,,, and HP C V C H-, then obviously f * VC H-,-,. 
{z-m 
Also, f(z)-’ = 2 ATz-’ c M,,, so f-’ - H,,, C HP C V and hence f * V 1 H,,,. Thus, 
is-m 
f - V c X and the action is well-defined. Moreover, f c M,,, implies f * HO E X,. 
If f - Ho = Ho then f must be of the form so Aiz’. But then f(z)-’ = z. ATz-’ and 
f-‘. Ho= Ho, so Ai = 0 for i# 0. Hence the stabiliser of HO is the constant maps 
U, c M. 
Finally, to prove transitivity, suppose V E X,,,. 
. LEMMA 3.2. For any w E S’ let G. V@zV-+C” be evaluation at w. Then, E, is an 
isometric isomorphism. 
The theorem now follows. For let {v,, . . . , v.} be an orthonormal basis of V@zV 
such that Ei(t)i) = ei. Then, ZH(VI(Z), . . . , q.,(z)) defines an element fv E A4 such 
that fY * Ho = V. In fact, since vi c V c H-, and Vi is perpendicular to ZV > H,,,+,, we 
actually have fv E R,. 
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Proof of Lemma 3.2. Obviously E,( V&V) = E,(.?‘V@Z~+‘V) for all p c Z. So if 
E,,,: V@zV + C” is not surjective, neither is l ,: V@zZm+’ V + C”, which contradicts the 
fact that H&H,,,,, C V@z2’“+’ V. To prove that E, is isometric, just observe that if 
v c VQzV, then 
and 
(v, zPu) = 0 if p f 0. 
The set of Laurent maps S’ + GL,(C) whose inverses are 
group Mc = GL,(C[z, z-‘1). It obviously acts on X, and the 
m 
Laurent maps forms a 
stabiliser of Ho is the 
subgroup P c Mc consisting of maps 2 Aiz’ c MC with Ao invertible. (Equivalently, P 
i=o 
is the group of units of the ring M,,(C[z])). Thus, we have 
COROLLARY 3.3. The natural map fl= M/U, + MC/P is a homeomorphism. 
Remark. The projection MC + MC/P has a natural section MJP = fl24 M,-, and 
hence is a trivial fibration. In particular, MC = R x P. 
The space X (and hence a, by virtue of Theorem (3.1), has a natural cell decom- 
position {Q} indexed by the multi-indices k = (k,, k2, . . . ., k,) E Z”. The see this, refine 
the filtration {Hp}p,z of H by the subspaces &(i = 1,. . . . . ,n, p E Z) where Hp,i is 
spanned over HP+, by {zPejJl s j s i}. The Hp.i are ordered lexicographically by (p, i). 
Note that grp+i(H) is l-dimensional for all (p, i) so the induced filtration of V@zV, for 
any V C X, has exactly n non-trivial steps, say (p,, ii), (p2, i2), . . . . , (p., i.). Then, V is 
assigned to Qi where the index & has pj in the ijth place (it is easy to see that 
II,. . . . , i, must be distinct). 
Using the identification X = MC/P, it is easy to see that 
where B is the subgroup of P consisting of maps 2 Aiz’ c P with A0 lower triangular. 
Equivalently, a map f E P belongs to B precisel;‘when f * Ho,i = Ho,i for i = 1,. . . , n 
By considering the filtration of V@zV induced by the filtration {H,},,z of H, we 
can obtain a coarser decomposition {&} of R indexed by I. Indeed the steps will now 
occur for p = k,, k2,. . . , k, say, when we can 
course, the ki need not be distinct). Then, V is 
k Z,.**r k.). Thinking of X as MJP, it is clear that 
& = P&PIP 
and that 
assume klak2a **a ak,, (of 
assigned to Rk where k = (k,, 
where the union is over all those indices k’ which agree with k up to a permutation. 
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Moreover, Rk is a complex manifold in fl of dimension c (ki - kj). In future, if f c RI, 
i<j 
we will say that f has Bruhat index &. 
Remark. If two loops f, g lie in the same component of R then obviously detf and 
detg, regarded as maps S’+ S i, have the same (topological) degree. Conversely, if 
detf and detg have the same degree, it is well known that f, g are homotopic through 
continuous loops. In fact, they are also homotopic through Laurent loops. It follows 
that Q has 2 components and that f lies in the pth component if detf has degree p. 
Moreover, if f has Bruhat index k, detf has degree Zki. 
To prove this, use the identification R = MC/P to write f = phkP for some p E P. 
Now the path 
tc*pw - t)z) (t E [O, 11, z C S’) 
and the fact that GL,(C) is connected shows that P is connected. Hence, f is 
homotopic to Ab_ But now it is easy to see that A,, is homotopic to hkO, where 
k,, = (Zk,,O,. . . ,O). Indeed, proceeding by induction on n, it is enough to show that AL 
is homotopic to A&,, wht k’ = (k, + k., k2,. . . , k,_,,O). For this, one need only consider 
the homotopy t-g’, where g’ is the matrix which differs from the diagonal matrix A,, 
only in the following entries: 
g{,(z) = (1 - t)z” + tZk’+km, g;“(z) = [t( 1 - t)]“2(zkl+km - Zk’) 
g’,,(z) = [t(l - f)]‘“(Zk” - l), g’,,(z) = (1 - f)zkn + t 
(t E [0, I], z E S’). This completes the proof, since all these homotopies are through 
Laurent maps. 
Proposition 3.4 For each & E I: 
(b) the subspuce kyk, Rb’ is open in R. 
_ 
Proof. (a) Saying that fE U flbz is equivalent to 
k’rk 
for some p C Z, i.e. that there exists S,(k) + 1 linearly independent vectors in Ho 
whose image under f is not in the closed subspace HP (see Lemma 4.5). This is clearly an 
open condition on f. Hence, 
To prove the opposite inclusion note that fii, is obviously a union of P orbits on 
i&/P, so it is enough to show that Abr c fiiks if k’ s &. By an induction argument, it will 
DECOMPOSITIONS OF THE SPACE OF LOOPS ON A LIE GROUP 73 
be enough to prove this when k is obtained from k’ by one elementary operation, i.e. we 
can assume 
k’ = (k,, . . . ) k r-l, k, - 1, k,+,, . . . , k-l, ks + 1, k+,, . . . * t k) 
for some r < s. For each positive integer m let f”’ (z) be the Laurent map S’+ U. 
which differs from Al; only in the following entries: 
f$y’(z) = [A(, - -!-)]“‘(z~+ - zkr) 
From the description above it is easy to see.that each ftm) has Bruhat index k. On the 
other hand, ftm)+ Abe as m + a3 so our assertion is proved. 
(b) Since R has the direct limit topology corresponding to the filtration 
it is enough to show that 
is open in R,, for each m 2 0. Now, a loop f C R, lies in W,,, precisely when 
(1) 2 k:=C ki 
and 
(2) dim (fH[:Hp > ?=S&) forallpCZ 
Since makiak$S *** a&A2 - m (and similarly for k, otherwise W,,, is empty) we 
have 
= S,(k) for p a m and p s -m. 
both sides being 0 for p s - m and np -Z &i = np -Z&i if p 2 m. Thus, we can 
replace (2) by 
(2)’ dim &{FHp > 5 S,(k) for m > p > - m. 
According to the remark above, condition (1) merely restricts f to lie in a fixed 
component of Q, and the components of R are open since 0 is a manifold. On the 
other hand, to satisfy (2)’ a loop f has to lie in the intersection of a finite number of 
open sets. It follows that the set of loops f satisfying both (1) and (2)’ is open, and the 
proposition follows. 
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Remarks. (1) Let G be a compact Lie group, Cc its complexification, T a maximal 
torus of G and B a Bore1 subgroup of Cc containing T. Then it is well known that the 
natural map G/T -+ Cc/B is a homeomorphism, a result closely analogous to (3.3). In 
fact, the analogy can be carried much further, and one can define all the familiar 
notions of maximal tori, roots, Weyl group and so on for the loop groups we are 
considering. 
Indeed let ti be the semi-direct product TX M, where the circle group T acts on 
S’, and hence on MC Map (S’, U,), by rotation. Think of U, C A4 as the constant 
maps and let T be the standard maximal torus in U,,. Then, f = 
T x T c T x U. CT X M is a maximal torus of &f (note that T acts trivially on the 
constant maps). Its normaliser N(f) = T 2 (N - L), where N is the normaliser of T in 
U., and L is the lattice of homomorphisms T -+ T, thought of as a subgroup of M. 
Hence, N(F)/f = WX L, where W = N/T is the Weyl group of U, (W is the sym- 
metric group on n letters, and acts on L = 2” by permuting the factors). This is the 
affine Weyl group WOP The affine roots are the characters of F which appear in the 
decomposition of the Lie algebra of &f under the adjoint action of F. 
For more details, see [43. 
(2) Comparison of Propositions 2.4 and 3.4 suggests that the Bruhat and Birkhoff 
decompositions are in a sense complementary. They are actually dual in a much more 
precise sense, as we shall see in the next section. 
54 THE RELATION BETWEEN THE BRUHAT AND BIRKHOFF DECOMPOSITIONS 
The purpose of this section is to prove three results which describe the geometric 
relationship between the Bruhat and Birkhoff decompositions. These results comprise 
the notion of duality referred to above. 
We briefly recall the meaning of our notation. For each index k, fi2k denotes the kth 
stratum of the Bruhat decomposition; it is a finite dimensional submanifold of the 
space 0 of Laurent loops in U,,. h& is the kth stratum of the Birkhoff decomposition: 
it is a finite codimensional submanifold of the space $f of Fourier series maps 
S’+GL,(C). It is obvious from their definitions that both Rk and A& contain the 
space I’& of homomorphisms S’+ U, which are conjugate to ht. In fact, the inter- 
section contains nothing else: 
THEOREM 4.1 For each & 6 Z, RI, II & = rb. 
Moreover, the intersection is transverse: 
PROPOSITIONS 4.2 For each A E rk, we have 
where TA means the tangent space at the point A. 
For the next result we need one more piece of notation: for each k c I write 
THEOREM 4.3 For each 4 E I, 144 c ii. 
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Notice that by (3.4), Al: is a closed subspace of n (in fact, it is the closure of Ok) 
and that by (2.4), LB is an open subspace of &. Hence, this last result shows that ti is 
a sort of ‘tubular neighbourhood’ of Ab in 2. This will be important when we study 
the relation between the homotopy types of O and h? in the next section. 
Proof of (4.1). Obviously, RI, O & 2 Ib. Conversely, let f E Ok fl & and put 
V = f * HO as usual. Notice: 
(1) f c R1, implies V C_ z’~HO 
(2) f c A.& implies V fl z’~+‘HO’ f 0. 
Choose aunit vector u E V fl zlrn+‘H,,*. Then, v E z’n+‘H,,’ fl z’nH,, = zkCn, where C” is 
thought of as the constant vectors in H. Also, u c z~“& implies z-‘V c (zknJZo)’ C V’ 
so actually u c V@zV. Let a c U. map e, to z -‘v. From the proof of Theorem 3.1 it 
follows that if fa! = (v,, . . . , u.) then uI, . . . , u. is the unique basis of V@zV such 
that l r(Ui) = aei. But then U, = u i.e. fa has u its nth column. We conclude that 
where g is a Laurent loop in U,_, (the nth row of f’ must be as shown because f’ is 
unitary). The proof will now be completed by induction on n if we can show that, as a 
loop in U._,, the Bruhat and Birkhoff indices of g coincide. In fact, we will show 
more, namely that both indices are (k,, k2, . . . , k,-,). 
First, let fro be spanned by {zieill Q j d n -l,i~=O} and write v=g.&, V’= 
f’ - Ho. It is easy to check that 
VQzv’ = (Q@zV)@(zhe,) 
(orthogonal direct sum) and it follows immediately from the construction in 03 that g 
has Bruhat index (kl, kz, . . . , k,-1). 
On the other hand, f’ clutches the holomorphic vector bundle Ep = Eg@Lkm, and 
Er 2 E, = IL.‘@ . . . @L’n. Hence, E, = Lk@Lk@ . . . @L’~-I, which shows that 
g has Birkhoff index (k,, k2,. . . , k._,). 
This completes the proof of (4.1). 
Proof of (4.2). As any A E Ib is conjugate to A, (by an element of U,,) we may as 
well assume A = AC. Now, 
where p = M,(C[z]) is the tangent space of P at the identity, and S, is space of 
76 A. PRESLEY 
Laurent maps F: S’ + u,, the n x n skew Hermitian matrices, satisfying F(1) = 0. The 
description of T& is similar, and 
TJk = A,, . {A@,, - v(v c u,} 
Proposition 4.2 now follows by a straightforward verification. 
Proof of (4.3). It is enough to show that if Rk n A& f 0; then S,(k) 2 S,(k’) for all 
p E Z. This follows from the following two lemmas. Let f C R,, fl A&. and put V = f . Ho. 
LEMMA 4.4 dim (V f~ HP’) = S&‘). 
LEMMA 4.5 dim (&&-) = S,(k). 
Indeed, V fl H,,’ is a subspace of V perpendicular to V cl HP, so it is obvious that 
dim bi%j 3 dim (V rl HP’). 
Proof of (4.4). Saying that a unitary Laurent loop f C A&. is the same as saying 
that, as holomorphic bundles, 
(see e.g. remark (1) at the end of 82). 
Hence, 
I’(Ef-@Lp-‘) = @(Lp-‘-“i). 
On the other hand, it is clear that 
I’(Ef-@Lp-‘) = V rl HP’ 
and we have already seen that 
dim r(Lk) = Ik d ’ if i 2 i 
so the result follows immediately. 
Proof of (4.5). There is 
W = V@zV such that 
vj C 
n 
a permutation CT of {I,. . . , n} and a basis {v,, . . . , v,} of 
H”“’ 
4 9 UP H$j)-’ for 1 C j G n. I (**) 
Now, V = poziW (orthogonal direct sum) 
(proof: if v E V is perpendicular to z’W for all i 3 0, it is easy to see that v C I? z’V. 
i=O 
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But for some m c Z, V c H_, SO i~0 z’V c ii0 Hi-m = (0)). Hence, {Z’ujJi 2 0, 1 s j d 
n} is a basis of V. But V/V n HP = V + H,/H, is clearly spanned by {Z’Ujli + kj < p}. a 
set with exactly S,(k) elements. So 
dimes, 
which is all we need to prove Theorem 4.3. However, it is not hard to see that this set 
is actually a basis of V/V f~ HP, using (**) above. 
This completes the proof of Theorem 4.3. 
05. AN APPLICATION 
In this final section we shall prove: 
THEOREM 5.1 The inclusion M 4 I$ is a homotopy equivalence. 
Remark. This theorem is clearly equivalent to the corresponding version for the 
space of loops. This is because of the obvious homeomorphisms A% = fi x GL.(C), 
A4 E f’l x U, and the fact that U, 4 GL,(C) is a homotopy equivalence. Of course, 6 
means {f E A#(l) = 1). 
Before proving the theorem, we need to make a few comments on the strategy of 
the proof. Let LI; = AC - U,, A4k = RI, * U., where U. means the constant maps S’+ U.. 
From the results of 04 we know 
(4.3)’ L& C i,. 
The first step in the proof should be to show, by induction over I, that the inclusion 
Lk4& is a homotopy equivalence. Unfortunately, Z is only partially ordered. To 
overcome this difficulty we make the following construction. 
To prove the theorem it is enough to restrict oneself to the identity component, 
whose decomposition is indexed by Z0 = {& c ZlCki = 0). Suppose we can define a 
non-negative integer valued function h on ZO, which we shall call the height, satisfying 
(a) there are only finitely many k c lo of any given height, 
(b) if k’ < & then h(k’) < h(k). 
This can be done, for, example, by defining 
h(k) = dim RI, = z. (ki - kj); 
properties (a) and (b) are easily verified. 
Then the first step will be to prove: 
PROPOSITION 5.2. For any k E lo of height r, Lk 4 J$ is a homotopy equivalence. 
Proof. By induction on r, using the following lemma (see [7]): 
LEMMA 5.3 Suppose a space X is the union of two open subspaces X0,X,, and 
similarly for a second space Y. Let f: X + Y be a continuous map such that f(X,) c Yi 
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and suppOse that fIXi: Xi + Yi, f/X, fl Xl: X0 fl XI + YO fl Y1 are weak hOtTlOfOpJ’ 
equivalences. Then, f is a weak homotopy equivalence. 
Let Lt = k!$ Mr, ft = t!Jr A&. Then, & is the union of the open subspaces ip 
_ _ _ 
and U,, where U, is a tubular neighbourhood of & in & (note that & is a closed 
submanifold of & of finite codimension) with intersection 17: = U, - &. Similarly, 
L,, is the union of the open subspaces Lk- C, and V,, where V, is a tubular 
neighbourhood of C, in Mb, with intersection Vz = V, - C,. Then, we have inclusions 
6) Lk--Cb4L: 
(ii) Vk4 Uk 
(iii) V* 4 Uz. 
In view of the lemma it will be enough to show that each of these inclusions is a weak 
homotopy equivalence. For then LI,~& will be a homotopy equivalence, both 
spaces being ANRs’: Lb is a CW-complex and & a metrisable manifold. 
LEMMA 5.4 The inclusions C, 4 Mb, C, 4 A& are homotopy equivalences. 
Proof. The map f Hf,, fJ.z) = f(tz), defines a deformation retraction of P, (or P-) 
onto GL,,(C). Moreover, the deformation is through homomorphisms so 
GL, (C) . Al, . GL. (C) 4 iI& 
is a homotopy equivalence. One also has a deformation retraction of GL,(C) onto U, 
through U.-maps (i.e. maps s: GL,(C)+ GL,(C) such that s(X . U) = s(X). U for 
X c GL,(C), U E U,) so it is clear that 
c _mwl, GL(C) x C%(C) 
Ir - U(k) U(k) 
is a homotopy equivalence, where 
U(k) = {(U,, U,) c un x &I UI * Al, . u, = A,): 
GL(&) is defined similarly. On the other hand, there is a fibration 
p. GL,(C) x GL,(C) ~ GL,(C) x GL.(C) 
U(k) GLM 
whose fibre GL(k)/U(k) is obviously contractible. Thus, p is a weak homotopy 
equivalence, and hence a homotopy equivalence, the spaces in question being metrisable 
manifolds. 
A completely analogous proof holds for the inclusion Cl 4 M&. 
It follows from this lemma that 4 - C’, 4 L: is a homotopy equivalence. On the 
other hand, the inductive hypothesis, together with an obvious application of Lemma 
5.3 shows that Lz 4 ip is a homotopy equivalence, so (i) is proved. 
For (ii), note- that the inclusions C, 4 V,, C&4 A& and i&c* U, are homotopy 
equivalences. 
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Finally, for (iii) note that Vr and Uf are respectively homotopy equivalent to 
finite dimensional sphere bundles on C, and &, and that the latter bundle restricts to 
the former. It follows from the homotopy exact sequences of these bundles and the 
five lemma that Vz4 UF is a homotopy equivalence. 
As the induction is easily started, the proof of Proposition 5.2 is now complete. 
For each integer r 2 0, let L(‘) be the union of those Lk for which & has height r, 
and similarly for i w One deduces from Proposition 5.2, by an obvious argument . 
based on Lemma 5.3, that L”‘4 I?) is a homotopy equivalence. But then Theorem 5.1 
follows immediately from Theorem A in the Appendix to [8]. This theorem applies 
here because M is a CW-complex and the L(‘) subcomplexes, and &f is a metrisable 
manifold and the L(r) submanifolds. 
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