This article presents the Software Architecture for Immersipresence (SAI) framework for the design, analysis and implementation of interactive software systems. SAI defines a formal architectural style whose data and processing models capture temporal properties of computational primitives. SAI's asynchronous concurrent processing model allows designing for optimal (theoretical) system latency and throughput. The modularity and scalability of the style facilitate distributed code development, testing, and reuse, as well as fast system design and integration, maintenance and evolution. 
project. The class project in these courses represented a major innovation compared to traditional class projects, in which individuals or small teams develop small-scale independent or identical projects.
This article calls on a particular application, visual tracking, to help illustrate and ground the concepts and principles that drive the definition and use of the SAI framework. A simple face tracking demonstration serves as a running example during the description of the SAI style, and ties into the design case study of a more complex vision system. Stevi, a high-level vision system for a personal service robot, shows the potential of the SAI approach for building ambitious systems that integrate with other software and hardware components in interactive applications.
C. Outline
The remainder of this article is organized as follows. Section II gives a short introduction to the visual tracking examples. Section III presents a formal definition of the SAI architectural style.
Section IV gives an overview of the MFSM architectural middleware. Section V illustrates architectural design through refinement of simple visual tracking demonstration system. Section VI illustrates architectural design through specialization and composition of architectural patterns in the design of Stevi, a high-level vision system for a personal service robot. Section VII compares and contrasts SAI with representative related efforts in software architecture and other fields of application. Section VIII summarizes the main features and properties of the SAI architectural framework and offers directions for future research.
II. VISUAL TRACKING WITH CAMSHIFT
This section gives a succinct introduction to the visual tracking examples that will help ground SAI concepts into concrete situations, and illustrate the design methodology afforded by the framework. June 
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A. CAMSHIFT Tracking
The Continuously Adaptive Mean SHIFT (CAMSHIFT) algorithm [20] detects and tracks a pattern, for example a person's face, in a video stream.
The "plain" mean shift algorithm [21] is a general purpose, robust, non-parametric, iterative gradient descent algorithm for finding the mode (density maximum) of a probability distribution.
For detecting, in a still color picture, an instance of a target visually characterized by a color model (histogram), a mean shift-based method first computes a probability distribution from the image by attributing to each color pixel its value in the target's histogram. Starting from a reasonable position in the image, the iterative gradient descent optimally converges towards the location of a model instance. The only parameter to the algorithm, the size of the area to use for sampling the distribution in the gradient descent, is a fixed parameter; construction of the color model and choice for a good starting position are out of the scope of the algorithm per se. The mean shift algorithm exhibits, under reasonable conditions, very attractive convergence and robustness properties, and has proved quite efficient in practice.
Mean shift-based color tracking [22] applies the same method to successive frames of a video stream to detect and track instances of a color model. For a given target, due to temporal continuity across adjacent frames, starting the gradient descent process from the position where the instance was detected in the previous frame, may result in possibly large computational savings.
CAMSHIFT extends mean shift-based color tracking by continuously computing the size and orientation of the tracked area, which is fed back to the mean shift process as the size of the sampling area in the next frame. Figure 1 shows the position, size and orientation of the mode as detected in the probability distribution (left) and overlaid on the input frame (right).
B. CAMSHIFT in OpenCV
The Intel OpenCV Library [23] [24] features an object-oriented implementation of CAMSHIFT, demonstrated in a real-time head tracking application. The area of application specifically considered is that of Perceptual User Interfaces [25] , in this particular case using head movements as seen in a face shot video stream to control various interactive programs. The color model used for the head is actually a skin color tone model, initialized by sampling an area specified manually in one image. 
1) Code architecture:
OpenCV implements individual features useful in developing a CAMSHIFTbased tracking system. The code adopts an object-oriented organization structure. Figure 2 shows the corresponding graph in DirectShow's GraphEdit tool. The architecture of the software system reflects the highest level code architecture: CAMSHIFT is encapsulated in a single filter that, for demonstrations purposes, consumes images and produces images.
Through the remainder of the article, examples and case studies reproduce this simple demonstration system using the SAI formalism, refine the design, open the system's architecture, make explicit its core architectural pattern, namely a feedback loop. A case study demonstrates the integration of a generalized version of this core architectural pattern with other important patterns in a more complex vision system. 
III. THE SAI ARCHITECTURAL STYLE
This section presents a formal definition of the SAI architectural style, in terms of components, connectors and constraints [27] . Graphical symbols are introduced to represent each element type.
Together these symbols constitute a graph-based notation system for representing architectural designs. In addition, when color is available, the following color coding will be used: green for processing, red for persistent data, blue for volatile data. Figure 3 presents an overview of the SAI primitives in their standard notation.
A. Components, Connectors and Constraints
The SAI style defines two types of components: cells and repositories
1
. Cells are processing centers. They do not store any state data related to the specific computations they carry. The cells constitute an extensible set of specialized components that implement specific algorithms. Each specialized cell type is identified by a type name (string), and is logically defined by its input data, its parameters and its output. Cell instances are represented graphically as green squares.
A cell can be active or inactive, in which case it is transparent to the system. Repositories hold shared persistent data. Repository instances are represented as red disks or circles. Two types of connectors link cells to cells and cells to repositories. Cell to repository connectors give the cell access to the shared data held in the repository. Cell to cell connectors define data conduits for volatile data flows, or streams, and specify cell process dependency. Note that the semantics of these connectors are explicitly different from that of the connectors in dataflow networks, 1 Repositories were named sources in early descriptions of the SAI style. (...) ... ). This notation may be used to specify a cell's output (see Table I for an example), and for logical level specification of active and passive pulses. Pulses are represented graphically as a root (solid small disk) and a hierarchy of nodes (small circles); passive pulses may be rooted in the circle or disk representing the repository.
2) Processing Model: Upon entering a cell, an active pulse triggers a series of operations that can lead to the processing of the pulse by the cell (hence the "active" qualifier). Processing in a cell may result in the augmentation of the active pulse (input data), and/or update of the passive pulse (e.g. process parameters). The processing of active pulses is carried concurrently, as the pulses arrive at the cell. In particular, the semantics of the style's primitives do not include pipelining or any other synchronization aspects that would be arbitrary at this level.
Such synchronization logic should be explicitly modeled in the form of architectural patterns (sections VI-B and VII-C offer examples of synchronization patterns).
From a practical point of view, since a cell process can only read the existing data in an active pulse, and never modify them (except for adding new nodes), concurrent read access does not require any special precautions. In the case of passive pulses, however, appropriate locking (e.g. through critical sections) must be implemented in the cells' logic to avoid inconsistencies in concurrent shared memory read/write access.
3) Dynamic Data Binding:
Passive pulses may hold persistent data relevant to several cells.
Therefore, before a cell can be activated, the passive pulse must be searched for the relevant persistent data. As pieces of data are accumulated in active pulses flowing down the streams through cells, it is also necessary for a cell to search each active pulse for its input data. If the specified data structures cannot be found, or if the cell is not active, the pulse is transmitted, as is, to the connected downstream cells. If the input data are found, then the cell process is triggered. When the processing is complete, then the pulse, which now also possibly contains output data nodes produced by the cell, is passed downstream.
Searching a pulse for relevant data, called filtering, is an example of run-time data binding. The target data fragment is characterized by its structure: node instances types and names and their relationships. The structure is specified as a filter or a composition hierarchy of filters.
Note that the term filter is used here in its "sifting" sense. Figure 4 illustrates this concept. A filter specifies a node type, a node name or name pattern and eventual subfilters corresponding to subnodes. The filter composition hierarchy is isomorphic to its target node structure. The filtering operation takes as input a pulse and a filter, and, when successful, returns a handle or hierarchy of handles isomorphic to the filter structure. Each handle provides a pointer to the node instance target of the corresponding filter. When relevant, optional names inherited from the filters allow to identify individual handles with respect to their original filters.
The notation adopted for specifying filters and hierarchies of filters is nested square brackets.
Each filter specifies a node type, a node instance name or name pattern (with wildcard characters), an optional handle name, and an eventual list of subfilters, e.g.: [NODE TYPE ID "Node name"
.. ] (see Table I for an example). Optional filters are indicated by a star, e.g.:
[NODE TYPE ID "Node name" handle id]*. For any given cell type, the filters' structures and types are fixed. For a given cell instance, the specific filter instance names may change at runtime.
When several targets in a pulse match a filter's name pattern, all corresponding handles are created. This allows the specification of processes whose input (parameters or stream data)
June 24, 2008 DRAFT number is not fixed. If the root of the active filter specifies a pattern, the process method is invoked for each handle generated by the filtering (sequentially, in the same thread). If the root of the passive filter specifies a pattern, only one passive handle is generated (pointing to the first encountered node satisfying the pattern).
B. Architectural Design Specification
A particular system architecture is specified at the conceptual level by a set of repository and cell instances, and their inter-connections. Specialized cells may be accompanied by a description of the task they implement. Repository and cell instances may be given names for easy reference.
In some cases, important data nodes and outputs may be specified schematically to emphasize some design aspects. A logical level description of a design requires to specify, for each cell, its active and passive filters and its output structure, and for each source, the structure of its passive pulse. Table I presents the logical level specification for the CAMSHIFT process cell of figure 5. Filters and nodes are described using the nested square brackets and nested parentheses notations introduced above. By convention, in the cell output specification, (x) represents the pulse's root, (.) represents the node corresponding to the root of the active filter, and (..) represents its parent node.
C. Style Properties
The SAI architectural style shares many of the desirable properties of classical dataflow models. SAI suits intuitive design, emphasizing the flow of data in the system. The modularity and scalability of the model allow distributed development and testing of particular elements, 
Passive filter [CAMSHIFT PARAMETERS NODE "CAMSHIFT parameters" CAMSHIFT PARAMETERS]
Output (x (IMAGE NODE "CAMSHIFT output")) and easy maintenance and evolution of existing systems. SAI's primitives naturally afford the design of explicitly concurrent and distributed system. SAI's asynchronous concurrent processing model allows designing for optimal (theoretical) system latency and throughput.
Unlike classical computational approaches, SAI explicitly models volatile and persistent data, and integrates their representation and processing under a single unified formalism. This unification enables explicit and consistent design not only of subsystems that follow one classical paradigm (e.g. data stream or data-centered), but also of the interactions between such subsystems.
An SAI graph presents an intuitive view of the system. Because the visual language in which it is expressed has well defined semantics, the graph is also a formal description. Depending 
A. MFSM Overview
The code architecture adopted in MFSM introduces a middleware layer as an an abstraction level between low-level services and libraries on the one hand, and software applications on the other hand. The middleware layer comprises of an extensible set of classes that implement software components in the form of SAI style elements. interoperate. The application layer hosts the software system, specified and implemented as instances of SAI components and their relationships.
In its current implementation, the FSF library contains a set of C++ classes implementing SAI elements: the repository, the nodes and pulses, the cells, the filters, the handles. Nodes and cells are virtual classes that implement the SAI-related behavior of these object types, and from which specialized node and cell types should be derived. The FSF library also contains classes for two implementation related object types: the node and cell factories, and a System object (singleton).
An online reference guide provides detailed interface description and implementation notes for all the classes defined in the FSF library.
B. Middleware Properties
The middleware implements all SAI abstractions according to specifications, in a fully multithreaded (and thread-safe) manner. As a result, systems designed with SAI and implemented with MFSM are automatically multi-threaded, and can directly take advantage of multiple CPUs,
hyper-threading and multi-core processor architectures.
The growing collection of functional modules, in the form of both cross-platform and platform- and performance analyses appears in [16] ; the present account focuses on the architectural level.
A. Architectural Refinement
The system design introduced above in Section III-B, and shown in Figure 5 , serves as a starting point. Recall that its structure reflects that of the underlying object-oriented code architecture. Figure 6 shows the architectural designs of three functionally equivalent systems. The systems differ by the amount of information about their implementation that is expressed at the architectural level rather than at the code level. Each architectural design constitutes a refinement of the preceding one, and introduces more constraints on its implementation. In the figure, architectural elements. The architectural refinement process here parallels the unraveling of layers of encapsulation in the object-oriented code design.
Design 1 separates the rendering of a composite image from the tracking per se. This step is consistent with the use of the tracking system beyond a simple demonstration. Separating debugging (or visualization) elements from the production elements being tested or demonstrated facilitates the re-use of functional code in real applications, and allows for more flexibility in the debugging and visualization modalities. The tracking process is modeled as a single cell, with no indication of its internal organization (a "black box" design).
Design 2 reveals three separate, sequential frame processing steps in the tracking process.
1) The color model conversion (here from RGB to HSV) is a generic operation that has no 2) The computation of the so-called "back projection" image, produces the probability distribution of the given color model (histogram) in the input image data, expressed in the HSV color model. This representation makes explicit the persistent nature of the color model histogram, held in a repository. The corresponding data structure is now clearly (and in style-conformant manner) available to complementary sub-systems that could address the acquisition of the model, which the CAMSHIFT algorithm assumes given.
Stevi (section VI-C) offers one possible solution in a more general context.
3) The CAMSHIFT tracking process per se, implements the algorithm as described above in Section II-A. Table II shows a logical definition for the CAMSHIFT cell. This design makes explicit the persistent nature of the Last known bounding box data structure, whose value initializes the tracking processing in each new frame, and is subsequently updated.
CCamshiftCell CAMSHIFT CELL (FsfCCell)
Active filter [IMAGE NODE "Back projection image" CAMSHIFT BACK PROJECTION]
Passive filter [CAMSHIFT RECTANGLE NODE "Last known bounding box" CAMSHIFT LAST BOX]
Output (x (CAMSHIFT RECTANGLE NODE "New bounding box") (CAMSHIFT MOMENTS NODE "Size and orientation")) Design 3 makes explicit the relationship between CAMSHIFT and the mean shift algorithm.
CAMSHIFT is a feed-back loop in which the last known target location and size information (bounding box) is used to set the initial search location in the next video frame.
1) Mean shift iteratively computes the centroid of the 2D color probability distribution within the search window (Mean shift cell).
2) The size and orientation of the target probability distribution are computed from the zeroth and second moments of the distribution, respectively (Moments cell).
3) The (Box update cell) updates the Last known target bounding box information, keystone June 
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of the feedback loop. That information becomes available to compute the initial search location for the next frame to be processed by the Mean shift cell.
The SAI style implies a spectrum of representations that range from all-in-code to all-instructure encoding. The decomposition process followed here could potentially continue until each cell carries computation requiring one or few code instructions 2 . The structural patterns that occur in Design 3 capture essential properties of the system, as discussed in the next section.
B. Discussion 1) Concurrency, latency and throughput:
The asynchronous semantics of SAI imply that the target information used for initialization in the mean shift cell at any given time is in fact the latest available known bounding box. If the latency of the feed-back loop subsystem is higher than the inverse of its throughput, the time needed to make available the position of the target in a frame is greater than the interval between two consecutive frames. The position of the target in the one before last frame will then initialize the search in the next frame. In effect, the algorithm will function under conditions similar to that of a system with lower throughput, yet will perform consistently, while maintaining the higher overall throughput. Depending on the application and the context of use, a low pass filter in the update operation will smooth out outliers and noise, and prevent divergence due to phased updates, at the cost of making the system less responsive to sudden movements.
The branching of the stream to follow separate paths, explicit encoding of causality (or lack thereof), signals that computation on the two paths are independent, and may be carried concurrently. This type of concurrency may reduce system latency. Here, the new target location should be used as soon as possible for update and for visualization, in no arbitrarily imposed order. As long as computing resources (in a general sense) are available, and assuming fair scheduling, the design will yield a system with minimal achievable latency.
2) Iterations and streams:
Section II-A describes mean shift as an iterative algorithm: the same series of steps successively compute better approximate solutions, each building on the last one, until a certain level of precision is reached. An iterative algorithms is but a special case of a feedback process, in which the notion of time is abstracted, and the input is fixed. This implemented in the context of a wider project that aims to empower personal service robots with advanced vision capabilities [34] . Figure 7 shows, in the visualization box, a sample of Stevi's detection and tracking output (face areas and target labels) overlaid on the left and right frames of an input stereo pair. Note that the labels are consistent in left and right images.
A. System Overview
Stevi's design exemplifies a systematic approach to combining efficient but brittle algorithms into robust systems. In Stevi, monocular algorithms interact according to a general tracking pattern whose core is a feedback loop. Systems built upon such a pattern exhibit resilience properties, such as bootstrapping capability, robustness to input data noise, and adaptability to a changing environment. As a stand-alone integrated demonstration, the system incorporates video capture, processing and result visualization for evaluation purposes. 
B. Concurrent Paths and Synchronization
The pre-processing of left and right images in each stereo pair is carried independently. The Downstream processing depends on pre-processing data for both left and right paths. This dependency is expressed at the architectural level by a barrier synchronization [36] pattern, in this case a single cell and its repository. The Barrier cell holds each pulse until it contains the required data (expressed as a filter), upon which the pulse is released and transmitted normally to downstream cell(s). The MFSM middleware implements the pattern as described here. Note that this particular way of expressing the semantics of barrier synchronization is not unique, and its expression of those semantics is independent of actual implementation considerations.
C. Integrated Detection and Tracking
The subsystem delimited by the box labeled Stereo multi-target detection and tracking in The tracking pattern instantiated in Stevi v.1 is not specific of the particular algorithms used.
It is, by design, open to the concurrent operation of multiple algorithms (e.g. for detection) and provides a formal framework for implementing fusion algorithms. The SAI formulation also opens the door to designs that compose several feedback loops to integrate and track data at different time scales and different symbolic levels. Such systems are not conveniently modeled by traditional computational approaches, and may exhibit complex dynamics. A given architecture might specify a family of systems whose behavior will depend on dynamic parameters, and whose study (and design) will then require approaches and tools that have so far been largely avoided in computer science.
D. Implementation and Performance
Stevi v.1, as specified in Figure 7 , was implemented in C++ using the MFSM middleware. The 
A. Code Architecture
Code architecture is concerned with modularity, efficiency, re-use, maintainability of computer code, that is the machine representation of a system. The SAI framework aims to encode components and express essential system properties at the architectural level, where they can be represented and manipulated at a higher level of abstraction than at the programming language level (as advocated for example by Parnas in [37] ).
Code libraries developed within an application domain, often assume an underlying (system) architectural model that is convenient in the specific application context. The implicit adoption of a domain-specific architectural style hinders the applicability of libraries across application domain boundaries.
B. Software Architectures
Shaw and Garlan [27] define software architecture as a level of design that "involves the description of elements from which systems are built, interactions among those elements, patterns that guide their composition and constraints on these patterns." The SAI architectural style clearly fits within this framework, and can be interpreted as a hybrid style combining features of classical styles such as dataflow (e.g. Pipes-And-Filters), data-centered (e.g. Blackboard), event-based communicating components, etc.
Software architecture research has produced domain specific styles, such as the C2 style for Graphical User Interfaces [38] . Software architecture concerns from within application fields have led to the adoption and specialization of classical styles. Architectures for multimedia streaming systems include MIT's VuSystem [39] , the Berkeley Continuous Media Toolkit [40] , the Network Integrated Media Middleware [41] , and the Distributed Media Journaling (DMJ)
project [42] [43] . These efforts adopt modular dataflow architecture concepts. They are designed primarily for audio and video on-line processing and transmission, with a strong emphasis on capture, transmission and replay aspects. The datastream processing model, however, is not well suited to the design of interactive media content creation tools (and other interactive software), for which windowing message-based frameworks have been the norm. The model underlying interaction tools is usually data-driven. For example, the "pool of frames" approach to temporal media data handling in the MVC architecture [44] represents a video stream as as an object whose components (frames) can be edited in a random access fashion, not as a sequential stream of data. In the field of music computing, the co-dependency between composition and performance has exposed the fundamental divide between processing and representation paradigms [45] . The difficulty of combining (functional) signal processing and (imperative) event processing has prompted the development of original code architectures combining interaction and real-time signal synthesis [46] .
Robotics' three-layer architectures [47] [48] reflect similar concerns: the "low-level" layer is concerned with real-time sensing and actuation (signal processing), the "high-level" layer handles Recently, video games-themed research has permeated a number of academic computer science and engineering fields. This trend has generated little academic work regarding methodologies, models and tools for designing the complex interactive systems of which video games are popular instantiations. Software efforts focus on applying "good practices" of code architecture in the design of code libraries that implement mostly graphics features re-targeted and augmented for interaction [49] [50] . Software system architecture is hardly mentioned; "3-D engines"
anchored by an infinite rendering / event processing loop remain the norm. Scalability and concurrency issues remain difficult challenges, especially in the context of multi-core hardware architectures. Interactive systems designed in the SAI style (such as, for example, the interactive music systems listed in section I-B replace the one event processing loop with concurrent streams that interact (and synchronize when necessary) with each other through persistent data structures.
This approach yields more efficient, interactive, and naturally concurrent systems. include ACME [59] , which originated as an architectural interchange language, and Mehta and
Medvidovic's (Alfa) [60] , which defines a set of primitives for composing architectural styles. Process calculi, whose representatives include CSP [63] [64], CCS [65] , ACP [66] , and Picalculus [67] , define primitives and operators to combine them in order to describe processes and systems. They also define algebraic laws for the process operators, which allow process expressions to be manipulated using equational reasoning. These formalisms make abstraction of time (which makes modeling dynamic systems difficult), and impose synchronous message The Ptolemy Project [71] is concerned with interaction of concurrent components involving heterogeneous mixtures of models of computations, in the context of (hard) real-time systems.
Ptolemy focuses on timing and synchronization issues. Rather, SAI provides a general, unifying formalism that allows to explicitate the similarities between, and singularities of, specific existing models that address subsets of those requirements, independently and at different levels of abstraction.
VIII. SUMMARY AND FUTURE WORK
This article presented the SAI framework for the design, analysis and implementation of interactive software systems. SAI defines a formal architectural style that combines an extensible data model and a hybrid (shared memory and message-passing) distributed asynchronous concurrent processing model, to allow natural and efficient manipulation of data streams. The modularity and scalability of the style facilitate distributed code development, testing, and reuse, as well as fast system design and integration, maintenance and evolution. SAI promotes the encoding of system logic in the structural organization of simple computing components, rather than in the complexity Example system from the field of computer vision helped illustrate and ground the concepts and principles that drive the definition and use of the SAI framework. SAI has been an engine for innovation in cross-disciplinary projects and in the classroom. The SAI framework has been used in the design and implementation of numerous interactive systems in various fields including computer vision, graphics, and music; the framework was instrumental in the successful implementation of experimental courses in software development, graduate and undergraduate, that pool the efforts of the entire class on a single, ambitious collaborative project.
Current research focuses on further formalization of the framework and its underlying principles. For example, a systematic study could lead to the construction of an ontology of structural patterns. The characterization of functional patterns within this ontology could prove a useful resource for guiding system design. Automatic code generation, automatic methods for proving properties of system designs expressed in SAI (such as correctness, safety and liveness), as well as high-level pattern-based design analysis tools, will progressively enrich SAI-based visual design environments.
