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PRESENTACIÓN 
 
 
La motivación más fuerte para estudiar un máster en estadística fue el deseo de aumentar los 
conocimientos  relacionados  con  la  estadística  industrial. Gracias  a  la  influencia  de  diversos 
profesores durante  la carrera de  ingeniería  industrial, y más  tarde de  los compañeros en  los 
departamentos  de    ingeniería  industrial,  configuración  y  producción  en  Flextronics,  me  di 
cuenta que la estadística es aplicable y con muy buenos resultados en el ámbito profesional. El 
constante  apoyo  de  todos  ellos  y  el  reto  por  superar  los  propios  límites,  influyeron  en  la 
decisión de aventurarme en este viaje a un nuevo mundo donde hay tantas cosas por conocer. 
 
Los estudios de la maestría en estadística e investigación operativa, fueron solventados gracias 
al    financiamiento  otorgado  por  el  Instituto  de  Educación  de  Aguascalientes,  la  beca  de 
cooperación educativa realizada en  la oficina de ordenación de estudios de  la FME, y  la beca 
complemento de la DGRI‐SEP. 
 
El  diseño  de  experimentos  es  una  parte  ampliamente  difundida,  y  aplicada  alrededor  del 
mundo, de  la estadística  industrial. Con este proyecto de fin de máster pretendo adentrarme 
un  poco más  en  estos  temas  y  si  es  posible  realizar  alguna  propuesta  innovadora  en  esta 
metodología. 
 
La idea central de este proyecto surge a partir de un problema real presentado a los profesores 
Xavier Tort‐Martorell   y Pere Grima, por una fábrica que trabaja en  la fabricación de motores 
de aviones. El problema con el que se enfrentaron  fue  la no observación de  la  respuesta en 
tratamientos  experimentales  específicos  de  un  diseño  experimental.  A  diferencia  de  los 
estudios que se realizan con datos históricos, bases de datos enormes, datos de una población 
“infinita”  en  donde  podemos  tomar  grandes  cantidades  de  datos,  en  los  diseños  de 
experimentos  solo  tenemos una pequeña  cantidad de observaciones.  La  falta de  alguno de 
estos  datos  es  importante  ya  que  muchas  veces  solo  tenemos  una  observación  para  cada 
condición experimental.  
 
La diferencia entre el problema presentado a  los profesores y  los datos  faltantes es que en 
estos últimos  se perdió  la unidad  experimental.  En  el problema  original no  es que  se haya 
perdido la unidad, sino que la respuesta en este tratamiento no puede ser medida.  
 
Después  de  buscar  en  publicaciones  estadísticas  artículos  relacionadas  con  el  tema  se 
desarrolló  una  propuesta  de  análisis  sencilla  para  el  caso  en  que  no  se  tiene  completo  el 
conjunto de observaciones. La propuesta consiste en sustituir el dato faltante por los posibles 
valores de  la  respuesta dentro de un  intervalo. Con  cada  sustitución  se  realiza un pequeño 
análisis  estadístico.    A  partir  del  conjunto  de  análisis  se  pretende  obtener  conclusiones 
generales para el experimento, así como una propuesta de  los niveles de  los  factores en  los 
que es más conveniente trabajar. 
 
Luego  de  diversas  pruebas  surgió  la  propuesta  del  análisis  secuencial,  es  decir,  realizar  un 
análisis después de cada experimento y detener la experimentación cuando las conclusiones a 
las que se llega son las mismas en varias iteraciones consecutivas o tienen un margen de error 
aceptable. 
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1. Introducción  
 
1.1.  ¿Por qué experimentar? 
 
En  la  industria y  los servicios conocer  los procesos  lleva a  la mejora, desarrollo y robustez de 
productos y procesos. Sin embargo el  conocimiento no  siempre es  fácil de obtener, y en  la 
mayoría  de  los  casos  es  necesario  dedicar  mucho  tiempo  y  recursos,  que  siempre  son 
limitados,  para  tener  la  información  que  permita  tomar  decisiones  acertadas.  El  diseño  de 
experimentos es muy útil en este proceso de decisión. Se podría definir en general como  la 
aplicación  del método  científico  para  obtener  conclusiones  sobre  las  variables  que  pueden 
afectar a una respuesta de interés. 
 
No es una metodología reciente, debe su origen a Ronald A. Fisher, quien en 1919 comenzó a 
trabajar  en  Rothamsted  Experimental  Station  (Inglaterra)  con  conjuntos  de  datos  de 
investigaciones agrícolas, fruto de su trabajo fueron las bases del diseño de experimentos que 
hoy en día siguen vigentes. 
 
La obtención del conocimiento es un proceso interactivo que consta de inducción y deducción. 
Es necesario mencionar que tener un orden y una buena planeación es muy  importante para 
obtener  resultados  validos  y  disminuir  el  esfuerzo  requerido.  Algunos  pasos  que  son 
recomendables en cualquier experimento son: 
 
1. Definir  el  problema,  delimitar  claramente  los  aspectos  sobre  los  que  queremos 
investigar y tener claro los objetivos que queremos alcanzar. 
2. Definir la respuesta de interés y la forma en que la mediremos 
3. Definir los aspectos que influyen en la respuesta (factores). 
4. Saber con que recursos contamos. 
5. Realizar el diseño del experimento,  incluyendo el número de  repeticiones que  serán 
necesarias. 
6. Análisis estadístico de los resultados. 
7. Plan de seguimiento del experimento si los objetivos no han sido cubiertos. 
 
 
 
1.2.  Dificultades para el experimentador 
 
 
Complejidad: En cualquier evento a nuestro alrededor se puede observar que muchas variables 
afectan la respuesta de interés. Algunas de ellas se pueden identificar y controlar, otras no se 
pueden controlar y algunas más ni siquiera es posible  identificarlas. La cantidad de variables 
que afectan a un proceso es tal que es poco menos que imposible experimentar con todas las 
posibles combinaciones. 
 
Error  experimental:  se  llama  así  a  la  variabilidad  de  la  respuesta  atribuible  a  causas  no 
conocidas. Un  buen  diseño  de  experimentos  es  el  que  evita  que  los  efectos  reales  queden 
enmascarados por el error experimental, evitando que el experimentador realice conclusiones 
erróneas sobre la significación de los efectos. 
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Confusión  entre  correlación  y  casualidad:  puede  darse  el  caso  en  que  dos  variables  que 
aparentemente  están  correlacionadas,  deben  esta  aparente  correlación  a  que  ambas  están 
asociadas  a  una  tercera  variable  común.    Suponga  que  en  un  supermercado  se  realiza  un 
estudio  y  se  observa  que  los  hombres  que  compran  packs  de  cerveza  también  compran 
pañales. Seguramente no existe una correlación entre la cerveza y los pañales, si no que existe 
un tercer factor que puede ser que en la familia hay bebes y no es tan fácil salir de fiesta. 
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2. El diseño de experimentos como herramienta para la mejora 
 
 
 
Pensemos en un proceso cualquiera, ya sea  industrial o no, como una caja “negra” en donde 
tenemos  un  conjunto  de  variables  de  entrada  (por  ejemplo,  material,  condiciones  de 
fabricación, tiempo dedicado, etc.) que al participar en una transformación generan variables 
de salida (calidad, cantidad, distancia alcanzada) que por lo general son respuestas medibles. 
 
 
 
  
 
Fig. 2.1 Proceso como una caja negra 
 
 
El hecho de experimentar permite conocer mejor las variables involucradas en el proceso, así 
como  la  influencia de  cada una de  las  variables de  entrada  en  la  salida.  Este  conocimiento 
permite  realizar  las  modificaciones  necesarias  en  el  proceso  para  obtener  los  resultados 
deseados,  ya  sea  producir  en  un  valor  objetivo  dentro  de  tolerancias,  minimizar  costes  o 
alcanzar la máxima calidad, por mencionar algunos ejemplos. 
 
 
 
2.1.  Introducción a los diseños experimentales 
 
 
Experimentar siempre conlleva utilizar  recursos  limitados. Muchos experimentos  industriales 
necesitan  realizar  modificaciones  en  el  proceso,  en  la  calibración  de  las  máquinas,  o  bien 
desgastar o destruir el producto final para poder medir  la respuesta de  interés. Además cada 
experimento  tiene  asociado  un  tiempo  para  su  preparación  y  realización  que  nunca  es 
despreciable.  Por  todo  esto  es  conveniente  realizar  una  buena  planificación  y  diseño  de 
experimentos  a  fin  de  obtener  la  mayor  información  posible  con  la  mínima  cantidad  de 
recursos. 
 
Una estrategia de experimentación generalizada es la de mover un factor a la vez (OFAT: one 
factor  at  a  time).  Consiste  en  experimentar  moviendo  el  nivel  de  un  solo  factor  en  cada 
experimento  y  dejando  el  resto  de  factores  igual.  Esta  estrategia  resulta muy  intuitiva,  sin 
embargo no es la mejor, ya que permite observar los cambios en la respuesta relacionados al 
cambio  de  nivel  de  cada  factor  individualmente,  pero  con  ella  no  es  posible  analizar  las 
interacciones  entre  factores.  Este  tipo  de  diseños  son menos  eficientes  que  otros métodos 
estadísticos.  
 
 
Proceso Entradas (x)  Salidas (y) 
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1  Suponga  que  se  está  experimentando  con  la  temperatura  y  el  tiempo  como  factores  y  la 
cantidad producida es  la respuesta de  interés. Si se mueve un solo  factor cada vez se puede 
encontrar con las siguientes situaciones.   
 
a)                                                                                                                                   b) 
                   
1  Fig. 2.2a Resultados del experimento al mover solo el factor tiempo. 
1  Fig. 2.2b Resultados al mover únicamente el factor temperatura. 
 
Si se experimenta a una temperatura constante de 130º y se mueve el tiempo entre 85 y 115 
minutos,  la máxima respuesta se obtiene al producir con 102 minutos  (fig. 2.1a). Si ahora se 
fija el tiempo en 102 minutos y se mueve la temperatura de 120º a 150º se obtiene la máxima 
cantidad de producto al producir a una temperatura de 140º. Se podría pensar que esta es la 
mejor combinación de factores posibles (temperatura a 140º y 102 minutos) y que la respuesta 
obtenida  (90g) es  la mejor que  se puede esperar. Sin embargo  la experimentación OFAT no 
considera las interacciones. 
 
La  figura  2.3  es  la  superficie  de  respuesta  para  este  proceso  considerando  solamente  los 
factores temperatura y tiempo. La respuesta obtenida con la metodología OFAT es muy buena, 
pero se puede obtener una respuesta mejor si se produce a una temperatura de entre 145 y 
150º  entre 85 y 90 minutos de tiempo de proceso. 
 
 
1 Fig. 2.3 Proceso como una caja negra 
 
 
 
 
 
 
 
                                                          
1 Ejemplo y figuras tomadas del material de la asignatura “Diseño de experimentos”, MIEIO  
  Alex Riba / M. del Carme Ruiz 
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2.2. Importancia de los diseños factoriales 2k 
 
 
Dentro  de  los  diferentes  tipos  de  diseños  de  experimentos  se  encuentran  los  diseños 
factoriales.  El  diseño  factorial  consiste  en  realizar  todas  las  combinaciones  posibles  de  los 
niveles  de  varios  factores.  Los  más  sencillos  de  estos  son  los  diseños  2k,  donde  existen  k 
factores con 2 niveles cada uno. En estos diseños se requieren  2k experimentos. Algunas de los 
puntos fuertes de este tipo de diseños son: 
 
 Fáciles de diseñar, realizar y analizar. 
 Fáciles de combinar entre ellos para obtener diseños más sofisticados. 
 Son óptimos, aportan la máxima información con el mínimo esfuerzo experimental. 
 Pueden incluir tanto factores cualitativos como cuantitativos. 
 Permiten identificar interacciones. 
 
Además son importantes porque: 
 
 Necesitan relativamente pocos experimentos por cada factor. 
 Son la base para los diseños fraccionados. 
 Si  los  factores  son  cuantitativos  y  no  podemos  experimentar  en  todo  el  rango  de 
valores,  por  lo  menos  tenemos  una  dirección  que  seguir  para  posteriores 
investigaciones. 
 Si necesitamos una exploración  local más completa, estos diseños se pueden ampliar 
(unión secuencial). 
 
La  ventaja  de  que  sean  experimentos  secuenciados  es  que  permiten  dividir  las  unidades 
experimentales en varias partes, de forma que se analiza inicialmente una zona más amplia de 
las  posibles  combinaciones  y  conforme  se  avanza  en  la  investigación  se  obtienen  las 
conclusiones pertinentes para realizar la búsqueda más detallada. De esta forma no se utilizan 
todos  los  recursos  experimentales  en  el  primer  diseño,  por  lo  que  es  posible  continuar  la 
investigación delimitando una nueva zona. Este nuevo conjunto de experimentos pueden ser 
formados por menos factores o bien los mismos factores que los usados en la primer fase pero 
con niveles diferentes. 
 
Los diseños factoriales son  importantes porque a diferencia de  los OFAT permiten  identificar 
interacciones. Se dice que dos factores interaccionan cuando la forma en que un factor influye 
en  la  respuesta está afectada por el nivel en el que se encuentre el otro  factor. Los diseños 
factoriales permiten experimentar con todas  las posibles combinaciones de  los niveles de  los 
factores por lo que cada observación aporta información sobre todos los factores. 
 
Los niveles de los factores pueden ser cualitativos o cuantitativos indistintamente. Uno de los 
dos niveles se denomina como “nivel bajo” y al otro   “nivel alto”. No  importa cual de  los dos 
niveles se escoja como “bajo” o “alto” siempre y cuando la elección sea consistente a lo largo 
de  todo  el  experimento.  Definir  los  factores  que  se  estudiarán  y  los  niveles  de  estos  no 
siempre es  fácil. Hay que recurrir a  los expertos del problema,  ingenieros y administradores, 
que conozcan el proceso así como las posibilidades que tiene. Por ejemplo, si se experimentará 
con un horno que puede  llegar hasta 300º no es coherente proponer realizar experimentos a 
400º o más. 
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2.2.1.  Matriz de diseño para diseños 2k   
 
 
Para representar estos niveles en la matriz de diseño se utiliza un signo “–”para el nivel bajo  y 
“+”  para el nivel alto. La matriz se forma escribiendo en la parte superior los factores y en las 
columnas los signos – o + de la siguiente forma: en la primera columna se alternan los signos 
comenzando por el ‐. En la segunda columna se alternan los signos de dos en dos, en la tercera 
de cuatro en cuatro, en la cuarta de ocho en ocho y así sucesivamente. Siempre comenzando 
con el signo ‐.   En  la  literatura se pueden encontrar  los signos – y +, ‐1 y +1, 1 y 2 para hacer 
referencia a los dos niveles, bajo y alto respectivamente. 
 
      Factores 
StdOrder  RunOrder A  B  C 
1  1  ‐1  ‐1  ‐1 
2  8  1  ‐1  ‐1 
3  4  ‐1  1  ‐1 
4  3  1  1  ‐1 
5  6  ‐1  ‐1  1 
6  2  1  ‐1  1 
7  7  ‐1  1  1 
8  5  1  1  1 
 
Tabla 2.1 Matriz para un diseño 23  
 
 
Utilizando el programa estadístico Minitab, se puede generar fácilmente una matriz de diseño 
como  la mostrada  en  la  Tabla  2.1,  donde  las  columnas  StdORder  y  RunOrden muestran  el 
orden estándar y el orden en que se deben ejecutar los experimentos respectivamente. 
 
El orden que sigue este diseño se conoce como orden estándar u orden de Yates, y cada fila 
nos  indica el  tratamiento que  se dará a  la unidad experimental, es decir, en qué nivel debe 
estar  cada  factor  al  realizar  cada  experimento.  Así  pues,  el  quinto  experimento  (orden 
estándar 8) se realizará con los tres factores en el nivel alto. 
 
En el momento de realizar el experimento es muy  importante que el orden de ejecución sea 
aleatorio, y no se siga el orden estándar, ya que esta forma de experimentar es una protección 
frente a  las causas de variabilidad que no se pueden conocer o controlar.   Variables como  la 
destreza  del  personal,  la  eficiencia  del  equipo  usado,  el  tiempo  transcurrido  desde  la 
preparación  del  reactivo,  características  del  entorno,  etc.  pueden  influir  en  las  respuestas 
observadas. Por ejemplo: Se desea escoger el mejor método de ensamble de una pieza. Dos 
grupos de personas de diferentes  líneas de producción probarán  los métodos, un grupo con 
cada método. Se escogerá el método que haya llevado menos tiempo en realizarse. Puede ser 
que cada grupo tenga habilidades específicas por su trabajo normal en la línea de producción y 
estas  afecten  a  su  velocidad.  Si  no  se  aleatorizan  los  grupos  de  personas  el  tiempo  que 
observemos  para  cada  método  estará  influenciado  por  esta  variable  “desconocida”  y 
seguramente por otras más. 
 
 En caso de identificar alguna causa de variación que no pudiera considerarse como un factor 
de interés para el experimento pero que se pudiera categorizar y controlar (por ejemplo en un 
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experimento  agrícola,  las  huertas  de  diferentes  áreas  de  un  mismo  país)  se  recomienda  
informarse sobre otros tipos de diseños experimentales como  los  jerárquicos, splits‐plot, por 
bloques, etc. 
 
 
2.2.2.  Efectos de los factores 
 
 
El efecto de un factor se entiende como el cambio en la respuesta ocasionada por el cambio en 
el nivel del factor. Existen tres tipos de efectos: 
 
 Efecto  simple: En un mismo nivel de un  factor  (B)  se  comparan  los niveles del otro 
factor (A). 
 Efecto principal: Es  la magnitud del cambio en  la respuesta ocasionada por el cambio 
en el nivel del factor señalado. 
 Efecto interacción: como se ha dicho anteriormente se tiene una interacción cuando el 
cambio  en  la  respuesta  provocado  por  un  factor  depende  del  nivel  en  que  se 
encuentre otro factor diferente. 
 
Suponga que  tiene dos  factores  en  estudio  (A  y B)  cada uno  con dos niveles  cada uno,  las 
respuestas obtenidas pueden verse en la siguiente figura 
 
        
Fig. 2.5 Cube plot, ejemplo sin interacción. 
                 
Considere las siguientes diferencias: 
 
2020401 l                           2230522 l  
 
1l  mide la diferencia entre el nivel ‐1 y 1 de A cuando B esta en el nivel ‐1. Del mismo modo  2l  
mide  la diferencia entre  los niveles de A cuando B esta en nivel alto.    1l  y  2l  son  los efectos 
simples de A, con B a niveles bajo y alto respectivamente. 
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Los efectos principales de A y B se pueden calcular como la diferencia entre los promedios de 
las respuestas en cada nivel de cada factor. 
21
2
2030
2
4052                  11
2
2040
2
3052   
 
O bien, se puede considerar que los efectos principales son el promedio de los efectos simples. 
 
21
2
2220
2
21  ll  
 
Estas  diferencias  corresponden  a  realizar  las  sumas  y  restas  de  los  valores  observados 
siguiendo los signos de la matriz de diseño (contrastes) y dividirlas entre el número de signos 
iguales que haya. 
 
A  B  y 
‐1  ‐1  20 
1  ‐1  40 
‐1  1  30 
1  1  52 
Tabla 2.2 Matriz de diseño con respuestas para 22 
 
 
21
2
52304020                       11
2
52304020   
 
2 Ejemplo 1: Diseño factorial 23. Rendimiento promedio. 
 
Se tienen dos factores cuantitativos, T temperatura y C concentración, y un factor cualitativo K 
catalizador. En una planta piloto se realiza un diseño factorial 23 y se mide como respuesta el 
rendimiento promedio de dos repeticiones. 
 
Temperatura  Concentración Catalizador    
‐  +  ‐  +  ‐  + 
Rendimiento 
promedio 160  180  20  40  A  B 
T (ºC)  C (%)  K 
‐  ‐  ‐  60 
+  ‐  ‐  72 
‐  +  ‐  54 
+  +  ‐  68 
‐  ‐  +  52 
+  ‐  +  83 
‐  +  +  45 
+  +  +  80 
 
Tabla 2.3 Matriz de diseño para el ejemplo 1 
                                                          
2 Fuente: G.E. Box,  J. S. Hunter y W. G. Hunter. “Estadística para  investigadores. Diseño,  innovación y 
descubrimiento”. 
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Estas observaciones pueden representarse en un gráfico denominado cube plot. 
 
  
Fig. 2.6 Cube plot ejemplo 1 
 
 
           
 
Fig. 2.7 Efectos simples para los factores del ejemplo 1 
 
Cada una de  las aristas del cubo da  lugar a una comparación en  la que solamente se mueve 
uno de  los factores a  la vez mientras que  los otros dos factores permanecen al   mismo nivel. 
Estas diferencias son los efectos simples. A cada factor están asociadas cuatro comparaciones, 
una para cada una de  las combinaciones de  los  factores restantes. La media de estos cuatro 
valores es el efecto principal del factor. 
 
23
4
35311412 T  
 
El efecto principal es entonces  la diferencia entre dos medias,  la media de respuestas a nivel 
alto y la media de respuestas a nivel bajo.  
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Fig. 2.8 Representación geométrica de los contrastes correspondientes a los efectos principales 
 
 
2375,5275,75
4
54455260
4
68808372 T  
575,6675,61
4
72835260
4
68804554 C  
5,15,6365
4
68546072
4
45808352 K  
 
 
2.2.3  Interacciones: definición y cálculo del efecto. 
 
 
Se  dice  que  dos  factores  interaccionan  cuando  el  efecto  que  tiene  uno  de  ellos  sobre  la 
respuesta,  depende  del  nivel  en  el  que  se  encuentra  el  otro  factor.  En  otras  palabras,  dos 
factores interaccionan cuando tienen una influencia conjunta sobre la respuesta. 
 
Las  interacciones  resultan  más  difíciles  de  interpretar  que  los  efectos  principales,  pero  se 
pueden  entender  gráficamente.  Cada  punto  es  el  promedio  de  las  observaciones    en  cada 
condición  experimental.  La  figura  2.9  representa  la  gráfica  de  interacción  para  el  juego  de 
datos  de  la  figura  2.1.  Cuando  las  líneas  son  casi  paralelas  no  existe  interacción  entre  los 
factores.  
 
B
M
ea
n
1-1
55
50
45
40
35
30
25
20
A
-1
1
Interaction Plot (data means) for Y
  
Fig. 2.9 Gráfico de interacción no significativa 
 
En esta figura no existe interacción entre los dos factores, la forma en que cada factor  afecta a 
la respuesta es independiente del otro factor. 
Efecto simple 
de A en B-1 Efecto simple 
de B en A-1 
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Por  el  contrario  cuando  las  líneas  no  son  paralelas  o  incluso  se  cruzan,  existe  una  fuerte 
interacción entre los factores de interés. La figura 2.10 muestra el gráfico de interacción en el 
caso en que la interacción es significativa. La interacción se representa como AB. 
 
 
B
M
ea
n
1-1
50
40
30
20
10
A
-1
1
Interaction Plot (data means) for Y
  
Fig. 2.10 Gráfico de interacción significativa 
 
 
En  el  ejemplo  1,  los  factores  temperatura  y  catalizador  interaccionan.  La  diferencia  de  los 
efectos medios de la temperatura en los niveles alto y bajo del catalizador, dividida entre dos 
es el efecto de la interacción. 
 
Efecto simple de la temperatura con el catalizador a nivel alto: 
 
33
2
3531)( KT  
 
Efecto simple de la temperatura con el catalizador a nivel bajo: 
 
13
2
1412)( KT  
 
Efecto de la interacción temperatura‐catalizador: 
 
10
2
1333 TK  
 
Otra  forma de  calcular el efecto de  la  interacción es  calculando  la diferencia de  los efectos 
simples  (en  algunos  libros  llamados  efectos  medios)  del  otro  factor  involucrado  en  la 
interacción y dividirlo entre dos. En este caso se calcula con los efectos simples del catalizador 
a los dos niveles de la temperatura. 
 
5,11
2
1211)( TK
             
5,8
2
98)( TK
            
10
2
)5,8(5,11 TK
  
Igual  que  los  efectos  principales,  las  interacciones  pueden  representarse  gráficamente,  las 
interacciones TK, CK, y TC son el contraste entre dos planos diagonales. 
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Fig. 2.11 Representación gráfica de las interacciones de dos factores 
 
 
De  la misma forma que con  los efectos principales,  la  interacción se puede entender como  la 
diferencia entre dos medias. 
 
5,1
4
83724554
4
52608068 TC
 
10
4
72685245
4
83806054 TK
 
0
4
83526854
4
45807260 CK
  
En  la matriz de diseño se pueden agregar  las columnas correspondientes a  las  interacciones 
colocando el signo resultante de la multiplicación de los signos de los factores involucrados en 
la interacción. 
 
Factores  Interacciones 
Rendimiento 
promedio T   C  K  TC  TK  CK  TCK 
‐  ‐  ‐  +  +  +  ‐  60 
+  ‐  ‐  ‐  ‐  +  +  72 
‐  +  ‐  ‐  +  ‐  +  54 
+  +  ‐  +  ‐  ‐  ‐  68 
‐  ‐  +  +  ‐  ‐  +  52 
+  ‐  +  ‐  +  ‐  ‐  83 
‐  +  +  ‐  ‐  +  ‐  45 
+  +  +  +  +  +  +  80 
 
Tabla 2.4 Matriz de diseño de un experimento 23 con las columnas correspondientes a las interacciones 
 
 
El cálculo del efecto de  la  interacción se realiza sumando o restando  las observaciones según 
correspondan los signos de la columna de la interacción, de la misma forma que se calcula con 
los efectos principales. El conjunto de las 4 observaciones con el signo positivo forman uno de 
los  planos  diagonales  que  se  observan  en  las  figuras  2.11.  Las  cuatro  observaciones  con  el 
signo negativo son los vértices del otro plano. 
 
+
+
+
-
-- 
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En el caso de la interacción de tres factores el cálculo de su efecto en la respuesta se realiza de 
la misma  forma que con  las  interacciones de dos  factores y  los efectos principales, es decir, 
sumando o restando las respuestas obtenidas según corresponda la secuencia de signos de la 
matriz de diseño. 
 
5,0
4
45836860
4
80525472 TCK  
 
 
 
2.3. Diseños factoriales fraccionados 
 
 
Se  conocen  como  experimentos  fraccionados  los  diseños  en  los  que  el  número  de 
experimentos a realizar es una fracción del número total necesario con los diseños factoriales 
completos.  Si  se  tienen  3  factores,  un  diseño  factorial  necesitaría  23=8  experimentos,  en 
cambio un diseño fraccionado 23‐1 necesita solamente 4, la mitad del factorial, por esta razón 
se conoce como de media fracción. 
 
Algunos motivos por los que se prefiere utilizar los diseños factoriales fraccionados son: 
 
 El número de tratamientos necesarios excede los recursos disponibles. 
 Solo se requiere  información sobre  los efectos principales y  las  interacciones de bajo 
orden. 
 Se necesitan estudios exploratorios para muchos factores. 
 Se supone que solo unos cuantos factores son significativos. 
 
Como  se  ha  mencionado  anteriormente  los  recursos  experimentales  son  limitados  y  es 
necesario poder extraer la máxima información de cada uno. Conforme aumenta el número de 
factores en el experimento, se incrementa el número de unidades experimentales requeridas. 
Considere el caso de  los diseños 2k que  requieren 2k experimentos. Si  se experimenta con 2 
factores  solo  son  necesarios  22  =4  experimentos.  En  cambio  si  se  tienen  5  factores  serán 
necesarios 25 = 32, un incremento considerable. Los diseños factoriales fraccionados son útiles 
en este sentido ya que tienen la misma potencia que los diseños factoriales pero con la ventaja 
de que no necesitan tantas unidades experimentales. 
 
Este tipo de diseño es útil cuando  se requiere analizar solamente los efectos principales y las 
interacciones de pocos  factores  ya que  cuando hay muchos  factores  los  efectos principales 
están  confundidos  con  las  interacciones de orden  superior. Por esta misma  razón  son útiles 
para experimentar con un gran número de factores. 
 
Suponga  que  se  desea  estudiar  siete  factores,  en  un  diseño  factorial  27  se  requieren  128 
experimentos,  y  con  estos  es  posible  extraer  información  de  7  efectos  principales,    21 
interacciones  dobles,  35  triples  y  63  interacciones  desde  cuatro  hasta  siete  factores.  En  la 
práctica  general  los  efectos  de  las  interacciones  dobles  son más  pequeños  que  los  efectos 
principales,  los efectos de  las  interacciones  triples  son más pequeños que  los efectos de  las 
interacciones dobles y así sucesivamente. Por lo que llega un punto en el que los efectos de las 
interacciones de orden superior pueden considerarse despreciables, una interacción de varios 
factores es poco probable que sea significativa. Por otro  lado, si el  investigador sabe a priori 
que las interacciones de alto orden son despreciables, el diseño factorial completo tiene cierto 
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grado de redundancia, y con el experimento fraccionado se pueden obtener  las  interacciones 
de orden superior confundidas con otros efectos, por una fracción del diseño completo. 
 
La forma de reducir el número de experimentos es confundiendo  los factores, es decir, no se 
puede  saber  si el efecto en  la  respuesta  se debe a uno o a otro. Por ejemplo, un  velocista 
realiza un experimento considerando  los factores zapatos deportivos y consumo de café, y  la 
respuesta de  interés es el tiempo que tarda en una prueba. En el primer experimento utiliza 
los zapatos marca A y se toma una taza de café, obtiene una marca de 2.5 min. En el siguiente 
experimento utiliza los zapatos marca B y no toma café, realiza un tiempo de 3min. ¿A qué se 
debe que el primer tiempo sea menor, a los zapatos o al café? Estos son efectos confundidos. 
 
 
2.3.1. Diseños de media fracción 
 
 
Estos  diseños  se  representan  como  2k‐1,  involucran  k  factores,  cada  uno  a  dos  niveles  y 
requieren  2k‐1  experimentos.  Se  llaman  fracción  un  medio  porque  requieren  solamente  la 
mitad de los experimentos que en un diseño completo ½ 2k  =  2k‐1.  
 
Para construir diseños de fracción ½ se escribe  la matriz de diseño correspondiente al diseño 
completo de 2k y se completa la columna para el último factor con los signos de la interacción 
de  todos  los  otros  factores.  En  el  siguiente  ejemplo  las  columnas  de  los  factores  A  y  B 
corresponden a las columnas de la matriz de diseño completa de un 22 y la columna de niveles 
para el factor C corresponde a la interacción C=AB, en el primer renglón (‐1) (‐1) = 1.  
 
En  la  matriz  de  diseño  los  factores  confundidos  son  aquellos  cuyas  columnas  tienen 
exactamente la misma secuencia de signos. 
 
Factores  Interacciones 
A  B  C  AB  AC  BC  ABC 
‐1  ‐1  1  1  ‐1  ‐1  1 
1  ‐1  ‐1  ‐1  ‐1  1  1 
‐1  1  ‐1  ‐1  1  ‐1  1 
1  1  1  1  1  1  1 
 
Tabla 2.5 Matriz de diseño con interacciones para un 23‐1 
 
 
 
2.3.2.  Relación de definición y generador 
 
 
En el diseño fraccionado 23‐1  se pierde la capacidad de estimar la interacción triple, además los 
efectos principales  y  las  interacciones dobles  se  confunden. Como  se puede observar  en  la 
tabla 2.10 el efecto del factor A esta confundido con el efecto de  la  interacción BC, el efecto 
del factor B está confundido con la interacción AC y el efecto del factor C con la interacción AB.  
En el momento de interpretar los resultados no es posible saber si el cambio en la respuesta se 
debe al efecto principal o a  la  interacción. Dos efectos estimados por  la misma secuencia de 
signos se conocen como alias. 
Capítulo 2                                                            Diseño de experimentos como herramienta para la mejora 
 
 
21 
 
La  interacción  triple ABC  tiene una columna de  signos positivos, es decir  la  identidad  I. Esta 
información  sirve para  identificar qué  factores están  confundidos  a  través de  la  relación de 
definición:   ABC=I   .  Se dice que C=AB es el generador porque la columna correspondiente al 
factor C se ha creado a partir de  la multiplicación de  las columnas de  los  factores A y B. Un 
diseño alternativo es igualar el último factor con la interacción de más alto nivel pero con signo 
contrario C= ‐AB. En este caso se obtiene una matriz simétrica a la mostrada. Esta matriz sirve 
si  se  desea  completar  los  experimentos  para  obtener  el  diseño  factorial  completo,  en  este 
segundo caso la columna ABC estará formada por signos negativos. 
 
Si se desea saber qué factores están confundidos se utiliza la relación de definición I=ABC y se 
consideran las propiedades IX=X y  XX=I (X es cualquier factor). Por lo que: 
 
A =A *I 
            = A *ABC 
          = AA*BC 
      = I*BC 
   = BC 
 
El efecto del factor A esta confundido con el efecto de la interacción BC. El generador utilizado 
en este caso es C=AB y la estructura de alias completa es: I=ABC , A=BC , B=AC,  C=AB. 
 
Si  se  construye  un  diseño  con  5  factores  (25‐1)  habría  que  utilizar  la  relación  de  definición 
E=ABCD, se necesitarían 16 experimentos y la estructura de alias sería: 
   
Efectos 
principales  Alias 
Interacciones 
de dos factores  Alias 
A  BCDE  AB  CDE 
B  ACDE  AC  BDE 
C  ABDE  AD  BCE 
D  ABCE  AE  BCD 
E  ABCD  BC  ADE 
      BD  ACE 
      BE  ACD 
      CD  ABE 
      CE  ABD 
      DE  ABC 
 
Tabla 2.6 Estructura de alias para un experimento 25‐1 
 
 
2.3.3. Resolución 
 
 
La matriz de diseño mostrada  en  la  tabla 2.5  corresponde  a un diseño  132 III ,    es un diseño 
factorial  fraccionado,  realizado  con  3  factores  y  1  solo  generador,  con  resolución  III.  La 
resolución se utiliza para saber cómo están formadas las confusiones.  
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Un diseño  tiene  resolución R  si el efecto que  contiene p  factores está  confundido  con otro 
efecto que contenga  R‐p factores.  En el caso de la tabla 2.5 la resolución es R= 3, así que los 
efectos principales (de p=1 factor) están confusos con  los efectos de las interacciones dobles 
(3‐1=2 factores). 
 
Los diseños más comunes son los de resolución III, IV y V. 
 
Resolución  III.‐ ningún efecto principal se confunde con otro efecto principal, pero sí con  las 
interacciones de dos factores y estas entre sí.   
 
Resolución  IV.‐    ningún  efecto  principal  se  confunde  con  otro  efecto  principal  o  con 
interacciones dobles, pero las interacciones dobles si se confunden entre sí. 
 
Resolución V.‐ ningún efecto principal se confunde con otro efecto principal o  interacción de 
dos factores, las interacciones de dos factores tampoco se confunden con interacciones de dos 
factores, pero sí con las de tres factores. 
 
 
 
2.3.4.   Análisis de diseños 2k‐1 
 
 
Por lo regular no se realizan réplicas con los diseños fraccionados ya que lo que se pretende al 
utilizarlos es ahorrarse unidades experimentales. El costo de este ahorro es que no se dispone 
de una estimación directa del error experimental para evaluar  la significación de  los efectos. 
Dicho  con  otras  palabras,  no  hay  suficientes  grados  de  libertad  para  realizar  pruebas  de 
significación de los efectos, como las realizadas en la tabla ANOVA con el diseño completo. Al 
no poder realizar pruebas estadísticas se  identifican  los efectos significativos utilizando otros 
métodos como son el papel probabilístico normal y el método de Lenth. 
 
 
3 Ejemplo 2: Archivadores de aluminio 
 
Una  fábrica  de  archivadores  de  aluminio  con  recubrimiento  de  un  polímero  plástico  ha 
identificado cinco factores en el proceso que posiblemente afecten la adhesión. Estos son: tipo 
de aleación de aluminio (A),  solvente usado para limpiar el aluminio (S), estructura molecular 
del polímero (M), porcentaje de catalítico usado en el proceso de adhesión (C) y  temperatura 
de curado del proceso (T).   Cada factor a dos niveles. Cada uno de  los factores se estudia en 
dos niveles; dos tipos de aleación de aluminio (tipo 1 y tipo 2), dos solventes diferentes (s1 y 
s2),  dos estructuras moleculares para el polímero, 10% y 15% de catalizador y 150º y 175º de 
temperatura.  La  respuesta  observada  es  la  fuerza  necesaria  para  remover  el  recubrimiento 
plástico. 
 
Se decide realizar un diseño  152 V  preliminar para: 
  identificar  los  efectos  principales  y  efectos  de  interacciones  de  dos  factores  que 
fueran importantes en el proceso,  
                                                          
3  Fuente:  R. O. Kuehl. “Diseño de experimentos. Principios estadísticos de diseño y análisis de 
investigación” 
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 intentar reducir el número de unidades experimentales y el tiempo requerido,  
 de la información obtenida, se podría identificar la necesidad de alterar los niveles de 
experimentación de algunos factores, o eliminar los factores no significativos.  
 
Al ser un diseño de  resolución R=5,  los efectos principales p=1 son alias de  interacciones de 
cuatro factores (R‐p=4) y  las  interacciones de dos factores son alias de  las  interacciones de 3 
factores (5‐2=3). 
 
 
Diseño  Interacciones    
A  S  M  C  T  AS  AM  AC  AT  SM SC ST MC  MT  CT  Fuerza 
‐  ‐  ‐  ‐  +  +  +  +  ‐  +  +  ‐  +  ‐  ‐  41,5 
+  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐  +  +  +  +  +  +  39,6 
‐  +  ‐  ‐  ‐  ‐  +  +  +  ‐  ‐  ‐  +  +  +  43,9 
+  +  ‐  ‐  +  +  ‐  ‐  +  ‐  ‐  +  +  ‐  ‐  38,8 
‐  ‐  +  ‐  ‐  +  ‐  +  +  ‐  +  +  ‐  ‐  +  48,7 
+  ‐  +  ‐  +  ‐  +  ‐  +  ‐  +  ‐  ‐  +  ‐  52 
‐  +  +  ‐  +  ‐  ‐  +  ‐  +  ‐  +  ‐  +  ‐  55,8 
+  +  +  ‐  ‐  +  +  ‐  ‐  +  ‐  ‐  ‐  ‐  +  43,2 
‐  ‐  ‐  +  ‐  +  +  ‐  +  +  ‐  +  ‐  +  ‐  39,5 
+  ‐  ‐  +  +  ‐  ‐  +  +  +  ‐  ‐  ‐  ‐  +  42,6 
‐  +  ‐  +  +  ‐  +  ‐  ‐  ‐  +  +  ‐  ‐  +  44 
+  +  ‐  +  ‐  +  ‐  +  ‐  ‐  +  ‐  ‐  +  ‐  33,8 
‐  ‐  +  +  +  +  ‐  ‐  ‐  ‐  ‐  ‐  +  +  +  53,6 
+  ‐  +  +  ‐  ‐  +  +  ‐  ‐  ‐  +  +  ‐  ‐  48,1 
‐  +  +  +  ‐  ‐  ‐  ‐  +  +  +  ‐  +  ‐  ‐  51,3 
+  +  +  +  +  +  +  +  +  +  +  +  +  +  +  48,7 
 
Tabla 2.7 Matriz de diseño 25‐1 con observaciones 
 
 
El efecto de un factor en un diseño factorial fraccionado  se estima como: 
 
N
lAB AB )(2... ...  
 
Donde  ...ABl  es el  contraste del  factor o  interacción  cuyo efecto  se desea  calcular  y N es el 
número total de observaciones. 
 
La suma de cuadrados para el diseño 2k‐1 es: 
 
2
...1 )(2
1... ABk lAB   
 
 
En el ejemplo, para calcular el efecto del factor  M, se realizaría: 
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16
)7,483,511,486,538,33446,425,392,438,55527,488,389,436,395,41(2 M
71,9
16
)7,77(2 M  
 
La siguiente tabla muestra las estimaciones de los efectos principales e interacciones. 
 
Efecto Estimación  Cuantil 
normal 
A  ‐3,94  ‐1,74 
AS  ‐3,69  ‐1,24 
S  ‐0,76  ‐0,94 
SC  ‐0,74  ‐0,71 
AM  ‐0,41  ‐0,51 
C  ‐0,24  ‐0,33 
SM  ‐0,09  ‐0,16 
AC  0,14  0 
ST  0,16  0,16 
CT  0,44  0,33 
AT  0,74  0,61 
MC  0,74  0,61 
MT  1,09  0,94 
T  3,61  1,24 
M  9,71  1,74 
 
Tabla 2.8 Efectos principales del ejemplo de archivadores de aluminio 
 
Se tienen 16 observaciones y por lo tanto 16 grados de libertad de los cuales se utilizan 15 para 
calcular los efectos (cinco efectos principales y diez interacciones de dos factores) y uno para la 
media general. Se han utilizado los 16 grados de libertad disponibles así que no quedan grados 
de  libertad  para  el  error  experimental  por  lo  que  no  es  posible  realizar  un  análisis  de  la 
varianza  como en el ejemplo mostrado en el apartado de diseños  factoriales  completos. En 
este  caso, una  forma de estimar qué  factores  son  significativos es  a  través de  la  gráfica de 
probabilidad normal.  
 
 
 
2.4.  Gráfica de probabilidad normal 
 
 
Se parte del principio que las observaciones siguen una distribución normal con varianza  2  y 
los efectos calculados a partir de ellas también seguirán una distribución normal con media 0 y 
varianza  2   cuando  los  factores  no  tienen  influencia  sobre  la  respuesta.  En  la  gráfica  de 
probabilidad normal los efectos de los factores inertes seguirán una línea recta, todos cercanos 
al cero. Los efectos que  se   separaren   de dicha  línea no se pueden explicar como variación 
aleatoria por lo que podrían ser significativos. 
 
En  la  figura 2.13  se muestra que  los efectos de  la aleación de aluminio  (A),  temperatura de 
curado (T) y estructura molecular del polímero (M) son significativamente diferentes de cero, 
así como la interacción de la aleación de aluminio y  el solvente (AS). 
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Los efectos estimados positivos indican que el nivel alto del factor incrementa la respuesta, así 
que tanto el nivel alto de la estructura molecular del polímero como la temperatura de curado 
a 175º  incrementan la fuerza de adhesión. Por otro lado la estimación negativa del efecto de 
la aleación de aluminio sugiere que el nivel bajo de  la aleación de aluminio  (tipo 1) produce 
una adhesión más fuerte. En este caso se ha de considerar que la interacción entre la aleación 
de aluminio y el tipo de solvente es significativa, lo que puede alterar las conclusiones respecto 
al tipo de aleación. 
 
 
Fig. 2. 12 Gráfico de probabilidad normal 
 
 La  figura  2.12 muestra  los  gráficos  de  interacción  para AS.  Para  realizarlo  se  requieren  las 
medias de las interacciones de los factores relacionados. 
 
A  S  Media
‐  ‐  45,8 
+  ‐  45,6 
‐  +  48,8 
+  +  41,1 
 
Tabla 2.9 Medias de los tratamientos involucrados en la interacción AS 
 
 
El efecto de A cuando S esta a nivel bajo (s1) es 45,8 ‐ 45,6 = 0,02 y cuando S está a nivel alto 
(s2) es 48,8 ‐ 41,1 = 7,7.  
 
La máxima adhesión se encuentra utilizando la aleación de aluminio tipo 1 y el solvente S2, sin 
embargo  el  solvente  S1  es  menos  sensible  al  tipo  de  aleación  de  aluminio  que  se  esté 
utilizando, ya que la diferencia entre las dos aleaciones con el solvente 1 es mucho menor que 
con el solvente 2. 
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Fig. 2.13 Gráficos de la interacción AS 
 
 
Un  método  alternativo  para  identificar  los  factores  significativos  es  a  través  del  método 
propuesto por Lenth  
 
 
 
2.5. Método de Lenth 
 
 
El método de Lenth es una alternativa para el análisis formal de diseños factoriales sin réplicas. 
Sean  mkkk ,...,, 21 los contrastes de  interés y  mccc ,...,, 21 sus estimaciones. Las distribuciones 
muestrales de las  ic  son aproximadamente normales con posibles medias diferentes  ik  y con 
igual varianzas iguales  2 , es decir  ),( 2ikN .  
 
Sea: 
jj
cmedianas *5.10   
 
El pseudo error estándar  (PSE) del contraste es: 
 
j
sc
cmedianaPSE
j 05.2
*5.1

  
 
La diferencia entre ambas formulas es que el PSE utiliza solo  los estimadores que cumplen  la 
condición 05.2 sc j  .  El  PSE  es  un  buen  estimador  de  2 ,  la    justificación  a  esta  afirmación 
puede consultarse en el artículo de R. V. Lenth publicado en Technometrics. 
 
El margen de error para  ic  con 95% de confianza es: 
PSEtME d *,975.0  
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Se puede construir un  intervalo del 95% de confianza para ik  utilizando MEci  . Para evitar 
falsas conclusiones se define el margen de error simultáneo (SME) 
 
PSEtSME d *,  
Donde    2/)95.01( /1 m  
 
El contraste que se extienda más allá de  SME  es claramente activo, si no alcanza el valor 
ME  considera  inactivo, y si está en  la zona entre ambos valores no se tiene  la certeza ya 
que podría ser activo o inactivo. 
 
 
 
2.6.  Análisis de la varianza en diseños sin grados de libertad 
 
 
La forma de solventar  la falta de grados de  libertad para realizar un análisis de  la varianza es 
incluir en el análisis únicamente aquellos factores que aparecen significativos en  la gráfica de 
probabilidad  normal.  Se  unen  las  sumas  de  cuadrados  de  los  efectos  que  parecen 
despreciables  y  con  esto  se  forma  la  suma  de  cuadrados  del  error  para  estimar  el  error 
experimental.  
 
Fuente de 
variación 
Grados de 
libertad 
Suma de 
Cuadrados 
Cuadrado 
medio  F 
Factor A  1  62,02  62,02  44,11 
Factor M  1  377,33  377,33  268,36 
Factor T  1  52,2  52,2  37,12 
Factor S  1  2,33  2,33  1,77 
Interacción 
AS  1 
54,39  54,39 
38,68 
Error  10  13,14  1,31    
Total  15  561,41       
 
Tabla 2.10 ANOVA solo con los factores significativos 
 
 
La  regla de decisión para aceptar o  rechazar  la hipótesis nula que el  factor no  tiene ningún 
efecto sobre la respuesta ( 0:0 H ) es: rechazar Ho si F calculada > F de tablas, entonces el 
efecto es significativo. Las pruebas de hipótesis normalmente se realizan con  05,0  
 
Para los factores A, M, T S y la interacción AS, la  F de tablas es  10,1,05.0F = 4,54. La interacción 
AS, y los factores A, M y T son significativos.  Únicamente en el caso del factor S la F de tablas 
es mayor a la F calculada, F = 1,77 por lo que podemos decir que este efecto no es significativo 
y  se  puede  agregar  a  la  suma  de  cuadrado  del  error  como  se  hizo  antes  con  el  resto  de 
interacciones SCE = SC(error) + SCS = 13.14 + 2,33 = 15,47. A partir de aquí una estimación de 
la varianza del error experimental es  41,111/47,152 s  . 
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Esta estimación no es  la  legítima estimación de  2 que se obtendría en un experimento con 
réplicas,  por  lo  que  cualquier  prueba  de  significancia  es  cuestionable  cuando  se  usan  los 
métodos anteriores. 
 
 
 
2.7.   Diseños de fracción un cuarto 2k‐2 
 
 
También  es  posible  realizar  un  diseño  utilizando  únicamente  una  cuarta  parte  de  los 
experimentos necesarios en un diseño factorial completo 2k. Este tipo de diseños se designan 
como  factorial  fraccionado de un  cuarto de  fracción  ya que ¼ 2k =   2k‐2.  Si  se  construye un 
diseño factorial completo con seis factores serían necesarios 64 experimentos, en cambio con 
los diseños de fracción un cuarto solo se requieren 16. 
 
Para  crear  este  tipo de  diseños  se  requieren dos  generadores.  Por  ejemplo,  en  caso de  un 
diseño 26‐2 serían E=ABC y F=ABD.  
 
 
   A  B  C  D  E=ABC  F=ABD
1  ‐  ‐  ‐  ‐  ‐  ‐ 
2  +  ‐  ‐  ‐  +  ‐ 
3  ‐  +  ‐  ‐  +  + 
4  +  +  ‐  ‐  ‐  + 
5  ‐  ‐  +  ‐  +  + 
6  +  ‐  +  ‐  ‐  + 
7  ‐  +  +  ‐  ‐  ‐ 
8  +  +  +  ‐  +  ‐ 
9  ‐  ‐  ‐  +  ‐  + 
10  +  ‐  ‐  +  +  + 
11  ‐  +  ‐  +  +  ‐ 
12  +  +  ‐  +  ‐  ‐ 
13  ‐  ‐  +  +  +  ‐ 
14  +  ‐  +  +  ‐  ‐ 
15  ‐  +  +  +  ‐  + 
16  +  +  +  +  +  + 
 
Tabla 2.11 Matriz de diseño 26‐2. 
 
 
 
Los contrastes de definición son: 
 
I= ABCE =ABDF = CDEF 
 
 
Ya que cada uno tiene cuatro letras, la resolución del diseño es IV. Lo que quiere decir que los 
efectos principales  (p=1, R=4) estarán confundidos con  las  interacciones de  tres  factores,  las 
interacciones de dos factores estarán confundidas con otras interacciones de dos factores. La 
estructura de alias completa se muestra en la tabla 2.12. 
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Efecto  ABCE  ABDF  CDEF 
A  BDE  BCF  ACDEF 
B  ADE  ACF  BCDEF 
C  ABCDE  ABF  DEF 
D  ABE  ABCDF  CEF 
E  ABD  ABCEF  CDF 
F  ABDEF  ABC  CDE 
AB  DE  CF  ABCDEF 
AC  BCDE  BF  ADEF 
AD  BE  BCDF  ACEF 
AE  BD  BCEF  ACDF 
BC  ACDE  AF  BDEF 
CD  ABCE  ABDF  EF 
CE  ABCD  ABEF  DF 
ACD  BCE  BDF  AEF 
ACE  BCD  BEF  ADF 
 
Tabla 2.12 Estructura de alias completa para diseño 26‐2 
 
 
En general una fracción 1/2p de un diseño 2k se denomina como factorial fraccionado de 2k‐p. 
Requerirá p generadores  y cada efecto tendrá 2p‐1 alias.  En el caso del 26‐2 se tienen 22‐1= 3 
alias para cada efecto. 
 
El análisis de este tipo de diseño es como el explicado para los diseños factoriales de fracción 
un medio. 
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3.  Diseños robustos  
 
 
 
Los diseños  factoriales  fraccionados se usan ampliamente en  la manufactura para mejorar  la 
calidad del producto. Cualquier producto o proceso es como una caja negra en  la que entran 
factores  que  afectan  a  la  respuesta  de  salida.  Algunos  de  estos  factores  pueden  ser 
identificados y controlados, otros no pueden ser controlados y otros más ni siquiera pueden 
ser  identificados. Aun así,  todos ellos afectan a  la  respuesta e  introducen  variabilidad en el 
proceso. Intentar eliminar o controlar algunos de estos factores es poco menos que imposible. 
 
Por  lo  regular el enfoque que  se maneja con  los diseños de experimentos es que al  final  se 
pueda encontrar una combinación de factores en los que la media de la respuesta sea la más 
alta. Sin embargo, en  la manufactura,  la combinación de factores buscada puede ser   aquella 
que minimice o maximice la respuesta, o bien, aquella combinación que aproxime la media de 
la respuesta a un valor nominal preestablecido. 
 
Genichi Taguchi es el pionero del diseño de parámetros. La idea central de su metodología es  
reducir  la variabilidad del   o proceso a  través de  identificar  los  factores  controlables que  lo 
hacen más robusto, es decir, aquellos que hacen al producto más insensible a los cambios de 
los factores que no se pueden controlar. 
 
G.  Taguchi,  vio  la  oportunidad  de  analizar  las  interacciones  entre  los  factores  de  control  
(controlables)  y  ruido  (no  controlables)  para  controlar  la  variabilidad.  Es  muy  importante 
entender  la  interacción entre estos dos tipos de factores, ya que en condiciones normales es 
muy difícil  controlar  los  factores de  ruido  y  es mucho más  sencillo modificar  los niveles de 
producción de los factores de control para hacer el producto o proceso lo menos sensible a los 
cambios que no  se pueden  controlar. Un proceso o producto  robusto es  aquel que es más 
insensible a la variación de factores externos. 
 
 
 
3.1.   Importancia de la variabilidad 
 
 
En  todo  proceso  se  busca  obtener  una  respuesta  que  sea  la más  alta  posible,  la más  baja 
posible  o  bien,  la más  cercana  a  un  valor  establecido.  Tomar  decisiones  de  los  diseños  de 
experimentos solo tomando en cuenta  la media, no es del todo correcto. 
 
En una fábrica en la que el proceso está totalmente centrado al valor nominal deseado, pero la 
variabilidad con  la que se produce es muy grande, seguramente gran parte de  la producción 
estará fuera de las especificaciones de los clientes. De poco serviría producir perfectamente 10 
productos  si  otros  50  están  fuera  de  especificación.  No  representa  una  mejora  acercar  la 
media al valor objetivo si para conseguirlo se aumenta la variabilidad. 
 
Las respuestas observadas en un experimento varían de un experimento a otro. Parte de esta 
variabilidad  se  debe  al  cambio  de  nivel  de  los  factores,  otra  parte  se  debe  a  la  variación 
aleatoria del proceso. Aunque se experimentara en exactamente la mismas condiciones no se 
obtendrían  las mismas respuestas debido a  la aleatoriedad  inherente al proceso. Reduciendo 
la  variabilidad  del  proceso  se  puede  tener  un  mejor  control  sobre  él  y  reducir  costos 
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relacionados. Costos como el material desperdiciado, el tiempo de entrega necesario,  los re‐
trabajos e  inspecciones, etc. y costos para  los usuarios como costos por mal funcionamiento, 
garantías etc. 
 
 
 
3.2.  Factores de control y factores de ruido 
 
 
La fuente de variabilidad puede  identificarse y separarse en causas conocidas (controlables o 
no)  y  desconocidas. Utilizar  un  orden  aleatorio  en  la  secuencia  de  experimentos  realizados 
puede proteger de las causas desconocidas de variabilidad. Para tratar la variabilidad atribuida 
a causas conocidas existen diferentes tipos de diseños de experimentos, experimentación por 
bloques,  split‐plot  y  otros  que  nos  permite  asignar  la  variabilidad  no  controlable  a  algo 
conocido. 
 
Taguchi  separa  los  factores  involucrados  en  un  experimento  en  dos  clases:  parámetros,  o 
factores de control, y factores de ruido. Parámetros son  los factores controlables, aquellos en 
los que se pueden definir y controlar  los niveles en  los que se trabaja. Factores de ruido son 
aquellos  factores que no se pueden controlar en condiciones normales de producción o uso 
pero si  de experimentación, ejemplos de estos son los factores ambientales y los factores que 
manipulan los usuarios del producto (temperatura a la que se calienta una pizza congelada, el 
tiempo que pasa en el horno, etc.).  
 
Corregir  la  variación  provocada  por  los  factores  de  ruido  cambiando  en  nivel  en  el  que  se 
encuentra  es  costoso  y difícil precisamente porque  el  fabricante no puede  controlarlos. Un 
ejemplo claro son las condiciones ambientales: solo instalando un equipo sofisticado se podría 
controlar  la humedad en una habitación. Sin embargo, es posible cambiar  las condiciones de 
los  factores  de  control  para  obtener  un  resultado  diferente.  Este  cambio  conlleva  menos 
esfuerzo  que  el  necesario  para  cambiar  el  nivel  en  los  factores  de  ruido.  Ambos  tipos  de 
factores  influyen en el  resultado obtenido, por  lo que es  importante encontrar, entender  y 
tomar medidas sobre las interacciones que existen entre ellos para identificar los niveles de los 
factores de control en los que la respuesta es menos afectada por los cambios de los factores 
de ruido. 
 
 A  través  de  los  diseños  de  experimentos  es  posible  identificar  la  combinación  de  factores 
menos sensible a  los cambios en  los factores de ruido. Esta combinación permite obtener un 
producto o proceso  robusto. En este caso no se pretende encontrar  la  respuesta más alta o 
más baja sino la que tenga la menor variabilidad. 
 
4 Ejemplo 3: Detergente  
 
Se sabía que los factores que afectaban a la capacidad de limpieza de un detergente industrial 
eran la temperatura T, la dureza H del agua de lavado y la concentración R de detergente en el 
agua. El fabricante sabía que en el uso de los niveles de T, H y R utilizados por el cliente podían 
variar  considerablemente.  Por  lo  tanto  se  realizó  un  estudio  para  descubrir  si  se  podían 
                                                          
4 Fuente: G.E. Box,  J. S. Hunter y W. G. Hunter. “Estadística para  investigadores. Diseño,  innovación y 
descubrimiento”. 
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encontrar  unas  condiciones  de  fabricación  que  llevaran  a  un  producto  insensible  a  tales 
cambios de los factores ambientales. 
 
El equipo  investigador pensó que esto se podía conseguir haciendo cambios en alguno de  los 
cuatro factores de proceso –o en todos‐ , llamados aquí A, B, C y D. Los factores A y B eran las 
cantidades de dos de los ingredientes del detergente, C y D eran modificaciones en el proceso 
de  fabricación.  Por  consiguiente  A,  B,  C  y  D  eran  factores  de  diseño  bajo  el  control  del 
fabricante y T, H y R eran factores ambientales que, en condiciones normales, no están bajo el 
control del fabricante. 
 
Existen tres sugerencias para analizar los factores control y ruido. 
 
1. No considerar los factores de ruido en la experimentación, pero realizar réplicas en las 
condiciones más cercanas a las reales. 
 
2. Matriz  única.‐    Identificar  los  factores  de  ruido  antes  del  diseño  del  experimento  e 
incluirlos en el diseño. De esta forma se evalúan las interacciones entre los factores de 
control y de ruido y se consideran los  niveles de los factores de control que minimizan 
el efecto de los factores de ruido. Si se tienen 4 factores de control y 2 de ruido, todos 
a dos niveles, se realizará un diseño 26 o algún diseño factorial fraccionado. 
 
3. Matriz producto.‐   se selecciona un diseño experimental para  los  factores de control 
(matriz  interna)  y  otro  diseño  independiente  para  los  factores  de  ruido  (matriz 
externa),  se  cruzan  ambos  diseños  y  para  cada  condición  de  la  matriz  interna  se 
experimenta con todas las combinaciones de los factores de ruido. 
 
El enfoque de la matriz producto fue propuesto por Taguchi. Una de sus características es que 
con este enfoque no existe confusión entre los factores de control y ruido.  
 
Wu y Hamada proporcionan el siguiente orden de importancia (descendente) para los efectos 
de los factores, que podría ser utilizado en caso de duda al planear el experimento. 
 
1. Interacciones  control‐ruido,  efectos  principales  de  factores  de  control,  efectos 
principales de factores de ruido. 
 
2. Interacciones control‐control, interacciones control‐control‐ruido 
 
3. Interacciones ruido‐ruido 
 
 
 
3.4.   Estrategia de análisis 1: Matriz Única 
 
 
Este método de análisis consiste en tratar los factores de ruido  y  los efectos de control de la 
misma manera, incluyéndolos todos en una misma matriz de diseño. De esta forma es posible 
calcular  los  efectos  de  todos  los  factores  involucrados    así  como  las  interacciones  que  nos 
interesen y realizar análisis gráficos de estas. 
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5Ejemplo 4: Tasa de filtración.  
 
Un producto químico se produce en un recipiente a presión. Se  lleva a cabo un experimento 
factorial  42  en  la planta piloto para estudiar  los factores que  influyen en  la tasa de filtración 
del producto. Los  factores son:  temperatura  (A), presión  (B), concentración de  formaldehido 
(C), y velocidad de agitación    (D). La  temperatura  se considera un  factor de  ruido ya que es 
difícil controlarla a lo largo de todo el proceso. Cada factor se presenta a dos niveles. Interesa 
maximizar el grado de filtración y se sabe que las condiciones del proceso actual dan una tasa 
de filtración alrededor de75 gal/h. La matriz de diseño y las respuestas obtenidas se muestran 
en la siguiente tabla.  
 
 
   Ruido Factores de control  Grado de 
filtrado 
(gal/h) 
No. 
Experimento  A  B  C  D 
1  ‐  ‐  ‐  ‐  45 
2  +  ‐  ‐  ‐  71 
3  ‐  +  ‐  ‐  48 
4  +  +  ‐  ‐  65 
5  ‐  ‐  +  ‐  68 
6  +  ‐  +  ‐  60 
7  ‐  +  +  ‐  80 
8  +  +  +  ‐  65 
9  ‐  ‐  ‐  +  43 
10  +  ‐  ‐  +  100 
11  ‐  +  ‐  +  45 
12  +  +  ‐  +  104 
13  ‐  ‐  +  +  75 
14  +  ‐  +  +  86 
15  ‐  +  +  +  70 
16  +  +  +  +  96 
 
Tabla 3.1 Matriz única con observaciones  (3 factores de control y 1 de ruido) 
 
 
Se puede observar que  se ha  incluido  el  factor de  ruido dentro de  la matriz de diseño  del 
experimento, de esta forma es posible analizar las interacciones entre todos los factores. Si se 
tuvieran más factores de ruido también se podrían estudiar las interacciones entre ellos. Este 
enfoque no es posible con la matriz producto. 
 
La matriz de diseño se muestra en el orden estándar. Si se utiliza un modelo completo para 
calcular los efectos principales y todas las interacciones posibles,  no existen grados de libertad 
suficientes  para  realizar  pruebas  de  hipótesis.  Por  esta  razón,  en  este  ejemplo  se  utiliza  el 
método propuesto por Russell V. Lenth para identificar los factores significativos.  Si se desea, 
se puede programar este método en R o bien, utilizar Minitab ya que las gráficas sobre papel 
probabilístico normal para identificar los efectos significativos que se pueden obtener con este 
programa, utilizan este método.   
                                                          
5 Fuente: D.C. Montgomery “Design and analysis of experiments”. 
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Utilizando el método de Lenth en el ejemplo de la tasa de filtración tenemos que los efectos de 
todos los factores son: 
 
Contraste  Coeficiente Efecto
(Intercept)  70,0625   
A1  10,8125 21,625
B1  1,5625 3,125
C1  4,9375 9,875
D1  7,3125 14,625
A1:B1  0,0625 0,125
A1:C1  ‐9,0625 ‐18,125
B1:C1  1,1875 2,375
A1:D1  8,3125 16,625
B1:D1  ‐0,1875 ‐0,375
C1:D1  ‐0,5625 ‐1,125
A1:B1:C1  0,9375 1,875
A1:B1:D1  2,0625 4,125
A1:C1:D1  ‐0,8125 ‐1,625
B1:C1:D1  ‐1,3125 ‐2,625
A1:B1:C1:D1 0,6875 1,375
 
Tabla 3.2 Efectos en el ejemplo de la tasa de filtración 
 
La mediana de todos los efectos en valor absoluto es: 2,625 de aquí se obtienen  9375,30 s . 
El pseudo error estándar  625,2PSE     , el margen de error  7477,6ME  y el margen de 
error simultáneo  6989,13SME . Se consideran significativos todos aquellos contrastes cuyo 
efecto sobrepasa (en valor absoluto) el margen de error. En este ejemplo son significativos los 
factores A, C y D y las interacciones AC y AD.  Ambas interacciones involucran al factor ruido, 
temperatura. Las siguientes gráficas muestran el cambio sufrido en la respuesta media debida 
a la interacción. 
    
Fig. 3.1 Interacciones significativas en el ejemplo de la tasa de filtración 
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Se observa que la tasa de filtración está afectada notablemente por la temperatura. En el caso 
de la interacción AC, el cambio de nivel bajo a nivel alto en la temperatura utilizando la misma 
concentración de formaldehido a nivel bajo afecta a la respuesta en más de 30 unidades. Pasa 
lo mismo en el caso de la interacción AD, la respuesta sufre un cambio de más de 30 unidades 
al  pasar  de  temperatura  baja  a  temperatura  alta  utilizando  la  velocidad  de  agitación 
correspondiente al nivel alto. 
 
La máxima  respuesta  se  podría obtener  colocando  el  factor D  en nivel  alto  y  el C  en bajo, 
ambos considerando la temperatura en el nivel alto. Sin embargo la temperatura es un factor 
que no podemos controlar y su cambio afecta notablemente a la respuesta. 
 
Ya  que  interesa  obtener  un  producto  robusto,  lo mas  insensible  a  variaciones  externas,  es 
conveniente fijar los factores C (concentración de formaldehido) a nivel alto y D (velocidad de 
agitación)  a  nivel  bajo,    ya  que  en  estos  niveles  la  respuesta  se  ve menos  afectada  por  la 
temperatura, es decir, su variabilidad es menor. 
 
 
 
 
3.5.   Estrategia de análisis 2: Matriz Producto (Interna / externa) 
 
 
En  este  enfoque  se  cruzan  dos  matrices  de  diseño  diferentes,  por  lo  general  factoriales  o 
factoriales fraccionadas. Una matriz es para los factores de control y otra para los factores de 
ruido, cada una diseñada como se explica en capítulos anteriores. Este diseño cruzado (cross 
array) permite experimentar en todas  los combinaciones de  los niveles de  los factores. En  la 
terminología utilizada por Taguchi este diseño se conoce como arreglo interno‐externo (inner‐
outer array).   El arreglo  interno es  la matriz de diseño de  los  factores de  control. El arreglo 
externo es la matriz de diseño de los factores de ruido. 
 
 
6 Ejemplo 5: Ballesta automotriz. 
 
Se tienen cuatro factores de control y uno de ruido, todos a dos niveles. Se busca disminuir la 
variabilidad en la longitud de las ballestas producidas. Los factores son: 
Factores  Niveles ‐  + 
T  Temperatura del aceite  130º‐150º  150º‐170º 
A  Temperatura del horno  1840º  1880º 
B  Tiempo en el horno  23 sec.  25 sec. 
C  Tiempo de transferencia (horno‐
prensa)  12 sec.  10 sec. 
D  Tiempo en la prensa  2 sec.  3 sec. 
 
Tabla 3.3 Niveles de los factores. Ejemplo: ballesta. 
 
                                                          
6  Este  ejemplo  es manejado por  varios  autores, Wu  y Hamada,    Lochner  y Mata,  y  en  las  clases de 
estadística aplicada a la gestión empresarial de Grima y Tort‐Martorell. 
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Se  realiza  un  diseño  142 IV   para  los  factores  de  control  con  I=BCDE.  De  cada  condición 
experimental se realizan tres réplicas. 
 
Factores de control  Factor de ruido:  T       
 
  
A  B  C  D  ‐  +  iy   is    z= )ln( is
‐  ‐  ‐  ‐  7,78  7,78 7,81 7,5 7,25 7,12 7,585 0,3535  ‐1,04
+  ‐  ‐  +  8,15  8,18 7,88 7,88 7,88 7,44 7,902 0,2369  ‐1,44
‐  +  ‐  +  7,5  7,56 7,5 7,5 7,56 7,5 7,57 0,0071  ‐4,95
+  +  ‐  ‐  7,59  7,56 7,75 7,63 7,75 7,56 7,64 0,0095  ‐4,66
‐  ‐  +  +  7,94  8 7,88 7,32 7,44 7,44 7,687 0,3829  ‐0,96
+  ‐  +  ‐  7,69  8,09 8,06 7,56 7,69 7,62 7,785 0,2276  ‐1,48
‐  +  +  ‐  7,56  7,62 7,44 7,18 7,18 7,25 7,372 0,2369  ‐1,44
+  +  +  +  7,56  7,81 7,69 7,81 7,5 7,59 7,66 0,0376  ‐3,28
 
7 Tabla 3.4 Matriz con los datos observados  142 IV  
Este tipo de diseño es relativamente sencillo de diseñar, ejecutar y analizar. La interpretación 
se  realiza  sobre  la media  y  la desviación estándar.  La media proporciona una medida de  la 
bondad del producto, el margen permite ver qué tan robusto es el producto. Sin embargo se 
presentan algunos  inconvenientes como que  la media que  se evalúa corresponde  siempre a 
todas  las  combinaciones de  los  factores de  ruido  como  si  fuera un mismo paquete  y no  se 
pueden interpretar individualmente. 
 
Hamada y Wu se refieren a la media  y la varianza como medidas de localización y dispersión 
calculadas con las siguientes fórmulas: 
 
                                     
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Donde  in  es el número de réplicas del i‐ésimo factor de control. 
 
El efecto del límite central se observa frecuentemente en variables de respuesta normalmente 
distribuidas.  Cuando  esto  pasa,  las medias  y  efectos  calculados  también  son  normales,  sin 
embargo  la desviación estándar no  lo es. Cuando no se tienen grados de  libertad suficientes 
para realizar pruebas de hipótesis, como en el caso de los diseños factoriales fraccionados sin 
réplicas,  se  utiliza  el  papel  probabilístico  normal  o  el  método  de  Lenht  para  evaluar  la 
significación de los efectos.  Si se transforma la desviación estándar calculando su logaritmo, el 
resultado  se  distribuye  de  forma  aproximadamente  normal.  Esta  es  la  razón  por  la  que  se 
realiza el análisis con el logaritmo de la desviación estándar.  
 
Ya que todas  las medias y varianzas son calculadas con  la misma combinación de factores de 
ruido, las diferencias que se encuentren entre ellas solo pueden ser atribuidas a los factores de 
control. 
 
Se realizan dos análisis, el primero es sobre la bondad del producto y en él se utiliza la media 
como respuesta. El segundo análisis es sobre  la variación. En este segundo análisis se puede 
utilizar  la  desviación  estándar  o  el  logaritmo  de  la  desviación  como  respuesta.  En  la 
                                                          
7  Se  han  modificado  los  valores  de  las  medias  y  desviaciones  estándar  para  puntualizar  algunas 
conclusiones.  
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metodología  de  Taguchi,  existe  otra medida  que  sustituye  la media  y  variación:  la  señal  – 
ruido. 
 
La estructura de alias para el ejemplo es: 
 
 
   Alias 
Efecto  I=ABCD 
A  BCD 
B  ACD 
C  ABD 
D  ABC 
AB  CD 
AC  BD 
AD  BC 
 
Tabla 3.5 Estructura de alias, ejemplo 5 
 
 
Ya que no se tienen suficientes grados de  libertad para realizar un test de significancia de  los 
efectos,  se  utilizan  gráficos  de  probabilidad  normal  para  identificar  a  los  factores  e 
interacciones  significativos.  Recuerde  que  el  gráfico  de  probabilidad  normal  es  una  ayuda 
visual  para  identificar  los  factores  significativos.  El  programa  Minitab  utiliza  el  método  de 
Lenth que puede no identificar factores significativos cuando en realidad si lo son. Esto puede 
observarse en  la figura 3.2 que no marca el factor D como significativo aunque claramente  lo 
es. Cuando la respuesta estudiada es la media, los factores A, B y D son significativos. 
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Fig. 3.2 Efectos significativos para la media. 
 
 
Estos  factores están confundidos con  las  interacciones de  tres  factores, por  lo que el efecto 
que  tienen  sobre  la  respuesta  muy  probablemente  se  deba  exclusivamente  a  los  factores 
individuales. 
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Los efectos de los factores para la media son los siguientes: 
 
 
Factor  Efecto Coeficiente
Constant    7,65013
A  0,19325 0,09662
B  ‐0,17925 ‐0,08963
C  ‐0,04825 ‐0,02412
D  0,10925 0,05463
A*B  ‐0,01425 ‐0,00713
A*C  ‐0,00025 ‐0,00012
A*D  ‐0,04075 ‐0,02038
 
Tabla 3.6 Efectos para la media 
 
El  cambio esperado en  la  respuesta  (longitud media de  la ballesta) es de 0,19325 unidades 
cuando el factor A pasa de nivel bajo a nivel alto, es decir cuando la temperatura del horno es 
de 1880º. La longitud media de las ballestas disminuye en 0,17925 unidades cuando el tiempo 
que pasan las piezas en el horno (factor B) es de 25 sec. y cuando el tiempo en la prensa es de 
3 sec. la longitud se incrementa en 0,10925 unidades. 
  
 
En cuanto al logaritmo de la desviación estándar los factores B y C, así como la interacción AD 
son significativos. 
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Fig. 3.3 Efectos significativos para el logaritmo de la desviación estándar. 
 
 
Los  factores B y C están confundidos con  interacciones de tres  factores, por  lo que el efecto 
sobre  la  respuesta  puede  atribuirse  a  ellos.  La  interacción  AD  está  confundida  con  la 
interacción BC, ya que los factores A y D no son significativos, pero si los son los factores B y C, 
es más probable que el efecto  sobre  la  respuesta  sea  causado por  la  interacción BC, por  lo 
tanto es recomendable estudiar esta  interacción. Ya que  la  interacción es significativa, no es 
posible realizar conclusiones sobre los efectos principales. 
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B  C  ln(s) 
‐  ‐  ‐1,240 
+  ‐  ‐4,805 
‐  +  ‐1,220 
+  +  ‐2,360 
 
 
     
 
 
 
Fig. 3.4 Gráfico de la interacción BC 
 
El  logaritmo  más  pequeño,  la  mínima  variabilidad,  la  observamos  cuando  el  factos  B  se 
encuentra en el nivel alto y C en el nivel bajo. 
 
Por lo general es más difícil disminuir la variabilidad que acercar el valor de la respuesta a un 
objetivo.  Ya  que  el  factor  B  afecta  tanto  a  la  media  como  a  la  desviación  es  conveniente 
establecer el nivel de B que más convenga para minimizar la variación antes que maximizar la 
media.  Los  otros  factores  que  afectan  a  la  media  se  utilizan  para  alcanzar    la  respuesta 
deseada. Si interesara maximizar la respuesta, por ejemplo, se asignaría el factor B a nivel alto, 
C a nivel bajo, A y D a nivel alto. Esto quiere decir que se produciría una  temperatura en el 
horno de 1880º, con un tiempo en el horno de 25 sec. y en  la prensa de 3 sec.  , procurando 
llevar las piezas del horno a la prensa en 12 sec. 
 
 
Sin embargo no en  todos  los casos  se desea maximizar  la  respuesta. En algunos  se necesita 
minimizarla y en otros es mejor que esté  lo más cerca posible  (o sea exactamente) un valor 
determinado.  Wu  y  Hamada  proponen  dos  procedimientos  para  decidir  los  niveles  de  los 
factores significativos de acuerdo al tipo de respuesta que se desea obtener. 
 
 Problema: El valor nominal es el mejor. 
 
1. Seleccionar los niveles de los factores que minimizan la dispersión. 
2. Seleccionar  los  niveles  de  los  factores  que  localizan  la  respuesta  en  el  valor 
nominal. 
 
Si un factor es significativo tanto para la dispersión como para la media, habrá que considerar 
que su cambio de nivel afectará a las dos respuestas. Este puede ser un proceso iterativo. 
 
 Problema: El valor más grande o el más pequeño es el mejor. 
 
1. Seleccionar  los niveles de  los factores que maximizan o minimizan  la media de  la 
respuesta. 
2. Seleccionar los niveles de los factores significativos para la dispersión, que no son 
significativos para la media, para minimizar la dispersión. 
C
M
ea
n
1-1
-1
-2
-3
-4
-5
B
-1
1
Interaction Plot (data means) for ln(S)
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Suponga que  la  longitud de  las ballestas  tiene que  ser de 8 cm y que  la media y desviación 
estándar para el experimento anterior son las siguientes. 
 
Factores de control          
A  B  C  D  iy   is   )ln( 2isz   
‐  +  +  ‐  7,54 0,3001 ‐2,4075 
+  +  +  +  7,902 0,2660 ‐2,6488 
‐  ‐  +  +  7,52 0,0310 ‐6,9486 
+  ‐  +  ‐  7,64 0,0890 ‐4,8384 
‐  +  ‐  +  7,67 0,3014 ‐2,3987 
+  +  ‐  ‐  7,785 0,2300 ‐2,9392 
‐  ‐  ‐  ‐  7,372 0,1950 ‐3,2697 
+  ‐  ‐  +  7,66 0,1315 ‐4,0582 
 
Tabla 3.7 Medias y desviaciones para el caso en que el valor nominal es el mejor 
 
 
El  gráfico  de  probabilidad  normal  para  la  media  muestra  que  los  factores  A,  B  y  D  son 
significativos. 
 
 
 
Factor  Efecto  Coeficiente 
Constant     7,63613 
A  0,22125 0,11063 
B  0,17625 0,08813 
C  0,02875 0,01437 
D  0,10375 0,05188 
A*B  0,01725 0,00862 
A*C  0,01975 0,00987 
A*D  ‐0,03525 ‐0,01762 
 
 
 
 
Fig. 3.5 Factores significativos para la media. Nominal es el mejor 
 
 
El efecto de un factor es el cambio que sufre  la respuesta con el cambio de nivel bajo a nivel 
alto del factor. La mitad de este efecto nos sirve como coeficiente de un modelo de regresión. 
Cuando el nivel asignado es el bajo,  la respuesta media disminuye en esta cantidad, mientras 
que  si  el  nivel  asignado  es  el  nivel  alto,  la  respuesta media  se  incrementa  en  el  valor  del 
coeficiente. 
 
Si se escribe un modelo de  regresión para  la media,  la  respuesta esperada considerando  los 
factores significativos sería: 
 
XDXBXAy 05188,008813,011063,063613,7ˆ   
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 En donde XA, XB y XD toman el valor ‐1 si el factor correspondiente se encuentra en el nivel 
bajo y toman el valor 1 si el factor se encuentra en nivel alto. 
Por otro  lado, el gráfico de probabilidad normal, en el que el  logaritmo del  cuadrado de  la 
desviación estándar es  la respuesta, muestra que solamente el  factor B es significativo. Si se 
escribe un modelo de regresión considerando únicamente este factor, se obtiene: 
 
XBz 09,1689,3ˆ   
 
 
 
 
Factor  Efecto  Coeficiente 
Constant     ‐3,689 
A  0,135  0,067 
B  2,18  1,09 
C  ‐1,044  ‐0,522 
D  ‐0,65  ‐0,325 
A*B  ‐0,526  ‐0,263 
A*C  0,799  0,4 
A*D  1,185  0,593 
 
 
Fig. 3.6 Factor significativo para la varianza. Nominal es el mejor. 
 
En  este  ejemplo  se  desea  que  la  longitud  de  las  ballestas  sea  de  8  cm.  por  lo  que  es  un 
problema del tipo “el valor nominal es el mejor”. El primer paso es seleccionar el nivel de  los 
factores que  afectan  a  la  variabilidad,  aquí  solamente B.  Ya que  el  efecto de B  es positivo, 
pasar del nivel bajo al nivel alto  incrementa  la variación. Es conveniente entonces utilizar B a 
nivel bajo, es decir, XB = – 1 . 
 
779,409,1689,3ˆ z  
 
Resta por designar los niveles de los factores que afectan a la media de la respuesta. El factor C 
se ha fijado a nivel bajo. Si se fijan los factores A y D a nivel alto (XA=1 y XD=1) la respuesta que 
se espera no es suficiente para alcanzar el target. 
 
71051,705188,008813,011063,063613,7ˆ y  
 
El  efecto  adverso  de  asignar  C  a  su  nivel  bajo  es  que  no  es  posible  alcanzar  el  target,  sin 
embargo  si  se  coloca  a  nivel  alto  la  respuesta  media  está  más  cerca  del  objetivo,  pero  la 
variación también ha aumentado. 
 
599,209,1689,3ˆ z  
 
9864,705188,008813,011063,063613,7ˆ y  
 
Una tercera opción es suponer que los factores A y D pueden tomar valores más allá del nivel 
superior.  Si  se  supone  que  XA  y  XD  pueden  ser  2,78,  manteniendo  a  B  en  el  nivel  bajo, 
entonces se alcanza la respuesta buscada y la variación queda igual que en el primer caso. 
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8999778.7)78.2(05188,008813,0)78.2(11063,063613,7ˆ y  
 
Por lo que se propone producir en los niveles: 
 
Factor  "Nivel"  Valor 
A  2.78  1916º 
B  ‐1  23 seg. 
C  1/‐1  Indiferente
D  2.78  3,89 seg. 
 
Tabla 3.8 Recomendaciones de producción. 
 
Extrapolar tiene el  inconveniente que  involucra valores de  los factores más allá de  los  límites 
del experimento realizado, por lo que es necesario realizar experimentos de seguimiento para 
comprobar que las conclusiones y recomendaciones dadas con validas. 
 
Es muy importante recordar que para la variabilidad “el más pequeño” es lo mejor. 
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4.   Incertidumbres asociadas a la estimación de los efectos 
 
 
 
La incertidumbre y variabilidad son aspectos inherentes a la vida misma por lo que los diseños 
experimentales  no  se  excluyen  de  ellas.  Pueden  diferenciarse  claramente  tres  fuentes  de 
incertidumbre que  afectan  la  estimación de  los  efectos:  el  error  experimental,  la  confusión 
entre efectos en  los diseños fraccionados y  la falta de respuestas. Al afectar  la estimación de 
los efectos también afectan a  la significación de  los factores y por  lo tanto  las conclusiones y 
decisiones que se tomen. 
 
Si  fuera  posible  protegerse  contra  estas  fuentes  o  evitarlas,  las  conclusiones  del  problema 
tratado serían más acertadas. 
 
 
 
4.1.  Error experimental   
 
 
El error experimental es la variabilidad de la respuesta atribuible a causas no conocidas. En la 
siguiente fórmula  iy es la respuesta observada,   es la media del tratamiento estudiado y  ie  
es el error experimental que sigue una distribución normal con media cero. 
 
ii ey    
 
Se  busca  que  sea  el  mínimo  posible  y  la  forma  de  lograrlo  es  cuidando  que  no  englobe 
variabilidad  que  pueda  ser  atribuible  a  variables  conocidas.  Si  se  identifican  variables  que 
afecten a la respuesta es conveniente incluirlas en el diseño como factores.  
 
El error experimental es  inherente a  la experimentación. Si  se  repite exactamente el mismo 
experimento  seguramente  no  se  obtendrán  las  mismas  respuestas.  Ya  que  los  efectos  se 
calculan  a  partir  de  las  observaciones,  también  están  afectados  por  la  variabilidad  de  las 
observaciones. 
 
Los efectos siguen una distribución normal con media 0 y varianza  2  cuando los factores no 
tienen influencia sobre la respuesta. Debido a la variabilidad, los efectos no son cero sino que 
están  alrededor  de  cero.  Si  un  efecto  está  suficientemente  lejos  del  cero  se  considera 
significativo, por lo tanto afecta a la respuesta. 
 
Si el error experimental es muy grande se corre el riesgo de no considerar significativos efectos 
que lo son. 
 
Fig. 4.1 Efectos no significativos entrono a cero. 
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4.2.  Confusión entre factores 
 
 
Esta fuente de incertidumbre se encuentra en los experimentos factoriales fraccionados. Como 
se  mencionó  en  el  apartado  2.5,  los  diseños  fraccionados  no  consideran  todos  los 
experimentos que los diseños factoriales incluyen. Este ahorro en tratamientos tiene el precio 
de la confusión.  
 
Dos factores están confundidos cuando el efecto sobre la respuesta no puede ser atribuido con 
total certeza a ninguno de  los dos. Es decir, se sabe que el efecto es significativo, pero no es 
posible decir a cuál de los factores implicados en la confusión corresponde. Esto se debe a que 
en la matriz de diseño ambos factores, o interacciones, tienen la misma secuencia de signos en 
la columna que les corresponde. 
 
Dependiendo  del  tipo  de  diseño  puede  haber  confusión  entre  dos  o  más  factores  o 
interacciones. Cuantos menos experimentos se realizan, existirá confusión entre más factores 
o  interacciones.  Si  se  conocen  los  generadores  es  posible  deducir  la  estructura  de  alias  e 
identificar  las confusiones. Cuanto más grande sea  la resolución del diseño, más fiables serán 
las conclusiones ya que no se tendrán confusiones de efectos principales con interacciones de 
bajo orden, ni entre interacciones de bajo orden. 
 
Los diseños  fraccionados son utilizados porque  las  interacciones de orden superior son poco 
probables de ser significativas, por lo que la confusión puede ignorarse en algunos casos. Para 
más información consulte los apartados 2.5 y 2.9. 
 
 
 
4.3.  Observaciones faltantes 
 
 
Una  cosa  es  la  planeación  y  otra  la  práctica.  Aunque  el  diseño  del  experimento  se  haya 
realizado  con  sumo  cuidado  se  corre  el  riesgo  de  no  obtener  todas  las  observaciones. Hay 
diversas causas para esta falta de datos. 
 
Missing data. 
 
Esto sucede cuando se pierde la unidad experimental. Ejemplos muy claros de esta situación se 
encuentran  en  los  experimentos  biológicos.  Imagine  que  se  realizan  pruebas  de  una  nueva 
medicina en ratones, si el ratón escapa antes del final del experimento no será posible realizar 
ninguna  observación.  Lo mismo  pasaría  si  se  terminara  el  tratamiento  A  y  no  se  pudieran 
realizar  las  observaciones  que  lo  involucren. O  en  una  planta  de  producción  si  se  toma  la 
medida de  algún parámetro    cada determinado  tiempo  y que por  alguna  situación  ajena  al 
experimento no  se haya podido  realizar  la medición. Como estos  se pueden pensar muchos 
ejemplos. 
 
Datos censurados. 
 
Es común observarlos en estudios de fiabilidad o supervivencia, donde se mide el tiempo hasta 
un evento de interés. La censura se da cuando se tiene información incompleta. Puede ser de 
diferentes tipos y aportar o no información al estudio. 
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Censura por  la derecha.‐ Es una clase de censura  tipo  I. En  la  censura  tipo  I  la  respuesta  se 
observa si ocurre antes de un momento determinado. La censura por  la derecha se presenta 
cuando el evento de interés no ocurre mientras dura el experimento. Puede deberse a causas 
como: 
El  estudio  termina  en  un  momento  pre‐determinado  y  en  algunos  individuos  no  se  ha 
observado el evento. 
Se pierde el seguimiento de algunos individuos. 
Se interrumpe premeditadamente el tratamiento para algunos individuos. 
 
Censura por la izquierda.‐ El evento ocurre antes que el individuo entre en el estudio. 
 
Censura en un intervalo.‐  el evento no se puede observar pero se sabe que ha ocurrido en un 
intervalo de tiempo. 
 
Censura tipo II. Es común en  los estudios de fiabilidad y sucede cuando se decide terminar el 
estudio después que hayan ocurrido un determinado número de fallos. 
 
Existen otros tipos de censura y truncamiento más específicos que no se mencionan aquí pero 
se pueden encontrar en libros de estudios de supervivencia.  
 
 
Otros 
 
Otra  posibilidad  es  que  se  tenga  la  unidad  experimental  y  en  ella  se  haya  realizado  el 
tratamiento correspondiente, sin embargo no se puede medir ninguna respuesta. Esto puede 
deberse  a  que  la  superficie  de  respuesta  sufre  una  discontinuidad  para  algún  o  algunos 
tratamientos determinados. 
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5.  El problema de los datos faltantes 
 
 
 
El  problema  de  los  datos  incompletos  es  algo  que  se  presenta  constantemente  en  la 
experimentación clínica e industrial. Ejemplos de esto son los estudios de supervivencia donde 
es  frecuente  encontrar  datos  censurados,  los  experimentos  industriales  en  que  la 
experimentación se detiene cuando se han observado un número predeterminado de fallos, o 
en  general  cualquier  situación  en  la  que  por  razones  ajenas  al  diseño  inicial  no  es  posible 
obtener el conjunto de datos completo. La trascendencia de este problema es que en muchos 
casos  los datos  incompletos    aportan  gran  cantidad de  información que de no  considerarla 
puede  llevar  al  investigador  a  realizar  interpretaciones  erróneas  a  tomar decisiones que no 
llevarán a obtener el resultado deseado. 
 
Muchos  investigadores realizan publicaciones sobre el tema de  los diseños de experimentos, 
pero solo algunos de ellos proponen metodologías para resolver casos específicos de censuras 
o datos incompletos. La búsqueda de literatura tan específica no es sencilla y requiere mucha 
dedicación. 
 
Por  lo general  los encargados de  la realización y análisis de  los experimentos  industriales, no  
son estadísticos de  carrera  con bases  solidadas de matemáticas  y estadística  Las  soluciones 
propuestas en los artículos son técnicas, y de compleja  aplicación en la vida industrial.  
 
 Metodología de investigación. 
 
 La búsqueda de  literatura base para  resolver el problema del análisis estadístico  cuando el 
conjunto de datos con el que se trabaja es  incompleto se realizó en dos partes. En un primer 
momento  se  buscó  en  libros  de  diseños  de  experimentos  en  los  que  por  lo  general  se 
profundiza  poco  en  lo  referente  a  la  solución  de  problemas  con  datos  faltantes  y  no 
diferencian el caso de haber perdido  los datos o de que estos no hayan podido ser medidos. 
Esta situación fue sorprendente ya que como se ha mencionado anteriormente el análisis de 
conjuntos de datos incompletos no es un acontecimiento aislado si no que por el contrario es 
bastante común. 
 
En una segunda etapa se buscaron publicaciones de artículos en revistas especializadas. Esta 
búsqueda se realizó a través de las bases de datos disponibles para la UPC. La principal fuente, 
fue  la  base  de  datos  Current  Index  to  Statistic.  La  búsqueda  arrojó  resultados  de  artículos 
públicados  en  diferentes  revistas  estadísticas  tales  como:  Quality  Engineering,    Pakistan 
Journal of Statistics,   Technometrics, The Statistician:  Journal of  the  Institute of Statisticians,   
Journal of the American Statistical Association entre otras. Las palabras claves utilizadas en las 
búsquedas fueron: experimet, factorial design, censored data, missing data,  incomplete data, 
missing value, entre otras. Una vez recolectados  los artículos se  leyeron y separaron  los más 
cercanos al tema para su lectura a fondo. 
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85.1. Taxonomía de los datos incompletos 
 
 
Considere  el  análisis  estadístico  limitado  a  la  estimación  de  parámetros  de  los  datos 
observados a partir de la función de vero similitud de la forma  ),,( XYLL  . En donde Y es la 
matriz  de  las  variables  estadísticas  (observaciones),  X   es  una  matriz  de  “constantes” 
conocidas y  el vector de parámetros desconocidos. El análisis de datos consiste en encontrar 
estimaciones de   a partir de las  variables observadas  Y , y las constantes dadas  X . Pueden 
encontrarse 8 posibles combinaciones de estas alternativas: 
 
 (Y ) La información de la variable Y  está incompleta /o  
 ( X ) la información de la variable  X  está incompleta. 
 (m)  Faltan los elementos incompletos (missing data) / o  
 (g)  se  sabe  que  los  elementos  incompletos  se  encuentran  entre  ciertos  límites 
(grouped data). 
 (c)  Los elementos son constantes o variables continuas /o 
 (d)  los  elementos  son  variables  o  constantes  discretas,  para  X   elementos  de  una 
matriz de diseño, para Y  distribuciones discretas.  
 
Los casos más importantes de estimación con datos incompletos son: 
 
(Y , m, c) Estimación de parámetros en distribuciones normales multivariantes. Y son vectores 
normales p‐variantes  con n muestras  independientes de  la  forma  ),( N . En  este  caso  se 
estima     , que es un  vector de n elementos,  y     la matriz de  varianzas    covarianzas pxp 
cuando algunos de los vectores Y  faltan. 
 
 ( X , m,  c) Análisis de  regresión  lineal  con  valores de  x  faltantes.  En  este  caso  se  tienen  el 
modelo  eXy    donde  e  son valores independientes de ),0( 2N y con la ausencia ciertos 
elementos de  X .  Tienen que estimarse   y los valores faltantes de  X . 
  
( X , m, d) Análisis de la varianza con clasificaciones desconocidas.  X  es una matriz de efectos 
fijos en  la que  la clasificación de algunos experimentos no es del todo conocida.   tiene que 
ser  estimado  con  todos  los  experimentos  clasificados.  Es  un  problema  de  estimación  y 
clasificación. 
 
(Y ,  g,  c)  y  (Y ,  g,  d)  estimación  de  los  parámetros  de  cualquier  distribución,  continua  o 
discreta, a partir de datos agrupados. 
 
Esta clasificación es general y pueden darse casos particulares.  
 
 
 
 
 
 
 
 
                                                          
8 H. O. Hartley y R. R. Hocking, “The analysis of incomplete data” 
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 95.2.   El problema de  los estimadores máximos verosímiles en conjuntos de 
datos incompletos 
 
 
En  los diseños robustos que utilizan  la estrategia de  la matriz producto, el análisis se basa en 
las  medidas  de  localización  y  dispersión.  Los  estimadores  máximos  verosímiles  utilizados 
normalmente para calcularlas son la media  iy  y varianza muestral  2is , pero para su cálculo se 
asume  que  todas  las  observaciones  fueron  completamente  observadas  (observadas 
exactamente) y siguen una distribución normal. En la literatura estadística cuando un conjunto 
de datos  incluye tanto respuestas parcialmente como completamente observadas, se conoce 
como “incompleto”. En caso de tener un conjunto de datos incompleto estas estimaciones no 
pueden ser utilizadas y se tiene que maximizar otra función de verosimilitud. 
 
Estrategias de diseños robustos que  incorporen conjuntos de datos incompletos aún no están 
suficientemente desarrolladas. Sin embargo en muchos experimentos  industriales es posible 
obtener  observaciones  censuradas  además  de  las  observaciones  completas.  Por  ejemplo, 
cuando se realiza una inspección final de tipo “pasa” o “ no pasa” se aceptan los productos que 
estén dentro de  las  tolerancias,  formadas por un valor nominal    más  la precisión   ,  y se 
rechazan aquellos cuya medida este por encima o por abajo de los valores límite.  Por lo que se 
pueden  tener  tres  tipos de  respuestas:  las que  se encuentren en el  intervalo de aceptación 
  ,  las que son menores que      (censuradas por  la  izquierda) o  la mayores de     
(censuradas por la derecha).   
 
En  caso  de  tener  tanto  observaciones  en  un  intervalo,  como  observaciones  completas,  la 
función de verosimilitud a utilizar es: 
 
 


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Donde    las  observaciones  completas  son  ),...,( 1 nyyy    independientes  e  idénticamente 
distribuidas  (iid.)  con  función  de  densidad  de  probabilidad  )( yf y  las  observaciones 
parcialmente  observadas  son  censuradas  en  el  intervalo  [ jj ba , ]  para  j=1...m  y  )(F   como 
función  acumulada.  Esta  función  se  puede modificar  para  abarcar  diversas  clases  de  datos 
censurados, y es la que se tendría que maximizar en este caso para calcular los estimadores de  
las medidas de localización y dispersión. 
 
Una vez encontradas las estimaciones para la media y la desviación estándar se puede llevar a 
cabo el análisis, ya sea a través los efectos e interacciones o con las superficies de respuesta. 
 
 
 
5.2.1. El algoritmo EM 
 
  
El algoritmo EM es una técnica computacional general para encontrar los estimadores máximo  
verosímiles  cuando  hay  datos  faltantes  o  parcialmente  observados.  Este  algoritmo  fue 
                                                          
9 Seong Beom Lee, Chanseok Park, “Development of robust design optimization using incomplete data” 
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desarrollado por Dempster, Laird y Rubin para evitar los dificultades en la maximización de las 
funciones de verosimilitd. 
 
La  idea central es que resuelve un problema difícil de datos  incompletos a través de resolver 
iterativamente  problemas más  sencillos  de  datos  completos.  Es  un  algoritmo  estable  y  con 
funciones unimodales y cóncavas, converge al máximo global desde cualquier punto inicial. 
 
Suponga que  se  tiene un conjunto de observaciones ),...,( 1 nwww  iid.  función de densidad 
de probabilidad  )(wf . Una parte de estas son observaciones completas  ),...,( 1 myyy   y el 
resto son observaciones censuradas  ),...,( 1 nm zzz   con  )iii bza  . Y  ),...,( 1 d   es 
el vector de parametros desconocidos. La función de verosimilitud para datos completos es: 
 



n
i
i
c wfzyL
1
)(),(  
 
El algoritmo consta de dos pasos: 
 
Paso  E.‐  Necesita  la  esperanza  condicional  del  logaritmo  de  la  función  de 
verosimilitud, ),(log zyLc  ,  respecto  a  la  parte  faltante  z   de  los  datos, mientras  que  las 
observaciones completas  y  se supone son dadas. Calcula: 
 
dzyzfzyLQ scs ),(),(log)( )()(     
)( f   es  la  función  de  distribución  de  probabilidad  condicional  dada  por  las  observaciones 
totalmente observadas  y  con los parámetros estimados  )(s en el paso s. 
 
Paso M.‐ encuentra el máximo de  la  función de verosimilitud esperada. Encuentra  )1( s que 
maximiza  )( )(sQ  en  . Después de encontrar este máximo, repite este paso sucesivamente 
hasta que las diferencias en las estimaciones son muy pequeñas.    )()1( ss . 
 
 
 
105.2.2.  Existencia de los estimadores máximo‐verosímiles 
 
 
En  los experimentos de fiabilidad es muy común que por el tiempo y costo que representa el 
estudio, el periodo de experimentación esté pre‐determinado y se presenten censuras por  la 
derecha, es decir, el evento de interés no se observó porque el valor de la respuesta (el tiempo 
hasta el  fallo) es mayor que el  límite  superior.  Los datos  censurados  se analizan  calculando 
estimadores  máximo‐verosímiles  (MLE)  para  modelos  de  regresión  populares  como  el 
lognormal,  Weibull  o  exponencial.  Los  datos  censurados  pueden  causar  problemas  con  las 
estimaciones  máximo  verosímiles,  puede  ser  que  las  estimaciones  tiendan  al  infinito  y  se 
considere que no existen. 
 
                                                          
10M.  Hamada y S. K.. Tse, “On estimability problems in industrial experiments with censored data” 
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En  la  práctica  los  experimentadores  utilizan  paquetes  de  software  para  calcular  los 
estimadores. El criterio de parada para  los algoritmos programados puede estar basado en el 
incremento  de  la  función  de  máxima  verosimilitud  en  interacciones  sucesivas,  lo  que 
representa un riesgo de obtener resultados erróneos. Por esta razón es importante conocer las 
situaciones en las que los datos censurados pueden llevar a este problema. 
 
Suponga  que  se  tiene  un  modelo  con  n observaciones,  iii xy   ( ni 1 )  ,  donde 
 son los parámetros de regresión y  ix las covariables (vectores de dimensión p).  i son iid. Se 
tienen datos censurados por la derecha, ii ya  , para  ri 1 y observaciones exactas, 
iy , para  nir 1 . 
 
La existencia de  los MLE’s puede reducirse a solucionar un problema de programación  lineal 
(PL). Los MLEs existen si y solo si no existe un  pRe  diferente de cero para el cual  0exi  
para los datos censurados  ri 1 ; y  0exi  para las observaciones exactas  nir 1 . 
 
Suponga que se  tienen n experimentos en un diseño, #R es el número de experimentos con 
observaciones  censuradas.  Se  cambian  las  desigualdades  asociadas  a  los  experimentos 
censurados en igualdades agregando variables de holgura S. Ya que estas variables de holgura 
tienen que  ser negativas,  se añaden  restricciones S < 0. El problema de programación  lineal 
consiste ahora en minimizar la suma de todas las variables de holgura, dadas las n restricciones 
(una  por  cada  experimento)  más  las  #R  nuevas  desigualdades  correspondientes  a  las 
restricciones de las variables de holgura.  
 
En los diseños factoriales en los que los niveles de los factores son o 1 o ‐1, existe un número 
finito de  combinaciones de  covariables. En el  caso de  los efectos principales esta  condición 
puede verificarse en una aproximación geométrica: si existe un hiperplano r‐dimensional en el 
que todos los experimentos cuya respuesta sea un dato censurado caigan en un lado, entonces 
los MLEs no existen. Esto se puede comprobar revisando la configuración de los experimentos 
en la matriz de diseño: 
 
 Si dos experimentos cuya respuesta es observada exactamente  tienen  filas de signos 
contrarios  en  la  matriz  de  diseño,  entonces  las  estimaciones  máximo  verosímiles 
existen. 
 Si  todos  los  experimentos  en  el  diseño  con  el  mismo  nivel  de  un  factor  tiene  la 
respuesta censurada entonces MLEs no existen. 
 
La existencia de los MLEs no está garantizada por el hecho de que el número de experimentos 
exactos exceda el número de parámetros a estimar. Los diseños de muchos experimentos o 
pocos factores proveen mayor protección. 
 
Considere un diseño 22 o un 23‐1.  Si    se  tiene un dato  censurado en  cualquier  renglón MLE 
existirá,  en  caso  de  tener  dos  censuras  (6  casos),  4  están  en  el  caso  en  que  todos  los 
experimentos del diseño con el mismo nivel para un  factor  tienen observaciones censuradas 
(experimentos 12, 13, 24, 34) por  lo que   MLE no existe. Los 2 casos restantes (experimentos 
14, 23) son pares de experimentos con signos contrarios entonces MLE’s existen, ya que si son 
datos censurados no cumple la condición que todos los experimentos en el mismo nivel de un 
factor estén censurados; y si fueran observaciones exactas cumple el primer punto. 
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En este sistema  es fácil ver que experimento con observación censurada tendría que repetirse  
hasta obtener una observación exacta para asegurar que los estimadores máximos verosímiles 
existan. Sin embargo en los diseños experimentales es de gran importancia realizar el mínimo 
de experimentos posibles. 
 
 
 
115.3.  Otra propuesta de solución, el algoritmo EMM 
 
 
La forma de encontrar un diseño robusto propuesta  por Jye‐Chyi Lu y Cemal Unal es utilizando 
el algoritmo expectation‐modeling maximization  (EMM). El primer paso es cambiar  los datos 
censurados por datos pseudo‐completos y a través de una regresión  se comparan los efectos 
principales e interacciones de dos factores para la caracterización del proceso. Los valores que 
sustituyen  a  los  censurados  en  algunos  casos  son  la  media  condicional  o  realizando  un 
muestreo aleatorio de valores que correspondan a la distribución normal. 
 
Se  propone  estudiar  todos  los  posibles  contrastes.  Un  contraste  es  la  diferencia  entre  los 
niveles  alto  y  bajo  del mismo  factor.  La  forma  de  hacerlo  es  ir modificando  el modelo  en 
estudio hasta que el modelo cumpla un criterio para detenerse, se puede utilizar  el R2, Akaike 
AIC, u otros, aunque los autores proponen comparar los valores de la función de verosimilitud.  
  
La combinación de factores de control se determina de acuerdo al modelo final, ajustando los 
niveles de los factores de control para obtener una predicción óptima.  
 
 
 
125.4.  Aproximación bayesiana para el análisis de los datos censurados 
 
 
Hamada  y Wu  proponen  un método  para  el  análisis  de  datos  censurados  de  experimentos 
altamente  fraccionados. Su método  tienen  la  limitación que depende de  la existencia de  los 
estimadores máximos verosímiles (MLE’s) para el modelo inicial del algoritmo. 
 
La  estrategia  de  análisis  depende  de  la  naturaleza  del  diseño. Un  diseño  regular  es  el  que 
puede ser definido por un grupo de relaciones de definición. Por ejemplo en un diseño 25‐2 en 
el que  los generadores son D=AC y E=BC, se puede deducir la relación DE = AB a partir de  los 
generadores. A partir de  estas  tres  relaciones  y  la  identidad  I=BCE=ACD  se pueden deducir 
todo el conjunto de alias. Suponiendo que todas las interacciones de tres factores y superiores 
son despreciables, se pueden asignar los ocho grados de libertad del experimento a: la media 
general,  los  efectos  A=CD,  B=CE,  C=AD,  D=AC,  E=BC,  AB=DE  y  AE=BD.  Cualquier  otra 
combinación de efectos puede considerarse un subgrupo de estas. 
 
Los diseños no regulares no pueden ser definidos por un grupo de relaciones de definición. El 
principal motivo de usar este tipo de diseños es por el ahorro de experimentos.   En ellos no 
todos  los grados de  libertad pueden  ser asociados a una única estructura de alias. Además, 
                                                          
11 Lu, Jye-Chyi y Unal, Cemal, “Process characterization and optimization based on censored data from 
highly fractionated experiments” 
12 M. Hamada y C. F. Wu, “Analysis of censored data from fractionated experiments: A Bayesian 
approach” 
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contrario a  lo que ocurre en  los diseños regulares, no es posible encontrar un único modelo 
saturado que contenga el resto de modelos como submodelos. 
 
Encontrar  un  modelo  que  contenga  todos  los  posibles  modelos  puede  ser  una  tarea 
formidable.  La  forma  propuesta  de  realizarlo  es  aplicando  análisis  bayesiano  a  un  modelo 
inicial para obtener estimadores de los parámetros del modelo. Después, se imputan los datos 
censurados basándose en estas estimaciones. Entonces se pueden aplicar técnicas de selección 
de un modelo estándar a los datos pseudo‐completos para obtener un modelo actualizado. El 
proceso se repite hasta que el modelo deje de cambiar. 
 
A.0 Especificación del modelo  inicial.‐ El experimentador escoge  00 X   (modelo 
0) que incluye los efectos principales e interacciones potencialmente importantes. 
 
A.1 Ajuste del modelo bayesiano.‐ Utiliza el algoritmo Monte Carlo EM para obtener el 
maximizado posterior,  ~  y ~ . 
 
 A.2  Imputación.‐  Se  imputan  los  datos  censurados  por  sus  medias  (o  medianas) 
condicionales: 
))()(/())()((~~)),(( abaaii zzzzxbayyE    
Donde     es  la  función  de  densidad  de  probabilidad  normal  y     la  función  de 
densidad acumulada. 
 
A.3  Selección del modelo.‐  Se  aplican procedimiento de  selección del modelo  como 
selección  paso  a  paso  (stepwise)  a  hacia  atrás  (forward).  Además  del  modelo  de 
efectos  inicial, considerar  las  interacciones de  los efectos más grandes o claramente 
dominantes.  Se repiten los pasos de A.0 a A.3 hasta que el modelo actual sea el mismo 
que en la iteración anterior.   11 ~~  iiii XX   
 
A.4  Inferencia  sobre  los efectos y  recomendación de  los niveles óptimos del modelo 
final. 
 
 
 
135.5. Prevención de datos censurados 
 
 
Abdul H.  Chowdhury  y Nasser  S.  Fard  se  anticipan  al  problema  de  los  datos  incompletos  y 
proponen una metodología para determinar los niveles de los factores involucrados en diseños 
2k‐p que pueden generar datos censurados. El método propuesto utiliza una función booleana y 
la eliminación de las corridas redundantes (ERR) para confeccionar reglas de decisión para los 
datos censurados. El método propuesto consta de tres pasos: 
 
1.‐ Aproximación booleana para la toma de decisión. 
 
Se representan los niveles de los factores como 0 y 1 para el nivel bajo y alto respectivamente. 
Una función booleana  ),...,,( 21 nxxxf ,  1,0iX , ni ,...,2,1  representa  n  combinaciones 
                                                          
13 A. H. Chowdhury y N. S. Fard “Determination of censored response data for 2k-p fractional factorial 
experiment” 
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de  factores  a  dos  niveles.  Se  aplica  esta  función  para  derivar  una  expresión  de  respuestas 
censuradas / no censuradas construyendo una tabla de decisión de entrada limitada (LED). La 
expresión se deriva aplicando operadores AND, OR, NOT y las expresiones  A y  A  para indicar 
los niveles bajo y alto respectivamente. 
La tabla LED se construye utilizando las definiciones 0 para el nivel bajo, 1 para el nivel alto y 
los símbolos YCEN YUNCEN para las respuestas censuradas o no censuradas. Una vez construida la 
tabla  se  reduce  la  matriz  para  derivar  la  expresión  de  las  respuestas  censuradas  o  no 
censuradas. 
 
2.‐ ERR para verificar la decisión. 
 
Cuando  todas  las entradas en una  tabla  LED excepto una  son  la misma y  las entradas de  la 
respuesta  también  son  la misma  para  dos  experimentos  cualesquiera,  entonces  se  pueden 
combinar en uno solo. El símbolo In se coloca en el factor con diferente nivel. 
ERR  continúa para  todas  las  combinaciones de dos experimentos de  acuerdo  con  las  reglas 
estándar. Al terminar este proceso, los resultados se comparan con los obtenidos en el punto 
anterior. 
 
3.‐ Diagrama de flujo para la toma de decisión de la censura.  
 
Se dibuja un diagrama de flujo lógico a partir de los resultados obtenidos. Este diagrama ayuda 
al  experimentador    a  determinar  que  combinación  de  niveles  resulta  en  una  respuesta 
censurada o no censurada. 
 
Para realizar este método es necesario tener un conjunto  inicial de datos censurados a partir 
de  los  cuales  se generan  las  reglas para determinar  las  combinaciones de  factores a niveles 
específicos  que  pueden  tener  datos  censurados.  En  el  ejemplo  que  proponen  utilizan  un 
conjunto de datos  con algunos de ellos  censurados por  la derecha  (y > 50). Si  se  tiene esta 
tabla LED. 
 
   Factores       
Experimento  A  B  C  D  E=ABC  F=BCD G=ACD  Respuesta    
1  0  0  0  0  0  0  0  6  YUNCEN 
2  1  0  0  0  1  0  1  10   YUNCEN 
3  0  1  0  0  1  1  0  32   YUNCEN 
4  1  1  0  0  0  1  1  *   YCEN 
5  0  0  1  0  1  1  1  4   YUNCEN 
6  1  0  1  0  0  1  0  15   YUNCEN 
7  0  1  1  0  0  0  1  26   YUNCEN 
8  1  1  1  0  1  0  0  *   YCEN 
9  0  0  0  1  0  1  1  8   YUNCEN 
10  1  0  0  1  1  1  0  12   YUNCEN 
11  0  1  0  1  1  0  1  34   YUNCEN 
12  1  1  0  1  0  0  0  *   YCEN 
13  0  0  1  1  1  0  0  16   YUNCEN 
14  1  0  1  1  0  0  1  5   YUNCEN 
15  0  1  1  1  0  1  0  37   YUNCEN 
16  1  1  1  1  1  1  1  *   YCEN 
Tabla 5.1 Diseño factorial 27‐3 y tabla LED para el ejemplo de la prevención de datos censurados 
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Las expresiones derivadas de la función booleana son: 
 
BABABBCDACDBADCBADCBADCBADCBAYUNCEN  ...  
ABABCDDCABDABCDCABYCEN   
 
Para realizar  la reducción de corridas redundantes se combinan  los renglones de  la tabla LED 
original siguiendo la regla explicada. Después de tres reducciones se tiene esta tabla: 
 
   Factores    
nuevo  A  B  C  D  Respuesta 
1   In  0  In  In    YUNCEN 
2  0  1  In  In    YUNCEN 
3  1  1  In  In   YCEN 
 
Tabla 5.2 Tercera reducción de corridas experimentales. 
 
El diagrama de flujo, al igual que todos los resultados indica que el hecho que la respuesta sea 
censurada o no censurada solo depende de los factores A y B.  
 
  
Tabla 5.1 Diagrama de flujo para la predicción de datos censurados. 
 
 
 
5.6 Otros casos de análisis 
 
 
La censura tipo II se presenta cuando el experimento se detiene al haber observado r  eventos 
(en  los  experimentos  industriales  suelen  ser  defectos)  de  un  total  de  n  posibles  casos  o 
unidades  experimentales.  No  es  que  se  hayan  perdido  las  observaciones,  sino  que  no  se 
tomaron las respuestas de todas las unidades experimentales debido a que el estudio terminó 
antes  que  se  observara  el  evento  de  interés.  Por  lo  que  se  tiene  solo  una  parte  de  la 
información  disponible  inicialmente.  Esta  forma  de  censura  es  común  en  los  experimentos 
industriales que prueban en tiempo de vida y desempeño de los productos. En los estudios que 
buscan  obtener  respuestas  de  forma  rápida  y  se determina  con  anterioridad  el  número  de 
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eventos  que  se  observará.  Casos  sobre  el  análisis  de  datos  censurados  con  censura  tipo  II 
pueden consultarse en los artículos publicados por Lee‐Ing Tong, Chien‐Hui Yang  y M.L. Tiku.  
 
Otro  caso  de  análisis  se  presenta  cuando  directamente  se  ha  excluido  una  condición 
experimental  (combinación de  tratamientos)  y    se puede  asumir que uno o más  contrastes 
factoriales son  insignificantes. No es el caso de  los datos faltantes ya que directamente no se 
ha experimentado   en alguna condición. Para  las réplicas del mismo tratamiento, se muestra 
que el incremento en la varianza debido a la exclusión de algún tratamiento depende del grado 
de participación del efecto de la combinación de tratamientos en los contrastes considerados 
insignificantes.  
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6.  Repercusión en el cálculo de los efectos debida a la 
incertidumbre de las observaciones faltantes  
 
 
En el caso de no disponer de observaciones para una o varias condiciones experimentales es 
posible realizar un análisis, no con la misma validez estadística como en caso de tener los datos 
completos, pero si considerando un margen de error conocido. Hay tres  ideas claves en esta 
propuesta: 
 
1. Por lo regular no se parte desde cero en los diseños de experimentos, la mayoría de las 
veces  los expertos del proceso pueden realizar estimaciones bastante acertadas de  la 
respuesta  estudiada,  en  cada  condición  experimental.  La  metodología  propuesta  a 
continuación parte de  la  idea de que es posible tener a priori una respuesta media y 
una variación estimadas de todas las observaciones. 
 
2. Recordando  que  todas  las  condiciones  experimentales  se  utilizan  para  el  cálculo  de 
todos  los efectos,  la falta de una observación afecta a todos  los efectos. De  la misma 
forma  todas  las  observaciones  tienen  el  mismo  peso,  por  lo  que  no  importa  qué 
respuesta no se haya observado. 
 
3. La  incertidumbre en  las observaciones se  transmite en  incertidumbre en  los efectos. 
Cuantas más observaciones  falten, mayor  será  la  incertidumbre en el  cálculo de  los 
efectos.    Por  otro  lado  si  la  incertidumbre  o  variabilidad  en  las  observaciones  es 
pequeña, también la incertidumbre en el cálculo del efecto será pequeña. 
 
 
 
6.1.  Sustitución de los datos faltantes por números aleatorios de una 
distribución de probabilidad 
 
 
La metodología propuesta en este  trabajo para solucionar el problema de datos  faltantes es 
sustituir el valor faltante por un número, tomado de un generador de números aleatorios,   y 
realizar el análisis estadístico como si se tratara de un experimento con  los datos completos.  
Los  números  utilizados  deben  corresponder  a  la  distribución  de  probabilidad  que  sigue  la 
respuesta. Esta operación se repite para un conjunto grande de números o bien para todos los 
posibles  valores  que  puede  tomar  la  respuesta  dentro  de  un  intervalo.  De  esta  forma  se 
pueden  analizar  los  efectos  e  interacciones de  los  factores de  interés  considerando  toda  la 
gama de valores posibles de la respuesta.  
 
De este conjunto de análisis se extraen conclusiones generales como son: 
 
 Valores  e  intervalos  que  puede  tomar  la  respuesta,  en  los  que  algunos  factores  o 
interacciones son significativos, 
  los niveles a los que es conveniente trabajar para obtener un diseño robusto,  
 y si existen factores que siempre (o nunca) son significativos.  
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En este último caso podemos pensar que la condición experimental que no tiene observación 
no  influye en el análisis realizado ya que sea cual sea  la respuesta obtenida (recuerde que se 
ha probado con los valores posibles) las conclusiones son las mismas.  
 
Fácilmente se pueden generar una gran cantidad de   números que sigan una distribución de 
probabilidad  específica. No  es  recomendable  utilizar  números  específicos,  como  el  cero,  el 
valor máximo,  la mitad del valor máximo,  la media, etc. porque si se utilizan puede no reflejar 
el comportamiento  real de  la  respuesta.   La  idea de probar con un gran número de valores 
diferentes y realizar un pequeño análisis con cada conjunto  puede resultar apabullante, pero 
en  la  actualidad  la  capacidad  computacional  de  cualquier  ordenador,  además  de  la 
disponibilidad  de  diversos    programas  estadísticos  que  permiten  utilizar  un  lenguaje  de 
programación, hace que este cálculo sea posible. 
 
Existen procesos que siguen claramente una distribución de probabilidad, piense por ejemplo 
en  la vida útil de un aparato electrónico: muchos dejan de funcionar al  inicio de su vida útil, 
aun  dentro  de  la  fábrica  de  producción.  Luego  de  un  periodo  de  tiempo  la  tasa  de  fallo 
disminuye,  se  estabiliza  y  la  vida  útil  se  alarga.  Distribuciones  útiles  a  considerar  son  la 
distribución  Weibull,  exponencial  y  normal.  Recuerde  que  las  distribuciones  normal  y 
exponencial son un caso particular de la distribución Weibull. 
 
 
 
6.1.1. Caso particular, distribución uniforme 
 
 
Probar con todos los números dentro de un intervalo es un caso particular de sustituir el dato 
faltante por un valor que sigue una distribución específica. Si se prueba la misma cantidad de 
veces con todos los números dentro de un intervalo, es como si se escogieran números de una 
distribución uniforme con mínimo y máximo los extremos del intervalo. Cuanto más pequeño 
sea el intervalo, mejor es la estimación. Si el intervalo es muy ancho pueden darse resultados 
contradictorios. 
 
Para definir  la amplitud del  intervalo a estudiar es   necesario hablar  con  los expertos en el 
sistema, con  la gente que conoce perfectamente  las capacidades del producto o proceso. Los 
ingenieros y otros responsables del proceso  podrán informar a los estadísticos de los valores 
mínimos y máximos observados normalmente o bien, esperados. Por ejemplo, si nos interesa 
medir  el  tiempo  de  cocción  de  una  pizza,  el  cocinero  podrá  decirnos  cuanto  es  el  tiempo 
mínimo y máximo aproximado, ya que está seguro  que nunca será mayor de x minutos.  
 
En todos los casos la respuesta que  interesa medir se encuentra dentro de un intervalo  finito, 
por  lo  que  si  no  se  tiene  información  sobre  la  distribución  que  sigue  la  respuesta,  puede 
utilizarse  la  distribución  uniforme.  Por  esta  razón  las  simulaciones  y  análisis  se  realizarán 
considerando esta distribución. 
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6.2. Resultados analíticos 
 
El efecto de un factor o interacción en un diseño factorial se estima como: 
 
N
lAB AB )(2... ...  
 
Donde  ...ABl  es el  contraste del  factor o  interacción  cuyo efecto  se desea  calcular  y N es el 
número total de experimentos en el diseño. 
 
Partiendo  de  la  hipótesis  de  que  es  posible  realizar  una  estimación  del  resultado  de  cada 
experimento  antes  de  realizarlo,  es  posible  calcular  el  efecto  de  cada  factor  con  un  cierto 
margen de error. Si una o más observaciones faltaran, el contraste del factor podría estimarse 
sustituyendo las observaciones faltantes por la media que se espera tenga la respuesta en esa 
observación  y  agregando  el margen  de  error  esperado.  Por  lo  tanto  el  efecto  del  factor  o 
interacción podría ser calculado como: 
 
N
lAB AB  )ˆ(2... ...  
 
El  contraste  estimado  ...AˆBl   está  formado  por  el  conjunto  de  observaciones  exactas  y  las 
medias  estimadas  de  las  observaciones  faltantes.  El  margen  de  error  de  la  estimación  del 
efecto es la suma de todos los márgenes de error de las observaciones faltantes. 
 



tesfali
ie
tan
  
 
El efecto obtenido, ya sea una interacción o un efecto principal, no es un valor puntual como 
pasa en el caso en que se tienen todas las observaciones si no que está estimado dentro de un 
intervalo de 
N
2 . 
 
Hay cuatro puntos a resaltar: 
 
 Además  del  error  debido  a  la  estimación  de  la  observación  faltante,  al  cálculo  del 
efecto siempre incluye el error experimental. 
 Cuanto más grande sea el margen de error en la estimación de la observación, mayor 
será la incerteza en el cálculo del efecto. 
 Si falta más de una observación, los márgenes de error de las estimaciones se sumarán 
y mayor será la incerteza en el cálculo del efecto. 
 Si  la  estimación  está  centrada  alrededor  de  la  observación  real,  el  efecto  estimado 
también estará centrado en torno al efecto real. 
 
A  partir  de  los  efectos  estimados  se  puede  realizar  el  análisis  estadístico.  Si  se  utiliza  un 
modelo  no  saturado  para  el  análisis,  en  donde  se  tengan  grados  de  libertad  para  el  error, 
entonces  las  hipótesis  de  significación  de  los  efectos  podrán  realizarse  contra  el  valor 
correspondiente de la tabla F o su equivalente p‐ valor. Pero si no se tienen grados de libertad 
la  identificación de  los efectos significativos se  realizará a  través de gráficos de probabilidad 
normal o utilizando el método de Lenth. En el caso de este método hay que recordar que  los 
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cálculos involucran la mediana de los efectos, por lo que dependiendo del conjunto de efectos 
con que  se  trabaje pueden variar  los efectos  significativos. Puede darse el  caso que efectos 
que  no  son  significativos  según  el  método  de  Lenth,  son  claramente  significativos  al  ser 
graficados en papel probabilístico normal. 
 
 
 
6.2.1. Matriz única 
 
 
En  los  diseños  robustos  que  utilizan  la  estrategia  de  la  matriz  única,  más  que  calcular  los 
efectos  significativos,  interesa  identificar  las  interacciones  significativas  entre  efectos  de 
control y de ruido y analizarlas. Con esto se pretende definir el nivel del factor de control que 
genera un producto o proceso menos sensible a los cambios en el factor de ruido. Estos niveles 
son aquellos en los que el efecto simple del factor de ruido es menor. 
 
El efecto simple de un factor es la diferencia entre la media de la respuesta en sus dos niveles, 
comparados en un mismo nivel del otro factor involucrado en la interacción.  
 



  BB AAl1   



  BB AAl2   
 
En  la  interacción AB donde A es el factor de ruido y B es el factor de control,  1l  es el efecto 
simple del factor A cuando B está a nivel bajo y  2l  es el efecto simple del factor A cuando B 
está a nivel alto.  El nivel de B menos sensible a los cambios en A es aquel en el que el efecto 
simple de A es menor. 
 
Cuando faltan observaciones, pero son estimadas con una media y un margen de error, esta 
regla  de  decisión  también  puede  ser  aplicada.  Cada  una  de  las medias  involucradas  en  los 
efectos  simples  se  calculan  con  un  conjunto  de  observaciones  diferentes.  Por  lo  tanto 
dependiendo de el o los experimentos en que falten las observaciones, se verán afectadas una 
o más medias. En general: 
 


 

   nAnAl
BA
B
BA
B
 ~~
1   


 

   nAnAl
BA
B
BA
B
 ~~
2   
 
Donde  A~  es  la media estimada con  las observaciones exactas y  las estimadas, y 
n
AB  es el 
margen de error de  la media estimada.  n  es el número de experimentos que tiene  la misma 
combinación de signos para los dos factores involucrados en la interacción.  
 
En  el  caso  de  la  estrategia  de  la  matriz  única,  como  se  verá  en  la  simulación,  los  efectos 
estimados  son  lineales,  ascendentes o descendentes dependiendo del nivel del  factor en el 
experimento  faltante. Por  lo que es conveniente  realizar  las comparaciones en  los extremos 
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del intervalo, es decir, calcular las medias mínima y máxima en cada combinación de niveles y 
utilizarlas para el cálculo del efecto simple. 
 
Sea  cual  sea  el diseño  utilizado,  si  faltan observaciones que  afecten  a  todas  las medias,  se 
tendrán  8  medias  estimadas,  una  mínima  y  una  máxima  para  cada  una  de  las  cuatro 
combinaciones de niveles de  los dos  factores de  la  interacción. Por  lo  tanto se  realizarán 16 
comparaciones de efectos simples para escoger el nivel más robusto. Las comparaciones que 
involucran muchas observaciones estimadas hay que tratarlas con cuidado porque el margen 
de error puede llegara a ser tan amplio que las conclusiones resulten contradictorias. 
 
En cualquier caso el nivel más robusto del factor de control es aquel en que el efecto simple 
del factor de ruido es menor. 
 
 
Efecto principal 
 
Tomando el ejemplo de  la tasa de filtración se puede aplicar  la metodología explicada. Como 
se mostró en  la  teoría el efecto principal de un  factor se   calcula con  la suma o  resta de  las 
observaciones,  según  corresponda el  signo de  la observación en  la  columna de  la matriz de 
diseño  correspondiente  al  factor  de  interés,  dividida  entre  la  mitad  de  los  experimentos 
realizados.  
 
   Ruido Factores de control  Grado de 
filtrado 
(gal/h) 
No. 
Experimento  A  B  C  D 
1  ‐  ‐  ‐  ‐  45 
2  +  ‐  ‐  ‐  71 
3  ‐  +  ‐  ‐  48 
4  +  +  ‐  ‐  65 
5  ‐  ‐  +  ‐  68 
6  +  ‐  +  ‐  60 
7  ‐  +  +  ‐  80 
8  +  +  +  ‐  65 
9  ‐  ‐  ‐  +  43 
10  +  ‐  ‐  +  100 
11  ‐  +  ‐  +  45 
12  +  +  ‐  +  104 
13  ‐  ‐  +  +  75 
14  +  ‐  +  +  86 
15  ‐  +  +  +  70 
16  +  +  +  +  96 
 
Tabla 6.1 Matriz de diseño y observaciones para el ejemplo de la tasa de filtración 
 
Una observación faltante 
 
En  el  caso  que  faltara  la  séptima  observación,  pero  se  estima  que  el  resultado  es 
1075x los efectos de cada factor podrían ser calculados e identificar los significativos, con 
un margen de  10 /8. El efecto de A sería: 
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8
70754543684845
8
968610410065606571  xA  
 
8
10
8
7075454375684845
8
968610410065606571 A  
 
25,125,22 A  
 
Si  la observación  faltante  fuera  la décima, y  se espera que el  resultado de ese experimento 
esté entre 95 y 105. El efecto de A se calcula como: 
 
8
5100
8
7075454380684845
8
968610465606571 A  
 
625,0625,21 A  
 
El resto de los efectos se calcula de forma similar.   
 
 
Dos observaciones faltantes 
 
Si  faltaran  las observaciones 7 y 10, pero  se estima que el  séptimo experimento    tiene una 
respuesta de 1075   y el décimo de  5100 x , el efecto de A se calcula como: 
 
8
10580100
8
70754543684845
8
968610465606571 A  
 
875,1125,19 A  
 
 
Cuatro observaciones faltantes 
 
Si  faltaran  además  las  observaciones  4  y  14  con  estimaciones  de  1060   y  1080   
respectivamente, el efecto de A será: 
 
 
8
1010105806080100
8
70754543684845
8
96104656071 A
            
       Observaciones                      Estimaciones 
 
375,425,20 A  
 
Así  pues,  el  efecto  de  cualquier  factor  siempre  estará  formado  por  dos  bloques:  las 
observaciones  realizadas  y  las  observaciones  estimadas  más  el  margen  de  error.  Cuantas 
menos observaciones se tengan, mayor será la incerteza. 
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Interacciones  
 
El  efecto de  las  interacciones  se  calcula de  la misma manera que  el  efecto principal de  los 
factores. Si falta alguna observación, puede ser sustituida por una estimación del resultado del 
experimento  faltante.  Como  sucede  con  los  efectos  principales,  cuantas más  observaciones 
falten, mayor será la incertidumbre en el cálculo del efecto. 
 
En el ejemplo de la tasa de filtración con los datos completos, las medias de la interacción AC 
se calculan con la media de las observaciones que se muestran en la siguiente tabla. 
 
Factor             
A  C  No. Experimento 
‐  ‐  1  3 9  11 
+  ‐  2  4 10  12 
‐  +  5  7 13  15 
+  +  6  8 14  16 
 
Factor             
Media A  C  Observación 
‐  ‐  45 48 43 45  45,25 
+  ‐  71 65 100 104  85 
‐  +  68 80 75 70  73,25 
+  +  60 65 86 96  76,75 
 
Tabla 6.2 Experimentos y observaciones involucradas en el cálculo de las medias de la interacción AC 
 
Así pues el efecto simple de A en C a nivel bajo es 85‐ 45,25 = 39,75 mientras que el efecto 
simple de A en C a nivel alto es 76,75 – 73,25 = 3,5. Ya que el efecto simple de A con C a nivel 
alto es el menor, es conveniente trabajar con C a nivel alto para obtener un producto robusto. 
 
 
Una observación faltante 
 
Si no se tuviera la séptima observación, pero se sabe que  el resultado de este experimento es 
1075  se podría calcular una media con un margen de error. 
 
Factor                      
A  C  Observación  Media  Min  Max 
‐  ‐  45  48 43 45 45,25       
+  ‐  71  65 100 104 85       
‐  +  68  75 75 70 73,25   2,5  70,75  75,75 
+  +  60  65 86 96 76,75       
 
Tabla 6.3 Cálculo de las medias de la interacción AC sin la observación 7 
 
El efecto simple de A en C a nivel bajo es el mismo que en el caso de tener las observaciones 
completas  ya  que  la  séptima  observación  únicamente  afecta  la  media  de  A‐  C+.  El  efecto 
simple de A  con C a nivel bajo oscilará entre 76,75 – 70,75 = 6 y 76,75 – 75,75 = 1 que en 
cualquiera de los dos casos es menor que el efecto simple de A con C a nivel alto. Por lo tanto 
es conveniente trabajar con C a nivel alto.  
 
El efecto simple de A en C a nivel bajo es tan grande que si faltara cualquier observación que 
involucre C a nivel alto se llegaría a la  misma conclusión: que es más conveniente trabajar con 
C a nivel alto. 
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En  la  tabla  6.4  se  muestran  las  medias  cuando  falta  solo  una  observación,  la  de  la  fila  y 
columna específica, calculando las medias considerando que la observación puede estar en un 
intervalo entre 45 y 104. 
 
 
Factor     Col1  Col2  Col3  Col4  Total 
A  C  Original  min  max  min  max  min  max  min  max  min  max
‐  ‐  45,25  45,25  60 44,5 59,25 45,75 60,5 45,25 60  44,5  60,5
+  ‐  85  78,5  93,25 80 94,75 71,25 86 70,25 85  70,3  94,8
‐  +  73,25  67,5  82,25 64,5 79,25 65,75 80,5 67 81,75  64,5  82,3
+  +  76,75  73  87,75 71,75 86,5 66,5 81,25 64 78,75  64  87,8
 
Tabla 6.4  Medias calculadas con una observación faltante 
 
Como  se demostró  en  la  simulación  (anexo)    y  se muestra  en  la  tabla  6.5  si  falta  solo una 
observación,  sea  cual  sea,  las  conclusiones  son  las mismas que  si  se  tuviera el  conjunto de 
observaciones completas, incluso si se prueba con el intervalo completo de posibles valores de 
la respuesta (45‐104). Es decir, en todos los casos el efecto simple de A en C a nivel alto es más 
pequeño que el efecto simple de A en C a nivel bajo. Por lo que es conveniente fijar C a nivel 
alto para disminuir la variación en la respuesta debida al cambio de nivel en A. 
 
Factor     Col1  Col2  Col3  Col4 
A  C  Original  min  max  min  max  min  max  min  max 
‐  ‐ 
39,75  39,75 25 40,5 25,75 39,25 24,5 39,75  25 
+  ‐  33,25 48 34,75 49,5 26 40,75 25  39,75 
‐  + 
3,5  9,25 ‐5,5 12,25 ‐2,5 11 ‐3,75 9,75  ‐5 
+  +  ‐0,25 14,5 ‐1,5 13,25 ‐6,75 8 ‐9,25  5,5 
 
Tabla 6.5 Efectos simples de A en C con una observación menos 
 
Si  faltan dos o más observaciones podría  realizarse el mismo procedimiento de  sustituir  las 
observaciones  faltantes  por  estimaciones  con  un  margen  de  error.  Si  las  observaciones 
faltantes  se  encuentran  en  tratamientos  con  los  mismos  niveles  de  los  factores  de  la 
interacción, entonces el margen de error se suma. 
 
 
Dos observaciones faltantes 
 
 Por ejemplo  si además de  la  séptima observación  falta  la quinta, que  se  sustituye  con una 
estimación de 60 10, el efecto de A en C a nivel bajo está entre 76,75 – 65 =11,75 y 1,75.  
 
Factor                      
A  C  Observación  Media  Min Max 
‐  ‐  45  48 43 45 45,25      
+  ‐  71  65 100 104 85      
‐  +  60  75 75 70 70 5  65   75 
+  +  60  65 86 96 76,75      
 
Tabla 6.6 Cálculo de las medias de la interacción AC sin las observaciones 5 y 7 
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A pesar de la amplitud del intervalo en el que puede estar el efecto simple de A con C a nivel 
alto, es recomendable trabajar con C a nivel alto, ya que el efecto simple de A con C a nivel 
bajo (39,75) es aún mayor que el caso más desfavorable del efecto simple de A con C a nivel 
alto (11,75). 
 
Si faltaran observaciones de experimentos en diferentes niveles de C, los efectos simples de A 
en los dos niveles de C cambiarían. Si además de la séptima observación faltase la cuarta, que 
se estima será 60 10, el efecto simple de A con C a nivel alto se modifica. 
 
Factor                      
A  C  Observación  Media  Min  Max 
‐  ‐  45  48 43 45 45,25       
+  ‐  71  60 100 104 83,75  2,5   81,25  86,25  
‐  +  68  75 75 70 73,25   2,5  70,75  75,75 
+  +  60  65 86 96 76,75       
 
Tabla 6.7 Cálculo de las medias de la interacción AC sin las observaciones 4 y 7 
 
El efecto simple de A en C a nivel bajo está entre 81,25 – 45,25 = 36 y 86,25 – 45,25= 41. El 
efecto simple de A con C a nivel alto está entre 6 y 1 por lo que la conclusión es la misma que 
en el resto de ejemplos, es mejor trabajar con C a nivel alto.  
 
 
Cuatro observaciones faltantes 
 
 Si además de las observaciones 5 y 7 faltaran las observaciones 13 y 15, y se sustituyeran por 
las estimaciones 70 10, 60 10 se estaría en la situación mostrada en la tabla 6.8. 
 
El  efecto  simple  de A  con  C  a  nivel  alto  se  encontrará  entre  20,5  y  0,5  que  representa  un 
margen  de  20 unidades.  En  este  ejemplo,  aun  con  las  cuatro observaciones  faltantes  en  la 
misma combinación de signos para la interacción, la recomendación es la misma: trabajar con 
el nivel alto de C. 
Factor                      
A  C  Observación  Media  Min  Max 
‐  ‐  45  48 43 45 45,25      
+  ‐  71  65 100 104 85      
‐  +  60  75 70 60 66,25 10 56,25  76,25 
+  +  60  65 86 96 76,75      
 
Tabla 6.8 Cálculo de las medias de la interacción AC sin las observaciones 5, 7, 13 y 15 
 
 
Cuantas  más  medias  se  vean  afectadas  más  complejas  serán  las  comparaciones  e  incluso 
pueden conducir a conclusiones contrarias. Suponga que faltan las observaciones 6, 7, 9 y 12 y 
no se sabe nada de  la respuesta por  lo que se decide probar con el  intervalo completo 45 – 
104. Las medias calculadas en estas condiciones están marcadas en la tabla 6.4 
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Factor  Media  Posibles efectos simples 
de A en C A  C  min  max 
‐  ‐  45,75 60,5 
24,5 9,75  39,3 24,5
+  ‐  70,25 85
‐  +  64,5 79,25
8,5  ‐6,25 23,3 8,5 
+  +  73  87,75
 
Tabla 6.9 Medias para la interacción AC y efectos simples sin las observaciones 6, 7, 9 y 12 
 
Se tienen cuatro posibles efectos simples de A en C a nivel bajo que van de 9,75 a 39,3 y otros 
cuatro posibles efectos  simples de A en C a nivel alto que van de  ‐6,25 a 23,3.   Se pueden 
realizar  16 comparaciones para decidir el nivel de C en el diseño robusto (AC‐ 24,5 vs AC+8,5; 
AC‐ 9,75 vs AC+8,5; etc.). En 15 comparaciones la conclusión es trabajar con C a nivel alto, sin 
embargo en la comparación AC‐ 9,75 vs AC+ 23,3 la conclusión es trabajar con C a nivel bajo. 
 
 
Seis observaciones faltantes 
 
Si faltaran más observaciones los intervalos de las medias calculadas se ensancharían debido a 
la suma de los márgenes de error en la estimación de las observaciones faltantes, por lo que la 
incertidumbre en los cálculos sería mayor y las decisiones no podrían tomarse tan claramente. 
Si  por  ejemplo,  faltaran  también  las  observaciones  14  y  15  las  conclusiones  no  serían  tan 
claras. 
 
Factor 
Observaciones 
Media 
Posibles efectos 
simples de A en C A  C 
Min 
X=45
Max 
X=104
‐  ‐  45  48  X9 45 45,8 60,5 24,5 9,75  39,3  25 
+  ‐  71  65  100 X12 70,3 85
‐  +  68  X7  75 X15 58,3 87,8 4,5  ‐25  34  4,5 
+  +  X6  65  X14 96 62,8 92,3
 
Tabla 6.10 Medias para la interacción AC y efectos simples sin las observaciones 6, 7, 9, 12,14 y 15 
 
Comparando  solo  los  extremos,  de  las  16  comparaciones  posibles,  5  indican  que  es mejor 
trabajar  con C a nivel bajo, 10    indican que es mejor el nivel alto  y en una  comparación  la 
magnitud de los dos efectos simples es la misma. 
 
Al  igual  que  en  cálculo  de  los  efectos,  cuantas  más  observaciones  falten,  mayor  será  la 
incerteza en el análisis de las interacciones. 
 
 
 
6.2.2.  Matriz producto 
 
 
El caso de  la matriz producto es similar a  la matriz única en el sentido en que el margen de 
error en la estimación de las observaciones faltantes se traduce en incertidumbre en el cálculo 
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de  los  efectos  y  por  consiguiente  en  incertidumbre  en  las  decisiones  tomadas  a  partir  del 
método propuesto. 
 
 
Efectos principales  
 
Cuando la respuesta estudiada es la media se tiene la ventaja de que todas las observaciones 
participan con el mismo peso en el cálculo del efecto, como se hace en la matriz única. Por lo 
tanto el margen de error en  la estimación de  la observación se transmite a  la estimación del 
efecto de una forma clara. Se suman  los márgenes de error de  las observaciones estimadas y 
se puede conocer a priori el error en el efecto.  
 
Sin  embargo  cuando  la  respuesta  estudiada  es  el  logaritmo  de  la  desviación  el  error  en  la 
estimación de  la observación faltante se propaga en dos cálculos: el cálculo de  la media para 
cada tratamiento y después en el cálculo de la desviación estándar. En el cálculo de la varianza 
la diferencia entre la observación y la estimación de la media elevada al cuadrado no tiene el 
mismo  margen  para  todas  las  observaciones.  Por  lo  que  el  margen  de  error  varía  con  las 
observaciones. 
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Varianza de las observaciones en la condición experimental i 
 
A pesar de este error acumulado, puede darse el caso que la decisión sea muy clara.  
 
Por otra parte los efectos principales cuando la respuesta es la media son lineales y se puede 
aplicar el mismo análisis que con la matriz única. Pero cuando la respuesta es el logaritmo de la 
desviación estándar los efectos son cuadráticos, así que el mínimo no se obtiene sustituyendo 
la  observación  faltante  por  el  mínimo  valor  estimado,  sino  que  depende  del  resto  de 
observaciones exactas que se tengan. Esta situación complica el análisis ya que incrementa el 
número de combinaciones a evaluar. 
 
14Ejemplo: 
 
Una pastelería pretende  realizar una mezcla para venderla en una caja con  las  instrucciones 
para hacer un pastel. Los factores que considera en la mezcla son la harina A, mantequilla B y 
huevo  C.  Ya  que  el  fabricante  no  tendrá  control  sobre  la  temperatura  (T)  y  el  tiempo  de 
cocción (t) con que el consumidor utilice el producto, busca preparar la mezcla lo más robusta 
posible. La respuesta estudiada es el sabor del pastel, puntuado de 1 a 10. 
 
 Como se muestra en la tabla 6.12, sea cual sea la observación que falte, cuando se analiza el 
logaritmo de la desviación estándar,  el efecto del factor A siempre es negativo. Esto indica que 
                                                          
14 Fuente: Grima, Tort-Martorel, Apuntes de “Estadística aplicada a la gestión empresarial”  (2009)  
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pasar del nivel bajo al nivel alto de este factor disminuye la variación. Por lo tanto siempre es 
recomendable trabajar en el nivel alto del factor A. 
 
            Factores ruido          
Factores Control  T  ‐  +  ‐  +          
A  B  C  t  ‐  ‐  +  +  y  s  ln(s) 
‐  ‐  ‐     1,7  6,3  7,1  2,1  4,3  2,7952  1,0279 
+  ‐  ‐     4,5  5  5  2,8  4,325  1,0436  0,0427 
‐  +  ‐     4,9  6,3  8,1  4  5,825  1,7877  0,5809 
+  +  ‐     5,5  7,2  6,8  6,2  6,425  0,7411  ‐0,2997 
‐  ‐  +     5,8  8,4  8,1  4,9  6,8  1,7185  0,5415 
+  ‐  +     6,6  8,5  7,5  7,3  7,475  0,7848  ‐0,2424 
‐  +  +     4  7,2  7,3  3,8  5,575  1,9363  0,6608 
+  +  +     4,9  6,4  6  6,4  5,925  0,7089  ‐0,3441 
 
Tabla 6.11 Observaciones para el experimento del pastel. 
 
 
 
         Mínimo x =1  Máximo x=10 
      T  ‐  +  ‐  +  ‐  +  ‐  + 
      t  ‐  ‐  +  +  ‐  ‐  +  + 
A  B  C                         
‐1  ‐1  ‐1  ‐0,9334  ‐0,9129  ‐0,8748 ‐0,941  ‐0,9523 ‐1,0045  ‐0,9979  ‐0,9655 
1  ‐1  ‐1  ‐0,7593  ‐0,7755  ‐0,7755 ‐0,7598 ‐0,6456  ‐0,6417  ‐0,6417  ‐0,686 
‐1  1  ‐1  ‐1,0485  ‐1,0365  ‐0,9703 ‐1,0444 ‐1,0034  ‐1,025  ‐1,0113  ‐0,9669 
1  1  ‐1  ‐0,5729  ‐0,5963  ‐0,5867 ‐0,5774 ‐0,7084  ‐0,6668  ‐0,6683  ‐0,679 
‐1  ‐1  1  ‐1,088  ‐1,0494  ‐1,0584 ‐1,0857 ‐0,968  ‐0,9867  ‐0,9914  ‐0,9154 
1  ‐1  1  ‐0,5453  ‐0,5709  ‐0,5525 ‐0,5502 ‐0,8005  ‐0,7543  ‐0,7533  ‐0,7589 
‐1  1  1  ‐1,0251  ‐0,9851  ‐0,981  ‐1,0234 ‐0,9814  ‐1,0195  ‐1,0185  ‐0,9729 
1  1  1  ‐0,5849  ‐0,6019  ‐0,5936 ‐0,6019 ‐0,6703  ‐0,6294  ‐0,6341  ‐0,6294 
 
Tabla 6.12 Efecto del factor A calculado para todos los casos en que falte una observación. La respuesta 
estudiada es el logaritmo de la desviación 
 
Ya que el efecto es cuadrático cuando la respuesta es el logaritmo de la desviación, los valores 
estimados en  la tabla 6.12 con el x más pequeño (x=1) no son  los mínimos efectos. Suponga 
x=5, los efectos calculados son más pequeños que con x=1. 
 
      T  ‐  +  ‐  + 
      t  ‐  ‐  +  + 
A  B  C             
‐1  ‐1  ‐1 ‐0,8531 ‐0,8907 ‐0,8577 ‐0,8734
 
Tabla 6.13 Efecto del factor A calculado para los casos en que falte una observación, sustituyendo el 
valor faltante por x=5 
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Interacciones 
 
 
El análisis de las interacciones es más complejo que el cálculo de los efectos.  
 
Una observación faltante 
 
Suponga  que  se  desea  analizar  la  interacción  BC,  cuando  la  media  es  la  respuesta,  en  el 
ejemplo del pastel.  
 
En  la  tabla  siguiente están divididas por bloques  las observaciones  según  se necesitan para 
calcular  la media de  la respuesta en cada combinación de niveles de  la  interacción BC. Están 
marcadas en rojo  las observaciones más pequeñas de cada bloque y en azul  las más grandes. 
Se estudia el caso en que solamente falte una observación y considerando que no es posible 
tener  una  estimación  de  la  observación  faltante,  por  lo  que  hay  que  evaluar  el  intervalo 
completo 1‐10. La columna con el nombre “media” muestra la media del bloque considerando 
todas  las observaciones. Las últimas columnas muestran  las estimaciones mínimas y máximas 
de  la  media  sustituyendo  la  observación  faltante  por  1  o  10.  En  rojo  se  muestran  las 
estimaciones cuando el valor faltante es la observación más pequeña del bloque. En negro se 
muestran  las estimaciones de  la media cuando  la observación  faltante es  la más grande del 
bloque.  En negrita están las estimaciones mínima y máxima de la media para cada bloque.  La 
estimación mínima del bloque se obtiene cuando se sustituye  la observación más grande del 
bloque por 1, la estimación máxima se obtiene cuando se sustituye por 10 la observación más 
pequeña del bloque. 
 
 
B  C  Experimento      Observación  Media  MIN  MAX 
‐1  ‐1  1  2  3  4     1,7 6,3 7,1 2,1 4,3125  4,225  5,35
5  6  7  8     4,5 5  5  2,8 3,55  4,675
1  ‐1  9  10  11  12     4,9 6,3 8,1 4  6,125  5,75  6,875
13  14  15  16     5,5 7,2 6,8 6,2 5,2375  6,3625
‐1  1  17  18  19  20     5,8 8,4 8,1 4,9 7,1375  6,65  7,775
21  22  23  24     6,6 8,5 7,5 7,3 6,2  7,325
1  1  25  26  27  28     4  7,2 7,3 3,8 5,75  5,4  6,525
29  30  31  32     4,9 6,4 6  6,4 4,9625  6,0875
 
Tabla 6.14 Estimaciones de la media para la interacción BC con un dato faltante. 
 
Como puede observarse, la máxima estimación de la media para los bloques B‐C‐  = 5,35; B+C‐ 
=  6,875  y B+C+  =  6,525  en  todos  los  casos  es menor que  la media  calculada  con  todas  las 
observaciones  del  bloque  B‐C+  =  7,1375.  En  el  caso  de  este  último  bloque,  la  mínima 
estimación de la media (6,2) es aún más grande que la media más grande de todos los bloques 
restantes (B+C‐ = 6,125).  
 
Por  lo  tanto,  si  faltara una observación,  sea cual  sea,  siempre  se  llegará a  la conclusión que 
para obtener la respuesta más alta (recuerde que la respuesta que se está analizando con esta 
interacción es la calificación media del sabor) hay que trabajar con el factor B a nivel bajo y C a 
nivel alto. Esta es la misma conclusión que la obtenida con el conjunto de datos completos. 
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Dos observaciones faltantes 
 
En  caso de que  falten dos observaciones el  análisis es mucho más  complicado. Existen 496 
combinaciones  posibles  de  dos  datos  faltantes.  Para  tener  una  idea  de  lo  que  conlleva  el 
análisis  se  estudia  el  caso  particular  en  que  los  dos  datos  faltantes  son  observaciones  del 
mismo bloque. El código de colores es el mismo que el utilizado en el caso de una observación 
faltante. 
 
En  el  primer  bloque  B‐C‐  está  claro  que  sea  cual  sea  el  par  de  observaciones  faltantes  la 
conclusión es la misma que en el caso de las observaciones completas o una sola observación 
faltante, es decir, colocar el factor B a nivel bajo y C a nivel alto. Se llega a esta conclusión ya 
que la media máxima esperada 6,3375 es menor que la mayor media calculada con el resto de 
los bloques (B‐C+ 7,1375). 
 
 
B  C  Experimento      Observación  Media  MIN  MAX 
‐1  ‐1  1  2  3  4     1,7 6,3 7,1 2,1 4,3125  4,0875  6,3375
5  6  7  8     4,5 5  5  2,8 2,8875  5,1375
1  ‐1  9  10  11  12     4,9 6,3 8,1 4  6,125  5,2625  7,5125
13  14  15  16     5,5 7,2 6,8 6,2 4,4625  6,7125
‐1  1  17  18  19  20     5,8 8,4 8,1 4,9 7,1375  6,05  8,3
21  22  23  24     6,6 8,5 7,5 7,3 5,275  7,525
1  1  25  26  27  28     4  7,2 7,3 3,8 5,75  5,025  7,275
29  30  31  32     4,9 6,4 6  6,4 4,1875  6,4375
 
Tabla 6.15 Estimaciones de la media para la interacción BC con dos datos faltantes. 
 
 
En el resto de los bloques la decisión no es tan clara e incluso puede ser diferente. Por ejemplo 
en el segundo bloque B+C‐, si el par de observaciones  faltantes son  las observaciones de  los 
experimentos  11  y  14,  la  media  estimada  se  encontrará  entre  4,4625  y  6,7125,  cualquier 
número de este  intervalo es menor que  la media  calculada en el bloque B‐C+ por  lo que  la 
decisión es trabajar en la condición B‐C+. En cambio si el par de observaciones faltantes son las 
observaciones 9 y 12, la media estimada oscilará entre 5,2625 y 7,5125. En la estimación más 
pequeña  la  decisión  sería  colocar  el  factor  B  a  nivel  alto  y  C  a  nivel  bajo  porque  la media 
calculada  en  este  bloque  es  mayor  (6,125>5,275),  pero  con  la  estimación  más  grande  del 
intervalo  (7,525)  la decisión es continuar con B‐C+. Esta  incertidumbre se presenta en  las 28 
combinaciones posibles del bloque B‐C+ y en algunas del bloque B+C+. 
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6.3. Resultados obtenidos a través de la simulación 
 
 
Los programas  estadísticos R  y Minitab  son  gran  ayuda  en  este  tipo de  simulaciones.  En  el 
anexo encontrará varios scripts de R, para cada una de las dos metodologías de análisis de los 
diseños robustos, así como una guía de los parámetros necesarios. 
 
 
 
6.3.1.   Matriz única, un dato faltante 
 
 
Tomando el ejemplo 4 que tiene como respuesta la tasa de filtración de un producto químico, 
se supone que la respuesta del séptimo experimento (A‐, B+, C+, D‐) no pudo ser observada  y 
que  sigue  una  distribución  uniforme  entre  45  y  104.    Estos  valores  están  supuestos  para 
ejemplificar el método propuesto,  sin embargo  la  forma correcta de asignarlos hubiera  sido 
según  la  respuesta  esperada  en  esta  condición  experimental,  información  que  puede  ser 
proporcionada por el  ingeniero de planta. Es decir,  la persona que conozca el proceso que se 
está estudiando podrá proporcionar un valor esperado, más – menos una variación, para cada 
tratamiento experimental. La observación faltante puede sustituirse por valores dentro de este 
intervalo y realizar  los análisis correspondientes. Utilizando el script MU_unif.r se evalúan  los 
resultados de dicha sustitución. 
 
La matriz de diseño, con los valores iniciales se muestra en la figura 6.1a. Después de utilizar el 
método  de  Lenth  con  cada  sustitución,  se  identifican  los  factores  significativos  A,  C,  D  e 
interacciones AC y AD. Los factores e  interacciones significativas han sido  las mismas que  las 
encontradas al utilizar el conjunto de datos completo, aunque no todos han sido en todas las 
simulaciones.  Es  conveniente  recordar  que  los  factores  son  temperatura  (A),  presión  (B), 
concentración de formaldehido (C), y velocidad de agitación  (D) y la temperatura se considera 
un factor de ruido. 
 
                                       
      Fig. 6.1a matriz de diseño, respuesta 7 faltante                               Fig.6.1b Efectos significativos 
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Si se grafican los efectos principales calculados con cada uno de los valores sustituidos, es claro 
que siguen una tendencia. Los efectos de los factores A y D tienden a descender conforme se 
incrementa el valor. Esto se debe a que se están sustituyendo  los valores en un tratamiento 
con los factores A y D a nivel bajo. Por el contrario, el efecto del factor C incrementa conforme 
aumenta el valor sustituido debido a que  la condición experimental que se está sustituyendo 
considera el nivel alto de dicho factor. 
 
 
Fig. 6.2 efectos principales a lo largo de la simulación 
 
 
El  factor A  fue significativo 55 veces, en  los casos en que el valor  faltante  fue sustituido por 
números entre 45 y 99. Por lo que se puede decir que sin conocer el valor de la respuesta en 
esta  condición  experimental,  el  efecto  principal  del  factor  A  es  significativo  con  una 
probabilidad  del  91,66%.  El  efecto  medio  calculado  fue  de  22,6250  unidades  con  una 
desviación estándar   de 2,003. Solo difiere del efecto calculado con  los datos completos en 1 
unidad. 
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Fig. 6.3a Intervalos en los que los efectos fueron significativos 
 
  
Fig. 6.3b Efectos significativos, media, desviación estándar, mínimo y máximo.  
   
El factor C fue significativo 32 veces. Es significativo cuando  la respuesta faltante se sustituye 
con valores entre 57 y 88. El efecto medio calculado es de 8,9375 que difiere del efecto “real” 
en  (9,875  –  8,9375)  0,9375  unidades.  Se muestran  los  resultados  para  el  resto  de  factores 
significativos en  las figuras 6.3. Cuando se sustituye el valor faltante por 104, ningún factor o 
interacción es significativo. 
 
   Datos completos  Sustitución 
Contraste  Coeficiente Efecto
Efecto 
medio
A1  10,8125 21,625   22,6250
C1  4,9375 9,875 8,9375 
D1  7,3125 14,625 16,0625 
A1:C1  ‐9,0625 ‐18,125 ‐17,5625 
A1:D1  8,3125 16,625  16,0000
 
Tabla 6.16 Comparación con los efectos calculados con los datos completos y una observación faltante. 
 
 
Para obtener  los mismos resultados en cuanto a factores significativos que  los obtenidos con 
los datos completos se tendría que sustituir el dato faltante por valores entre 57 y 88 que es el 
intervalo que incluye todos los factores significativos a la vez. Si se considera que la respuesta 
sigue  una  distribución  uniforme  la  probabilidad  de  tomar  alguno  de  estos  valores  es  del 
53,33%.  
 
El  ancho  del  intervalo  y  qué  tan  centrado  se  encuentre  con  respecto  a  la  respuesta  real 
influyen en esta probabilidad. Por ejemplo si se probara con valores entre 45 y 75 se tendría 
que la probabilidad de acertar la combinación completa de factores significativos es de 0,6129 
que  resulta  de  sustituir por números  entre  57  y  75.  Todos  los  factores  e  interacciones  son 
significativos en el intervalo entre 57 y 75 (factor C) 
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Fig. 6.4 Sumario utilizando un intervalo 57 ‐ 75 
 
 
En el  intervalo completo 45‐104,   ya que  las  interacciones AC y AD son significativas con una 
probabilidad de 93,3% y 81,67% respectivamente es conveniente analizarlas y tomar medidas 
a partir de ellas y no de los efectos principales.  
 
La interacción AC es significativa cuando se sustituye el dato faltante por un número entre 48 y 
103. Con el script  Interaccion.r se puede graficar  las  interacciones utilizando cada uno de  los 
números de este intervalo o solo algunos de ellos. 
 
 
 
Factor  Media 
A  C  min = 48  max = 103
‐  ‐  45,25 
+  ‐  85 
‐  +  65,25  79 
+  +  76,75 
 
Tabla  6.17  Medias  para  la  interacción  AC 
cuando se sustituye la observación faltante del 
séptimo experimento  por 48 y 103. 
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Fig. 6.5 Interacciones AC sustituyendo la respuesta faltante por 47, 80 y 102 
 
 
El valor faltante afecta solamente a la respuesta cuando A está a nivel bajo y C a nivel alto por 
la misma razón que el efecto de A y C se mueven en sentido contrario conforme se sustituyen 
valores  para  el  dato  faltante,  es  decir,  porque  la  condición  experimental  en  la  que  se  está 
sustituyendo el valor es el tratamiento A‐, B+, C+, D‐, con A en nivel bajo y C en nivel alto.  El 
cambio en la respuesta al pasar del nivel bajo al nivel alto de A con el factor C a nivel bajo es el 
mismo con cualquier número. El valor de la respuesta con el factor A en nivel alto y el factor C 
a nivel alto  también es el mismo sin  importar que número se haya utilizado para sustituir el 
dato faltante. En todos los casos el efecto simple de A en C+ es menor que el efecto simple de 
A en C‐, por  lo que  la respuesta obtenida al trabajar con el nivel alto de C (concentración de 
formaldehido) es menos sensible al cambio de la temperatura. 
 
En el caso de la interacción AD se tiene que a lo largo del intervalo (51‐99) solo se modifica la 
respuesta media  cuando  los  factores A  y D  están  a nivel bajo. En  todos  los  casos  el  efecto 
simple de A en D‐ es menor que el efecto simple de A en D+ por lo que trabajar en D (velocidad 
de agitación) a nivel bajo genera una respuesta menos sensible a la temperatura. 
 
 
 
Factor  Media 
A  D  min = 51 max = 99 
‐  ‐  53  65 
+  ‐  65,25 
‐  +  58,25 
+  +  96,5 
 
Tabla  6.18  Medias  para  la  interacción  AD  cuando  se  sustituye  la  observación  faltante  del  séptimo 
experimento  por 51 y 99. 
 
 
 
Capítulo 6                                                   Repercusión en el cálculo de los efectos debida a la incertidumbre 
 
 
75 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.6 Interacciones AD sustituyendo la respuesta faltante por 51, 71 y 91 
 
 
En  conclusión,  sin  tener  el  dato  del  experimento  numero  7,  se  recomienda  trabajar  con  el 
factor C a nivel  alto y D a nivel bajo, el factor B es indistinto.  
 
Estas son  las mismas conclusiones que  las obtenidas en el ejemplo con  los datos completos. 
Por lo que llegar a las mismas conclusiones depende de que se encuentren significativas ambas 
interacciones  y esto  sucede  con una probabilidad de  cuando menos 0,8167  cuando  el dato 
faltante es el del tratamiento  A‐ B+ C+ D‐. 
 
Para el resto de las observaciones  las  conclusiones son las mismas aunque con probabilidades 
diferentes. Así pues el número de sustituciones significativas para cada efecto y observación 
faltante, de entre  los 60 números del  intervalo estudiado  (45 – 104)  se muestra en  la  tabla 
siguiente. 
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Observación  Efecto significativo 
Faltante  A  B  C  D  AC  AD  ABD  BCD  NINGUNO 
1  27   ‐  8  20  22  31   ‐   ‐  29 
2  60   ‐  31  40  53  42   ‐   ‐  ‐  
3  28   ‐  16  21  23  31   ‐   ‐  29 
4  60   ‐  33  46  57  47   ‐   ‐  1 
5  60   ‐  41  43  50  50   ‐   ‐   ‐ 
6  60   ‐  24  35  37  36   ‐   ‐  ‐  
7  55   ‐  32  48  56  49   ‐   ‐  1 
8  57   ‐  28  33  37  36  14   ‐  3 
9  29   ‐  14  29  26  24   ‐   ‐  31 
10  24  1  18  20  24  23  6   ‐  36 
11  25   ‐  8  24  22  19   ‐   ‐  35 
12  28   ‐  22  22  25  22   ‐   ‐  32 
13  55   ‐  30  48  60  48   ‐   ‐   ‐ 
14  41   ‐  24  31  45  34   ‐  5  15 
15  56   ‐  36  49  56  52   ‐   ‐   ‐ 
16  39   ‐  26  30  57  34   ‐   ‐  3 
 
Tabla 6.19 Número de sustituciones significativas para cada efecto y observación faltante de entre las 60 
sustituciones posibles en el intervalo 45‐104 
 
Obs.  A  B  C  D  AC  AD  ABD  BCD  NINGUNO 
1  0,45  ‐  0,13  0,33  0,37  0,52  ‐  ‐  0,48 
2  1  ‐  0,52  0,67  0,88  0,7  ‐  ‐  ‐ 
3  0,47  ‐  0,27  0,35  0,38  0,52  ‐  ‐  0,48 
4  1  ‐  0,55  0,77  0,95  0,78  ‐  ‐  0,02 
5  1  ‐  0,68  0,72  0,83  0,83  ‐  ‐  ‐ 
6  1  ‐  0,4  0,58  0,62  0,6  ‐  ‐  ‐ 
7  0,92  ‐  0,53  0,8  0,93  0,82  ‐  ‐  0,02 
8  0,95  ‐  0,47  0,55  0,62  0,6  0,23  ‐  0,05 
9  0,48  ‐  0,23  0,48  0,43  0,4  0  ‐  0,52 
10  0,4  0,02  0,3  0,33  0,4  0,38  0,1  ‐  0,6 
11  0,42  ‐  0,13  0,4  0,37  0,32  ‐  ‐  0,58 
12  0,47  ‐  0,37  0,37  0,42  0,37  ‐  ‐  0,53 
13  0,92  ‐  0,5  0,8  1  0,8  ‐  ‐  ‐ 
14  0,68  ‐  0,4  0,52  0,75  0,57  ‐  0,08  0,25 
15  0,93  ‐  0,6  0,82  0,93  0,87  ‐  ‐  ‐ 
16  0,65  ‐  0,43  0,5  0,95  0,57  ‐  ‐  0,05 
 
Tabla 6.20 Probabilidad de significación para cada efecto y observación sustituida 
 
Si  la  observación  faltante  fuera  la  del  experimento  16  en  orden  estándar  (A+ B+  C+ D+)  la 
interacción  AC  sería  significativa  en  57  de  las  60  sustituciones  posibles,  es  decir,  sería 
significativa con una probabilidad de 0,95. Estas probabilidades se muestran en la tabla 6.20. 
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Ya  que  el  método  de  Lenth  es  el  usado  para  identificar  los  efectos  significativos,  estas 
probabilidades pueden ser  incluso mayores. Esto puede ser porque factores que con el papel 
probabilístico normal son claramente significativas, en el método de Lenth quedan justo en el 
límite entre  los factores significativos y no significativos y se consideran no significativos. Las 
figuras 3.2 y 3.3 del capítulo de diseños robustos son ejemplos de esto. 
 
Este error pero en sentido contrario ocurre con las interacciones ABD, BCD y el efecto de B. Es 
decir,  el  criterio  del  método  de  Lenth  los  considera  significativos  pero  graficado  en  papel 
probabilístico normal no hay evidencia para considerarlos significativos. 
 
 
 
  
Fig. 6.7 Efectos significativos sin la observación 14. 
 
 
Un ejemplo es el de la observación 14, cuando el dato faltante se sustituye por números entre 
100 y 104, la interacción BCD resulta significativa aunque gráficamente se puede considerar no 
significativa ya que su efecto es solo un poco diferente de cero. 
 
Los intervalos en donde cada factor o interacción son significativos son los que se muestran en 
la tabla 6.21. Estos intervalos pueden variar dependiendo de la observación faltante. Recuerde 
que  el  método  de  Lenth  involucra  todos  los  efectos  para  identificar  los  significativos  y  de 
acuerdo al tratamiento faltante el efecto puede aumentar o disminuir según se incremente el 
número que sustituye a la observación faltante. 
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Obs.  A  B  C  D  AC  AD  ABD  BCD  NINGUNO 
1  45  71  ‐  ‐  45  52  45 64  45 66  45 75  ‐  ‐  ‐  ‐  76  104 
2  45  104  ‐  ‐  50  80  45 84  46 98  45 86  ‐  ‐  ‐  ‐  ‐  ‐ 
3  45  72  ‐  ‐  45  60  45 65  45 67  45 75  ‐  ‐  ‐  ‐  76  104 
4  45  104  ‐  ‐  55  87  45 90  48 104  45 91  ‐  ‐  ‐  ‐  ‐  ‐ 
5  45  104  ‐  ‐  63  103  55 97  55 104  55 104 ‐  ‐  ‐  ‐  ‐  ‐ 
6  45  104  ‐  ‐  56  79  45 79  45 81  45 80  ‐  ‐  ‐  ‐  ‐  ‐ 
7  45  99  ‐  ‐  57  88  45 92  48 103  51 99  ‐  ‐  ‐  ‐  104  104 
8  45  101  ‐  ‐  45  72  45 77  45 81  45 80  45 58  ‐  ‐  102  104 
9  45  73  ‐  ‐  45  58  45 73  45 70  45 68  ‐  ‐  ‐  ‐  74  104 
10  81  104  93  93  87  104  85 104  81 104  82 104 89 94  ‐  ‐  45  80 
11  45  69  ‐  ‐  45  52  45 68  45 66  45 63  ‐  ‐  ‐  ‐  70  104 
12  77  104  ‐  ‐  83  104  83 104  80 104  83 104 ‐  ‐  ‐  ‐  45  76 
13  45  99  ‐  ‐  58  87  51 98  45 104  45 92  ‐  ‐  ‐  ‐  ‐  ‐ 
14  64  104  ‐  ‐  81  104  74 104  60 104  71 104 ‐  ‐  100  104  45  59 
15  45  100  ‐  ‐  61  96  54 102  49 104  45 96  ‐  ‐  ‐  ‐  ‐  ‐ 
16  66  104  ‐  ‐  79  104  75 104  48 104  71 104 ‐  ‐  ‐  ‐  45  47 
 
Tabla 6.21 Intervalo de valores en los que cada efecto es significativo, si falta solo la observación del 
experimento de la fila correspondiente. 
 
 
Obs.  A  AC  AD  C  D 
 Faltante   media      media      media      media      media      
1  20  0,9922  ‐16,81 0,8117 18,5 1,1365 9,4821 0,3013  13,438  0,7395
2  22,06  2,18  ‐18,25 1,93 17,31 1,53 10,72 1,1  15,43  1,46
3  20,31  1,03  ‐17,12 0,84 18,12 1,13 9,31 0,59  13,75  0,77
4  22,81  2,18  ‐19,5 2,74 16,25 1,71 9,16 1,2  14,31  1,68
5  20,81  2,18  ‐19,56 1,82 18,06 1,82 11,75 1,49  13,62  1,57
6  23,43  2,18  ‐17,75 1,35 16,31 1,32 10,81 0,88  14,37  1,28
7  22,62  2  ‐17,56 2,03 16 1,78 8,93 1,17  16,06  1,75
8  22,62  2,07  ‐18,37 1,35 16,93 1,31 9,06 1,02  15,12  1,21
9  19,62  1,06  ‐16,31 0.95  14,93 0,88 8,81 0,52  16,62  1,06
10  20,68  0,88  ‐17,18 0,88 15,75 0,84 10,43 0,66  13,93  0,73
11  20,12  0,91  ‐16,81 0,81 15,5 0,7 9,43 0,31  16,06  0,88
12  19,94  1,02  ‐16,62 0,92 15,31 0,81 11,18 0,81  13,31  0,81
13  22  2  ‐18,06 2,18 17,43 1,75 9,56 1,1  14,56  1,75
14  21,37  1,49  ‐18,62 1,64 16,81 1,24 10,68 0,88  15  1,13
15  21,31  2,04  ‐18,93 2,04 16,56 1,89 10,94 1,32  15,62  1,78
16  20,25  1,42  ‐20,62 2,07 15,56 1,24 9,48 0,88  13,81  1,1
Promedio  21,247  1,602  ‐18 1,5608 16,583 1,3179 9,9833 0,8895  14,688  1,2312
Completo  21,625     ‐18,13    16,625    9,875    14,625    
Diferencia  0,3781     ‐0,121    0,0419    ‐0,108    ‐0,063    
 
Tabla 6.22 Efecto medio y desviación estándar calculado para los factores e interacciones significativos, 
sustituyendo la observación faltante por valores entre 45 y 104. 
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Si  se  saca  el  promedio  de  todos  los  efectos  calculados,  para  cada  factor  o  interacción 
significativos  a  lo  largo  de  toda  la  simulación,  se  puede  observar  que  la  diferencia  con  los 
efectos calculados utilizando todas las observaciones es muy pequeña.  Por ejemplo, el efecto 
de la interacción AC calculado con todas las observaciones es de ‐18.13 mientras que el efecto 
promedio  de  la  simulación  es  de  ‐18  con  una  desviación  estándar  de  1,56.    La  tabla  6.22 
muestra  estas  diferencias  además  de  los  efectos medios  calculados  para  cada  observación 
faltante. 
 
En  el  anexo  se pueden  consultar  las  salidas de R para  la  simulación  realizada.  En  todos  los 
casos, sea cual sea la observación faltante, las conclusiones fueron las mismas: trabajar con el 
factor C a nivel alto y con el factor D a nivel bajo. 
 
 
 
6.3.2.  Matriz única, dos datos faltantes 
 
 
Se supone ahora que no han podido observarse  los resultados de  los experimentos 7 (A‐, B+, 
C+, D‐) y 10 del orden estándar (A+, B‐, C‐, D+). Utilizando el mismo método que en el caso de 
un solo dato faltante, se realiza el análisis estadístico utilizando el script MU_unif.r.  
 
En  el  peor  de  los  casos  no  se  tendría  ninguna  información  sobre  la  respuesta  en  los 
tratamientos experimentales específicos (7 y 10) por lo que se tendría que analizar el intervalo 
completo  (45‐104)  para  los  dos  datos  faltantes,  esto  se  traduce  en  3600  combinaciones 
diferentes.  Si  se  tuvieran más  datos  del  proceso  se  podría  acotar  el  rango de  evaluación  e 
incluso se podrían evaluar dos rangos diferentes para cada uno de  los valores  faltantes. Esta 
opción  sería mejor  debido  a  que  el margen  de  error  en  las  estimaciones  sería menor  y  la 
estimación  estaría  centrada  en  la observación  real. Para  esta  simulación  se  evalúa  el  rango 
completo para ambas observaciones faltantes. 
 
  
Fig. 6.8 Efectos significativos con dos observaciones faltantes (experimentos 7 y 10). 
 
En  la  mayor  parte  de  estas  combinaciones  resultan  significativos  los  mismos  factores  e 
interacciones que en el caso con los datos completos o solo un dato faltante. 
 
Las  interacciones  de  tres  factores  así  como  el  factor  B  tienen  poca  probabilidad  de  ser 
significativas. En este ejemplo solo es significativo el factor B en 7 de las 3600 combinaciones, 
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es decir, el factor B puede ser significativo con una probabilidad de 0,0019. Las  interacciones 
triples  también pueden  ser  significativas  con una probabilidad muy pequeña,  la  interacción 
ABD fue la interacción triple que en más combinaciones de números resulto significativa, 42 de 
las 3600 combinaciones posibles, lo que se traduce en un probabilidad de 0,0116. Sin embargo 
la  interacción  AC  tiene  una  probabilidad  de  ser  significativa  de  957/3600  =  0,2658 
proporcionalmente mucho mayor que para las interacciones triples. 
 
  
Fig. 6.9a Intervalos para la primera respuesta faltante en los que los efectos son significativos. 
 
 
Fig. 6.9b Intervalos para la segunda respuesta faltante en los que los efectos son significativos. 
 
Estas  figuras  muestran  los  números  en  los  que  los  diferentes  factores  e  interacciones 
resultaron significativos. Si se considera para el análisis solo aquellos efectos cuya probabilidad 
de ser significativos no es despreciable, se considerarían nuevamente  los efectos de A,   C, D, 
AC y AD. Los efectos medios calculados para estos factores e interacciones son muy próximos a 
los estimados con un solo dato faltante y con el conjunto de datos completos. 
 
 
Fig. 6.10 Efecto mínimo, máximo, medio y desviación estándar del efecto calculado sustituyendo las 
observaciones 7 y 10 por los valores del intervalo 45‐104. 
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  Datos completos  Efecto medio 
Contraste  Efecto
Un dato 
faltante 
Dos datos 
faltantes 
A1  21,625   22,6250 21,9748
C1  9,875 8,9375  9,7615
D1  14,625 16,0625  15,4121
A1:C1  ‐18,125 ‐17,5625  ‐16,6712
A1:D1  16,625  16,0000 15,2823
 
Tabla 6.23 Comparación entre los efectos calculados con los datos completos, un dato faltante y dos 
datos faltantes. 
 
Al  igual  que  en  el  caso  de  un  dato  faltante  es  posible  graficar  la  evolución  que  tienen  los 
efectos principales a lo largo de la simulación. Al tener dos observaciones faltantes, el gráfico 
resultante es un gráfico en tres dimensiones.  
Fig. 6.11 Scatter plot de los efectos principales calculados sustituyendo las dos observaciones faltantes 
con valores entre 45 y 104. 
 
         
Fig. 6.12a Efecto A con 2 observaciones faltantes     Fig. 6.12b Efecto D con 2 observaciones faltantes 
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Fig. 6.12c Efecto C con 2 observaciones faltantes 
 
 
Se puede apreciar que siguen una tendencia muy clara, especialmente los factores A y D. En el 
caso del factor A, el efecto más grande se obtiene con valores pequeños para el primer dato 
faltante  (A‐)  y  valores  altos  para  el  segundo  dato  faltante(A+).  Conforme  aumenta  el  valor 
sustituido en el dato faltante 1 el efecto del factor disminuye.  
 
El  factor C presenta una  tendencia contraria a  los  factores A y D, conforme ambos números 
aumentan, el efecto del factor C parece incrementarse. 
 
En cuanto a  las  interacciones, se tiene que es significativa  la  interacción AC cuando el primer 
valor es sustituido por números dentro del intervalo (45 – 104) y el segundo dato es sustituido 
por números dentro del intervalo (80 ‐ 104). Utilizando el script Interacion.r se pueden graficar 
las interacciones dentro de estos intervalos.  
 
El efecto simple AC+ es menor que el efecto simple de A con C en el nivel bajo. Nuevamente es 
recomendable fijar el parámetro en el nivel alto de C. 
 
 
Factor  Primer faltante 
A  C  min= 45  max = 104 
‐  ‐  45,25 
+  ‐  64,5  79,25 
           
      Segundo faltante 
      min = 80 max = 104 
‐  +  80  86 
+  +  76,75 
 
Tabla 6.24 Medias para la interacción AC con dos datos faltantes sustituidos por los valores entre 45 y 
104, y 80 y 104 respectivamente. 
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Fig.6.13  Interacción AC  con primera  respuesta  faltante  sustituida por 45, 72 y 99,  segunda  respuesta 
faltante constante igual a 80 en todos los casos. 
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Fig.6.14  Interacción AC  con primera  respuesta  faltante  sustituida por 45, 72 y 99,  segunda  respuesta 
faltante constante igual a 86 en todos los casos. 
 
 
 
Fig.6.15  Interacción AC  con primera  respuesta  faltante  sustituida por 45, 72 y 99,  segunda  respuesta 
faltante constante igual a 92 en todos los casos. 
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Fig.6.16  Interacción AC  con primera  respuesta  faltante  sustituida por 45, 72 y 99,  segunda  respuesta 
faltante constante igual a 98 en todos los casos. 
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Fig.6.17  Interacción AC  con primera  respuesta  faltante  sustituida por 45, 72 y 99,  segunda  respuesta 
faltante constante igual a 104 en todos los casos. 
 
 
Los dos niveles del factor C sufren cambios conforme se  incrementa el valor sustituido en  los 
experimentos con respuestas faltantes. El tratamiento 7 tiene la combinación A‐ C+ por lo que 
solo afecta el cálculo de esta media en las interacciones. De la misma forma el tratamiento 10 
solo afecta la media de la combinación A+C‐. 
 
La  interacción AD es analizada de  la misma manera. En este caso el experimento 7 afecta  la 
media de A‐D‐ y el experimento 10 afecta la media A+D+. Los intervalos en que es significativa 
la  interacción  son,  cuando  el  primer  resultado  faltante  toma  valores  entre  47  y  102,  y  el 
segundo resultado los toma entre 82 y 104. 
 
Factor  Primer faltante 
A  D  min= 47  max = 102 
‐  ‐  52  65,75 
+  ‐  65,25 
           
      Segundo faltante 
      min = 82 max = 104 
‐  +  58,25 
+  +  92  97,5 
 
Tabla 6.25 Medias para la interacción AD con dos datos faltantes sustituidos por los valores entre 42 y 
102, y 82 y 104 respectivamente. 
 
Las figuras 6.18 y 6.19 muestran los gráficos de interacción para los valores extremos. En todos 
los casos el efecto simple de A en D‐ es el menor y solo depende del valor que sustituya a  la 
primera respuesta faltante. Este efecto es cero si la respuesta toma valor de 100. 
 
25,65
4
684845  xDA  
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Por  lo tanto es conveniente trabajar en el nivel bajo del factor D, ya que es menos sensible a 
los  cambios del  factor A,  independientemente de  los  valores que  tomen  las dos  respuestas 
desconocidas. 
 
Fig.6.18  Interacción  AD  con  primera  respuesta  faltante  sustituida  por  47  y  102,  segunda  respuesta 
faltante constante igual a 82 en todos los casos. 
 
 
Fig.6.19  Interacción  AD  con  primera  respuesta  faltante  sustituida  por  47  y  102,  segunda  respuesta 
faltante constante igual a 104 en todos los casos. 
 
En  conclusión,  para  tener  un  producto  menos  sensible  a  la  temperatura,  se  recomienda 
trabajar en el nivel alto del factor C y bajo del factor D. El facto B no afecta la respuesta por lo 
que es indistinto el nivel en el que se trabaje. Las observaciones 5 y 10,5 y 12 o 7 y 12 tienen la 
misma combinación de signos para los factores A, C y D que el par de observaciones 7 y 10, por 
lo que se espera que al analizar cualquiera de estas parejas se llegue a las mismas conclusiones 
que las mostradas en este ejemplo. 
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En el anexo  se pueden  consultar  los análisis  realizados  sustituyendo observaciones de otros 
tratamientos. 
 
 
 
6.3.3. Matriz producto, un dato faltante 
 
 
Para la simulación con la estrategia de la matriz producto se tomó el ejemplo de la pastelería: 
Una pastelería pretende  realizar una mezcla para venderla en una caja con  las  instrucciones 
para hacer un pastel. Los factores que considera en la mezcla son la harina A, mantequilla B y 
huevo  C.  Ya  que  el  fabricante  no  tendrá  control  sobre  la  temperatura  (T)  y  el  tiempo  de 
cocción (t) con que el consumidor utilice el producto, busca preparar la mezcla lo más robusta 
posible. La respuesta estudiada es el sabor del pastel, puntuado de 1 a 10. 
 
            Factores ruido          
Factores Control  T  ‐  +  ‐  +          
A  B  C  t  ‐  ‐  +  +  y  s  ln(s) 
‐  ‐  ‐     1,7  6,3  7,1  2,1  4,3  2,7952  1,0279 
+  ‐  ‐     4,5  5  5  2,8  4,325  1,0436  0,0427 
‐  +  ‐     4,9  6,3  8,1  4  5,825  1,7877  0,5809 
+  +  ‐     5,5  7,2  6,8  6,2  6,425  0,7411  ‐0,2997 
‐  ‐  +     5,8  8,4  8,1  4,9  6,8  1,7185  0,5415 
+  ‐  +     6,6  8,5  7,5  7,3  7,475  0,7848  ‐0,2424 
‐  +  +     4  7,2  7,3  3,8  5,575  1,9363  0,6608 
+  +  +     4,9  6,4  6  6,4  5,925  0,7089  ‐0,3441 
 
Tabla 6.26 Matriz de diseño, observaciones y respuesta a estudiar para el experimento del pastel. 
   
Term 
  Effect  Coef 
Constant     5,8313
A  0,4125 0,2062
B  0,2125 0,1063
C  1,225 0,6125
A*B  0,0625 0,0313
A*C  0,1 0,05
B*C  ‐1,6 ‐0,8
A*B*C  ‐0,225 ‐0,1125
 
Tabla 6.27 Efectos cuando la respuesta es la media del sabor (puntuada de 1 a 10) con datos completos. 
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Fig. 6.20 Efectos significativos para la media con el conjunto de datos completo. 
 
Los  efectos  significativos  para  la  media  son  C    y  la  interacción  BC.    Para  maximizar  la 
calificación del sabor es conveniente poner el factor B (mantequilla) a nivel bajo y el factor C 
(huevo) a nivel alto.  
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Fig. 6.21 Interacción BC, entre mantequilla y huevo, con todas las observaciones. 
 
Para el logaritmo de la desviación estándar es único factor significativo es A (harina). 
 
Term  Effect  Coef 
Constant     0,246
A  ‐0,9136 ‐0,4568
B  ‐0,1929 ‐0,0965
C  ‐0,184 ‐0,092
A*B  ‐0,0291 ‐0,0146
A*C  0,0192 0,0096
B*C  0,2018 0,1009
A*B*C  ‐0,0814 ‐0,0407
 
Tabla 6.28 Efectos cuando la respuesta es el logaritmo de la desviación estándar. 
Effect
Pe
rc
en
t
1,00,50,0-0,5-1,0-1,5-2,0
99
95
90
80
70
60
50
40
30
20
10
5
1
Factor Name
A A
B B
C C
Effect Type
Not Significant
Significant
BC
C
Normal Probability Plot of the Effects
(response is Y, Alpha = ,05)
Lenth's PSE = 0,31875
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Fig. 6.22 Efectos significativos cuando la respuesta es el logaritmo de la desviación estándar. Conjunto 
de datos completo. 
 
En recomendable utilizar la harina a nivel alto para disminuir la  variación. 
 
Suponga  que  la  observación  correspondiente  al  tratamiento  A+B‐C+T‐t+  no  pudo  ser 
registrada. Utilizando  la misma metodología  que  la  usada  en  el  caso  de  la matriz  única  se 
identifican  los efectos significativos, a  través del método de Lenth,   sustituyendo  los valores 
dentro del intervalo que se sabe puede tomar la respuesta. 
 
El intervalo estudiado en este caso es del 1 al 10 con incrementos de 0,2 cada vez, donde hay 
46 números para evaluar. Puede utilizar el script MP_unif.r para este análisis. Los resultados 
observados  indican que   el  factor A  (C11 en  la  terminología del  script en R) es  significativo 
cuando  la  respuesta  estudiada  es  el  logaritmo  de  la  desviación  estándar.  Este  factor  es 
significativo  cuando  la  observación  es  sustituida  por  valores  entre  5,6  y  9,4.    Al  ser  una 
distribución uniforme, la probabilidad de que el factor A sea significativo es de 20/46 =0,4348. 
 
 
                           
Fig. 6.23a Efectos significativos para la desviación.  Fig. 6.23b intervalos en que hay efectos significativos. 
 
Al sustituir  los 26 valores correspondientes a  los  intervalos del 1 al 5,4 y del 9,6 al 10 ningún 
efecto resultó significativo. El efecto medio del factor A es de ‐0,8655. 
 
  
Fig. 6.24 Efecto de los factores significativos para la desviación. 
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El efecto calculado del factor A en el intervalo en el que es significativo presenta una tendencia 
cuadrática. Esto  se debe a que conforme  se aleja el valor sustituido del  resto de  los valores 
observados en los experimentos con el mismo tratamiento de los factores de control, mayor es 
la desviación. 
  
Fig. 6.25 secuencia del efecto del factor A (C11) a lo largo del intervalo de valores sustituidos en la 
observación faltante del experimento A+B‐C+T‐t+. 
 
Cuando el análisis es  sobre  la media, el  factor C  (C31) y  la  interacción BC  (C21:C31)  son  los 
efectos significativos. 
 
                              
Fig. 6.26a Efectos significativos para la media.   Fig. 6.26b Intervalos en los que hay efectos significativos. 
 
  
Fig. 6.27 Efecto de los factores significativos para la media calculados sustituyendo una observación 
faltante. 
 
El factor C es significativo si  la observación faltante es   sustituida por valores entre 5,6 y 9,6. 
Note que en este intervalo hay 21 valores, sin embargo la función programada solo encuentra 
18  valores en los que este factor es significativo. Los valores en los que el factor C parece no 
significativo  son 5.8, 6    y 7.4.  Estos  aparecen  como una discontinuidad en  el  gráfico de  los 
efectos  calculados  para  este  factor  a  lo  largo  del  intervalo  significativo. O  bien  pueden  ser 
consultados en la salida Unif_Prod.txt de la función. 
 
Capítulo 6                                                   Repercusión en el cálculo de los efectos debida a la incertidumbre 
 
 
92 
 
 
  
Fig. 6.28 Secuencia del efecto significativo del factor C (C31) a lo largo del intervalo de valores 
sustituidos (1‐10). 
 
Esto se debe a que la decisión de si un factor es o no significativo se toma en base al método 
de Lenth, que compara  los efectos de  los  factores con el margen de error  (ME) y considera 
significativos aquellos que sean mayores. En el caso de sustituir la observación faltante por 7,4 
el efecto de C es 1,2187 y el margen de error calculado es 1,2351. Ya que el efecto de C es 
menor que ME, el método de Lenth no lo considera significativo.  
 
Aunque numéricamente no resulte significativo, en un gráfico de probabilidad normal el factor 
C queda  considerablemente  separado del  cero, por  lo que  visualmente podría  considerarse 
significativo. Por lo tanto es aceptable considerar significativos los efectos en todo el intervalo, 
a pesar que el método de Lenth no los considere significativos en puntos específicos dentro del 
mismo intervalo. 
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Fig. 6.29 Gráfica de probabilidad normal cuando la respuesta faltante es sustituida por 7,4. 
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El factor C forma parte de  la  interacción significativa BC por  lo que es conveniente tomar  las 
decisiones respecto a los niveles de ambos factores a partir del análisis de dicha interacción. 
 
El  efecto  de  la  interacción  BC  (C21:C31  en  la  terminología  de  la  función  programada)  es 
significativo en los 33 números del intervalo de 3,4 a 9,8. Es significativo con una probabilidad 
de  0,7174. Debido  a  que  la  observación  faltante  se  encuentra  en  el  tratamiento A+B‐C+  el 
cambio en el valor sustituto solo afecta a la media B‐C+ de la interacción. 
 
Factor  Media 
B  C  min=3,4  max=9,8 
‐  ‐  4,3125 
+  ‐  6,125 
‐  +  6,625  7,425 
+  +  5,75 
   
Tabla 6.29 Medias para la interacción BC 
 
 
Fig. 6.30 Interacciones BC sustituyendo la respuesta faltante por 3.4, 6.6 y 9.8 
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La  respuesta más alta,  independientemente del valor que  sustituya  la  respuesta  faltante,  se 
encuentra al tener el factor B (mantequilla) a nivel bajo y el factor C (huevos) a nivel alto. El 
factor A (harina) no afecta a la media de la respuesta, solamente la variabilidad, por lo que es 
recomendable utilizarlo al nivel alto. Estas son las mismas conclusiones que las encontradas al 
utilizar la matriz de datos completos. 
 
 
 
6.3.4. Matriz producto, dos datos faltantes 
 
 
 
Suponga que no  se  tienen  las observaciones   de  las posiciones  (5,5)  y  (6,6) de  la matriz de 
diseño,  es decir  las de  los  tratamientos  (A‐ B‐ C+  T+  t‐)  y  (A+ B‐ C+  T‐  t+).  Sustituir  ambas 
observaciones  por  los  números  entre  el  1  y  10  con  incrementos  de  0,2  representan  2116 
combinaciones posibles. Para  la media es significativo el  factor C con probabilidad de   0,191 
cuando se sustituye por algunas combinaciones con la primer observación faltante entre 4,6 y 
10  y  la  segunda  observación  faltante  entre  7,8  y  10.La  interacción  BC  es  significativa  con 
probabilidad de 0,19.  
 
  
Fig.6.31 Factores significativos para la media y números sustitutos 
 
El  efecto  del  factor  C  se  incrementa  conforme  aumenta  el  número  que  sustituye  a  ambas 
observaciones, ya que en ambos tratamientos se prueba con el nivel alto de C 
 
Fig. 6.32 Efecto del factor C sustituyendo dos observaciones faltantes en el intervalo 1‐10 
Capítulo 6                                                   Repercusión en el cálculo de los efectos debida a la incertidumbre 
 
 
95 
 
El efecto promedio calculado es 1,287 que apenas difiere del efecto calculado con  todas  las 
observaciones 1,225. 
 
 
  
Fig. 6.33 Efecto promedio del factor C a lo largo de la sustitución. 
 
 
Las  observaciones  faltantes  únicamente  afectan  el  cálculo  de  la media  con B‐  y  C+,  que  se 
encuentra entre 5,4 y 7,65. El resto de medias para la interacción se mantienen iguales. 
 
 
Factor 
Experimento  Observación  Media 
B  C  Min Max 
‐1  ‐1  1  2  3 4 1,7  6,3  7,1  2,1  4,3125 
5  6  7 8 4,5  5  5  2,8 
1  ‐1  9  10  11 12 4,9  6,3  8,1  4  6,125 
13  14  15 16 5,5  7,2  6,8  6,2 
‐1  1  17  18  19 20 5,8  X18 8,1  4,9  5,4  7,65 
21  22  23 24 6,6  8,5  X23 7,3 
1  1  25  26  27 28 4  7,2  7,3  3,8  5,75 
29  30  31 32 4,9  6,4  6  6,4 
 
Tabla 6.30 Medias de la interacción BC 
 
 
  
Fig. 6.34 Factores significativos para la media y números sustitutos 
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Fig. 6.35 Factores significativos para la media y números sustitutos 
 
Si  se  buscara  hacer  un  producto  menos  sensible  a  las  variaciones  en  los  niveles  de  B  se 
recomendaría trabajar con el nivel alto del factor C. Sin embargo ambos factores son factores 
de control y esta  robustez  interesa únicamente con  las  interacciones control –  ruido que no 
están presentes en el análisis  con la estrategia de la matriz producto. 
 
 En este ejemplo  se buscan dos objetivos: que  la  respuesta  sea  lo más alta posible y que el 
producto  sea  lo más  robusto posible a  los  factores de  ruido. El  segundo objetivo  se  logrará 
fijando los niveles de los factores significativos con la desviación como respuesta.  
 
Para lograr el primer objetivo, se podría fijar el factor C a nivel alto y el factor B a nivel bajo ya 
que  en  esta  condición  la  respuesta  alcanza  el  valor máximo.  Sin  embargo  esta  es  la  única 
combinación  que  tiene  una media  variable.  Tanto  se  puede  alcanzar  la  respuesta más  alta 
(7,65) como  la mínima que se puede obtener en esta condición (5,4) que es menor que la que 
se puede obtener fijando los factores B+ C‐ (6,125). 
 
Por lo tanto, para maximizar el sabor del pastelito, resulta más sensato trabajar con el factor B  
(mantequilla) a nivel alto y C (huevos) a nivel bajo. 
 
 
  
Fig. 6.36 Factores significativos para la media y números sustitutos 
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Para  la  desviación  los  factores A  y  B  son  significativos  con  probabilidades  de,  0,39  y  0,082 
respectivamente, y la interacción triple con probabilidad de 0,0019. El factor A es significativo 
cuando  la primera observación faltante se encuentra entre 4.2 y 10 y  la segunda observación 
faltante se encuentra entre 1 y 10, pero solamente en 821 de las 1380 combinaciones posibles 
con  estos  intervalos  para  ambas  observaciones  faltantes.  La  interacción  ABC  solo  es 
significativa con una probabilidad de 0,0019 por lo que se excluye del análisis. 
 
 
 
Fig. 6.37 Scatter plot del efecto de los factores A y B para la desviación 
 
     
Fig. 6.38 Efecto de los  factores A y B para la desviación 
 
Al tomar como respuesta el  logaritmo de  la desviación estándar  la respuesta deja de ser una 
recta, o un plano en el caso de dos observaciones faltantes, para convertirse en una parábola 
con una observación faltante o una superficie curva en el caso de dos faltantes. 
 
Pueden encontrarse  tres  tipos de superficies de  respuesta que se asemejan a una montaña, 
una teja o una silla de montar.   
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Fig.6.39 Efecto promedio de los factores e interacciones significativos 
 
El  efecto  del  factor A  con  los  datos  completos  es  de  ‐0,9136  y  el  promedio  de  los  efectos 
significativos calculados en  la simulación es de ‐0,8971. La diferencia entre el efecto del factor 
B con  los datos completos y  la simulación es más grande: ‐0,1929 con  los datos completos   y 
con la simulación  ‐0,38. Esta diferencia puede deberse a que este efecto es el promedio entre 
los  efectos  calculados  en  las  combinaciones  en  que  el  factor  B  es  significativo,  y  estas 
combinaciones  son  solo  el  8%  de  las  combinaciones  posibles.  Por  la  poca  probabilidad  de 
resultar  significativo,  el  efecto  B  podría  no  considerarse  en  el  analisis.  Por  lo  tanto  se 
recomienda trabajar con el factor A (harina) a nivel alto, ya que pasar de nivel bajo a nivel alto 
en este factor reduce el logaritmo de la desviación en 0,8971 unidades en promedio. 
 
En este caso particular las conclusiones para los factores significativos cuando  la respuesta es 
el  logaritmo  de  la  desviación  son  las mismas  que  en  el  caso  con  los  datos  completos,  sin 
embargo, los niveles propuestos para los efectos significativos cuando la media es la respuesta 
estudiada no son los mismos debido al margen en la estimación de la observación faltante. 
  
Otros  ejemplos  de  superficies  de  respuesta  para  el  logaritmo  de  la  desviación  pueden 
encontrarse cuando las observaciones faltantes son las de las posiciones 10 (A‐ B+ C‐ T+ t‐) y 18 
(A‐ B‐ C+ T+ t‐) o 2 (A‐ B‐ C‐ T+ t‐) y 3 (A‐ B‐ C‐ T‐ t+) 
 
 
      T  ‐  +  ‐  + 
      t  ‐  ‐  +  + 
A  B  C  Posiciones 
‐1  ‐1  ‐1 1  2  3  4 
1  ‐1  ‐1 5  6  7  8 
‐1  1  ‐1 9  10  11  12 
1  1  ‐1 13  14  15  16 
‐1  ‐1  1 17  18  19  20 
1  ‐1  1 21  22  23  24 
‐1  1  1 25  26  27  28 
1  1  1 29  30  31  32 
Tabla 6.31 Numeración de los experimentos en la matriz producto. 
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Fig. 6.40 Scatter plot y superficie de respuesta cuando las observaciones faltantes son la 10 y 18 
 
La razón por la cual se obtienen superficies de respuesta de este tipo cuando la respuesta es el 
logaritmo de la desviación y si existe alguna relación entre la observación faltante y el tipo de 
superficie, se proponen como temas para investigaciones posteriores. 
 
  
Fig.  6.41 Scatter plot y superficie de respuesta cuando las observaciones faltantes son la 2 y 3 
 
Otros ejemplos de análisis y salidas de las funciones de R se pueden consultar en los anexos. 
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7.  Máxima eficiencia en la ejecución del plan experimental 
 
 
Por  lo  general  experimentar  es  costoso,  lleva  tiempo  y  requiere  disponer  de  recursos 
limitados, conlleva una parte de planeación y otra de ejecución, además: 
 
 Requiere que varias personas estén involucradas en el proyecto y dediquen parte de su 
tiempo laboral a esta actividad.  
 Puede  ser  lento  y  laborioso  cambiar  las  condiciones  experimentales  antes  de  cada 
experimento. Si solo se requieren cuatro experimentos no hay problema, pero si son 
necesarios 16, el tiempo necesario para realizar todo el estudio será muy grande. Con 
esto, el tiempo desde la planeación hasta la presentación de resultados se incrementa. 
 Puede  que  las  unidades  experimentales  sean  costosas,  o  que  el  tipo  de 
experimentación requiera destruirlas, por lo que cuantas menos se usen será mejor. 
 
Por todas estas razones los experimentadores buscan planes experimentales óptimos, diseños 
que generen la mayor información con la mínima cantidad de recursos. 
 
 
7.1 Experimentación “secuencial” 
 
 
Los diseños factoriales pueden ser secuenciales, de forma que luego de terminar una ronda de 
experimentación  se  puede  montar  un  nuevo  diseño  para  realizar  investigaciones  más 
específicas. También pueden  ser  secuenciales en el  sentido que es posible hacer un análisis 
estadístico  después  de  cada  experimento,  tomando  para  el  cálculo  los  resultados  de  los 
experimentos  realizados  y  las  estimaciones  de  los  experimentos  que  faltan por  realizar. De 
esta  forma  se  va  recolectando  información  de  forma  secuencial  y  con  esta  información  se 
disminuye  la  incertidumbre  inicial  respecto  al  efecto  de  los  factores.  Los  efectos  que  se 
calculan cada vez tendrán un margen de error debido a las estimaciones de los experimentos  
que aún no se han llevado a cabo. 
 
No disponer de  todas  las observaciones en un diseño experimental no  tiene por qué  ser un 
problema  para  analizar  el  comportamiento  de  los  factores  que  afectan  a  un  producto  o 
proceso.     Si  se  realizan por ejemplo dos  terceras partes de  los experimentos planeados,  se 
puede analizar la información recolectada y tomar algunas decisiones, siempre teniendo en la 
cabeza  que    estas  decisiones  van  acompañadas  de  un  grado  de  incerteza  debida  a  la 
estimación de la tercera parte de los experimentos que no se realizaron.  
 
Ya que todas las observaciones tienen el mismo peso y todas participan en el cálculo de todos 
los efectos e interacciones, pueden realizarse los experimentos en el orden aleatorio y después 
de cada observación actualizar la estimación de los efectos y por consiguiente las conclusiones 
a  las  que  se  haya  llegado. Después  de  cada  experimento  realizado  la  incertidumbre  inicial 
disminuirá. La  idea es continuar  realizando experimentos hasta que  la estimación del efecto 
tenga un margen de error pequeño que se esté dispuesto a aceptar y por lo tanto el grado de 
incertidumbre  en  las  decisiones  tomadas  también  sea  aceptable.  Una  vez  que  se  tiene 
información suficiente se detiene la experimentación y por lo tanto se ahorran varias unidades 
experimentales. 
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7.2 Comparación con los diseños factoriales fraccionados 
 
 
Los diseños  factoriales  fraccionados buscan solventar  los problemas sobre el costo, tiempo y 
recursos  de  la  experimentación  realizando  solamente  una  fracción  de  los  experimentos 
necesarios en un diseño completo. El precio que se paga por realizar menos experimentos en 
los diseños factoriales fraccionados es tener confusión entre los efectos. Como se explica en el 
apartado 2.3, se pueden calcular los efectos de los factores pero no es posible diferenciar si el 
cambio en la respuesta se debe a un factor/interacción o a otro factor o interacción diferente 
con el que está confundido. 
 
La ventaja de esta propuesta de experimentación “secuencial” frente a los diseños factoriales 
fraccionados  es  que  no  se  tiene  confusión  entre  los  efectos.  Cada  efecto  calculado 
corresponde solamente a un factor o  interacción. El punto débil es que se agrega un margen 
de error debido a la estimación de las observaciones faltantes al inherente error experimental. 
Si el error en  la estimación es pequeño,  las posibilidades de obtener  las mismas conclusiones 
con  una  parte  de  los  experimentos,  que  las  conclusiones  obtenidas  con  todos  los 
experimentos,  son mayores. 
 
Esta estrategia de análisis “secuencial” es más recomendable en  los diseños con matriz única 
que en los diseños de matriz producto. Esto se debe a que en los primeros la interpretación de 
los efectos es clara y  los cambios  son  lineales. Para  los diseños  robustos de matriz única,  la 
atención del experimentador se centra en estudiar las interacciones entre factores de ruido y 
de  control  para  definir  los  niveles  de  los  factores  de  control  que  generan  un  producto  o 
proceso más  robusto. Con  la estrategia de  la matriz producto para definir  los niveles de  los 
factores de control más robustos a los cambios en los factores de ruido, es necesario analizar 
la  desviación  estándar  o  su  logaritmo.  Esta  respuesta  es  cuadrática  y  de  más  difícil 
interpretación. Además,  los errores debidos a  la estimación de  las respuestas se propagan en 
varios cálculos. 
 
No es una metodología general. El éxito de esta estrategia de experimentación depende entre 
otras cosas de: 
 
 El  problema  que  se  esté  resolviendo.  En  los  problemas  en  que  sea  muy  clara  la 
influencia de los factores en la respuesta serán necesarios menos experimentos que en 
los casos en que esta relación no esté tan bien identificada. 
 El margen de error en  la estimación de  las observaciones. Si el margen es demasiado 
grande, esta metodología será inútil ya  que  para  obtener  una  conclusión  fiable  se 
necesitarán más experimentos. 
 Las  estimaciones  de  las  observaciones.  Si  las  estimaciones  son  malas,  es  decir,  lo 
estimado  no  se  aproxima  a    lo  real,  las  conclusiones  pueden  ser  erróneas  o 
contradictorias. 
 
 
Ejemplo. 
 
Tomando nuevamente el ejemplo 4 que tiene como respuesta la tasa de filtración.  
Considere que antes de  comenzar  la experimentación en el ejemplo 4,  se ha preguntado al 
experto del proceso  sobre  las  respuestas que esperaría en  cada  condición experimental. Ha 
dicho  que  la  tasa  de  filtración  tiene  un  margen  entre  40  y  110  (gal/h)  e  identifica  cuales 
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experimentos  supone  que  tendrán una  respuesta   mayor o menor que  la mediana  de  este 
intervalo, es decir mayores o menores de 75. Con la información proporcionada por el experto 
se asigna una respuesta estimada a cada experimento, que puede ser 57 17 en el caso que la 
estimación  esté  en  la  mitad  inferior  del  intervalo  (respuestas  estimadas  entre  50  y  74)  o 
92 18 en el caso que la estimación se encuentre en la mitad superior (respuestas estimadas 
entre 74 y 110). 
 
Si se  realiza un análisis   utilizando como  respuestas  las estimaciones del experto, se pueden 
calcular los efectos con un margen de error e identificar los significativos. El efecto del factor A 
se calcula como: 
 
8
)7*18()9*17(
8
57575757925757579292579292929257 A
 
 
875,34375,4 A  
 
    Ruido Factores de control 
Grado de filtrado 
esperado (gal/h) Run 
Order 
No. 
Experimento  A  B  C  D 
1  3  ‐1  1  ‐1  ‐1  57 
2  7  ‐1  1  1  ‐1  92 
3  13  ‐1  ‐1  1  1  92 
4  15  ‐1  1  1  1  92 
5  14  1  ‐1  1  1  92 
6  4  1  1  ‐1  ‐1  57 
7  12  1  1  ‐1  1  92 
8  10  1  ‐1  ‐1  1  92 
9  2  1  ‐1  ‐1  ‐1  57 
10  5  ‐1  ‐1  1  ‐1  57 
11  8  1  1  1  ‐1  57 
12  16  1  1  1  1  92 
13  6  1  ‐1  1  ‐1  57 
14  1  ‐1  ‐1  ‐1  ‐1  57 
15  9  ‐1  ‐1  ‐1  1  57 
16  11  ‐1  1  ‐1  1  57 
 
Tabla 7.1 Plan experimental en orden aleatorio con las estimaciones proporcionadas por el experto. 
 
Por lo tanto el efecto del factor A puede encontrarse entre ‐30,5 y 39,25. De la misma forma se 
calculan los efectos principales del resto de factores. Todos con un margen de  875,34 . 
 
 
Margen   A  B  C  D 
34,875  4,375 4,375 13,125 21,875
 
Tabla 7.2 Efectos principales calculados a partir de las respuestas esperadas para el plan experimental 
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A través de un gráfico de probabilidad normal se puede observar que utilizando las medias de 
las estimaciones, el  factor D se  identifica como significativo. El margen de  los efectos es  tan 
grande debido a que el margen de error en  la estimación de  las observaciones se suma y se 
transforma en un margen de error para la estimación del efecto. 
 
  
Fig. 7.1 Efecto D significativo en el análisis utilizando solo las estimaciones de las respuestas. 
 
 
Primer experimento.  
 
De acuerdo al orden aleatorio corresponde al tercer experimento del orden estándar: A‐ B+ C‐ 
D‐ y  la respuesta observada es 48. Si se realiza nuevamente el cálculo de  los efectos se tiene 
una estimación de cada efecto con un margen de error de  75,32 .  
 
8
)7*18()8*17(
8
575757579257575792925792929292
8
48 A
            
Observaciones          Estimaciones 
 
75,325,5 A   
A  través  del  papel  probabilístico  normal  se  identifica  el  factor D  como  activo  y  el  resto de 
efectos comienzan a separarse unos de otros.   
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Fig. 7.2 Efectos después del primer experimento y estimando el resultado de los 15 restantes. 
 
Segundo experimento.  
 
La respuesta del segundo experimento realizado, el séptimo experimento en orden estándar, 
A‐  B+  C+ D‐,  es  80.  La  gráfica  de  probabilidad  normal muestra  el  efecto D  significativo.  El 
margen de error en la estimación de los efectos es  5,30 . 
 
8
)6*18()8*17(
8
5757575792575757929257929292
8
8048 A
             
Observaciones            Estimaciones 
 
5.307 A   
 
  
Fig. 7.3 Efectos después de realizar dos experimento y estimando el resultado de los 14 restantes  
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Tercer experimento.  
 
Con 3 experimentos realizados se puede ver que el factor D es activo sin ninguna duda, como 
lo muestra  la gráfica de probabilidad normal en  la  figura7.4. Los efectos calculados con  tres 
observaciones y 13 estimaciones aun tienen un margen de error bastante amplio, de  25,28 , 
pero después de cada experimento este margen disminuye. 
 
 
Cuarto experimento.  
 
Al realizar un experimento más se  identifica  la  interacción AC como significativa. Los factores 
no  activos  empiezan  a  formar  una  línea  recta  y    los  efectos  A,  C  y  AC  aparentemente  se 
separan del grupo. 
 
 
Fig. 7.4 Efectos después de realizar tres experimentos, estimando el resultado de los 13 restantes 
 
  
Fig. 7.5 Efectos después de realizar cuatro experimentos, estimando el resultado de los 12 restantes 
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Fig. 7.6 Interacción AD con cuatro experimentos realizados y 12 estimados. 
 
El gráfico de la interacción AD muestra claramente que la respuesta obtenida fijando el factor 
D a nivel bajo es menos sensible a los cambios en el factor A. Se continúa de la misma manera, 
realizando experimentos y analizando los efectos e interacciones, y realizando los cálculos con 
las observaciones y estimaciones. 
 
 
Fig. 7.7 Efectos después de realizar cinco experimentos, estimando el resultado de los 11 restantes. 
 
 
Fig. 7.8 Interacción AD con cinco experimentos realizados y 11 estimados. 
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Fig. 7.9 Efectos después de realizar seis experimentos, estimando el resultado de los diez restantes 
 
  
Fig. 7.10 Interacción AD con seis experimentos, estimando el resultado de los diez restantes. 
 
  
Fig. 7.11 Efectos después de realizar siete experimentos, estimando el resultado de los nueve restantes 
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Fig. 7.12 Interacción AD con siete experimentos, estimando el resultado de los nueve restantes. 
 
Octavo experimento.  
 
Después de realizar el octavo experimento y realizar el análisis, se tiene que los efectos de los 
factores A y D y de las interacciones AC y AD son significativos. 
 
  
Fig. 7.13 Efectos después de realizar ocho experimentos, estimando el resultado de los ocho restantes. 
 
 
 
Noveno experimento.  
 
Después  de  nueve  experimentos  los  efectos  significativos  son  los  mismos  que  con  8 
experimentos. Los efectos significativos son superiores a   10 . Los efectos no significativos se 
agrupan alrededor de  5  y se pueden considerar con valor cero.  
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Fig. 7.14 Efectos después de realizar nueve experimentos, estimando el resultado de los siete restantes 
 
 
Fig. 7.15 Interacción AC con nueve experimentos, estimando el resultado de los siete restantes. 
 
 
Fig. 7.16 Interacción AD con nueve experimentos, estimando el resultado de los siete restantes. 
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Ambas  interacciones  muestran  claramente  los  niveles  de  los  factores  de  control  que  son 
menos sensibles a los cambios en los factores de ruido: el nivel alto del factor C y el nivel bajo 
del factor D. 
 
Factor 
Media  Efecto 
simple A  C 
‐  ‐  54,75 
30,25 
+  ‐  85 
‐  +  70,5 
2,5 
+  +  73 
       
      Tabla 7.3 Efectos simples de A en C 
 
 
Factor 
Media  Efecto 
simple A  D 
‐  ‐  60,5 
2 
+  ‐  62,5 
‐  +  64,75 
30,75  
+  +  95,5 
      
         Tabla 7.4 Efectos simples de A en D 
 
El efecto simple de A en C a nivel alto es más pequeño que el efecto simple de A en C a nivel 
bajo. El efecto simple de A en D a nivel bajo es más pequeño que el efecto simple de A en D a 
nivel alto. Los efectos simples más pequeños indican los niveles más robustos. 
 
Décimo experimento 
 
Parece  que  hay  suficiente  información  para  tomar  una  decisión,  sin  embargo  se  realiza  un 
último experimento. 
 
 
Fig. 7.17 Efectos significativos después de realizar diez experimentos, estimando los 6 restantes 
 
  
Fig.7.18  Interacciones AC y AD con diez experimentos y estimando el resultado de los seis restantes. 
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Los  efectos  significativos  son  A,  D  y  las  interacciones  AC  y  AD.  Para  obtener  un  producto 
robusto es recomendable fijar el factor C a nivel alto y el factor D a nivel bajo. El factor B no es 
activo.
Factor 
Media  Efecto 
simple A  C 
‐  ‐  54,75 
30,25 
+  ‐  85 
‐  +  73,25  ‐0,25 
+  +  73 
  Tabla 7.5 Efectos simples de A en C 
Factor 
Media  Efecto 
simple A  D 
‐  ‐  63,25  ‐0,75 
+  ‐  62,5 
‐  +  64,75 
30,75 
+  +  95,5 
 Tabla 7.6 Efectos simples de A en D 
 
Si se realizaran todos los experimentos se vería como el margen de error disminuye con cada 
observación. 
 
Observaciones 
realizadas 
Margen 
de error  A  B  C  D 
0  34,875 4,375 4,375 13,125 21,875 
1  32,75 5,5 3,25  14,25  23 
2  30,5 7 1,75  12,75  24,5 
3  28,25 9,125 3,875  10,625  22,375 
4  26 11,875 1,125  7,875  19,625 
5  23,75 11,125 1,875  7,125  18,875 
6  21,625 12,125 2,875  6,125  17,875 
7  19,375 13,625 4,375  4,625  19,375 
8  17,125 14,625 3,375  3,625  20,375 
9  15 16,375 1,625  1,875  18,625 
10  12,875 15 0,25  3,25  17,25 
11  10,75 16 1,25  4,25  16,25 
12  8,5 16,5 1,75  4,75  16,75 
13  6,375 16,875 1,375  5,125  16,375 
14  4,25 18,375 2,875  6,625  17,875 
15  2,125 20,125 4,625  8,375  16,125 
16  0 21,625 3,125  9,875  14,625 
 
Tabla 7.7 Efectos principales y margen de error calculados después de cada observación. 
 
En este ejemplo  las estimaciones del experto  fueron muy acertadas, aunque en  la vida  real 
hubiera sido bastante arriesgado tratar de estimar el resultado de los 16 experimentos. Con 10 
experimentos  en  lugar  de  16  se  ha  llegado  a  las  mismas  conclusiones  que  si  se  hubiera 
realizado el diseño completo. Con un diseño factorial fraccionado 24‐1 se hubieran necesitado 
solo  8  experimentos,  pero  también  se  tendrían  confusiones  entre  las  interacciones  de  dos 
factores. 
 
Considerando el peor de  los casos, en que no es posible saber nada de  la respuesta de cada 
experimento  antes  de  su  realización,  solo  se  podría  estimar  que  la  respuesta  a  cada 
experimento es 75    35. Es decir, la tasa de filtración puede tomar un valor entre 40 y 110. Si 
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se toma esta información como la estimación de la respuesta en cada experimento, se puede 
realizar nuevamente un análisis después de cada experimento, como el que se ha hecho en el 
caso  anterior.  La  matriz  de  diseño  en  el  orden  en  que  se  realizan  los  experimentos  es  la 
mostrada a continuación. 
 
      Ruido  Factores de control  Grado de 
filtrado 
esperado 
(gal/h) 
Run  No. 
Experimento  A  B  C  D Order 
1  10  1  ‐1  ‐1  1  75 
2  1  ‐1  ‐1  ‐1  ‐1  75 
3  16  1  1  1  1  75 
4  14  1  ‐1  1  1  75 
5  8  1  1  1  ‐1  75 
6  12  1  1  ‐1  1  75 
7  13  ‐1  ‐1  1  1  75 
8  11  ‐1  1  ‐1  1  75 
9  15  ‐1  1  1  1  75 
10  5  ‐1  ‐1  1  ‐1  75 
11  4  1  1  ‐1  ‐1  75 
12  2  1  ‐1  ‐1  ‐1  75 
13  9  ‐1  ‐1  ‐1  1  75 
14  6  1  ‐1  1  ‐1  75 
15  3  ‐1  1  ‐1  ‐1  75 
16  7  ‐1  1  1  ‐1  75 
 
Tabla. 7.8 Matriz de diseño en el orden de experimentación con estimación de las respuestas. 
 
Ya  que  para  todos  los  experimentos  se  tiene  la  misma  estimación,  sin  realizar  ningún 
experimento, el efecto calculado de cada uno de  los  factores e  interacciones es cero con un 
margen de error de  70. 
 
8
)16*35(
8
75757575757575757575757575757575 A  
 
700 A   
Se realizan los experimentos uno a uno, sustituyendo las estimación con las observaciones de 
los  experimentos  realizados,  este  conjunto  de  datos  se  utiliza  para  calcular  los  efectos, 
identificar los significativos y tratar de definir los niveles de los factores de control (B= presión, 
C= concentración de formaldehido, D= velocidad de agitación) menos sensibles a  los cambios 
en el nivel del factor de ruido (A= temperatura). 
 
 
Primer experimento.  
 
El primer experimento en realizarse es el décimo en el orden estándar, es decir, el que tiene la 
combinación de niveles: A+ B‐ C‐ D+. La respuesta observada es 100. Al eliminar la incerteza de 
esta observación, se tiene una estimación de cada efecto con un margen de error de  625,65 .  
Capítulo 7                                                                     Máxima eficiencia en la ejecución del plan experimental 
 
 
113 
 
8
)15*35(
8
757575757575757575757575757575100 A           
 
625,66125,3 A  
 
El resto de factores se calcula de la misma forma, el efecto del factor D es igual al del factor A y 
625,66125,3  CB .En el gráfico de probabilidad normal  los efectos están separados en 
dos grupos. Ningún efecto es significativo. 
 
 
Fig. 7.19 Gráfico de probabilidad normal para los efectos, con 15 estimaciones y una observación. 
 
Segundo experimento.  
 
El  segundo  experimento  realizado  es  el  correspondiente  al  tratamiento  A‐  B‐  C‐  D‐.  La 
respuesta obtenida es 45. 
 
8
)14*35(
8
757575757575757575757575757545100 A
 
 
Los efectos toman valores diferentes a los tomados en el caso en que solo se ha realizado un 
experimento, ahora se distribuyen en tres grupos pero ningún efecto es significativo.  
 
Fig.7.20 Gráfico de probabilidad normal para los efectos, con 14 estimaciones y 2 observaciones. 
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Tercer  experimento.  
 
Los efectos comienzan a separarse, pero ninguno es significativo. 
 
  
Fig. 7.21 Gráfico de probabilidad normal para los efectos, con 13 estimaciones y 3 observaciones. 
 
 
Cuarto  experimento. 
  
Ya no hay grupos entre los efectos y tienden a alinearse. 
 
  
Fig. 7.22 Gráfico de probabilidad normal para los efectos, con 12 estimaciones y 4 observaciones. 
 
 
Quinto  experimento.  
 
El  efecto  D  y  la  interacción  AB  se  separan  del  conjunto  central  de  efectos,  pero  no  son 
significativos. 
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Fig. 7.23 Gráfico de probabilidad normal para los efectos, con 11 estimaciones y 5 observaciones. 
 
Sexto  experimento.  
 
Debido a  la sexta observación, el valor de  los efectos se ha modificado. Ahora se separan del 
grupo los efectos A y D y la interacción AC. 
 
 
Fig. 7.24 Gráfico de probabilidad normal para los efectos, con 10 estimaciones y 6 observaciones. 
 
Séptimo  experimento.  
 
Ya  que  la  respuesta  del  séptimo  experimento  es  75,  igual  que  la  estimación  que  se  había 
hecho,  los  efectos  y  el  gráfico  de  probabilidad  normal  permanecen  igual  que  en  el  sexto 
experimento. 
 
Octavo  experimento.  
 
El  efecto A  es  significativo.  La  interacción AC  no  es  significativa,  sin  embargo  se  encuentra 
bastante  separada  del  resto  de  efectos.  Cuatro  efectos  están  entre  10  y  15  y  el  resto  se 
agrupan entre aproximadamente  ‐5 y 5. 
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Fig. 7.25 Gráfico de probabilidad normal para los efectos, con 8 estimaciones y 8 observaciones. 
 
Noveno  experimento.  
 
Para Minitab, el efecto A no es significativo, sin embargo la distribución de los efectos es muy 
parecida a  la anterior. El efecto del factor   A y de  la  interacción AC están muy separadas del 
resto. 
  
Fig. 7.26 Gráfico de probabilidad normal para los efectos, con 7 estimaciones y 9 observaciones. 
 
Décimo   experimento.  
 
Son  significativos  los  factores  A  y  D  y  las  interacciones  AD  y  ABD.  Interesa  analizar  las 
interacciones AD y ABD para disminuir la variación en la respuesta debida al factor ruido A. 
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Fig. 7.27 Gráfico de probabilidad normal para los efectos, con 6 estimaciones y 10 observaciones. 
 
  
Fig. 7.28 Interacción AD cuando se tienen 10 observaciones y se estiman los 6 experimentos restantes 
. 
 
En el nivel bajo del factor D, se presenta menor variación en la respuesta debida al cambio de 
nivel del factor A. 
 
La menor diferencia en  la  respuesta, cuando A pasa de nivel bajo a nivel alto,  se encuentra 
cuando los factores B y D se encuentran a niveles alto y bajo  respectivamente. Esto se observa 
en el cube plot de los tres factores. Ambas conclusiones coinciden en fijar el factor D a su nivel 
bajo. 
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Fig. 7.29 Cube plot de los factores A, B y D (10 observaciones, 6 estimaciones). 
 
La interacción AC se encuentra separada, por la izquierda, del resto de efectos. Aunque no es 
significativa, interesa analizarla para decidir en qué niveles trabajar con el resto de factores. La 
diferencia más pequeña de la respuesta, por el cambio de nivel del factor A, se observa cuando 
el factor C está a nivel alto. 
 
  
Fig. 7.30 Interacción AC cuando se tienen 10 observaciones y se estiman los 6 experimentos restantes 
 
La  interacción BCD  tampoco  es  significativa  pero  se  encuentra   muy  separada  del  resto  de 
efectos  y  apenas  un  poco  atrás  del  grupo  de  factores  significativos,  por  lo  que  se  decide 
analizarla. En el diseño robusto lo que interesa es disminuir la variabilidad de la respuesta por 
lo que  interesa  fijar primero  los niveles de  los  factores de  control que puedan disminuir  la 
variabilidad. Después se fijarán los niveles de los otros factores para obtener la respuesta más 
alta o más baja posible, según  interese.   De acuerdo al análisis de  las  interacciones AD y AC, 
interesa fijar el factor C a nivel alto y el factor D a nivel bajo. En esta condición la respuesta es 
prácticamente igual si se fija el factor B a nivel bajo que a nivel alto.  
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Fig. 7.31 Cube plot de los factores B, C  y D (10 observaciones, 6 estimaciones). 
 
El  efecto del  factor B  es  25,2675,0  , pasar del nivel bajo de B  al nivel  alto  incrementa  la 
respuesta. 
 
Si se detuviera la experimentación en este punto, la recomendación sería trabajar con el factor 
C a nivel alto, el  factor D a nivel bajo, y ya que  interesa maximizar  la  respuesta, colocar B a 
nivel alto. 
 
Undécimo  experimento.  
 
Minitab no  identifica ningún  factor activo, sin embargo  la distribución de  los efectos es muy 
parecida al caso con diez experimentos. 
 
  
Fig. 7.32 Gráfico de probabilidad normal para los efectos, con 5 estimaciones y 11 observaciones. 
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Duodécimo   experimento.  
 
La gráfica en papel probabilístico normal es muy parecida que  la del undécimo experimento, 
cambian un poco los efectos cercanos a cero. Los efectos más lejanos son los mismos que en el 
análisis anterior y no hay ningún efecto significativo. 
 
  
Fig. 7.33 Gráfico de probabilidad normal para los efectos, con 4 estimaciones y 12 observaciones. 
 
 
Aún así, si se analizaran las interacciones más lejanas al cero, se tendría que para la interacción 
AC si el factor C se encuentra a nivel alto, la diferencia en la respuesta entre los niveles de A es 
menor que si se encontrara a nivel bajo. 
 
  
Fig.7.34 Interacción AC cuando se tienen 12 observaciones y se estiman los 4 experimentos restantes 
 
 
En el caso de la interacción AD, la diferencia más pequeña en las respuestas medias entre los 
niveles de A se observa cuando el factor D esta a nivel bajo. 
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Fig. 7.35 Interacción AD cuando se tienen 12 observaciones y se estiman los 4 experimentos restantes 
 
Para  la  interacción  ABD,  si  se  fija  el  factor  D  al  nivel  bajo,  hay  menos  diferencia  entre  la 
respuesta media de los niveles de A cuando B está a nivel alto. 
 
  
Fig. 7.36 Cube plot de los factores A, B y D (12 observaciones, 4 estimaciones). 
 
Si se fijan los factores de control: B a nivel alto, D a nivel bajo y C a nivel  alto se disminuye la 
variación de la respuesta debida al cambio de nivel del factor de ruido.  
 
Decimo tercer experimento.  
 
Únicamente el efecto del factor A y de la interacción AD son significativos. La interacción AC es 
la siguiente más lejana del cero. 
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Fig. 7.37 Gráfico de probabilidad normal para los efectos, con 3 estimaciones y 13 observaciones. 
 
La respuesta en el nivel bajo del factor D es menos sensible al cambio de nivel del factor A. 
 
  
Fig. 7.38 Interacción AD cuando se tienen 13 observaciones y se estiman los 3 experimentos restantes 
 
En  la  interacción AC,  la  respuesta en el nivel alto de C es más  robusta. La  interacción AB es 
cercana a cero  por lo que no es significativa y el efecto del factor B es positivo. Para maximizar 
la respuesta y minimizar la variación se recomienda fijar el factor B a nivel alto, C a nivel alto y 
D a nivel bajo. 
 
 
Fig. 7.39 Interacción AC cuando se tienen 13 observaciones y se estiman los 3 experimentos restantes 
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Décimo cuarto experimento 
 
  
Fig. 7.40 Gráfico de probabilidad normal para los efectos, con 2 estimaciones y 14 observaciones. 
 
Un grupo de efectos se agrupa entorno a cero, los efectos A, AD y AC son los más separados 
del resto. Ninguno es significativo. La interacción AD se muestra en la figura 7.41. 
 
  
Fig. 7.41Interacción AC cuando se tienen 14 observaciones y se estiman los 2 experimentos restantes 
 
  
Fig. 7.42 Interacción AD cuando se tienen 14 observaciones y se estiman los 2 experimentos restantes 
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El  comportamiento de  las  interacciones AC  y AD  es  el mismo que  en  análisis  anteriores.  El 
efecto del factor B es  75,8875,5  , para maximizar la respuesta es conveniente el nivel alto de 
B. Se recomienda trabajar con el factor B a nivel alto, el factor C a nivel alto y el factor D a nivel 
bajo. 
 
Décimo quinto experimento 
 
En el penúltimo experimento Minitab identifica como significativos los efectos A, C, D, AC y AD. 
El resto de efectos se agrupan entorno a cero en un intervalo de  5 y no son significativos. 
 
  
Fig. 7.43 Gráfico de probabilidad normal para los efectos, con 1 estimaciones y 15 observaciones. 
 
A  lo  largo de todos  los análisis  las  interacciones AD y AC se estudiaron ya que sus efectos se 
separaban notablemente del resto de efectos. 
 
  
Fig. 7.44 Interacción AC cuando se tienen 15 observaciones y se estiman los 1 experimentos restantes 
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Fig. 7.45 Interacción AD cuando se tienen 15 observaciones y se estiman los 1 experimentos restantes 
 
En  el  décimo  quinto  experimento,  para  disminuir  la  variabilidad  en  la  respuesta  debida  al 
factor A, se recomienda colocar el factor C a nivel alto y el factor D a nivel bajo. Para maximizar 
la respuesta, Se recomienda trabajar con el factor B a nivel alto. 
 
A lo largo de estos 15 análisis el  margen de error en el cálculo de los efectos fue disminuyendo 
desde 66,625 hasta 4,375. El punto medio de  los efectos A y D siempre se mantuvo positivo, 
pero la estimación media del efecto de los factores B y C variaba entre positivos y negativos. 
 
Observaciones 
realizadas 
Margen 
de error  A  B  C  D 
1  65,625 3,125 ‐3,125  ‐3,125  3,125 
2  61,25 6,875 0,625  0,625  6,875 
3  56,875 9,5 3,25  3,25  9,5 
4  52,5 10,875 1,875  4,625  10,875 
5  48,125 9,625 0,625  3,375  12,125 
6  43,75 13,25 4,25  ‐0,25  15,75 
7  39,375 13,25 4,25  ‐0,25  15,75 
8  35 17 0,5  3,5  12 
9  30,625 17,625 ‐0,125  2,875  11,375 
10  26,25 18,5 0,75  2  12,25 
11  21,875 17,25 ‐0,5  3,25  13,5 
12  17,5 16,75 0  3,75  14 
13  13,125 20,75 4  7,75  10 
14  8,75 18,875 5,875  5,875  11,875 
15  4,375 22,25 2,5  9,25  15,25 
16  0 21,625 3,125  9,875  14,625 
 
Tabla 7.9 Estimación de los efectos principales y el margen de error en el cálculo después de cada 
experimento realizado.  
 
 
Capítulo 7                                                                     Máxima eficiencia en la ejecución del plan experimental 
 
 
126 
 
Conclusiones del ejemplo. 
 
Cuanto más pequeño sea el intervalo de estimación de la respuesta, menor será el margen de 
error  en  la  estimación  de  los  efectos  y  se  necesitarán  menos  experimentos  para  llegar  a 
conclusiones fiables. 
 
En el  caso en que  solo  se  conoce el  intervalo que puede  tomar  la  respuesta  se necesitaron 
realizar quince experimentos para tener el conjunto de efectos e interacciones significativos A, 
D, AC y AD. 
 
En  el  gráfico  de  probabilidad  normal,  desde  el  primer  experimento  hasta  el  séptimo,  la 
tendencia  de  los  efectos  fue  de  alinearse.  En  el  octavo  y  noveno  experimento  los  efectos 
comenzaron a separarse en dos grupos. 
 
En el décimo análisis se tienen como significativos los efectos A, D AD y ABD. Si el investigador 
no es muy escrupuloso y analiza también la interacción AC, que es la de menor efecto, llegará 
a  las mismas conclusiones que con el conjunto de datos completo. Sin embargo se tiene   un 
margen de error en  la estimación de  los efectos de  25,26 . Minitab no encuentra factores 
significativos en  los experimentos 11 y 12, sin embargo el gráfico de probabilidad normal es 
semejante al del experimento 10. 
 
Las conclusiones desde el décimo hasta el décimo quinto análisis son las mismas que si se tiene 
el  conjunto  de  datos  completos.  Se  podría  detener  la  experimentación  en  el  décimo 
experimento, sabiendo que el margen de error es grande y no se tienen identificados siempre 
los mismos factores significativos. 
 
En el caso en que  las estimaciones eran si  la respuesta sería superior o  inferior a  la mediana, 
todas  las  estimaciones  fueron  acertadas.  A  partir  del  octavo  análisis  se  identifica  como 
significativo el  conjunto de efectos de  interés,  y  las  conclusiones de  los análisis a partir del 
octavo  experimento  son  las  mismas  que  si  se  tuviera  el  conjunto  de  datos  completos.    El 
margen de error es de  125,17 , más pequeño que en el décimo análisis realizado cuando no 
se conoce nada de la respuesta y se realizan los cálculos en un intervalo más grande. 
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CONCLUSIONES 
 
 
No tiene por qué perderse todo el esfuerzo realizado en la experimentación por la ausencia de 
algunas  observaciones,  es  posible  realizar  un  análisis  estadístico  con  conjuntos  de  datos 
incompletos o  censurados. Existen diversas propuestas para  realizar este análisis estadístico 
pero por su complejidad pueden no ser aplicadas en la industria. 
 
La metodología propuesta en este  trabajo es  sencilla,  fácil de entender y aplicar,  ideal para 
resolver problemas de datos faltantes o censurados. La puede aplicar personal en las empresas 
que solo poseen nociones elementales de matemáticas y estadística. Con los ejemplos de este 
trabajo  se  demostró  que  es  posible  llegar  a  las  mismas  conclusiones  con  el  conjunto 
incompleto que con todos los experimentos observados. 
 
Toda  la metodología  se  basa  en  la    hipótesis  que  es  posible  estimar  la  respuesta  de  cada 
experimento antes de su realización. De esta forma  la estimación sustituye a  la respuesta no 
observada. Si las estimaciones son en intervalos pequeños y centrados a las respuestas reales, 
entonces las conclusiones son más fiables. 
 
La  incerteza  en  la  estimación  de  los  efectos,  y  en  las  conclusiones,  se  incrementa  con  el 
número  de  observaciones  que  no  se  tienen  y  solo  se  pueden  estimar.  Cuantas  más 
observaciones falten, más complejo es el análisis. 
 
En el caso de los diseños robustos, la estrategia de la matriz producto es más compleja porque 
el efecto de la desviación no incrementa de forma lineal. Un tema para análisis posteriores son 
las superficies de respuesta y su relación con  los experimentos faltantes cuando  la respuesta 
analizada es el logaritmo de la desviación estándar. 
 
Todo esto da pie a una metodología para la realización y análisis  de experimentos en los que 
probablemente no  sea necesario  realizar  todos  los experimentos de un diseño completo. Se 
pueden llevar a cabo algunos experimentos más que con los diseños fraccionados pero con la 
ventaja de que no  se  tiene  la  confusión entre  los efectos. Un pequeño  inconveniente de  la 
metodología propuesta es que se tiene un margen de error (incerteza) en los efectos y en las 
decisiones. 
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ANEXOS 
 
Función R para la estrategia de la matriz producto. Método de Lenth 
 
MP_unif<-function(minim, 
maxim,incr,nC,runC,nR,runsR,mis,posicion,modlenth,modlenth.s,result) 
{ 
require(FrF2) 
require(npmc) 
require(doBy) 
# dr=  #numero de la función con la que puede trabajar. 
# 1 exponencial   (lambda) \n 
# 2 normal        (mean,sd) \n  
# 3 uniforme      (min,max) \n') 
# num=100 ; par1= ; par2= ; mis=  
# num.usado<-matrix(nrow=num,ncol=mis) 
 
#%%   MATRIZ PRODUCTO  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
 num.fin.media<-data.frame() ; num.fin.desv<-data.frame() 
 fact.media.final<-data.frame();efect.media.final<-data.frame() 
 fact.desv.final<-data.frame() ; efect.desv.final<-data.frame() 
 
 nomC<-(paste("C",1:nC,sep="")) 
 nomR<-(paste("R",1:nR,sep="")) 
 
 Control<-FrF2(runsC, factor.names=nomC,randomize=FALSE) 
 Ruido<-  FrF2(runsR,factor.names=nomR,randomize=FALSE) 
 
 XX<-param.design(Control,Ruido,direction="wide",randomize=FALSE) 
 result2<-matrix(result,ncol=runsR) 
 colnames(result2)<-paste('y',1:runsR) 
 XX<-add.response(XX,result2,replace=TRUE) 
 
 cat ("Este es tu dideño","\n") 
 showData(XX,colname.bgcolor = "grey50",  
        rowname.bgcolor = "grey50",  
        body.bgcolor = "white",  
        colname.textcolor = "white",  
        rowname.textcolor = "white",  
        body.textcolor = "black", 
        font = "Courier 12",  
        maxheight = 30,  
        maxwidth = 80,  
        title = NULL, 
        rowname.bar = "left", 
        colname.bar = "top", 
        rownumbers = FALSE,  
        placement = "-20-40", 
        suppress.X11.warnings = TRUE) 
 
 cat("Arreglo externo","\n") 
 print(design.info(XX)$outer) 
 cat("\n","\n","#################################################
############","\n") 
 cat("Recuerda que el patrón de confusión es: ","\n") 
 print(Confusion<-design.info(XX)$aliased) 
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 cat("###########################################################
##","\n","\n") 
# met<-readline("Tendrás grados de libertad? (si/no) ") 
met="no" 
 if (met=="no"){ 
 
#%%%   NÚMEROS A UTILIZAR (DISTR.UNIFORME) %%%%%%%%%%%%%%%%%%%% 
 
 rango<- ((maxim-minim)/incr)+1 
 mis<-length(minim) 
 num.usado<-numeric()  
 i=1 
 while (i <=mis){ 
  j <-1 ;aux1=1 
  if (i==1) 
   aux1=1 
  while(j<i){ 
   aux1=aux1*rango[j] 
   j=j+1 
  } 
  k<-mis ; aux2<-1 
  if (i==mis) 
   aux2 =1 
  while (k>i){ 
   aux2=aux2*rango[k] 
   k=k-1 
  } 
  a<-rep(seq(minim[i],maxim[i],incr[i]),aux1,each=aux2) 
  num.usado<-cbind(num.usado,a) 
  i=i+1 
 } 
  
#%%%   ANALISIS MATRIZ PRODUCTO   %%%%%%%%%%%%%%%%%%%%%% 
 
  for(i in 1:dim(num.usado)[1]){ 
#  for (i in 1:num){ 
 
   for(j in 1:mis){  
       XX[posicion[j,1],posicion[j,2]]<-num.usado[i,j] 
 
 # ------------ a utilizar si se requiere otra distribución ----------
----------------- 
 #       if(dr==1) 
 #             XX[posicion[j,1],posicion[j,2]]<-
rexp(1,par1) 
 #    ifelse(dr==2,( 
XX[posicion[j,1],posicion[j,2]]=rnorm(1,par1,par2)), 
 #                         ( 
XX[posicion[j,1],posicion[j,2]]=runif(1,par1,par2))) 
 #        num.usado[i,j]<-
as.integer(XX[posicion[j,1],posicion[j,2]]) 
 # -------------------------------------------------------------------
------------------ 
   } 
 
   Media<-numeric();Desv<-numeric();Ln_desv<-numeric() 
   for (l in 1:runsC){ 
     Media[l]<-
mean(as.numeric(XX[l,(nC+1):(nC+runsR)])) 
     Desv[l]<-
sd(as.numeric(XX[l,(nC+1):(nC+runsR)])) 
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    Ln_desv[l]<-log(Desv[l]) 
   } 
  
   XX<-
add.response(XX,cbind(Media,Desv,Ln_desv),replace=TRUE) 
 
#%%%   Length Media    %%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
   mlenth<-lm(modlenth,data=XX) 
   slenth<-lm(modlenth.s,data=XX) 
   al<-summary(mlenth) 
   coef<-(coefficients(al)[,1]) 
   efect.al<-2*(coef[2:length(coef)]) 
 
   m<-length(efect.al) 
   gamma<-(1+(0.95^(1/m)))/2  
 
   So<-1.5 * median(abs(efect.al)) 
   PSE<-
1.5*median(abs(subset(efect.al,abs(efect.al)<2.5*So)))  
   ME<-qt(0.975,df=(m/3))*PSE 
   SME<-qt(gamma,df=(m/3))*PSE 
 
             n<-subset(efect.al,abs(efect.al)>=ME) 
   fact.media<-names(n);efect.media<-
efect.al[fact.media] 
   
   nnm<-subset(efect.al,abs(efect.al)<ME) 
   if (length(nnm)==m){ 
    fact.media<-"ninguno" 
    efect.media<-0 
   } 
 
   for (k in 1:length(fact.media)){ 
    num.fin.media<-
rbind(num.fin.media,num.usado[i,]) 
   } 
 
   fact.media.final<-c(fact.media.final,fact.media) 
   efect.media.final<-c(efect.media.final,efect.media) 
 
#%%%   Length Desviación   %%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
   sl<-summary(slenth) 
   coef.sl<-(coefficients(sl)[,1]) 
   efect.sl<-2*(coef.sl[2:length(coef.sl)]) 
 
   So<-1.5 * median(abs(efect.sl)) 
   PSE<-
1.5*median(abs(subset(efect.sl,abs(efect.sl)<2.5*So)))  
   ME<-qt(0.975,df=(m/3))*PSE 
   SME<-qt(gamma,df=(m/3))*PSE 
 
             nn<-subset(efect.sl,abs(efect.sl)>=ME) 
   fact.desv<-names(nn); efect.desv<-
efect.sl[fact.desv] 
    
   nns<-subset(efect.sl,abs(efect.sl)<ME) 
   if (length(nns)==m){ 
    fact.desv<-"ninguno" 
    efect.desv<-0 
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   } 
 
   fact.desv.final<-c(fact.desv.final,fact.desv) 
   efect.desv.final<-c(efect.desv.final,efect.desv) 
 
   for (k in 1:length(fact.desv)){ 
    num.fin.desv<-rbind(num.fin.desv,num.usado[i,]) 
   } 
  } 
 
#%%%   INFORMES   %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
  fact.media.f<-as.character(fact.media.final) 
  efecto.media<-as.numeric(efect.media.final) 
  informe.media<-
cbind(num.fin.media,fact.media.f,efecto.media) 
 
  fact.desv.f<-as.character(fact.desv.final) 
  efecto.desv<-as.numeric(efect.desv.final) 
  informe.desv<-cbind(num.fin.desv,fact.desv.f,efecto.desv) 
 
  am<-summary(informe.media,maxsum=100) 
  Sig.Media<-na.omit(data.frame(am[,(mis+1)])) 
  cat ("Significativos Media","\n") 
  showData(Sig.Media) 
 
  ad<-summary(informe.desv,maxsum=100) 
  Sig.Desviación<-na.omit(data.frame(ad[,(mis+1)])) 
  cat ("Significativos Desviacion","\n") 
  showData(Sig.Desviación) 
 
#%%%  GRÁFICOS  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
 names(informe.media)[seq(1,mis,1)]<-paste('Mis',1:mis,sep='_') 
 names(informe.desv)[seq(1,mis,1)]<-paste('Mis',1:mis,sep='_') 
 
  if (mis==1){ 
   informe.media<-
informe.media[order(fact.media.f,informe.media[,1]),] 
   fsigm<-as.integer(readline("Cuantos factores son 
significativos (MEDIA)?: ")) 
   par(mfrow=c(1,fsigm)) 
#,lwd=3,font.lab=2,font.axis=2,las=1) 
 
   for (k in 1:fsigm){ 
    aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
    graf<-subset(informe.media,fact.media.f==aux,) 
    plot(graf[,1],graf$efecto.media, 
main=aux,sub="Media",xlab="Missing1", 
         ylab="Efecto",col="steelblue3",pch=16) 
   } 
   title(main="Media",outer=TRUE) 
   
   informe.desv<-
informe.desv[order(fact.desv.f,informe.desv[,1]),] 
   fsig<-as.integer(readline("Cuantos factores son 
significativos (DESVIACION)?: ")) 
   windows() 
   par(mfrow=c(1,fsig)) 
#,lwd=3,font.lab=2,font.axis=2,las=1) 
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   for (k in 1:fsig){ 
    aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
    graf<-subset(informe.desv,fact.desv.f==aux) 
    plot(graf[,1],graf$efecto.desv, 
main=aux,sub="Desviación",xlab="Missing1", 
     ylab="Efecto",col="springgreen3",pch=16) 
    
   } 
   title(main="Desviación",outer=TRUE)  
 summary.numero1.media<-
summaryBy(Mis_1~fact.media.f,informe.media,FUN=c(min,max)) 
 showData(summary.numero1.media) 
 summary.numero1.desviacion<-
summaryBy(Mis_1~fact.desv.f,informe.desv,FUN=c(min,max)) 
 showData(summary.numero1.desviacion) 
  } 
 
  if (mis==2){ 
   informe.media<-
informe.media[order(fact.media.f,informe.media[,1],informe.media[,2]),
] 
   fsigm<-as.integer(readline("Cuantos factores son 
significativos (MEDIA)?: ")) 
   par(mfrow=c(1,fsigm)) 
 
   for (k in 1:fsigm){ 
    aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
    graf<-subset(informe.media,fact.media.f==aux) 
    graf<-graf[c(1,2,4)] 
    s3d<-scatterplot3d(graf,type="h", 
highlight.3d=TRUE,angle=60,scale.y=1,pch=16, 
                       col.grid="lightblue", 
col.axis="blue",main=aux, 
     xlab="Missing 1",ylab="Missing 
2",zlab="Efecto")  
   } 
   title(main="Media",outer=TRUE) 
  
   informe.desv<-
informe.desv[order(fact.desv.f,informe.desv[,1],informe.desv[,2]),] 
   fsig<-as.integer(readline("Cuantos factores son 
significativos (DESVIACION)?: ")) 
   windows() 
   par(mfrow=c(1,fsig)) 
 
   for (k in 1:fsig){ 
    aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
    graf<-subset(informe.desv,fact.desv.f==aux) 
    graf<-graf[c(1,2,4)] 
    s3d<-scatterplot3d(graf,type="h", 
highlight.3d=TRUE,angle=60,scale.y=1,pch=16, 
                        col.grid="lightblue", 
col.axis="blue",main=aux, 
     xlab="Missing 1",ylab="Missing 
2",zlab="Efecto")  
   } 
   title(main="Desvición",outer=TRUE) 
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 summary.numero1.media<-
summaryBy(Mis_1~fact.media.f,informe.media,FUN=c(min,max)) 
 summary.numero2.media<-
summaryBy(Mis_2~fact.media.f,informe.media,FUN=c(min,max)) 
 showData(summary.numero1.media) 
 showData(summary.numero2.media) 
 summary.numero1.desviacion<-
summaryBy(Mis_1~fact.desv.f,informe.desv,FUN=c(min,max)) 
 summary.numero2.desviacion<-
summaryBy(Mis_2~fact.desv.f,informe.desv,FUN=c(min,max)) 
 showData(summary.numero1.desviacion) 
 showData(summary.numero2.desviacion) 
  } 
 
  if(mis>=3){ 
   informe.media<-
informe.media[order(fact.media.f,informe.media[,1],informe.media[,2],i
nforme.media[,3]),] 
   informe.desv<-
informe.desv[order(fact.desv.f,informe.desv[,1],informe.desv[,2],infor
me.desv[,3]),] 
  
 cat("\n","\n","#################################################
############","\n") 
   cat("Lo siento, no puedo mostrar gráficos. Analice el 
archivo MProducto_Lenth.txt","\n") 
  
 cat("###########################################################
##","\n","\n") 
 
 summary.numero1.media<-
summaryBy(Mis_1~fact.media.f,informe.media,FUN=c(min,max)) 
 summary.numero2.media<-
summaryBy(Mis_2~fact.media.f,informe.media,FUN=c(min,max)) 
 summary.numero3.media<-
summaryBy(Mis_2~fact.media.f,informe.media,FUN=c(min,max)) 
 showData(summary.numero1.media) 
 showData(summary.numero2.media) 
 showData(summary.numero3.media) 
 summary.numero1.desviacion<-
summaryBy(Mis_1~fact.desv.f,informe.desv,FUN=c(min,max)) 
 summary.numero2.desviacion<-
summaryBy(Mis_2~fact.desv.f,informe.desv,FUN=c(min,max)) 
 summary.numero3.desviacion<-
summaryBy(Mis_3~fact.desv.f,informe.desv,FUN=c(min,max)) 
 showData(summary.numero1.desviacion) 
 showData(summary.numero2.desviacion) 
 showData(summary.numero3.desviacion) 
  } 
 } 
  
 if (met=="si"){ 
 
 cat("\n","\n","#################################################
############","\n") 
  cat("Por favor utiliza el script MP","\n") 
 
 cat("###########################################################
##","\n","\n") 
 } 
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 summary.efecto.media<-
summaryBy(efecto.media~fact.media.f,informe.media,FUN=c(mean,sd,min,ma
x)) 
 showData(summary.efecto.media) 
 summary.efecto.desviacion<-
summaryBy(efecto.desv~fact.desv.f,informe.desv,FUN=c(mean,sd,min,max)) 
 showData(summary.efecto.desviacion) 
 
 sink('MP_Unif.txt') 
 report('Análisis con datos incompletos. Matriz 
Producto',style='border',char='#') 
 report('Informe Media',style='border',char='#') ;  
print(informe.media) 
 report('Informe Desv',style='border',char='#')  ;  
print(informe.desv) 
 sink() 
} 
 
 
 
Función R para la estrategia de la matriz única. Método de Lenth 
 
MU_unif<-function(minim,maxim,incr,nF,runsF,posicion,modlenth,result) 
{ 
require(FrF2) 
require(npmc) 
require(doBy) 
# dr=  
# 1 exponencial   (lambda) \n 
# 2 normal        (mean,sd) \n  
# 3 uniforme      (min,max) \n') 
# num=100 ; par1= ; par2= ; mis=  
# num.usado<-matrix(nrow=num,ncol=mis) 
 
#%%%  MATRIZ UNICA   %%%%%%%%%%%%%%%%%%%%%%% 
 
 fact.f<-data.frame() 
 efect.f<-data.frame() 
      num.us.fin<-data.frame() 
 
 X<-FrF2(runsF,nF,randomize=FALSE) 
 X<-add.response(X,response=result,replace=TRUE) 
 cat ("Este es tu diseño","\n") 
 showData(X,colname.bgcolor = "grey50",  
         rowname.bgcolor = "grey50",  
         body.bgcolor = "white",  
         colname.textcolor = "white",  
         rowname.textcolor = "white",  
         body.textcolor = "black", 
         font = "Courier 12",  
         maxheight = 30,  
         maxwidth = 80,  
         title = NULL, 
         rowname.bar = "left", 
         colname.bar = "top", 
         rownumbers = FALSE,  
         placement = "-20-40", 
         suppress.X11.warnings = TRUE) 
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# met<-readline("Tendrás grados de libertad? (si/no) ") 
met='no' 
 if (met=="no"){ 
 
#%%%   NÚMEROS A UTILIZAR (DISTR.UNIFORME)  %%%%%%%%%%%%%%%%%%%%% 
 rango<- ((maxim-minim)/incr)+1 
 mis<-length(minim) 
 num.usado<-numeric()  
 i=1 
 while (i <=mis){ 
  j <-1 ;aux1=1 
  if (i==1) 
   aux1=1 
  while(j<i){ 
   aux1=aux1*rango[j] 
   j=j+1 
  } 
  k<-mis ; aux2<-1 
  if (i==mis) 
   aux2 =1 
  while (k>i){ 
   aux2=aux2*rango[k] 
   k=k-1 
  } 
  a<-rep(seq(minim[i],maxim[i],incr[i]),aux1,each=aux2) 
  num.usado<-cbind(num.usado,a) 
  i=i+1 
 } 
 
#%%%%%%%%%%%%%%%%%  ANALISIS MATRIZ ÚNICA  %%%%%%%%%%%%%%%%% 
 
  for(i in 1:dim(num.usado)[1]){ 
#  for(i in 1:num){ 
 
   for (j in 1:mis){ 
     X[posicion[j],dim(X)[2]]<-num.usado[i,j] 
 
# ------------ a utilizar si se requiere otra distribución -----------
---------------- 
#    if(dr==1) 
#         X[posicion[j],dim(X)[2]]<-rexp(1,par1) 
#     ifelse(dr==2,( 
X[posicion[j],dim(X)[2]]=rnorm(1,par1,par2)), 
#                     ( 
X[posicion[j],dim(X)[2]]=runif(1,par1,par2))) 
#    num.usado[i,j]<-
as.integer(X[posicion[j],dim(X)[2]]) 
# --------------------------------------------------------------------
----------------- 
   } 
 
#%%%%%%%%%%%%%%%%%  MÉTODO DE LENTH  %%%%%%%%%%%%%%%%% 
 
         mle<-lm(modlenth,data=X)       
        al<-summary(mle) 
 
   coef<-(coefficients(al)[,1]) 
   efect.al<-2*(coef[2:length(coef)]) 
 
   m<-length(efect.al) 
   gamma<-(1+(0.95^(1/m)))/2  
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   So<-1.5 * median(abs(efect.al)) 
   PSE<-
1.5*median(abs(subset(efect.al,abs(efect.al)<2.5*So)))  
   ME<-qt(0.975,df=(m/3))*PSE 
   SME<-qt(gamma,df=(m/3))*PSE 
 
             n<-subset(efect.al,abs(efect.al)>=ME) 
   fact<-names(n) ;efect<-efect.al[fact] 
   
   nnm<-subset(efect.al,abs(efect.al)<ME) 
   if (length(nnm)==m){ 
    fact<-"ninguno" 
    efect<-0 
   } 
 
   for (k in 1:length(fact)){ 
    num.us.fin<-rbind(num.us.fin,num.usado[i,]) 
   } 
  
   fact.f<-c(fact.f,fact) 
   efect.f<-c(efect.f,efect) 
  } 
 
  fact.f<-as.character(fact.f) 
  efecto<-as.numeric(efect.f) 
  informe<-cbind(num.us.fin,fact.f,efecto) 
 
  a<-summary(informe,maxsum=100) 
  Significativo<-na.omit(data.frame(a[,(mis+1)])) 
  cat ("Significativos","\n") 
  showData(Significativo) 
 
#%%%%%%%%%%%%%   GRÀFICOS   %%%%%%%%%%%%%%%%%%%%%%%%% 
 
 names(informe)[seq(1,mis,1)]<-paste('Mis',1:mis,sep='_') 
 
  if (mis==1){ 
   informe<-informe[order(fact.f,informe[,1]),] 
   fsig<-as.integer(readline("Cuantos factores son 
significativos?: ")) 
   par(mfrow=c(1,fsig)) 
#,lwd=3,font.lab=2,font.axis=2,las=1) 
 
   for (k in 1:fsig){ 
    aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
    graf<-subset(informe,fact.f==aux) 
    plot(graf[,1],graf$efecto, 
main=aux,xlab="Missing", 
     ylab="Efecto",pch=16, col="steelblue3") 
   } 
   sumary.numero<-
summaryBy(Mis_1~fact.f,informe,FUN=c(min,max)) 
   showData(sumary.numero) 
   } 
 
  if (mis==2){ 
   informe<-
informe[order(fact.f,informe[,1],informe[,2]),] 
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   fsig<-as.integer(readline("Cuantos factores son 
significativos?: ")) 
   par(mfrow=c(1,fsig)) 
 
   for (k in 1:fsig){ 
    aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
    graf<-subset(informe,fact.f==aux) 
    graf<-graf[c(1,2,4)] 
    s3d<-scatterplot3d(graf,type="h", 
highlight.3d=TRUE,angle=60,scale.y=1,pch=16, 
                        col.grid="lightblue", 
col.axis="blue",main=aux, 
     xlab="Missing 1",ylab="Missing 
2",zlab="Efecto")  
   } 
   sumary.numero1<-
summaryBy(Mis_1~fact.f,informe,FUN=c(min,max)) 
   sumary.numero2<-
summaryBy(Mis_2~fact.f,informe,FUN=c(min,max)) 
   showData(sumary.numero1) 
   showData(sumary.numero2) 
  } 
  
 
  if(mis>=3){ 
   informe<-
informe[order(fact.f,informe[,1],informe[,2],informe[,3]),] 
  
 cat("\n","\n","#################################################
############","\n") 
   cat("Lo siento, no puedo mostrar gráficos. Analice el 
archivo MUnica_Lenth.txt") 
  
 cat("###########################################################
##","\n","\n") 
   
   sumary.numero1<-
summaryBy(Mis_1~fact.f,informe,FUN=c(min,max)) 
   sumary.numero2<-
summaryBy(Mis_2~fact.f,informe,FUN=c(min,max)) 
   sumary.numero3<-
summaryBy(Mis_3~fact.f,informe,FUN=c(min,max)) 
   showData(sumary.numero1) 
   showData(sumary.numero2) 
   showData(sumary.numero3) 
  } 
 } 
 
 if (met=="si"){ 
 
 cat("\n","\n","#################################################
############","\n") 
  cat("Por favor utiliza el script MU","\n") 
 
 cat("###########################################################
##","\n","\n") 
 } 
 
 sumary.efecto<-
summaryBy(efecto~fact.f,informe,FUN=c(mean,sd,min,max)) 
BIBLIOGRAFIA  
 
 
139 
 
 showData(sumary.efecto) 
 sink('MU_unif.txt') 
 report('Análisis con datos incompletos. Matriz 
Unica',style='border',char='#') 
 report('Informe',style='underlined',char='%') ;  print(informe) 
 sink() 
} 
 
 
 
 
Función R para la gráfico de interacciones. Matriz única. 
 
Interaccion<-function(minim, maxim, incr, nF, runsF, posicion,result) 
{ 
  X<-FrF2(runsF,nF,randomize=FALSE) 
 X<-add.response(X,result,replace=TRUE) 
 
 rango<- ((maxim-minim)/incr)+1 
 mis<-length(minim) 
 num.usado<-numeric()  
 i=1 
 while (i <=mis){ 
  j <-1 ;aux1=1 
  if (i==1) 
   aux1=1 
  while(j<i){ 
   aux1=aux1*rango[j] 
   j=j+1 
  } 
  k<-mis ; aux2<-1 
  if (i==mis) 
   aux2 =1 
  while (k>i){ 
   aux2=aux2*rango[k] 
   k=k-1 
  } 
  a<-rep(seq(minim[i],maxim[i],incr[i]),aux1,each=aux2) 
  num.usado<-cbind(num.usado,a) 
  i=i+1 
 } 
 
 for(i in 1:dim(num.usado)[1]){ 
  for (j in 1:mis){ 
   X[posicion[j],dim(X)[2]]<-num.usado[i,j] 
  } 
  x11() 
# 
 interaction.plot(X$A,X$D,X$result,col=c("blue","red"),lwd=2,ylim
=c(50,100), 
 
 interaction.plot(X$A,X$C,X$result,col=c("blue","red"),lwd=2,ylim
=c(40,90), 
   xlab="A",ylab="Media  del  
resultado",main=num.usado[i,]) 
 } 
} 
BIBLIOGRAFIA  
 
 
140 
 
Función R para la gráfico de interacciones. Matriz producto. 
 
Interaccion_MP<-function(minim, maxim, incr, nC, runsC,nR, runsR, 
posicion,result) 
{ 
  nomC<-(paste("C",1:nC,sep="")) 
 nomR<-(paste("R",1:nR,sep="")) 
 
 Control<-FrF2(runsC, factor.names=nomC,randomize=FALSE) 
 Ruido<-  FrF2(runsR,factor.names=nomR,randomize=FALSE) 
 
 XX<-param.design(Control,Ruido,direction="wide",randomize=FALSE) 
 result2<-matrix(result,ncol=runsR) 
 colnames(result2)<-paste('y',1:runsR) 
 XX<-add.response(XX,result2,replace=TRUE) 
 
 rango<- ((maxim-minim)/incr)+1 
 mis<-length(minim) 
 num.usado<-numeric()  
 i=1 
 while (i <=mis){ 
  j <-1 ;aux1=1 
  if (i==1) 
   aux1=1 
  while(j<i){ 
   aux1=aux1*rango[j] 
   j=j+1 
  } 
  k<-mis ; aux2<-1 
  if (i==mis) 
   aux2 =1 
  while (k>i){ 
   aux2=aux2*rango[k] 
   k=k-1 
  } 
  a<-rep(seq(minim[i],maxim[i],incr[i]),aux1,each=aux2) 
  num.usado<-cbind(num.usado,a) 
  i=i+1 
 } 
  for(i in 1:dim(num.usado)[1]){ 
   for(j in 1:mis){  
       XX[posicion[j,1],posicion[j,2]]<-num.usado[i,j] 
   } 
 
   Media<-numeric();Desv<-numeric();Ln_desv<-numeric() 
   for (l in 1:runsC){ 
    Media[l]<-
mean(as.numeric(XX[l,(nC+1):(nC+runsR)])) 
    Desv[l]<-
sd(as.numeric(XX[l,(nC+1):(nC+runsR)])) 
    Ln_desv[l]<-log(Desv[l]) 
   } 
   XX<-
add.response(XX,cbind(Media,Desv,Ln_desv),replace=TRUE) 
 
     x11() 
  
 interaction.plot(XX$C2,XX$C3,XX$Media,col=c("blue","red"),lwd=2, 
   xlab="B",ylab="Media  del  resultado", 
main=num.usado[i,]) 
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 } 
} 
Script R para el ejemplo 4. 
 
###################################################### 
##                Matriz Única                               
## 
##  Ejemplo4: Formaldheido, tasa de filtración            ## 
###################################################### 
 
#------- Gráficos de interacción Fig.3.1 ------------ 
library('FrF2') 
 nF=4   # Número de Factores 
 runsF=16 # Experimentos realizados 
 modlenth<-result~A*B*C*D 
 result<-c(45,71,48,65,68,60,80,65,43,100,45,104,75,86,70,96) 
 
 X<-FrF2(runsF,nF,randomize=FALSE) 
 X<-add.response(X,result,replace=TRUE) 
 
 interaction.plot(X$A,X$D,X$result,col=c("blue","red"),lwd=2, 
  xlab="A",ylab="Media  del  resultado",main="Interacción 
A:D") 
 
 interaction.plot(X$A,X$C,X$result,col=c("blue","red"),lwd=2, 
  xlab="A",ylab="Media  del  resultado",main="Interacción 
A:C") 
 
Script R para la simulación y pruebas. Matriz única. 
 
###################################################### 
##            Simulación Matriz Única                       
## 
##  Ejemplo: Formaldheido, tasa de filtración           ## 
###################################################### 
 
 result<-c(45,71,48,65,68,60,80,65,43,100,45,104,75,86,70,96) 
 
#---------------- Librerias necesarias --------------- 
library('FrF2') 
library('npmc') 
library('doBy') 
 
#----------------   Parámetros   --------------------- 
 
 nF=4   # Número de Factores 
 runsF=16 # Experimentos realizados 
 modlenth<-result~A*B*C*D 
 
#----------------------------------------------------- 
#---------- Matriz única, 1 mising  ------------------ 
#----------------------------------------------------- 
 
 result<-c(45,71,48,65,68,60,NA,65,43,100,45,104,75,86,70,96) 
 posicion<-7  
 minim<-45 ; maxim<-104  ; incr<-1 
 minim<-45; maxim=75 
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 MU_unif(minim, maxim,incr,nF,runsF,posicion,modlenth,result) 
 
#---------------  Interaccion AC  ---------------------- 
 
 minim= 48 ; maxim= 103 ; incr=11 
 Interaccion(minim, maxim, incr, nF, runsF, posicion,result) 
 
#---------------  Interaccion AD  ---------------------- 
 
 minim =51 ; maxim =99 ; incr = 10 
 Interaccion(minim, maxim, incr, nF, runsF, posicion,result) 
 
#---------------  Pruebas  ------------------------- 
#--------------------------------------------------- 
 
 minim<-45 ; maxim<-104  ; incr<-1 
 MU_unif(minim, maxim,incr,nF,runsF,posicion,modlenth,result) 
 
 incr=29; 
 incr=59 
 Interacion(minim, maxim, incr, nF, runsF, posicion,result) 
 
posicion<-1 
posicion<-2 
posicion<-3 
posicion<-4 
posicion<-5 
posicion<-6 
posicion<-7 
posicion<-8 
posicion<-9  
posicion<-10  
posicion<-11 
posicion<-12 
posicion<-13 
posicion<-14 
posicion<-15 
posicion<-16 
 
#----------------------------------------------------- 
#---------- Matriz única, 2 mising  ------------------ 
#----------------------------------------------------- 
 
 result<-c(45,71,48,65,68,60,NA,65,43,NA,45,104,75,86,70,96)  
 posicion<-c(7,10) 
 
 minim=c(45,45); maxim=c(104,104) ; incr=c(1,1) 
 
 MU_unif(minim, maxim,incr,nF,runsF,posicion,modlenth,result) 
  
#---------------  Interaccion AC  ---------------------- 
 
minim=c(45,80) ;maxim=c(104,104); incr=c(27,6) 
Interaccion(minim, maxim, incr, nF, runsF, posicion,result) 
 
#---------------  Interaccion AD  ---------------------- 
 
minim=c(47,82) ; maxim =c(102,104) ; incr=c(55,22) 
Interaccion(minim, maxim, incr, nF, runsF, posicion,result) 
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#-------------------  Pruebas  ---------------------- 
 
MU_unif(minim, maxim,incr,nF,runsF,posicion,modlenth,result) 
minim=c(45,45); maxim=c(104,104);incr=c(59,59) 
Interaccion(minim, maxim, incr, nF, runsF, posicion,result) 
 
posicion<-c(1,2)  
posicion<-c(1,16) 
posicion<-c(4,13) 
posicion<-c(6,10) 
posicion<-c(6,12) 
posicion<-c(6,14) 
 
#----------------------------------------------------- 
#---------- Matriz única, 3 mising  ------------------ 
#----------------------------------------------------- 
minim<-c(45,45,45); maxim=c(104,104,104); incr=c(10,10,10) 
posicion=c(1,2,3) 
MU_unif(minim, maxim,incr,nF,runsF,posicion,modlenth,result) 
 
posicion=c(4,7,16) 
MU_unif(minim, maxim,incr,nF,runsF,posicion,modlenth,result) 
 
#----------------------------------------------------- 
#---------- Matriz única, 4 mising  ------------------ 
#----------------------------------------------------- 
minim<-c(45,45,45,45); maxim=c(104,104,104,104); incr=c(10,10,10,10) 
posicion=c(1,7,10,14) 
MU_unif(minim, maxim,incr,nF,runsF,posicion,modlenth,result) 
 
posicion=c(3,5,12,16) 
MU_unif(minim, maxim,incr,nF,runsF,posicion,modlenth,result) 
 
Script R para la simulación y pruebas. Matriz producto. 
 
###################################################### 
##            Simulación Matriz Producto                                           
## 
##             Ejemplo: Pastelito                                                    
## 
###################################################### 
 
result<-c  (1.7, 4.5, 4.9, 5.5, 5.8, 6.6, 4.0, 4.9, 
  6.3, 5.0, 6.3, 7.2, 8.4, 8.5, 7.2, 6.4, 
  7.1, 5.0, 8.1, 6.8, 8.1, 7.5 , 7.3, 6.0, 
  2.1, 2.8, 4.0, 6.2, 4.9, 7.3, 3.8, 6.4 )  
 
#---------------- Librerias necesarias --------------- 
library('FrF2') 
library(npmc) 
library('doBy') 
 
#----------------   Parámetros   --------------------- 
 
 nC<-3 # "Factores control. " 
 runsC<-8 # "Experimentos Control: " 
 nR<-2 # "Factores ruido: " 
 runsR<-4 # "Experimentos Ruido: " 
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 modlenth<-Media~C1*C2*C3 
 modlenth.s<-Ln_desv~C1*C2*C3 
 
#----------------------------------------------------- 
#--------- Matriz producto un missing  --------------- 
#----------------------------------------------------- 
 
minim<-1 
maxim<-10 
incr<-0.2 
 
result<-c  (1.7, 4.5, 4.9, 5.5, 5.8, 6.6, 4.0, 4.9, 
  6.3, 5.0, 6.3, 7.2, 8.4, 8.5, 7.2, 6.4, 
  7.1, 5.0, 8.1, 6.8, 8.1, NA , 7.3, 6.0, 
  2.1, 2.8, 4.0, 6.2, 4.9, 7.3, 3.8, 6.4 )  
 
 posicion<-matrix(c(6,6),ncol=2) 
 
MP_unif(minim, 
maxim,incr,nC,runC,nR,runsR,mis,posicion,modlenth,modlenth.s,result) 
 
#---------------  pruebas  ---------------------- 
 
posicion<-matrix(c(1,4),ncol=2) 
posicion<-matrix(c(2,5),ncol=2) 
posicion<-matrix(c(3,6),ncol=2) 
posicion<-matrix(c(4,7),ncol=2) 
posicion<-matrix(c(5,7),ncol=2) 
posicion<-matrix(c(6,6),ncol=2) 
posicion<-matrix(c(7,5),ncol=2) 
posicion<-matrix(c(8,4),ncol=2) 
 
posicion<-matrix(c(2,4),ncol=2) 
posicion<-matrix(c(2,6),ncol=2) 
posicion<-matrix(c(2,7),ncol=2) 
 
posicion<-matrix(c(8,5),ncol=2) 
posicion<-matrix(c(8,6),ncol=2) 
posicion<-matrix(c(8,7),ncol=2) 
 
 
 
#---------------  Interaccion BC  ---------------------- 
 minim= 3.4 
 maxim= 9.8 
 incr=3.2 
Interaccion_MP(minim, maxim, incr, nC, runsC,nR, runsR, 
posicion,result) 
 
#----------------------------------------------------- 
#--------- Matriz producto dos missing  --------------- 
#----------------------------------------------------- 
 
minim<-c(1,1) ; maxim<-c(10,10) ; incr<-c(0.2,0.2) 
 
result<-c  (1.7, 4.5, 4.9, 5.5, 5.8, 6.6, 4.0, 4.9, 
  6.3, 5.0, 6.3, 7.2, NA , 8.5, 7.2, 6.4, 
  7.1, 5.0, 8.1, 6.8, 8.1, NA , 7.3, 6.0, 
  2.1, 2.8, 4.0, 6.2, 4.9, 7.3, 3.8, 6.4 )  
 
 posicion<-matrix(c(6,5,6,5),ncol=2) 
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# 6 6 
# 5 5 
 
MP_unif(minim, 
maxim,incr,nC,runC,nR,runsR,mis,posicion,modlenth,modlenth.s,result) 
#---------------  Interaccion BC  ---------------------- 
 
minim<-c(1,1) ; maxim<-c(10,10) ; incr<-c(4,4) 
Interaccion_MP(minim, maxim, incr, nC, runsC,nR, runsR, 
posicion,result) 
 
#---------------  pruebas  ---------------------- 
 
 posicion<-matrix(c(1,1,4,5),ncol=2) 
 posicion<-matrix(c(1,1,5,6),ncol=2) 
 posicion<-matrix(c(1,1,6,7),ncol=2) 
 
 posicion<-matrix(c(1,2,4,4),ncol=2) 
 posicion<-matrix(c(1,2,5,6),ncol=2) 
 
 posicion<-matrix(c(3,5,5,5),ncol=2) 
 posicion<-matrix(c(3,6,5,6),ncol=2) 
 
#---------------  pruebas  ---------------------- 
 
minim<-c(1,1) ; maxim<-c(10,10) ; incr<-c(1,1) 
MP_unif(minim, maxim,incr,nC,runC,nR,runsR,mis,posicion, 
modlenth,modlenth.s,result) 
 
Fragmento de la salida de R en fichero .txt, matriz única 
 
################################################ 
 # Análisis con datos incompletos. Matriz Unica                  # 
 ################################################ 
         
 Informe 
 %%%%%%% 
     Mis_1 Mis_2 Mis_3 Mis_4   fact.f efecto 
22      45    45    75    75       A1  21.50 
410     45    45    75    75       A1  21.50 
423     45    45    95    85       A1  25.25 
61      45    55    75    95       A1  22.75 
65      45    55    85    75       A1  21.50 
66      45    55    85    85       A1  22.75 
1537    85    85    95    95    A1:D1  22.75 
1830    85    85    95    95    A1:D1  22.75 
187     45    75    45    45       B1  14.50 
247     45    75    45    45       B1  14.50 
186     45    75    95    95 B1:C1:D1  -3.75 
1651    85    45    45    65    B1:D1  18.50 
1618    85    45    55    55    B1:D1  18.50 
1663    85    45    65    45    B1:D1  18.5 
659     55    85    95    95       C1  11.00 
700     55    95    95    95       C1  12.25 
982     65    85    95    95       C1   9.75 
1909    95    45    45    65    C1:D1  13.75 
1953    95    45    45    65    C1:D1  13.75 
983     65    85    95    95       D1  12.00 
1       45    45    45    45  ninguno   0.00 
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2       45    45    45    55  ninguno   0.00 
3       45    45    45    65  ninguno   0.00 
 
Fragmento de la salida de R en fichero .txt, matriz producto 
 
                                                    
 ################################################### 
 # Análisis con datos incompletos. Matriz Producto # 
 ################################################### 
                   
 ################# 
 # Informe Media # 
 ################# 
     Mis_1 Mis_2 fact.media.f efecto.media 
590    3.4   8.4      C21:C31     -1.34375 
635    3.6   8.2      C21:C31     -1.34375 
636    3.6   8.4      C21:C31     -1.35625 
637    3.6   8.6      C21:C31     -1.36875 
677    3.8   7.4      C21:C31     -1.30625 
678    3.8   7.6      C21:C31     -1.31875 
680    3.8   8.0      C21:C31     -1.34375 
681    3.8   8.2      C21:C31     -1.35625 
682    3.8   8.4      C21:C31     -1.36875 
683    3.8   8.6      C21:C31     -1.38125 
684    3.8   8.8      C21:C31     -1.39375 
724    4.0   7.6      C21:C31     -1.33125 
725    4.0   7.8      C21:C31     -1.34375 
726    4.0   8.0      C21:C31     -1.35625 
2324  10.0   8.2      ninguno      0.00000 
2325  10.0   8.4      ninguno      0.00000 
                  
 ################ 
 # Informe Desv # 
 ################ 
     Mis_1 Mis_2 fact.desv.f efecto.desv 
738    4.2   1.2         C11 -0.83258062 
739    4.2   1.4         C11 -0.82480312 
740    4.2   1.6         C11 -0.81685423 
741    4.2   1.8         C11 -0.80873334 
742    4.2   2.0         C11 -0.80044126 
783    4.4   1.0         C11 -0.85286599 
784    4.4   1.2         C11 -0.84525815 
 
Script MP cuando en el análisis hay grados de libertad 
 
MP<-
function(dr,par1,par2,num,nC,runC,nR,runsR,mis,posicion,modelo1,modelo
2,result) 
{ 
 
#####################  MATRIZ PRODUCTO  #################### 
 
 nomC<-(paste("C",1:nC,sep="")) 
 nomR<-(paste("R",1:nR,sep="")) 
 
 Control<-FrF2(runsC, factor.names=nomC,randomize=FALSE) 
 Ruido<-  FrF2(runsR,factor.names=nomR,randomize=FALSE) 
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 XX<-param.design(Control,Ruido,direction="wide",randomize=FALSE) 
 result2<-matrix(result,ncol=runsR) 
 colnames(result2)<-paste('y',1:runsR) 
 XX<-add.response(XX,result2,replace=TRUE) 
 
 cat ("Este es tu dideño","\n") 
 showData(XX,colname.bgcolor = "grey50",  
        rowname.bgcolor = "grey50",  
        body.bgcolor = "white",  
        colname.textcolor = "white",  
        rowname.textcolor = "white",  
        body.textcolor = "black", 
        font = "Courier 12",  
        maxheight = 30,  
        maxwidth = 80,  
        title = NULL, 
        rowname.bar = "left", 
        colname.bar = "top", 
        rownumbers = FALSE,  
        placement = "-20-40", 
        suppress.X11.warnings = TRUE) 
 
 cat("Arreglo externo","\n") 
 print(design.info(XX)$outer) 
 
################## ANALISIS MATRIZ PRODUCTO ################ 
 
 num.usado<-matrix(nrow=num,ncol=mis) 
 num.fin.media<-data.frame() ; num.fin.desv<-data.frame() 
 fact.media.final<-data.frame();coef.media.final<-data.frame() 
 fact.desv.final<-data.frame() ; coef.desv.final<-data.frame() 
 id.final.media<-data.frame() ; id.final.desv<-data.frame() 
 
 for(i in 1:num){ 
  for(j in 1:mis){  
      if(dr==1) 
            XX[posicion[j,1],posicion[j,2]]<-rexp(1,par1) 
    ifelse(dr==2,( 
XX[posicion[j,1],posicion[j,2]]=rnorm(1,par1,par2)), 
                          ( 
XX[posicion[j,1],posicion[j,2]]=runif(1,par1,par2))) 
       num.usado[i,j]<-as.integer(XX[posicion[j,1],posicion[j,2]]) 
  } 
 
  Media<-numeric();Desv<-numeric() 
  for (l in 1:runsC){ 
    Media[l]<-mean(as.numeric(XX[l,(nC+1):(nC+runsR)])) 
    Desv[l]<-sd(as.numeric(XX[l,(nC+1):(nC+runsR)])) 
  } 
  
  XX<-add.response(XX,cbind(Media,Desv),replace=TRUE) 
  attach(XX) 
  m1<-lm(modelo1,data=XX) 
  m2<-lm(modelo2,data=XX) 
       detach(XX) 
 
#  print(anova(m1)); print(anova(m2)) 
  a<-summary(m1) ; b<-summary(m2) 
 
###### MEDIA ##### 
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  n<-which(coefficients(a)[,4]<0.5) 
  fact.media<-names(n);coef.media<-
coefficients(a)[fact.media,1] 
  fact.media.final<-c(fact.media.final,fact.media) 
  coef.media.final<-c(coef.media.final,coef.media) 
  id.media<-rep(i,length(n)) 
  id.final.media<-c(id.final.media,id.media) 
 
  for (k in 1:length(n)){ 
   num.fin.media<-rbind(num.fin.media,num.usado[i,]) 
  } 
 
###### DESVIACIÓN ##### 
 
  nn<-which(coefficients(b)[,4]<0.5) 
  fact.desv<-names(nn) 
  coef.desv<-coefficients(b)[fact.desv,1] 
  fact.desv.final<-c(fact.desv.final,fact.desv) 
  coef.desv.final<-c(coef.desv.final,coef.desv) 
  id.desv<-rep(i,length(nn)) 
  id.final.desv<-c(id.final.desv,id.desv) 
  
  for (k in 1:length(nn)){ 
   num.fin.desv<-rbind(num.fin.desv,num.usado[i,]) 
  } 
 } 
 
 id.f.media<-as.integer(id.final.media) 
 fact.media.f<-as.character(fact.media.final) 
 efecto.media<-(as.numeric(coef.media.final))*2 
 
 id.f.desv<-as.integer(id.final.desv) 
 fact.desv.f<-as.character(fact.desv.final) 
 efecto.desv<-(as.numeric(coef.desv.final))*2 
 
 
 informe.media<-
cbind(id.f.media,num.fin.media,fact.media.f,efecto.media) 
 informe.desv<-
cbind(id.f.desv,num.fin.desv,fact.desv.f,efecto.desv) 
 
 am<-summary(informe.media) 
 Sig.Media<-na.omit(data.frame(am[,(mis+2)])) 
 cat ("Significativos Media","\n") 
 showData(Sig.Media) 
 
 ad<-summary(informe.desv) 
 Sig.Desviación<-na.omit(data.frame(ad[,(mis+2)])) 
 cat ("Significativos Desviacion","\n") 
 showData(Sig.Desviación) 
 
######### GRÁFICOS  ############# 
 
 if (mis==1){ 
  informe.media<-
informe.media[order(fact.media.f,informe.media[,2]),] 
  fsigm<-as.integer(readline("Cuantos factores son 
significativos (MEDIA)?: ")) 
  par(mfrow=c(1,fsigm)) #,lwd=3,font.lab=2,font.axis=2,las=1) 
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  for (k in 1:fsigm){ 
   aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
   graf<-subset(informe.media,fact.media.f==aux,) 
   plot(graf[,2],graf$efecto.media, 
main=aux,sub="Media",xlab="Missing1",ylab="Efecto",pch=16) 
  } 
   
  informe.desv<-
informe.desv[order(fact.desv.f,informe.desv[,2]),] 
  fsig<-as.integer(readline("Cuantos factores son 
significativos (DESVIACION)?: ")) 
  windows() 
  par(mfrow=c(1,fsig)) #,lwd=3,font.lab=2,font.axis=2,las=1) 
 
  for (k in 1:fsig){ 
   aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
   graf<-subset(informe.desv,fact.desv.f==aux) 
   plot(graf[,2],graf$efecto.desv, 
main=aux,sub="Desviación",xlab="Missing1",ylab="Efecto",pch=16)  
   
  }  
 } 
 
 if (mis==2){ 
  informe.media<-
informe.media[order(fact.media.f,informe.media[,2],informe.media[,3]),
] 
  fsigm<-as.integer(readline("Cuantos factores son 
significativos (MEDIA)?: ")) 
  par(mfrow=c(1,fsigm)) 
 
  for (k in 1:fsigm){ 
   aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
   graf<-subset(informe.media,fact.media.f==aux) 
   graf<-graf[c(2,3,5)] 
   s3d<-scatterplot3d(graf,type="h", 
highlight.3d=TRUE,angle=60,scale.y=1,pch=16, 
                       col.grid="lightblue", col.axis="blue",main=aux, 
    xlab="Missing 1",ylab="Missing 
2",zlab="Efecto")  
  } 
  
  informe.desv<-
informe.desv[order(fact.desv.f,informe.desv[,2],informe.desv[,3]),] 
  fsig<-as.integer(readline("Cuantos factores son 
significativos (DESVIACION)?: ")) 
  windows() 
  par(mfrow=c(1,fsig)) 
 
  for (k in 1:fsig){ 
   aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
   graf<-subset(informe.desv,fact.desv.f==aux) 
   graf<-graf[c(2,3,5)] 
   s3d<-scatterplot3d(graf,type="h", 
highlight.3d=TRUE,angle=60,scale.y=1,pch=16, 
                       col.grid="lightblue", col.axis="blue",main=aux, 
BIBLIOGRAFIA  
 
 
150 
 
    xlab="Missing 1",ylab="Missing 
2",zlab="Efecto")  
  } 
 } 
 
 if(mis>=3){ 
  informe.media<-
informe.media[order(fact.media.f,informe.media[,2],informe.media[,3],i
nforme.media[,4]),] 
  informe.desv<-
informe.desv[order(fact.desv.f,informe.desv[,2],informe.desv[,3],infor
me.desv[,4]),] 
 
 cat("\n","\n","#################################################
############","\n") 
  cat("Lo siento, no puedo mostrar gráficos. Analice el 
archivo .txt","\n") 
 
 cat("###########################################################
##","\n","\n") 
 } 
 
 sink('SalidaRMatrizProducto.txt') 
 report('Análisis con datos incompletos. Matriz 
Producto',style='border',char='#') 
 report('Informe Media',style='border',char='#') ;  
print(informe.media) 
 report('Informe Desv',style='border',char='#')  ;  
print(informe.desv) 
 sink() 
} 
Script MU cuando en el análisis hay grados de libertad 
 
 
MU<-
function(dr,par1,par2,num,nF,runsF,nR,runsR,mis,posicion,modelo3,resul
t) 
{ 
 
#####################  MATRIZ UNICA  #################### 
 
 X<-FrF2(runsF,nF,randomize=FALSE) 
 X<-add.response(X,result,replace=TRUE) 
 
 cat ("Este es tu dideño","\n") 
 showData(X,colname.bgcolor = "grey50",  
         rowname.bgcolor = "grey50",  
         body.bgcolor = "white",  
         colname.textcolor = "white",  
         rowname.textcolor = "white",  
         body.textcolor = "black", 
         font = "Courier 12",  
         maxheight = 30,  
         maxwidth = 80,  
         title = NULL, 
         rowname.bar = "left", 
         colname.bar = "top", 
         rownumbers = FALSE,  
         placement = "-20-40", 
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         suppress.X11.warnings = TRUE) 
 
#########  ANALISIS MATRIZ ÚNICA ########## 
 
 num.usado<-matrix(nrow=num,ncol=mis) 
 id.final<-data.frame() 
 fact.f<-data.frame() 
 coef.f<-data.frame() 
      num.us.fin<-data.frame() 
 
 for(i in 1:num){ 
  for (j in 1:mis){ 
   if(dr==1) 
        X[posicion[j],dim(X)[2]]<-rexp(1,par1) 
    ifelse(dr==2,( 
X[posicion[j],dim(X)[2]]=rnorm(1,par1,par2)), 
                     ( 
X[posicion[j],dim(X)[2]]=runif(1,par1,par2))) 
  num.usado[i,j]<-as.integer(X[posicion[j],dim(X)[2]]) 
  } 
 
       m3<-lm(modelo3,data=X)      #anova(m3) 
       a<-summary(m3) 
 
 n<-which(coefficients(a)[,4]<0.05) 
 fact<-names(n) ;    fact.f<-c(fact.f,fact) 
 coef<-coefficients(a)[fact,1] ; coef.f<-c(coef.f,coef) 
 id<-rep(i,length(n)) 
 id.final<-c(id.final,id) 
 
  for (k in 1:length(n)){ 
   num.us.fin<-rbind(num.us.fin,num.usado[i,]) 
  } 
 } 
 
 id.final<-as.integer(id.final) 
 fact.f<-as.character(fact.f) 
 efecto<-(as.numeric(coef.f))*2 
  
 informe<-cbind(id.final,num.us.fin,fact.f,efecto) 
 
 a<-summary(informe) 
 b<-na.omit(data.frame(a[,(mis+2)])) 
 cat ("Significativos","\n") 
 showData(b) 
 
######### GRÀFICOS ########## 
 
 if (mis==1){ 
  informe<-informe[order(fact.f,informe[,2]),] 
  fsig<-as.integer(readline("Cuantos factores son 
significativos?: ")) 
  par(mfrow=c(1,fsig)) #,lwd=3,font.lab=2,font.axis=2,las=1) 
 
  for (k in 1:fsig){ 
   aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
   graf<-subset(informe,fact.f==aux) 
   plot(graf[,2],graf$efecto, main=aux,xlab="Missing 
2",ylab="Efecto",pch=16) 
  } 
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  } 
 
 if (mis==2){ 
  informe<-informe[order(fact.f,informe[,2],informe[,3]),] 
  fsig<-as.integer(readline("Cuantos factores son 
significativos?: ")) 
  par(mfrow=c(1,fsig)) 
 
  for (k in 1:fsig){ 
   aux<-readline("Factor Significativo:  ") 
#c("A1","D2") 
   graf<-subset(informe,fact.f==aux) 
   graf<-graf[c(2,3,5)] 
   s3d<-scatterplot3d(graf,type="h", 
highlight.3d=TRUE,angle=60,scale.y=1,pch=16, 
                       col.grid="lightblue", col.axis="blue",main=aux, 
    xlab="Missing 1",ylab="Missing 
2",zlab="Efecto")  
  } 
 } 
  
 
 if(mis>=3){ 
  informe<-
informe[order(fact.f,informe[,2],informe[,3],informe[,4]),] 
  cat("Lo siento, no puedo mostrar gráficos. Analice el 
archivo .txt") 
   
 } 
 
 sink('SalidaRMatrizUnica.txt') 
 report('Análisis con datos incompletos. Matriz 
Producto',style='border',char='#') 
# report('Números usados') ; print(num.usado) 
 report('Informe') ;  print(informe) 
# report('Num.us.fin'); print(num.us.fin) 
 sink() 
} 
 
 
 
 
Interaccion<-function(minim, maxim, incr, nF, runsF, posicion,result) 
{ 
  X<-FrF2(runsF,nF,randomize=FALSE) 
 X<-add.response(X,result,replace=TRUE) 
 
 rango<- ((maxim-minim)/incr)+1 
 mis<-length(minim) 
 num.usado<-numeric()  
 i=1 
 while (i <=mis){ 
  j <-1 ;aux1=1 
  if (i==1) 
   aux1=1 
  while(j<i){ 
   aux1=aux1*rango[j] 
   j=j+1 
  } 
  k<-mis ; aux2<-1 
  if (i==mis) 
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   aux2 =1 
  while (k>i){ 
   aux2=aux2*rango[k] 
   k=k-1 
  } 
  a<-rep(seq(minim[i],maxim[i],incr[i]),aux1,each=aux2) 
  num.usado<-cbind(num.usado,a) 
  i=i+1 
 
 } 
 
 for(i in 1:dim(num.usado)[1]){ 
  for (j in 1:mis){ 
   X[posicion[j],dim(X)[2]]<-num.usado[i,j] 
  } 
  x11() 
#  
 interaction.plot(X$A,X$D,X$result,col=c("blue","red"),lwd=2,xlim
=c(),ylim=c(), 
  
 interaction.plot(X$A,X$C,X$result,col=c("blue","red"),lwd=2,xlim
=c(),ylim=c(), 
   xlab="A",ylab="Media  del  
resultado",main=num.usado[i,]) 
 } 
} 
 
 
Interaccion_MP<-function(minim, maxim, incr, nC, runsC,nR, runsR, 
posicion,result) 
{ 
  nomC<-(paste("C",1:nC,sep="")) 
 nomR<-(paste("R",1:nR,sep="")) 
 
 Control<-FrF2(runsC, factor.names=nomC,randomize=FALSE) 
 Ruido<-  FrF2(runsR,factor.names=nomR,randomize=FALSE) 
 
 XX<-param.design(Control,Ruido,direction="wide",randomize=FALSE) 
 result2<-matrix(result,ncol=runsR) 
 colnames(result2)<-paste('y',1:runsR) 
 XX<-add.response(XX,result2,replace=TRUE) 
 
 rango<- ((maxim-minim)/incr)+1 
 mis<-length(minim) 
 num.usado<-numeric()  
 i=1 
 while (i <=mis){ 
  j <-1 ;aux1=1 
  if (i==1) 
   aux1=1 
  while(j<i){ 
   aux1=aux1*rango[j] 
   j=j+1 
  } 
  k<-mis ; aux2<-1 
  if (i==mis) 
   aux2 =1 
  while (k>i){ 
   aux2=aux2*rango[k] 
   k=k-1 
  } 
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  a<-rep(seq(minim[i],maxim[i],incr[i]),aux1,each=aux2) 
  num.usado<-cbind(num.usado,a) 
  i=i+1 
 } 
  for(i in 1:dim(num.usado)[1]){ 
   for(j in 1:mis){  
       XX[posicion[j,1],posicion[j,2]]<-num.usado[i,j] 
   } 
 
   Media<-numeric();Desv<-numeric();Ln_desv<-numeric() 
   for (l in 1:runsC){ 
    Media[l]<-
mean(as.numeric(XX[l,(nC+1):(nC+runsR)])) 
    Desv[l]<-
sd(as.numeric(XX[l,(nC+1):(nC+runsR)])) 
    Ln_desv[l]<-log(Desv[l]) 
   } 
   XX<-
add.response(XX,cbind(Media,Desv,Ln_desv),replace=TRUE) 
 
     x11() 
  
 interaction.plot(XX$C2,XX$C3,XX$Media,col=c("blue","red"),lwd=2, 
   xlab="B",ylab="Media  del  
resultado",main=num.usado[i,]) 
  
 
 } 
} 
 
 
 
Algunas pruebas  usando la estrategia de la matriz única, sustituyendo una 
observación 
 
 
 Observación faltante en posición 1 (A‐ B‐ C‐ D‐) 
 
Fig. A.1 Efectos principales significativos 
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Fig. A.2 Intervalos y efectos significativos 
 
     
Fig. A.3Interacción AC 
 
    
Fig. A.4 Interacción AD 
 
Recomendación:  
C nivel alto, D nivel bajo, B indiferente 
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 Observación faltante en posición 2 (A+ B‐ C‐ D‐) 
 
Fig. A.5 Efectos principales significativos 
 
 
       
  
Fig. A.6 Intervalos y efectos significativos 
   
Fig. A.7 Interacción AC 
   
Fig. A.8 Interacción AD 
Recomendación:  C nivel alto, D nivel bajo, B indiferente 
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 Observación faltante en posición  8 (A+ B+ C+ D‐) 
 
Fig. A.9 Efectos principales significativos 
 
      
 
Fig. A.10  Intervalos y efectos significativos 
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Fig. A.11 Efectos significativos 
 
La  interacción  triple  apenas  si  es  significativa  en  los  casos  en  que  el  método  de  Lenth  la 
detecta. En conjunto el factor D a nivel bajo, independientemente del nivel que tome B, tiene 
una diferencia menor en las medias entre los niveles el factor A. Es decir, si se considera esta 
interacción triple, lo que interesa es que el factor d se encuentre a nivel bajo.  
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B  D  diferencia 
‐  ‐  9 
+  ‐  ‐9 
‐  +  34 
+  +  42,5 
 
 
 
 
 
 
 
 
Fig. A.12  Cube plot ABD.  
 
Por  el  contrario  las  interacciones  AD  y  AC  son  claramente  significativas.  El  factor  B  no  es 
significativo individualmente.   
 
 
Fig. A.13  Interacción AC 
 
Fig. A.14  Interacción AD 
 
Recomendación: C nivel alto, D nivel bajo, B indiferente 
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 Observación faltante en posición  14 (A+  B‐ C+ D+) 
 
Fig. A.15 Efectos principales significativos 
 
    
 
Fig. A.16   Intervalos y efectos significativos 
 
Al  sustituir  la  observación  14  por  los  números  entre  100  y  104  la  interacción  BCD  es 
significativa utilizando el método de Lenth. Si se analiza gráficamente podría decirse que esta 
interacción no es significativa ya que su efecto es apenas diferente de cero. 
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Fig. A.17  Gráfico normal de efectos significativos 
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Fig. A.18 Cube plot BCD 
 
 
Sin embargo las interacciones AC y AD son claramente significativas. 
 
Fig. A.19  Interacción AC 
 
 
Fig. A.20  Interacción AD 
 
 
Recomendación: C nivel alto, D nivel bajo, B indiferente o alto para maximizar la respuesta. 
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Algunas pruebas  usando la estrategia de la matriz única, sustituyendo dos 
observaciones 
 
Análisis sin dos observaciones (matriz única). 
 
 Observaciones sustituidas 1 (A‐B‐C‐D – )  y 2 (A+B‐C‐D‐ ) 
 
Fig.B.1  Scatter plot de efectos principales 
 
 
Fig. B.2Gráfica de malla para los efectos principales A y C 
 
 
 
Fig. B.3Gráfica de malla para el efecto principal D 
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Los  efectos  principales  muestran  tendencias  claras  según  el  tratamiento  que  se  haya 
sustituido. El efecto de A disminuye conforme aumenta el valor de la observación faltante del 
primer tratamiento (A‐) y aumenta conforme se incrementa e valor de la segunda observación 
faltante  (A+).  El  efecto  de  C  disminuye  conforme  aumenta  la  observación  2  (C‐)  y  también 
disminuye  conforme  aumenta  la  observación  1  (C‐).  El  efecto  D  disminuye  conforma  se 
incrementan ambas observaciones faltantes (ambas D‐). 
 
 
 
 
 
Fig.B.4 Salidas de la función para la prueba sin las observaciones 1 y 2 
 
 
Factor  Media 
A  C  min  max 
‐  ‐  45,25  60 
+  ‐  78,5  93,25
‐  +  73,25 
+  +  75,75 
 
TablaB.1  Medias para la interacción AC 
 
  
Fig. B.5 Interacción AC sustituyendo los datos faltantes por 45 y 104. 
 
Sustituir las observaciones 1 y 2 solamente afectan a las medias con C en el nivel bajo. De igual 
forma sustituir las observaciones con C a nivel bajo, es decir las observaciones 1, 2, 3, 4, 9, 10, 
11 y 12 solo modifican el efecto simple de A en C al nivel bajo. Este efecto es mucho mayor 
que el efecto  simple de A en C al nivel alto, por  lo que  fijando C   a nivel alto  se obtiene el 
producto más robusto. 
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En el caso de la interacción AD, 
 
 
Factor  Media 
A  D  min  max
‐  ‐  60,25  75 
+  ‐  58,75  73,5
‐  +  58,25 
+  +  96,5 
 
Tabla B.2 Medias para la interacción AD 
 
 
 
Fig. B.6 Interacción AD sustituyendo los datos faltantes por 45 y 104. 
 
Sustituir  las observaciones 1 y 2 modifica el efecto  simple de A con D a nivel bajo, de  igual 
forma pasaría si se sustituyen dos de las observaciones entre la 1 a la 8.  El efecto simple de A 
con D  a  nivel bajo  es más pequeño,  sea  cual  sea  la  sustitución que  se haga, que  el  efecto 
simple de A  con D  a nivel  alto, por  lo que es  conveniente  trabajar  con D  a nivel bajo para 
obtener un producto robusto. 
 
 
 Observaciones sustituidas 1 (A‐B‐C‐D‐)  y 16 (A+B+C+D+) 
 
Fig. B.7 Scatter plot de efectos principales 
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Fig. B.8Gráfica de malla para los efectos principales A, C y D 
 
Para los tres efectos principales si se incrementa el valor sustituido por la observación 1 el 
efecto calculado disminuye y si se incrementa el valor que sustituye a la observación 16 el 
efecto aumenta. 
 
 
  
Fig. B.9 Salidas de la función para la prueba sin las observaciones 1 y 16 
 
La  interacción  AC  fue  significativa  en  1753  sustituciones  de  las  3600  posibles,  esta 
interacción es significativa con una probabilidad de 0,4869. Por el contrario la interacción 
triple  ACD  es  significativa  con  una  probabilidad  de  0,0086.  Si  se  sustituye  la  primera 
observación faltante por 60 y la observación 16 por 80, se tiene que las interacciones ACD 
y  BCD  son  significativas.  Sin  embargo  además  de  que  sean  significativas  con  una 
probabilidad muy baja, el gráfico de probabilidad normal puede interpretarse que no son 
significativas.  Esta  ambigüedad  se  debe  a  que  ambos  efectos  quedan  en  el  límite  de 
significación con el método de Lenth. 
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Fig. B.10 Salidas de la función para la prueba sin las observaciones 1 y 16 
 
Las interacciones AC y AD son claramente significativas. 
 
 
Factor Media 
A C min max 
- - 45,25 60 
+ - 85 
- + 73,25 
+ + 64 78,75
 
 
TablaB.3 Medias para la interacción AC 
 
 
Fig.B.11  Interacción AD sustituyendo los datos faltantes por 45 y 104. 
 
El efecto simple de A en C a nivel alto es menor que el efecto simple de A en C a nivel bajo, 
por lo que trabajar con el nivel alto de C genera un producto menos sensible a los cambios 
de nivel de A. 
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Factor  Media 
A  D  min  max 
‐  ‐  60,25  75 
+  ‐  65,25 
‐  +  58,25 
+ + 83,75 98,5 
 
 
Tabla B.4 Medias para la interacción AC 
 
 
 
 
Fig.B.12  Interacción AD sustituyendo los datos faltantes por 45 y 104. 
 
El efecto simple de A en D a nivel bajo es menor que el efecto simple de A en D a nivel alto. 
Se recomienda trabajar con D a nivel bajo. 
 
Se espera llegar a estas mismas conclusiones al realizar el análisis sin las observaciones 1 
y 14, 3 y 14 o 3 y 16. 
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Modelo estadístico general para diseños factoriales 
 
 
Las observaciones de cada condición experimental pueden ser escritas en una tabla. Para un 
experimento con dos factores, supongamos A con  a  niveles y B con  b niveles, en el que se han 
realizado hasta  r   réplicas en cada condición experimental,  la  tabla de observaciones puede 
ser como la siguiente: 
 
      Factor B  Marginal       1  2  …  b 
Fa
ct
or
 A 
1  112111, yy  
ry11,...,  
122121, yy  
ry12,...,     
  2111 , bb yy  
bry1,...,   ..1y  
2  212211, yy  
ry21,...,  
222221, yy  
ry22,...,      
   2212 , bb yy
bry2,...,     ..2y  
…
                
a  1211, aa yy  
ray 1,...,   
2221, aa yy  
ray 2,...,      
21, abab yy  
abry,...,     ..ay  
Marginal  .1.y   .2.y      ..by   Total  ...y  
 
Tabla AA1 Tabla de observaciones para experimentos factoriales 
 
 
Como  en  toda  la  literatura  estadística  existen  diferentes  formas  y  términos  usados  para 
representar  la misma  idea. El modelo matemático de  los diseños factoriales puede escribirse 
como un modelo de medias o como un modelo de efectos. 
 
 
Modelo de las medias de las celdas. 
 
Considere  que  en  un  experimento  que  involucra  los  factores  A,  con  a   niveles,  y  B  con, 
b niveles,  se  han  realizado  r   réplicas.  La  respuesta  obtenida  puede  ser  expresada  por  la 
ecuación: 
ijkijijk ey    
 
ij es la media de la combinación de los experimentos con el factor A en el nivel i y el factor B 
en el nivel j. Y  ijke  es el error experimental que sigue una distribución normal ),0( 2N   
 
Las  estimaciones de mínimos cuadrados para  ij  son las medias de las celdas observadas. 
 
.
.ˆ ij
ij
ij yr
y   
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En ausencia de interacción los efectos son aditivos, es decir, las medias de las celdas se pueden 
expresar  como  la  suma  de  una media  general   , más  los  efectos  i   y  j ,  que  son    las 
contribuciones de los factores A y B. El efecto del factor A se puede definir como   ˆ ii  
que es la desviación que tiene la media marginal de  la gran media. Por lo tanto  ij  se puede 
descomponer en:  jiij     
Si consideramos también la interacción, entonces  ijjiij )(   lo que da pie a la 
representación con un modelo de efectos.  
 
 
Modelo de los efectos 
 
ijkijjiijk ey  )(  
 
 
Donde    es la media general de todas las observaciones 
            i  es el efecto del nivel  i  del factor A,                        ai ,..,2,1  
            j  es el efecto del nivel  j  del factor B                      bj ,...,2,1    
           ij)( es el efecto de la interacción de los niveles  i  y j  
            ijke  es el error experimental  ),0( 2N  en un experimento con  r  réplicas  rk ,...,2,1  
 
Con la condición que     
 
 


a
i
i
1
0     ,             


b
j
j
1
0            y               0)()(
11



b
j
ij
a
i
ij   
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Análisis estadístico en el caso de existencia de grados de libertad 
 
 
 
En general interesa probar las tres hipótesis siguientes: 
   
1. Sobre la igualdad del efecto del tratamiento por filas, es decir, el efecto del factor A. Esto 
es, 
 
0...: 210  aH    (No hay diferencia entre los niveles del factor A) 
:1H  Al menos un  0i  
 
2.  La igualdad de los efectos del tratamiento por columnas, efectos del factor B, 
 
0...: 210  bH     (No hay diferencia entre los niveles del factor B) 
:1H  Al menos un  0j  
 
3.  Sobre la interacción de los tratamientos por filas y columnas, es decir, la interacción AB. 
 
0)(:0 ijH    para todo  i ,  j  
:1H  Al menos un  0)( ij  
 
Estas hipótesis se prueban usando el análisis de la varianza (ANOVA). 
 
De la tabla 2.5 podemos definir que  ..iy es el total de las observaciones en el nivel i del factor 
A.  .. jy es el  total de  todas  las observaciones en el nivel  j del  factor B.  .ijy  es el  total de  las 
observaciones en el nivel i del factor A y en el nivel j del factor B.  ...y  es el gran total de todas 
las  observaciones  realizadas.  Las  medias  por  fila,  columna,  celda  y  gran  media, 
respectivamente son  ..iy   ,   .. jy  ,   .ijy   ,   ...y  Así pues: 
 

 

b
j
r
k
ijki yy
1 1
..     br
yy ii ....       ai ...,2,1    

 

a
i
r
k
ijkj yy
1 1
..     ar
y
y jj
..
..      bj ...,2,1  



r
k
ijkij yy
1
.       r
y
y ijij
.
.   

  

q
i
b
j
r
h
ijkyy
1 1 1
...          abr
yy ......   
 
La desviación de una observación respecto a  la gran media puede dividirse en dos partes, el 
efecto del tratamiento y el error experimental. 
 
)()( ijijkijijk yyyyyy   
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Efecto del tratamiento:  )( ...yyij   
Error experimental:  )( ijijk yy   
 
Las  sumas  de  cuadrados  son  el  resultado  de  sumar  estas  diferencias  para  todas  las 
observaciones y elevarlas al cuadrado.  
 
La suma de cuadrados del  tratamiento se compone de  tres partes SCA, SCB y SC(AB). Por  lo 
que la suma de cuadrados total puede ser dividida en la suma de cuadrados debida al factor A 
(filas),  suma  de  cuadrados  debido  al  factor  B  (columnas),  suma  de  cuadrados  debida  a  la 
interacción AB  (celdas) y la suma de cuadrados del error.  
 
SCEABSCSCBSCASCT  )(  
 

  

a
i
b
j
r
k
ijk yySCT
1 1 1
2
... )(  
2
...
1
.. )( yyrbSCA
a
i
i


   
2
...
1
.. )( yyraSCB
b
j
j


  
 
2
.......
1 1
. )()( yyyyrABSC ji
a
i
b
j
ij  
    
 
 
 
 
En  cuanto  a  los  grados de  libertad  se  tienen  en  total  1rab   ya que  con  esta  cantidad de 
observaciones es posible deducir la observación faltante. Estos grados de libertad se reparten 
como se muestra en la tabla ANOVA. 
 
 
Fuente de 
variación 
Grados de 
libertad 
Suma de 
Cuadrados  Cuadrado medio  F 
Factor A  1a   SCA  CMA   CMA/CME 
Factor B  1b   SCB  CMB   CMB//CME 
Interacción AB  )1)(1(  ba   SC(AB)  CM(AB)     CM(AB)/ CME 
Error  )1( rab   SCE  CME   
Total  1rab   SCT     
 
Tabla AA2 Tabla ANOVA para dos factores 
 
 
Los  cuadrados medios  se  obtienen  dividiendo  las  sumas  de  cuadrados  entre  los  grados  de 
libertad correspondientes. 
 
1 a
SCACMA             
1 b
SCBCMB            
)1)(1(
)()(  ba
ABSCABCM             
)1(  rab
SCECME  

  

a
i
b
j
r
k
ijijk yySCE
1 1 1
2
. )(
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A  través  de  la  tabla  ANOVA  se  pueden  realizar  las  tres  pruebas  de  hipótesis  de  interés 
mencionadas anteriormente.  
 
La primera de ellas es probar la significancia de la interacción. Si la interacción es significativa 
no  es  posible  interpretar  individualmente  los  efectos  de  los  factores  involucrados  en  la 
interacción ya que estarán relacionados. Esta hipótesis se prueba contrastando  la F calculada 
en  la  tabla  ANOVA  contra  un  valor  crítico  F  consultado  en  las  tablas  de  la  distribución  de 
probabilidad. 
 
 
0)(:0 ijH   con un valor crítico  2,1, vvF , donde  )1)(1(1  bav  y  )1(2  rabv  
 
La regla de decisión para aceptar o rechazar la hipótesis nula es: rechazar Ho si F calculada > F 
de tablas, entonces el efecto es significativo. En caso contrario se acepta la hipótesis nula. 
 
 Una  vez  descartada  la  hipótesis  de  que  la  interacción  sea  significativa,  se  proeva  la 
significancia  de  los  efectos  principales  comparando  la  F  de  tabla  contra  los  valores  críticos 
correspondientes. 
 
0:0 iH   con un valor crítico  2,1, vvF , donde  )1(1  av  y  )1(2  rabv  
0:0 jH   con un valor crítico  2,1, vvF , donde  )1(1  bv  y  )1(2  rabv  
 
Los factores que no tienen una influencia detectable sobre la respuesta se denominan factores 
inertes. 
 
Toda esta metodología puede aplicarse a diseños con tres o más factores. 
 
Los diseños factoriales pueden incluir más de tres factores, sin embargo, conforme  aumenta el 
número de  factores  la complejidad de  los diseños aumenta, así como el número de efectos 
que se pueden calcular y la complejidad de las interacciones. En un diseño con tres factores  A 
con a niveles, B con b niveles y C con c niveles, se  tienen abc  tratamientos  (combinaciones) 
posibles. Además  se pueden  calcular  tres efectos principales  (A, B, C),  tres  interacciones de 
primer orden,  formadas por dos  factores  (AB, AC, BC)  y una  interacción de  segundo orden, 
formada por tres factores (ABC). Si se introduce un cuarto factor D con d niveles, entonces se 
tendrán abcd  tratamientos posibles,  cuatro efectos principales,  seis  interacciones de primer 
orden, cuatro de segundo orden y una interacción de tercer orden (ABCD). 
 
15 Ejemplo: Pavimentos de asfalto 
 
Los  pavimentos  de  asfalto  sufren  deteriores  asociados  al  agua  (grietas,  agujeros,  desgaste, 
etc.) Se busca encontrar un pavimento más resistente al deterioro. Se sabe que dos factores 
tienen  efecto  sobre  la  resistencia:  los  métodos  de  compactación  mientras  la  construcción 
(métodos  de  fraguado)  y  el  tipo  de mezclado  usado  al  unir  el  asfalto.  Existen  dos  tipos  de 
mezcla; basalto (A1) y roca silícea (A2), y cuatro niveles para el método de fraguado; presión 
estática  (B1),  amasado  normal  (B2),  amasado  lento  (B3)  y  amasado  muy  lento  (B4).  Se 
                                                          
15 Fuente: R. O. Kuehl. “Diseño de experimentos. Principios estadísticos de diseño y análisis de 
investigación” 
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construyeron tres réplicas de especímenes y se probaron las ocho combinaciones. La respuesta 
a medir fue el coeficiente de ruptura (psi). 
 
   Método de fraguado 
Tipo de 
mezcla 
Estático 
B1 
Normal
B2 
Lento
B3 
Muy lento
B4 
Basalto 
A1 
68  126  93  56 
63  128  101  59 
65  133  98  57 
Silícea 
A2 
71  107  663  40 
66  110  60  41 
66  116  59  44 
Tabla AA3 Observaciones del ejemplo 2 sobre pavimentos de asfalto. 
 
 
La siguiente tabla muestra las media de las celdas y las medias marginales. 
 
Tipo de mezcla 
Método de fraguado  Media del tipo 
de mezcla ( iy )  Estático  Normal Lento Muy lento 
Basalto  65,3  129,0  97,3  57,3  87,3 
Silícea  67,7  111,0  60,7  41,7  70,3 
Media del tipo 
de fraguado 
( jy ) 
66,5  120,0  79,0  49,5  y 78,8 
 
Tabla AA4  Media de las celdas y medias marginales. 
 
 
La desviación de la observación respecto a la gran media es la suma del efecto del factor y el 
error experimental. Así para la primera observación: 
 
  8,108,7868111  yy  
 
Efecto del tratamiento:   5,138,783,65)( 11  yy  
Error experimental:       7,23,6568)( 11111  yy  
 
)()( ijijkijijk yyyyyy   
7,25,138,10   
 
Las sumas de cuadrados para este ejemplo son: 
  1734)8,783,70()8,783,87()4*3()( 222...
1
..  

yyrbSCA
a
i
i    
 
56,16243
)8,785,49()8,7879()8,78120()8,785,66()2*3(
)(
2222
2
...
1
..


 

yyraSCB
b
j
j
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1145)()( 2.......
1 1
.  
 
yyyyrABSC ji
a
i
b
j
ij    
 
152)(
1 1 1
2
. 
  
a
i
b
j
r
k
ijijk yySCE  
 
5,19274)(
1 1 1
2
... 
  
a
i
b
j
r
k
ijk yySCT  
 
Los cuadrados medios se calculan utilizando las formulas antes mencionadas. 
 
1734
12
1734
1
 a
SCACMA  
52,5414
14
56,16243
1
 b
SCBCMB               , etc. 
 
 
Ya que el factor A tiene 2 niveles, el factor B tiene 4 niveles y en cada condición experimental 
se realizaron 3 réplicas, en total se tienen 24 observaciones que se traducen en 23 grados de 
libertad.  Colocando  estos  cálculos  en  la  tabla  ANOVA  se  pueden  realizar  las  pruebas  de 
hipótesis. 
 
Fuente de 
variación 
Grados de 
libertad 
Suma de 
Cuadrados 
Cuadrado 
medio  F 
Factor A  1  1734  1734  182,53 
Factor B  3  16243,56  5414,5  569,95 
Interacción 
AB  3 
1145  381,7 
40,18 
Error  16  152  9,5    
Total  23  19274,5       
 
Tabla AA5 ANOVA para el ejemplo 2, pavimento asfáltico. 
 
 
La regla de decisión para aceptar o rechazar la hipótesis nula es: rechazar Ho si F calculada > F 
de  tablas,  entonces  el  efecto  es  significativo.  En  este  ejemplo,  las  pruebas  e  hipótesis  se 
realizan con  05,0  
 
Para  la  interacción AB  la F de  tablas es  16,3,05.0F = 3,24 que es menor que  la F calculada  F = 
40,18  por  lo  que  se  rechaza  la  hipótesis  nula,  esto  quiere  decir  que  la  interacción  es 
significativa. 
 
Para  las otras dos hipótesis,  0:0 iH    ,  16,1,05,0F  = 4,49.  La  F  calculada  tiene un  valor de 
182,53 y para  0:0 jH    ,    16,3,05.0F = 3,24  la F calculada corresponde a 569,95. En ambos 
casos  la  F  calculada  es  mayor  que  la  de  las  tablas  estadísticas,  así  que  los  efectos  de  los 
factores A y B son significativos. Es decir, existen diferencias entre los niveles del factor A, así 
BIBLIOGRAFIA  
 
 
174 
 
como también existen diferencias entre  los niveles del factor B. Ya que  la  interacción ha sido 
significativa, no es posible interpretar los efectos de los factores de forma separada. El efecto 
que un factor tiene sobre la respuesta depende del nivel en el que se encuentre el otro factor. 
 
La  interacción  significativa  entre A  y  B  (método  de  fraguado  y mezcla)  quiere  decir  que  la 
respuesta (coeficiente de ruptura) es diferente según la combinación de niveles de los factores 
que se estén comparando. Para realizar las comparaciones se utilizan las medias de las celdas. 
El siguiente gráfico de interacción es muy claro. 
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Fig. AA1 Interacción Método de fraguado ‐ Mezcla 
 
 
Cuando el método de fraguado es el estático, prácticamente no hay diferencia entre los tipos 
de mezcla. Pero si el método de fraguado es normal, lento o muy lento, existe una diferencia 
entre  los  tipos  de mezcla  (basalto  y  silíceo).  En  general  la mezcla  de  basalto  (A1)  presenta 
mayor resistencia que  la de silíceo (A2). La diferencia más grande, entre tipo de mezclas, fue 
observada en experimento con el método de fraguado de amasado lento (B3). Las respuestas 
más altas, en ambas mezclas, fueron las observadas con el método de fraguado normal (A1B2 
y A2B2). La respuesta más alta de todas  se observó al haber utilizado este método y la mezcla 
de basalto (A1B2). 
 
Los efectos  simples  se utilizan para  realizar estas  comparaciones, por  lo que hay que  tener 
cuidado con generalizar sobre el tipo de mezcla, basándose en los efectos principales, ya que 
las recomendaciones podrían estar equivocadas. 
 
 
 
 
