INTRODUCTION
Eddy current testing is a widely used nondestructive testing method, especially for inspecting steam generator tubes in nuclear power plants, Due to the complex nature of this technique, the analysis of inspection data is a difficult task requiring a great deal of work by experienced human analysts. This is time consuming, expensive, and can be inconsistent due to human nature. Also, the presence in eddy current signals of interference from the tube support plates and deposits can make the data very difficult to analyze, To help overcome these obstacles, an automatic eddycurrent analysis system is needed to aid the analysts.
METHODOLOGY
The data are collected by pulling a differential bobbin coil through a steam generator tube and recording signals at three measurement frequencies: 200, 400, and 600 kHz. Our processing system, which operates directly on these data, consists of three major processing stages: preprocessing, wavelet anaJysis and a fuzzy-logic based evaluation system.
Preprocessing
The preprocessing stage includes two steps -calibration and background removal. Its purpose is to eliminate the variations due to probe condition, instrument settings, and liftoff. This allows a consistent interpretation of the data.
Calibration of eddy current data provides the basis of consistent interpretation for the type and size of flaw. Conventional eddy-current data analysis utilizes a calibration standard to calibrate the system. This standard tube, machined with slots of varying depths, duplicates the tubes to be tested in geometry as well as electrical and magnetic properties. Data are recorded as the inspection probe is passed through the standard tube. It is used later to establish a reference for later data analysis. Through the use of a standard, one can overcome the variations between probes and instruments as well as the variability in material properties, which affects probe impedance. The calibration procedure has two main steps: phase calibration and mixing. The phase calibration uses a 100% through-wall (TW) outside diameter (OD) ."" IJ"" n.. flaw to calibrate the measurement data. From experience, it is known that a 100% TW flaw creates a signal with a 40° phase angle. Our automatic procedure searches for the maxima of the 100% TW flaw signal on the differential channels to determine its phase. The difference between the phase of the measured signal and 40° is then used as a correction factor for the in-service tubes measured with the same probe. Next, a mix channel is established by mixing the 400 kHz data with the 200 kHz data in the broached tube support plate (TSP) of the calibration standard. The mixed data are once again phase calibrated using the same phase calibration procedure.
The raw data have large variations in amplitude due to liftoff and other geometrical effects. These variations are removed by moving a processing window 256 data points wide through the data. First, the procedure makes an initial pass through the data to clip off large signals (such as tube-support plate signals) so that the effects of those large signals on the background removal can be minimized. A second-order polynomial is then fitted to the clipped data by a least-squares criterion. The fitted polynomial is subtracted from the unclipped data and the residual data are obtained for further data analysis. Figure I illustrates the effect of the background removal.
Wavelet Analysis
The wavelet analysis stage utilizes the flaw's characteristics in the wavelet domain to identify possible flaw indications. The identification step consists of four components: fast wavelet transform, extrema algorithm, denoising procedure, and transient detection algorithm.
Characteristics of Flaws in the Wavelet Domain
Wavelet analysis is based upon the wavelet transform (WT), whose basis functions can be generally expressed as Mallat's quadratic spline wavelet, shown in Figure 2 (a), was selected as the mother wavelet for its antisymmetric shape, which resembles a differential eddy-current flaw signal, shown in Figure  2 (b). This property offers an advantage, in that the antisymmetric shape of a flaw signal can be re-tained in the transformed data. Other advantages of Mallat' s wavelet are: it is a very smooth function, which makes it efficient in approximating smooth signals; it has a compact support, which is good for approximating a time-localized signal; and it gives an equal number of transformed points at each resolution, which is necessary for position information of a flaw.
In the wavelet domain, the signal from a flaw indication has specific characteristics that can be used to separate it from noise and other unwanted signals. These characteristics are: (1) The wavelet transform coefficients of flaw indications at each resolution have larger amplitude than most of the noise, (2) The flaw indications have two antipolar local extrema that correspond to the two peaks of the flaw indication. This property appears on the first three resolutions of the imaginary component in the wavelet domain. Also, the two antipolar extrema are positive on the first extremum and negative on the second. (3) The distance between two antipolar local extrema falls within a certain time range related to the pulling speed and probe geometry.
Wavelet Flaw Identification Approach
Based upon these characteristics of the flaw indications, we developed a wavelet analysis that contains four main algorithms. It is described as follows:
(I) Fast wavelet algorithm: Carries out multiresolution analysis by decomposing signals on a wavelet basis (using Mallat's quadratic spline) [3] .
(2) Extrema algorithm: Detects the extrema in the wavelet domain at first three resolutions to extract the meaningful information corresponding to the flaw signal and to eliminate the redundancies caused by noise or unwanted phenomena. An extremum is identified if the absolute value of the wavelet coefficient is larger than the absolute value of two adjacent points' wavelet coefficients (4).
(3) Denoising procedure: Thresholds the list of extrema to remove small variations caused by noise. The threshold value is obtained experimentally.
(4) Transient detection algorithm: Applies rules, based on information from the first three resolutions (derived from the characteristics of flaw indications), to determine the probability that it.is a flaw signal. Figure 3 shows the process results of steps (I) to (3) in the algorithm at the first resolution in the wavelet domain. Figure 4 . displays the results after applying the denoising procedure to wavelettransformed data. We chose the second resolution output of the denoising procedure as the reference sequence and compared it to the sequences of the first and third resolutions. This was done by starting with the first pair of bipolar peaks (positive peak occurring first) at the second resolution and searching for a bipolar pair in the first and third resolutions near the same time as that of the bipolar peaks in the second resolution. If bipolar peaks are found in all three resolutions at about the same time, the signal is kept as a possible flaw indication. 
Fuzzy Evaluation System
The fuzzy evaluation system is used to further classify the possible flaw indications and make final decisions. To solve the classification problem, a ternplate matching technique was developed for creating quantitative features for testing a candidate indication for similarity to known flaw signals. The flaw decision is made by using a fuzzy inference system to combine these quantitative features and to make a final decision.
Template Matching Technique
The template matching technique uses signals from the calibration tube as templates. We calculate a complex correlation coefficient between each calibration signal and a candidate flaw's signal as identified by the wavelet analysis. From the normalized complex crosscorrelation, we obtain a measure of the shape similarity ( correlation amplitude) between the test data and the template and we also obtain the phase difference between the template and a possible flaw indication. The shape similarities and phase differences obtained from five templates (20, 40, 60, 80, and 100% TW) are put into the fuzzy inference system to test the candidate flaw for validity.
Fuzzy Inference System
The implementation of the fuzzy inference system (FIS) consists mainly of defining membership functions for shape similarity and phase, and defining fuzzy rules for decision making [5] .
Membership Functions
The membership functions used in this system are shown in Figure 5 . Two types of membership functions are used. One is for shape similarities and the other is for phase differences. There are five shape similarity membership functions and five phase-difference membership functions for each frequency.
The membership function for the five shape similarity inputs was based on the distribution of a training data set in the input feature space. Consider the shape similarity membership function shown in Figure 5 The membership functions for the phase inputs have triangular shapes, a special case of the trapezoidal membership function. The shape of the input and output membership functions of the percent-through-wall subsystem was established by using the calibration curve. In Figure 5 , we show the input-output membership relation between the input fuzzy set (phase) and the output fuzzy set (%TW) of five templates. The triangles aligned against the axes are the membership functions. They show the relative weighting of the function vs. the variable. If an input is classified to be a flaw, the %TW can be obtained from the membership function. In addition to the triangles shown, there are similar additional triangles centered on each axis tick mark.
Block Diagram of the Fuzzy Inference System
The fuzzy inference system (FIS) includes two subsystems. One subsystem is for flaw decisionmaking and the other one is used for carrying out flaw size estimation. The FIS has two groups of inputs. The first group contains phase differences obtained from the template matching technique. Each phase difference input is the angular difference of the lissajous pattern of the test signal and the lissajous pattern of a certain template. Five templates were used in the FIS: the 20%,40%,60%, 80%, and 100% TW artificial OD flaws. The second group contains shape similarities obtained from the magnitude of the normalized complex crosscorrelations.
The output of the first fuzzy inference subsystem (top part of Figure 6 ) is the flaw/nonflaw decision. The output of the second fuzzy inference system (bottom part of Figure 6 ) is the %TW penetration of the flaw, if the signal is indeed a flaw signal defined by the first fuzzy inference subsystem. The shape similarity ranges from 0 to 1, since it is the absolute value of the normalized crosscorrelation. The phase input ranges from -180 degrees to 180 degrees. For each template, the fuzzy membership function maps the phase difference onto a phase similarity with a value from 0 to 1.
The decision rules of the fuzzy classification subsystem are based on the following observations regarding the eddy-current flaw signal: First, a flaw signal should have a shape similar to a template. thus its shape similarity should be close to 1. Because the five templates have similar shape, it follows that the five shape similarity inputs should all be high for a flaw signal. Second. at least one of the five phase difference inputs must be small for a signal to be classified as a flaw signal, which is due to the fact that the five templates construct a sparse but complete grid in the percent-throughwall space. Any flaw signal must have a phase similar to one or two templates. The construction of the percent-through-wall fuzzy inference system is based on the relationship between the phase of the signal and the percent through-wall penetration of the flaw. This relationship is a nonlinear mapping function and usually can only be decided experimentally. The only information about this function is contained in the five sample points given by the flve templates. Since a fuzzy system with centroid defuzzification is a universal approximator, we can build an approximation of this function by using a fuzzy system and the information obtained from the five templates [5] .
Test Results and Discussion
To evaluate the performance and determine the strengths and weaknesses of the automatic detection system, a rigorous testing procedure was performed. 183 data sets fromlOO heat-exchanger tubes were tested. The test samples were provided by Framatome Technologies and evaluated independently by human analysts. The human evaluation of the test data is the basis for "truth" in evaluating the automatic flaw detection system. Table 1 human inspectors were confirmed by the FIS system. The FIS detected 175 flaws among the 214 flaws, so we obtain a successful detection rate of 81.8%. Table 2 illustrates the effect of FIS on reducing false calls. The wavelet detection algorithm found a total of 1022 false calls in regions outside the TSPs in the 183 data sets. The FIS reduced the false calls to 259. Only one-quarter of the false calls were retained. The effect of the FIS on reducing false calls is significant, although some true flaws identified by wavelet detection system were dropped by the FIS too. Note that a special symbol, T*, is used in the table. In our preliminary tests, we found some indications that were originally not called by human inspectors. To further clarify these indications, they were reviewed again by an expert. Some of these indications were determined to be true flaws by the expert. These missed true flaws are identified by the symbol T*.
To gain a deeper understanding of the weaknesses of the processing system, we traced and analyzed all the missed calls. Some limitations of wavelet detection were found. The limitations of wavelet detection are principally due to the choice of mother wavelet and poorly removed background. However, based on the test results, the overall performance of the system is still satisfying. The CPU execution time of the program for two data sets is about 2:00 minutes on a DEC 5000 workstation. Usually, each data set contains 25,000 data points. From the test results, the processing system appears to contain all the information necessary to flag flaws identified by human inspectors. Further advanced signal processing techniques are under investigation to enhance the detection capability and overcome the limitations that have been identified.
