Abstract Flow through a single mechanically sheared Marcellus shale fracture was investigated computationally and experimentally. To provide a better understanding of the variation of hydraulic and geometrical characteristics of a fracture subjected to shearing, coupled shear flow tests on the fracture for four shearing displacement steps under constant normal stress were performed. At the end of each shearing step, computed tomography (CT) scans with resolution 26.8 μm were obtained and the corresponding fracture geometries were evaluated. The CT images were used to generate full aperture maps of the fracture configuration. In addition, average aperture maps were also created by averaging the full-resolution data over 10 × 10 pixels, smoothing out fine structural details. Computational modeling of water flow through the fractures at different shearing steps was performed using a modified local cubic law approach and the 3D full Navier-Stokes equations with the use of the ANSYS-Fluent software. Both the average aperture maps and full maps were used in these simulations. The experimental pressure drops of the fracture at shearing step 1, which has very small apertures, poorly matched the numerical results, quite likely because the fracture structure was inadequately captured by the scanning resolution. Shearing typically increased the aperture height of the fracture, whose features were then better captured by the CT scan. Good agreement between the experimental data and the numerical results of the full map for shearing step 2 was observed. The simulations were performed for both full and average aperture maps, and the effects of scan resolution and surface roughness on the accuracy of the results were studied. The modified local cubic law and full Navier-Stokes simulations of the aver- aged map fracture were found to be in good agreement. It was conjectured that this was because the nonlinear losses were insignificant for the smoothed out averaged map fracture. Similar comparisons with those of the full map showed agreement in trends, but there were some quantitative differences. The averaged fracture map simulations also predicted lower pressure drops compared to the full map, particularly for high flow rates. These differences were due to the fine-scale geometrical complexity (surface roughness) of fracture geometry that affects the fluid flow in the fracture. An improved cubic law model was also proposed, and its accuracy was verified by comparing its predictions with those of the Navier-Stokes simulations.
Introduction
Fractures in subsurface rocks are conduits for fluid migration in a multitude of energy applications. Subsurface hydraulic fracture stimulation has enabled oil and gas recovery from unconventional low permeability reservoirs. Similarly, fracture stimulations in hot, dry reservoirs have enhanced energy production in engineered geothermal systems. The permeability of fractures typically changes by relative displacement of their opposite surfaces. Understanding permeability of fractures and their evolution due to shearing are critical for assessing risk in both the sealing formations above geologic carbon sequestration reservoirs and to the longterm migration in proposed subsurface nuclear waste repositories. The shearing often happens due to hydraulic fracturing in the energy and carbon capture sectors where micro-seismic events happen (Hammack et al. 2014) . The role of shearing on variation of geometrical and hydraulic properties of fractures has been extensively studied experimentally and numerically by many researchers. Olsson and Brown (1993) theoretically and experimentally confirmed that shearing can significantly change the permeability of fractures. Yeo et al. (1998) studied the effects of shear displacement on replicas of a natural rock fracture and concluded that shearing can lead to increase in standard deviation of fractures as well as their mean aperture. Barton and de Quadros (1997) , Barton et al. (1985) and Olsson and Barton (2001) measured experimentally hydraulic conductivity of sheared fracture samples and reported that their experimentally measured pressures were in good agreement with the prediction of the joint roughness coefficient (JRC) model. Matsuki et al. (2010) generated synthetic fractures on a computer by a spectral method to study the influence of inclined shear displacement relative to the direction of flow and proposed an equation for finding the ratio of hydraulic to mechanical aperture. Javadi et al. (2014) found the critical Reynold numbers for initiation of nonlinear flow inside of a fracture for different shearing displacements. In addition, the National Academy of Sciences (National Research Council 1996) and the U.S. Department of Energy's Subsurface Technology and Engineering Research, Development and Demonstration (SubTER AGU Townhall TH25I 2015) initiative have recognized the importance of the evolution of hydraulic and geometrical characteristics of fractures by normal and shear stresses as an area of needed research.
When simulating fluid migration at the reservoir (kilometer) scale, flows in fractures and fractured zones must be approximated with the use of empirical equations, such as 'Cubic Law' relationships in discrete fracture models (McKoy and Sams 1997; Makedonska et al. 2015; Myshakin et al. 2015) or 'dual permeability' approximations in continuum models (Pruess et al. 1999; Unsal et al. 2010) . However, laboratory experiments and simulations at the core (centimeter) scale enable detailed characterizations of the complex fracture geometries that control fluid flow within these ubiquitous natural structures.
Early works examining flows in natural rough-walled fractures used various methods to describe their complex structures. Gangi (1978) used the 'bed-of-nails' description of geomechanical response of compressed fractures to normal stress/pressure and highlighted the importance of variable fracture apertures in controlling mechanical responses in fractures. Tsang (1984) introduced a varied resistor model to describe fluid flow through fractures and showed the importance on flow tortuosity in calculating resistance across variable aperture fractures. Prior to the advent of non-destructive imaging technologies such as computed tomography (CT) scanning (Montemagno and Pyrak-Nolte 1995; Cnudde and Boone 2013) , two-dimensional fracture traces along the surface of rocks were used to describe roughness (Tse and Cruden 1979; Brown et al. 1986 ). Alternatively, destructive testing was used to obtain fracture geometries inside of rock units by casting the fracture and then mechanically destroying the sample to extract the cast (Pyrak-Nolte et al. 1987) . Earlier, researchers have used separated fractured cores and measured the rough fracture surfaces using profilometry (Hans and Boulon 2003; Li et al. 2008; Xiong et al. 2011) . The ability to digitally image the internal structure of fractured rocks with CT scanning (Bertels et al. 2001; Cnudde and Boone 2013; Watanabe et al. 2013 ) has provided a powerful tool for obtaining the complex geometries of fractured rock that fluids preferentially flow through without separating the fractured core. CT scanning coupled with traditional core flow measurements can provide visualization of rock fracture geometries and the small-scale features in these structures that influence bulk fluid transport in porous media and fractures. The geometry of fractures can be isolated with image processing software from CT scans. As with any imaging process, the resolution and fidelity of the images captured will dictate the features that can be resolved. CT scanning relies on capturing a large number of 2D X-ray radiographs around a physical sample at various increments and then utilizing algorithms to interpolate a 3D digital representation of the object. Coupling traditional core flow measurements with CT scanning enables the fracture geometrical values to be obtained. In addition, simulations of the fluid transport in the isolated fractures can be performed to understand the influence of sub-millimeter geometrical features.
There are different methods for simulating fluid flow inside fractures, of which the cubic law is the simplest. This one-dimensional model idealizes steady laminar flow through fractures by assuming fractures are smooth, wide, parallel plates with a small uniform aperture. The validity of the cubic law for fluid flow through a fracture was studied by Witherspoon et al. (1980) . The flow rate-pressure drop relations of the cubic law given as,
is similar to Darcy's law for flow through porous media,
where Q is the volumetric flow rate, W is the fracture width, A is the cross-sectional area of the porous media perpendicular to the flow direction, μ is the fluid viscosity, ∇P is the pressure gradient along the length of the core or fracture, h is the fracture aperture, and k is the porous media permeability. The similarity of these mathematical descriptions is convenient for describing flow through both porous media and fractured media in subsurface models.
The cubic law, however, neglects the alteration in fluid transport due to spatial variations of geometrical characteristics in the fracture such as contact area, surface roughness, and undulation (Méheust and Schmittbuhl 2000; Xiong et al. 2011; Li et al. 2016) . This leads to overestimation of the predicted flow rate by the standard cubic law. If the mean mechanical aperture in the cubic law [Eq. (9) ] is replaced by an experimental hydraulic aperture calculated from experimental measurements of flow rate and pressure drop of fractures, then the cubic law can more accurately predict the permeability (Witherspoon et al. 1980; Nicholl et al. 1999; Konzuk and Kueper 2004) . Accordingly, the cubic law should be modified and the mechanical (mean) value of aperture should be replaced by an equivalent hydraulic aperture, obtained from the fracture geometrical properties. When the equivalent hydraulic aperture is close to its experimental value, the prediction of the cubic law becomes more accurate. The equivalent hydraulic aperture of a fracture with flat and parallel surfaces is equal to its mechanical value and by increasing the roughness and undulation of surfaces, the equivalent aperture value reduces. Researchers proposed different expressions for the equivalent hydraulic aperture as a function of various geometrical parameters. Walsh (1981) suggested that the correction factor was proportional to the ratio of contact area to total area of a fracture. Later, Zimmerman et al. (1992) investigated the effect of shape of contact area on the fracture permeability and modified the expression of Walsh (1981) by incorporating the effect of aspect ratio of contact area. Barton and Choubey (1977) investigated the effect of roughness on the fluid flow through fractures and introduced the joint roughness coefficient (JRC) which was utilized later by Barton et al. (1985) to propose an empirical expression relating the hydraulic aperture to the mechanical aperture. Patir and Cheng (1978) , Brown (1987) , Matsuki et al. (1999 Matsuki et al. ( , 2006 and Nazridoust et al. (2006) suggested that the roughness correction factor was a function of the ratio of the standard deviation of surface surfaces to the mechanical aperture. Zimmerman and Bodvarsson (1996) proposed an empirical expression for the hydraulic aperture that included the influence of contact area and roughness. Later, Xiong et al. (2011) modified the Zimmerman and Bodvarsson (1996) equation by including the influence of inertial effects with the use of flow Reynolds number. They also utilized the standard deviation of slope as a second parameter representing the effect of roughness in addition to the standard deviation of aperture. More information about the earlier proposed expressions for the equivalent hydraulic aperture can be found in the review article of Li et al. (2016) . While the suggested expressions improve the prediction of simple one-dimensional cubic law for fractures and the equivalent hydraulic aperture, these models are not able to provide accurate predictions for fractures with very rough and undulating surfaces in which the influence of nonlinear effects is high. These issues motivated researchers to simulate fracture flows by solving the Reynolds and the Navier-Stokes equations, which are discussed in the following sections.
The local cubic law (LCL) model is a two-dimensional method to introduce the variability in flow by approximating individual fractures by a collection of interconnected small parallel plates with a range of apertures and solving for the flow field in this more complex domain. The Reynolds lubrication equation, which is the governing equation of the LCL model, can be obtained from Stokes equations if the variation of fracture surfaces is assumed gradual (Zimmerman and Yeo 2000) . Several researchers (Zimmerman et al. 1991; Brown et al. 1995; Oron and Berkowitz 1998; Nicholl et al. 1999; Konzuk and Kueper 2004; Koyama et al. 2008) have examined the accuracy of various implementations of the LCL model for estimating the permeability of natural rock fractures with different geometries and tortuosity. The LCL model requires certain kinematic and geometrical conditions for predicting acceptable transmissivities for fractures (Zimmerman et al. 1991; Zimmerman and Bodvarsson 1996; Zimmerman and Yeo 2000) . In particular, the fluid inertial forces should be insignificant compared to the viscous forces, which requires that the fluid velocities should be relatively small. Schlichting (1968) suggested that the Reynolds number should be less than 1 for ignoring the inertial effects of fluid flows between two parallel flat walls. Later, Zimmerman and Yeo (2000) reported that the critical reduced Reynolds number for flows in fractures with smooth and/or sinusoidal surface was about 15, which was less restrictive (the reduced Reynolds number is the product of the traditional Reynolds number and the ratio of mean asperity of fracture surface to the characteristic length). That is, for the LCL model to be applicable, the variation of aperture should be gradual in which the undulation of fracture surfaces is small and the mid-surface is approximately flat. To improve the LCL model to be more accurate for natural fractures with undulating surfaces Ge (1997) introduced a more general governing equation compared to the classical LCL model (Reynolds equation) and included the effects of tortuosity and roughness. Later, Brush and Thomson (2003) proposed a modified LCL model (MLCL) to take into account the undulation effects. They introduced a weighted harmonic model to calculate the mean transmissivities at interfaces while the method of Nicholl et al. (1999) was used to find the internodal transmissivities. The modified local cubic law (MLCL) model adjusts the permeability of each local set of parallel plates and often produces results that more closely agree with the full Navier-Stokes equations.
Modeling with the LCL and MLCL methods is relatively fast, but as mentioned earlier, they require certain assumptions on the fluid flow regime and the geometry of fractures. Several researchers have used numerical solutions to the full Navier-Stokes equations for analyzing fluid flow through rough-walled fractures; thus, avoiding relying on the assumptions needed for using the cubic law and LCL models. Zimmerman et al. (2004) reported the critical Reynolds number for the onset of nonlinear effects for fluid flow in a natural sandstone fracture. Koyama et al. (2008) simulated a 2D fracture using COMSOL code to investigate the accuracy of the LCL model. They found that the Reynolds equation overestimated the permeability of fractures especially for high flow rates. In addition, the ideal parabolic profile assumed in the LCL model was not always valid. Crandall et al. (2010a) studied the effects of permeability of matrix surrounding a single fracture on the total effective permeability. Crandall et al. (2010b) showed that the algorithms used to tessellate a mesh within these individual fractures can smooth out the small-scale features of the surface and reduce the resistance to flow within these digital fractures. Nazridoust et al. (2006) and Xie et al. (2015) used, respectively, ANSYS-Fluent and COMSOL code to solve the full Navies-Stokes equations for fluid flow through two-dimensional cross sections of fractures. They used their simulation results to validate their proposed empirical relationship between hydraulic and mechanical apertures of fractures.
Recently, evolutions of hydraulic and geometrical properties of fractures under shear and normal stresses have attracted considerable attentions. Nemoto et al. (2009) , Roman and Ahmadi (2015) and Kang et al. (2016) explored the effects of stresses on structure of fluid flows through rough fractures. They showed that the flow distribution became more heterogeneous by increasing the normal stress, while the shear displacement made the flow more homogenous. Xiong et al. (2011) investigated the variation of transmissivity of fractures under shearing and concluded that shearing increased the mean aperture height and consequently the fracture transmissivity. In addition, they showed that for fractures with smaller aperture additional preferential flow channels appeared that increases the influence of inertial effects. Ge et al. (2016) also reported reduction of surface roughness by shearing that would plateau to a residual value. Rong et al. (2016) explored experimentally the evolution of nonlinear flow regimes of a single granite fracture by shearing. Raimbay et al. (2017) compared the flow structure of a non-Newtonian fluid with a Newtonian fluid (water) through sheared fractures. They showed that the flow of non-Newtonian fluids with higher viscosity was more homogenous due to their less mobility and preferential channels did not emerge for them. They also reported that shearing increased the wetted areas.
The current study used a unique fracture flow apparatus in a high-resolution CT scanner for observing the evolution of hydraulic and geometrical properties of a single Marcellus shale fracture subject to mechanical shearing under a constant normal stress. Bulk measurements of the core behavior were obtained in conjunction with CT scans of the fracture geometry with resolution of 26.8 μm. The CT data were converted into a binary tiff stack which is a proxy for a 3D volume and then collapsed into a 2D aperture map which was used to generate a mesh for implementation of the MLCL model. In addition, a 3D mesh was generated and used in the ANSYS-Fluent code. Both computational models were used to examine the fine-scale flow structures and behavior within the evolving flow conduits. By averaging the original CT scans over 10 × 10 grids, average aperture maps were also generated on which MLCL and Navier-Stokes simulations were performed. By comparing the numerical results of the average maps with those of the full maps, the influences of the surface roughness of the fracture were explored. Also, a new expression for the equivalent hydraulic aperture of fractures was proposed and used to develop an improved cubic law (ICL) model. The ICL model was then used to find the transmissivity of fracture for different shearing steps. Finally, the hydraulic and geometrical properties of the fracture at different shearing steps were analyzed using different models, and the evolution of the hydraulic properties of the fracture by shearing was studied. Numerical results for effective permeability of fracture at different shearing steps were compared with each other, and the experimental data and the accuracy of different models were assessed.
Experimental Procedure
A fractured core of Marcellus shale obtained from an outcrop in Bedford, Pennsylvania, was used for the experiments and fracture flow simulations. The 1.5 in diameter and 1.5 in length core was fractured using a Brazilian technique (Karpyn et al. 2007 ) parallel to bedding. The fractured core was placed in a custom shearing mechanism within a Hassler style core holder, shown in Fig. 1a , that enabled incremental displacements of the fracture surfaces along each other. A heat shrink Teflon sleeve was wrapped around the fractured core and the encapsulated fractured core was placed inside of the National Energy Technology Laboratory's (NETL) CT flow system in Morgantown, West Virginia. Figure 1b shows a schematic of the experimental setup. For further description of the core holder, flow system, and shearing apparatus, please see (Moore et al. 2015; Crandall et al. 2017) . The shearing of rock fractures was performed to examine the change in the geometry and fluid flow resistance of a rock fracture when the rough surfaces of the fracture slip past each other. This shearing is a common occurrence in a number of subsurface energy activities, including hydraulic fracturing of tight shale formations for gas and oil recovery, where the shearing of fractures is associated with micro-seismic events (Hammack et al. 2014) .
A constant normal stress of 500 psi (3.45 MPa) was applied to the core, and shearing steps of 0.61 mm were applied sequentially to the core ends to induce the slippage along the rough fracture surfaces. Pressure differences across the core were measured using a 0-300 psi (0-2 MPa) Rosemount 3150CD pressure transducer with water injection flow rates ranging from 1 to 10 mL/min after each shearing event. The pressure difference along the length of the core was small, less than~3 psi (0.2 MPa) for all but one set of the measurements. As will be discussed, this led to uncertainty in some of the experimental measurements, which will be further examined in a future work.
Computed tomography scans using a North Star Imaging M-5000 Industrial CT Scanner were obtained with a resolution of 26.8 μm after each shearing step. The scans were performed with a source voltage of 174 kV and a current of 300 μA. It took about 1.5 h to scan the fracture at each shear step and a delay of several minutes to a half hour was imposed before scanning a new shear step. Each scan was consisted of 1440 projections which were the average of five radiographs taken with an exposure time of 0.5 s. The fracture geometry was isolated from the rock matrix using standard tools within the image processing software ImageJ (Rasband 1997 (Rasband -2016 . For further details on the scanning and thresholding process, please see (Kutchko et al. 2013; Crandall et al. 2017) . The base fracture, with no shearing, was very well mated, and the majority of the fracture aperture was below the resolution of the CT scan, and thus, no fracture geometry was extracted. In all other shearing steps, the fracture aperture was large enough to be isolated and extracted.
Numerical Methods

Mesh Generation
2D aperture maps of the digital 3D geometries were used to construct the MLCL numerical models. Aperture maps are generated by collapsing the y-axis of the 3D CT data into a 2D map of aperture values. A simplified 2D grid maintains much of the geometrical complexity while automatically preventing isolated cells, which complicate traditional mesh generation. However, by using this method no macroscopic undulations of the fracture plane are retained. This was not a significant limitation for this dataset because the experimental shearing setup required the fracture to be macroscopically planar. Indeed, if non-planar fractures were installed in this system the shearing forces would not translate well along the fracture plane.
In addition, a reduced resolution map of the apertures was created by averaging the measured apertures in 10 × 10 grids over the full-resolution aperture map using the ImageJ scale tool (Rasband 1997 (Rasband -2016 . Averaged maps typically ran an order of magnitude faster than the full map. Comparing the results of the full and average geometries provides a better understand the cost-benefit analysis of sacrificing small-scale features to gain markedly reduced computational time. As has been previously noted by Crandall et al. (2010c) , the averaging of the small-scale features of a rough-walled rock fracture reduces the resistance to flow through fractures. Both the average and full-resolution aperture maps were analyzed numerically to determine the influence of this smoothing on the hydraulic parameters of the fracture.
The meshes for both the Modified Local Cubic Law (MLCL) and ANSYS-Fluent Navier-Stokes simulations were generated directly from the aperture maps. Each point in the map was transformed into a rectangular prism, or cell, with a square base, a local height dictated by the aperture map, and the center of the prism along a 2D centered plane. The top and bottom walls of the meshed fracture volumes were mirrored and had roughness. Voxels were converted to physical units using the known CT scan resolution. Each block in a full-resolution mesh had a base of 26.8 μm 2 , and the average maps had a base of 268 μm 2 . The initial mesh is a single layer where interior cells have a neighbor cell on all four sides with no cells touching the top or bottom faces. The mesh was used "as is" for the MLCL simulations with no internal refinement. To perform the ANSYS-Fluent simulations on the aperture map, a Python script was used first to generate an input file for the open-source grid generator BlockMesh, part of the OpenFOAM package. The BlockMesh was then converted using a built-in utility, FoamMeshToFluent, to generate an ASCII format file readable by ANSYS-Fluent for generating a 3D mesh for performing the simulations. Using BlockMesh allowed the grid to be internally refined along all axes, improving numerical results and convergence. Results of the sensitivity study done to determine the optimal internal refinement are shown in Sect. 3.4.1.
Modified Local Cubic Law (MLCL)
Modeling of a single discrete fracture as set of parallel plates obeying the Cubic Law is a common simplification made to create an easily tractable problem. However, it is well understood that fractures have a very rough and complex geometry, which is not well suited for application of the Cubic Law unless an appropriate hydraulic aperture has already been determined (Tsang and Witherspoon 1981; Brown 1987; Brush and Thomson 2003) . The Local Cubic Law (LCL) relaxes the Cubic Law's assumptions, instead approximating the fracture as a series of connected parallel plates. The flow through this regime obeys the laminar creeping flow driven by a pressure gradient. That is,
where u is the fluid velocity vector. The finite volume method is a natural choice to discretize the domain when using the aperture maps. Each "volume" or cell obeys the Cubic Law, and the flow is evaluated in both the x-and z-directions.
here h is the separation between each set of "local parallel plates" or aperture, and z is the width of a cell, for flow in the x-direction. Alternatively, x is used as the cell width for flow in the z-direction. For the MLCL model, the aperture at the interface of two cells is adjusted using the Stokes wedge link transmissivity proposed by Nicholl et al. (1999) . The correction adjusts the aperture to better represent the influence of aperture variation across neighboring cells, weighting the smaller aperture value more heavily. Additional detail information on the MLCL model was reported by Brush and Thomson (2003) . Boundary conditions allowed free movement between the four faces of a grid block into adjacent cells, but the top and bottom faces were defined as no-slip boundaries. The right and left edges of the fracture were set to zero flux. The inlet and the outlet of the fracture were assigned to match the physical inlet and outlet edges in the experiments. The flow equations were then solved using a two-dimensional central difference scheme.
here T x and T z are local transmissivities, respectively, for the x-and z-directions. Simulation conditions were tuned to match the experimental parameters for both constant injection rate and constant pressure drop. Constant injection rate simulations were performed with a manifold that allowed the injected fluid to distribute itself along the varied inlet aperture values. Without the use of a manifold, the flow rates would have to be uniformly defined across the inlet creating an unrealistic initial pressure distribution. The model outputs several data files for post-processing.
Improved Cubic Law (ICL)
As noted before, the use of cubic law for predicting the pressure drop of the entire fractures was suggested in the past (Bear and Braester 1972; Konzuk and Kueper 2004) . Accordingly, Eq.
(1) may be restated as,
where h eq is the effective aperture height, L is the fracture length and p is the pressure drop along the fracture. Since the sections with smaller aperture significantly increase the pressure drop and the effects of surface roughness and tortuosity also need to be accounted for, using an average aperture height h in Eq. (9) as the effective aperture height leads to underestimation of the fracture pressure drop. There have been a number of studies to improve the prediction of cubic law by using a more appropriate effective aperture height. Among them, Zimmerman and Bodvarsson (1996) suggested using an effective aperture height which is a function of the ratio of the standard deviation of local mechanical aperture to its mean value. That is,
(10) Zimmerman and Bodvarsson (1996) suggested a simplified form given as,
which later was employed by many researchers (Nicholl et al. 1999; Xiong et al. 2011; Li et al. 2016) . It is worth mentioning that the simplified equation given by (11) is valid for fractures with relatively small values of standard deviation compared to their mean apertures. In particular, Eq. (11) is not applicable for the rough fractures with high standard deviation considered in the present study.
To consider the effects of contact area on permeability of fractures, Zimmerman and Bodvarsson (1996) used the model proposed by Walsh (1981) . That is
where c is the fraction of areas with zero aperture (contact areas). Later, Xiong et al. (2011) proposed the following expression for the mean aperture that includes the influences of fluid inertia. That is,
where σ slope is the standard deviation of local slope of fracture surface and Re is the average Reynolds number of the fluid flow inside of the fractures. By combining Eqs. (10), (12), and (13), the following equation which includes the effects of tortuosity, roughness, contact areas, and fluid inertia on the equivalent aperture is obtained. 
Equation (14) is used as an improved equivalent aperture height in the ICL model in the present study that incorporates losses due to fracture wall roughness, inertial forces, and contacting fracture walls.
Navier-Stokes Simulations
The commercial CFD software ANSYS-Fluent release 16.1 (ANSYS ® FLUENT Academic Research 2015) was used to simulate fluid flow in rock fractures for different levels of shearing. The equations of conservation of mass and momentum are given as,
where g is the gravitational acceleration and ρ is the density. Steady laminar isothermal flow with constant properties was assumed, and since the size of the apertures is so small, the gravitational effects were neglected. A no-slip boundary condition on the solid walls was applied, and pressure boundary conditions were imposed on the fracture inlet and outlet. Use of a pressure inlet boundary condition was preferred to the mass flow inlet condition. This is because imposing a uniform mass flow at the inlet leads to unrealistically high and localized pressure at constricted areas at or near the inlet. The outlet pressure was set at atmospheric conditions. An iterative procedure was used to determine an inlet pressure, which resulted in a flow rate that matched the experimental values. SIMPLE scheme was used for pressure-velocity coupling of the governing equations, while least-square cell-based, second-order, and second-order upwind discretization methods were used, respectively, to interpolate gradient, pressure, and convective terms of the governing equations. Table 1 shows the results of the 3D grid sensitivity study performed for shearing step 1 of the averaged map with a flow rate of 1 mL/min. Here five grids with 13 thousand to 8.7 million elements were studied. The pressure drop differences between the grids decreased with an increase in number of elements. Based on the results shown in Table 1 , the Case 3 grid was chosen for these simulations because by increasing the number of grid from Case 3 to Case 4 the pressure drop difference was negligible, and the required CPU time was significantly less. For other shearing steps of the average map, the same grid was used. This procedure was repeated for the full map, and (1 10 1) refinement was found to be the appropriate resolution of each pixel of CT data, which resulted to a grid with 11,213,050 elements for shearing step 1. A computer with two Xeon E5-2640 v3 CPU processors was used to run all ANSYS-Fluent Navier-Stokes simulations.
Grid Sensitivity Study
The second column of Table 1 represents the number of grid cells in different directions for each pixel of CT data. For example, (1 10 1) indicates that each pixel is divided to one grid cell along width (x-direction) and length (z-direction) of the sample and 10 grid cells along the height of the apertures (y-direction).
Results and Discussion
A fractured core of Marcellus shale from Bedford, Pennsylvania, was used to study the behavior of fluid flow through a rock fracture during different stages of shearing. Simulations were performed with the MLCL, ICL, and Navier-Stokes models. The computational results of the full Navier-Stokes simulations are presented in this section, and the predicted pressures drops are compared with those of the MLCL and ICL model and the experimental data that were obtained at the NETL in Morgantown, West Virginia.
Average Map
The fractured core was sheared in four steps. Each step, typically referenced as 1-4, is labeled on each figure as a-d, respectively. At each step, high-and low-resolution maps were generated following the procedure described in Sect. 2. The simulation results for the fracture geometries produced from the low-resolution maps (average map) are presented in this section. Figure 2 shows the contours of the aperture height for the different shearing steps. The white areas identify the contact areas that the fracture apertures are zero. The aperture heights appear to vary due to the structural heterogeneity within the shale, with 'ridges' of the large and small aperture zones perpendicular to the flow direction. In general, there appears to be an increase in aperture along the flow direction (z-direction). In addition, adjacent to the inlet there are some regions of very high aperture due to the breakage of the core margins during shearing. For clarity, these zones are shown in gray in Fig. 2 . Near the outlet, there is also a noticeable drop in the aperture height. Comparing subfigures a-d, there is a noticeable increase in aperture height as shearing increases. Figure 3 shows the frequency distribution of fracture aperture heights at different shearing steps. A Gaussian distribution is fit to the frequency distribution at each shearing step. This frequency illustrates that the aperture heights of the fracture increased and the frequency distribution became broader due to shearing from steps 1 to 3. From shearing steps 3 to 4 the frequency distribution becomes broader and there is a small increase in apertures height. The frequency distribution of each step roughly follows the Gaussian distribution, as seen in earlier literature (Tsang 1984; Brown 1995; Hakami 1995; Crandall et al. 2010b) .
The geometrical properties of aperture distribution of different shearing steps are listed in Table 2 . The mean aperture height increases more than 60% from shearing steps 1 to 2 and 35%, from shearing 2 to 3. However, it increases only approximately 8% between shearing steps 3 and 4. Esaki et al. (1999) , Olsson and Barton (2001) , Lee and Cho (2002) , Li et al. (2008) , Koyama et al. (2009) and Xiong et al. (2011) also observed a rapid increase in aperture height at initial shearing steps, and then the variation became gradual in their hydromechanical shear tests. The standard deviation also increases with each shearing step, which is consistent with the trend shown in Fig. 3 . It is conjectured that the increase in fracture aperture height is because the picks of the fracture surface asperities are moved on top of each other with shearing, which leads to opening up the fracture. This process continues with shearing, but the effects levels off after several shearing steps for the present fracture. In addition, as mentioned earlier the damages of fracture surfaces due to shearing can also increase the aperture height in some areas. The normalized static pressure contours from the Navier-Stokes simulations at the fracture midsection for a flow rate of 1 mL/min are shown in Fig. 4 . The inlet pressure for each case was used to normalize the contours for better comparison between simulations. Figure 4 shows that the pressure decreases from the inlet toward the fracture outlet, with most of the pressure reduction occurring within the first 40% of the fracture length. While the general features of the normalized pressure drop contours are similar, there are marked differences for different shearing steps. For example, in step 1, 80% of the pressure drop occurs from the inlet to 1.5 cm along the length of the fracture. As shearing continues, the width of the band in which the pressure drop occurs become narrower. For shearing step 4, the pressure stays Variations of the average static pressure along the z-axis for different shearing steps for flow rates of 1, 2, 4, 6, and 10 mL/min are shown in Fig. 5 . Here the averaging was done on the midsection along the x-axis perpendicular to the main flow direction. This figure shows that the average pressure decreases monotonically from the inlet toward the outlet; however, the pressure gradient is much sharper in the region within 0.5-1.5 cm from the fracture inlet. As mentioned before, the average aperture increases with shearing substantially during steps 1-3 of shearing which is a reason for the sharp reduction in pressure drop with shearing steps 1-3.
For different shearing steps, Fig. 6 shows the velocity contours at the fracture mid-plane which were resulted from the Navier-Stokes simulations, with the contours below 0.1 cm/s are removed for clarity. The channeling flow patterns are clearly seen in this figure, particularly, in the first half of the fracture. Figure 6 indicates that for shearing step 1 the flow is more scattered in many small channels through most of the fracture. Other researchers also confirmed that when aperture height is relatively small the number of preferential flow paths is more compared to a fracture with high asperity (Zimmerman et al. 1992; Matsuki et al. 1999; Watanabe et al. 2008; Koyama et al. 2009; Xiong et al. 2011; Nishiyama et al. 2014) . As shearing increases, smaller, but wider, primary flow channels appear in the fracture, particularly near the inlet. The velocity magnitude decreases with the shearing step as the aperture height increases and as some wider primary flow channels appear in the fracture, which is likely another reason for the reduction of the pressure drop by shearing. Figure 7 shows the variation of average velocity magnitude along the z-direction for different shearing steps. The average aperture heights and the width of the primary flow channels increase by shearing, at least for steps 1-3, and as expected the velocity magnitude decreases. The velocity magnitude has a peak at the distance of approximately 0.5-1 cm from the inlet where the main channeling of the flow occurs and then stabilizes to a near constant value in the second half of the fracture, with a small increase near the outlet.
The pressure drops predicted by ANSYS-Fluent at different shearing steps are listed in Table 3 for a flow rate of 1 mL/min. The pressure drop decreases with shearing steps since the average aperture increases for shearing steps 1-3. The pressure drop is reduced by about 50% between shearing steps 1 and 2, while it is reduced by a factor of 3 between shearing steps 2 and 3. However, for steps 3 and 4 the inlet pressure (pressure drop) remains roughly the same; this is because the average fracture aperture height does not increase beyond step 3. The pressure drops predicted by the MLCL simulation models for the average map are also listed in Table 3 . With the creeping flow assumptions of the MLCL model, the good confirms that the influences of inertial forces are insignificant for the average aperture maps for the flow rates in the range of 1-10 mL/min. The predicted pressure drops across the fracture with use of cubic law using the overall average aperture,h, as the effective fracture aperture are listed in Table 3 . The geometrical properties tabulated in Table 2 were then used in Eq. (14), and the improved equivalent aperture heights were evaluated. Using the improved equivalent aperture heights, the corresponding pressure drops for different shearing steps are also evaluated and the results are listed in Table 3 . It is seen that the predictions of the ICL model are in better agreement with those of numerical simulations for these fractures. More detailed comparisons for various shearing steps with different flow rates are presented in Fig. 8 .
According to cubic law, the transmissivity of a fracture is proportional to h 3 (Zimmerman and Bodvarsson 1996) . Therefore, when the cubic law is used, the ratio of the transmissivities of two fractures with different effective aperture heights is proportional to the cubic of the ratio of their aperture heights. Typically, experimentally measured pressure drops of fractures are used for evaluation of hydraulic aperture of fractures. Here the experimental data are available for only low shearing steps. Hence, the predicted pressure drops of the Navier-Stokes simulations are used for this purpose. Accordingly, the hydraulic aperture is evaluated using,
In Fig. 8a , the accuracy of the simple cubic law in which the mechanical aperture is used as the effective aperture is assessed. Here the cubic ratio of the hydraulic aperture evaluated from the Navier-Stokes simulation to fracture mechanical aperture are evaluated. When the ratio is close to one, the prediction of simple cubic law for the fracture transmissivity is more accurate. It is seen that the values of the ratios are less than 0.4 which confirms that using the mechanical aperture in the cubic law model significantly overestimates the transmissivity of the fracture. Figure 8a also shows that the transmissibility of the fracture at each shearing step is roughly constant for different flow rates. Hence, it is concluded that the inertia forces are negligible for the flow rates in the range of 1-10 mL/min for the average aperture maps, for which the surface roughness was smoothed out by averaging. Figure 8b is similar to Fig. 8a , but in this figure the accuracy of the ICL model with the use of the expression for the equivalent aperture given by Eq. (14) is explored. This figure clearly shows that these ratios are much closer to one which affirms that using the equivalent aperture height significantly enhanced the accuracy of the cubic law. In Fig. 8a , minor variations for the equivalent aperture with the flow rate are seen. These are due to the inclusion of Reynolds number in Eq. (13). Figure 8 shows using the mechanical aperture leads to slight decrease in h h / h m , while the use of equivalent aperture as given by Eq. (14) leads to slight increase in h h / h eq . Overall, however, for the range of flow rates studied, the inertia effects are insignificant for this fracture.
Full Map
The simulation results on the geometries produced from the high-resolution maps (full maps) are presented herein. Figure 9 shows the aperture height contours for different shearing steps for the full map. Again, the white areas correspond to the regions of contact areas (zero fracture apertures). There are high aperture areas near the inlet (contour values are gray in this figure for clarity); during the shearing process, pieces of rock were broken off at the inlet region to create these zones. Beyond these high aperture areas near the inlet, there is a sharp decrease and then a slight increase in the aperture height along the flow direction that drops off near the outlet. Like the average map, Fig. 9 shows that there is a noticeable increase in fracture aperture height with shearing; due to shearing the contact areas merge and some primary flow channels in the fracture are formed in the first half of the fracture. Figure 10 shows the frequency distribution of fracture aperture heights for the entire map for different shearing steps. As shown in Fig. 3 , a Gaussian distribution is fitted to the frequency distribution of each shearing step. It is observed that the fracture aperture height increases and the frequency distribution becomes broader by shearing. This is certainly the case for shearing steps 1-3. Further, shearing beyond step 3 increases aperture height slightly, but does not significantly affect the frequency distribution.
The corresponding average aperture height and geometrical properties of the full map are tabulated in Table 4 . As expected, the average apertures of different shearing steps are similar to those of the average map and are increasing by shearing for steps 1-3. However, the aperture standard deviations and spatial slope standard deviation for different shearing are somewhat higher than those for the average map, since the full map captures more details of the roughness of the fracture surfaces. Also, the values of areal fraction are higher for the full maps. That is due to the averaging of apertures, the number of small apertures considered as contact areas were decreased for the average maps.
For a flow rate of 1 mL/min, Fig. 11 shows the normalized static pressure contours at the fracture midsection for different shearing steps from the Navier-Stokes simulations. Similar to the average fracture map, the inlet pressure for each case is used to normalize the contours for comparison. The inlet pressures (pressure drops) for different shearing steps of the full Fig. 9 Aperture height contours of the full map at a shearing step 1, b shearing step 2, c shearing step 3, and d shearing step 4 (the white and gray areas, respectively, represent contact areas and contours above 3.6 mm) Fig. 10 Aperture frequencies of the full map and the Gaussian distribution fitted them at different shearing steps map fracture for the flow rate of 1 mL/min are tabulated in Table 5 . The general patterns of the normalized pressure contours for different shearing steps are quite similar, and the major pressure drops occur within the first 1 cm of the fracture near the inlet. Like the trend observed for the average map fracture, the general features of the normalized pressure drop contours are similar, but there are certain differences for different shearing steps. In particular, the localization of the pressure drop increases with the shearing step. Table 5 shows that the maximum pressure decreases with shearing steps as the average aperture increases for sharing steps 1-3. The pressure drop reduces by about 40% between shearing steps 1 and 2, while it is reduced by a factor of 6 between shearing steps 2 and 3. For steps 3 and 4, the inlet pressure increases slightly because the average fracture aperture height does not increase significantly by shearing beyond step 3. These trends are similar to those observed for the average map fracture shown in Table 3 ; however, the maximum pressure drops for the full map fracture larger than that of the average map fracture. This is because the average map fracture has smoothed out fine geometrical details by averaging over a small area. The aperture height contours in Fig. 9 show that the contact areas of the full map fracture are noticeably rougher compared to those of the average map fracture shown in Fig. 2 . Therefore, the pressure drops of the full map fracture are greater compared to those of the average map fracture. Figure 12 shows the variation of the average static pressure along the z-axis of the full map fracture for flow rates of 1, 2, 4, 6, and 10 mL/min. There is a sharp pressure gradient in the distance of 0.6-1.3 cm from the fracture inlet. The pressure drop for different flow rates becomes steeper as the shearing step increases such that the pressure does not vary from the inlet to the distance of 0.5 cm for shearing step 4 and then it drops sharply across a narrow band. Figure 13 shows the velocity contours from the Navier-Stokes simulations at the midplane of the full map fracture for different shearing steps (for clarity values below 0.1 cm/s are removed and values equal and more than 5.1 are shown by red color). The strong channeling of flow patterns can be clearly seen in the first half of the fracture. Like the average map fracture, the velocity magnitude decreases with the shearing step as the aperture height increases. During shearing the primary flow channels join and form fewer but wider flow channels, particularly, in the first half of the fracture near the inlet and near the outlet. The formation of these wider flow channels reduces the fracture pressure drop. Figure 14 shows the variation of average velocity magnitude along the z-direction of the full map fracture for different shearing steps. The average aperture height increases by shearing for steps 1-3, and the velocity magnitude decreases. Figure 14 shows that the velocity magnitudes in the full map fracture are comparable with those in the average map fracture for the same flow rate.
The pressure drop estimations of ANSYS-Fluent software are listed in Table 5 . The pressure drops of the full map for different shearing steps are greater than those of the average map, and the pressure drop decreases due to shearing as the average aperture increases for shearing steps 1-3. The pressure drop is reduced by about 50% between shearing steps 1 and 2 and by a factor of more than 4 for shearing steps 2-3. However, since the average aperture does not increase significantly for shearing steps 3-4, the pressure drop does not decrease for these shearing steps and in fact increases slightly. The pressure drops predicted by the ANSYS-Fluent code for different shearing steps are listed in Table 5 for a flow rate of 1 mL/min. Since the trend of aperture height of the full map is similar to those of the average map, the pressure drop of the full map varies similarly due to shearing. The pressure drops evaluated by the MLCL model simulation models for the full map are also listed in Table 5 . These pressure drops are comparable with those predicted by the Navier-Stokes simulations. The MLCL model predictions are mostly greater than those of estimated by the Navier-Stokes simulations. It is conjectured that this is due to slight over predictions of minor losses by the Brush and Thomson (2003) model. The overall average aperture values of the full maps as shown in Table 4 were used as the effective aperture height in the cubic law as given by Eq. (9), and the corresponding pressure drops are listed in Table 5 . These pressure drops underestimate the predictions of the numerical simulations. Again, this confirms the well-known fact that the overall average aperture height does not represent an appropriate effective aperture height for use in the cubic law for estimating the pressure drops. Therefore, as in the average map case, Eq. (14) was used to evaluate the equivalent aperture height in Table 4 . These values were used as the equivalent aperture height in Eq. (9), and the corresponding pressure drops are listed in Table 5 . These pressure drop values estimated with the ICL model are comparable to those obtained from the numerical simulations.
In Fig. 15a the estimated transmissivities of the full map at different shearing steps for different flow rates obtained by the simple cubic law are compared with those obtained from the Navier-Stokes simulations. Similar to the average aperture map case, Eq. (17) was used for evaluating the fracture hydraulic aperture. It is seen that the cubic ratios of the hydraulic aperture to the mechanical aperture are much smaller than one, which indicates that the mechanical aperture height is not an accurate representation of effective aperture for the full Fig. 15 a The cubic ratio of simulated hydraulic aperture h h to mechanical aperture h m . b The cubic ratio of simulated hydraulic aperture h h to equivalent hydraulic aperture h eq map. In addition, Fig. 15a shows that the cubic ratio of hydraulic aperture to the mechanical aperture shows a rather slight decrease by the increase of flow rate. That is, similar to the average aperture map fracture the nonlinear losses are negligible for the full map fracture. In Fig. 15b the accuracy of Eq. (14) for the equivalent aperture for use in the cubic law is evaluated. It is seen that the ratios are much closer to one that confirms the equivalent fracture aperture as obtained by Eq. (14) is much more accurate compared with the mean mechanical aperture for use in the cubic law. Figure 15b also shows some discrepancies for certain shearing steps which are inevitable in that the complex geometry of a fracture cannot be represented by simply an aperture height despite the correction factor for inertial forces and surface roughness effects.
For a range of flow rates between 1 and 10 mL/min and for different shearing steps, Fig. 16 compares the computational model predictions for the pressure drops in full and average map fractures to each other and with the experimental data. The experimental data were available only for shearing steps 1 and 2. The pressure drop across the fracture was too small to accurately measure using the 0-200 psi transducer for shearing steps 3 and 4. For all shearing steps, the pressure drops for the full map fracture are larger than those for the average map fractures, especially at higher flow rates; this is due to the smoothing of the fracture surfaces for the average map case (Crandall et al. 2010b ). For shearing step 1, the pressure drops in the average map fracture predicted by the ANSYS-Fluent code, MLCL and ICL model are also in good agreement, but underestimate the experimental data. This difference between the experimental data and the simulation results is believed to be due to the fracture aperture being at or below the resolution of the CT scans [26.8 (μm) , e.g., Fig. 9 ]. The isolated fracture geometry from the CT images may be missing some of the fine-scale features of the fracture that create additional constrictions in the flow path. These small and distributed constrictions would have increased the observed pressure drop in the experiments. For shearing step 2, the model predictions for the full map fracture are in good agreement with each other and with the experimental data. In this case, the predictions of ANSYSFluent code are somewhat higher than those of the MLCL model, especially for higher flow rates. The inertial effects in the loss prediction appear to have a greater effect for the higher resolution full map fracture. Figure 16 also shows that the MLCL and the ICL results for the average map match well with those of the Navier-Stokes simulation predictions, but those of the full map show some discrepancies between 2D and 3D simulations.
Effects of Averaging Size
As noted before, typically for the average aperture maps an averaging size of 10 × 10 pixel was used. In this section, the effects of using different averaging sizes on the estimation of pressure drop and the simulation CPU time requirement are studied. Averaging the full aperture map over different sizes is equivalent to CT scanning the physical aperture at lower resolutions. For a range of averaging regions, the pressure drops and the CPU time of the Navier-Stokes simulations for shearing step 1 for a flow rate of 10 mL/min are evaluated and the results are listed in Table 6 . Since the geometry of the full aperture map is closest to that of the actual aperture, the evaluated pressure drop of the full aperture map is expected to be most accurate. Hence, the simulated pressure drops for different averaged maps are compared with the full aperture map and the corresponding percent differences are listed in the last column of Table 6 . It is seen that the simulations CPU time decreases rapidly with the increase in the averaging region, particularly for the smaller averaging sizes. The last column of the table shows that the accuracy of the model predictions decreases by increasing the averaging region or decreasing the CT scan resolution. Therefore, it is concluded that the CT scan resolution (or size of averaging region) significantly affects the accuracy of the fracture pressure drop predictions and the economy of the simulation computational time.
To study the effect of fine roughness of fracture surface on its hydraulics, the simulation results of averaging over 10 × 10 pixels were reported and compared with those of the full map in the earlier sections. This is because this averaging size captures the general features of the fracture, while smooths out the fine surface roughness. In addition, it reduces the CPU time by a factor of about 100. Using smaller averaging area such as 2 × 2 pixels keeps some of the fine surface roughness and predicts pressure drops that within about 20% of the full map pressure drop. Table 6 also shows that averaging over 8 × 8 pixels or larger area leads to similar pressure drop results. However, the averaging over 10 × 10 pixel requires smaller grid size and smaller CPU time. One other reason for selecting 10 × 10 pixel region for averaging is that this is similar to the resolution obtained when a calibrated medial CT scanner with 100 μm resolution is used.
Conclusions
Flows and pressure drops in a sheared Marcellus shale fracture for different flow rates were studied computationally and experimentally. The fracture was CT scanned at a high resolution of 26.8 (μm 2 ) (full map). Low-resolution representations of the CT scans were created at 268 (μm 2 ) (average map) for different shearing steps for reducing the computational time. The fracture flows were studied numerically using the MLCL method and full Navier-Stokes simulations. In addition, the equivalent apertures for the full and average map fractures for different shearing steps were estimated and were used to predict the fracture pressure drop for different flow rates at different shearing steps by an improved cubic law equation. By examining the predictions of the ANSYS-Fluent software, the MLCL and the ICL model for the full and average map fractures at different shearing steps and different flow rates, the following conclusions are drawn:
• Shearing typically increased the fracture average aperture that led to a decrease in the corresponding pressure drops and average flow velocities for a given flow rate. It is con-jectured that the asperities peaks move on the top on each other that causes the fracture to open up and increase the mean aperture with shearing. In addition, the mechanical failures and losses of matrix material during the shearing are other reasons for increase in aperture in certain region due to shearing.
• The flow structure of the fracture became more homogenous by shearing.
• Good agreement was observed between the results of the MLCL model and the Navier-Stokes simulations for the average map fractures. • The MLCL model predicted slightly larger pressure drops across the fracture when compared to the Navier-Stokes simulations for the full map fractures.
• The full map simulation results for pressure drop for different flow rates were in good agreement with the experimental data for second shearing step.
• The lower pressure drops for the average map fractures, compared to those of the full map fractures, indicated the important effects of small-scale surface roughness on increasing the fracture pressure drops. This was particularly true at higher flow rates.
• For both the average map and the full map, good agreement between the ICL estimate of the fracture transmissibility and the numerical simulation was obtained using the proposed equivalent hydraulic aperture.
