We develop a general theory for a quantum-walk search on a star graph. A star graph has N edges each of which is attached to a central vertex. A graph G is attached to one of these edges, and we would like to find out to which edge it is attached. This is done by means of a quantum walk, a quantum version of a random walk. This walk contains O( √ N ) steps, which represents a speedup over a classical search, which would require O(N ) steps. The overall graph, star plus G, is divided into two parts, and we find that for a quantum speedup to occur, the eigenvalues associated with these two parts in the N → ∞ limit must be the same. Our theory tells us how the initial state of the walk should be chosen, and how many steps the walk must make in order to find G.
A quantum walk is a quantum version of a random walk [1] . In a quantum walk, a particle moves on a general structure, a graph, which is a collection of vertices and edges connecting them, and its motion is governed by amplitudes, whereas in a classical random walk it would be governed by probabilities. Quantum walks have proven useful in finding new quantum algorithms. They have also been realized experimentally in a number of different systems [2] - [7] .
One type of task a quantum walk can perform with a speedup over what can be done classically is a search [8] - [14] . Typically one is trying to find a distinguished vertex, that is, one of the vertices of the graph is different from the others, and we would like to find out which one it is. More recently, it has been found that it is possible to find structural anomalies, such as extra edges, or loops, in graphs by using a quantum walk [15, 16] . These papers presented a number of examples of this type of search, and in each case there was a graph with high symmetry, and the anomaly broke that symmetry. In these examples, there were two features that were unexplained. First, the graph had to be "tuned" in order for the search to work. That is, certain phases that occur when the particle is reflected from a vertex had to be chosen properly. Second, only certain initial states for the particle resulted in a quantum speedup. The theory we present here allows us to understand these features.
Another issue that needs to be addressed is whether a quantum walk search can obtain a speedup that is better than quadratic, that is, if the graph has N vertices, can the walk find the structural anomaly in fewer than O( √ N ) steps. There is a general proof that the Grover search, which does obtain a quadratic speedup is optimal, but this result does not seem to directly apply to finding structural anomalies in graphs by means of quantum walks [17, 18] . Here we show, at least for the types of graphs we are considering, that a quadratic speedup is the best one can do.
What we now wish to do is present a more general theory of finding anomalies in highly symmetric graphs.
The basic graph we shall use is a star graph, which has a central vertex with edges radiating from it, and we shall denote this vertex by 0. Each of those edges but one is connected to a single vertex (a different vertex for each edge), but one of them is connected to another graph, which we shall call G (see Figure 1 ). We shall assume that there are N edges attached to the central vertex with the outer vertices being labelled 1 through N . We shall also assume, during our analysis, that G is attached to vertex 1. In general, we do not know to which vertex G is attached, and our object is to find to which vertex it is, in fact, attached.
Let us now describe our walk in more detail. We will use a version of a quantum walk known as the scattering walk [19] . In this walk, the particle sits on the edges, and each edge has two states. If the edge connects vertices j and k, then the state |j, k corresponds to the particle being on the edge and going from j to k, while the state |k, j corresponds to the particle being on the edge and going from k to j. These states, for all of the edges in the graph, are taken to be orthonormal, and the Hilbert space of the states of the walking particle is just the linear span of these states. Now that we have a Hilbert space, we need a unitary operator that will advance the walk one step. In general, each vertex has a unitary operator that maps the states entering the vertex to those leaving it. The overall unitary that advances the walk one step consists of the joint action of all of these local unitaries. In the specific case of the star graph with an anomaly, the vertices 2 through N reflect the particle with a phase, U |0, j = e iφ |j, 0 . The central vertex behaves as
where t = 2/N and r = 1 − t. We now think of dividing the graph into two pieces, a "left side" and a "right side" (see Figure 1) . The left side consists of the vertices 2 through N , the edges connected to them, and the central vertex. The right side consists arXiv:1310.3147v2 [quant-ph] 24 Jan 2014 of G, the edge between 0 and 1, and the central vertex. Note that in the N → ∞ limit, the left and right sides do not communicate. In this limit, the operator U goes to an operator U 0 , which acts independently on the right and left sides. Defining
we have that U 0 |in = |out and U 0 |out = e iφ |in . This implies that the vectors (|out ± e iφ/2 |in )/ √ 2 are eigenstates of U 0 with eigenvalues ±e iφ/2 , respectively. We will refer to eigenstates of U 0 with support only on the left side of the graph as left eigenstates and their eigenvalues as left eigenvalues. There are also eigenvectors of U 0 on the right side of the graph. We will refer to these eigenvectors as right eigenvectors and their eigenvalues as right eigenvalues. We will be interested in the situation in which one of the right eigenvalues is equal to either ±e iφ/2 . We will then do perturbation theory in = 1/N to see what happens in the finite N case. Note that if we know the right-side eigenvalues, we can always choose φ so that one of the left-side eigenvalues matches one of the right-side eigenvalues.
In this communication we will present our results without proof, but we will present short arguments to indicate how the results follow. A longer version of the paper will provide a more detailed discussion and the proofs of the theorems presented here. Let us denote U for a general value of N as U ( ). With this notation, we have that U (0) = U 0 . We are interested in the eigenvalues and eigenvectors of U ( ) and, in particular, their dependence on . For the eigenvalues we have
Theorem 1
The eigenvalues, λ, of the matrix for a quantum walk, U , with a characteristic polynomial that is a polynomial in both λ and , can only take the form of
In order to show where this result comes from we first note that it can be shown that the characteristic polynomial for U ( ) is of the form C(λ, ) = C 0 (λ) + f (λ). Suppose that λ 0 is a zero of order s of C 0 (λ) so that C 0 (λ 0 + δ) = aδ s + . . . and assume that f (λ 0 + δ) = bδ q + . . ., where the dots represent higher order terms in δ. Keeping only lowest order terms, the equation C(λ 0 + δ) = 0 gives us aδ s + bδ q = 0. If q ≥ s, then the solution is just δ = 0, and the s eigenvalues are unaffected by the perturbation and remain equal to λ 0 . For q < s, we have
. This equation will have s−q nonzero solutions, where the solutions differ by factors of exp[2πi/(s−q)]. However, since U ( ) is unitary for 0 ≤ ≤ 1/2 ( = 1/2 corresponding to N = 2), the zeroes of C(λ, ) must lie on the unit circle in the complex plane. This can only happen if s − q ≤ 2. This is because λ 0 is on the unit circle, and if some of the roots split for > 0, then they must remain on the circle, which means that there are only two directions in which they can go.
We can push this a little further. When s = q, we have seen that the s eigenvalues equal to λ 0 when = 0 do not change as is increased. When s − q = 1, one of the eigenvalues will change and when s − q = 2, two of them will. We call the two eigenvalues that result when = 0 in this last case paired eigenvalues. We can express the paired eigenvalues as λ ± ≡ λ 0 e ±ic √ + O( ), and define |V + and |V − as the corresponding paired eigenvectors. As we shall see, the fact that the eigenvalues have the behavior as functions of given in the theorem implies that we can obtain at most a quadratic speedup in a search. The results of the discussion in this and the previous paragraphs lead us to the following theorem.
Theorem 2 (the three-case theorem) If λ 0 is a root of C 0 (λ) with multiplicity s, then only one of the following cases applies to the "λ 0 -family" of roots of C(λ, ),
That is, all of the roots are constant. ii) λ k ( ) = λ 0 , for all but one value of k. This root takes the form
iii) λ k ( ) = λ 0 , for all but two values of k. These two are paired and take the form λ ± = λ 0 e ±ic √ + O( ), for some constant c.
We are interested in case iii), and we would like to know when it will occur. This is, in fact, the situation that will lead to a search with a quadratic speedup. The essential idea is that we will get paired eigenvalues when the perturbation, that is U 1 = U ( )−U 0 , couples left and right eigenstates of U 0 , which we denote by |L 0 and |R 0 , respectively, with the same eigenvalue, λ 0 . The only coupling of these eigenstates occurs through the vertex 0, the "hub" of the graph. That means that in order to be coupled by the perturbation, |L 0 and |R 0 must have support on edges connected to the hub. Keeping this in mind leads us to our first result.
Theorem 3 If e
iφ + λ 2 0 = 0, a right-side eigenvector is constant, and has a constant eigenvalue, if and only if it is not in contact with the hub vertex. This is proved in the supplemental material. We should note that we will assume that e iφ + λ One way of seeing how the last two results follow, though not in a fully rigorous way, is to use degenerate perturbation theory. If the active eigenvectors at = 0 on the right and left sides are |R 0 and |L 0 , respectively, define the projection operator Q = |R 0 R 0 | + |L 0 L 0 |. We can then define a new unperturbed operator to be U 0 = U 0 + QU 1 Q and the new perturbation to be U 1 = U 1 − QU 1 Q. What we then need to do is diagonalize U 0 . Looking at the case where λ 0 = e iφ/2 , we can express |L 0 as
and the right eigenstate, |R 0 , as
where |G is the part of the eigenstate with support in G.
Making use of the relations
and U 1 |out = U 1 |0, 1 = U 1 |G = 0, we find that in the |L 0 , |R 0 basis to lowest order in
Note that if δ = 0, i.e. the right eigenstate is not in contact with the hub, the above perturbation vanishes, indicating that there are not paired eigenvectors, a result consistent with Theorem 4. Assuming δ = 0 and diagonalizing U 0 , we find that the eigenvectors are
with corresponding eigenvalues λ 0 ±i √ 2λ 0 |δ| √ +O( ) = λ 0 e Since we don't know where the flawed/marked edge is, the initial state is assumed to be composed of a uniform superposition of the form
This initial state is almost entirely concentrated on the left side. We can choose α and β so that the initial state is equal to |L 0 up to O( √ ). In particular, if λ 0 = e iφ/2 , and we choose α = 1 and β = e iφ/2 , then this will be the case. We then have that
When mc √ = π/2 the above state is, up to terms of O( √ ) and a phase, equal to |R 0 , that is, it is entirely on the right-hand side. Note that this happens in O √ N iterations of U . At that time a measurement is nearly guaranteed to find a state in the right side, which is the location of the marked edge. In making a measurement to determine the location of the particle, the only part of the right side to which we have access is the edge between 0 and 1. If we had access to G, we would know where it is. Therefore, the probability of successfully determining where the particle is when it is on the right side depends upon the probability that it is on the edge between 0 and 1, i.e. up to O(
We can quickly determine λ 0 , |L 0 , and |R 0 because all of them are determined entirely by U 0 , which tends to be easy to work with. In addition to being block-diagonal (the blocks corresponding to the left and right sides), U 0 is often sparse, and unlike U , it has no dependence on .
We can find c, and thus m, using the fact that c = lim (1) with r = 1/3 and t = 2/3. In order to find λ 0 and |R 0 we take vertex 0 to be perfectly reflecting with a phase of π so that U 0 |1, 0 = −|0, 1 . Defining the vectors
we find that U 0 |1, 0 = −|0, 1 , U 0 |u 1 = |u 3 , U 0 |u 3 = |u 2 , and
Therefore, S = span{|0, 1 , |1, 0 , |u 1 , |u 2 , |u 3 } is invariant under the action of U 0 , and finding the active eigenvectors of U 0 is reduced to diagonalizing a 5 × 5 matrix. Doing so, we find that one of the eigenvalues is λ 0 = −1, and the corresponding eigenvector is
We now find that c = 2/ √ 7, and when the particle is in the state |R 0 , the probability that it is on the edge between vertices 0 and 1 is 4/7. Therefore, in order to find the triangle graph attached to a star with N edges, we should set φ = 2π (so that φ/2 = π), start in the state
which is, up to O( √ ), equal to the left-side λ 0 = −1 eigenstate, run the walk for m = 7π √ N /8 steps, and measure the edges of the star to see where the particle is. With a probability of 4/7 we will find it on the edge between 0 and 1. If our graph is specified by an adjacency list (a list for each vertex of the other vertices to which it is connected) we can then just check whether the vertex other than the central vertex connected to the edge on which we have found the particle is connected to vertices other than the central vertex. If the answer is "yes", then we are done. If the answer is "no", then we run the walk again. We will only have to run it O(1) times in order to find to which vertex G is attached.
Let us now summarize our conclusions. First, for a quantum walk search whose object is to find a general structural anomaly, G, attached to the hub of a star graph, a quadratic speedup is the best that can be done. Second, for there to be a quadratic speedup, the reflection phases of the external vertices to which G is not attached need to be chosen so that the left and right sides of the graph share a common eigenvalue, i.e. there are two eigenstates of U 0 , one completely on the left side and one completely on the right side, that have the same eigenvalue. Finally, the initial state of the walk must be chosen to be close to the left-side eigenstate.
The approach outlined here can be pushed in a number of directions. One can ask how close the eigenvalues of the parts of the graph have to be for a quadratic speedup to take place. It would be useful to know if anything can be said about properties of G and how much of an active eigenstate lies on the edge between vertices 0 and 1 (a lower bound is placed on this in the supplemental material). Another possibility that can be investigated is when more than one spoke from the star goes into the graph, G. Finally, it may be possible to use this type of an approach to determine whether two graphs are connected; if the graphs have equal eigenvalues, it might be possible for a particle starting in one graph to make it to the other, if they are connected, with some kind of a quantum speedup. This, however, needs much further work.
Supplemental material A. Proof of Theorem 3
One direction of the theorem is straightforward. If the right-side eigenvector is not in contact with the hub, it is localized in G, and U and U 0 will have the same action on the eigenvector. Therefore, even for = 0, it will be an eigenvector of U with eigenvector λ 0 .
The other direction requires more work. We start by writing the right-hand eigenstate of U 0 as
where |G 0 has support in G. The equation U 0 |V 0 = λ 0 |V 0 gives us that γ 0 = −δ 0 λ 0 and
We now move to the = 0 case. The statement that |V ( ) is a right-side eigenvector means that it is an eigenvector of U satisfying |V (0) = |V 0 , i.e. at = 0 is is entirely on the right side (this rules out paired eigenvectors, which have components on the left and right sides in the → 0 limit). We can express |V (we shall not explicitly note the dependence) as
where |G has support in G. We then have that
+γ[(−1 + 2 )|0, 1 + 2
If we assume that U |V = λ 0 |V , i.e. that the eigenvalue is independent of , we get three equations relating the four quantities α, β, γ, and δ, and the equation
We can now make use of the fact that
, since the action of U on |0, 1 and |G is unaffected by the hub vertex. Therefore, one can replace U by U 0 on the left-hand side of the above equation, and then take the inner product of Eqs. (15) and (20). This results in the relation, −δλ 0 = γ, which is a fourth equation for our four unknown quantities. Eliminating variables, we find that β, γ, and δ are proportional to α, and
This implies that if λ 2 0 + e iφ = 0, then α = β = γ = δ = 0. Therefore, if the eigenvalue is independent of , and λ 2 0 + e iφ = 0, then the eigenvector is not in contact with the hub.
B. Proof of one direction of Theorem 4
We will prove the following: 
ButŨ 1 is only involved in transmission across the hub, so when c = 0 we find that |V 0 must have some component on both sides. This requires that the λ 0 -eigenspace of U 0 appears on both sides of the hub as well.
C. Lower bound on c
One of the factors determining how many steps a search will take is the size of c, which for a star graph is √ 2| 1, 0|R 0 |, and |R 0 is a right-side active eigenvector. The number of steps is inversely proportional to c, so if c is small, the search will require many steps. We can put a lower bound on c in terms of the number of edges in the graph G. Let d be the number of right-side active eigenvectors, {|R n | n = 1, 2, . . . d}. We have that
because only the active eigenvectors have an overlap with |1, 0 . This implies that at least one of the terms in the sum is greater than or equal to 1/d, and d cannot be any larger than the dimension of the right-side subspace, which is 2E + 2, where E is the number of edges in G. Therefore, there is an active eigenvector for which
