Crude closure algorithms based on equilibrium large scale statistical theories involving only a few constraints are developed here. These algorithms involve the nonlinear evolution of either a single parameter, the energy, for dynamic closure based on equilibrium energy-enstrophy statistical theory, or two parameters, the energy and circulation, for crude dynamic closure based on the equilibrium point vortex statistical theory. The crude closure algorithms are tested systematically through numerical experiments with the Navier-Stokes equations in two dimensions on a rectangular domain with stress-free boundary conditions and strong small scale forcing at moderately large Reynolds numbers. A series of successively more stringent tests is devised with conditions ranging from freely decaying flows to spin-up from rest by random forcing with like signed vortices, and finally to random forcing by vortices with alternating or opposite signs. Comparison of standard spectral simulations with crude dynamic closure based on the two-parameter theory yields at most 5% velocity errors for all of these examples. The velocity errors can be as large as 10% for the one-parameter closure theory but are often comparable to those obtained with the two-parameter closure. The results of numerical experiments with Ekman drag are also discussed here. © 1997 American Institute of Physics.
I. INTRODUCTION
An important practical issue for modeling fluid flows which exhibit organized large scale structures, such as geophysical flows in a wide variety of circumstances, 1,2 involves the development of crude closure models. Such crude closure dynamics should quantitatively capture evolving nonlinear large scale behavior with reasonable accuracy via the evolution of a small number of parameters.
Here we propose and develop crude closure dynamics based on equilibrium large scale statistical theories involving only a few constraints. The algorithms for these crude closure dynamics are motivated by a recent analytical and numerical study by Majda and Holen 3 and are developed in Sec. II. They involve the nonlinear evolution of either a single parameter, the energy, for dynamic closure based on equilibrium energy-enstrophy statistical theory, [4] [5] [6] or two parameters, the energy and circulation, for crude dynamic closure based on the equilibrium point vortex statistical theory. [7] [8] [9] [10] These crude dynamic closure algorithms are designed in Sec. II through enforcing the following two assumptions:
͑1͒ All dissipation of energy and circulation occurs in the large scale statistical flow. ͑2͒ The effect of small scale forcing is to instantaneously change the large scale statistical structure to a new large scale statistical structure with an adjusted energy and circulation.
We do not consider crude dynamic closure algorithms here which are based on the more recent equilibrium statistical theories involving many conserved quantitites 11, 12 for two reasons. First, the rigorous theory from Sec. II of Majda and Holen 3 establishes that large scale statistical macrostates of these theories preserve only the energy, the circulation, and perhaps the extrema of the typical microstate vorticity; this fact suggests that, in some contexts, utilizing only a few judicious constraints might be simpler and more appropriate. Second, we strongly damp and drive the fluid flows in our study here so that such higher order equilibrium statistical information based on inviscid dynamics is rapidly lost in time.
In Sec. III, we test the crude dynamic closure theory developed in Sec. II on solutions of the Navier-Stokes equations in two dimensions defined on a rectangular domain with stress-free boundary conditions and with strong small scale forcing at moderately large Reynolds numbers. We test the crude dynamic closure algorithms under increasingly stringent conditions ranging from freely decaying flows to spin-up from rest by random forcing with like signed vortices, and finally to random forcing by vortices with alternating or opposite sign. We compare standard 128 2 spectral code numerical simulations with crude dynamic closure based on only two evolving parameters in the point vortex theory, or based on a single evolving parameter in the energy-enstrophy theory. Through this wide range of simulations the velocity is computed accurately by the twoparameter crude closure theory within roughly 5% errors. The single-parameter dynamic closure based on the energyenstrophy theory yields somewhat larger velocity errors on the order of 10%-15% for decaying flows or forced flows with alternating sign vortices, but yields comparable errors as the two-parameter closure theory in the case with spin-up through random forcing.
In Sec. IV, we summarize the utility of the crude closure dynamics in a study analogous to that presented in Sec. III, but with Newtonian viscosity replaced by Ekman drag dissipation. Since Newtonian viscosity selectively dissipates smaller length scales while drag dissipation is scale independent, the assumptions in ͑1͒ and ͑2͒ in devising crude closure dynamics are more questionable in this context. Furthermore, there are rigorous analytical reasons developed in Sec. III of Majda and Holen, 3 which establish that for purely decaying flows, strong Ekman drag dissipation prevents the sufficient large scale mixing necessary for utilizing evolving crude statistical dynamics. Despite the potential shortcomings, we find that with drag dissipation, the crude dynamic closure theory based upon two parameters yields velocities that are accurate within 10%-20% for all the test problems studied previously in Sec. III. On the other hand, the crude dynamic closure utilizing a single parameter from energy-enstrophy statistical theory has larger velocity errors of the order of 30%-40% for some cases studied here.
II. CRUDE CLOSURE DYNAMICS
We consider the barotropic fluid equations with damping and driving in a two-dimensional region ⍀ with stress-free boundary conditions. Let v denote the velocity and the vorticity of the fluid. To incorporate dissipative effects we consider two mechanisms: Newtonian viscosity and Ekman drag. With Newtonian viscosity, Ͼ0, the barotropic fluid equations reduce to the vorticity formulation of the twodimensional incompressible Navier-Stokes equations:
With Ekman drag, dϾ0, the dynamic evolution of is governed by
Here the velocity v and the vorticity are related to the stream function by ϭ⌬, ͑3͒
͑4͒
The forcing F is chosen to mimic a random bombardment of the flow with localized vortices of radius r,
͑5͒
At any time t the energy E and the circulation ⌫ are given by
A crucial difference between the two types of dissipation considered is that Ekman drag dissipates energy at all scales equally, whereas Newtonian viscosity dissipates much more strongly at the smaller scales. For simplicity in exposition and for the applications in Secs. III and IV below, we specialize the region ⍀ to the torus T 2 , which is 2 periodic in each direction. In addition, we restrict ourselves to flows with symmetries, that is where the stream function has the restricted Fourier expansion ͑x,y,t͒ϭ ͚
In fact, these flows are equivalent to flows in the square ᮀϭ͑0,͒ϫ͑0,͒ with free-slip boundary conditions on the sides of the square. Given a small set of constraints, such as the energy and the circulation, what is the most probable flow configuration, *, at statistical equilibrium? The energy-enstrophy statistical theory [4] [5] [6] defines the macrostate * using a single parameter, the energy, whereas the point vortex statistical theory [7] [8] [9] [10] requires both the energy and the circulation. Both statistical theories yield * and * as the solution of a nonlinear elliptic equation in ⍀, *ϭ f ͑ *;E,⌫ ͒, ͑9͒
where f ϭ f (*;E) in the case of the energy-enstrophy theory.
In the case of flows on T 2 , the macrostates given by the energy-enstrophy theory reduce to the ground state eigenfunctions of the Laplacian, ⌬*ϭϪ*. ͑10͒
Due to the symmetry constraint ͑8͒ the macrostates of the energy-enstrophy statistical theory are the Taylor vortices,
where A is any parameter. Here there are two ground states for a given energy with coefficient ϮA and the uniqueness is enforced by the sign of the circulation. The statistical theory of point vortices in the periodic setting leads to the familiar Sinh-Poisson equation,
where the parameters b and c are Lagrange multipliers and are uniquely determined by E and ⌫. The analytic expressions for the solution of the Sinh-Poisson equation in this special periodic setting are described in Sec. II B.
An examination of the forcing function written in ͑5͒ and utilized in Secs. III and IV reveals that the force involves the addition of a single equal strength smoothed point vortex at each time t j ; this is precisely consistent with the mathematically rigorous statistical mechanics limit in dilute vortex gases established for this method. 10 It is an interesting issue whether similar performance, as we achieved in Sec. III for crude closure obtained by the point vortex theory, could also be achieved by utilizing a similar crude closure based on some of the other two-constraint statistical theories. 5, 6, 13 The situation described in Sec. III B ͑shown in Figs. 4, 5, and 6, where a strong core vortex develops͒ is a particularly interesting test case.
A. Description of the crude closure dynamics
In this section we investigate whether the two equilibrium statistical theories briefly outlined above can be used to define crude closure dynamics for time-dependent flows in a nonequilibrium forced regime. In other words, can we construct an algorithm which predicts the temporal evolution of bulk features of the flow, such as the energy and the circulation, using only the statistical macrostates and without solving the flow equations?
Let us assume that the flow is initially at statistical equilibrium, which is completely defined by its energy and possibly its circulation. As time progresses, the flow evolves under the constant action of small scale forcing and dissipation. This is where the two assumptions we made in Sec. I are crucial. With the addition of every new localized vortex, the energy and circulation slightly change, thereby forcing the large scale flow into a new statistical state with adjusted energy and circulation. Next, due to dissipation, the energy and circulation decrease; again we estimate that decline by assuming that all dissipation occurs in the large scales of the flow. This strategy will enable us to devise a crude closure algorithm, which captures the large scale behavior of the damped and driven flow only by tracking the energy and possibly the circulation, without actually solving the fluid equations.
As the flow evolves under the constant bombardment with localized vortices, it alternates between two extreme flow regimes: a phase of applied forcing and a phase of pure decay. We begin with the addition of a single vortex at t ϭt to the current approximate state of the flow. Let t Ϫ denote the instant just before and t ϩ the instant right after the event. Then
How much do E and ⌫ increase in time from adding a vortex at t? By using ͑13͒ and ͑14͒ in ͑6͒ and ͑7͒, we immediately obtain
and
Since , , and are explicitly known, we can evaluate the right-hand sides of ͑15͒ and ͑16͒ to update the energy and the circulation. These new values of E and ⌫ define the new state of the approximate solution via Eq. ͑9͒, which depends on the statistical theory considered. Next, we let ⌬t denote the time interval between forcing by two successive random vortices. Given the approximate solution at tϭt ϩ , we need to determine the evolution of the approximate dynamics during the decay phase, t ϩ рt Ͻtϩ⌬t, up to the instant just before adding the next localized vortex, tϭtϩ⌬t. To do so, we must determine the change in energy and circulation in a situation without forcing.
In the case of Ekman drag it is straightforward to derive exact expressions for the evolution of the energy and the circulation in a situation of pure decay,
E͑t ͒ϭe
Ϫ2d⌬t E͑t ϩ ͒, ͑17͒ ⌫͑t ͒ϭe Ϫd⌬t ⌫͑t ϩ ͒, t ϩ рtϽtϩ⌬t. ͑18͒
By applying ͑17͒ and ͑18͒ at tϭ(tϩ⌬t) Ϫ , we obtain the new values of E and ⌫. This defines the new approximate dynamics solution through Eq. ͑9͒ and completes the crude dynamics closure for Ekman drag. In the case of Newtonian dissipation, we do not have simple exact expressions that describe the evolution of E and ⌫. Thus we need to estimate the change in E and ⌫ over the decay phase, t ϩ рtϽtϩ⌬t by using an approximate solution of ͑2͒ with Fϭ0. To do so, we approximate the vorticity by the first order term in the Taylor series expansion,
͑19͒
We remark that higher order or Padé approximations also can be used, but our results below in Sec. III indicate that these more sophisticated approximations are not needed. Since solves Eq. ͑9͒, the nonlinear terms in Eq. ͑2͒ vanish at tϭt ϩ , and we obtain
Here Ē and ⌫ denote the ͑fixed͒ energy and circulation associated with at tϭt ϩ via ͑9͒. We introduce Eq. ͑20͒ into Eq. ͑19͒, which yields
The accuracy of this approximation mainly depends on the size of (tϪt ). By using from Eq. ͑21͒, we calculate the approximate change in Ē and ⌫. The approximate new value of the circulation, ⌫(t), is
To compute the change in E, we recall that
Next we integrate Eq. ͑23͒ in time over ͓t ϩ ,tϩ⌬t), with replaced by , and use Eq. ͑21͒ to evaluate the integral explicitly. This yields the approximate new value of the energy, Ē(t),
Finally, we set tϭ(tϩ⌬t) Ϫ in Eq. ͑24͒ to update Ē and ⌫, which completes the crude dynamics closure for the barotropic fluid equations with Newtonian dissipation. We emphasize that the formulas derived above, which define the crude closure dynamics, track the energy and circulation only approximately. Indeed, whether for Ekman drag or for Newtonian dissipation, the interaction between the current state of the flow and the newly added localized vortex is computed only approximately; it cannot be calculated exactly without explicit knowledge of the exact solution to the flow equations. However, in the case of Ekman drag without external forcing, and only in this special case, do the crude dynamics follow the evolution of E and ⌫ exactly. For the sake of clarity, we summarize the crude closure algorithm below.
Crude closure algorithm
͑0͒ At tϭ0 match Ē and ⌫ with the energy and circulation of the initial conditions. By Eq. ͑9͒ this defines the initial approximate statistical state .
͑1͒ Let Ē Ϫ and ⌫ Ϫ denote the current approximate values of the energy and the circulation, which define the statistical state ϭ f (;Ē Ϫ ,⌫ Ϫ ) at tϭt Ϫ . Compute the change in Ē and ⌫ due to the addition of a localized vortex ,
This defines the new statistical state at tϭt ϩ via ϭ f (;Ē ϩ ,⌫ ϩ ).
͑2͒
Compute the change in Ē and ⌫ during pure decay, tϽtϽtϩ⌬t.
For Ekman drag,
For Newtonian dissipation,
This defines the new statistical state at tϭtϩ⌬t.
͑3͒ Return to ͑1͒.
We emphasize that for given initial values of the energy and the circulation, the crude closure algorithm marches in time independently and without any knowledge of the solution of Eqs. ͑1͒ or ͑2͒. It only requires knowledge of the applied external forcing and of the dissipation coefficient. How close are the statistical states to the exact solution? How well does the closure algorithm track the energy and the circulation of the time-dependent evolving flow? To answer these questions, we shall compare the exact solution with two types of approximate statistical states. On one hand, we shall verify the consistency of the equilibrium statistical theories in a nonequilibrium regime simply by matching the instantaneous exact energy E and circulation ⌫ of the flow. Thus given the exact computed values of E and ⌫, we can compare the statistical state *ϭ f (*;E,⌫) with the exact solution . On the other hand, we shall measure the accuracy of the crude dynamics closure by comparing the approximate statistical state , defined above by the crude dynamics algorithm, with the exact solution . Although one might initially be lead to believe that the statistical macrostates obtained by matching E and ⌫ to those of the exact solution would give much better results, we will provide ample numerical evidence that this is not so. On the contrary, because the evolution of bulk features in the flow, such as the energy and circulation, will prove to be remarkably wellpredicted, even under harshest conditions, both the accuracy of the crude closure and the consistency procedure tend to agree extremely well; in fact, it is usually quite difficult to distinguish between them in any given situation.
To verify the consistency of the equilibrium statistical theory, we need to compare in a quantitative fashion how close the instantaneous vorticity and its corresponding stream function come to satisfying Eq. ͑9͒. We introduce the correlation function of f and g
where ( f ,g) denotes the L 2 -inner product on ⍀ and ʈ f ʈ 2 its corresponding L 2 -norm. We recall that the correlation satisfies 0рCorr( f ,g)р1 and that the correlation is zero if and only if f and g are collinear; that is, Both error measures quantify the relative closeness of the statistical state or * to the exact solution. Since we are strongly perturbing the flow with random localized vortices, we expect larger errors in the vorticity. Indeed Eq. ͑31͒ is a very tough measure of the relative closeness between the two solutions of Eqs. ͑1͒ and ͑2͒ with random forcing, in particular with Ekman drag when there is no inherent disspative mechanism to remove small scales in the flow.
B. Numerical method
We solve Eqs. ͑1͒ and ͑2͒ numerically on a 2-periodic domain with a pseudo-spectral method. This involves computing vϭٌ Ќ and ٌ in Fourier space, with an exponential filter for dealiasing high frequencies, and then computing the product v•ٌ in physical space. The numerical scheme proceeds in time using an explicit fourth order Runge-Kutta method with adaptive time stepping to ensure stability as the flow accelerates. As the flow decelerates, however, we keep the time step ␦t at least 10 times smaller than the time interval ⌬t between two subsequent localized vortices. For simplicity, we set the time step in the Taylor approximation ͑19͒ equal to the time step of the Runge-Kutta scheme.
While we cannot claim that there is detailed numerical resolution for the smallest vortices in the computations, their effect on the large scale features of the flow nevertheless is negligible for the computations presented here. Indeed, as shown in Fig. 1 for the flow configuration described in detail in Sec. III A, the two key parameters that define the crude closure dynamics, the energy and the circulation, hardly change as we either coarsen or further refine the computational grid.
Random forcing
The evolution of the dynamics is dictated by the external forcing F and is chosen to mimic a random ''bombardment'' of the flow with smoothed small scale vortices,
͑33͒
The smoothed small scale vortex is added at the random location x j and has support in a disk of radius r j ,
The random locations x j are uniformly distributed inside ⍀ within a narrow margin along the boundary. The radii r j of the vortex patches vary randomly between 4⌬x and 8⌬x, where ⌬xϭ2/128 is the mesh size. We approximate the temporal delta functions in Eq. ͑33͒ by the large constant value 1/␦t over the time interval, t j рtрt j ϩ␦t, where ␦t is the current step size. In all calculations the amplitude ͉A͉ of the added vortices remained constant for all time, yet we allow for a sign change of A. The value of A is either equal to one or to a percentage of the maximal vorticity of the initial flow configuration. Unless the forcing is identically zero, the time interval between two subsequent vortices remained constant and equal to ⌬tϭ0.1 in all computations.
Explicit solutions of the Sinh-Poisson equation
To The parameter cϭc(k) is defined for 0рkр1/ͱ2,
where K (k) is the complete elliptic integral of the first kind. The exact solution is
where
with cn, the Jacobi cnoidal function. These exact solutions are special cases of those derived by Ting, Chen, and Lee.
14 By construction, these flows satisfy the symmetry conditions in ͑8͒, so that these formulas define exact steady solutions for flow on the square ᮀ. We obtain a two-parameter family of exact solutions by rescaling Eq. ͑38͒, which leads to the following important relations:
All of the above solutions c,b have the same symmetries as the Taylor vortices ͑10͒.
The two-parameter family of explicit solutions ͑41͒ is used to parametrize the macrostates of the point vortex statistical theory for periodic flows with symmetries, subject to the two-parameter family of energy and circulation constraints. For a given energy E* and circulation ⌫*, how do we determine c,b such that E͓ c,b ͔ϭE* and ⌫͓ c,b ͔ ϭ⌫*? During a preprocessing step we store the graphs of E͓ c,1 ͔ and ⌫͓ c,1 ͔ versus c at a number of sample locations in the interval ͓0,2͔. Then for each sample bc͓0,2͔, we compute b by using Eq. ͑42͒,
͑44͒
This immediately yields ⌫( c,b ) through Eq. ͑43͒, which is compared to ⌫*. The correct values for b and c are then given by the sample for which ⌫͓ c,b ͔ is closest to ⌫*. We note that this simple and cheap one-dimensional searching procedure matches the energy exactly but the circulation up to a small error, ͉⌫͓ c,b ͔Ϫ⌫*͉, which can be made arbitrarily small.
The Sinh-Poisson solution, which we will use in Secs. III and IV as initial condition for our numerical experiments, is defined by kϭ0.79; this leads to a tightly concentrated vortex with ͉͉ max Ӎ21.1 and ͉v͉ max Ӎ3.8. 
III. NEWTONIAN DISSIPATION
We shall now submit the crude dynamics closure derived in Sec. II for the Navier-Stokes equations ͑2͒ to a series of successively more stringent tests. The large scale Reynolds number, Re, is defined as Reϭ 2͉v͉ max . ͑45͒
A. Decaying flow
We begin with a purely decaying situation and set F ϭ0 in ͑2͒. Akin to the test cases studied in Majda and Holen, 3 we set the initial data to be a perturbed state of a solution to the Sinh-Poisson equation, which respects the symmetries ͑8͒. The perturbation in each quadrant consists of six random vortices of amplitude equal to 50% of the maximum vorticity of the underlying Sinh-Poisson flow. The initial maximal velocity and vorticity are ͉v͉ max Ӎ3.8 and ͉͉ max Ӎ21.1, respectively. Six random vortex patches, three clockwise and three counterclockwise, with fixed amplitude ͉A͉ϭ͉͉ max /2, are superimposed over the initial state. With the viscosity set to ϭ0.001, the initial Reynolds number is about Reϭ25 000. Figure 2 depicts selected snapshots of the vorticity at times tϭ0, 1, 5, 10, 20, 100 . The small scale vortices, entrained by the large background vortex, interact and merge rapidly to form a large vortex, which spreads to the boundary of the domain. Hence Fig. 2 confirms qualitatively the theory of selective decay ͑see Majda and Holen 3 ͒, which predicts the emergence of a Taylor vortex as the long-time solution of the 2-D Navier-Stokes equations in a periodic geometry with symmetries.
In Fig. 3 , we compare the numerical solution with the approximate solutions defined by statistical theories. The upper two frames show the relative errors in the macrostates *, obtained by matching the values of the energy and circulation with those of the exact solution. The Sinh-Poisson statistical states greatly outperform the Taylor vortices, with relative errors in the velocity of about 3% for the former and 15% for the latter. As expected, the errors in the vorticity are substantially larger, about twice as big as the relative errors in v. The graph of the correlation immediately supports this evidence, as the exact solution correlates very rapidly with a Sinh-Poisson macrostate; the correlation with a Taylor vortex, however, is fairly poor and around 0.1, which is at least one order of magnitude larger than the correlation with the Sinh-Poisson solution. Next, we explore the accuracy of the approximate solution determined by the crude closure algorithm. In the lower two frames, the exact and approximate values for the energy, E and Ē, and for the circulation, ⌫ and ⌫, are shown. The two curves in each frame can barely be distinguished from each other, which demonstrates that the crude closure dynamics follow the evolution of the exact solution remarkably well. We recall that the crude closure dynamics evolve independently and without knowledge of the numerical solution, once the energy and circulation of the initial state have been matched at tϭ0. Surprisingly the energy of the statistical states, determined by the crude closure algorithm using the energy-enstrophy theory, also follows the energy of the exact solution with an error of at most 5%, despite the rather poor correlation. Since the statistical states are completely determined by the values of Ē and ⌫, which track the exact energy and circulation within just a few percent, the relative L 2 -errors of the macrostates obtained via the crude closure dynamics essentially coincide with the curves shown in the top two frames, and hence we omit showing them. Thus solving the flow equations numerically provides but little extra information for bulk features of the flow.
B. Spin-up of large vortex
Here we consider a numerical experiment radically different from the previous one. Initially at rest, the flow is bombarded with localized vortices of like negative sign and constant amplitude ͉A͉ϭ1. What is the statistical quasiequilibrium state for large times with damping and driving?
In our first calculation we set ϭ0.01, so that equilibrium was reached at tӍ200, with a final Reynolds number close to 4500. Initially we simply set both Ē and ⌫ to zero. Figure 4 depicts snapshots of the vorticity at initial and later stages in the computation, tϭ1, 5, 10, 25, 50, 250 . The initial stages of the flow are strongly perturbed and incoherent, yet with time a vortical super-structure emerges from the turbulent flow with the vorticity concentrated in the center of the square. In Fig. 5 we see the huge increase in energy from 0 up to approximately 130, as the flow accelerates due to the incessant bombardment with small vortices. The circulation, negative since the vortex rotates clockwise, decreases from 0 down to Ϫ50. The two middle frames in Fig. 5 display the error in velocity and vorticity using the macrostates obtained by matching the energy and enstrophy of the exact numerical solution. The relative errors, quite large during the initial stages, rapidly decrease and reach remarkably small values, 3% for the velocity and 6% for the vorticity. In contrast to the computation performed in the previous calculation, the point-vortex and the energy-enstrophy theories yield comparable results in this situation, with large-time correlations of about 0.001 and 0.002, respectively.
Next we address the remaining crucial issue: is the crude dynamics algorithm able to bridge over the initial chaotic stages of the flow and predict the bulk features of the emerging super-vortex? Surprisingly, the answer to this question is yes. Indeed in the lower two frames in Fig. 5 , the errors in velocity and vorticity, obtained with the crude closure algorithm using the point-vortex statistical theory, are barely larger than those obtained from the simple matching procedure. The behavior of the crude closure dynamics using the energy-enstrophy theory is almost identical to that of the point-vortex theory with identical relative L 2 -errors.
How much do the results depend on the Reynolds number, and in particular how well do the crude closure dynamics approximate the true solution for large Reynolds number? We set ϭ0.001 and run the simulation up to tϭ1000-until that time 10 000 random vortices have been added. Again under the constant bombardment with random like signed vortices, the flow undergoes a transient incoherent stage until a large vortex emerges and completely fills the square. In Fig. 6 we see the huge increase in the vorticity up to 125, while the large scale Reynolds number at tϭ1000 is close to 365,000. Beyond the initial perturbed flow configurations, the emerging vortex correlates extremely well-the correlation is smaller than 0.003-with both statistical states. In the lower two frames of Fig. 6 , we see the remarkable perfor- 
C. Forcing by alternating or opposite signed vortices
Here we attempt to explore the limits of the statistical theory by increasing the intensity of the external forcing. First, we will bombard the large scale vortex with localized vortices of opposite sign to destroy the initially coherent structure and force the flow into a transient incoherent regime. Again we will see that the crude closure algorithm is able to bridge this chaotic state and predict the emergence of the new vortical super-structure with opposite sign. Second, we will force the flow out of its statistical state by strongly perturbing it with random localized vortices of alternating sign, and test the performance of the crude closure algorithm as we increase the intensity in the bombardment.
In Fig. 7 we display snapshots at selected times t ϭ0,10,20,30,40,50, of the vorticity, as we bombard the initial Sinh-Poisson state with small vortices of opposite sign and constant amplitude ͉A͉ϭ1. Here the initial maximal velocity was about 3.8 and ϭ0.01, leading to a Reynolds number ReӍ2500. The large vortex structure, initially rotating clockwise, begins to desintegrate and is completely destroyed by tϭ20. Under the incessant action of the external forcing, the flow lingers in an incoherent intermediate state, reverses its direction, and slowly starts to rebuild a large vortical structure with opposite sign. The graph of the circulation, shown in Fig. 8, clearly demonstrates the change of direction in rotation as the circulation goes through zero. Since the macrostates of the energy-enstrophy theory are only defined up to a sign, we had to impose the change in sign of the circulation in the exact solution in Eq. ͑10͒. In that same frame we display the evolution of the circulation predicted by the crude closure algorithm using the pointvortex statistical theory: It is difficult to distinguish between the exact and the predicted values, which demonstrates again the remarkable accuracy in the prediction of the crude closure dynamics. In the lower four frames in Fig. 8 , all various error measures of either the velocity or the vorticity display relative errors beyond 100% during the transient stages, where the flow velocity is close to zero and totally incoherent. However, once past the transient stages, the errors in velocity and vorticity are about 5% and 10%, respectively, for either statistical theory, whether we use the matched values of E and ⌫ from the exact solution or the values Ē and ⌫ predicted by the crude closure dynamics. We note the qualitative difference in the initial vortex structure, with a tightly concentrated center, and the later vortex, with tame values in the vorticity spread out up to the boundaries of the square. Thus due to its higher versatility in adapting to various situations, the Sinh-Poisson solution outperforms the Taylor vortices in the initial tightly packed vortex configuration. The comparable performance of both statistical theories in the reconstruction phase corroborates the results in the previous section during the build-up from zero.
Next, we consider the same initial Sinh-Poisson solution, but strongly perturb the flow by vortices with alternating signs and constant amplitude equal to 5% of the initial maximal vorticity. Here the viscous coefficient was set to ϭ0.001, which led to a Reynolds number close to 25 000. Figure 9 depicts the evolution of the flow with snapshots of the vorticity at selected times tϭ0,20,40,60,80,100. In contrast to the behavior during pure decay or build-up from zero, here the vorticity distribution remains tightly packed in the center of the square. In Fig. 10 the correlation with the Taylor vortex is quite poor, around 0.1, versus a correlation around 0.02, obtained using the Sinh-Poisson solution. As a consequence, the errors in velocity obtained with the energyenstrophy statistical theory are quite large, slightly above 20%, when compared with the excellent performance of the crude closure based on the point-vortex theory, which yields relative errors of only 6%. We omit showing the comparison between the exact energy and the evolution predicted by the crude dynamics in the context of the point-vortex theory, as the curves are barely distinguishable. Instead, we graph the evolution of the energy predicted by the crude closure based on the energy-enstrophy theory which, despite its poorer performance, tracks the energy within relative errors below 6%.
Finally, we attempt to push the statistical theory to its limits by repeating the above numerical experiment, yet with the magnitude of the localized vortices augmented to 20% of the maximal initial vorticity. In Fig. 11 we display contours of the vorticity at selected times tϭ0,20,40,60,80,100, which show the perturbed state of the evolving flow as the large scale vortex leaves the center of the square and navigates about the domain while shedding small vortical structures. As to be expected in this violent regime, both statistical theories correlate rather poorly with the evolving flow, and lead to errors over 50% in the velocity and the vorticity. However, the surprising result in Fig. 12 is the ability of the crude closure dynamics to track bulk features of the flow, such as the energy and the circulation, quite accurately despite the poor correlation with the statistical equilibrium states.
IV. DAMPED AND DRIVEN FLOWS WITH EKMAN DRAG
With the strong evidence presented in the previous section for the merit of the crude closure dynamics in damped and driven flows with Newtonian dissipation, it is natural to ask whether a similar behavior can be expected with Ekman drag, which is the typical large scale dissipative mechanism in geophysical flows. The crucial difference between these two types of dissipation is that Ekman drag dissipates energy at all scales equally, whereas Newtonian viscosity dissipates much more strongly at the smaller scales. This clearly violates our initial assumptions in Sec. I. Moreover, Ekman drag does not provide any inherent smoothing mechanism and the flows tend to be quite rough and noisy. Still, we shall refrain from utilizing any type of artificial dissipation-although the exponential filter can be interpreted as a hyperviscosity, its effect is extremely weak and its sole purpose is to guarantee stability of the numerical scheme. By using a finer computational mesh one can postpone but not avoid the issue of underresolution.
In the absence of forcing, the crude closure algorithm tracks the energy and the circulation exactly, since their evolution is fully determined by Eqs. ͑17͒ and ͑18͒. Yet, as pointed out by Majda and Holen, 3 the large-time behavior of solutions with Ekman drag is determined by the finite time behavior of the inviscid Euler equations through a simple change of variables. Thus for moderately large values of d, little statistical mixing occurs and the approximate dynamics fail to replicate the large-time behavior of purely decaying solutions with Ekman drag.
We shall now briefly discuss the results obtained with Ekman drag as we subject the flow to a series of tests similar to that performed in the previous section with random external forcing. We begin with a zero flow situation and bombard the flow with like sign random vortices of constant amplitude ͉A͉ϭ1. We set the Ekman drag coefficient to d ϭ0.01 and initialize the crude closure dynamics with Ēϭ0 and ⌫ϭ0. Again we observe the appearance of a large scale vortical structure emerging from the initially chaotic stages. Figure 13 shows the large increase in vorticity under the incessant action of the external forcing. Despite the rough flow features, the emerging large scale vortex correlates with both statistical macrostates within 0.25, a significant improvement over a situation of pure decay. The relative errors in velocity settle around 10% for large times. Again we observe the same two key features that we found with Newtonian dissipation in Sec. III B. First, the energy-enstrophy and the point-vortex statistical theories perform equally well in a situation of vortex build-up from zero. Second, the crude closure dynamics bridge the initial stages remarkably well and predict the evolution of bulk features such as the energy and enstrophy with such accuracy that the exact and the predicted values cannot be distinguished on the graph.
Next, we consider the initial Sinh-Poisson state with ͉v͉ max Ӎ3.8 and ͉͉ max Ӎ21.1, and strongly perturb the flow by bombarding it with localized vortices of alternate sign and constant amplitude ͉A͉ϭ5%. In Fig. 14 we show the evolution of the maximal vorticity and we note that the flow poorly correlates with the statistical equilibrium states at larger times, yet we note the consistent superior performance of the point-vortex theory. Due to the extremely low Ekman drag coefficient equal to dϭ0.001, the energy barely changes during the numerical experiment. Despite the poor correlation with the instantaneous numerical solution, it is hard to distinguish between the exact energy and the value predicted by the crude closure dynamics based on the point-vortex theory. Even the energy predicted by the crude closure dynamics, based on the energy-enstrophy statistical theory, deviates from the exact value by at most 3%. Therefore, the statistical states determined by the crude closure dynamics essentially coincide with the macrostates obtained by directly matching the energy and circulation of the exact solution. The relative errors in velocity reflect a similar behavior with errors up to 20% for the Sinh-Poisson solutions and slightly below 40% for the Taylor vortices.
V. CONCLUDING DISCUSSION
We have devised crude dynamic closure algorithms based on large scale equilibrium statistical theories with few constraints and have tested these algorithms systematically through comparison with the full numerical solution of successively more stringent test problems. All of these tests demonstrate that the two-parameter dynamic closure algorithm always accurately tracks the evolution of energy and circulation, even in regimes where assumptions ͑1͒ and ͑2͒ of Sec. I are strongly violated. This feature enables the algorithm to compute, as described in the last numerical experiment of Sec. III, through a dynamic transition from two regimes where assumptions ͑1͒ and ͑2͒ are strongly satisfied and restore high accuracy in time. Similar remarks apply for the energy and the single-parameter closure. We found high accuracy within roughly 5% and 10% velocity errors, respectively, for the crude two-parameter and one-parameter closure theories for the situation with Newtonian viscosity and moderately large Reynolds numbers. As expected from the theoretical considerations in Majda and Holen, 3 we found somewhat larger errors for the situation from Sec. IV, where Ekman drag dissipation is utilized instead of numerical viscosity. However, we anticipate improvements in velocity errors for the crude dynamics, which are comparable to the situation with Newtonian viscosity, for dissipation mechanisms which involve a sum of Ekman drag dissipation and higher order hyperviscosity so that scale selective dissipation takes place. The authors are currently studying this issue.
Given the encouraging results presented in this paper involving crude dynamical closure modeling based on large scale statistical theory, it is important to point out some limitations of the approach. The most important limitation involves the requirement of strong mixing or ergodicity of the flow field. This issue was circumvented here through the use of a simple rectangular geometry and small scale random forcing with an essentially uniform distribution of locations on the square and also by considering perturbations of large scale statistical states as initial data. For more realistic geophysical flows involving the ␤-effect, topography, and large scale forcing, distinct mixing regions can emerge through a combination of these effects. 2, 15, 16 It is very interesting to devise crude dynamics based on statistical theories which can account for these new physical effects. The authors are currently pursuing these issues and will report on them elsewhere in the near future.
Recently other closure theories have been developed from different statistical considerations and applied to the situation of pure decay. 17, 18 It would be interesting to compare these methods with the crude closure algorithms derived here in the context of damped and driven flows. In contrast to these closure procedures, the crude closure dynamics algorithm developed in Sec. II does not involve any ad hoc treatment of the small scales. 
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