ABSTRACT The cyber-physical-social (CPS) computing and networking is a human centric and holistic computing framework which needs to convert the low-level data of physical, cyber, and social worlds into higher level information which can provide insights and help humans make complex decisions. Here, we focus on human fishing behavior recognition for vessel monitoring systems (VMS), an application of CPS. And the recognition of fishing behavior is the key task for studying human fishing activities, monitoring illegal fishing, and protecting fishery resources. However, VMS data basically consist of sequentially recorded position information and do not directly indicate whether a fisherman is fishing or not; thus, converting these low-level CPS data into intuitive information to humans is the primary task. In this paper, an identification model based on multi-step clustering algorithm (MSC-FBI) is proposed to automatically learn and discover fishing behaviors at sea. First, a temporal-spatial distance model is established; then, an improved multi-step clustering algorithm is used to identify human fishing behaviors, and finally, the patterns of different behaviors are extracted from the trajectory, and the unsupervised behavior learning model is established. Using this method, many experiments on different fishing trajectory data were implemented and compared with a traditional identification method based on the Gaussian mixture model (GMM-FBI). The experimental results illustrate the proposed model's superior performance.
I. INTRODUCTION
VMS is an intelligent maritime transportation CyberPhysical-social Systems [1] , [2] , which combines the physical devices, cyber systems and social networks to provide fishing vessel navigation, safety rescue, fishery production and maritime monitoring services. As a large number of fishing vessels are equipped with positioning terminals, vast trajectory data has been generated. But VMS data basically consist of sequentially recorded position information and do not directly indicate whether a fisherman is fishing or not.
And those multi-modal data generated by heterogeneous sensors bring new challenges for human fishing event monitoring [3] . In addition, discovering human fishing behaviours accurately and efficiently is important to fisheries scientist, policy-makers and fishermen [4] . Because the technology of discovering human fishing behaviours from vessel trajectory is not only fundamental for studying the dynamic distribution of fishery resources and the impact of human fishing activities on marine environment, but it is also a key element for policymakers to fight against illegal fishing activities and introduce new fishing protected Areas. For fishermen, they may tend to learn about the fishing intensity of each area to make efficient fishing plans.
Nowadays, it is easier for people to share and obtain useful fishing information through CPS system than ever before. And recognizing human fishing behaviors based on trajectory is a main category of CPS computing which convert lowlevel trajectory data into some familiar, accessible, and understandable information to humans. Therefore, this cyber-social system has a great influence over individuals fishing decision and behavior. The CPS Computing [5] , [6] for VMS is shown in Fig. 1 . 1) The physical component mainly includes positioning sensors and communication devices. They are mainly responsible for collecting the location, direction, and environmental information in real time.
2) The cyber component is a cognitive information framework which is used to provide the data representation, resource management, and intelligent service [7] . 3) The social component is a logical architecture, which includes human activities and relationship. 4) The CPS computing takes a holistic view of data, information and knowledge from the CPS worlds for integrating, analyzing, computing, and provides contextually relevant abstractions to humans [8] , [9] . The human fishing behavior recognition method is important for the real-time monitoring of human fishing behavior [10] , [11] , discovery of fishing grounds, the estimation of fishing efforts [12] , and the management of fishery resources. In illegal fishing monitoring, it is necessary to first identify the fishing activities and then determine whether the behavior is illegal by calculating whether the current position of the vessel is in a restricted fishing area [13] . To discover fishing grounds, the hot areas for fishing activities can be calculated by analysing the trajectories of all of the fishing vessels; then, fishing hotspot areas can be identified as fishing grounds [14] . For fishery resource management, foreign countries have calculated the fishing frequency and efforts from VMS data to prevent overfishing [15] , [16] . Although the purpose varies, the recognition of human fishing behaviors from trajectories is a constant key issue.
In this paper, we propose an identification model based on multi-step clustering algorithm to automatically learn and discover human fishing behaviors at sea in intelligent maritime transportation Cyber-Physical-Social Systems. The main contributions of this paper include the following: (1) a temporal-spatial distance model of the track point is established in consideration of the temporal-spatial characteristics, velocity and direction; (2) an automatic identification method of human fishing behavior based on unsupervised machine learning algorithm is proposed; (3) a fishing behavior learning model is built that can automatically learn from the clustering results and identify the fishing behavior online.
The remainder of this paper is organized as follows: In Section II, we provide a literature review of fishing behavior identification methods based on trajectory data. In Section III, an identification model based on a multi-step clustering algorithm is introduced in detail, and the behavior learning model is built. In Section IV, the performance of the MSC-FBI algorithm is verified by comparison experiments. Finally, we conclude this paper in Section V.
II. RELATED WORK
The trajectory data of Beidou VMS does not indicate the information of human fishing behavior directly. Currently, classical methods to analyse fishing efforts are based on data derived from fishing vessel records (log-books) [17] . However, the log-book-based method has two drawbacks. On one hand, the log-books are recorded manually, and some records of the fishing activity are omitted. On the other hand, the fishing efforts are often recorded as days and reported at the scale of the ICES rectangle (30 in latitude and 1 degree) [18] . Therefore, the study of fishing behavior recognition based on trajectory data has attracted the attention of scholars. Previous studies on human fishing behavior identification mainly include velocity distribution based methods [4] , [15] , [19] , [20] , probability based methods [18] , [21] and others [22] , [23] .
A. THE VELOCITY-BASED METHOD
The traditional method of identifying fishing behavior is based primarily on the distribution of fishing vessel speeds. During a trip, the speed of a fishing vessel changes with its behaviour. Usually, vessels travel more slowly while fishing, and faster when steaming. In addition, the speed of a fishing boat is mainly affected by waves when stopping and usually is not more than 2 knots. Therefore, the speed-based method is also known as an empirical method, which mainly relies on the experience of fishermen during the fishing process. A speed distribution during a voyage is shown in Fig. 2 .
Speed-based fishing behavior identification method is a classic method, and many scholars have performed research based on this method. VMStools is an open-source software package built using the freeware environment R. This tool first obtains the speed thresholds for the different behaviors by analysing the VMS location data and the log-book data; then, it divides the trajectory points into three categories based on the thresholds [15] . Different vessels have different speed thresholds [19] . To study the fishing behavior of all vessels, Shengmao Zhang first determined the upper and lower limits of the speed threshold for the fishing behavior and then found the appropriate upper and lower thresholds of fishing speeds for all fishing vessels [20] . Based on the characteristics of the velocity distributions, Michele Vespe et al. proposed a fishing behavior identification method based on a Gaussian mixture model (GMM-FBI). This method first determines the thresholds of different behaviors using the Gaussian mixture model, after which the trajectory points are classified as stopping, fishing and steaming [4] .
Although the velocity distribution based method is simple and effective, it is based on two assumptions: (1) vessels steaming mostly follow a straight line at a high speed, while vessels fishing are characterized by a more erratic trajectory and low speed; (2) the speed distributions that characterize the different behavioural states must be specified a priori [18] . However, the speed distribution does not always obey the same distribution, and the velocity distributions during different periods might not be identical; thus, this method performs poorly when a vessel's speed does not obey the priori distribution.
B. THE PROBABILITY-BASED METHOD
The probability-based method mainly recognizes the behavior at a VMS tracking point by determining the conversion probability between the various behaviors of the fishing vessel, as shown in Fig. 3 . The Hidden Markov Model (HMM) [24] , [25] is a widely used probability-based method that relies on a probabilistic interpretation of the VMS data to model a vessel's activity.
The methods based on the Hidden Markov Model have wide applications for identifying moving object behaviors. Based on the changes in the fishing vessel speeds, D. L. Borchers established an HMM to predict the state of a fishing vessel [21] , but it was unclear whether this method performed better than a simple speed rule [26] . Youen Vermarda et al. proposed the Bayesian hierarchical modelling framework as a general template to analyse fishing vessel trajectories from VMS data and then identified different behaviors of the fishing process [18] .
Although these probability-based methods are robust and unaffected by the velocity distribution, they still have two disadvantages: (1) they require a sufficient amount of labelled data to train the model [22] ; (2) they use only the current state of the fishing vessel to predict its next state without considering the temporal and spatial relationships of fishing trajectories.
C. THE OTHER IDENTIFICATION METHODS
In addition, some other trajectory-based fishing behavior identification methods have been proposed that mainly include mathematical morphology (MM) recognition methods and clustering-based methods. Yuan Zong et al. used mathematical morphology [27] to recognize fishing activity area where the trace presents as a zigzagging, meandering pattern through a series of dilation and erosion operations [22] . Although this method is simple, it treats the trajectory overlap areas as the fishing areas, and the results are not accurate.
The clustering-based methods usually take the trajectory segment that corresponds to the fishing activity as a stop and identify the fishing activity by detecting the stops in the trajectory. In the trajectory of a moving object, a stop is the state in which the object is still or has wandered over a long period of time. Ashbrookhe Starner identifies the stop behavior by defining the track points at which the velocity is close to 0 as stops [28] , [29] . Fabio Mazzarella recognizes the stops of a fishing vessel trajectory by considering changes in speed and direction and then extracts all of the stops in the trajectory based on the clustering method [23] .However, these clustering-based methods do consider the spatial characteristics of the trajectory, nor do they consider the sustainability of fishing activities. For example, in a very short period, the speed and direction can change substantially, but the behavior does not.
III. THE BEHAVIOR LEARNING MODEL
Many scholars have conducted research based on the changes in a vessel's speed and direction while neglecting the temporal-spatial characteristics of the trajectory collected by positioning sensors. The behavior of fishing vessels is continuous; in other words, the fishing vessel behavior tends to remain the same for a short period of time. In addition, from a spatial viewpoint, the trajectory should be divided into trajectory segments that have the same behaviour. And different behaviors have different characteristics. Therefore, this paper proposes an identification model based on multistep clustering algorithm that considers both the temporal and spatial characteristics of trajectory points. In addition, this fishing behavior learning model can automatically learn the patterns of different fishing behaviors from the results of MSC-FBI clustering and then achieve online discrimination of fishing behaviors.
In this section the temporal-spatial distance model is established based on the characteristics of the fishing trajectory first. Then, a fishing behavior identification algorithm based on multi-step clustering is proposed. Finally, the fishing behavior learning model based on the trajectory data is established.
A. THE TEMPORAL-SPATIAL DISTANCE MODEL
A fishing vessel trajectory is not only a collection of points ordered by time but also a movement path of a fishing vessel under different behaviors. Fishing vessels have different trajectories during stopping, steaming and fishing. The behavior of a fishing vessel has a continuous characteristic and spatial locality. Therefore, in the process of analysing the trajectory of the fishing vessel, the temporal-spatial characteristics of the trajectory, such as the position, time, speed and direction, should be fully considered.
1) DESCRIPTION OF A TRAJECTORY
To better depict the method of this paper, a formal description of a trajectory is necessary. A fishing trajectory TR is a set of position points that are arranged by time, TR = {P 1 , P 2 . . . , P i , P i+1 , · · · , P n }, and 1 i n. Each trajectory point contains information such as the longitude, latitude, time, speed, and direction,
The first step in this paper mainly describes how to extract the sub-trajectory segments with different behaviors from a fishing vessel trajectory to lay a foundation for the extraction of fishing behavior patterns.
2) THE DISTANCE BETWEEN TRAJECTORY POINTS
Fishing vessel trajectory data is multidimensional. In addition to the changes of the velocity and direction, this paper also considers the continuity and spatial locality of fishing behaviour. For the tracking points P j and P j in the trajectory TR, the distance between them includes the distance between the times, the distance between the locations in space, the distance in the velocity and the distance between the directions.
The distance between the times represents the temporal relevance. The behavior of a fishing vessel is persistent. Thus, the smaller the distance in time is, the greater the probability that P i and P j will correspond to the same behavior of the fishing vessel is. Additionally, the time distance between P i and P j is as follows:
The spatial distance between P i and P j represents the spatial correlation. The behavior of the fishing vessel has a locality. In other words, the possibility of the vessel having the same behavior within a small spatial range is relatively large. The spatial distance of P i and P j is as follows:
The velocity difference between P i and P j represents a difference in terms of the sailing mode. Fishing vessels have different speeds when stopping, fishing and steaming. Thus, the greater the difference in the velocity, the greater the possibility that P i and P j represent two different behaviors. The velocity distance between P i and P j is calculated as follows:
The direction distance between P i and P j is defined as
3) THE TEMPORAL-SPATIAL DISTANCE MODEL
If the space distance, time distance, velocity distance and direction distance can be considered, the accuracy and effect would be enhanced when analysing the behavior of the fishing vessel. According to those distances between the trajectory points, the temporal-spatial distance model is established as follows:
Here, W = {W T , W S , W V , W D } is a weight vector where the weights are greater than or equal to 0. Equation (4) accounts for the temporal-spatial distance, speed distance and direction distance between the trajectory points. The weight vector can be adjusted according to the specific situation. For example, if the speeds of different behaviors are significantly different, W V can be increased appropriately.
B. FISHING BEHAVIOR IDENTIFICATION METHOD BASED ON MULTI-STEP ALGORITHM 1) THE PURPOSE OF THE FISHING BEHAVIOR IDENTIFICATION ALGORITHM
There are three main behaviors during the fishing process: stopping, steaming and fishing, and each behavior has different trajectory characteristics. The main objective of this paper is how to separate the trajectory segments of each behavior from the whole trajectory, analyse the characteristics of each behavior and, finally, establish the fishing behavior learning model. Suppose that there is a trace TR and the subset of the VOLUME 6, 2018 trajectory segments that correspond to the stopping behavior is TR stop , the subset of trajectory segments that correspond to the steaming behavior is TR steam , and the subset of the trajectory segments that correspond to the fishing behavior is TR fish . Then, the method for fishing behavior identification from a trajectory can be expressed as follows:
As seen from the above Equation (5), the MSC-FBI method must first extract the trajectory segments that correspond to different behaviors. Then, all the segments must be divided into three categories according to the three behaviors of fishing boats (stopping, steaming and fishing).
2) THE MULTI-STEP CLUSTERING ALGORITHM
The trajectory segments that correspond to different behaviors have different shapes in terms of their spatial structure, for example, the trajectory segment is straight during steaming, but presents as a zigzagging line during fishing. So when the fishing behaviors are different, the structures of the trajectory segments are different also. And this paper is mainly to discover the movement patterns corresponding to different fishing behaviors from trajectories. So, we should divide the trajectories according to the different fishing behaviors. But, we cannot directly know how many segments a whole trajectory can be divided into. Therefore, a clustering algorithm is needed that can automatically identify any shape of trajectory segments and does not need to know how many cluster centers there are in advance.
In recent years, clustering algorithms have been widely used in the field of data mining and pattern recognition [30] . And the existing clustering algorithms could be divided into five categories according to their clustering characteristics, including grid-based methods, hierarchical methods, modelbased clustering methods, partitioning methods and densitybased methods [31] . The grid-based clustering methods can handle large-scale dada efficiently, but they are sensitive to the input parameters and the distribution of data. The hierarchical methods, such as BIRCH and CURE, are not suitable due to the large amount of computation. The model-based clustering methods should first assume that each cluster is a sample from the corresponding distribution, and this kind of methods has a low efficiency when the number of cluster is large.
The density-based clustering algorithm is designed to find the high-density regions separated by low-density regions. In contrast to the distance-based clustering algorithm, which finds spherical clusters, a density-based clustering algorithm can find clusters of arbitrary shapes. DBSCAN [32] , [33] is a typical density-based clustering algorithm, which does not need to know the number of cluster centers and can automatically identify any shape of trajectory. So, based on the temporal-spatial distance model, this paper chooses the DBSCAN algorithm as the first-step clustering to divide the fishing trajectory into multiple sub-trajectories according to the structure of segment, trying to make each trajectory segment corresponding to only one kind of fishing behavior (stopping, fishing and steaming).
For the second step, the primary purpose is to classify the sub-trajectories produced by the first-step cluster and makes the trajectory segments with similar structure together. Usually, fishing vessels steam at a faster speed and fish at a slower speed. So, the trajectory segments corresponding to different fishing behaviors have a great difference in average speed. Besides, the total number of cluster centers is already known, which is equal to the number of human fishing behaviors. So it's very suitable for the partition-based clustering methods. In this paper, the K-means algorithm [34] , a kind of partition-based clustering method, is used to classify the multiple trajectory segments produced by the first-step cluster algorithm into three categories: stopping, fishing and steaming, according to the average velocity of the trajectory segment.
In summary, we use DBSCAN and the K-means algorithm to cluster the trajectories of the fishing vessels. The pseudo code of the algorithm is shown below. First, the distance between any two positioning points is calculated based on the temporal-spatial distance model (lines 1-6). Then, the trajectory TR is clustered by the DBSCAN algorithm, and a complete trajectory is divided into many segments according to the behavior of the fishing vessel (line 7-8). Finally, the average velocity of each segment is calculated (lines 9-13), and all segments are classified into three classes (lines 14-16) using the K-means algorithm (see Algorithm 1).
C. THE FISHING BEHAVIOR LEARNING MODEL 1) THEORETICAL ANALYSIS OF THE FISHING BEHAVIOR LEARNING MODEL
The multi-step clustering algorithm proposed above can identify the behaviors of fishing vessels during the trip, and different behaviors have different characteristics. For most of the applications, the key task is to find and extract valuable knowledge from raw data [35] . So, this paper builds an unsupervised learning model of fishing behavior on the basis of multi-step clustering through the Fisher Discriminant Analysis [36] , [37] method, which is used to extract the features of different behaviors.
Assuming that a trajectory TR with length n is divided into k groups G 1 , G 2 , · · · , G k by the multi-step clustering algorithm, and the sizes of the groups are n i (1 i k), with n = n 1 + n 2 + · · · + n k . The information on each positioning point (such as the position, direction, velocity) forms a pdimensional vector x = (x 1 , x 2 , · · · x p ) T . According to the p-dimensional attribute information, we construct the fishing behavior learning model as follows:
Where the coefficients c of the model are to be solved in such a way as to minimize the deviation of the points
The set of trajectory data, TR = {P 1 , P 2 · · · , P n }; The related parameters, Minpts, Eps, W , K ; Ensure:
The cluster result, {TRstop, TRfish, TRsteam}; 1: /* Step 1: Calculating the temporal-spatial distance matrix D(i, j)*/. 2: for each P i ∈ TR do 3: for each P j ∈ TR ∧ P i = P j do 4 : 
represents all the positioning points corresponding to the ith group G i . The vector µ = (x 1 ,x 2 · · ·x p ) T represents the mean vector of all points, while µ i and s i represent the mean and covariance matrix of G i , respectively. When k > 1, an appropriate coefficient c will be set so that Equation (7) results in the maximum value:
Where q i is a positive weight, usually q i = n i − 1, and E is the covariance matrix between groups, while F is the intragroup dispersion matrix:
When λ reaches the maximum, we have αλ αc = 0. Then, Equation (9) can be obtained as follows:
It is shown that λ and c are generalized eigenvalues and their corresponding eigenvectors. According to mathematical knowledge, the number of non-zero eigenvalues for Equation (9) is m ≤ min(k-1,p). Because matrix E is nonnegative, all of the non-zero eigenvalues are positive, λ i > 0 (0<i≤m). Therefore, the trajectory-based fishing behavior learning model is as follows:
From Equation (10), we can see that the fishing behavior learning model is composed of m discriminant Equations. The m Equations complete the identification of the fishing behavior together.
2) THE BEHAVIOR DISCRIMINATION CAPABILITY OF THE LEARNING MODEL
For a piece of the positioning point x = (x 1 , x 2 , · · · , x p ) T , we calculate R l (x) for each non-zero eigenvalue c l according to Equation (10) . Then, the weighted and un-weighted methods can be used to determine what type of behavior the point corresponds to. The un-weighted method is similar to Equation (11): (11) and the weighted method is similar to Equation (12):
It is known that a trajectory can be divided into k groups according to the behaviour, and the distances
k between the point x (where x is a point whose behavior is to be discriminated) and the k group centres are calculated according to Equation (11) or Equation (12) ; then the point x will belong to the nearest group.
To test the discrimination ability of the learning model, the sample trajectory points labelled can be brought into the model sequentially to calculate which behavior the point belongs to. Assuming that the number of mismatched points is N ε , the discriminating ability of the model can be expressed as follows:
IV. EXPERIMENTS
Many studies have been proposed to identify fishing behavior based on speed changes. These analyses must know the speed distribution of the fishing vessel in advance. A classical approach first counts the distribution of ship speeds and then uses the EM algorithm to estimate the speed thresholds of different behaviors; finally, the trajectory points are classified by the vessel's speed thresholds. This method is effective in VOLUME 6, 2018 situations in which the speed distributions of the behaviors are consistent, but the effect is poor when the distributions are not obvious.
To verify the effectiveness of the MSC-FBI proposed above, this paper is based on the real trajectory data set of the Beidou Fishing Vessel Monitoring System (VMS) in Zhoushan City, Zhejiang Province. We performed a series of trajectory-based fishing vessel identification experiments. In this section, the experimental environment and experimental data are introduced first; then, the steps of the experiment are introduced in detail. The experiments are conducted on a trajectory data set with a consistent speed distribution and a trajectory data set with an uncertain distribution, and the experimental results are compared with the method based on a Gaussian mixture model. Finally, the recognition ability of the fishing behavior learning model is illustrated.
A. EXPERIMENTAL DATA
The experimental data in this paper are selected from the Beidou fishing vessel management system of Zhoushan City, Zhejiang Province, which includes trajectories of 1501 fishing vessels and extends from July 2016 to August 2017. The dataset contains 28542121 records and is 3.67 GB in size. These data were generated by the Beidou satellite positioning equipment on the vessels. Every 10 minutes, each positioning device produces a positioning data instance that includes the equipment number, longitude, latitude, speed, direction, time, temperature and other fields. According to the equipment ID of the positioning data, the complete trajectory data of a ship from July 2016 to August 2017 can be obtained. In this paper, we select the trajectory data with the equipment IDs 267291, 265754 and 270752 to conduct our experiments.
However, due to transmission anomalies, abnormal equipment shutdowns and other factors, our data may have a small number of missing records. Affected by the environment, the equipment will occasionally send some wrong data, such as reporting that the vessel speed exceeds 50 knots per hour, which is impossible. In this paper, the average speed between two adjacent points is calculated by referring to [38] and [39] , and the points with an average velocity greater than 30 knots are deleted.
B. EXPERIMENTAL SETUP
In this paper, the fishing vessel trajectory is clustered by MSC-FBI. Then, Fisher discriminant analysis is used to extract the features of different behaviors, and the trajectorybased fishing behavior discriminant model is established. All the experiments were performed using a 64-bit Windows 7 system running on a 3.10 GHz Intel Core i5 CPU and equipped with 10 GB of memory. We cleaned the data using the Java language and implemented the multi-step clustering algorithm by using MATLAB 2016b. The experimental process is as follows:
1) The temporal-spatial distance matrix was calculated based on the temporal-spatial distance model of a trajectory point.
2) The fishing vessel trajectories were segmented based on the temporal-spatial distance matrix and the DBSCAN clustering algorithm. 3) Vessel trajectory segments were classified based on the K-means clustering algorithm. 4) An unsupervised behavior learning model of fishing vessels was trained on the basis of multi-step clustering. 5) Experiments were performed on different trajectory data sets and the behavior identification performance of MSC-FBI and GMM-FBI was compared. The experimental flowchart of the fishing behavior identification based on a multi-step clustering algorithm is shown in Fig. 4 . And Fig. 4(a) shows the original trajectory of a vessel. Then, the temporal-spatial distance model is introduced to calculate the distance, and the 2D and 3D image of the distance matrix are displayed in Fig. 4(b) . The colours on the diagonal of the distance matrix are the deepest (the distance is the smallest). The smaller the time and space distance of the positioning point is, the higher the similarity is, because the possibility of the adjacent track points having the same of fishing behavior is larger. Fig. 4(c) shows the results of the first-step clustering algorithm (DBSCAN algorithm) based on the temporal-spatial distance matrix and the average velocity histogram of the segments. It can be seen from Fig. 4(c) that the DBSCAN algorithm divides a complete trajectory into many trajectory segments.
Then, the K-means clustering algorithm is used to cluster the first-step results according to the average speed of each trajectory segment. Fig. 4(d) and (e) show that the K-means algorithm (k = 3) divides the trajectory segments produced by the first step into three categories. The average velocity of each trajectory segment in the first category is between 0 and 1 knots. The trajectory segments in this category are composed of some very dense points, which represent the stopping behavior of the fishing vessel in the port or at sea. The average velocity of each trajectory segment in the second category is between 4 and 6 knots, and it can be seen from the structure of these trajectory segments that the vessel sails back and forth in a small area, which indicates the behavior of fishing at sea. The average velocity of each trajectory segment in the third category is between 8 and 10 knots, and each segment in this class is straight, which represents the behavior of steaming at sea. After the two-step clustering, the trajectory of the fishing vessel is divided into three categories: stopping, fishing and steaming. Each type of trajectory segment contains different behavior characteristics. Fig. 4(f) shows that the trajectory-based fishing vessel behavior learning model is established by Fisher Discriminant Analysis. data points. As shown in Fig. 5(a) , the fishing vessel starts from the port and then sails to the fishing grounds, anchors at sea, and then returns to the port. This paper focuses on how to identify the fishing behaviors from the trajectory. In other words, the trajectory must be divided into some trajectory sets where each set of trajectory segments corresponds to the VOLUME 6, 2018 same behaviour. The velocity distribution of the trajectory is shown in Fig. 5(b) . It can be clearly seen from the figure that the velocity of the fishing vessel can be divided into three categories: low speed, medium speed and high speed, and their respective distributions are similar to the Gaussian distribution.
2) TEST EXPERIMENTAL RESULTS AND COMPARATIVE ANALYSIS
First, this paper calculates the temporal-spatial distance matrix between trajectory points based on the trajectory distance model (Equation (4)). Then, the fishing trajectory clustering algorithm based on DBSCAN is realized, and the effect of the algorithm is shown in Fig. 6(a) . In this figure, the DBSCAN algorithm divides the trajectory of a fishing vessel into a number of continuous trajectory segments each of which corresponds to a type of behavior (stopping, fishing and steaming). During the trip, the activities of the vessels alternate, and thus, a complete trajectory can be divided into a number of trajectory segments according to the different behaviors of the vessel. 6(b) shows the average velocity histogram of the trajectory segments. The average velocity histogram clearly divides the average velocity of the trajectory segments into three levels: high, medium and low speeds, which is in accordance with the basic laws of the fishing vessel speeds during a fishing trip.
Then, the k-means algorithm is used to cluster the trajectory segments according to the average velocity. The final result of clustering is compared with the fishing behavior identification algorithm based on the Gaussian mixture model (k = 3). The results of the experiment are shown in Fig. 7 . Fig. 7 depicts the comparison of the MSC-FBI algorithm with the GMM-FBI algorithm. In Fig. 7(a) and (b) , the red dots indicate the stopping behavior of the vessel, the blue dots represent the steaming behaviour, and the green dots indicate the fishing behaviour. The figure shows that the trajectory segments during steaming are approximately a straight line, and the trajectory segments during the stopping and fishing stage are relatively dense. Fig. 7(c) and (d) show the trajectory points that correspond to the stopping behavior of the vessel. Here, the trajectory segments of the vessel look similar to circles or semicircles during the stopping stage, because the fishing vessel simply drifts within its anchor cable range. Fig. 7(e) and (f) show the trajectory segments of the fishing vessel corresponding to the fishing behaviour. During the fishing stage, the fishing vessel usually sails back and forth in a small area.
In Fig. 7 , the results of the MSC-FBI algorithm proposed in this paper and the GMM-FBI algorithm are similar when the speed distributions of the different behaviors are certain; the results are similar to in Fig. 7(a) and (b) . However, the GMM-FBI algorithm identifies some of the low-speed trajectory segments as fishing behaviour, shown in the red circle of Fig. 7(b) . The GMM-FBI algorithm considers only the distribution of the velocities, and does not consider other important factors such as the continuity of the same behavior and the vessel direction. Thus, the effect of the GMM-FBI algorithm is sometimes poor.
D. BEHAVIOR IDENTIFICATION ON TRAJECTORY DATASETS WITH AN UNCERTAIN DISTRIBUTION 1) THE CHARACTERISTICS OF TRAJECTORY DATA
To verify that the MTC-FBI algorithm proposed above is more effective than the GMM-FBI algorithm when the speed does not obey the a priori distribution, we select the vessel trajectory data with the equipment ID 272449 as the experimental data. The trajectory data includes 20057 positioning data points from August 28, 2016 to February 23, 2017. The trajectory of this vessel is shown in Fig. 8(a) . The velocity distribution of the trajectory is shown in Fig. 8(b) , revealing no clear boundaries between the low speed, medium speed and high speed. In addition, the speeds of stopping, steaming, and fishing behaviors do not obey the Gaussian distribution.
2) TEST EXPERIMENTAL RESULTS AND COMPARATIVE ANALYSIS
In this section, we consider the temporal and spatial distance, the velocity and the direction of the trajectory positioning data, and then, the original trajectory data are segmented by the MTC-FBI algorithm proposed in this paper. The results are shown in Fig. 9(a) . Each of the colours in Fig. 9 (a) corresponds to one of the three activities (stopping, steaming, and fishing), and each vessel activity corresponds to a number of trajectory segments. difference occurs between the medium and low speeds of the fishing vessel. To classify all the trajectory segments into three categories, this paper uses the K-means algorithm to cluster the trajectory segments for the second step based on the average velocity by setting the parameter k = 3. The results of the MSC-FBI algorithm (Eps = 0.4, MinPts = 6, k = 3) and GMM-FBI algorithm (k = 3) are shown in Fig. 10 . corresponds to the stopping behavior is usually circular). Fig. 10 (e) and (f) are the results of the two algorithms in recognizing fishing behaviour. As can be clearly seen from Fig. 10(f) , sometimes the stopping behavior is incorrectly identified by the GMM-FBI as fishing behaviour. Similarly, in Fig. 10(g ) and (h), the MTC-FBI algorithm has a better effect on the identification of steaming behavior than does the GMM-FBI algorithm, because the trajectory segments that correspond to the steaming behavior in Fig. 10 (h) also contain trajectory segments that correspond to other behaviors. The GMM-FBI algorithm uses the speed distribution of the fishing vessel as the basis for determining the thresholds of the different behaviors; therefore, the effect of GMM-FBI is relatively poor when the speed does not obey the a priori distribution or when the speed distribution is uncertain.
In this paper, the MSC-FBI algorithm was used to identify the fishing behavior from the fishing trajectory with different velocity distributions, and the results were compared with the GMM-FBI algorithm. We found that the MSC-FBI algorithm has better identification ability than the GMM-FBI algorithm, and the MSC-FBI algorithm does not depend on the speed distribution and has strong robustness.
E. TIME COMPLEXITY ANALYSIS
The time complexity of the proposed MSC-FBI based on the multi-step algorithm includes the calculation of the temporalspatial distance matrix, the DBSCAN clustering algorithm and the k-means clustering algorithm. The time complexities of the calculations of the temporal-spatial distance matrix and the DBSCAN clustering algorithm are both O(n 2 ), and the time complexities of the k-means clustering algorithm and the GMM-FBI algorithm are O(nkt). The time complexity of MSC-FBI is the sum of the calculation of the temporalspatial distance matrix, the DBSCAN clustering algorithm and the k-means clustering algorithm, which is O(2n 2 + nkt), where n represents the number of VMS trajectory points, k is the number of cluster centres, and t is the number of algorithm iterations. The execution times for MSC-FBI (Eps = 0.4, MinPts = 6, k = 3) and GMM-FBI (k = 3) are listed in Table 1 .
As shown in Table 1 , when the number of trajectory points is less than 5000, the MSC-FBI algorithm is faster than the GMM-FBI algorithm. When the number of trajectory points is 200, the clustering time of the proposed method is 1.4508 s, while that of the GMM-FBI algorithm is 1.52 s. Thus, the method proposed in this paper saves 0.0692 s. When the number of trajectory points is 5000, the clustering time of the MSC-FBI algorithm is 4.9296 s, and that of the GMM-FBI algorithm is 5.678 s. In this case, the MSC-FBI method saves 0.4488 s. Therefore, the MSC-FBI method can save time compared with the GMM-FBI method on the tested trajectory data set, which is not large. The GMM-FBI algorithm requires prior knowledge of the speed distribution, but the MSC-FBI algorithm proposed in this paper has good robustness and does not depend on the velocity distribution. Therefore, when the size of the trajectory points is not large, the MSC-FBI algorithm has a good effect.
It can also be seen from Table 1 that the time taken by the MSC-FBI algorithm increases significantly when the size of the trajectory data set is greater than 5000, but the GMM-FBI algorithm grows at a slower rate. The time complexity of MSC-FBI is O(n 2 ), while that of the GMM-FBI algorithm is O(nkt). Thus, when the size of the trajectory data is relatively large, and the speed distribution is known, the GMM-FBI algorithm is a good choice. Fig. 11 shows that the time taken by the MSC-FBI method is mainly composed of the time to calculate the spacetime matrix and the time used for the first-step clustering (DBSCAN), but the second-step clustering (k-means) algorithm takes less time. Because the time complexity of the calculation of the temporal-spatial distance matrix and the DBSCAN clustering algorithm are both O(n 2 ), the algorithm's execution time will increase rapidly with the size of the trajectory data set. The K-means algorithm clusters only the trajectory segments produced by the DBSCAN clustering algorithm, and the size of the data is drastically reduced; thus, the K-means algorithm takes less time.
Considering the recognition effect and time complexity, it is better to use MSC-FBI than GMM-FBI for smaller datasets. However, the GMM-FBI algorithm will save a large amount of time on larger datasets, but this method requires a priori knowledge of the speed distribution.
F. THE RECOGNITION ABILITY OF THE FISHING BEHAVIOR LEARNING MODEL
The MSC-FBI algorithm can classify the trajectories of the fishing vessels into three categories: stopping, fishing and steaming. In addition, different categories have different trajectory characteristics. The learning and extraction of trajectory characteristics for each behavior can help to improve the efficiency of the fishing behavior identification. A portion of the Beidou VMS trajectory data contains certain fields, such as latitude and longitude, velocity, direction, time and temperature. Because the latitude and longitude, time and temperature differ with scene changes, we select speed and direction as the main factors for identifying the behaviors of fishing boats, while accounting for the versatility of the model. In this paper, according to the fishing behavior learning model described in Section III-C, we extracted the characteristics of stopping, fishing and steaming for vessel 267291 and established the behavior learning model as follows: To test the effect of the model, we first used the fishing behavioural learning model (Equation (15) ) to identify the behavior based on the training data. The recognition results are shown in Table 2 .
In addition, we used the learning model to identify the fishing behaviors on the trajectory data set from February 16, 2017 to June 23, 2017 , and the result is shown in Fig. 12 . The red dots in the figure indicate stopping behaviour, the green points represent fishing behaviour, and the blue dots represent steaming behaviour. The figure shows that the discriminant model can accurately identify the behaviors of fishing vessels based on trajectory data.
V. CONCLUSIONS
The people, ship borne satellite positioning sensors, and information systems have been integrated, which leads to the creation of the intelligent maritime transportation cyberphysical-social systems. This CPS system has been widely deployed on fishing vessels, and a large amount of trajectory data has been generated. The fishing behavior recognition based on vessels' trajectory has great significance to the study of human marine fishing activities. However these trajectory data do not include information about fishing vessel behaviors, they do not meet the requirements for real-time monitoring of fishing vessels. Therefore, using an unsupervised machine learning algorithm, this paper proposes a fishing behavior identification method based on the multi-step clustering algorithm. Then, it establishes a fishing behavior learning model. According to the learning model, it is possible to judge the behavior of the fishing vessel in real time based on the current trajectory data. This research is of great significance to provide intelligent services for the maritime transportation cyber-physical-social systems. 
