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ABSTRACT
The recent Advanced LIGO detections of coalescing black hole binaries (BHBs) imply
a large population of such systems emitting at milli-Hz frequencies, accessible to the
Laser Interferometer Space Antenna (LISA). We show that these systems provide
a new class of cosmological standard sirens. Direct LISA luminosity distance –Dl–
measurements, combined with the inhomogeneous redshift –z– distribution of possible
host galaxies provide an effective way to populate the Dl− z diagram at z < 0.1, thus
allowing a precise local measurement of the Hubble expansion rate. To be effective, the
method requires a sufficiently precise LISA distance determination and sky localization
of a sizeable number of BHBs, which is best achieved for a 6-link detector configuration.
We find that, for a BHB population consistent with current fiducial LIGO rates, the
Hubble constant H0 can be determined at the ∼5% and ∼2% level (68% confidence)
assuming two and five million Km arm-length respectively.
Key words: black hole physics – gravitational waves – cosmology: cosmological
parameters
1 INTRODUCTION
The first direct gravitational wave observations by Advanced
LIGO (Abbott et al. 2016b,d) opened a new era in obser-
vational astronomy. The two detected events (GW150914
and GW151226) plus a third candidate (LVT151012) are
all consistent with merging black hole binaries (BHBs) (Ab-
bott et al. 2016a), and provide a formidable laboratory for
astrophysics (Abbott et al. 2016e) and fundamental physics
(Abbott et al. 2016c). As first pointed out by Sesana (2016),
the high merger rates inferred by the LIGO detections im-
ply an unexpectedly vast population of fairly massive BHBs
emitting at milli-Hz frequencies, accessible to space based in-
terferometers. This is an appealing prospect for the Laser In-
terferometer Space Antenna (LISA Consortium et al. 2013)
planned by the Europeans Space Agency (ESA), with a pos-
sible launch window within 2029-2035.
Besides observing several BHBs few years before they
merge in the LIGO band, thus realizing the promise of multi-
band gravitational wave (GW) astronomy (Sesana 2016; Ba-
rausse et al. 2016; Vitale 2016), many more systems will be
observed as slowly inspiralling sources around 5 − 10mHz,
? E-mail: walter.delpozzo@unipi.it
hundreds of years before their final coalescence (see also
Kyutoku & Seto 2016b). This new population might prove
useful in a number of astrophysical and cosmological con-
texts. For example, eccentricity measurements which are
possible in the LISA band (Nishizawa et al. 2016b) can be
used to discriminate among different astrophysical forma-
tion channels (Nishizawa et al. 2016a; Breivik et al. 2016).
In this paper we investigate the prospects of using LISA
measurements of BHBs to constrain cosmological param-
eters, and in particular to provide an independent local
measurement of the Hubble expansion rate H0. This is of
paramount importance in light of the recent tension between
local and cosmological determination of this parameter. If
we write h = H0/(100km s
−1 Mpc−1), a recent analysis of
type Ia supernovae with improved distance calibrators yields
h = 0.732 ± 0.017 (1σ error) (Riess et al. 2016), largely in-
consistent with Planck measurements of h = 0.678 ± 0.009
(Planck Collaboration et al. 2015). Although local measure-
ments might suffer from cosmic variance effects, Riess et al.
(2016) showed that this is unlikely to bias the measurement
of h at more than 1%. Therefore, a completely independent
local measurement, not affected by the same distance cali-
bration systematics, might prove useful in resolving the ten-
sion.
c© 2016 The Authors
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The argument of using GW sources as ’standard sirens’
for cosmology measurements dates back thirty years (Schutz
1986) and goes as follows. Contrary to electromagnetic (EM)
probes, GW observations provide a direct measurement of
the luminosity distance –Dl– to the source. If the source
redshift can then be determined through the detection of an
associated EM counterpart, one can populate the Dl−z dia-
gram, thus extracting the cosmological parameters that pro-
vide the best fit to the observed points. This idea has been
extensively exploited in different contexts both for ground
based (e.g. Del Pozzo 2012; Nissanke et al. 2010a) and space
based detectors (Holz & Hughes 2005; Tamanini et al. 2016).
It has been noted, however, that for specific classes of sources
distinctive EM counterparts might be difficult to identify,
like in the case of massive BHBs (MBHBs) at cosmological
distances, or might not be expected in first place, like in
the case of extreme mass ratio inspirals (EMRIs), i.e. com-
pact objects inspiralling into a massive BH. Even in this
case, however, one can still take advantage of the clustering
properties of galaxies, an idea that was first proposed by
MacLeod & Hogan (2008) in the context of EMRIs obser-
vations and then applied by Petiteau et al. (2011) to MB-
HBs. To illustrate the basic idea, let assume that LISA pro-
vides perfect measurements of Dl,i on a set of GW sources
i = 1, ..., n. If cosmological parameters are unknown within
a given prior range, each measured Dl,i will translate in a
possible ∆zi range for the host galaxy. Therefore, each event
will have j = 1, ....,mi possible hosts at different redshifts
within ∆zi. One can then cross-correlate the N events and
search for the unique set of cosmological parameters that
aligns one galaxy in each ∆zi on a single Dl − z relation.
LISA measurement errors and the presence of peculiar ve-
locities add significant complications to the method, adding
uncertainties in the determination of the parameters, but
the basic concept remains unchanged.
Here we apply the method of MacLeod & Hogan (2008)
and Del Pozzo (2012) to the putative population of stellar
BHBs observable by LISA. The idea of using these systems
as standard sirens has independently been proposed by Kyu-
toku & Seto (2016a). Instead of using a statistical method,
they estimated the number of BHBs that can be localized
well enough so that only one galaxy falls in the GW mea-
surement error cube. Based on analytic scaling relations for
the average sky location and distance accuracy, they con-
cluded that LISA might measure H0 to a few% precision.
This result, however, relies on average estimates of quanti-
ties that vary by orders of magnitude from one source to
another. Here we show, in fact, that association of the BHB
with a single galaxy host is generally possible only in a hand-
ful of cases, and statistical methods to reconstruct the Dl−z
relation are of crucial importance.
The paper is organized as follows. In Section we present
the analytical framework and introduce the statistical tools
needed for the analysis. In Section 3 we construct the BHB
population observed by LISA and the associated distribution
of galaxy counterparts, which are the necessary input to our
analysis. Results on the determination of h are presented in
Section 4 and final remarks are left to Section 5.
2 THEORETICAL FRAMEWORK
In this section, we summarise the general mathematical
treatment given in Del Pozzo (2012); Del Pozzo et al. (2017)
and specialise it to the case in which the redshifts of the
potential galaxy hosts are given by the sum of the cosmo-
logical redshift and the peculiar one given by the galaxy
proper motion.
Consider a set of n GW observations ~d ≡ d1, . . . , dn
and an all sky galaxy catalogue ~g. Each galaxy gj in the
galaxy catalogue is defined (for simplicity) in terms of its
right ascension and declination coordinates on the celestial
sphere ϕj , θj and its observed redshift zj which is given by
the sum of the cosmological redshift and the apparent red-
shift due to the galaxy peculiar velocity. Under the assump-
tion that each GW event is located in one of the galaxies in
the Universe, we want to construct the posterior probability
distributions for an arbitrary set of cosmological parameters
H ≡ H0,Ωm, . . .. From Bayes’ theorem:
p(H|~d, I) ∝ p(H|I)p(~d|H, I) (1)
where p(H|I) is the prior probability distribution for the
cosmological parameters H and p(~d|H, I) is the (quasi-
)likelihood function for the observations ~d. We indicate by
I all background information that is relevant for the prob-
lem at hand. Since each GW observation is independent, the
likelihood factorises in the product of the likelihoods for the
individual events:
p(~d|H, I) =
n∏
i=1
p(di|H, I) . (2)
The (quasi-)likelihood for a GW event is obtained by
marginalisation over its celestial coordinates θ, ϕ, luminosity
distance DL and redshift z. Define x ≡ {DL, z, θ, ϕ}:
p(di|H, I) =
∫
dx p(di|x, H, I)p(x|H, I) . (3)
We are going to assume that the integral over the celestial
coordinates can be factorised and performed analytically1.
We are left then with:
p(di|H, I) =
∫
dDLdz p(di|DL, z,H, I)p(DL|z,H, I)p(z|H, I) .
(4)
As in Del Pozzo (2012),
p(DL|z,H, I) = δ(DL −DL(z,H)) (5)
with DL(z,H) given by Hogg (1999). Under the simplifying
assumption that the likelihood for the GW event is given by
a Gaussian distribution in luminosity distance DL centred
around some mean value D¯L and with standard deviation
σD, after integrating over DL, we get
p(di|DL(z,H), z,H, I) ∝ exp
[
−1
2
(
DL(z,H)− D¯L
σD
)2]
.
(6)
Finally, we need to define the prior over the GW event red-
shift p(z|H, I). Differently from Del Pozzo (2012), we do not
1 The marginalisation over sky coordinates corresponds to the
selection of only the galaxies within the cone subtended by the
measured solid angle
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simply choose a sum of delta functions over the individual
galaxy redshifts, but we account also for the contribution to
the redshift due to the proper motion. We choose a prior of
the form
p(z|H, I) ∝
K∑
j=1
exp
[
−1
2
(
zj − z
σpv
)2]
(7)
with σpv = 0.015. This value is chosen by inspection of the
distribution of line of sight velocities in the Millennium sim-
ulation. We finally obtain the likelihood for a single GW
event and the corresponding potential galactic hosts:
p(di|H, I) =
∫ zmax
zmin
dz exp
[
−1
2
(
DL(z,H)− D¯L
σD
)2]
×
K∑
j=1
exp
[
−1
2
(
zj − z
σpv
)2]
. (8)
The limits of integration zmin, zmax are chosen as described
in Sec. 3.3 for the host galaxies selection.
2.1 Numerical implementation
We explore Eq. (2) and Eq. (8) numerically using a parallel
implementation of the Nested sampling algorithm2 specif-
ically prepared by the authors and adapted from the al-
gorithm used in Del Pozzo & Vecchio (2016). For each of
the scenarios presented below, we compute posterior prob-
ability distributions for the reduced Hubble constant h =
H0/100 · kms−1 Mpc−1 and for the matter density Ωm. In
addition to these parameters, because of the peculiar veloc-
ities of the galaxies in the Millennium simulation, we also
compute posterior probability functions for the each GW
event includes in the analysis. We choose uniform prior dis-
tributions in [0.1, 1.5] for h and [0.04, 2.0] for Ωm. The prior
for each GW event redshift is chosen to be uniform between
[zmin, zmax]. We explore the parameter space using an en-
semble of 1000 Live points. At every iteration of the Nested
Sampling algorithm, we generate a new Live point evolving
the worst likelihood one via a Markov Chain Monte Carlo
(MCMC) (see Veitch et al. 2015). We limit the maximum
number of MCMC step to 5000. The posterior distribution
for h and Ωm is constructed from the the individual events
marginal likelihoods in the same way described in Del Pozzo
et al. (2017): once samples from the marginal likelihood
are available, we use a Dirichlet Process Gaussian Mixture
model (DPGMM) (Ferguson 1973; Hjort et al. 2010) to ob-
tain a density estimate of the likelihood density. The joint
distribution is then computed by straightforward multipli-
cation.
3 ASTROPHYSICAL MODEL
The practical application of the formalism developed in the
previous section requires the numerical evaluation of the
likelihood given by equation (8). This requires the speci-
fication of several astrophysical inputs:
2 https://github.com/johnveitch/cpnest
(i) a population of GW sources defining the vector of ob-
served events d1, ..., dn;
(ii) an estimate of the errors in the determination of the
source sky location and luminosity distance, which define the
redshift support of possible galaxy counterparts in Eq. (8);
(iii) the ensemble of galaxies gi,1, ...gi,m populating the
error box of each GW event di, and their apparent redshifts.
In the following, we describe how we construct each relevant
quantity.
3.1 Black hole binary population
To generate a cosmic population of inspiralling BHBs in
the milli-Hz window, we follow the procedure described in
Sesana (2016). For the given BHB mass function, one can
compute the associated chirp mass probability distribution
p(Mr), whereMr = (M1,rM2,r)3/5/(M1,r +M2,r)1/53. The
merger rate density per unit mass can be then written as
d2n
dMrdtr = R× p(Mr), (9)
where R is the total rate units of yr−1Gpc−3. The number
of BHBs per unit mass, redshift and frequency is therefore
given by:
d3N
dMrdzdfr =
d2n
dMrdtr
dV
dz
dtr
dfr
, (10)
where dtr/dfr is the binary frequency evolution implied by
the standard quadrupole emission formula (we assume cir-
cular binaries), and the volume shell dV/dz is given by a
fiducial ΛCDM cosmology with h = 0.73, Ωm = 0.25, ΩΛ =
0.75. Although those parameters are not up to date, this is
irrelevant for the purpose of our exercise. The choice has
been made to be consistent with the simulated universe em-
ployed to select galaxy counterparts, as described in Section
3.3 below.
A Monte Carlo sampling of the differential distribution
given by equation (10) in the relevant frequency (104Hz <
f < 0.1Hz) and redshift (z < 0.5) range provides the BHB
population observable in the LISA band. All we need to
specify is the intrinsic rate R and the BHB mass function,
defining p(Mr). LIGO observations imply a cosmic BHB
merger rate in the range R = 9− 240 yr−1Gpc−3 (90% con-
fidence Abbott et al. 2016a). With different assumptions in
the underlying BHB mass function leading to different rate
estimates. For the results shown in Section 4, we consid-
ered a log-flat rest-frame BHB mass function in the range
5M < M1,2,r < 100M and three values of the intrinsic
merger rates R ≈ 12 − 34 − 70yr−1Gpc−3. Those roughly
correspond to the 10−50−90-th percentile of the rate prob-
ability distribution for this mass model (see figure 10 in Ab-
bott et al. 2016a), thus providing a conservative, fiducial
and optimistic scenario. We stress that, as shown in Sesana
(2016), the number of BHBs in the LISA band implied by
the LIGO results is almost independent on the details of the
BHB mass function. For example, a Salpeter mass function,
3 In the following, the subscript r refers to quantities computed
in the BHB rest frame. Those are related to quantities measured
on Earth as Mr = M/(1 + z), fr = f(1 + z), tr = t/(1 + z).
MNRAS 000, 1–9 (2016)
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although resulting in an higher estimate of R, would essen-
tially give the same number of detections in the LISA band.
Therefore, our results do not strongly depend on the specific
assumptions of a log-flat mass function.
3.2 LISA observations
We consider two LISA detector configurations, namely
N2A2M5L6 and N2A5M5L6 in the nomenclature of Klein
et al. (2016). Those correspond to detector baselines with
low frequency noise set to the original LISA requirement
(N2), two and five million kilometre arm-length (A2 and
A5, respectively), a nominal five year mission lifetime (M5),
and six laser links (L6). The first assumption is based on
the reported performance of the LISA Pathfinder spacecraft
(Armano et al. 2016), whereas the remaining options are set
following the recommendation of the Gravitational Observa-
tory Advisory Team to the European Space Agency 4. Since
the two configurations only differ by their arm-length, in the
following we will refer to them simply as A2 and A5.
Individual signal-to-noise ratios (S/N) and estimates of
the relevant parameters are produced using the Fisher infor-
mation matrix (FIM) approximation, and the analytical sen-
sitivity curves provided by Klein et al. (2016). The GW sig-
nals are modelled using 3.5 Post Newtonian precessing spin-
ning waveforms for circular adiabatic inspirals based on the
shifting asymptotic method (SUA) described in (Klein et al.
2014). For a given detector configuration and BHB popula-
tion model we therefore generate a catalogue of i = 1, ..., N
sources observed with S/N> 8. Each observed system is de-
fined by a vector of parameters ~λi (including masses, spins,
sky location, luminosity distance, etc.) with associated er-
rors ∆~λi estimated in the FIM approximation.
For the purpose of host identification, errors on distance
∆Dl and sky localization ∆Ω are of paramount importance.
The latter is defined as ∆Ω = 2pi sin θ
√
∆θ∆φ− (Σθφ)2,
where θ and φ are the latitude and longitude of the source
in ecliptic coordinates and Σθφ in the correlation between
those two quantities. For the reconstruction of the Dl − z
diagram, only events with a decent Dl estimate are useful.
We therefore select systems with ∆Dl/Dl < 0.2. Further-
more, since we are primarily interested in an independent
measurement of h, we restrict our analysis to events at a
distance corresponding to z < 0.1 in the chosen cosmology.
We checked, in any case, that only few events at z > 0.1
have ∆Dl/Dl < 0.2 and should not significantly improve on
the measurement of h.
The cuts in ∆Dl/Dl and z are shown in Fig. 1, where we
show parameter estimation results averaged over 20 Monte
Carlo realizations of the BHB population with R sampled
from the posterior distribution derived by the LIGO observa-
tions. The top right panel shows the ∆Dl/Dl distribution.
Because of the relatively low S/N and of the inclination-
distance degeneracy, distance is essentially undetermined for
about 50% of the sources, and only about 11% of them
(170/1450 and 22/200 in the A5 and A2 case respectively)
satisfy the requirement ∆Dl/Dl < 0.2. Most of those sources
are at z < 0.1 (top left panel), and they can be localized with
4 http://www.cosmos.esa.int/web/goat
Figure 1. Properties of the average BHB population observed
by LISA assuming the A5 (green) and the A2 (orange) baselines.
Top left: distribution of luminosity distance errors for all sources
with S/N> 8. Top right: redshift distribution of the subset of
sources with ∆Dl/Dl < 0.2. Bottom left: sky localization error
distribution on the subset of sources at z < 0.1. Bottom right:
distribution of the number of possible galaxy hosts in the error-
box defined by LISA measurement errors and the assumed prior
range in the cosmological parameters. Numbers always refer to
the integral of the distributions plotted in each panel.
an accuracy of about 1deg2 (bottom right panel). The aver-
age number of sources that can be exploited for cosmological
inference is therefore about 130 for the A5 configuration and
only 20 for the A2 one.
3.3 Host galaxy selection
For a given cosmology, a LISA measurement Dl±∆Dl trans-
lates into a specific z±∆z. This conversion is complicated by
two facts. Firstly, since our goal is to determine the cosmo-
logical parameters, we need to increase our ∆z estimate to
account for the prior range in those parameters. In practice,
the minimum and maximum redshifts, z−, z+, compatible
with a given distance measurement and some cosmological
prior are implicitly given by:
Dl −∆Dl = (1 + z−)D0
∫ z−
0
dz′
F−(z′)
, (11)
Dl + ∆Dl = (1 + z
+)D0
∫ z+
0
dz′
F+(z′)
, (12)
where D0 = 9.26 × 1027 cm and F (z) = hE(z), with E(z)
defined in Hogg (1999). F−(z) and F+(z) are the specific re-
alizations of the function F (z) that minimize and maximize
the Dl−z conversion within the assumed cosmological prior
for the parameters h,Ωm,ΩΛ. As specified above, in this in-
vestigation we assume very conservative prior h ∈ [0.6, 0.85]
MNRAS 000, 1–9 (2016)
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and Ωm ∈ [0.04, 1] (fixing Ωm+ΩΛ = 1). Therefore F−(z) =
0.6[0.04(1 + z)3 + 0.96]1/2 and F+(z) = 0.85(1 + z)3/2. Sec-
ondly, because of peculiar velocities vp, the apparent redshift
zobs of the GW host might be different from the cosmolog-
ical redshift z determined by the Hubble flow, thus adding
a further uncertainty term ∆zvp = (1 + z)vp/c to the es-
timated redshift. To account for this effect, for each event
defined by Dl±∆Dl, we assign a possible host redshift range
[z− −∆z−vp , z+ + ∆z+vp ]. We assume vp = 500 km s−1, con-
sistent with the standard deviation of the radial peculiar ve-
locity distribution observed in the Millennium run (Springel
et al. 2005).
The support Θ that enters in the evaluation of the
galaxy likelihood function in Eq. (8) is the error-box defined
by ∆Ω× [z− −∆z−vp , z+ + ∆z+vp ]. To perform the proposed
statistical Dl − z reconstruction, we now need to attach a
realistic distribution of galaxy to each of those error-boxes.
We use the simulated observed light cones of Henriques et al.
(2012) constructed from the Millennium run. The simula-
tion assumes a ΛCDM cosmology with h = 0.73, Ωm =
0.25, ΩΛ = 0.75 (which justifies the cosmological parameters
assumed above to construct the BHB population). Because
of the resolution of the simulation, galaxy distributions ex-
tracted from it are reliable only down to M∗ = 109M. We
checked that at the magnitude cut imposed by Henriques
et al. (2012), their reconstruction of the all-sky galaxy map
is complete down to this mass limit out to z ≈ 0.15. The
all-sky galaxy map provides sky location, stellar mass, cos-
mological redshift z and observed redshift zobs (i.e. inclusive
of peculiar velocities) for each galaxy. To select galaxy coun-
terpart candidates to each GW event we proceed as follow:
(i) we fix the cosmological parameters to the values of the
Millennium run and we select all galaxies with a cosmological
redshift (i.e. excluding peculiar velocities) in the volume shell
z ±∆z consistent with the LISA measurement Dl ±∆Dl;
(ii) we randomly choose one of those galaxies to be the
’true host’ of the GW signal. Note that this amounts to say
that the true host can be anywhere in the interval Dl±∆Dl,
i.e., we are not centring the error-box around the true host;
(iii) we consider the error-box defined by ∆Ω × [z− −
∆z−vp , z
+ + ∆z+vp ], where ∆Ω is centred at the sky location
of the selected ’true host’;
(iv) we list all the galaxies with M∗ > 109M that fall
within the error-box. In doing this, we make sure that their
observed redshift zobs lies within the selected range. Each
galaxy zobs is the relevant zj that enters in Eq. (8). In fact,
in a real cosmological measurement one can only measure
zobs (which is affected by peculiar velocities) and does not
have access to the true cosmological redshift.
The outcome of this procedure for a typical GW event is
shown in Fig. 2. Note that the procedure (and the statistical
analysis described in Section 2) assigns to each galaxy equal
probability of hosting the GW event. An alternative reason-
able assumption would be that the probability of hosting the
event is proportional to the stellar mass of the galaxy. This
will likely sharpen the features of the likelihood function,
leading to a better estimate of the cosmological parameters.
In this respect, our procedure can be considered conserva-
tive and we defer the investigation of different assumptions
to future work.
In summary, for each LISA configuration and BHB pop-
Figure 2. Example of error-box construction and host selection.
The red vertical line is the ’true host’ redshift. The dashed vertical
green line and the shaded green area are the best LISA estimated
redshift and the 1σ confidence interval, when the cosmology is
fixed to the Millennium run values (i.e. to the true cosmology,
in our experiment). The yellow area represents the full allowed
redshift interval once prior uncertainty on the cosmological pa-
rameters and peculiar velocities are also taken into account, i.e.
[z− − ∆z−vp , z+ + ∆z+vp ] as defined in the text. The black his-
togram is the redshift distribution of all possible galaxies falling
in the error-box defined by ∆Ω× [z− −∆z−vp , z+ + ∆z+vp ].
ulation model, we construct a catalogue of ~d LISA events
with z < 0.1, observed with S/N > 8 and a luminosity dis-
tance error ∆Dl/Dl < 0.2. Each BHB is assigned an array
of possible galaxy hosts j = 1, ...,m with zj,obs consistent
with the measured LISA uncertainty and the prior on the
cosmological parameters. The distribution of number of pos-
sible hosts in the associated error-box defined by the GW
measurement errors plus the prior in the cosmological pa-
rameters is shown in the bottom right panel of Fig. 1. De-
spite the small redshifts, the poor distance determination
and the wide cosmology prior cause several galaxies to fall
within the error-box ∆Ω× [z− −∆z−vp , z+ + ∆z+vp ]. Differ-
ently from estimates by Kyutoku & Seto (2016a), only few%
of the GW events (on average 9 for A5 and 2 for A2) have a
single possible galaxy host, the vast majority have between
10 and several hundred possible hosts, making our statistical
approach necessary.
Note also that we are considering hosts with M∗ >
109M out to z ≈ 0.1, and the number of galaxies within the
error-box is generally less then a thousand. Contrary to the
massive BHB case at cosmological distances investigated by
Petiteau et al. (2011), getting precise spectroscopic redshifts
for all the host candidates will be a relatively straightforward
task.
4 RESULTS AND DISCUSSION
As shown in Fig. 1, on average we expect about 20 and 130
useful BHBs in the A2 and A5 LISA baselines respectively.
We investigate here three fiducial BHB population models
corresponding to the 10−50−90-th percentile of the rate dis-
tribution inferred from the first LIGO detections. The com-
bination of detector baseline and population models results
in 6 scenarios that we name A210, A250, A290, A510, A550,
A590 and are listed in Tab. 1. For each scenario, we com-
MNRAS 000, 1–9 (2016)
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run LISA design R [yr−1Gpc−3] NBHB h(68%)
A210 N2A2M5L6 12 7 0.716
+0.052
−0.050
A250 N2A2M5L6 34 22 0.734
+0.037
−0.033
A290 N2A2M5L6 70 39 0.726
+0.026
−0.024
A510 N2A5M5L6 12 55 0.730
+0.021
−0.020
A550 N2A5M5L6 34 143 0.728
+0.013
−0.012
A590 N2A5M5L6 70 259 0.731
+0.010
−0.009
Table 1. For each of the instrumental configurations and coales-
cence rates considered, we report the number of sources observed
as well as the 68% credible intervals over h averaged over 10 re-
alisations of the galaxy hosts.
pute posterior distributions for h and for the matter density
Ωm. For each of the cases listed in Tab. 1, we generated 10
realisations of the set of possible galaxy hosts, thus all the
results quoted in this section are averaged over the afore-
mentioned realisations. Call M the number of realisations
for each event di, we produce average marginal likelihoods
by computing
p(< di > |h,Ωm, I) = 1
M
M∑
j=1
p(dji |h,Ωm, I) =
=
1
M
∫
dz
M∑
j=1
p(dji |h,Ωm, z, I) (13)
and p(dji |h,Ωm, z, I) for each event realisation is given in
Eq. 8. The joint posteriors for h and Ωm are then computed
from the averaged single ones. Regardless of the number of
events considered (thus of the rate and instrumental con-
figuration), we find that Ωm is never measurable and its
posterior is identical to the prior. This is not surprising as
all the events we considered have a redshift smaller than 0.1.
Hence, we will not report results for Ωm as uninformative.
The main result of the study is summarised in Fig. 3:
LISA observations of BHBs will allow a determination of
the Hubble constant H0 with a degree of accuracy at the
68% level that ranges from ∼ 7% in the worst case scenario
of a 2Mkm armlength and low merger rate to ∼ 1.3% for
the 5Mkm armlength and large merger rate. Rather than
the increased S/N due to the longer baseline, we find that
the inference is driven by the number of detected events. In
fact, A290 and A510 yield approximately the same number
of detections and consequently, very similar uncertainties on
the Hubble constant, 3.5% and 2.8% respectively. The op-
timal inference for h is given by the A590. In this case, the
259 detected events yield a measurement of h whose 90%
accuracy is ∼ 2%, thus a factor of ∼2 worse than the cur-
rent most accurate determination by the Planck Collabora-
tion et al. (2016), but competitive with best distance indi-
cators available today (Riess et al. 2016). While this is an
unfair comparison, since LISA is still far in the future and
the measurements provided either by the cosmic microwave
background or by large SNe Ia monitoring campaigns are
most likely going to improve substantially, we would like to
stress that a GW based determination of the cosmological
parameters is relying on entirely different assumptions and
thus affected by independent systematics. This is in fact a
key point; as mentioned in the introduction, some tension
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Figure 3. 90% (black) and 68% (red) credible intervals for
H0/km s−1 Mpc−1 for each of the configurations considered in
this study. The credible regions are the result of the average over
the galaxy hosts realisations. The main factor driving the infer-
ence of H0 is the number of GW events detected, therefore the
best inference is guaranteed by a high merger rate and 5Mkm
armlength for LISA.
is emerging between CMB-based and local measurements of
H0. Before claiming hints of new physics, the possibility of
systematics underestimation has to be ruled out. Local BHB
standard sirens provide a direct benchmark comparison to
SNe Ia measurements. A putative discrepancy between H0
values measured with the two methods (SNe Ia and BHBs)
will unveil an underestimation of the systematics at play in
the measurements. On the contrary, a consistent measure-
ment at odds with CMB-based inference, will strengthen the
need of going beyond the standard ΛCDM model.
Moreover, in this paper we are concerned exclusively
with LISA observations of GW150914-like systems and not
taking into account either the contributions coming from
the analysis of LISA MBHBs (Petiteau et al. 2011) and
EMRIs (MacLeod & Hogan 2008) or systems observed by
LIGO/Virgo (Nissanke et al. 2010b; Del Pozzo 2012; Nis-
sanke et al. 2013) or Einstein Telescope (Sathyaprakash et al.
2010; Del Pozzo et al. 2017). Since the width of the poste-
rior distribution for h scales very close to N
−1/2
GW , it is not
unreasonable that by the end of the LISA mission the accu-
racy with which h can be measured using GW observations
alone will be competitive with the measurements coming
from more traditional channels.
Our results are moderately affected by the specific re-
alisation of the galactic hosts. For each of the cases here
considered, we find that the variance of the median value
of h inferred is similar to the average joint posterior vari-
ance. The width of the joint posterior is, not unexpectedly,
unaffected. The latter depends, in fact, only on the sizes
of the distance uncertainties and not on the details of the
galactic population. Examples of individual realizations of
the observed standard sirens sample and on the associated
H0 constrains are shown in Fig. 4 for the A250 and A550
cases. The top panels show that the width of the joint pos-
teriors of the single realizations is in fact very similar to
the average values reported in Tab. 1, whereas the bottom
panels highlight the contribution of each individual BHB to
the H0 measurement and the N
−1/2
GW improvement in the
MNRAS 000, 1–9 (2016)
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Figure 4. Example of the inference for A250 (left column) and A550 (right column). Top row : joint posterior distributions for h. The
green dashed lines indicate the fiducial value h = 0.73. Centre row : median DL−z regression line (solid) and 68% and 90% credible regions
in teal and turquoise, respectively. Each set of contours indicate the 50th, 90th percentiles from the single event posterior distribution for
the redshift z. The dashed line indicates the DL−z relation from the fiducial values of the cosmological panels, h = 0.73 and Ωm = 0.25.
The black dots are the redshifts and luminosity distances – computed using the fiducial cosmology – for the individual galaxies that
went in the analysis. Bottom row : evolution of the 90% credible region for h as a function of the number of events analysed (black error
bars). In blue, the 90% credible region for h from the analysis is the corresponding individual event. The green dotted line indicates the
fiducial value h = 73.
joint H0 constrain as systems are added up. The central
panels provide a visual representation of how our technique
works. Each BHB has an associated ’likelihood blob’ in the
DL − z plane given by the uncertainty in the GW measure-
ment, weighted with the distribution of galaxies within this
uncertainty. As we add up blobs, we can find the cosmolog-
ical parameters that provide the best DL − z fit to them.
Note that systems at z < 0.05 have significantly smaller
associated uncertainties, contributing the most to the mea-
surement. However, at such small distances, galaxy peculiar
velocities can significantly bias the estimate of the intrinsic
redshift of the host galaxies, and it is important to average
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over several events to avoid a significant bias in the final
measurement of H0. Moreover, similarly to what observed
for EM measurements from the local Universe (e.g Riess
et al. 2016), the actual measurement of H0 from the LISA
sources using the method presented in this study will have
to assess potential systematics caused by cosmic variance ef-
fects which can have a non-negligible impact (of the order
of 1%) over the inferred value of H0.
Finally, from the class of sources considered here, it is
not possible to draw any inference over the value of the
matter density Ωm. This is because the redshift range we
considered is limited to z ≤ 0.1, over which the DL − z re-
lation is very little affected. For an inference of the energy
density parameters with LISA observations, we would have
to turn to massive BH binaries which can be detected at
far larger redshifts and indeed have the potential of probing
even the dark energy equation of state (e.g. Petiteau et al.
2011). The lack of sensitivity to Ωm, however, greatly sim-
plified our analysis. For searches that are sensitive to Ωm
and whose indicators have large distance uncertainties, se-
lection effects can play a significant role (see discussion in
Del Pozzo et al. 2017). Therefore, a simultaneous inference
of the coalescence rate (irrelevant for the case of H0) and of
the cosmological parameters is necessary.
5 CONCLUSIONS
We considered the possibility of using GW150914-like
sources as observed by LISA as cosmological probes. Build-
ing on the original idea of MacLeod & Hogan (2008), we em-
ploied a statistical methodology that circumvent the need of
direct EM counterparts to the GW events to populate the
Dl − z diagram. Essentially, the method associates to each
BHB a redshift probability distribution defined by the galax-
ies falling in an error cube given by the GW measurement
uncertainty plus a prior uncertainty range for the cosmologi-
cal parameters. A measurement of the latter is then possible
by stacking several such distributions and searching for the
combination of cosmological parameters that maximizes the
resulting joint probability of the BHB hosts.
We demonstrated the feasibility of such measurement
by performing end-to-end simulations including: i. state of
the art rates of BHB mergers as inferred by the first Ad-
vanced LIGO run; ii. sky localization and distance deter-
mination of each BHB as determined by LISA observations
employing two different baselines and the full response func-
tion of the detector; iii. realistic distributions of potential
galaxy hosts taken from the light cones derived from the
Millennium simulation.
We found that LISA can probe H0 with an accuracy
that ranges from ∼7% to ∼1% (68% confidence) depend-
ing on the intrinsic BHB merger rate and detector config-
uration. Except for the most pessimistic cases, figures are
comparable with current local measurement of H0 and can
therefore play an important role in addressing the apparent
discrepancy between local and CMB based measurements
of the Hubble constant. Although EM-based H0 measure-
ments are expected to improve by the time LISA flies, we
stress that GW based methods rely on independent assump-
tions and systematics. Moreover, LISA measurement of H0
from BHB can be combined with results from other classes
of GW standard sirens (massive BHBs, EMRIs, etc.) to sig-
nificantly reduce the associated uncertainties.
While conducting this study, a novel LISA baseline has
been proposed by the LISA Consortium to address the L3
mission call by ESA (Amaro-Seoane et al. 2017). The new
baseline features a 2.5 Mkm armlength and slightly differ-
ent technical specifications. The resulting sensitivity curve
is similar to the N2A2M5L6 configuration investigated here.
The minimum proposed mission lifetime is four years, with
the goal of an extension to up to ten years. Sesana (2017)
derived BHB observed rates for the new configuration, con-
firming that they are in line with the N2A2M5L6 baseline.
If the mission is extended to ten years, however, the number
of BHB detections increases by a factor of ≈ 4, implying a
factor of ≈ 2 better determination of H0. Since the deter-
mination of H0 in the N2A2M5L6 case ranges from 7% to
3.5%, a ten year mission with the new proposed baseline can
push these figures down to 3% to 1.5%, depending on the
intrinsic BHB merger rate.
Finally, we caution that, although quite sophisticated,
our simulations rely on a number of simplifying assump-
tions. First, GW measurement errors are computed in the
FIM approximation. Although this might not be accurate for
relatively low S/N events, results from the mock LISA data
challenge (Babak et al. 2010) showed that FIM results are
quite reliable also at low S/N for persistent sources like EM-
RIs or galactic WD binaries. Second, we only consider the
1σ GW measurement error-cube and assign to each galaxy
within the cube equal probability to host the BHB. In re-
ality, one will have to weight the probability of each galaxy
according to the shape of the 3D joint posterior distribution
of the source distance and sky location. Lastly, our host
probability distribution might be refined by applying more
physically motivated weights for each galaxy. For example,
the probability of hosting a BHB can be taken to be propor-
tional to the galaxy mass. This would likely produce more
defined spikes in the host probability distributions, with a
consequential improvement on the determination of the cos-
mological parameters.
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