We consider the task of collaborative preference completion: given a pool of items, a pool of users and a partially observed item-user rating matrix, the goal is to recover the personalized ranking of each user over all of the items. Our approach is nonparametric: we assume that each item i and each user u have unobserved features xi and yu, and that the associated rating is given by gupf pxi, yuqq where f is Lipschitz and gu is a monotonic transformation that depends on the user. We propose a k-nearest neighbors-like algorithm and prove that it is consistent. To the best of our knowledge, this is the first consistency result for the collaborative preference completion problem in a nonparametric setting. Finally, we conduct experiments on the Netflix and Movielens datasets that suggest that our algorithm has some advantages over existing neighborhood-based methods and that its performance is comparable to some state-of-the art matrix factorization methods.
Introduction
In the preference completion problem, there is a pool of items and a pool of users. Each user rates a subset of the items and the goal is to recover the personalized ranking of each user over all of the items. This problem is fundamental to recommender systems, arising in tasks such as movie recommendation and news personalization. A common approach is to first estimate the ratings through either a matrix completion estimator or a neighborhood-based method and to output personalized rankings from the estimated ratings [13, 26, 17, 2] . Recent research has observed a number of shortcomings of this approach [25, 15] ; for example, many ratings-oriented algorithms minimize the RMSE, which does not necessarily produce a good ranking [5] . This observation has sparked a number of proposals of algorithms that aim to directly recover the rankings [25, 15, 16, 19, 18, 8] . Although these ranking-oriented algorithms have strong empirical performance, there are few theoretical guarantees to date and they all make specific distributional assumptions (discussed in more detail below).
In this paper, we consider a statistical framework for nonparametric preference completion. We assume that each item i and each user u have unobserved features x i and y u , respectively, and that the associated rating is given by g u pf px i , y uwhere f is Lipschitz and g u is a monotonic transformation that depends on the user. We make the following contributions. (i) We propose a simple k-nearest neighbors-like algorithm and (ii) we provide, to the best of our knowledge, the first consistency result for ranking-oriented algorithms in a nonparametric setting.
Related Work
The two main approaches to preference completion are matrix completion estimators and neighborhoodbased methods. Recently, there has been a surge of research with many theoretical advances in matrix completion for collaborative filtering, e.g., [21, 10] . These methods tend to focus on minimizing the RMSE even though applications usually use ranking measures to evaluate performance. While recent work has developed ranking-oriented algorithms that outperform ratings-oriented algorithms [8, 15, 22, 20, 5, 25] , many of these proposals lack basic theoretical guarantees such as consistency. A recent line of work has begun to fill this gap by establishing theoretical results under specific generative models. Lu and Negahban [16] , Park et al. [19] provided consistency guarantees using a low-rank approach and the Bradley-TerryLuce model. Similarly, Oh et al. [18] established a consistency guarantee using a low rank approach and the MultiNomial Logit model. By contrast, our approach forgoes such strong parametric assumptions.
Neighborhood-based algorithms are popular methods, e.g. [6] , because they are easy to implement and do not require expensive model-training [17] . There is an extensive experimental literature on neighborhoodbased collaborative filtering methods. The most common approach is the user-based model; it is based on the intuition that if two users give similar ratings to items in the observed data, then their unobserved ratings are likely to be similar. This approach employs variants of k nearest-neighbors. Popular similarity measures include the Pearson Correlation coefficient and cosine similarity. There are a large number of schemes for predicting the unobserved ratings using the k nearest neighbors, including taking a weighted average of the ratings of the users and majority vote of the users [17] .
Recently, researchers have sought to develop neighborhood-based collaborative filtering algorithms that aim to learn personalized ranking for each user instead of learning user ratings [15, 23, 24] . Eigenrank, proposed by Liu and Yang [15] , is structurally similar to our algorithm. It measures the similarity between users with the Kendall rank correlation coefficient, a measure of the similarity of two rankings. Then, it computes a utility function ψ : rn 1 sˆrn 1 s ÝÑ R for each user that estimates his pairwise preferences over the items. From the estimated pairwise preferences, it constructs a personalized ranking for each user by either using a greedy algorithm or random walk model. In contrast, our algorithm uses the average number of agreements on pairs of items to measure similarity between users and a majority vote approach to predict pairwise preferences.
Neighborhood-based collaborative filtering has not received much theoretical attention. Kleinberg and Sandler [11, 12] model neighborhood-based collaborative filtering as a latent mixture model and prove consistency results in this specific generative setting. Recently, Lee et al. [14] , who inspired the framework in the current paper, studied rating-oriented neighborhood-based collaborative filtering in a more general nonparametric setting. Their approach assumes that each item i and each user u have unobserved features x i and y u , respectively, and that the associated rating is given by f px i , y u q where f is Lipschitz, whereas we assume that the associated rating is given by g u pf px i , y uwhere g u is a user-specific monotonic transformation. As we demonstrate in our experiments, their algorithm is not robust to monotonic transformations of the columns, but this robustness is critical for many applications. For example, consider the following implicit feedback problem [9] . A recommender system for news articles measures how long users read articles as a proxy for item-user ratings. Because reading speeds and attention spans vary dramatically, two users may actually have very similar preferences despite substantial differences in reading times.
Even though our method is robust to user-specific monotonic transformations, we do not require observing many more entries of the item-user matrix than Lee et al. [14] . If there are n 1 items and n 2 users, Lee et al. [14] requires that there exists 1 2 ą α ą 0 such that the probability of observing an entry is greater than maxpn´1
q, whereas we require that this probability is greater than maxpn´1
2`α 2 q. Our work is also related to the problem of Monotonic Matrix Completion (MMC) where a single mono-tonic Lipschitz function is applied to a low rank matrix and the goal is rating estimation [7] . In contrast, we allow for distinct monotonic, possibly non-Lipschitz functions for every user and pursue the weaker goal of preference completion.
To the best of our knowledge, there is no theoretically supported, nonparametric method for preference completion. Our work seeks to address this issue.
Setup
Notation: Define rns " t1, . . . , nu. Let Ω Ă rn 1 sˆrn 2 s. If X P R n1ˆn2 , let P Ω pXq P pR Y t?uq n1ˆn2 be defined as rP Ω pXqs i,j " " P Y where P X and P Y denote Borel probability measures over X and Y, respectively. We assume that for all ǫ ą 0 and y P Y, P Y pB ǫ pyqq ą 0. 4. Each entry of the matrix H is observed independently with probability p. Let Ω Ă rn 1 sˆrn 2 s be a random variable denoting the indices of the observed ratings.
The complete ratings matrix is
Whereas Lee et al. [14] considers the task of completing a partially observed matrix FrF px i , y u qs iPrn1s,uPrn2s when tx i u iPrn1s and ty u u uPrn2s are unobserved, we aim to recover the ordering of the elements in each column of H when tx i u iPrn1s and ty u u uPrn2s are unobserved. In our setup, we view F as an ideal preference matrix representing how much users like items and H as how those preferences are expressed based on user-specific traits (see the news recommender system example in Section 2).
Task: Let S n1 " tσ : σ : rn 1 s ÝÑ rn 1 s, σ is a permutationu denote the set of permutations on n 1 objects. We call σ P S n1 a ranking. Let S n1ˆn2 " pS n1 q n2 . That is, σ P S n1ˆn2 if σ : rn 1 sˆrn 2 s ÝÑ rn 1 s 1 We could develop our framework with an arbitrary Lipschitz constant L, but for ease of presentation, we fix L " 1.
and for fixed u P rn 2 s, σp¨, uq is a permutation on rn 1 s. Let ǫ ą 0. Our goal is to learn σ P S n1ˆn2 that minimizes the number of pairwise ranking disagreements per user with some slack, i.e., dis ǫ pσ, Hq "
1t|f px i , y u q´f px j , y u q| ą ǫu.
Algorithm
Our algorithm, Multi-Rank (Algorithm 1), has two stages: first it estimates the pairwise preferences of each user and, second, it constructs a full ranking for each user from its estimated pairwise preferences. In the first stage, Multi-Rank computes A P t0, 1u n2ˆn1ˆn1 where A u,i,j " 1 denotes that user u prefers item i to item j and A u,i,j " 0 denotes that user u prefers item j to item i. If a user has provided ratings for a pair of items, Multi-Rank fills in the corresponding entries of A. If two items have the same rating, Multi-Rank flips a coin to determine their relative ordering. For the rest of the entries, Multi-Rank uses a subroutine called Pairwise-Rank that we will describe shortly. Once Multi-Rank has constructed A, it applies the Copeland ranking procedure to the pairwise preferences of each user (discussed at the end of the section).
if pi, uq P Ω and pj, uq P Ω then The Pairwise-Rank algorithm predicts whether a user u prefers item i to item j or vice versa. It is similar to k-nearest neighbors where we use the forthcoming ranking measure as our distance measure. Let N puq denote the set of items that user u has rated, i.e., N puq " tl : pl, uq P Ωu, and N pu, vq " N puq X N pvq denote the set of items that users u and v have both rated. Viewing N pu, vq as an ordered array where N pu, vqrℓs denotes the pℓ`1qth element, let Ipu, vq " tps, tq : s " N pu, vqrℓs, t " N pu, vqrℓ`1s for some ℓ P t2k : k P N Y t0uuu. denote the fraction of times that users u and v agree on the relative ordering of item pairs belonging to Ipu, vq. In practice, one can simply compute this statistic over all pairs of commonly rated items. Observe that by the law of total expectation and the linearity of expectation,
i.e., ErR u,v |Ipu, vq ‰ H, y u " y u , y v " y v s is the probability that users u and v with features y u and y v order two random items in the same way. We note that 1´ρ is nearly a pseudo-metric on Y (see Proposition 2 of the Appendix).
We apply Pairwise-Rank (Algorithm 2) to a user u and a pair of items pi, jq if the user has not provided ratings for both items. Pairwise-Rank(u, i, j, β, k) finds users that have rated items i and j, and have rated at least β items in common with u. If there are no such users, Pairwise-Rank flips a coin to predict the relative preference ordering. If there are such users, then it selects the users in decreasing order of R u,v and takes a majority vote over the first k users about whether item i or item j is preferred. If the vote results in a tie, Pairwise-Rank flips a coin to predict the relative preference ordering.
Algorithm 2 Pairwise-Rank Next, Multi-Rank converts the pairwise preference predictions of each user into a full estimated ranking for each user. It applies the Copeland ranking procedure (Algorithm 3)-an algorithm for the feedback arc set problem in tournaments [3, 4] to each user-specific set of pairwise preferences. The Copeland ranking procedure simply orders the items by the number of times an item is preferred to another item. It is possible to use other approximation algorithms for the feedback arc set problem such as Fas-Pivot from Ailon et al. [1] . 
Analysis of Algorithm
The main idea behind our algorithm is to use pairwise agreements about items to infer whether two users are close to each other in the feature space. However, this is not possible in the absence of further distributional assumptions. The Lipschitz condition on f only requires that if users u and v are close to each other, then max z |f pz, y u q´f pz, y v q| is small. Proposition 1 shows that we can make functions arbitrarily close to each other and still disagree about the relative ordering of almost every pair of points. Proposition 1. Let X " r0, 1s and P X be the Lebesgue measure over X . For every ǫ ą 0, there exist functions f, g : X ÝÑ R such that max xPr0,1s |f pxq´gpxq| " }f´g} 8 ď 2ǫ and for almost every pair of points px,
Thus, we make the following mild distributional assumption.
Definition 1. Fix y P Y and let f y pxq -f px, yq. Let r be a function such that lim xÝÑ0 rpxq " 0. We say y is r-discerning if @ǫ ą 0, Pr x1,x2"PX p|f y px 1 q´f y px 2 q| ď 2ǫq ă rpǫq.
This assumption basically says that the probability that f y px 1 q and f y px 2 q are arbitrarily close vanishes at some rate given by r. In a sense, it means that users perceive some difference between randomly selected items with different features, although the difference might be masked by the transformation g u .
We also assume that if two users are not close to each other in the latent space, then they must have some disagreements. In a sense, this is a requirement that the latent space is sufficiently rich to capture some differences in rankings.
Definition 2. Fix y P Y. Let ǫ, δ ą 0. We say that y is pǫ, δq-discriminative if z P B ǫ pyq c implies that ρpy, zq ă 1´δ.
Our analysis uses two functions to express problem-specific constants. First, let τ : R``ÝÑ p0, 1s be defined as τ pǫq " inf y0PY Pr y"PY pd Y py 0 , yq ď ǫq. Second, let κ : R``ÝÑ p0, 1s be such that κpǫq " inf y0PY Pr y"PY pd Y py 0 , yq ą ǫq. Our assumption that for all δ ą 0 and y P Y, P Y pB δ pyqq ą 0 ensures that τ p¨q ą 0 and κp¨q ă 1 (see Lemma 3 in the Appendix).
Continuous Ratings Setting
Our analysis deals with the case of continuous ratings and the case of discrete ratings separately. In this section, we prove theorems dealing with the continuous case and in the next section we give analogous results with similar proofs for the discrete case. Theorem 1 establishes that with probability tending to 1 as n 2 ÝÑ 8, Multi-Rank outputs p σ P S n1ˆn2 such that dis 2ǫ pp σ, Hq " 0. If ǫ and δ are small, then we must pick a correspondingly small η. η represents how close a user y v must be to a user y u in the feature space to guarantee that the ratings of y v can be used to make inferences about the ranking of user y u . Corollary 1. Assume the setting of Theorem 1. If n 2 ÝÑ 8, p ě maxpn´1
for any constant C 1 ą 0 and some constant C 2 ą 0 depending on α, then Pr txiu,tyuu,Ω pdis 2ǫ pp σ, Hq ą 0q ÝÑ 0 as n 2 ÝÑ 8.
Note that the growth rates of n 1 , n 2 and p imply that the average number of rated items by each user pn 1 must grow as C logpn 2 q 1 2`1 4α for some universal constant C ą 0. Next, we sketch the proof. The main part of the analysis deals with establishing a probability bound of a mistake by Pairwise-Rank for a specific user u and a pair of items i and j when |f px i , y u q´f px j , y u q| ą ǫ. First, we establish that w.h.p. |W i,j u pβq| is large, i.e., there are many users that have rated i and j and many other items in common with u. Second, using standard concentration bounds, it is shown that for every v P W py u q on items i and j to make the prediction. The Lipschitzness of f and our assumption that g v is strictly increasing imply that this prediction is correct. It is possible to extend this argument to handle the case when k ą 1.
Discrete Ratings Setting
Let N ą 0 and suppose that |f px, yq| ď N @x P X , @y P Y. Suppose that there are L distinct ratings and let G denote the set of all step functions of the form
We assume that for all u P rn 2 s, g u P G and that the rating thresholds are random, i.e.,
" P G and we assume that tg u u uPrn2s is independent from tx i u iPrn1s , ty u u uPrn2s , and Ω. Let P l denote the marginal distribution of a u,l for all u P rn 2 s. We make the following assumption.
Definition 3. We say that P G is diverse if for every open interval I Ă r´N, N s there exists l such that P l pIq ą 0.
Let d R denote a metric on R; fix u P rn 2 s and let γpǫq " inf zPr´N,N s P ta u,l u lPrL´1s pDl P rL´1s : d R pz, a u,l q ď ǫq. The aforementioned assumption ensures via a measure theoretic argument that γpǫq ą 0 for all ǫ ą 0 (see Lemma 3 in the Appendix).
Theorem 2. Let ǫ, δ ą 0. Suppose that P G is diverse and that almost every y P Y is p ǫ 4 , δq-discriminative. Let r be a positive nondecreasing function such that lim xÝÑ0 rpxq " 0 and rp ǫ 4 q ě δ. Suppose that almost every y P Y is r-discerning. Choose η ą 0 small enough such that rpηq ă δ 2 and let
for some constant C 1 , and n 2 is sufficiently large, Multi-Rank with k " n α 1 2 and β "
2 outputs p σ such that
Corollary 2. Assume the setting of Theorem 2. If p ě maxpn´1
The bulk of the analysis for the discrete ratings setting is similar to the continuous rating setting and, once again, mainly deals with the analysis of Pairwise-Rank for a user u and items i and j. Since the ratings are discrete, although users that are sufficiently close to user u in the feature space agree about the ordering of items i and j, we need to show that at least one of these neighbors does not give the same rating to items i and j. To this end, we show that eventually k nearby points are sampled: y v1 , . . . , y v k P B η py u q. Conditional on |f px i , y u q´f px j , y u q| ě ǫ, using the Lipschitzness of f , pf px i , y vq q, f px j , y vhas length at least ǫ 2 . Finally, since P G is diverse, a concentration argument wrt g v1 , . . . , g v k implies that w.h.p. there exists q P rks and l P rL´1s such that a vq,l P pf px i , y vq q, f px j , y v. Thus, user v q provides distinct ratings for items i and j.
Experiments
We compared the performance of our algorithm (MR) and a weighted version of our algorithm (MRW) where votes are weighted by R u,v against Alternating SVM (AltSVM) [19] , Retargeted Matrix Completion (RMC) [8] , and the proposed algorithm in [14] (LA). We used grid search to optimize the hyperparameters for each of the algorithms using a validation set.
We use the ranking metrics Kendall Tau, Spearman Rho, NDCG@5, and Precision@5. Kendall Tau and Spearman Rho measure how correlated the predicted ranking is with the true ranking. The other metrics measure the quality of the predicted ranking at the top of the list. For Precision@5, we deem an item Table 1 : Netflix and MovieLens Results-On the Netflix dataset, MR usually used β " 5 and k P r13, 19s. MRW usually used β " 9 and k P r16, 23s. On the MovieLens dataset, MR usually used β " 10 and k P r7, 13s. MRW usually used β " 12 and k P r13, 17s.
relevant if it has a score of 5. For all of these metrics, higher scores are better. The numbers in parentheses are standard deviations. We use the Netflix and MovieLens 1M datasets. We pre-process the data in a similar way to Liu and Yang [15] . For the Netflix dataset, we take the 2000 most popular movies and randomly selected 4000 users that had rated at least 100 of these movies. For both datasets, we randomly subsample the ratings 5 times in the following way: we randomly shuffled the (user-id, movie, rating) triples and split 40% into a training set, 15% into a validation set, and 45% into a test set. For the Netflix dataset, we drop users if they have fewer than 50 ratings in the training set and fewer than 10 ratings in either the validation set or the test set. For the MovieLens dataset, we drop users if they have fewer than 100 ratings in the training set and fewer than 50 ratings in either the validation set or the test set. Table 1 shows that although MRW does not have the best performance, it outperforms AltSVM on NDCG@5 and Precision@5 on the Netflix dataset and LA on NDCG@5 and Precision@5 on the MovieLens dataset.
In addition, we quantized the scores of both datasets to 1 if the true rating is less than or equal to 3 and to 5 otherwise (see Table 2 ). Here, MR and MRW have the same amount of information as LA and RMC. On the Netflix dataset, MRW performed the best on the NDCG@5 measure.
Finally, we considered a setting where a company performs A{B testing on various rating scales (e.g., 1-5, 1-10, 1-50, 1-100) and wishes to use all of the collected data to predict preferences. To model this situation, for each user, we randomly sampled a number a P t1, 2, 10, 20u and b P ra´1s Y t0u, and transformed the rating r ÝÑ a¨r´b. Table 3 shows that on the monotonically transformed versions of the Netflix and MovieLens datasets, LA performs dramatically worse.
Although MR and MRW usually do worse than AltSVM and RMC, MR and MRW have some advantages that might make them more practical for some applications. For example, the Google News system deals with a constantly changing item-set and there is no time for an expensive model-building phase since predictions must be made for items that have appeared within the past few hours [6] . Whereas one could easily adapt MR and MRW to this setting, it is not immediately clear how to adapt AltSVM and RMC. In addition, a parallel implementation of MR and MRW is trivial.
Conclusion
We considered the preference completion problem where based on a partially observed user-item rating matrix, one learns the personalized ranking of each user. We proposed a simple algorithm and provided, to the best of our knowledge, the first consistency result for the preference completion problem in a nonparametric Table 2 : Quantized Netflix and MovieLens Results-On the Netflix dataset, MR usually used β " 5 and k " 22. MRW usually used β P r9, 10s and k P r27, 31s. On the MovieLens dataset, MR usually used β P r10, 13s and k P r10, 19s. MRW usually used β P r8, 11s and k P r16, 23s. model. In the Appendix, we explore an alternative perspective of this setting by establishing necessary and sufficient conditions for σ P S n1ˆn2 that satisfy dis ǫ pσ, Hq " 0.
Appendix
In Section 8.1, we give the counterexample establishing Proposition 1 and give theorem proofs for the continuous rating setting. In Section 8.2, we give theorem proofs for the discrete rating setting. In Section 8.3, we prove the lemmas used in our theorem proofs, beginning with lemmas common to both the continuous rating setting and discrete rating setting and, then, presenting the lemmas on the continuous rating setting and discrete rating setting, separately. In Section 8.4, we provide the proofs of the necessary and sufficient conditions. In Section 8.5, we establish that ρ is nearly a pseudo-metric. Finally, in Section 8.7, we give some bounds that we use in the proofs for reference. Unless otherwise indicated, all probability statements are with respect to tx i u iPrn1s Y ty u u uPrn2s Y Ω in the continuous ratings setting and with respect to tx i u iPrn1s Y ty u u uPrn2s Y ta u,l u uPrn2s,lPrL´1s Y Ω in the discrete ratings setting.
Proofs for Section 5.1
To begin, we introduce some additional notation. When y u and y v are random, we write R u,v instead of R u,v for emphasis.
Proof of Proposition 1. Consider the functions f pzq "
Next, we analyze Pairwise-Rank (PR), bounding the probability that Pairwise-Rank makes a mistake for a user u and items i and j when |f px i , y u q´f px j , y u q| ą ǫ, i.e., the event 
, n´1
2`α 2 q, n 1 p 2 ě 15, and n 2 is sufficiently large, for all u P rn 2 s and i ‰ j P rn 1 s, the output of Pairwise-Rank with k " 1 and β "
2 is such that
The structure of the proof of Theorem 3 is similar to the proof of Theorem 1 from Lee et al. [14] . The lemmas are distinct, however.
Proof of Theorem 3. Fix u P rn 2 s, i, j P rn 1 s such that i ‰ j and let η ą 0 small enough such that rpηq ă δ 2 . Define:
u pβq " tv P rn 2 s : |N pu, vq| ě β, pi, vq, pj, vq P Ωu.
Further, define the events:
By several applications of the law of total probability, we have that (1)
Line (1) Proof of Theorem 1. For any u P rn 2 s, i ‰ j P rn 1 s, define the event
Suppose that there exists u P rn 2 s and distinct i, j P rn 1 s such that Error ǫ u,i,j occurs. Without loss of generality suppose that h u px i , y u q ă h u px j , y u q, f px i , y u q`ǫ ă f px j , y u q, and A u,i,j " 1. Then, since a mistake is made, inspection of the Multi-Rank algorithm reveals that 1 " A u,i,j " Pairwise-Rankpu, i, j, β, kq. Thus, D ǫ u,i,j occurs. Therefore, by Theorem 3 and the union bound, Note that in this setting, the meaning of pǫ, δq-discriminative is slightly different.
Definition 4.
Fix y P Y. Let ǫ, δ ą 0. We say that y is pǫ, δq-discriminative if z P B ǫ pyq c implies that ρ 1 py, zq ă 1´δ.
In a sense, the notion requires in addition that the distribution of the monotonic functions reveals some differences in the preferences of the users.
Unless otherwise indicated, all probability statements are with respect to tx i u iPrn1s Y ty u u uPrn2s Y ta u,l u uPrn2s,lPrL´1s Y Ω. Next, we prove a theorem that is analogous to Theorem 3. Recall the notation: 
for some suitable universal constant C 1 , and n 2 is sufficiently large, for all u P rn 2 s and i ‰ j P rn 1 s, the output of Pairwise-Rank with k " n α 1 2 and
2 is such that Line (3) follows from the independence of Ω from tx s u sPrn1s and ty v u vPrn2s . We will bound each term in the above upper bound. By Lemma 12,
Setting λ " 
Line (6) follows from the independence of Ω from tx s u sPrn1s and ty v u vPrn2s . Line (7) Since the above bound holds for all y u such that A X B holds, taking the expectation of the above bound with respect to y u over the set A X B gives
Thus,
Since by hypothesis 
where line (10) follows by the union bound and line (11) follows because n 1 p 2 ě 15 and @x ě 15,
2`α 2 q, and n 1 ě C 1 logpn 2 q 1 2α for some constant C 1 , if n 2 is sufficiently large, the bound in line (9) 
Putting together lines (3), (4), (5), (7), (8), (9), (11) , and (12) 
Technical Lemmas
We separate the lemmas into three sections: lemmas for both the continuous and discrete rating settings, lemmas for the continuous rating setting, and lemmas for the discrete rating setting.
Lemmas Common to the Continuous Rating Setting and the Discrete Rating Setting
Lemma 1 establishes that for a user u P rn 2 s and distinct items i, j P rn 1 s, with high probability there are many other users that have rated items i and j and many items in common with user u. It is similar to Lemma 1 from Lee et al. [14] . Lemma 1. Fix u P rn 2 s, i ‰ j P rn 1 s, and let λ ą 0 and 2 ď β ď
Proof. Define the following binary variables for all v P rn 2 sztuu. E v " 1 if |N pu, vq| ě β and 0 otherwise, F v " 1 if pi, vq P Ω and 0 otherwise, and G v " 1 if pj, vq P Ω and 0 otherwise. Observe that |W
u pβq| P ra, bs. Thus, the contrapositive implies that for any 0 ď a ă b ď n 2´1 ,
Pr Ω p|W 
Since N pu, vq is binomial with parameters n 1 and p 2 , by Chernoff's multiplicative bound (Proposition 5),
Then, by the union bound,
To convert the pairwise comparisons to a ranking, we use the Copeland ranking procedure (Algorithm 3 in the main document). Lemma 2 establishes that if the output of the Pairwise-Rank algorithm is such that for all i, j P rn 1 s and u P rn 2 s, D ǫ u,i,j does not occur, then applying the Copeland ranking procedure to A (as defined in Multi-Rank) yields a p σ such that dis 2ǫ pp σ, Hq " 0.
Lemma 2. Let ǫ ą 0, u P rn 2 s, A as defined in Multi-Rank (Algorithm 1), and p σ u " CopelandpA u,:,:
The contrapositive of the claim is that if A u,j,l " 1, then A u,i,l " 1. Then,
Recall the definition of our problem-specific constants: τ pǫq " inf y0PY Pr yu pd Y py 0 , y u q ď ǫq, κpǫq " inf y0PY Pr yu pd Y py 0 , y u q ą ǫq, and γpǫq " inf zPr´N,N s P ta u,l u lPrL´1s pDl P rL´1s : d R pz, a u,l q ď ǫq. Lemma 3 establishes that under our assumptions, for all ǫ ą 0, τ pǫq ą 0, κpǫq ă 1, and γpǫq ą 0.
Lemma 3.
If there exists ǫ ą 0 such that τ pǫq " 0, or κpǫq " 1, then there exists a point z P Y such that P Y pB ǫ pzqq " 0. Similarly, if there exists ǫ ą 0 such that γpǫq " 0, then there exists z P r´N, N s such that P l pB ǫ pzqq " 0 for all l P rL´1s.
Proof. Let ǫ ą 0 and suppose τ pǫq " 0. Then, there exists a sequence of points z 1 , z 2 , . . . P Y such that for every n, P Y pB ǫ pz nď 1 n . Since Y is compact by assumption, there exists a convergent subsequence z i1 , z i2 , . . . to z.
We claim that for all z 1 P Y, there exists a sufficiently large N such that z 1 P B ǫ pz iN q if and only if
Then, by the triangle inequality,
A similar argument shows the other direction of the claim. Since a probability space has finite measure, by the dominated convergence theorem,
Next, suppose κpǫq " 1. Then, there exists a sequence of points z 1 , z 2 , . . . P Y such that for every n, P Y pB ǫ pz n q c q ě 1´1 n . Then, for every n, P Y pB ǫ pz nď 1 n A similar argument from the τ p¨q case using the dominated convergence theorem shows that P Y pB ǫ pzqq " 0.
Since r´N, N s is compact and γ has a similar definition to τ , the result for γp¨q follows by an argument similar to the one used for the τ p¨q case.
Lemmas for Continuous Rating Setting
Lemma 4 uses the notion of r-discerning to relate the distance between points in Y and to a lower bound on ρpy u , y v q. Proof. Suppose that dpy u , y v q ď ǫ. Suppose that x i " x i and x j " x j such that |f px i , y u q´f px j , y u q| ą 2ǫ and without loss of generality suppose that h u px i , y u q ě h u px j , y u q. Then, since f is Lipschitz,
Hence, h v px i , y v q ě h v px j , y v q, establishing the claim. Thus, ρpy u , y v q ě Pr xi,xj p|f px i , y u q´f px j , y u q| ą 2ǫq ą 1´rpǫq, where the last inequality follows from the hypothesis that y u is r-discerning. Thus, we conclude the result.
Lemma 5 establishes that if S Ă rn 2 sztuu is a large enough set, then with high probability there is at least one element y v in S that tends to agree with y u .
Lemma 5. Let r be a non-decreasing function such that lim zÝÑ0 rpzq " 0 and suppose that almost every y P Y is r-discerning. Let S Ă rn 2 sztuu. Then, @ǫ ą 0,
Proof. Fix y u " y u P Y that is r-discerning. By Lemma 4, if y v " y v is such that dpy u , y v q ď ǫ, then ρpy u , y v q ą 1´rpǫq. Hence, Pr yv pdpy u , y vď ǫq ď Pr yv pρpy u , y v q ą 1´rpǫqq.
Then,
Pr yv pρpy u , y v q ď 1´rpǫqq ď Pr yv pdpy u , y vą ǫq " 1´Pr yv pdpy u , y vď ǫq ď 1´τ pηq.
The RHS does not depend on y u , and y v , y u are independent, so we can take the expectation with respect to y u to obtain
Pr yv ,yu pρpy v , y u q ď 1´rpǫqq ď 1´τ pǫq.
Finally,
where the first equality follows from the independence of y 1 , . . . , y n2 and the inequality follows from line (13) and the assumption that almost every y P Y is r-discerning.
Lemma 6 establishes that R u,v concentrates around ρpy u , y v q.
u pβq be defined as in Lemma 1. Then,
Since Ipu, vq consists of pairs of indices that do not overlap, conditioned on y u " y u , y v " y v , and any nonempty Ipu, vq, t1tph u px s , y u q´h u px t , y u qqph v px s , y v q´h v px t , y vě 0u : ps, tq P Ipu, vqu is a set of independent random variables. Further, each has mean ρpy u , y v q. Thus, by Chernoff's bound (Proposition 4),
. Since the above bound holds for all y u , y v , it follows that
Lemma 7 establishes that conditional on A, B, C (defined in the proof of Theorem 3), the event D ǫ u,i,j does not occur with probability 1.
Lemma 7. Under the setting described in Theorem 3, let u P rn 2 s and i ‰ j P rn 1 s. Then, PrpD ǫ u,i,j |A, B, Cq " 0.
Proof. Define the events
By the union bound and law of total probability,
The argument for bounding each of these is similar and, thus, we bound the term PrpPRpu, i, j, β, kq " 1|A, B, C, E 1 q.
Fix ty v " y v u vPrn2s r-discerning and p ǫ 2 , δq-discriminative, tx s " x s u sPrn1s , and Ω " Ω such that the event A X B X C X E 1 occurs. We claim that Pairwise-Rank puts V " tvu (see Algorithm 2 for definition of V ) such that
where lines (14) and (15) follow by event C and v, w P W i,j u pβq. Thus, the claim follows. Conditional on E 1 , we have that h u px i , y u q ă h u px j , y u q and f px i , y u q`ǫ ă f px j , y u q. Then, using the Lipschitzness of f ,
Since g v is strictly increasing by hypothesis, h v px i , y v q ă h v px j , y v q. Thus, Pairwise-Rank with k " 1 correctly outputs that user u prefers item j to item i. Consequently,
Since almost every y P Y is r-discerning and p ǫ 2 , δq-discriminative, taking the expectation wrt ty v u vPrn2s , tx s u sPrn1s , Ω on the set A X B X C X E 1 of the last equality gives the result.
Lemmas for Discrete Rating Setting
Lemma 8 is the analogoue of Lemma 4 for the discrete case. The proof is very similar.
Lemma 8. Let r be a non-decreasing function such that lim zÝÑ0 rpzq " 0. If y u P Y is r-discerning, then for any ǫ ą 0, if y v P B ǫ py u q, then ρ 1 py u , y v q ą 1´rpǫq.
Proof. Suppose y v is such that dpy u , y v q ď ǫ. We claim that under this assumption
Fix g u " g u and g v " g v , and x i " x i and x j " x j such that |f px i , y u q´f px j , y u q| ą 2ǫ. Without loss of generality, suppose that h u px i , y u q ě h u px j , y u q. Then, since f is Lipschitz, 
Since tg u , g v , x i , x j u are independent, taking the expectation with respect to g u and g v in line (17) establishes line (16) . Thus,
where the last inequality follows from the hypothesis that y u is r-discerning.
Lemma 9 is the analogoue of Lemma 5 for the discrete case.
Lemma 9. Let ǫ, δ ą 0. Let r be a positive nondecreasing function such that lim zÝÑ0 rpzq " 0 and rpǫq ě δ, and let η ą 0 such that rpηq ă δ. Suppose that almost every y P Y is pǫ, δq-discriminative and r-discerning. Let R 2 ě R 1 ě 0 be constants. Then, for any S Ă rn 2 s depending on Ω and k ď R 1 ,
Proof. Let C η " Pr yv ,yu pρ 1 py v , y u q ď 1´rpηqq. Claim: C η ď 1´τ pηq. Fix y u " y u P Y r-discerning. By Lemma 8, if y v " y v is such that dpy u , y v q ď ǫ, then ρ 1 py u , y v q ą 1´rpǫq. Hence, Since the RHS does not depend on y u , and y u and y v are independent, we can take the expectation with respect to y u to establish the claim.
Main Probability Bound: 
" exppr1´κpǫq`τ pηq`logp|S|qsk´k logpkq´τ pηq|S|qq ď exppr1´κpǫq`τ pηq`logpR 1 qsk´k logpkq´τ pηqR 2where line (18) follows from the the inequality`n k˘ď p ne k q k , line (19) follows from the inequality p1´xq ď expp´xq, and line (20) follows since |S| ě k and 1´κpǫq ą 0 by Lemma 3. Finally, we can take the expectation with respect to Ω " Ω over the set R 1 ď |S| ď R 2 to conclude the result.
Lemma 10 is the analogoue of Lemma 6 for the discrete case.
Lemma 10. Consider the discrete ratings setting. Let u ‰ v P rn 2 s, i ‰ j P rn 1 s, η ą 0, β ě 2, and W i,j u pβq be defined as in Lemma 1. Then,
Since Ipu, vq consists of pairs of indices that do not overlap, conditioned on 
|Ipu, vq|q
. Since the above bound holds for all y u , y v , g u g v , it follows that
Lemma 11. Let ǫ, δ ą 0, . As in the proof of Theorem 4, define 
Thus, for all v P R, pf px j , y v q, f px i , y vis an open interval of length at least ǫ 2 . Fix v 1 P rn 2 sztuu. Since R is a finite set, the following is well-defined:
JPtpf pxj,yv q,f pxi,yvqq:vPRu
Then,
Line (22) follows from the independence of ty v u vPrn2s , Ω, and tx s u sPrn1s from ta v,l u vPrn2s,lPrL´1s . Line (23) follows from the definition of I in line (21) and because the monotonic functions tg v u vPrn2s are identically distributed. Line (24) follows since tg v u vPS are i.i.d., line (25) follows from the definition of γ, and line (26) follows from the inequality 1´x ď expp´xq. Note that since P G is diverse by hypothesis, by Lemma 3, γp Proof. Define the sets
Then, by the union bound and the law of total probability,
The argument for bounding each of these terms is similar, so we only bound PrpPRpu, i, j, β, kq " 1|A, B, C, E 1 , M q.
Fix ty v " y v u vPrn2s r-discerning and p ǫ 4 , δq-discriminative, tx s " x s u sPrn1s , Ω " Ω, and ta v,l " a v,l u vPrn2s,lPrL´1s such that A X B X C X E 1 X M occurs . We claim that the set V in Pairwise-Rank Once again, we analyze separately the continuous rating and discrete rating settings. With respect to the continuous rating setting, Theorems 6 and 7 roughly imply that with probability tending to 1 as n 2 ÝÑ 8, a collection of rankings σ P S n1ˆn2 that minimizes x disp¨, Hq is ǫ 2 -consistent if and only if it is ǫ-insensitive. Theorem 5. Consider the continuous rating setting. Let ǫ ą 0 and suppose that for all u P rn 2 s, g u p¨q is strictly increasing. With probability increasing to 1 as n 2 ÝÑ 8, any Since by assumption, for all r ą 0 and y P Y, P Y pB r pyqq ą 0, we have that P Y pC i q ą 0 for all i " 1, . . . , n. Let Q n2 denote the event that for every l P rns and i, j P rn 1 s, there exists u P rn 2 s such that y u P C l and we observe pi, uq P Ω and pj, uq P Ω. Since p ą 0, as n 2 ÝÑ 8, PrpQ n2 q ÝÑ 1.
Let tx i " x i u iPrn1s , ty u " y u u uPrn2s , and Ω " Ω such that Q n2 occurs. Let σ P S n1ˆn2 be an ǫ 2 -consistent minimizer of x disp¨, Hq over the sample. Towards a contradiction, suppose there exists y u and i ‰ j P rn 1 s such that σpi, uq ă σpj, uq, h u px i , y u q ą h u px j , y u q, and f px i , y u q ą f px j , y v q`ǫ. Without loss of generality, suppose that y u P C 1 .
Since Q n2 occurs by assumption, there exists v P rn 2 s such that y v P C 1 and pi, vq, pj, vq P Ω. Since σ is an 
Since g v is strictly increasing, line (30) implies that h v px i , y v q ą h v px j , y v q. Thus, σ is not a minimizer of x disp¨, Hq-a contradiction. Thus, @u P rn 2 s and i ‰ j P rn 1 s if σpi, uq ă σpj, uq and h u px i , y u q ą h u px j , y u q, then f px i , y u q ď f px j , y u q`ǫ, implying that dis ǫ pσ, Hq " 0. Theorem 6. Consider the discrete rating setting. Let ǫ ą 0. With probability increasing to 1 as n 2 ÝÑ 8, any . For every l P rns, fix z l P C l and define P l " tpi, jq : f px i , z l q ą f px j , z l q`ǫ 2 u.
Let Q n2 denote the event that for every l P rns and pi, jq P P l there exists y u P C l with pi, uq, pj, uq P Ω and a u,q P pf px j , y u q, f px i , y ufor some q P rL´1s. We claim that Er1tQ n2 u|tx i u iPrn1s s ÝÑ 1 as n 2 ÝÑ 8. We sketch a proof below, leaving out some details. Define for all l P rns the set C l " tu : y u P C l and @pi, jq P P l , pi, uq, pj, uq P Ωu.
Further, define the event A n2,k1 " t@l P rns, |C l | ě k 1 u.
By the law of total probability, Since Er1tQ n2 u|tx i u iPrn1s s " 1 Now, condition on tx i " x i u iPrn1s , ty u " y u u uPrn2s , Ω " Ω, ta u,l " a u,l u uPrn2s,lPrL´1s such that Q n2 happens. Let σ P S n1ˆn2 be an ǫ 8 -consistent minimizer of x disp¨, Hq over the sample. Towards a contradiction, suppose there exists y u and i ‰ j P rn 1 s such that σpi, uq ă σpj, uq, h u px i , y u q ą h u px j , y u q, and f px i , y u q ą f px j , y v q`ǫ. Without loss of generality, suppose that y u P C 1 . pi, jq P P 1 since f px i , z 1 q ě f px i , y u q´ǫ 8 ě f px j , y u q`7 8 ǫ ě f px j , z 1 q`3 4 ǫ.
Therefore, the event Q n2 implies that there exists y v P C 1 such that pi, vq, pj, vq P C 1 and there exists a v,q P pf px j , y v q, f px i , y vso that hpx j , y v q ă hpx i , y v q. Since σ is ǫ 8 -consistent, σpi, vq ă σpj, vq. But, then σ is not a minimizer of x disp¨, Hq over the sample-a contradiction. Thus, @u P rn 2 s and i ‰ j P rn 1 s if σpi, uq ă σpj, uq and h u px i , y u q ą h u px j , y u q, then f px i , y u q ď f px j , y u q`ǫ, implying that dis ǫ pσ, Hq " 0.
Theorem 7. Let ǫ ą 0 and σ P S n1ˆn2 be an ǫ-insensitive collection of rankings. Let T " tpi, j, uq P rn 1 sˆrn 1 sˆrn 2 s : |f px i , y u q´f px j , y u q| ą ǫu. Then, σ is an ǫ-consistent collection of rankings over E.
Proof. Let x 1 " x 1 , . . . , x n1 " x n1 , y 1 " y 1 , . . . , y n2 " y n2 . Towards a contradiction, suppose that σ is not an ǫ-consistent collection of rankings over T . Then, there exists i, j P rn 1 s and u, v P rn 2 s such that pi, j, uq, pi, j, vq P T and 
Pseudo-Metric Proposition
The following Proposition is not used in the rest of the analysis and may be skipped. It shows that ρ is nearly a pseudo-metric and informs the intuition that the ratings information can be used to estimate some well-defined notion of distance. Let Proposition 2. 1´ρ˚is a pseudo-metric on Y.
Proposition 3. Let X " r0, 1s, Y " r0, 1s, P X be the Lebesgue measure over X , and P Y be the Lebesgue measure over Y. Suppose that for all u P rn 2 s, g u is strictly increasing. Consider the function f px, yq " " x : x P r0, ys y´x : x P py, 1s
Then, for all 1 ą ǫ ą 0, every y P Y is pǫ, ǫ 2 q-discriminative. Further, there exists a positive nondecreasing r such that lim rÝÑ0 rpzq " 0 and every y P Y is r-discerning.
Proof. Let ǫ P p0, 1q and suppose that |y 1´y2 | " ǫ. Without loss of generality, suppose that y 1 ă y 2 . Then, when x 1 ă x 2 P py 1 , y 1`ǫ q, f px 1 , y 1 q ą f px 2 , y 1 q and f px 1 , y 2 q ă f px 2 , y 2 q. Since g u is strictly increasing, h 1 px 1 , y 1 q ą h 1 px 2 , y 1 q and h 2 px 1 , y 2 q ă h 2 px 2 , y 2 q. Since P XˆPX ppy 1 , y 1`ǫ qˆpy 1 , y 1ǫ" ǫ 2 , it follows that ρpy 1 , y 2 q ă 1´ǫ 2 . Clearly, there exists a positive nondecreasing r such that lim rÝÑ0 rpzq " 0 and every y P Y is rdiscerning.
Useful Bounds
Proposition 4 (Chernoff-Hoeffding's Bound). Let X 1 , . . . , X n be independent random variables with X i P ra i , b i s. LetX " 
