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Abstract- Quantum computation has the potential to demonstrate that for some problems quantum computation is more 
efficient than classical computation. Job scheduling is a key problem on computational grids in large scale grid-based 
applications  for  solving  complex  problems.  The  particularity  of  Quantum  computing    stems  from  the  quantum 
representation they adopt which allows representing the superposition of all potential solutions for a given problem. 
Several variations for quantum operators are examined in order to identify which works best for the problem. To this end 
we have developed a grid package to generate large and very large size instances of the problem and have used them to 
study the performance of quantum   implementation.  
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I.  Introduction 
 
A computational grid is a large scale, heterogeneous collection of autonomous systems, geographically distributed 
and interconnected by heterogeneous networks. The emerging paradigm of grid computing and the construction of 
computational grids [1][3] are making the development of large scale applications possible from optimization and 
other fields. Scheduling and reservation is fairly straightforward when only one resource type, usually CPU, is 
involved. However, additional grid optimizations can be achieved by considering more resources in the scheduling 
and reservation process. The development or adaptation of applications for grid environments is being challenged by 
the  need  of scheduling[2]  a  large number  of jobs to  resources  efficiently.  This  scheduling  task  is  much  more 
complex than its version in traditional computing environments. Indeed, the grid environment is dynamic and, also 
the number of resources to manage and the number of jobs to be scheduled are usually very large making thus the 
problem a complex large scale optimization problem. This problem is multi-objective[1] in its general definition, as 
several optimization criteria such as make span, flow time and resource utilization are to be matched. Moreover, the 
performance of resulting schedulers has been studied for small size instances; dynamic aspects of this problem have 
not  been  addressed  so  far  to  grid  environments.  In  this  work  we  present  the  implementation  of  [9]Quantum 
Algorithms for job scheduling on computational grids that optimizes the make span and the flow time. We have 
done extensive experimenting and fine tuning of parameters and have thus identified the configuration of operators 
and parameters that outperforms existing implementations [10] for static instances of the problem. Moreover, in 
order to deal with realistic large scale instances of the problem, we have developed a grid simulator that simulates 
realistic grid environments by generating resources and jobs with their own characteristics. We used the simulator to 
generate large and very large size instances of the problem and have used them to study the performance of QC 
implementation.  
 
II.  Problem formulation  
 
To formulate the problem under quantum computing , an estimation of the computational load of each job and job 
scheduling  of each one of the resources .It is realistic to assume that this formulation is applicable in practice, since 
it is easy to know the computing capacity of each resource and the requirements about computation need of the jobs 
can be known from specifications provided by the user, from historic data[6] or from predictions. For instance, the 
quantum allows to quite easily introduce possible inconsistencies among jobs and resources in the Grid system by 
giving a large value to indicate that job t is incompatible with resource m. Moreover, benchmarks of instances are 2199 
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generated  from  this  model  [5]  capturing  different  characteristics  of  distributed  heterogeneous  systems  such  as 
consistency of computing, heterogeneity of resources and heterogeneity of jobs . We can now formally define an 
instance of the problem, as follows. 
·  To Search the resources available in the distributed system . 
·  Check for the error in the quantum computing  
A.    Measures of information: 
 
The most basic problem in classical information theory is to obtain a measure of information, that is, of amount of 
information. If X is a random variable which has value x with probability p(x), then the information content of X is 
defined to be  
S{p(x)}.=-∑xp(x) log2 p(x). 
 
Thus the maximum information which could in principle be stored by a variable which can take on N different 
values is log2.N. The logarithms are taken to base 2 rather thansome other base by convention. The choice dictates 
the unit of information: S(X) = 1when X can take two values with equal probability. A two-valued[4] or binary 
variable can thus contain one unit of information. This unit is called a bit. The two values of a bit are typically 
written as the binary digits 0 and 1. In the case of a binary variable, we can define p to be the probability that X= 1, 
then the probability that X = 0 is 1−p and the information can be written as a function of p alone:  H(p) =  −plog2 p 
– (1 – p) log2.(1 – p). 
 
This function is called the entropy function, 0< H(p)< 1. 
 
B.     Error-correcting codes 
 
The error probability here is the probability that an uncorrectable error occurs, causing to misinterpret the received 
word. The main problem of coding theory is to identify codes with large rate k=n and large distance d. These two 
conditions are mutually incompatible, so a compromise is needed. The problem is notoriously difficult and has no 
general  solution.  To  make  connection  with  quantum  error  correction,  we  will  need  to  mention  one  important 
concept, that of the parity [5]check matrix. An error-correcting code is called linear if it is closed under addition, i.e. 
u + v ϵ  C  for every u, v ϵ C. Such a code is completely specified by its parity-check matrix H, which is a set of (n – 
k) linearly independent n-bit words satisfying H. The important property is encapsulated by the following equation: 
H.(u + e) =(H.u) +(H .e) =( H.e) 
 
This states that if we evaluates H.u’ for his noisy received word u’ =  u + e, he will obtain the same answer H.e, no 
matter what word u sent him.  If this evaluation were done automatically, we could learn H.e, called the error 
syndrome[5], without learning u. If  we can deduce the error e from H.e, which one can show is possible for all 
correctable errors. A completely general interaction between a qubit and its error–correcting code is |ei> (u|0> +v|1> 
) ￿ u(u00 |e00>|0> +(u01|e01>|1> ) + v(u10|e10>|1> +u11|e11>|0>) 
  
III.   Solution 
 
Quantum computing does not enlarge the set of computational problems which can be addressed to introduce the 
possibility of new complexity classes. Put more simply, tasks for which classical computers are too slow may be 
solvable with QCs. For the purpose of this work we have proposed a new algorithm for the resource allocation.  
 
Proposed Algorithm for the resource allocation  
1.Create independent resource superpositions of all possible permutations.  
2. Divide the range [ 2,2
n-1],into ranges of size ε and number them from 1 to    
3. Sequentially for each range from 1 to   query the grid resource with its search range. 
4. If i is the first index for which qubits returns then set i0 =1.  
5. Project the qubits storing range information on|i0><i0| and let the qubits storing the tour-length      
     Information.   
6. Return the Ψ obtained in the qubits storing the permutation information.   
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7. We project the i-th range and the decohered bits of the resource available. 
 
The quantum superposition principle allows a resource to be in different regions at the same time. Associated with 
each quantum region i is an amplitude  αi ϵ C. By requiring the vector (α1, α2, .., αn) to be unit-length preserving we 
ensure that |α1|
2 + …. + |αn|
2 = 1, where n is the number of regions. Since we have a set of values that sum up to 1 
then the |αi|
2 values may be considered as translating the probability of observing resource  i. However, due to the 
effects of a process known as quantum decoherence[7] only one of the states conveying the answer can be obtained. 
This collapse from a multitude of states into a single one takes into account the probabilities associated with each 
state . Accordingly, resource with a higher probability are more likely to be obtained, whilst states with smaller 
probabilities  are  less  likely  to  be  obtained.  Notice  that  this  does  not  imply  that  only  those  states  with  higher 
probabilities will be obtained. 
Now quantum superposition principle allows a resources to be in several vertices at the same time. Associated with 
each quantum state i is an amplitude αi ϵ C.By requiring the vector (α1, α2…….αn) to be unit-length preserving we 
ensure that |α1|
2+···+|αn|
2=1, where n is the number of resources. Since we have a set of values that sum up to 1 then 
the | α i|
2 values may be considered as translating the probability of observing state i. Allows one to configure an 
input  grid  resources  to  job  scheduling|00….  0>  in  an  uniform  superposition.  Traditionally,  the  |Ψ>  symbol  is 
employed  to denote  a superposition  of  values.  Superposition  can  be  employed  alongside  unitary  operator  C,  a 
procedure translated as C|Ψ>, which effectively evaluates all possible states in a single computational step.    
 
In order to proceed with our analysis lets concentrate on the grid conceptually, we can differentiate between three 
inputs, respectively: 
·  the resources board configuration bits, b1, b2, …., bn . 
·  the movement bit m, which is basically a one bit for the movement of the pointers from one resource to 
another. 
·  the control bits, c1, c2,………cn which check for the availability of the resources .  
 
Let Ui refer to the unitary operator characterizing the grid scheduling. The behaviour of Ui can be described as 
illustrated by Ui : |bi>|mi>|ci> ￿ |bi>|mi>|c1⊗y1, c2⊗y2,  ………………., cn⊗yn. 
 
The input  |bi>|mi>|ci> can be configured to a specified value and by applying Ui it becomes possible to obtain the 
respective  result.  In  the  specific  case  of  the  unitary  operator  Ui  we  are  interested  in  evaluating  a  combined 
superposition  containing  all  possible  resource  configurations  and  job  scheduling.  we  wish  to  search  through  a 
problem’s  search  space  of  dimension  N  and  that  it  is  possible  to  efficiently  perceive  potential  solutions  to  a 
problem[8]. This is similar to the NP class of problems whose solutions are verifiable in polynomial time O(nk) for 
some constant k, where n is the size of the input to the problem. Quantum search algorithm employs quantum 
superposition and reversible computation in order to query any elements of the search space simultaneously. An grid 
representing a unitary operator Ui is  employed in order to mark the solution of the rource available. This process 
can be performed by adding an additional input bit c to a unitary operator combined with a function g(x) which 
outputs 1 when x is a solution and 0 otherwise,  
Ui : |xi>|c> ￿  |xi>|c ⊗ g(x)> 
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Figure1.1  Quantum iteration about the search. 
 
The algorithm then employs a process of resource searching in the process diminish those of the non-solutions. This 
process is performed by setting the resource c[9] to a specified value, which, when combined with quantum iterate 
can be mathematically proven. If the function g is provided as a black box, then Ω( ) applications of the black box 
are necessary in order to solve the search problem with high probability for any input. 
The control bits not need not to be placed in a superposition since they are only employed in order to assist the 
overall process. Accordingly, the control bit register can be configured to         | 0i>⊗ 
c, where c is the number of 
control bits. Let |Ψ i> denote the superposition of all board configurations, |   b>, and job scheduling, |   m>.|   >
  = |   b> |   m> |  >⊗ c 
 
Where each |x> should be interpreted as a state of the combined input resource |b>|m>. Since unitary operators obey 
linearity principles we are now in a position to apply unitary operator Ug to the superposition resource. In practice 
this  process  means  that  all  possible  job  scheduling  and  resource  allocated  in  the  superposition  are  processed 
simultaneously.  
     
V.     Conclusion: 
\ 
The quantum representation of the solutions allows the coding of all the potential variable orders with a certain 
probability. The optimization process consists of the application of a quantum dynamics constituted of quantum 
operations such as the interference, the quantum mutation and measurement, enhanced by local search procedure. 
By a reduced population size and a reasonable number of iterations to find the best solution, thanks to the principles 
of quantum computing. The choice of the local search procedure is crucial for the effectiveness of the resulting 
algorithm. The Algorithm study proves the feasibility and the effectiveness of our approach. 
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