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Characterization of Quasi-Stationarity Regions for
Vehicle-to-Vehicle Radio Channels
Ruisi He, Member, IEEE, Olivier Renaudin, Veli-Matti Kolmonen, Katsuyuki Haneda, Member, IEEE, Zhangdui
Zhong, Bo Ai, Senior Member, IEEE, and Claude Oestges, Senior Member, IEEE
Abstract—We analyze the non-wide-sense-stationarity (non-
WSS) of vehicle-to-vehicle (V2V) radio channels using three
metrics: the correlation matrix distance (CMD), the wideband
spectral divergence (SD), and the shadow fading correlation. The
analysis is based on measurements carried out at 5.3 GHz using
a 30×4 MIMO system in suburban, urban, and underground
parking areas. Several factors such as the existence of a line-
of-sight (LOS), the speed of cars, and the antenna array size
and configuration are considered in the analysis of non-WSS.
It is found that quasi-stationarity region ranges from 3 to
80 m in different V2V scenarios, and is strongly affected by
the above factors. Based on the comparison of the equivalent
quasi-stationarity region size estimated by the three metrics, it
is suggested to use SD and shadowing correlation metrics for
systems with small electrical array apertures and to use CMD
metric only for arrays with large electrical apertures.
Index Terms—Correlation matrix distance, quasi-stationarity
region, shadowing, spectral divergence, vehicle-to-vehicle chan-
nels.
I. INTRODUCTION
VEHICLE-TO-VEHICLE (V2V) communication net-works will potentially improve the efficiency and safety
of Intelligent Transportation Systems (ITS). The grand vision
of ITS is that all road users gather sensor data about traffic
and road state information, share information for safety im-
provements, and thus prevent traffic accidents by periodically
monitoring the locations of surrounding vehicles [2]. Since ITS
applications imply strict packet delay constraints, a dependable
connectivity is crucial. Accurate V2V radio channel models
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are therefore required, as channel statistics and dynamics
ultimately define the reliability and robustness of vehicular
communication systems.
In the past, propagation channel models for cellular systems
have largely relied on the wide-sense stationarity (WSS)
assumption [3]. The WSS assumption allows for a simplified
statistical description of channels and forms the basis of many
designs of wireless transceivers. However, owing to the rapidly
changing environment when both link ends move, vehicular
radio channels have been found to be non-stationary, i.e.
the channel statistics can only be approximated as constant
over a finite region in time or space. A visual inspection
of the measured time-varying power delay profile (PDP) in,
e.g., [4] and [5], validates the non-WSS of V2V channels.
It was further observed that the interactions between strong
clustered multipath components (clusters) and the line-of-
sight (LOS) path change with time, including the splitting of
clusters [6]. This must be accounted for, as [7] has pointed
out that the WSS assumption in V2V channels could lead to
(erroneous) optimistic bit-error-ratio (BER) simulation results
in both single- and multi-carrier systems.
A process is considered to be WSS when its first and second
order statistical moments are independent of absolute time.
Several channel models have been proposed to represent the
non-WSS of channels, see [8]–[10] and references therein.
Whereas these theoretical frameworks are useful for non-WSS
channel simulation, they hardly provide a measure to evaluate
the quasi-stationarity region.
Meanwhile, to statistically characterize the radio channels, a
local region of quasi-stationarity is needed in advance so that
the small-scale fading parameters can be rigorously evaluated
and the channel modeling becomes physically meaningful.
Since communication algorithms often rely on knowledge
of second order statistics of the channel, it is important to
measure the size of local quasi-stationarity regions. Note that,
in this paper, we use the term quasi-stationarity regions [11]–
[13] not in its mathematical-statistical meaning but to express
that the statistics of the channel are similar enough compared
to the statistics of the neighboring channel such that the
statistics can be approximately considered to be stationary.
To substantiate the notion of “similar enough”, appropriate
measures of the similarity between channel statistics (i.e., for
how long they can be considered to remain more or less
constant) are required [14].
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A. Related Work
Note that direct statistical tests for WSS of a random process
exist, see [15]–[21] and references therein. However, a method
characterizing the degree of non-WSS of doubly underspread
random processes [8] is required since the wireless channel
is inherently non-WSS [22], [23]. Several metrics have been
proposed to measure the similarity between channel statistics,
i.e., these metrics can be used to measure the size of quasi-
stationarity region. We summarize some typical metrics as
follows:
• Correlation matrix distance (CMD) [24]–[26], which is
a measure to evaluate whether the changes in the spatial
structure of the channel, was proposed to characterize
the WSS of MIMO channels. In [13], [14], [27]–[29],
the CMD was employed to characterize the non-WSS of
vehicular MIMO channels.
• Spectral divergence (SD) [30], which measures the dis-
tance between strictly positive, non-normalized spectral
densities, and can be applied to the PDPs [31] and the
local scattering functions [8] measured at different times.
In [32], the SD was used to analyze the non-WSS of
vehicular channels, and in [33], the complexity of SD
was investigated based on V2V measurements.
• Shadow fading correlation [34], which is a more tradi-
tional measure of the changes in channel statistics, and
is so far not considered for V2V channels. Shadowing
represents the variability of the received power around
its expected value. The spatial autocorrelation function of
shadowing is a measure of how fast the local shadowing
evolves as the two mobile terminals (i.e., V2V) move
along a certain route: the decorrelation distance of shad-
owing dictates how rapidly the environment changes, and
can thus be considered as an equivalent quasi-stationarity
distance.
• Other metrics: In [11], the local region of quasi-
stationarity is defined based on the correlation between
consecutive PDPs, which is not applicable to MIMO
channels. In [13], an algorithm-specific approach from
a system perspective is proposed and compared with
the CMD, and the impact of polarization configuration
of MIMO array is discussed. In [35], a modified mean
square error metric is proposed and is found to have
a similar behavior to CMD. In [36], it is suggested to
identify the intervals of WSS by analyzing changes in the
wavenumber spectrum estimated at different locations. In
[37], the intervals of WSS is identified by comparing the
delay power spectral density estimated at different time
instances.
B. Discussion
In this paper, we make an important distinction between
quasi-stationarity on propagation level and quasi-stationarity
on system level. The former reflects the non-WSS character-
istics of the physical propagation channel, as determined by
the dynamic multipath components (MPCs) and is independent
of the system configuration 1. The latter is further affected by
the system configuration (more specifically: bandwidth, which
determines the MPC delay resolution, and antenna array,
which determines the MPC angular resolution), and reflects
the non-WSS characteristics that the system can “see”. For a
system with infinite bandwidth and perfect angular resolution,
the quasi-stationarity on propagation level is naturally the same
as the system-level quasi-stationarity. However, the estimated
degree of non-stationarity reduces when the bandwidth and
array size become limited. In such sense, the impacts of
antenna array and bandwidth should be carefully analyzed.
C. Motivation
Summarizing, the existing works have several limitations.
In particular, a comparison of the measurement-based WSS
evaluations from the three above most popular metrics (CMD,
SD, and shadowing correlation) is currently lacking. It is still
unclear whether the three metrics lead to similar evaluations
or not. As a corollary, how to select a suitable metric for
non-WSS characterization is an open question. Compared to
previous works, the main contributions of this paper are thus
as follows:
• We characterize the non-WSS of V2V channels with re-
cent MIMO V2V measurements and address the impacts
of some factors (LOS / non-LOS (NLOS), speed of cars,
number of antennas, environments) on the evaluation of
non-WSS.
• A shadowing-correlation based equivalent quasi-
stationarity distance is introduced to characterize the
non-WSS of V2V channels.
• The size of the estimated quasi-stationarity regions using
three metrics are carefully compared with each other
and recommendations on how to select the most suitable
metric (in the sense of better predicting the propagation-
level quasi-stationarity) are suggested.
D. Outline
The remainder of the paper is organized as follows. Section
II shows the measurement system and campaign. Section III
introduces the three metrics to investigate the non-WSS of
channels. Section IV presents the characterizations of non-
WSS and compares the results in different scenarios. Finally,
Section V concludes the paper.
II. MEASUREMENT SETUP
A. Measurement system
The Aalto channel sounder [38], which is based on the
switched-array principle, was used in the measurements. The
measurements were conducted at 5.3 GHz, with a bandwidth
of 60 MHz. Since propagation conditions do not vary signif-
icantly over 10-20% relative bandwidth, the 5.3 GHz band
is deemed close enough to the 5.9 GHz band dedicated to
V2V communications such that no significant differences in
1In that sense, it could be applied to any system configuration, in the same
way as a wideband channel model could be reduced to a narrowband model
(the opposite is not true).
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Fig. 1. Semi-spherical antenna array at the Rx side. Left: photo of the Rx
semi-spherical antenna array. Right: Antenna element numbering. The arrow
indicates the reference direction of the array.
TABLE I
SYSTEM PARAMETERS
Parameter Value
Center frequency 5.3 GHz
Transmit power 36 dBm
Measurement bandwidth 60 MHz
Snapshot interval 15 ms
the channel propagation properties are to be expected. The
snapshot time (i.e., the time required to measure all antenna
pair channels) was set at 1.632 ms, whereas the snapshot
repetition rate was set at 66.7 Hz2. The transmit power was 36
dBm. The main system parameters are summarized in Table
I.
A dual-polarized semi-spherical antenna array was used at
the receive (Rx) side. The antenna arrays consist of 15 dual-
polarized (horizontal and vertical) elements (i.e. 30 feeds),
which are arranged in a spherical geometry, as shown in Fig.
1. The diagonal of the Rx antenna is λ/2 in length, where λ is
wavelength, and the diameter of the antenna ground plane is
3 cm. The radius of the sphere is 0.8λ, which corresponds to
a neighboring element distance of λ/2. The radiation pattern
of each Rx element is directive (according to its position in
the antenna array), but the overall one can be considered as
omnidirectional (since elements are oriented in all directions).
More details of the Rx antenna array can be found in [38].
A Uniform Linear Array (ULA) with 4 vertically polarized
omnidirectional antenna elements (with an interval of λ/2)
was used at the transmit (Tx) side, as detailed in [1], [39].
Both Tx and Rx antenna arrays were mounted on wooden
platforms installed on the roof of two compact cars, with
a height of 50 cm above the roof. Note that the Tx car
was always traveling ahead of the Rx car, and the reference
2The snapshot repetition rate of 66.7 Hz limits the maximum resolvable
Doppler shift to 33.35 Hz, which is smaller than the maximum Doppler
shift that can be expected in typical vehicular environments. Therefore, the
temporal behavior of the multipath components stemming from the discrete
scatterers will be undersampled and the Doppler information can not be
reliably estimated [39]. However, since we do not analyze the Doppler
behavior and we average out the small-scale fading when using the above
metrics, the snapshot repetition rate does not affect our accuracy of analysis.
Fig. 2. (a) Top view of measurement routes. The urban and campus areas
are marked, and the remaining routes are in suburban area. (b) Underground
(tunnel-like) parking scenario, which is located in the urban area.
direction of the Rx antenna array (as shown in Fig. 1) was
always pointing towards the front of the Rx car (i.e. in the
direction of motion of the Rx car). As the Rx antennas receive
the signals from different directions due to the layout of the
semi-spherical array, we cluster the antenna elements at Rx
by defining the “front” elements with numbers 1, 2, 5, 6, 10,
11, 12, and 15 in Fig. 1, and the “back” elements with the
remaining numbers. This grouping enables us to evaluate the
impacts of different array configurations on the channel WSS3.
Therefore, the MIMO channel matrix is NRx×NTx = 16× 4
for “Tx-Rx front” side and NRx ×NTx = 14× 4 for “Tx-Rx
back” side, respectively. Elevation differences of antennas are
not considered in the grouping because the elevation difference
is only tens of centimeters, and the LOS condition plays a
huger role in our work.
B. Environments and Scenarios
The measurement campaign was conducted in four different
environments in Finland: on a campus (Otaniemi), as well
as in suburban (Tapiola), urban (Tapiola city center), and
underground parking (Tapiola city center) areas. Fig. 2(a)
shows the top view of the measurement routes. The campus
and suburban areas mostly consist of small detached houses,
parking lots, and an average tree density of roughly 5 m high.
There are large sidewalks and road signs sparsely distributed
3An alternative grouping is to distinguish the “front, back, left, and right”
sides of Rx antenna elements. The “left” and “right” cases correspond to the
scatterer contributions from the roadsides. However, for our semi-spherical
antenna array at Rx (as shown in Fig. 1), the “left” and “right” antenna
elements can still receive strong (pure) LOS component, the differences of
underlying propagation mechanisms between “front” and “left/right” cases
are minor. Therefore, considering the additional complexity and the relatively
small benefits of introducing the “left/right” cases, we only distinguish the
“front” and “back” cases in this paper.
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Fig. 3. Top view of the example measurement route in S1 scenario.
on both sides of the two-lane road. As the campus and
suburban areas are similar to each other, we thus call them
suburban in the following analysis. The city center of Tapiola
consists of three to four-storey buildings on both sides of
two-lane streets, occasional large open areas covered with
vegetation and numerous road signs. The underground (tunnel-
like) parking is under the ground of Tapiola city center, which
is a rich scattering environment due to the tunnel-like structure.
A photo of the underground parking is shown in Fig. 2(b).
In total, we conducted the measurements along 22 different
routes, with around 2000-7000 snapshots on each route.
The measurements were made with cars driving in the same
direction (convoy), mainly under LOS conditions, although
occasional obstruction of the LOS path did occur owing to
different traffic conditions. We also conducted the measure-
ments under NLOS conditions where the LOS between Tx
and Rx was always blocked by other vehicles, e.g., trucks,
and distinguish this case from other measurement runs.
The inter-vehicle distance varied between 10 and 500 m,
depending on the traffic conditions, which ranged from no
traffic at all (in the underground parking area) to heavy (in the
urban and the NLOS suburban areas). In most of the suburban
measurements, the traffic was between light and medium4.
To analyze the stationarity, we consider 3 factors: environ-
ment, LOS/NLOS condition and the speed of cars. Hence, we
re-group our measurements into 5 scenarios:
• S1: suburban LOS scenario, with a speed of 5-15 km/h.
• S2: suburban NLOS scenario, with a speed of 5-15 km/h.
• S3: suburban LOS scenario, with a speed of 30-40 km/h.
• S4: urban LOS scenario, with a speed of 5-15 km/h.
• S5: underground parking LOS scenario, with a speed of
5-15 km/h.
The choice of speed is a compromise between the desire to
improve resolution in the time domain (requiring lower speed),
and the necessity to ensure short measurement time for data
storage in our setup (which require higher speed), as detailed
in [39]. In each scenario, we characterize the non-WSS of V2V
channels using the metrics reported in the following section.
4Here, “light traffic” means almost no traffic at all (only very few vehicles
passing during the measurements, e.g. around 5 during each measurement
route, i.e., 5/minute); “medium traffic” corresponds to situations when you
have a little more vehicles passing (e.g. around 10-20/minute); and “heavy
traffic” corresponds to situations when you have more vehicles in the traffic
(e.g. around 30-60/minute).
Fig. 4. Example measurements in S1 scenario. (a) APDPs. (b) RMS delay
spread.
III. MEASURES OF CHANNEL QUASI-STATIONARITY
In this section, we describe the metrics used for estimating
the size of the quasi-stationarity regions. For convenience,
we use an example route in S1 scenario, whose view is
shown in Fig. 3, and present the data processing using the
measurements in this example route. The route is located on
campus of Otaniemi. In the middle of the route there are
heavy trees around; whereas for the beginning and end parts,
there are small open areas. The traffic in the measurements
was medium. The data post processing is presented and some
typical channel parameters are discussed as follows using the
example measurements .
A. Data Post Processing and Discussion
Our analysis is based on the measured impulse response
h(n,m, itrep, pτrep) between the m-th Tx and n-th Rx anten-
nas, where i is the time index, trep = 15 ms is the snapshot
time interval, p is the delay bin index, and τrep = 8.33 ns is
the delay interval between two consecutive delay bins. From
that, we define the instantaneous PDP as
P (n,m, itrep, pτrep) = |h(n,m, itrep, pτrep)|
2
, (1)
where |·| denotes the absolute value. The instantaneous path
gain for each Tx-Rx link is expressed as
PG(n,m, itrep) =
Nτ∑
p=1
P (n,m, itrep, pτrep), (2)
where Nτ = 510 is the number of delay bins in each snapshot.
Before characterizing the non-WSS channels, a window should
be defined to remove the impact of small-scale fading, then
the size of the quasi-stationarity region can be evaluated.
This window has to be large enough to accurately estimate
correlation matrices but also small enough to average over
snapshots having the same (local) statistics. In this paper,
we use a 40-wavelength window, which has been suggested
for V2V scenarios, e.g., in [27], [28]. Later, it is found that
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Fig. 5. (a) Example plot of the envelope autocovariance function in S1
scenario, together with the threshold of 1/e. (b) Example plot of the frequency
correlation function in S1 scenario, together with the threshold of 1/e.
the estimated quasi-stationarity region has a larger size than
the 40-wavelength window. This indicates that the estimation
of the correlation matrices is performed over time intervals
during which the channel statistics remain approximately
constant (i.e. WSS). The averaged PDPs (APDPs) over the 40-
wavelength window and all antenna elements for the example
route are presented in Fig. 4(a), and the corresponding root-
mean-square (RMS) delay spread [40] is plotted in Fig. 4(b).
In the calculation of RMS delay spread, the paths with a power
below the noise floor plus 6 dB have already been removed
[41]. We can see that in APDPs there are two regions (10-25
s and 70-95 s, as marked in Fig. 4(a)) with a small number of
scattering components after the LOS component. These two
regions correspond to the open areas in the beginning and
the end of the route, as in Fig. 3. For the other regions of
APDPs, there are relatively rich scattering components after
the LOS path, which are mostly caused by the surrounding
heavy trees and traffics. For the two regions with few scattering
components, the corresponding RMS delay spreads are very
small with a mean value of 25.41 ns; while the mean value of
the RMS delay spreads in other regions is 51.64 ns.
It is also necessary to have enough samples in the averaging
window so that sufficient accuracy of the statistical estima-
tion can be achieved [42], [43]. Therefore, we examine the
auto-correlation of the small-scale fading and the coherence
bandwidth of the measurements:
• The envelope autocovariance function ρT of the small-
scale fading determines the correlation of received en-
velope as a function of change in receiver position
[44]. After removing the mean value of PG(n,m, itrep)
within each 40-wavelength window, we get the small-
scale fading envelope SS(n,m, itrep) for each Tx-Rx
link, expressed as
SS(n,m, itrep) =
√√√√√ PG(n,m, itrep)i+W−1∑
k=i
PG(n,m, ktrep)
, (3)
whereW is the averaging interval. In all scenarios except
S3, W was set to 54, which corresponds to a 40-
wavelength window at 5.3 GHz with an average speed of
10 km/h, while for scenario S3 (with an average speed
of 35 km/h), the 40-wavelength window corresponds to
W = 16. Then, ρT can be calculated as
ρT(n,m,∆i · trep) =
E {SS(n,m, itrep) · SS(n,m, (i+∆i)trep)}
σSS
,
(4)
where E {·} denotes the expected value of {·}. σSS is
the standard deviation of small-scale fading components.
The envelope autocovariance function at each location is
estimated, and a threshold of 1/e is used to determine the
coherent time [40]. An example plot of the estimated ρT
from the example route in Fig. 3 is shown in Fig. 5(a),
where t = 60 s and n = m = 1. It is found that ρT
drops below 1/e at the third sample. This phenomenon is
observed in all the measurements, which means we have
27 independent samples over time/distance domain in the
40-wavelength window for all scenarios except S3; in S3,
it corresponds to 8 independent samples.
• The coherence bandwidth Bcoh is obtained from the
frequency correlation function ρF [40], which is the
Fourier transform of the APDPs, defined as in Eq. (5),
where ∆f is the frequency difference. Bcoh is defined
as the smallest value of ∆f for which ρF drops below a
threshold of 1/e [45]. ρF is estimated at each location for
all measurements, and an example plot of the estimated
ρF from the example route in Fig. 3 is shown in Fig. 5(b),
where Bcoh = 11.7 MHz. It is found that over all the
measurements, Bcoh has a mean value of 10 MHz. This
means at each location, we have around 6 independent
samples over the 60 MHz bandwidth.
The above analysis shows that we have around 27× 6 = 162
independent samples within the 40-wavelength window for all
scenarios except S3; whereas in S3, the number of independent
samples is around 8× 6 = 48. These numbers of independent
samples ensure an accurate analysis of the channel statistics5.
In the following, the three metrics used to characterize the size
of quasi-stationarity region are introduced.
B. Correlation Matrix Distance
The CMD is useful to evaluate whether the spatial structure
of the channel, i.e., the angles of departure/arrival of paths,
have changed in a significant way. The CMD between the two
correlation matrices R(itrep) and R(jtrep) measured at times
itrep and jtrep is defined by
dcorr(i, j) = 1−
tr {R(itrep) ·R(jtrep)}
‖R(itrep)‖f · ‖R(jtrep)‖f
, (6)
where i and j are the time indices. tr {·} and ‖·‖f denotes
the trace and Frobenius norm of a matrix. The CMD is zero
if the correlation matrices are equal up to a scaling factor
5As a comparison, it has been confirmed in [42] that for Rayleigh channel
the sufficient number of samples for estimating the local average power values
is about 36, within 40-wavelength window.
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ρF(∆f, itrep) =
∞∫
−∞
NRx∑
n=1
NTx∑
m=1
i+W−1∑
k=i
P (n,m, itrep, pτrep)
NRxNTxW
×
(
e−j2pi∆fpτrep · τrep
)
dp (5)
Fig. 6. Estimated CMD and SD for the example route in S1 scenario. (a) CMD, front case, using full channel correlation matrix. (b) SD, front case. The
corresponding time-variant quasi-stationarity intervals are marked using red curves. The thresholds for CMD and SD are 0.2 and 0.05, respectively.
and one if they are completely uncorrelated. The narrow-
band complex MIMO channel matrices H(ktrep) are obtained
from the NRx × NTx measured impulse responses matrices
h(ktrep, pτrep) [40], as
H(ktrep,∆f) =
Nτ∑
p=1
h(ktrep, pτrep) · e
−j2pi∆fpτrep . (7)
Then, the CMD can be computed either at both Tx and Rx
sides when using Tx and Rx correlation matrices respectively,
or computed with full channel correlation matrix [25], which
are defined as in Eq. (8), where B is measurement bandwidth,
(·)T denotes transpose, (·)
∗
denotes conjugation, (·)H denotes
hermitian transpose, and vec [·] operator stacks a matrix into
a vector columnwise.
Fig. 6(a) shows an example plot of the estimated CMD
between arbitrary times of the example route. It is observed
that there are generally two quasi-stationarity regions (i.e.,
the regions with small values of CMD) in CMD plots, cor-
responding to the regions of 10-25 s and 70-95 s. This means
that the region with a large delay spread (as shown in Fig.
4) corresponds to a reduced quasi-stationarity of channels.
This phenomenon is also observed in other measurements.
Moreover, we note that the CMDs are different at Tx and
Rx sides, where at Tx side the CMD shows a larger quasi-
stationarity region than Rx side; while the CMD using the full
channel correlation matrix has the smallest quasi-stationarity
region. More detailed analysis of WSS is presented in the
following section.
For CMD metric, time-variant quasi-stationarity time is
defined as the maximum period over which the CMD remains
below a certain threshold cth, expressed as [39]
T (i) = (i′max − i
′
min) · trep , (9)
where the time-variant minimum and maximum bounds of the
quasi-stationarity intervals at time itrep are

i′min = argmax
0≤j≤i−1
dcorr(i, j) ≥ cth
i′max = argmin
i+1≤j≤Nt−W
dcorr(i, j) ≥ cth
, (10)
and i = 0, 1, · · · , Nt−W . Nt is the total number of snapshots.
Finally, the size of the quasi-stationarity region is the product
of the quasi-stationarity time and average speed.
For CMD metric (also for SD metric), the estimation is sig-
nificantly affected by the threshold cth. To avoid the arbitrary
selection of threshold, a visual inspection of the estimation
and comparisons of the results with different thresholds are
required [14]. The less restrictive the threshold is, the larger
the quasi-stationarity region is. Therefore, in this paper, we
propose a suitable threshold for V2V channels using following
strategies:
• First, a heuristic cth is defined as the maximum value of
the thresholds where the estimation of quasi-stationarity
region generally remains unchanged, i.e., a threshold
larger than cth will lead to a significantly increase of the
estimated size of quasi-stationarity region. This heuristic
definition is similar to [14]. We plot in Fig. 7(a) and
(b) the time-varying quasi-stationarity distance for the
example measurements using CMD metric. The results
obtained with three different thresholds are plotted for
comparison, where it is found that the results from
thresholds 0.1 and 0.2 are close to each other, and the
results of threshold 0.3 are much higher than others,
especially at 10-25 s. 0.2 can thus be considered as a
reasonable threshold here.
• Then, to further discuss the impact of threshold on the
estimation of quasi-stationarity region size, we examine
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RTx(itrep) =
1
B ·W
B/2∑
∆f=−B/2
i+W−1∑
k=i
H(ktrep,∆f)
T
H(ktrep,∆f)
∗
RRx(itrep) =
1
B ·W
B/2∑
∆f=−B/2
i+W−1∑
k=i
H(ktrep,∆f)H(ktrep,∆f)
H
RFull(itrep) =
1
B ·W
B/2∑
∆f=−B/2
i+W−1∑
k=i
vec [H(ktrep,∆f)] vec[H(ktrep,∆f)]
H
(8)
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Fig. 7. Estimated time-varying quasi-stationarity distance for the example measurements in S1 scenario with different thresholds. (a) CMD, front case, using
full channel correlation matrix. (b) CMD, back case, using full channel correlation matrix. (c) SD, front case. (d) SD, back case.
the variations of quasi-stationarity region size against
threshold. Example plots of quasi-stationarity region vs
threshold are shown in Fig. 8. It is not surprising that
a lower threshold leads to a smaller quasi-stationarity
region. We also note that in Fig. 8, 0.2 can be approxi-
mately considered as a inflection point of the CMD curve.
Other measurements were examined by visual inspection
and it is found that reasonable values of estimation can
generally be obtained with the threshold of 0.2.
• Finally, we compare the thresholds of CMD in open liter-
ature. In [24]–[28], [39], a threshold of 0.2 is suggested.
In [12], [29], a threshold of 0.1 is suggested. In [13],
[14], different thresholds are discussed. Generally, 0.2 is
more common for CMD metric. In Fig. 6 we plot the
corresponding time-variant quasi-stationarity intervals for
comparison.
Therefore, in this paper, the threshold for CMD is set at 0.2.
C. Spectral Divergence
The SD measures the distance between spectral densities.
A smaller SD corresponds to a stronger correlation between
the two spectral densities. We apply SD to the PDPs in this
paper to have a unified measure as in CMD. It is defined as
[31]
γ (i, j) = loge
(
1
N2τ
·
Nτ∑
p=1
P (itrep, pτrep)
P (jtrep, pτrep)
·
Nτ∑
p=1
P (jtrep, pτrep)
P (itrep, pτrep)
)
,
(11)
where the instantaneous PDP is averaged over Tx and Rx
elements within each subset (the “front” and “back” cases),
as
P (itrep, pτrep) =
1
NRxNTx
NRx∑
n=1
NTx∑
m=1
|h(n,m, itrep, pτrep)|
2
.
(12)
We normalize (11) to the maximum value at each location so
that the normalized SD is bounded between 0 and 1, which
makes it possible to define a unified threshold. Fig. 6(b) shows
a plot of the normalized SD between arbitrary times for the
measurements of the example route in Fig. 3. We can also
observe the two quasi-stationarity regions around 10-25 s and
70-95 s from the estimated SD, which is similar to the results
of CMD. It is also noted that the normalized SD is generally
smaller than CMD, therefore, a smaller threshold should be
applied to SD metric (as discussed later).
The time-variant quasi-stationarity time for SD is also
defined as the maximum period over which the SD remains
below a certain threshold, as in (9) and (10), and we determine
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for the example measurements in S1 scenario with different thresholds: CMD
- front case, using full channel correlation matrix; SD - front case.
the threshold of SD using the same principle to CMD. Fig.
7(c) and (d) show the time-varying quasi-stationarity distance
for the example measurements using SD metric, with three
different thresholds. It is found that the results from thresholds
0.03 and 0.05 are close to each other, and they are also close
to the results of CMD: they all show a large quasi-stationarity
region for 10-25 s and 70-95 s regions, which correspond to
the regions with large delay spread as in Fig. 4. However,
for the results of SD with a threshold of 0.1, a large quasi-
stationarity region is observed at 30-70 s, which is different
to the results in other cases. Therefore, a threshold of 0.05
should be used here. In Fig. 8, we plot the SD curve of quasi-
stationarity region vs threshold, where the quasi-stationarity
distance increases with threshold. We note that the slope of
SD curve is larger than the CMD curve. This means that
the CMD and SD metrics have different sensitivities. The
SD metric is more sensitive to the variation of threshold.
Similarly to the CMD metric, all other measurements of
SD were examined by visual inspection and it is found that
reasonable values of estimation can generally be obtained with
the threshold of 0.05. In Fig. 6 we plot the corresponding
time-variant quasi-stationarity intervals for comparison, which
indicates reasonable performance. Therefore, in this paper, the
threshold for SD is set at 0.05. Note that in open literature,
few thresholds are suggested for the SD metric, this is because
the SD without normalization is an unbounded metric [14].
D. Shadowing Correlation
As the changes of channel statistics affect the auto-
correlation property of shadow fading, the auto-correlation
coefficient also describes the WSS of channels. The auto-
correlation coefficient of shadow fading is expressed as
ρS(∆ktrep) =
E {X(ktrep)X(ktrep +∆ktrep)}
σ
, (13)
where X(ktrep) is the shadow fading component measured
at time index k, and σ is the standard deviation of shadow
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Fig. 9. Example plots of the “front case” measurements for the route in Fig.
3. (a) Path loss. (b) Auto-correlation coefficient of shadow fading, together
with the exponential decay model.
fading. The procedure for obtaining X(ktrep) is as follows:
• We first average the instantaneous path gain in (2) over
Tx/Rx (within each subset of “front” and “back” cases)
and the 40-wavelength window, as follows
PG(ktrep) =
1
W
k+W−1∑
i=k


NRx∑
n=1
NTx∑
m=1
Nτ∑
p=1
|h(n,m, itrep, pτrep)|
2
NRxNTxNτ

 .
(14)
This removes the small-scale fading.
• Then we use the delay τLOS(k) of the LOS component
in P (ktrep, pτrep) to estimate the corresponding Tx-Rx
distance dk for PG(ktrep), as
dk = τLOS(k) · c , (15)
where c is the speed of light. PG(ktrep) can thus be
re-written as PG(ktrep, dk). Here only the LOS delay
bins in the “front” elements’ P (ktrep, pτrep) were used
to estimate dk, as Tx car was always moving ahead of Rx
car. After plotting the measured PG(ktrep, dk) versus the
estimated dk in logarithmic scale, the log-distance path
gain model PG,LS(ktrep, dk) can be obtained by using a
least-square (LS) fit. Fig. 9(a) shows an example plot of
the distance-dependent path loss (which is the inverse of
the path gain) model fit, where the path loss exponent is
1.86.
• We remove PG,LS(ktrep, dk) out of the correspond-
ing PG(ktrep, dk) to get shadow fading component
X(ktrep, dk) by
X(ktrep, dk) = PG,LS(ktrep, dk)− PG(ktrep, dk). (16)
We drop the distance information dk in X(ktrep, dk) so
that the shadow fading component changes back to the
time-series data X(ktrep). Finally, the auto-correlation
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coefficient of shadow fading can be calculated by using
(13).
The decorrelation time, which depends on the scenario, is
defined to be the time at which the auto-correlation coefficient
drops to 1/e. By multiplying it by the average speed, we
obtain the decorrelation distance, which is considered as the
shadowing-based equivalent quasi-stationarity distance. Fig.
9(b) shows the the auto-correlation coefficient for the route
in Fig. 3 as an example, where the equivalent distance is
the product of the average speed and ∆ktrep. The classical
exponential decay model [34] is plotted for comparison, which
is found to fit the measurements very well. The equivalent
quasi-stationarity distance in Fig. 9(b) is 6.50 m.
Note that this approach is only valid when we have LOS
in the measurements6. As we do not have GPS information,
we cannot remove the distance-dependent path gain for NLOS
conditions, and we thus do not analyze the shadow fading for
NLOS cases.
IV. RESULTS
As mentioned, we estimate the equivalent quasi-stationarity
distance (i.e., the size of quasi-stationarity region) as the
product of the quasi-stationarity time and average speed. The
CDFs of the equivalent quasi-stationarity distance are plotted
in Fig. 10-14, using the above three measures. Note that we
use different scalings on the x-axis for clarity. The estimated
size of quasi-stationarity region is generally close to the
results in [13], [14]. Compared with [27], our estimated quasi-
stationarity region has a smaller size. We conjecture that this
is because there was less traffic in the measurements of [27].
We also summarize the estimated mean value of the quasi-
stationarity distance using different metrics in Table II. Several
observations in Table II are worth noting and thus discussed
as follows.
A. Tx and Rx Sides
The quasi-stationarity distances (estimated from CMD) at
Tx and Rx sides largely differ. From Fig. 10-11 and Fig. 13-
14, we can see that the CMD quasi-stationarity distance at Tx
side is generally 10-50 m larger than at Rx side. In Fig. 12,
the CMD quasi-stationarity distance at Tx side is sometimes
even 100 m larger than at Rx side. This is different from the
observations in [27], which suggested that the CMDs at Tx
and Rx sides are very similar to each other. The reason for
this apparent discrepancy is caused by the smaller Tx array
size in our measurement, which results in a “worse angular
resolution” and thus yields a larger quasi-stationarity region
(in [27], the antenna arrays at Tx and Rx were both semi-
spherical, with the same size).
Another observation is the CMD quasi-stationarity distances
estimated using the full correlation matrix are slightly smaller
than the results estimated at Rx side, which is similar to the
results in [13]. This is because the full correlation matrix
includes richer information of the channel spatial structure and
6In our LOS measurements, only occasional obstruction of the LOS path
occurred, so that this affects negligibly the accuracy of the estimated distance-
dependent path gain model.
thus improves the angular resolution. However, this prevents
comparison and analysis of the estimated sizes of the quasi-
stationarity region at both sides of Tx and Rx.
B. Front and Back Cases
From the CMD metric we find that in S1, S4, and S5 scenar-
ios, the “front” case generally has a larger quasi-stationarity
region than the “back” case. This is because the “front” array
has a strong (LOS) component that dominates the radio wave
propagation. Since it is relatively stable over time, we thus
have long quasi-stationarity distance. While for the “back”
case, the broadside of most antenna elements points towards
opposite direction to the Tx, and there is no LOS so that
weaker components (e.g., due to scatterers on the roadsides)
have more importance in the radio wave propagation. Since
these components are likely to appear/disappear rapidly (or
their corresponding direction-of-arrival/direction-of-departure
change) on small time scales, the structure of the MIMO
channel will change faster than in the “front” case. In S2
scenario, the CMD quasi-stationarity of the “front” case is
similar to the “back” case. This is because when the LOS is
entirely blocked (i.e., NLOS), the received rays come from
different directions due to the dynamic scatterers in the V2V
environments, and whether the elements are in the front or
back does not have a strong impact on the directions of the
received rays anymore. In S3 scenario, it is found that the
CMD “front” case has a smaller quasi-stationarity region than
the “back” case. It is conjectured that this phenomenon is
caused by the occasional distributions of the scatterers in
S3 - there were more moving cars in the front side in the
measurements. The LOS component is also in that case less
dominant than in other scenarios, so that it yields shorter quasi-
stationarity distance. However, we only have one measurement
dataset in S3, so that further measurements are required to
investigate the high-speed scenarios.
From SD and shadowing metrics, it is found that the “front”
and “back” cases yield predictably similar results7. This is
because the SD and shadowing correlation take only into
account the power variations over time (and not the direction-
of-arrival/direction-of-departure of the scatterer contributions,
as the CMD does). Hence, if the power of the LOS and
of the roadside components vary both similarly over time,
then same SD and shadowing correlation can be obtained. On
the other hand, the direction-of-arrival/direction-of-departure
of the LOS component are more or less constant over time
(as long as the relative orientation of the Tx and Rx vehicles
doesn’t change), while it is obviously not the case for the
roadside scatterers. Hence, the CMD for the “front” case will
lead to larger quasi-stationarity region than for the “back” case.
C. LOS and NLOS
From the comparison between S1 and S2, we can see that
NLOS generally leads to a smaller quasi-stationarity region.
This is not surprising since the NLOS channel is more sensible
7Note that in S3 scenario there is huge difference between “front” and
“back” cases for the shadowing-based metric. Again, this is probably caused
by the reduced number of samples in dataset.
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Fig. 11. Quasi-stationarity distance in S2 scenario.
to the impact roadside scatterers (either static or dynamic),
as there is in that case no dominant component (e.g., the
LOS one). While the LOS case always has a dominant LOS
component.
D. Speed
It is found that S3 has the largest quasi-stationarity region.
This is because in S3 the measurement cars have a speed
closer to other cars on the road. Therefore, the reflection and
scattering components from other cars generally have smaller
dynamic changes over time, and the quasi-stationarity distance
increases.
E. Environment
The underground parking scenario generally exhibits the
smallest quasi-stationarity region, as it has rich scattering
owing to multiple reflections and wave-guiding propagation
effects (walls, ceilings, other vehicles, metallic structures as
ventilation systems, etc.). The quasi-stationarity region in
urban areas is smaller than in suburban areas, due to more
scatterers in the former.
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Fig. 13. Quasi-stationarity distance in S4 scenario.
F. Array Aperture
As pointed out before, the Rx array offers a better angular
resolution due to a larger size of the array. However, the
angular resolution is determined by the electrical aperture size
of array, regardless of the number of antenna elements in
it. Therefore, we examine the impact of the electrical array
aperture on the quasi-stationarity estimation8. We use all the
elements of Rx and re-group the elements at Tx side with
three cases to get three new channel matrices: (i) Tx elements
8We only do it using CMD metric because SD and shadowing metrics are
independent from the array size.
1 and 2; (ii) Tx elements 1 and 4; and (iii) Tx elements 1,
2, 3, and 4. Then we estimate the quasi-stationarity distance
with CMD using the above three channel matrices. Fig. 15
shows the estimated quasi-stationarity distance of the three
cases above, using the measurements of the route in Fig. 2(c)
as an example. It is found that case (i) has a larger quasi-
stationarity distance than case (ii). This phenomenon follows
the physical insight of beamforming resolution: for a ULA
comprising M sensors, with inter-element spacing equal to
∆d, the direction-of-arrival resolution ∆θ of beamforming is
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distance.
approximately [46]:
∆θ ≃
λ
(M − 1) ·∆d
·
1
|cos(θ)|
, (17)
where θ is an arbitrary direction angle. Eq. (17) shows that
case (ii) has a better angular resolution than case (i). This
is similar to the results in [13], where it is found that for
vehicle-to-infrastructure scenarios, an increase in the antenna
spacing yields an increase in the degree of non-stationarity
in the spatial domain. Note that according to (17), cases (ii)
and (iii) have same angular resolution, however, the inter-
element spacing of (ii) is larger than λ/2, which increases
the possibility of ambiguity [47]. Therefore, case (iii) leads to
a smaller quasi-stationarity distance than case (ii) in Fig. 15.
Here we only show the results of the route in Fig. 3 as an
example. Measurements for other routes were verified, though
relevant plots are not shown here due to space limitations.
Eventually, it is concluded that a large electrical array aperture
leads to reduced quasi-stationarity region size.
G. Metrics
Even though the three metrics describe different aspects
of channel, they all aim to characterize the WSS on the
propagation level. The estimated sizes of quasi-stationarity
regions using SD and shadowing metrics are generally close
to the estimations of CMD at Rx side, or using full channel
correlation matrix cases. Since the Rx of our measurement
system has more antennas (leading to larger electrical array
aperture) and thus has a better angular resolution for CMD
analysis, the comparison among the three metrics shows that:
i) SD and shadowing metrics can be used to characterize
quasi-stationarity, and are independent on the electrical array
aperture; ii) CMD metric is able to show detailed information
of quasi-stationarity at Tx and Rx sides respectively. However,
it requires a large electrical array aperture to ensure a good
accuracy of estimation; iii) the CMD metric with full channel
correlation matrix improves the accuracy of estimation, but
it also prevents a detailed analysis of the quasi-stationarity
region at each side of Tx and Rx; iv) when characterizing the
non-WSS, it is suggested to use SD and shadowing metrics for
a measurement system with a small electrical array aperture,
e.g., NRx ×NTx = 2× 2 or NRx ×NTx = 4× 4, and to use
the CMD metric for arrays with large electrical apertures.
V. CONCLUSION
In this paper, we employ three metrics, correlation matrix
distance (CMD), spectral divergence (SD), and shadow fading
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TABLE II
MEAN VALUE OF THE EQUIVALENT QUASI-STATIONARITY REGION SIZE IN METER
CMD Tx
Front
CMD Rx
Front
CMD Full
Front
SD
Front
Shadowing
Front
CMD Tx
Back
CMD Rx
Back
CMD Full
Back
SD
Back
Shadowing
Back
S1 31.14 9.75 5.03 5.87 6.82 25.90 7.39 3.44 5.17 7.62
S2 21.29 7.84 3.70 6.78 - 19.87 5.56 2.86 6.86 -
S3 68.86 16.71 10.18 16.15 36.15 88.58 35.21 21.14 14.72 13.26
S4 20.58 6.64 3.64 3.30 3.12 15.61 4.12 2.76 3.75 6.48
S5 17.31 4.53 2.78 4.45 3.80 16.02 3.49 2.49 3.16 4.61
correlation, to characterize the non-WSS of V2V radio chan-
nels based on data measured with a 30×4 MIMO sounder at
5.3 GHz in suburban, urban, and underground parking environ-
ments. We consider the impact of antenna layout, environment,
LOS/NLOS, and speed in the characterization of the non-WSS.
The size of the equivalent quasi-stationarity region ranges from
3 to 80 m in different V2V scenarios. It is found that: i) a large
electrical array aperture improves the angular resolution and
thus results in a smaller estimated quasi-stationarity region;
ii) strong LOS and a small difference of speed between a
vehicle of interest and surrounding vehicles lead to large
quasi-stationarity region; and iii) environments with a large
number of scatterers exhibit smaller quasi-stationarity region.
Finally, it is suggested to rely SD and shadowing metrics when
measurements are conducted with small electrical aperture size
of arrays, and to use CMD metric if arrays with large electrical
apertures are employed.
For future work, it would be necessary to precisely evaluate
V2V system performance by taking into account the non-
stationarity of radio channels. It would also be useful to
incorporate the quasi-stationarity region into dynamic channel
modeling of non-stationary channels, then a more detailed
investigation of the physical phenomena from which non-
stationarity originates (e.g., “birth and “death of MPC) can
be performed.
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