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SUMMARY 
 A new statistic for testing regression transformation is developed based on a 
variance formula obtained from an asymptotic expansion of the transformation 
estimator.  Theoretical and empirical results show that this statistic is very stable, 
having a null distribution almost independent of model type and parameter values.  
The statistic is compared with the Wald statistic given by Lawrance (1987b) in terms 
of size, null distribution and power using Monte Carlo simulations.   The results show 
that the new test statistic has a null distribution generally closer to standard normal 
than that of the Lawrance's Wald test statistic, and is more powerful and more stable.  
Some key words: Asymptotic expansion; Box-Cox transformation; New statistic; Wald 
statistic. 
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1. INTRODUCTION 
 Since Box & Cox (1964) introduced the likelihood ratio statistic for testing re-
gression transformation, many other statistics have emerged.  Typical ones include 
the score statistic based on a constructed variable (Atkinson, 1973), the score statistic 
using observed information (Lawrance, 1987a), the Wald statistic based on a 
constructed variable (Atkinson, 1985, p. 100) and the Wald statistic using observed 
information (Lawrance, 1987b).  Atkinson & Lawrance (1989) made a fine 
comparison of the six existing asymptotically equivalent test statistics and found that 
no statistic is uniformly best and each of them can perform unsatisfactorily.  They 
noted:  
"… the desirability of a known null distribution not depending on special features of 
the application remains." 
 In this article, we introduce a new statistic based on a simple and accurate vari-
ance formula obtained from an asymptotic expansion of the transformation estimator.  
The stochastic behavior of this statistic is studied both analytically based on 
asymptotic expansions and empirically using Monte Carlo simulations.  The results 
show that this statistic is very stable, having a null distribution very close to standard 
normal and almost independent of the model parameters.  The test statistic is also 
compared, using Monte Carlo simulations, with the Wald statistic given by Lawrance 
(1987b) that is asymptotically equivalent to the score and likelihood ratio statistics.  
The results show that the new statistic is almost uniformly better than Lawrance's 
Wald statistic.  The Wald statistic depends in a certain degree on model type and 
values of parameters such as error standard deviation .  Simulation results reveal 
that the Wald statistic gets smaller stochastically as    becomes larger, and that it is 
stochastically smaller than the standard normal random variable when model has only 
Appeared in: Test 2000, 9, 123-132.
 3
one mean.  The powers of the two tests are also compared.  Simulation results suggest 
that the new test is generally more powerful than the Wald test. 
 Section 2 presents a formula for the variance of the Box-Cox maximum 
likelihood estimator of the transformation parameter.  Section 3 formulates the test 
statistic and discusses its analytical behavior.  Section 4 presents the simulation 
results regarding the sizes, the null distributions and the powers of the two test 
statistics. 
 
2. VARIANCE OF THE BOX–COX TRANSFORMATION ESTIMATE 
 The basic framework of regression transformation can be simply interpreted as 
follows.  For a vector of  n  response values  y, the Box-Cox power transformed val-
ues  h(y, )  follow a linear model h(y, )=X + e  for some p  explanatory variables 
whose values are contained in the matrix  X.  The transformation parameter  , the re-
gression coefficients  , and the error standard deviation  are jointly estimated 
using the maximum likelihood method assuming the vector  e  is standard normal. 
 Let  ˆ  be the maximum likelihood estimate of  .  To derive the variance of  ˆ , 
Yang (1997) obtained, under mild regularity conditions, the following asymptotic 
expansion based on the score functions of the joint estimation, 
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where h  = 1}),({ niyh   and h  = 122 }),()({ niyh  .  He then gave further approx-
imations to h , h  and log yi, to arrive explicit expressions for ˆ  and Var( ˆ ).   
 In this article we present a different method of approximation, which leads to 
simpler and more accurate expressions for ˆ  and Var( ˆ ).  We will assume the first 
six moments of e1 are the same as those of a standard normal random variable.  The 
'#' sign denotes the elementwise multiplication, and e2  = {ei2}n1, etc. 
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 First, consider the case of log transformation, i.e.,  = 0.  It is easy to show 
that )0,( iyh  = lim 0 ),( iyh = 12 (log yi)2  and  )0,( iyh  = lim 0 ),( iyh = 13 (log yi)3.  
Hence no further approximation is needed.  Let  = X.  Substituting  + e  into 
(2.1) for log y  gives  
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   var( ˆ )    1422222 2341 –2    nQ ,  (2.3) 
where Q= In – X( X X)1 X , In  is an identity matrix, 1n  a vector of 1's,  = n1i1n i  
and   denotes the Euclidean norm.  The approximation errors in (2.2) and (2.3) are 
of order Op(n1) . 
 Now, for other transformations, ih  = 1 [1+ h(yi ,  )]log yi– 1 h(yi ,  )  and 
ih  = ( ih –2 )log yi+2 ),( iyh –1 ih .  Thus it is only necessary to further aprox-
imate log yi  to make (2.1) explicit.  From the relation log yi  = 1 log[1+ h(yi ,  )], 
we have by a second-order Taylor expansion, 
  log yi  = log(1  i ) +  i ei  – 12  i2 ei2  + Op( i3 ), (2.4) 
where  i  = (1 i )1 .  Now using (2.4), some tedious algebraic work leads to  
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   var( ˆ )    122212 2321 –2)#(     Q , (2.6) 
where = 1}{ ni ,  i =log(1  i ) , ={ i}n1 , and  =n1i1n  i ; the approximation 
errors in (2.5) and (2.6) are of order  Op(n1)  + Op(max3 ) with  max  max  i . 
 The expressions (2.2) and (2.3) can also be reached from (2.5) and (2.6) by 
letting 0.  The approximation (2.4) should be sufficient for most of the practical 
purposes as it is necessary that the  i 's are small to guarantee positive yi 's.  The for-
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mulas (2.3) and (2.6) should be accurate for large n.  Extensive simulations (not 
reported) show that this is also true when  n  is small.  Clearly, the above results pro-
vide a simple way to assess what Box & Cox (1982) called the potential of a 
particular data set to provide useful information about a class of transformation. 
3. THE STATISTIC AND ITS ANALYTICAL BEHAVIOR 
 Let  (,, ) = [var( ˆ )]1 2 .  As  (,, ) is expressed explicitly in terms of , 
, and , an estimate of it can be easily obtained by replacing ,  and  by their 
maximum likelihood estimates and a test statistic be easily formed.  For testing 
hypothesis about ,  (,, ) can be estimated at the null value .  Thus, a test 
statistic is naturally ( ˆ   ) [ ˆ ( ), ˆ ( ),  ], where  ˆ ( )  and ˆ ( )  are the 
restricted maximum likelihood estimates of  and   at .  For  n  large,  the statistic 
can directly be referred to the standard normal distribution.  However, when  n  is 
small, a correction factor is needed.  The correction comes in a heuristic way.  In the 
variance expressions, especially (2.3), the parameter  2   stands out in a similar way 
as the variance of a linear regression coefficient estimate, hence the statistic should 
be corrected by a factor of (n  p) n 1 2  if  2  is estimated by the maximum 
likelihood estimate at  .  The 'corrected' statistic has a t-distribution in linear 
regression case.  In our case, however, more parameters estimates are involved in the 
denominator, which makes the statistic less variable than a t  random variable.  Hence 
the reference distribution is taken to be the standard normal.  The statistic thus takes 
the final form:  
 )(ET  = 
2
1
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 
n
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where the subscript 'E' represents that the statistic is obtained based on the asymptotic 
expansion,  ˆ ( ) =( X X)1 X h(Y , )  and ˆ ( ) = ),(21 YQhn  . 
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 Unlike the existing popular statistics, such as likelihood ratio, score and Wald, 
where the analytical behaviors are difficult (if not impossible) to grasp, the analytical 
behavior of TE ( ) can be easily understood using the results of Section 2.  Consider 
the case of   = 0.  We have from (2.4) and (2.5) 
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The symmetrical structure of the numerator and denominator of (3.2) shows that the 
quantity should be very stable with respect to the changes of the parameter configura-
tions.  This point can be seen more clearly from some special cases.  First, when 
model has a sole mean or the error standard deviation  is very large, 
21)}ˆ(var{)ˆ(      )3(1)6( 321 een n  , a quantity that is completely independent 
of the model parameters.  When   is small, 21)}ˆ(var{)ˆ(      22 )(  QeQ  ,   
a standard normal quantity.  Similar conclusions apply to the cases where     0 with 
an addition of an extra approximation component.  On the basis of above discussions, 
we conclude that the newly defined statistic is very stable, having a distribution very 
close to normal and almost independent of the model parameters. 
4. SIMULATION STUDIES OF TE ( )  AND TI ( )  
 The conclusions reached in Section 3 concern the large sample behavior of 
TE ( ).  In this section, we investigate the small sample behavior of TE ( ), in terms 
of the size, null distribution and power of the test,  using Monte Carlo simulations.  
We also provide an extensive comparison between TE ( ) and the Wald statistic 
TI ( ).  See Lawrance (1987b) or Atkinson & Lawrance (1989) for the exact form of 
TI ( ). 
4.1.  Simulation models 
 We consider five models: the three data sets used in Atkinson & Lawrance 
(1989) where the fitted models are used as true models, a one-way analysis of 
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variance model and a model with a single mean.  To make the article self-contained, 
here are the brief descriptions of them. 
 (a) The poison  model:  a 3 4 factorial design with linear and additive effects, 
fitted to the poison data of Box & Cox (1964) with 4 replicates. 
 (b) The nuclear model:  a regression model with 10 explanatory variables and 
one constant term, fitted to the nuclear data given by Cox & Snell (1981), n = 32. 
 (c) The wool model:  a full 3 3 3 factorial design with only linear effects and 
a single replicate, fitted to the wool data of Box & Cox (1964). 
 (d) Three-means model:  a one-way analysis of variance model with three 
means 12, 11 and 10, and 8 observations on each mean. 
 (e) One-mean model:  a model with a single mean 10 and sample sizes  20 or 
40. 
 In each model, different values of   (other than fitted one) are also considered 
to see their effect on the statistics.  Different sample sizes are used in model (e) to see 
the effect of sample size on the statistics.  Occasionally, a different   value is used 
to accommodate the large   cases.  In each run of the simulations, normal data is first 
generated based on a given model and then converted to data in original scale.  The 
data in original scale is used to calculate ˆ  and the statistics TE ( ) and TI ( ).  Each 
set of simulation results is based on 10,000 runs.  
4.2.  Null distributions 
 Table 4.1 summarizes the simulated sizes of the two statistics at the nominal 
two-sided 5% level for the five models.  The simulation results clearly favor the new 
test.   The size of the new test is very stable, close to 0.05 in all the cases.  However, 
the size of Wald test varies with the change of model and the   value, with the 
smallest being 0.0215 and the largest 0.1386.  It seems that there is a general trend 
that the size of Wald test decreases as    increases.  The sizes of the two tests at 
other nominal levels are also simulated.  Similar conclusions are observed. 
Appeared in: Test 2000, 9, 123-132.
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Table 4.1.  Summary of simulated sizes of the two tests at 5% nominal level 
       Case 1       Case 2   Case 3            Case 4* 
Model TE ( ) TI ( ) TE ( ) TI ( ) TE ( ) TI ( ) TE ( ) TI ( ) 
(a) 0.0498 0.0792 0.0534 0.0834 0.0526 0.0757 0.0518 0.0586 
(b) 0.0486 0.1386 0.0503 0.1377 0.0794 0.1068 0.0498 0.0519 
(c) 0.0512 0.0968 0.0439 0.0845 0.0554 0.0858 0.0596 0.0425 
(d) 0.0669 0.0689 0.0701 0.0751 0.0604 0.0462 0.0607 0.0330 
(e)    0.0650 0.0254 0.0611 0.0215 0.0571 0.0364 0.0566 0.0337 
 * The cases 1 to 4 correspond to, in models (a) to (c),  = 0.0001, 0.01, 0.1 and 1.0 
generally, except the underlined parts where the fitted values are used, in (d),  = 0.01, 
0.1, 1.0 and 10, and in (e), (n,  ) = (20, 1), (20, 10), (40, 1) and (40, 10). 
 Common characteristics, such as the mean, standard deviation, upper and lower 
0.025th quantiles, skewness, kurtosis, etc, of the null distribution of the two statistics 
are simulated.   All the characteristics of TE ( ) are very close to those of standard 
normal in all the situations.  However, the characteristics of TI ( ) deviate from those 
of standard normal noticeably.  For example, the simulated standard deviation ranges 
from 0.8954 to 1.3425 and the Q0.975 ranges from 1.7247 to 2.7208, for the five 
models considered.  Due to limited space, only the simulated mean, standard 
deviation and upper and lower 0.025th quantiles are reported in Table 4.2.  
Simulation results show that TI ( ) gets smaller stochastically as  increases and that 
its performance depends on the type of model.  Increasing the sample size improves 
the performance of TI ( ) in a significant way.  The histograms are plotted based on 
10,000 simulated values of TE ( ) .  They resemble the standard normal curve in a 
marvelous way. 
Table 4.2a  Summary of simulations of the null distributions of  TE ( )  and TI ( )  
for models (a) – (c),  '*' denotes the fitted value 
Model TE ( ) TI ( ) TE ( ) TI ( ) TE ( ) TI ( ) TE ( )  TI ( )
(a) = 0.0001 = 0.01 = 0.1 = 0.3663* 
Mean 
StdDev  
Q0.025 
Q0.975 
–0.0045 
1.0042 
–1.9821 
1.9456 
–0.0053 
1.1151 
–2.2256 
2.1805 
0.0086 
1.0029 
–2.0085 
1.9778 
0.0092 
1.1141 
–2.2563 
2.2215 
–0.0133 
1.0101 
–2.0011 
1.9656 
–0.0153 
1.1102 
–2.2209 
2.1637 
0.0544 
1.0052 
–1.8706 
2.0658 
0.0394 
1.0441 
–1.9731 
2.0752 
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(b) = 0.0001 = 0.01 = 0.0947* = 1.0 
Mean 
StdDev  
Q0.025 
Q0.975 
–0.0009 
1.0062 
–1.9501 
1.9560 
–0.0007 
1.3425 
–2.6583 
2.6709 
0.0195 
1.0086 
–1.9336 
2.0001 
0.0313 
1.3371 
–2.5682 
2.7208 
–0.0284 
1.1178 
–2.2268 
2.1556 
–0.0226 
1.2352 
–2.3849 
2.3814 
0.0472 
0.9898 
–1.8847 
2.0153 
0.0428 
1.0108 
–1.9209 
2.0206 
(c) = 0.0001 = 0.01 = 0.1150* = 1.0 
Mean 
StdDev  
Q0.025 
Q0.975 
0.0026 
1.0096 
–1.9679 
1.9729 
0.0029 
1.1781 
–2.3384 
2.3452 
0.0054 
0.9899 
–1.8766 
 1.9432  
0.0073 
1.1478  
–2.2213 
 2.2972  
0.0109 
1.0213 
–1.9825 
2.0270 
0.0106 
1.1392 
–2.2050 
2.2533 
0.0691 
1.0453 
–1.9290 
2.1654 
0.0538 
0.9755 
–1.7890 
1.9706 
Table 4.2b.  More simulation results for models (a) –(c):  =0.0, = 50 
 (a) TE ( ) TI ( ) (b)  TE ( ) TI ( ) (c)  TE ( ) TI ( ) 
Mean 
StdDev  
Q0.025 
Q0.975 
–0.0167 
1.0095 
–2.0201 
1.9585 
–0.0155 
0.9691 
–1.9122 
1.8827 
0.0035 
0.9866 
–1.9762 
1.9287 
0.0029 
1.0124 
–2.0272 
1.9407 
0.0110 
1.0321 
–2.0314 
2.0178 
0.0111 
0.9486 
–1.8325 
1.8319 
Table 4.2c.  Summary of simulations of the null distributions of  TE ( )  and TI ( )  
fort model (d), log transformation 
 TE ( ) TI ( ) TE ( ) TI ( ) TE ( ) TI ( ) TE ( )  TI ( )
  = 0.01  = 0.1  = 1.0  = 10.0 
Mean 
StdDev  
Q0.025 
Q0.975 
–0.0040 
1.0597 
–2.1118 
2.0807 
–0.0030 
1.0832 
–2.1061 
2.1106 
–0.0157 
1.0808 
–2.1724 
2.1328 
–0.0157 
1.1081 
–2.2172 
2.1881 
–0.0099 
1.0454 
–2.0607 
2.0431 
–0.0108 
0.9864 
–1.9137 
1.9393 
–0.0008 
1.0341 
–2.0375 
2.0601 
–0.0012 
0.9334 
–1.7875 
1.8328 
 
Table 4.2d.  Summary of simulations of the null distributions of  TE ( )  and TI ( )  
for model (e), log transformation 
 TE ( ) TI ( )  TE ( ) TI ( ) TE ( ) TI ( ) TE ( )  TI ( )
(n, ) (20, 1.0) (20, 10.0) (40, 1.0) (40, 10.0) 
Mean 
StdDev  
Q0.025 
Q0.975 
–0.0124 
1.0589 
–2.1170 
2.0611 
–0.0099 
0.9091 
–1.7778 
1.7501 
0.0045 
1.0418 
–2.0739 
2.0471 
0.0041 
0.8954 
–1.7247 
1.7274 
0.0169 
1.0271 
–2.0114 
2.0395 
0.0128 
0.9371 
–1.8118 
1.8391 
0.0052 
1.0215 
–1.9946 
2.0249 
 0.0047 
0.9333 
–1.8106 
1.8153 
4.3.  Powers of the tests 
 The powers of both statistics are simulated using the first three models with all 
parameters taken as the fitted values.  For each data set simulated from a given 
model, we calculate the two test statistics over a grid of     values, and the numbers 
significant at upper and lower 2.5% points of the standard normal distribution are 
recorded.  The number of significant values divided by the total number of samples 
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gives the power of the test.  To be comparable, the powers of the two tests are 
adjusted to have the same size 0.05, by multiplying a factor  '0.05/simulated size'.  
The simulation results show that the new test is generally more powerful than the 
Wald test.  Table 4.1 lists out a few cases for illustration.  The fitted values of and 
their estimated standard deviations for poison, nuclear and wool data sets are, 
respectively, (–0.7502, 0.1973), (–0.0561, 0.3818), and (–0.05981, 0.0611), where the 
standard errors are calculated from the likelihood ratio test.  We choose the null 
values to be k standard deviations away from the true one, where  k =  1, ….,  4.  
When k = 0, the corresponding powers become the size of the test, and should all be  
0.05  after adjustment.  Simulation fails at  k =  4 for models (a) and (b), suggesting 
the estimated standard errors might be too large. 
Table 4.3.  Powers of the tests: upper entry for  TE ( )and  lower entry for  TI ( )  
for the three models (a), (b) and (c) 
     k –4 –3 –2 –1 0 1 2 3 4 
(a) -- 
-- 
0.7754 
0.6812 
0.5085 
0.4555 
0.1804 
0.1671 
0.05 
0.05 
0.1702 
0.1668 
0.4701 
0.4455 
0.7317 
0.6581 
-- 
-- 
(b) -- 
-- 
0.5761 
0.4269 
0.3904 
0.3111 
0.1413 
0.1303 
0.05 
0.05 
0.1650 
0.1481 
0.4158 
0.3300 
0.5909 
0.4359 
-- 
-- 
(c) 0.8415 
0.5542 
0.7195 
0.4901 
0.4168 
0.3231 
0.1409 
0.1265 
0.05 
0.05 
0.1429 
0.1309 
0.4236 
0.3292 
0.7110 
 0.4902 
 0.8389 
0.5525 
 
5. SOME ILLUSTRATIONS 
 The new test statistic is applied to three data sets, the data sets involved in 
models (a)  (c), for illustrations.  First, the estimated standard errors calculated using 
(2.6) are 0.1789, 0.2986 and 0.0610, respectively for poison, nuclear and wool data 
sets, which may be compared with the three values 0.1973, 0.3818 and 0.0611 
obtained by the likelihood ratio test.  The calculations confirm the point mentioned at 
the end of last section that the likelihood ratio method can sometimes overestimate 
the standard error of the transformation estimator.  The observed values of TE ( ) and 
TI ( ) for testing the null hypotheses (= –1, 0, 1) are summarized in Table 5.1.  
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Both statistics lead to the same inference, i.e., inverse transformation for poison data 
and log transformation for nuclear and wool data are indicated.  The observed values 
of TE ( ) are large than those from TI ( ) for all the three data sets, indicating that 
TE ( ) rejects the 'wrong' values more strongly. The TE ( ) is not defined for the 
wool data at = 1.  This is not surprising because these values are too far from the 
estimated value –0.05981 in terms of standard error 0.0610.   However, we have 
found TE (0.55) = 13.7118 and TE (0.52)  = –11.0241, already quite close to the 
values of  TI ( ) at = 1. 
Table 5.1.  The values of  TE ( )and  TI ( )  for testing the null hypotheses  
(= –1, 0, 1) for the poison, nuclear and wool data sets 
     TE ( )        TI ( ) 
 –1 0 1 –1 0 1 
Poison 1.4362 –4.0439 –13.2685 1.2661 –3.8015 –8.8692 
Nuclear 3.4873 –0.1875 –3.6036 2.4723 –0.1470 –2.7663 
Wool                *    –0.9669                *    15.3930 –0.9700 –17.3330 
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