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Providing machines with a robust visualization of multiple objects in a scene has a myriad 
of applications in the physical world. This research solves the task of multi-label image 
recognition using a deep learning approach. For most multi-label image recognition 
datasets, there are multiple objects within a single image and a single label can be seen 
many times throughout the dataset. Therefore, it is not efficient to classify each object in 
isolation, rather it is important to infer the inter-dependencies between the labels. To extract 
a latent representation of the pixels from an image, this work uses a convolutional network 
approach evaluating three different image feature extraction networks. In order to learn the 
label inter-dependencies, this work proposes a graph convolution network approach as 
compared to previous approaches such as probabilistic graph or recurrent neural networks. 
In the graph neural network approach, the image labels are first encoded into word 
embeddings. These serve as nodes on a graph. The correlations between these nodes are 
learned using graph neural networks. We investigate how to create the adjacency matrix 
without manual calculation of the label correlations in the respective datasets. This 
proposed approach is evaluated on the widely-used PASCAL VOC, MSCOCO, and NUS-
WIDE multi-label image recognition datasets. The main evaluation metrics used will be 
mean average precision and overall F1 score, to show that the learned adjacency matrix 
method for labels along with the addition of visual attention for image features is able to 
achieve similar performance to manually calculating the label adjacency matrix.  







Graph Networks for Multi-Label Image Recognition ................................................................................... 1 
List of Figures ............................................................................................................................................... 6 
List of Tables ................................................................................................................................................ 8 
Chapter 1 ....................................................................................................................................................... 9 
1.1 Introduction ................................................................................................................................... 9 
1.2 Motivation ................................................................................................................................... 10 
1.3 Contributions ............................................................................................................................... 12 
Chapter 2 ..................................................................................................................................................... 13 
2.1 Deep Learning ............................................................................................................................. 13 
2.2 Convolutional Neural Networks ................................................................................................. 13 
2.3 Recurrent Neural Networks ........................................................................................................ 13 
A. Recurrent Neural Networks ........................................................................................................ 14 
B. Long Short Term Memory (LSTM) ............................................................................................ 14 
2.4 Multi-Label Log Loss Function .................................................................................................. 15 
2.5 Graph Networks .......................................................................................................................... 17 
A. Graph Convolution ...................................................................................................................... 17 
2.6 GloVe Embeddings ..................................................................................................................... 18 
2.7 Prior Multi-Label Classification Approaches. ............................................................................ 20 
A. CNN – RNN Approach .................................................................................................................. 20 
B. ML-GCN ........................................................................................................................................ 22 
C. ML-GCN Re-weighted ................................................................................................................... 24 
Chapter 3 ..................................................................................................................................................... 26 
3.1 Methodology ............................................................................................................................... 26 
A.  Proposed Approach ....................................................................................................................... 26 
B. Adjacency Matrix Using Cosine Similarity ................................................................................... 27 
C.  Adjacency Matrix Creation Using Fully Connected Layers ......................................................... 28 
D.  Adjacency Matrix Creation Using Pointwise Convolutions ......................................................... 28 
3.2 Image Feature Extractor .............................................................................................................. 30 
A. VGG-16....................................................................................................................................... 30 
B. ResNet-50 and ResNet-101 ......................................................................................................... 31 
C. DenseNet ..................................................................................................................................... 32 
D. Visual Attention .......................................................................................................................... 33 
5 | P a g e  
 
Chapter 4 ..................................................................................................................................................... 35 
4.1 Datasets ....................................................................................................................................... 35 
A. MS-COCO .................................................................................................................................. 35 
B. PASCAL-VOC 2007 .................................................................................................................. 36 
C. NUS-WIDE ................................................................................................................................. 37 
4.2 Implementation ........................................................................................................................... 38 
A. Implementation ........................................................................................................................... 38 
B. Annotation Creation .................................................................................................................... 38 
C. Evaluation Metrics ...................................................................................................................... 39 
Chapter 5 ..................................................................................................................................................... 41 
5.1 Results – Pascal VOC ................................................................................................................. 41 
5.2 Results – NUS-WIDE ................................................................................................................. 44 
5.3 Results – MS-COCO ................................................................................................................... 46 
5.4 Visualization ............................................................................................................................... 49 
A. Good Examples Analysis ............................................................................................................ 49 
B. Bad Examples Analysis .............................................................................................................. 51 
Chapter 6 ..................................................................................................................................................... 53 
6.1 Conclusions ................................................................................................................................. 53 
6.2 Discussions ................................................................................................................................. 54 
6.3 Future Work ................................................................................................................................ 54 
6.4 References ................................................................................................................................... 55 
 
  
6 | P a g e  
 
List of Figures 
 
 
Figure 1: Differences between multi-label and multi-class image recognition tasks. 8 
Figure 2: Example showing an image with the labels ‘Tennis Ball’, ‘Tennis Racquet’, and ‘Person’. If 
a ‘Tennis Racquet’ or ‘Tennis Ball’ class occurs there is high probability that the ‘Person’ class is also 
in the image but not vice-versa. 
9 
Figure 3: Vanilla RNN Cell 12 
Figure 4: LSTM Cell 13 
Figure 5: Loss function value with respect to predicted output   13 
Figure 6: Learning graph feature representations through graph convolutions 15 
Figure 7: CNN-RNN Architecture showing the image and label embeddings being projected to the 
same embedding space.  
18 
Figure 8: ML-GCN Architecture replacing the RNN approach to learn label embeddings using graph 
convolutions. . 
19 
Figure 9: Proposed model Architecture 22 
Fig 10. Adjacency matrix generation using cosine similarity and three graph convolution layers. 
 
25 
Fig 11. Adjacency matrix generation using FC layer followed by 3 graph convolutions. 
 
25 
Fig 12. Proposed model Architecture where the adjacency matrix is learned instead of manually 
calculated Addition of visual attention to help learn more accurate visual features. 
 
26 
Figure 13: Generating latent embedding of an image. 
 
26 
Figure 14: VGG-16 Model Architecture showing 16 layer depth and final image feature dimensions 26 
Figure 15: ResNet model configurations showing difference in block count for 50 layer and 101 layer 
model 
27 
Figure 16: DenseNet model showing skip connections between dense blocks 28 
7 | P a g e  
 
Figure 17: Image feature extraction branch with attention added. 𝑓𝑖𝑝 is represented by 𝑓1 and 𝑓𝑎𝑡𝑡 by 
𝑓2 
30 
Figure 18: Examples from MSCOCO dataset showing the multi-label ground truth. 
 
31 
Figure 19: Instance per category comparison of MS-COCO and PASCAL VOC. 31 
Figure 20: Examples from PASCAL-VOC 2007 dataset showing the dog and people classes. 32 
Figure 21: 17 Instance per class for PASCAL-VOC dataset. 33 
Figure 22: Examples from NUS-WIDE dataset showing the multi-label ground truth. 33 
Figure 23: Instance per class for NUSWIDE labels 34 
Figure 24: Difference in annotation format. 35 
Figure 25: Good sample outputs on MSCOCO test images 43 
Figure 26: Good sample outputs from PASCAL VOC test images 43 
Figure 27: Good sample outputs from NUSWIDE test images. 44 
Figure 28: Bad output examples. First and second image are from PASCAL VOC 2007 and third 




8 | P a g e  
 




Table 1 (A):   Comparison of proposed adjacency matrix learning approaches on PASCAL-
VOC. For classes 1 to 10. 
39 
Table 1 (B):   Comparison of proposed adjacency matrix learning approaches on PASCAL-
VOC.  For classes 11 to 20. 
40 
Table 2 (A):   Pointwise convolution approach with different image feature extraction 
methods scores on PASCAL-VOC. For classes 1 to 10. 
41 
Table 2 (B):  Pointwise convolution approach with different image feature extraction 
methods scores on PASCAL-VOC.  For classes 11 to 20. 
41 
Table 3:  Comparison of proposed adjacency matrix learning approach.  43 
Table 4:   Pointwise convolution approach with different image feature extraction methods 
scores on NUS-WIDE.  
44 
Table 5:   Comparison of proposed adjacency matrix learning approaches on MS-COCO.  45 
Table 6:   Pointwise convolution approach with different image feature extraction methods 
scores on MS-COCO.  
47 








Two of the most common image recognition tasks are multi-class image recognition and 
multi-label image recognition. In multi-class image recognition, each image instance, taken 
as a whole, may belong to only one specific class. Multi-label image recognition is a more 
challenging task where each image may have multiple objects belonging to more than one 
class. Multi-label image recognition is an important machine vision task where the goal is 
to infer whether the image consists of specific objects or features. The deep learning model 
is trained to recognize these features in an image by providing it with text labels of the 
different objects during training [1,2,3,4,5,6]. Though recent breakthroughs in deep neural 
networks has pushed the benchmark on multi-label image recognition, it still remains a 
difficult task to overcome due to each image having more than a single object of interest. 
This overlap of multiple objects makes it important for modelling accurate label 
dependencies for multi-label image recognition [1,7,8,9].  
A naive approach to multi-label image recognition is to model the multiple label problem 
into multiple binary classification problems by isolating each object in a scene. The 
drawback of this method is that it ignores the different label correlations within an image 
[20,25]. Improvements on the naive method which factor label dependencies might involve 
using probabilistic graphs, Recurrent Neural Networks (RNNs) or attention mechanisms. 
These approaches also are limited by scalability issues, only modelling labels sequentially 
or only local correlations and not global correlations [1,2,8,16,24,26,38]. The methods 
proposed in this work, attempt to improve the features learned by the image learning branch 
through the inclusion of visual attention features along with the image features. The 
proposed model also has improved training procedure which is more end to end when 
compared to previous approaches and can adapt to different multilabel datasets without the 
need for calculating label correlation statistics.  
The performance of the model is evaluated on two multi-label image classification datasets 
and the using the mean average precision and overall F1 score metrics. 
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1.2 Motivation  
 Multi label image recognition is an important computer vision task where the objective is 
to predict a set of categories in an image or video. Multi-label recognition tasks can be used 
in applications such as social networks, robotics and scene understanding. Solutions 
developed for multi-label image recognition can also be applied to multi-label video 
recognition. In multi-class image recognition, each image instance may belong to only one 
specific class. Multi-label image recognition is a more challenging task where each image 
sample may belong to more than one class. The differences between these two tasks is 
demonstrated in Fig 1. 
. 
 
Fig 1. Differences between multi-label and multi-class image recognition tasks. 
 
 Previous naïve methods for solving multilabel image recognition such as splitting the 
problem by performing binary classification for each object do not capture the complex 
way in which the labels for each sample are interconnected [13,15]. Even when the multi-
label task is solved by sequentially predicting labels using an RNN, this approach is not 
able to capture the relationship between labels and image regions [21,22]. Another 
approach is using a graph network to model the label correlations for a dataset as in [7]. A 
drawback of this method is that the label adjacency matrix needs to be designed before the 
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training process by calculating label correlation statistics. This matrix is also not adaptable 
for different datasets. This work proposes improvements in the multilabel image 
recognition approaches by using visual attention while learning image features for 
associating the label with the image regions and proposing an end to end approach for 
learning the label adjacency matrix instead of needing to design it before each training.  
 
The modelling of the interdependencies for a sample image can be seen in Fig 2. The word 
embeddings of the labels would be the nodes in the graph. Their interdependencies would 
be modelled in an adjacency matrix. The output of the graph network will be a vector of 
learned probabilities of each node in the graph.   
   
 
 
Fig 2. Example showing an image with the labels ‘Tennis Ball’, ‘Tennis Racquet’, and ‘Person’. If a ‘Tennis 












The main contributions of this thesis work can be summarized as: 
• A modified graph network architecture for learning label embeddings. 
• Exploration of multiple approaches for forming the label adjacency matrix. 
• Evaluating DenseNet as the image feature extractor. 
• Evaluation on the NUSWIDE dataset. 
• Addition of visual attention block. 
  






2.1 Deep Learning 
Over the past few years, methodologies for extracting information from images for 
machine understanding has made great progress. During this time, deep learning methods 
that make use of convolution operations have become a key method of image feature 
extraction, and often replacing traditional computer vision feature extraction methods. 
Currently deep learning methods have produced state of the art results for the tasks of 
object recognition and object recognition. Similar to their adoption for computer vision 
related tasks, deep learning approaches have also gained popularity in the Natural 
Language Processing (NLP) domains due to the ability of RNNs to learn text sequences 
accurately. This section will cover some fundamental topics regarding deep neural network 
architectural components in both the vision and text domain. 
 
2.2 Convolutional Neural Networks 
Convolutional Neural Networks (CNNs) have been a major breakthrough in the field of 
computer vision. They have replaced traditional computer vision techniques in areas of 
object detection and object classification. The main building blocks that form a convolution 
network are convolution filters, activation functions, pooling operations and fully-
connected blocks. Convolution networks such as Resnet-101, DenseNet and VGG16 are 
very useful in extracting 2D image features from the input image. They are often used as 
encoders to map image pixels to a latent vector representation [10,11,20,25]. 
 
2.3 Recurrent Neural Networks 
Recurrent Neural Networks (RNNs) allow persistence of information in a model by 
incorporating feedback loops in the network. The raw text labels are first converted into 
vectors and then passed into the RNN. These networks are typically used with sequential 
vectors, making them a good solution for tasks such as language modelling, speech 
recognition, text prediction and image captioning [1,2]. 
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A. Recurrent Neural Networks 
A vanilla RNN performs the same function for every input. These vanilla RNNs include a 
self-loop component, where the output of the current input depends on the previous time 
step’s output. For making a prediction, the RNN uses the current input as well as the output 
from the previous layers. The RNN networks are different from feedforward neural 
networks in that they have the ability to process sequential input data. The vanilla RNN is 
shown in Fig 3.  RNNs based on this structure are good for speech or text related machine 
learning tasks. Some problems faced when using vanilla RNNs are the vanishing gradient 
problem and inability to process very long sequences of data [39,40].  
 
 
Fig 3. Vanilla RNN Cell [30]. 
 
B. Long Short Term Memory (LSTM) 
Fig 4 shows the LSTM cell block. These cells are the more evolved versions of the vanilla 
RNN cells. The vanishing gradient problem can be overcome by using the LSTM [40] cells 
instead of the RNN [39] cells. They have three internal gates that regulate the flow of 
information. They are the forget gate, input gate and output gate. Through the three gates, 
the LSTM [40] is able to learn what sequences in the input data are important to keep or 
forget. Therefore, it is able to make predictions by only learning the relevant features in 
the input.   
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Fig 4. LSTM Cell with the different activations shown [31]. 
 
2.4 Multi-Label Log Loss Function 
For the task of binary classification, a binary cross entropy loss function is used. This loss 
function is composed of two separate functions depending on the target prediction being 0 
or 1. The binary cross entropy loss can be seen in (1): 
 
            𝐿 =  𝑦 ∗  −log(𝜎(?̂?)) + (1 − 𝑦 ) ∗  −log (1 − 𝜎(?̂?))                         (1) 
 




Fig 5. Loss function value with respect to predicted output [32]. 
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When the target prediction is 1 then the component of the loss term used is given in (2) and 
corresponds to the green line in Fig 5, 
 
L =  −log(𝜎(?̂?))                                                                 (2) 
 
When the target prediction is 0 the component of the loss term used is in (3) and 
corresponds to the blue line in Fig 5. 
 
𝐿 =  (1 − 𝑦 ) ∗  − log(1 − 𝜎(?̂?))                                                       (3) 
 
Since this is a multi-label classification task, where more than one output is possible per 
sample, a sigmoid cross entropy loss function is used. The cross-entropy loss function is 
used to train the model end to end. The loss L is shown in (4), 
            𝐿 =  ∑ 𝑦𝑚 log(𝜎(?̂?𝑚)) + (1 − 𝑦𝑚 )log (1 − 𝜎(?̂?𝑚))
𝐶
𝑚=1
                                       (4) 
Where 𝑦𝑚 is ground truth label of the image such that 𝑦𝑚 = {0,1} depending on whether 
label m appears in the image, 𝜎 is the sigmoid function and ?̂?𝑚 is the predicted label [7,13]. 
For an image the ground truth label is 𝑦 ∈  𝑅𝐶, where C is the number of categories. As 
an example, when the 𝑚𝑡ℎ label is present in an image, the 𝑦𝑚 entry for that label will be 
1. Since 𝑦𝑚 is 1, the first component of the term will be contributing to the loss as given 
in (2). So, for the loss to be minimized 𝜎(?̂?𝑚) should be close to 1. Similarly, when the  
𝑚𝑡ℎ label is not present for a particular image, the value of 𝑦𝑚 entry is 0. Therefore, the 
second component of the equation is contributing to the loss as in (3). For the loss to be 
minimized, the value of log (1 − 𝜎(?̂?𝑚)) should be minimized so 𝜎(?̂?𝑚) should be close 
to 0. 
The loss function measures how far away from the true value (which is either 0 or 1) the 
prediction is for each of the classes and then averages these class-wise errors to obtain the 
final loss. The total sigmoid cross entropy loss is calculated by summing together the cross 
entropies for the neuron corresponding to each label.  
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2.5 Graph Networks 
Graph neural networks work represent unstructured data as a graph where each node is a 
label embedding, and the correlation between labels are represented as edges [7, 13, 14]. 
An adjacency matrix, 𝐴 is created that represents the connected edges between each node. 
The label information is stored in the vertex matrix 𝑉. Therefore, the adjacency matrix 
entry can be represented by (5), 
       𝐴𝑖𝑗 =  {
𝐸𝑖𝑗,       𝑤ℎ𝑒𝑛 𝑡𝑤𝑜 𝑛𝑜𝑑𝑒𝑠 𝑎𝑟𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑                                                                  
0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑜𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒𝑠                                                                                    (5)
 
The robustness of the edge connection between node i and j is represented by the value 𝐸𝑖𝑗.   
 
A graph convolution function can be explained by (6) ,  
                              𝑉𝑡+1 = 𝑓(𝑉𝑡, 𝐴)                                                                        (6) 
Where 𝑉𝑡+1 is the updated features, 𝑉𝑡 is the input feature vector and 𝐴 is the adjacency 
matrix [7,13]. 
 
A. Graph Convolution 
Graph convolution networks are a type of geometric deep learning method that learn on 
non-Euclidean data such as 3D objects and graphs. The idea is to create useful node 
representations of the label data to create robust inter-dependent classifiers. The input to 
the network is an adjacency matrix A and feature embeddings V. The feature embeddings 
are updated every graph convolution operation. The non-linear operation is represented in 
(6). A normalized representation of A is used, and the non-linearity applied is LeakyReLU 
[18]. By using stacks of multiple graph convolution layers, complex label 
interdependencies can be modelled to be able to create the label classifiers. This entire 
operation can be visualized in Fig 6. 
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2.6 GloVe Embeddings 
GloVe is the Global Vector for word representations [29]. It is an unsupervised learning 
method for creating vector representations for words. Using the GloVe method, each word 
in a corpus of text can be transformed into a position in a latent dimensional vector. In this 
space, similar words are placed close to each other and dissimilar words are placed apart 
[29]. The GloVe algorithm is as follows: 
1. A word co-occurrence matrix X is created using the word co-occurrence statistics. 
Each element of the matrix is the frequency of the occurrence of the word pairs. 
The corpus is scanned in order to find the context term for each term. The scan 
space is defined by a window size before and after each term. Less weight is given 
for words that are distant from the selected term. 
2. The next step is defining soft constraints for each word pair using (7),  
𝑤𝑖
𝑇𝑤𝑗 + 𝑏𝑖 + 𝑏𝑗 =  log 𝑋𝑖𝑗                                       (7) 
where 𝑤𝑖 is the vector for the main word,  𝑤𝑗  is the vector for the context word and 
𝑏𝑖, 𝑏𝑗  are bias terms for the main and context word. 
 
3. Final step is the calculating the cost using (8),  
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𝐽 =  ∑ ∑ 𝑓(𝑋𝑖𝑗)(𝑤𝑖






                             (8) 
where f is the weighting function which prevents learning only common word pairs. 
The GloVe weighting function is in (9), 
 






 , if 𝑋𝑖𝑗 <  𝑋𝑚𝑎𝑥
1,             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                      (9) 
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2.7 Prior Multi-Label Classification Approaches.  
A. CNN – RNN Approach 
This model uses CNN and RNN components that work independently. The CNN is used 
to extract high-level image feature representations which are passed into an RNN which is 
used to model the label embeddings. Each of the labels are represented in a one-hot vector 
encoding. Then by multiplying the label embedding matrix by the one-hot encoding vector 
of the labels, the label embedding representation is formed. An LSTM [40] is used to form 
the recurrent model. This is because it solves the vanishing gradient problem seen when 
using vanilla RNN [39] cells. [21] introduced a novel architecture for learning multi-label 
classification tasks using a CNN-RNN model. The visualization of the model can be seen 
in Fig 7. The multi-label prediction is broken down into a prediction path. For the labels 
“ball” and “person” the valid paths would be (“ball”, “person”) or (“person”, “ball”), and 
in general if there were three images with labels “A”, “B” and “C”, valid paths would be 
ABC, ACB, BAC, BCA, CAB, CBA, and their magnitudes would be dependent on their 
correlation values.  The prediction probabilities for the labels are computed by the RNN. 
The image and RNN embeddings are brought down to the same low dimensional 
embedding space to generate the image to text co-occurrence. The label co-occurrence is 
modelled by maintaining a hidden state at each time step using the embedding of the 
predicted label. The apriori probability of the next label given the previous labels is 
calculated using the dot product of the labels with the sum of image features and recurrent 
embeddings. This apriori probability value of each label is then used to generate the 
prediction path by dot product with the previous labels.  
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Fig 7. CNN-RNN Architecture showing the image and label embeddings being projected to the same embedding 
space [21]. 
 
During inference the RNN model predicts multiple labels by creating a prediction path that 
provides the max apriori probability. A greedy method can be employed that predicts the 
first label given an image for time t and later fixes that label for later predictions. However, 
if the first predicted label is wrong, the whole predicted sequence may not be correctly 
predicted. Therefore [21] uses beam search to find the top ranked prediction path during 
inference. The stopping condition of the beam search is that the probability of the current 
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intermediate paths is smaller than all candidate paths. Therefore, it stops when no more 
candidate paths with greater probability can be found. 
 
 B. ML-GCN 
In [7] the authors use graph convolutions to learn the label correlations of multi-label 
datasets. Each label (word embedding) in the dataset is represented as a node in the graph, 
and is used to initialize the A matrix, which is then improved during training. The graph 
convolution is then used on this constructed graph to directly map the label embeddings 
into interdependent classifiers that are then applied to the image features learned through a 
convolutional neural network. Different word embedding methods such as [19] were also 
evaluated. The intuitions behind using graph convolutions for this task are:  
1. The label embeddings to classifier mapping weights are applied over all classes, 
therefore the learned classifiers can retain even weakly correlated embeddings. 
The label dependencies are modelled in this method using the graph 
convolutions. 
 
2. [7] also proposed a novel label correlation matrix design method based on the 
label co-occurrences within the dataset. This matrix is used in the graph 
convolution step to model the label dependencies. 
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The ML-GCN framework is shown in Fig 8. The labels are represented by word 
embeddings 𝑍 ∈ 𝑅𝐶  𝐷  where C is the categories and D is the embedding dimension. 
Taking the labels as nodes, a graph is built over these nodes. Graph convolutions are then 
learned to map the labels into inter-dependent classifiers W, where 𝑊 ∈  𝑅𝐶  𝐷. These 
learned classifiers are then applied to the image feature embeddings by dot product. The 
image representations are learned by using a convolutional network. This work uses 
ResNet-101 as the base CNN model. The conv5 feature map is selected and a global max 
pooling operation is applied to obtain the final image feature vector. The operation is 
represented in (10), 
 
𝑥 = 𝑓𝐺𝑀𝑃(𝑓𝐶𝑁𝑁(𝐼; 𝜃𝐶𝑁𝑁)) 𝜖 𝑅
𝐷                                                  (10) 
 
For example, for input image I with 448  448 dimensions a 2048  14  14 feature map 
is obtained from the conv5 layer. In (10), D = 2048 and 𝜃𝐶𝑁𝑁 are the ResNet-101 
parameters. 
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C. ML-GCN Re-weighted 
The transfer of information between nodes through the graph convolutions is dependent on 
the correlation matrix. Therefore, construction of the correlation matrix is an important 
step. None of the multi-label classification datasets come with a pre-defined correlation 
matrix. [7] builds the correlation matrix A by defining the correlation between labels by 
calculating co-occurrence patterns within the dataset. For a given dataset, the conditional 
probability of labels is first calculated by 𝑃(𝐿𝑖 | 𝐿𝑗) which is the probability of label 𝐿𝑗 
occurring given 𝐿𝑖. The correlation matrix is asymmetrical since 𝑃(𝐿𝑖 | 𝐿𝑗) is not equal to 
𝑃(𝐿𝑗  | 𝐿𝑖). The conditional probabilities are obtained by using entries of the label co-
occurrence matrix as given by (11), 
 
𝑃𝑖 =  𝑀𝑖  / 𝑁𝑖                                                        (11) 
 
Where 𝑁𝑖 is the frequency of label 𝐿𝑖 in the training data. The authors do note two 
drawbacks of this method which are that the label co-occurrence pattern may show long-
tail distribution meaning rarer co-occurrence may act as noise. The second drawback there 
may be inconsistency between train and test set co-occurrence distribution. In order to 
overcome this the authors, propose binarization of the correlation entries in the matrix A. 
Threshold 𝜏 is used for thresholding the entries. This is given by (12), 
 
𝐴𝑖𝑗 = {
0,   𝑖𝑓  𝑃𝑖𝑗 <  𝜏
1,   𝑖𝑓  𝑃𝑖𝑗 ≥  𝜏
                                                                         (12) 
 
Therefore, after the graph convolutions are applied, the node features will be weighted 
sums of that node feature and adjacent node features. However, binarizing the correlation 
matrix can result in over-smoothing problems. This is due to the fact that since the feature 
of the node is the weighted sum of its own feature and adjacent neighbor features during a 
graph convolution operation. Therefore, over multiple graph convolution layers, the model 
may not be able to differentiate between nodes different clusters. To overcome this the 
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authors, introduce a re-weighting method for the values of the correlation matrix A. The 







,   𝑖𝑓  𝑖 ≠ 𝑗
1 − 𝑝,   𝑖𝑓 𝑖 = 𝑗
                                                      (13) 
 
Where p is used to assign weights to a node and other correlated nodes.  ?́? is the re-weighted 
adjacency matrix. By adding this operation, when the node feature update occurs, there 
will be a fixed weight for the node and the weighting for correlated nodes is determined by 
the distribution of its neighbors. For p approaching 1 the self-node feature is not considered 
and for p approaching 0 neighboring node features are ignored. 
 








 A.  Proposed Approach 
The proposed model is based off the ML-GCN architecture and training method. 
The proposed architecture is seen in Fig 9. Changes are proposed in the image 
feature extraction branch as well as the label embedding learning branch. The input 
for the visual branch is the image and the inputs to the graph convolution network 
branch are the adjacency matrix and vectorized labels. 
 
The top branch of the model consists of the image feature extractor. The initial part 
of the image feature extractor is a CNN (RensNet-101) where conv5 features are 
extracted. The correct association between the image region and the label is made 
by the addition of a visual attention block.  
 
The bottom branch consists of the label embedding to classifier mapping. First the 
graph adjacency matrix A is initialized with the word embedding for the labels. 
Where A ∈ 𝑅𝐶C  where C is the number of categories. Two graph convolution layers 
are then applied on the matrix and embeddings to learn the classifier weights. Final 
predictions are calculated by applying the learned classifiers to the image features 
from the top branch. The final loss is calculated based on these predictions and 
backpropagated until convergence. Throughout training, the matrix A is updated by 
using one of the three approaches described below.  
 




Fig 9. Proposed model Architecture where the adjacency matrix is learned instead of manually calculated. The 
addition of visual attention to help learn more accurate visual features. 
 
 
B. Adjacency Matrix Using Cosine Similarity 
In this method, the adjacency matrix is initialized by using the cosine similarity values 
between each label embedding in the dataset. Cosine similarity takes into account the 
degree of the vertices and the number of neighbors they have common. So, if we take the 
𝑖𝑡ℎ 𝑎𝑛𝑑 𝑗𝑡ℎ row / column as vectors then the entry (i, j) for the adjacency matrix can be 
considered as vectors. Then the cosine angle between them is their measure of similarity. 
It is the number of common neighbors divided by the mean of the degree [34]. The range 
is between 0 and 1. This can be represented by (14),  
 
𝐴(𝑖, 𝑗) =  cos(𝐸𝑖 , 𝐸𝑗)                                                               (14) 
 
Where A(i,j) is each entry in the adjacency matrix and E is the label embedding. Once the 
adjacency matrix is learned it is followed by three graph convolution layers to learn the 
interdependent classifiers. This is seen in Fig 10.  
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Fig 10. Adjacency matrix generation using cosine similarity and three graph convolution layers. 
 
 
C.  Adjacency Matrix Creation Using Fully Connected Layers 
This method computes the adjacency matrix by passing the label embedding matrix 
through a fully connected layer and then into the graph convolution layers. For FC layer W 
this can be represented by (15), 
 
𝐴 =  𝑊𝑙
𝑇𝐸                                                                       (15) 
Where 𝑊𝑙
𝑇 represents the linear fully connected layer. This provides a linear transform of 
label embedding E. The label feature learning branch is visualized in Fig 11. The learning 
of the adjacency matrix is followed by three graph convolution layers.  
 
 
Fig 11. Adjacency matrix generation using FC layer followed by three graph convolutions. 
 
 
D.  Adjacency Matrix Creation Using Pointwise Convolutions 
In this method the label embeddings are transformed using dot product of two pointwise 
convolution layers to calculate the adjacency matrix as per (16),  
 




𝑇(𝑊𝑓2 . 𝐸)                                                             (16) 
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where 𝑊𝑓1 and 𝑊𝑓2 are the learned weights of the pointwise convolution and E is the label 
embedding. The label learning branch using the pointwise convolution method is shown in 
Fig 12.  
 
 
Fig 12. Adjacency matrix generation using pointwise convolution followed by three graph convolutions. 
 
 
E.  Normalization 
Following the generation of matrix, A by either of the three methods, it is normalized using 





 (𝐴 +  𝐼𝐶)𝐷
−1/2                                                      (17) 
 
This is then used in a graph convolution operation which can be represented by (18), 
 
𝑉(𝑙+1) = 𝛿(?̂?𝑉(𝑙)𝑊(𝑙))                                                        (18) 
 
Where V are the learned features of the graph convolution operation, W is the learned 
transformation matrix and 𝛿 is the activation function LeakyReLU [18]. The output of the 
graph network are the label inter-dependent classifiers. This way even the learning of the 
adjacency matrix can be done in an end to end fashion.  
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3.2 Image Feature Extractor 
For learning the latent vector representation of the images, VGG16, Resnet-101 and 
DenseNet will be evaluated. Since many previous works have reported results on PASCAL 
VOC using VGG16, this will allow for a thorough comparison of understanding which 
features and variants perform best. The encoding process is shown in Fig 13. 
 
 








The VGG-16 model is a convolutional neural network proposed by [20]. It achieved 92.7% 
top-5 test accuracy on the ImageNet dataset. It makes improvements over the AlexNet 
model by replacing large kernel sizes with smaller 33 kernels. The input to conv1 is a 224 
 224 RGB image. This is passed through multiple convolution layers with small filter 
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sizes of 33. The convolution stride is 1 and the padding chosen preserves the spatial 
resolution after the convolution. It also consists of spatial pooling layers after some of the 
convolution blocks. The final layers of the network are three fully connected layers. The 
fully connected layer before the classification layer has dimension size of 4096. The hidden 
layers have ReLU [18] activation. This model architecture can be visualized in Fig 14. 
 
 
B. ResNet-50 and ResNet-101 
 
The main differentiating element in the ResNet [10] architecture is the introduction of the 
residual block. Making a convolutional network deeper by adding more layers degrades 
training performance as well as increases computational complexity. To overcome this, 
instead of trying to fit a desired underlying mapping, the ResNet architecture tries to fit a 
residual mapping. The residual blocks consist of skip connections which perform identity 
mappings and the outputs are added to the output of the stacked convolution layers. These 
residual blocks make it possible to have much deeper networks without degradation in 
accuracy and producing results better than previous networks.  
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When compared to the VGG [20] network, ResNet has fewer parameters and lower 
computational complexity. For the ResNet-50 [10] network, each 2-layer block in the base 
ResNet-34 is replaced with a 3-layer bottleneck block. This results in a 50-layer ResNet 
architecture. For the ResNet-101 [10] architecture additional 3-layer blocks are used for 
increasing depth. This can be seen in Fig 15. Even with the increased depth, the ResNet 




[11] proposed the novel DenseNet architecture that makes use of the skip connections 
introduced in ResNet [10]. This architecture connects all layers directly with each other. 
The input of each block consists of the output from the previous feature maps and its output 
is passed on to each further block. Depth concatenation is used to aggregate the feature 
maps. [11]. also propose that the DenseNet architecture encourages feature reuse which 
makes it computationally efficient. The intuition is that the feature map concatenation can 
preserve information flow even if the output of the identity mapping and the next block it 
is added to have different distributions.  
 
Fig 16. DenseNet model showing skip connections between dense blocks [11]. 
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The DenseNet architecture can be visualized in Fig 16. A hyper-parameter growth-rate is 
used to prevent the network from growing too wide. A 11 convolution bottleneck layer is 
also used to reduce the feature maps before the 33 convolution. The two types of blocks 
used in the DenseNet architecture are the Dense block and the Transition layer. The Dense 
block consists of batch normalization, ReLU [18] and 33 convolution. The Transition 
layer consists of batch normalization, 11 convolution and average pooling layer.  
 
D. Visual Attention 
The content of a real image is usually very complex, and it is necessary to establish the 
correct association between the image region and the label. Using a visual attention 
mechanism, the model can automatically focus on the regions associated with the label 
instead of the entire image. Based on [27, 28], the model uses an attention mechanism to 
learn label attention maps and produce weighted features. The attention block consists of 
multiple components. The image features extracted from the CNN are passed through two 
more residual blocks (same as conv5 ResNet). This is then passed to a Label Attention 
block and a Linear block. The Label Attention values are represented by (13), 
 
𝐿 =  𝑓𝑎(𝑓𝑖𝑝, 𝜃𝑎),   𝐿 ∈  𝑅
𝐶𝑋14𝑋14                                                           (13) 
 
Where L stores the label dependent attention features, and C are the number of labels. So 
the nth label corresponds to the nth attention feature. A softmax function is applied to the 
label attention features to obtain the final label attention feature values. This label attention 
block is made of three convolution layers. The first is 1024 11 filters then 1024, 33 filters 
and finally C 11 filters. Batch Normalization and ReLU [18] activation are used for each 
convolution layer.  
The Linear block also consists of convolution operations and is used to learn a linear 
classifier for each label. It is made of two convolution layers. The first is 1024 11 filters, 
and then C 11 filters. Batch Normalization and ReLU [18] activation are used for these 
convolution layers. The sigmoid function is applied to calculate the final features of the 
Linear block. The Linear Block features and Label Attention features are then multiplied 
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element-wise. To keep the dimensions of the input features and output features consistent 
the calculated features are passed through a three-layer convolution block. It is made of 
1024 11 convolutions, 1024 33 convolutions and 2048 11 convolutions. The final 
image features used are a weighted sum of the input features and the attention features 
given by (14), 
 
𝑖𝑚𝑔𝑓𝑒𝑎𝑡𝑠 = 𝑠(𝑓𝑎𝑡𝑡) + (1 − 𝑠)𝑓𝑖𝑝                                                   (14)  
 
 Where s is the attention weight on what features to give more importance to. The entire 
image feature extraction branch is shown in Fig 17.  
 
 




















The Microsoft Common Objects in Context (MS-COCO) dataset is another dataset that is 
frequently used to evaluate multi-label image classification models [17]. The 2014 version 
consists of around 80,000 train images and around 40,000 validation images. There are 80 
different categories with an average of three categories per image. The 2017 version of the 
dataset follows the same distribution but has a 118,000 / 5,000 train-validation split.  
 
Fig 18. Examples from MSCOCO dataset showing the multi-label ground truth [17]. 
 
 
The image instance to class distribution for the dataset can be seen in Fig 19 below. 
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B. PASCAL-VOC 2007 
The Pascal Visual Object Classes (VOC 2007) is a popular dataset used to evaluate models 
for the task of multi-label image recognition [5]. It consists of realistic scenes where each 
scene has multiple labelled objects. The dataset has 20 object classes and a total of 9,963 
images. The train and validation set are used to train the model which is then evaluated on 
the test split. The main evaluation metrics for this dataset are Average Precision (AP) and 
mean Average Precision (mAP). The 20 object classes are illustrated in Fig 20.  
 
 




The image instance to classes distribution for the PASCAL-VO 2007 can be visualized 
by the plot in Fig 21. 
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Fig 21. Instance per class for PASCAL-VOC dataset [5]. 
 
C. NUS-WIDE 
The NUS-WIDE is a wide-ranging image-caption dataset with around 270,000 images and 
each image has multiple object labels. The NUS-WIDE dataset contains 81 object 
categories, but some categories also overlap with each other [23].   
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The number of images for each label in the NUS-WIDE dataset is visualized in Fig 23.  
 
 






For the MSCOCO dataset the split used is the standard 82,081 samples for train and 40,504 
images for validation. The images are cropped and resized to 448  448. For PASCAL-
VOC the training is done using trainval set and evaluated on test set. This is the standard 
followed by [7, 35, 37]. For NUSWIDE following [46] the train split is around 150,000 
images and around 59,347 test images. This is after preprocessing the dataset and removing 
images without labels and missing links. Batch size of 16 was used with an initial learning 
rate of 0.01. This was reduced by a factor of 10 after 30 epochs. For the attention block, 
the optimum value for the attention weight s was empirically chosen at 0.7. 
 
B. Annotation Creation 
The original ML-GCN codebase supports parsing of the MS-COCO and PASCAL VOC 
2007 datasets in their raw format. In order to parse the NUSWIDE dataset annotations a 
formatter code was implemented in Python to make these usable with the ML-GCN 
codebase. The difference in annotation structure can be visualized in Fig 24. Additionally, 
GloVe embeddings of the NUSWIDE dataset were also generated for the input stage when 
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training with the baseline and proposed model. The initial NUSWIDE format contains 
category files that are one hot encoded for the specific image they are present in. This 
needed to be parsed and formatted to the way ML-GCN ingests the labels. Formatting it in 
this method also makes it easier to generate the label GloVe embeddings.  
 
 




C. Evaluation Metrics 
 
The important metrics used for reporting results on the multi-label classification task are 
mean average precision (mAP) and overall F1 score. These metrics are used for reporting 
on the MSCOCO, PASCAL-VOC 2007 and NUS-WIDE datasets. In addition, per class 
score is also reported for PASCAL-VOC 2007 dataset. Good and bad samples are also 
visualized in Chapter 5. The labels are predicted as positive if their confidence score is 
greater than 0.5 threshold. For calculating mAP, first the average precision is calculated 




40 | P a g e  
 
𝐴𝑃𝐶 =  ∑ 𝑝(𝑠) Δ 𝑟(𝑠)
𝑁
𝑠                                                              (21) 
 
Where 𝑝(𝑠) is the precision for the initial s predictions, Δ 𝑟(𝑠) is the change in recall value, 
and N is number of predictions.  For example, if total positives in N predictions is n then if 
the prediction s is a match the recall is 1/n else 0. The average precision value gives 
information on how well the model performs for each class. Now to see how well the model 
performs over all classes, we average over the values calculated for each class in the 
previous step. This number is the mAP score. This measures how well the model did over 
the entire dataset. This can be denoted by (22), 
 
𝑚𝐴𝑃 =  
1
𝑁
∑ 𝐴𝑁𝑐=1 𝑃𝑐                                                                (22) 
 





Results and Analysis 
5.1 Results – Pascal VOC 
For the PASCAL VOC dataset the metric used is per class average precision and the overall 
mAP. The proposed methods analyzed were the cosine similarity approach, fully connected 
layers approach and the pointwise convolutions layers approach. The columns labelled 1 
through 20 are for the respective classes: airplane, bike, bird, boat, bottle, bus, car, cat, 
chair, cow, table, dog, horse, motor, person, plant, sheep, sofa, train, tv. The proposed 
approach (pointwise convolution + visual attention) shows improvements to all categories 
when compared with the CNN-RNN [21] approach and comes close to the ML-GCN [7] 
baseline mAP score. The entry ML-GCN (Binary) is the approach used by [7] without the 
thresholding operation when generating the adjacency matrix and ML-GCN (RW) is with 
the thresholding added. For ease of viewing the tables for PASCAL VOC results have been 
divided into two parts. Each part has the average precision values per class for 10 classes 
and the final column contains the overall mAP score achieved.  
 
Table 1 (A)- Comparison of proposed adjacency matrix learning approaches on PASCAL-
VOC. For classes 1 to 10. 
 
Model 1 2 3 4 5 6 7 8 9 10 mAP 
CNN-RNN [21] 96.7 83.1 94.2 92.8 61.2 82.1 89.1 94.2 64.2 83.6 84 
ML-GCN [7] 99.6 98.3 97.9 97.6 78.2 92.3 97.4 97.4 79.2 94.4 93.1 
ML-GCN (RW) [7] 99.5 98.5 98.6 98.1 80.8 94.6 97.2 98.2 82.3 95.7 94 
Cosine Similarity 96.8 96.3 95.7 93.1 71.4 89.7 94.5 95.1 76.4 91.3 90.62 
FC Layer 98 97.2 96.5 92.3 73 91 96.4 93.7 74.5 87.4 90.45 
Pointwise Conv 97.2 97.1 97.3 95.9 73.6 91.3 95.3 94.4 77 92.6 91.3 
 
Table 1 (A) compares the CNN-RNN [21] and ML-GCN [7] models with the proposed 
cosine similarity, FC Layer and pointwise convolution approaches. The goal is to 
demonstrate that the proposed model is able to capture the label correlations better than a 
recurrent model and also be able to construct the adjacency matrix without having to 
manually calculate label correlation statistics. The label learning branch of the model 
consists of three graph convolution layers. The visual feature extractor used is ResNet-101. 
The experiment shows that the proposed model with the cosine similarity method performs 
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better than the CNN-RNN [21] approach. This indicates that the model is able to learn label 
interdependencies better when compared to a recurrent network approach for the label 
branch. However, when compared with the ML-GCN [7] and ML-GCN (RW) [7], the best 
result achieved by the pointwise convolution method is 1.8% and 2.7% lower respectively 
in overall mAP score. The performance of the FC Layer method is lower when compared 
to the cosine similarity adjacency matrix learning method, though still provides better 
performance when compared to the recurrent network-based approach for learning labels 
in [21]. It is hypothesized this is because of the model pairing rare occurrences of label 
nodes too closely in the adjacency graph for the FC layer method when compared with the 
cosine similarity method. Having not connected the label to the region in the image might 
affect the classification when the features from the two branches are applied via the dot 
product. 
 
Table 1 (B)- Comparison of proposed adjacency matrix learning approaches on PASCAL-
VOC. For classes 11 to 20. 
 
Model 11 12 13 14 15 16 17 18 19 20 mAP 
CNN-RNN [21] 70 92.4 91.7 84.2 93.7 59.8 93.2 75.3 99.7 78.6 84 
ML-GCN [7] 86.5 97.4 97.9 97.1 98.7 84.6 95.3 83 98.6 90.4 93.1 
ML-GCN (RW) [7] 86.4 98.2 98.4 96.7 99 84.7 96.7 84.3 98.9 93.7 94 
Cosine Similarity 86.1 96.8 95.7 93.9 97.3 78.6 93.4 81.3 97.6 91.5 90.6 
FC Layer 81.9 96.9 97 93.8 97.5 77.2 93.2 81.7 96.9 93 90.5 
Pointwise Conv 84.1 96.7 96.9 94.2 98.1 79.1 94.7 82.9 96.5 91.4 91.3 
 
 
Table 1 (B) shows the results for the model cosine similarity, FC Layer and pointwise 
convolution approaches method for classes 11-20 in the PASCAL VOC dataset. The labels 
where the model showed a significant decrease in performance were boat, bottle and chair. 
 
When using the pointwise convolution method for learning the adjacency matrix it 
provided a 0.7/0.8 mAP improvement when compared to the cosine similarity/FC layer 
method respectively. This is because the pointwise operation is robust to rare label 
associations when learning the adjacency matrix. It was also the method which had the 
least difference in per class average precision when compared to the ML-GCN (RW) [7] 
model. The configuration used for this experiment is two pointwise convolution layers. 
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The configuration for the graph network is three graph convolution layers of 1024, 2048 
and 2048 dimensions.  Since this method provided the best performance of the three 
candidate algorithms, it was used with the addition of visual attention in the next 
experiment.  
 
Table 2(A)- Pointwise convolution approach with different image feature extraction 
methods scores on PASCAL-VOC. For classes 1 to 10. 
 
Model 1 2 3 4 5 6 7 8 9 10 mAP 
CNN-RNN [21] 96.7 83.1 94.2 92.8 61.2 82.1 89.1 94.2 64.2 83.6 84 
ML-GCN [7] 99.6 98.3 97.9 97.6 78.2 92.3 97.4 97.4 79.2 94.4 93.1 
ML-GCN (RW) [7] 99.5 98.5 98.6 98.1 80.8 94.6 97.2 98.2 82.3 95.7 94 
Pointwise Conv (DenseNet) 98.1 97.2 97 95.1 71.7 92.8 94.8 95.2 76.3 91.8 91 
Pointwise Conv (ResNet-101) 97.2 97.1 97.3 95.9 73.6 91.3 95.3 94.4 77 92.6 91.3 




Table 2 (B)- Pointwise convolution approach with different image feature extraction 
methods scores on PASCAL-VOC. For classes 11 to 20. 
 
Model 11 12 13 14 15 16 17 18 19 20 mAP 
CNN-RNN [21] 70 92.4 91.7 84.2 93.7 59.8 93.2 75.3 99.7 78.6 84 
ML-GCN [7] 86.5 97.4 97.9 97.1 98.7 84.6 95.3 83 98.6 90.4 93.1 
ML-GCN (RW) [7] 86.4 98.2 98.4 96.7 99 84.7 96.7 84.3 98.9 93.7 94 
Pointwise Conv (DenseNet) 80.7 97.6 96 93.3 97.8 78.4 94.2 83.6 96.5 91.6 91 
Pointwise Conv (ResNet-101) 83.8 96.7 96.9 94.2 98.1 79.1 94.7 82.9 96.5 91.4 91.3 
Pointwise Conv (Attention) 84.1 96.4 98.3 96.2 98.6 82.3 96 82.6 98.5 90.3 92.7 
 
Once the candidate label learning configuration is chosen, different visual feature 
extraction pipelines are evaluated. The result of these experiments are in Table 2 (A) and 
2 (B). The configurations proposed are pointwise convolution with a DenseNet-121 feature 
extractor, pointwise convolution with ResNet-101 and pointwise convolution with ResNet-
101 with visual attention block. The model with visual attention added achieved the closest 
score to the ML-GCN [7] method. It achieved a final mAP score of 92.7. This supports the 
intuition that addition of visual attention features helps in the stage when the label features 
are applied to the visual features. The model is able to connect the image regions to labels 
better, hence performance improves when the learned label classifiers are applied to the 
image features with attention features included.  
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5.2 Results – NUS-WIDE 
For the NUSWIDE [23] dataset, the metrics used are mAP score over all 81 categories and 
the overall F1-score. The baseline ML-GCN [7] model has no official scores reported for 
this dataset. The CNN-RNN [21] approach has only overall mAP scores reported for this 
dataset. An attention block was added to the image feature extractor that performed the 
best on the dataset. The proposed approached (pointwise convolution + attention) achieved 
a mAP of 60.7. The analysis of all three adjacency matrix construction methods as well as 
the effect of adding attention block is reported in Table 3.  
 
 
The goal is to demonstrate that the proposed models are able to capture the label 
correlations better than a recurrent model and also be able to construct the adjacency matrix 
without having to manually calculate label correlation statistics. Since [7] does not report 
scores on the NUS-WIDE dataset, the approaches are compared with the CNN-RNN [21] 
method. The image extraction branch consists of ResNet-101 features and the label 
learning branch consists of three graph convolution layers. The model is able to improve 
the overall mAP by 2.4%. This result supports the intuition that the label classifiers learned 
by the graph convolution-based method performs better than the recurrent method-based 
learning because the graph convolution learns the class correlation graph through the 
adjacency matrix, which is improving during training. Based on this learned information, 
the graph convolution-based methods are able to produce better label classifiers 
corresponding to the label embedding. The learned classifiers are optimized based on the 
shared knowledge of label interdependencies which is modelled well by the graph 
convolutions. These learned label correlations are more effective for prediction when 











When the mapping of the label nodes to adjacency matrix is done using an FC layer 
transformation, the performance of the FC Layer method is lower when compared to the 
cosine similarity adjacency matrix learning method. This pattern is also seen on the 
PASCAL-VOC results. However, the FC Layer method still provides better performance 
when compared to the recurrent network-based approach for learning labels in [21]. The 
image extraction branch consists of ResNet-101 features and the label learning branch 
consists of three graph convolution layers. 
 
Table 3 also compares the results of the experiment with the pointwise convolution 
approach on the NUS-WIDE dataset. Two pointwise convolution layers are used to map 
the label embeddings to the adjacency matrix. This method provides the best mAP and OF1 
score when compared to the FC Layer and cosine similarity methods of learning the 
adjacency matrix automatically. 
 





CNN – RNN [21] 56.1 - 
ML_GCN Reported (Binary) [7] - - 
ML_GCN Reported (Weighted) [7] - - 
GCN with Cosine Similarity 58.5 69.3 
GCN with FC Layer 57.8 68.8 
GCN with Pointwise Conv 60.3 71.2 
 
Table 4 contains results from the ablation analysis of different image feature extraction 
methods when applied with the pointwise convolution approach. The feature extractors 
tested are ResNet-101, DenseNet and ResNet-101 with attention block. The best result was 
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obtained using pointwise convolution to map the label embeddings to adjacency matrix in 
the label learning branch and applying visual attention to the ResNet-101 image features. 
This is due to the fact that we are able to link the image region with the label embedding 
by the addition of visual attention features to the vanilla ResNet-101 features. The 
pointwise convolution with visual attention approach account for the linking of labels with 
the image regions and can model the interdependencies between label embeddings.  
 
Table 4- Pointwise convolution approach with different image feature extraction methods 
scores on NUS-WIDE. 
 
 
5.3 Results – MS-COCO 
For the MS-COCO dataset the proposed model (pointwise convolution + visual attention) 
has been compared with the ML-GCN [7] model and the CNN-RNN [21] approach. The 
metrics used are the mAP score across all classes and the overall-F1 score. An attention 
block was added to the image feature extractor that performed the best on the dataset. The 
proposed approach achieves a mAP score of 80.1 and overall F1-score of 78.4. This is an 
improvement over the RNN based approach and close to the ML-GCN model performance. 
The entry ML-GCN (Binary) is the approach used by [7] without the thresholding operation 
when generating the adjacency matrix and ML-GCN (Weighted) is with the thresholding 
added. The results when using the cosine similarity, FC layer and pointwise convolution 





CNN – RNN [21] 56.1 - 
GCN with Pointwise Conv (ResNet)  60.3 71.2 
GCN with Pointwise Conv (DenseNet) 59.7 70.8 
GCN with Pointwise Conv (ResNet with 
Attention) 
60.7 72.3 
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CNN – RNN [21] 61.2 - 
ML-GCN (Binary) [7] 80.3 78.7 
ML-GCN (Weighted) [7] 83.0 80.3 
GCN with Cosine Similarity 77.3 75.8 
GCN with FC Layer 75.3 73.2 
GCN with Pointwise Conv 78.2 76.9 
 
The FC layer approach performs worse than the cosine similarity method. The pattern 
follows the one seen in the previous experiments. The lower performance of the FC layer 
method could be attributed to it not being able to represent rare label correlations 
effectively. Even so, the overall mAP score achieved by the FC layer approach is 75.3, a 
16.1% point improvement on the recurrent network based label learning approach in [21]. 
This supports the intuition that the learned label classifiers from the graph convolution 
capture the label to label relation better than the recurrent networks. Similar to their 
performance on the NUS-WIDE dataset, the FC layer and cosine similarity method are not 
able to capture the label embedding to adjacency matrix transformation as well as the 
manual method in [7]. This could be explained by these transformations producing a 
symmetric adjacency matrix compared to the pointwise convolution approach. Therefore, 
they may not work as well on datasets with imbalanced category distributions. 
 
The pointwise convolution method achieves a significant improvement when compared to 
the cosine similarity method and is close to the performance of the ML-GCN [7] approach. 
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The configuration for the label embedding learning branch is two pointwise convolutions 
followed by three graph convolution layers of 1024, 2048 and 2048. The result of the 
pointwise convolution-based adjacency matrix learning method is further augmented by 
adding visual attention features to the ResNet-101 features.  
The results comparing different image feature extraction methods are shown in Table 6. 
The results across the three datasets also show the adaptiveness of the pointwise 
convolution method over ML-GCN [7] approach. For all three datasets, the proposed 
approach is able to learn the mapping of label embeddings to adjacency matrix rather than 
calculating manual correlation statistics as in ML-GCN [7]. Having an end to end fashion 
of learning the adjacency matrix also solves the over smoothing problem mentioned in [7] 
which occurs for less frequent labels in a dataset. 
 
Table 6 - Pointwise convolution approach with different image feature extraction methods 





CNN – RNN [21] 61.2 - 
ML-GCN (Binary) (Resnet-101) [7] 80.3 78.7 
ML-GCN (Weighted) (Resnet-101) [7] 83.0 80.3 
GCN with Pointwise Conv (ResNet)  78.2 76.9 
GCN with Pointwise Conv (DenseNet) 77.6 75.4 











A. Good Examples Analysis 
 
Some good examples from MSCOCO can be seen in Fig 25.  
 
 




Some good examples from PASCAL VOC 2007 are shown in Fig 26.  
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Fig 26. Good sample outputs from PASCAL VOC test images. 
 
 
Good samples of NUSWIDE dataset prediction are shown in Fig 27.  
 
 
Fig 27. Good sample outputs from NUSWIDE test images. 
 
Fig 25 to 27 show visualizations of the model’s output. The green labels show the predicted 
labels above the 0.5 threshold. In Fig 25 for the MSCOCO dataset, the model learns the 
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correlations between labels such as bus, car and person well. It could correctly predict the 
ground truth labels. For Fig 26 form the PASCAL VOC 2007 dataset, a similar scene with 
bus, person and car is predicted accurately. The second image shows that correlation 
between labels such as table and chair is also learned strongly by the model. Fig 27 shows 
samples from the NUS-WIDE dataset. The sky label is one which occurs with high 
frequency in the dataset. The model was able to learn the correlation between different 
scenes with the label connected to different objects. The attention block could be credited 
for providing a spatial understanding of the different objects even though there are a few 









Fig 28. Bad output examples. First and second image are from PASCAL VOC 2007 and third image is from 
MSCOCO.  
 
Some cases where the model performance could be improved are shown in Fig 28. Even 
though the predicted labels identify all the labels correctly it is the count of the objects it 
fails to capture. For example, in the first image the ground truth labelling was [cow, person, 
cow, cow, cow, cow] but the model failed to predict the multiple cow labels. Increasing 
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the attention weight was also tried but did not improve for results with multiple same labels 
in an image. The model also struggled on some images with more complicated 
backgrounds or objects being occluded in the image such as the ones shown above. For the 
label learning branch, the best configuration was the pointwise convolution method for 
mapping label embeddings to adjacency matrix and then using three graph convolution 
layers to learn the label classifiers. For the visual feature learning, the best configuration 
was ResNet-101 features combined with the visual attention layer features.  







This work proposes a visual attention and graph convolution-based architecture for 
learning label embeddings for the task of multi-label recognition. There are also 
comparisons done for different image feature extraction backbones. The graph adjacency 
matrix is modelled in an end to end learning way without any manual modifications for 
different data sets. The methods proposed for automated learning of the adjacency matrix 
are cosine similarity, FC layer and pointwise convolution. The pointwise convolution 
approach with a ResNet-101 feature extractor for the images displayed the best 
performance across all three multilabel datasets as compared to the other approaches. The 
DenseNet image feature extractor was also evaluated with the pointwise convolution 
method but did not provide significant performance improvements. To boost the 
performance further, the mapping of labels to the image region improvements were needed. 
Therefore, a visual attention block was added to the image extraction branch which 
improved the model performance over all three datasets. Having achieved better 
performance than the recurrent network approach at learning the label embeddings across 
all three datasets and close performance to the manual method of calculating the adjacency 
matrix, the pointwise convolution method is a good candidate algorithm for end to end 
learning for the label embeddings. Though the manual adjacency matrix generation shows 
better performance than the methods proposed in this work, it would not be feasible to 
apply it to large datasets, or to datasets that might have incorrect labels. Further, each time 
new classes or samples are added, the adjacency matrix would have to be completely 
recalculated before the training process can begin. With the end to end approach proposed 
in this research, it would be easier to both correct for inconsistencies in the dataset, as well 
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6.2 Discussions 
The analysis of the different approaches for multi-label image recognition using a graph 
convolution-based method for learning interdependencies between labels can be 
summarized by the following points:  
• Modelling the label features through a graph-based approach performs better than 
a recurrent model and can learn accurate object classifiers which can be applied to 
the learned image features. Though having more than three graph convolution 
stages did not improve results further and causes overfitting of label features.  
• The label embeddings can be modelled in an adjacency matrix in a completely end 
to end manner rather than creating specific adjacency matrices for different 
datasets based on correlation statistics.  
• Using visual attention with the graph convolution model improves the connection 
between the spatial regions of the image and the label associated with it. This helps 





6.3 Future Work 
The aim of this work is to introduce an end to end method to construct the label adjacency 
matrix using graph convolutions that are used to learn the label interdependencies. Some 
limitations of the work that can be addressed in the future would be to have a more robust 
image feature learning stage. Images with complicated background regions have a higher 
misclassification rate. Having extraction of local features in the image for the label would 
be an improvement. This could be done by the addition of a segmentation mask annotations 
for objects in the training process. This would help the image feature branch identify 
occluded objects in the image. This would require incorporating a multitask head in the 
image feature learning branch that is able to learn the segmentation mask as well as image 
feature vector. The approach can also be used in domains where learning is hampered by 
datasets with noisy or incomplete labels.  
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