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1. Introduction
This paper was motivated by some works that have appeared in recent years concerning with the nonlinear Schrödinger–
Poisson equation{−iψt = −ψ + V (x)ψ + φu − |ψ |p−2ψ in R3,
−φ = u2 in R3, (1.1)
where p < 2∗ = 6 and ψ : R3 × R+ → C. Knowledge of the solutions for the elliptic equation{−ψ + V (x)ψ + φu = |u|p−2u in R3,
−φ = u2 in R3, (1.2)
has a great importance in the study of stationary solutions ψ(x, t) = e−itu(x) of (1.1). As observed in [3,4,12,20], prob-
lem (1.2) is the great relevance since it appears in mathematical models associated with different physical settings. Because
of this, many recent studies of (1.2) have focused on existence and nonexistence of solutions, multiplicity of solutions,
ground states, radially and non-radial solutions, semiclassical limit and concentrations of solutions (see [2,3,5,6,8–10,12–15,
20,21,23] and the references given there). In [6], Coclite proved the existence of a nontrivial radial solution of (1.2) when
4 < p < 6 and V is a positive constant. The same result was established in [8] for 4 p < 6. In [9], by using a Pohozaev-
type identity, D’Aprile and Mugnai proved that (1.2) has no nontrivial solution for p  2 or p  6. This result is completed
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C.O. Alves et al. / J. Math. Anal. Appl. 377 (2011) 584–592 585in [20], where Ruiz showed that if p  3, the problem (1.2) does not admit any nontrivial solution, and if 3 < p < 6, there
exists a nontrivial radial solution of (1.2). To the best of our knowledge, the ﬁrst result on the existence of ground state
solutions to the problem (1.2) was obtained by Azzollini and Pomponio in [3] when 3< p < 6 and V is a positive constant.
The case non-constant potential was also treated for 4< p < 6 and V is possibly unbounded below.
As we can observe, the previous results in this ﬁeld have been limited to the pure power nonlinearity with |u|p−2u. In
this article, we consider the Schrödinger–Poisson system
(P)
{−u + V (x)u + φu = f (u), in R3,
−φ = u2, in R3,
where V : R3 → R is a bounded locally Hölder continuous and satisﬁes
(V0) V (x) α > 0, ∀x ∈ R3,
for some constant α > 0. The function f ∈ C(R+,R) and satisﬁes:
( f1) f (0) = 0;
( f2) lims→0+ f (s)s = 0;
( f3) There exist C > 0 and p ∈ (4,6) such that∣∣ f (s)∣∣ C(s + |s|p−1), ∀s ∈ R+.
Before stating the condition on f at inﬁnity, we observe that (P) can be transformed into a Schrödinger equation with
a nonlocal term (see, for instance, [3,12,20,23]). Effectively, by the Lax–Milgram theorem, given u ∈ H1(R3) there exists a
unique φ = φu ∈ D1,2(R3) such that
−φ = u2.
The function φu has the following properties (for a proof see [8,23,20]):
Lemma 1.1. For any u ∈ H1(R3), we have
(i) there exists C > 0 such that ‖φu‖D1,2(R3)  C‖u‖2 and∫
R3
∣∣∇φu∣∣2 dx =
∫
R3
φuu
2 dx C‖u‖4, ∀u ∈ H1(R3);
(ii) φu  0, ∀u ∈ H1(R3);
(iii) φtu = t2φu , ∀t > 0,u ∈ H1(R3);
(iv) if y ∈ R3 and u˜(x) = u(x+ y), then φu˜(x) = φu(x+ y) and∫
R3
φu˜ u˜
2 dx =
∫
R3
φuu
2 dx;
(v) if un ⇀ u in H1(R3), then φun ⇀φu in D
1,2(R3) and
lim inf
n→+∞
∫
R3
φunu
2
n dx
∫
R3
φuu
2 dx.
From ( f3) and the above lemma, the functional I : H1(R3) → R,
I(u) = 1
2
‖u‖2 + 1
4
∫
R3
φuu
2 dx−
∫
R3
F (u)dx,
where
‖u‖2 =
∫
R3
(|∇u|2 + V (x)u2)dx and F (s) =
s∫
0
f (t)dt,
is a C1 functional with derivative given by
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∫
R3
(∇u · ∇v + V (x)uv)dx+ ∫
R3
φuuv dx−
∫
R3
f (u)v dx
for all v ∈ H1(R3). Thus, (u, φ) ∈ H1(R3)× D1,2(R3) is a solution of (P) if, and only if, u ∈ H1(R3) is a critical point of the
functional and φ = φu . Moreover, (u, φ) is a ground state solution of problem (P) if, and only if, u is a ground state of the
Schrödinger problem associated to functional I .
Since the term
∫
R3
φuu2 dx is homogeneous of degree 4, the corresponding Ambrosetti–Rabinowitz condition [1] on f is
the following:
(AR) There exists θ > 4 such that
0< θ F (s) sf (s), ∀s ∈ R.
This condition is important not only to ensure that the functional I has the mountain pass geometry, but only to guarantee
that the Palais–Smale, or Cerami, sequences associated with I are bounded. We recall that (AR) implies a weaker condition:
there exist θ > 4 and constant C > 0 such that
F (s) C |s|θ , ∀s ∈ R. (1.3)
However, this condition is restrictive. In fact, as we can see, the function f (s) = s3(4 ln(1+|s|)+ s/(1+|s|)) does not satisfy
(AR) for any θ > 4. The condition (1.3) implies another much weaker one, namely,
( f4) lims→+∞ F (s)s4 = +∞.
In order to prove that I possesses a bounded Cerami sequence, we also assume that the nonlinearity f satisﬁes
( f5)
f (s)
s3
is increasing in |s| > 0.
We observe that f (s) = s3(4 ln(1+ |s|)+ s/(1+ |s|)) satisﬁes the conditions ( f1)–( f4).
Remark 1.2. The condition ( f5) implies that H(s) = sf (s) − 4F (s) is a non-negative function. Furthermore, the condition
( f5) implies that H(s) is increasing in s, as we can see in [17, Lemma 2.2].
Since we intend to prove the existence of positive solutions of (P), we consider f : R → R satisfying ( f1)–( f5) on
[0,+∞) and deﬁned as zero on (−∞,0].
Let N denote the set N = {u ∈ H1(R3) \ {0}: I ′(u)u = 0}. A critical point u 
= 0 of I is a ground state of (P) if I(u) =
infN I(u).
We are now ready to state our results. We will divide the study of (P) into two cases taking into account the additional
conditions on V . In Section 2 we assume that V satisﬁes the following condition of periodicity:
(V1) V (x) = V (x+ y), for all x ∈ R3, y ∈ Z3.
Our ﬁrst result is:
Theorem 1.3. Suppose that V satisﬁes (V0) and (V1), and f satisﬁes ( f1)–( f5). Then the problem (P) possesses a positive ground
state solution.
As a consequence of the proof of the above-mentioned theorem, we have:
Theorem 1.4. Under the hypotheses of Theorem 1.3, with ( f5) replaced by
( f ′5) There exists 0 σ < α such that
H(s) = sf (s) − 4F (s)−σ s2, ∀s ∈ R,
the problem (P) has a positive solution u.
It is worth pointing out that the condition ( f ′5) is weaker than ( f5). And that ( f ′5) is also weaker than (AR), whereas
( f5) and (AR) are just different.
The asymptotically periodic case is considered in Section 3. We assume that there is a function V p satisfying (V1) and
V satisﬁes the conditions
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(V3) V (x) V p(x), ∀x ∈ R3, and there exists a open set Ω ⊂ R3 with |Ω| > 0 such that V (x) < V p(x), ∀x ∈ Ω .
We can prove the result:
Theorem 1.5. Suppose that V satisﬁes (V0), (V2) and (V3), and f satisﬁes ( f1)–( f5). Then the problem (P) possesses a positive
ground state solution.
We observe that existence results for superlinear problems without Ambrosetti–Rabinowitz condition can be found, for
instance, in Refs. [17–19].
2. The periodic case
We start observing that from (V0) we can see that the H1(R3) norm is equivalent to
‖u‖2 =
∫
R3
(|∇u|2 + V (x)u2)dx.
From the conditions on f , the funcional I ∈ C1(H1(R3),R) and its Gateux derivative is
I ′(u)v =
∫
R3
(∇u · ∇v + V (x)uv)dx+ ∫
R3
φuuv dx−
∫
R3
f (u)v dx,
for all u, v ∈ H1(R3), and its critical points correspond to weak solution of
−u + V (x)u + φuu = f (u), in R3. (2.4)
Lemma 2.1. Suppose that V satisﬁes (V0) and f ∈ C1(R) satisﬁes ( f1)–( f4) and ( f ′5). If (un) ⊂ H1(R3) is a Cerami sequence of I ,
that is, (I(un)) is bounded and (1+ ‖un‖)I ′(un) → 0, then (un) is bounded H1(R3).
Proof. It follows from ( f ′5) and the identity bellow
4I(un) − I ′(un)(un) = ‖un‖2 +
∫
R3
[
(un) f (un) − 4F (un)
]
dx
 ‖un‖2 − σ
∫
R3
u2n dx,
which implies
4I(un) − I ′(un)(un)
(
1− σ
α
)
‖un‖2.
Once (4I(un) − I ′(un)(un)) is bounded, the last limit implies in the boundedness of (un). 
From ( f1)–( f4) and Lemma 1.1(iii), it is a simple matter to verify that I satisﬁes the geometric hypotheses of the moun-
tain pass theorem. More precisely:
Lemma 2.2. Suppose that V satisﬁes (V0) and f satisﬁes ( f1)–( f4). Then, there exist r > 0 and e ∈ H1(R3), ‖e‖ > r, such that
b
.= inf‖u‖=r I(u) > I(0) = 0 I(e).
Proof. From ( f2)–( f3), given 
 > 0 there exists C
 > 0 such that
F (s) 
s2 + C
 sp, ∀s ∈ R.
By Sobolev immersions, there exist positive constants α and β such that
I(u)
[(
1 − 
α
)
− βC
‖u‖p−2
]
‖u‖2.2
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 if necessary, that there exist positive numbers b, r such that b = inf{I(u), ‖u‖ = r} >
I(0) = 0.
From ( f4), for any v ∈ H1(R3) and M > (1/4)
∫
R3
φv v2 dx, there exists C > 0 such that F (s) Ms4 − Cs2, for all s ∈ R.
Hence,
I(tv)
(
C + 1
2
)
‖v‖2t2 −
(
M − 1
4
∫
R3
φv v
2 dx
)
t4 → −∞, as t → ∞.
Hence, for t suﬃciently large, e = tv satisﬁes ‖e‖ > r and I(e) < 0 = I(0). 
By a version of the mountain pass theorem (see [11]), there is a Cerami sequence (un) ⊂ H1(R3) such that
I(un) → c and
(
1+ ‖un‖
)
I ′(un) → 0
where
c = inf
γ∈Γ maxt∈[0,1] I
(
γ (t)
)
and Γ = {γ : [0,1] → H1(R3): γ (0) = 0, γ (1) = e}.
On the other hand, from ( f5) and [22, Lemma 4.1],
c = inf
u∈N I(u),
where
N = {u ∈ H1(RN) \ {0}: I ′(u)u = 0}.
Proof of Theorem 1.3. By Lemma 2.1, we can assume that (un) is weakly convergent to u, for some u ∈ H1(R3). Taking
v ∈ C∞0 (R3), from Lemma 1.1(v), φun ⇀φu in D1,2(R3), as n → ∞, and so∫
R3
φunuv dx →
∫
R3
φuuv dx, as n → ∞.
Moreover, using Hölder’s inequality to get∣∣∣∣
∫
R3
φun (un − u)v dx
∣∣∣∣ ‖φun‖L2∗ (R3)‖un − u‖L12/5(Ω)‖v‖L12/5(Ω) = on(1),
where Ω is the support of the function v . Therefore,∫
R3
φununv dx−
∫
R3
φuuv dx =
∫
R3
(φun − φu)uv dx+
∫
R3
φun (un − u)v dx = on(1),
for all v ∈ C∞0 (R3), which implies
I ′(u)v = 0, for all v ∈ H1(R3).
Consequently, u is a weak solution for (2.4). In order to conclude the proof, it only remains to show that u 
= 0. Conversely,
suppose that u ≡ 0. By [7, Lemma 2.1] (see also [16]), we can claim that only one of following conditions holds:
(i) For all q ∈ (2,2∗)
lim
n→+∞
∫
R3
|un|q dx = 0.
(ii) There are positive numbers R and η, and a sequence (yn) ⊂ R3 such that
lim inf
n→+∞
∫
BR (yn)
u2n dx> η > 0.
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lim
n→+∞
∫
R3
f (un)un dx = 0.
By Lemma 1.1(ii),
‖un‖2  ‖un‖2 +
∫
R3
φunu
2
n dx =
∫
R3
f (un)un dx+ on(1).
As a consequence, the sequence (un) is strongly convergent in H1(R3) to 0. Then, I(un) → 0, contrary to I(un) → c > 0.
Hence, (ii) is valid. From (V1) we can assume that yn ∈ ZN . Deﬁne
u˜n(x) = un(x+ yn).
From (V1) again, (u˜n) is bounded in H1(R3) and we can clearly assume that (u˜n) is weakly convergent to u˜ for some
u˜ ∈ H1(R3). From (ii), u˜ 
= 0. Observing that Lemma 1.1(iv) implies that
I ′(u˜n)u˜n = I ′(un)un and I(u˜n) = I(un),
hence that (u˜n) is a Cerami sequence of I , and ﬁnally
I ′(u˜) = 0 with u˜ 
= 0.
Here we have again used Lemma 1.1(v). It follows that u˜ is a nontrivial solution to problem (2.4) and then I(u˜) c. Using
bootstrap arguments and the maximum principle, we can conclude that the solution u˜ is positive. Observe that until now
we have used the condition ( f ′5). Thus, the proof of Theorem 1.4 is complete.
Finally, in order to verify that u˜ is a ground state solution, we observe that from Remark 1.2 and Fatou lemma, we obtain
4c = lim inf
n→∞
(
4I(u˜n) − I ′(u˜n)u˜n
)
= lim inf
n→∞
[
‖u˜n‖2 +
∫
RN
H(u˜n)dx
]
 ‖u˜‖2 +
∫
R3
H(u˜)dx
= 4I(u˜)− I ′(u˜)u˜ = 4I(u˜) 4c.
Hence, I(u˜) = c and so u˜ is a ground state solution of (2.4). 
3. The asymptotically periodic case
We start this section ﬁxing some notation. Consider the vector space H1(R3) endowed with the norm
‖u‖2p =
∫
R3
(|∇u|2 + V p(x)u2)dx,
where V p satisﬁes (V1). By conditions ( f1)–( f3), the functional
I p(u) = 1
2
‖u‖2p +
1
4
∫
R3
φuu
2 dx−
∫
R3
F (u)dx
on H1(R3) is well deﬁned and I p ∈ C1(H1(R3),R). The critical points of I p are weak solutions of the following problem{
−u + V p(x)u + φu = f (u), in R3,
−φ = u2, in R3.
(3.5)
From Section 2, assuming that f satisﬁes ( f1)–( f5), the problem (3.5) possesses a nontrivial solution w ∈ H1(R3) verifying
I p(w) = cp and I ′p(w) = 0,
where cp is the mountain pass level associated with functional I p . From ( f5), we have
cp = inf
v∈N Ip(v), whereNp =
{
u ∈ Ep \ {0}: I ′p(v)v = 0
}
.p
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‖u‖ =
( ∫
R3
(|∇u|2 + V (x)u2)dx)
1
2
, u ∈ H1(R3),
where V : RN → R is a continuous function satisfying (V0), (V2) and (V3). Since V p is continuous and 1-periodic, there
exists V1 > 0 such that V p(x) V1. Thus, ‖u‖ is a norm and is equivalent to the standard norm on H1(R3). Assuming that
f satisﬁes ( f2)–( f5), the funcional I : E → R given by
I(u) = 1
2
‖u‖2 + 1
4
∫
R3
φuu
2 dx−
∫
R3
F (u)dx, u ∈ H1(R3)
is well deﬁned and it is in C1(H1(R3),R). From Lemma 2.2, the functional I satisﬁes the geometric hypotheses of the
mountain pass theorem. Then, there exists a Cerami sequence (un) ⊂ H1(R3) such that
I(un) → c and
(
1+ ‖un‖
)
I ′(un) → 0
where c is the mountain pass level associated with functional I . Since f satisﬁes ( f5), we have
c = inf
v∈N I(v), whereN =
{
u ∈ E \ {0}: I ′(v)v = 0}.
The condition (V3) allows us to do the following comparison:
Lemma 3.1. Suppose that V satisﬁes (V0) and (V2)–(V3) and f satisﬁes ( f2)–( f5). Then c < cp .
Proof. Let w ∈ H1(R3) be a positive function verifying
I p(w) = cp and I ′p(w) = 0.
From ( f2), ( f4) and ( f5), there exists t∗ > 0 such that t∗w ∈N . By (V3),
c  I
(
t∗w
)
< I p
(
t∗w
)
max
t0
I p(tw) = cp . 
Proof of Theorem 1.5. By Lemma 2.1, the above Cerami sequence (un) is bounded in H1(R3), and we may assume that
(un) is weakly convergent to u, for some u ∈ H1(R3) satisfying I ′(u)v = 0 for all v ∈ H1(R3), that is, u is a weak solution
of (2.4). In order to conclude the proof of Theorem 1.5, we have to prove that u 
= 0. Suppose, by contradiction, that u ≡ 0.
For any ε > 0, there exists R(ε) > 0 such that∣∣V (x) − V p(x)∣∣< ε, for all |x| > R.
Since u ≡ 0 and (un) is bounded, we get∫
R3
∣∣V (x) − V p(x)∣∣u2n dx
∫
BR
∣∣V (x) − V p(x)∣∣u2n dx+ ε
∫
BCR
u2n dx = on(1),
as n → +∞, which yields
‖un‖p = ‖un‖ + on(1) and
∣∣I p(un) − I(un)∣∣→ 0, as n → +∞.
Similar argument shows that∣∣I ′p(un)un − I ′(un)un∣∣→ 0, as n → +∞.
Consequently,
I p(un) = c + o(1) and I ′p(un)un = on(1). (3.6)
In the following, let sn be a positive number such that
I p(snun) ∈Np . (3.7)
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limsup
n→+∞
sn  1. (3.8)
Suppose by contradiction that there exist δ > 0 and a subsequence of (sn), still denoted by (sn), such that sn  1+ δ for all
n ∈ N. From (3.6),∫
R3
(|∇un|2 + V p(x)u2n)dx+
∫
R3
φunu
2
n dx =
∫
R3
f (un)un dx+ on(1).
On the other hand, from (3.7),
sn
∫
R3
(|∇un|2 + V p(x)u2n)dx+ s3n
∫
R3
φunu
2
n dx =
∫
R3
f (snun)un dx.
Consequently∫
R3
[
f (snun)
(snun)3
− f (un)
u3n
]
u4n dx =
[
1
s2n
− 1
]
‖un‖2p + on(1) on(1). (3.9)
Now, as in the proof of Theorem 1.3, if un → 0 in Lq(R3) for every q ∈ (2,2∗), then un → 0 in H1(R3), contrary to cp > 0.
Thus, from [7, Lemma 2.1], there exist (yn) ⊂ R3, R , β > 0 such that∫
BR (yn)
u2n dx> β > 0.
Deﬁne vn(x) = un(x+ yn). Since∫
BR (0)
v2n dx> β > 0,
the sequence (vn) is weakly convergent in H1(R3) for some v˜ . From (3.9) and ( f5), the Fatou’s lemma yields,
0<
∫
R3
[
f ((1+ δ)v˜)
[(1+ δ)v˜]3 −
f (v˜)
v˜3
]
v˜4 dx 0
which is impossible. Hence
limsup
n→+∞
sn  1.
Now we claim that sn  1 for every n suﬃciently large. In fact, on the contrary, we can assume that sn  1 for some
subsequence. We now observe that
4cp  4I p(snun) = 4I p(snun) − I ′p(snun)(snun)
= s2n‖un‖2p +
∫
R3
[
f (snun)(snun)− 4F (snun)
]
dx
 ‖un‖2p +
∫
R3
[
f (un)(un)− 4F (un)
]
dx
= 4I(un) − I ′(un)un +
∫
R3
∣∣V (x) − V p(x)∣∣u2n dx
= 4c + on(1),
where we have used that f (t)t − 4F (t) is increasing as a consequence of ( f5) (see Remark 1.2). After passage to the limit
as n → +∞, cp  c, contrary to Lemma 3.1. Hence, we can assume that
sn  1, for large n, and lim sn = 1. (3.10)
n→+∞
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f (τun)un dx C
(
s2n‖un‖2 + spn‖un‖p
)
, (3.11)
for all 1 τ  sn . As a consequence of (3.10) and (3.11),
∫
R3
F (snun)dx−
∫
R3
F (un)dx =
sn∫
1
[ ∫
R3
f (τun)un dx
]
dτ = on(1)
and
(s2n − 1)
2
∫
R3
(|∇un|2 + V p(x)u2n)dx+ (s4n − 1)4
∫
R3
φunu
2
n dx = on(1),
which implies that
I p(snun) = I p(un)+ on(1).
Then
cp  I p(snun) = c + on(1).
Taking n → +∞, we ﬁnd cp  c, which is impossible because c < cp . This contradiction comes from the hypothesis that
u ≡ 0. We conclude that I ′(u)v = 0 for all v ∈ H1(R3) and u 
= 0. Thus, u is a nontrivial solution of (P). As in the proof of
Theorem 1.3, u is a ground state solution of (2.4). This concludes the proof of Theorem 1.5. 
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