Let P be a set of n points in real projective d-space, not all contained in a hyperplane, such that any d points span a hyperplane. An ordinary hyperplane of P is a hyperplane containing exactly d points of P . We prove a structure theorem for sets with few ordinary hyperplanes for each
Introduction
An ordinary line of a set of points in the plane is a line going through exactly two points of the set. The classical Sylvester-Gallai theorem states that every finite non-collinear point set in the (real projective) plane spans an ordinary line. In fact, for sufficiently large n, an n-point non-collinear set in the plane spans at least n/2 ordinary lines, and this bound is tight. This was shown by Green and Tao [7] via a structure theorem characterising all finite point sets with few ordinary lines.
It is then natural to consider higher dimensional analogues. Motzkin [18] noted that there are finite non-planar point sets in (real projective) 3-space that span no plane containing exactly three points of the set. He proposed we consider instead hyperplanes Π in d-space such that all but one point contained in Π is contained in a (d − 2)-dimensional (affine) subspace of Π. The existence of such a plane in 3-space was shown by Motzkin [18] , while the existence of such a hyperplane in d-space for d 4 was shown by Hansen [8] .
Recently, Ball [1] suggested an alternative approach. He defined an ordinary plane of a set of points in real projective 3-space, no three of which are collinear, to be a plane going through exactly three points of the set. With this added general position condition on the set, Ball [1] proved a 3-dimensional analogue of Green and Tao's [7] structure theorem, and found the exact minimum number of ordinary planes spanned by sufficiently large non-coplanar point sets in 3-space. Using an alternative method, the authors [16] were able to prove a more detailed structure theorem (but with a stronger condition; see Theorem 4.1 in Section 4).
As a generalisation, Ball and Monserrat [3] defined an ordinary hyperplane of a set of points in real projective d-space, where every d points span a hyperplane, to be a hyperplane going through exactly d points of the set. Our first main result is a structure theorem for sets with few ordinary hyperplanes. We define elliptic normal curves and rational acnodal curves (or more generally rational singular curves) and describe the group structure on these curves in Section 3. The methods used are similar to those in [16] , and we detail them in Section 2. Note that it is easy to show that conversely, both types of sets described in Theorem 1.1 span O(Kn d−1 ) ordinary hyperplanes. It is also worth noting that elliptic normal curves and rational acnodal curves lie on By combining the methods of both [1] and [16] , it should be possible to take K = o(n 1/7 ), but we will not do so in this paper. For a similar structure theorem in the d = 4 case but with K = o(n 1/7 ), see the very recent paper of Ball and Jimenez [2] . Theorem 1.1 proves their [2, Conjecture 12] . We also mention a weaker structure theorem by Monserrat [17, Theorem 2.10] valid for all d.
Ball and Monserrat [3] (see also [17] ) proved bounds on the minimum number of ordinary hyperplanes spanned by a finite point set in real projective d-space, not contained in a hyperplane and where every d points span a hyperplane. Our second main result is a tight bound on this minimum, proving [3, Conjecture 3] . Note that our result holds for sufficiently large n; see [3] for the minimum number of ordinary hyperplanes spanned for small d and n. Theorem 1.2. Let d 4 and let n be sufficiently large depending on d. The minimum number of ordinary hyperplanes determined by a set of n points in RP d , not contained in a hyperplane and where every d points span a hyperplane, is
and is attained by a coset of a subgroup of an elliptic normal curve or a rational acnodal curve of degree d + 1, and when n is coprime with d + 1, by n − 1 points in a hyperplane together with a point outside the hyperplane.
Green and Tao [7] also used their structure theorem to solve the classical orchard problem of finding the maximum number of 3-point lines (lines through exactly three points of a given set) spanned by a (sufficiently large) finite set in the plane. The authors solved the 3-dimensional analogue in [16] . Our third main result is the d-dimensional analogue of the orchard problem. We define a (d+1)-point hyperplane to be a hyperplane through exactly d + 1 points of a given set. Theorem 1.3. Let d 4 and let n be sufficiently large depending on d. The maximum number of (d+1)-point hyperplanes determined by a set of n points in RP d , not contained in a hyperplane and where every d points span a hyperplane, is
and is attained by a coset of a subgroup of an elliptic normal curve or a rational acnodal curve of degree d + 1, and when n is divisible by d + 1, by n − 1 points in a hyperplane together with a point outside the hyperplane.
While the bounds in Theorems 1.2 and 1.3 are asymptotic, we provide a recursive method (as part of our proofs) to calculate the exact extremal values for a given d in Section 5. In principle, the exact values can be calculated for any given d. We present the values for d = 4, 5, 6 at the end of Section 5.
Tools
Let F denote the field of real or complex numbers, and let FP d denote the d-dimensional projective space over F. We denote the homogeneous coordinates of a point in ddimensional projective space by a (d + 1)-dimensional vector [x 0 , x 1 , . . . , x d ]. We call a linear subspace of dimension k in FP d a k-flat; thus a point is a 0-flat, a line is a 1-flat, a plane is a 2-flat, and a hyperplane is a (d − 1)-flat. We denote the algebraic surface where a homogeneous polynomial f ∈ F[x 0 , x 1 , . . . , x d ] vanishes by Z F (f ). More generally, we consider a (closed, projective) variety to be any intersection of algebraic surfaces. We say that a variety is pure-dimensional if each of its irreducible components has the same dimension. We consider a curve of degree e in CP d to be a variety δ of pure dimension 1 such that a generic hyperplane of CP d intersects δ in e distinct points. More generally, the degree of a variety
We denote the Zariski closure of a set S ⊆ CP d by S.
Bézout's theorem
Bézout's theorem gives the degree of an intersection of varieties. It is often formulated as an equality, but then care has to be taken with how the varieties intersect, and the multiplicity of intersection has to be defined [9, Theorem 18.4 ]. Since we only need an upper bound, we do not need to consider multiplicities. Also, our varieties will be 2-dimensional cones in high-dimensional space, and do not satisfy the definition of proper intersection given in [9, p. 227] . Thus, we use the following version due to Heintz [10] . We consider the intersection X ∩Y of two varieties defined by collections of homogeneous polynomials P X and P Y respectively to be the variety defined by P X ∪ P Y . Heintz proved Theorem 2.1 over affine space C d , but the projective version follows easily from the affine theorem by considering the affine cones over X and Y . As in [16] , we have to consider projections of curves where we do not have complete freedom in choosing a generic projection point p.
Projections
Let δ ⊂ CP d be an irreducible non-degenerate curve of degree e, and let p be a point in CP d . We call π p generically one-to-one on δ if there is a finite subset S of δ such that π p restricted to δ \ S is one-to-one. This is equivalent to the birationality of π p restricted to δ \ {p} [9, p. 77] . If π p is generically one-to-one, the degree of the curve π p (δ \ {p}) is e − 1 if p lies on δ, and is e if p does not lie on δ [9, Example 18.16], [14, Section 1.15] .
The following three lemmas on projections are proved in [16] in the case d = 3. They all state that most projections behave well and can be considered to be quantitative versions of the trisecant lemma [12] . The proofs of Lemmas 2.3 and 2.4 are almost wordfor-word as in the 3-dimensional case given in [16] . All three lemmas can also be proved by induction on the dimension d 3. We illustrate this by proving Lemma 2.2. Lemma 2.2. Let δ be an irreducible non-degenerate curve of degree e in CP d . Then there are at most O(e 4 ) points p on δ such that π p restricted to δ \ {p} is not generically one-to-one.
Proof. The case d = 3 was shown in [16] , based on the work of Furukawa [6] . We next assume that d 4 and that the lemma holds in dimension d − 1. The Zariski closure of the set of points in CP d that lie on a line through some two points of δ or on a tangent line (the so-called secant variety of δ) is an algebraic set of dimension at most 3 [9, Proposition 11.24]. Since d > 3, there exists a point p such that not all lines through p have intersection multiplicity at most 1 with δ. It follows that the projection δ ′ := π p (δ) of δ is an algebraic curve of degree e in CP d−1 . Consider any line ℓ not through p that intersects δ in at least three points p 1 , p 2 , p 3 . Then π p (ℓ) is a line in
. It follows that if x ∈ δ is a point such that for all except finitely many points y ∈ δ, the line xy intersects δ in a third point apart from x and y, then x ′ := π p (x) is a point such that for all except finitely many points y ′ := π p (y) ∈ δ ′ , the line x ′ y ′ intersects δ ′ in a third point. That is, if π x restricted to δ is not generically one-to-one, then the projection π x ′ in CP d−1 restricted to δ ′ is not generically one-to-one. By the induction hypothesis, there are at most O(e 4 ) such points and we are done. Lemma 2.3. Let δ be a non-degenerate curve of degree e in CP d . Then there are at most O(e 3 ) points x ∈ CP d \ δ such that π x restricted to δ is not generically one-to-one. Lemma 2.4. Let δ 1 and δ 2 be two irreducible curves in CP d of degree e 1 and e 2 respectively. Suppose δ 1 is non-degenerate. Then there are at most O(e 1 e 2 ) points p on δ 1 such that π p (δ 1 \ {p}) and π p (δ 2 \ {p}) coincide.
Curves
In this paper, irreducible non-degenerate curves of degree d + 1 in CP d play a fundamental role. Indeed, the elliptic normal curve and rational acnodal curve mentioned in Theorem 1.1 are both examples of such curves. In this section, we describe their properties that we need in order to prove our results. These properties are all classical.
It is well-known in the plane that there is a group structure on any smooth cubic curve or the set of smooth points of a singular cubic. This group has the property that three points sum to the identity if and only if they are collinear. Over the complex numbers, the group on a smooth cubic is isomorphic to the torus (R/Z) 2 , and the group on the smooth points of a singular cubic is isomorphic to (C, +) or (C * , ·) depending on whether the singularity is a cusp or a node. Over the real numbers, the group on a smooth cubic is isomorphic to R or R × Z 2 depending on whether the real curve has one or two real topological components, and the group on the smooth points of a singular cubic is isomorphic to (R, +), (R, +) × Z 2 , or R/Z depending on whether the singularity is a cusp, a crunode, or an acnode. See for instance [7] for a more detailed description.
In higher dimensions, it turns out that an irreducible non-degenerate curve of degree d + 1 does not necessarily have a natural group structure, but if it has, the behaviour is similar to the planar case. For instance, in CP 3 , an irreducible non-degenerate quartic curve is either an elliptic quartic, with a group structure such that four points on the curve are coplanar if and only if they sum to the identity, or a rational curve. There are two types, or species, of rational quartics. Those of the first species are intersections of two quadrics (as are elliptic quartics), they are always singular, and there is a group on the smooth points such that four points on the curve are coplanar if and only if they sum to the identity. Those of the second species lie on a unique quadric, are smooth, and there is no natural group structure analogous to the other cases. See [16] for a more detailed account. The picture is similar in higher dimensions.
We say that a curve in FP d is non-degenerate if it does not lie on a hyperplane. An elliptic normal curve is an irreducible non-degenerate smooth curve of degree d + 1 in CP d . Such a curve is isomorphic to an elliptic curve in the plane.
Lemma 3.1. An elliptic normal curve δ in CP d has a natural group structure such that d + 1 points in δ lie on a hyperplane if and only if they sum to the identity. This group is isomorphic to (R/Z) 2 .
If the curve is real, then the group is isomorphic to R/Z or R/Z × Z 2 depending on whether the real curve has one or two real topological components.
A rational curve of degree e is a projective curve that can be parametrised by the projective line:
where each p i is a homogeneous polynomial of degree e in the variables x and y. The following lemma is well-known (see for example [20, p. 38, Theorem VIII]), and can be proved by induction using projection. We next describe when an irreducible non-degenerate rational curve of degree d + 1 in CP d has a natural group structure. It turns out that it happens if and only if the curve is singular.
We write ν d+1 for the rational normal curve in CP d+1 [9, Example 1.14] parametrised as
Any non-degenerate rational curve of degree d+ 1 in CP d is the projection of the rational normal curve:
where A is a (d + 1) × (d + 2) matrix of rank d + 1 (since δ spans CP d ) with entries coming from the coefficients of the polynomials p i of degree d + 1 in the parametrisation of the curve (with suitable alternating signs). Thus δ is the projection π p of ν d+1 to CP d defined by A. In particular, the point of projection
comes from the (1-dimensional) kernel of A. Note that if we project ν d+1 from a point p ∈ C d+1 , then we obtain a rational normal curve in CP d . However, since δ is of degree d + 1, necessarily p / ∈ ν d+1 . Conversely, it can easily be checked that for any p / ∈ ν d+1 , the projection of ν d+1 from p is a rational curve of degree d + 1 in CP d . We will use the notation δ p for this curve.
We next use the projection point p to define a homogeneous multilinear form associated to δ. For each i = 0, . . . , d + 1, let
where the sum is taken over all subsets I of size i of {0, 1, . . . , d}, and I denotes the complement of I. Then let 
Proof. By a continuity argument, it is sufficient to prove the statement for distinct points [x i , y i ] ∈ CP 1 . Then the points δ p [x i , y i ] are all on a hyperplane if and only if the hyperplane in CP d+1 through the points ν d+1 [x i , y i ] pass through p, which happens if and only if
It is sufficient to show that
since the second factor on the right-hand side is the Vandermonde determinant
which does not vanish because the points [x i , y i ] are distinct. We show (1) by expanding D along the first column. That is, we show that the (d + 1) × (d + 1) minor obtained by removing the first column and the k-th row equals
This is clear if we replace each p i by x d−i y i , expand the resulting Vandermonde determinant
and find the coefficient of
The secant variety Sec(ν d+1 ) of the rational normal curve in CP d+1 is defined to be the set of all points that lie on a secant or tangent line of ν d+1 , that is, on a line with intersection multiplicity at least 2 with ν d+1 . We also define the tangent variety Tan(ν d+1 ) of ν d+1 to be the set of all points in CP d+1 that lie on a tangent line of ν d+1 . 
has rank at most 2.
If we choose p ∈ Sec(ν d+1 ) \ ν d+1 , then δ p will have a singularity at π p (x), where x ∈ ν d+1 and px is the line through p that intersects ν d+1 twice. If we furthermore have that p ∈ Tan(ν d+1 ), then px is a tangent line of ν d+1 and π p (x) is a cusp of δ p ; otherwise, px is a proper secant and π p (x) is a node of δ p . If p / ∈ Sec(ν d+1 ), then δ p is a smooth curve of degree d + 1. It follows that δ p is singular if and only if p ∈ Sec(ν d+1 ). We refer to such a δ p as a rational singular curve, that is, an irreducible non-degenerate singular rational curve of degree d + 1 in CP d . We need the following theorem on the fundamental binary form f p that is essentially due to Sylvester [21] .
See 
Since the catalecticant matrix M 2,d+1 has rank 1 if and only if [p 0 , p 1 , . . . , p d+1 ] ∈ ν d+1 , it follows that M 2,d+1 has rank exactly 2 if and only if p = [p 0 , p 1 , . . . , p d+1 ] ∈ Sec(ν d+1 ) \ ν d+1 . In this case, if we take a non-zero vector c = (c 0 , c 1 , c 2 ) such that cM 2,d+1 = 0, then we can distinguish between whether the curve δ p has a cusp or a node by whether the binary quadratic form c 0 x 2 + c 1 xy + c 2 y 2 has repeated or distinct roots respectively. In the real case, with p ∈ Sec(ν d+1 ) ∩ RP d+1 , we have that δ p is cuspidal, crunodal, or acnodal depending on whether the roots of c 0 x 2 + c 1 xy + c 2 y 2 are repeated, distinct and real, or distinct and non-real. We refer to these curves as rational cuspidal curves, rational crunodal curves, and rational acnodal curves respectively. Proposition 3.7. A rational singular curve δ in CP d has a natural group structure on its subset of smooth points δ * such that d + 1 points in δ * lie on a hyperplane if and only if they sum to the identity. This group is isomorphic to (C, +) if the singularity of δ is a cusp and isomorphic to (C * , ·) if the singularity is a node.
If the curve is real, then the group is isomorphic to (R, +), (R, +) × Z 2 , or R/Z depending on whether the singularity is a cusp, a crunode, or an acnode.
Proof sketch. The complex case can be proved using Theorem 3.6 in a similar way to the 3-dimensional case in [ 
Structure theorem
We prove Theorem 1.1 in this section. The main idea is to induct on the dimension d using projections. We start with the following statement of the base case d = 3, which is Theorem 1.1 in [16] .
Theorem 4.1. Let P be a set of n points in RP 3 with no 3 collinear. Suppose P spans at most Kn 2 ordinary planes, where K = o(n 1/8 ). Then up to projective transformations, P differs in at most O(K) points from a configuration of one of the following types:
(ii ) A prism or an antiprism with n 2 ± O(K) points of P on each of the two conics;
(iii ) A coset of a subgroup of an elliptic or acnodal space quartic.
We first prove the following weaker lemma using results from Section 2. If there exists a p ∈ P ′ such that all but at most O(
are contained in a (d − 2)-flat, then we are done. Thus we may assume without loss of generality that for all p ∈ P ′ , the other case (or two cases when d = 4) occurs. Let p and p ′ be two distinct points of P ′ . Then all but at most O(
points of P lie on the intersection δ of two cones π −1 (γ p ) and π −1 (γ p ′ ). Since the curves γ p and γ p ′ are one-dimensional and irreducible, the two cones are two-dimensional, irreducible varieties. Since their vertices p and p ′ are distinct, the cones are distinct, and so their intersection is a variety of dimension at most 1. By Bézout's theorem (Theorem 2.1), δ has at most d 2 irreducible components; let δ 1 , . . . , δ k be the 1-dimensional ones. If deg(δ i ) d − 2, then δ i spans a flat of dimension at most d − 2, hence contains at most d − 1 points of P . Thus, we may ignore all δ i of degree less than d − 1 at the cost of removing at most O(d 2 ) points. So we can assume without loss of generality that k d + 1. Suppose also that δ 1 contains the most points of P ′ amongst all the δ i , so that |P ′ ∩ δ 1 | = Ω(n/d 3 ). Choose a q ∈ P ′ ∩ δ 1 such that π q is generically one-to-one on δ 1 . Such a q exists since by Lemma 2.2 there are at most O(d 4 ) exceptional points. By Bézout's theorem (Theorem 2.1), the projection from q maps δ 1 \ {q} onto an irreducible curve δ ′ of degree d (or possibly a conic containing n/2 ± O(K) points of π p (P \ {p}) when d = 4), hence δ 1 is an irreducible curve of degree d + 1 (or possibly a twisted cubic containing at most n/2 + O(K) points of P when d = 4).
We first consider the case where d ≥ 5 and δ 1 has degree d + 1. Since |P ′ ∩ δ 1 | = Ω(n/d 3 ), by Lemma 2.4, we can find a q ′ ∈ P ′ ∩ δ 1 such that the cone π
does not contain any other δ i , i = 1. Then by Bézout's theorem (Theorem 2.1), we obtain that
, and we are done. We next consider the case where d = 4 and δ 1 is a twisted cubic. We redefine P ′ to be the set of points p ∈ P such that there are at most 12Kn 2 ordinary hyperplanes through p. Then |P ′ | 2n/3. Since we have |P ∩ δ 1 | n/2 + O(K), by Lemma 2.3, there exists a q ′ ∈ P ′ \ δ 1 such that the projection from q ′ will map δ 1 onto a twisted cubic in RP 3 , contradicting Theorem 4.1. By Proposition 3.2, an irreducible non-degenerate curve of degree d + 1 in RP d is either elliptic or rational. We now show that if the curve we get from Lemma 4.2 is rational, then it must be singular. 
for all t. Since δ ′ is acnodal, the 3 × 3 minors of the 3 × (d − 1) matrix
vanish by Lemma 3.5. By Lemma 4.4 below, this is equivalent to
By Proposition 3.4, the point [p 0 , p 1 , . . . , p d+1 ] lies on the secant variety of the rational normal curve in CP d+1 , and so by Proposition 3.4 again, we have rank
Lemma 3.5 then tells us δ is singular as desired.
Lemma 4.4. Let a i , b i , c i ∈ C for i = 1, . . . , 4, and let t be an indeterminate. We have
Proof. This is easily seen by expanding all the determinants.
To get the coset structure on the curves as stated in Theorem 1.1, we use a simple generalisation of an additive combinatorial result used by Green and Tao in [7, Proposition A.5] . It captures the principle that if a finite subset of a group is almost closed, then it is close to a subgroup. The case d = 3 was shown in [15] .
Lemma 4.5. Let A 1 , A 2 , . . . , A d+1 be d + 1 subsets of some abelian group (G, ⊕) , all of cardinality within K of n, where K/(1 − K/n) d εn for some absolute constant ε > 0. Suppose there are at most Kn d−1 d-tuples (a 1 , a 2 
. Then there is a subgroup H of G and cosets H ⊕ x i for i = 1, . . . , d such that 
By induction, we have a subgroup H of G and cosets H ⊕ x j , j = 2, . . . , d, such that
. By induction again, we get a subgroup H ′ of G and cosets
as well.
To apply Lemma 4.5, we first need to know that removing K points from a set does not change the number of ordinary hyperplanes it spans by too much. Lemma 4.6. Let P be a set of n points in RP d , d
2, where every d points span a hyperplane. Let P ′ be a subset that is obtained from P by removing at most K points. If P spans m ordinary hyperplanes, then P ′ spans at most m+K
εn for some absolute constant ε > 0. Suppose also that all but at most K points of P lie on an elliptic normal curve or a rational singular curve. Then P differs in at most O(K/(1 − K/n) d ) points from a coset H ⊕ x of a subgroup of δ * , the smooth points of δ, for some x such that (d + 1)x ∈ H. In particular, δ is either an elliptic normal curve or a rational acnodal curve.
Proof. Let P ′ = P ∩ δ * . Then |P △ P ′ | = O(K), and by Lemma 4.6, P ′ spans at most O(Kn d−1 ) ordinary hyperplanes. If a 1 , . . . , a d ∈ δ * are distinct, then by Propositions 3.1 and 3.7, the hyperplane through a 1 , . . . , a d meets δ again in the unique point a d+1 = ⊖(a 1 ⊕ . . . ⊕ a d ). This implies that a d+1 ∈ P ′ for all but at most O(
If δ is not an elliptic normal curve or a rational acnodal curve, then δ * is isomorphic to R or R × Z 2 , neither of which has arbitrarily large finite subgroups.
Extremal configurations
We prove Theorems 1.2 and 1.3 in this section. It will turn out that minimising the number of ordinary hyperplanes spanned by a set is equivalent to maximising the number of (d + 1)-point planes. By Theorem 1.1, we only have two cases to consider: K points from either a subset of a hyperplane or a coset of an elliptic normal curve or a rational acnodal curve.
The first case is easy, and we get the following lower bound.
Lemma 5.1. Let d 4, K 1, and let n > (K + 1)d. Let P be a set of n points in RP d where every d points span a hyperplane. If all but K points of P lie on a hyperplane, then P spans at least n−1 d−1 ordinary hyperplanes, with equality if and only if K = 1. Proof. Let Π be a hyperplane with |P ∩ Π| = n − K. Any ordinary hyperplane spanned by P must contain at least one point not in Π. Since the number of non-ordinary hyperplanes intersecting P \ Π in two points and intersecting
The second case needs more work. We first consider the number of ordinary hyperplanes spanned by a coset of an elliptic normal curve or a rational acnodal curve.
Lemma 5.2. Let δ * be an elliptic normal curve or the smooth points of a rational acnodal curve in RP d , d
2. There exists a coset H ⊕ x of a finite subgroup of δ * of size n, with (d + 1)x ∈ H, spanning at most n−1 d−1 ordinary hyperplanes. Proof. By Propositions 3.1 and 3.7, the number of ordinary hyperplanes spanned by a coset H ⊕ x where (d + 1)x = ⊖c ∈ H is equal to
So it suffices to show that there exists a c for which this number is at most 
Then |A c,j | = |B c⊖(d+1)j |, and the number of ordinary hyperplanes spanned by H ⊕ x is
If d + 1 is coprime to n, then c − (d + 1)j runs through all elements of H as j varies. So we have j |B c⊖(d+1)j | = (n − 1) · · · (n − d + 1), in which case
for all c.
If d + 1 is not coprime to n, then c − (d + 1)j runs through a coset of a subgroup of H of size n/ gcd(d + 1, n) as j varies. We now have
Summing over c gives
By the pigeonhole principle, there must then exist a c such that
To show that a coset is indeed extremal, we first consider the effect of adding a point, before getting a more general lower bound in Lemma 5.4. Proof. First consider the case p / ∈ δ * . We proceed by induction on d. The base case d = 2 is given by [7, Lemma 7.7] .
Suppose there exists p / ∈ δ * ⊂ RP d such that there are less than cn d−1 hyperplanes through p and exactly d − 1 points of H ⊕ x, for some constant c > 0. By Lemma 2.2 and the pigeonhole principle, there exists q ∈ H ⊕ x such that there are less than c ′ n d−2 hyperplanes through p, q, and exactly d − 2 other points of H ⊕ x, for some constant c ′ = Θ(c), and that π q restricted to δ \ {q} is generically one-to-one.
Projecting from q onto a hyperplane Π, we then get a coset H ′ ⊕ x ′ of an elliptic normal curve or a rational acnodal curve in Π ∼ = RP d−1 of size Θ(n) and a point π q (p) such that there are less than c ′ n d−2 (d − 2)-flats through π q (p) and exactly d − 2 points of H ′ ⊕ x ′ . This contradicts the induction hypothesis. Now suppose p ∈ δ * \ (H ⊕ x). Take any d − 1 points p 1 , . . . , p d−1 ∈ H ⊕ x, and note that for the hyperplane through p, p 1 , . . . , p d−1 to not contain any other point of H ⊕ x, we must have Lemma 5.4. Let δ be an elliptic normal curve or a rational acnodal curve in RP d , d 4, let δ * be the set of its smooth points, and let H ⊕ x be a coset of a finite subgroup of δ * . Let P = (H ⊕ x \ A) ∪ B be a set of n points, where A is a subset of H ⊕ x with O(1) points and B is a set disjoint from H ⊕ x with O(1) points, and where every d points of P span a hyperplane. If A and B are not both empty, then P spans at least 1 (d−1)! (1 + Ω(1))n d−1 ordinary hyperplanes. Proof. As in the proof of Lemma 5.2, the number of ordinary hyperplanes spanned by H ⊕ x is equal to
for some constant c ∈ δ * . It is easy to see that this is
. It is also easy to see that there are O(n d−2 ) ordinary hyperplanes through any point of H ⊕ x. Similarly, the number of (d + 1)-point hyperplanes spanned by H ⊕ x going through a point p ∈ H ⊕ x is equal to Proof of Theorem 1.2. By Theorem 1.1, we only need to consider two cases, where all but at most O(d!K) points is contained in a hyperplane or a coset of an elliptic normal curve or a rational acnodal curve.
In the first case, by Lemma 5.1, the minimum number of ordinary hyperplanes is attained when all but one point is contained in a hyperplane and we get n−1 d−1 ordinary hyperplanes.
In the second case, by Lemma 5.4, the minimum number of ordinary hyperplanes is attained by a coset of an elliptic normal curve or a rational acnodal curve. By Lemma 5.2, this number is ⌋ ). Let δ * be an elliptic normal curve or the smooth points of a rational acnodal curve. By Propositions 3.1 and 3.7, we can consider δ * as a group isomorphic to either R/Z or R/Z × Z 2 . Let H ⊕ x be a coset of size n of δ * where (d + 1)x = ⊖c ∈ H. Denote the number of k-tuples (a 1 , . . . , a k ) , where the a i ∈ H are distinct, that satisfy
The number of ordinary hyperplanes spanned by H ⊕ x is then
The minimum number of ordinary hyperplanes determined by a set of n points in RP d not contained in a hyperplane and where every d points span a hyperplane thus equals (2) minimised over all cosets H ⊕x, where H is a subgroup of order n of R/Z or R/Z×Z 2 and (d + 1)x = ⊖c ∈ H. We have the following recurrence relation for [α 1 , . . . , α k−1 , 1; c], since we can arbitrarily choose distinct values from H for a 1 , . . . , a k−1 , which determines a k , and then we have to subtract the number of k-tuples where a k is equal to one of the other a i , i = 1, . . . , k − 1: 
We thus obtain Note that if we want to find the exact minimum number of ordinary hyperplanes spanned by a set of n points in RP d , d 4, not contained in a hyperplane and where every d points span a hyperplane, we can compute the recurrence in the proof of Theorem 1.2. As seen in the proof of Lemma 5.2, this depends on gcd(d + 1, n). We also have to minimise over different values of c ∈ H, and if n ≡ 0 (mod 4), consider the two cases H ∼ = Z n and H ∼ = Z n/2 × Z 2 .
For example, if d = 4, the minimum number is otherwise.
Proof of Theorem 1.3. Let δ * be an elliptic normal curve or the smooth points of a rational acnodal curve. By Propositions 3.1 and 3.7, the number of (d + 1)-point hyperplanes spanned by a coset H ⊕ x of δ * is, using the notation from the proof of Theorem 1. ; c].
If we take H ⊕ x to be a coset minimising the number of ordinary hyperplanes, then by Theorem 1.2, there are
(d + 1)-point planes.
Next let P be an arbitrary set of n points in RP d , d 4, where every d points span a hyperplane. Suppose P spans the maximum number of (d + 1)-point hyperplanes.
Without loss of generality, we can thus assume P spans at least 
