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This  study  presents  a  class  of fractional  order  models  for system  identiﬁcation  of  thermal  dynamics
of  buildings.  Fractional  order  dynamics  has  been  found  to be  inherent  in  the  nature  of  heat  transfer
problems.  It is  thus  instinctive  to  use  fractional  order  models  to describe  the overall  thermal  dynamics  of
a building.  Besides,  fractional  time  series  modeling  is known  by its  long  memory  effect  and capability  of
representing  high-order  complicated  models  in  lower-order  and  compact  forms.  The  reduction  of  model
parameters  can  then  relieve  the  computational  overhead  in  the  system  identiﬁcation  procedure.  This  is
of  particular  signiﬁcance  in  model-based  predictive  control  for building  energy  efﬁciency.  In particular,uilding energy system
ystem identiﬁcation
hermal dynamics
east squares estimation
a  fractional  order autoregressive  model  with  exogenous  input  (FARX)  is  formulated  and  a corresponding
parameter  estimation  using  least  squares  technique  is also provided.  Furthermore,  the  FARX  model  is
validated  using  simulation  data  from  a detailed  model  built  via  IES<VE>  software  and  compared  with  the
prediction  using  traditional  ARX  model.  It is found  that  the  FARX  model  can reduce  the  computational
time largely  while  retaining  the  prediction  accuracy.
©  2016  The  Authors.  Published  by  Elsevier  B.V.  This  is  an  open  access  article  under the  CC  BY-NC-ND. Introduction
.1. Building energy simulation and modeling
The recognition of the large amount of energy consumption
ttributed to the building sector [1,2] has lead to volumi-
ous studies for improving energy efﬁciency of buildings, and
ventually facilitating the realization of sustainable and energy-
fﬁcient ‘Smart-Cities’ [3]. The potential of energy savings is found
pproximately up to 30% by intelligent automation [4]. One accom-
lishment towards this end is the introduction of model-based
redictive control (MPC) on heating, ventilation, and air condition-
ng (HVAC) of buildings. By means of this, approximately 17–24%
nergy savings can be realized with comparison to current industry
pproach, i.e. rule-based control, according to experimental studies
5–7]. Comparable performances are also manifested in simulations
or varied types, scales and scenarios of buildings, such as [8–14]
o name but a few. Noteworthy is that the implementation of MPC
elies on efﬁcient and accurate prediction in the prescribed fore-
ast horizon [15,16]. This calls for a low-order model while of high
∗ Corresponding author.
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/).license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
accuracy in predicting building energy dynamics, because the com-
putational overhead of model complexity may lead to intractable
MPC  problems.
Thermal behavior modeling of buildings is of interest itself in
building energy community for providing key building indicators
such as energy demand and temperature. At present, there are over
hundreds of building energy programs for whole-building energy
simulation, such as TRNSYS [17], EnergyPlus [18] and IES<VE> [19]
and so on. A comparison of them can be found in [20]. The mod-
els built using these programs are detailed and complicated, often
referred to as white-box models, and hence unsuitable for MPC.
In this regard, recent years have witnessed the efforts spared in
selecting/developing alternative models and corresponding sys-
tem identiﬁcation for MPC  [15,16,21]. The data-driven modeling
seems to be well-suited, such as state space model, autoregressive-
moving-average model with exogenous input (ARMAX) and its
variants. Correspondingly, their parameters are often estimated
using subspace system identiﬁcation and least squares method
respectively. Still in the framework of autoregressive modeling,
multi-step instead of one-step ahead prediction error is minimized
to improve the forecast accuracy in the prediction horizon of MPC,
leading to the so-called MPC  relevant identiﬁcation [22,15,23].
Applications and improvements of these methods and others
as well can be found in [24–27]. The aforementioned models
are referred to as black-box models, because no prior physical
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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Nomenclature
˛i the ith fractional order on the output
˛ arbitrary fractional order
(k) vectorized known parameters in the least squares
estimation
 vectorized unknown parameters to be identiﬁed
ˇp,j the jth fractional order on the pth input
D  fractional derivative operator
(·) Gamma  function
ˆ estimated 
 integration parameter
ai, a
′
i
coefﬁcients corresponding to the output of the con-
tinuous and discrete fractional order model
bp,j, b
′
p,j
coefﬁcients corresponding to the pth input of the
continuous and discrete fractional order model
f(t) function of t
h sampling time interval
i, j indexes
J() objective function
k index of time instant of the FARX
L number of past values in approximating Grünwald-
Letnikov derivative
l non-negative integer
m positive integer
N number of samples used in identiﬁcation
na number of fractional orders on the output
nb number of fractional orders on the input
nk input–output delay
nu number of input
p system input index
Qf free gain of the simulated building
Qh controlled gain of the simulated building
t time
Ta temperature of ambient air
Tz temperature of zone air
up system inputs, indexed by p
Up,j parameter accounting for the effect of past values of
the pth input
y system output
Yi parameter accounting for the effect of past outputs
ARFIMA autoregressive fractionally integrated moving aver-
age model
ARMAX autoregressive-moving-average model with exoge-
nous input
ARX autoregressive model with exogenous input
FARX fractional order autoregressive model with exoge-
nous input
FIT indicator of the ﬁtness of identiﬁed model
HVAC heating, ventilation, and air conditioning
IES<VE> Virtual Environment by Integrated Environmental
Solutions Ltd.
MAE  mean absolute error
MaxAE maximum absolute error
MISO multi-input single-output
MPC  model-based predictive control
i
e
b
f
s
nomics, and has been widely used in economic forecasting [46], e.g.MSE  mean squared error
nformation of the building are required. However, in practice,
xperimental data are not always available, and hence the white-
ox model is needed to generate informative input/output data
or developing the black-box models, rendering a co-simulation
trategy necessary [28].ings 133 (2016) 381–388
Simpliﬁcation, i.e. model order reduction, appears compulsive
for implementing MPC; wherein it is also crucial to retain key
physics of the building energy system. This is why state space
representations are embraced by the community, as they can be
derived directly from the electrical analogies of buildings [29,30].
Partial physical information of the building can also be conve-
niently included in the modeling. On the other hand, ARMAX model
is often criticized for lack of physical interpretation, although in
cases it even has better performance [31]. In this regard, a physical-
based ARMAX model has been pursued in [32] and according to an
extensive measurement over 109 days, the prior physical informa-
tion can boost the modeling accuracy. Notwithstanding, it is still
arguable that the determination of model order and the the selec-
tion of state variables can be tricky and subjective in state-space
representation [33].
In other words, in extracting a simple black-box model required
for MPC, from the experimental data or from the corresponding
white-box modeling, it is essential to realize model-order reduc-
tion, e.g. through physical description and eigen-analysis [33,34].
At the same time, it is also important to preserve the physical funda-
mentals. To further explore these two aspects and hence facilitate
the use of MPC  in saving building energy, we herein present a
class of fractional order models for building energy systems. The
fractional order models found in literature are able to describe
the nature of heat transfer problems; besides, characteristics of
fractional time series modeling are suitable for building energy
systems, including its long memory effect and the capability of
expressing the model using a smaller number of parameters. These
features are detailed in the following from the standpoint of mod-
eling building thermal dynamics.
1.2. Fractional-order thermo-dynamics and fractional time series
modeling
Fractional calculus is a natural extension of calculus of integer
order to arbitrary order, with a history as long as the traditional
calculus [35]. However, it has only found wider application in engi-
neering in the past several decades, including the ﬁelds closely
related to the building energy systems, namely physics, systems
and control [36–39].
One of its successful applications is in thermodynamics to
describe heat transfer problems which obey diffusion phe-
nomenon. For example, heat conduction through a wall or a sphere
was shown analytically to be of a fractional order of 0.5, and a
fractional order model was  presented and validated using an exper-
imental setup [40]; beam heat process was found much more
precisely described also by using the fractional order models [41]
where the identiﬁed transfer function matched that obtained from
measurement data accurately for a wide range of frequencies. On a
system level, it was shown that a fractional order model of only a
few parameters is able to describe the responses of a large network
composed of hundreds of resistor and capacitors [42], and such
networks can be used as electrical analogies of thermal behavior
of buildings [29,25]. Therefore, fractional-order dynamics appears
inherent for building thermal dynamics from a physical perspec-
tive.
In time series analysis, the autoregressive integrated moving-
average model [43] was  generalized by permitting fractional
differencing, resulting in the so-called autoregressive fractionally
integrated moving average (ARFIMA) models [44,45]. This family
of models was  intended to properly account for the dependence
between distant observations of series particularly arising in eco-for electricity price prediction [47]. Correspondingly, techniques
were developed for parameter estimation of ARFIMA models [48].
Note that in the ARFIMA model, exogenous input is not considered.
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ore general fractional differential equations for describing
ynamic systems can be found in [49], which also allow more
reedom in choosing the fractional orders. A recursive parameter
stimation for such systems with single-input-single-output was
rovided in [50]. Fractional state-space models and correspond-
ng parameter identiﬁcation have also been studied for systems
nd control [37,39,51]. Note that the long range dependency is
ot only known in heat transfer problem of building components,
s aforementioned, but also observed in the temperature series
f external environment buildings are subjected to [52]. Further-
ore, fractional order models have adequate ﬂexibility to explain
oth long-term correlation and short-term correlations of a series
45], resulting in a compact model. These characteristics make frac-
ional modeling appealing for thermal behavior of building from a
athematical perspective.
.3. Contribution and scope
Overall thermal dynamics of buildings involves complex heat
ransfer. There are a number of components in the dynamics that
ave been proven to be of fractional order dynamics. Thus, it is
ogical to resort to fractional order models. Besides, the poten-
ial advantage of resulting in a lower-order and compact model is
lso favored for implementing MPC. However, there is no attempt
o model the thermal dynamics of building using fractional order
odels available in the literature. Therefore, in this study we focus
n the formulation of a fractional order autoregressive model with
xogenous input (FARX) applicable for building energy systems
nd the corresponding parameter estimation using least squares
echnique. The model is further validated by input/output data
enerated for a residential building using IES<VE>, a commer-
ial software which provides a detail and dynamic simulation of
uilding thermal behavior [19,20]. A real-world validation of the
erformance of IES<VE> can be found in [53]. The presented model
s extendable to include the moving average terms and also to deal
ith multiple output.
In the following, after presenting the basis of fractional cal-
ulus, this paper formulates the fractional order models for
uilding thermal dynamics and the corresponding parameter esti-
ation method. The proposed model is further validated on the
nput/output data from a building simulated via IES<VE>, with the
eneﬁts and advantages discussed.
. Basics of fractional calculus
The concept of differentiation to an arbitrary order  ˛ > 0 was
eﬁned in the 19th century by Riemann–Liouville as [49]
˛f  (t)  :=
⎧⎪⎨
⎪⎩
dm
dtm
[
1
(m  −  ˛)
d
dt
∫ t
0
f  ()
(t  −  )˛+1−m
d
]
,  m  −  1  <  ˛  <  m
dm
dtm
f  (t),  ˛  =  m
(1)
here f(·) is function of argument t, D  is the derivative operator, m
s a positive integer and  is an integration parameter. The Gamma
unction (·) is deﬁned as [54]
(˛) =
∫ ∞
0
e−˛−1d (2)
 number of alternative deﬁnitions have been developed and used,
nd interested readers are referred to [39]. One of the discrete time
eﬁnitions is given by Grünwald–Letnikov derivative, as [54]˛f (t) := lim
h→0
1
h˛
∞∑
l=0
(−1)l
(
˛
l
)
f (t − lh) (3)ings 133 (2016) 381–388 383
in which h is the sampling time, l is a non-negative integer indexing
the past values, and the Newton’s binomial
(
˛
l
)
is generalized to
arbitrary orders using the Euler’s function as [54](
˛
l
)
= (  ˛ + 1)
(l + 1)(  ˛ − l + 1) (4)
The Grünwald–Letnikov derivative is much easier for numerical
evaluation and thus has gained more real-world application. In real
implementation, the deﬁnition is commonly approximated using
only the recent past values of f(t) as [55]
D˛f (t) ≈ 1
h˛
L∑
l=0
(−1)l
(
˛
l
)
f (t − lh)  (5)
where L is the number of the past values considered. The above
approximation is known as the simplest tool used in time-domain
simulations of factional systems and will be used in the following.
3. Building energy system identiﬁcation using fractional
order models
3.1. Fractional order ARX model
Consider a fractional order system of multiple-input single-
output (MISO), which might be the simplest case encountered in
modeling thermal dynamics of buildings. The dynamics can be rep-
resented by the following differential equation in general [55,50]
y(t) +
na∑
i=1
aiD˛iy(t) =
nu∑
p=1
nb∑
j=1
bp,jDˇp,j up(t) (6)
in which t is time instant, y(t) denotes the output and up(t) is the pth
input with p = 1, 2, . . .,  nu. The term up(t) can represent both exoge-
nous variables (such as internal/external gains etc.) and control
input, e.g. the HVAC system. The output is mainly the thermal zone
temperature. The fractional orders ˛i and ˇj are assumed such that
˛1 < ˛2 < · · · < ˛na and ˇp,1 < ˇp,2 < · · · < ˇp,nb without loss of
generality. Different sets of orders are allowed for the nu inputs,
and, ai and bp,j are coefﬁcients, with i = 1, 2, . . .,  na and j = 1, 2, . . .,
nb.
Using Eq. (5), the preceding fractional differential equation is
converted to a discrete time form as [50]
y(k + 1) +
na∑
i=1
a′i
L∑
l=1
(−1)l
(
˛i
l
)
y(k + 1 − l)
=
nu∑
p=1
nb∑
j=1
b′p,j
L∑
l=0
(−1)l
(
ˇp,j
l
)
up(k + 1 − l) (7)
where y(k + 1 − l) and up(k + 1 − l) for k < l are considered zeros. The
preceding equation can be further expressed in a linear regression
form as
y(k + 1) = −
na∑
i=1
a′iYi(k) +
nu∑
p=1
nb∑
j=1
b′p,jUp,j(k + 1) (8)
with the following deﬁnitions [50]:
Yi(k) =
L∑
(−1)l
(
˛i
l
)
y(k + 1 − l) (9)l=1
Up,j(k + 1) =
L∑
l=0
(−1)l
(
ˇp,j
l
)
up(k + 1 − l) (10)
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Fig. 1. The two-story residential building model in IES<VE>.84 L. Chen et al. / Energy and
learly, Yi(k) depends on the past values up to y(k), and Up(k + 1)
epends on past values up to up(k + 1). Correspondingly the
oefﬁcients are as follows [50]
′
i =
ai/h
˛i
1 +
∑na
i=1
ai
h˛i
, b′p,j =
bp,j/h
ˇp,j
1 +
∑na
i=1
ai
h˛i
(11)
Eq. (8) can be further represented in a compact form as
(k) = T(k) (12)
ith
 =
[
a′1, . . ., a
′
na , b
′
1,0, . . .,  b
′
1,nb
, . . .,  b′nu,0, . . .,  b
′
nu,nb
]T
(13)
(k) = [−Y1(k − 1),  . . ., −Yna (k − 1), U1,0(k), . . .,  U1,nb (k), . . .,  Unu,1(k), . . .,  Unu,nb (k)]T
(14)
which are of dimension of (na + nunb) × 1 and the superscript T is
he transpose operator.
.2. Parameter estimation
The principle of least squares is applied for parameter estima-
ion and the quadratic least squares criterion is given by minimizing
56]
() = 1
2
{
N∑
k=1
[
y(k) − yˆ(k, )
]}
(15)
here N is the length of prediction horizon and yˆ(k, ) denotes
he estimation at time instant k with parameters . The estimated
arameter vector ˆ is given as
ˆ
 = arg min

[
J()
]
(16)
he quadratic least squares criterion J() has a unique minimum
nd the estimated vector ˆ  is given as [56]
ˆ
 =
{
N∑
k=1
[
T (k)(k)
]}−1{ N∑
k=1
[
T (k)y(k)
]}
(17)
he preceding solution can be obtained by using the backslash
perator in Matlab [57]. Comparing with parameter estimation of
raditional time series models, the additional computational load
or identifying a FARX model is due to the evaluation of fractional
erivatives, as in Eqs. (9) and (10)), which is a simple algebraic
anipulation requiring little computational effort.
. Model validation
To demonstrate the applicability and advantage of using
ractional order models for building energy systems, a typical resi-
ential building is simulated for identiﬁcation. The building is ﬁrst
odeled using IES<VE> for input/output data.
.1. Building description
The model represents a two-story residential building, as illus-
rated in Fig. 1, consisting of a 525.48 m3 living space and a
19.10 m3 loft space. The living area is modeled as a rectangu-
ar prism shaped single zone with 175.16 m2 ﬂoorplan. The loft
pace area is situated above the living space under the pitched roof
etween two gable walls. Eaves account for a slightly larger loft
oor area of 182.71 m2. An internal ceiling/ﬂoor partition separates
he two zones.Fig. 2. Air handling modeled in the IES<VE> model.
The building uses standard light weight constructions. Walls
are modeled as lightweight constructions composed of rain-screen,
cement bonded particle board and plasterboard. Floors are of
concrete and chipboard. Roof uses concrete, membrane and plaster-
board. The internal ﬂoor/ceiling partition and sofﬁts are modeled
as chipboard and have screed on top of reinforced concrete and
plasterboard.
The living space external walls use 40% double glazing while
no glazing is used in the loft space. The building is assumed to be
situated in a moderate climate. A simple air handling unit serves
the building, as illustrated in Fig. 2. This system consists of a return
fan, cooling coil and heating coil. Two sensors measure the supply
air dry-bulb temperature Ts and the volume ﬂow rate F1 through
the duct. Note that the airﬂow controller FC-1 and temperature
controller TC-1 work off another independent supply air dry-bulb
temperature sensor. There are three intended modes of opera-
tion for this network: heating, cooling and passive mode. In the
heating/cooling mode, the fan drives air through the network at
485.47 l/s; in the passive mode, the fan drives air through the net-
work at 10.00 l/s.
• Heating mode occurs when measured return air dry-bulb tem-
perature falls below 19.5 ◦C. Then heating coil attempts to heat
the supply air to a dry bulb temperature of 30 ◦C while the cooling
coil is inactive (cold water valve is closed).
• Cooling mode occurs when measured return air dry-bulb tem-
perature rises above 23.5 ◦C. The cooling coil attempts to cool the
supply air to a dry bulb temperature of 10 ◦C and the heating coil
is inactive (hot water valve is closed) meanwhile.
• Passive mode occurs when return air dry-bulb temperature lies
between 19.5 ◦C and 23.5 ◦C. Both heating and cooling coils are
inactive.
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Table  1
Comparison of models trained using one-week data.
Model FIT MAE MSE  MaxAE Computational time
(◦C) (◦C2) (◦C) (s)
ARX6 81.2 0.269 0.128 1.317 0.379
ARX10 80.1 0.282 0.144 1.307 0.374
ARX20 78.1 0.312 0.173 1.221 0.383
ARX50 85.2 0.214 
ARX100 88.7 0.163 
FARX 89.7 0.154 
Fig. 3. A whole year simulation data via the IES<VE> software.
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ay.
In this study, only dynamics of the living space is considered,
nd the problem is reduced to a single thermal zone dynamics by
onsidering the heat transfer from the ceiling, ﬂoor and so on as
nown input to the system.
.2. Simulation data
A whole year simulation was performed. In parameter identiﬁ-
ation, the system input is: (1) free gains, including solar radiation
rom the windows, inﬁltration, internal gain, and heat conduction
rom the ceiling and ﬂoor, which are obtained from IES<VE> sim-
lation and their summation is denoted by Qf; (2) heat transfer
rom the ambient air through walls and windows, which depends
n the temperature of ambient air denoted by Ta; and (3) the
eating/cooling effect Qh through the air handling unit, which is
alculated from the volume of the circulated air ﬂow and the tem-
erature difference between the circulated air and the room air.
he output is the room air temperature of the main zone, denoted
y Tz. The whole year data is plotted in Fig. 3 and the data for the
onth of May  is shown in Fig. 4 when the heating/cooling mode
ccurs intermittently and alternately.0.079 0.855 0.415
0.046 0.580 0.533
0.038 0.535 0.241
4.3. System identiﬁcation
System identiﬁcation is performed using both traditional time
series modeling and FARX models. First of all, ARX models of varied
na, nb, and nk which represents the input–output delay are used.
It is found that if the training data only includes the output of the
system in heating or cooling mode, two  ARX models with na = 1,
nb = 2, nk = 0 can respectively ﬁt the output of the system in heat-
ing/cooling mode perfectly. However, both of these two models fail
to predict the dynamics of the system when the air handling unit
is operated in one mode intermittently or alternately in multiple
modes, as it happens in April to November of the simulated year, as
illustrated in Fig. 3. This is due to the fact that training data has to
include the full information of the system. Hence, for predicting the
system output in different scenarios the data in May  to November
has to be included for ﬁtting models. It is also found that to model
the system during this period a higher order ARX model is required
and roughly na = 1 and nk = 0 give the best results. In the following
ARX modeling, the variation of nb will be focused on in discussing
the modeling accuracy and corresponding computational time.
Before model parameter estimation, a factor to evaluate the
accuracy of the identiﬁed model is deﬁned [16] as
FIT = 100
(
1 − ||y − yˆ||2||y − mean(y)||2
)
(18)
where y is the simulation data and yˆ denotes the prediction using
identiﬁed model. This factor approaches a value of 100 for a per-
fect match of the prediction by the model and the simulation data.
Using the data for May  in training, it is found that approximately
by choosing na = 1, nk = 0, and nb = 6, the ﬁtness of the model arrives
at a local maximum. Parallel to this, a FARX model with na = 1 and
nb = 6 is also considered; the fractional orders are  ˛ = 1 and  ˇ = 0,
0.28, 0.56, 0.84, 1.12 and 1.40 for the input variables. The choice
of fractional orders inﬂuences the identiﬁcation results. A rigorous
procedure for the optimization of these parameters is out of the
scope of the present study and here they are determined by trial
and error. In the FARX model, L = 100 is considered in approximating
the fractional order derivatives [50]. For comparison, ARX models
with nb = 10, 20, 50, 100 are also identiﬁed, and they are denoted
respectively by ARXnb .
The mean absolute error (MAE), mean squared error (MSE), and
maximum absolute error (MaxAE) are also commonly used for val-
idating and comparing the models [32], deﬁned as
MAE  = mean
(
|y − yˆ|
)
(19)
MSE  = mean
((
y − yˆ
)2)
(20)
MaxAE = max
(
|y − yˆ|
)
(21)
Subsequently, parameters of the six models are estimated using
different training datasets, that is one-week data (from May  1 to
May  7), one-month data (May), three-month data (May to July),
and the whole year data. Evaluations on the accuracy of each model
using data of different time span are shown in Table 1–4. The
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Table  2
Comparison of models trained using one-month data.
Model FIT MAE  MSE  MaxAE Computational time
(◦C) (◦C2) (◦C) (s)
ARX6 76.3 0.301 0.144 1.380 0.398
ARX10 75.8 0.307 0.150 1.293 0.413
ARX20 73.2 0.347 0.185 1.148 0.438
ARX50 78.6 0.269 0.118 1.014 0.988
ARX100 81.3 0.240 0.090 0.952 3.541
FARX  80.3 0.253 0.099 0.949 0.890
Table 3
Comparison of models trained using three-month data.
Model FIT MAE  MSE  MaxAE Computational time
(◦C) (◦C2) (◦C) (s)
ARX6 77.6 0.326 0.165 1.443 0.444
ARX10 77.3 0.328 0.169 1.392 0.565
ARX20 75.2 0.362 0.202 1.339 0.798
ARX50 79.1 0.303 0.143 1.112 2.153
ARX100 81.1 0.282 0.118 1.234 10.967
FARX 80.6 0.290 0.124 1.199 2.502
Table 4
Comparison of models trained using one-year data.
Model FIT MAE  MSE  MaxAE Computational time
(◦C) (◦C2) (◦C) (s)
ARX6 88.5 0.302 0.159 1.854 0.839
ARX10 88.8 0.292 0.151 2.240 1.138
ARX20 87.9 0.318 0.176 2.570 2.182
ARX50 89.3 0.277 0.137 2.127 8.000
ARX100 90.0 0.262 0.119 1.877 47.486
FARX  89.9 0.264 0.122 1.956 10.2
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mig. 5. Prediction using ARX and FARX models identiﬁed using one-month data.
omputational time is also showed. Note that ARMAX models have
lso been used for modeling the system, however no observable
mprovement has been achieved and the results are hence not pre-
ented.
It can be seen from the tables that the FARX model achieves com-
arable accuracy as the ARX100 and outperforms other models in
tting each dataset. The performance of using ARX6 and FARX mod-
ls in ﬁtting the one-month dataset is illustrated in Fig. 5. To further
ompare the FARX model with ARX models, the modeling errors of
RX6, ARX100, and FARX are compared in Fig. 6. The modeling error
f ARX6 is apparently large compared to the other two models. The
odeling errors of ARX100 and FARX are consistent with each other.
his is partly because that in each of these two models the same
umber of past measurements are used for prediction (recalling
hat L = 100 is used for approximating fraction derivatives). How-
ver, the computational time is largely reduced by using the FARX
odel. This is straightforward as the number of unknowns in leastFig. 6. Residuals of prediction using ARX and FARX models identiﬁed using one-
month data.
squares estimation for FARX model is 19, while 301 for the ARX100
model.
5. Conclusion
Considering the inherent fractional-order dynamics of heat
transfer problems and also taking advantage of the fractional-
order modeling of time series, this study proposes to use the
fractional-order models for system identiﬁcation of building ther-
mal  dynamics. A FARX model applicable for MISO systems and
corresponding parameter estimation using least squares tech-
niques have been formulated.The model is validated on input/output data of a residential
building simulated using a building energy modeling software,
IES<VE>. The free gains, ambient temperature, and heat transfer
through the air handling unit from the detailed simulation are
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onsidered as the input, while the room air temperature is the out-
ut. A FARX model of order 6 is found to be able to accurately model
he input/output relationship for varied time spans, requiring small
omputational effort in parameter estimation.
The low-order FARX model is also compared with traditional
RX models of different orders based on the same dataset. It is
hown that the FARX model outperforms the ARX models of low
o high orders in terms of both accuracy and parameter estimation
fﬁciency when short term data is used for training; for cases where
ong-term data is used, the FARX achieves comparable accuracy as
ompared to high-order ARX models while signiﬁcantly improving
he parameter estimation efﬁciency.
To summarize, the present study shows that fractional order
odels are promising for improving accuracy and efﬁciency in
odeling building thermal behavior. Future study will be directed
owards validation using experimental measurements, optimiza-
ion of the fractional orders, and exploring other types of fractional
rder model such as fractional-order state space model.
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