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Abstract
We prove some results on the existence and uniqueness of solutions for a class of evolution equa-
tions of second order in time, containing some hereditary characteristics. Our theory is developed
from a variational point of view, and in a general functional setting which permits us to deal with
several kinds of delay terms. In particular, we can consider terms which contain spatial partial deriv-
atives with deviating arguments.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In the modelling of many evolution phenomena arising in physics, biology, engineering,
etc., some hereditary characteristics such as time-delay can appear in the variables. Typical
examples can be found in the researches of materials with thermal memory, biochemical
reactions, population models, etc. (see, for instance, [12] and references cited therein).
Thus these problems are better modeled by considering a functional differential equation
which takes into account the history of the system.
From the pioneering works of Artola [1,2], Baiocchi [3], and Travis and Webb [10,
11], a wide literature has appeared on the existence of different kind of solutions (strong,
mild, integral, etc.) to functional differential equations of first order in time, even in the
more general context of differential inclusions (see, for instance, [7,8] and references cited
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second order in time, there is only partial results.
Recently, in [5], some questions on existence of solutions for functional differential
inclusions of second order in time, and in particular, for equations of the form{
u′′(t)+A(t)u(t)= F(t, ut ), t  0,
u(t)=ψ(t), t ∈ [−h,0], (1.1)
have been analyzed.
Our aim is to obtain some results of existence and uniqueness of solution for some
problems that are related to (1.1) in the case in which a damping term is added. Then,
we can consider right-hand terms of the form F(t, ut , u′t ) with F eventually depending of
spatial derivatives of u and/or u′.
Our analysis will be made from a variational point of view, in the spirit of Artola [1],
and makes use of the results of Lions and Strauss [6] and Strauss [9].
In Section 2, we prove some results for the case in which F(t, ut , u′t ) does not depend on
the spatial derivatives of u and/or u′. These are extensions of previous results of Artola [1].
In Section 3, we study, in a Hilbertian framework, the case in which F(t, ut , u′t ) depends
of the spatial derivatives of u and/or u′, and we obtain some new results of existence of
solutions under a coercivity condition (cf. condition (H) in Theorem 3.1 below). Finally,
two examples are given in Section 4 to illustrate our theory.
2. The case without spatial derivatives in the delayed terms
To start off, let us state the abstract framework in which our analysis will be carried out.
Let V a real Hilbert space, H a real separable Hilbert space and W a reflexive real Banach
space, such that V ∪W ⊂H , V and W are dense in H , and the injections of V and W in
H are continuous.
We assume also that V ∩W is separable and a dense subset of V and W .
We identify H with its dual space H ∗, and we have
V ∩W ⊂ V ⊂H ⊂ V ∗ ⊂ (V ∩W)∗,
V ∩W ⊂W ⊂H ⊂W∗ ⊂ (V ∩W)∗,
where the injections are continuous and dense.
We denote by ‖ · ‖, | · |, and ‖ · ‖∗ the norms in V, H , and V ∗, respectively; by ‖ · ‖W
the norm in W , and by ‖ · ‖W∗ the norm in W∗. We also denote by ((·, ·)) and (·, ·) the
scalar products in V and H , respectively; and by 〈·, ·〉 the duality product between V ∗ and
V or the duality product between W∗ and W . Let us fix a real number T > 0, and consider
given {A(t); t ∈ [0, T ]} a family of linear operators satisfying the following hypothesis:
(A.1) {A(t); t ∈ [0, T ]} ⊂ L(V ,V ∗) and A(t) is selfadjoint for each t ∈ [0, T ];
(A.2) There exist α > 0 such that 〈A(t)u,u〉 α‖u‖2, ∀u ∈ V , ∀t ∈ [0, T ];
(A.3) 〈A(·)u, u˜〉 ∈ C1([0, T ]), ∀u, u˜ ∈ V , and, if we denote for t ∈ [0, T ] by 〈A′(t)u, u˜〉
the value of (d/dt)〈A(t)u, u˜〉, the operator A′(t) so defined belongs to L(V ;V ∗);
(A.4) 〈A′(t)u,u〉 0, ∀u ∈ V , ∀t ∈ [0, T ].
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Given real numbers a < b, and a Banach space V , we will denote by C(a, b;V) the
Banach space of all continuous functions from [a, b] into V equipped with sup norm.
We will denote u′ = du/dt and u′′ = d2u/dt2 the first and second derivatives of u as a
vectorial distribution, and by p′ the conjugate exponent of p. We have the following result
due to Strauss [9].
Theorem 2.1. Assume that hypothesis (A.1)–(A.4) hold. For p ∈ (1,∞) given, let u ∈
L∞(0, T ;V ) such that u′ ∈ Lp(0, T ;W) ∩ L∞(0, T ;H) and u′′ + Au = G ∈ Lp′(0, T ;
W∗)+L1(0, T ;H). Then,
u ∈ C(0, T ;V ), u′ ∈C(0, T ;H), 〈Au,u〉 ∈C([0, T ]),
and for each t ∈ [0, T ],
∣∣u′(t)∣∣2 + 〈A(t)u(t), u(t)〉
= ∣∣u′(0)∣∣2 + 〈A(0)u(0), u(0)〉
t∫
0
〈
A′(s)u(s), u(s)
〉
ds + 2
t∫
0
〈
G(s),u′(s)
〉
ds.
(2.1)
Let B(t, ·) :W → W∗ be a family of nonlinear operators defined a.e. t ∈ (0, T ) and
satisfying the following hypothesis:
(B.1) ∀v ∈W , the map t ∈ (0, T ) →B(t, v) ∈W∗ is Lebesgue measurable;
(B.2) The map θ ∈ R → 〈B(t, v + θw), z〉 ∈ R is continuous, ∀v,w, z ∈ W , a.e. t ∈
(0, T ).
For some p ∈ (1,∞),
(B.3) There exists c > 0 such that ‖B(t, v)‖W∗  c‖v‖p−1W , ∀v ∈W , a.e. t ∈ (0, T );
(B.4) There exists β > 0 such that 〈B(t, v), v〉  β‖v‖pW , ∀v ∈W , a.e. t ∈ (0, T );
(B.5) 〈B(t, v)−B(t, v˜), v − v˜〉 0, ∀v, v˜ ∈W , a.e. t ∈ (0, T ).
Using Theorem 2.1 and the results in [6], we have
Theorem 2.2. Assume that hypothesis (A.1)–(A.4) and (B.1)–(B.5) hold. Then, for every
u0 ∈ V , v0 ∈H , and f ∈ Lp′(0, T ;W∗)+ L1(0, T ;H), there exists a unique solution to
the problem

u ∈L∞(0, T ;V ), u′ ∈ L∞(0, T ;H)∩Lp(0, T ;W),
u′′(t)+A(t)u(t)+B(t, u′(t))= f (t), t ∈ (0, T ),
u(0)= u0, u′(0)= v0.
Moreover, the solution u satisfies u ∈ C(0, T ;V ), u′ ∈ C(0, T ;H), and for each t ∈ [0, T ],
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t∫
0
〈
B
(
s, u′(s)
)
, u′(s)
〉
ds
= |v0|2 +
〈
A(0)u0, u0
〉+
t∫
0
〈
A′(s)u(s), u(s)
〉
ds + 2
t∫
0
〈
f (s), u′(s)
〉
ds.
Consider also fixed a real number h > 0. For a given Banach space V , if we consider a
function x : [−h,T ] → V , for each t ∈ [0, T ] we will denote by xt the function defined by
xt (s)= x(t + s), s ∈ [−h,0].
Let now F0 : (0, T )×C(−h,0;V )×C(−h,0;H)→H be a family of nonlinear oper-
ators defined a.e. t ∈ (0, T ) such that
(F0.1) ∀(ξ, η) ∈ C(−h,0;V ) × C(−h,0;H), the map t ∈ (0, T ) → F0(t, ξ, η) ∈ H is
Lebesgue measurable;
(F0.2) F0(t,0,0)= 0 a.e. t ∈ (0, T );
(F0.3) ∃CF0 > 0 such that ∀ξ, ξ˜ ∈C(−h,0;V ), ∀η, η˜ ∈ C(−h,0;H), and a.e. t ∈ (0, T ),∣∣F0(t, ξ, η)− F0(t, ξ˜ , η˜)∣∣2  CF0(‖ξ − ξ˜‖2C(−h,0;V ) + |η− η˜|2C(−h,0;H)).
Remark 2.1. If (u, v) ∈ C(−h,T ;V ) × C(−h,T ;H), it is not difficult to deduce from
(F0.1)–(F0.3), see [4], that the mapping t ∈ (0, T ) → F0(t, ut , vt ) ∈H is measurable, and
consequently the function F0(t, ut , vt ) belongs to L∞(0, T ;H).
We consider the problem

u ∈C(−h,T ;V ), u′ ∈ C(−h,T ;H)∩Lp(0, T ;W),
u′′(t)+A(t)u(t)+B(t, u′(t))= F0(t, ut , u′t )+ f (t), t ∈ (0, T ),
u(t)=ψ(t), t ∈ [−h,0],
(P0)
where f ∈ Lp′(0, T ;W∗)+ L1(0, T ;H) and ψ ∈ C(−h,0;V ), such that ψ ′ ∈ C(−h,0;
H), are given.
We can prove the following result.
Theorem 2.3. Assume that (A.1)–(A.4), (B.1)–(B.5), and (F0.1)–(F0.3) hold. Then, for
each f ∈ Lp′(0, T ;W∗) + L1(0, T ;H) and ψ ∈ C(−h,0;V ), such that ψ ′ ∈ C(−h,0;
H), there exists a unique solution u to problem (P0).
Proof. Uniqueness of solutions. Assume that u, u˜ are two solutions of problem (P0). De-
note v(t)= u′(t) and v˜(t)= u˜′(t), t ∈ [−h,T ]. Then, by Theorem 2.1, for each t ∈ [0, T ],
we obtain∣∣v(t)− v˜(t)∣∣2 + 〈A(t)(u(t)− u˜(t)), u(t)− u˜(t)〉
=
t∫ 〈
A′(s)
(
u(s)− u˜(s)), u(s)− u˜(s)〉ds0
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t∫
0
〈
B
(
s, v(s)
)−B(s, v˜(s)), v(s)− v˜(s)〉ds
+ 2
t∫
0
(
F0(s, us, vs)− F0(s, u˜s , v˜s ), v(s)− v˜(s)
)
ds.
From this equality and (A.2), (A.4), and (B.5), we have for each t ∈ [0, T ],
sup
0θt
∣∣v(θ)− v˜(θ)∣∣2 + α sup
0θt
∥∥u(θ)− u˜(θ)∥∥2
 4
t∫
0
∣∣(F0(s, us, vs)− F0(s, u˜s , v˜s ), v(s)− v˜(s))∣∣ds. (2.2)
By (F0.3),
4
t∫
0
∣∣(F0(s, us, vs)− F0(s, u˜s , v˜s ), v(s)− v˜(s))∣∣ds
 1
2
[
sup
0st
∣∣v(s)− v˜(s)∣∣2]+ 8T
t∫
0
∣∣F0(s, us, vs)− F0(s, u˜s , v˜s )∣∣2 ds
 1
2
[
sup
0st
∣∣v(s)− v˜(s)∣∣2]
+ 8TCF0
t∫
0
(
sup
0θs
∥∥u(θ)− u˜(θ)∥∥2 + sup
0θs
∣∣v(θ)− v˜(θ)∣∣2)ds.
Thus, from (2.2), we can assure that there exists a constant k > 0 such that
sup
0θt
∣∣v(θ)− v˜(θ)∣∣2 + sup
0θt
∥∥u(θ)− u˜(θ)∥∥2
 k
t∫
0
(
sup
0θs
∥∥u(θ)− u˜(θ)∥∥2 + sup
0θs
∣∣v(θ)− v˜(θ)∣∣2)ds
for all t ∈ [0, T ]. Uniqueness follows immediately from Gronwall’s lemma.
Existence of solutions. We denote u0 ≡ v0 ≡ 0 ∈ V ∩W, and define by recurrence a
sequence {un, vn}n1 of pairs of functions as solutions to the problem

un ∈ C(−h,T ;V ), vn ∈ C(−h,T ;H)∩Lp(0, T ;W),
vn(t)= (un)′(t), t ∈ [−h,T ],
vn(t)+ ∫ t0 A(s)un(s) ds + ∫ t0 B(s, vn(s)) ds
= ψ ′(0)+ ∫ t0 (F0(s, un−1s , vn−1s )+ f (s)) ds, t ∈ [0, T ],
n
(P0n)u (t)=ψ(t), t ∈ [−h,0].
M.J. Garrido-Atienza, J. Real / J. Math. Anal. Appl. 283 (2003) 582–609 587The existence and uniqueness of solution to problem (P0n) is guaranteed by Remark 2.1
and Theorem 2.2. Now, we want to prove that {un}n1 converges to the solution of (P0).
Applying Theorem 2.1 to un+1 − un, and using (A.2), (A.4), and (B.5), we obtain
sup
0θt
∣∣vn+1(θ)− vn(θ)∣∣2 + α sup
0θt
∥∥un+1(θ)− un(θ)∥∥2
 4
t∫
0
∣∣(F0(s, uns , vns )− F0(s, un−1s , vn−1s ), vn+1(s)− vn(s))∣∣ds. (2.3)
Thanks to condition (F0.3), we have
4
t∫
0
∣∣(F0(s, uns , vns )− F0(s, un−1s , vn−1s ), vn+1(s)− vn(s))∣∣ds
 1
2
[
sup
0st
∣∣vn+1(s)− vn(s)∣∣2]
+ 8TCF0
t∫
0
(
sup
0θs
∥∥un(θ)− un−1(θ)∥∥2 + sup
0θs
∣∣vn(θ)− vn−1(θ)∣∣2)ds.
(2.4)
Thus, if we define for each t ∈ [0, T ],
ρn+1(t)= sup
0θt
∣∣vn+1(θ)− vn(θ)∣∣2 + sup
0θt
∥∥un+1(θ)− un(θ)∥∥2, ∀n 1,
from (2.3) and (2.4) we can assure that there exists a constant k > 0 such that
ρn+1(t) k
t∫
0
ρn(s) ds, ∀n 1, ∀t ∈ [0, T ]. (2.5)
From (2.5), it is easy to deduce that
ρn+1(t) k
nT n
n! ρ
1(T ), ∀n 1, ∀t ∈ [0, T ]. (2.6)
From (2.6), and the fact that un+1(t) = un(t) and vn+1(t) = vn(t), ∀t ∈ [−h,0] and
∀n 1, we obtain that {un}n1 is a Cauchy sequence in C(−h,T ;V ), and that {vn}n1
is a Cauchy sequence in C(−h,T ;H), being (un)′(t)= vn(t) in [−h,T ]. Consequently,
there exists u ∈ C(−h,T ;V ), with u′ ∈ C(−h,T ;H) such that
un → u in C(−h,T ;V ), vn → u′ in C(−h,T ;H). (2.7)
From (2.7), the linearity and uniform boundedness ofA(t) andA′(t), and (F0.3), we obtain
A(t)un(t)→A(t)u(t) in C(0, T ;V ∗),
A′(t)un(t)→A′(t)u(t) in L∞(0, T ;V ∗),
F0
(
t, unt , v
n
t
)→ F0(t, ut , u′t ) in L∞(0, T ;H). (2.8)
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∣∣vn(t)∣∣2 + 〈A(t)un(t), un(t)〉+ 2
t∫
0
〈
B
(
s, vn(s)
)
, vn(s)
〉
ds
= ∣∣ψ ′(0)∣∣2 + 〈A(0)ψ(0),ψ(0)〉+ 2
t∫
0
(
F0
(
s, un−1s , vn−1s
)
, vn(s)
)
ds
+ 2
t∫
0
〈
f (s), vn(s)
〉
ds +
t∫
0
〈
A′(s)un(s), un(s)
〉
ds. (2.9)
But, if we write f = f1 + f2 with f1 ∈ Lp′(0, T ;W∗) and f2 ∈ L1(0, T ;H), then by
Young’s inequality, for all t ∈ [0, T ],
2
t∫
0
〈
f1(s), v
n(s)
〉
ds  β
t∫
0
∥∥vn(s)∥∥p
W
ds + 2
p′
p′(βp)p′/p
t∫
0
∥∥f1(s)∥∥p′W∗ ds.
Hence, using this last inequality, (A.2), (A.4), (F0.3), (B.4), and the boundedness of
{un}n1 in C(−h,T ;V ) and {vn}n1 in C(−h,T ;H), one obtains from (2.9) that
{vn}n1 is bounded in Lp(0, T ;W). Hence, by (B.3), the sequence {B(t, vn(t))}n1 is
bounded in Lp′(0, T ;W∗). Consequently, there exist a subsequence {vnk }nk1 ⊂ {vn}n1,
and two functions v ∈Lp(0, T ;W) and B(t) ∈ Lp′(0, T ;W∗), such that
vnk ⇀ v in Lp(0, T ;W), B(t, vnk (t))⇀ B(t) in Lp′(0, T ;W∗),
where ⇀ denotes weak convergence. Obviously, as vn → u′ in C(−h,T ;H), v = u′ in
(0, T ). Thus, we can take limits in (P0n), and obtain that u is solution of

u ∈C(−h,T ;V ), u′ ∈ C(−h,T ;H)∩Lp(0, T ;W),
u′(t)+ ∫ t0 A(s)u(s) ds + ∫ t0 B(s) ds
=ψ ′(0)+ ∫ t0 (F0(s, us, u′s)+ f (s)) ds, t ∈ [0, T ],
u(t)=ψ(t), t ∈ [−h,0].
(Pˆ0)
To simplify the notation, observe that from (Pˆ0), B is uniquely determined by u, and thus,
the whole sequence {B(t, vn(t))}n1 converges weakly to B in Lp′(0, T ;W∗).
In order to prove that u is in fact a solution of problem (P0), we only need to prove that
B(t)= B(t, u′(t)) in (0, T ). Firstly, from (2.7)–(2.9), we have
∣∣u′(T )∣∣2 + 〈A(T )u(T ),u(T )〉+ 2 lim sup
n→∞
T∫
0
〈
B
(
s, vn(s)
)
, vn(s)
〉
ds

∣∣ψ ′(0)∣∣2 + 〈A(0)ψ(0),ψ(0)〉+ 2
T∫ (
F0(s, us, u
′
s), u
′(s)
)
ds0
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T∫
0
〈
f (s), u′(s)
〉
ds +
T∫
0
〈
A′(s)u(s), u(s)
〉
ds,
and consequently, using identity (2.1) applied to (Pˆ0), we obtain
lim sup
n→∞
T∫
0
〈
B
(
s, vn(s)
)
, vn(s)
〉
ds 
T∫
0
〈B(s), u′(s)〉ds.
From (B.5),
T∫
0
〈
B
(
s, vn(s)
)−B(s,X(s)), vn(s)−X(s)〉ds  0,
∀X ∈ Lp(0, T ;W), ∀n 1. (2.10)
Taking limits in (2.10), we get
T∫
0
〈B(s)−B(s,X(s)), u′(s)−X(s)〉ds  0, ∀X ∈ Lp(0, T ;W). (2.11)
Now, if we set X = u′ − δZ with Z ∈ Lp(0, T ;W) and δ > 0, from (2.11) we obtain
T∫
0
〈B(s)−B(s, u′(s)− δZ(s)), δZ(s)〉ds  0,
∀Z ∈Lp(0, T ;W), ∀δ > 0. (2.12)
If we divide by δ in (2.12), and take limits as δ→ 0, from (B.2) and (B.3) we obtain
T∫
0
〈B(s)−B(s, u′(s)),Z(s)〉ds  0, ∀Z ∈ Lp(0, T ;W),
and consequently, B(s)= B(s,u′(s)) in (0, T ). ✷
Remark 2.2. Suppose now that F0 satisfy (F0.1)–(F0.3), and
(F0.4) ∃KF0 > 0 such that ∀x, x˜ ∈ C(−h,T ;V ), ∀y, y˜ ∈ C(−h,T ;H), and ∀t ∈
[0, T ],
t∫
0
∣∣F0(s, xs, ys)− F0(s, x˜s , y˜s)∣∣2 ds
KF0
t∫ (∥∥x(s)− x˜(s)∥∥2 + ∣∣y(s)− y˜(s)∣∣2)ds. (2.13)
−h
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tion F (x,y)0 : (0, T ) → H defined by F (x,y)0 (t) = F0(t, xt , yt ) a.e. t ∈ (0, T ), belongs to
L∞(0, T ;H). But, thanks to (F0.4), the mapping
Ξ0 : (x, y) ∈C(−h,T ;V )×C(−h,T ;H) → F (x,y)0 ∈ L2(0, T ;H)
has a unique extension to a mapping Ξ˜0 which is uniformly continuous from the prod-
uct space L2(−h,T ;V ) × L2(−h,T ;H) into L2(0, T ;H). From now on, we will also
write F0(t, xt , yt )= Ξ˜0(x, y)(t) for each (x, y) ∈L2(−h,T ;V )×L2(−h,T ;H). Conse-
quently, for every x, x˜ ∈ L2(−h,T ;V ), y, y˜ ∈ L2(−h,T ;H), and ∀t ∈ [0, T ], inequality
(2.13) will be satisfied.
Now, we are in a position to prove the following result.
Theorem 2.4. Assume that hypothesis (A.1)–(A.4), (B.1)–(B.5), and (F0.1)–(F0.4) hold.
Then, for each u0 ∈ V , v0 ∈H , f ∈Lp′(0, T ;W∗)+L1(0, T ;H), ψ ∈ L2(−h,0;V ), and
φ ∈ L2(−h,0;H) given, there exists a unique solution (u, v) to the problem

u ∈L2(−h,T ;V )∩C(0, T ;V ),
v ∈L2(−h,T ;H)∩C(0, T ;H)∩Lp(0, T ;W),
u′(t)= v(t), t ∈ [0, T ],
v′(t)+A(t)u(t)+B(t, v(t)) = F0(t, ut , vt )+ f (t), t ∈ (0, T ),
u(0)= u0, u′(0)= v0,
u(t)=ψ(t), v(t)= φ(t) a.e. t ∈ (−h,0).
(Q0)
The proof is similar to that of Theorem 2.3 and so we omit it.
Remark 2.3. Observe that in Theorems 2.3 and 2.4 we can add to A(t)u(t) terms of the
form A˜0(t, u(t)), and to B(t, u′(t)) terms of the form B˜0(t, u′(t)), with A˜0 and B˜0 sat-
isfying adequate conditions. More exactly, consider given A˜0(t, ·) :V → H and B˜0(t, ·) :
H →H , two families of nonlinear operators defined a.e. t ∈ (0, T ) and satisfying the fol-
lowing hypothesis:
(A˜0.1) ∀u ∈ V , the map t ∈ (0, T ) → A˜0(t, u) ∈H is Lebesgue measurable;
(A˜0.2) A˜0(t,0)= 0 a.e. t ∈ (0, T );
(A˜0.3) ∃LA˜0 > 0 such that |A˜0(t, u)− A˜0(t, u˜)| LA˜0‖u− u˜‖, ∀u, u˜ ∈ V a.e. t ∈ (0, T );
(B˜0.1) ∀v ∈H , the map t ∈ (0, T ) → B˜0(t, v) ∈H is Lebesgue measurable;
(B˜0.2) B˜0(t,0)= 0 a.e. t ∈ (0, T );
(B˜0.3) ∃LB˜0 > 0 such that |B˜0(t, v)− B˜0(t, v˜)| LB˜0 |v− v˜|, ∀v, v˜ ∈H a.e. t ∈ (0, T ).
Then, under the conditions of Theorem 2.3, we can assert existence and uniqueness of
solution to the problem

u ∈C(−h,T ;V ), u′ ∈ C(−h,T ;H)∩Lp(0, T ;W),
u′′(t)+A(t)u(t)+ A˜0(t, u(t))+B(t, u′(t))+ B˜0(t, u′(t))
= F0(t, ut , u′t )+ f (t), t ∈ (0, T ), (P˜0)
u(t)=ψ(t), t ∈ [−h,0],
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tion to the problem

u ∈L2(−h,T ;V )∩C(0, T ;V ),
v ∈L2(−h,T ;H)∩C(0, T ;H)∩Lp(0, T ;W),
u′(t)= v(t), t ∈ [0, T ],
v′(t)+A(t)u(t)+ A˜0(t, u(t))+B(t, v(t))+ B˜0(t, v(t))
= F0(t, ut , vt )+ f (t), t ∈ (0, T ),
u(0)= u0, v(0)= v0,
u(t)=ψ(t), v(t)= φ(t) a.e. t ∈ (−h,0).
(Q˜0)
It is enough to observe that we can substitute in problem (P0), or in problem (Q0), the term
F0(t, ut , u′t ) by the term F˜0(t, ut , u′t ), with F˜0 defined by
F˜0(t, ξ, η)= F0(t, ξ, η)− A˜0
(
t, ξ(0)
)− B˜0(t, η(0)),
∀ξ ∈C(−h,0;V ), ∀η ∈ C(−h,0;H), a.e. t ∈ (0, T ).
3. The case with delays depending on the spatial derivatives
We consider the hypothesis of Section 2, in the particular case W = V and p = 2.
Let F1 : (0, T )× C(−h,0;V )× C(−h,0;H)→ V ∗ and F2 : (0, T )× C(−h,0;V )×
C(−h,0;V )→ V ∗ be two families of nonlinear operators defined a.e. t ∈ (0, T ) such that
(F1.1) ∀(ξ, η) ∈ C(−h,0;V ) × C(−h,0;H), the map t ∈ (0, T ) → F1(t, ξ, η) ∈ V ∗ is
Lebesgue measurable;
(F1.2) F1(t,0,0)= 0 a.e. t ∈ (0, T );
(F1.3) ∃CF1 > 0 such that ∀ξ, ξ˜ ∈C(−h,0;V ), ∀η, η˜ ∈ C(−h,0;H), and a.e. t ∈ (0, T ),∥∥F1(t, ξ, η)− F1(t, ξ˜ , η˜)∥∥2∗ CF1(‖ξ − ξ˜‖2C(−h,0;V ) + |η− η˜|2C(−h,0;H));
(F2.1) ∀(ξ, η) ∈ C(−h,0;V ) × C(−h,0;V ), the map t ∈ (0, T ) → F2(t, ξ, η) ∈ V ∗ is
Lebesgue measurable;
(F2.2) F2(t,0,0)= 0 a.e. t ∈ (0, T ),
(F2.3) ∃CF2 > 0 such that ∀ξ, ξ˜ , η, η˜ ∈ C(−h,0;V ) and a.e. t ∈ (0, T ),∥∥F2(t, ξ, η)− F2(t, ξ˜ , η˜)∥∥2∗ CF2(‖ξ − ξ˜‖2C(−h,0;V ) + ‖η− η˜‖2C(−h,0;V ));
(F2.4) ∃KF2 > 0 such that ∀x, x˜, y, y˜ ∈C(−h,T ;V ) and ∀t ∈ [0, T ],
t∫
0
∥∥F2(s, xs, ys)− F2(s, x˜s , y˜s)∥∥2∗ ds
KF2
t∫
−h
(∥∥x(s)− x˜(s)∥∥2 + ∥∥y(s)− y˜(s)∥∥2)ds. (3.1)
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
u ∈C(−h,T ;V ), u′ ∈ L2(−h,T ;V )∩C(−h,T ;H),
u′′(t)+A(t)u(t)+B(t, u′(t))= F1(t, ut , u′t )+ F2(t, ut , u′t )+ f (t),
t ∈ (0, T ),
u(t)=ψ(t), t ∈ [−h,0],
(P)
where f ∈ L2(0, T ;V ∗)+L1(0, T ;H) andψ ∈ C(−h,0;V ), such thatψ ′ ∈ L2(−h,0;V )
∩C(−h,0;H), are given.
Remark 3.1. If (x, y) ∈ C(−h,T ;V )×C(−h,T ;H), we deduce from (F1.1)–(F1.3) that
the function F1(t, xt , yt ) belongs to L∞(0, T ;V ∗). Also, by (F2.1)–(F2.3), if (x, y) ∈
C(−h,T ;V ) × C(−h,T ;V ), the function F (x,y)2 : (0, T )→ V ∗ defined by F (x,y)2 (t) =
F2(t, xt , yt ) a.e. t ∈ (0, T ), belongs to L∞(0, T ;V ∗). Then, thanks to (F2.4), the mapping
Ξ2 : (x, y) ∈C(−h,T ;V )×C(−h,T ;V ) → F (x,y)2 ∈L2(0, T ;V ∗)
has a unique extension to a mapping Ξ˜2 which is uniformly continuous from the product
space L2(−h,T ;V )×L2(−h,T ;V ) into L2(0, T ;V ∗). From now on, we will also write
F2(t, xt , yt )= Ξ˜2(x, y)(t) for each (x, y) ∈ L2(−h,T ;V )×L2(−h,T ;V ), and thus, for
every x, y, x˜, y˜ ∈ L2(−h,T ;V ) and ∀t ∈ [0, T ] inequality (3.1) will continue to hold.
As a consequence of the preceding remark, the terms appearing in problem (P) make
sense. Now, we are interested in establishing some results on the existence and uniqueness
of solution to (P) under some additional assumptions. Firstly, we can prove the following
result.
Theorem 3.1. Assume that hypothesis (A.1)–(A.4), (B.1)–(B.5) with W = V and p = 2,
(F1.1)–(F1.3), and (F2.1)–(F2.4) hold. Suppose also the following condition:
(H) ∃γ > 0, λ, λˆ 0 such that ∀x, x˜, y, y˜ ∈ L2(−h,T ;V ), and ∀t ∈ [0, T ],
2
t∫
0
e−λs
〈
B
(
s, y(s)
)−B(s, y˜(s)), y(s)− y˜(s)〉ds
+ λ
t∫
0
e−λs
∣∣y(s)− y˜(s)∣∣2 ds
+ λ
t∫
0
e−λs
〈
A(s)
(
x(s)− x˜(s)), x(s)− x˜(s)〉ds
+ λˆ
0∫
e−λs
(∥∥x(s)− x˜(s)∥∥2 + ∥∥y(s)− y˜(s)∥∥2)ds
−h
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t∫
0
e−λs
∥∥y(s)− y˜(s)∥∥2 ds
+ 2
t∫
0
e−λs
〈
F2(s, xs, ys)− F2(s, x˜s, y˜s), y(s)− y˜(s)
〉
ds. (3.2)
Then, for each f ∈ L2(0, T ;V ∗) + L1(0, T ;H), ψ ∈ C(−h,0;V ), such that ψ ′ ∈
C(−h,0;H)∩L2(−h,0;V ), given, there exists a unique solution to problem (P).
Proof. Uniqueness of solutions. Assume that u and u˜ are two solutions of problem (P).
Denote v(t) = u′(t) and v˜(t) = u˜′(t), t ∈ [−h,T ]. Then, by Theorem 2.1 we obtain for
each t ∈ [0, T ],
e−λt
∣∣v(t)− v˜(t)∣∣2 + e−λt 〈A(t)(u(t)− u˜(t)), u(t)− u˜(t)〉
+ λ
t∫
0
e−λs
∣∣v(s)− v˜(s)∣∣2 ds + λ
t∫
0
e−λs
〈
A(s)
(
u(s)− u˜(s)), u(s)− u˜(s)〉ds
=
t∫
0
e−λs
〈
A′(s)
(
u(s)− u˜(s)), u(s)− u˜(s)〉ds
− 2
t∫
0
e−λs
〈
B
(
s, v(s)
)−B(s, v˜(s)), v(s)− v˜(s)〉ds
+ 2
t∫
0
e−λs
〈
F1(s, us, vs)− F1(s, u˜s , v˜s ), v(s)− v˜(s)
〉
ds
+ 2
t∫
0
e−λs
〈
F2(s, us, vs)− F2(s, u˜s , v˜s ), v(s)− v˜(s)
〉
ds.
By (A.2), (A.4), (H), the fact that e−λT  e−λt  1, ∀t ∈ [0, T ], and (F1.3), we obtain
∣∣v(t)− v˜(t)∣∣2 + α∥∥u(t)− u˜(t)∥∥2 + γ
t∫
0
∥∥v(s)− v˜(s)∥∥2 ds
 2eλT
t∫
0
〈
F1(s, us, vs)− F1(s, u˜s , v˜s ), v(s)− v˜(s)
〉
ds
 γ
2
t∫ ∥∥v(s)− v˜(s)∥∥2 ds
0
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2λT CF1
γ
t∫
0
(
sup
0θs
∥∥u(θ)− u˜(θ)∥∥2 + sup
0θs
∣∣v(θ)− v˜(θ)∣∣2)ds. (3.3)
From (3.3) we obtain that there exists k > 0 such that for all t ∈ [0, T ],
sup
0θt
∣∣v(θ)− v˜(θ)∣∣2 + sup
0θt
∥∥u(θ)− u˜(θ)∥∥2
 k
t∫
0
(
sup
0θs
∥∥u(θ)− u˜(θ)∥∥2 + sup
0θs
∣∣v(θ)− v˜(θ)∣∣2)ds,
and thus, uniqueness follows from Gronwall’s lemma.
Existence of solutions. We will proceed in two steps.
Step 1. Firstly, we consider that F1 ≡ 0. We have to prove existence of solution to

u ∈C(−h,T ;V ), v ∈C(−h,T ;H)∩L2(−h,T ;V ),
u′(t)= v(t), t ∈ [−h,T ],
v(t)+ ∫ t0 A(s)u(s) ds + ∫ t0 B(s, v(s)) ds
=ψ ′(0)+ ∫ t0 (F2(s, us, vs)+ f (s)) ds, t ∈ [0, T ],
u(t)=ψ(t), t ∈ [−h,0].
(P˜)
We will use a Galerkin scheme. Let {wi}i1 be a Hilbert basis of H such that {wi}i1 ⊂ V
and the subspace of V spanned by {wi}i1 is dense in V .
We will denote by Vm the subspace of V spanned by {w1, . . . ,wm}, by Pm ∈ L(H ;Vm)
the orthogonal projection from H onto Vm, and by P˜m ∈ L(V ;Vm) the orthogonal projec-
tion from V onto Vm.
We consider the problem

um ∈ L2(−h,T ;Vm)∩C(0, T ;Vm), vm ∈ L2(−h,T ;Vm)∩C(0, T ;Vm),
(um)′(t)= vm(t), t ∈ [0, T ],
(vm(t),w)+ ∫ t0 〈A(s)um(s),w〉ds + ∫ t0 〈B(s, vm(s)),w〉ds
= (Pmψ ′(0),w)+
∫ t
0 〈F2(s, ums , vms )+ f (s),w〉ds,
t ∈ [0, T ], ∀w ∈ Vm,
um(t)= P˜mψ(t), t ∈ [−h,0],
vm(t)= P˜mψ ′(t), t ∈ (−h,0).
(P˜m)
The existence and uniqueness of solution to problem (P˜m) is guaranteed by Theorem 2.4
(notice that in this case V =W =H = V ∗ =W∗ = Vm).
It is easy to obtain for t ∈ [0, T ],
e−λt
∣∣vm(t)∣∣2 + e−λt 〈A(t)um(t), um(t)〉
+ λ
t∫
0
e−λs
∣∣vm(s)∣∣2 ds + λ
t∫
0
e−λs
〈
A(s)um(s), um(s)
〉
ds
= ∣∣Pmψ ′(0)∣∣2 + 〈A(0)P˜mψ(0), P˜mψ(0)〉+
t∫
e−λs
〈
A′(s)um(s), um(s)
〉
ds0
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t∫
0
e−λs
〈
B
(
s, vm(s)
)
, vm(s)
〉
ds
+ 2
t∫
0
e−λs
〈
F2
(
s, ums , v
m
s
)+ f (s), vm(s)〉ds. (3.4)
By (H), (A.2), (A.4), and thanks to the fact that |Pmψ ′(0)|  |ψ ′(0)| and ‖P˜mψ(0)‖ 
‖ψ(0)‖, if we denote a0 = ‖A(0)‖L(V ,V ∗), we obtain from (3.4), for all t ∈ [0, T ],
∣∣vm(t)∣∣2 + α∥∥um(t)∥∥2 + γ
t∫
0
∥∥vm(s)∥∥2 ds
 eλT
∣∣ψ ′(0)∣∣2 + a0eλT ∥∥ψ(0)∥∥2 + λˆeλT
0∫
−h
(∥∥um(s)∥∥2 + ∥∥vm(s)∥∥2)ds
+ 2eλT
t∫
0
∣∣〈f (s), vm(s)〉∣∣ds. (3.5)
Observe that, if f = f1 + f2 with f1 ∈ L2(0, T ;V ∗) and f2 ∈ L1(0, T ;H), then
2eλT
t∫
0
∣∣〈f (s), vm(s)〉∣∣ds
 γ
2
t∫
0
∥∥vm(s)∥∥2 ds + 2e2λT
γ
T∫
0
∥∥f1(s)∥∥2∗ ds
+ 1
6
sup
0sT
∣∣vm(s)∣∣2 + 6e2λT
( T∫
0
∣∣f2(s)∣∣ds
)2
. (3.6)
As
0∫
−h
∥∥um(s)∥∥2 ds =
0∫
−h
∥∥P˜mψ(s)∥∥2 ds 
0∫
−h
∥∥ψ(s)∥∥2 ds
and
0∫ ∥∥vm(s)∥∥2 ds =
0∫ ∥∥P˜mψ ′(s)∥∥2 ds 
0∫ ∥∥ψ ′(s)∥∥2 ds,
−h −h −h
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∣∣vm(t)∣∣2 + α∥∥um(t)∥∥2 + γ
2
t∫
0
∥∥vm(s)∥∥2 ds C (3.7)
for all m  1 and all t ∈ [0, T ]. Consequently, the sequence {um}m1 is bounded in
C(0, T ;V ) and {vm}m1 is bounded in C(0, T ;H). Moreover, {um}m1 and {vm}m1
are bounded in L2(−h,T ;V ) (observe that P˜mψ →ψ and P˜mψ ′ →ψ ′ in L2(−h,0;V )).
Thanks to (B.3) (with p = 2), the sequence {B(·, vm(·))} is bounded in L2(0, T ;V ∗).
Also, by (F2.2) and (F2.4) the sequence {F2(·, um· , vm· )}m1 is bounded in L2(0, T ;V ∗).
Thus, there exist {umk (·)}mk0 ⊂ {um(·)}m1, ξ ∈ V, η ∈ H, and four functions u ∈
L2(−h,T ;V ), v ∈ L2(−h,T ;V ), B ∈ L2(0, T ;V ∗), and F2 ∈ L2(0, T ;V ∗) such that
umk ⇀ u in L2(−h,T ;V ) and in L∞(0, T ;V ) weak star,
umk (T )⇀ ξ in V,
vmk ⇀ v in L2(−h,T ;V ) and in L∞(0, T ;H) weak star,
vmk (T )⇀ η in H,
B
(·, vmk (·))⇀ B(·) in L2(0, T ;V ∗),
F2(·, umk· , vmk· ) ⇀F2(·) in L2(0, T ;V ∗).
Observe that A(·)umk (·) ⇀ A(·)u(·) and A′(·)umk (·) ⇀ A′(·)u(·) in L2(0, T ;V ∗). Ob-
serve also that the sequence um converges to ψ in L2(−h,0;V ), vm converges to ψ ′ in
L2(−h,0;V ), and vm(0) converges to ψ ′(0) in H . Also, for each t ∈ [−h,0], um(t) con-
verges to ψ(t) in V . Consequently, u=ψ in [−h,0] and v =ψ ′ in (−h,0).
Now, we prove that u′ = v in (0, T ). As (umk )′ = vmk in [0, T ], if χ is an absolutely
continuous function on [0, T ] such that χ ′ ∈ L2(0, T ) and χ(T )= 0, and we fix w ∈H,
then
−(P˜mkψ(0),w)χ(0)=
T∫
0
(
vmk (s),w
)
χ(s) ds +
T∫
0
(
umk (s),w
)
χ ′(s) ds,
and consequently, making k→∞,
−(ψ(0),w)χ(0)=
T∫
0
(
v(s),w
)
χ(s) ds +
T∫
0
(
u(s),w
)
χ ′(s) ds, ∀w ∈H. (3.8)
Fix t ∈ (0, T ), and for each n 1 such that t + 1/2n T , define
χn(s)=


1 if 0 s  t − 12n ,
1
2 + n(t − s) if t − 12n  s  t + 12n ,
0 if t + 1  s  T .
(3.9)
2n
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−(ψ(0),w)=
T∫
0
(
v(s),w
)
χn(s) ds − n
t+1/2n∫
t−1/2n
(
u(s),w
)
ds, ∀w ∈H,
and thus, by the separability of H , making n→∞ we obtain that a.e. t ∈ (0, T ),
−(ψ(0),w)=
t∫
0
(
v(s),w
)
ds − (u(t),w), ∀w ∈H,
and consequently, a.e. t ∈ (0, T ), then u(t)=ψ(0)+ ∫ t0 v(s) ds. If we define
uˆ(t)=
{
ψ(0)+ ∫ t0 v(s) ds if t ∈ [0, T ],
ψ(t) if t ∈ [−h,0],
then uˆ ∈C(−h,T ;V ), uˆ= u a.e. t ∈ [−h,T ] and uˆ′ = v in [−h,T ]. We can thus redefine
u ≡ uˆ and we obtain that u ∈ C(−h,T ;V ), u = ψ in [−h,0], and u′ = v in [−h,T ].
Observe also that
umk (T )= P˜mkψ(0)+
T∫
0
vmk (s) ds,
and thus, taking weak limits in V as k → ∞, we obtain ξ = ψ(0) + ∫ T0 v(s) ds, and
consequently, u(T )= ξ .
On the other hand, if we continue to denote by χ an absolutely continuous real function
on [0, T ] such that χ ′ ∈ L2(0, T ) and χ(T )= 0, and fix mj and w ∈ Vmj , differentiating
(vmk (t),w)χ(t) with 1mj mk , we get
−(Pmkψ ′(0),w)χ(0)=−
T∫
0
〈
A(s)umk (s),w
〉
χ(s) ds −
T∫
0
〈
B
(
s, vmk (s)
)
,w
〉
χ(s) ds
+
T∫
0
〈
F2
(
s, umks , v
mk
s
)+ f (s),w〉χ(s) ds
+
T∫
0
〈
vmk (s),w
〉
χ ′(s) ds.
We can take limits in the last equality as mk →∞, and observing that mj is arbitrary and
that
⋃
m1 Vm is dense in V , we can ensure that
−(ψ ′(0),w)χ(0)=−
T∫ 〈
A(s)u(s),w
〉
χ(s) ds −
T∫ 〈B(s),w〉χ(s) ds
0 0
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T∫
0
〈F2(s)+ f (s),w〉χ(s) ds +
T∫
0
〈v,w〉χ ′(s) ds, ∀w ∈ V.
(3.10)
If we fix t ∈ (0, T ) and use the functions χn defined by (3.9), from (3.10) we obtain
−(ψ ′(0),w)=−
T∫
0
〈
A(s)u(s),w
〉
χn(s) ds −
T∫
0
〈B(s),w〉χn(s) ds
+
T∫
0
〈F2(s)+ f (s),w〉χn(s) ds − n
t+1/2n∫
t−1/2n
〈
v(s),w
〉
ds, (3.11)
∀w ∈ V . We can take limits in (3.11) and obtain
−(ψ ′(0),w)=−
t∫
0
〈
A(s)u(s),w
〉
ds −
t∫
0
〈B(s),w〉ds
+
t∫
0
〈F2(s)+ f (s),w〉ds − 〈v(t),w〉 (3.12)
a.e. t ∈ (0, T ), ∀w ∈ V . By the separability of V , from (3.12) we obtain
v(t)=ψ ′(0)−
t∫
0
A(s)u(s) ds −
t∫
0
B(s) ds +
t∫
0
(F2(s)+ f (s))ds (3.13)
(equality in V ∗) a.e. t ∈ (0, T ). Thus, if we define
vˆ(t)=


ψ ′(0)− ∫ t0 A(s)u(s) ds − ∫ t0 B(s) ds + ∫ t0 (F2(s)+ f (s)) ds
if t ∈ [0, T ],
ψ ′(t), if t ∈ [−h,0],
we have that vˆ = v a.e. t ∈ (−h,T ), and consequently vˆ ∈ L2(−h,T ;V )∩L∞(0, T ;H).
Moreover, as ψ ′(0) ∈ H , A(·)u(·), B(·), F2(·), and f belong to L2(0, T ;V ∗) +
L1(0, T ;H), and vˆ = u with u ∈ L∞(0, T ;V ) and u′ ∈ L∞(0, T ;H), according to The-
orem 2.1, we can assert that vˆ ∈ C(−h,T ;H). Thus, we choose vˆ as being v, and we
obtain that v ∈C(−h,T ;H)∩L2(−h,T ;V ) and satisfies (3.13) for all t ∈ [0, T ]. Finally,
if w ∈ Vmj and mj mk, then
(
vmk (T ),w
)= (Pmψ ′(0),w)−
T∫
0
〈
A(s)um(s),w
〉
ds
−
T∫ 〈
B
(
s, vm(s)
)
,w
〉
ds +
T∫ 〈
F2
(
s, ums , v
m
s
)+ f (s),w〉ds,
0 0
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{wj }j1 is dense in V , we obtain
(η,w)= (ψ ′(0),w)−
T∫
0
〈
A(s)u(s),w
〉
ds
−
T∫
0
〈B(s),w〉ds +
T∫
0
〈F2(s)+ f (s),w〉ds, ∀w ∈ V,
and consequently v(T )= η.
We have thus proved that

u ∈C(−h,T ;V ), v ∈C(−h,T ;H)∩L2(−h,T ;V ),
v(t)= u′(t), t ∈ [−h,T ],
v(t)+ ∫ t0 A(s)u(s) ds + ∫ t0 B(s) ds =ψ ′(0)+ ∫ t0 (F2(s)+ f (s)) ds,∀t ∈ [0, T ],
u(t)=ψ(t), t ∈ [−h,0],
u(T )= ξ, v(T )= η.
To finish with Step 1, it is enough to prove that B(t)−F2(t)= B(t, v(t))− F2(t, ut , vt ),
t ∈ (0, T ). Consider X,Y ∈ L2(−h,T ;V ), such that X = ψ , Y = ψ ′ a.e. t ∈ (−h,0).
Define
amk = 2
T∫
0
e−λt
〈
B
(
t, vmk (t)
)−B(t, Y (t)), vmk (t)− Y (t)〉dt
+ λ
T∫
0
e−λt
〈
A(t)
(
umk (t)−X(t)), umk (t)−X(t)〉dt
+ λˆ
0∫
−h
e−λt
(∥∥P˜mkψ(t)−ψ(t)∥∥2 + ∥∥P˜mkψ ′(t)−ψ ′(t)∥∥2)dt
+ λ
T∫
0
e−λt
∣∣vmk (t)− Y (t)∣∣2 dt − γ
T∫
0
e−λt
∥∥vmk (t)− Y (t)∥∥2 dt
− 2
T∫
0
e−λt
〈
F2
(
t, u
mk
t , v
mk
t
)− F2(t,Xt , Yt ), vmk (t)− Y (t)〉dt
−
T∫
0
e−λt
〈
A′(t)
(
umk(t)−X(t)), umk (t)−X(t)〉dt.
Then, thanks to hypothesis (H) and (A.3), we can assert that amk  0.
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bmk = 2
T∫
0
e−λt
〈
B
(
t, vmk (t)
)
, vmk (t)
〉
dt + λ
T∫
0
e−λt
〈
A(t)umk (t), umk (t)
〉
dt
+ λ
T∫
0
e−λt
∣∣vmk (t)∣∣2 dt − γ
T∫
0
e−λt
∥∥vmk (t)∥∥2 dt
− 2
T∫
0
e−λs
〈
F2
(
t, u
mk
t , v
mk
t
)
, vmk (t)
〉−
T∫
0
e−λt
〈
A′(t)umk (t), umk (t)
〉
dt.
Then
lim
k→∞(a
mk − bmk )
=−2
T∫
0
e−λt
〈B(t), Y (t)〉dt − 2
T∫
0
e−λt
〈
B
(
t, Y (t)
)
, v(t)− Y (t)〉dt
− λ
T∫
0
e−λt
〈
A(t)X(t), u(t)−X(t)〉dt +
T∫
0
e−λt
〈
A′(t)u(t),X(t)
〉
dt
− λ
T∫
0
e−λt
〈
A(t)u(t),X(t)
〉
dt + λ
T∫
0
e−λt
∣∣Y (t)∣∣2 dt
− 2λ
T∫
0
e−λt
((
v(t), Y (t)
))
dt − γ
T∫
0
e−λt
∥∥Y (t)∥∥2 dt
+ 2γ
T∫
0
e−λt
((
v(t), Y (t)
))
dt + 2
t∫
0
e−λs
〈F2(t), Y (t)〉dt
+ 2
t∫
0
e−λs
〈
F2(t,Xt , Yt ), v(t)− Y (t)
〉
dt
+
T∫
0
e−λt
〈
A′(t)X(t), u(t)−X(t)〉dt. (3.14)
On the other hand, by (3.4) written in t = T ,
bmk =−e−λT ∣∣vmk (T )∣∣2 − e−λT 〈A(T )umk (T ),umk (T )〉
+ ∣∣Pmkψ ′(0)∣∣2 + 〈A(0)P˜mkψ(0), P˜mkψ(0)〉
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T∫
0
e−λt
∥∥vmk (t)∥∥2 dt + 2
T∫
0
e−λt
〈
f (t), vmk (t)
〉
dt,
and consequently,
lim sup
k→∞
bmk −e−λT ∣∣v(T )∣∣2 − e−λT 〈A(T )u(T ),u(T )〉+ 〈A(0)ψ(0),ψ(0)〉
+ ∣∣ψ ′(0)∣∣2 − γ
T∫
0
e−λt
∥∥v(t)∥∥2 dt + 2
T∫
0
e−λt
〈
f (t), v(t)
〉
dt. (3.15)
Taking into account that
e−λT
∣∣v(T )∣∣2 + e−λT 〈A(T )u(T ),u(T )〉− ∣∣ψ ′(0)∣∣2 − 〈A(0)ψ(0),ψ(0)〉
+ λ
T∫
0
e−λt
∣∣v(t)∣∣2 dt + λ
T∫
0
e−λt
〈
A(t)u(t), u(t)
〉
dt
=
T∫
0
e−λt
〈
A′(t)u(t), u(t)
〉
dt − 2
T∫
0
e−λt
〈B(t), v(t)〉dt
+ 2
T∫
0
e−λt
〈F2(t)+ f (t), v(t)〉 dt,
from (3.15) we obtain
lim sup
k→∞
bmk  λ
T∫
0
e−λt
∣∣v(t)∣∣2 dt + λ
T∫
0
e−λt
〈
A(t)u(t), u(t)
〉
dt
−
T∫
0
e−λt
〈
A′(t)u(t), u(t)
〉
dt − γ
T∫
0
e−λt
∥∥v(t)∥∥2 dt
+ 2
T∫
0
e−λt
〈B(t), v(t)〉dt − 2
T∫
0
e−λt
〈F2(t), v(t)〉 dt. (3.16)
From (3.14) and (3.16) we have
0 lim sup
k→∞
amk
 2
T∫
e−λt
〈B(t)−B(t, Y (t)), v(t)− Y (t)〉dt
0
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T∫
0
e−λt
〈
A′(t)
(
u(t)−X(t)), u(t)−X(t)〉dt + λ
T∫
0
e−λt
∣∣v(t)− Y (t)∣∣2 dt
− γ
T∫
0
e−λt
∥∥v(t)− Y (t)∥∥2 dt − 2
T∫
0
e−λt
〈F2(t)−F2(t,Xt , Yt ), v(t)− Y (t)〉dt
+ λ
T∫
0
e−λt
〈
A(t)
(
u(t)−X(t)), u(t)−X(t)〉dt. (3.17)
If in (3.17) we take X = u− δX˜ and Y = v − δY˜ with δ > 0, X˜ and Y˜ in L2(−h,T ;V )
such that X˜(t)= Y˜ (t)= 0 a.e. t ∈ (−h,0), we obtain
0 2δ
T∫
0
e−λt
〈B(t)−B(t, v(t)− δY˜ (t)), Y˜ (t)〉dt
− δ2
T∫
0
e−λt
〈
A′(t)X˜(t), X˜(t)
〉
dt
− 2δ
T∫
0
e−λt
〈F2(t)− F2(t, ut − δX˜t , vt − δY˜t ), Y˜ (t)〉dt
+ λδ2
T∫
0
e−λt
〈
A(t)X˜(t), X˜(t)
〉
dt + λδ2
T∫
0
e−λt
∣∣X˜(t)∣∣2 dt. (3.18)
Dividing by δ in (3.18), and letting δ → 0, by (B.2), (B.3), (F2.4), and Remark 3.1 we
get
0 2
T∫
0
e−λt
〈B(t)−F2(t)−B(t, v(t))+ F2(t, ut , vt ), Y˜ (t)〉dt. (3.19)
As Y˜ is an arbitrary element of L2(0, T ;V ), from (3.19) we obtain clearly that B(t) −
F2(t)= B(t, v(t))− F2(t, ut , vt ) as elements of L2(0, T ;V ∗).
Step 2. Now, we consider problem (P) under the conditions in the theorem. We denote
u0 ≡ v0 ≡ 0 ∈ V , and consider the sequence {un, vn}n1 of pairs of functions defined
recursively by

un ∈ C(−h,T ;V ), vn ∈ C(−h,T ;H)∩L2(−h,T ;V ),
(un)′(t)= vn(t), t ∈ [−h,T ],
vn(t)+ ∫ t0 A(s)un(s) ds + ∫ t0 B(s, vn(s)) ds
=ψ ′(0)+ ∫ t0 (F1(s, un−1s , vn−1s )+ F2(s, uns , vns )+ f (s)) ds, t ∈ [0, T ],
n
(Pn)u (t)=ψ(t), t ∈ [−h,0].
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L2(0, T ;V ∗). Consequently, by Step 1, we can ensure that problem (Pn) has a unique so-
lution pair.
Now, we can argue as in the proof of Theorem 2.3, and prove first that {un}n1
is a Cauchy sequence in C(−h,T ;H), and that {vn}n1 is a Cauchy sequence in
L2(−h,T ;V ) ∩ C(−h,T ;H). Then, {un}n1 converges in C(−h,T ;H) to a function
u that is the solution to (P). We easily obtain by (F1.3), that there exists k > 0 such that
sup
0st
∣∣vn+1(s)− vn(s)∣∣2 + sup
0st
∥∥un+1(s)− un(s)∥∥2
+
t∫
0
∥∥vn+1(s)− vn(s)∥∥2 ds
 k
t∫
0
sup
0θs
∥∥un+1(s)− un(s)∥∥2 ds
+ k
t∫
0
(
sup
0θs
∥∥un(θ)− un−1(θ)∥∥2 + sup
0θs
∣∣vn(θ)− vn−1(θ)∣∣2)ds (3.20)
for all n 1 and all t ∈ [0, T ]. In particular, if we denote
χn(t)= sup
0st
∣∣vn(s)− vn−1(s)∣∣2 + sup
0st
∥∥un(s)− un−1(s)∥∥2,
then
χn+1(t) k
t∫
0
χn(s) ds + k
t∫
0
χn+1(s) ds, ∀t ∈ [0, T ], ∀n 1.
Consequently, if we fix t ∈ (0, T ], then
χn+1(θ) k
t∫
0
χn(s) ds + k
θ∫
0
χn+1(s) ds, ∀θ ∈ [0, t],
for each n 1, and thus, by Gronwall’s lemma,
χn+1(θ)
(
k
t∫
0
χn(s) ds
)
ekT , ∀θ ∈ [0, t].
In particular,
χn+1(t)
(
k
t∫
χn(s) ds
)
ekT , ∀t ∈ [0, T ],0
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χn+1(T ) (ke
kT )n
n! χ
1(T ), ∀n 1. (3.21)
From (3.20) and (3.21), and the fact that un(t)=ψ(t) and vn(t)=ψ ′(t) for all t ∈ [−h,0]
and all n 1, we deduce that {un}n1 is a Cauchy sequence in C(−h,T ;V ) and {vn}n1
is a Cauchy sequence in L2(−h,T ;V )∩C(−h,T ;H). Thus, there exist u and v such that
un → u in C(−h,T ;V ) and vn → v in L2(−h,T ;V )∩ C(−h,T ;H). Now, by a similar
argument to the one in the proof of Theorem 2.3, we can deduce that u is the solution of
problem (P). ✷
With a similar proof to that in Theorem 3.1, we can obtain the following result.
Theorem 3.2. Assume that hypothesis (A.1)–(A.4), (B.1)–(B.5) with W = V and p = 2,
(F1.1)–(F1.3), (F2.1)–(F2.4), and (H) hold. Suppose also given a family of operators
F˜1 : (0, T )×C(−h,0;V )×C(−h,0;V )→H , such that
(F˜1.1) ∀(ξ, η) ∈ C(−h,0;V ) × C(−h,0;V ), the map t ∈ (0, T ) → F˜1(t, ξ, η) ∈ H is
Lebesgue measurable;
(F˜1.2) The map (ξ, η) ∈ C(−h,0;V )×C(−h,0;V ) → F˜1(t, ξ, η) ∈H is linear a.e. t ∈
(0, T );
(F˜1.3) There exists CF˜1 > 0 such that ∀ξ, η ∈ C(−h,0;V ) and a.e. t ∈ (0, T ),∣∣F˜1(t, ξ, η)∣∣2  CF˜1(‖ξ‖2C(−h,0;V ) + ‖η‖2C(−h,0;V ));
(F˜1.4) There exists KF˜1 > 0 such that ∀x, y ∈C(−h,T ;V ) and ∀t ∈ [0, T ],
t∫
0
∣∣F˜1(s, xs, ys)∣∣2 ds KF˜1
t∫
−h
(∥∥x(s)∥∥2 + ∥∥y(s)∥∥2)ds.
Then, for each f ∈ L2(0, T ;V ∗)+ L1(0, T ;H), u0 ∈ V , v0 ∈ H , and ψ ∈ C(−h,0;V )
such that ψ ′ ∈ C(−h,0;H) ∩ L2(−h,0;V ) given, there exists a unique solution to the
problem

u ∈C(−h,T ;V ), u′ ∈ L2(−h,T ;V )∩C(−h,T ;H),
u′′(t)+A(t)u(t)+B(t, u′(t))
=ψ ′(0)+F1(t, ut , u′t )+ F˜1(t, ut , u′t )+ F2(t, ut , u′t )+ f (t), t ∈ (0, T ),
u(t)=ψ(t), t ∈ [−h,0].
Remark 3.2. Suppose now that F1 satisfies
(F1.4) ∃KF1 > 0 such that ∀x, x˜ ∈C(−h,T ;V ), ∀y, y˜ ∈ C(−h,T ;H), and ∀t ∈ [0, T ],
t∫ ∥∥F1(s, xs, ys)− F1(s, x˜s , y˜s)∥∥2∗ ds0
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t∫
−h
(∥∥x(s)− x˜(s)∥∥2 + ∣∣y(s)− y˜(s)∣∣2)ds.
Then, reasoning as in the proof of Theorem 3.3 above, one can obtain the following
result.
Theorem 3.3. Assume that hypothesis (A.1)–(A.4), (B.1)–(B.5) with W = V and p = 2,
(F1.1)–(F1.4), (F˜1.1)–(F˜1.4), (F2.1)–(F2.4), and (H) hold. Then, for f ∈ L2(0, T ;V ∗)+
L1(0, T ;H), u0 ∈ V , v0 ∈H , ψ ∈L2(−h,0;V ), and φ ∈L2(−h,0;V ) given, there exists
a unique solution to the problem

u ∈L2(−h,T ;V )∩C(0, T ;V ), v ∈L2(−h,T ;V ) ∩C(0, T ;H),
u′(t)= v(t), t ∈ [0, T ],
v′(t)+A(t)u(t)+B(t, v(t))
= v0 + F1(t, ut , vt )+ F˜1(t, ut , vt )+ F2(t, ut , vt )+ f (t), t ∈ (0, T ),
u(0)= u0,
u(t)=ψ(t), v(t)= φ(t) a.e. t ∈ (−h,0).
Remark 3.3. Consider given A˜(t, ·) :V → V ∗ and B˜(t, ·) :H → V ∗, two families of non-
linear operators defined a.e. t ∈ (0, T ) and satisfying the following hypothesis:
(A˜.1) ∀u ∈ V , the map t ∈ (0, T ) → A˜(t, u) ∈ V ∗ is Lebesgue measurable;
(A˜.2) A˜(t,0)= 0 a.e. t ∈ (0, T );
(A˜.3) ∃LA˜ > 0 such that ‖A˜(t, u)− A˜(t, u˜)‖∗  LA˜‖u− u˜‖, ∀u, u˜ ∈ V a.e. t ∈ (0, T );
(B˜.1) ∀v ∈H , the map t ∈ (0, T ) → B˜(t, v) ∈ V ∗ is Lebesgue measurable;
(B˜.2) B˜(t,0)= 0 a.e. t ∈ (0, T );
(B˜.3) ∃LB˜ > 0 such that ‖B˜(t, v)− B˜(t, v˜)‖∗  LB˜ |v− v˜|, ∀v, v˜ ∈H a.e. t ∈ (0, T ).
Suppose also given Bˆ(·) ∈ L∞(0, T ;L(V ;H)).
Then, as in Remark 2.3, we can assert, under the conditions of Theorem 3.2, existence
and uniqueness of solution to the problem

u ∈C(−h,T ;V ), u′ ∈ L2(−h,T ;V )∩C(−h,T ;H),
u′′(t)+A(t)u(t)+ A˜(t, u(t))+B(s,u′(t))+ B˜(t, u′(t))+ Bˆ(t)u′(t)
=ψ ′(0)+F1(t, ut , u′t )+ F˜1(t, ut , u′t )+ F2(t, ut , u′t )+ f (t),
t ∈ (0, T ),
u(t)=ψ(t), t ∈ [−h,0].
(R)
Also, under the conditions of Theorem 3.3, we can assert existence and uniqueness of
solution to the problem

u ∈L2(−h,T ;V )∩C(0, T ;V ), v ∈L2(−h,T ;V ) ∩C(0, T ;H),
u′(t)= v(t), t ∈ [0, T ],
v′(t)+A(t)u(t)+ A˜(t, u(t))+B(t, v(t))+ B˜(t, v(t))+ Bˆ(t)v(t)
= v0 + F1(t, ut , vt )+ F˜1(t, ut , vt )+ F2(t, ut , vt )+ f (t), t ∈ (0, T ),
u(0)= u0,
u(t)=ψ(t), v(t)= φ(t) a.e. t ∈ (−h,0).
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To illustrate our theory, we shall consider two examples.
Example 1. Assume O ⊂Rn is a bounded open set with smooth boundary ∂O. Let us set
H = L2(O) and V =H 1(O). Let A(t)=−∆ for all t ∈ (0, T ).
Let h˜ : [0, T ] × R× Rn → R be a measurable function such that h˜(t,0,0)= 0 for all
t ∈ [0, T ], and there exists Lh˜ > 0 such that∣∣h˜(t, a, y)− h˜(t, a˜, y˜)∣∣ Lh˜(|a − a˜| + |y − y˜|)
for all (a, y), (a˜, y˜) ∈R×Rn and all t ∈ [0, T ].
For each w ∈H 1(O) and t ∈ [0, T ], denote by A˜0(t,w) the element of L2(O) defined
by A˜0(t,w)(x)= h˜(t,w(x),∇w(x)) a.e. x ∈O.
Let k : [0, T ]×R→R be a continuous function such that (k(t, a)−k(t, a˜))(a− a˜) 0,
∀a, a˜ ∈R, ∀t ∈ [0, T ], and such that there exist p > 1, ck > 0, and β > 0 satisfying∣∣k(t, a)∣∣ ck|a|p−1, k(t, a)a  β|a|p, ∀a ∈R, ∀t ∈ [0, T ].
A classical example of such a function is k(t, a)= βa3 for p = 4.
Given w ∈ Lp(O), denote, for t ∈ [0, T ], by B(t,w) the function of Lp/p−1(O) defined
by
B(t,w)(x)= k(t,w(x)), a.e. x ∈O.
Consider given k˜ : [0, T ] × R→ R, a measurable function such that k˜(t,0) = 0 for all
t ∈ [0, T ], and there exists Lk˜ > 0 such that∣∣k˜(t, a)− k˜(t, a˜)∣∣ Lk˜|a − a˜|
for all a, a˜ ∈ R and t ∈ [0, T ], and denote, for w ∈ L2(O), t ∈ [0, T ], by B˜0(t,w) the
functions of L2(O) defined by B˜0(t,w)(x)= k˜(t,w(x)) a.e. x ∈O.
Let us consider now a measurable map, f0 : [0, T ] ×R×Rn ×R→ R and three mea-
surable functions ωi : [0, T ] → R, i = 1,2,3, such that 0  ωi(t)  h for all t ∈ [0, T ].
Suppose that f0(t,0,0,0)= 0, ∀t ∈ [0, T ], and that there exists L> 0 such that∣∣f0(t, a, y, b)− f0(t, a˜, y˜, b˜)∣∣ L(|a − a˜| + |y − y˜| + |b− b˜|), (4.1)
∀t ∈ [0, T ], ∀a, a˜, b, b˜ ∈R, ∀y, y˜ ∈Rn.
For each (t, ξ, η) ∈ [0, T ]×C(−h,0;V )×C(−h,0;H), denote by F0(t, ξ, η) the func-
tion of L2(O) defined by
F0(t, ξ, η)(x)= f0
(
t, ξ
(−ω1(t))(x),∇ξ(−ω2(t))(x), η(−ω3(t))(x)).
Then, all the conditions in Theorem 2.3 and Remark 2.3 are satisfied, and consequently,
for each f ∈ Lp/p−1(O × (0, T )) + L1(0, T ;L2(O)) and ψ ∈ C(−h,0;H 1(O)), such
that ψ ′ ∈ C(−h,0;L2(O)), we can assert the existence and uniqueness of a solution
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responding problem (P˜0). This solution can be seen as generalized solution of the problem

∂2u
∂t2
−∆u(t)+ h˜(t, u(t),∇u(t))+ k(t, ∂u
∂t
(t)
)+ k˜(t, ∂u
∂t
(t)
)
= f0
(
t, u(t −ω1(t)),∇u(t −ω2(t)), ∂u∂t (t −ω3(t))
)+ f (t) in O× (0, T ),
∂u
∂ n = 0 in ∂O× (0, T ),
u(t)=ψ(t) in O× [−h,0],
where we denote by n the outward unit normal to ∂O.
If the functions ωi are such that for i = 1,2,3, ωi ∈ C1([0, T ]), and maxt∈[0,T ]ω′i (t)
< 1, F0 satisfies condition (F0.4), and consequently, for each u0 ∈ H 1(O), v0 ∈ L2(O),
f ∈Lp/p−1(O× (0, T ))+L1(0, T ;L2(O)), ψ ∈L2(−h,0;H 1(O)), and φ ∈L2((−h,0)
×O) we can also assert the existence and uniqueness of a solution u ∈ L2(−h,T ;H 1(O))
∩ C(0, T ;H 1(O)), such that ∂u/∂t ∈ L2((−h,T ) × O) ∩ Lp(O × (0, T )) ∩ C(0, T ;
L2(O)), of the corresponding problem (Q˜0). Now, this solution can be seen as general-
ized solution of the problem

∂2u
∂t2
−∆u(t)+ h˜(t, u(t),∇u(t))+ k(t, ∂u
∂t
(t)
)+ k˜(t, ∂u
∂t
(t)
)
= f0
(
t, u(t −ω1(t)),∇u(t −ω2(t)), ∂u∂t (t −ω3(t))
)+ f (t) in O× (0, T ),
∂u
∂ n = 0 in ∂O× (0, T ),
u(0)= u0, u′(0)= v0 in O,
u(t)=ψ(t), u′(t)= φ(t) in O× (−h,0).
Example 2. Assume O ⊂ Rn is a bounded open set. Let us set H = L2(O), V =H 10 (O),
and V ∗ =H−1(O). Let A(t)w =−∆w+w for all w ∈H 10 (O) and all t ∈ [0, T ].
Let h˜ : [0, T ] ×R×Rn → Rn be a measurable function such that h˜(t,0,0)= 0 for all
t ∈ [0, T ], and there exists Lh˜ > 0 such that∣∣h˜(t, a, y)− h˜(t, a˜, y˜)∣∣ Lh˜(|a − a˜| + |y − y˜|)
for all (a, y), (a˜, y˜) ∈R×Rn and all t ∈ [0, T ].
For each w ∈H 10 (O) and t ∈ [0, T ], denote by A˜(t,w) the element of H−1(O) defined
by
〈
A˜(t,w), v
〉= ∫
O
h˜
(
t,w(x),∇w(x)) · ∇v(x) dx − ∫
O
w(x)v(x) dx,
∀v ∈H 10 (O),
where we denote by · the scalar product in Rn.
For each w ∈L2(O) and t ∈ [0, T ], denote by Bˆ(t,w) the element of L2(O) defined by
Bˆ(t,w)(x)=−w(x) a.e. x ∈O.
Consider also given k : [0, T ]×Rn →Rn, a continuous function such that k(t,0)= 0 for
all t ∈ [0, T ], there exists c > 0 such that |k(t, y)| c|y| for all y ∈ Rn and all t ∈ [0, T ],
and (
k(t, y)− k(t, y˜)) · (y − y˜) 0, ∀y, y˜ ∈Rn, ∀t ∈ [0, T ].
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B(t,w), v
〉= β ∫
O
∇w(x) · ∇v(x) dx +
∫
O
w(x)v(x) dx
+
∫
O
k
(
t,∇w(x)) · ∇v(x) dx,
∀v ∈H 10 (O) with β > 0 fixed.
Let now n measurable maps f1j : [0, T ] ×R×Rn ×R→Rn and 3n measurable func-
tions ρij : [0, T ]→R, i = 1,2,3, j = 1, . . . , n, such that for each (i, j), 0 ρij (t) h for
all t ∈ [0, T ]. Suppose that f1j (t,0,0,0)= 0, ∀t ∈ [0, T ] for all j = 1, . . . , n, and that for
each j , there exists Lf1j > 0 such that ∀a, a˜, b, b˜ ∈R, ∀y, y˜ ∈Rn, ∀t ∈ [0, T ],∣∣f1j (t, a, y, b)− f1j (t, a˜, y˜, b˜)∣∣ Lf1j (|a − a˜| + |y − y˜| + |b− b˜|).
Denote by F1(t, ·, ·) the family of operators defined by
〈
F1(t, ξ, η), v
〉=− n∑
j=1
∫
O
f1j
(
t, ξ
(− ρ1j (t))(x),∇ξ(− ρ2j (t))(x),
η
(− ρ3j (t))(x)) ∂v∂xj (x) dx,
∀(ξ, η) ∈ C(−h,0;V )×C(−h,0;H), ∀v ∈ V, for each t ∈ [0, T ].
Consider now n measurable maps f2j : [0, T ]×R×Rn×R×Rn →R and 4n functions
τij : [0, T ] → R, i = 1,2,3,4, j = 1, . . . , n, such that for each (i, j), τij ∈ C1([0, T ]),
0 τij (t) h for all t ∈ [0, T ], and τ ∗j = max1i4(maxt∈[0,T ] τ ′ij (t)) < 1. Suppose that
f2j (t,0,0,0,0) = 0, ∀t ∈ [0, T ] for all j = 1, . . . , n, and that for each j , there exists
Lf2j
> 0 such that
∣∣f2j (t, a, y, b, z)− f2j (t, a˜, y˜, b˜, z˜)∣∣2
 Lf2j
(|a − a˜|2 + |y − y˜|2 + |b− b˜|2 + |z− z˜|2),
∀a, a˜, b, b˜ ∈R, ∀y, y˜, z, z˜ ∈Rn, ∀t ∈ [0, T ].
Denote by F2(t, ·, ·) the family of operators defined by
〈
F2(t, ξ, η), v
〉=− n∑
j=1
∫
O
f2j
(
t, ξ
(− τ1j (t))(x),∇ξ(− τ2j (t))(x),
η
(− τ3j (t))(x),∇η(− τ4j (t))(x)) ∂v∂xj (x) dx,
∀(ξ, η) ∈ C(−h,0;V )×C(−h,0;V ), ∀v ∈ V , for each t ∈ [0, T ].
Then, if one of the following conditions:
2
n∑( Lf2j
1 − τ ∗j
)1/2
 βe−βT , 2
n∑( Lf2j
1 − τ ∗j
)1/2
< e−1 max(2β,T −1)j=1 j=1
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quently, for each f ∈ L2(0, T ;H−1(O)) and ψ ∈ C(−h,0;H 10 (O)), such that ψ ′ ∈
C(−h,0;L2(O))∩L2(0, T ;H 10 (O)), we can assert the existence and uniqueness of a so-
lution u ∈ C(−h,T ;H 10 (O)), such that ∂u/∂t ∈ C(−h,T ;L2(O)) ∩ L2(−h,T ;H 10 (O)),
of the corresponding problem (R). This solution can be seen as generalized solution of the
problem

∂2u
∂t2
−∆u(t)−∇ · h˜(t, u(t),∇u(t))− β∆(∂u
∂t
(t)
)−∇ · k(t,∇( ∂u
∂t
(t)
))
=∑nj=1 ∂f2j∂xj (t, u(t − τ1j (t)),∇u(t − τ2j (t)),
∂u
∂t
(t − τ3j (t)),∇
(
∂u
∂t
(t − τ4j (t))
))+ f (t)
+∑nj=1 ∂f1j∂xj (t, u(t − ρ1j (t)),∇u(t − ρ2j (t)), ∂u∂t (t − ρ3j (t)))
in O× (0, T ),
u= 0 in ∂O× (0, T ),
u(t)=ψ(t) in O× [−h,0].
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