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Abstract
In this paper, we study cut generating functions for conic sets. Our first main result shows that
if the conic set is bounded, then cut generating functions for integer linear programs can easily
be adapted to give the integer hull of the conic integer program. Then we introduce a new class
of cut generating functions which are non-decreasing with respect to second-order cone. We
show that, under some minor technical conditions, these functions together with integer linear
programming-based functions are sufficient to yield the integer hull of intersections of conic
sections in R2.
Keywords: integer conic programming, integer hull of conic set, cut generating function,
subadditive function, second-order cone.
1. Introduction: Subadditive dual of conic integer programs
A natural generalization of linear integer programming is conic integer programming. Given
a regular cone K ⊆ Rn, that is a cone that is pointed, closed, convex, and full dimensional, we
can define a conic integer program as:
inf c⊤x
s.t. Ax − b ∈ K
x ∈ Zn+,
(1)
where A ∈ Rm×n, c ∈ Rn and b ∈ Rm. As is standard, we will henceforth write the constraint
Ax − b ∈ K as Ax K b, where we use the notation that u K v if and only if u − v ∈ K. In the
case where K is the non-negative orthant, that is K = Rm+ , the conic integer program is a standard
linear integer program.
A natural way to generate cuts for conic integer programs is via the notion of cut-generating
functions [1]. Consider a function f : Rm → R that satisfies the following:
1. f is subadditive, that is f (u) + f (v) ≥ f (u + v) for all u, v ∈ Rm,
2. f is non-decreasing with respect to K, that is f (u) ≥ f (v) whenever u K v,
3. f (0) = 0.
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Then it is straightforward to see that the inequality
n∑
j=1
f (A j)x j ≥ f (b), (2)
is valid for the conic integer program (1), where A j is the j-th column of A. We denote the set of
functions satisfying (1.), (2.) and (3.) above as FK .
In the paper [2], it was shown that, assuming a technical ‘discrete Slater’ condition holds, the
closure of the convex hull of the set of integer feasible solutions to (1) is described by inequalities
of the form (2) obtained from FK . This result from [2] generalizes result on subadditive duality
of linear integer programs [3, 4, 5, 6], that is inequalities (2) give the convex hull of (1) when
K = Rm+ and the constraint matrix A is rational. Also see [7, 8] for related models and results.
In the case where K = Rm+ and assuming A is rational, a lot more is known about the subset of
functions from FRm+ that are sufficient to describe the convex hull of integer solutions (also called
as the integer hull). For example, these functions have a constructive characterization using the
Chva´tal-Gomory procedure [9], it is sufficient to consider functions that are applied to every 2n
subset of constraints at a time (see [10], Theorem 16.5), or for a fixed A there is a finite list of
functions independent of b that describes the integer hull [6].
The main goal of this paper is to similarly better understand structural properties of sub-
sets of functions from FK that are sufficient to produce the integer hull of the underlying conic
representable set {x ∈ Rn | Ax K b}.
2. Main results
We will refer to the dual cone of a cone K as K∗ which we remind the reader is the set
K∗ := {y ∈ Rm | y⊤x ≥ 0 ∀x ∈ K}. Given a positive integer m, we denote the set {1, . . . ,m} by [m].
And given a subset X of Rn we denote its integer hull by XI .
2.1. Bounded sets
Given a regular cone K we call as linear composition the set of functions f obtained as
follows: Let the vectors w1,w2, . . . ,wp ∈ K∗ and the function f : Rm → R be given by
f (v) = g((w1)⊤v, (w2)⊤v, · · · , (wp)⊤v), (3)
where g ∈ FRp+ satisfies g(u) = −g(−u) for all u ∈ Rp. It is straightforward to see that linear
composition functions belong to FK and also satisfy f (v) = − f (−v) for all v ∈ Rm, which implies
that f generates valid inequalities of the form (2) even when the variables are not required to
be non-negative. Our first result describes a class of conic sets for which linear composition
functions are sufficient to produce the convex hull.
Theorem 1. Let K ⊆ Rm be a regular cone. Consider the conic set T = {x ∈ Rn | Ax K b}, where
A ∈ Rm×n and b ∈ Rm. Assume T has nonempty interior. Let pi⊤x ≥ pi0 be a valid inequality for
T I where pi ∈ Zn is non-zero. Assume B := {x ∈ T | pi⊤x ≤ pi0} is nonempty and bounded. Then,
for some natural number p ≤ 2n, there exist vectors y1, y2, . . . , yp ∈ K∗ such that pi⊤x ≥ pi0 is a
valid inequality for the integer hull of the polyhedron Q = {x ∈ Rn | (yi)⊤Ax ≥ (yi)⊤b, i ∈ [p]},
where (yi)⊤A is rational for all i ∈ [p].
2
We highlight here that particular care was taken in Theorem 1 to ensure that the outer ap-
proximating polyhedron has rational constraints.
Since a valid inequality for QI can be obtained using a subadditive function g ∈ FRp+ that
satisfies g(u) = −g(−u) for all u ∈ Rp [11] (note that the constraints matrix defining Q is rational),
Theorem 1 implies that if a cut separates a bounded set from T , then it can be obtained using
exactly one function (3) with p ≤ 2n. Geometrically, Theorem 1 can be interpreted as the fact that
if the set of points separated is bounded, then the cut can be obtained using a rational polyhedral
outer approximation.
We obtain the following corollary immediately: If the set {x ∈ Rn | Ax K b} is compact and
has non-empty interior, then it is sufficient to restrict attention to linear composition functions to
obtain the convex hull. A proof of Theorem 1 is presented in Section 3.
2.2. New family of cut-generating functions
In the previous section we stated that any valid inequality for the integer hull of a bounded
conic set can be obtained using linear composition functions. So what happens when the underly-
ing set is not bounded? Consider the simple unbounded set T ′ = {(x1, x2) ∈ R2+ | x1x2 ≥ 1}, which
is one branch of a hyperbola1. This set is conic representable, that is T ′ = {x ∈ R2+ | Ax K b},
where K is the second-order cone L3 and
A =

0 0
1 −1
1 1
 , b =

−2
0
0
 . (4)
(We use the notationLm :=
{
x ∈ Rm |
√
x21 + x
2
2 + · · · + x
2
m−1 ≤ xm
}
to represent the second-order
cone in Rm.) The integer hull of T ′ is given by the following two inequalities:
x1 ≥ 1, x2 ≥ 1. (5)
It is straightforward to verify that the inequalities (5) are not valid for any polyhedral outer
approximation of T ′. Indeed any polyhedral outer approximation of T ′ contains integer points
not belonging to T ′ (see Proposition 3). Therefore, applying the cut-generating recipe (3) a
finite number of times (that is considering integer hulls of a finite number of polyhedral outer
approximations of T ′) does not yield x1 ≥ 1. However, we note here that we can use linear
composition (3) to obtain a cut of the form x1 + x2/k ≥ 1 where k ∈ Z+ and k ≥ 1. Clearly⋂
k∈Z+,k≥1
{
x ∈ R2 | x1 + x2/k ≥ 1
}
= {x ∈ R2 | x1 ≥ 1}.
However, it would be much nicer if we could directly obtain x1 ≥ 1 without resorting to obtaining
it as an implication of an infinite sequence of cuts.
Many papers [12, 13, 14, 15, 16, 17, 18, 19, 20] have explored various families of subadditive
functions for linear integer programs. Our second result, in the same spirit, is a parametrized
family of functions that belongs to FK , where K is the second-order cone Lm. The formal result
is as follows:
1In this paper, we refer to the curve, as well as the convex region delimited by this curve, as the branch of a hyperbola.
Same for parabolas and ellipses.
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Theorem 2. Let j ∈ [m − 1]. Define Γ j := {γ ∈ Rm | γm ≥ ∑m−1i=1 |γi|, γm > |γ j|}. Suppose
γ ∈ Γ j ∪ interior (Lm). Consider the real-valued function fγ : Rm → R defined as:
fγ(v) =

γ⊤v + 1 if v j , 0 and γ⊤v ∈ Z,⌈
γ⊤v
⌉
otherwise.
(6)
Then, fγ ∈ FLm .
Figure 1: Slice at x3 = 1 of the second-order cone L3 and Γ1.
To see an example of use of fγ, consider j = 1 and γ = (0, 0.5, 0.5). Then applying the
resulting function fγ to the columns of (4) we obtain the inequality x1 ≥ 1.
Note that the validity of the first inequality in (5) can be explained via the disjunction x1 ≤
0 ∨ x1 ≥ 1. Therefore, some of the cuts generated using (6) can be viewed as split disjunctive
cuts. Significant research has gone into describing split disjunctive cuts (newer implied conic
constraints) for conic sections [21, 22, 23, 24, 25, 26, 27]. However, to the best of our knowledge,
there is no family of subadditive functions in FLm which have been described in closed form
previously.
It is instructive to compare cuts obtained using (6) with two well-known approaches for
generating cuts for the integer hull of second-order conic sets [28, 29]. Note that the CG cuts
described in [28] are a special case2 of cuts generated via linear composition (3). Therefore as
discussed above, the CG cuts described in [28] cannot generate (5) directly. The conic MIR
procedure described in [29] begins with first generating an extended formulation which applied
to T ′ would be of the form:
t0 ≤ x1 + x2
t1 ≥ 2
t2 ≥ |x1 − x2|
t0 ≥ |t|2
x1, x2 ∈ Z+, t ∈ R3+.
Then, cuts for the set {(x, t2) ∈ Z2+ ×R | t2 ≥ |x1− x2|} are considered. However, this set is integral
in this case and therefore no cuts are obtained. Thus, the conic MIR procedure does not generate
the inequalities (5).
2More precisely, in [28] the variables are assumed to be non-negative, in which case we can drop the requirement of
g satisfying g(u) = −g(−u) in the definition of linear composition.
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Remark 1. The function fγ defined in (6) is piecewise linear, and it is therefore tempting to
think it may also belong to FRm+ . However it is straightforward to check that fγ is not necessarily
non-decreasing with respect to R3+. Let j = 1 and γ = (0, ρ, ρ) where ρ is a positive scalar. Then
fγ(v1, v2, v3) =

ρ(v2 + v3) + 1 if v1 , 0 and ρ(v2 + v3) ∈ Z,
⌈ρ(v2 + v3)⌉ otherwise.
Consider the vectors u = (0, 0, 1/ρ) and v = (−1, 0, 1/ρ). Then u ≥
R
3
+
v, whereas fγ(u) = 1 <
2 = fγ(v).
A proof of Theorem 2 is presented in Section 4.
2.3. Cuts for integer conic sets in R2
As mentioned earlier, the family of functions (6) yields the inequalities (5). Indeed, we are
able to verify a more general result in R2. To explain this result, we will need the following
results:
Lemma 1. Let G be one branch of a hyperbola in R2. Then G can be represented as G = {x ∈
R2 | Ax L3 b}, where A ∈ R3×2 is such that A11, A12 = 0. Moreover, the asymptotes of G have
equations
(A21 + A31)x1 + (A22 + A32)x2 = b3 + b2 (7)
(−A21 + A31)x1 + (−A22 + A32)x2 = b3 − b2. (8)
In order to generate cuts for G in Lemma 1 using functions (6) we first require the variables
to be non-negative. Therefore, let us write G as
A1x+1 − A
1x−1 + A
2x+1 − A
2x−1 L3 b (9)
x+1 , x
−
1 , x
+
2 , x
−
2 ≥ 0 (10)
x j = x+j − x
−
j j ∈ {1, 2}. (11)
Assuming that the asymptotes of G are rational, we may assume that the coefficients in (7) and
(8) are integers and then let τ = gcd(A21 + A31, A22 + A32). Let j = 1 and γ = (0, 1/τ, 1/τ). Then
we apply the function fγ to obtain the following cut for (9), (10):
(A21 + A31)
τ
x+1 −
(A21 + A31)
τ
x−1 +
(A22 + A32)
τ
x+2 −
(A22 + A32)
τ
x−2 ≥ fγ(b). (12)
Now, using (11) and observing that the coefficient of x+j is the negative of the coefficient of x−j
in (12), j = 1, 2, we can project the inequality (12) to the space of the original x variables. The
resulting cut is parallel to the asymptote (7). We can do a similar calculation to obtain a cut
parallel to the other asymptote (8). We state all this concisely in the next proposition.
Proposition 1. Let G = {x ∈ R2 | Ax L3+ b} be one branch of a hyperbola with rational
asymptotes, where A ∈ R3×2 and A11, A12 = 0. Then the following inequalities are valid for GI:
(u j)⊤A1x1 + (u j)⊤A2x2 ≥ τ j fγ j (b), (13)
where u1 = (0, 1, 1), u2 = (0,−1, 1), τ j = gcd((u j)⊤A1, (u j)⊤A2) and γ j := u j/τ j, j = 1, 2.
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We are now ready to state the main result of this section.
Theorem 3. Let W =
⋂
i∈[m]
W i, where W i = {x ∈ R2 | Aix Lmi bi}, Ai ∈ Rmi×2, bi ∈ Rmi and
Lmi is the second-order cone in Rmi . Assume W has nonempty interior and each constraint
Aix Lmi bi in the description of W is either a half-space or a single conic section, such as a
parabola, an ellipse, or one branch of a hyperbola. Also assume that if W i is a hyperbola, then
it is non-degenerate and it is written as in Lemma 1, that is Ai ∈ R3×2 and Ai11, A
i
12 = 0. Finally,
we assume that each W i is non-redundant, that is, for all j ∈ [m], W is strictly contained in⋂
i∈[m],i, j
W i. Then the following statements hold:
1. If W∩Z2 = ∅, then this fact can be certified with the application of at most two inequalities
generated from (3) or (13);
2. Assume interior(W) ∩ Z2 , ∅. If pi⊤x ≥ pi0 defines a face of W I where pi ∈ Z2 is non-zero,
then this inequality can be obtained with application of exactly one function (3) or it is one
of the inequalities (13).
Proof of Lemmma 1 and Theorem 3 are presented in Section 5.
3. Cutting-planes separating bounded set of points
In this section, we prove Theorem 1. We begin by stating three well-known lemmas.
Lemma 2. Let K ∈ Rn be a closed cone and let K∗ denote its dual. Then interior (K∗) = {y ∈
Rn | y⊤x > 0 ∀x ∈ K \ {0}}.
Hereafter, we will denote the recession cone of a set C by rec.cone(C) and the dual of
rec.cone(C) by rec.cone∗(C).
Lemma 3. Let C ⊆ Rn be a nonempty closed convex set. Then the following statements hold:
(i) for every c ∈ interior (rec.cone∗(C)) the problem inf{c⊤x | x ∈ C} is bounded.
(ii) for every c < rec.cone∗(C) the problem inf{c⊤x | x ∈ C} is unbounded.
Lemma 4 (Conic strong duality [30]). Let K ⊆ Rm be a regular cone. Consider the conic set
T = {x ∈ Rn | Ax K b}, where A ∈ Rm×n and b ∈ Rm. Assume interior T , ∅. If c ∈ Rn
is such that inf{c⊤x | x ∈ T } is bounded, then there exists y ∈ K∗ such that y⊤A = c⊤ and
y⊤b = inf{c⊤x | x ∈ T }.
The next lemma states that under some conditions it is possible to separate a point from a set
using a rational separating hyperplane.
Lemma 5. Let C ⊆ Rn be a closed convex set. Assume interior (rec.cone∗(C)) , ∅. Let z < C.
Then there exist pi ∈ Qn, pi , 0, and pi0 ∈ R such that pi⊤z < pi0 ≤ pi⊤x for all x ∈ C.
Proof. The standard separation theorem ensures that there exist w ∈ Rn, w , 0, and w0 ∈ R such
that w⊤z < w0 ≤ w⊤x for all x ∈ C. As interior (rec.cone∗(C)) , ∅ there exist w1,w2, . . . ,wn+1 ∈
interior (rec.cone∗(C)) affinely independent. For every i ∈ [n + 1] let wi0 = inf{(wi)⊤x | x ∈ C}. In
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view of Lemma 3 we have that wi0 is finite for all i ∈ [n + 1]. Since w0 − w⊤z > 0 and z is fixed,
we can chose εi > 0, i ∈ [n + 1], such that
|
n+1∑
i=1
εi(wi)⊤z −
n+1∑
i=1
εiw
i
0| < w0 − w
⊤z. (14)
Moreover, since w1,w2, . . . ,wn+1 are affinity independent, the cone generated by these vectors is
full dimensional. Thus, the scalars εi > 0, i ∈ [n+1], can be chosen such that pi := w+
∑n+1
i=1 εiw
i ∈
Qn. Now observe that
pi⊤z < w0 +
n+1∑
i=1
εiw
i
0 ≤ inf{w
⊤x | x ∈ C} +
n+1∑
i=1
inf{(εiwi)⊤x | x ∈ C}
≤ inf{(w⊤ +
n+1∑
i=1
εiw
i)⊤x | x ∈ C} ≤ pi⊤x ∀x ∈ C,
where the first strict inequality follows from (14). Therefore, pi⊤z < pi0 ≤ pi⊤x for all x ∈ C,
where pi0 := w0 +
∑n+1
i=1 εiw
i
0.
The next result will imply Theorem 1.
Proposition 2. Let T be the set as in the statement of Lemma 4. Consider the set B := {x ∈
T | pi⊤x ≤ pi0}, where pi ∈ Zn is non-zero. Then B is bounded if and only if pi ∈ interior(rec.cone∗(T )),
in which case for some natural number p′, there exist vectors y1, y2 . . . , yp′ ∈ K∗ such that the
polyhedron
P = {x ∈ Rn | pi⊤x ≤ pi0, (yi)⊤Ax ≥ (yi)⊤b, i ∈ [p′]}
contains B and PI = BI , where (yi)⊤A is rational for all i ∈ [p′].
Proof. Assume B is bounded. We claim that d⊤pi > 0, for all d ∈ rec.cone(T ) \ {0}. Indeed, if
d ∈ rec.cone(T ) is such that d⊤pi ≤ 0, then d ∈ rec.cone(B), which implies that d = 0 since B is
bounded. Now, in view of Lemma 2, the claim implies that pi ∈ interior (rec.cone∗(T )).
Assume pi ∈ interior (rec.cone∗(T )). As pi ∈ Zn, let {v1, v2, . . . , vn−1} ⊆ Qn be an orthogonal
basis of the linear subspace orthogonal to pi. Since pi ∈ interior (rec.cone∗(T )), there exists a
positive constant ε such that wi := pi + εvi and wi+n−1 := pi − εvi belong to interior (rec.cone∗(T ))
for all i ∈ [n − 1]. As we may assume that ε is rational, we obtain that wi is rational for all
i ∈ [2n − 2]. It follows from Lemma 3 and Lemma 4 that for all i ∈ [2n − 2] there exists
yi ∈ K∗ such that (yi)⊤Ax ≥ (yi)⊤b is a valid inequality for T , where (yi)⊤A = wi ∈ Qn. Since
pi ∈ interior (rec.cone∗(T )), Lemma 3 and Lemma 4 also imply that there exists y2n−1 ∈ K∗ such
that (y2n−1)⊤Ax ≥ (y2n−1)⊤b is a valid inequality for T , where (y2n−1)⊤A = pi⊤ ∈ Qn. Now, let
P1 = {x ∈ Rn | pi⊤x ≤ pi0, (yi)⊤Ax ≥ (yi)⊤b, i ∈ [2n − 1]}. By our choice of wi and using the fact
that (y2n−1)⊤b ≤ pi⊤x ≤ pi0 for all x ∈ P1 (if pi0 ≤ (y2n−1)⊤b, then P1 = ∅), it is easy to verify that
P1 is bounded. Since P1 contains B, we obtain that B is also bounded.
If (P1)I = BI , then we are done by setting P to P1, in which case p′ = 2n − 1. Otherwise,
as P1 is bounded, there is only a finite number of integer points z ∈ P1 \ B. For each one of
these points z, we construct a rational valid inequality w0 ≤ w⊤x for T that is guaranteed by
Lemma 5 that separates z from B, that is w⊤z < w0. It remains to show that this inequality can
be obtained ‘via dual multipliers’: This is straightforward by again examining the conic program
inf{w⊤x | x ∈ T } and applying Lemma 4.
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Proof. of Theorem 1 Let pi⊤x ≥ pi0 be a valid inequality for T I , where pi ∈ Zn is non-zero.
Suppose B = {x ∈ T | pi⊤x ≤ pi0} is nonempty and bounded. Then, by Proposition 2, using dual
multipliers y0, y1, . . . , yp′ ∈ K∗, and letting P = {x ∈ Rn | pi⊤x ≤ pi0, (yi)⊤Ax ≥ (yi)⊤b, i ∈ [p′]},
we have that (i) P ⊇ B and (ii) P ∩ Zn = B ∩ Zn. Note that interior(B) ∩ Zn = ∅ and the only
integer points in B are those that satisfy pi⊤x = pi0.
Now using an argument similar to Corollary 16.5a [10], there is a subset of 2n inequalities
defining P together with piT x < pi0 such that the resulting set contains no integer points. WLOG
{x ∈ Rn | pi⊤x ≤ pi0, (yi)⊤Ax ≥ (yi)⊤b, i ∈ [p]} is lattice-free, where p ≤ 2n, i.e., pi⊤x ≥ pi0
is a valid inequality for the integer hull of Q = {x ∈ Rn | (yi)⊤Ax ≥ (yi)⊤b, i ∈ [p]} where
(yi)⊤A ∈ Qn for i ∈ [p].
Remark 2. If T ∩ Zn , ∅, then using the same argument as in the proof of Corollary 16.6 [10]
(also see [31]), the bound of 2n in Theorem 1 can be improved to 2n − 1.
The next proposition illustrates that if the set B in the statement of Theorem 1 is not bounded,
then the result may not hold.
Proposition 3. Let T ′ := {(x ∈ R2+ | x1x2 ≥ 1}. Every polyhedral outer approximation of T ′
contains points of the form (0, k) (and similarly points of form (k, 0)) for k sufficiently large
natural number.
Proof. Suppose {x ∈ R2 |αi1x1 + αi2 x2 ≥ βi, i ∈ [q]}, is a polyhedral outer approximation of
T ′ where q is some natural number. Since the recession cone of this polyhedron contains the
recession cone of T ′, that is R2+, we have that αi1, α
i
2 ≥ 0.
We will prove that there exist points of the form (0, k) belonging to this outer approximation
by showing that for all i ∈ [q] there exists a ki such that (αi)⊤(0, t) ≥ βi for all t ∈ [ki,∞) ∩ Z.
If αi2 = 0, then βi ≤ 0 (since αi1/k + αi2k ≥ βi for all k ∈ R+). Therefore ki = 0. If αi2 > 0, then
ki = βi/αi2.
4. A family of cut-generating functions in FLm and its properties
In this section, we show that fγ defined in (6) belongs to FK . Clearly fγ satisfies property (3.)
in the definition of FK , that is fγ(0) = 0. In Proposition 4 and 5 we prove that fγ also satisfies
properties (1.) and (2.).
Proposition 4. The function fγ defined in (6) is subadditive.
Proof. Let u, v ∈ Rm. If at least one of these vectors fits in the first clause of (6), then we have
fγ(u + v) ≤
⌈
γ⊤(u + v)
⌉
+ 1 ≤
⌈
γ⊤u
⌉
+
⌈
γ⊤v
⌉
+ 1 ≤ fγ(u) + fγ(v).
Now, suppose that neither u nor v satisfies the first clause. If u + v does not fit in the first clause,
then we are done because ⌈·⌉ is a subadditive function. Assume u + v satisfies the first clause,
that is
u j + v j , 0, γ⊤(u + v) = γ⊤u + γ⊤v ∈ Z. (15)
In this case, u j and v j cannot be simultaneously zero, say u j , 0. Then
γ⊤u < Z, (16)
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because u does not satisfies the first clause. It follows from (15) and (16) that
γ⊤v < Z. (17)
Finally, (15), (16), (17) together imply
fγ(u) + fγ(v) =
⌈
γ⊤u
⌉
+
⌈
γ⊤v
⌉
= γ⊤u + γ⊤v + 1 = fγ(u + v),
where the second inequality follows from the fact that γ⊤u + γ⊤v ∈ Z.
Lemma 6. Let w ∈ Lm and j ∈ [m − 1]. Let Γ j be the set as in the statement of Theorem 2. If
γ ∈ Lm, then γ⊤w ≥ 0. If, in addition, γ ∈ Γ j ∪ interior (Lm) and w j , 0, then γ⊤w > 0.
Proof. We have that γ ∈ Lm. Therefore, since w Lm 0 and Lm is a self-dual cone, we conclude
that γ⊤w ≥ 0. Now, assume w j , 0. If either γ or w is in the interior of Lm, then it follows
directly from Lemma 2 that γ⊤w > 0. Assume γ,w < interior (Lm). Then
wm =
√
w21 + w
2
2 + · · · + w
2
m−1 (18)
γm =
√
γ21 + γ
2
2 + · · · + γ
2
m−1. (19)
Two observations follows: (i) as w j , 0, equation (18) implies that for all i ∈ [m − 1] such that
i , j we have wm > |wi|; (ii) since γm > |γ j|, equation (19) implies that γi , 0 for some i ∈ [m−1]
such that i , j. Now, for all i ∈ [m− 1] such that γi ≥ 0, we multiply wm > −wi by γi and, for all
i ∈ [m − 1] such that γi < 0, we multiply wm > wi by −γi. In view of observations (i) and (ii), at
least one of the resulting inequalities remains strict. Then adding them all we obtain∑
i∈[m−1]: γi≥0
γiwm +
∑
i∈[m−1]: γi<0
−γiwm >
∑
i∈[m−1]: γi≥0
γi(−wi) +
∑
i∈[m−1]: γi<0
(−γi)wi
⇒
∑
i∈[m−1]
|γi|wm > −
∑
i∈[m−1]
γiwi
⇒ γmwm > −
∑
i∈[m−1]
γiwi,
where the last implication follows from the fact that γm ≥
∑m−1
i=1 |γi| and wm ≥ 0. The result
follows from this last inequality.
Proposition 5. The function fγ defined in (6) is non-decreasing with respect to Lm.
Proof. Let u, v ∈ Rm. Suppose u Lm v. By applying Lemma 6 to w = u − v we conclude that
γ⊤u ≥ γ⊤v, (20)
where the inequality (20) holds strictly whenever u j − v j , 0. Now, we use these facts to prove
that fγ(v) ≤ fγ(u). If u fits in the first clause of (6), then fγ(v) ≤ γ⊤v + 1 ≤ γ⊤u + 1 = fγ(u),
where the second inequality follows from (20). Assume u does not satisfies the first clause. If
v does not fit in the first clause, then the result follows directly from (20) and the fact that ⌈·⌉ is
non-decreasing. Suppose v satisfies the first clause, that is v j , 0 and γ⊤v ∈ Z. In this case,
if u j = 0, then u j − v j , 0 and hence (20) holds strictly. Therefore, we conclude that fγ(v) =
γ⊤v + 1 ≤ ⌈γ⊤u⌉ = fγ(u). On the other hand, if u j , 0, then γ⊤u < Z (since u does not satisfy the
first clause), and using (20) we obtain γ⊤v < ⌈γ⊤u⌉ and hence fγ(v) = γ⊤v + 1 ≤ ⌈γ⊤u⌉ = fγ(u),
which completes the proof.
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5. Application of cut-generating functions in R2
In this section, we will prove Theorem 3. We begin with proofs of two technical lemmas.
Lemma 7. Let W i = {x ∈ R2 | Aix Lmi bi} be a parabola, where Ai ∈ Rmi×2, bi ∈ Rmi and Lmi
is the second-order cone in Rmi . If pi ∈ rec.cone∗(W i) \ interior (rec.cone∗(W i)), pi , 0, then the
problem inf{pi⊤x | x ∈ W i} is unbounded.
Proof. Up to a rotation, any parabola in R2 can be written as {(x, y) ∈ R2 | y ≥ ρ(x − x0)2 +
y0}, where ρ > 0. In this case, the recession cone of the parabola is a vertical line. As pi ∈
rec.cone∗(W i) \ interior (rec.cone∗(W i)) we must have pi2 = 0, in which case pi1 , 0 and the
problem is clearly unbounded.
Lemma 8. Let W be the set as in the statement of Theorem 3. Assume, in addition, that W is
unbounded. Let pi , 0 be such that pi < interior (rec.cone∗(W)). If the problem
α := inf{pi⊤x | x ∈ W} (21)
is bounded, then there exists i0 ∈ [m] such that
α = inf{pi⊤x | W i0 }. (22)
Moreover, W i0 = {x ∈ R2 | Ai0 x Lmi0 bi0 } is either:
(i) a half-space defined by pi⊤x ≥ α; or
(ii) one branch of a hyperbola whose one of the asymptotes is orthogonal to pi.
Proof. Since the primal problem (21) is bounded and strictly feasible, we have that its dual
sup{
m∑
i=1
(bi)⊤yi |
m∑
i=1
(yi)⊤Ai = pi⊤, yi ∈ L∗mi ∀i ∈ [m]} (23)
is solvable [30]. We will show that (23) admits an optimal solution for which yi = 0 for all
i ∈ [m] except for one particular i0 ∈ [m].
Since (21) is bounded, it follows from Lemma 3 that pi ∈ rec.cone∗(W). On the other hand,
by assumption pi is not in the interior of that cone. Therefore, using Lemma 2 we conclude that
there exists a non-zero vector d0 ∈ rec.cone(W) such that pi⊤d0 = 0. Then any feasible solution
(y1, y2, · · · , ym) of (23) satisfies
0 = pi⊤d0 =
m∑
i=1
(yi)⊤Aid0.
Moreover, each term in this summation is non-negative since Aid0 Lmi 0 (recall d0 ∈ rec.cone(W))
and yi ∈ L∗mi , for all i ∈ [m]. As a result, we have (yi)⊤Aid0 = 0 ∀i ∈ [m]. As d0 is a non-zero
vector in R2, we conclude that for each i ∈ [m] there must exist a scalar λi such that
(yi)⊤Ai = λipi⊤. (24)
We claim that λi ≥ 0 for all i ∈ [m]. To prove the claim, all we need to show is that (yi)⊤Ai
and pi are in the same half-space. By assumption pi ∈ rec.cone∗(W). Since rec.cone∗(W) is
contained in a half-space (otherwise we would have rec.cone(W) = {0} which contradicts the
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fact that W is unbounded), it is enough to prove that (yi)⊤Ai ∈ rec.cone∗(W). To see why this is
true, note that for all d ∈ rec.cone(W i) we have Aid Lmi 0, which implies (yi)⊤Aid ≥ 0. Thus,
(yi)⊤Ai ∈ rec.cone∗(W i) ⊆ rec.cone∗(W), where the last containment follows from the fact that
rec.cone(W i) ⊇ rec.cone(W).
Now, suppose (y1, y2, · · · , ym) is an optimal solution of the dual problem (23). If λi = 0, then
we must have (bi)⊤yi = 0, because (bi)⊤yi > 0 would imply the dual problem to be unbounded
and (bi)⊤yi < 0 would imply that the current solution is not optimal. Hence we have that if λi = 0,
then we can set yi = 0 without altering the objective value. On the other hand, since pi , 0, (24)
combined with the equality in (23) imply that the λ’s add up to 1. Thus, we cannot have λi = 0 for
all i ∈ [m]. Suppose λi, λ j > 0 for some i, j ∈ [m], i , j. We claim that (bi)⊤yi = (λi/λ j)(b j)⊤y j.
Without loss of generality, assume by contradiction that (bi)⊤yi < (λi/λ j)(b j)⊤y j. Then, since
λi + λ j ≤ 1 we obtain
(bi)⊤yi + (b j)⊤y j < λi
λ j
(b j)⊤y j + (b j)⊤y j ≤ 1
λ j
(b j)⊤y j.
In this case, we could set λi = 0, λ j = 1 and yi = 0 to obtain a new feasible solution with
objective value strictly larger. But this contradicts the fact that y is an optimal solution. Thus, the
claim holds and by setting λi = 0, λ j = 1 and yi = 0 we obtain a new feasible solution with the
same objective value, and hence optimal. In this case, we set i0 = j.
Consider now the primal-dual pair
β := inf{pi⊤x | Ai0 x Lmi0 b
i0}, (25)
sup{(bi0)⊤yi0 | (yi0)⊤Ai0 = pi⊤, yi0 ∈ L∗mi0 }. (26)
Let x∗ be an ε-optimal solution to the original primal (21), that is x∗ ∈ W and pi⊤x∗ ≤ α + ε.
Clearly, x∗ is feasible for (25). Note now that the dual solution constructed above for (23), when
restricted to the yi0 component is a feasible solution to (26) with objective value α. Thus, we have
α ≤ β ≤ pi⊤x∗ ≤ α + ε, where the first inequality follows from weak duality to the primal-dual
pair (25-26) and the second inequality follows from fisibility of x∗ to (25). By taking the limit as
ε goes to zero, we obtain (22).
To prove the second part of the lemma, we first observe that rec.cone∗(W i0 ) ⊆ rec.cone∗(W).
If pi < rec.cone∗(W i0 ), then (22) would be unbounded by Lemma 3. As pi < interior (rec.cone∗(W)),
we have that pi < interior (rec.cone∗(W i0 )). Hence, pi ∈ rec.cone∗(W i0 ) \ interior (rec.cone∗(W i0 )).
Now, W i0 cannot define an ellipse because then W ⊆ W i0 would be bounded. Since pi ∈
rec.cone∗(W i0 ) \ interior(rec.cone∗(W i0 )), if W i0 was a parabola, then problem (22) would be
unbounded in view of Lemma 7. Therefore, only two possibilities remain:
(i) W i0 is defined by a linear inequality, say µ⊤x ≥ µ0. In this case µ must be a multiple of pi,
otherwise problem (22) would be unbounded. Thus, we may assume pi = µ and then µ0 = α.
(ii) W i0 is one branch of a hyperbola. In this case, rec.cone(W i0 ) is defined by the asymptotes of
the hyperbola. As pi ∈ rec.cone∗(W i0 ) \ interior(rec.cone∗(W i0 )), pi must be orthogonal to one of
the asymptotes.
Next we prove Lemma 1 that was stated in Section 2.3.
Proof. of Lemma 1 Any conic section (parabola, ellipse, hyperbola) in R2 is a curve defined by
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a quadratic equation of the form
1
2
x⊤Qx + d⊤x + s = 0, (27)
where s is a scalar, d ∈ R2 and Q = VDV⊤. In this factorization, V ∈ R2×2 is orthonormal and
D =
[
λ1 0
0 λ2
]
,
where λ1, λ2 are the eigenvalues of Q. In particular, the curve defined by (27) is a hyperbola if
and only if one of these eigenvalues is positive and the other is negative. After changing variables
y := V ′x and completing squares, equation (27) can be written in exactly one of the following
forms
[β1(y1 − α1)]2 − [β2(y2 − α2)]2 = ±η2, (28)
where η and αi, βi, for i = 1, 2, are constants depending on the coefficients of (27). In what
follows, we assume that the coefficient of η2 is positive. If it was negative, then we could multiply
(28) by −1 and all we will do next would be analogous. Under this assumption, one branch of
the hyperbola is given by
G+ := {y ∈ R2 | (η)2 + [β2(y2 − α2)]2 ≤ [β1(y1 − α1)]2, β1(y1 − α1) ≥ 0}
= {y ∈ R2 |
√
η2 + [β2(y2 − α2)]2 ≤ β1(y1 − α1)}
= {y ∈ R2 | (η, β2(y2 − α2), β1(y1 − α1)) ∈ L3}
= {y ∈ R2 |

0 0
0 β2
β1 0

[
y1
y2
]
L3

−η
β2α2
β1α1
}.
Then, going back to the space of the original variables we obtain
G+ = {x ∈ R2 |

0 0
β2v12 β2v22
β1v11 β1v21

[
x1
x2
]
L3

−η
β2α2
β1α1
},
where vi j are the entries of the matrix V . The other branch of the hyperbola is given by
G− := {y ∈ R2 | (η)2 + [β2(y2 − α2)]2 ≤ [β1(y1 − α1)]2, β1(y1 − α1) ≤ 0}.
After the change of variables y˜ := −y we obtain
G− = {y˜ ∈ R2 | (η)2 + [β2(−y˜2 − α2)]2 ≤ [β1(−y˜1 − α1)]2, β1(−y˜1 − α1) ≤ 0}
= {y˜ ∈ R2 | (η)2 + [β2(y˜2 + α2)]2 ≤ [β1(y˜1 + α1)]2, β1(y˜1 + α1) ≥ 0}
= {y˜ ∈ R2 | (η, β2(y˜2 + α2), β1(y˜1 + α1)) ∈ L3}
= {y˜ ∈ R2 |

0 0
0 β2
β1 0

[
y˜1
y˜2
]
L3

−η
−β2α2
−β1α1
}.
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Going back to the space of the original variables we obtain
G− = {x ∈ R2 |

0 0
−β2v12 −β2v22
−β1v11 −β1v21

[
x1
x2
]
L3

−η
−β2α2
−β1α1
}.
It follows from (28) that the asymptotes of G+ have equations
β1y1 + β2y2 = β1α1 + β2α2,
β1y1 − β2y2 = β1α1 − β2α2.
In the space of x variables they become
(β1v11 + β2v12)x1 + (β1v21 + β2v22)x2 = β1α1 + β2α2, (29)
(β1v11 − β2v12)x1 + (β1v21 − β2v22)x2 = β1α1 − β2α2.
The asymptotes of G− are obtained in a similar way.
Lemma 9. Let G be one branch of a non-degenerate hyperbola in R2. Let pi⊤x ≥ pi0 be a face of
GI such that pi ∈ Z2 is non-zero and orthogonal to one of the asymptotes. Then pi⊤x ≥ pi0 is one
of the inequalities (13).
Proof. Using the same notation adopted in the proof of Lemma 1 above, we assume G = G+. If
G = G−, then the proof is analogous. Note that G is contained in the set
H := {x ∈ R2 | (β1v11 + β2v12)x1 + (β1v21 + β2v22)x2 ≥ β1α1 + β2α2,
(β1v11 − β2v12)x1 + (β1v21 − β2v22)x2 ≥ β1α1 − β2α2}.
Assume pi is orthogonal to the asymptote (29). The proof of the case in which pi is orthogonal to
the second asymptote is similar. Since pi ∈ Z2 is non-zero, we may assume that the coefficients
of x1 and x2 in (29) are integers. Let
τ := gcd{β1v11 + β2v12, β1v21 + β2v22}.
Since the hyperbola is non-degenerate, the line
(β1v11 + β2v12)x1 + (β1v21 + β2v22)x2 = β1α1 + β2α2
does not intersect G. However, for all ε > 0, the equation
β1v11 + β2v12
τ
x1 +
β1v21 + β2v22
τ
x2 =
β1α1 + β2α2
τ
+ ε (30)
intersects G along a ray. Moreover, (30) has integral solutions if and only if the right-hand-side
is integral.
Therefore, if (β1α1 + β2α2)/τ ∈ Z, then the inequality
β1v11 + β2v12
τ
x1 +
β1v21 + β2v22
τ
x2 ≥
β1α1 + β2α2
τ
+ 1 (31)
13
is a face of GI , and hence it is equivalent to pi⊤x ≥ pi0. On the other hand, if (β1α1 + β2α2)/τ < Z,
then
β1v11 + β2v12
τ
x1 +
β1v21 + β2v22
τ
x2 ≥
⌈
β1α1 + β2α2
τ
⌉
(32)
is a face of GI , and hence it is equivalent to pi⊤x ≥ pi0.
Observe now that (31) and (32) are one of the inequalities (13) in view of Proposition 1.
Next we use Lemma 8 and Lemma 9 above to proof Theorem 3.
Proof. of Theorem 3 First, we observe that if W is bounded, then the result follows directly from
Theorem 1. Suppose W is unbounded. We have two cases:
Case 1: W ∩Z2 = ∅. In this case, there exist pi = (pi1, pi2) with pi1, pi2 integer relatively prime and
a integer pi0 such that [32, 33]
W ⊆ {x ∈ R2 | pi0 ≤ pi⊤x ≤ pi0 + 1}. (33)
We will show that the cut pi⊤x ≥ pi0 + 1 can be obtained using subadditive functions (3) or
using one of the inequalities (13). Analogous proof holds for the cut pi⊤x ≤ pi0. A consequence
of W being between these two lines is that rec.cone(W) is orthogonal to pi and, therefore, pi <
interior (rec.cone∗(W)) in view of Lemma 2. Then, by Lemma 8,
α := inf{pi⊤x | W i0 } = inf{pi⊤x | x ∈ W},
for some i0 ∈ [m], where there are only two possibilities for W i0 = {x ∈ R2 | Ai0 x Lmi0 bi0 }:
(i) W i0 is the half-space pi⊤x ≥ α: In this case, since Ai0 x Lmi0 bi0 is non-redundant, we have
that the line pi⊤x = α intersects W. Note that pi0 ≤ α in view of (33). Since W is unbounded and
its recession cone is orthogonal to pi, if α = pi0, then W would contain a integer point from the
line pi⊤x = pi0. Therefore, α > pi0 in which case pi⊤x ≥ ⌈α⌉ = pi0 + 1 is a valid inequality for W I
and this cut can be obtained using a subadditive function (3).
(ii) W i0 is a hyperbola whose one of the asymptotes is orthogonal to pi: Without loss of generality,
we may assume that the asymptote orthogonal to pi has equation pi⊤x = α. Let
β =

α + 1 if α ∈ Z
⌈α⌉ if α < Z.
(34)
Since the hyperbola is non-degenerate, we have that pi⊤x ≥ β is a valid inequality for (W i0 )I .
Moreover, pi⊤x = β contains a ray of W i0 since β > α. Then, since pi1 and pi2 are relatively prime
and β ∈ Z, we have that pi⊤x ≥ β is, in addition, a face of (W i0 )I . Now, it follows from Lemma 9
that this face is one of the inequalities (13). Finally, note that pi0 ≤ α < pi0 + 1. Thus, we have
that β = pi0 + 1.
Case 2: interior(W) ∩ Z2 , ∅. By assumption, the components of pi are integers and, without
loss of generality, we may also assume they are relatively prime. We now have three cases.
1. pi < rec.cone∗(W): In this case, by Lemma 3, we have that inf{pi⊤x | x ∈ W} is unbounded.
Since we assume that interior(W) ∩ Z2 , ∅, we obtain that inf{pi⊤x | x ∈ W ∩ Z2} is
unbounded [34], which contradicts the fact that pi⊤x ≥ pi0 is a valid inequality for W I .
2. pi ∈ interior(rec.cone∗(W)) : In this case, {x ∈ W | pi⊤x ≤ pi0} is bounded in view of
Proposition 2. Therefore, it follows from Theorem 1 that the valid inequality pi⊤x ≥ pi0 can
be obtained using functions (3).
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3. pi ∈ rec.cone∗(W) \ interior(rec.cone∗(W)): Since interior(W) ∩ Z2 , ∅ and inf{pi⊤x | x ∈
W ∩ Z2} is bounded, we have that α := inf{pi⊤x | x ∈ W} is bounded [34]. Then, by
Lemma 8, α = inf{pi⊤x | W i0 }, for some i0 ∈ [m], where there are only two possibilities for
W i0 = {x ∈ R2 | Ai0 x Lmi0 bi0 }:
(i) W i0 is the half-space pi⊤x ≥ α: Since Ai0 x Lmi0 bi0 is non-redundant, we have that
the line pi⊤x = α intersects W. Thus, pi⊤x ≥ ⌈α⌉ is a valid inequality for W I and this
cut can be obtained using a subadditive function (3). Now, we only need to show that
⌈α⌉ = pi0. It is enough to show that the line pi⊤x = ⌈α⌉ intersects W ∩ Z2. Note that the
line pi⊤x = ⌈α⌉ intersects W (otherwise we would have W ⊆ {x ∈ R2 | pi⊤x < ⌈α⌉} which
contradicts the fact that W ∩ Z2 , ∅ since pi⊤x ≥ ⌈α⌉ is valid inequality for W I). Thus,
{x ∈ W | pi⊤x = ⌈α⌉} , ∅. Moreover, since pi ∈ rec.cone∗(W) \ interior(rec.cone∗(W)),
there exists a non-zero vector d ∈ rec.cone(W) such that pi⊤d = 0. Therefore, d is in the
recession cone of {x ∈ W | pi⊤x = ⌈α⌉}. Hence, pi⊤x = ⌈α⌉ contains a ray of W. Thus,
pi⊤x = ⌈α⌉ contains an integer point of W since pi1 and pi2 are relatively prime.
(ii) W i0 is a hyperbola one of whose asymptotes is orthogonal to pi: As in Case 1 (ii), we
can show that pi⊤x ≥ β is a face of W i0 , where β is defined in (34). Moreover, by Lemma 9,
pi⊤x ≥ β is one of the inequalities (13). Now, only remains to show that β = pi0. It is
enough to show that pi⊤x = β intersects W ∩ Z2. Clearly, pi⊤x ≥ β is a valid inequality for
W I ⊆ W i0 . Since α < β, we have that the line pi⊤x = β intersects W (otherwise we would
have W ⊆ {x ∈ R2 | pi⊤x < β} which contradicts the fact that W ∩ Z2 , ∅). Therefore, as in
the case (i) above, we can prove that pi⊤x = β contains a ray of W. Thus, pi⊤x = β contains
an integer point of W since pi1 and pi2 are relatively prime and β ∈ Z.
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