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AHLFORS REGULARITY AND FRACTAL DIMENSION OF
SMALE SPACES
DIMITRIS MICHAIL GERONTOGIANNIS
Abstract. We prove that, up to topological conjugacy, every Smale space admits
an Ahlfors regular Bowen measure. Bowen’s construction of Markov partitions
implies that Smale spaces are factors of topological Markov chains. The latter are
equipped with Parry’s measure which is Ahlfors regular. By extending Bowen’s
construction we create a tool for transferring the Ahlfors regularity of the Parry
measure down to the Bowen measure of the Smale space. An essential part of our
method uses a refined notion of approximation graphs over compact metric spaces.
Our work has two main applications, the first one being new estimates for the
Hausdorff, box-counting and Assouad dimensions for a large class of Smale spaces.
The second is that we solve Bowen’s equation for the topological pressure in a class
of Smale spaces that includes Wieler solenoids.
1. Introduction
Ahlfors regular measures have been fundamental to the study of fractal structures.
In particular, if an iterated function system has the open set condition then it admits
an Ahlfors regular measure [43]. In the 1960’s Parry [51], using the Perron-Frobenius
Theorem, constructed an Ahlfors regular measure for topological Markov chains. In
the 1970’s, Bowen [12–14], using Markov partitions, showed that topological Markov
chains provide a combinatorial model of arbitrary precision for Smale spaces. How-
ever, Smale spaces themselves have not been shown to admit an Ahlfors regular
measure in general, and the purpose of this paper is to bridge this gap. One of our
main results regarding Ahlfors regularity is the following.
Theorem (see Corollary 7.8). Any mixing Smale space is topologically conjugate to
a mixing Smale space on which the Bowen measure is Ahlfors regular.
A Borel measure µ on a compact metric space (X, d) is Ahlfors s-regular if it is of
the order rs on every closed ball of radius r. In this case, the measure µ is comparable
to the s-dimensional Hausdorff measure and the typically distinct Hausdorff, box
and Assouad dimensions of (X, d) are equal to s, see Subsection 2.2. Metric spaces
that admit Ahlfors regular measures provide an abstract framework for the tools
of harmonic analysis to be applied since, in particular, they are uniformly perfect
and doubling, two very useful properties in analysis (see [32, Chapter 11] and the
numerous references therein). In addition, Lebesgue’s Differentiation Theorem holds
[4, Theorem 5.2.6]. Moreover, Ahlfors regularity lies deep in the heart of fractional
calculus [3,64] and opens a window to apply Connes’ noncommutative machinery [19]
in the study of metric spaces and dynamical systems. A major example comes from
the recent work of Goffeng and Mesland [29] where they used the theory of Riesz
potentials [72] to study C∗-algebras build from full-shifts.
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Smale spaces were defined by Ruelle in [62] as models for hyperbolic dynamical sys-
tems and provide a topological description of the typically fractal-like non-wandering
parts of Smale’s Axiom A systems [67]. Roughly speaking, a Smale space is a compact
metric space (X, d) together with a homeomorphism ϕ having exponential contraction
and expansion behaviour. Basic examples are the non-wandering parts of Axiom A
systems, hyperbolic toral automorphisms, subshifts of finite type and the solenoidal
attractors defined by Williams [71] that were later extended by Wieler [70]. In this
paper we focus on non-wandering Smale spaces, which due to Smale’s Decomposition
Theorem [62, Section 7.4] can be studied through their irreducible or mixing parts.
Mixing Smale spaces are equipped with Bowen’s measure [14]; the unique invariant
probability measure that is ergodic and maximises the topological entropy. Bowen’s
measure defined on topological Markov chains coincides with the quite tractable Parry
measure [51]. A deeper connection between these two measures comes from Bowen’s
construction of Markov partitions of arbitrarily small diameter [12]. With this, given
a mixing Smale space (X, d, ϕ) one can build a topological Markov chain (Σ, ρ, σ) and
a factor map π : (Σ, ρ, σ) → (X, d, ϕ). Among many nice properties (see Theorem
5.5) the map π becomes a measure-theoretic isomorphism when both Smale spaces are
equipped with Bowen’s measure. Therefore, Parry’s measure provides a combinatorial
description of Bowen’s measure.
Using the Perron-Frobenius Theorem one can show that Parry’s measure on (Σ, ρ, σ)
is Ahlfors regular, see Subsection 4.2. This fact is straightforward, mainly because Σ
is equipped with an ultrametric ρ. On the other hand, Bowen’s measure on (X, d, ϕ)
is not necessarily Ahlfors regular. However, if the metric d is homogeneous enough,
for instance exhibiting self-similarity, in Theorem 7.7 we show that it is possible to
transfer the Ahlfors regularity of the Parry measure down to the Bowen measure
using the factor map π.
The main tool for transferring Ahlfors regularity using factor maps is Theorem 6.2
which essentially provides a way to approximate the metric structure of Smale spaces.
This theorem extends the work of Bowen on Markov partitions. More precisely, given
a Smale space (X, d, ϕ) equipped with a Markov partition, using the dynamics, we
build a refining sequence of open covers (Vn)n≥0 of X with diameters converging to
zero. The sequence (Vn)n≥0 encodes various topological properties of the dynamical
system from which the most important is derived from the Neighbouring Rectangles
Lemma 5.16. Without having any assumption on the metric d, this lemma implies
that
(1.1) supnmaxV ∈Vn #{W ∈ Vn : W ∩ V 6= ∅} <∞,
which manifests that Smale spaces are quite homogeneous on a topological level.
Moreover, the sequence (Vn)n≥0 encodes the metric d. Depending on the behaviour
of ϕ, it is possible to estimate the rate of decay of the Lebesgue covering numbers
and the diameters of Vn as n goes to infinity. The best estimates can be obtained in
the case where (X, d, ϕ) has self-similar dynamics, which occurs when both Lipschitz
constants of ϕ and ϕ−1 are equal to the contraction/expansion constant of (X, d, ϕ).
In this case, the uniform upper bound in (1.1) yields that for every r ∈ (0, diam(X))
with nr = min{n ∈ N : diam(V ) ≤ r, for every V ∈ Vn} it holds that
(1.2) supx∈X supr#{W ∈ Vnr : W ∩B(x, r) 6= ∅} <∞.
This uniformity should be interpreted as a homogeneity condition of the metric space
at every scale.
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In Theorem 7.7 we prove that for every homogeneous enough Smale space (semi-
conformal that satisfies condition (1.2), see Section 7) the Bowen measure is Ahlfors
regular. As a consequence, the Hausdorff, box and Assouad dimensions coincide and
have a nice description. Moreover, this makes it possible to obtain new estimates for
the Hausdorff and box dimensions (see Corollary 7.9) of Smale spaces, where ϕ and
ϕ−1 are Lipschitz maps (with some restrictions).
At this point, a reasonable question to ask is whether there exist many homo-
geneous Smale spaces for which Theorem 7.7 holds. The answer to this is positive
and can be derived from the recent work of Artigue [6] who, based on the work of
Fried [28] and Fathi [25], constructed self-similar metrics for expansive dynamical
systems. More precisely, any Smale space (X, d, ϕ) admits a self-similar metric d′,
which induces the same topology as d, so that (X, d′, ϕ) is again a Smale space with
self-similar dynamics.
There is a vast literature on Ahlfors regularity, and hyperbolicity plays a prominent
role in its study. A major example is the work of Patterson [52], where he constructed
measures on the limit sets of finitely generated Fuchsian groups of the second kind.
In many cases such measures are Ahlfors regular, for instance if there are no parabolic
elements. However, in the presence of parabolic elements this is not necessarily true
[27, Corollary 2.5]. His work was later extended by Sullivan [68] in the framework of
Kleinian groups and such measures are now known as Patterson-Sullivan measures.
A few years later their results were extended by Coornaert [20] in the framework of
Gromov hyperbolic groups.
Our result about Ahlfors regularity of Smale spaces is essentially complementary
to the results of Patterson, Sullivan and Coornaert, when viewing Smale spaces as
fractal-like structures in negatively curved spaces. In fact, the Patterson-Sullivan
measures are strongly related with Bowen’s measure for a geodesic flow on the unit
tangent bundle of a compact negatively curved Riemanian manifold [37]. In this
setting, Hamensta¨dt [30] showed that Bowen’s measure defined on stable or unstable
leaves, when equipped with an appropriate metric, is Ahlfors regular. Hasselblatt [31]
generalised this result for Anosov flows. Nekrashevych [48] has obtained analogous
results with Hasselblatt for hyperbolic groupoids.
The idea of using Markov partitions to calculate Hausdorff dimension can be traced
back to the work of Bowen for quasi-circles [15]. Also, Barreira [10] used Markov
partitions to estimate the Hausdorff and box dimensions of limit sets induced by
asymptotically conformal expanding maps. Finally, Pesin and Weiss [54] proved that
the Gibbs measures concentrated on a repeller g : J → J , induced by a C1+ǫ-map g
on a smooth Riemannian manifold, have the doubling property, see Definition 2.12.
Their main ingredient was a family of Markov partitions that was adapted to the
points of J . More precisely, they showed that there are c1, c2 > 0, k ∈ N so that for
any small enough r > 0 and x ∈ J there exists a Markov partitionRx = {R1, . . . , Rm}
for the map gk with diam(Ri) ≤ c2r, for i = 1, . . . , m, and the ball B(x, c1r) ⊂ R(x),
where R(x) denotes the unique R(x) ∈ R that contains x. In other words, for each
x ∈ J they were creating Markov partitions of arbitrarily small diameters that were
centred around x. Then they obtained various dimension estimates for conformal
repellers.
At this point, we should mention that all these examples are outside of the Smale
spaces context since Smale spaces have expanding and contracting behaviour simul-
taneously. Moreover, our methods and techniques differ from theirs, since for a given
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Smale space we only require a single Markov partition instead of an adapted fam-
ily of Markov partitions. The uniformity condition (1.2) plays an important role in
this fact. Finally, an Ahlfors regular measure is doubling but the converse is not
necessarily true.
Let us present a variety of applications of our results. First, our main results
will be used in a forthcoming paper regarding the noncommutative topology of the
Ruelle C∗-algebras [38,58,59]. This work is related to the PhD project of the author.
Second, one of the main ingredients that led to Theorem 6.2 is Proposition 5.6. It
states that, given any Markov partition R1 of a non-wandering Smale space, one can
build a refining sequence (Rn)n∈N where each Rn is a Markov partition with diameter
converging to zero. This fact answers affirmatively a question raised by Proietti in
[55, Remark 4.2] and is related to the existence of projective covers constructed
by Markov partitions over Smale spaces. Such covers can be used in the study of
Putnam’s homology [57] for Smale spaces, see Theorem 4.3 and Remark 4.4 in [55].
In a subsequent paper we intent to study Smale spaces from a noncommutative point
of view by using Riesz potentials and Laplace-Beltrami operators in the sense of
Bellisard and Pearson [53].
We now conclude the introduction by outlining the main results we obtain in
each section. In Section 1 we start with some preliminaries in topological dynamical
systems and dimension theory. Then we introduce and study in detail the notion of
an approximation graph which provides a convenient way to study refining sequences.
Approximation graphs have also been considered in [34,50,53] to some extent. Also,
we investigate structural properties of approximation graphs and their behaviour
under dynamics. Section 2 introduces the concept of geometric approximation graphs
and a sufficient condition for a compact metric space to have finite Assouad dimension.
In Section 3 we provide a basic introduction to Smale spaces and present a detailed
proof that the Parry measure is Ahlfors regular. Moreover, we discuss the work of
Fried, Fathi and Artigue on metrics of expansive dynamical systems and make an
observation that leads to new dimension estimates for Smale spaces with Lipschitz
homeomorphisms. In Section 4 we start by introducing the notion of a Markov parti-
tion and then we show how to construct an approximation graph from a given Markov
partition. The structural properties of such an approximation graph are presented
in Proposition 5.6. One of the key tools of the whole paper is the Neighbouring
Rectangles Lemma 5.16.
In Section 5, using Markov partitions, we build refining sequences of open covers
that allow us to transfer the Ahlfors regularity of the shift space down to the Smale
space. For such refining sequences we study the multiplicities, cardinalities and rates
of decay of Lebesgue covering numbers and diameters of the covers. All these results
establish Theorem 6.2 which leads to Corollary 6.3. Finally, in Section 6 we study
Smale spaces with some degree of homogeneity, namely, we introduce the concept
of semi-conformal Smale spaces which include self-similar Smale spaces and Wieler
solenoids. For such Smale spaces we solve Bowen’s equation for the topological pres-
sure, see Proposition 7.4. The section concludes with the proofs of Theorem 7.7 and
Corollary 7.8, together with the dimension estimates of Corollary 7.9.
Acknowledgements. I would like to express my sincere gratitude to my supervisors,
Mike Whittaker and Joachim Zacharias, for their constant support and the endless
hours of fruitful discussions during my doctoral studies. I would also like to thank
Ian Putnam for hosting me at the University of Victoria during the Autumn of 2019,
where a great deal of this work was conceived.
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2. Approximations of compact metric spaces and dynamics
Let Z be an infinite topological space, ψ : Z → Z be a continuous map and denote
the corresponding dynamical system by (Z, ψ). If Z is equipped with a metric d,
the dynamical system will be denoted by (Z, d, ψ). However, if there is no risk of
confusion the notation will be reduced to (Z, ψ).
2.1. Preliminaries on topological dynamics. If Z is compact, the topological
entropy of (Z, ψ) is defined using open covers in the following way. Let U be a finite
open cover of Z and N(U) denote the minimal cardinality of a subcover. By continuity
of ψ we have that ψ−1(U) = {ψ−1(U) : U ∈ U} is also an open cover. Then using the
join cover notation
(2.1) W ∨W ′ = {W ∩W ′ : W ∈ W,W ′ ∈ W ′},
for covers W and W ′ of Z, one can prove (see [2]) that the following limit exists and
is finite
(2.2) h(ψ,U) = lim
n→∞
1
n
log N(
n−1∨
i=0
ψ−i(U)).
Definition 2.1. ([2]) The topological entropy of (Z, ψ) is defined by
h(ψ) = supU h(ψ,U),
where the supremum is taken over all open covers of Z.
We will be interested in dynamical systems with topological recurrence conditions.
Definition 2.2. Let (Z, ψ) be a dynamical system.
(1) A point z ∈ Z is called non-wandering if for every open neighbourhood U of
z there is some n ∈ N such that ψn(U)∩U 6= ∅. Moreover, we say that (Z, ψ)
is non-wandering if every z ∈ Z is non-wandering.
(2) (Z, ψ) is called irreducible if for every ordered pair of non-empty open sets
U, V ⊂ Z, there is some n ∈ N such that ψn(U) ∩ V 6= ∅.
(3) (Z, ψ) is called mixing if for every ordered pair of non-empty open sets U, V ⊂
Z, there is some N ∈ N such that ψn(U) ∩ V 6= ∅, for every n ≥ N .
The following is a simple consequence of irreducibility.
Proposition 2.3. If (Z, ψ) is irreducible and Z is Hausdorff then Z has no isolated
points.
We introduce some notation that will also be used later. First let #S denote the
cardinality of any finite set S. Suppose that (Z, d) is a compact metric space. For
a finite cover U of Z, for which ∅, Z 6∈ U , and Y ⊂ Z we will be interested in the
quantities
diam(U) = maxU∈U diam(U)(Q1)
diam(U) = minU∈U diam(U)(Q2)
NU(Y ) = {U ∈ U : U ∩ Y 6= ∅}(Q3)
m(U) = max{n : Ui1 ∩ . . . ∩ Uin 6= ∅}(Q4)
where Ui1 , . . . , Uin ∈ U are different, and in the case where U is open we will also
consider
Leb(U) = minz∈Z maxU∈U d(z, Z \ U) > 0.(Q5)
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The last quantity is the Lebesgue covering number of U and it holds that for every
z ∈ Z there is some U ∈ U so that the ball B(z, ℓ) ⊂ U , where ℓ = Leb(U).
2.2. Preliminaries on dimension theory. We introduce several types of dimen-
sion and comment on their relationship with one another. For further details see
[24,43].
Definition 2.4. ([46, Def. I.4]) We say that Z has covering dimension dimZ ≤ n if
every finite open cover U has an open subcover W with m(W) ≤ n+ 1. We say that
dimZ = n if it is true that dimZ ≤ n and it is false that dimZ ≤ n− 1.
Suppose now that Z has a metric d. If {Ui} is a countable (or finite) cover of Z
with diameter at most δ, we say that {Ui} is a δ-cover of Z. The Hausdorff measure
and Hausdorff dimension are defined as follows. Let s ≥ 0 and for every δ > 0 define
(2.3) Hsδ(Z) = inf{
∑
i
(diam(Ui))
s : {Ui} is a δ-cover of Z}.
One can show that the limit
(2.4) Hs(Z) = lim
δ→0
Hsδ(Z)
exists and that Hs defines a measure, see [24, Section 2.1].
Definition 2.5. ([24, Section 2.1]) We call Hs the s-dimensional Hausdorff measure
on (Z, d).
Definition 2.6. ([24, Section 2.2]) The Hausdorff dimension of (Z, d) is defined as
dimH Z = inf{s ≥ 0 : Hs(Z) = 0}.
Let Nδ(Z) be the smallest number of sets of diameter at most δ > 0 which can
cover Z.
Definition 2.7. ([24, Section 3.1]) The lower and upper box dimensions of (Z, d) are
respectively defined as
dimBZ = lim inf
δ→0
logNδ(Z)
− log δ
dimBZ = lim sup
δ→0
logNδ(Z)
− log δ .
If these are equal, their common value is called the box dimension and denoted by
dimB Z. As we will shortly see, in many interesting cases the box dimension coincides
with the Hausdorff dimension.
Another important metric dimension was introduced by Assouad in [7–9] in the
framework of bi-Lipschitz embeddability of metric spaces into Euclidean spaces. For
a thorough exposition see [41]. Moreover, there is a vast literature on Assouad di-
mension, see [26,42,49]. We say that (Z, d) is bi-Lipschitz embeddable into some RN
if there exists a bi-Lipschitz map f : (Z, d) → RN . Any such metric space should
have the following doubling property [60, Lemma 9.4].
Definition 2.8. ([60, p.84]) A metric space (Z, d) is called K-doubling, where K ≥ 1,
if every ball of radius 2r can be covered byK balls of radius r, whereK is independent
of r.
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Assouad, in an attempt to study the converse question, that is, whether every K-
doubling metric space admits a bi-Lipschitz embedding into some RN , obtained the
following.
Theorem 2.9 ([9, Proposition 2.6]). Let (Z, d) be a K-doubling space. For every
ε ∈ (0, 1) there is a bi-Lipschitz embedding f : (Z, dε) → RN , for some N ∈ N that
depends on K and ε.
We note that dε is the metric defined by dε(z, y) = d(z, y)ε. Hence Assouad’s The-
orem does not offer a bi-Lipschitz embedding of the actual space but of a snowflaked
version of it. However, it turns out that there are doubling spaces which do not admit
bi-Lipschitz embeddings [40,66]. The dependence of N on ε has been studied in [47].
Definition 2.10 ([9]). Let (Z, d) be a metric space. Suppose s ≥ 0 and C ≥ 0 are
numbers such that
#Y ≤ C(b/a)s
wherever 0 < a ≤ b and Y ⊂ Z is a finite subset with a ≤ d(y, y′) ≤ b if y, y′ ∈ Y
and y 6= y′. Then Z is called (C, s)-homogeneous. We say that Z is s-homogeneous if
it is (C, s)-homogeneous for some C. The Assouad dimension is defined to be
dimAZ = inf{s ∈ [0,∞) : Z is s-homogeneous}.
It is straightforward to show that dimAZ is finite if and only if Z is K-doubling [60,
Lemma 9.4]. Specifically, if Z is (C, s)-homogeneous then it is C2s-doubling. Before
passing to the interplay of measure theory and dimension theory let us summarise
the known relations between the dimensions discussed so far.
Proposition 2.11 ([24,43]). For a totally bounded metric space (Z, d) it holds
dimZ ≤ dimH Z ≤ dimBZ ≤ dimBZ ≤ dimA Z.
A class of measures with an important role in the study of metric spaces is the
following.
Definition 2.12 ([43, Def. 4.1.2]). A Borel measure µ on (Z, d) is called D-doubling,
where D ≥ 1, if
0 < µ(B(z, 2r)) ≤ Dµ(B(z, r)) <∞
for every z ∈ Z and r ∈ [0, diamZ).
It turns out that for a complete metric space the doubling property is equivalent
to the existence of a doubling measure, see [32, Section 13]. The doubling property
is not uncommon, for instance if Z is a separable metrizable space with dimZ <∞
then there is a totally bounded metric so that dimA Z = dimZ [41, Theorem 4.3].
This is also true to some extend for doubling measures [41, Theorem 4.5].
Significantly more regular measures can be constructed in spaces that exhibit self-
similarity, like the middle-third Cantor set or, more generally, sets generated by
iterated function systems satisfying the open-set condition, see [43]. A prominent
case of measures with the doubling property are the Ahlfors regular measures.
Definition 2.13. ([43, Def. 1.4.13]) A metric space (Z, d) is Ahlfors s-regular for
some s > 0 if there exists a Borel measure µ on Z and some C > 0 so that
C−1rs ≤ µ(B(z, r)) ≤ Crs
for every z ∈ Z and r ∈ [0, diamZ). Such measure µ is called Ahlfors s-regular (or
Ahlfors regular).
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Remark 2.14. If µ is an Ahlfors s-regular measure on (Z, d) then it is comparable
to the s-dimensional Hausdorff measure Hs, in the sense that µ is within constant
multiples of Hs. Therefore, Hs is strictly positive. A main example of an Ahlfors
regular space is the classical Sierpinski gasket on which the log 3/ log 2-dimensional
Hausdorff measure is Ahlfors log 3/ log 2-regular, see [43, Example 8.3.4].
Proposition 2.15 ([43, Section 1.4]). If the metric space (Z, d) is Ahlfors s-regular
then dimH Z = dimA Z = s.
2.3. Refining sequences. The next concept provides a way to study topological or
dynamical properties on a compact metric space by means of finite approximations.
It was first introduced in [2, Cor. p.314] as a way to study topological entropy. Here
we adjust it to our needs.
Definition 2.16. Let (Z, d) be a compact metric space. A sequence (Vn)n≥0 of finite
covers of Z, which are either all open or all closed with non-empty interiors, is called
refining if, V0 = {Z} and for every n ≥ 0 any element of Vn+1 lies inside some element
of Vn, so that
lim
n→∞
diam(Vn) = 0.
It is straightforward to check that, in the case of open covers, the collection
⋃
n∈N Vn
forms a countable basis for the topology on Z and that diam(Vn) > 0, for every n ∈ N,
if and only if Z does not have isolated-points. Interesting refining sequences exist
over spaces Z that admit an expansive homeomorphism ψ; that is, there is some
εZ > 0 so that if d(ψ
n(x), ψn(y)) ≤ εZ for every n ∈ Z then x = y.
Definition 2.17 ([69, Def. 5.10]). Let (Z, d) be a compact metric space and ψ a
homeomorphism. A generator for (Z, ψ) is a finite open cover V1 of Z such that for
each bi-infinite sequence {Vi}i∈Z of elements of V1, it holds that ⋂i∈Z ψ−i(cl(Vi)) is at
most one point.
It turns out that the existence of a generator is equivalent to the expansiveness
of the system [69, Theorem 5.22]. Given a generator we obtain a refining sequence
(Vn)n≥0 of open covers by setting V0 = {Z} and for n ∈ N
(2.5) Vn =
n−1∨
i=1−n
ψ−i(V1),
since from [69, Theorem 5.21] it holds that lim
n→∞
diam(Vn) = 0. Moreover, from
[69, Theorem 7.11] we have that h(ψ,V1) = h(ψ).
The notion of refining sequences was also used to prove that any compact metrizable
space Z is the quotient of a Cantor space, basically, built from the non-isolated points
of Z [65]. The dynamical analogue is that any expansive dynamical system (Z, ψ)
is a factor of some (Σ, σ) where Σ is a compact zero-dimensional space and σ a
homeomorphism. If Z has no isolated points then Σ will be a Cantor space, see
Corollary 2.24. The basic idea is that Σ corresponds to the path space of an infinite
rooted graph induced by a refining sequence, as in (2.5).
2.4. Approximation graphs. Given a refining sequence of open or closed covers for
a compact metric space (Z, d) we construct a rooted graph, with vertices the sets in
the covers and edges defined by inclusion of the sets in preceding refinements. Such a
graph will be called an approximation graph since its infinite path space will provide
an approximation of (Z, d). We study how precise this approximation can be and
how it behaves in the dynamical context.
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This notion was previously used by Palmer [50] who proved the existence of an
abstract refining sequence of open covers whose approximation graph can be used to
obtain the Hausdorff measure and Hausdorff dimension of (Z, d). However, Palmer
did not study the structure of approximation graphs nor did he study dynamics on
them. Here we extend Palmer’s definition by including refining sequences of closed
covers and make a few adjustments that suit our needs. A related but different
concept known as approximating graphs has been used in [53] for ultrametric Cantor
spaces and in [34] for transversals of substitution tilings.
Definition 2.18. Let (Z, d) be a compact metric space and (Vn)n≥0 be a refining
sequence of Z. The corresponding approximation graph is the rooted graph Γ = (V, E)
where
(i) the set of vertices V is given by the disjoint union ∐n≥0 Vn;
(ii) the set of edges E is given by the disjoint union ∐n≥0 En, where
En = {(vn+1, vn) : vn+1 ∈ Vn+1, vn ∈ Vn, vn+1 ⊂ vn}
is the set of edges that have sources in Vn and ranges in Vn+1. The source map
s is given by s(vn+1, vn) = vn, the range map r is given by r(vn+1, vn) = vn+1;
(iii) the root is Z.
We consider approximation graphs that have no sinks; for every v ∈ V it holds that
s−1(v) 6= ∅. Also the only source is the root; for every v 6= Z we have r−1(v) 6= ∅.
This is because (Vn)n≥0 is a refining sequence. An approximation graph with these
two conditions is an example of a Bratteli diagram [33, Definition 2.1]. A symbolic
description of Z comes by considering the space of infinite paths
(2.6) PΓ = {p˜ = (pn) ∈
∏
n
En : s(pn+1) = r(pn)}.
For a finite path µ = µ0µ1 . . . µℓ in Γ, where each µi ∈ Ei, denote by Cµ the cylinder
set
(2.7) Cµ = {p˜ ∈ PΓ : pi = µi, for 0 ≤ i ≤ ℓ}
which is non-empty since there are no sinks. The collection of all these sets forms
a clopen basis for a compact Hausdorff topology on PΓ [5, p.18]. Therefore, PΓ is a
compact zero-dimensional space. Moreover, for v ∈ Vn let [v] denote the set of paths
from the root Z to v. These sets are non-empty since there are no sources. Let
(2.8) C[v] =
⋃
µ∈[v]
Cµ
and because [v] is finite, C[v] is clopen. The collection of these sets forms a sub-basis
for the cylinder set topology on PΓ. Finally, let C(v) = {vn+1 ∈ Vn+1 : vn+1 ⊂ v}
denote the descendants of v ∈ Vn in Vn+1.
Remark 2.19. PΓ is a Cantor space if and only if for every n ≥ 0 and every v ∈ Vn,
there is a path from v to some w ∈ Vm where m ≥ n,#(s−1(w)) ≥ 2 [5, Lemma 6.4].
It follows that PΓ is a Cantor space if and only if Z has no isolated points.
Due to Cantor’s intersection theorem we can define the map πΓ : PΓ → Z given by
(2.9) p˜ 7→ ⋂
n≥0
cl(r(pn)).
Proposition 2.20. The map πΓ is continuous and surjective. Consequently, it is a
quotient map.
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Proof. Continuity of πΓ follows because if U is an open neighbourhood of πΓ(p˜), since
diam(r(pn)) tends to zero, there is some n0 ∈ N such that cl(r(pn0)) ⊂ U and hence
πΓ(Cp0...pn0 ) ⊂ cl(r(pn0)) ⊂ U .
The surjectivity is more interesting and is basically a consequence of Ko¨nig’s
Lemma [22, Lemma 8.1.2]. Let z ∈ Z and for each n ≥ 0 consider the sets in
Vn that contain z, that is NVn({z}). Let Γz be the sub-graph of Γ restricted on the
set of vertices
∐
n≥0NVn({z}). It is an infinite rooted graph with vertices of finite
degree and contains some infinite rooted tree Γ′z. From Ko¨nig’s Lemma, the tree Γ
′
z
has an infinite path p˜ ∈ PΓ and πΓ(p˜) = z. 
2.5. Essentiality of approximation graphs. We introduce some structural prop-
erties of approximation graphs that can be used to construct spectral triples over
compact metric spaces in the sense of Christensen and Ivan [18]. However, we do not
deal with this here. First we define the overlapping set of Vn to be
(2.10) Yn = {cl(vn) ∩ cl(wn) : vn 6= wn ∈ Vn},
and its essential part to be
(2.11) Vessn = {vessn : vn ∈ Vn} where vessn = int(vn) \
⋃Yn.
Definition 2.21. An approximation graph Γ is called regular if for every n ∈ N and
vn ∈ Vn we have
(E1) vn =
⋃{vn+1 ∈ Vn+1 : vn+1 ⊂ vn} and
(E2) vessn 6= ∅.
If Γ consists of closed covers and
⋃Vessn is dense in Z, for every n ∈ N, we will say
that Γ is essential.
Any Γ induced by a generator (see equation (2.5)) satisfies condition (E1). Also,
an arbitrary Γ can always be modified to satisfy it, but at the cost of increasing the
cardinality of the covers. Condition (E2) is a type of regularity assumption on the
covers. More precisely, if cl(vn) = cl(wn) then vn = wn, because otherwise cl(vn) ∈ Yn
and vessn = ∅. Moreover, for every vn ∈ Vn we have
(2.12) int(πΓ(C[vn])) 6= ∅
since ∅ 6= π−1Γ (vessn ) ⊂ C[vn]. Indeed, if z ∈ vessn and p˜ ∈ PΓ is such that πΓ(p˜) = z,
then z ∈ cl(r(pn)) ∩ vessn and hence r(pn) = vn. Finally, essentiality really means
that for every m ≥ n and vm ∈ Vm there is a unique vn ∈ Vn such that vm ⊂ vn.
Consequently, for every cylinder set it holds that
(2.13) Cµ0...µℓ = C[r(µℓ)].
To see how well PΓ approximates Z consider the set
(2.14) IΓ = {p˜ ∈ PΓ : #π−1Γ (p˜) = 1}
on which πΓ is injective.
Proposition 2.22. For a regular approximation graph Γ we have
IΓ = π−1Γ (
⋂
n∈N
⋃Vessn ).
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Proof. Let z ∈ ⋂n∈N ⋃Vessn and assume to the contrary that π−1Γ (z) 6⊂ IΓ. Then there
are two different p˜, q˜ ∈ PΓ such that πΓ(p˜) = z = πΓ(q˜). Let n0 be the first time when
(r(pn0), s(pn0)) 6= (r(qn0), s(qn0)), meaning s(pn0) = s(qn0) and r(pn0) 6= r(qn0). Then
z ∈ cl(r(pn0)) ∩ cl(r(qn0)) ∈ Yn0 which is a contradiction.
To prove that IΓ ⊂ π−1Γ (
⋂
n∈N
⋃Vessn ) let p˜ ∈ IΓ and assume to the contrary that
πΓ(p˜) 6∈ ⋂n∈N⋃Vessn . This means there is some n0 ∈ N such that πΓ(p˜) ∈ ⋃Yn0.
Consequently, for some vn0 ∈ Vn0 that is different from r(pn0) we have πΓ(p˜) ∈
cl(vn0) ∩ cl(r(pn0)). Since πΓ is surjective, there is a path q˜ ∈ PΓ such that πΓ(q˜) =
πΓ(p˜) and specifically due to condition (E1) we can arrange that r(qn0) = vn0 . This
contradicts the fact that p˜ ∈ IΓ. 
Proposition 2.23. Suppose Γ is an essential approximation graph. Then IΓ is a
dense Gδ-set.
Proof. The fact that IΓ is a Gδ-subset of PΓ follows from the continuity of πΓ. To show
that IΓ is dense we note that every cylinder set satisfies Cµ0...µℓ = C[r(µℓ)], see equation
(2.13). Then from (2.12) we get that int(πΓ(Cµ0...µℓ)) 6= ∅ and hence for every open
set U ⊂ PΓ we have int(πΓ(U)) 6= ∅. The Baire Category Theorem guarantees that
D =
⋂
n∈N
⋃Vessn is dense in Z, hence if U ⊂ PΓ is open then int(πΓ(U)) ∩ D 6= ∅.
Therefore, U ∩ IΓ 6= ∅. 
2.6. Dynamic approximation graphs. Suppose that (Z, d) admits an expansive
homeomorphism ψ with expansivity constant εZ > 0. We will show how to build an
essential approximation graph for Z whose infinite path space provides a symbolic
representation for the ψ-orbits.
The first step is to construct a closed cover V1 of diameter at most εZ , where ⋃Vess1
is dense in Z. One way to do this is by considering a cover by open sets {U1, . . . , Uℓ}
of diameter at most εZ , where each Uk is not covered by the closure of the other sets.
Then let u1 = U1 and inductively define
(2.15) ui+1 = Ui+1 \
i⋃
j=1
cl(uj),
for i = 1, . . . ℓ− 1. It holds that each uk is open in Z and if k 6= l then uk ∩ ul = ∅.
Also, it is immediate that
⋃ℓ
k=1 uk is dense in Z. Let V1 = {cl(u1), . . . , cl(uℓ)} and
we claim that
⋃Vess1 is dense in Z. Indeed, for the overlapping set Y1, see equation
(2.10), it holds that
⋃Y1 is a closed nowhere-dense subset of Z. Therefore, since⋃Vess1 ⊃ ⋃ℓk=1 uk \ ⋃Y1 the conclusion follows.
The second step is to define a refining sequence (Vn)n≥0 of Z using the dynamics
on V1. Let V0 = {Z} and for n ∈ N consider
(2.16) Vn = {v ∈
n−1∨
i=1−n
ψ−i(V1) : int(v) 6= ∅}.
Each Vn is a cover since ⋃Vn is closed in Z and contains ⋃Vessn which in a similar
fashion is proved to be dense in Z. Moreover, from [69, Theorem 5.21] it holds that
lim
n→∞
diam(Vn) = 0. Consequently, the sequence (Vn)n≥0 is refining and induces an
essential approximation graph Γ.
Finally, a (left) shift map σΓ : PΓ → PΓ which commutes with the quotient map
πΓ : PΓ → Z is defined as follows. Let p˜ ∈ PΓ and each coordinate pn can be written
uniquely in the form (w−n . . . w0 . . . wn, w1−n . . . w0 . . . wn−1), where each wi ∈ ψ−i(V1)
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and every word w−k . . . w0 . . . wk corresponds to
⋂k
i=−k wi. Define recursively the path
q˜ ∈ PΓ with q0 = (ψ(w1), Z) and for n ≥ 0,
(2.17) qn+1 = (ψ(w−n) . . . ψ(w1) . . . ψ(wn+2), r(qn)),
and let σΓ(p˜) = q˜. The map σΓ is bijective with an inverse constructed by right
shifting and continuous because for every p˜ it holds that σΓ(Cp0...pn) ⊂ Cq0...qn. Since
PΓ is compact and Hausdorff the map σΓ is a homeomorphism. In this setting, the
quotient map πΓ becomes a factor map πΓ : (PΓ, σΓ)→ (Z, ψ) since for any p˜ ∈ PΓ
πΓ(σΓ(p˜)) =
⋂
n≥0
cl(r(qn))
=
⋂
n≥1
ψ(cl(r(pn−1)))
= ψ(
⋂
n≥1
cl(r(pn−1)))
= ψ(πΓ(p˜)).
Corollary 2.24. Every expansive dynamical system (Z, ψ) is the quotient of some
(PΓ, σΓ), where PΓ is a compact zero-dimensional space constructed as above. If Z
does not have isolated points then PΓ is a Cantor space. Moreover, the factor map
πΓ : (PΓ, σΓ)→ (Z, ψ) is injective on a dense Gδ-set.
Factor maps have been studied extensively by Adler [1], particularly factor maps
which are uniformly bounded to one. We will come back to this fact later. For now we
can argue that our construction captures some of the dynamical behaviour of (Z, ψ).
Proposition 2.25. Let Γ be an essential approximation graph. Then
(1) if (Z, ψ) is irreducible so is (PΓ, σΓ);
(2) if (Z, ψ) is mixing so is (PΓ, σΓ).
Proof. We will only prove (1) since (2) is similar. Let U,W ⊂ PΓ be non-empty and
open. We need to find N ∈ N such that σNΓ (U) ∩W 6= ∅. We can find small enough
cylinder sets Cµ ⊂ U,Cµ′ ⊂W and since Γ is essential the fact in (2.12) implies that
∅ 6= π−1Γ (r(µℓ)ess) ⊂ Cµ and ∅ 6= π−1Γ (r(µℓ′)ess) ⊂ Cµ′ . Since (Z, ψ) is irreducible
there is some N ∈ N such that ψN(r(µℓ)ess) ∩ r(µℓ′)ess 6= ∅. Then
∅ 6= π−1Γ (ψN(r(µℓ)ess) ∩ r(µℓ′)ess)
= π−1Γ (ψ
N(r(µℓ)
ess)) ∩ π−1Γ (r(µℓ′)ess)
= σNΓ (π
−1
Γ (r(µℓ)
ess)) ∩ π−1Γ (r(µℓ′)ess)
⊂ σNΓ (Cµ) ∩ Cµ′
⊂ σNΓ (U) ∩W. 
An essential approximation graph provides a combinatorial model for (Z, ψ) that
allows us to study its topological structure. However, it is not the right tool to study
the geometric or metric properties of (Z, ψ). The reason is that it consists of closed
covers with nowhere-dense overlaps and hence all the Lebesgue numbers of the covers
are zero. So the idea is that, given such a graph Γ′, we try to enlarge it to a graph Γ
consisting of open covers so that Γ′ is isomorphic to a spanning subgraph of Γ; that
is, a subgraph which contains every vertex of Γ.
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Definition 2.26. An approximation graph Γ = (V, E) of open covers of Z will be
called metrically-essential if there is an essential approximation graph Γ′ = (V ′, E ′)
of Z with bijections
Fn : V ′n → Vn,
given by v′n 7→ vn if v′n ⊂ vn, such that
∐
n≥0 Fn : Γ
′ → Γ is a graph homomorphism
and the induced map F : PΓ′ → PΓ satisfies πΓ ◦ F = πΓ′.
Remark 2.27. A metrically-essential graph is not necessarily regular. Also, an essen-
tial graph is metrically essential only if Z is zero-dimensional.
3. Geometric approximations
3.1. Geometric approximation graphs. We introduce another class of approxi-
mation graphs which now encode geometric properties of their base spaces. Recall
the notation (Q1-Q5) introduced in Subsection 2.1 and that C(vn) denotes the set
of descendants of vn ∈ Vn. We first define geometric approximation graphs and then
discuss their properties.
Definition 3.1. An approximation graph Γ = (V, E) of open covers of Z will be
called geometric if there exist constants λ,Λ > 1 with λ ≤ Λ, constants η, θ > 0 with
η ≤ θ and CΓ, NΓ ∈ N so that, for all n ∈ N,
(1) diam(Vn) ≤ λ−n+1θ;
(2) Leb(Vn) ≥ Λ−n+1η;
(3) #C(vn) ≤ CΓ, for every vn ∈ Vn;
(4) #NVn(vn) ≤ NΓ, for every vn ∈ Vn.
If λ = Λ, the approximation graph Γ will be called homogeneous. Moreover, a
geometric approximation graph which is also metrically-essential (see Definition 2.26)
will be called geometrically-essential.
Geometric approximation graphs are related to dimension theory and, in particular,
with the following concepts.
From Theorem V.1 of [46] we see that Z has finite covering dimension at most
m if and only if there is a sequence of arbitrarily small open covers (Un)n∈N (not
necessarily refining) with multiplicities m(Un) ≤ m+1, for all n ∈ N. Due to condition
(4), geometric approximation graphs are related to finite covering dimension. Note
though that condition (4) is stronger than having uniformly bounded multiplicities.
From the sequence (Un)n∈N of Theorem V.1 it is possible to obtain a refining sequence
by considering a subsequence. However, this increases the cardinality of the covers
and the rate of decay of the Lebesgue numbers. Condition (1) can be satisfied though.
An important example of the above situation is the case where Z admits an expan-
sive homeomorphism. In [44] Man˜e´ proves that Z has covering dimension at most
(#V1)2 − 1 by constructing arbitrarily small open covers with multiplicity at most
(#V1)2. It turns out that the missing ingredient, which leads to a geometric approx-
imation graph, is a Markov partition which we introduce in Section 5. An expansive
dynamical system has a Markov partition if and only if it has a local product structure
[28].
Assume now that Z admits an expansive homeomorphism ψ : Z → Z which is also
Λ-bi-Lipschitz. The approximation graph Γ induced by a generator in (2.5) satisfies
conditions (2) and (3). More precisely, Leb(Vn) ≥ Λ−n+1 Leb(V1) and #C(vn) ≤
(#V1)2. Nonetheless, the other conditions are not necessarily satisfied and the upper
bounds on #C(vn) may not be sharp.
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The concept that is closest to our approximation graphs comes from the Nagata-
Assouad dimension [40]. The main characterisation is that Z will have Nagata-
Assouad dimension dimNA Z ≤ n if and only if there is some c > 0 such that for every
r > 0 there is a cover Ur of Z with m(Ur) ≤ n + 1, diam(Ur) ≤ cr and Leb(Ur) ≥ r,
see [17, Proposition 2.2]. Therefore, a homogeneous approximation graph provides
a discrete version of the above characterisation but in slightly stronger form that
allows us to prove the following proposition. First, we should mention that Assouad
dimension is an upper bound for the Nagata-Assouad dimension [23].
Proposition 3.2. A compact metric space (Z, d) with a homogeneous approximation
graph has finite Assouad dimension.
Proof. Let 0 < a ≤ b and consider a finite subset Y ⊂ Z with a ≤ d(y, y′) ≤ b if
y, y′ ∈ Y and y 6= y′. We claim that there are s, C ≥ 0 independent of a, b and Y
so that #Y ≤ C(b/a)s. Let Γ = (V, E) be a homogeneous approximation graph with
constants as in Definition (3.1). First we prove the claim in the case where b ≤ η.
Define
n0 = min{n ∈ N : λ−n+1θ < a}
m0 = max{n ∈ N : b ≤ λ−n+1η}
and an easy computation shows that n0 = 1 + max{1, ⌈logλ(θ/a)⌉} and m0 = 1 +
⌊logλ(η/b)⌋. Note that since b ≤ η we cannot have θ < a. We have m0 < n0
since λ−n0+1θ < a ≤ b ≤ λ−m0+1η, meaning that n0 − m0 > logλ(θ/η) ≥ 0. From
our definition of n0 there cannot be two elements of Y in one element of Vn0 since
diam(Vn0) ≤ λ−n0+1θ < a. Also since diam(Y ) ≤ b ≤ λ−m0+1η ≤ Leb(Vm0), there is
some element vm0 ∈ Vm0 that contains Y . Actually, any element of Vm0 that intersects
Y is a neighbour of vm0 and from the definition of the geometric approximation graph
there cannot be more than NΓ neighbours. The descendants in Vn0 of the neighbours
of vm0 are the only ones that cover the whole Y , because if vn0 ∈ Vn0 contains some
y ∈ Y , then its ancestor in Vm0 should also contain y and hence be a neighbour of
vm0 . From condition (3) in the Definition 3.1 we conclude that #Y ≤ NΓCn0−m0Γ . If
θ = a then n0 = 2 and m0 = 1. If θ > a then we have
n0 −m0 = ⌈logλ(θ/a)⌉ − ⌊logλ(η/b)⌋
≤ 2 + logλ(θ/a)− logλ(η/b)
= 2 + logλ(θ/η) + logλ(b/a),
and for simplicity let c = 2 + logλ(θ/η) ≥ 0.
We now have #Y ≤ NΓCcΓC logλ(b/a)Γ = NΓCcΓ(b/a)s, for s = 1/ logCΓ(λ). In the case
where b > η, let Kη be the cardinality of a minimal cover {B(xi, η/2)}i∈I of Z. Then
apply the above construction for each Y ∩ B(xi, η/2) and in general we get that
(3.1) #Y ≤ C(b/a)s,
for C = KηNΓC
c
Γ and s = 1/ logCΓ(λ). 
4. Smale spaces
4.1. Preliminaries. Roughly speaking, a Smale space (X,ϕ) is a dynamical system
consisting of a homeomorphism ϕ acting on a compact metric space X, that is locally
hyperbolic under ϕ in the sense that every x ∈ X has a small neighbourhood that
can be decomposed into the product of contracting and expanding sets.
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Definition 4.1 ([62, Section 7.1]). Let (X, d) be a compact metric space and let
ϕ : X → X be a homeomorphism. The dynamical system (X,ϕ) is a Smale space if
there are constants εX > 0, λX > 1 and a locally defined bi-continuous map, called
the bracket map
{(x, y) ∈ X ×X : d(x, y) ≤ εX} 7→ [x, y] ∈ X
that satisfies the axioms:
[x, x] = x,(B1)
[x, [y, z]] = [x, z],(B2)
[[x, y], z] = [x, z],(B3)
ϕ([x, y]) = [ϕ(x), ϕ(y)];(B4)
for any x, y, z ∈ X, whenever both sides are defined. For x ∈ X and 0 < ε ≤ εX let
Xs(x, ε) = {y ∈ X : d(x, y) < ε, [x, y] = y}(4.1)
Xu(x, ε) = {y ∈ X : d(x, y) < ε, [y, x] = y}(4.2)
be the local stable and unstable sets. On these sets we have the contraction axioms:
d(ϕ(y), ϕ(z)) ≤ λ−1X d(x, y), for any y, z ∈ Xs(x, ε),(C1)
d(ϕ−1(y), ϕ−1(z)) ≤ λ−1X d(x, y), for any y, z ∈ Xu(x, ε).(C2)
Quite often, we will consider the Lipschitz constants Lip(ϕ) and Lip(ϕ−1) which
are both greater than λX > 1 and, in general, are allowed to be infinite. In particular,
we will focus on
(4.3) ℓX = min{Lip(ϕ),Lip(ϕ−1)} and ΛX = max{Lip(ϕ),Lip(ϕ−1)}.
We say that the bracket map defines a local product structure on X because, for
any x ∈ X and 0 < ε ≤ εX/2, the bracket map
(4.4) [·, ·] : Xu(x, ε)×Xs(x, ε)→ X
is a homeomorphism onto its image (see [57, Proposition 2.1.8]). Also, due to the
uniform continuity, there is a constant 0 < ε′X ≤ εX/2 such that, if d(x, y) ≤ ε′X ,
then both d(x, [x, y]), d(y, [x, y]) < εX/2 and hence
(4.5) Xs(x, εX/2) ∩Xu(y, εX/2) = [x, y].
Equation (4.5) together with a bracket independent description of the local stable
and unstable sets (see [56, Subsection 4.1]) imply that the bracket map is unique on
X (but of course depends on εX and λX). Moreover, an important property of Smale
spaces is that they are expansive [57, Proposition 2.1.9]. Expansiveness immediately
implies finiteness of covering dimension [44], topological entropy [69, Theorem 3.2]
and upper box dimension (for certain metrics) [25]. According to Smale’s program
[67], the interesting dynamics of a Smale space lie in the non-wandering set which is
the closure of its periodic points [11, Corollary 3.7] and which can be studied through
its irreducible and mixing components [62, Section 7.4].
Theorem 4.2 (Smale’s Decomposition Theorem). Let (X,ϕ) be a non-wandering
Smale space. Then X can be decomposed into a finite disjoint union of clopen, ϕ-
invariant, irreducible sets X0, . . . , XN−1. Each of these sets can be decomposed into
a finite disjoint union of clopen sets Xi0, . . . , XiNi that are cyclically permuted by ϕ,
and where ϕNi+1|Xij is mixing, for every 0 ≤ j ≤ Ni.
16 DIMITRIS MICHAIL GERONTOGIANNIS
As a corollary of Theorem 4.2 and Proposition 2.3 we note the following.
Corollary 4.3. For any non-wandering Smale space (X,ϕ), the space X has no
isolated points.
Every irreducible Smale space admits a distinguished measure, referred to as Bowen
measure (see [14],[39, Section 20]), which we denote by µB. Roughly speaking, it is
exhibited as a limit distribution of periodic orbits and is the unique ϕ-invariant
probability measure that maximises the topological entropy h(ϕ). Moreover, it is
compatible with the bracket map [61].
Smale spaces are ubiquitous in the theory of expansive dynamical systems, see [28,
Lemma 2]. Smale spaces were defined by Ruelle [62] to give a topological description
of the non-wandering sets of differentiable dynamical systems satisfying Axiom A
[67]. Zero dimensional Smale spaces are exactly the subshifts of finite type (SFT), see
[16, Section 3], [57, Theorem 2.2.8]. More recently, Wieler characterised the Smale
spaces with totally disconnected stable or unstable sets, now called Wieler solenoids
[70]. Among these, the SFT play an important role in coding the orbits of a Smale
space, see Section 5. Since any SFT is topologically conjugate to a topological Markov
chain [16, Prop. 3.2.1] let us introduce the latter.
4.2. Topological Markov chains. We equip {1, . . . , N} with the discrete topology
and {1, . . . , N}Z with the product topology that makes it a compact Hausdorff space.
LetM be a square matrix indexed by N , with 0 and 1 entries, and consider the closed
subspace of allowable sequences
(4.6) ΣM = {x = (xi)i∈Z ∈ {1, . . . , N}Z :Mxi,xi+1 = 1}.
The cylinder sets
(4.7) Cµ−n,...,µm = {x ∈ ΣM : xi = µi, for − n ≤ i ≤ m}
form a basis of clopen sets for the product topology on ΣM . The number of fixed
digits will be called the rank of the cylinder, which for the cylinder set in (4.7) is
equal to m+ n + 1. If m = n the cylinders will be called symmetric. The metric
(4.8) d(x, y) = inf{2−n : n ≥ 0, xi = yi for |i| < n}
induces the product topology on ΣM and it is straightforward to prove that it is
actually an ultrametric. Also, with this metric, every symmetric cylinder of rank
2n− 1 is a ball of radius 2−n around each of its points.
The shift map σM : ΣM → ΣM given by σM(x)i = xi+1 for any i ∈ Z, is a
homeomorphism and (ΣM , σM) is called a topological Markov chain. It admits a
Smale space structure with the bracket map defined by
(4.9) ([x, y])n =


yn, for n ≤ 0
xn, for n ≥ 1
for any x, y ∈ ΣM such that d(x, y) ≤ 2−1. The expansivity constant is ǫΣM = 2−1
and the contraction constant is λΣM = 2.
Remark 4.4. A word x1 . . . xn−1 can only be concatenated on the right by a letter
xn ∈ {1, . . . , N} if the value of Mxn−1,xn is 1. This is called the Markov property and
it appears in the general setting of Smale spaces.
AHLFORS REGULARITY AND FRACTAL DIMENSION OF SMALE SPACES 17
We would like to estimate the number of symmetric cylinder sets of rank 2n−1 for
the shift space ΣM . Denote this number by NM(2n− 1). The estimation is obtained
by replicating the computation for the topological entropy h(σM ), see [39, p. 121].
However, we sketch the proof for completeness.
Lemma 4.5. Let (ΣM , σM) be a topological Markov chain with matrix M where no
row contains only 0’s. There exist constants C, c > 0 so that for every ε ∈ (0, 1) there
is some n0 ∈ N such that, for every n ≥ n0, we have
ce2(h(σM )−ε)n < NM(2n− 1) < Ce2(h(σM )+ε)n.
Proof. Let M = (mij)
N
i,j=1. Then
NM(2n− 1) =
N∑
i,j=1
m2n−2ij
and there is some C ′ > 0 such that NM(2n−1) < C ′‖M2n−2‖. Also, since the numbers
m2n−2ij are non-negative, there is some c
′ > 0 such that NM(2n − 1) > c′‖M2n−2‖.
Following the equalities (3.2.3) in [39, p. 121] one obtains that
lim
n→∞
1
2n− 2 log ‖M
2n−2‖ = h(σM )
and the result follows. 
The Bowen measure on a mixing topological Markov chain (ΣM , σM) has a very nice
description, and is known as the Parry measure µP [39, Chapter 4]. Since (ΣM , σM)
is mixing, M is a primitive matrix, meaning that there is some power of M with only
positive entries. For primitive matrices the Perron-Frobenius Theorem [39, Theorem
1.9.11] yields a unique (up to a scalar) eigenvector of strictly positive coordinates
whose eigenvalue λmax > 0 is greater than the absolute value of all the other eigen-
values. Let u, v be the Perron-Frobenius eigenvectors for M and MT , respectively,
which are normalised so that
(4.10)
N∑
i=1
viui = 1.
The distribution p = (p1, . . . , pN), with pi = viui, induces the Parry measure.
Lemma 4.6. Let (ΣM , σM) be a mixing topological Markov chain. Then there is a
constant D > 0 so that every non-empty symmetric cylinder set has Parry measure
D−1λ−2nmax ≤ µP(C−n,...,nµ−n,...,µn) ≤ Dλ−2nmax.
Proof. Following the computations on page 176 of [39], if we look at (ΣM , σM) as an
edge shift then
µP(C
−n,...,n
µ−n,...,µn
) = viujλ
−2n+2
max
where i = (µ−n, µ−n+1) and j = (µn−1, µn) are edges. Since the coordinates of u, v
are all positive the result follows. 
Corollary 4.7. Let (ΣM , σM) be a mixing topological Markov chain equipped with the
metric defined in (4.8). Its Parry measure µP is Ahlfors s0-regular and therefore,
dimH ΣM = dimB ΣM = dimA ΣM = s0
where s0 = 2h(σM)/ log(2).
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4.3. Wieler solenoids. In [70] Wieler characterised Smale spaces with totally dis-
connected local stable sets as stationary inverse limits of (eventually) Ruelle expand-
ing dynamical systems [62, p.138]. Wieler’s results generalise the earlier work of
Williams for expanding attractors [71] to the topological setting.
Let (Y, d) be a compact metric space and g : Y → Y be a continuous and surjective
map. We say that (Y, g) satisfies Wieler’s axioms if there are constants β > 0, K ∈ N
and γ ∈ (0, 1) such that for every x, y, z ∈ Y with d(x, y) ≤ β and 0 < ε ≤ β we have
d(gK(x), gK(y)) ≤ γKd(g2K(x), g2K(y))(W1)
gK(B(gK(z), ε)) ⊂ g2K(B(z, γε)).(W2)
The Wieler solenoid associated with such (Y, g) is the stationary inverse limit (Ŷ , ĝ)
where
(4.11) Ŷ = {(y0, y1, y2, . . .) : yn ∈ Y, yn = g(yn+1) ∀n ≥ 0}
and
(4.12) ĝ(y0, y1, y2, . . .) = (g(y0), y0, y1, . . .),
with metric d̂ given by
(4.13) d̂(x, y) =
K−1∑
k=0
γ−kd′(ĝ−k(x), ĝ−k(y)),
where d′(x, y) = sup{γnd(xn, yn) : n ≥ 0}. Wieler’s main result is the following.
Theorem 4.8 ([70, Theorem A and B]). (A) Any Wieler solenoid (Ŷ , ĝ) is a Smale
space with totally disconnected stable sets. Moreover, (Ŷ , ĝ) is irreducible if
and only if (Y, g) is non-wandering and has a dense forward orbit.
(B) Any irreducible Smale space with totally disconnected stable sets is topologi-
cally conjugate to a Wieler solenoid.
Remark 4.9. Following [70], the contraction constant λ
Ŷ
of (Ŷ , ĝ) is equal to γ−1.
Also, directly from the definition of the metric, we see that the map ĝ−1 is λ
Ŷ
-
Lipschitz, while ĝ need not be. However, if g is Lipschitz then ĝ will be too. In any
case one has
d̂(ĝ(x), ĝ(y)) = λ−1
Ŷ
d̂(x, y)
whenever y ∈ Ŷ s(x, ε
Ŷ
).
4.4. Metrics and smoothing of Smale spaces. There is an abundance of Smale
spaces (X,ϕ) where ϕ is a bi-Lipschitz homeomorphism, meaning ΛX < ∞, where
ΛX = max{Lip(ϕ),Lip(ϕ−1)}. The obvious examples are the SFT or the non-
wandering sets of Axiom A diffeomorphisms. This is often true for Wieler solenoids,
see Remark 4.9. For such Smale spaces the following holds.
Lemma 4.10 ([63, p.234-235]). Let (X,ϕ) be a Smale space with ΛX < ∞. Then
there exists AX > 0 with
AX ≤ ΛXλX
λ2X − 1
such that for any x, y ∈ X with d(x, y) ≤ ε′X one has d(x, [x, y]) ≤ AXd(x, y) and
d(y, [x, y]) ≤ AXd(x, y).
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In [28], Fried showed that any expansive dynamical system (Z, ψ) admits a com-
patible hyperbolic metric dF for which ψ becomes bi-Lipschitz. This means that any
Smale space (X, d, ϕ) admits a compatible metric dF for which ϕ is bi-Lipschitz. Now,
the new dynamical system (X, dF, ϕ) is still a Smale space. Indeed, the existence of
a bracket map satisfying axioms (B1)-(B4) is not affected by changing to another
compatible metric. Moreover, dF is hyperbolic, meaning that the contraction axioms
(C1) and (C2) will still be satisfied (possibly with a different constant). Therefore
we obtain the following.
Theorem 4.11 ([28]). Any Smale space is topologically conjugate to a Smale space
with bi-Lipschitz dynamics.
We note that Lemma 4.10 and Theorem 4.11 solve a question posed by Ruelle in
[62, Appendix B.7]. Later, Fathi [25, Theorem 5.1] showed that Fried’s metric dF,
defined on an expansive (Z, ψ), satisfies an additional property which can be used to
obtain upper bounds for dimB(Z, dF). In our case, Fathi’s property is the following.
Theorem 4.12 ([25]). For any Smale space (X, dF, ϕ) equipped with Fried’s metric
there exist constants k > 1, ξ > 0 such that
max{dF(ϕ(x), ϕ(y)), dF(ϕ−1(x), ϕ−1(y))} ≥ min{kdF(x, y), ξ}
for every x, y ∈ X.
Fathi’s property implies that the contraction axioms (C1) and (C2), of the Smale
space (X, dF, ϕ), hold more globally than just on local stable or unstable sets. This
complicated statement will be extremely useful in the sequel. At this point we should
say that Fried’s metric dF is not concretely related to the original metric d of (X, d, ϕ),
even if (X, d, ϕ) has bi-Lipschitz dynamics. However, in the latter case it may be still
possible to obtain Fathi’s property for (X, d, ϕ) without changing the metric d.
More precisely, suppose that ΛX < ∞ for the Smale space (X, d, ϕ). Also assume
that the contraction constant satisfies λX > 2AX , where AX > 0 is obtained from
Lemma 4.10. Let 0 < ε˜X ≤ ε′X be small enough so that if d(x, y) ≤ ε˜X then
d(ϕi(x), ϕi(y)) ≤ ε′X , for i ∈ {−1, 1}. For x, y ∈ X with d(x, y) ≤ ε˜X one has
d(x, y) ≤ d(x, [x, y]) + d(y, [x, y])
≤ 1
λX
(d(ϕ−1(x), ϕ−1([x, y])) + d(ϕ(y), ϕ([x, y])))
=
1
λX
(d(ϕ−1(x), [ϕ−1(x), ϕ−1(y)]) + d(ϕ(y), [ϕ(x), ϕ(y)]))
≤ AX
λX
(d(ϕ−1(x), ϕ−1(y)) + d(ϕ(x), ϕ(y)))
≤ 2AX
λX
max{d(ϕ(x), ϕ(y)), d(ϕ−1(x), ϕ−1(y))}.
Consequently, we can choose k = λX/(2AX). Moreover, for every x, y ∈ X we
have max{d(ϕ(x), ϕ(y)), d(ϕ−1(x), ϕ−1(y))} ≥ Λ−1X d(x, y) and hence we can choose
ξ = Λ−1X ε˜X .
Remark 4.13. The computations above give a lower bound for AX . In particular,
given a Smale space (X, d, ϕ) with ΛX <∞ (no other restriction) one has
AX ≥ λX
2ΛX
.
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Finding the best such k is crucial for obtaining good estimates for the Hausdorff and
box dimensions, see Section 7. The computations above indicate that for estimating
k one should first try to estimate the constant AX of Lemma 4.10. In general though,
for λX > 2AX to be true it suffices to restrict to Smale spaces with λX ∈ (1+
√
2,∞)
and ΛX ∈ [λX , (λ2X − 1)/2).
Returning to the discussion of Fried’s metric, Artigue [6] recently constructed com-
patible metrics on expansive dynamical systems for which the systems exhibit self-
similarity. We describe his construction in the context of Smale spaces.
Let (X, d, ϕ) be a Smale space. One can construct the Smale space (X, dF, ϕ) for
which Fathi’s property in Theorem 4.12 is satisfied for some k > 1, ξ > 0. Then
Artigue defines the metric dA given by
(4.14) dA(x, y) = maxn∈Z
dF(ϕ
n(x), ϕn(y))
k|n|
and proves that
(4.15) dF ≤ dA ≤ c(dF)γ,
where γ = logΛX,F(k) ∈ (0, 1) (ΛX,F is the maximum of the two Lipschitz constants
for the metric dF) and c > 0. Most importantly, the new contraction constant and the
new Lipschitz constants of ϕ, ϕ−1 for the Smale space (X, dA, ϕ) are equal to k > 1.
Definition 4.14. A Smale space (X,ϕ) is called self-similar if λX = ΛX , where
λX > 1 is its contraction constant and ΛX = max{Lip(ϕ),Lip(ϕ−1)}.
Remark 4.15. One can observe that Artigue’s construction works for any metric d
that satisfies Fathi’s property and hence the metric inequalities (4.15) hold with d
in the place of dF. For instance, we proved that this is true for Smale spaces with
ΛX <∞ and λX > 2AX . This fact will be used in Corollary 7.9.
As we can see from the next lemma, there is a plethora of self-similar Smale spaces.
Lemma 4.16. Any Smale space is topologically conjugate to a self-similar Smale
space.
Obvious examples are the SFT. Self-similarity means that the dynamics are very
tight (see [6, Remark 2.22] and compare with the case of SFT, Wieler solenoids and
Lemma 4.10). Note that in a self-similar Smale space, ϕ acts on the local stable and
unstable sets as the λ−1X -multiple of an isometry.
5. Markov partitions
Roughly speaking, for an irreducible Smale space (X,ϕ) a Markov partition is a
partition of the space X into closed subsets that have a local product structure and
which overlap only on their boundaries. Such partitions yield a dynamically defined
refining sequence, as in Subsection 2.6, which induces an essential approximation
graph Π of X. From Proposition 2.23, the factor map πΠ : (PΠ, σΠ) → (X,ϕ) is
injective on a dense Gδ-set and since (X,ϕ) is irreducible, (PΠ, σΠ) will be too. This
would be the end of the story if the so-called shadowing property did not hold for
Smale spaces [11, Prop. 3.6]. This property sets up such a partition of X which in
addition satisfies the crucial Markov property, see Remark 4.4. In this case, (PΠ, σΠ)
is a topological Markov chain and this is actually where the story begins!
AHLFORS REGULARITY AND FRACTAL DIMENSION OF SMALE SPACES 21
Except for being essential and providing a combinatorial model for (X,ϕ), the
graph Π satisfies conditions (1),(3) and (4) in the Definition 3.1 of geometric approx-
imation graphs. However, it does not satisfy condition (2) since the overlaps in each
cover of the refining sequence are nowhere-dense and hence the Lebesgue numbers
are zero. Therefore, our plan is to recursively δ-fatten the closed covers in Π for
some carefully chosen δ > 0. In this way we will keep all the nice properties of Π
and obtain a geometrically-essential approximation graph Πδ. The Markov property
makes this possible. The dynamical systems that admit Markov partitions have been
characterised in [28] and are known as finitely presented dynamical systems. These
contain sofic systems and pseudo-Anosov homeomorphisms. It is quite possible that
the method we described can be generalised to this larger class of dynamical systems.
5.1. Basics on Markov partitions. We deal with the classical Markov partitions
and not with topological partitions, as defined in [1,56]. This means that we also
consider the boundaries of the partitions. However, the ideas are of the same nature.
Also, we focus on irreducible Smale spaces in order to make more precise statements.
Most of these statements still hold for non-wandering Smale spaces due to Smale’s
Decomposition Theorem, see Theorem 4.2.
First let (X,ϕ) be a Smale space and recall the definition of 0 < ε′X ≤ εX/2 from
(4.5) and similarly let 0 < ε′′X < ε
′
X/12 be so small that whenever d(x, y) ≤ ε′′X we
have
(5.1) d(ϕi(x), ϕi(y)) ≤ ε′X/2, d([x, y], y) ≤ ε′X/4, d([x, y], x) ≤ ε′X/4
for every |i| ≤ 2.
Definition 5.1. A non-empty subset R ⊂ X is called a rectangle if diam(R) ≤ ε′X
and [x, y] ∈ R, for any x, y ∈ R.
If R is a rectangle and x ∈ R, let
(5.2) Xs(x,R) = Xs(x, 2ε′X) ∩R and Xu(x,R) = Xu(x, 2ε′X) ∩R.
From the bracket axioms and the definition of rectangles it holds that
(5.3) R = [Xu(x,R), Xs(x,R)].
In fact, the local product structure on X (see (4.4)) implies that
(5.4)
int(R) = [int(Xu(x,R)), int(Xs(x,R))] and cl(R) = [cl(Xu(x,R)), cl(Xs(x,R))],
where the interiors and the closures are taken in Xu(x, 2ε′X) and X
s(x, 2ε′X). Define
the stable boundary to be
(5.5) ∂sR = {x ∈ R : Xs(x,R) ∩ int(R) = ∅}
and the unstable boundary to be
(5.6) ∂uR = {x ∈ R : Xu(x,R) ∩ int(R) = ∅}.
It follows that
(5.7) ∂sR = [∂Xu(x,R), Xs(x,R)] and ∂uR = [Xu(x,R), ∂Xs(x,R)],
where ∂Xu(x,R) and ∂Xs(x,R) are the boundaries of Xu(x,R) and Xs(x,R) as
subsets of Xu(x, 2ε′X) and X
s(x, 2ε′X), respectively. Also [11, Lemma 3.11] states
that
(5.8) ∂R = ∂sR ∪ ∂uR.
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Lemma 5.2. For any rectangles R,R′ ⊂ X with R ∩ R′ 6= ∅ and diameter small
enough, the set
[R,R′] = {[r, r′] : r ∈ R, r′ ∈ R′}
(1) is a rectangle;
(2) int([R,R′]) = [int(R), int(R′)] and cl([R,R′]) = [cl(R), cl(R′)].
Proof. Part (1) follows from the bracket axioms (B2) and (B3). For part (2) let
x ∈ R ∩R′ and then [R,R′] = [Xu(x,R), Xs(x,R′)] using bracket axioms (B2), (B3)
and equation (5.3). The local product structure implies that
int([R,R′]) = [int(Xu(x,R)), int(Xs(x,R′))] = [int(R), int(R′)]
using axioms (B2), (B3) and equation (5.4). The proof for the closures is similar. 
A rectangle R is called proper if it is closed and R = cl(int(R)).
Definition 5.3 ([12, Section 3]). A Markov partition is a finite covering R1 =
{R1, . . . , Rℓ} of X by non-empty proper rectangles such that
(1) int(Ri) ∩ int(Rj) = ∅ for i 6= j;
(2) ϕ(Xu(x,Ri)) ⊃ Xu(ϕ(x), Rj) and
(3) ϕ(Xs(x,Ri)) ⊂ Xs(ϕ(x), Rj) when x ∈ int(Ri) ∩ ϕ−1(int(Rj)).
The following is Bowen’s seminal theorem [12, Theorem 12].
Theorem 5.4 (Bowen’s Theorem). Let (X,ϕ) be an irreducible Smale space. Then
X has Markov partitions of arbitrarily small diameter.
Consequently, any irreducible Smale space (X,ϕ) is a factor of some topological
Markov chain. More precisely, let R1 be a Markov partition for (X,ϕ) and M be the
transition matrix given by
Mi,j =


1, if int(Ri) ∩ ϕ−1(int(Rj)) 6= ∅;
0, otherwise
for 1 ≤ i, j ≤ ℓ.
The following theorem is due to Bowen [11, Theorem 3.18], [12, Prop. 30] and
[13, Prop. 10]. Recall the Bowen measure µB from Subsection 4.1.
Theorem 5.5. Define the map πM : (ΣM , σM)→ (X,ϕ) by
(xi)i∈Z 7→
⋂
i∈Z
ϕ−i(Rxi).
Then πM is
(1) a factor map;
(2) injective on the residual set X \ ⋃i∈Z ϕi(∂R1), where ∂R1 = ⋃R∈R1 ∂R;
(3) a metric isomorphism between (ΣM , σM , µB) and (X,ϕ, µB).
(4) For every x ∈ X, the pre-image π−1M (x) has at most (#R1)2 elements.
(5) (ΣM , σM) is irreducible (or mixing if (X,ϕ) is mixing).
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5.2. Approximation graph of Markov partitions. Let (X,ϕ) be an irreducible
Smale space and R1 a Markov partition with diam(R1) ≤ ε′′X . We consider the
sequence (Rn)n≥0 given by R0 = {X} and
(5.9) Rn = {R ∈
n−1∨
i=1−n
ϕ−i(R1) : int(R) 6= ∅},
for n ∈ N. In order to show that each Rn covers X, let Ron = {int(R) : R ∈ Rn} and
observe that
⋃Ro1 is dense in X. Moreover, since
(5.10) Ron =
n−1∨
i=1−n
ϕ−i(Ro1)
we obtain that
⋃Ron is dense in X. Therefore, Rn covers X. From [69, Theorem 5.21]
we obtain that (Rn)n≥0 is a refining sequence and the corresponding graph Π = (R,A)
has no sources and no sinks. Therefore, Π is an essential approximation graph (see
Lemma 5.11) and (X,ϕ) is a factor of (PΠ, σΠ). Also, (PΠ, σΠ) is irreducible since
(X,ϕ) is irreducible. This means that PΠ is a Cantor space, see Subsection 2.5.
Now we present the main result of this section. We note that part (1) will be
proved in a slightly more general setting in Lemma 6.5, hence we do not prove it
again. Recall the notation (Q1-Q5) introduced in Subsection 2.1 and we have the
following.
Proposition 5.6. Let (X,ϕ) be an irreducible Smale space. There exists a refining
sequence of Markov partitions (Rn)n≥0 and constants θ ∈ (0, εX] and C, c > 0 so that
(1) diam(Rn) ≤ λ−n+1X θ;
(2) m(Rn) ≤ #(R1)2;
(3) the number of neighbouring rectangles is uniformly bounded, meaning
supnmaxR∈Rn #NRn(R) <∞;
(4) for every ε ∈ (0, 1) there is some n0 ∈ N such that for n ≥ n0 we have
ce2(h(ϕ)−ε)n < #Rn < Ce2(h(ϕ)+ε)n;
(5) the corresponding approximation graph Π = (R,A) is essential and
(PΠ, πΠ) = (ΣM , σM),
where M is the transition matrix of R1.
The proof of Proposition 5.6 will be achieved by establishing the following lemmas.
Lemma 5.7. Suppose that R1 is a Markov partition with diam(R1) ≤ ε′′X . Then
(1) ϕ(R), ϕ−1(R) are rectangles, for any R ∈ R1;
(2) for any Ri, Rj ∈ R1 such that int(Ri) ∩ ϕ−1(int(Rj)) 6= ∅ we have
(5.11) [ϕ−1(Rj), Ri] = Ri ∩ ϕ−1(Rj),
and hence Ri ∩ ϕ−1(Rj) is a proper rectangle. We will refer to this condition
as the Markov property.
(3) Moreover, if Ri, Rj, Rk ∈ R1 with ϕ(int(Ri)) ∩ int(Rj) ∩ ϕ−1(int(Rk)) 6= ∅
then we have
(5.12) [ϕ−1(Rk), ϕ(Ri)] = ϕ(Ri) ∩Rj ∩ ϕ−1(Rk).
Consequently, ϕ(Ri) ∩ Rj ∩ ϕ−1(Rk) is a proper rectangle that is equal to
ϕ(Ri) ∩ ϕ−1(Rk).
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Proof. Part (1) follows from the fact that ε′′X is so small that diam(ϕ
±1(R1)) ≤ ε′X/2
and the ϕ-invariance of the bracket map. For part (2) it is clear that Ri ∩ϕ−1(Rj) ⊂
[ϕ−1(Rj), Ri].
For the reverse inclusion let x ∈ int(Ri) ∩ ϕ−1(int(Rj)) and then [ϕ−1(Rj), Ri] =
[Xu(x, ϕ−1(Rj)), X
s(x,Ri)]. First we claim that
(5.13) Xu(x, ϕ−1(Rj)) = ϕ
−1(Xu(ϕ(x), Rj)).
Indeed, since ϕ(x) ∈ Rj write Rj = [Xu(ϕ(x), Rj), Xs(ϕ(x), Rj)] and hence
ϕ−1(Rj) = [ϕ
−1(Xu(ϕ(x), Rj), ϕ
−1(Xs(ϕ(x), Rj))],
where ϕ−1(Xu(ϕ(x), Rj) ⊂ Xu(x, εX) and ϕ−1(Xs(ϕ(x), Rj)) ⊂ Xs(x, εX). Also,
ϕ−1(Rj) = [X
u(x, ϕ−1(Rj)), X
s(x, ϕ−1(Rj))].
The claim follows since the bracket map is bijective around x.
Using conditions (2) and (3) in the definition of the Markov partition, it is easy to
show that
[ϕ−1(Xu(ϕ(x), Rj)), X
s(x,Ri)] ⊂ Ri ∩ ϕ−1(Rj).
We have Xs(x,Ri) ⊂ Ri and
ϕ−1(Xu(ϕ(x), Rj)) ⊂ Xu(x,Ri) ⊂ Ri.
Therefore,
[ϕ−1(Xu(ϕ(x), Rj)), X
s(x,Ri)] ⊂ [Ri, Ri] = Ri,
since Ri is a rectangle. In the same way,
ϕ(Xs(x,Ri)) ⊂ Xs(ϕ(x), Rj) ⊂ Rj ,
which gives Xs(x,Ri) ⊂ ϕ−1(Rj). Also ϕ−1(Xu(ϕ(x), Rj)) ⊂ ϕ−1(Rj), and one gets
[ϕ−1(Xu(ϕ(x), Rj)), X
s(x,Ri)] ⊂ [ϕ−1(Rj), ϕ−1(Rj)] = ϕ−1(Rj).
This shows that [ϕ−1(Rj), Ri] ⊂ Ri∩ϕ−1(Rj), and hence [ϕ−1(Rj), Ri] = Ri∩ϕ−1(Rj).
Consequently, Ri ∩ ϕ−1(Rj) is proper since using Lemma 5.2 we obtain
int([ϕ−1(Rj), Ri]) = [ϕ
−1(int(Rj)), int(Ri)]
and cl(int([ϕ−1(Rj), Ri])) = [cl(ϕ
−1(int(Rj))), cl(int(Ri))] = [ϕ
−1(Rj), Ri].
Part (3) is proved in a similar fashion. First we observe that
Ri ∩ ϕ−1(Rj) ∩ ϕ−2(Rk) = [ϕ−1(Rj) ∩ ϕ−2(Rk), Ri].
The inclusion
Ri ∩ ϕ−1(Rj) ∩ ϕ−2(Rk) ⊂ [ϕ−1(Rj) ∩ ϕ−2(Rk), Ri]
should be clear. For the reverse inclusion let x ∈ ϕ−1(Rj) ∩ ϕ−2(Rk) and y ∈ Ri. In
particular, x ∈ ϕ−1(Rj) and using part (2) we obtain that [x, y] ∈ [ϕ−1(Rj), Ri] =
Ri ∩ ϕ−1(Rj). Also, ϕ(x) ∈ Rj ∩ ϕ−1(Rk) and ϕ([x, y]) ∈ Rj . Therefore,
[x, y] = ϕ−1[ϕ(x), ϕ[x, y]] ∈ ϕ−1[Rj ∩ ϕ−1(Rk), Rj ]
= ϕ−1[[ϕ−1(Rk), Rj], Rj ]
= ϕ−1(Rj ∩ ϕ−1(Rk))
⊂ ϕ−2(Rk)
and consequently [x, y] ∈ Ri ∩ ϕ−1(Rj) ∩ ϕ−2(Rk).
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We now have that
ϕ(Ri) ∩Rj ∩ ϕ−1(Rk) = ϕ(Ri ∩ ϕ−1(Rj) ∩ ϕ−2(Rk))
= ϕ[ϕ−1(Rj) ∩ ϕ−2(Rk), Ri]
= ϕ[ϕ−1[ϕ−1(Rk), Rj ], Ri]
= ϕ[[ϕ−2(Rk), ϕ
−1(Rj)], Ri]
= ϕ[ϕ−2(Rk), Ri]
= [ϕ−1(Rk), ϕ(Ri)],
where the fourth equality makes sense because diam(R1) ≤ ε′′X . The properness of
the rectangle follows as in part (2) and ϕ(Ri) ∩ Rj ∩ ϕ−1(Rk) = ϕ(Ri) ∩ ϕ−1(Rk)
because ϕ(Ri) ∩ ϕ−1(Rk) ⊂ [ϕ−1(Rk), ϕ(Ri)]. 
Remark 5.8. Let R = ϕ(Ri) ∩ ϕ−1(Rk) = [ϕ−1(Rk), ϕ(Ri)] be a rectangle as in part
(2) of Proposition 5.7. Then it is not hard to see that
(5.14) ∂sR ⊂ ∂s(ϕ−1(Rk)) and ∂uR ⊂ ∂u(ϕ(Ri)).
Similarly as in equation (5.13) the local product structure of the space implies that
Xu(x,R) = Xu(x, ϕ−1(Rk)), for x ∈ R. Consequently, it holds that
∂sR = ∂s[Xu(x,R), Xs(x,R)]
= [∂Xu(x,R), Xs(x,R)]
⊂ [∂Xu(x, ϕ−1(Rk)), Xs(x, ϕ−1(Rk))]
= ∂s(ϕ−1(Rk)).
The unstable case is proved similarly.
The next lemma will allow us to apply Lemma 5.7 inductively.
Lemma 5.9. For every n ∈ N one has
Rn+1 = {R ∈ ϕ(Rn) ∨Rn ∨ ϕ−1(Rn) : int(R) 6= ∅}.
Proof. To prove that Rn+1 ⊂ {R ∈ ϕ(Rn)∨Rn∨ϕ−1(Rn) : int(R) 6= ∅} we just need
the fact that the interior of a finite intersection is the intersection of the interiors. For
the reverse inclusion it suffices to observe that if R, S ∈ R1 with int(R)∩ int(S) 6= ∅
then R = S. 
Lemma 5.10. For every n ∈ N the cover Rn is a Markov partition.
Proof. The statement holds for n = 1 since R1 is a Markov partition by definition.
Assume that Rn is a Markov partition and the claim is that Rn+1 is one too. Let
R ∈ Rn+1 and we certainly have diam(R) ≤ ε′′X . Using Lemma 5.9 and parts (1)
and (3) of Proposition 5.7 we deduce that R is a proper rectangle. The fact that the
interiors of any two rectangles in Rn+1 are mutually disjoint follows from ϕ being a
homeomorphism.
For conditions (2) and (3) of Definition 5.3, again by Lemma 5.9, it is enough to
consider an arbitrary
x ∈ int(ϕ(Rℓ) ∩ Ri ∩ ϕ−1(Rj) ∩ ϕ−1(ϕ(Ri) ∩ Rj ∩ ϕ−1(Rk)))
for some Rℓ, Ri, Rj, Rk ∈ Rn.
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Then one has
Xu(ϕ(x), ϕ(Ri) ∩Rj ∩ ϕ−1(Rk)) ⊂ Xu(ϕ(x), Rj) ∩ ϕ(Ri)
⊂ ϕ(Xu(x,Ri)) ∩ ϕ(Ri) ∩Rj
⊂ ϕ(ϕ(Xu(ϕ−1(x), Rℓ))) ∩ ϕ(Ri) ∩ Rj
= ϕ(Xu(x, ϕ(Rℓ) ∩Ri ∩ ϕ−1(Rj))),
where the second inclusion holds because x ∈ int(Ri) ∩ ϕ−1(int(Rj)) and the third
because x ∈ ϕ(int(Rℓ)) ∩ int(Ri). For the last equality use the same argument as in
(5.13).
For the stable part, we have
ϕ(Xs(x, ϕ(Rℓ) ∩Ri ∩ ϕ−1(Rj))) ⊂ ϕ(Xs(x,Ri)) ∩ Rj
⊂ Xs(ϕ(x), Rj) ∩ ϕ(Ri) ∩ Rj
⊂ ϕ−1(Xs(ϕ2(x), Rk)) ∩ ϕ(Ri) ∩ Rj
= Xs(ϕ(x), ϕ(Ri) ∩ Rj ∩ ϕ−1(Rk)),
where the second inclusion holds because x ∈ int(Ri)∩ϕ−1(int(Rj)), the third because
ϕ(x) ∈ int(Rj)∩ϕ−1(int(Rk)), and finally the last equality is true for the same reason
as in the unstable case. 
Lemma 5.11. The approximation graph Π = (R,A) is essential. Also (PΠ, πΠ) =
(ΣM , σM ), where M is the transition matrix of R1.
Proof. The graph Π is essential because the rectangles inRn are proper with mutually
disjoint interiors. Finally, (PΠ, πΠ) = (ΣM , σM) following the definition of Rn and
the cylinder sets of ΣM . 
We now estimate the growth rate of #Rn with respect to n. Recall that an irre-
ducible Smale space has the Bowen measure which maximises the topological entropy.
Lemma 5.12 ([12, Theorem 33]). For a topological Markov chain (ΣM , σM) that is
induced by a Markov partition of an irreducible Smale space (X,ϕ) one has h(ϕ) =
h(σM).
Lemma 5.13. There exist constants C, c > 0 such that for every ε ∈ (0, 1) there is
some n0 ∈ N so that for n ≥ n0 we have
ce2(h(ϕ)−ε)n < #Rn < Ce2(h(ϕ)+ε)n.
Proof. For any rectangle R ∈ Rn its essential part is given by Ress = int(R). Now
(2.12) together with the essentiality of Π imply that Ress ⊂ πΠ(CR) ⊂ R, where CR
is the cylinder set of R in PΠ. Since R is proper and πΠ is a closed map, we get
πΠ(CR) = R. Now, let (ΣM , σM) be the topological Markov chain that is induced
by R1 and recall the definition of the factor map πM : (ΣM , σM) → (X,ϕ) where
πM = πΠ from Lemma 5.11. Then every R ∈ Rn is the πM -image of a cylinder set of
rank 2n − 1. Actually, #Rn = NM(2n − 1); the number of non-empty cylinder sets
of ΣM of rank 2n− 1. From Lemma 4.5, there exist constants C, c > 0 such that for
every ε ∈ (0, 1) there is some n0 ∈ N so that for n ≥ n0 we have
ce2(h(σM )−ε)n < #Rn < Ce2(h(σM )+ε)n.
Using Lemma 5.12 we obtain the result. 
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Lemma 5.14. For every n ≥ 0 we have m(Rn) ≤ #(R1)2.
Proof. It follows from the same argument used in the proof of Lemma 5.13 and part
(3) of Theorem 5.5. 
For proving condition (3) of Proposition 5.6 we will use the diamond trick found in
[1]. More precisely, the map πM would have a diamond if there were two sequences
x = (xi)i∈Z and y = (yi)i∈Z with πM (x) = πM(y) for which there exist indices
k < l < m such that xk = yk, xl 6= yl and xm = ym. However, πM does not have
a diamond since diam(R1) < εX/2, see [1, Lemma 6.9]. So our strategy for proving
condition (3) is by contradiction. We will assume that it does not hold and then we
will be able to create a diamond for πM .
We say that R, S ∈ Rn have a common neighbour if they intersect some T ∈ Rn.
Also, recall that for any m ≥ n and R ∈ Rm there is a unique R′ ∈ Rn such that
R ⊂ R′. We call R′ an ancestor of R. The next lemma will follow from the Markov
property.
Lemma 5.15. There is some N ∈ N such that for every R, S ∈ Rn+N with a common
neighbour, their ancestors in Rn intersect.
Before proceeding to the proof let us make an observation. The above statement
is equivalent to the one saying that there is some N ∈ N such that for every two
disjoint R, S ∈ Rn, all their descendants in Rn+N do not have a common neighbour.
Another way to rephrase this is to say that, for every two disjoint R, S ∈ Rn we have
NRn+N (R) ∩ NRn+N (S) = ∅.
Of course, any two disjoint R, S ∈ Rn can be separated by neighbourhoods since
they are closed sets and X is normal. What Lemma 5.15 says is that Smale spaces
are normal in a highly controlled way.
Proof of Lemma 5.15. We will use induction on n. First, let N ∈ N be the smallest
number that
NR1+N (R) ∩NR1+N (S) = ∅,
for every disjoint R, S ∈ R1. This can be done since (Rn)n≥0 is refining and X is
normal. Assume now that
NRn+N (R) ∩NRn+N (S) = ∅,
for every disjoint R, S ∈ Rn and we claim that the same holds for n+ 1.
Let R, S ∈ Rn+1 be disjoint. From Lemma 5.9 one can write R = ϕ(Ri)∩ϕ−1(Rj)
and S = ϕ(Si) ∩ ϕ−1(Sj), for Ri, Rj , Si, Sj ∈ Rn. Actually R = [ϕ−1(Rj), ϕ(Ri)] and
S = [ϕ−1(Sj), ϕ(Si)], and since they are disjoint we have either ϕ
−1(Rj)∩ϕ−1(Sj) = ∅
or ϕ(Ri) ∩ ϕ(Si) = ∅. Then, from the inductive step,
Nϕ(Rn+N )(ϕ(Ri)) ∩ Nϕ(Rn+N )(ϕ(Si)) = ∅
or
Nϕ−1(Rn+N )(ϕ
−1(Rj)) ∩ Nϕ−1(Rn+N )(ϕ−1(Sj)) = ∅.
It follows that NRn+N+1(R) ∩ NRn+N+1(S) = ∅. Indeed, assume there is some
T = ϕ−1(Tj) ∩ ϕ(Ti) ∈ NRn+N+1(R) ∩NRn+N+1(S) with Ti, Tj ∈ Rn+N then,
ϕ(Ti) ∈ Nϕ(Rn+N )(ϕ(Ri)) ∩ Nϕ(Rn+N )(ϕ(Si))
and
ϕ−1(Tj) ∈ Nϕ−1(Rn+N )(ϕ−1(Rj)) ∩ Nϕ−1(Rn+N )(ϕ−1(Sj)).
But at least one of the two intersections is empty leading to a contradiction. 
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Let MN = max{#NRn(R) : 0 ≤ n ≤ N + 1, R ∈ Rn}.
Lemma 5.16 (Neighbouring Rectangles). For n ≥ N +2 and every R ∈ Rn we have
#NRn(R) ≤ #(R1)2(N+1).
Consequently,
#NRn(R) ≤ max{#(R1)2(N+1),MN},
for every n ∈ N and R ∈ Rn.
Proof. Assume to the contrary that there is some n ≥ N + 2 and R ∈ Rn such that
#NRn(R) ≥ #(R1)2(N+1) + 1.
Let
(R
(k)
−n+1, . . . , R
(k)
0 , . . . , R
(k)
n−1),
where 1 ≤ k ≤ #NRn(R), be the sequences that denote the different elements of
NRn(R), where each term is a rectangle in R1. Since there can only be up to #(R1)2
different pairs (R
(k)
i , R
(k)
j ), from the pigeonhole principle there are two sequences
S = (R
(k)
−n+1, . . . , R
(k)
0 , . . . , R
(k)
n−1) and T = (R
(j)
−n+1, . . . , R
(j)
0 , . . . , R
(j)
n−1) for which
(5.15) R
(k)
−n+1+i = R
(j)
−n+1+i and R
(k)
n−1−i = R
(j)
n−1−i,
for every 0 ≤ i ≤ N . Since S and T have a common neighbour, that is R, by Lemma
5.15 their ancestors
S ′ = (R
(k)
−n+1+N , . . . , R
(k)
0 , . . . , R
(k)
n−1−N)
and
T ′ = (R
(k)
−n+1+N , . . . , R
(j)
0 , . . . , R
(k)
n−1−N)
intersect. Observe that due to (5.15) both end-terms of S ′ and T ′ agree. At this
point we should note that since n ≥ N + 2 the sequences S ′ and T ′ have at least
three terms. Therefore, since S 6= T again by (5.15) we conclude S ′ 6= T ′ and hence
there is some index i in between such that R
(k)
i 6= R(j)i .
Choose a point x ∈ S ′ ∩ T ′ and we can find bi-infinite sequences
(. . . , R
(k)
−n+1+N , . . . , R
(k)
i , . . . , R
(k)
n−1−N , . . .)
and
(. . . , R
(k)
−n+1+N , . . . , R
(j)
i , . . . , R
(k)
n−1−N , . . .)
which both map to x under Bowen’s factor map, see Theorem 5.5. This means the
factor map has a diamond, which is a contradiction. 
6. Geometric approximations of Smale spaces
Let (X,ϕ) be an irreducible Smale space and R1 be a Markov partition with
diam(R1) ≤ ε′′X/2 (see (5.1) for the definition of ε′′X). Proposition 5.6 yields the
refining sequence of Markov partitions (Rn)n≥0 and the induced approximation graph
Π = (R,A). Our goal is to modify Π so that we obtain a geometrically-essential
approximation graph for (X,ϕ).
For now, choose some
(6.1) 0 < δ < ε′′X/4
and for every R ∈ R1 define its δ-fattening to be
(6.2) Rδ = [R ∪ (∂sR)δ, R ∪ (∂uR)δ]
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where
(6.3) (∂sR)δ =
⋃{Xu(z, δ) : z ∈ ∂sR} and (∂uR)δ = ⋃{Xs(w, δ) : w ∈ ∂uR}.
This is a well-defined rectangle with diam(Rδ) ≤ ε′X since
(6.4) diam(R ∪ (∂sR)δ ∪ (∂uR)δ) ≤ diam(R) + 2δ ≤ ε′′X
and a triangle inequality yields diam(Rδ) ≤ ε′X/2 + 2δ + diam(R) < 7ε′X/12.
For n ≥ 2 and R ∈ Rn, written uniquely as ⋂n−1i=1−n ϕ−i(Rxi) with Rxi ∈ R1, define
its δ-fattening by
(6.5) Rδ =
n−1⋂
i=1−n
ϕ−i(Rδxi).
As a result, for every n ≥ 0 we obtain the covers
(6.6) Rδn = {Rδ : R ∈ Rn}.
For n ∈ N, each cover Rδn+1 refines Rδn since for R ∈ Rn+1 and S ∈ Rn such
that R ⊂ S it holds Rδ ⊂ Sδ. Indeed, writing R = ⋂ni=−n ϕ−i(Rxi) and S =⋂n−1
i=1−n ϕ
−i(Syi) for unique Rxi , Syi ∈ R1, since R ⊂ S, we have Rxi = Syi for
|i| ≤ n − 1 and hence Rδ ⊂ Sδ. Finally, with the same arguments that we used
for (Rn)n≥0, we can show that the sequence (Rδn)n≥0 is refining and induces the
approximation graph Πδ.
Remark 6.1. By choosing δ > 0 small enough we can makeRδ1 to behave like a Markov
partition. Using the Markov property we will prove that this behaviour passes on
each Rδn, since the latter are inductively defined by Rδ1. Moreover, the inductive
definition of the refining sequence (Rδn)n≥0 will allow us to estimate the rate of decay
of the Lebesgue covering numbers and the diameters of the covers Rδn.
Recall that ℓX = min{Lip(ϕ),Lip(ϕ−1)} and ΛX = max{Lip(ϕ),Lip(ϕ−1)}. The
key tool in this paper is the following.
Theorem 6.2. Let (X,ϕ) be an irreducible Smale space. There exists a refining
sequence of δ-fat Markov partitions (Rδn)n≥0 and constants θ ∈ (0, εX] and C, c > 0
so that
(1) diam(Rδn) ≤ λ−n+1X θ;
(2) m(Rδn) ≤ #(R1)2;
(3) the number of neighbouring rectangles is uniformly bounded, meaning
supnmaxRδ∈Rδn #NRδn(R
δ) <∞;
(4) for every ε ∈ (0, 1) there is some n0 ∈ N such that for n ≥ n0 we have
ce2(h(ϕ)−ε)n < #Rδn < Ce2(h(ϕ)+ε)n;
(5) the corresponding approximation graph Πδ is metrically-essential.
If either ϕ or ϕ−1 are Lipschitz then there is ζ ∈ (0, θ] so that
(6) diam(Rδn) ≥ ℓ−n+1X ζ.
If in addition ϕ is bi-Lipschitz, there is some η ∈ (0, θ] so that
(7) Leb(Rδn) ≥ Λ−n+1X η.
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From Theorem 6.2, Lemma 4.16 and Smale’s Decomposition Theorem (Theorem
4.2) we obtain the following.
Corollary 6.3. Every non-wandering Smale space (X,ϕ) is topologically conjugate
to Smale space (Y, ψ) where each irreducible part (Yi, ψi) admits a refining sequence
that satisfies all conditions of Theorem 6.2 with λYi = ℓYi = ΛYi.
6.1. Proof of conditions (1)-(5) of Theorem 6.2. Their proof consists of the
following lemmas and corollaries. For the rest of this subsection we fix a refining
sequence (Rδn)n≥0 constructed as in (6.6). But first, recall that if S is a rectangle in X
and x ∈ S, the set Xs(x, 2ε′X)∩S is denoted by Xs(x, S) and similarly Xu(x, 2ε′X)∩S
is denoted by Xu(x, S).
Lemma 6.4. Each Rδn is an open cover.
Proof. We just need to prove that every Rδ ∈ Rδ1 is open in X, and in the process
we will demonstrate how it differs from R ∈ R1. For any x ∈ R define
(6.7) (∂Xu(x,R))δ =
⋃
z∈∂Xu(x,R)
Xu(z, δ) and (∂Xs(x,R))δ =
⋃
w∈∂Xs(x,R)
Xs(w, δ),
along with the open rectangle
(6.8) Rδx := [X
u(x,R) ∪ (∂Xu(x,R))δ, Xs(x,R) ∪ (∂Xs(x,R))δ].
The claim is that Rδ =
⋃
x∈RR
δ
x and hence R
δ is open. Note here that if we let
Rx = [X
u(x,R), Xs(x,R)] for x ∈ R, then Rx = R = Ry for any x, y ∈ R. However,
in the δ-fattened version we may get Rδx 6= Rδy, for some x 6= y ∈ R, because there is
no more control of the local stable and the unstable sets as soon as they get outside
of R.
First we prove that
R ∪ (∂sR)δ = ⋃
x∈R
Xu(x,R) ∪ (∂Xu(x,R))δ,
where it is straightforward to see that R =
⋃
x∈RX
u(x,R). The claim is that
(6.9) (∂sR)δ =
⋃
x∈R
(∂Xu(x,R))δ.
To see this, let x ∈ R and if z ∈ ∂Xu(x,R) then z ∈ ∂sR since, following the
equations (5.7), it holds that z ∈ Xs(z, R) = [z,Xs(x,R)] ⊂ [∂Xu(x,R), Xs(x,R)] =
∂sR. Therefore,
⋃
x∈R(∂X
u(x,R))δ ⊂ (∂sR)δ. For the other inclusion, note that if
z ∈ ∂sR, then z ∈ ∂Xu(z, R), for if z ∈ int(Xu(z, R)) then Xs(x,R) ∩ int(R) 6= ∅.
Similarly, it holds that
R ∪ (∂uR)δ = ⋃
y∈R
Xs(y, R) ∪ (∂Xs(y, R))δ.
As a result,
Rδ =
⋃
x,y∈R
[Xu(x,R) ∪ (∂Xu(x,R))δ, Xs(y, R) ∪ (∂Xs(y, R))δ]
=
⋃
[y,x]∈R
[Xu([y, x], R) ∪ (∂Xu([y, x], R))δ, Xs([y, x], R) ∪ (∂Xs([y, x], R))δ]
=
⋃
[y,x]∈R
Rδ[y,x]
=
⋃
x∈R
Rδx. 
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Lemma 6.5. For n ∈ N we have diam(Rδn) ≤ min{λ−n+1X εX , ε′X}.
Proof. Let n ∈ N and Rδ ∈ Rδ with some x, y ∈ Rδ. From the definition of Rδ we
have d(ϕi(x), ϕi(y)) ≤ ε′X , for all |i| ≤ n− 1. In particular, using the bracket axiom
(B4), we have
[ϕ−n+1(x), ϕ−n+1(y)] = ϕ−n+1([x, y])
and
d(ϕ−n+1(x), [ϕ−n+1(x), ϕ−n+1(y)]) ≤ εX/2.
Therefore, ϕ−n+1([x, y]) ∈ Xs(ϕ−n+1(x), εX/2) and hence [x, y] ∈ Xs(x, λ−n+1X εX/2).
Similarly, [x, y] ∈ Xu(y, λ−n+1X εX/2) and from triangle inequality d(x, y) ≤ λ−n+1X εX .

We want to show that our method produces covers which are closely related to the
Markov partitions. First we study all the possible overlaps that can occur between
elements of Rδn. For a finite cover U = {U1, . . . , Uℓ} of X let
(6.10) M(U) = {{Ui}i∈I : I ⊂ {1, . . . , ℓ} and
⋂
i∈I
Ui 6= ∅}
be the nerve of U and M#(U) = {#I : {Ui}i∈I ∈ M(U)}. It should be clear that
max(M#(U)) is the multiplicity of U . Consider the map
(6.11) M δn :M(Rn)→M(Rδn), {Ri}i∈I 7→ {Rδi }i∈I
which we aim to make surjective by choosing δ > 0 small enough so that, if
⋂
i∈I R
δ
i 6=
∅ then
⋂
i∈I Ri 6= ∅.
The first step is to choose δ small enough so that M δ1 is surjective. Let R1 =
{R1, . . . , Rℓ} and E(R1) = {I ⊂ {1, . . . , ℓ} : ⋂i∈I Ri = ∅}. Then there is δ > 0 such
that for every I ∈ E(R1) it holds ⋂i∈I Rδi = ∅. Indeed, let I ∈ E(R1) and then for
every i ∈ I there is some δ′I,i > 0 such that the δ′I,i-neighbourhood of Ri, denoted by
B(Ri, δ
′
I,i), satisfies B(Ri, δ
′
I,i) ∩ B(
⋂
j∈I,j 6=iRj, δ
′
I,i) = ∅. Also, there is 0 < δI,i < δ
′
I,i
such that R
δI,i
i ⊂ B(Ri, δ′I,i) and
⋂
j∈I,j 6=iR
δI,i
j ⊂ B(
⋂
j∈I,j 6=iRj , δ
′
I,i). So choosing
(6.12) δ = min{ε′′X/4,min{δI,i : I ∈ E(R1), i ∈ I}}
has the required property.
Lemma 6.6. Let δ > 0 be defined by (6.12), then for every n ≥ 0 the map M δn is
surjective.
Proof. For n = 0 it is trivially true and from the choice of δ the map M δ1 is surjective.
Lets assume M δn is surjective and we claim thatM
δ
n+1 is too. Let {Rδi }i∈I ∈M(Rδn+1)
and from Lemma 5.9 every
Rδi = ϕ(R
δ
i1) ∩Rδi2 ∩ ϕ−1(Rδi3)
with Rδi1, R
δ
i2, R
δ
i3 ∈ Rδn and Ri = ϕ(Ri1) ∩ Ri2 ∩ ϕ−1(Ri3) ∈ Rn+1. Then it holds⋂
i∈I
Rδi =
⋂
i∈I
ϕ(Rδi1) ∩Rδi2 ∩ ϕ−1(Rδi3) 6= ∅
and we want to prove that⋂
i∈I
Ri =
⋂
i∈I
ϕ(Ri1) ∩ Ri2 ∩ ϕ−1(Ri3) 6= ∅.
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Equivalently, using part (3) of Proposition 5.7 we want to prove that⋂
i∈I
[ϕ−1(Ri3), ϕ(Ri1)] 6= ∅.
From the inductive step we obtain that⋂
i∈I
ϕ(Rδi1) 6= ∅⇒
⋂
i∈I
ϕ(Ri1) 6= ∅
and also ⋂
i∈I
ϕ−1(Rδi3) 6= ∅⇒
⋂
i∈I
ϕ−1(Ri3) 6= ∅.
Hence
∅ 6= [⋂
i∈I
ϕ−1(Ri3),
⋂
i∈I
ϕ(Ri1)]
⊂ ⋂
i∈I
[ϕ−1(Ri3), ϕ(Ri1)]
=
⋂
i∈I
Ri.
Thus, by induction the maps M δn are surjective. 
The third and last choice for δ > 0 will be such that if R, S ∈ Rn with R 6= S then
R 6⊂ Sδ. In particular, the δ-fattening maps
(6.13) F δn : Rn → Rδn, R 7→ Rδ
and the maps M δn defined in (6.11) will become bijective for every n ∈ N.
This is a subtle procedure that requires the following concepts. First, for every
n ∈ N and R ∈ Rn define
(6.14) ∂s,oR = {x ∈ ∂sR : Xu(x,R) ∩ int(R) 6= ∅}
and
(6.15) ∂u,oR = {x ∈ ∂uR : Xs(x,R) ∩ int(R) 6= ∅}.
Then, consider the sets
(6.16) NsRn(R) = {S ∈ NRn(R) \ {R} : S ∩ ∂u,oR = ∅}
and
(6.17) NuRn(R) = {S ∈ NRn(R) \ {R} : S ∩ ∂s,oR = ∅}
which are the stable and unstable neighbours of R, respectively. These sets provide a
decomposition in the sense that
(6.18) NRn(R) \ {R} = NsRn(R) ∪ NuRn(R).
Indeed, if S ∈ NRn(R) \ {R} with S 6∈ NsRn(R) and S 6∈ NuRn(R) then there are
some x ∈ S ∩ ∂u,oR and y ∈ S ∩ ∂s,oR, and hence [x, y] ∈ S ∩ int(R). However,
S ∩ int(R) = ∅ which results in a contradiction.
For every R ∈ R1 choose some xR ∈ int(R) and then for all T ∈ NsR1(R) and
S ∈ NuR1(R) we have T ∩ Xs(xR, R) = ∅ and S ∩ Xu(xR, R) = ∅. Consequently,
there is some small enough δ′ > 0 so that
(6.19) T δ
′ ∩Xs(xR, R) = ∅
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and
(6.20) Sδ
′ ∩Xu(xR, R) = ∅
for every R ∈ R1 and T ∈ NsR1(R), S ∈ NuR1(R). Our last choice for δ > 0 is
(6.21) δ = min{ε′′X/4,min{δI,i : I ∈ E(R1), i ∈ I}, δ′}.
Lemma 6.7. Let δ > 0 be defined by (6.21), then for every n ∈ N and S,R ∈ Rn
with S ∈ NRn(R) \ {R} we have that
(1) if S ∈ NuRn(R) and x ∈ S ∩ R then Xs(x,R) 6⊂ Xs(x, Sδ);
(2) if S ∈ NsRn(R) and x ∈ S ∩ R then Xu(x,R) 6⊂ Xu(x, Sδ).
Proof. We will prove part (1) by induction on n and the proof for part (2) is similar.
Assume to the contrary that there are S,R ∈ R1 with S ∈ NuR1(R) and some x ∈ S∩R
such that Xs(x,R) ⊂ Xs(x, Sδ). In particular, Xs(x,R) ⊂ Sδ and since R is a
rectangle we have
[x, xR] ∈ Xs(x,R) ∩Xu(xR, R) ⊂ Sδ.
However, from the choice of δ in (6.21) we have Sδ ∩ Xu(xR, R) = ∅ leading to a
contradiction.
Suppose now that part (1) is true for some n ∈ N. We claim that it is also true for
n+ 1. Again assume to the contrary that there are S,R ∈ Rn+1 with S ∈ NuRn+1(R)
and some x ∈ S ∩ R such that Xs(x,R) ⊂ Xs(x, Sδ).
As usual write R = [ϕ−1(Rj), ϕ(Ri)] and S = [ϕ
−1(Sj), ϕ(Si)] for Ri, Rj , Si, Sj ∈
Rn. It holds that
Xs(x,R) = Xs(x, ϕ(Ri)), X
s(x, S) = Xs(x, ϕ(Si))
and Xs(x, Sδ) ⊂ Xs(x, ϕ(Sδi )) since Sδ ⊂ ϕ(Sδi ). From the assumption we obtain
that Xs(x, ϕ(Ri)) ⊂ Xs(x, ϕ(Sδi )). Then applying the map ϕ−1 results to
Xs(ϕ−1(x), Ri) ⊂ Xs(ϕ−1(x), Sδi )
since Ri, S
δ
i are rectangles and the bracket map is locally bijective. Clearly ϕ
−1(x) ∈
Si ∩ Ri and we have to show that Si ∈ NuRn(Ri) in order to get a contradiction from
the inductive step.
First note that
(6.22) Xs(x, S) ∩ int(Xs(x,R)) = ∅,
for if not, we would have
[Xu(x, S), Xs(x, S)] ∩ [Xu(x,R), int(Xs(x,R))] 6= ∅.
Then since the intersection of S and R can happen only on their boundaries, this is
equivalent to S ∩ ∂s,oR 6= ∅, meaning that S 6∈ NuRn+1(R). Equation (6.22) implies
that
(6.23) Xs(ϕ−1(x), Si) ∩ int(Xs(ϕ−1(x), Ri)) = ∅
and is easy to observe that Si ∈ NRn(Ri) \ {Ri}. Now assume to the contrary that
Si 6∈ NuRn(Ri) and hence there is some y ∈ Si ∩ ∂s,oRi. Then
Xs(ϕ−1(x), Si) ∩Xu(y, εX/2) = [ϕ−1(x), y]
since both ϕ−1(x), y ∈ Si but also
int(Xs(ϕ−1(x), Ri)) ∩Xu(y, εX/2) = [ϕ−1(x), y]
since y ∈ ∂s,oRi. However, this contradicts (6.23). 
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Lemma 6.8. For every n ∈ N and S,R ∈ Rn such that S 6= R we have that R 6⊂ Sδ.
Consequently, the maps F δn and M
δ
n are bijective.
Proof. Let n ∈ N and assume to the contrary that there are some S,R ∈ Rn with
S 6= R such that R ⊂ Sδ. From Lemma 6.6 we obtain that S ∩R 6= ∅ and so for any
x ∈ S ∩ R it holds Xs(x,R) ⊂ Xs(x, Sδ) and Xu(x,R) ⊂ Xu(x, Sδ). However, from
Lemma 6.7 we have that Xs(x,R) 6⊂ Xs(x, Sδ) or Xu(x,R) 6⊂ Xu(x, Sδ). This gives
the desired contradiction. 
Lemma 6.8 yields the following corollaries.
Corollary 6.9. The approximation graph Πδ is metrically-essential.
Proof. From Lemma 5.11 the underlying approximation graph Π is essential and from
Lemma 6.8 the δ-fattening maps F δn are bijective. It is easy to see that
∐
n≥0 F
δ
n :
Π → Πδ is a graph homomorphism which induces the map F δ : PΠ → PΠδ that
satisfies πΠδ ◦ F δ = πΠ because, if p˜ ∈ PΠ then
∅ 6= ⋂
n≥0
r(pn) ⊂
⋂
n≥0
r(pδn).

Corollary 6.10. For every n ≥ 0 and R ∈ Rn the following hold.
(1) #Rδn = #Rn;
(2) #NRδn(R
δ) = #NRn(R);
(3) m(Rδn) = m(Rn).
Proof. Observe that Lemma 6.8 implies that any Rδ ∈ Rδn is written uniquely in the
form ϕ(Rδi ) ∩ Rδj ∩ ϕ−1(Rδk), for Rδi , Rδj , Rδk ∈ Rδn. 
6.2. Proof of conditions (6),(7) of Theorem 6.2. Let (X,ϕ) be an irreducible
Smale space and fix a refining sequence (Rδn)n≥0. Our aim is to investigate the prop-
erties of (Rδn)n≥0 when ℓX = min{Lip(ϕ),Lip(ϕ−1)} or ΛX = max{Lip(ϕ),Lip(ϕ−1)}
is finite.
Recall again that, if S is a rectangle in X and x ∈ S, the set Xs(x, 2ε′X) ∩ S is
denoted by Xs(x, S) and similarly Xu(x, 2ε′X)∩S is denoted by Xu(x, S). Also, note
that both sets are compact subsets of X.
Lemma 6.11. There exists some η > 0 such that for every n ≥ 0 it holds that
Leb(Rδn) ≥ Λ−n+1X η.
Proof. The case n = 0 is trivial. We claim that there exists some η > 0 such that for
every n ∈ N, we have d(x,X \ Rδ) ≥ Λ−n+1X η, for every x ∈ X and R ∈ NRn({x}).
Then we will have
Leb(Rδn) = infx∈XsupRδ∈Rδnd(x,X \Rδ)
≥ infx∈XsupR∈NRn ({x})d(x,X \Rδ)
≥ Λ−n+1X η.
To prove the claim, let R1,k ∈ R1, for 1 ≤ k ≤ #R1. We have that (X \ Rδ1,k) ∩
R1,k = ∅ and define ηk > 0 so that d(X \Rδ1,k, R1,k) = 2ηk. Let
η = min{ηk : 1 ≤ k ≤ #R1}
AHLFORS REGULARITY AND FRACTAL DIMENSION OF SMALE SPACES 35
and then, for every x ∈ X and R ∈ NR1({x}), it holds that d(x,X \ Rδ) ≥ η. This
proves the case n = 1.
Assume that for some n ∈ N we have d(x,X \Rδ) ≥ Λ−n+1X η, for every x ∈ X and
R ∈ NRn({x}). We claim that
d(x,X \ (ϕ(Rδi ) ∩Rδj ∩ ϕ−1(Rδk))) ≥ Λ−nX η,
for every x ∈ X and ϕ(Ri)∩Rj∩ϕ−1(Rk) ∈ NRn+1({x}) withRi, Rj, Rk ∈ Rn. For x ∈
X and ϕ(Ri)∩Rj∩ϕ−1(Rk) ∈ NRn+1({x}) one has that d(x,X\(ϕ(Rδi )∩Rδj∩ϕ−1(Rδk)))
is equal to
min{d(x,X \ ϕ(Rδi )), d(x,X \Rδj), d(x,X \ ϕ−1(Rδk))}
which is greater or equal to
min{Λ−1X Λ−n+1X η,Λ−n+1X η,Λ−1X Λ−n+1X η}
which is Λ−nX η, concluding the induction argument. 
The next results show that Smale spaces with Lipschitz dynamics can be controlled
in a refined way. Our approach makes use of the next lemma that holds for an
arbitrary Smale space.
For any closed rectangle R ⊂ X that has a local stable and unstable leaf of cardi-
nality at least two, let
(6.24) diams(R) = inf{diam(Xs(x,R)) : x ∈ R}
and
(6.25) diamu(R) = inf{diam(Xu(x,R)) : x ∈ R}.
It is clear that for every x ∈ R, the diameters diam(Xs(x,R)) are non-zero, since
all the local stable leaves are mutually homeomorphic and hence of cardinality at
least two. For the same reason the diameters diam(Xu(x,R)) are non-zero. The fact
that diams(R), diamu(R) > 0 follows from the compactness of R and the next lemma.
But first, for a closed rectangle R ⊂ X, denote by K(R) the set of its compact subsets
and by dH the usual Hausdorff metric on K(R) which is described for the reader’s
convenience in the proof.
Lemma 6.12. For every closed rectangle R ⊂ X, the maps from (R, d) to (K(R), dH)
given by x 7→ Xs(x,R) and x 7→ Xu(x,R) are continuous. In particular, the maps
R ∋ x 7→ diam(Xs(x,R)) and R ∋ x 7→ diam(Xu(x,R)) are continuous.
Proof. We prove the unstable case and the stable case is similar. Let y ∈ R and
(xn)n≥0 be a sequence in R which converges to y. We will prove that
lim
n→∞
dH(X
u(xn, R), X
u(y, R)) = 0
where dH is the Hausdorff distance that, since X
u(xn, R), X
u(y, R) are compact, is
given by
(6.26) dH(X
u(xn, R), X
u(y, R)) = max{C(xn, y, R), C ′(xn, y, R)},
where
C(xn, y, R) = maxz∈Xu(xn,R) d(z,X
u(y, R))
and
C ′(xn, y, R) = maxw∈Xu(y,R) d(w,X
u(xn, R)).
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A straightforward computation shows that
(6.27) |diamXu(xn, R)− diamXu(y, R)| ≤ 2dH(Xu(xn, R), Xu(y, R))
and hence the map R ∋ x 7→ diamXu(x,R) is continuous.
We now claim that
lim
n→∞
C(xn, y, R) = 0.
Assume to the contrary that it does not converge to zero. Then there is some ε > 0
and a subsequence (xnk)k≥0 in R such that
maxz∈Xu(xnk ,R) d(z,X
u(y, R)) ≥ ε,
for every k ≥ 0. This means that there are some znk ∈ Xu(xnk , R) such that
d(znk , X
u(y, R)) ≥ ε, for every k ≥ 0. However, by compactness of R, there
is a convergent subsequence (znkℓ )ℓ≥0 that converges to some z
′ ∈ R. But then,
znkℓ = [znkℓ , xnkℓ ] converges to [z
′, y] ∈ Xu(y, R) which leads to a contradiction.
Now we show that
lim
n→∞
C ′(xn, y, R) = 0.
Again assume to the contrary that it does not converge to zero. Then there is some
ε > 0 and a subsequence (xnk)k≥0 in R such that
maxw∈Xu(y,R) d(w,X
u(xnk , R)) ≥ ε,
for every k ≥ 0. Similarly, this means that there are wnk ∈ Xu(y, R) such that
d(wnk, X
u(xnk , R)) ≥ ε,
for every k ≥ 0. Since Xu(y, R) is compact, there is a converging subsequence
(wnkℓ )ℓ≥0 that converges to some w
′ ∈ Xu(y, R). In particular, there is some ℓ0 ∈ N
such that d(wnkℓ , w
′) < ε/2, for every ℓ ≥ ℓ0. Then d(w′, Xu(xnkℓ , R)) ≥ ε/2, for
every ℓ ≥ ℓ0, by using the inequality
|d(wnkℓ , Xu(xnkℓ , R))− d(w′, Xu(xnkℓ , R))| ≤ d(wnkℓ , w′).
However, for big enough ℓ, since the diameter of R is small, w′ and xnkℓ will be
close enough to be bracketed and hence
d(w′, Xu(xnkℓ , R)) ≤ d(w′, [w′, xnkℓ ]) = d([w′, y], [w′, xnkℓ ]),
where the last expression converges to zero. This leads to a contradiction. 
We consider the positive quantities
diamsR1 = min{diams(R) : R ∈ R1}(Q6)
diamuR1 = min{diamu(R) : R ∈ R1}(Q7)
Lemma 6.13. Suppose that the homeomorphism ϕ−1 is Lipschitz. Then it holds that
diam(Rn) ≥ Lip(ϕ−1)−n+1diamsR1.
If ϕ is Lipschitz then
diam(Rn) ≥ Lip(ϕ)−n+1diamuR1.
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Proof. We just prove the first inequality and the second is similar. Note that the case
n = 0 is trivial. Instead of proving the statement directly we will prove, by induction
on n, that for every R ∈ Rn and every x ∈ R we have
diam(Xs(x,R)) ≥ Lip(ϕ−1)−n+1diamsR1.
For n = 1 the above inequality is true from the definition of diamsR1. Assume that
it holds for some n ∈ N and we claim that for every R ∈ Rn+1 and every x ∈ R it
holds that
diam(Xs(x,R)) ≥ Lip(ϕ−1)−ndiamsR1.
Write R = [ϕ−1(Rj), ϕ(Ri)], for Ri, Rj ∈ Rn, and with a similar argument as in
equation 5.13 one has Xs(x,R) = ϕ(Xs(ϕ−1(x), Ri)). Then
diam(Xs(x,R)) = diam(ϕ(Xs(ϕ−1(x), Ri)))
≥ Lip(ϕ−1)−1diam(Xs(ϕ−1(x), Ri))
≥ Lip(ϕ−1)−1 Lip(ϕ−1)−n+1diamsR1
= Lip(ϕ−1)−ndiamsR1
where the first inequality is true because ϕ−1 is Lipschitz. 
From Remark 4.9 we obtain the following.
Corollary 6.14. For any irreducible Wieler solenoid (X,ϕ) it holds that
diam(Rn) ≥ λ−n+1X diamsR1,
where λX is the contraction constant.
7. Semi-conformal Smale spaces
In this section we study regularity properties of the Bowen measure and derive
dimension estimates for Smale spaces. In particular we focus on the following class
of Smale spaces.
Definition 7.1. A Smale space (X,ϕ) is called semi-conformal if λX = ℓX , where
λX > 1 is its contraction constant and ℓX = min{Lip(ϕ),Lip(ϕ−1)}.
By definition a self-similar Smale space is semi-conformal. Also any Wieler solenoid
is semi-conformal, see Remark 4.9. Note that if ϕ−1 is λX -Lipschitz then ϕ acts as
the λ−1X -multiple of an isometry on local stable sets. The dual happens if ϕ is λX-
Lipschitz.
In what follows (Rn)n≥0 will be a refining sequence of Markov partitions for a
mixing, irreducible or non-wandering Smale space with diam(R1) ≤ ε′′X/2, see (5.9).
Proposition 7.2. Let (X,ϕ) be a mixing semi-conformal Smale space. There is a
constant K > 0 such that, for every n ∈ N and R ∈ Rn, the Bowen measure satisfies
K−1 diam(R)s0 ≤ µB(R) ≤ K diam(R)s0
where s0 = 2h(ϕ)/ log(λX).
Proof. Since (X,ϕ) is mixing, the corresponding topological Markov chain (ΣM , σM)
will be mixing, too. Recall that the Bowen measure on (ΣM , σM) is the Parry measure
µP.
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Moreover, since (X,ϕ) is semi-conformal, from Theorem 6.2 and Lemma 6.13, we
obtain constants θ ≥ ζ > 0 such that
(7.1) λ−n+1X ζ ≤ diam(R) ≤ λ−n+1X θ,
for every n ∈ N and R ∈ Rn.
Let R ∈ Rn and C ∈ ΣM be the symmetric cylinder set of rank 2n − 1 such
that πM (C) = R. Theorem 5.5 says that πM is a metric isomorphism between
(ΣM , σM , µP) and (X,ϕ, µB), hence µB(R) = µP(C). From Lemma 4.6 there is D > 0
so that
D−1λ−2nmax ≤ µP(C) ≤ Dλ−2nmax
where λmax is the Perron-Frobenius eigenvalue. Then using the inequality (7.1) to-
gether with
K = max{D(θλX)s0, D(ζλX)−s0}
and
s0 = 2h(ϕ)/ log(λX) = logλX (λ
2
max)
we obtain the result. 
Remark 7.3. Similar results with Proposition 7.2 can be obtained by building aMoran
construction, see [35, Definition 2.2] and [10,36,45]. Roughly speaking, a Moran con-
structionM on a complete metric space (Z, d), is a countable poset (by inclusion) of
closed, bounded subsets of (Z, d) with positive diameter, that has a unique maximum,
the infimum of every chain is a point in Z, and where the elements ofM correspond
to finite words occurring in an one-sided subshift (Σ, σ) on finitely many symbols.
Each Moran construction on (Z, d) describes a limit set in (Z, d). Here, we show that
for an arbitrary non-wandering Smale space (X,ϕ) any sequence (Rn)n≥0 induces a
Moran construction.
Indeed, the shift space (TM , τM) corresponding to the Moran construction will be
the one-sided version of the two sided shift (ΣM , σM ) built from the Markov partition
R1. Consider the set
T = {(Ri, Rj) : Ri, Rj ∈ R1}N,
where the cylinder topology makes it a compact zero dimensional space, see Subsec-
tion 2.4. Let τ be the left shift map. The set of forbidden words consists of all the
words (Ri, Rj)(Sk, Sm) of length two, such that
int(ϕ−2(Sk) ∩ ϕ−1(Ri) ∩ ϕ(Rj) ∩ ϕ2(Sm)) = ∅.
Let TM ⊂ T be the sequences that do not contain any forbidden words, τM be the
restriction of τ on TM and clearly τM(TM) ⊂ TM . For any (finite) allowable word
w = (Ri1 , Rj1) . . . (Rik , Rjk) consider the rectangle
Ew =
k⋂
m=1
ϕ−m(Rim) ∩ ϕm(Rjm),
which is an element of Rk+1 due to the Markov property. The collection of all
these rectangles forms a Moran construction on X whose limit set is the whole of
X. From inequality (7.1) it follows easily that semi-conformal Smale spaces admit
controlled Moran constructions; that is, Moran constructions with a particular control
on the diameter of the sets, see [35, Definition 2.2]. Finally, measures that satisfy the
inequality of Proposition 7.2 are called semi-conformal [36].
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Of central importance in the study of fractals is Bowen’s equation for the topological
pressure [10,15]. In our context, for a semi-conformal Smale space (X,ϕ) equipped
with (Rn)n≥0 we consider the map P : [0,∞)→ R given by
(7.2) P (s) = lim
n→∞
1
n
log
∑
R∈Rn
diam(R)s,
which is well-defined, convex, continuous and strictly-decreasing, see Remark 7.3 and
[35]. Bowen’s equation is P (s) = 0 and the results in this paper make it possible to
solve it.
Proposition 7.4. Let (X,ϕ) be an irreducible semi-conformal Smale space. The
unique solution to Bowen’s equation is s0 = 2h(ϕ)/ log(λX).
Proof. The result follows easily from part (4) of Proposition 5.6 and inequality (7.1)
which is obtained from Theorem 6.2 and Lemma 6.13. The root is unique since P is
strictly-decreasing. 
We now introduce a homogeneity property for Smale spaces. It is related to the
uniform finite clustering property (UFCP) for Moran constructions used in [35,36].
However, the definition used there is not sufficient for our purposes, even if we use the
Moran picture of (Rn)n≥0. Therefore, we modify it but keep the same terminology.
Definition 7.5. A refining sequences of Markov partitions (Rn)n≥0 for a Smale space
(X,ϕ) satisfies the uniform finite clustering property (UFCP) if
supx∈X supr#NRnr (B(x, r)) <∞,
where r takes values in (0, diam(X)) and nr = min{n ∈ N : diam(Rn) ≤ r}.
We are interested in semi-conformal Smale spaces which admit refining sequences
of Markov partitions that satisfy UFCP. In particular the following holds.
Proposition 7.6. Any refining sequence of Markov partitions (Rn)n≥0 for a non-
wandering self-similar Smale space (X,ϕ) satisfies UFCP.
Proof. Let x ∈ X and 0 < r < diam(X). We claim that #NRnr (B(x, r)) is bounded
above by a constant which does not depend on x and r. Without loss of generality
we can assume that (X,ϕ) is irreducible.
From Theorem 6.2 we obtain the δ-fattening (Rδn)n≥0 and constants 0 < η ≤ θ
such that
diam(Rδn) ≤ λ−n+1X θ and Leb(Rδn) ≥ λ−n+1X η
for every n ∈ N. Note that it suffices to prove the statement for 0 < r < η/2. Fix
such r and let
mr = min{n ∈ N : λ−n+1X θ ≤ r}.
It is easy to check that mr = 1 + ⌈logλX (θ/r)⌉ and that mr ≥ nr. Therefore,
#NRnr (B(x, r)) ≤ #NRmr (B(x, r)). Moreover, from Lemma 6.8 the map
NRmr (B(x, r))→ NRδmr (B(x, r))
given by R→ Rδ is injective. In particular,
NRmr (B(x, r)) ≤ NRδmr (B(x, r)).
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Define ℓr = 1+ ⌊logλX (η/(2r))⌋ and one has 2r ≤ λ−ℓr+1X η ≤ Leb(Rδℓr). Then there
is some T δ ∈ Rδℓr which contains B(x, r) and clearly
NRδ
ℓr
(B(x, r)) ⊂ NRδ
ℓr
(T δ),
where #NRδ
ℓr
(T δ) ≤ NΠ, the uniform upper bound in the number of neighbouring
rectangles, see Theorem 6.2.
We will work in a similar fashion as in Proposition 3.2. First we note that mr ≥ ℓr
and every Rδ ∈ NRδmr (B(x, r)) is a descendant of depth mr − ℓr of some element in
NRδ
ℓr
(B(x, r)). We have mr − ℓr ≤ 2 + logλX (2θ/η) and since there is also a uniform
upper bound CΠ (see Theorem 6.2) on the number of descendants, due to the finite
entropy, it holds
#NRδmr (B(x, r)) ≤ NΠC
2+logλX
(2θ/η)
Π .
As a result,
#NRnr (B(x, r)) ≤ NΠC
2+logλX
(2θ/η)
Π . 
We are now in a position to prove one of the main results of this paper. The power
of this can be seen in Corollary 7.8, where we obtain a sweeping result for all mixing
Smale spaces.
Theorem 7.7. Let (X,ϕ) be a mixing semi-conformal Smale space. Assume there
is a refining sequence of Markov partitions that satisfies the UFCP. Then the Bowen
measure is Ahlfors s0-regular and therefore,
dimH X = dimBX = dimAX = s0
where s0 = 2h(ϕ)/ log(λX). Moreover, the s0-dimensional Hausdorff measure is
strictly positive.
Proof. Suppose (Rn)n≥0 is a refining sequence of Markov partitions that satisfies
the UFCP and let M > 0 such that #NRnr (B(x, r)) ≤ M for every x ∈ X and
0 < r < diam(X). Now fix some x ∈ X and we want to estimate the measure
µB(B(x, r)) for 0 < r < diam(X), but since diam(X) < ∞ it suffices to consider
0 < r < diam(R1)/2. Using the constant K > 0 from Proposition 7.2 we obtain
µB(B(x, r)) ≤ µB(
⋃
NRnr (B(x, r)))
≤∑
R
µB(R)
≤∑
R
K diam(R)s0
≤MKrs0
where the sum is taken over all R ∈ NRnr (B(x, r)).
For the lower bound, take an infinite path in the approximation graph PΠ of
(Rn)n≥0 that converges to x. From this path let R be the first rectangle that is
contained in B(x, r). Then its first ancestor R̂ will not be contained and hence
diam(R̂) > r. Now we observe that R ∈ Rn for some n ≥ 2, for if R ∈ R1 then
diam(R1) ≤ diam(R) ≤ 2r < diam(R1). This means R̂ ∈ Rn−1 and n − 1 ≥ 1.
Therefore, we can apply inequality (7.1) to obtain that diam(R) ≥ c diam(R̂) for
some c ≤ ζ/(λXθ).
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As a result,
µB(B(x, r)) ≥ µB(R) ≥ K−1 diam(R)s0 ≥ K−1cs0rs0,
and hence the Bowen measure is Ahlfors s0-regular. The rest follow from Proposition
2.15 and Remark 2.14. 
Theorem 7.7 together with Proposition 7.6 and Lemma 4.16 yields the following
result.
Corollary 7.8. Any mixing Smale space is topologically conjugate to a mixing Smale
space on which the Bowen measure is Ahlfors regular.
Also, from Theorem 7.7, Proposition 7.6, Remark 4.15 and the metric inequalities
(4.15) in Subsection 4.4 we obtain the following dimension estimates. Recall that
ΛX = max{Lip(ϕ),Lip(ϕ−1)}.
Corollary 7.9. Let (X,ϕ) be a mixing Smale space with ΛX < ∞. Suppose that
λX > 2AX, where AX > 0 is the constant obtained in Lemma 4.10. Then it holds
2 h(ϕ)
log ΛX
≤ dimH X ≤ dimBX ≤ dimBX ≤
2 h(ϕ)
log λX − log(2AX) .
We should point out again that since AX ≤ (ΛXλX)/(λ2X−1), for λX > 2AX to be
true in general, it suffices to restrict λX ∈ (1 +
√
2,∞) and ΛX ∈ [λX , (λ2X − 1)/2).
Then, considering the behaviour of the Hausdorff and box dimensions with Ho¨lder
equivalent metrics, it is possible to obtain upper and lower bounds for Smale spaces
with contraction/expansion constants in (1, 1 +
√
2]. However, the goal should be to
estimate AX . The Assouad dimension is not included in the inequality since it does
not behave well with arbitrary Ho¨lder transformations [32].
Secondly, the upper bound can also be obtained from [25, Theorem 5.3] and the
discussion in Subsection 4.4. Finally, the lower bound 2 h(ϕ)/ logΛX ≤ dimH X
enhances the previous bound h(ϕ)/ log ΛX ≤ dimBX obtained in [25, Theorem 5.6].
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