A simple, nonparametric discrimination procedure ,was developed and tested for use in discriminating between two populations, especially in those cases where the properties of the distributions lead to unsatisfactory results by classical discrimination procedures.
The flexibility of the methodology and the ex* clusion principle '
1. Introduction
The problem
The study by Stamm et al. (l, 2) raised the statistical question of the quality of discrimination between two populations of patients based on clinical laboratory findings. An important part of the problem was to obtain good discrimination using äs few constituents äs possible.
The usual procedure for discriminating between two populations on the basis öf quantitative measurements, i.e. linear discriminant analysis, was soon found to provide unsatisfactory «results. A more careful inspection of the data showöd that one of the ma-jor preconditions for the use of this procedure was plainly not fulfilled, äs will be discussed later. AIthough Solberg (3), among others, had indicated that he considered linear discriminant analysis to be quite robust, we feit there must be another approach that would yield better results.
The possible approaches
In such a Situation there are three possible approaches:
1. transformation of the data to produce a more suitable data structure, 2. modification of the procedure so that it will reflect reality better, and 3. reconsideration of the objectives, with a view to developing a procedure äs free äs possible from preconditions that are of great consequence and difficult to satisfy.
For both theoretical and practical reasons we decided not to adopt either of the first two approaches, but rather to try to generalize concepts already commonly used in diagnosis and to apply these consistently. We found that the method of "simple discriminant regions" not only enabled much better discrimination than linear discriminant analysis, but it could also be applied quite flexibly. Furthermore, this approach reflects elementary properties of multivariate distributions and is thus also of some theoretical interest.
The Experimente! Situation and the Data

The underlying probability theory
In this paper we are concerned solely with discriminating between the two populations of individuals referred to hereafter äs alcoholics and non-alcoholics. As seen from the perspective of probability theory, the clinician must usually make a decision in a Situation invplving a combination of two random .pröcesses. One process is that an individual adiiiitted to a given hospital or cliiiic will belong to a given cätegory (here alcoholics or non-alcoholics) with a certain frequency. The other is that an individual in a given category will demonstf ate certain phenomena with a certain probability, and the clinician wants to use the degree to which these phenomena are present äs the b^isis for assigning the individual to category alcoholics (A) or non-alcoholics (NA).
These two processes can be combined into a single model, and, whether stated expressly or not, this is the model on which most diagnostic decision-making is based. The model can be visualized äs a random mechanism M consisting of two parts, where the first part produces an alcoholic with a probability of p and a non-alcoholic with a probability of q = l -p (see fig. 1 ). If an alcoholic has been produced, then the second part of the random mechanism produces a random variable X A that, with a certain probability PA (T   +   ) , yields a value within a previously specified but otherwise initially arbitrary ränge T* of "positive test values." If, on the other hand, a non-alcoholic has been produced in the first part of the random mechanism, the second part produces a random variable XNA that, with a certain probability PNA(T~"), has a value within a previously specified ränge T"" of "negative test values." (T + and T~ should be considered here äs parameters of the model.) If the two parts of the random mechanism are stochastically independent, the mechanism äs a whole yields a value within T+ with a probability of P M (T+) = p -P A (T + ) + q -P NA (T+) (Eq. la) and a value within T~ with a probability of PM(T~) = p -P A (T-) + q ' PNA(T~).
(Eq. Ib)
The probability distributions associated with XA and XNA are symbolized in figure l by PA and PNA> respectively.
For such a random mechanism, it makes sense to enquire into the conditional probability of being an alcoholic if the value is within T + , and that of being a non-alcoholic if the value is within T" (in such a Situation the usual formula P(TVA) is justified).
These two probabilities can be obtained from the model just described, together with the definition of conditional probability, in a natural way and without resort to the controversial Bayesian point of view.
They can thus be expressed äs:
Such conditional probabilities or the estimations of such values on the basis of empirical distributions are referred to in diagnosis äs "predictive values" (of T + or T"). Here it is generally assumed that T + and T" are disjoint and include the whole ränge of values.
The two-part random mechanism just outlined is an idealized probability model for the Situation at a hospital to which the alcoholics and non-alcoholics are admitted in a random order and are to be diagnosed äs either alcoholics or non-alcoholics. The probability p is then the parameter in the model that teils how many alcoholics can be expected among the persons examined. The extent to which the assumptions hold that are made in the model, and which must hold if the use of "predictive values" is to be meaningful, cannot be assessed here. However, it is conceivable that in practice it is not unusual for the two parts of the random mechanism to be stochastically dependent.
The present paper is concerned mainly with the second part of the random mechanism. Thus the objective was not to determine the frequency of alcoholics in specific hospitals or to obtain any other Information related to this frequency but rather, on the basis of carefully selected groups of alcoholics and non-alcoholics, to study statistical properties of certain parameters, i. e. of random variables XA and XNA (in this connection statisticians sometimes speak of analysing "initial samples").
The data
Composition of the samples
The procedure used to select the two types of patients and the clinical chemical parameters studied have been described elsewhere (1). Quantitative determinations served äs the basis for most of the laboratory findings, many of them being determinations of concentrations with the typical scale that can be regarded äs quasicontinuous and äs having a natural zero and, from the measurement perspective, an associated detection limit. (The complete chäracteri-zation of such scales in terms of measurement theory -see e.g. Suppes & Zinnes (4) «· will not be attempted here.)
The samples of alcoholics and non-alcoholics included patients from three and two clinical institutions respectively. Variation. Because the distributions were sometimes quite asymmetrical, the median was used s the location parameter rather than the mean, and the first and third quartiles for describing Variation instead of the Standard deviation.
Effect of the subsamples
When interpreting the statistical results it is, of course, important to know whether the fact that the samples of alcoholics and non-alcoholics consisted of several subsamples played a major role. This question was therefore investigated for the most important constituents. As expected, it was found that the composition of the samples did affect the quality of the discrimination, but not in a critical way. Table 2b illustrates, with the results for γ-glutamyltransferase and urea, that the level of discrimination between the combined samples has a middle positiori, with the discrimination for individual institutions being either somewhat better or somewhat worse.
One of the findings in this study, illustrated in table 3, is that for some of the most important constituents (with reference to discrimination) the results for different hospitals riiay have different locations on the scale. The levels of significance given were obtained with the Kruskal-Wallis test and the WilcoxonMann-Whitney test (U-test). In all cases the subsample from the M iiich-Schwabing City Hospital had larger values than the subsamples from the other two hospitals.
(we shall return to this topic later). Figure 2 shows the two-dimensional distribution of γ-glutamyltransferase (abscissa) and aspartate aminotransferase (ordinate) findings for the group of alcoholics. Because of the scale used, those subjects with a γ-glutamyltransferase finding above 260 U/l and/or an aspartate aminotransferase finding above 90 U/l had to be omitted. It is clear that the distribution deviates markedly from a two-dimensional normal distribution. Here again we asked ourselves whether this and othor marked deviations could be due mainly to the fact that the sample consists of various subsamples, i. e. whether within the individual institutions the deviations from a normal distribution are smaller. 
The distribution problem
As already emphasized in the introductioii, it was not possible to obtaiii satisfactory discrimination with the sual procedures f r discriminant analysis. The explanation was thought to lie in the distribution of the findings for the alcoholics and non-alcoholics A check was made of whether the results for the most important constituents were normally distributed, this being done for each subsample of subjects from the participating hospitals. Unfortunately there is no test of multivariate normal distribution available, and thus all of the checks had to be performed in one dimension. Nevertheless, if it were possible to show that there was a multidimensional normal distribution, it would follow that the associated one-dimensional distributions were also normally distributed. However, the check on the individual one-dimensional distributions indicated that the results for none of the subsamples, neither.for the alcoholics nor for the non-alcoholics, had a multidimensional normal distribution. The data were assessed for normal distribution with a modification of the test developed by Sarkadi & Stoermer (see I.e. (5)).
Approaches to Biagnosis Based on Probability Theory
The process of making a diagnostic decision
Every diagnostic process in which a conclusion of some kind is drawn, however tentative, ends in a Statement that the individual studied has a certain place in a System of categories (6) . In this paper we say an individual "belongs to a particular category," and at the same time we are aware of the problems associated with this form of expression. The diagnostic process consists of a number of different elements. One of these elements, and an especially important one, is the use of already extant observations on a certain set of characteristics or measurements, for instance determinations of the concentration of certain constituents in serum. In our view, models based on probability theory are valuable here because they enable us to formalize and thus objectify the use of such observations. However, the diagnostic procedure is always carried out at a particular point in time and with a limited amount of Information available: The conclusions reached may change with additional Information, and the System of categories -or sometimes even the diagnostic procedure itself -may also change.
In the case under discussion, with the categories alcoholics and non-alcoholics, the System of categories consists of two elements. In principle it could be refined into more elements, but this would be predicated on a much larger data base.
A diagnostic process, however, must not necessärily lead to a "final" conclusion. Rather, categorization can be postponed and additional investigations conducted or the results of a trial treatment approach awaited. This would mean that a "grey zone" would have to be defined in the data on which the categorization process is based. Furthermore, it must be kept in mind that the categorization procedure could, in principle, include weighting factors, i.e. the data on which the categorization is based could be weighted.
It is difficult enough to achieve a good discrimination between alcoholics and non-alcoholics of even the rnost common and terminologically simplest kind, even when it takes an idealized form, i. e. where each observation of a certain kind made about an individual can always be assigned to a· category and to one category only on a statistical basis. Therefore we will not explicitly pursue the other two possibilities.
Discriminant regions
Decision limits
When the System of categories consists of two categories only and a single characteristic is observed, the concept underlying the simplest possible statistical assessment is the partitioning of all possible valties of the characteristic into two disjoint sets. One subset consists of the "positive" test results, a result in this subset causing an individual to be assigned to the category of persons with pathologieal findings (e.g. alcoholics). We shall refer to such subsets hereafter äs T + . The other subset, consi$ting öf. the "negative" test results (e.g. non-alcoholics), includes all possible values (see Sectiön 3.1) that do not belong to T + . We shall refer to such subsets hereafter äs T~. If a given characteristic is to permit differentiation between the two categories, the probability distributions assoeiated with the categoriesreferred to in Sectiön 2.1 äs PA and PNA -röust differ sufficiently, and the difference must sufficiently and in such a way that the difference is reflected clearly in the associated empirical distributions.
Theoretically such a difference can take numerous forms. However, for random variables such äs the values for concentrations, the möst important kind of difference between two distributions both theoretically and practically is that the subjects in one category (here the alcoholics) either "tend to have larger values" or "tend to have smaller values" than the subjects in the other category (here the non-alcoholics). A simple way of representing this "tendency" in probability terms is to state that for any possible value of the random variables XA and XNA (see Sectiön 2.1) the following holds:
Either for every x: P A (X A > x) > PNA (XNA > x) . (Eq. 3a) or for every x: P A (X A < x) > PNA (XNA < x).
(Eq. 3b)
In the first cäse X A is called "stochastically larger," jn the second case "stochastically smaller" than XNA (within the parentheses we could also write ^ or ^; only the strict case is of intärest for the inequality between the two sides). In such cases, a suitable value d for the characteristic is specified so that values above (or below) d are considered to be positive and all other values are negative. Such a value d is called a decision limit. Whether a measurement that, within the framework of the accuracy of measurement, falls exactly on the decision limit is regarded äs positive or negative is of no theoretical interest. In the evaluations that follow such results were always classified äs "positive."
Discriminant regions and discriminant functions
As already pointed out, in discriminating between two categories such äs alcoholics vs. non-alcoholics, the ideal case is based on the assumption of a dichotomy of all possible values (all measurements) for the characteristic. This holds not only for one but also for several characteristics, i. e. also in the multivariate or multidimensional case. In order to have a general and brief way of speaking, we use the term "discriminant regions" for all such regions that serve äs the basis for a discrimination rule. For continuous variables and for dichotomies, the two discriminant regions will be contiguous, i.e. they will have a "border" in common. The mathematical represeüta-tion of such a "border" is called a "discriminant function." In the case of a siiigle variable, the decision limit can be regarded äs a single-valued discriminant function. Figure 3 shows an example of a discriminant function in two dimensions in which the discriminant function plays the role of the decision limit in the sense that two sides are defined, with the positive test results lying on one side and the negative test results lying on the other (the type of discriminant function üsed in the example was not chosen to provide any informätiön). The discriminant regions with this pf operty are also of great importance in multivariate cases, and one can envisage an adaptation of the inequalities 3a and 3b to such cases.
Criteria for discriminant regions
Sensitivity and specificity
In a categorization system consisting of two elements such äs alcoholics and non-alcoholics one can expect that the two discriminant regions of positive and negative test results (T + and T") will have the following properties:
1. T* includes those values that can be found for alcoholics but not for non-alcoholics, and T" includes those values that can be found for non-alcoholics but not for Alcoholics. 2. T + and T" include the "typical" values for alcoholics and non-alcoholics, respectively, i.e. a certain ränge around a location parameter for the results found in each group.
It is not immediately obvious how these properties are generally compatible with each other. A ränge of values that occurs only in alcoholics clearly indicates alcoholics, but it may be rare in that category, in other words, atypical. A ränge of values that is typical for alcoholics is not necessarily rare for non-alcoholics and vice versa. Thus two measures are required to evaluate a discriminant region, the probability that it will include the alcoholics and the probability that it will include the non-alcoholics (P A and PNA). The common terms for these measures are the "sensitivity" and the "specificity" of the ränge T+ of positive test results:
(Eq.4a) (Eq.4b) Symmetry can be created between the two discriminant regions T* and T~ if one considers that the sensitivity of T~ is identical to the specificity of T* and the specificity of T" is identical to the sensitivity of The second of the above-mentioned requirements means that T" 1 " should have both high sensitivity and high specificity. The first requirement, on the other hand, is that T + should include all subsets with almost complete specificity and T~ should include all subsets whose complement has almost complete sensitivity. It may be advantageous to give precedence to a requirement of the second type, i.e. to choose T* in such a way that for a certain high specificity the sensitivity is äs high äs possible or for a certain high sensitivity the specificity is äs high äs possible. The requirement of the first type will be discussed further in Section 3.3.3.
The differences between the distributions PA and PNA can also be made use of in another way (see, e. g. (7)). In the following, however, we will discuss the diagnostic criteria sensitivity, specificity and efficiency only.
Analogy with the concept of a statistical fest
A procedure for assigning things within a System of categories can also be regarded äs a decision-making procedure. This suggests a comparison of the use of discriminant regions with the procedure in statistical tests (for more on the concept of a statistical test see, e. g. (8)). As a matter of fact, the analogy is complete if the examination of a particular subject is regarded äs a "random experiment" in which a decision is to be made on the basis of the result(s) äs to whether one of the two possible probability distributions (P A or PNA) is to be rejected or not (where non-rejection does not necessarily mean acceptance!).
To review, a statistical test consists of the following elements: -(Null) hypothesis H 0 and alternative hypothesis Hj -The test level: low probability -The critical region, causing rejection of HO, and, logically, acceptance of HI.
One can now 1. identify H 0 with P A . Here the goal is to find a basis for deciding when to reject a combination of values äs indicative of alcoholics. Consequently: T* must be sensitive enough, i.e. must include enough alcoholics.
2. identify H 0 with P NA . Here the goal is to find a basis for deciding when to reject a combination of values äs indicative of non-alcoholics. Consequently: T + must be specific enough, i.e. Tm ust include enough non-alcoholics.
We have the Impression that although there have been many publications on discrimination, including many Statements about sensitivity and specificity, the logic behind the use of such terms has usually been understood very poorly. For this reason special attention has been paid in this paper to a thorough discussion of the analogy with the logic of statistical test procedures (see tabs. 4a und 4b). The existence of such an analogy has already been pointed out by other authors (see, e.g. (9)).
We want to emphasize once again that the non-rejection of the null hypothesis by no means has äs a logical consequence the acceptance of this hypothesis. Before making and applying a discrimination rule the clinician will have to specify what the "null hypothesis" is to be. The decisive factor is exclusion. Does the clinician want to ensure that the excluded individuals are categorized äs alcoholics, or äs nonalcoholics? The criterion cannot be the same for both -except when both of the "test levels" (and thus also the level of efficiency) are sufficiently high. This Situation is discussed in detäil in the next section.
3.3-3 The efficiency of disjoint discriminant regions
We have seen that to evaluate a discriminant region both the probability given the category alcoholics and the probability given the category non-alcoholics are required. If two discriminant regions T + and T~ are disjoint, then two of the four probabilities, e.g. the sensitivity and spedficity of T + , are sufficient. The wide use of classical discrimination procedures has led to the custom of selecting the "number of correct assignments" äs the criterion for ässessing the quality of the discrimination. Expressed äs an equation this is:
This concept has been defined in the same way by Galen & Gambino (10), without it making äriy basic difference whether C is given äs a percentage or not.
We have been unable to find a careful analysis of the theoretical properties of C, and therefore we include here at least a brief discussion of the problem of the expected value of C. A distinction must be made between the expected value in the random mechanism M, described earlier in Section 2.1, and the expected value of C in ä Situation such äs the one discussed here, in which there is already a sample eäch of the populations of alcoholics and non-alcoholics of size n A and , respectively. For M, i.e. for a series of Tab. 4a. The conceptual relationship between high sensitivity and a statistical test for assigning an observed value to one of two given probability distributions. 
In the second part of the random mechanism M, i.e. in the present Situation, the following expected value results:
This expected value is dependent on the sample size in a way that is unnecessary. It thus appears advisable in this part to use the following measure s the theoretical criterion for the quality of a discrimination rule: If the samples have the same size, then the value for the empirical efficiency is identical to the value for C except for a factor of 2. Here, again, it makes no basic difference whether the probabilities, and thus also the estimations of the probabilities, are expressed s percentages or not.
If the value for the theoretical efficiency is very high, the probability of a correct assignment is very high, regardless of whether an alcoholic or a non-alcoholic is concerned. Thus if a discriminant region with high enough efficiency can be found, then it can be used in the sense of the analogy to a statistical test both to exclude alcoholics and to include alcoholics (exclude non-alcoholics and include non-alcoholics). This means that the only basis for a symmetrical diagnostic criterion is a high enough level of efficiency in the sense described above.
Multivariate Discriminant Regions
Parainetric discriminant functions
As emphasized in Section 3.3.2, the analogy between a two-category discrimination problem and a statistical test in its classical form is complete. Each of the two hypotheses to be tested against each other consists of a probability distribution, namely P A and PNA, respectively (testing a simple hypothesis against a simple hypothesis). If these two probability distributions were stated explicitly, then ( at least in principle) optimal discriminant regions could be calculated, and thus also optimal discriminant functions. If we have two normal distributions with the same matrices of covariance, the optimal discriminant functions are, of course, linear functiohs -see, e.g. (12) . This therefore indicates that linear discriminant functions may be appropriate even when normal distributions are assumed but must be estimated. (If the two matrices of covariance must be regarded äs different, it is advisable for the same theoretical reasons to use quadratic discriminant functions instead.) The mathematical simplicity of linear discriminant functions has led to linear discriminant analyses being included in almost all statistical programme packages, even to the extent that linear discriminant analysis is often seen äs the multivariate procedure for discrimination.
The general applicability of a procedure makes different analyses (apparently) comparable, but it does not necessarily produce an awareness of when the procedure can be expected to be advantageous and when not. Available algorithms for linear discriminant analysis have two shortcomings. They are inflexible insofar äs they permit optimization of only a single parameter, namely the number of correct assignments C (see Section 3.3.3). In addition, in spite of its mathematical simplicity a linear discriminant function remains a theoretical construct, and its relationship to the given data is usually not obvious. We will come back to this problem again -see Comment 7.4.
The quality of the attainable discrimination depends on two different factors. One is the form of the distributions for the alcoholics and non-alcoholics, respectively. The other is the distance between these two distributions or the extent of overlapping. If for a certain set of variables the values found in the samples studied do not overlap (or the overlapping of the probability distributions is slight enough to be disregarded), then credit may be given to the use of a discriminant function if the discrimination is good, even though the discrimination could actually have been carried out with the naked eye (see, e.g. fig. 3 , where the discriminant function is, in fact, the result of visual inspection of the data). However, if the overlapping of the two distributions is too great to be disregarded and the form of the theoretical distribution is unknown but clearly not that of a normal distribution, then an attempt must be made to find a means of constructing discriminant regions that is äs free äs possible of preconditions and yet easy to carry out.
Multivariate decision Hmits
As just discussed, optimal discrimination can be expected with those discriminant functions in common use only if very restrictive preconditions are fulfilled. On the other band, even linear discriminant functions are not easy to interpretl 'They represent the result of a calculation procedure into which the user usually does not have sufficient insight. This would be true also for other parametric discriminant functions (and also for some suggested nonparametric procedures, see, e.g. (13)). Therefore, even if an adequate multivariate distribution type were known, the question would have to be raised of whether for continuous measurements there are not other, directly interpretable methods for discrimination that are free from diffieult-to-verify and all too restrictive prerequisites.
We set ourselves the task of transferring the very simple and easily understandable concept of the deĉ ision limit to any arbitf ary nüinber of dimensions and then of seeing what could be achieved with such a concept.
Let us assume a certain set of different kinds of observed variables. Then in a first step we can envisage a preassigned decision limit a\ for each of these variables, where values above the decision limit re- Here either a "+" or a "-" is inserted for *, dependiiig on whether Xi is "positive" or "negative" with regard to dj. From the Statements DI, D|,..., Dm different multivariate regions can be defined via logical connectives (see, e.g, Büttner (9)) with the following properties:
1. They are defined by a single 4 :rn-dimensional point. 2. They are the result of a simple logical coiinective. 3. They represent connectives of multidimensional intervals such äs have long beeyni used in analytical geömetry äs bäsic mathematical elements.
In two dimensions, for example, the following connective rules are possible: In the following we will refer to all such discriminant regions that have a certain similarity to an interval and result from individual decision limits via logical connectives, i. e. that are defined by a single decision point d and the connective rules, äs simple discriminant regions.
The symmetry of an analysis is evidenced by the fact that the results do not change when the order of the variables is changed at will. In order to be able to write down general formulations, the logical "and" connection is symbolized by " ," the logical "or" connection by "V" and a method of notation used that is taken from formal logic. 
Simple discriminant regions of the k th order
The number of logical connectiöns with m variables (decision limits) can be reduced markedly if agree-"ment can be reached that all of the variables are used symmetrically in the analysis. This is certainly not always justified. But on the other händ, different amounts of prior Information usüally lead to different views about which variables should have preference over which others. We therefore consider the specification that all variables are to be treated symmetrically äs an objective specification at the very least, and one which can be rescinded if the results indicate this to be necessary, whereby the whole methodology must prove itself to be flexible enough.
to the variables. The associated simple discriminant region would consist of points that are "positive" if exactly k coordinates exceed the associated decision limits in a "positive" direction. This would, of course, be too restrictive for a T + region. Rather, the procedure just described would be carried out for all values of k that exceed a certain minimum value and the resulting Statement sets would then be connected again with "V." An explicit formal representation of the resulting general expression will not be given here, however. The procedure described amounts to defining a T + region by specifying that a point counts äs positive if at least k coordinates exceed the associated decision limits of the decision point d in a positive direction. We refer to a discriminant region established in this manner äs a "simple discriminant region of the k th order" and symbolize it by T [k] . If m = 2, for the first example in Section 4.2 T + is a T [2 j, and for the second example T+ is a T f i] -see figures 4a and 4b. It is clear that all discriminant regions of this type are symmetrical with reference to the variables. For m variables there are therefore just äs many different ways of using a simple discriminant region that is symmetrical in this regard. The final point to point to be made is that T" is a T[ m _k+i] if T + is a äs can be seen in the case where m = 2 in figures 4a and 4b.
Objectives of the Discriminant Analyses and the Procedure Followed
The objectives
The analogy to a statistical test procedure pointed out in Section ,3.3.2 makes clear that exclusion of a diagnostic category is the basis of discrimination on a statistical level. The greater the "power" of the discriminant region serving äs the critical region, the greater is the certainty that detection follows from exclusion. A number of objectives for discriminant analysis follow from this observation:
1. The maximum attainable efficiency should always be determined. If the efficiency level attainable is high enough, one then has a discrimination criterion that can be applied symmetrically with reference to both categories.
2.
If an adequate level of efficiency for this purpose cannot be attained, different kinds of exclusion with different degrees of certainty will be necessary, depending on the purpose.
In epidemiological investigations, for example, the exclusion of non-alcoholics, that is the detection of alcoholics, can be of primary importance. In this case a certain high specificity will be required and a T + sought with optimal sensitivity. In other situations the goal will be to exclude alcoholics, that is to detect non-alcoholics. In this case, discriminant regions T + with optimal specificity are sought when a certain high level of sensitivity is required. If the approach is based on simple discriminant regions that are symmetrical with respect to the variables, then the following parameters can be varied in the model:
(i) The order k of the discriminant region T + (ii) The set of variables to be investigated -with a view to using äs few äs possible (in) The sector in which the multivariate decision point is to be sought (iv) The minimum efficiency, sensitivity and specificity required, since differences in the certainty of exclusion can be of practical importance, äs is also the case with statistical tests.
A special role is played by the ränge of values permitted for the decision point d, and therefore special attention is given this topic in the next section.
5.2 Considerations in the selection of the multivariate decision limits
Optimization when the decision limits have been specified for each variable
In medicine, reference intervals (previously called normal ranges) and the associated locätion variables play an important, perhaps too important role. It may therefore be desirable, for instance, that for a certain set of variables one of the end points of each reference interval is specified in advance and for othê r variables the locätion parameter (or, more generally, some specific charaeteristic of the reference interval for each variable) is fixed.
In this case, the characteristics that can still be varied in this type of nonparametric discriminant analysis are the selection of the Variable set and the order of the discriminant region.
Previously specified ränge for the multivariate decision point and the search for an Optimum
It is, of course, usually much too restrictive to specify a single value äs the decision limit for each variable, even if this value is of great importance for the cliniĉ ian.
Such a value would have associated with it many uncertainties, at least those of a statistical and measurement nature. For each Optimization problem an äs-sessment must therefore be made of whether for the variables involved there are ranges in which it would be especially important to find an optimal multivariate decision point.
With the specification of a ränge for each decision limit and the selection of the discrimination criterion to be optimized (sensitivity, specificity, efficiency) the framework for the Optimization search has been established. As a rule b the procedure will be iterative, i.e. it will contain an initial step that gives an indication of where the Optimum could lie and additional Steps that successively narrow down the optimum within the specified ränge.
The Computer programme
Since there were no Computer programmes available for problems of the type just described, we had to develop our own. In developing such programmes one is faced with the alternative of either automating all of the necessary Steps or of designing the Programme in such a way that one can look at each
Step and the results of that step. After running a few experimental programmes we decided to write a Programme package that would permit two types of evaluation after certain factors had been specified:
First type of evaluation (see flow charts in figs. 5a and 5b):
First a subset is selected from the set of all available clinical chemical parameters. Then the desired order of the discriminant region and a "lattice" of decision points to be analysed are specified. A "lattice" of points in a space of a specified number of dimensions means any set of points that are equidistant from each other in each of the dimensions (whereby for different dimensions different distances are permitted -see the example below). In addition, either a lower limit for efficiency is specified or intervals are specified for both sensitivity and specificity. The Computer programme then selects those points in the previously defined lattice of points that attain or exceed the efficiency limit specified or whose sensitivity and specificity lie in the specified intervals. These points can be printed out with the coordinates, the sensitivity, the specificity and the efficiency.
Example:
Tables 5a and 5b show, in Condensed form, the twodimensional frequency distributions for the constituents γ-glutamyltransferase and mean corpuscular vohime (MCV) for the non-alcoholics and alcoholics, respectively. To illustrate the differences between the two-dimensional distributions for the alcoholics and non-alcoholics simple discriminant regions of the order 2 have been selected -see figure  4a . In order to take advantage of the first type of evaluation just described, it was found useful to specify a kind of "lattice of lattices." An example follows: Every combination of an a with a b represents a lattice of points in two dimensions. Table 6a shows part of a Computer printout in which a lower limit of 155 is specified for the efficiency; ai and bi from table 5c have been combined. Table 7a shows, for the same combination, the printout when an interval of 93% to 100% has been specified for the sensitivity (speci- ficity: no restrictions). In the latter case the points associated with a sensitivity of exactly 95.06% are of special interest. Now in a second
Step a finer lattice is placed over the point or points with especially high specificity in order to find local maxima for specificity when sensitivity is 95.06%; in addition, the size of the interval for the specificity has been reduced on the basis of the Information gained in the first step. A similar procedure is carried out for the efficiency -see tables 6b and 7b. The first step always serves to provide a general overview, and the subsequent steps are used to determine the* local maxima.
Tab. 5a. Two-dimensional frequency table of analytical res lts for the constituents γ-glutamyltransferase (GGT, U/l) and MCV (fl) (non-alcoholics). Tab. 5c. Two lattices each (ai and a 2 , bi and bz) for the constituents γ-glutamyltransferase (GGT, U/l) and MCV (fl); by combining each a with each b a lattice of lattices is obtained. 
MCV
18.00 90.00 90.12 68.57 158.69
One lattice point satisfies the above conditions.
Second type of evaluation:
After a single decision point has been selected the frequency distribution for all possible ways of exceeding the associated decision limits is given for the alcohoiics and non-alcoholics. This includes: the number of cases in each sample in which neither coordinate exceeds the relevant decision limit, the number in which one coordinate exceeds the relevant decision limit, the number in. which any two coordinates exceed the decision limits, and so on. Expressed in other terms, the frequency distribution Of all combinations of "positive" and "negative" test results is determined for the alcohoiics and non-alcoholics. Twelve lattice points satisfy the above conditions.
Tab. 7b. Example in two dimensions of a second step in optimizing specificity for a required level of sensitivity. Sixteen lattice points satisfy the above conditions.
Unlimited optimization
It cannot be expected that a ränge specified for the decision point d on the basis of clinical or traditional arguments will provide the best possible discrimination between two samples. If the ränge for d is left completely opeii, the search problem will only become more complicated, but it will still be solvable in principle with the programmes briefly described above. Computer-related limitations exist only with respect to external conditions such äs available central processing unit (CPU) time. The only new methodological problem is to determine the absolute optimum from among the several local optima that usually exist. This requires a certain amount of care in the selection of the lattices for the decision point. As already mentioned, in the case of unlimited optimization it was found useful to work with a lattice of lattices.
We decided against more automatization of the analytical process, at least for the time being, in order not to risk losing any valuable Information that might be obtained from intermediate Steps, The "absolutely optimal" results sometimes appear to be rather peculiar in that for some constituents the decision limits are unexpectedly extreme. It must not be forgotten that there may be local optima in addition to the absolute Optimum, and that they may be almost äs good. On the other hand, there is usually a whole ränge around an Optimum for which the discrimination criterion to be optimized has identical or almost identical values. To this point see also Comment 7.2.
The selection of the basic parameters
At the Start of the study 30 clinical chemical parameters were available for evaluation (see I.e. (1)). It could be assumed from the outset that only a relatively small number of these parameters would make a significant contribution to good discrimination, and in addition there was the express wish that good discrimination be achieved with äs few variables äs possible. On the other band, it seemed desirable to know for which variables there are any differences at all between alcoholics and non-alcoholics. The first phase of the study therefore consisted of comparing the two distributions for every parameter, using a proeedure that not only permitted determination of general differences between the distributions but also enabled a description of these differences. A very useful procedure for samples of sufficient size is the chi-square test, which has the additional advantage of being applicable even if the measurements have not been made using a continuous scale. The use of the same type of analysis for all of the data simplified the identification of those variables for which the differences between the distributions for the alcoholics and non-alcoholics are the greatest.
In the next phase the maximum efficiency attainable for each variable was determined. In both phases the same relatively small group of variables was found to be markedly better than all the rest. Although the two methods of comparison are related in a certain sense, this result was not predictable. We took it äs reason enough to develop further analytical techniques on the basis of this group of variables, the constituents being:
GGT/GOT/GPT/GLDH/MCV/creatinine/urea-N. GGT = -glutamyltransferase GOT = aspartate aminotransferase GPT = alanine aminotransferase GLDH = glutamate dehydrogenase MCV = mean corpuscular volume
In the course of subsequent analyses it became clear that the constituent glutamate dehydrogenase improved discrimination only slightly äs compared with the other six, and therefore this parameter does not appear hereafter.
Of course the question must be raised of whether variables eliminated solely on the basis of one-dimensional observations might enable a much better discrimination in conjunction with other variables. This would surely be possible for certain types of distribution, but in our opinion not for the two discussed here. This is because, in the final analysis, one distribution is the result of the other in that certain variables change rather markedly in a certain direction.
Overview of the Results
Numerous typical results have been presented and discussed elsewhere (2) . Since in this paper we are concerned more with methodological questions, we can limit ourselves here to a brief overview.
Dependence of the results on the constituent combination
If one begins with the variable that discriminates best and then successively adds the next best constituent, one can expect efficiency to improve gradually, just äs is the case for sensitivity when a given level of specificity is required, and vice versa. Improvement will probably be quite marked at first, with subsequent Steps bringing smaller and smaller ämounts of change. This is confirmed in table 9 (see also I.e. (2), tab. 3-14), which shows the maximum efficiency achievable for combinations of up to six parameters, including the associated values for the linear discriminant analysis. A slight improvement can be obtained (but not with linear discriminant analysis) by using aspartate aminotransferase and the ratio aspartate aminotransferase/alanine aminotransferase instead of the pair aspartate aminotransferase and alanine aminotransferäse. By including additional constituents the efficiency could be improved slightly (to about 176) with simple discriminant regions. The efficiency obtained with linear discriminant analysis was about 154.
Results for a combination of six parameters
In the previous section it was pointed out that the combination γ-glutamyltransferase, aspartate aminotransferase, alanine aminotransferase, mean corpuscular volume (MCV), creatinine and urea-N, which consists of constituents that are relatively easy to determine, yields results that are quite close to the best possible results obtainable for the given samples with simple discriminant regions. Table 10 shows a number of other results for this combination, namely the maximum values associated with various important levels of sensitivity and specificity (100%, 95%, 90% and 80%). It can be seen that the maximum achievable sensitivity for a given level of specificity is about the same s the maximum specificity for a given level of sensitivity. The programme package deseribedin Section 5.2.3 would enable us to find, for a given combination of variables and for a given order of the discriminant region, all lattice points associated with a certain level of sensitivity (specificity) and, for example, a minimum value for the specificity (sensitivity). Such "charts" would also be complete representations of the relationships between the two multidimensional empirical distributions that are to be differentiated from one another. They could be of value for a more refined kind of diagnosis involving more than decisions between two alternatives. 
Comments
This section includes comments on a few theoretical aspects of the methodology without the questions being addressed formally.
7.1 Simple discriminant regions of the k th order and multidimensional quantiles
One of the most important aids in the general description of both one-dimensional probability distributions and one-dimensional empirical distributions is the quantile. The concept of a distribution function is based upon it. In the multidimensional case, the concept of a distribution function is usually based on the concept corresponding to a simple discriminant region of the order m or 1. And this is usually sufficient for deducing the common theorems about multidimensional probability distributions. The idea of introducing discriminant regions of any order suggests itself äs·, a generalization. This means that the concept of the quantile can be defined in a number of different ways for more than two dimensions.
Description and estimation
The methodology presented here is a technique for describing the differences between empirical distributions, and the results are the values foünd for certain descriptive parameters. All of the values and each descriptive method must, however, be seen against the background of corresponding probability models, äs already pointed out repeatedly (see, e.g., Section 2.1). This means that the descriptive parameters are to be regarded äs estimators for corresponding parameters in probability models. The probability models are the mathematical representation of the random variability of the results when the same kinds of observations are made repeatedly in comparable situations.
All the analyses conducted in the present study involved a search for points with certain characteristics in a space with a specified number of dimensions, the points being based on the available results and the characteristics of the points being related to the values of the diagnostic criteria sensitivity, specificity and efficiency of simple discriminant regions of a given order. Or, in other words, what was sought was the number of points in either one (sensitivity, specl·· ficity) or two (efficiency) empirical distributions that were contained in a certain region. If such a region has been specified prior to the analysis, e. g. by characteristic values from reference intervals, we are concerned with a classic estimation problem. This is not the case for the optimization problems, however.
Probability Statements about the properties of solutions to such optimization problems are therefore impossible, at least at present. However, all of the evaluations showed that the more dimensions involved, the hazier the local extremes, i.e. for the larger numbers of dimensions · there is a certain amount of "play" around each local extreme in which the values of the optimized criterion are about the same.
It must also be kept in mind when considering the use of our findings elsewhere that these fesülts are based on data from a certain constellation of institutions (see Section 2.2). For a different constellation or for individüal institutions, all the results might be somewhat better or worse (see Section 2,2.3), even if they were obtained under cornparable conditions.
Visualizing and iritefpreting statistical results
Geometrie structures in more than three dimensions cannot be visualized. A linear discriminant function in two or three dimensions can be visualized easily, whereas one in six dimensions "lives" from consideration of anälpgous situations or from the trick of projection onto two-dimensional subspaces. However, neither of these techniques conveys a direct, complete picture.
A statistical result, i. e. the final result of a statistical evaluation, should have a relationship to somethirig "real," i.e. to something that can be approached or made accessible through observation and has some concrete meaning. The calculation of a mean of 2.51 on a four-point ordinäl scale is, for example, uninterpretable, since there is no way of presenting for examination an object that woüld correspond to such a value on the given scale. In using a linear (or quadratic or any other) discriminant function the individüal values for each patient are transforrned into a value of this function. This value leads to the assignment of a patient to one of the given eategories, but knowledge of this value no longer implies knowledge of what it is based on, and thus the value is barely interpretable.
But in our view the properties of clarity and interpretability just outlined are of great importance, especially for the clinician. We therefore want to emh phasize that the discrimination metjiod used provides results that can be both visualized and interpreted. Now it is trae that a simple discriminant region of the 4th order in six dimensions cänhot be visualized äs a geometric structure except via änäl-ogy, but this stfüctüre correspomds to a series of logi-cal connectives that can be stated explicitly. The corresponding discriniination rule is that a set of values is "positive" when at least four of the six values exceed the associated decision limits. Such a Situation can be visualized easily. But since the methodology also shows which limits have been exceeded, the particular combination of positive and negative results is known and can then be considered an indicator of, for example, possible organ damage. This is precisely what is meant by interpretability.
though unexpressed, that a difference between means corresponding to an 0.5% significance level (i.e. a test level of 0.5%), has a "greater" significance than a difference with a test level just under 5%. Therefore analogous differences in diagnostic significance can certainly be assumed for different locations of a point within the ränge of positive or negative values. This implies that it should be possible in principle to produce a chart of critical values for sensitivity and/or specificity that is analogous to a table of critical values for a statistical test.
7.4 The flexibility of the methodology and the exclusion principle
Common procedures for discriminant analysis are usually programmed to maximize the percentage of correct assignments (see Section 4.1). It is impossible with currently available programmes to solve the other optimization problems mentioned in Section 5.1. With the approach reported here, however, this is relatively easy, the reason being, äs mentioned in Section 7.1, that in the final analysis the method involves the determination of multidimensional quantiles. Such flexibility is, however, an important property of discrimination procedures, for, äs mentioned in Section 3.3.2, the importaiice of discrimination criteria lies in the analogy with statistical test criteria, i. e. the exclusion principle is the key element in their use. But a statistical test must be applicable for different test levels depending on the problem at band, and, analogously, different situations will require the setting of different levels of sensitivity and/or specificity. Moreover, the diagnostic significance of a result must be regarded äs something like a continuous variable, just äs is the case for the statistical significance of a test, for example a test for comparing two means. It is true that in the usüal form of a statistical test, the "significance" of a difference between two means is categorized aß given or not given on the basis of a specified test level. But it is also a truism, 7.5 Multidimensional decision limits for more than two categories
Our methodology in its present form has the great disadvantage that it is designed to discriminate between two categories only. This does not mean that there would be insurmountable difficulties in using it to discriminate among more than two categories but rather that the method would have to be adapted for this purpose; the treatment of such problems would require several multidimensional decision limits.
Such an approach appears to us to be feasible in principle, and we can also envisage several different ways of tackling the problem.
We will report more on this problem äs soon äs the necessary adaptation of concepts and development of Computer programmes have been completed.
