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CONSTRUCTION OF A MINIMAL MASS BLOW UP SOLUTION OF
THE MODIFIED BENJAMIN-ONO EQUATION
YVAN MARTEL AND DIDIER PILOD
Abstract. We construct a minimal mass blow up solution of the modified Benjamin-Ono
equation (mBO)
ut + (u
3 −D1u)x = 0, (mBO)
which is a standard mass critical dispersive model. Let Q ∈ H
1
2 , Q > 0, be the unique ground
state solution of D1Q + Q = Q3, constructed using variational arguments by Weinstein
(Comm. PDE, 12 (1987), J. Diff. Eq., 69 (1987)) and Albert, Bona and Saut (Proc. Royal
London Soc., 453 (1997)), and whose uniqueness was recently proved by Frank and Lenzmann
(Acta Math., 210 (2013)).
We show the existence of a solution S of (mBO) satisfying ‖S‖L2 = ‖Q‖L2 and
S(t)−
1
λ
1
2 (t)
Q
(
· − x(t)
λ(t)
)
→ 0 in H
1
2 (R) as t ↓ 0,
where
λ(t) ∼ t, x(t) ∼ −| ln t| and ‖S(t)‖
H˙
1
2
∼ t−
1
2 ‖Q‖
H˙
1
2
as t ↓ 0.
This existence result is analogous to the one obtained by Martel, Merle and Raphaël (J.
Eur. Math. Soc., 17 (2015)) for the mass critical generalized Korteweg-de Vries equation.
However, in contrast with the (gKdV) equation, for which the blow up problem is now well-
understood in a neighborhood of the ground state, S is the first example of blow up solution
for (mBO).
The proof involves the construction of a blow up profile, energy estimates as well as refined
localization arguments, developed in the context of Benjamin-Ono type equations by Kenig,
Martel and Robbiano (Ann. Inst. H. Poincaré, Anal. Non Lin., 28 (2011)). Due to the lack
of information on the (mBO) flow around the ground state, the energy estimates have to be
considerably sharpened in the present paper.
1. Introduction
1.1. Main result. We consider the modified Benjamin-Ono equation (mBO)
ut +
(
u3 −Hux
)
x
= 0 , t ∈ R , x ∈ R , (1.1)
where u(t, x) is a real-valued function and H denotes the Hilbert transform, defined by
Hf(x) = 1
π
p.v.
∫
R
f(y)
x− ydy .
Observe that with this convention H∂x = D1, where Dα is the Riesz potential of order −α,
defined via Fourier transform by (Dαf)∧(ξ) = |ξ|αf̂(ξ), for any α ∈ R. We see equation
(mBO) as a natural generalization of the classical quadratic Benjamin-Ono equation
ut +
(
u2 −Hux
)
x
= 0 , t ∈ R , x ∈ R , (1.2)
introduced by Benjamin [9] and Ono [53] and intensively studied since then, both mathe-
matically and numerically, as a model for one-dimensional waves in deep water. The cubic
1
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nonlinearity for the Benjamin-Ono model is also relevant as a long wave model, see e.g.
Abdelouhab, Bona, Felland and Saut [1] and Bona and Kalisch [10]. At first sight, the re-
lation between (1.1) and (1.2) seems similar to the one between the (cubic) modified KdV
equation and the Korteweg-de Vries equation, but (1.1) is not completely integrable and no
algebraic relation relates these two models. Another difference is that with dispersion of the
Benjamin-Ono type, a cubic nonlinearity leads to instable waves. More generally, nonlinear
one dimensional models with weak dispersion seem of great physical interest, see e.g. Klein
and Saut [31] and Linares, Pilod and Saut [34]. Equation (mBO) is a typical model with
interesting mathematical properties, which can be seen as an intermediate step between the
well-studied generalized (KdV) equations and other relevant models with weak dispersion.
The following quantities are formally invariant by the flow associated to (mBO)
M(u) =
1
2
∫
R
u2dx and E(u) =
1
2
∫
R
|D 12u|2dx− 1
4
∫
R
u4dx . (1.3)
Note the scaling symmetry: if u(t, x) is solution then uλ(t, x) defined by
uλ(t, x) = λ−
1
2u(λ−2t, λ−1x) (1.4)
is also solution. Since this transformation leaves the L2 norm invariant, the problem is
mass critical. Recall that the Cauchy problem for (1.1) is locally well-posed in the energy
space H
1
2 (R) by the work of Kenig and Takaoka [29]: for any u0 ∈ H 12 (R), there exists
a unique (in a certain sense) maximal solution of (1.1) in C([0, T ⋆) : H
1
2 (R)) satisfying
u(0, ·) = u0. Moreover, the flow map data-solution is locally Lipschitz. (See also Tao [56],
respectively Molinet and Ribaud [51, 52] and Kenig, Ponce and Vega [27], for previous related
works on the Benjamin-Ono equation, respectively the modified Benjamin-Ono equation.)
For such solutions, the quantities M(u(t)) and E(u(t)) are conserved. Moreover, if T ⋆ < +∞
then limt↑T ⋆ ‖D 12u(t)‖L2 = +∞ and more precisely, by a scaling argument, ‖D
1
2u(t)‖L2 &
(T ⋆ − t)− 14 , for t < T ⋆ close to T ⋆. We refer to Sect. 2.4 for more details.
From works of Weinstein [60, 61] and Albert, Bona and Saut [2], there exists an even ground
state solution Q ∈ H 12 (R), Q > 0 of the stationary problem
D1Q+Q−Q3 = 0, (1.5)
related to the best constant in the following Gagliardo-Nirenberg inequality
for all v ∈ H 12 (R),
∫
v4 ≤ 2
∫
|D 12 v|2
( ∫
v2∫
Q2
)
. (1.6)
Frank and Lenzmann [22] proved very general uniqueness results of nonlinear ground states
for fractional Laplacians in R that include the model (1.5). As a consequence, Q is the unique
ground state solution of (1.5) up to the symmetries of the equation. Their work also includes a
decisive description of the spectrum of the linearized operator around Q. We refer to Sect. 2.1
for more details.
Following a classical observation due to Weinstein [57], the conservation laws (1.3), the
inequality (1.6) and the Cauchy theory [29] imply that any initial data u0 ∈ H 12 (R) with
subcritical mass, i.e. satisfying ‖u0‖L2 < ‖Q‖L2 generates a global and bounded solution in
H
1
2 . In this paper, we show that this condition is sharp by constructing a minimal mass blow
MINIMAL MASS BLOW-UP FOR MBO 3
up solution, i.e. a solution of (mBO) which blows up in finite time in H
1
2 with the threshold
mass ‖Q‖L2 . Actually, this solution is the first example of blow up solution for (mBO).
Theorem 1.1. There exist T0 > 0 and a solution S ∈ C((0, T0] : H 12 (R)) to (mBO) such
that
‖S(t)‖L2 = ‖Q‖L2 for all t ∈ (0, T0], (1.7)
and
S(t)− 1
λ
1
2 (t)
Q
( · − x(t)
λ(t)
)
→ 0 in H 12 (R) as t ↓ 0, (1.8)
where the functions t 7→ λ(t) and t 7→ x(t) satisfy
λ(t) ∼ t, x(t) ∼ −| ln t| as t ↓ 0. (1.9)
In particular,
‖D 12S(t)‖L2 ∼ t−
1
2 ‖D 12Q‖L2 as t ↓ 0. (1.10)
Note that Theorem 1.1 implies readily the orbital instability (in L2(R) and thus also in
H
1
2 (R)) of the solution u(t, x) = Q(x − t), which also seems to be new for (mBO). Indeed,
for any n > 1/T0, let tn = 1/n, Tn = (T0 − tn)λ(tn)−2 > 0, and
u0,n(x) = λ
1
2 (tn)S(tn, λ(tn)x+ x(tn)) so that lim
n→+∞
‖u0,n −Q‖
H
1
2
= 0.
Then, the corresponding solution un of (1.1) writes, for t ∈ [0, Tn],
un(t, x) = λ
1
2 (tn)S(tn + λ(tn)2t, λ(tn)x+ x(tn))
and thus,
inf{‖un(Tn)− λ
1
2
1Q(λ1 ·+x1)‖L2 : x1 ∈ R, λ1 > 0}
= inf{‖S(T0)− λ
1
2
1Q(λ1 ·+x1)‖L2 : x1 ∈ R, λ1 > 0} = c0 > 0. (1.11)
It is also clear that the blow up behavior displayed by the solution S is unstable since for
any initial data with mass less that ‖Q‖L2 , the corresponding solution is global and bounded.
From (1.10), we see that S(t) blows up as t ↓ 0 in H 12 (R) twice as fast as the lower bound
given by the Cauchy theory.
1.2. Comments and references. Historically, blow up results for nonlinear dispersive PDE
were first obtained by global obstruction arguments, such as the Virial identity for the nonlin-
ear Schrödinger equations (NLS) and related models. More rarely, explicit blow up solutions
(the most famous one for (NLS) is reproduced in (1.15)) would give a description of some spe-
cial forms of blow up. In the 80’s and 90’s, variational arguments and a refined understanding
of the linearized operator around the ground state led to original blow up constructions and
classification results related to rescaled solitary waves, see in particular Weinstein [58, 59],
Merle and Tsutsumi [50], Merle [44, 45] and Bourgain-Wang [12]. Numerical experiments
were also used to try to predict blow up rates. We refer to Cazenave [14] and references
therein. Such directions were more recently systematically studied, in particular for the mass
critical generalized KdV equation, for mass critical NLS equations and several other related
models. A few sample results will be reviewed below (mainly from [37, 38, 41, 47, 48, 49, 54]).
It became clear that a refined study of the flow of the evolution equation around the ground
state family was the key to the understanding of the blow up dynamics with one bubble,
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both for stable and unstable forms of blow up. Theorem 1.1 above belongs to this category of
results and methods, providing a quite explicit blow up solution. In a situation where very
few is known on the flow around the ground state, considering a “doubly critical” situation
(both critical exponent and critical mass) is a way to enjoy a lot of structure and rigidity,
idea which goes back to [59] and [45].
Now, we give more details on previous related results, starting with the closest models.
For the mass critical generalized Korteweg-de Vries equation (gKdV)
ut + (uxx + u5)x = 0, x ∈ R, t ∈ R, (1.12)
(the energy space for (1.12) is H1(R)), an existence result similar to Theorem 1.1 was proved
by Martel, Merle and Raphaël [42], and then sharpened by Combet and Martel [18]. More
precisely, let QKdV ∈ H1(R), QKdV > 0 be the ground state for (1.12), i.e. the unique even
solution of Q′′KdV + Q
5
KdV = QKdV. It follows from [42] and [18] that there exists a solution
SKdV on (0,+∞) such that ‖SKdV(t)‖L2 = ‖QKdV‖L2 and
SKdV(t)− 1
t
1
2
QKdV
( ·+ 1t
t
+ c0
)
→ 0 in H1(R),
‖(SKdV)x(t)‖L2 ∼ t−1‖Q′‖L2 , as t ↓ 0,
(1.13)
for some constant c0. We see that the singularity has the form of a blow up bubble with the
same scaling λ(t) ∼ t, as in (1.8). A main qualitative difference is the speed of the bubble
as t ↓ 0, since for (gKdV), xKdV(t) ∼ −1t , whereas x(t) ∼ −| ln t| for (mBO). In this respect,
(mBO) seems to be a threshold case in the family of critical equations (1.16).
For (mBO), the information obtained in the present paper on the parameters λ(t) and x(t)
as t ↓ 0 is not sufficient to replace them by their explicit asymptotics in the convergence result
(1.8); see Remark 6.1 for more details. The result (1.13) for (gKdV) is thus more precise. In
fact, for (gKdV), the minimal mass blow up is quite well understood, at least close to the
blow up time: in addition to (1.13), sharp asymptotics, both in time (as t ↓ 0) and in space
(as x → ±∞) were derived in [18], for any level of derivative of SKdV. Importantly, SKdV is
also known to be global for t > 0 and to be the unique minimal mass solution of (gKdV),
up to the symmetries of the equation (scaling, translations and sign change), see [42]. For
(mBO), such properties are open problems.
Recall that the existence and uniqueness of the minimal mass solution SKdV is only a
part of the results obtained in [37, 38, 40, 41, 42, 43, 47] on the description of the blow up
phenomenon around the ground state (or soliton) for (gKdV) and, more generally, on the
classification of the long time behavior of solutions close to the soliton. Those works focus on
the case of slightly supercritical mass H1 initial data
‖QKdV‖L2 ≤ ‖u0‖L2 < (1 + δ0)‖QKdV‖L2 where 0 < δ0 ≪ 1. (1.14)
In this context, the main results can be summarized as follows: (1) The ground state QKdV
is a universal blow up profile; (2) General H1 initial data with negative energy lead to blow
up in finite or infinite time; (3) For initial data close to QKdV in a topology stronger than
H1 (based on L2 weighted norm), only three behaviors are possible: (Blowup) with speed
(T ⋆−t)−1, (Soliton) and (Exit). It is also proved in [40] that the (Soliton) case (solutions that
converge in a local sense to a bounded soliton) corresponds to a codimension one manifold
of initial data which separates the (Blowup) and (Exit) cases. The (Exit) case refers to
solutions that eventually leave any small neighborhood of the soliton. It is expected (but yet
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an open problem) that such solutions behave as a solution of the linear problem as t→ +∞.
Finally, blow up solutions with various blow up rates (in finite or infinite time) are constructed
in [43] for initial data arbitrarily close to Q in the energy space. Concerning the critical and
supercritical gKdV equations, we also refer to Klein and Peter [30] and references therein for
detailed numerical studies.
In contrast, we recall that Theorem 1.1 is the first blow up result for the (mBO) equation.
The difficulties in extending techniques and results from (gKdV) to (mBO) are multiple. First,
the slow decay of the soliton Q(x) as x→∞ (see Proposition 2.4) creates serious difficulties
when trying to construct a relevant blow up profile (see Remark 2.1), and, more technically,
when estimating error terms far from the bubble. Second, an important aspect of the analysis
in KdV-type equations consists in considering localized versions of basic quantities, such as the
energy and the mass. Standard commutator estimates are not enough and suitable localization
arguments were developed in this context by Kenig and Martel [25] and Kenig, Martel and
Robbiano [26]. They are decisively used in the present paper (see Sect. 2.5), but being by
nature much more limited than the corresponding ones for the (gKdV) equation, they create
error terms that are difficult to handle. Finally, a decisive point in studying the flow of the
critical (gKdV) equation around the soliton is a suitable Virial-type identity, roughly speaking
a Liapounov functional on the linearized equation around QKdV. It was first introduced by
Martel and Merle [37] and used intensively in all subsequent works on (gKdV) mentionned
above. Such a Virial identity is not available for the linearization of (mBO) around the soliton.
In the present paper, to get around the lack of such Liapounov functional, we introduce a
new refined algebra related to the energy functional, extending the approach of Raphaël and
Szeftel in [55] (see below for more comments). Such approach happens to be successful for the
construction of the minimal mass solution, which corresponds to a precise, rigid regime, but
it should not be sufficient to study extensively the blow up around the soliton, in particular
the stable blow up.
The results mentionned above on (gKdV) and Theorem 1.1 are, to our knowledge, the only
available rigorous results on blow up for KdV-type or BO-type equations. Nevertheless, the
history of minimal mass blow up solutions for L2 critical nonlinear dispersive equations is
much longer, especially for NLS-type equations. It started with the early derivation of the
explicit minimal mass blow up solution for the mass critical nonlinear Schrödinger (NLS) in
R
d, d ≥ 1,
i∂tu+∆u+ |u|
4
du = 0, x ∈ Rd,
using the so-called pseudo-conformal symmetry. Let, for t > 0,
SNLS(t, x) =
1
t
N
2
e−i
|x|2
4t
− i
tQNLS
(
x
t
)
,
‖SNLS(t)‖L2 = ‖QNLS‖L2 , ‖∇SNLS(t)‖L2 ∼
t↓0
C
t
,
(1.15)
where QNLS > 0 is the unique ground state of (NLS). Then SNLS is solution of (NLS); see
Weinstein [57], Cazenave [14] for references. Also using the pseudo-conformal symmetry,
Merle [45] proved that SNLS is the unique (up to the symmetries of the equation) minimal
mass blow up solution in the energy space (see also Banica [7] and Hmidi and Keraani [23]).
We refer to Merle and Raphaël [48, 49] (and references therein) for more recent results notably
on the stable “log-log” blow up for (NLS) equation.
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For the inhomogeneous mass critical (NLS) in dimension 2,
i∂tu+∆u+ k(x)|u|2u = 0, k(0) = 1, ∇k(0) = 0,
while Merle [46] derived sufficient conditions on the function k(x) > 0 to ensure the nonexis-
tence of minimal elements, Raphaël and Szeftel [55] introduced a new approach to obtain exis-
tence and uniqueness of a minimal blow up solution under a necessary and sufficient condition
on k(x), in the absence of pseudo-conformal transformation. For other constructions of mini-
mal mass solutions for NLS-type equations, by various methods, we refer to [8, 12, 17, 32, 33].
In particular, Krieger, Lenzmann and Raphaël [32] addressed the case of the half-wave equa-
tion in one space dimension, which also involves the nonlocal operator D1, and requires the
use of commutator estimates. However, as pointed out in [42, 18], the minimal mass blow
up for KdV-type equations is specific, in some sense less compact that for NLS or wave-type
equations, and requires the use of local norms, instead of global norms. A main difficulty in
the present paper is to combine such local norms and nonlocal operators. A hint of the speci-
ficity of KdV-type blow up is given by the asymptotics found in [18], showing the existence
of a fixed tail for SKdV(t). See also Remark 3.1 for more details.
We expect that the strategy of this paper also applies to the following family of mass
critical dispersion generalized Benjamin-Ono equations, considered e.g. by Angulo, Bona,
Linares and Scialom [5] and by Kenig, Martel and Robbiano [26],
ut + (|u|2αu−Dαu)x = 0, t ∈ R, x ∈ R, (1.16)
for α ∈ (1, 2). Recall that [26] extends perturbatively the analysis of [37, 47] to the case
where the model (1.16) is close to (gKdV), i.e. for α < 2 close to 2. In particular, blow up
in finite or infinite time for negative energy solutions is obtained in this context. The main
obstruction to extend such results to α ∈ [1, 2) is the absence of suitable Virial-type identity
as mentionned before. In the mass subcritical situation, recall that the asymptotic stability of
the soliton of the Benjamin-Ono equation (1.2) was proved in [25], extending previous results
on (gKdV) (see [39] and references therein), by using a specific algebra related to the explicit
form of the soliton.
For α ∈ [12 , 1), the blow up problem for (1.16) is also relevant and important in physics.
In particular, the dispersion in the case α = 12 , for which the nonlinearity is quadratic, is
somehow reminiscent of the linear dispersion of finite depth water waves with surface tension.
The corresponding Whitham equation with surface tension writes
ut + (u2 − w(D)u)x = 0, t ∈ R, x ∈ R,
where w(D) is the Fourier multiplier of symbol w(ξ) =
(
tanh(|ξ|)
|ξ|
) 1
2
(
1 + τξ2
) 1
2 and τ is a
positive parameter related to the surface tension. Note that for high frequencies w(ξ) ∼ |ξ| 12 ,
which corresponds to the dispersion of (1.16) in the case α = 12 . We refer to Linares, Pilod
and Saut [34] for a detailled discussion and some progress on the local theory for the Cauchy
problem and to Klein and Saut [31] for numerical simulations. Obviously, weaker dispersion
can only complicate the problem and it seems quite challenging to address the full range
α ∈ [12 , 1).
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1.3. Notation. For any positive a and b, the notation a . b means that a ≤ c b holds for a
universal constant c > 0. Let (·, ·) denote the scalar product on L2(R),
(f, g) =
∫
R
f(x)g(x)dx,
for f, g two real valued functions in L2(R). For simplicity of notation, we often write
∫
for∫
R
and omit dx. If I is an interval of R, then 1I denotes the characteristic function of I.
Let χ ∈ C∞(R) be a cut-off function such that
0 ≤ χ ≤ 1, χ′ ≥ 0 on R, χ|(−∞,−2) ≡ 0 and χ|(−1,+∞) ≡ 1 . (1.17)
Let Λ denote the generator of the L2 scaling,
Λf :=
1
2
f + xf ′ . (1.18)
Let L be the linearized operator around Q, i.e. (see also Sect. 2.1)
L := D1 + 1− 3Q2 . (1.19)
We introduce the spaces Yℓ, for ℓ ∈ N,
Yℓ :=
{
f ∈ C∞(R) : ∀ k ∈ N, ∀x ∈ R, |f (k)(x)| . (1 + |x|)−(ℓ+k)} ,
and the space Z
Z := {f ∈ C∞(R) ∩ L∞(R) : f ′ ∈ Y2 and ∀x > 0, |f(x)| . (1 + |x|)−1} .
1.4. Outline of the proof. The general strategy of the proof is to adapt the robust ar-
guments developed in [55] (see also the previous papers [44] and [35]) to construct minimal
mass solutions in contexts where few is known on the flow of the equation around the soliton,
i.e. in the absence of a general Virial functional for the linearized flow around the ground
state. In particular, we combine the control of an energy-type functional, suitably localized
(see below), with a mixed Morawetz-Virial functional. The coercivity of the energy functional
uses in a crucial way the complete understanding of the kernel of L, proved in [22].
However, the strategy of [55] has to be adapted to one of the specificities of KdV and BO-
type equations which requires the use of local estimates on the residual terms, as in [41, 42],
and to the nonlocal nature of the operator D1, which requires specific localization arguments
introduced in [25, 26]. The proof of Theorem 1.1 thus needs the combination of all existing
techniques in similar contexts, but this is still not enough. Indeed, because of the slow decay
of the ground state Q (0 < Q(x) . (1+|x|2)−1 - see Proposition 2.4), one cannot satisfactorily
improve the ansatz to a sufficient order as was done in [18]. This means that the error term
(denoted by ε) cannot be too small, even in local norms around the soliton (in contrast, for
(NLS) type equation, it can be taken arbitrarily small in global norms - see e.g. [33] - and
in local norms for (gKdV) - see [18]). The lack of good estimates on the error terms creates
important difficulties to control the cubic terms that are usually easily controlled. One of the
main novelty of this paper is to push forward the algebra of [55] and [42] to cancel out these
cubic terms.
In Sect. 2, we recall known facts on the ground state Q, we construct the blow up profile
(subsequently denoted by Qb) and we introduce a suitable decomposition of any solution
around the blow up profile. In Sect. 3, we introduce a particular sequence of backwards in
time solutions of (1.1) related to the special minimal mass regime of Theorem 1.1 and we claim
suitable uniform bootstrap estimates of the residual term ε and on the geometrical parameters.
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In Sect. 4, we close the estimates on ε using mainly a localized energy functional, but also
several other functionals to cancel out diverging terms. In Sect. 5, we close the estimates on
the parameters, adjusting carefully the final data of the sequence of solutions. In Sect. 6, we
use the weak convergence of the flow (from [20]) to obtain the solution S(t) of Theorem 1.1 by
passing to the limit in the sequence of solutions of (1.1) uniformly controled in Sect. 3-Sect. 5.
Acknowledgements. The authors would like to thank Carlos Kenig for drawing their at-
tention to the blow up problem for (mBO) and Jean-Claude Saut for encouraging and helpful
discussions. This material is based upon work supported by the National Science Founda-
tion under Grant No. 0932078 000 while Y.M. was in residence at the Mathematical Sciences
Research Institute in Berkeley, California, during the Fall 2015 semester. D.P. would like to
thank the École polytechnique for the kind hospitality during the elaboration of part of this
work. This work was also partially supported by CNPq/Brazil, grant 302632/2013-1 and by
the project ERC 291214 BLOWDISOL.
2. Blow up profile
2.1. Solitary waves. The existence of nontrivial solutions to (1.5) is well-known from the
works of Weinstein [60, 61] and Albert, Bona and Saut [2]. We recall here the main results.
Proposition 2.1 ([2, 60, 61]). For u ∈ H 12 (R) \ {0}, let
W (u) =
( ∫ |D 12u|2)( ∫ |u|2)∫ |u|4 .
There exists a solution Q ∈ H 12 (R) ∩ C∞(R) of (1.5) that solves the minimization problem
inf
{
W (u) : u ∈ H 12 (R) \ {0}} =W (Q) . (2.1)
Moreover, by translation invariance, Q is chosen to be even, positive on R and satisfying
Q′ < 0 on (0,+∞).
Note that for the corresponding equation with quadratic nonlinearity associated to the
Benjamin-Ono equation
D1Q+Q−Q2 = 0, (2.2)
there exists an explicit solution QBO(x) = 21+x2 . By using complex analysis techniques, Amick
and Toland [3]1 proved that up to translation, QBO is the unique solution of (2.2) in H
1
2 .
These techniques do not apply to (1.5).
More recently, Frank and Lenzmann [22] addressed succesfully the question of uniqueness
for (1.5). Their results actually hold for a large class of nonlocal problems involving the
fractional Laplacian in one dimension and are related to the well-known notion of ground
state.
Definition 2.2. A positive and even solution Q of (1.5) is called a ground state solution of
(1.5) if Q satisfies (2.1).
The following uniqueness result was obtained in [22].
1Amick and Toland proved the following stronger statement in [4]: any nonconstant bounded solution of
(2.2) is either QBO (up to translation) or a periodic wave solution.
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Theorem 2.3 ([22]). The ground state solution Q = Q(|x|) > 0 of (1.5) is unique. Moreover,
every minimizer of (2.1) is of the form βQ(γ(· − x0)), for some β ∈ C, β 6= 0, γ > 0 and
x0 ∈ R.
Recall from [3, 26] the decay properties of the ground state solution.
Proposition 2.4 ([3, 26]). The ground state Q of (1.5) satisfies Q ∈ Y2 and E(Q) = 0.
Note that it is easy to check that E(Q) = 0. Indeed, Q satisfies the energy identity∫
Q2 +
∫
|D 12Q|2 =
∫
Q4
and the Pohozaev identity2 ∫
Q2 =
1
2
∫
Q4 ,
which imply that E(Q) = 0. For future reference, we also note that for |a| small, one has
E((1 − a)Q) = 1
2
(1− a)2
∫
|D 12Q|2 − 1
4
(1− a)4
∫
Q4 =
1
2
((1 − a)2 − (1− a)4)
∫
Q2
= a
(
1− 5
2
a+ 2a2 − 1
2
a3
)∫
Q2.
(2.3)
We will need in the sequel technical facts related to the Hilbert transform. It is well-known
that H( 1
1+x2
) = x
1+x2
. More generally, we have the following result.
Lemma 2.5. If f ∈ Y2, then Hf ∈ Y1.
Proof. Let f ∈ Y2. By the definition of H, we have for k ≥ 0 and some constant ck,
xk+1H(f (k)) = H(xk+1f (k)) + ck
∫
f. (2.4)
Moreover, from the Sobolev embedding H1(R) →֒ L∞(R) and the boundeness of H in H1,
‖Hf (k)‖L∞ . ‖Hf (k)‖H1 . ‖f (k)‖H1 . 1 ,
‖H(xk+1f (k))‖L∞ . ‖H(xk+1f (k))‖H1 . ‖xk+1f (k)‖H1 . 1 .
Thus, by (2.4), |Hf (k)(x)| . (1 + |x|)−(1+k). 
We will also need the following variant of Lemma 2.5.
Lemma 2.6. Let a ∈ C∞(R) be such that a ∈ L∞(R) and a′, a′′ ∈ L∞(R) ∩ L2(R). Then,
sup
x∈R
(1 + x2)
∣∣∣H( a(y)
1 + y2
)′
(x)
∣∣∣ . 2∑
j=0
‖a(j)‖L∞ +
2∑
j=1
‖a(j)‖L2 . (2.5)
Proof. First, we see from the Sobolev embedding H1(R) →֒ L∞(R) and the continuity of H
in H1 that ∥∥∥H( a(y)
1 + y2
)′ ∥∥∥
L∞
.
∥∥∥( a(y)
1 + y2
)′ ∥∥∥
H1
.
2∑
j=0
‖a(j)‖L∞ .
2which follows by using that
∫
R
H(Q′)xQ′dx = 0, since H(xφ) = xHφ if
∫
φdx = 0.
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Second, we deduce from (2.4) with k = 1 that
x2H
(
a(y)
1 + y2
)′
(x) = H
(
y2
(
a(y)
1 + y2
)′)
(x) +
∫
a(y)
1 + y2
.
Arguing as above, we have∥∥∥H(y2 ( a(y)
1 + y2
)′)∥∥∥
L∞
.
∥∥∥y2 ( a(y)
1 + y2
)′ ∥∥∥
H1
.
1∑
j=0
‖a(j)‖L∞ +
2∑
j=1
‖a(j)‖L2 .
We conclude the proof of (2.5) gathering those estimates. 
We recall the properties of the operator L defined in (1.19).
Lemma 2.7 (Linearized operator, [60, 61, 22]). The self-adjoint operator L in L2 with domain
H1 satisfies the following properties:
(i) Spectrum of L. The operator L has only one negative eigenvalue −κ0 ( κ0 > 0)
associated to an even, positive eigenfunction χ0; kerL = {aQ′ : a ∈ R}; and σess(L) =
[1,+∞);
(ii) Scaling. LΛQ = −Q and (Q,ΛQ) = 0, where Λ is defined in (1.18);
(iii) for any function h ∈ L2(R) orthogonal to Q′ (for the L2-scalar product), there exists
a unique function f ∈ H1(R) orthogonal to Q′ such that Lf = h;
(iv) Regularity. if f ∈ H1(R) is such that Lf ∈ Y1, then f ∈ Y1;
(v) Coercivity of L. there exists κ > 0 such that for all f ∈ H 12 (R),
(Lf, f) ≥ κ‖f‖2
H
1
2
− 1
κ
(
(f,Q)2 + (f,ΛQ)2 + (f,Q′)2
)
. (2.6)
Proof. (i) The fact that kerL = {aQ′ : a ∈ R} is a quite delicate property, proved by Frank
and Lenzmann, see Theorem 2.3 in [22]. The other properties were proved by Weinstein, see
Proposition 4 in [61]. See also [2].
(ii) The assertion follows directly by differentiating the equation satisfied by Qλ(x) =
λ−
1
2Q(λ−1x) with respect to λ and taking λ = 1. The property (Q,ΛQ) = 0 follows from
(Qλ, Qλ) = (Q,Q).
(iii) Let h ∈ L2(R). Observe that
Lf = h for f ∈ H1(R) ⇔ (id − T )f = (D1 + 1)−1h =: h˜ for f ∈ L2(R) , (2.7)
where Tf = (D1+1)−1(3Q2f) is a compact operator on L2(R). From (i), if (h,Q′) = 0, then
h˜ ∈ ker (id − T ⋆)⊥. Thus, the existence part of (iii) follows from the Fredholm alternative,
while the uniqueness part follows directly from (i).
(iv) Assume now that h ∈ Y1 ⊆ H∞(R) and let f ∈ H1(R) be solution to Lf = h. Then,
it follows from (2.7) that f ∈ H∞(R).
To prove the decay properties of f , we argue as in [3]. As observed by Benjamin in [9], if
w = w(x, y) is the harmonic extension of f in the upper half-plane R2+ = {(x, y) ∈ R2 : y > 0},
then limy→0 ∂yw(x, y) = −D1f(x). As a consequence, if v = v(x, y) is a solution to{
∆v = 0 in R2+(
v − ∂yv − 3Q2v
)
|y=0
= h , (2.8)
then f(x) = v(x, 0) satisfies Lf = h.
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Following [3], the solution v to (2.8) is given by
v(x, y) = G(·, y) ∗ (3Q2f + h)(x), ∀ (x, y) ∈ R2+ ,
where the kernel G(x, y) is given by
G(x, y) =
∫ +∞
0
g(x, y + w)e−wdw and g(x, y) =
1
π
y
x2 + y2
.
Moreover, we easily see that G is positive, harmonic on R2+ and satisfies∫ +∞
−∞
G(x, y)dx = 1, ∀ y ≥ 0 , (2.9)
G(x, y) .
1 + y
x2 + y2
, ∀ (x, y) ∈ R2+ , (2.10)
and for any k ≥ 0, ∣∣∂kxG(x, 0)∣∣ . 1|x|2+k , ∀ |x| ≥ 1 . (2.11)
In particular a solution f ∈ H∞(R) to Lf = h satisfies
f(x) = G(·, 0) ∗ (3Q2f + h)(x), ∀x ∈ R . (2.12)
Since h ∈ Y1, Q ∈ Y2 and f ∈ H1(R), we get that
|f(x)| ≤ G(·, 0) ∗ h˜(x), where h˜ = 3‖f‖L∞Q2 + |h| .
Let |x| ≥ 1. It follows from (2.11) that
|f(x)| ≤ sup
t∈R
{
(1 + |t|)|h˜(t)|} ∫ +∞
−∞
G(x− t, 0)
1 + |t| dt
.
∫
|t−x|≤ 1
2
|x|
G(x− t, 0)
1 + |t| dt+
∫
|t−x|≥ 1
2
|x|
1
(1 + |t|)(x− t)2 dt
By using (2.9), the first integral on the right-hand side of the above expression is bounded by
2/|x|, while the second integral is easily bounded by c/|x|. Therefore, we conclude that
sup
x∈R
{
(1 + |x|)|f(x)|} < +∞ . (2.13)
Now, we prove by induction on k that
sup
x∈R
{
(1 + |x|)(k+1)|f (k)(x)|} < +∞ , (2.14)
holds for all k ∈ N. Let l ∈ N⋆. Assume that (2.14) holds for all k ∈ {0, l − 1}. From (2.12),
f (l)(x) =
∫
G(l)(x− t, 0)(3Q2f + h)(t)dt := I + II
where I, respectively II, corresponds to the region |x− t| ≤ 12 |x|, respectively |x− t| ≥ 12 |x|.
Let |x| ≥ 1. Arguing as above, we deduce from (2.11) that
|II| .
∫
|x−t|≥ 1
2
|x|
1
(1 + |t|)|x− t|2+l .
1
|x|1+l , (2.15)
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where the implicit constant depends on ‖f‖L∞ and supt∈R{(1 + |t|)|h(t)|}. To handle I, we
write, for x ≥ 1 (the case x < −1 is handled similarly),
I =
∫
|x−t|≤ 1
2
|x|
∂lxG(x− t, 0)
(
3Q2f
)
(t)dt +
∫
|x−t|≤ 1
2
|x|
∂lxG(x− t, 0)h(t)dt =: I1 + I2 .
Several integrations by parts yield
I2 =
l−1∑
j=0
(−1)j
(
∂(l−j)x G(−
x
2
, 0)h(j)(
3x
2
)− (∂(l−j)x G(
x
2
, 0)h(j)(
x
2
)
)
+ (−1)l
∫
|t−x|≤ 1
2
|x|
G(x− t, 0)h(l)(t)dt .
Since G(., 0) ∈ Y2 and h ∈ Y1, we obtain |I2| . 1/|x|1+l. By using the same strategy, we have
(the first term exists only if l ≥ 2),
I1 =
l−2∑
j=0
(−1)j
(
∂(l−j)x G(−
x
2
, 0)(3Q2f)(j)(
3x
2
)− (∂(l−j)x G(
x
2
, 0)(3Q2f)(j)(
x
2
)
)
+ (−1)l+1
∫
|t−x|≤ 1
2
|x|
∂xG(x− t, 0)(3Q2f)(l−1)(t)dt .
Observe that
∣∣(3Q2f)(j)(t)∣∣ . (1+ |t|)−(5+j), for all j = 0, · · · l−1, thanks to the Leibniz rule,
the induction hypothesis on f and the fact that Q ∈ Y2. Hence, it follows that |I1| . 1/|x|1+l
and so |I| . 1/|x|1+l. From this and (2.15), we obtain estimate (2.14) with k = l. This
finishes the proof of (iv).
(v) This is a standard property obtained as a consequence of (i). We refer to Proposition 4
in [61]. See also the proof of Lemma 2 (ii) in [38]. 
2.2. Definition and estimates for the localized profile. In this subsection, we construct
an approximate profile Qb.
Lemma 2.8. There exists a unique function P ∈ Z such that
(LP )′ = ΛQ, (P,Q′) = 0, and lim
y→−∞
P (y) =
1
2
∫
Q . (2.16)
Moreover,
p0 := (P,Q) =
1
8
( ∫
Q
)2
> 0 . (2.17)
Proof. We look for a solution of (2.16) of the form P = P˜ − ∫+∞y ΛQ. Observe that P solves
the equation in (2.16) if
(LP˜ )′ = ΛQ+
(
L
∫ +∞
y
ΛQ
)′
=: R′ where R = −HΛQ− 3Q2
∫ +∞
y
ΛQ .
It follows from Lemma 2.5 that HΛQ ∈ Y1 and thus R ∈ Y1. Moreover, Lemma 2.7 (i) and
(ii) yield
(R,Q′) = −
∫
R′Q = −
∫
ΛQQ−
∫ (
L
∫ +∞
y
ΛQ
)′
Q = 0 .
Thus, using Lemma 2.7 (iii) and (iv), there exists a unique P˜ ∈ Y1 orthogonal to Q′ such
that LP˜ = R. Set P = P˜ − ∫+∞y ΛQ ∈ Z. Then, P satisfies (2.16) and (P,Q′) = 0. We also
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see that limy→−∞ P = −
∫
ΛQ = 12
∫
Q. Moreover, by using that LΛQ = −Q and integrating
by parts, we compute
p0 := (P,Q) = −
∫
LP ΛQ =
∫ ( ∫ +∞
y
ΛQ
)
ΛQ =
1
2
( ∫
ΛQ
)2
=
1
8
( ∫
Q
)2
.

Since P does not belong to L2(R), we define a suitable cut-off version of it. Recall that χ
is defined in (1.17).
Definition 2.9. The localized profile Qb is defined for all b by
Qb(y) = Q(y) + bPb(y) . (2.18)
where
Pb(y) = χb(y)P (y), χb(y) = χ(|b|y) . (2.19)
and χ is defined in (1.17). Define
Rb = LPb − Pb = D1Pb − 3Q2Pb. (2.20)
Lemma 2.10 (Estimates on the localized profile). For |b| small, the following properties
hold.
(i) Pointwise estimate for Qb. For all y ∈ R,
|Qb(y)| . 1(1 + |y|)2 + |b|1[−2,0](|b|y) + |b|1[0,+∞)(y)
1
1 + |y| , (2.21)
|Q′b(y)| .
1
(1 + |y|)3 + |b|
1
(1 + |y|)21[−2,+∞)(|b|y) + |b|
21[−2,−1](|b|y) , (2.22)
‖Pb‖L2 . |b|−
1
2 , ‖D 12Pb‖L2 . | ln |b||
1
2 , ‖Rb‖L2 . 1 , (2.23)
‖D 12 (yP ′b)‖L2 . 1 , (2.24)
and ∥∥∥D 12 (∂Pb
∂b
)∥∥∥
L2
. |b|−1 . (2.25)
(ii) Estimate for the equation of Qb. Let Ψb be defined by
Ψb :=
(HQ′b +Qb −Q3b)′ − bΛQb + b2∂Qb∂b . (2.26)
Then
‖Ψb‖L2 . |b|
3
2 , ‖Ψb − bPχ′b −
b2
2
Pb‖L2 . |b|2 , (2.27)
and
‖D 12Ψb‖L2 . |b|2| ln |b||
1
2 . (2.28)
(iii) Projection of Ψb in the direction Q.∣∣(Ψb, Q)∣∣ . |b|3 . (2.29)
(iv) Mass and energy for Qb. ∣∣∣ ∫ Q2b − ∫ Q2∣∣∣ . |b| , (2.30)∣∣∣E(Qb) + p0b∣∣∣ . |b|2| ln |b|| . (2.31)
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Remark 2.1. We see that P defined above decays as 1/y as y → +∞. This is still acceptable
for our needs in the next sections. However, if one tries to improve the ansatz Qb at a higher
order in b (as was done at any order in [18] for (gKdV), one faces non L2 functions for y > 0.
This is an important difficulty. In this paper, we have chosen to restrict ourselves to the
above ansatz Qb, at the cost of a relatively large error terms (see (3.16)).
Remark 2.2. On the definition of Ψb in (2.26), we anticipate the blow up relations λsλ ∼ −b
and bs + b2 ∼ 0, which will eventually lead to the 1t blow up rate. See Lemma 2.12.
Proof of Lemma 2.10. (i) The proof of (2.21), (2.22) follows directly from Q ∈ Y2, P ∈ Z
and the definition of Qb in (2.18). We see using P ∈ Z that
‖Pb‖2L2 .
∫
y<0
χ(|b|y)2dy +
∫
y>0
dy
1 + y2
. |b|−1 . (2.32)
Next, we split ‖D 12Pb‖L2 as follows
‖D 12Pb‖2L2 = (D1Pb, Pb) = (D1P,Pb)− (D1((1− χb)P ), Pb).
Since P ∈ Z and P ′ ∈ Y2, we have by Lemma 2.5, D1P = HP ′ ∈ Y1 and thus
|(D1P,Pb)| .
∫
−2|b|−1<y<0
dy
1 + |y| +
∫
y>0
dy
(1 + |y|)2 . | ln |b||.
Moreover,
|(D1((1− χb)P ), Pb)| . ‖Pb‖L2‖(1 − χb)P‖H˙1 . |b|−
1
2
(‖(1− χb)P ′‖L2 + ‖χ′bP‖L2) . 1 .
This implies ‖D 12Pb‖L2 . | ln |b||
1
2 . Concerning Rb defined in (2.20), we have
‖D1Pb‖2L2 = ‖P ′b‖2L2 . 1 and ‖Q2Pb‖L2 . 1.
These estimates prove (2.23).
We proceed similarly to prove (2.24) and decompose ‖D 12 (yP ′b)‖L2 as follows
‖D 12 (yP ′b)‖2L2 =
∫
yP ′bH(yP ′b)′ =
∫
yP ′bH(yP ′)′ +
∫
yP ′bH(y(P (χb − 1))′)′ .
Since (yP ′)′ ∈ Y2, we have that H(yP ′)′ ∈ Y1 by using Lemma 2.5 and thus∣∣∣∣∫ yP ′bH(yP ′)′∣∣∣∣ . ∫ P ′b |y|1 + |y| . 1 .
Moreover, since P ′ ∈ Y2,∣∣∣∣∫ yP ′bH(yP (χb − 1)′)′∣∣∣∣ . ‖yP ′b‖L2‖(yP (χb − 1)′)′‖L2 . |b|− 12 |b| 12 . 1 ,
which finishes the proof (2.24).
To prove (2.25), we observe that ∂Pb∂b = sgn(b)yχ
′(|b|y)P . Thus, it follows by interpolation
that ∥∥∥D 12 (∂Pb
∂b
)∥∥∥
L2
≤ ‖yχ′(|b|y)‖
1
2
L2
∥∥(yχ′(|b|y))′∥∥ 12L2 . |b|−1 ,
which is the desired estimate.
(ii) Expanding the expression (2.18) of Qb in the definition of Ψb and using (1.5), we find
that
Ψb = bΨ1 + b2Ψ2 + b3Ψ3 , (2.33)
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where
Ψ1 := (LPb)′ − ΛQ ,
Ψ2 := −3(QP 2b )′ − Λ(Pb) +
∂Qb
∂b
, and Ψ3 = −(P 3b )′ .
First, we prove (2.27). By (2.16), we rewrite Ψ1 as
Ψ1 = (LPb)′ − (LP )′
= H((P (χb − 1))′′ + (P (χb − 1))′ − 3(Q2P (χb − 1))′
= H(P ′′(χb − 1))+ 2H(P ′χ′b)+H(Pχ′′b )+ P ′(χb − 1) + Pχ′b − 3(Q2P (χb − 1))′
Since H is bounded in L2, P ∈ L∞(R) and P ′ ∈ Y2, we obtain
‖bH(P ′′(χb − 1))‖L2 . |b|( ∫
y≤−|b|−1
1
(1 + |y|)6 dy
) 1
2
. |b| 72 ,
‖bH(χ′bP ′)‖L2 = |b|‖χ′bP ′‖L2 . |b|2
( ∫
y≤−|b|−1
1
(1 + |y|)4 dy
) 1
2
. |b| 72
and
‖bH(χ′′bP )‖L2 . |b|3
( ∫
χ′′(|b|y)2 dy
) 1
2
. |b| 52 .
Similarly,
‖bP ′(χb − 1)‖L2 . |b|
( ∫
y≤−|b|−1
1
(1 + |y|)4 dy
) 1
2
. |b| 52 ,
and
‖b(χ′bQ2P )‖L2 . |b|2( ∫
y≤−|b|−1
1
(1 + |y|)8 dy
) 1
2
. |b| 112 .
Therefore, we conclude gathering those estimates that
‖b(Ψ1 −H(χ′′bP )− P ′(χb − 1)− Pχ′b)‖L2 . |b| 72 and ‖b(Ψ1 − Pχ′b)‖L2 . |b| 52 . (2.34)
Also, note that
‖bPχ′b‖L2 . |b|2
( ∫
|χ′(|b|y)|2 dy
) 1
2
. |b| 32 . (2.35)
Now we focus on b2Ψ2 and b3Ψ3. One sees easily that
‖b2(Qχ2bP 2)′‖L2 + ‖b3(χ3bP 3)′‖L2 . |b|2 .
To deal with the remaining terms in Ψ2, we observe that
Λ(Pb) =
1
2
Pb + yP
′χb + yPχ
′
b
and
∂Qb
∂b
= Pb + |b|yχ′(|b|y)P = Pb + yPχ′b , (2.36)
so that
− Λ(Pb) + ∂Qb
∂b
=
1
2
Pb − yP ′χb . (2.37)
By using P ∈ Z,
‖yχbP ′‖L2 .
( ∫
χ(|b|y)2 y
2
1 + y4
dy
) 1
2
. 1 .
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Hence
‖b2(Ψ2 − 12Pb)‖L2 + ‖b
3Ψ3‖L2 . |b|2 . (2.38)
Therefore, we conclude estimate (2.27) by gathering (2.33), (2.34), (2.37) and (2.38).
To prove estimate (2.28), we estimate each term on the right-hand side of (2.33) in H˙
1
2 .
For the sake of simplicity, we only explain how to deal with the terms corresponding to (2.35)
and (2.37), which are the most problematic ones. First, observe that∥∥b(χ′bP )′∥∥L2 . |b|‖χ′′bP‖L2 + |b|‖χ′bP ′‖L2 . |b| 52 ,
which gives after interpolation with (2.35)
|b|∥∥D 12 (χ′bP )∥∥L2 . |b|2 .
Moreover, we have from (2.23) that
|b|2∥∥D 12 (Pb)∥∥L2 . |b|2| ln |b|| 12 .
This last estimate gives the bound in (2.28).
(iii) We take the scalar product of (2.33) with Q. First, for Ψ1, we use (2.34). Since
HQ ∈ Y1 by Lemma 2.5,∣∣(H(χ′′bP ), Q)∣∣ = ∣∣(χ′′bP,HQ)∣∣ . b2 ∫
−2|b|−1<y<−|b|−1
dy
1 + |y| . b
2.
Moreover, since P ′, Q ∈ Y2, ∣∣(P ′(χb − 1), Q)∣∣+ ∣∣(Pχ′b, Q)∣∣ . |b|2 ,
Thus, it follows from (2.34) that ∣∣(bΨ1, Q)∣∣ . |b|3 . (2.39)
Next, we see using the computations in (2.37) that
(Ψ2, Q) =
(− 3(QP 2)′ − ΛP + P,Q)− 3((QP 2(χb − 1))′, Q)
+
1
2
(
P (χb − 1), Q
) − (yP ′(χb − 1), Q) . (2.40)
By taking the scalar product of the equation in (2.16) with P , we get that
(P ′, P )− 3((Q2P )′, P ) = −(ΛP,Q) .
On the one hand, it follows from (2.17) that
(P,P ′) = −1
2
lim
y→−∞
P (y)2 = −(P,Q) .
On the other hand, integration by parts yields
−3((Q2P )′, P ) = 3((P 2Q)′, Q) .
Hence, we deduce combining those identities that(− 3(P 2Q)′ + P − ΛP,Q) = 0 , (2.41)
so that the first term on the right-hand side of (2.40) cancels out. We estimate the other ones
as follows: ∣∣((QP 2(χb − 1))′, Q)∣∣ . ∫
y≤|b|−1
1
(1 + |y|)5 dy . |b|
4 ,
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∣∣(P (χb − 1), Q)∣∣ . ∫
y≤|b|−1
1
(1 + |y|)2 dy . |b| ,
and ∣∣(yP ′(χb − 1), Q)∣∣ . ∫
y≤|b|−1
1
(1 + |y|)3 dy . |b|
2 .
This implies that
∣∣(b2Ψ2, Q)∣∣ . |b|3. Finally, we see easily that ∣∣(b3Ψ3, Q)∣∣ . |b|3. This
finishes the proof of estimate (2.29).
(iv) By using the definition of Qb in (2.18), we compute∫
Q2b =
∫
Q2 + 2b(Q,χbP ) + b
2
∫
χ2bP
2 .
Moreover, observe that
∣∣b(Q,χbP )∣∣ . |b| and ∣∣∣b2 ∫ χ2bP 2∣∣∣ . |b|. This finishes the proof of
estimate (2.30).
Expanding Qb = Q+ bPb in the definition of E in (1.3), we see that
E(Qb) = E(Q) + b
∫
Pb
(
D1Q−Q3)+ b2
2
∫
|D 12 (Pb)|2 +O(b2) .
From E(Q) = 0, (1.5) and p0 = (P,Q), it follows that∣∣∣E(Qb) + p0b∣∣∣ . |b|∣∣∣ ∫ PQ(χb − 1)∣∣∣ + |b|2 ∫ |D 12Pb|2 +O(b2) . (2.42)
By | ∫ PQ(χb − 1)| . ∫y<−|b|−1 Q(y)dy . |b| and (2.23), we finish the proof of (2.31). 
2.3. Decomposition of the solution using refined profiles.
Lemma 2.11 (First modulation around Q). There exists δ0 > 0 such that if v ∈ H 12 satisfies
inf
λ1>0, x1∈R
‖λ
1
2
1 v(λ1 ·+x1)−Q‖H 12 = δ < δ0 , (2.43)
then there exist unique (λv, xv) ∈ (0,+∞) ×R such that the function ηv defined by
ηv(y) = λ
1
2
v v(λvy + xv)−Q(y) (2.44)
satisfies
(ηv, Q′) = (ηv,ΛQ) = 0, ‖ηv‖
H
1
2
. δ . (2.45)
Proof. The existence (and uniqueness) of (λv, xv) such that ηv defined in (2.44) satisfies
(2.45) follows from standard arguments, based on the implicit function theorem. We refer
for example to Proposition 1 in [36]. The key point of the proof is the non-degeneracy of the
Jacobian matrix: ∣∣∣∣ (ΛQ,ΛQ) (ΛQ,Q′)(Q′,ΛQ) (Q′, Q′)
∣∣∣∣ = (ΛQ,ΛQ)(Q′, Q′) 6= 0.

Lemma 2.12 (Refined modulated flow). Let u be a solution to (1.1) on a time interval I
such that
sup
t∈I
inf
λ1>0, x1∈R
‖λ
1
2
1 u(t, λ1 ·+x1)−Q‖H 12 = δ < δ0 . (2.46)
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For t ∈ I, let λ(t) := λu(t) and x(t) := xu(t) be given by Lemma 2.11 and set
ε(t, y) = λ
1
2 (t)u(t, λ(t)y + x(t))−Qb(t)(y), where b(t) = −
E(u0)
p0
λ(t) (2.47)
and Qb is defined in (2.18). Then, there exists δ0 > 0 such that the following holds.
(i) Almost orthogonalities and smallness. On I, it holds
‖ε‖2
H
1
2
+ |b| . δ . (2.48)
|(ε,Q′)|+ |(ε,ΛQ)| . |b|. (2.49)
(ii) Conservation laws. On I, it holds
‖ε‖2
H
1
2
. |b|+
∫
u20 −
∫
Q2 , (2.50)∣∣∣− (ε,Q) + b(ε,Rb) + 12
∫ [
|D 12 ε|2 − 1
2
(
(Qb + ε)4 −Q4b − 4Q3bε
)]∣∣∣ . |b|2| ln |b||, (2.51)
where Rb is defined in (2.20), and
|(ε,Q)| . |b|2| ln |b||+ |b|‖ε‖L2 + ‖ε‖2
H˙
1
2
+
∫
ε2Q2. (2.52)
(iii) Equation of ε. The function (λ, x, b) : I → (0,+∞) × R2 is of class C1. For t0 ∈ I
and s0 ∈ R, define the rescaled time variable s by
s(t) = s0 +
∫ t
t0
dt′
λ2(t′)
and J = s(I).
Then, on J , the function ε(s, y) is solution of
εs −
(
D1ε+ ε− ((Qb + ε)3 −Q3b))
y
=
λs
λ
Λε+ (
λs
λ
+ b)ΛQb + (
xs
λ
− 1)(Qb + ε)y − (bs + b2)∂Qb
∂b
+Ψb ,
(2.53)
where Ψb is defined in (2.26).
(iv) Modulation equations. On J , it holds∣∣∣xs
λ
− 1
∣∣∣+ ∣∣∣λs
λ
+ b
∣∣∣ . |b|2 + ( ∫ ε2
1 + y2
) 1
2
. (2.54)
Remark 2.3. The choice b = −E(u0)p0 λ in (2.47) is not really standard. Usually, for simplicity,
b(t) is tuned so that (ε,Q) = 0 (see e.g. [41]). The choice (2.47) leads to the relation (2.51),
which is a sufficient substitute to the exact orthogonality (ε,Q) = 0. In Sect. 4, such a sharp
choice related to energy will be technically important in our proof.
Proof. (i) For all t ∈ I, let λ(t) := λu(t) and x(t) := xu(t) be given by Lemma 2.11 such that
η(t, y) = λ(t)
1
2u(t, λ(t)y+x(t))−Q(y) satisfies (η(t), Q′) = (η(t),ΛQ) = 0 and ‖η(t)‖
H
1
2
. δ.
Then, since E(Q) = 0, λE(u) = λE(u0) = E(Q + η) = O(δ). It follows that b(t) defined
by b = −(E(u0)/p0)λ satisfies |b(t)| . δ. Moreover, ε(t) defined by (2.47) satisfies ε =
−bPb + η, where Pb is defined in (2.19). Since ‖Pb‖L2 . |b|−
1
2 and ‖Pb‖
H˙
1
2
. 1, we obtain
‖ε‖
H
1
2
. |b| 12 + δ . δ 12 . Since |(Pb,ΛQ)|+ |(Pb, Q′)| . 1, estimates (2.49) are consequences of
(η(t), Q′) = (η(t),ΛQ) = 0.
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(ii) By using the conservation of the energy E defined in (1.3), we get from (2.31) and the
equation of Q that
λE(u0) = E(Qb + ε) = E(Qb) +
∫
(D1ε)Qb +
1
2
∫
|D 12 ε|2 − 1
4
∫ (
(Qb + ε)4 −Q4b
)
= −p0b+
∫
ε(D1Qb −Q3b) +
1
2
∫
|D 12 ε|2 − 1
4
∫ (
(Qb + ε)
4 −Q4b − 4Q3bε
)
+O(|b|2| ln |b||) .
We compute (Rb being defined in (2.20))
D1Qb −Q3b = D1Q−Q3 + b(D1Pb − 3Q2Pb)− 3b2QP 2b − b3P 3b = −Q+ bRb +OL2(|b|2).
Thus, by the choice λE(u0) = −p0b and ‖ε‖L2 . 1, one obtains∫ [
|D 12 ε|2 − 1
2
(
Qb + ε)4 −Q4b − 4Q3bε
)]
− 2(ε,Q) + 2b(ε,Rb) = O(|b|2| ln |b||), (2.55)
which is (2.51). In particular, by (2.23) and (2.64),
∫
ε4 . ‖ε‖4
H
1
2
,
∫ |Qb||ε|3 . ‖ε‖3
H
1
2
,∫ |Q2b −Q2|ε2 . |b| ∫ ε2, and thus,
|(ε,Q)| . |b|2| ln |b||+ |b|‖ε‖L2 + ‖ε‖2
H˙
1
2
+
∫
ε2Q2 . (2.56)
By using the L2 conservation, (2.30) and (2.23), we get (using the notation in (1.4)),
‖u0‖2L2 = ‖uλ−1(·+ x(t), t)‖2L2 = ‖Qb‖2L2 + 2(ε,Qb) + ‖ε‖2L2
= ‖Q‖2L2 + 2(ε,Q) + ‖ε‖2L2 +O(|b|+ |b|
1
2‖ε‖L2).
Summing this identity with (2.55), we obtain∫ [
|D 12 ε|2 + |ε|2 − 1
2
(
(Qb + ε)4 −Q4b − 4Q3bε
)]
= O(|b|+ |b| 12 ‖ε‖L2) + ‖u0‖2L2 − ‖Q‖2L2 .
Since by (2.64),
∫
ε4 . ‖ε‖4
H
1
2
,
∫ |Qb||ε|3 . ‖ε‖3
H
1
2
and
∫ |Q2b −Q2|ε2 . |b| ∫ ε2, we obtain
(Lε, ε) = O(|b|+ |b| 12‖ε‖L2) + ‖u0‖2L2 − ‖Q‖2L2 +O(‖ε‖3H 12 ).
By the coercivity of L (see (2.6)) and (2.49), (2.56), for δ small enough, we obtain
‖ε‖2
H
1
2
. |b|+ ‖u0‖2L2 − ‖Q‖2L2 .
(iii) The C1 regularity of λ(t) and x(t) is a standard fact, see e.g. Proposition 1 in [38].
Equation (2.53) follows directly by writing that u under the decomposition (2.47) solves (1.1)
and by using the definition of Ψb in (2.26). An intermediate step in the computations is
the derivation of the following equation for η(s, y), which is more handy to derive later the
estimates for xs and λs
ηs −
(
D1η + η − ((Q+ η)3 −Q3))
y
=
λs
λ
Λ(Q+ η) + (
xs
λ
− 1)(Q+ η)y. (2.57)
(iv) Differentiating the orthogonality relation (η,Q′) = 0 with respect to s, using (2.57),
(ΛQ,Q′) = 0 and the decay properties of Q, we see that∣∣∣∣∣
(
xs
λ
− 1
)
− 1‖Q′‖2L2
∫
ηL(Q′′)
∣∣∣∣∣ .
(∫
η2
1 + y2
) 1
2 (∣∣∣∣λsλ
∣∣∣∣+ ∣∣∣∣xsλ − 1
∣∣∣∣)+ ∫ η2 + |η|31 + y2 . (2.58)
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Similarly, using (η,ΛQ) = 0, we have∣∣∣∣∣λsλ − 1‖ΛQ‖2L2
∫
ηL((ΛQ)′)∣∣∣∣∣ .
(∫
η2
1 + y2
) 1
2 (∣∣∣∣λsλ
∣∣∣∣+ ∣∣∣∣xsλ − 1
∣∣∣∣)+ ∫ η2 + |η|31 + y2 . (2.59)
Combining (2.58) and (2.59), we obtain∣∣∣∣∣
(
xs
λ
− 1
)
− 1‖Q′‖2L2
∫
ηL(Q′′)
∣∣∣∣∣ +
∣∣∣∣∣λsλ − 1‖ΛQ‖2L2
∫
ηL((ΛQ)′)∣∣∣∣∣ .
∫
η2 + |η|3
1 + y2
. (2.60)
Now, we insert η = ε+ bPb in (2.60). Note that∫
PL(Q′′) = −
∫
(LP )′Q′ = −
∫
Q′ΛQ = 0,
∫
PL((ΛQ)′) = − ∫ (LP )′ΛQ = −‖ΛQ‖2L2 ;
moreover, from the definition of Pb and the fact that P is bounded,∫ |P − Pb|
1 + y2
.
∫ |1− χb|
1 + y2
. |b| ,
∫ |bPb|2 + |bPb|3
1 + y2
. |b|2,
and from (1.6),
∫ |ε|3
1 + y2
.
(∫ |ε|2
1 + y2
) 1
2 (∫
|ε|4
) 1
2
.
(∫ |ε|2
1 + y2
) 1
2
.
Thus, we obtain ∣∣∣∣xsλ − 1
∣∣∣∣ + ∣∣∣∣λsλ + b
∣∣∣∣ . |b|2 +
(∫
ε2
1 + y2
) 1
2
, (2.61)
which yields (2.54). 
2.4. Cauchy problem and weak continuity of the flow. In this subsection, we recall
known facts on the Cauchy problem in H
1
2 and the weak continuity of the flow for (1.1).
Then, we show that the decomposition of Lemma 2.12 is stable by weak H
1
2 limit, a technical
fact that will be used in the proof of Theorem 1.1.
Theorem 2.13 ([29, 20]). For any u0 ∈ H 12 (R), the following holds true.
(i) there exist T = T (‖u0‖
H
1
2
) and a unique solution u of the equation (1.1) satisfying
u(0, ·) = u0 and u ∈ C([−T, T ] : H 12 (R)) ∩ XT , for a certain resolution space XT (see
[29]). Moreover, for any R > 0, the flow map data solution is Lipschitz continuous from{
u0 ∈ H 12 (R) : ‖u0‖
H
1
2
< R
}
into C([−T (R), T (R)] : H 12 (R)).
(ii) Let {u0,n} be a sequence of H 12 initial data such that
u0,n ⇀ u0 in H
1
2 as n→ +∞.
Assume that, for some C, T1, T2 > 0, for all n > 0, the corresponding solution un(t) of (1.1)
exists on [−T1, T2] and satisfies maxt∈[−T1,T2] ‖un(t)‖H 12 ≤ C. Let u(t) be the solution of (1.1)
corresponding to u0. Then, u(t) exists on [−T1, T2] and
∀t ∈ [−T1, T2], un(t)⇀ u(t) in H
1
2 as n→ +∞. (2.62)
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The second part of the Theorem, i.e. the weak convergence of un(t) to u(t), is stated in
the last remark of [20]. For similar statements, we refer to Lemma 30 in [37] in the case of
the critical (gKdV) equation, to Theorem 5 in [25] in the case of the Benjamin-Ono equation
in H
1
2 , to [20] for Benjamin-Ono in L2 and to Lemma 3.4 in [16] for the mass supercritical
(gKdV) equation.
As usual, given any u0 ∈ H 12 (R), we consider the solution u ∈ C([0, T ⋆) : H 12 (R)) ema-
nating from u0 at t = 0 and defined on its maximal interval of existence [0, T ⋆). If T ⋆ < +∞,
we see from Theorem 2.13 that limt↑T ⋆ ‖D 12u(t)‖L2 = +∞. A similar statement holds for
negative times.
Remark 2.4. Let u(t) be a solution of (mBO) such that T ⋆ < +∞. Then,
‖D 12u(t)‖L2 & (T ⋆ − t)−
1
4 .
Indeed, let 0 < t0 < T ⋆, and let v(s, y) be the following solution of (mBO)
v(s, y) = λ
− 1
2
0 u(λ
−2
0 s+ t0, λ
−1
0 y), λ0 = ‖D
1
2u(t0)‖2L2 .
Then, ‖D 12 v(0)‖L2 = 1 and ‖v(0)‖L2 = ‖u(t0)‖L2 = ‖u(0)‖L2 . By Theorem 2.13 (i), it follows
that v(s) exists as a solution of (1.1) in H
1
2 on a time interval [0, S], S > 0 independent of
t0. Thus, T ⋆ > λ−20 S + t0, which is equivalent to
(T ⋆ − t0)‖D 12u(t0)‖4L2 & 1.
Now, we claim the following consequence of Theorem 2.13 (ii) on the decomposition of
Lemma 2.12.
Lemma 2.14 (Weak H
1
2 stability of the decomposition). Let {u0,n} be a sequence of H 12
initial data such that
u0,n ⇀ u0 in H
1
2 as n→ +∞.
Let u(t) be the solution of (1.1) corresponding to u0. Assume that for all n > 0, un(t)
exists and satisfies (2.46) on [−T1, T2] for some T1, T2 > 0 and that the parameters of the
decomposition (λn, xn, bn, εn) of un given by Lemma 2.12 satisfy, for some c, C > 0, for all n
large,
∀t ∈ [−T1, T2], 0 < c ≤ λn(t) < C, λn(0) = 1, xn(0) = 0. (2.63)
Then, u(t) exists and satisfies (2.46) on [−T1, T2] and its decomposition (λ, x, b, ε) satisfies,
as n→ +∞,
∀t ∈ [−T1, T2], εn(t)⇀ ε(t) in H
1
2 , λn(t)→ λ(t), xn(t)→ x(t), bn(t)→ b(t).
Sketch of proof. We use the strategy of the proof of Lemma 17 in [37]. We also refer to [49],
page 599, for a more detailed argument. The first step of the proof is to note that esti-
mates (2.54) provide uniform bounds on the time derivatives of the geometric parameters
(λn(t), xn(t), bn(t)) on [−T1, T2]. Therefore, by Ascoli’s theorem, up to the extraction of a
subsequence,
(λn(t), xn(t), bn(t))→ (λ˜(t), x˜(t), b˜(t)) on [−T1, T2],
for some functions (λ˜(t), x˜(t), b˜(t)). Writing the orthogonality conditions (2.49) in terms of
un(t) and (λn(t), xn(t), bn(t)), using (2.62) and passing to the limit as n→ +∞, we see that
u(t) and the limiting parameters (λ˜(t), x˜(t), b˜(t)) satisfy the same orthogonality relations. In
particular, they correspond to the unique parameters (λ(t), x(t), b(t)) given by Lemma 2.12.
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This uniqueness statement proves by a standard argument that, for the whole sequence,
(λn(t), xn(t), bn(t)) converges to (λ(t), x(t), b(t)) on [−T1, T2] as n → +∞. It follows from
(2.47) that εn(t)⇀ ε(t) in H
1
2 as n→ +∞. 
2.5. Estimates and localization arguments for fractional Laplacians. First, we recall
various useful inequalities and commutator estimates related to Dα (0 < α ≤ 1), and the
Hilbert transform H.
Lemma 2.15 ([13, 28, 21]). For any f, g, a ∈ S(R),
∀ 2 ≤ p < +∞, ‖f‖Lp . ‖f‖
2
p
L2‖D
1
2 f‖
p−2
p
L2 , (2.64)
∀ 0 < α ≤ 1, ‖[Dα, g]f‖L2 . ‖f‖L4‖Dαg‖L4 , (2.65)
where [Dα, g]f = Dα(fg)− gDαf , and
∀ l,m ∈ N , ∥∥∂lx[H, a] ∂mx f‖L2 . ‖∂l+mx a‖L∞‖f‖L2 , (2.66)
where [H, a] g = H(ag)− aHg.
Recall that (2.64) is the Gagliardo-Nirenberg inequality, which follows from complex inter-
polation and Sobolev embedding.
Estimate (2.65) in the case α = 1 is due to Calderón [13], see also Coifman and Meyer [15],
formula (1.1). Estimate (2.65) in the case 0 < α < 1 is a consequence of Theorem A.8 in
[28] for functions depending only on x, with the following choice of parameters: 0 < α < 1,
α1 = 0, α2 = α, p = 2, p1 = p2 = 4.
Finally, estimate (2.66) in the case l = 0 and m = 1 is the classical Calderón commutator
estimate proved in [13]. The general case was proved by Bajvsank and Coifman [6] (see also
Lemma 3.1 of [21] for a different proof).
The following estimates are direct consequences of (2.64)-(2.66).
Lemma 2.16. For any a, f ∈ S(R),∣∣∣∣∫ (D1f)f ′a∣∣∣∣ . ‖f‖2L2‖a′′‖L∞ , (2.67)
and ∣∣∣∣∫ (D1f)fa′ − ∫ |D 12 f |2a′∣∣∣∣ . ‖D 12 f‖ 32L2‖f‖ 12L2‖a′′‖ 34L2‖a′‖ 14L2 . (2.68)
Proof. First,∫
(D1f)f ′a =
∫
(Hf ′)f ′a = −
∫
f ′H(f ′a) = −
∫
(Hf ′)f ′a−
∫
f ′[H, a]f ′.
Thus, ∫
(D1f)f ′a =
1
2
∫
f
(
[H, a]f ′)′ ,
which, combined to Cauchy-Schwarz inequality and (2.66) (with l = m = 1) implies (2.67)
Second, ∫
(D1f)fa′ =
∫
(D
1
2 f)D
1
2 (fa′) =
∫
|D 12 f |2a′ +
∫
(D
1
2 f)[D
1
2 , a′]f.
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By (2.65) with α = 12 and (2.64),∣∣∣∣∫ (D1f)fa′ − ∫ |D 12 f |2a′∣∣∣∣ . ‖D 12 f‖L2‖f‖L4‖D 12a′‖L4
. ‖D 12 f‖
3
2
L2‖f‖
1
2
L2‖D1(a′)‖
1
2
L2‖D
1
2 (a′)‖
1
2
L2
. ‖D 12 f‖
3
2
L2‖f‖
1
2
L2‖a′′‖
3
4
L2‖a′‖
1
4
L2 ,
which proves (2.68). 
In the proof of Theorem 1.1, we will also need sharp localization arguments reminiscent of
the identity and the smoothing effect first observed by Kato for the generalized KdV equations
(see [24] and also e.g. [37]).
Let
φ(x) =
1
π
∫ x
−∞
dy
1 + y2
.
We recall the following estimates.
Lemma 2.17 (Lemmas 6 and 7 of [26], Lemmas 2 and 3 of [25]). There exists C1 > 0 such
that, for any f ∈ S(R), ∣∣∣∣∫ (D1f)f ′φ∣∣∣∣ ≤ C1 ∫ f2φ′, (2.69)
and ∣∣∣∣∫ (D1f)fφ′ − ∫ ∣∣∣D 12 (f√φ′)∣∣∣2∣∣∣∣ ≤ C1 ∫ f2φ′. (2.70)
Remark 2.5. When compared to (2.67)-(2.68), the main point of the estimates (2.69)-(2.70)
is to obtain error terms depending only on localized L2 quantities. In return, such estimates
require a special choice of function φ - see [26]. The weak decay of φ′ is a difficulty in Sect. 4,
but due to the nonlocal nature of D1, it is not clear whether (2.69)-(2.70) hold for functions
decaying at ∞ faster than φ′ (see also Lemma 2.5).
3. Uniform estimates
In this section, we define a specific sequence of global solutions with a rigid behavior,
related to the desired minimal mass regime in Theorem 1.1.
3.1. Uniform bounds for a sequence of solutions. Let Tn = 1n for n > 1 large. Let
uinn (x) =
1− ainn
(λinn )
1
2
Q
(
x− xinn
λinn
)
where xinn = − ln(n), (3.1)
the parameter λinn ∼ 1n is to be fixed later and ainn is uniquely chosen (depending on λinn ) so
that (see (2.3))
E(uinn ) = (λ
in
n )
−1E((1 − ainn )Q) = p0, ainn ∼
p0∫
Q2
λinn ∼
p0∫
Q2
1
n
. (3.2)
(Recall that p0 is defined in (2.17).) Note that
∫
(uinn )
2 = (1− ainn )2
∫
Q2 so that∫
Q2 −
∫
(uinn )
2 ∼ p0∫
Q2
2
n
. (3.3)
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We consider the global solution un of (1.1) corresponding to the data un(Tn) = uinn . For n
large, let 0 < τn ≤ +∞ be such that In = [Tn, Tn+ τn) is the maximal time interval where un
satisfies (2.46) (τn > 0 exists by (3.1) and by continuity of t 7→ un(t)). By using Lemma 2.12,
we decompose un(t) for t ∈ In, as
un(t, x) =
1
λ
1
2
n (t)
(
Qbn(t) + εn
)
(t, y) , y =
x− xn(t)
λn(t)
, (3.4)
where λn, xn, bn are C1 functions. We define the rescaled time variable s by
s = s(t) = Sn +
∫ t
Tn
dt′
λ2n(t′)
with s(Tn) = Sn = −n . (3.5)
We consider all time dependent functions (such as λn, bn, xn and εn) indifferently as functions
of t on In or of s on the interval Jn = s(In). From now on and until Sect. 6 where we go
back to the original variables (t, x), we work for fixed b and with the rescaled variables (s, y).
Note that by (3.1) and (2.47), we have
λn(Sn) = λinn , bn(Sn) = b
in
n = −λinn , xn(Sn) = xinn ,
εn(Sn) = εinn = −ainn Q− binn Pbinn .
(3.6)
Fix
3
5
< θ <
2
3
and B = 100C1 , (3.7)
where C1 > 0 is the universal constant in Lemma 2.17. Let
φ(x) =
1
π
∫ x
−∞
dy
1 + y2
=
arctan x
π
+
1
2
, ϕ(s, y) =
φ
(
y
B + |s|θ
)
φ (|s|θ) , (3.8)
and
N (εn) =
(∫
|D 12 εn|2 + ε2nϕ
) 1
2
. (3.9)
Moreover, let
ρ(y) =
∫ y
−∞
ΛQ(y′)dy′, Jn(s) =
∫
εn(s, y)ρ(y)χ(−y|s|− 23 )dy, (3.10)
and
µn(s) = |1− Jn(s)|
1
p0 λn(s). (3.11)
Note that |Jn| .
∫
y<0 |εn|(1 + |y|)−1 +
∫
0<y<2|s|
2
3
|εn| . |s| 13 ‖εn‖L2 . Observe that by (3.6),
‖εn(Sn)‖L2 . |Sn|−
1
2 , N (εn(Sn)) . |ainn |+ |binn ||Sn|
θ
2 . |Sn|−1+ θ2 . (3.12)
Let C⋆ > 1, S0 < −1 and n0 > 1 to be fixed later.
Definition 3.1. For n ≥ n0 and s ∈ Jn, s < S0. We say that (λn, bn, xn, εn) satisfy the
bootstrap estimates at the time s if∣∣∣µn(s)− 1|s|
∣∣∣ ≤ |s|− 76+ θ4 , (3.13)∣∣∣λn(s)− 1|s|
∣∣∣ = ∣∣∣bn(s)− 1
s
∣∣∣ ≤ |s|− 1312+ θ8 , (3.14)∣∣∣xn(s) + ln |s|∣∣∣ ≤ |s|− 112+ θ8 , (3.15)
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and
N (εn(s)) ≤ C⋆|s|−1+
θ
2 . (3.16)
Definition 3.2. For n ≥ n0, we define (if this set is not empty),
S⋆n := sup
{
s ∈ Jn ∩ (Sn, S0) : (3.13)-(3.16) are satisfied on [Sn, s]
}
, (3.17)
and I⋆n = [Sn, S⋆n].
The main result of this section states that there exists at least one choice of λinn ∼ 1n such
that S⋆n = S0 i.e. such that the bootstrap estimates in Definition 3.1 are valid up to a time
S0 independent of n.
Proposition 3.3. There exist C⋆ > 1, S0 < −1 and n0 > 1 such that, for all n > n0, there
exists λinn satisfying ∣∣∣λinn − 1n
∣∣∣ < n− 1312+ θ8 and S⋆n = S0. (3.18)
We prove Proposition 3.3 in Sections 4 and 5. For the sake of simplicity, we will omit the
subscript n and write x, λ, µ, b and ε instead of xn, λn, µn, bn and εn.
3.2. Consequences of the bootstrap bounds. For future reference, we state here some
consequences of the bootstrap estimates.
Lemma 3.4. For all s ∈ I⋆,
λ+ |b|+ ‖ε‖2L2 . |s|−1, (3.19)∣∣∣∣xsλ − 1
∣∣∣∣ + ∣∣∣∣λsλ + b
∣∣∣∣ . |s|−2 +N (ε) . C⋆|s|−1+ θ2 , (3.20)
|bs + b2| = |λ|
∣∣∣∣λsλ + b
∣∣∣∣ . |s|−3 + |s|−1N (ε) . C⋆|s|−2+ θ2 , (3.21)
so that
|bs| ≤ |bs + b2|+ |b|2 . C⋆|s|−2+
θ
2 , (3.22)
and
|(ε,Q′)|+ |(ε,ΛQ)| . |s|−1, |(ε,Q)| . |s|− 32 +N (ε)2 . (C⋆)2|s|−2+θ. (3.23)
Proof. From (3.2) and the definition of b in (2.47), we have b = −λ. Thus, these estimates
are direct consequences of the definition of S⋆n and Lemma 2.12. 
Remark 3.1. We note that the estimate on the full L2 norm of ε given by (3.19) cannot be
improved. In contrast, the H˙
1
2 norm and local L2 norm of ε have a better decay as t ↓ 0 (see
(3.16)). This phenomenon seems specific to KdV-type equations and requires the use of local
norms and estimates, which, as mentionned in the Introduction, are delicate to combine with
the non local operator D1. See Lemma 2.17. Note that in the present paper, we localize only
the L2 term in the definition of the energy and local norm (see (3.9) and (4.1) below). See
also [18] on such questions.
26 Y. MARTEL AND D. PILOD
4. Control of N (ε)
In this section, we close the estimates for N (ε), i.e., we strictly improve (3.16) under the
bootstrap assumptions. We consider the following main functionals
F =
∫
|D 12 ε|2 + ε2ϕ− 1
2
(
(Qb + ε)
4 −Q4b − 4Q3bε
)
; (4.1)
G =
∫
ψε2 where ψ(y) = |s| 12π
(
φ
(
y|s|− 12
)
− 1
2
)
χ2(y|s|− 35 ), (4.2)
K =
∫
εLϕPb where Lϕf = D1f + fϕ− 3Q2f . (4.3)
The functional F is a localized energy functional in ε. At the quadratic order in ε, it is similar
to (Lε, ε), except for the localization factor ϕ on the L2 term, as in (Lϕε, ε). The functional G
is related to Virial identity and is useful to cancel some critical terms in dFds , as first observed
for the (NLS) equation in [55], see Lemma 4.2. The functional K appears as an error term
in the variation of E, but we will see in Lemma 4.4 that it enjoys a special algebra related to
scaling variation.
4.1. Energy-type estimate.
Lemma 4.1. There exists C0 > 0 independent of C⋆ such that for |S0| large enough, depend-
ing on C⋆, and for all s ∈ I⋆,
d
ds
(
F
λ
)
+
1
4λ
∫
ε2ϕy ≤ C0C⋆|s|−2+θ −A−
(
λs
λ
+ b
)(
F
λ
−K + Z
λ
)
, (4.4)
where
A =
∫
ε2ϕ− 6
∫
ε2QΛQ+ 2
(
λs
λ
+ b
)∫
εyΛQ+ 2
(
xs
λ
− 1
)∫
εyQ′ , (4.5)
Z =
∫
ε2yϕyχ1 − 2
∫
εΛQ(1− ϕ)χ2 (4.6)
and
χ1(s, y) = 1− χ(y|s|−2/3), χ2(s, y) = 1− χ
(
y
4
B
|s|−θ
)
. (4.7)
Proof. The following notation will be used
V = V (ε) = D1ε+ ε−
(
(Qb + ε)
3 −Q3b
)
,
Vϕ = Vϕ(ε) = D1ε+ εϕ−
(
(Qb + ε)3 −Q3b
)
.
(4.8)
We compute using (2.53),
λ
d
ds
(
F
λ
)
= 2
∫
εsVϕ − λs
λ
F − 2
∫
∂sQb
(
(Qb + ε)
3 −Q3b − 3Q2bε
)
+
∫
ε2∂sϕ
= f1 + f2 + f3 + f4 + f5 ,
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where
f1 = 2
∫
VyVϕ ,
f2 = 2
λs
λ
∫
(Λε)Vϕ − λs
λ
F + 2(
λs
λ
+ b)
∫
(ΛQb)Vϕ − 2(bs + b2)
∫
∂Qb
∂b
Vϕ ,
f3 = 2(
xs
λ
− 1)
∫
(Qb + ε)yVϕ ,
f4 = 2
∫
ΨbVϕ ,
f5 = −2
∫
(Qb)s
(
(Qb + ε)
3 −Q3b − 3Q2bε
)
+
∫
ε2∂sϕ .
In the rest of the proof, we estimate the terms f1, . . . , f5, taking S0 large enough, possibly
depending on C⋆. For future reference, note that
ϕy(s, y) = ∂yϕ(s, y) =
1
B
φ′
(
y
B + |s|θ
)
φ (|s|θ) =
1
Bπ
1
φ (|s|θ)
1
1 +
( y
B + |s|θ
)2 . (4.9)
Estimate for f1. Integrating by parts, we have
f1 = 2
∫
VyVϕ = 2
∫
VyV + 2
∫
Vy(Vϕ − V ) = 2
∫
Vyε(ϕ − 1).
Note that by integration by parts,
2
∫ (
D1ε
)
y
ε(ϕ− 1) = 2
∫ (
D1ε
)
y
εϕ = −2
∫ (
D1ε
)
(εyϕ+ εϕy) .
By the change of variable y′ = yB + |s|θ, we have from Lemma 2.17,∣∣∣∣∫ (D1ε) εyϕ∣∣∣∣ ≤ C1B
∫
ε2ϕy
and ∣∣∣∣∫ (D1ε) εϕy − ∫ ∣∣∣D 12 (ε√ϕy)∣∣∣2∣∣∣∣ ≤ C1B
∫
ε2ϕy
Recall that B = 100C1. Thus,
2
∫ (
D1ε
)
y
ε(ϕ − 1) ≤ −2
∫ ∣∣∣D 12 (ε√ϕy)∣∣∣2 + 125
∫
ε2ϕy.
Next, integrating by parts,
2
∫
εyε(ϕ− 1) = −
∫
ε2ϕy,
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and ∫ (
(Qb + ε)3 −Q3b
)
y
ε(ϕ− 1)
= −
∫ (
(Qb + ε)3 −Q3b
)
εy(ϕ− 1)−
∫ (
(Qb + ε)3 −Q3b
)
εϕy
= −1
4
∫ (
(Qb + ε)
4 − 4Q3bε−Q4b
)
y
(ϕ− 1)
+
∫
(Qb)y
(
(Qb + ε)3 − 3εQ2b −Q3b
)
(ϕ− 1)−
∫ (
(Qb + ε)3 −Q3b
)
εϕy
=
1
4
∫ (
(Qb + ε)
4 − 4Q3bε−Q4b − 4
(
(Qb + ε)
3 −Q3b
)
ε
)
ϕy
+
∫
(Qb)y
(
(Qb + ε)
3 − 3εQ2b −Q3b
)
(ϕ− 1).
Note that ∣∣∣(Qb + ε)4 − 4Q3bε−Q4b − 4((Qb + ε)3 −Q3b) ε∣∣∣ . ε4 + ε2Q2b .
First, by Cauchy-Schwarz inequality and then (2.64), we have∫
ε4ϕy =
∫ ∣∣ε√ϕy∣∣2 ε2 . (∫ ∣∣ε√ϕy∣∣4) 12 (∫ ε4) 12
.
(∫ ∣∣ε√ϕy∣∣2) 12 (∫ ∣∣∣D 12 (ε√ϕy)∣∣∣2) 12 (∫ ε2) 12 (∫ ∣∣∣D 12 ε∣∣∣2) 12
.
1
|s|
(∫ ∣∣∣D 12 (ε√ϕy)∣∣∣2 + ∫ ε2ϕy) .
Second, since
Q2ϕy .
 |s|
−2θQ2 . |s|−2θϕ for y > −|s| 14 ,
|s|−1ϕy for y < −|s| 14 ,
we have ∫
ε2Q2bϕy .
∫
ε2(Q2 + b2)ϕy . |s|−2θN (ε)2 + |s|−1
∫
|ε|2ϕy.
Thus, for |S0| large enough,∣∣∣∣∫ ((Qb + ε)4 − 4Q3bε−Q4b − 4((Qb + ε)3 −Q3b) ε)ϕy∣∣∣∣
≤ 1
100
(∫ ∣∣∣D 12 (ε√ϕy)∣∣∣2 + ∫ ε2ϕy)+C|s|−2θN (ε)2.
Similarly, ∣∣∣(Qb + ε)3 − 3Q2bε−Q3b ∣∣∣ . |ε|3 + ε2.
Since (Qb)y = Q′ + bP ′χb + bPχ′b,
|(Qb)y| . |Q′|+ |b|Q+ b21[−2|b|−1,−|b|−1] ,
we first observe that∫
y<−B
2
|s|θ
|(Qb)y|
(
|ε|3 + ε2
)
. |s|−3θ
∫ (
|ε|3 + ε2
)
. |s|−1−3θ.
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Second, by the definition of ϕ,
for y > −B2 |s|θ, |1− ϕ(y)| = |ϕ(0) − ϕ(y)| . |y| max
[−B
2
|s|θ,+∞)
ϕy . |y||s|−2θ, (4.10)
and so, since |y|Q . Q 12 . ϕ and ∫ |ε|3ϕ . ∫ ε2ϕ+ ∫ ε4 . N (ε)2,∫
y>−B
2
|s|θ
|(Qb)y|
(
|ε|3 + ε2
)
|1− ϕ| . |s|−2θ
∫
(|ε|3 + ε2)ϕ . |s|−2θN (ε)2.
In conclusion, since 35 < θ <
2
3 , we obtain for |S0| large enough,
f1 ≤ −
∫ (
D
1
2
(
ε
√
ϕy
))2 − 1
2
∫
ε2ϕy + C|s|−3+θ. (4.11)
Estimate for f2. Since H(yεy) = yH(εy), we have∫
yεy(D1ε) =
∫
yεyH(εy) = −
∫
H(yεy)(εy) = −
∫
yH(εy)(εy) = 0,
and so
2
∫
(Λε)(D1ε) =
∫
|D 12 ε|2.
By integration by parts,
2
∫
(Λε)εϕ = −
∫
ε2yϕy.
Moreover,
−2
∫
Λε
(
(Qb + ε)
3 −Q3b
)
= −
∫
ε
(
(Qb + ε)
3 −Q3b
)
− 2
∫
yεy
(
(Qb + ε)
3 −Q3b
)
where, integrating by parts,
− 2
∫
yεy
(
(Qb + ε)3 −Q3b
)
= −1
2
∫
y
(
(Qb + ε)
4 −Q4b − 4Q3bε
)
y
+ 2
∫
y(Qb)y
(
(Qb + ε)
3 −Q3b − 3Q2bε
)
=
1
2
∫ (
(Qb + ε)
4 −Q4b − 4Q3bε
)
+ 2
∫
y(Qb)y
(
(Qb + ε)
3 −Q3b − 3Q2bε
)
.
Note that
−
∫
ε
(
(Qb + ε)3 −Q3b
)
+
∫ (
(Qb + ε)
4 −Q4b − 4Q3bε
)
+ 2
∫
y(Qb)y
(
(Qb + ε)
3 −Q3b − 3Q2bε
)
= 6
∫
ε2QbΛQb + 2
∫
ε3ΛQb.
Therefore, for the first part of f2, we obtain
2
λs
λ
∫
(Λε)Vϕ − λs
λ
F =
λs
λ
(
−
∫
ε2yϕy −
∫
ε2ϕ+ 6
∫
ε2QbΛQb + 2
∫
ε3ΛQb
)
= −λs
λ
∫
ε2yϕy
+ (
λs
λ
+ b)
(
−
∫
ε2ϕ+ 6
∫
ε2QbΛQb + 2
∫
ε3ΛQb
)
,
− b
(
−
∫
ε2ϕ+ 6
∫
ε2QbΛQb + 2
∫
ε3ΛQb
)
,
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Then, we observe that
2
∫
(ΛQb)Vϕ = 2
∫
(ΛQb)(D1ε+ εϕ− 3Q2bε− 3Qbε2 − ε3)
= 2
∫
ε(D1(ΛQb) + ΛQbϕ− 3Q2bΛQb)− 6
∫
ε2QbΛQb − 2
∫
ε3ΛQb.
Thus, summing these two expressions, we obtain
f2 = −λs
λ
∫
ε2yϕy
+ 2(
λs
λ
+ b)
[∫
(D1(ΛQb) + ΛQbϕ− 3Q2bΛQb)ε−
1
2
∫
ε2ϕ
]
,
− 2(bs + b2)
∫
∂Qb
∂b
Vϕ
− b
(
−
∫
ε2ϕ+ 6
∫
ε2QbΛQb + 2
∫
ε3ΛQb
)
= f2,1 + f2,2 + f2,3 + f2,4.
First, we split f2,1 into two parts
f2,1 = −
(
λs
λ
+ b
)∫
ε2yϕy + b
∫
ε2yϕy. (4.12)
We split the first term in right-hand side of (4.12) using Z1 =
∫
ε2yϕyχ1, where χ1 is defined
in (4.6) ∫
ε2yϕy = Z1 +
∫
ε2yϕyχ(y|s|−2/3).
Note that ∣∣∣∣∫ ε2yϕyχ(y|s|−2/3)∣∣∣∣ . ∫
|y|<2|s|2/3
|y|ϕyε2 +
∫
y>2|s|2/3
|y|ϕyε2
. |s| 23
∫
ε2ϕy + |s|−2/3N (ε)2,
and thus by (3.20),∣∣∣∣λsλ + b
∣∣∣∣ ∣∣∣∣∫ ε2yϕyχ(y|s|−2/3)∣∣∣∣ . C⋆|s|− 13+ θ2 ∫ ε2ϕy + (C⋆)3|s|− 113 + 32θ
. o(1)
∫
ε2ϕy + |s|−3+θ.
For the second term on the right-hand side of (4.12), we see that
|b|
∫
ε2|y|ϕy . |s|− 12 (1−θ)
∫
|y|<|s|
1
2
(1+θ)
ε2ϕy + |s|−1
∫
|y|>|s|
1
2
(1+θ)
ε2|yϕy|
. |s|− 12 (1−θ)
∫
ε2ϕy + |s|−1
∫
|y|>|s|
1
2
(1+θ)
ε2
|y| . |s|
− 1
2
(1−θ)
∫
ε2ϕy + |s|− 52− θ2 .
Thus,
f2,1 = −
(
λs
λ
+ b
)
Z1 + o(1)
∫
ε2ϕy +O(|s|−3+θ) where Z1 =
∫
ε2yϕyχ1.
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Second, we compute D1(ΛQb) + ΛQbϕ− 3Q2bΛQb to simplify the expression of f2,2. First,
we claim that for any function f ,
L(f ′) = (Lf)′ + 6QQ′f, L(Λf) = 3
2
Lf + y(Lf)′ + 6yQQ′f − f + 3Q2f. (4.13)
The first identity follows directly from the definition of L. For the second one, we proceed as
follows
L(Λf) = 1
2
Lf +H(yf ′)′ + yf ′ − 3Q2yf ′ = 3
2
Lf +H(yf ′′)− f + 3Q2f + yf ′ − 3Q2yf ′
=
3
2
Lf + y(H(f ′))′ − f + 3Q2f + yf ′ − 3Q2yf ′
=
3
2
Lf + y(Lf)′ − f + 3Q2f + 6yQQ′f.
Since LΛQ = −Q and Qb = Q+ bPb, we have
D1(ΛQb) + ΛQbϕ− 3Q2ΛQb = L(ΛQ) + bL(ΛPb) + (ΛQ+ bΛPb)(ϕ− 1)
= −Q+ 3
2
bLPb + by(LPb)y − bPb + 3bQ2Pb + 6byQQ′Pb + (ΛQ+ bΛPb)(ϕ − 1).
We use the notation from the proof of Lemma 2.10, Ψ1 = (LPb−LP )y = (LPb)y−ΛQ. Thus,
D1(ΛQb) + ΛQbϕ− 3Q2ΛQb
= −Q+ byΛQ+ byΨ1 + 32bLPb − bPb + 3bQ
2Pb + 6byQQ
′Pb + (ΛQ+ bΛPb)(ϕ − 1).
Then,
D1(ΛQb) + ΛQbϕ− 3Q2ΛQb
= −Q+ byΛQ+ byΨ1 + 32bLϕPb − bϕPb + 3bQ
2Pb + 6byQQ
′Pb + (ΛQ+ by(Pb)y)(ϕ − 1).
Next, we see that
−3(Q2b −Q2)ΛQb = −6bQΛQPb − b2
(
9
2
QP 2b + 6yQPb(Pb)y + 3yQ
′P 2b
)
− 3b3P 2b ΛPb.
Combining these computations, we obtain
D1(ΛQb) + ΛQbϕ− 3Q2bΛQb
= −Q+ b
(
yΛQ+
3
2
LϕPb + yPχ′bϕ− Pbϕ
)
+ by(Ψ1 − Pχ′b) + (ΛQ+ byP ′χb)(ϕ− 1)
− b2
(
9
2
QP 2b + 6yQPb(Pb)y + 3yQ
′P 2b
)
− 3b3P 2b ΛPb.
We claim the following estimates
‖Lϕ∂Qb
∂b
− (LϕPb + yPχ′bϕ)‖L2 . |s|−
1
2 , (4.14)
LϕPb − Pbϕ = Rb, (4.15)
‖by(Ψ1 − Pχ′b)‖L2 . |b|
3
2 , (4.16)
‖QP 2b ‖L2 + ‖yQPb(Pb)y‖L2 + ‖yQ′P 2b ‖L2 + |b|
1
2‖P 2b ΛPb‖L2 . 1. (4.17)
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Indeed, by using (2.36),
Lϕ∂Qb
∂b
− (LϕP + yPχ′bϕ) = D1(yPχ′b)− 3Q2Pχ′b
and ‖D1(yPχ′b)‖L2 . ‖Pχ′b‖L2 + ‖yP ′χ′b‖L2 + ‖yPχ′′b‖L2 . |b|
1
2 , ‖Q2Pχ′b‖L2 . |b|
5
2 , which
proves (4.14). Next, (4.15) is a simple consequence of the definitions of Lϕ and Rb in (4.3)
and (2.20). Then, estimate (4.16) is proved as in (2.34). Finally, (4.17) is straightforward.
Inserting (4.14)-(4.17), we obtain
D1(ΛQb) + ΛQbϕ− 3Q2bΛQb
= −Q+ bRb + byΛQ+ bLϕ∂Qb
∂b
− 1
2
LϕPb + (ΛQ+ byP ′χb)(ϕ− 1) +OL2(|s|−
3
2 ),
and thus, using (2.51) and ‖ε‖L2 . |s|−
1
2 ,∫
(D1(ΛQb) + ΛQbϕ− 3Q2bΛQb)ε−
1
2
∫
ε2ϕ
= −1
2
F − b
2
K + b
∫
εLϕ ∂Qb
∂b
+ b
∫
εyΛQ+
∫
(ΛQ+ byP ′χb)(ϕ− 1)ε+O(|s|−2 ln |s|).
Concerning f2,3, by the definition of Vϕ, one has∫
∂Qb
∂b
Vϕ =
∫
εLϕ∂Qb
∂b
−
∫
∂Qb
∂b
(
(6bQPb + 3b2P 2b )ε+ 3Qbε
2 + ε3
)
One sees easily by using (2.36) that∣∣∣∣∫ ∂Qb∂b
(
(6bQPb + 3b
2P 2b )ε+ 3Qbε
2 + ε3
)∣∣∣∣ . |s|−1N (ε) +N (ε)2 . (C⋆)2|s|−2+θ,
and thus by (3.20), since b = −λ,
f2,3 = −2b
(
λs
λ
+ b
)∫
εLϕ∂Qb
∂b
+O((C⋆)3|s|−4+ 32θ).
For f2,2 and f2,3, we thus obtain
f2,2 + f2,3 = −
(
λs
λ
+ b
)
(F + bK) + 2b
(
λs
λ
+ b
)∫
εyΛQ
+ 2
(
λs
λ
+ b
)∫
(ΛQ+ byP ′χb)(ϕ− 1)ε +O(|s|−3+θ).
We split the third term in the right-hand side as follows
2
(
λs
λ
+ b
)∫
(ΛQ+ byP ′χb)(ϕ− 1)ε
= −
(
λs
λ
+ b
)
Z2 + 2
(
λs
λ
+ b
)∫ (
ΛQχ
(
y
4
B
|s|−θ
)
+ byP ′χb
)
(ϕ− 1)ε
where Z2 = −2
∫
ΛQ(ϕ− 1)εχ2.
It follows from (4.10) and |ΛQ| . (1 + |y|)−2 that∣∣∣∣∫ ΛQχ(y 4B |s|−θ
)
(ϕ− 1)ε
∣∣∣∣ . |s|−2θ ∫
y>−B
2
|s|θ
|ε|
1 + |y| . |s|
−2θ‖ε‖L2 . |s|−2θ−
1
2 .
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Thus, by (3.20), since θ > 3/5, for |S0| large enough,∣∣∣∣(λsλ + b
)∫
ΛQχ
(
y
4
B
|s|−θ
)
(ϕ− 1)ε
∣∣∣∣ . C⋆|s|− 32− 32θ . |s|−3+θ.
Next, since P ′ ∈ Y2, using again (4.10),∣∣∣∣∫ byP ′χb(ϕ− 1)ε∣∣∣∣ . |s|−1−2θ ∫
|y|<B
2
|s|θ
|ε|+ |s|−1
∫
|y|>B
2
|s|θ
|ε|
|y|
. |s|−1− 32 θ‖ε‖L2 + |s|−1−
θ
2 ‖ε‖L2 . |s|−
3
2
− θ
2 .
Thus, by (3.20), since θ > 12 , we obtain∣∣∣∣(λsλ + b
)∫
byP ′χb(ϕ− 1)ε
∣∣∣∣ . C⋆|s|− 52 . |s|−3+θ.
In conclusion for f2,2 and f2,3, we obtain
f2,2 + f2,3 = −
(
λs
λ
+ b
)
(F + bK + Z2) + 2b
(
λs
λ
+ b
)∫
εyΛQ+O(|s|−3+θ).
where Z2 = −2
∫
ΛQ(ϕ− 1)εχ2.
For f2,4, we claim
f2,4 = b
(∫
ε2ϕ− 6
∫
ε2QΛQ
)
+O(|s|−3+θ). (4.18)
Indeed, we check that
|b|
∫
ε2|QbΛQb −QΛQ| . |b|2
∫
|ε|2 . |s|−3,
and
|b|
∣∣∣∣∫ ε3ΛQb∣∣∣∣ . |b| ∫ |ε|3 . |b|(∫ |ε|2)(∫ |D 12 ε|2) 12 . C⋆|s|−3+ θ2 .
In conclusion for f2, we obtain
f2 = −
(
λs
λ
+ b
)
(F + bK + Z)
+ b
(∫
ε2ϕ− 6
∫
ε2QΛQ+ 2
(
λs
λ
+ b
)∫
εyΛQ
)
(4.19)
+ o(1)
∫
ε2ϕy +O(|s|−3+θ).
Estimate for f3. By integration by parts, we have
2
∫
(Qb + ε)yVϕ = 2
∫
(Qb + ε)y(D1ε+ εϕ− 3Q2bε− 3Qbε2 − ε3)
= 2
∫
ε
(
D1(Qb)y + (Qb)yϕ− 3Q2b(Qb)y
)
−
∫
ε2ϕy.
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As before, using (4.13), since LQ′ = 0,
D1(Qb)y + (Qb)yϕ− 3Q2(Qb)y = LQ′ + bL(Pb)y + (Q+ bPb)y(ϕ− 1)
= b(LPb)y + 6bQQ′Pb + (Q+ bPb)y(ϕ− 1)
= bΛQ+ bΨ1 + 6bQQ′Pb + (Q+ bPb)y(ϕ− 1),
and
−3(Q2b −Q2)(Qb)y = −6bQQ′Pb − b2(3Q′P 2b + 6QPb(Pb)y)− 3b3P 2b (Pb)y.
Thus,
D1(Qb)y + (Qb)yϕ− 3Q2b(Qb)y = bΛQ+ bΨ1 + (Q+ bPb)y(ϕ− 1)
− b2(3Q′P 2b + 6QPb(Pb)y)− 3b3P 2b (Pb)y.
We claim
‖bΨ1‖L2 . |s|−
3
2 , (4.20)
‖Q′P 2b ‖L2 + ‖P 2b (Pb)y‖L2 + ‖QPb(Pb)y‖L2 . 1, (4.21)∫
εΛQ =
∫
εyQ′ +O((C⋆)2|s|−2+θ), (4.22)
‖Q′(ϕ− 1)‖L2 + |b|‖(Pb)y(ϕ− 1)‖L2 . |s|−2θ. (4.23)
Indeed, (4.20) is a consequence of (2.34) and (2.35), (4.21) is a direct consequence of the
definition of Pb and (4.22) follows from ΛQ = 12Q+ yQ
′ and (3.23). To prove (4.23), first we
apply (4.10), so that
‖Q′(ϕ− 1)‖2L2 .
∫ |ϕ− 1|2
1 + y6
dy . |s|−4θ
∫
|y|<B
2
|s|θ
dy
1 + y4
+
∫
|y|>B
2
|s|θ
dy
1 + y6
. |s|−4θ.
Second, since P ∈ Z,
‖|b|(Pb)y(ϕ− 1)‖2L2 . |b|2
∫ |ϕ− 1|2
1 + y4
dy + |b|2
∫
|χ′b|2
. |s|−2−4θ
∫
|y|<B
2
|s|θ
dy
1 + y2
+ |s|−2
∫
|y|>B
2
|s|θ
dy
1 + y4
+ |s|−3 . |s|−3.
Thus, using also (3.20), we obtain, for S0 large (possibly depending on C⋆), using θ > 35 ,
f3 = 2b
(
xs
λ
− 1
)∫
εyQ′ + o(1)
∫
ε2ϕy +O(|s|−3+θ). (4.24)
Estimate for f4. Recall that
f4 = 2
∫
ΨbVϕ = 2
∫
Ψb
(
D1ε+ εϕ−
(
(Qb + ε)
3 −Q3b
))
.
First, using (2.28),∣∣∣∣∫ ΨbD1ε∣∣∣∣ . ∣∣∣∣∫ (D 12Ψb)(D 12 ε)∣∣∣∣ . ‖D 12Ψb‖L2‖D 12 ε‖L2 . |s|−2| ln |s|| 12N (ε).
Second, by (2.27), we have(∫
Ψ2bϕ
) 1
2
. |b|2 + |b|
(∫
P 2(χ′b)
2ϕ
) 1
2
+ |b|2
(∫
P 2b ϕ
) 1
2
. |b|2− θ2 . (4.25)
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Thus, ∣∣∣∣∫ Ψbεϕ∣∣∣∣ . (∫ Ψ2bϕ) 12 (∫ ε2ϕ) 12 . |s|−2+ θ2N (ε) . C⋆|s|−3+θ.
Using (2.64) (with p = 6), (2.27) and (3.19), we also have∣∣∣∣∫ Ψbε3∣∣∣∣ ≤ ‖Ψb‖L2‖ε‖3L6 . |s|− 32 ‖ε‖L2N (ǫ)2 . (C⋆)2|s|−4+θ.
Estimating the other terms
∫
ΨbQ2bε and
∫
ΨbQbε2 similarly, we obtain
|f4| . |s|−2+
θ
2N (ε) . C⋆|s|−3+θ. (4.26)
Estimate for f5.
f5 = −2
∫
(Qb)s
(
(Qb + ε)
3 −Q3b − 3Q2bε
)
+
∫
ε2∂sϕ = f5,1 + f5,2.
First, by (2.36) and (3.21),
|(Qb)s| = |bs|
∣∣∣∣∂Qb∂b
∣∣∣∣ . (|s|−2 + |s|−1N (ε)) . C⋆|s|−2+ θ2 .
Thus,
|f5,1| . C⋆|s|−2+
θ
2
∫
|ε|2(Q+ |b|) + |ε|3 . C⋆|s|−2+ θ2
(
N (ε)2 + |s|− 32
)
. (C⋆)3|s|−4+ 32θ . |s|−3+θ.
Second, we see from the definition of ϕ in (3.8)
∂sϕ = θs−1|s|θ
φ′
(
y
B + |s|θ
)
φ(|s|θ) − θs
−1|s|θ
φ
(
y
B + |s|θ
)
φ′(|s|θ)
φ2(|s|θ) . (4.27)
We also have that
|s|−1+θ
∫
ε2
φ′
(
y
B + |s|θ
)
φ(|s|θ) . |s|
−1+θ
∫
ε2ϕy,
and
|s|−1+θ
∫
ε2
φ
(
y
B + |s|θ
)
φ′(|s|θ)
φ2(|s|θ) . |s|
−1−θ
∫
ε2ϕ . |s|−1−θ(N (ε))2.
Thus,
f5 = o(1)
∫
ε2ϕy +O(|s|−3+θ). (4.28)
Therefore, we conclude the proof of (4.4) gathering (4.11), (4.19), (4.24), (4.26) and (4.28).

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4.2. Virial-type estimate. Now, to extend to the cubic Benjamin-Ono equation the tech-
nique developed in [55], we prove the following suitably localized Virial-type identity.
Lemma 4.2. For |S0| large enough possibly depending on C⋆, for all s ∈ I⋆,
|G| . |s|− 12 (4.29)
and
dG
ds
= −2
∫ ∣∣D 12 (ερ)∣∣2 − ∫ (ερ)2 + 6 ∫ Q2(ερ)2 − 6 ∫ QΛQε2
+ 2
(
λs
λ
+ b
)∫
εyΛQ+ 2
(
xs
λ
− 1
)∫
εyQ′
+O(|s|−2+θ) +O(|s|− 120 ‖D 12 (ερ)‖2L2) ,
(4.30)
where
ρ(s, y) =
χ(y|s|− 35 )
(1 + y2|s|−1) 12
. (4.31)
Proof. The bound (4.29) follows from ‖ε‖L2 . |s|−1 (see (3.19)) and the bound |ψ| . |s|
1
2
coming directly from the definition of ψ in (4.2).
Now, we prove (4.30). We compute using (2.53),
dG
ds
= 2
∫
εsεψ +
∫
ε2ψs = g1 + g2 + g3 + g4 + g5 + g6 + g7,
where
g1 = 2
∫
Vyεψ , g2 = 2
λs
λ
∫
(Λε)εψ ,
g3 = 2
(
λs
λ
+ b
)∫
ΛQbεψ , g4 = 2
(
xs
λ
− 1
)∫
(Qb + ε)yεψ ,
g5 = −2(bs + b2)
∫
∂Qb
∂b
εψ , g6 = 2
∫
Ψbεψ,
g7 =
∫
ε2ψs.
We claim that the following technical facts on ψ and ρ.
Lemma 4.3. The following hold.
(i) Pointwise estimates.
|ψ(y) − y| . |s|− 12 |y|2, |ψ| . |s| 12 , (4.32)
|yψy| . |s|
1
21
y>−2|s|
3
5
, (4.33)
ψy =
χ2(y|s|− 35 )
1 + y2|s|−1 + 1−2|s| 35 <y<−|s| 35O(|s|
− 1
10 ), (4.34)
|ψy − 1|+ |ρ− 1| . y
2|s|−1
1 + y2|s|−1 , |ψy| . 1, |ψyy| . |s|
− 1
2 , (4.35)
|ψyyy| . |s|
−1
(1 + y2|s|−1)2 + |s|
− 11
101
−2|s|
3
5 <y<−|s|
3
5
. |s|−1. (4.36)
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(ii) Norm estimates.
‖ρ‖L2 + ‖ψy‖L2 . |s|
1
4 , ‖ρy‖L2 + ‖ψyy‖L2 . |s|−
1
4 . (4.37)
Proof. By Taylor expansion, since φ(0) = 12 , φ
′(0) = 1π and supR |φ′′| < +∞, one finds for
|y| < |s| 12 , ∣∣∣φ(|s|− 12 y)− 1
2
− 1
π
|s|− 12 y
∣∣∣ . |s|−1|y|2.
The definition of ψ in (4.2) then implies (4.32) for |y| < |s| 12 . For |y| > |s| 12 , (4.32) is a
consequence of |ψ| . |s| 12 . Next, note that by the definition of ψ in (4.2),
ψy = πφ′(y|s|− 12 )χ2(y|s|− 35 ) + |s|− 110π
(
φ(y|s|− 12 )− 1
2
)
(χ2)′(y|s|− 35 )
=
χ2(y|s|− 35 )
1 + y2|s|−1 + |s|
− 1
10π
(
φ(y|s|− 12 )− 1
2
)
(χ2)′(y|s|− 35 ),
(4.38)
which implies directly (4.33) and (4.34). Moreover,
|ψy − 1| . y
2|s|−1
1 + y2|s|−11y>−|s| 35 + |s|
− 1
101
y<−|s|
3
5
.
Differentiating (4.38), we have
ψyy = |s|− 12πφ′′
(
y|s|− 12
)
χ2(y|s|− 35 ) + 2|s|− 35πφ′
(
y|s|− 12
)
(χ2)′(y|s|− 35 )
+ |s|− 710π
(
φ
(
y|s|− 12
)
− 1
2
)
(χ2)′′(y|s|− 35 ).
and thus |ψyy| . |s|− 12 . This proves (4.35). Now, we estimate ψyyy. By direct computations,
we have
ψyyy = |s|−1πφ′′′
(
y|s|− 12
)
χ2(y|s|− 35 ) + 3|s|− 12− 35πφ′′
(
y|s|− 12
)
(χ2)′(y|s|− 35 )
+ 3|s|− 65πφ′
(
y|s|− 12
)
(χ2)′′(y|s|− 35 ) + |s|− 95+ 12π
(
φ
(
y|s|− 12
)
− 1
2
)
(χ2)′′′(y|s|− 35 ).
Thus,
|ψyyy| . |s|
−1
(1 + y2|s|−1)2 + |s|
− 11
101
−2|s|−
3
5 <y<−|s|
3
5
. |s|−1.
Finally, we prove (4.37). First,∫
ρ2 .
∫
dy
1 + y2|s|−1 . |s|
1
2 .
Note that by direct computation
ρy = |s|− 35 χ
′(y|s|− 35 )
(1 + y2|s|−1) 12
− |s|− 12 y|s|
− 1
2χ(y|s|− 35 )
(1 + y2|s|−1) 32
and thus, ∫
(ρy)2 . |s|−
6
5
∫
dy
1 + y2|s|−1 + |s|
−1
∫
y2|s|−1dy
(1 + y2|s|−1)3 . |s|
− 1
2 .
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By (4.38), we have
∫
(ψy − ρ)2 . |s|− 15
∫
−2|s|
3
5 <y<−|s|
3
5
dy . |s| 25 and
|(ψy − ρ)y| . |s|−
3
51
−2|s|
3
5 <y<−|s|
3
5
and so
∫
|(ψy − ρ)y|2 . |s|−
3
5 ,
which finishes the proof of (4.37). 
Estimate for g1. We claim
g1 = −2
∫ ∣∣D 12 (ερ)∣∣2 − ∫ (ερ)2 + 6 ∫ Q2(ερ)2 − 6 ∫ QΛQε2
+O(|s|−2+θ) +O(|s|− 120 ‖D 12 (ερ)‖2L2).
(4.39)
By using the definition of V in (4.8) and integrations by parts, we decompose g1 as
g1 = g1,1 + g1,2 + g1,3 ,
where
g1,1 = 2
∫
(D1ε)yεψ,
g1,2 = −
∫
ε2ψy,
g1,3 = −12
∫ (
(Qb + ε)
4 −Q4b − 4Q3bε
)
ψy + 2
∫ (
(Qb + ε)
3 −Q3b
)
εψy
− 2
∫ (
(Qb + ε)3 −Q3b − 3Q2bε
)
(Qb)yψ.
First, concerning g1,1, we claim the following two estimates∣∣∣∣∫ (D1ε)εyψ∣∣∣∣ . |s|−2+θ, (4.40)∣∣∣∣∫ (D1ε)εψy − ∫ ∣∣D 12 (ερ)∣∣2∣∣∣∣ . |s|−2+θ + |s|− 120 ‖D 12 (ερ)‖2L2 . (4.41)
With these estimates in hand, we obtain after integration by parts that
g1,1 = −2
∫
(D1ε)εyψ − 2
∫
(D1ε)εψy
= −2
∫ ∣∣D 12 (ερ)∣∣2 +O(|s|−2+θ) +O(|s|− 120 ‖D 12 (ερ)‖2L2) . (4.42)
Proof of (4.40). Using (2.67) with a = ψ, since ‖ψyy‖L∞ . |s|− 12 (see (4.35)), we obtain from
(3.19), ∣∣∣∣∫ (D1ε)εyψ∣∣∣∣ . ‖ε‖2L2‖ψyy‖L∞ . |s|− 32 . |s|−2+θ.
Proof of (4.41). Using (2.68) with a = ψ, since ‖a′′‖L2 . |s|−
1
4 and ‖a′‖L2 . |s|
1
4 , we have∣∣∣∣∫ (D1ε)εψy − ∫ |D 12 ε|2ψy∣∣∣∣ . ‖ε‖ 32
H˙
1
2
‖ε‖
1
2
L2‖ψyy‖
3
4
L2‖ψy‖
1
4
L2
. (C⋆)
3
2 |s|− 158 + 34θ . |s|−2+θ,
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since θ > 12 . By (4.38) and the definition of ρ =
χ(y|s|−
3
5 )
(1+y2|s|−1)
1
2
, we see that |Ψy − ρ2| .
|s|− 1101
−2|s|
3
5 <y<−|s|
3
5
, and thus∣∣∣∣∫ |D 12 ε|2ψy − ∫ |D 12 ε|2ρ2∣∣∣∣ . |s|− 110 ‖D 12 ε‖2L2 . |s|− 110 (N (ε))2 . |s|−2+θ.
Now, we claim ∣∣∣∣∫ |D 12 ε|2ρ2 − ∫ |D 12 (ερ)|2∣∣∣∣ . |s|−2+θ + |s|− 120 ‖D 12 (ερ)‖2L2 , (4.43)
which is sufficient to finish the proof of (4.41). Indeed, using (2.65) and (2.64),∣∣∣∣∫ |D 12 ε|2ρ2 − ∫ |D 12 (ερ)|2∣∣∣∣ = ∣∣∣∣∫ ((D 12 ε)ρ+D 12 (ερ)) ((D 12 ε)ρ−D 12 (ερ))∣∣∣∣
.
(
‖(D 12 ε)ρ‖L2 + ‖D
1
2 (ερ)‖L2
)
‖[D 12 , ρ]ε‖L2
.
(
‖D 12 ε‖L2 + ‖D
1
2 (ερ)‖L2
)
‖ε‖
1
2
H˙
1
2
‖ε‖
1
2
L2‖ρy‖
3
4
L2‖ρ‖
1
4
L2
. |s|−2+θ + (C⋆) 12 |s|− 78+ θ4 ‖D 12 (ερ)‖L2
. |s|−2+θ + |s|− 120 ‖D 12 (ερ)‖2L2 .
Second, we see from (4.34),
−g1,2 =
∫
ε2ψy =
∫
ε2
χ2(y|s|− 35 )
1 + y2|s|−1 +O(|s|
− 1
10 )
∫
−2|s|
3
5 <y<−|s|
3
5
ε2
=
∫
ε2
χ2(y|s|− 35 )
1 + y2|s|−1 +O((C
⋆)2|s|− 2110+θ)
=
∫
ε2ρ2 +O(|s|−2+θ), (4.44)
since (by θ > 35),
∫
−2|s|
3
5 <y<−|s|
3
5
ε2 . N (ε)2 . (C⋆)2|s|−2+θ.
Next, we claim
g1,3 = 6
∫
Q2(ερ)2 − 6
∫
QΛQε2 +O(|s|−2+θ). (4.45)
We start with rough bounds, using (4.32) (in particular |ψQ′| . 1), and (4.35) , and then
(2.64), ∣∣∣∣g1,3 − 3 ∫ ψyQ2ε2 + 6 ∫ ψQQ′ε2∣∣∣∣
.
∫
|ψy|
(
|b||ε|2 + |ε|3 + |ε|4
)
+
∫
|ψ|
(
|b||ε|2 + (|Q′|+ |b|)|ε|3
)
. |s|− 12
∫
ε2 +
∫
|ε|3 +
∫
|ε|4 . |s|− 32 . |s|−2+θ.
Now, using (4.35), ∣∣∣∣∫ ψyQ2ε2 − ∫ Q2ε2∣∣∣∣ . |s|−1 ∫ ε2 . |s|−2 . |s|−2+θ,
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and, using (4.32), ∣∣∣∣∫ ψQQ′ε2 − ∫ yQQ′ε2∣∣∣∣ . |s|− 12 ∫ ε2 . |s|− 32 . |s|−2+θ.
Thus,
g1,3 = 3
∫
Q2ε2 − 6
∫
yQQ′ε2 +O(|s|−2+θ)
= 6
∫
Q2ε2 − 6
∫
QΛQε2 +O(|s|−2+θ).
Hence, to finish the proof of (4.45), we only have to prove∫
Q2ε2|1− ρ2| . |s|−2+θ, (4.46)
but similarly as before, this follows from |ρ2 − 1| . y2|s|−1.
Therefore, we conclude the proof of (4.39) gathering (4.42), (4.44) and (4.45).
Estimate for g2. We claim
g2 = O(|s|−2+θ). (4.47)
Indeed, integrating by parts,
g2 = −λs
λ
∫
ε2yψy
Note that since θ > 35 , ϕ & 1 for y > −2|s|
3
5 , and thus
∫
y>−2|s|
3
5
|ε|2 . N (ε)2 . (C⋆)2|s|−2+θ.
Combining this, (4.33) and (3.20), we find |g2| . (C⋆)3|s|− 52+ 32θ, which implies (4.47) since
θ < 1.
Estimate for g3. We claim
g3 = 2
(
λs
λ
+ b
)∫
εyΛQ+O(|s|−2+θ). (4.48)
First, by (4.32)∣∣∣∣∫ ΛQε(ψ − y)∣∣∣∣ . ∫
|y|>|s|
1
2
|ε|(|ψ| + |y|)dy
y2
+ |s|− 12
∫
|y|<|s|
1
2
|ε|
. ‖ε‖L2
(∫
|y|>|s|
1
2
dy/y2
) 1
2
+ |s|− 14 ‖ε‖L2 . |s|−
3
4 .
Second, since ψ ≡ 0 for y < −2|s| 35 , |ψ| . |s| 12 , and |ΛPb| . (1+y+)−1 (here y+ = max(0, y)),∣∣∣∣b ∫ ΛPbεψ∣∣∣∣ . |s|− 12 ∫
y>−2|s|
3
5
|ε|(1 + y+)−1 . |s|−
1
5‖ε‖L2 . |s|−
7
10 .
Thus, (4.48) follows from (3.20) and θ > 35 .
Estimate for g4. The proof of the following estimate is similar and easier (due to the stronger
decay of Q′ with respect to ΛQ)
g4 = 2
(
xs
λ
− 1
)∫
εyQ′ +O(|s|−2+θ). (4.49)
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Note that to deal with the term 2
(
xs
λ − 1
) ∫
εyεψ, we integrate by parts and use (4.35) so
that ∣∣∣∣2(xsλ − 1
)∫
εyεψ
∣∣∣∣ = ∣∣∣∣(xsλ − 1
)∫
ε2ψy
∣∣∣∣ . N (ǫ) ∫ ε2 . C⋆|s|−2+ θ2 .
Estimate for g5. We claim
g5 = O(|s|−2+θ). (4.50)
From (2.36), one has
∣∣∣∂Qb∂b ∣∣∣ . (1 + y+)−1 and thus, using (3.21) and (4.32),
|g5| . C⋆|s|−2+
θ
2 ‖ψ‖L∞
∫
y>−2|s|
3
5
|ε|(1 + y+)−1
. C⋆|s|− 1710+ θ2 |s| 12‖ε‖L2 . C⋆|s|−
17
10
+ θ
2 . |s|−2+θ,
since θ > 35 .
Estimate for g6. We claim
g6 = O(|s|−2+θ). (4.51)
Indeed, by ‖ψ‖L∞ . |s| 12 , Cauchy-Schwarz inequality and (2.27), we have (using θ > 12 )
|g6| . |s|−1‖ε‖L2 . |s|−
3
2 . |s|−2+θ.
Estimate for g7. We claim
g7 = O(|s|−2+θ). (4.52)
By the definition of ψ in (4.2),
∂sψ = −12 |s|
−1ψ +
π
2
|s|−1yφ′(y|s|− 12 )χ2(y|s|− 35 ) + 3
5
|s|− 1110π
(
φ(y|s|− 12 )− 1
2
)
y(χ2)′(y|s|− 35 ).
Thus, |∂sψ| . |s|− 121
y>−2|s|
3
5
and
|g7| . |s|−
1
2N (ε)2 . (C⋆)2|s|− 52+θ . |s|−2+θ.
Therefore, combining (4.39), (4.47), (4.48), (4.49), (4.50), (4.51) and (4.52), we finish the
proof of (4.30). 
4.3. Estimates on the functional K. Recall that K =
∫
εLϕPb is defined in (3.16).
Lemma 4.4. For |S0| large enough possibly depending on C⋆, for all s ∈ I⋆,
|K| . N (ε)|s| θ2 . C⋆|s|−1+θ . (4.53)
and ∣∣∣dK
ds
+
(λs
λ
+ b
)
p0
∣∣∣ . (∫ ε2ϕy) 12 + (C⋆)2|s|−2+ 3θ2 . (4.54)
Proof. We begin with the proof of (4.53). By using the definition of Lϕ in (4.3), we decompose
K as
K =
∫
εD1Pb +
∫
εPbϕ− 3
∫
εQ2Pb .
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First, we deduce from (2.19), (3.8) and (3.9) that∣∣∣ ∫ εPbϕ∣∣∣ . ∫
y>0
|ε|
1 + y
+
∫
−2B|s|θ<y<0
|ε|ϕ+
∫
−2|s|<y<−2B|s|θ
|ε|ϕ
. N (ε) +N (ε)|s| θ2 +N (ε)
(∫
−2|s|<y<−2B|s|θ
1
1 + |y|
) 1
2
. N (ε)|s| θ2 .
Second, we deduce from (2.23) and (3.9) that∣∣∣ ∫ εD1Pb∣∣∣ = ∣∣∣ ∫ D 12 εD 12Pb∣∣∣ . ‖D 12 ε‖L2‖D 12Pb‖L2 . N (ε) ln |s| .
Moreover, we get easily that ∣∣∣ ∫ εQ2Pb∣∣∣ . N (ε) .
Those estimates together with the bootstrap hypothesis (3.16) conclude the proof of (4.53).
Next, we turn to the proof of (4.54). By using the equation of εs in (2.53), we compute
dK
ds
=
∫
εsLϕPb +
∫
εϕsPb + bs
∫
εLϕ
(
∂Pb
∂b
)
= k1 + k2 + k3 + k4 + k5 + k6 + k7 ,
(4.55)
where
k1 =
∫
VyLϕPb , k2 = λs
λ
∫
(Λε)LϕPb ,
k3 = (
λs
λ
+ b)
∫
(ΛQb)LϕPb , k4 = (xs
λ
− 1)
∫
(Qb + ε)yLϕPb ,
k5 = −(bs + b2)
∫
∂Qb
∂b
LϕPb , k6 =
∫
ΨbLϕPb ,
k7 =
∫
εϕsPb + bs
∫
εLϕ
(
∂Pb
∂b
)
.
In the rest of the proof, we estimate k1, · · · , k7 separately, taking S0 large enough, possibly
depending on C⋆.
Estimate for k1. In order to estimate k1, we rewrite LϕPb as
LϕPb = D1Pb + Pbϕ− 3Q2Pb
= LP +D1(P (χb − 1)) + P (χbϕ− 1)− 3Q2P (χb − 1) .
(4.56)
Moreover, integrating by parts and using the definition of V in (4.8),
k1 = −
∫
Lε(LϕPb)y + 3 ∫ (Q2b −Q2)ε(LϕPb)y + ∫ (3Qbε2 + ε3)(LϕPb)y
= k1,1 + k1,2 + k1,3 .
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First, we deal with k1,1. Recalling that L(ΛQ) = −Q, the equation in (2.16) and (4.56),
we have
k1,1 =
∫
εQ−
∫
Lε(D1(P (χb − 1)))y − ∫ Lε(P (χbϕ− 1))y + 3 ∫ Lε(Q2P (χb − 1))y
=
∫
εQ+ k1,1,1 + k1,1,2 + k1,1,3 .
From the definition of L, (3.19), the definition of χb in (2.19) and P ∈ Z, we get that
|k1,1,1| . ‖ε‖L2
(‖(P (χb − 1))′′′‖L2 + ‖(P (χb − 1))′′‖L2) . |s|−2 , (4.57)
and
|k1,1,3| . ‖ε‖L2
(‖(Q2P (χb − 1))′‖L2 + ‖(Q2P (χb − 1))′′‖L2) . |s|− 92 . (4.58)
We rewrite k1,1,2 as
k1,1,2 =
∫
D1ε
(
P (χbϕ− 1)
)
y
+
∫
(1− 3Q2)ε(P (χbϕ− 1))y .
To treat the first term above, we use the decomposition(
P (χbϕ− 1)
)
y
= P ′(χbϕ− 1) + Pχ′bϕ+ Pbϕy .
On the one hand, observe that∫
D1ε
(
P ′(χbϕ− 1) + Pχ′bϕ
)
= −
∫
Hε
(
P ′′(χbϕ− 1) + 2P ′χ′bϕ+ Pχ′′bϕ+ Pχ′bϕy
)
,
‖P ′′(1− χbϕ)‖L2 .
(∫
y<−B
2
|s|θ
1
|y|6
) 1
2
+ |s|−2θ‖yP ′′‖L2 . |s|−2θ ,
thanks to (4.10), using P ′ ∈ Y2 and the definition of ϕ in (3.8),
‖P ′χ′bϕ‖L2 . |b|
(∫
−2|s|<y<−|s|
1
|y|6
) 1
2
. |s|− 72 ,
‖Pχ′′bϕ‖L2 . |b|2
(∫
−2|s|<y<−|s|
1
|y|2
) 1
2
. |s|− 52 ,
and
‖Pχ′bϕy‖L2 . |b|
(∫
−2|s|<y<−|s|
1
|y|4
) 1
2
. |s|− 52 .
Then, we deduce from (3.19) that∣∣∣∣∫ D1ε(P ′(χbϕ− 1) + Pχ′bϕ)∣∣∣∣ . |s|− 12−2θ .
On the other hand, Lemma 2.6 and the translation invariance of H together with (4.9) imply
that
|H∂y
(
Pbϕy
)| . ϕy,
and thus ∣∣∣∣∫ D1εPbϕy∣∣∣∣ = ∣∣∣∣∫ εH∂y(Pbϕy)∣∣∣∣ . ∫ |ε|ϕy . (∫ ε2ϕy) 12 .
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Hence, we conclude that∣∣∣∣∫ D1ε(P (χbϕ− 1))y
∣∣∣∣ . |s|− 12−2θ + (∫ ε2ϕy) 12 . (4.59)
We write the second term in the decomposition of k1,1,2 as∫
(1− 3Q2)ε(P (χbϕ− 1))y
=
∫
(1− 3Q2)εP ′(χbϕ− 1) +
∫
(1− 3Q2)εPχ′bϕ+
∫
(1− 3Q2)εPbϕy .
By using (3.19), P ′ ∈ Y2, and (4.10), we have∣∣∣∣∫ (1− 3Q2)εP ′(χbϕ− 1)∣∣∣∣ . ‖ε‖L2
(∫
y<−B
2
|s|θ
1
|y|4
) 1
2
+ |s|−2θ
∫
y>−B
2
|s|θ
|ε| |y|
(1 + |y|)2
. |s|− 12− 3θ2 + |s|−2θN (ε) ,
∣∣∣∣∫ (1− 3Q2)εPχ′bϕ∣∣∣∣ . |b|(∫ ε2ϕ) 12
(∫
−2|s|<y<−|s|
1
|y|
) 1
2
. |s|−1N (ε) ,
and ∣∣∣∣∫ (1− 3Q2)εPbϕy∣∣∣∣ . (∫ ε2ϕy) 12 ‖ϕy‖ 12L1 . (∫ ε2ϕy)
1
2
.
Hence, we deduce gathering those estimates and using (3.16) that∣∣∣∣∫ (1− 3Q2)ε(P (χbϕ− 1))y
∣∣∣∣ . |s|− 12− 3θ2 + (∫ ε2ϕy) 12 , (4.60)
since 2− θ2 > 12 + 3θ2 . Therefore, we conclude from (4.59) and (4.60) that
|k1,1,2| . |s|−
1
2
− 3θ
2 +
(∫
ε2ϕy
) 1
2
. (4.61)
Next, we derive an estimate for k1,2. Since
k1,2 = 3
∫
(2bQPb + b2P 2b )ε
(
D1Pb + Pbϕ− 3Q2Pb
)
y
,
we deduce easily from (3.19) that
|k1,2| . |b|‖ε‖L2 . |s|−
3
2 . (4.62)
Finally, since
k1,3 =
∫ (
3(Q+ bPb)ε
2 + ε3
)(
D1Pb + Pbϕ− 3Q2Pb
)
y
,
we deduce by using the Cauchy-Schwarz inequality, the Gagliardo-Nirenberg inequalities
(2.64) with p = 4 and p = 6, (3.16) and (3.19) that
|k1,3| .
(∫
ε4
) 1
2
+
(∫
ε6
) 1
2
. ‖ε‖L2
(N (ε) +N (ε)2) . C⋆|s|− 32+ θ2 . (4.63)
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Therefore, we conclude gathering (3.23) (to control (ε,Q)), (4.57), (4.58), (4.61), (4.62)
and (4.63) that
|k1| . C⋆|s|− 32+ θ2 +
(∫
ε2ϕy
) 1
2
. (4.64)
Estimate for k2. We decompose k2 as
k2 =
λs
λ
∫
Λǫ
(
D1Pb + Pbϕ− 3Q2Pb
)
= k2,1 + k2,2 + k2,3 ,
and estimate each term separately.
By the definition of Λε, we have∫
ΛεD1Pb =
1
2
∫
εD1Pb +
∫
yεyD
1Pb .
On the one hand, we see from (2.23) and (3.19) that∣∣∣∣∫ εD1Pb∣∣∣∣ . ‖D 12 ε‖L2‖D 12Pb‖L2 . N (ε)| ln |s|| 12 .
On the other hand, we have from the properties of H∫
yεyD
1Pb = −
∫
H(yεy)P ′b = −
∫
y(Hεy)P ′b = −
∫
yD1εP ′b ,
so that by (2.24) ∣∣∣∣∫ yεyD1Pb∣∣∣∣ . ‖D 12 ε‖L2‖D 12 (yP ′b)‖L2 . N (ε) .
Hence, it follows from (3.16), (3.19) and (3.20) that
|k2,1| . (C⋆)2|s|−2+θ| ln |s||
1
2 .
After integrating by parts, we have∫
ΛεPbϕ = −12
∫
εPbϕ−
∫
yεP ′bϕ−
∫
yεPbϕy .
Moreover,∣∣∣∣∫ εPbϕ∣∣∣∣+ ∣∣∣∣∫ yεP ′bϕ∣∣∣∣ . (∫ ε2ϕ) 12
((∫
P 2b ϕ
) 1
2
+
(∫
(yP ′b)
2ϕ
) 1
2
)
. N (ε)|s| θ2 ,
∣∣∣∣∫ yεPbϕy∣∣∣∣ . (∫ (yPb)2ϕy) 12 (∫ ε2ϕy) 12
and ∫
(yPb)
2ϕy .
∫
y>0
ϕy +
∫
−2B|s|θ<y<0
|y|2ϕy +
∫
−2|s|<y<−2B|s|θ
B
y2
1 + y2
. |s|2θ .
Hence, we deduce from (3.16) and (3.19) and (3.20) that
|k2,2| . (C⋆)2|s|−2+ 3θ2 + C⋆|s|−1+ 3θ2
(∫
ε2ϕy
) 1
2
.
Finally, we get easily ∣∣∣∣∫ ΛεQ2Pb∣∣∣∣ . ‖ε‖L2‖Λ(Q2Pb)‖L2 . ‖ε‖L2 ,
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so that, by using (3.19),
|k2,3| . C⋆|s|−
3
2
+ θ
2 .
Therefore, we conclude gathering those estimates that
|k2| . (C⋆)2|s|−2+
3θ
2 + C⋆|s|−1+ 3θ2
(∫
ε2ϕy
) 1
2
. (4.65)
Estimate for k3. We split k3 as
k3 = (
λs
λ
+ b)
∫
ΛQLϕPb + (λs
λ
+ b)b
∫
ΛPbLϕPb
= k3,1 + k3,2 ,
and estimate each term separately.
By using (4.56) and the identity L(ΛQ) = −Q, we have (see the definition of p0 = (P,Q)
in (2.17))
k3,1 = (
λs
λ
+ b)
(
−p0 +
∫
ΛQ
(
D1(P (χb − 1)) + P (χbϕ− 1)− 3Q2P (χb − 1)
))
.
Moreover, since ΛQ ∈ Y2, Lemma 2.5 implies that H(ΛQ) ∈ Y1, and thus∣∣∣∣∫ ΛQD1(P (χb − 1))∣∣∣∣ = ∣∣∣∣∫ P (χb − 1)∂yH(ΛQ)∣∣∣∣ . ∫
y<−|s|
1
|y|2 . |s|
−1 .
By using (4.10), ΛQ ∈ Y2, P ∈ Z, we also have that∣∣∣∣∫ ΛQ(P (χbϕ− 1))∣∣∣∣
.
∫
y<−B
2
|s|θ
1
|y|2 + |s|
−2θ
(∫
−B
2
|s|θ<y<0
|y|
(1 + |y|)2 +
∫
y>0
|y|
(1 + |y|)3
)
. |s|−θ ,
and ∣∣∣∣∫ ΛQQ2P (χb − 1))∣∣∣∣ . ∫
y<−|s|
1
|y|6 . |s|
−5 .
Hence, we deduce from (3.13) and (3.20) that∣∣k3,1 + (λs
λ
+ b)p0
∣∣ . C⋆|s|−1− θ2 .
Next, we look at k3,2. We have that
k3,2 = (
λs
λ
+ b)b
∫ (1
2
Pb + yP ′b
)(
D1Pb + Pbϕ− 3Q2Pb
)
By using (2.23) and (2.24), we see that∣∣∣∣∫ PbD1Pb∣∣∣∣ = ‖D 12Pb‖2L2 . ln |s|
and ∣∣∣∣∫ yP ′bD1Pb∣∣∣∣ ≤ ‖D 12 (yP ′b)‖L2‖D 12Pb‖L2 . | ln |s|| 12 .
We also have that (see the definition of ϕ in (3.8))∣∣∣∣∫ P 2b ϕ∣∣∣∣ . ∫
−2|b|−1<y<−10B|s|θ
dy
|y| +
∫
y>−10B|s|θ
P 2 . |s|θ, (4.66)
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and ∣∣∣∣∫ ΛPbQ2Pb∣∣∣∣ . ∫ Q2 . 1 .
Hence, we deduce from (3.16) and (3.19) that∣∣k3,2∣∣ . C⋆|s|−2+ 3θ2
Therefore, we conclude gathering those estimates that∣∣k3 + (λs
λ
+ b)p0
∣∣ . C⋆|s|−2+ 3θ2 . (4.67)
Estimate for k4. We decompose k4 as follows.
k4 = (
xs
λ
− 1)
∫
Q′LϕPb + (xs
λ
− 1)b
∫
P ′bLϕPb + (
xs
λ
− 1)
∫
εyLϕPb
= k4,1 + k4,2 + k4,3 .
We estimate each term separately.
The decomposition (4.56) and the property L(Q′) = 0 imply
k4,1 = (
xs
λ
− 1)
∫
Q′
(
D1(P (χb − 1)) + P (χbϕ− 1)− 3Q2P (χb − 1)
)
.
Moreover, we have the following bounds∣∣∣∣∫ Q′D1(P (χb − 1))∣∣∣∣ . ‖Q‖L2‖(P (χb − 1))′′‖L2 . |s|− 32 ,∣∣∣∣∫ Q′P (χbϕ− 1)∣∣∣∣ . ∫
y<−B
2
|s|θ
1
|y|3 + |s|
−2θ
∫ |y|
(1 + |y|)3 . |s|
−2θ ,
thanks to (4.10), and ∣∣∣∣∫ Q′Q2P (χb − 1)∣∣∣∣ . ∫
y<−|s|
1
|y|7 . |s|
−6 .
Thus, it follows from (3.20) that |k4,1| . C⋆|s|−1− 3θ2 .
By using that
∫
P ′bD
1Pb =
∫
P ′bH(P ′b) = 0, we rewrite k4,2 as
k4,2 = (
xs
λ
− 1)b
∫
P ′bPbϕ− 3(
xs
λ
− 1)b
∫
P ′bQ
2Pb .
We also observe that∣∣∣∣∫ P ′bPbϕ∣∣∣∣ = 12
∣∣∣∣∫ P 2b ϕy∣∣∣∣ . 1 and ∣∣∣∣∫ P ′bQ2Pb∣∣∣∣ . ∫ 11 + |y|2 . 1 .
Thus, it follows from (3.19) and (3.20) that |k4,2| . C⋆|s|−2+ θ2 .
We rewrite k4,3 as
k4,3 = (
xs
λ
− 1)
∫
εy
(
D1Pb + Pbϕ− 3Q2Pb
)
.
Moreover, we observe that∣∣∣∣∫ εyD1Pb∣∣∣∣ . ‖D 12 ε‖L2‖D 32Pb‖L2 . N (ε) ,
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.
(∫
ε2ϕ
) 1
2 ‖P ′b‖L2 +
(∫
ε2ϕy
) 1
2
(∫
ϕy
) 1
2
. N (ε) ,
and ∣∣∣∣∫ εyQ2Pb∣∣∣∣ . ‖D 12 ε‖L2‖D 12 (Q2Pb)‖L2 . N (ε) .
Then, we deduce from (3.16) that |k4,3| . (C⋆)2|s|−2+θ.
Therefore, we conclude gathering those estimates that
|k4| . (C⋆)2|s|−2+θ . (4.68)
Estimate for k5. By using (2.36), we decompose k5 as
k5 = −(bs + b2)
∫
∂Qb
∂b
LϕPb = −(bs + b2)
∫ (
Pb + yχ
′
bP
) (
D1Pb + Pbϕ− 3Q2Pb
)
,
and estimate each term separately.
First, we deduce from (2.23) that∣∣∣∣∫ PbD1Pb∣∣∣∣ = ‖D 12Pb‖2L2 . ln |s| ,
and ∣∣∣∣∫ yχ′bPD1Pb∣∣∣∣ ≤ ‖D 12 (yχ′bP )‖L2‖D 12Pb‖L2
. ‖yχ′bP‖
1
2
L2
∥∥(yχ′bP )′∥∥ 12L2‖D 12Pb‖L2 . | ln |s|| 12 .
Next, in addition to (4.66),
∣∣∫ P 2b ϕ∣∣ . |s|θ, we have∣∣∣∣∫ yχ′bPPbϕ∣∣∣∣ . |b| ∫
−2|s|≤y≤−|s|
|y|
1 + |y| |χ
′(|b|y)| . 1 .
Finally, we see easily that ∣∣∣∣∫ (Pb + yχ′bP )Q2Pb∣∣∣∣ . 1 .
Therefore, we conclude gathering those estimates and using (3.21) that
|k5| . C⋆|s|−2+
3θ
2 . (4.69)
Estimate for k6. Recall that
k6 =
∫
ΨbLϕPb =
∫
Ψb
(
D1Pb + Pbϕ− 3Q2Pb
)
.
First, it follows from (2.23) and (2.28) that∣∣∣∣∫ ΨbD1Pb∣∣∣∣ ≤ ‖D 12Ψb‖L2‖D 12Pb‖L2 . |s|−2 ln |s| .
Second, we deduce from (4.25) and (4.66) that∣∣∣∣∫ ΨbPbϕ∣∣∣∣ ≤ (∫ Ψ2bϕ) 12 (∫ P 2b ϕ) 12 . |s|−2+θ .
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Finally, (2.27) yields ∣∣∣∣∫ ΨbQ2Pb∣∣∣∣ ≤ (∫ Ψ2bQ2) 12 (∫ P 2b Q2) 12 . |s|−2 .
Therefore, we conclude that
|k6| . |s|−2+θ . (4.70)
Estimate for k7. By using (4.27), we decompose the first term of k7 as∫
εϕsPb = θs
−1|s|θ
∫
ε
φ′( yB + |s|θ)
φ(|s|θ) Pb − θs
−1|s|θ
∫
ε
φ( yB + |s|θ)φ′(|s|θ)
φ2(|s|θ) Pb .
We deduce from (4.9) that
|s|−1+θ
∣∣∣ ∫ εφ′( yB + |s|θ)
φ(|s|θ) Pb
∣∣∣ . |s|−1+θ (∫ ε2ϕy) 12
and by (4.66)
|s|−1+θ
∣∣∣∣∣
∫
ε
φ( yB + |s|θ)φ′(|s|θ)
φ2(|s|θ) Pb
∣∣∣∣∣ . |s|−1−θ
(∫
ε2ϕ
) 1
2
(∫
P 2b ϕ
) 1
2
. |s|−1− θ2N (ε) .
Hence, it follows from (3.16) that∣∣∣∣∫ εϕsPb∣∣∣∣ . |s|−1+θ (∫ ε2ϕy) 12 + C⋆|s|−2 . (4.71)
To deal with the second term in k7, we use
∂Pb
∂b = −yχ′(|b|y)P , so that
Lϕ
(
∂Pb
∂b
)
= D1
(
∂Pb
∂b
)
− yχ′(|b|y)Pϕ + 3Q2yχ′(|b|y)P .
We estimate each corresponding terms separately. First, we deduce by using (2.25) that∣∣∣∣∫ εD1 (∂Pb∂b
)∣∣∣∣ . ‖D 12 ε‖L2∥∥∥D 12 (∂Pb∂b
)∥∥∥
L2
. |s|N (ε) .
Moreover, ∣∣∣∣∫ ε∂Pb∂b ϕ
∣∣∣∣ . (∫ ε2ϕ) 12 (∫ |yχ′(|b|y)|2 1|y|
) 1
2
. |s|N (ε) ,
and ∣∣∣∣∫ Q2ε∂Pb∂b
∣∣∣∣ . (∫ ε2ϕ) 12 (∫ |yχ′(|b|y)|2 1|y|6
) 1
2
. |s|− 32N (ε) ,
since Q ∈ Y2. Then it follows from (3.16) and (3.22) that∣∣∣∣bs ∫ εLϕ (∂Pb∂b
)∣∣∣∣ . (C⋆)2|s|−2+θ . (4.72)
Therefore, we deduce gathering (4.71) and (4.72) that
|k7| . |s|−1+θ
(∫
ε2ϕy
) 1
2
+ (C⋆)2|s|−2+θ . (4.73)
Finally, we conclude the proof of estimate (4.54) gathering estimates (4.64), (4.65), (4.67),
(4.68), (4.69), (4.70), (4.73) and taking |S0| large enough. 
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4.4. Remaining terms.
Lemma 4.5. For |S0| large enough possibly depending on C⋆ and for all s ∈ I⋆,
|Z| . |s|−2+θ, (4.74)
and ∣∣∣∣dZds
∣∣∣∣ . |s|−2 + |s|− 3θ2 (∫ ε2ϕy) 12 . (4.75)
Proof. Recall that Z = Z1 + Z2, where
Z1 =
∫
ε2yϕyχ1, Z2 = −2
∫
ΛQ(ϕ− 1)εχ2.
Proof of (4.74). Indeed,
|Z1| .
∫
y<−|s|
2
3
|ε|2|y|−1 . |s|−1− 23 . |s|−2+θ,
and, since θ > 35 ,
|Z2| .
∫
y<−B
4
|s|θ
|ε||y|−2 . ‖ε‖L2
(∫
y<−B
4
|s|θ
|y|−4
) 1
2
. |s|− 12− 32θ . |s|−2+θ.
Now, we prove ∣∣∣∣dZ1ds
∣∣∣∣ . |s|−2. (4.76)
and ∣∣∣∣dZ2ds
∣∣∣∣ . |s|−2 + |s|− 3θ2 (∫ ε2ϕy) 12 . (4.77)
which prove (4.75).
Proof of (4.76). Observe from the definition of Z1 that
dZ1
ds
= 2
∫
εεsyϕyχ1 +
∫
ε2∂s(ϕy)χ1 +
∫
ε2ϕy∂s(χ1)
which implies by using (2.53) that
dZ1
ds
= z11 + z12 + z13 + z14 + z15 + z16 + z17,
where
z11 = 2
∫
Vyεyϕyχ1, z12 = 2
λs
λ
∫
εΛεyϕyχ1,
z13 = 2
(λs
λ
+ b
) ∫
ΛQbεyϕyχ1, z14 = 2
(xs
λ
− 1) ∫ (Qb + ε)yεyϕyχ1,
z15 = −2
(
bs + b2
) ∫ ∂Qb
∂b
εyϕyχ1, z16 = 2
∫
Ψbεyϕyχ1,
z17 =
∫
ε2∂s(ϕy)χ1 +
∫
ε2ϕy∂s(χ1) .
First, we claim the following estimates
‖yχ1ϕy‖L∞ . |s|− 23 , ‖(yχ1ϕy)y‖L∞ . |s|− 43 , ‖(yχ1ϕy)yy‖L∞ . |s|−2, (4.78)
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and
‖yχ1ϕy‖L2 . |s|−
1
3 , ‖(yχ1ϕy)y‖L2 . |s|−1, ‖(yχ1ϕy)yy‖L2 . |s|−
5
3 , (4.79)
which follow directly from the definition of ϕ in (3.8) and the definition of χ1 in (4.7).
Estimate for z11. By using the definition of V in (4.8), we rewrite z11 as
z11 = 2
∫
(D1ε)yεyχ1ϕy + 2
∫ (
(1− 3Q2)ε)
y
εyχ1ϕy − 6
∫ (
(Q2b −Q2)ε
)
y
εyχ1ϕy
− 6
∫ (
Qbε
2)
y
εyχ1ϕy − 2
∫
(ε3)yεyχ1ϕy
= z111 + z112 + z113 + z114 + z115 .
We estimate each term separately.
First, we observe after integration by parts that
z111 = −2
∫
(D1ε)εy(yχ1ϕy)− 2
∫
(D1ε)ε(yχ1ϕy)y .
Applying (2.67) with a = yχ1ϕy, from (4.78) and (3.19), one obtains∣∣∣∣∫ (D1ε)εy(yχ1ϕy)∣∣∣∣ . ‖ε‖2L2‖(yχ1ϕy)yy‖L∞ . |s|−3.
Applying (2.68) with a = yχ1ϕy, from (4.78)-(4.79) and (3.16), (3.19), one obtains∣∣∣∣∫ (D1ε)ε(yχ1ϕy)y∣∣∣∣ . ∫ |D 12 ε|2|(yχ1ϕy)y|+ ‖D 12 ε‖ 32L2‖ε‖ 12L2‖(yχ1ϕy)yy‖ 34L2‖(yχ1ϕy)y‖ 14L2
. (C⋆)2|s|− 103 +θ + (C⋆)− 32 |s|−3+ 34θ . |s|−2.
Hence,
|z111| . |s|−2 . (4.80)
Second, we get after integration by parts that
z112 = −6
∫
QQ′ε2yχ1ϕy −
∫
(1 − 3Q2)ε2(yχ1ϕy)y
Thus it follows from (4.78) and (3.19) that
|z112| .
(‖QQ′yχ1ϕy‖L∞ + ‖(yχ1ϕy)y‖L∞) ‖ε‖2L2 . |s|− 73 . (4.81)
Also integrating by parts, we have
z113 = −3b
∫
(2QPb + bP
2
b )yε
2yχ1ϕy + 3b
∫
(2QPb + bP
2
b )ε
2(yχ1ϕy)y
so that
|z113| . |b|
(‖(2QPb + bP 2b )yyχ1ϕy‖L∞ + ‖(2QPb + bP 2b )(yχ1ϕy)y‖L∞)‖ε‖2L2 . |s|− 83 , (4.82)
thanks to (3.19) and (4.78).
Similarly,
z114 = −4
∫
(Q+ bPb)yε
3yχ1ϕy + 2
∫
(Q+ bPb)ε
3(yχ1ϕy)y .
Hence, it follows from (3.16), (3.19) and (2.64) (with p = 3) that
|z114| .
(‖(Q+ bPb)yyχ1ϕy‖L∞ + ‖(Q+ bPb)(yχ1ϕy)y‖L∞) ∫ |ε|3
. C⋆|s|− 23 ‖ε‖2L2N (ε) . C⋆|s|−
8
3
+ θ
2 . |s|−2.
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Finally, integration by parts and (2.64) (with p = 4) yield
|z115| =
∣∣∣∣12
∫
ε4(yχ1ϕy)y
∣∣∣∣ . ‖(yχ1ϕy)y‖L∞‖D 12 ε‖2L2‖ε‖2L2 . (C⋆)2|s|− 133 +θ . |s|−2. (4.84)
Therefore, we deduce combining (4.80)-(4.84) that
|z11| . |s|−2 . (4.85)
Estimate for z12. We have Λε = ε2 + yεy and integrating by parts,
z12 =
λs
λ
∫
ε2yχ1ϕy − λs
λ
∫
ε2(y2χ1ϕy)y .
Moreover, by (3.19) and (3.20), |λsλ | . |λsλ + b|+ |b| . C⋆|s|−1+
θ
2 , and thus, by (4.78),
|z12| . C⋆|s|−1+
θ
2
(‖yχ1ϕy‖L∞ + ‖(y2χ1ϕy)y‖L∞)‖ε‖2L2 . C⋆|s|− 83+ θ2 . |s|−2, (4.86)
since θ < 43 .
Estimate for z13. Since
z13 = 2
(λs
λ
+ b
) ∫ (
ΛQ+ bΛPb
)
εyϕyχ1 ,
we deduce from (3.19), (3.20) and (4.79) that
|z13| . C⋆|s|−1+ θ2
(‖ΛQyχ1ϕy‖L2 + |b|‖ΛPbyχ1ϕy‖L2)‖ε‖L2
. C⋆|s|−1+ θ2 (|s|− 53 + |s|− 43 )|s|− 12 . C⋆|s|− 176 + θ2 . |s|−2 .
(4.87)
Estimate for z14. Integrating by parts, we have
z14 =
(xs
λ
− 1) (2 ∫ (Q+ bPb)yεyχ1ϕy − ∫ ε2(yχ1ϕy)y
)
,
Moreover, observe from (3.19) and Q ∈ Y2 that∣∣∣∣∫ (Q+ bPb)yεyχ1ϕy
∣∣∣∣ . ∥∥(Q+ bPb)yyχ1ϕy∥∥L2‖ε‖L2 . |s|− 73− 12
and from (3.19) and (4.78) that∣∣∣∣∫ ε2(yχ1ϕy)y∣∣∣∣ . ‖(yχ1ϕy)y‖L∞‖ε‖2L2 . |s|− 73 .
Hence, we deduce from (3.20) that
|z14| . C⋆|s|−1+
θ
2 |s|− 73 . |s|−2. (4.88)
Estimate for z15. Recalling (2.36), we have
z1,5 = −2
(
bs + b2
) ∫ (
Pb + yPχ
′
b
)
εyχ1ϕy .
Moreover, ∣∣∣∣∫ Pbεyχ1ϕy∣∣∣∣ . ‖yχ1ϕy‖L2‖ε‖L2 . |s|− 56 ,
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thanks to (4.79), and ∣∣∣∣∫ yPχ′bεyχ1ϕy∣∣∣∣ . ‖χ′b‖L2‖ε‖L2 . |s|−1 .
Then, we deduce from (3.21) that
|z15| . C⋆|s|− 176 + θ2 . |s|−2. (4.89)
Estimate for z16. By using (2.27), (3.19) and (4.78), we get that
|z16| . ‖yχ1ϕy‖L∞‖Ψb‖L2‖ε‖L2 . |s|−
8
3 . (4.90)
Estimate for z17. First, we compute ∂s(χ1)(s, y) = 23 |s|−
5
3 yχ′(y|s|− 23 ). Then,∣∣∣∣∫ ε2ϕy∂s(χ1)∣∣∣∣ . |s|− 53‖ε‖2L2 . |s|− 83 .
Second, arguing as in (4.27), we get that∣∣∣∣∫ ε2∂s(ϕy)χ1∣∣∣∣ . |s|−1+θ‖ 1|y|2χ1‖L∞‖ε‖2L2 + |s|−1−θ‖ 1|y|χ1‖L∞‖ε‖2L2 . |s|− 103 +θ .
Thus, we deduce that
|z17| . |s|− 83 , (4.91)
for |s| large enough since θ < 23 .
Therefore, we conclude the proof of (4.76) gathering (4.85)-(4.91).
Proof of (4.77). Observe from the definition of Z2 that
−1
2
dZ2
ds
=
∫
εsΛQχ2(ϕ− 1) +
∫
εΛQχ2ϕs +
∫
εΛQ(χ2)s(ϕ− 1) ,
which implies by using (2.53) that
−1
2
dZ2
ds
= z21 + z22 + z23 + z24 + z25 + z26 + z27
where
z21 =
∫
VyΛQχ2(ϕ− 1), z22 = λs
λ
∫
ΛεΛQχ2(ϕ− 1),
z23 =
(λs
λ
+ b
) ∫
ΛQbΛQχ2(ϕ− 1), z24 =
(xs
λ
− 1) ∫ (Qb + ε)yΛQχ2(ϕ− 1),
z25 = −
(
bs + b2
) ∫ ∂Qb
∂b
ΛQχ2(ϕ− 1), z26 =
∫
ΨbΛQχ2(ϕ− 1),
z27 =
∫
εΛQχ2∂sϕ+
∫
εΛQ∂s(χ2)(ϕ− 1) .
First, we claim the following estimates
‖ΛQχ2‖L2 . |s|−
3θ
2 , ‖(ΛQχ2)y‖L2 . |s|−
5θ
2 , and ‖(ΛQχ2)yy‖L2 . |s|−
7θ
2 , (4.92)
which follow directly from the fact that ΛQ ∈ Y2 and from the definition of χ2 in (4.7). Recall
that B is a fixed universal constant chosen in (3.7).
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Estimate for z21. By using the definition of V in (4.8), we rewrite z21 as
z21 =
∫
(D1ε)yΛQχ2(ϕ− 1) +
∫ (
(1− 3Q2)ε)
y
ΛQχ2(ϕ− 1)− 3
∫ (
(Q2b −Q2)ε
)
y
ΛQχ2(ϕ− 1)
− 3
∫ (
Qbε
2)
y
ΛQχ2(ϕ− 1)−
∫
(ε3)yΛQχ2(ϕ− 1)
= z211 + z212 + z213 + z214 + z215 .
We estimate each term separately.
First, we see integrating by parts that
z211 = −
∫
(D1ε)(ΛQχ2)y(ϕ− 1)−
∫
(D1ε)ΛQχ2ϕy . (4.93)
We deduce from (3.16) and (4.92) that∣∣∣∣∫ D1ε(ΛQχ2)y(ϕ− 1)∣∣∣∣ . ‖D 12 ε‖L2‖D 12 ((ΛQχ2)y(ϕ− 1))‖L2
. N (ε)‖(ΛQχ2)y‖
1
2
L2‖
(
(ΛQχ2)y(ϕ− 1)
)
y
‖
1
2
L2
. C⋆|s|−1−2θ .
In order to deal with the second term on the right-hand side of (4.93), we see integrating by
parts again that
−
∫
D1εΛQχ2ϕy =
∫
Hε(ΛQχ2)yϕy +
∫
HεΛQχ2ϕyy .
From (3.19) and (4.92), we get∣∣∣∣∫ Hε(ΛQχ2)yϕy∣∣∣∣ . ‖ε‖L2‖(ΛQχ2)y‖L2 . |s|− 12− 5θ2 . |s|−2 ,
since θ > 35 . Moreover,
−
∫
HεΛQχ2ϕyy =
∫
εΛQχ2Hϕyy +
∫
ε[H,ΛQχ2]ϕyy .
From the definition of ϕ and Lemma 2.5, we have |Hϕyy| . ϕy. Thus, thanks to (4.92),∣∣∣∣∫ εΛQχ2Hϕyy∣∣∣∣ . ‖ΛQχ2‖L2 (∫ ε2ϕy) 12 . |s|− 3θ2 (∫ ε2ϕy) 12 .
We deduce from the Calderón commutator estimate (see (2.66) with l = 0 and m = 1) that∣∣∣∣∫ ε[H,ΛQχ2]ϕyy∣∣∣∣ . ‖ε‖L2∥∥[H,ΛQχ2]ϕyy∥∥L2 . ‖ε‖L2‖(ΛQχ2)y‖L∞‖ϕy‖L2 . |s|− 12−3θ .
Therefore, we conclude gathering those estimates that
|z211| . |s|− 12− 5θ2 + |s|− 3θ2
(∫
ε2ϕy
) 1
2
. (4.94)
Next, we see integrating by parts that
z212 = −6
∫
QQ′εΛQχ2(ϕ− 1)−
∫
(1− 3Q2)ε(ΛQχ2)y(ϕ− 1)−
∫
(1− 3Q2)εΛQχ2ϕy.
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Moreover, it follows from (3.19) and (4.92) that∣∣∣∣∫ QQ′εΛQχ2(ϕ− 1)∣∣∣∣ . ‖QQ′ΛQχ2‖L2‖ε‖L2 . |s|− 12− 13θ2 ,∣∣∣∣∫ (1− 3Q2)ε(ΛQχ2)y(ϕ− 1)∣∣∣∣ . ‖(ΛQχ2)y‖L2‖ε‖L2 . |s|− 12− 5θ2 ,
and ∣∣∣∣∫ (1− 3Q2)εΛQχ2ϕy∣∣∣∣ . ‖ΛQχ2‖L2 (∫ ε2ϕy) 12 . |s|− 3θ2 (∫ ε2ϕy) 12 .
Hence, we deduce that
|z212| . |s|− 12− 5θ2 + |s|− 3θ2
(∫
ε2ϕy
) 1
2
, (4.95)
for |s| large enough.
Integrating by parts again, we get
z213 = 3b
∫
(2QPb + bP 2b )ε
(
ΛQχ2(ϕ− 1)
)
y
,
so that
|z213| . |b|‖ε‖L2
∥∥( 1|y|2 + |b|)(ΛQχ2(ϕ− 1))y∥∥L2 . |s|− 52− 3θ2 . (4.96)
Similarly,
|z214| = 3
∣∣∣∣∫ (Q+ bPb)ε2(ΛQχ2(ϕ− 1))y
∣∣∣∣
. ‖ε‖2L2
∥∥( 1|y|2 + |b|)(ΛQχ2(ϕ− 1))y∥∥L∞
. |s|−2−2θ
(4.97)
and
|z215| =
∣∣∣∣∫ ε3(ΛQχ2(ϕ− 1))y
∣∣∣∣ . ‖ε‖3L3∥∥(ΛQχ2(ϕ− 1))y∥∥L∞ . |s|−2θ‖ε‖2L2‖D 12 ε‖L2
thanks to (2.64) (with p = 3), so that
|z215| . C⋆|s|−2−
3θ
2 . (4.98)
Therefore, we conclude gathering (4.94)-(4.98) that
|z21| . |s|− 12− 5θ2 + |s|− 3θ2
(∫
ε2ϕy
) 1
2
. (4.99)
Estimate for z22. We see integrating by parts that
z22 = −12
λs
λ
∫
εΛQχ2(ϕ− 1)− λs
λ
∫
εy(ΛQχ2)y(ϕ− 1)− λs
λ
∫
εyΛQχ2ϕy .
Hence, it follows from (3.19), (3.20) and (4.92) that
|z22| . C⋆|s|−1+ θ2 ‖
[
ε‖L2
(‖ΛQχ2‖L2 + ‖y(ΛQ)yχ2‖L2)+ (∫ ε2ϕy) 12 ‖yΛQχ2‖L2
]
. C⋆|s|− 32−θ + C⋆|s|−1
(∫
ε2ϕy
) 1
2
. |s|−2 + |s|− 3θ2
(∫
ε2ϕy
) 1
2
.
(4.100)
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Estimate for z23. Note that from the definition of Qb,
z23 =
(λs
λ
+ b
) ∫
(ΛQ)2χ2(ϕ− 1) +
(λs
λ
+ b
)
b
∫
ΛPbΛQχ2(ϕ − 1) .
Moreover, it follows from (3.19) and (3.20) that∣∣∣∣(λsλ + b)
∫
(ΛQ)2χ2(ϕ− 1)
∣∣∣∣ . C⋆|s|−1+ θ2 ∫
y<−B
4
|s|θ
1
|y|4 . C
⋆|s|−1− 5θ2
and∣∣∣∣(λsλ + b)b
∫
ΛPbΛQχ2(ϕ− 1)
∣∣∣∣ . |b|C⋆|s|−1+ θ2
(∫
y<−B
4
|s|θ
1
|y|2 + |b|
∫
−2|b|−1<y<−|b|−1
1
|y|
)
. C⋆|s|−2− θ2 .
Then, we deduce that
|z23| . C⋆|s|−2−
θ
2 , (4.101)
for |s| large enough.
Estimate for z24. We have after integrating by parts that
z24 =
(xs
λ
− 1) (∫ (Q+ bPb)yΛQχ2(ϕ− 1)− ∫ ε(ΛQχ2)y(ϕ− 1)− ∫ εΛQχ2ϕy
)
.
Moreover, we get from (3.19) and (4.92) that∣∣∣∣∫ (Q+ bPb)yΛQχ2(ϕ− 1)
∣∣∣∣ . ∫
y<−B
4
|s|θ
1
|y|5 + |b|
∫
y<−B
4
|s|θ
1
|y|4 + |b|
2
∫
χ′(|b|y)
|y|2 . |s|
−4θ ,∣∣∣∣∫ ε(ΛQχ2)y(ϕ− 1)∣∣∣∣ . ‖ε‖L2‖(ΛQχ2)y‖L2 . |s|− 12− 5θ2
and ∣∣∣∣∫ εΛQχ2ϕy∣∣∣∣ . ‖ΛQχ2‖L2 (∫ ε2ϕy) 12 . |s|− 3θ2 (∫ ε2ϕy) 12 .
Thus we conclude from (3.20) that
|z24| . C⋆|s|− 32−2θ + C⋆|s|−1−θ
(∫
ε2ϕy
) 1
2
. |s|−2. (4.102)
Estimate for z25. We recall from the definition of
∂Qb
∂b in (2.36) that
z25 = −
(
bs + b2
) ∫ (
Pb + yPχ
′
b
)
ΛQχ2(ϕ− 1) .
Moreover, ∣∣∣∣∫ PbΛQχ2(ϕ− 1)∣∣∣∣ . ∫
y<−B
4
|s|θ
1
|y|2 . |s|
−θ
and ∣∣∣∣∫ yPχ′bΛQχ2(ϕ− 1)∣∣∣∣ . |b| ∫ χ′(|b|y)|y| . |s|−1 .
Then, it follows from (3.21) that
|z25| . C⋆|s|−2− θ2 . |s|−2 . (4.103)
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Estimate for z26. We deduce from (2.27) and (4.92) that
|z26| . ‖Ψb‖L2‖ΛQχ2‖L2 . |s|−
3
2
− 3θ
2 . (4.104)
Estimate for z27. First, we compute ∂s(χ2)(s, y) = 4B θ|s|−θ−1yχ′( 4B y|s|−θ). Then,∣∣∣∣∫ εΛQ∂s(χ2)(ϕ− 1)∣∣∣∣ . |s|−1−θ‖ε‖L2
(∫
y<−B
4
|s|θ
1
|y|2
) 1
2
. |s|− 32− 3θ2 .
Second, using (4.27) and (4.92), we obtain∣∣∣∣∫ εΛQχ2∂sϕ∣∣∣∣ . |s|−1+θ‖ΛQχ2‖L2 (∫ ε2ϕy) 12 + |s|−1−θ‖ΛQχ2‖L2‖ε‖L2
. |s|−1− θ2
(∫
ε2ϕy
) 1
2
+ |s|− 32− 5θ2 .
Hence, we deduce that
|z27| . |s|− 32− 3θ2 + |s|−1− θ2
(∫
ε2ϕy
) 1
2
. (4.105)
Therefore, we conclude the proof of (4.77) gathering (4.99)-(4.105). 
4.5. Coercivity lemma. We state and prove two consequences of (2.6) and (3.23).
Lemma 4.6. There exits κ > 0 such that∫ [∣∣D 12 (ερ)∣∣2 + ε2 (ρ2 + ϕ
2
)
− 3Q2(ερ)2
]
≥ κ
∫ [∣∣D 12 (ερ)∣∣2 + ε2ρ2]+O(|s|−2+θ), (4.106)
where ρ is defined in (4.31), and
F ≥ κN (ε)2 +O(|s|−2+θ). (4.107)
Proof. Proof of (4.6). It is clear from the definitions of ϕ and ρ (see (3.8) and (4.31)) and
θ > 35 that ρ
2 . ϕ. More precisely, for y > −2|s| 35 , we have
1− ϕ(s, y) ≤ 1− ϕ(s,−2|s| 35 ) = φ(|s|
θ)− φ(− 2B |s|
3
5 + |s|θ)
φ(|s|θ) ≤ |s|
− 3
5 ,
and thus
ϕ(s) ≥ ρ2 − |s|− 35 . (4.108)
From the definition of ρ, we have
‖(1 − ρ)Q‖2L2 . ‖(1 − ρ2)Q‖2L2 . ‖Q‖2L2(y<−|s| 35 ) +
∫
1
(1 + y2)2
y2|s|−1
(1 + y2|s|−1)
. |s|− 95 + |s|−1
∫
1
(1 + y2)
1
(1 + y2|s|−1) . |s|
−1.
58 Y. MARTEL AND D. PILOD
Thus, by (3.19), (3.23),
|(ερ,Q)| = |(ε,Q) − (ε, (1 − ρ)Q)| . |(ε,Q)| + ‖(1 − ρ)Q‖L2‖ε‖L2
. (C⋆)2|s|−2+θ + |s|− 12‖ε‖L2 . |s|−1. (4.109)
By a similar argument, using (3.23) we obtain
|(ερ,Q′)|+ |(ερ,ΛQ)| . |s|−1 . (4.110)
Therefore, applying (2.6) to ερ, we find∫ [∣∣D 12 (ερ)∣∣2+ ε2 (ρ2 + ϕ
2
)
− 3Q2(ερ)2
]
≥
∫ [∣∣D 12 (ερ)∣∣2 + ε2ρ2 − 3Q2(ερ)2]+O (|s|− 35 ‖ε‖2L2)
≥ κ
∫ [∣∣D 12 (ερ)∣∣2 + ε2ρ2]+O(|s|− 85 ),
and the result follows since 85 > 2− θ.
Proof of (4.107). First, we observe that∣∣∣((Qb + ε)4 −Q4b − 4Q3bε) − 6Q2ε2∣∣∣ . |s|−1|ε|2 + |ε|3 + |ε|4,
and thus, using (2.64) with p = 4 (which implies ‖ε‖2L4 . ‖ε‖L2‖ε‖H˙ 12 . C
⋆|s|− 32+ θ2 ),∣∣∣∣∫ ((Qb + ε)4 −Q4b − 4Q3bε)− 6Q2ε2∣∣∣∣ . |s|−1‖ε‖2L2 + ‖ε‖L2‖ε‖2L4 + ‖ε‖4L4
. |s|−2 + C⋆|s|−2+ θ2 + (C⋆)2|s|−3+θ . |s|−2+θ.
(4.111)
Next, using (4.43), we have∫
|D 12 ε|2 ≥
∫
|D 12 ε|2ρ2 ≥
∫
|D 12 (ερ)|2 +O(|s|−2+θ) +O(|s|− 120 ‖D 12 (ερ)‖2L2).
Thus, using also (4.108), (4.46) and (4.111), we obtain
F ≥ κ
4
N (ε)2 +
∫ [(
1− κ
4
)
|D 12 (ερ)|2 +
(
1− κ
4
)
(ερ)2 − 3Q2(ερ)2
]
+O(|s|−2+θ) +O(|s|− 120 ‖D 12 (ερ)‖2L2)
≥ κ
8
N (ε)2 +O(|s|−2+θ),
applying (2.6) on ερ as before.
For future reference, we claim the following bound
|F | . N (ε)2 + |s|−2+θ. (4.112)
Indeed, (4.112) is a direct consequence of (4.111) and the estimate
∫
Q2ε2 .
∫
ε2ϕ . N (ε)2.

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4.6. Closing estimates on ε. Let
H =
(
1− K
p0
)
F
λ
+G+
1
2p0
K2 − 1
p0
KZ
λ
. (4.113)
Proposition 4.7. For |S0| large enough, possibly depending on C⋆ and for all s ∈ I⋆, the
following hold
(i) Bound.
|H(s)| . N (ε)
2
λ
+ |s|−1+θ. (4.114)
(ii) Coercivity. There exists κ > 0 such that
H(s) ≥ κN (ε)
2
λ
+O(|s|−1+θ). (4.115)
(iii) Estimate of the time derivatives.
dH
ds
. C⋆|s|−2+θ. (4.116)
Proof. Proof of (4.114). Recall from (4.29), (4.53) and (4.74) that
|G|+K2 + |KZ|
λ
. |s|− 12 + |s|−2+2θ . |s|− 12 . (4.117)
By (4.117) and (4.112), we obtain (4.114).
Proof of (4.115). By (4.117) and (4.107), we observe that
H(s) ≥ κN (ε)
2
λ
+O(|s|−1+θ) +O(|s|− 12 ),
which implies (4.115).
Proof of (4.116). First, from (4.4) and (4.30), we have
d
ds
(
F
λ
+G
)
+
1
4λ
∫
ε2ϕy ≤ −2
∫ ∣∣D 12 (ερ)∣∣2 − ∫ (ερ)2 − ∫ ε2ϕ+ 6 ∫ Q2(ερ)2
−
(
λs
λ
+ b
)(
F
λ
−K + Z
λ
)
+O(C⋆|s|−2+θ) +O(|s|− 120 ‖D 12 (ερ)‖2L2) .
(4.118)
Second, from (4.4) and (3.20), (4.53), (4.74), we have∣∣∣∣ dds
(
F
λ
)∣∣∣∣ . 1λ
∫
ε2ϕy + (C⋆)2|s|−2+
3θ
2 . (4.119)
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From (4.54) and then (4.53), (4.119), (4.112),∣∣∣∣ dds
(
KF
λ
)
+ p0
(
λs
λ
+ b
)
F
λ
∣∣∣∣ (4.120)
.
∣∣∣∣K dds
(
F
λ
)∣∣∣∣+
((∫
ε2ϕy
) 1
2
+ |s|−2+ 3θ2
)
F
λ
. C⋆|s|−1+θ 1
λ
∫
ε2ϕy + (C⋆)3|s|−3+
5θ
2 +
((∫
ε2ϕy
) 1
2
+ (C⋆)2|s|−2+ 3θ2
)
(C⋆)2|s|−1+θ
≤ p0
20λ
∫
ε2ϕy +O(|s|−2+θ). (4.121)
Therefore, combining (4.118) and (4.121),
d
ds
((
1− K
p0
)F
λ
+G
)
+
1
5λ
∫
ε2ϕy ≤ −2
∫ ∣∣D 12 (ερ)∣∣2 − ∫ (ερ)2 − ∫ ε2ϕ
−
(
λs
λ
+ b
)(
−K + Z
λ
)
+O(C⋆|s|−2+θ) +O(|s|− 120 ‖D 12 (ερ)‖2L2) . (4.122)
From (4.54) and then (4.53),
1
2p0
d
ds
(K2) =
KKs
p0
= −
(
λs
λ
+ b
)
K +O
(
K
(∫
ε2ϕy
) 1
2
)
+O
(
K(C⋆)2|s|−2+ 3θ2
)
≤ −
(
λs
λ
+ b
)
K +
1
20λ
∫
ε2ϕy +O
(
λK2
)
+O
(
K(C⋆)2|s|−2+ 3θ2
)
≤ −
(
λs
λ
+ b
)
K +
1
20λ
∫
ε2ϕy +O
(
|s|−2+θ
)
.
(4.123)
Moreover, from (4.54) and (4.76), (4.77),
− 1
p0
d
ds
(
KZ
λ
)
= − 1
p0
KsZ
λ
− 1
p0
KZs
λ
+
1
p0
λs
λ
KZ
λ
=
(
λs
λ
+ b
)
Z
λ
+O
((∫
ε2ϕy
) 1
2 Z
λ
)
+O
(
(C⋆)2|s|−2+ 3θ2 Z
λ
)
+O
(
K
λ
|s|−2
)
+O
(
K
λ
|s|− 3θ2
(∫
ε2ϕy
) 1
2
)
+O
(
λs
λ
KZ
λ
)
.
(4.124)
Thus, using (3.20), and then (4.53), (4.74),
− 1
p0
d
ds
(
KZ
λ
)
≤
(
λs
λ
+ b
)
Z
λ
+
1
20λ
∫
ε2ϕy +O
(
Z2
λ
)
+O
(
|s|−3θK
2
λ
)
+O
(
(C⋆)2|s|−2+ 3θ2 Z
λ
)
+O
(
K
λ
|s|−2
)
+O
(
C⋆|s|−1+ θ2 KZ
λ
)
≤
(
λs
λ
+ b
)
Z
λ
+
1
20λ
∫
ε2ϕy +O(|s|−2+θ).
(4.125)
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Thus, setting H =
(
1− Kp0
)
F
λ +G+
1
2p0
K2 − 1p0 KZλ , we see that
d
ds
H +
1
10λ
∫
ε2ϕy ≤ −2
∫ ∣∣D 12 (ερ)∣∣2 − ∫ (ερ)2 − ∫ ε2ϕ+ 6 ∫ Q2(ερ)2
+O(C⋆|s|−2+θ) +O(|s|− 120 ‖D 12 (ερ)‖2L2) .
(4.126)
Using (4.106), we obtain
d
ds
H +
1
10λ
∫
ε2ϕy +
κ
2
∫ [(
D
1
2 (ερ)
)2 + ε2ρ2] . C⋆|s|−2+θ, (4.127)
which implies (4.116). 
Observe by (3.12), (3.14) and (4.114) that
|H(Sn)| . |Sn|−1+θ. (4.128)
Let s ∈ I⋆. Integrating (4.116) on [Sn, s], we obtain
H(s)−H(Sn) . C⋆|s|−1+θ.
Therefore, by (4.128), (4.115) and λ(s) ∼ |s|−1, we obtain
N (ε)2 ≤ C2C⋆|s|−2+θ,
where the constant C2 above does not depend on C⋆ nor on n. Now, we fix the positive
constant C⋆ so that C⋆ = 4C2. Then, we deduce
N (ε) ≤ C
⋆
2
|s|−1+ θ2 , (4.129)
which strictly improves (3.16).
5. Parameters estimates
In this section, we finish the proof of Proposition 3.3 by closing the estimates for the
parameters µn(s), λn(s), bn(s) and xn(s). Indeed, we strictly improve estimates (3.13), (3.14)
and (3.15).
We consider an arbitrary n ≥ n0. As in Sect. 4, for the sake of simplicity, we will omit the
subscript n in this section and write µ, λ, b, x and ε for µn, λn, bn, xn and εn. Recall that
the constant C⋆ has been fixed in Sect. 4, thus from now on, we omit to mention dependency
in C⋆.
5.1. Refined scaling control. Recall that we set
ρ(y) =
∫ y
−∞
ΛQ(y′)dy′, J(s) =
∫
ε(s, y)ρ(y)χ(−y|s|− 23 )dy, (5.1)
and
µ(s) = |1− J(s)| 1p0 λ(s). (5.2)
Such a functional J(s) was introduced in [37, 38] in similar context (see also [11]). It corre-
sponds to the fact that the orthogonality (ε,ΛQ) is not especially interesting for the estimate
of λs. Indeed, from (3.19) and (3.20), the best information one can get is |λsλ | . C⋆|s|−1+
θ
2 .
Thus, one needs to introduce a functional related to the cancellation (ΛQ,Q) = 0. Unlike for
NLS-type equation, where such cancellation can be used easily (see e.g. [55]), the fact that
ρ 6∈ L2 creates serious difficuty and imposes the use of cut-off term in the definition of J . We
claim the following result.
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Lemma 5.1. For |S0| large enough and for all s ∈ I⋆,
|J(s)| . |s|− 23+ θ2 , (5.3)∣∣∣∣dJds − p0
(
λs
λ
+ b
)∣∣∣∣ . |s|− 43+ θ2 , (5.4)∣∣∣∣µsµ + b
∣∣∣∣ . |s|− 43+ θ2 . (5.5)
Remark 5.1. Since θ < 23 , we see that from (5.5),
∣∣∣µsµ + b∣∣∣≪ |s|−1, while |b| ∼ |s|−1, thus this
estimate is much more precise than |λsλ | . C⋆|s|−1+
θ
2 .
Proof. First, we see by using the decay of ρ and (3.16) that
|J(s)| .
∫
y<0
|ε(s, y)|
1 + |y| dy +
∫
0<y<2|s|
2
3
|ε(s, y)|dy . ‖ε(s)‖L2 + |s|
1
3N (ε) . |s|− 23+ θ2 ,
which proves (5.3).
Now, we use (2.53) to compute dJds ,
dJ
ds
=
∫
εsρχ(−y|s|−
2
3 )− 2
3
|s|−1
∫
y|s|− 23χ′(−y|s|− 23 )ρε
= j1 + j2 + j3 + j4 + j5 + j6 + j7
where
j1 =
∫
Vyρχ(−y|s|−
2
3 ), j2 =
λs
λ
∫
Λερχ(−y|s|− 23 ),
j3 = (
λs
λ
+ b)
∫
ΛQbρχ(−y|s|−
2
3 ), j4 = (
xs
λ
− 1)
∫
(Qb + ε)yρχ(−y|s|−
2
3 ),
j5 = −(bs + b2)
∫
∂Qb
∂b
ρχ(−y|s|− 23 ), j6 =
∫
Ψbρχ(−y|s|−
2
3 ),
j7 = −23 |s|
−1
∫
y|s|− 23χ′(−y|s|− 23 )ερ.
Estimate for j1.
j1 = −
∫
Lε(ρχ(−y|s|− 23 ))
y
+ 3
∫
(Q2b −Q2)ε
(
ρχ(−y|s|− 23 ))
y
+
∫ (
3Qbε2 + ε3
)(
ρχ(−y|s|− 23 ))
y
= j1,1 + j1,2 + j1,3 .
First, using ρ′ = ΛQ and LΛQ = −Q,
j1,1 = −
∫
εL(ΛQχ(−y|s|− 23 )) + |s|− 23
∫
εL(ρχ′(−y|s|− 23 ))
=
∫
εQ+
∫
εL(ΛQ(1 − χ(−y|s|− 23 ))) + |s|− 23
∫
εL(ρχ′(−y|s|− 23 )) .
Note from (3.19) that∣∣∣∣∫ εD1(ΛQ(1− χ(−y|s|− 23 ))∣∣∣∣ . ‖ε‖L2‖(ΛQ(1 − χ(−y|s|− 23 ))y‖L2 . |s|− 136 ,
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. ‖ε‖L2 |s|−1 . |s|−
3
2 ,
∣∣∣∣∫ εD1(ρχ′(−y|s|− 23 ))∣∣∣∣ . ‖ε‖L2‖(ρχ′(−y|s|− 23 ))y‖L2 . ‖ε‖L2 |s|− 13 . |s|− 56 ,
and by (3.16)∣∣∣∣∫ ε(1− 3Q2)(ρχ′(−y|s|− 23 ))∣∣∣∣ . N (ε)‖χ′(−y|s|− 23 )‖L2 . N (ε)|s| 13 . |s|− 23+ θ2 .
Thus, using also | ∫ εQ| . |s|−2+θ . |s|− 43+ θ2 (see (3.23)), we deduce that
|j1,1| . |s|−
4
3
+ θ
2 .
Next,
|j1,2| . |b|‖ε‖L2‖
(
ρχ(−y|s|− 23 ))
y
‖L2 . |s|−
3
2 ,
and using (2.64)
|j1,3| .
(N (ε)2 + |b|‖ε‖2L2 + ‖ε‖2L2‖D 12 ε‖L2)‖(ρχ(−y|s|− 23 ))y∥∥L∞ . |s|−2+θ . |s|− 43 .
Hence, we deduce combining those estimates that
|j1| . |s|− 43+ θ2 . (5.6)
Estimate for j2.
j2 = −λs
λ
∫
εΛ(ρχ(−y|s|− 23 )) = −1
2
λs
λ
J − λs
λ
∫
εy(ρχ(−y|s|− 23 ))y.
Note that∣∣∣∣∫ εy(ρχ(−y|s|− 23 ))y∣∣∣∣ . ∣∣∣∣∫ εyΛQχ(−y|s|− 23 )∣∣∣∣+ |s|− 23 ∣∣∣∣∫ εyρχ′(−y|s|− 23 )∣∣∣∣
. ‖ε‖L2 + |s|
1
3N (ε) . |s|− 23+ θ2 .
Thus, by (5.3) and then (3.20),
|j2| .
(∣∣∣∣λsλ + b
∣∣∣∣+ |b|) |s|− 23+ θ2 . |s|− 53+θ . |s|− 43+ θ2 . (5.7)
Estimate for j3. For the term j3, we first note from (2.17) that∫
ρΛQ =
1
2
(
lim
y→+∞
ρ(y)
)2
=
1
8
(∫
Q
)2
= p0 .
By the decay properties of Q, P and ρ,∣∣∣∣∫ (ΛPb)ρχ(−y|s|− 23 )∣∣∣∣ . ∫
−2|b|−1<y<|s|
2
3
dy
1 + |y| . | ln |b||+ | ln |s|| . | ln |s|| . (5.8)
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Thus, ∫
(ΛQb)ρχ(−y|s|−
2
3 ) =
∫
ρ(ΛQ)χ(−y|s|− 23 ) + b
∫
(ΛPb)ρχ(−y|s|−
2
3 )
=
∫
ρΛQ+
∫
ρΛQ
(
χ(−y|s|− 23 )− 1)+O(|s|−1| ln |s||)
= p0 +O(|s|−
2
3 ) .
Therefore, by (3.20), ∣∣∣∣j3 − p0 (λsλ + b
)∣∣∣∣ . |s|− 53+ θ2 . |s|− 43+ θ2 . (5.9)
Estimate for j4. Similarly, since
∫
ρQ′ = − ∫ ρ′Q = − ∫ QΛQ = 0, we have∫
Q′bρχ(−y|s|−
2
3 ) = O(|s|− 23 ).
Moreover, ∫
εyρχ(−y|s|−
2
3 ) = −
∫
ερ′χ(−y|s|− 23 ) + |s|− 23
∫
ερχ′(−y|s|− 23 ),
and so ∣∣∣∣∫ εyρχ(−y|s|− 23 )∣∣∣∣ . ‖ε‖L2 . |s|− 12 .
From (3.20), we obtain
|j4| . |s|−1+
θ
2 |s|− 12 . |s|− 32+ θ2 . (5.10)
Estimate for j5. By (2.36) and the decay properties of P and ρ (as in (5.8)), one has∣∣∣∣∫ ∂Qb∂b ρχ(−y|s|− 23 )
∣∣∣∣ . ∫ |Pb||ρ|χ(−y|s|− 23 ) + ∫
−2|b|−1<y<−|b|−1
|ρ| . ln |s| .
Thus, using (3.22),
|j5| . |s|−2+
θ
2 ln |s| . |s|− 43+ θ2 . (5.11)
Estimate for j6. Next, by (2.27) and the properties of ρ,
|j6| =
∣∣∣∣∫ Ψbρχ(−y|s|− 23 )∣∣∣∣ . ‖Ψb‖L2‖ρχ(−y|s|− 23 )‖L2 . ‖Ψb‖L2 |s| 13 . |s|− 76 . |s|− 43+ θ2 .
(5.12)
Estimate for j7. Note by the definition of χ,
|j7| . |s|−1
∫
|s|
2
3 <y<2|s|
2
3
|ε| . |s|− 23 ‖ε‖L2 . |s|−
7
6 . |s|− 43+ θ2 . (5.13)
Therefore, combining estimates (5.6)-(5.13), we obtain (5.4).
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Now, we prove (5.5). Since µ = (1 − J) 1p0 λ, by direct computations and then (5.4), (3.20)
and (5.3), we have∣∣∣∣p0(1− J)(µsµ + b
)∣∣∣∣ = ∣∣∣∣p0(1− J)(λsλ + b
)
− Js
∣∣∣∣
≤
∣∣∣∣p0 (λsλ + b
)
− Js
∣∣∣∣+ p0 ∣∣∣∣J (λsλ + b
)∣∣∣∣
. |s|− 43+ θ2 + |s|− 53+θ . |s|− 43+ θ2 ,
which proves (5.5), since θ < 23 . 
5.2. Closing parameter estimates. Let S0 < 0 and n0 ∈ N, with |S0| and n0 to be fixed
large enough. Set
α =
1
6
− θ
4
∈
(
0,
1
60
)
from the condition (3.7) on θ.
Let s ∈ I⋆. From (3.20), ∣∣∣xs
λ
− 1
∣∣∣ . |s|−1+ θ2 . (5.14)
Moreover, from (5.3), (5.5) and b = −λ,∣∣∣∣µλ − 1
∣∣∣∣ . |J | . |s|− 23+ θ2 and ∣∣∣µs − µ2∣∣∣ ≤ |µ| ∣∣∣∣µsµ + b
∣∣∣∣+ |µλ| ∣∣∣∣µλ − 1
∣∣∣∣ . |s|−2−2α . (5.15)
First, we observe from (3.13), (3.19) and (5.15) that∣∣∣∣λ(s)− 1|s|
∣∣∣∣ ≤ λ(s) ∣∣∣∣1− µ(s)λ(s)
∣∣∣∣+ ∣∣∣∣µ(s)− 1|s|
∣∣∣∣ . |s|−1−α < 12 |s|−1−α2 , (5.16)
for |S0| large enough. Since b = −λ, this strictly improves estimates (3.14) on b(s) and λ(s).
Second, we improve the estimate on |x(s)+ln(|s|)| in (3.15). From (5.14), (3.19) and (5.16),
we have ∣∣∣xs + 1
s
∣∣∣ ≤ |xs − λ(s)|+ ∣∣∣∣λ(s)− 1|s|
∣∣∣∣ . |s|−1−α .
Integrating on [Sn, s], using xin = − ln(|Sn|), we obtain
|x(s) + ln(|s|)| . |s|−α . (5.17)
As before, this strictly improves (3.15) on x(s) for |S0| large enough.
The last step of the proof is to strictly improve (3.13) on µ by adjusting the initial value
of λ, i.e. λin using a contradiction argument. See [19] for a similar argument. Note that such
an indirect argument is needed because the estimate (5.15) is relatively tight, which prevents
us from choosing explicitly the value of λin. Let
µin = µ(Sn) = (1− J(Sn))
1
p0 λin. (5.18)
First, we prove that there exists at least a choice of µin ∈ [|Sn|−1−|Sn|−1−α, |Sn|−1+|Sn|−1−α]
that allows to strictly improve the bootstrap bound (3.13) on I⋆ using (5.15). Second, since
the dependency of µin on λin in (5.18) is implicit (recall from (3.6) that ε(Sn) and thus J(Sn)
depends on λin), we need to check that the the image of the map
: λin ∈ [|Sn|−1 − |Sn|−1−
α
2 , |Sn|−1 + |Sn|−1−
α
2 ] 7→ µin
contains the interval [|Sn|−1 − |Sn|−1−α, |Sn|−1 + |Sn|−1−α].
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Assume for the sake of contradiction that for any µ♯ ∈ [−1, 1], the choice µin = |Sn|−1 +
µ♯|Sn|−1−α leads to S⋆n(µ♯) = S⋆n < S0. By (4.129), (5.16) and (5.17), we have strictly
improved (3.14), (3.15) and (3.16). Thus, at S⋆n, (3.13) is saturated, which means that∣∣∣µ(S⋆n)− |S⋆n|−1∣∣∣ = |S⋆n|−1−α. (5.19)
Define the function Φ by
Φ : µ♯ ∈ [−1, 1] 7→
(
µ(S⋆n)− |S⋆n|−1
)
|S⋆n|1+α ∈ {−1, 1}.
Set
f(s) =
(
µ(s) + s−1
)2
(−s)2+2α.
Then, using (5.15) and (3.13),
f ′(s) = 2
(
µ(s) + s−1
)(
µs(s)− s−2
)
(−s)2+2α − 2(α+ 1)
(
µ(s) + s−1
)2
(−s)1+2α
= 2
(
µ(s) + s−1
) (
µ2(s)− s−2 +O(|s|−2−2α)
)
(−s)2+2α
− 2(1 + α)
(
µ(s) + s−1
)2
(−s)1+2α
= 2
(
µ(s) + s−1
) (
µ2(s)− s−2
)
(−s)2+2α +O(|s|−1−α)
− 2(1 + α)
(
µ(s) + s−1
)2
(−s)1+2α
= 2
(
µ(s) + s−1
)2 (
µ(s) + (1 + 2α)s−1
)
(−s)2+2α +O(|s|−1−α).
In particular, by (5.19),
f(S⋆n) = 1 and f
′(S⋆n) = 4α|S⋆n|−1 +O(|S⋆n|−1−α) > 3α|S⋆n|−1, (5.20)
for |S⋆n| > |S0| large enough. It follows from the transversality property (5.20) that the map
µ♯ 7→ S⋆n is continuous. Indeed, first, let µ♯ ∈ (−1, 1) so that Sn < S⋆n and let 0 < ǫ < S⋆n−Sn
small. By (5.20), there exists δ > 0 such that f(S⋆n + ǫ) > 1 + δ and, for all s ∈ [Sn, S⋆n − ǫ],
f(s) < 1− δ. By continuity of the flow for the mBO equation, there exists η > 0 such for all
µ˜♯ ∈ (−1, 1) with |µ˜♯−µ♯| < η, the corresponding f˜ satisfies |f˜(s)−f(s)| < δ/2 on [Sn, S⋆n+ǫ].
This has two consequences : first, for all s ∈ [Sn, S⋆n − ǫ], f˜(s) < 1− δ2 and thus S˜⋆n > S⋆n − ǫ;
second, f˜(S⋆n + ǫ) > 1 +
δ
2 and thus S˜
⋆
n ≤ S⋆n + ǫ, which proves continuity of µ♯ 7→ S⋆n on
(−1, 1).
Moreover, we see that for µ♯ = −1 and µ♯ = 1, f(Sn) = 1 and f ′(Sn) > 0 (see (5.20)), and
thus in this case S⋆n = Sn. By similar arguments as before, µ
♯ 7→ S⋆n is continuous on [−1, 1].
Therefore, the function Φ is also continuous from [−1, 1] to {1,−1}, but this is a contra-
diction with Φ(−1) = −1 and Φ(1) = 1.
It follows that there exists at least a value of µ♯ ∈ (−1, 1) such that µin = |Sn|−1 +
µ♯|Sn|−1−α leads to S⋆n = S0.
As announced, now we check that this value of µin indeed corresponds to a choice of
λin satisfying (3.18). This will finish the proof of Proposition 3.3. For this, we set Ωn =
[n−1 − n−1−α2 , n−1 + n−1−α2 ] and we study the map:
λin ∈ Ωn 7→ µin = (1− J(Sn))
1
p0 λin =
(
1−
∫
εin(y)ρ(y)χ(−yn− 23 )dy
) 1
p0
λin,
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where from (3.4) and (2.19), εin = −ainQ+ λinχ(yλin)P . From the definition of ain in (3.2)
and (2.3), it is clear that the map : λin 7→ ain is independent of n, smooth and bijective in a
neighborhood of 0 and da
in
dλin
|λin=0 = p0/
∫
Q2 > 0. Since
d
dλin
∫
εinρχ(−yn− 23 )
= −da
in
dλin
∫
Qρχ(−yn− 23 ) +
∫
χ(yλin)Pρχ(−yn− 23 ) + λin
∫
yχ′(yλin)Pρ,
where |yρ(y)| . 1 for y < −1, we see that the map : λin 7→ µin(λin) is C1 on Ωn and that
dµin
dλin
|λin∈Ωn ∈ [12 , 32 ] for all n large enough. Moreover, by the properties of P and ρ,
µin|λin=n−1 = n−1(1 +O(n−1 log n)),
µin|
λin=n−1+n−1−
α
2
≥ µin|λin=n−1 +
1
2
n−1−
α
2 ≥ n−1 + 2n−1−α,
for n ≥ n0, n0 large enough. Therefore, for n large enough, the map µin is one-to-one from
Ωn to µin(Ωn) and µin(Ωn) contains the interval [n−1 − n−1−α, n−1 + n−1−α].
6. Compactness arguments
Going back to the original variables (t, x), we claim from Proposition 3.3 that there exist
n0 > 0 large and t0 > 0 small such that for any n ≥ n0, the solutions {un} defined in Sect. 3.1
satisfy, for all t ∈ [Tn, t0],
‖εn(t)‖L2 . t
1
2 , ‖εn(t)‖
H˙
1
2
+ ‖εn(t)‖
L2(y>−t−
3
5 )
. t
2
3
+2α.
|λn(t)− t|+ |bn(t) + t| . t1+
α
2 , |xn(t) + | ln t|| . t
α
2 .
(6.1)
(Recall that α = 16 − θ4 ∈ (0, 160).) Indeed, from (3.14), we have λn(s) = |s|−1 + O(|s|−1−
α
2 )
and so (3.5) rewrites as
t− Tn =
∫ s
Sn
λ2n(s
′)ds′ =
(
|s|−1 − |Sn|−1
)
+O(|s|−1−α2 ).
Since |Sn|−1 = Tn, it follows that t = |s|−1 +O(|s|−1−α2 ) as |s| → +∞ and, equivalently,
|s|−1 = t+O(t1+α2 ), |s| = t−1 +O(t−1+α2 ) as t ↓ 0. (6.2)
Thus, the estimates on λn(t), bn(t) and xn(t) in (6.1) follow directly from (3.14), (3.15) and
(6.2). The estimates on ‖εn(t)‖L2 and ‖εn(t)‖H˙ 12 follow from (3.16) and (3.19). Finally, from
the definition of ϕ in (3.8), it follows that for y > −|s|θ, ϕ(s, y) & 1. Thus, from (3.16), we
have ∫
y>−|s|θ
ε2n(s, y)dy . |s|−2+θ.
Since t−
3
5 < |s|θ choosing t0 small enough, we also obtain∫
y>−t−
3
5
ε2n(t, y)dy . t
2−θ = t
4
3
+4α. (6.3)
This completes the proof of (6.1).
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These estimates imply that the sequences {λn(t0)}, {xn(t0} are bounded, and the sequence
{vn} defined by
vn = λ
1
2
n (t0)un(t0, λn(t0) ·+xn(t0)) = Qbn(t0) + εn(t0)
is bounded in H
1
2 . Therefore, there exist subsequences {vnk}, {λnk(t0)}, {xnk(t0)} and v∞ ∈
H
1
2 , λ∞ > 0, x∞, such that
vnk ⇀
k→∞
v∞ weakly in H
1
2 , λnk(t0) →
k→+∞
λ∞ and xnk(t0) →
k→∞
x∞ . (6.4)
Let vk be the maximal solution of (1.1) such that vk(0) = vnk and let (λk, xk, bk, εk) be
its decomposition as given by Lemma 2.12. Then, by the scaling invariance (1.4) and the
uniqueness of the Cauchy problem,
vk(t, ·) = λ
1
2
nk(t0)unk
(
t0 + λ2nk(t0)t, λnk(t0) ·+xnk(t0)
)
, ∀ t ∈ [− t0 − Tnk
λ2nk(t0)
, 0
]
.
Hence, it follows from the uniqueness of the decomposition in Lemma 2.12 that
λk(t) =
λnk(t0 + λ
2
nk
(t0)t)
λnk(t0)
, xk(t) =
xnk(t0 + λ
2
nk
(t0)t)− xnk(t0)
λnk(t0)
,
bk(t) = bnk(t0 + λ
2
nk
(t0)t) , εk(t) = εnk(t0 + λ
2
nk
(t0)t) .
(6.5)
Now let T1 > 0 be such that T1 < t0λ2∞ , so that we may apply Lemma 2.14 to vk(t) on [−T1, 0],
since the conditions (2.63) are fulfilled for k large enough on such an interval. We obtain
that the solution v(t) of (1.1) such that v(0) = v∞ exists on
(
− t0λ2∞ , 0
]
, and its decomposition
(λv, xv , bv, εv) satisfies, for all t ∈
(
− t0λ2∞ , 0
]
,
λk(t) →
k→+∞
λv(t), xk(t) →
k→+∞
xv(t), bk(t) →
k→+∞
bv(t), εk(t) ⇀
k→+∞
εv(t) weak in H
1
2 .
(6.6)
Then we define the solution S(t) of (1.1), for all t ∈ (0, t0], by
S(t, x) =
1
λ
1
2
∞
v
(
t− t0
λ2∞
,
x− x∞
λ∞
)
,
and denote (λ, x, b, ε) its decomposition. Once again, the uniqueness of the decomposition in
Lemma 2.12 yields
λ(t) = λ∞λv
( t− t0
λ2∞
)
, x(t) = x∞ + λ∞xv
( t− t0
λ2∞
)
,
b(t) = bv
( t− t0
λ2∞
)
, ε(t) = εv
( t− t0
λ2∞
)
.
(6.7)
Therefore, we obtain gathering (6.4)-(6.7), for all t ∈ (0, t0],
λnk(t) →
k→+∞
λ(t), xnk(t) →
k→+∞
x(t), bnk(t) →
k→+∞
b(t), εnk(t) ⇀
k→+∞
ε(t) weak in H
1
2 ,
which implies together with (6.1) that
‖ε(t)‖L2 . t
1
2 , ‖ε(t)‖
H˙
1
2
+ ‖ε(t)‖
L2(y>−t−
3
5 )
. t
2
3
+4α,
|λ(t)− t|+ |b(t) + t| . t1+α2 , |x(t) + | ln t|| . tα2 .
(6.8)
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Since λ(t)→ 0 as t ↓ 0, the solution S(t) blows up at time 0. Moreover, by weak convergence
and (3.3), we have
‖S(t)‖L2 = ‖v∞‖L2 ≤ lim inf
k→+∞
‖vnk‖L2 = lim inf
k→+∞
‖unk(t0)‖L2 = lim inf
k→+∞
‖unk(Tnk)‖L2 = ‖Q‖L2 ,
and thus ‖S(t)‖L2 = ‖Q‖L2 (recall that solutions with ‖u0‖L2 < ‖Q‖L2 are global and
bounded in H
1
2 ).
To finish the proof of Theorem 1.1, we recall that
S(t, x) =
1
λ
1
2 (t)
(
Q+ b(t)Pb(t) + ε
)(
t,
x− x(t)
λ(t)
)
, (6.9)
and so
D
1
2S(t, x) =
1
λ
1
2 (t)
D
1
2Q
(
t,
x− x(t)
λ(t)
)
+
b(t)
λ
1
2 (t)
D
1
2Pb(t)
(
t,
x− x(t)
λ(t)
)
+
1
λ
1
2 (t)
D
1
2 ε
(
t,
x− x(t)
λ(t)
)
,
(6.10)
By (2.23) and (6.8), we have ‖b(t)Pb(t)‖L2 . |b|
1
2 . t
1
2 and ‖ε‖L2 . t
1
2 . Thus,∥∥∥∥∥S(t)− 1λ 12 (t)Q
(
.− x(t)
λ(t)
)∥∥∥∥∥
L2
. t
1
2 . (6.11)
Similarly, it follows from (2.23) and (6.8) that λ−
1
2 ‖bD 12Pb‖L2 . λ−
1
2 |b|| ln |b|| 12 . t 12 | ln t| 12
and λ−
1
2‖D 12 ε‖L2 . t
1
6
+4α, and thus∥∥∥∥D 12 [S(t)− 1λ1/2(t)Q
(
.− x(t)
λ(t)
)]∥∥∥∥
L2
. t
1
6 . (6.12)
Note to finish that (6.11) and (6.12) imply (1.8).
Remark 6.1. Note that by (6.8), we get the estimate |λ(t)t − 1| . t
α
2 , and thus∥∥∥∥S(t)− 1
t
1
2
Q
(
.+ | ln t|)
t
)∥∥∥∥
L2
. t
α
2 ,
but such an estimate cannot be established in H
1
2 because of the singularity. This reflects a
certain lack of precision of the ansatz Qb. As observed in Remark 2.1, it does not seem clear
how to improve the ansatz without creating serious additional technical difficulties.
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