We present a continuous formulation of machine learning, as a problem in the calculus of variations and differential-integral equations, very much in the spirit of classical numerical analysis and statistical physics. We demonstrate that conventional machine learning models and algorithms, such as the random feature model, the shallow neural network model and the residual neural network model, can all be recovered as particular discretizations of different continuous formulations. We also present examples of new models, such as the flow-based random feature model, and new algorithms, such as the smoothed particle method and spectral method, that arise naturally from this continuous formulation. We discuss how the issues of generalization error and implicit regularization can be studied under this framework.
Introduction
We present a continuous formulation of machine learning. As usual this continuous formulation consists of three components: a representation of functions, a loss functional and a training dynamics. For representations of functions, we will discuss the transform-based models and the more advanced flow-based models. For the loss functional, we give examples that arise in supervised and unsupervised learning, as well as examples from calculus of variations and partial differential equations (PDEs). For training dynamics, we divide the unknown parameters into two classes: conserved and non-conserved. For non-conserved parameters, we use what is known in the physics literature as the model A dynamics [36] , namely gradient flow in the usual L 2 metric. For conserved parameters, we use what is known as the model B dynamics [36] , which often coincides with the gradient flow in the Wasserstein metric [37] .
In this framework, machine learning becomes a calculus of variations or PDE-type problem, and different numerical algorithms can be used to discretize these continuous models. In particular, shallow neural network [15, 6] and deep residual neural network (ResNet) models [33, 21] can be recovered as the particle discretization applied to particular versions of the integral transform-based and flow-based models respectively. However many new machine learning models and algorithms can be constructed using this continuous framework. As examples we will discuss a new flow-based random feature model, a new class of transformbased model, smoothed particle methods and spectral methods.
In addition to recovering existing machine learning models and constructing new ones, this continuous framework is also useful for the theoretical understanding of machine learning. We will see that at the continuous level, many machine learning models are some versions of the gradient flow of a reasonably nice functional (a point that will be made more precise later). Therefore it is not surprising that stable numerical discretizations of these continuous models, such as ResNets [33, 34] , perform well. This viewpoint also suggests that one should expect trouble for very deep fully connected neural network models (which are not ResNets) since they do not have continuum limits. In fact, they suffer from numerical instabilities in the form of exploding gradients [35, 32] .
From a technical viewpoint, techniques from calculus of variations and PDEs can be readily brought to bear for the analysis of these machine learning models and algorithms. At the PDE level, the two most important questions are:
1. Does the gradient flow converge to global minima? This is relevant for estimating the training error.
2. Does the gradient flow have the required uniform a priori estimates? This is relevant for estimating the testing error.
Both are turned into problems about a priori estimates, a familiar theme in the theory of PDEs.
In particular, this continuous viewpoint suggests that over-parametrized models should behave better since they give rise to more accurate discretizations of the continuous gradient flow. The behavior of the training algorithm should follow more closely the behavior of the continuous gradient flow. If the continuous gradient flow has the required a priori estimates, the over-parametrized models should have a better chance to share these estimates and consequently sharper bounds on testing errors. This work builds upon previous work. In particular, various components of this continuous framework have already appeared in the following set of works.
1. Continuous differential equation formulation of machine learning [16, 28, 41, 40, 19, 12] .
2. The work on the integral representations of shallow neural networks [15, 6, 45, 9, 5, 59, 52, 60] .
3. Mean field analysis of (stochastic) gradient descent for two-layer neural networks [43, 51, 57, 13] and multi-layer fully connected networks [2, 46, 56] . 4 . The function space work [21, 23] .
Also related are the work in [50, 7, 4, 61, 3] . The work presented here is a natural extension of these ideas. However, this present paper is the first that systematically explores the continuous viewpoint. Despite its unprecedented successes across a wide spectrum of applications, machine learning still remains to be unsatisfactory as a scientific discipline. The main problem is the lack of fundamental guiding principles for designing machine learning models and algorithms and understanding their performance. Many of the techniques used in practice are still quite ad hoc. Often times the results are sensitive to the choice of the models and algorithms, and the hyper-parameters used.
The situation is reminiscent of what happened during the 1950's when finite difference and finite element methods were just invented and used to solve PDEs. The performance of the algorithms were found to be sensitive to the particular discretization schemes and particular finite element meshes used. Some seemingly reasonable schemes simply did not run, since they quickly led to overflow on the computer. Some schemes performed reasonably well on coarse grids but blowed up upon refining grids.
Efforts for building a theoretical foundation did not go smoothly either. For example, to explain the overflow phenomenon often encountered in practice, different stability concepts and criteria were proposed [25, 49] . Some were easy to use in practice, but were not robust under perturbations. One such example was the concept of weak stability [49] . Some were more robust but difficult to use in practice. It took a while for the numerical analysis community to finally settle down on the right concepts and criteria [27] . But after all the dusts were settled, what emerged was a solid and reasonably simple picture about the basic concepts and principles behind the designing and understanding of these algorithms [27, 14] .
Our current work is very much motivated by the same objective, namely to develop a reasonably simple and transparent framework for machine learning. However, there is a key difference between machine learning and classical numerical analysis: While classical numerical analysis is mainly concerned with problems in low dimension, machine learning has to face problems in very high dimensions. In fact, our interest is really on machine learning models and algorithms that can overcome "the curse of dimensionality". While the exact meaning of this term requires qualification, the dimensionality issue is certainly among the most important considerations in developing machine learning models and machine learning theory today. In fact, one can roughly divide all machine learning models into two categories: The ones that do suffer from the curse of dimensionality and the ones that do not. We refer to [17] for a discussion on this.
One important class of algorithms that do not suffer from the curse of dimensionality problem are the Monte Carlo algorithms for numerical integration. In this case, one can establish simple dimension-independent error rates. In contrast, grid-based numerical integration methods such as the Simpson's rule do not share this property. Indeed, their performance deteriorates rapidly as the dimensionality goes up.
This example has some important consequences on the formulation that we will present.
1. We will focus on ways of representing functions as expectations, since there are algorithms for computing expectations with dimension-independent error rates.
2. For the same reason, particle methods stand out for the training dynamics since they are the analog of Monte Carlo methods for dynamic problems.
Remark 1. There are important aspects of machine learning that cannot be easily formulated at the continuous level. One example is the stochastic gradient descent algorithm.
Notations.
For any function f :
Let Ω be a subset of R d , and denote by P(Ω) the space of probability measures. Define P 2 (Ω) = { µ ∈ P(Ω) :
x 2 2 dµ(x) < ∞}.
Representations of functions
We are mainly interested in representations that are potentially effective in high dimensions. Therefore we will focus on the ones that can be expressed as expectations. As an example, instead of the Fourier representation:
we will consider
where π is a probability measure on R d . The reason we prefer (2) over (1) is as follows. The discrete analog of (1) is
where the sum is performed on a regular grid {ω j } m j=1 in the Fourier space. It is well-known that this kind of grid-based approximations satisfies
where C(f ) and α are fixed quantities depending on f . The dependence on d signals the curse of dimensionality. In contrast, by independently sampling {ω j } m j=1 from π for (2), we obtain an approximation to f with a dimension-independent error rate:
Equation (2) can also be written as:
where ρ(da, dω) = δ(a − a(ω))daπ(dω).
From an algorithmic viewpoint, (1) is typically associated with non-adaptive discretizations such as the spectral method [26] or the ridglets and curvelets used in signal processing [10, 9, 45] . We will see later that the forms (2) and (5) are closely associated with the random feature model and the two-layer neural network model.
Integral-transform based representation

Generalized ridgelet transforms
The original ridgelet transform representation is as follows [10, 45] 
where σ is a nonlinear scalar function, the analog of the activation function in neural networks. Here we usedx = (x T , 1) T ∈ R d+1 to include the bias term. To simplify the notation, in the rest of this paper we will write x instead ofx when it is clear from the context that the bias term should be present. Motivated by the discussions above, we define the generalized ridgelet transform by
This representation is better suited for high dimensional situations. More generally, one can also use:
High co-dimensional representation
Ridgelet transforms express function in terms of superpositions of ridge-like structures which are co-dimension one objects. One can also refine this representation, using structures of high co-dimension. For example, the following representation uses co-dimension 2 objects:
where w = (w 1 , w 2 ), σ 1 and σ 2 are two nonlinear scalar functions. More generally, we can consider functions of the form
where w ∈ Ω and ρ ∈ P(Ω). Note that (6) and (8) are both special cases of the representation above.
Compositional structure
The representations discussed above correspond to neural network models with one hidden layer. It can be straightforwardly extended to include more hidden layers using a compositional structure. An example with two hidden layers is given by:
where d 2 = d + 1, π 1 , π 2 are probability measures on R d 1 and R d 2 respectively, a 1 :
Another way to construct compositional structures is as follows:
where
Flow-based representation
In the flow-based representation, the trial functions are generated by the flow map of a (continuous) dynamical system:
The flow-map at time 1 is defined as the map: x → z(1). More generally, one can allow a change of dimension between x and z:
is a D × (d + 1) matrix with rank d + 1. Scalar functions can be obtained by contracting this map with a vector:
The set of functions that can be generated this way depend on how we choose g. One natural way is to use the representation discussed above, e.g.
Here (π τ ) τ ∈[0,1] is a family of probability distributions parametrized by τ . This gives us the flow:
As before, we can also use the model:
where (ρ τ ) τ ∈[0,1] is a family of probability distributions on R D × R D . More generally, we can consider the following model
where ϕ(z; w) ∈ R D . If we compare the models in (14) and (15) with the model proposed originally in [16] :
we see that (17) is the special case of (15) with ρ τ = δ(a − u(τ ))δ(w − w(τ )). However, as we learn from the work of [21] , the more general representation in (14) and (15) is needed in order to capture the continuum limit of residual neural networks.
Invariance and symmetries
Symmetries and invariances are important properties that one should use in order to obtain the most efficient representations. For simplicity, we will focus on translation invariance.
Denote by T the shift operator of the coordinates:
Translation invariance imposes some structural constraints on the representations of functions. For example, if f is translation invariant, then its ridgelet transform representation takes the following form:
One can easily show that in this case, there existã andπ, both translation invariant, such that
In other words, one can reduce the domain of integration in the formula above to the quotient space for the translation operator. This reduction is particularly important in high dimensions.
The optimization problem
The last section defines the hypothesis space. The next step is to formulate the loss function that will be used in order to turn the problem into an optimization problem. In the continuous setting, these optimization problems are calculus of variations problems. Here we will discuss four examples of machine learning tasks. In the following we will use θ to denote abstractly the set of parameters that occur in the representation. For example, for (6), we have θ = (a(·), π(·)).
Supervised learning
In supervised learning, our objective is to find the best approximation of some target function f * that minimizes the so-called population risk:
Here µ is a probability distribution, often unknown. (18) is the L 2 loss function. Obviously one can also define other loss functions by replacing the square function by some other convex functions with a global minimum at the origin. The general form of loss function is given by:
Here is a convex function with minimum at 0, y is the (possibly noisy) label associated with x.
In reality, we are only given partial information about f * and µ through a finite sample:
where y i is the label for x i and is given by the target function f * : y i = f * (x i ) + ε i and {ε i } are the measurement noises, {x i } are sampled from µ. Therefore in practice we have to work instead with the "empirical risk":
Dimension reduction
Dimension reduction is an important problem in unsupervised learning. Here we are given a
Our assumption is that µ is concentrated on a lower dimensional set in R d and we would like to find a set of coordinates (functions of x) that characterize that low dimensional set. Let us assume that the dimension of the low dimensional set is D and is known to us. Define two function: an encoder f : R d → R D and a decoder g : R D → R d . The encoder is a compression map and the decoder is a reconstruction map. Our objective is to minimize the reconstruction error:
This is the analog of the population risk. Again in practice, one has to work with the empirical risk, defined by:R
This is closely related to the autoencoder [63] , which has been widely used in deep learning [39] .
Calculus of variations
A particularly important problem is the ground state of a quantum system [11, 31, 48] . Let H be the Hamiltonian operator of the quantum system, say on R d . The ground state is the minimizer of the energy:
This energy can also be rewritten as
where µ φ is the probability distribution defined by:
I serves as the analog of the population risk.
In these problems, one typically attempts to compute I accurately by producing sufficient number of samples from the distribution µ φ . This means that one attempts to work directly with the population risk in these problems. In practice, however, there is an issue that the errors in the approximation of φ may interact with the errors in the sampling. This issue has not been systematically investigated yet.
Nonlinear parabolic PDEs
An important application of machine learning is the numerical solution of high dimensional PDEs [29, 11, 30, 18, 54, 24, 38, 31, 48] . Formulating these PDEs as variational problems is an important step in formulating machine learning based algorithms. In principle, one can always use the "least square" approach, as was done in [11, 54] . But better performance can be achieved if more sophisticated formulations are used.
Consider the nonlinear parabolic PDE:
with the terminal condition u(T, x) = g(x). Among other things, this kinds of PDEs arise in option pricing with default risk or other nonlinear effects taken into account. It can be shown that this PDE problem is equivalent to the following variational problem [30, 18] inf
The constraints are backward stochastic differential equations (BSDE) [47] . This was the starting point of the "Deep BSDE method" proposed in [30, 18] .
Gradient flows
The third component in machine learning is an algorithm for the optimization problem. In this section, we will discuss various gradient flow dynamics for the population or empirical risk. For simplicity we focus on the following loss functional
where (y 1 , y 2 ) = (y 1 − y 2 ) 2 /2.
Conservative and non-conservative gradient flows
We first discuss the gradient flows using a physics language [36] . The loss functions or functionals defined above serve as the "free energy" for the various form of the gradient flow that we will consider.
To begin with, we need to distinguish conserved and non-conserved "order parameters". The coefficient a in (6) is non-conserved. The probability distributions π or ρ are obviously conserved.
First, let us examine the situation with the representation (6) . Let I = I(a, π) be the loss functional. Denote by δI δa and δI δπ the formal variational derivative of I with respect to a and π respectively, under the standard L 2 metric. The gradient flow for a is simply given by
In the physics literature, this is known as the "model A" dynamics [36] . The gradient flow for π is given by a continuity equation:
where the current J is given by:
This is known as the "model B" dynamics [36] and V is known as the "chemical potential". Remark: It is well-known that the model B dynamics is also the gradient flow under the 2-Wasserstein metric [37, 62] .
For flow-based models, the parameters a and π are themselves one-parameter families of coefficients or probability distributions respectively: a = (a τ ) τ ∈[0,1] , π = (π τ ) τ ∈[0,1] . Given a functional I, I = I((a τ ), (π τ )), a natural extension of the gradient flow to (a τ ), (π τ ) is given by:
Note that the varitional derivatives δI/δa τ and δI/δπ τ appeared above are not well defined, since I is the integral of the influences of a τ and π τ from τ = 0 to τ = 1. So strictly speaking, these derivatives are infinitesimal quantities. In section 4.2 and 4.3, we will provide rigorous forms of these equations.
Example 1: An example of the conserved parameter
Consider representations of the form
The chemical potential for this functional is given by
The model B gradient flow in this case is given by
This is nothing but the "mean field" limit of the gradient descent for two-layer neural networks [43, 51, 57, 13] .
Example 2: An example of non-conserved parameter
Consider now the representation
with π being fixed. The variational derivative of (28) with respect to L 2 (π) is given by
where K andf are the same as (31) . The gradient flow for a is now given by:
This is the continuous version of the gradient flow for random feature models.
Flow-based random feature model
First a remark about notation. We will use t to denote the time for gradient flow, and τ to denote the "time" used to define the flow-based models. Consider the following model
Here V is fixed and rank(V ) = d+1. We will consider the case when (π τ ) τ ∈[0,1] is pre-fixed. We call this the "flow-based random feature model". For a, we define its L 2 norm by
To simplify the statement of the results, we define the following quantity:
where µ ∈ P(Ω), p, z ∈ R D . Following the convention in control theory, we call z, p, H the state, co-state and Hamiltonian, respectively. Proposition 1. For the loss functional (28), we have
where z x τ , p x,y τ satisfies the following Hamiltonian dynamics,
with the boundary condition
. Note that the dynamics of the state z x τ is forward in time from τ = 0 to τ = 1, whereas the dynamics of the co-state p x,y τ is backward in time from τ = 1 to τ = 0. Moreover, the dynamics of p x,y τ is linear.
Proof. Let z,z denote the original and perturbed states generated by a and a+εã, respectively. Then we have
What remains is to estimatez
Let ∆
Let
Plugging this into Eqn. (35) gives us
where we defined the co-state
The variational derivative of the loss functional is given by
Obviously, the co-state satisfies the following backward ODE,
Using the definition of H, it is easy to verify that z x τ and p x,y τ satisfy the dynamic equations stated above.
Proposition 2. The gradient flow of the flow-based random feature model (32) is given by
where z t,x and p t,x,y are the state and co-state generated by a(·, t) through Eqn. (34) .
Note that for each value of τ , there is a gradient flow equation for a τ . The coupling between different values of τ 's is through the Eqn. (34) . Assumption 1. Assume that ϕ = ϕ(z, w) is continuous with respect to z, w, and there is a constant C such that max{|ϕ(z, w)|, ∇ z ϕ(z, w) } ≤ C. Moreover, we assume that the family { m k=1 a k ϕ(z, w k )} has the universal approximation property, namely any continuous function can be uniformly approximated by functions of the form { m k=1 a k ϕ(z, w k )}. The above assumption holds for ϕ(z, w) = σ(z · b + c) with (b, c) ∈ S D (the unit sphere in R D ) and σ(t) = tanh(t).
Proposition 3. Assume that y = f * (x) is continuous with respect to x, then under Assumption 1 any stationary point a of R that satisfies E w∼πτ [ a τ (w) ] < ∞ is also a global minimum.
Proof. By definition, the following holds for any w ∈ Ω
Therefore, for any {w k } m k=1 we have
From the universal approximation property, we obtain that 
The assumption implies that u(z, τ ) ≤ C and ∇ z u(z, τ ) ≤ C. By the Picard-Lindelof theorem, the solution of ODE (46) is unique. Since rank(V ) = (d + 1), the mapping x → z x τ is non-degenerate. Therefore, g(z x τ ) can represent any continuous function of x. Hence, the following holds for any continuous function h
Next, the stability of the forward ODE implies that z x 1 is continuous with respect to x. Along with the assumption that f * (x) and (·, ·) are continuous, we conclude that p
This implies that p
The proposition above is concerned with the stationary points of the loss functional. We now turn to the stationary points of the gradient flow.
Assumption 2. We make the following assumption
• Assume that Ω = S D and π 1 is absolute continuous with respect to the Lebesgue measure on S D . Moreover, assume that π 1 (w) > 0 for any w ∈ S D .
• For any τ 1 , τ 2 ∈ [0, 1],
The above assumptions are actually quite mild. For example, uniform distribution on S D satisfies these assumptions. 
Moreover, under Assumption 2, let a be a stationary point of the gradient flow, i.e. dR/dt = 0 and assume that 1 0 E w∼πτ a τ (w) 2 2 < ∞, then we have δR δa = 0.
Then any stationary point of the gradient flow satisfies
We first show that g(w, τ ) is continuous with respect to τ . Let (z x τ , p x,y τ ) be generated by a using (34) . By definition, we have for any τ 1 , τ 2 ∈ [0, 1],
where the second inequality follows from |ϕ| ≤ C. Since 
This implies that g(w, ·) is uniformly bounded. Therefore, we have
as τ 2 − τ 1 → 0. The above inequality implies that E w∼πτ g(w, τ ) is continuous with respect to τ . Using the fact that g(w, τ ) ≥ 0 and the stationarity condition (50), we conclude that E w∼πτ g(w, τ ) = 0.
Since g(w, τ ) is continuous with respect to w and π 1 has full support, we have for all w ∈ S D .
δR δa (w, τ ) = g(w, τ ) = 0.
Gradient flow for the flow-based neural networks
Consider the following flow-based model
where w ∈ Ω and ϕ :
Here the parametes are π = (π τ ) τ ∈[0,1] , a sequence of probability measures.
To derive the gradient flow for minimizing (28) , we first need to define the parameter space appropriately. Denote by X := {π : [0, 1] → P 2 (Ω)}, the space of all feasible parameters. For any π 1 , π 2 ∈ X, consider the following metric:
where W 2 (·, ·) is the 2-Wasserstein distance. Define the Hamiltonian
Here z, p ∈ R D and µ ∈ P 2 (Ω). p is the co-state that corresponds to the state z.
Proposition 5. The gradient flow in the metric space (X, d) for the objective function (28) is given by
where v(z, p, w) = ∇ w δH δµ = ∇ T w ϕ(z, w)p, and for each x, y, (z t,x τ , p t,x,y τ ) are defined by the forward and backward equations, respectively:
with the boundary conditions:
Note that as usual, the subscript τ denote the "time" in the flow model, t denotes the time for the gradient flow.
For this gradient flow, the energy dissipation relation is given by
Heuristic argument for Proposition 5 To simplify notations, we first ignore the superscripts x and y. Consider the following dynamics
where the second is the perturbed dynamics generated by the perturbed parameter π + εδ. Let ∆ τ =z τ − z τ , we have
Then, integrating the ODE along with the condition that ∆ 0 = 0, we get
Now we have
where we have defined p t = e 1 t Q T s ds 1 (1 T z 1 ), and it satisfies the following backward equation
Moreover, from the definition of H, it is easy to see that
Plugging the above equation into Eqn. (63) leads to
Now we turn to the derivation of the gradient flow, defined as the limit of the generalized minimizing movements (GMM) scheme [1, 53] :
Therefore, we have for any τ ∈ [0, 1]
The limit of the above is exactly the 2-Wasserstein gradient flow for solving min µ H(z τ , p τ , µ). This gives us
Lastly, taking expectation with respect to x, y, we complete the proof.
Remark 2. To make this argument rigorous, we need to establish the existence and uniqueness of the limit of GMM (67). This is a lengthy argument. We will leave it for future work.
Discretizations
There are two forms of discretizations: discretization in the real space for the probability distribution µ and discretization in the parameter space for the variational problem and the flow. The discretization in the real space is relatively straightforward for a typical supervised or unsupervised learning problem. For problems in reinforcement learning or solving PDEs, this can be more tricky. However, we will skip this issue here and leave it for future work. Instead, we will focus on the discretization in the parameter space.
Recovering the two-layer neural network model
Consider the functions admitting the following expectation representation,
The corresponding gradient flow is given by
where v is the velocity field given by
Let us consider the simplest particle method discretization of the model (68) and the gradient flow (69). We approximate π bŷ
Here m is the number of particles, and {w k } m k=1 are the m particles. In this approximation, the evolution ofπ will be completely determined by the m particles.
First, the function represented byπ is given by
The weak formulation of (69) is given by
where g is a test function. Plugging (71) into the above equation, we get
Therefore, the dynamics of the particles follows
If we taking ψ(x; w) = aσ(b T x) with w := (a, b), the particle method discretization is given by
This is the the (continuous time) gradient descent dynamics for the standard two layer neural network model. This is consistent with the results in [43, 51] , where it was proved that the limit of (76) is the gradient flow (69).
Recovering the residual neural network model
In this subsection, we provide a discretization of the flow-based model (54) and the corresponding gradient flow (55) using particle methods.
Let π τ (·, t) = 1 m m j=1 δ(w j τ (t) − ·), then the gradient flow is given by
where t denotes the time of the gradient flow dynamics. Next we discretize the τ variable. Taking the step size 1/L, and using the forward Euler scheme, we get
, we see that the above algorithm becomes exactly the (continuous time) gradient descent dynamics for the normalized ResNet:
where U l , V l ∈ R D×m , c l ∈ R m , and U j l , V j l denotes the j-th columns of U l and V l .
A smoothed particle method
A popular modification of the particle method is the smoothed particle method. Here we illustrate how one can formulate the smoothed particle method for the integral transform-based model (68) and the gradient flow (69). We will consider the special case when ψ(x; w) = aσ(b T x). Here w = (a, b) and σ(t) = max(0, t) is the ReLU activation function. Consider a smoothed particle approximation [44] to π t
where φ h is the probability density function of N (0, h 2 I). The smoothed particle discretizations of the flow-based model and the gradient flow are given by
where ξ ∼ N (0, I d+1 ). The right hand side of the last equality is the smoothed velocity. For this to be a practical numerical algorithm, we need a way to evaluate the terms in (82) and (83). We will defer this to a future publication. To get some insight about the nature of this smooth particle method, we consider the special case when the data lies on the sphere, i.e. x = 1.
Write ξ = (ξ 1 , ξ 2 ) with ξ 1 ∈ R and ξ 2 ∈ R d , then the smoothed model becomes
where the last equation uses the assumption that x = 1. Define a new activation function
where φ, Φ are the probability density and cumulative density functions of the standard normal distribution, respectively. Then the discretized model can be rewritten as
This is a new two-layer neural network with activation function σ h , which can be viewed as a "smoothed" ReLU due to sup t∈R |σ h (t) − σ(t)| = O(h). Figure 1 shows the difference between the two activation functions.
From Eqn. (70) and (83), we see that the evolution of particles follows
This is exactly the gradient descent dynamics for the two-layer smoothed ReLU network (86). 
A new algorithm for integral transform-based models
Consider the representation
We now view both a and π as parameters. For the loss functional (28), we have
It is tricky to design a particle method for the combined model A and model B dynamics for this problem (29) and (30) . Therefore we consider instead the modified "gradient flow":
where v(a, π, b) = −∇ δR δπ (a, π, b)
Letπ t = 1 m m j=1 δ(· − b j (t)). For each particle w j , define two quantities:
Denote byâ = {a(b j , t)} m j=1 . Then the function represented byâ andπ is given by
It is now straightforward to derive the dynamics for the particle method:
To see that this is a reasonable algorithm, we report the results of some preliminary numerical experiments for this particle method. We let x ∈ R 10 and σ be the ReLU activation function. a j and u j are initialized from 0 and w j is initialized from a standard Gaussian. We take m = 1000. For simplicity, we approximate the expectations in (96), (97) and (95) using online data. Hence there is no generalization gap. We consider two kinds of target functions. The first one is given by
with π being the uniform distribution on S 9 , c i ∈ R, x i ∈ R 10 are randomly sampled. This function belongs to the reproducing kernel Hilbert space (RKHS) associated with K. The second (f * 2 ) is a randomly generated teacher network with 10 neurons. The results for this experiment are reported in Figure 2 . Figure 2 shows the testing error decreases nicely during the training process. However, the training dynamics achieves an O(1/t) convergence rate for the first target function f * 1 , but is slower for the second target function. Figure 2 : The testing error along the dynamics of the particle discretization in (96), (97) and (95). 1000 particles are taken. 100 data points are sampled to approximate the expectations with respect to x and y. Euler forward scheme is used to numerically solve the ODEs, which is analogous to SGD. The step size is 0.1.
The generalization error
Let H, H m denote the spaces of functions represented by the continuous and discretized model, respectively. Here m denotes the number of grid points or particles in the discretization. Let S denote the training set and |S| = n. Denote byf m,n,t the solution generated by the gradient descent dynamics at time t. For supervised learning, the generalization error is defined by
One way to address the generalization problem is to look for an estimate of the following type R(f m,n,t ) ≤ e(1/m, 1/n, t, f * ), (
where f * is some norm of the target function. There are two ways to obtain estimates of the type in (101). One is through the a priori estimates of the discretized gradient descent dynamics. The other is through the a priori estimates of the gradient flow, i.e. the PDEs. In the following, we use the random feature model as an example to illustrate the two approaches.
Learning with random features.
Assume that the target function is given by
where π is a fixed probability distribution. The RKHS norm of f * is defined as
To simplify notations, we also assume that f * H ≥ 3. The particle method discretization is given by
where a = (a 1 , . . . , a m ) T ∈ R m is the parameter to be learned and {b k } are randomly sampled from π. The loss function is defined to bê
The gradient descent is then given by da dt = −∇R n (a).
We assume that a 0 = 0. The subtlety of the problem can be appreciated from the work of [8] which shows that the generalization error of this model can be very large in the regime when m ≈ n.
Analyzing the discretized model
We first discuss how to analyze the discretized (finite m) model directly. We decompose the generalization error into two terms:
whereR
is the loss on the training set S. Here I 1 , I 2 are the optimization (training) error and generalization gap, respectively. The general philosophy is that the generalization gap is bounded by a term of the form f m,n,t / √ n. Here · is some norm determined by the model. For example, for random feature models, this is the RKHS norm. For two-layer neural network models, this is the Barron norm [23] . For residual network models, this is the compositional norm [20, 21] . Therefore to estimate the generalization gap, one needs to derive a priori bounds on these norms.
For anyā ∈ R m , define a Lyapunov function
Since R n (a) is convex, we have dJ/dt ≤ 0. So J(t) ≤ J(0), i.e.
This givesR n (a t ) ≤ 
The first inequality gives a bound on the training error. The second inequality provides a bound for the norm of the parameters. Using (104) and the Rademacher complexity bound for the generalization gap (see Eqn. (93-95) in [22] ), we have, for any δ > 0, with probability 1 − δ,
Similar to Theorem 3.1 of [20] , we have that with probability 1 − δ, there exists a * such that
where C δ = 1 + ln(1/δ). Insertingā = a * into (108), we obtain
where f ∞,n,t is the solution given by the gradient flow of the continuous model. The three terms are respectively the discretization error, the generalization gap and the training error (for the continuous problem). The latter two terms require a priori estimates of the gradient flow.
Consider the random feature model, the gradient flow is given by
Similar to the above, we define
Then,
where the second inequality follows from the convexity of R n with respect to a. It follows that
Since a 0 = 0, we getR n (a t ) ≤ a * 2
Following Eqn. (116) and (117), we have
The treatment of the discretization error in (115) is more complex. This requires substantial machinery in numerical analysis. We will postpone this to future publications.
An example
In this section, we study a simple 1-dimensional case of the integral transform-based model proposed in Section 2.1. Specifically, we consider the following conservative gradient flow,
where w ∈ [0, 2π], ρ * is a fixed probability distribution that determines the target function:
ρ t obeys the periodic boundary condition. K is given by
It is easy to see that K can be written as K = K(w − w ) . Hence (124) can be written in a convolutional form,
In the following analysis we consider the case where K is positive definite, i.e.,
holds for any measure ν. This condition is easily satisfied in practice. In addition, we assume that K is three-times differentiable and its derivatives are bounded.
Global convergence for uniform target distribution
First, we study the situation when ρ * is uniform. In this case, one can prove global convergence of the gradient flow (124). (or free energy of (124)).
Theorem 6. Assume ρ * is the uniform distribution of w. Let ρ t be the solution of (125) initialized from ρ 0 . Assume that ρ 0 has differentiable density function, then we have lim t→∞ W 2 (ρ t , ρ * ) = 0.
Proof. By an abuse of notation, we let ρ t (w) and ρ * (w) be the density function of ρ t and ρ * , respectively. First, we assume ρ t exists and has differentiable density function. For any differentiable ρ, consider the relative entropy of ρ and ρ * ,
Taking the time derivative, we have
LetK(k),ρ(k),ρ * (k) be the coefficients of the Fourier series of K, ρ and ρ * , respectively. The Fourier expansions exist according to the conditions and deffirentiability assumptions on K and ρ. By (128) we have
The second equality of (129) holds because ρ * is the uniform distribution, which givesρ * (k) = 0 for all k = 0. Since K is positive definite, we haveK(k) > 0 for all k ∈ Z. Hence, for any ρ = ρ * , we have
Therefore, H(ρ|ρ * ) is a Lyapunov function of the dynamics (125). Since the set of probability distributions ρ on [0, 2π] is compact in the space W 2 , any sublevel set of H is compact in W 2 . Hence, the trajectory ρ t converges to the set where d dt H(ρ|ρ * ) = 0. By (129), this set contains only ρ * . This proves the statements in the theorem.
We next prove the existence and boundedness of ∂ w ρ t . The existence and uniqueness of the solution of (125) can be proved in the same way as in [13] . Taking the partial derivative with respect to w on both sides of (125), and noting that w ∈ R, we get
Hence, ∂ w ρ t is the solution of the following linear hyperbolic PDE for u(w, t):
By the conditions on K, the coefficients of the PDE above are uniformly bounded. Now it follows from standard PDE argument that u is bounded for any finite intervals of time [0, T ].
Local convergence for the general case
We next study the local convergence of the gradient flow for more general ρ * . The next result shows that as long as ρ 0 is initialized close to ρ * , the gradient flow converges to the global minimum with an O(1/t) rate.
Theorem 7. Assume the conditions of Theorem 6 hold. Furthermore assume that there are constants C 0 , C 1 and C * such that
hold for any k = 0. Let C and t 0 be two constants that satisfy
and Assume that ρ 0 satisfies
for any k = 0. Then we have
for any t ≥ 0.
Proof. Let u t = ρ t − ρ * , then by the conditions we haveû t (0) = 0, and
for any k = 0. From equation (125), the dynamics of u t is
Writing (138) in the Fourier space, we get
for any k ∈ Z. Next, we consider the set X := (x(k)) ∞ k=−∞ : x(0) = 0, and |x(k)| ≤
and show that this is an invariant set for the dynamics, i.e. trajectories (û t (k)) initialized inside of X will not escape from X . To prove this, let (û t (k)) be on the boundary of X , which means there exists a non-empty set K such that for any k ∈ K we have
Then, for any k ∈ K, assume |û t (k)| = C |k 2 |(t+t 0 ) without loss of generality, by (139) we have
For the second term on the right hand side of (142), we have
Hence, back to (142) we have
where the second inequality holds since condition (134) implies
Still use condition (134), together with (144) we have
Since (146) holds for any k ∈ K, the vector field at (û t (k)) points inside X . Therefore, the trajectory {(û t (k)) : t ≥ 0} stays in X for any t > 0, which completes the proof.
Remark 4. The theorem above shows local convergence of the gradient descent dynamics with O(1/t) rate. For the simplicity of the proof we assume that the Fourier coefficients of K decays in an O(1/|k|) rate. This condition is inessential and can be relaxed, at the expense of a faster decay rate ofρ * (k) andρ 0 (k).
Numerical results
A pseudo-spectrum method is implemented to numerically solve the equation (125). Specifically, we consider a 1-D model
with the feature φ(x, w) given by
where σ is a constant, and x, w ∈ [0, 2π]. It is easy to see that the summation in (148) is finite for any x and w, and φ(x, w) is 2π-periodic for both x and w. A direct calculation gives: In the experiments, we take σ = 1, and ρ * to be
The target function f * is displayed in the left panel of Figure 3 . We see that this simple function contains three components: a mean value, a low frequency part (generated by sin(w) in ρ * ), and a high frequency part (generated by sin(3s) in ρ * ). We take ρ 0 to be the uniform distribution on [0, 2π], and solve (125) for 10 4 time units. The error between f ρt and f * along the path is shown in the right panel of Figure 3 . We see that the dynamics proceeds in three different regimes: a nearly flat regime initially, followed by two faster regimes. This is related to the so-called frequency principle discussed next. It is interesting to study the analog of the empirical risk, defined using the kernel:
where {x i } is a set of data samples. We take n = 100 and sample x i 's from the uniform distribution on [0, 2π]. The results, presented in Figure 4 , suggest that the empirical loss converges to 0, and the L 2 norm of the density function ρ t (w) stays bounded. As was argued in the previous section, under this circumstance, the generalization error is bounded by C/ √ n.
The frequency principle
The frequency principle was suggested by Xu et al in [64] . The idea was that if one uses the gradient descent to train neural network models, then the low frequency part of the target function is recovered before the high frequency component. Here we examine this issue in some detail. For this purpose it is useful to consider the dynamics in real space, i.e. we study the evolution of the function f in (147). Let f t be the function generated by ρ t , we have
Therefore, the dynamics of f t is governed by an integral equation. This fact has important implications. To see this more clearly, let us linearize the kernel in the above equation around ρ * , then we get
whereK (x, x ) = ∇ w φ(x, w)∇ w φ(x , w)ρ * (w)dw.
By the symmetry of x and w in φ(x, w), we have ∇ w φ(x, w) = −∇ x φ(x, w), and hence for K we haveK
the second equality again follows from the symmetry between x and w in φ. Note thatK only depends on x − x . Hence we have the following Fourier decomposition ofK: 
The eigenvalues are πλ k , where λ k is the eigenvalue of c k b k −b k c k . Using (155), we can explicitly compute the Fourier coefficients ofK and obtain c 0 = 0, b k = 0, and c k = σ 2 k 2 √ 2 e −σ 2 k 2 /2 . Hence, the eigenvalues of the operatorK are { πσ 2 k 2 √ 2 e −σ 2 k 2 /2 }, and the eigenfunctions are simply the Fourier basis functions. We see that the eigenvalues decay exponentially fast at large k. This implies that the frequency principle should hold for sufficiently large k. Figure 5 displays the function f t at different times along the gradient flow path, compared to the target function f * . One can see that the low frequency components converge faster than the high frequency components. The is consistent with the frequency principle.
However, one should not expect this simple picture to hold in general. In Figure 6 , we show the results for an example with σ = 0.2 and ρ * (w) = 1 2π (1 + 0.5 × sin(w) + 0.5 × sin(5w)).
In this case the high-frequency part converges earlier than the low frequency part. This is the consequence of the interplay between the frequency components in the target function and the spectrum of K. When there is a concentration of energy in the intermediate range of the spectrum for the target function, one should expect the scenario shown in Figure 6 to happen.
Discussions
The continuous viewpoint presented here offers a more abstract way to think about machine learning. Instead of thinking about features and neurons, one focuses on the representation of functions, the calculus of variation problems, and the continuous gradient flows. Features and neurons arise as objects used in special discretizations of these continuous problems. Figure 5 : The function f t at t = 0, 10, 100, 1000, compared to the target function. Figure 6 : The function f t at t = 0, 10, 100, 1000, compared to the target function.
We learn two things from this thought process. On one hand we can discuss machine learning without appealing to the idea of neurons, and indeed there are plenty of algorithms and models besides the neural network models. On the other hand, we also see why neural networks, both shallow and deep (ResNet), are inevitable choices: They are the simplest particle method discretization of the simplest continuous gradient flow models (for the integral transform-based and flow-based representations).
At a philosophical level, the work presented here, combined with previous work in [23, 20, 21, 42, 58, 50, 55, 64] suggests a reasonably complete picture about the main reasons behind the success of modern machine learning.
1. The target functions can be represented as expectations in various forms, and this is the fundamental reason why things can work in such high dimension [21] .
2. The risk functionals are nice functionals. Even if not convex, they share many features of convex functionals.
3. The different gradient flows are nice flows, and they obey the frequency principle, basically because they are integral equations.
4. The neural network models are simply particle method discretizations of these nice continuous problems.
Of course much remains to be done in order to make these statements precise. For example, we need to characterize the class of functions that can be represented as different forms of expectations. We also need to investigate the qualitative properties of the gradient flows as well as the convergence of the particle methods. There are also a lot of subtleties. For example, very deep fully connected networks should cause problems since they do not have nice continuum limits [32] . The double descent phenomenon [8] suggests that a priori estimates for the gradient flow can not be uniform in the discretization parameters m and n for the feature-based model, since otherwise we would have uniform error estimates for the random feature model, as suggested by the arguments in Section 6. In this case, what saves us are the particular features in the dynamics of the gradient flow, for example the frequency principle, as was demonstrated in [42] .
