Abstract. This paper is motivated by the observation that current research in ad hoc networks mostly assumes a physically flat network architecture with the nodes having homogeneous characteristics, roles, and networking-and processingcapabilities (e.g., network resources, computing power, and transmission power). In real-world ad hoc networks however, node heterogeneity is inherent. New mechanisms at the network layer are required for effective and efficient utilization of such heterogeneous networks. We discuss the issues and challenges for routing protocol design in heterogeneous ad hoc networks, and focus on the problem of quickly detecting and avoiding unidirectional links. We propose a routing framework called Early Unidirectionality Detection and Avoidance (EUDA) that utilizes geographical distance and path loss between the nodes for fast detection of asymmetric and unidirectional routes. We evaluate our scheme through ns-2 simulation and compare it with existing approaches. Our results demonstrate that our techniques work well in these realistic, heterogeneous ad hoc networking environments with unidirectional links.
Introduction
Starting from the days of the packet radio networks (PRNET) in the 1970s and survivable adaptive networks (SURAN) in the 1980s to the global mobile (GloMo) networks in the 1990s and the current mobile ad hoc networks (MANET), the multi-hop ad hoc network has received great amount of research attention. The ease of deployment without any existing infrastructure makes ad hoc networks an attractive choice for applications such as military operations, disaster recovery, search-and-rescue, and so forth. With the advance of IEEE 802.11 technology and the wide availability of mobile wireless devices, civilians can also form an instantaneous ad hoc network in conferences or in class rooms.
Recent research in ad hoc networks has focused on medium access control and routing protocols. Because of shared wireless broadcast medium, contention and hidden terminals are common in ad hoc networks and hence MAC is an important problem. Routing is also an interesting issue as routes are typically multi-hop. When the end-toend source and destination are not within each other's transmission range, routes are multi-hop and they rely on intermediate nodes to forward the packets. The construction and maintenance of the routes are especially challenging when nodes are mobile.
Although there has been a great amount of work in these areas, most of the research assumes the nodes are homogeneous. All nodes are assumed to have the same or similar radio propagation range, processing capability, battery power, storage, and so forth. Even the schemes that utilize the hierarchy of the nodes [9, 18] assume a flat physical network structure and the hierarchies are merely logical. In reality however, nodes in ad hoc networks have heterogeneity. In the military scenarios for instance, the troop leader is usually equipped with more powerful networking devices than the private soldiers of the troop. Radios installed in the vehicles such as tanks and jeeps have more capabilities than radios the soldiers carry, as vehicles do not have the same sizeor power-constraints as the mobile soldiers have. Another reason could be the financial cost. The state-of-the-art equipments are very expensive and hence only a small number of nodes could be supplied with such high-end devices. Similarly, civilians possess different types of mobile devices ranging from small palm-pilots and PDAs to laptops.
The heterogeneity of the ad hoc network nodes creates challenges to current MAC and routing protocols. Many MAC protocols use the request-to-send/clear-to-send handshake to resolve channel contention for unicast packets. The assumption here is that when node A can deliver RTS to node B, node A will also be able to receive CTS from node B. Routing protocols in ad hoc networks typically assume bidirectional, symmetric routes, which do not always hold true when node heterogeneity is introduced. The performance of these protocols may degrade in networks with heterogeneous nodes [16] .
One of the major challenges in ad hoc networks with heterogeneous nodes is the existence of "unidirectional links." Along with the medium access control, routing performance can be suffered from the existence of unidirectional links and routes. Unidirectional links may exist for various reasons. Different radios may have different propagation range, and hence unidirectional links may exist between two nodes with different type of equipments. IEEE 802.11b uses different transmission rates for broadcast and unicast packets. That creates gray zones [11] where nodes within that zone receive broadcast packets from a certain source but not unicast packets. The hidden terminal problem can also result in unidirectional links. Moreover, interference, fading, and other wireless channel problems can affect the communication reachability of the nodes. Some recent proposals have nodes adjust the radio transmission range for the purpose of energy-aware routing and topology control. The nodes in these schemes transmit packets with the radio power just strong enough to reach their neighbors. When nodes move out of that range, the link turns into unidirectional, when in fact it could be bidirectional when each node sends packets with the maximum transmission range. The unidirectional links (and routes) are therefore, quite common in ad hoc networks.
In this paper, we focus on the issues and challenges for routing protocol design in heterogeneous ad hoc networks. Specifically, we focus on the heterogeneity of node transmission power and unidirectional links resulting from it. We propose a routing technique EUDA (Early Unidirectionality Detection and Avoidance) that proactively detects unidirectional links and avoids constructing routes that include such links. We introduce two approaches: (i) a network-layer solution that utilizes node location information and (ii) a cross-layer solution based on a path-loss model. The rest of the paper is organized as follows. Related work on heterogeneous ad hoc networks is covered in Section 2. We then study how existing ad hoc routing protocols handle unidirectional links in Section 3. Section 4 introduces EUDA, followed by ns-2 simulation results in Section 5. We conclude in Section 6.
Related Work
There has been recent research interest in heterogeneous ad hoc networks. DEAR (Device and Energy Aware Routing) protocol [1] considers the heterogeneity of the nodes in terms of the power source. Nodes that have continuous energy supply from external power forward more packets than nodes that are running on battery. As the main goal of DEAR is energy-awareness and it only addresses power source heterogeneity, it does not investigate other issues such as unidirectional links that may result from the node heterogeneity. ISAIAH (Infra-Structure AODV for Infrastructured Ad Hoc networks) [10] introduces "pseudo base stations (PBS)" that are immobile and have infinite amount of power supply. Its routing protocol selects paths that include such PBS nodes instead of regular mobile nodes. Similar to DEAR, it does not address the problem of unidirectional routes. The notion of reliable nodes that are secure and robust to failure is used in [21] . This work focuses on the optimal placement of such reliable nodes and subsequent route construction. Heterogeneity of ad hoc network node is also studied in [20] . Initially, the nodes are grouped into clusters. Each cluster elects a backbone node based on node capabilities. The backbone nodes themselves form a network called Mobile Backbone Network (MBN) for efficient, scalable communication. The spirit is similar to existing hierarchical, clustering work, but it uses the "physical" hierarchy of the nodes. The optimal number of backbone nodes is obtained analytically, and the clustering and routing schemes are introduced. By using simulations, MAC performance in ad hoc networks with heterogeneous node transmission power is analyzed in [16] . This study illustrates the negative impact of unidirectional links on handshakedriven MAC protocols. Ad hoc network heterogeneity is also investigated in [3] , but it only considers heterogeneous network interfaces.
There has been recent attention on routing in ad hoc networks with unidirectional links [2, 17, 19] . These schemes however, rely on proactive routing mechanisms where each node periodically exchanges link information for route maintenance. Various performance studies [4, 6, 8] report that proactive table-driven routing protocols do not perform well in ad hoc networks, especially in highly mobile, dynamic situations. Although there have been numerous on-demand ad hoc routing protocols proposed, very few give attention to unidirectional links. Dynamic Source Routing (DSR) [7] could operate with unidirectional links, but it comes at the cost of excessive messaging overhead, as two network-wide flooding is required for each route construction; one from the source to the destination and the other from the destination to the source. Ad hoc On-Demand Distance Vector (AODV) [15] does not work well in the presence of unidirectional links. There have been proposals to solve this problem, which is the topic of the next section. 
Unidirectional Links in AODV
On-demand routing is generally shown to give good performance than proactive schemes when node mobility is high and network connectivity changes frequently. Although our idea to be presented in Section 4 can be applied to proactive routing protocols, we focus here on on-demand routing. Here we illustrate how unidirectional routes are formed in existing on-demand routing approaches. Nodes in on-demand routing protocols do not maintain routes to all nodes in the network. They build routes to only nodes they need to communicated with, only when they have data packets to send to. Routes are usually constructed by flooding a ROUTE REQUEST (RREQ) packet to the entire network. When the destination receives multiple ROUTE REQUEST packets, it selects the best route based on the route selection algorithm (e.g., minimum delay, shortest hop, minimum energy, etc.). The destination then sends a ROUTE REPLY (RREP) message to the source via the reverse of the chosen path. This ROUTE REPLY will reach the source of the route through the selected path only if the route is bidirectional. In addition to ROUTE REPLY packets, ROUTE ERROR (RERR) messages, which are used to inform the source node of the route disconnection, are transmitted through the reverse route. When there is a unidirectional link in the route, these on-demand routing protocols cannot operate correctly.
Let us investigate how existing, popular ad hoc on-demand routing protocols function in the presence of unidirectional links. AODV (Ad hoc On-Demand Distance Vector) routing algorithm [15] for example assumes that all links between neighboring nodes are symmetric (i.e., bi-directional links). Therefore, if there are unidirectional links in the network and these unidirectional links are included on a reverse path, AODV may not be successful in a route search. As an example in Figure 1 , a RREQ packet generated by a source node S traverses the path < S − A − B − C − D > until it arrives at a destination node D. Each circle in the figure represents the node transmission range. When node D receives the RREQ, it sends a RREP back to node S via the reverse path, < D − C − B − A − S >. Note that however, the RREP is not able to reach from node C to node B because node B is not located within node C's transmission range. As a result of a RREP delivery failure by node C, the source S cannot receive the corresponding RREP packet and hence it experiences a route discovery failure in its first trial. Such a failure will repeatedly cause route discovery processes with no benefit. Although there exists a route that does not include any unidirectional link, < S −A−B −E −C −D >, this route cannot be found as the shortest hop is one of the main route selection criteria in AODV. We refer to this scheme as the "Basic-AODV."
In the latest AODV specification [12, 14] , some mechanisms are newly added to handle the problem of unidirectional links. One way to detect unidirectional links is to have each node periodically exchange hello messages that include neighboring information. This scheme however, requires large messaging overhead. Another solution is blacklisting. Whenever a node detects a unidirectional link to its neighbor, it blacklists that neighbor from which a link is unidirectional. Later when the node receives a RREQ from one of the nodes in its blacklist set, it discards the RREQ to avoid forming a reverse path with a unidirectional link. Each node maintains a blacklist and the entries in the blacklist are not source-specific. In order to detect a unidirectional link, a node sets the "Acknowledgment Required" bit in a RREP when it transmits the RREP to its next hop. On receiving this RREP with the set flag, the next hop neighbor returns an acknowledgment (also known as RREP-ACK) to the sending node to inform that the RREP was received successfully. In the case when RREP-ACK is not returned, the node puts its next hop node on its blacklist so that future RREQ packets received from those suspected nodes are discarded. We refer to this version of AODV as the "AODV-BL (Blacklist)" scheme.
Again, let's use Figure 1 to illustrate the AODV-BL scheme. Here, node C cannot be acknowledged by node B when delivering RREP and therefore it will put node B in its blacklist set. Later when node S re-broadcasts a new RREQ packet, node C will ignore this RREQ received from B but forward another copy of the RREQ from node E. Finally, a destination node D will receive the RREQ through a longer route at this time. Node D returns a RREP back to the source S via a reverse path; in this case, the reverse path is < D − C − E − B − A − S >, having no unidirectional links.
The AODV-BL scheme may be efficient when there are few unidirectional links. However, as the number of asymmetric links increase, its routing overhead is likely to become larger since a source node will always suffer from a failure in its first trial of route discovery and need to flood RREQ messages more than once to find a route with all bidirectional links. It also results in an increase of route acquisition delay.
Ad hoc Routing with EUDA

Basic Mechanism
In EUDA (Early Unidirectionality Detection and Avoidance), a node detects a unidirectional link immediately when it receives a RREQ packet. Remember that in AODV-BL, such a detection will be done much later with its RREP-ACK and blacklisting mechanisms. Our goal is to detect a unidirectional link immediately in RREQ forwarding process. The basic idea is that, when node X receives a RREQ from node Y , node X compares its transmission range using the highest power level to an estimated distance between them. If the value of estimated distance from node X to Y is larger than the transmission range of node X, node X considers its link to Y as a unidirectional link, resulting in RREQ packet drop without any further forwarding. Only when a transmission range of node X is equal to or larger than its estimated distance towards node Y , RREQs from Y will be processed. In EUDA, all nodes receiving RREQ packet are required to decide whether to forward it or not. This decision is based on the comparison of transmission range with distance between the nodes. Note that duplicate detection is still enforced. If a node has already forwarded a RREQ from a source with a specific sequence number, it will drop the rest of the RREQS with the same <source, sequence number> entry. When a node has received RREQS but has not forwarded any of them (i.e., they are from nodes connected through a unidirectional link), it will process subsequent RREQS. Consequently, a node will forward at most one RREQ from a source with a specific sequence number.
Again, see Figure 1 as an example. When node C receives a RREQ from node B, it detects a unidirectional link immediately using the proposed scheme and discards the packet. Later, node C may receive another RREQ from node E. Node C this time will forward this RREQ as it came through a bi-directional link. Finally, the destination D receives the first RREQ via nodes E and C, forming the reverse path < D − C − E − B − A − S > and replying its RREP through this path. Eventually, node S obtains a path having only the bidirectional links. Note that in EUDA, this successful route discovery is achieved from the first attempt by the source, as long as there is at least one bidirectional route from a source to a destination. When no such route exists, the source will time-out without receiving any RREP. It will re-try few times before giving up when no routes can be found.
Distance Estimation
The next question is how to calculate an estimated distance between two communicating nodes, so that it can be compared with the radio transmission range to determine whether the link between two nodes are bidirectional or unidirectional. This can be done in two different ways as described below.
Network Layer Solution with Location Information
Suppose that the nodes know their geographical position. 1 A transmitter node X includes its own location information in RREQ to be broadcasted. When a node receives a RREQ from X, it calculates the estimated distance (d) based on its own physical location. This method can be useful and is easy to implement, but requires information of physical location of the participating nodes.
Cross Layer Solution
As an alternative, we can utilize a wireless channel propagation model, i.e., the two-ray ground path loss model that is designed to predict the mean signal strength for an arbitrary transmitter-receiver separation distance. In wireless networks, if we know the transmitted signal power (P t ) at the transmitter and a separation distance (d) of the receiver, the received power (P r ) of each packet is given by the following equation: 
Parameters Definition Default Value
System loss factor 1.0 (i.e., no loss) 
The above Eq. (2) states that the distance between two communicating nodes can be estimated at a receiver side, if the transmitted power level P t of the packet transmitter and the power received at the receiver P r are known.
To implement this method, the transmitter should make the transmitted power information available to the receiver, by putting the power information either on a RREQ or a MAC frame. However, the latter approach may cause a compatibility problem with IEEE 802.11, as it has to modify the format of the MAC header in order to specify P t . Therefore, we use the former approach of modifying a RREQ packet format.
Discussion on the Distance Estimation Scheme
One assumption behind the unidirectionality detection methods presented above is that any node's communication range is constant when it transmits with its maximum power P max . Remind that this theoretically maximum transmission range is compared with the estimated distance between the two nodes to detect unidirectional links. In reality however, there may be some attenuation of the transmitter power over distance. Therefore, one would argue that such an assumption is unrealistic because transmission range of the RREQ receiver (thus, a potential RREP forwarder) can vary due to several negative environmental factors such as obstacles, reflections, fading, etc.
To take this argument into account, we modify the proposed distance estimation based comparison method so that unidirectional link detection is made with more realistic parameters of the channel gain, the receiver sensitivity, and the receiver's signalto-noise ratio.
Let us assume that there are two nodes i and j. When node j receives a RREQ from node i, it measures the received signal power, P r (j). The channel gain, G ij , is computed as the received power (P r (j)) at node j over the transmitted power (P t (i)) at node i (see Eq. (3) below):
We assume that the sender power P t (i) is advertised in the RREQ packet. We also assume that the channel gain G ij between two nodes i and j is approximately the same in both directions-note that the same assumption was also made in [13] . Given the transmitter/receiver power information and the channel propagation characteristics, the received power at node i must at least be equal to its minimum receiving threshold RX T hresh i , in order for node i to receive any packet successfully from node j with the transmission power P t (j).
This implies that if node j transmits at the maximum power P t (max) (i.e., replacing P t (j)) satisfies Eq. (4), it can successfully deliver packets to node i. Observe that the value of RX T hresh i is related to the receiving sensitivity at node i.
We now define one additional equation such that the observed signal-to-noise ratio SN R i for the transmission at node i must at least be equal to its minimum SN R T hresh i (representing the channel status observed at node i):
where P n (i) is the total noise node i observes on the channel. Again, this implies that node j can successfully transmit to i when j with its maximum transmission power satisfies Eq. (5). To summarize, if the above two equations (Eqs. (4) and (5)) are satisfied when one node receives a RREQ from another node, these two nodes are considered to be able to communicate directly with each other and hence have a bi-directional link. Otherwise, it can be concluded as having a unidirectional link between them. With this modification, we have our scheme work better in more realistic scenarios, with its improved estimation accuracy. Nevertheless, there is a clear tradeoff between accuracy and complexity in estimation. Furthermore, the RREQ packet size needs to be increased to include additional information. The transmitter node i of a RREQ packet is now required to include more information (i.e., its transmitted power P t (i), observed total noise P n (i), minimum received power threshold RX T hresh i , and minimum signal-to-interference ratio SN R T hresh i ) on the RREQ packet.
Performance Evaluation
Although the EUDA framework can be applied to any ad hoc routing protocol, for performance evaluation purposes, we add the EUDA framework to AODV to simulate AODV-EUDA and compare it with the Basic-AODV and AODV with Black Listing (AODV-BL) protocols. As explained in the previous section, Basic-AODV does not include any technique for handling unidirectional links, whereas AODV-BL reactively avoids unidirectional links by using a blacklist set. In AODV-BL, the next hop of a failed RREP packet is inserted by a node detecting the RREP delivery failure. We performed a simulation study using an extended version of the network simulator ns-2. ns-2 is a discrete event-driven network simulator with extensive support for simulation of TCP, routing, and multicast protocols. The extensions implemented by CMU Monarch project were used for our simulations. Their extensions enable simulation of multi-hop wireless ad hoc networks. Extensions include simulation modules for the IEEE 802.11 MAC protocol and the two-ray radio propagation model. For AODV-EUDA, we simulated both approaches (i.e., the network layer approach and the cross-layer approach) and they gave the same performance as the ns-2 simulator only provides an ideal environment where the node location and path loss information are always correct.
Simulation Environment
In our simulation model, initial node locations (X and Y coordinates) are obtained using a uniform distribution. All 100 nodes in the network move around in a rectangular region of size 1500 m × 300 m according to the following mobility model. Each node chooses a direction, moving speed, and distance of move based on a predefined distribution and computes its next position P and the time instant T of reaching that position. Once the node reaches this destined position, it stays there for pause time and repeats the process. We always use zero pause time (i.e., continuous mobility), and two maximum speeds: 1 m/s and 20 m/s. Thus, each node is assumed to move in a continuous fashion, at a random speed chosen from the interval [0 m/s, (1 or 20) m/s]. Our total simulation time is 900 seconds and we repeated each scenario ten times with different random seed numbers. In our experiments, the transmission range of a node is defined as either one of the two different values (250 meters corresponding to long ranges and 125 meters corresponding to short ranges). We modified the ns-2 to implement these variable transmission ranges and model unidirectional links between nodes. The wireless link bandwidth is 2 Mb/s. Traffic pattern we used consists of 10 CBR connections running on UDP. Each CBR source generates four 512-byte data packets every second. Figure 2 shows the number of unidirectional links in the entire network as a function of varying fraction of low power nodes. The most number of unidirectional links exist when the fraction is 0.5 (thus, 50 nodes with transmission range of 250 m and the other 50 nodes with range 125 m). A similar observation was also made in [12] . We performed experiments with different maximum speed of mobile nodes at 1 m/s and 20 m/s, but the results are nearly identical. This result shows that the number of unidirectional links are influenced more by the low power node fraction rather than mobility, and the fraction remains the same between scenarios with different maximum speeds at a pause time of zero. Figure 3 presents the packet delivery ratio of the three schemes we simulate, as a function of fraction of low power nodes. Packet delivery ratio is defined as the ratio of the number of data packets received by the CBR sinks and the number of data packets originated by the application layer CBR sources. We report the average over 10 CBR connections between source-destination pairs. Note that the y-axis scale in these figures range from 0.5 to 1. In both subfigures with different mobility speeds, as the fraction of low power nodes increases, the packet delivery ratio decreases for all protocols. Even the delivery ratio for the Basic-AODV, which does not handle unidirectional links, drops monotonically, even though there are the most unidirectional links when the fraction is 0.5. This is somewhat unexpected, because with the increase in unidirectional links, Basic-AODV scheme is expected to experience more route discovery failures and show less packet delivery success rate. By analyzing the traces, we found that the network connectivity becomes poor with the increase in fraction of low power nodes as they have short transmission range. With a shorter transmission range, the likelihood of being connected with other nodes will decrease. Consequently, with the decrease in connectivity, the packet delivery ratio decreases as well because there are less number of routes available. Figure 4 shows the total number of neighbors per node as a function of low power node fraction. The total number of neighbors reflects the level of connectivity in the network-the larger the number of neighbors per node, the higher the number of paths between each nodes. Back to Figure 3 with this observation in mind, we see that the drop in packet delivery ratio is much less drastic and the success delivery rate is consistently higher for AODV-EUDA compared with the other two AODV schemes. This improvement of AODV-EUDA is due to efficient and fast detection of unidirectional links. With AODV-EUDA, a route search failure will not occur even when there is unidirectional path from a source to a destination. The Basic-AODV performs poorly in most cases as it does not take notice of unidirectional links and repeatedly performs route re-discoveries. As the Basic-AODV always chooses the shortest path between a source/destination pair, it cannot transmit any data packets when the shortest path includes one or more unidirectional links. The AODV-BL delivered less data compared with AODV-EUDA, but it still performed better than the Basic-AODV. Although AODV-BL detects unidirectional links, it only does so after a delivery failure and hence requires another route discovery process. AODV-EUDA on the other hand, finds unidirectional links during the RREQ propagation phase and avoids including them in the route in the first route discovery attempt.
Simulation Results
Mobility also affects the protocol performance. As expected, packet delivery fraction degrades for all protocols with increase in mobility as there are more route breaks (see Figure 3 (a) and (b), at the maximum speeds of 1 m/s and 20 m/s, respectively). AODV-EUDA continues to perform significantly better than the other two schemes. Figure 5 shows the normalized routing overhead with varying fraction of low power nodes. We define the normalized routing overhead as the ratio between the total number of routing control packets transmitted by all nodes and the total number of data packets received by the destinations. Overall, AODV-EUDA has the lowest overhead compared with AODV-BL and the Basic-AODV. AODV-BL and the basic AODV perform excessive flooding as they can neither detect unidirectional links or detect them in a timely fashion. Such an excessive flooding clearly contributes to a larger routing overhead. AODV-EUDA shows better efficiency because of its unique ability of early detection and avoidance of unidirectional links. As can be seen in Figure 5 (a) and (b), the routing overhead is also affected by mobility. The number of routing packet transmissions increases for all routing protocols with the increase in the speed of mobile nodes. With more dynamic mobility, route recoveries are more frequent as wireless links will break Fig. 6 . End-to-end delay with varying fraction of low power nodes. more often. We can still observe that AODV-EUDA provides a lower rate of increase than the other two schemes.
In Figure 6 , we report the average end-to-end delay of successfully delivered data packets. The end-to-end delay is measured for the time from when a source generates a data packet to when a destination receives it. Therefore, this value includes all possible delay such as a buffering delay during route discovery, queuing and MAC delay during packet transmission, and propagation delay. The result again shows that AODV-EUDA yields a significantly better performance (i.e., smaller end-to-end latency) than other protocols for both cases of two different maximum node speeds. This shows that AODV-EUDA effectively overcomes unidirectional links. By exploring the early unidirectionality detection and avoidance feature, AODV-EUDA is able to shorten the route discovery latency and hence the overall end-to-end delay. Note that route (re)discovery latency may dominate the total end-to-end delay. For this reason, the Basic-AODV and AODV-BL consistently showed poor delay performance. When any shortest path in- cludes a unidirectional link, the sources running the Basic-AODV experience significant amount of route discovery delay as they cannot receive corresponding RREP packets until such unidirectional links disappear by some network topology change. AODV-BL also shows a poor delay performance compared with AODV-EUDA because it produces more number of RREQ packets to find bidirectional routes.
The effect of varying the moving speed of nodes is depicted more in detail in the following figures. The fraction of low power nodes is fixed to 0.5 as this value produces the largest number of unidirectional links. From Figures 7 to 9 , we again see that AODV-EUDA gives the best performance for all moving speeds in terms of packet delivery, routing overhead, and latency. With higher mobility, the frequency of route breaks increases and consequently packet delivery ratio becomes lower while routing overhead increases. AODV-EUDA has a lower increasing rate compared with the other schemes as its number of route requests is significantly reduced by preventing route discovery failures. With the Basic-AODV and AODV-BL, the existence of unidirectional links cause the failure of RREP delivery and hence the number of route requests is increased. It is interesting to see that AODV-BL has similar normalized routing overhead to that of the Basic-AODV (see Figure 8 ). This is due to the fact that AODV-BL transmits additional RREP-ACK packets to detect unidirectional links. Moreover, if the AODV-BL scheme fails to deliver RREP-ACK, it works exactly as the Basic-AODV. The delay of the AODV-EUDA is 100% to 300% smaller than that obtained by the Basic-AODV and AODV-BL schemes.
Conclusion and Future Work
We discussed node heterogeneity of real ad hoc network settings and studied a specific problem of unidirectional links that result from variance in radio transmission power. We addressed the limitations of existing routing protocols in the presence of unidirectional links. We proposed EUDA that detects unidirectional links in a timely fashion and excludes such links from being part of end-to-end communication paths. Two approaches have been considered. The first scheme uses node location information to estimate uni-or bi-directionality of a link while the second scheme utilizes a path loss model. Our simulation results have shown that when EUDA is applied to AODV, compared with AODV and AODV blacklisting, it gives superior throughput, less overhead with high efficiency, and shorter latency. Early detection of unidirectional links enables EUDA to use less messaging overhead and deliver more data packets with less delay.
Although EUDA is shown to work well, we could not truely evaluate our scheme as the ns-2 simulator provides rather optimistic channel propagation model. Our future work includes performing simulations with a more realistic path loss model and investigating further on the cross-layer approach where new MAC scheme is applied. Consideration of node heterogeneity other than radio transmission power, such as power source, antenna type, computing power are also ongoing. We are also building a network testbed with heterogeneous mobile devices for further performance study.
