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We prove the existence of an infinite number of Pad6 approximants, and 
thereby remedy a defect in Nuttall’s theorem. It is proved that the sequences 
of Pad6 approximants shown by Perron, Gammel, and Wallin to be everywhere 
divergent contain subsequences which are everywhere convergent. It is further 
proved that there always exist, for entire functions, everywhere convergent 
[l, N] and [2, NJ subsequences of Pad& approximants. There must exist sub- 
sequences of [m, N] Pad6 approximants (N + co) which converge almost 
everywhere in 1 z 1 < p < R to functions f(z) which are regular except for 
a finite number (n < m) of poles in j z 1 < R. We prove convergence of the 
[N, N + ~1 Pad& approximants in the mean on the Riemann sphere for mero- 
morphic functions. 
1. INTRODUCTION AND SUMMARY 
A Pad& approximant is the quotient of two polynomials, 
These polynomials are chosen so that the power-series expansion of the 
quotient reproduces as many terms of the Taylor series of a given function as 
possible. In very many applications they have proved to be an extremely 
effective method of series summation and analytic continuation. Much 
attention has been given to the proof of convergence, but, except in special 
cases, there remains a large gap between the experimentally observed behavior 
and the rigorous results. There are basically two types of theorems on the 
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convergence of PadC approximants. The first group by Stieltjes, de Montessus 
de Balloire, Wilson, Baker, Chisholm, and others [l] refers to specially 
restricted classes of functions and proves pointwise convergence for the PadC 
approximants. The second group, by Nuttall [2] and others, proves conver- 
gence in measure. There exist examples due to Perron [3], Gammel [4], and 
Wallin [5] which show that in general the whole sequence [m, N] or [N, N] 
as N -+ co may diverge everywhere except the origin. Standing between these 
two camps is the, now over a decade old, PadC conjecture of Baker, Gammel, 
and Wills [6] which states (in essence) that there always exists an infinite 
subsequence of Pad& approximants which converge in the pointwise sense. 
The goal of this paper is to reconcile these approaches, and although we fall 
short of this goal, we believe that we have obtained enough results to indicate 
what the expected nature of the convergence of the PadC approximants is. 
In broad outline, all our results are consistent with the view that, where the 
series defines f(z), there exists an infinite subsequence, either diagonal 
([N, N]) or, where appropriate, horizonal ([m, N]) or vertical ([N, ml), 
which converges to f(x) in a pointwise fashion. In some cases this subse- 
quence is the entire sequence, but not always. In fact, the entire sequence 
need not even exist, as was observed by Baker, Gammel, and Wills [6]. The 
classical existence proof of Frobenius [7] for all PadC approximants does not 
apply, because modern usage involves a slightly different definition. This 
possible failure of existence implies a small defect in the proof of the second 
.group of convergence theorems [2]. 
In Section 2 of this paper we supply existence proofs for an infinite number 
of the PadC approximants, in either horizontal, vertical, or diagonal sequences. 
We give results which are analogous to PadC’s [8] block disection of the PadC 
table. Finally we correct Nuttall’s theorem [2] and restate it to give subse- 
quence convergence almost everywhere. 
In Section 3 we discuss the invariance properties and show that the arc 
length (or cord length) on the Riemann sphere is a natural error measure for 
the PadC approximant. In terms of this metric, convergence in measure in the 
ordinary sense becomes convergence in the mean. The convergence at a 
pole off(z) is no longer exceptional, as it was in the ordinary sense. 
In Section 4 the examples of Perron [3], Gammel [4], and Wallin [5] are 
considered. We show that, in every case, these examples contain subsequences 
of PadC approximants of horizontal (Perron) or diagonal type (Gammel, 
* Wallin) which converge everywhere. This result is true, even though the 
examples were constructed to have Pad& approximants divergent everywhere 
for those very same type sequences. 
In Section 5 we consider entire functions. We discuss qualitatively the 
structure of the denominators of general PadC approximants, to indicate some 
fundamental ideas on why there should exist infinite subsequences of con- 
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verging PadC approximants. We use these ideas to prove the existence of a 
converging subsequence of the [l, N] PadC approximants. In addition we 
prove the convergence for general m of [m, N] for series with “smooth” 
coefficients. 
In Section 6 we extend our proof for general entire functions to the con- 
vergence of the [2, N]. Here we need to limit the growth of the coefficients by 
I fj I < W@j), 0 > 1. 
In Section 7 we show that, for functions which are regular except for a 
finite number of poles inside 1 x 1 < R, and not restricted in any way for 
1 z 1 > R, that there exist, basically horizontal, subsequences of PadC approx- 
imants which converge almost everywhere in / z 1 < p < R. 
2. THE EXISTENCE OF THE PADS TABLE AND THE 
CORRECTION OF NUTTALL’S THEOREM 
The question of the existence of an entry in the PadC table depends on 
what precisely is meant by the PadC approximant. There are currently two 
principal definitions in use. The one used by Frobenius [7] leads to the con- 
clusion that the entire PadC table is filled with entries. His definition is 
basically the following: Let PM(x) and QN(x) be polynomials of degrees not 
exceeding M and IV, respectively. Then let us define their coefficients by the 
equation 
Q&)f@) - p&4 = O(X~+~+? (2.1) 
and, when common factors, if any, are canceled between QN and PM , we may 
then write 
QN(x) =F,(x) (1 + Ax + ... + B+‘), (2.2) 
where F,(x) is the greatest common divisor (degree J) of QN and PM . Using 
this definition, Frobenius [7] proved that QN and Phi exist for all formal power 
series f (x). By way of illustration let us consider PI(x) and Q~(x) for 
f(x) = 1 + x2 + 0(x3). (2.3) 
One can immediately verify that 
PI(x) = Ql(x) = F,(x) = Ax (2.4) 
gives the complete solution of Eqs. (2.1) and (2.2). A drawback of this 
definition is that now 
f(x) - PI/Q1 = 0(x2) (2.5) 
instead of 0(x3) as would normally have been expected had not Qr(0) vanished. 
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The alternate definition (see, for example, Baker [l]) replaces Eq. (2.2) by 
f&(O) = 1.0. (24 
It has the drawback that not all entries of the Pad& table need now exist, but, 
for those which do, 
f(x) - PM(X)/QN(X) = O(XM+N+l). (2.7) 
As Nuttall’s [2] theorem on the convergence of the Pad& approximants 
implicitly assumes (2.7), for an infinite number of entries in the PadC table, 
it is necessary to investigate the existence of entries in the Pad& table under 
definition [(2.1), (2.6)]. We will prove two theorems on this existence problem. 
First we quote a result due to Pad& ([8], [9]) and specifically treated by 
Chisholm [IO]. 
PROPOSITION 1. That the series for f&x) is equal to that of the form 
fO(x) = cII”c,x” 
1 + CY euxU 
(2.8) 
.(a rational fraction) holds, if and only if the Pad6 approximants 
p.&)@&) = PY Ml = fo(x), (2.9) 
forallM>mandN>n. 
Proof. That (2.8) implies (2.9) was shown by Chisholm [IO] and that 
(2.9) implies (2.8) f o 11 ows, via the Taylor series, (2.1), (2.6), and the unique- 
ness of analytic continuation in regions of meromorphy. 
It is helpful at this point to introduce some notation. If the function A(x) 
can be expanded as 
A(x) = 2 a,xj, 
j=o 
then we define the associated determinants 
(2.10) 
a WZ> amfly 1.. a,+, 
D(m, n) = det a,+, , a,+z j ::- u,~,+I . 
. . 
a m+n 3 am+n+1, *** am+2n 
(2.11) 
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If D(M - N + 1, N - 1) # 0 then we can solve (2.1) and (2.6) directly 
and obtain the Pad& approximant as 
CN n/f1 (4 = 
aM-N+l aM-N+2 1” aM+l 
det aeM abf+l . . . aM+N 
(2.12) 
det . 
aM 
XN 
aM+l 
XN-l 
. . . 
aM+N 
. . . 1 
where aj E 0 ifj < 0, and the sums for which the initial point is larger than 
the final point are to be replaced by 0. 
THEOREM 1. For every fixed N, there exists an injkite sequence of Mi 
for which [N, MJ exist according to definition (2.1) and (2.6) for any formal 
power series. 
Proof. We will consider the class of all formal power series in two parts. 
In the first part will be all rational fractions with the degree of the denominator 
less than or equal to N. For the members of this class (2.8), Proposition l- 
holds and thus all PadC approximants exist for any Mj > m, of which there 
are an infinite number. Note A(x) = 0 is of this class. 
Next suppose the given formal power series A(x) is not of that part. If 
aF is the first nonzero coefficient, then it follows directly from (2.12) that 
[N, Fj exists and is well defined, as the coefficient of 1 in the denominator is 
exactly (aF)N # 0. Th ere must exist an integer 0~) > r > 1 such that 
QN(X) A(x) - PF(X) = KX”+F+r + ***, (2.13) 
where K # 0, and v is the true degree of QN(x). That r 3 N - Y + 1 
follows from the PadC equations (2.1). If, on the other hand, r = co, then the 
right-hand side of (2.13) is identically zero in the formal power-series sense so 
that A(x) is equivalent to a rational fraction, contrary to assumption. We will 
next show that there exists an AZ1 = F + Y such that [N, MJ exists by the 
definition of this theorem. 
First we observe that, if Q&) is of true degree Y, 0 < Y < N, then it 
followsfrom(2.13)that[~+p,F+q]=[~,F]forallO~p+q~r-l, 
where 0 <p, 0 < q. We see this by noting that all the requirements of the 
definition are satisfied for these cases. Next we show that for 1 < p < r - 1, 
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1 < q < Y - 1, and p + q 3 Y that the PadC equations (2.1) and (2.6) are 
inconsistent. Let us attempt to solve the PadC equations (2.1). For p 3 1 by 
use of Eq. (2.13) for the coefficients of xF+Y--P to xY+“+Y-l we can reduce the 
equation for the coefficient of x~+~+” to 
O=K#O, (2.14) 
a contradiction. Hence those equations are inconsistent and the respective 
entries to the PadC table do not exist. On the Frobenius definition, PadC 
showed that the [v, F] fills the whole Y x r block, 0 < p < Y - 1, 
O<q<r-1. 
Next we show that the approximant [v, F + Y] exists and that the numerator 
is of degree F + Y. We have established that the [v, F + q] all exist, 
0 < q < Y - 1. The denominators are all of degree Y. For q = 0 this statement 
is true by hypothesis. For q = 1, the coefficient of x0 in the denominator 
of (2.12) is just the coefficient of xy for q = 0 and so different from zero. But 
the coefficient of x0 different from zero is a sufficient condition for there to 
be a unique solution of (2.1), (2.6). H owever, by (2.13) there is a solution of 
degree exactly V. Hence the denominator of [v, F + I] is of degree v exactly. 
We may repeat this argument again and again and so prove that the denom- 
inator of [Y, F + Y - I] is of degree v exactly. But this proves that the 
coefficient of x0 in [v, F + Y] is not zero and so a unique solution exists for 
[v, F + Y]. By column operations on the numerator of (2.12) we may reduce 
the coefficient of x~+~ to KD(F + Y - Y + 1, v - l), but that determinant 
is just the coefficient of x0 in the denominator of (2.12) for [v, F + r - l] 
and K # 0 by (2.13). Hence the numerator of [v, F + Y] is of full 
degree F + Y. Now consider 
(&(x) A(x) - PF++) = &XF+r+u+8 + **‘, (2.15) 
where Ki # 0, and p is the true degree of Q”(x). That is, s > Y - p + 1 
follows from the PadC equations (2.1). If p + s > N, then the 
W,F+r] =[p,F+r] 
and we have established the existence of Ml . If not, we may apply our 
previous chain of arguments (vertically in the PadC table instead of horizon- 
tally) and prove that the [p + S, F + Y] Pad& exists and now the denominator 
is of full degree p + S. It must also be that the numerator is of full degree 
F + r or the Pad& approximant would be equal to one in the region of 
inconsistent equations, or by (2.13), one which does not satisfy the required 
equations (2.1). We may now repeat these arguments until (after a finite 
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number of times) we have established that [N, F + I] exists. Now suppose 
that there exists at least a finite number of [N, jlfj] (we have shown so far 
that there exist at least 2). Other than its existence, we made no special use of 
the starting point [N, F]. Thus we may repeat our entire argument starting 
from [N, Mj] to establish the existence of [N, Mj+,] where Mj+i = iVj + yj . 
Thus, by induction, we have proved Theorem 1. 
As a corollary to Theorem 1 we have Corollary 1. 
COROLLARY 1. For every jixed M >, F, there exists an in$nite sequence of 
Nj for which the [Nj , M] exist according to definition (2.1) and (2.6) for any 
formal power series A(x), where xF is the first power of x with nonvanishing 
coeflcient .
Proof. If we divide A(x) by xF then we have simply [M -F, N] PadC 
approximants replacing the [M, N]. By the uniqueness theorem [l], the 
reciprocal of the PadC approximant is the PadC approximant to the reciprocal 
series with [IM, N] + [N, M]. (Th is reciprocal can always be constructed 
if the leading coefficient of the series is not zero, as the set of equations for the 
coefficients of the reciprocal is a triangular array.) As the reciprocal series 
to [A(x)/xF] is again a formal power series we may apply Theorem 1, and by 
reciprocating the Pad& approximants we have Corollary 1. 
We will next prove a similar theorem for diagonal sequences. 
THEOREM 2. For any J, there exists an infinite sequence of Nj for which 
[Nj , Nj + J] exist according to dejkition (2.1) and (2.6) for any formal power 
series. 
Proof. It is again convenient to consider the class of all formal power series 
in two classes. In the first class we put all series equivalent to rational fractions. 
As there are an infinite number of PadC approximants of the form [N, N + J] 
where the degree of both numerator and denominator exceed those of any 
given rational fraction, Theorem 2 follows from Proposition 1 in this case. 
Now consider the rest of the formal power series and suppose the converse 
to be true. The only way a Padt approximant can fail to exist is for Eqs. 
(2.1) and (2.6) to be inconsistent. This situation necessarily implies that, for 
the [N, N + J], D( J + 1, N - 1) = 0. Hence we will have 
D( J + 1, N - 1) = 0 for all N > No , where we suppose N, is the smallest 
such N. N,, exists, as [0, J] always exists. 
At this point it is convenient to take note of a classical determinantal 
identity (Muir [ll]), which states that (A axisymmetric) 
det IA I det I&.H I = det I 4, I det I 4, I - (det I 4, V, (2.16) 
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where the subscripted A’s are minors with the indicated rows and columns 
deleted. We can apply this relation to yield 
X! + 1, N - 1) D(J + 3, N - 3) 
= D(J + 1, N - 2) D(J + 3, N - 2) - D(] + 2, N - 2)2. 
(2.17) 
Thus if D(J + 1, N - 1) and D(J + 1, N - 2) both vanish, then 
B(J + 2, N - 2) must vanish as well. Also, if D(J + 3, N - 3) and 
D(J $ 3, N - 2) vanish, then D(J + 2, N - 2) must vanish as well. Thus 
if the coefficient of x0 in the [N, N + J] and in the [N + 1, N + J + 1] 
both vanish, it follows from identity (2.17) that the coefficient of x0 in the 
[N, N + J + l] and in the [N + 1, N + J] also both vanish. Thus 
D(J+l+m--n,N,-l+rz)=O, m 3 1, n 3 1. (2.18) 
Suppose that the [No, No + J] is of true degree v in the denominator and p 
in the numerator where v < No , TV < No + J. [By construction, one or the 
other (or both) of these less than or equal signs must be an equality.] By 
considering solutions of the PadC equations (2.1), (2.6), where allowed by the 
degree restrictions, obtained by multiplying the numerator and denominator 
by, say (1 + ax), we can extend (2.18) to give 
D(p - v + 1 + m - n, v - 1 + n) = 0, m > 1, 71 3 1, (2.19) 
while 
D(p - v + 1, v - 1) # 0 (2.20) 
and by the arguments given in the proof of Theorem 1 between (2.14) and 
(2.15) and in the proof of Corollary 1, 
D(CL - v + 1 + m, v - 1) # 0, (2.21a) 
D(p - v + 1 - 12, V - 1 + ?z) # 0. (2.21b) 
If we now apply (2.19) f or n = 1, together with (2.21a), we get a set of suc- 
cessive equations (m = 1,2,...) which can be solved for the coefficients aj , 
j 3 p + Y + 1 in terms of the first p + v + 1 coefficients. The reason for 
this result can be seen by expanding the determinants (2.19) along the last 
row and noting that the coefficient of the aj with the largest subscript is 
one of the determinants (2.21a). Th us d’ ’ ivision and solution is always possible. 
If we examine the coefficients of the aj’s in the last row of (2.19) for m = 1, 
n = 1, we find by comparison with (2.12) that they are just the denominator 
of the [v, ~1 Pad& approximant and (2.19) thus implies that the [v, ~1 satisfies 
the PadC equations to one higher order than necessary. Equation (2.21a) 
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implies that the denominator can be normalized. Put another way, the Pad6 
equations (2.1) for both the powers TV + 1 to TV + v and p + 2 to p + v + 1 
determine the same Pad6 denominator. However, we can apply this argument 
recursively and thus prove that the [v, ,u] Pad6 is exactly equivalent to the 
formal series A(x). However, this result contradicts the hypothesis that A(x) 
was equivalent to no such rational fraction. Therefore there must exist an 
Nr > N0 such that D(J + 1, Nr - 1) # 0, and hence the [Nr , Nr + J] 
Pad& approximant exists. But N,, was the smallest value such that all the 
D(J + 1, N - 1) = 0 for N > N, . Therefore there cannot be an N,, and 
hence there must exist an infinite sequence of Ni such that [Nj , Ni + J] 
exists. 
The arguments used in the proof of these theorems establish the analogous 
results to PadC’s block disection of the Pad6 table for our definitions. These 
results are summarized in the following corollary. 
COROLLARY 2. The Pad6 table may be completely disected into nonover- 
lapping square r x r blocks with horizontal and vertical sides. Let [v, CL] denote 
the unique minimal (V + TV = minimum) member of a given r x r block. Then, 
(i) the [v, ~1 exists; 
(ii) [v + $4 p + 41 = [v, PI, P + 4 < r - 1, P t 0, 4 3 0; 
(iii) [V + p, p + q] do not exist p + q > r, r - 1 3 p > 1, 
r--l>q>l; 
(iv) the equations for the [V + p, ~1, 0 < p < r - 1, and [Y, p + q], 
0 < q < r - I, are nonsingular, and those for the other block members are 
singular. 
We have illustratd these results in Fig. 1. 
We are now in a position to state the corrected slightly generalized version 
of Nuttall’s theorem [2]. 
THEOREM 3. Let Pj(z) denote the [Nj, Nj + J] jth existing Pade’ approxi- 
mant to a meromorphic function F(z) and 9 be a closed bounded region ?f the 
complex plane. Then, given any E, 6 > 0, and integer k > 0, the/e exists a Jo 
such that for all J > J,, 
l[P,(4 - WI/z” I < E (2.22) 
for all z E g, , where gJ C 53 and the measure of 59 - Q-N is less than 6. 
Proof. The proof of this theorem, as given by Nuttall, depends on the 
existence of an infinite sequence of [N, N + J] with property (2.7). Theo- 
rem 2 above establishes this existence and thus Theorem 3 is established by 
Nuttall’s proof. 
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FIG. 1. A subsection of the Pad6 table illustrating the structure of the nonnormal 
regions. Shown is a 5 x 5 block. The plain squares have nonsingular Padi equations. 
The shaded squares have singular, but consistent, Pad.4 equations. The cross-hatched 
squares have singular inconsistent Pad6 equations. 
Plainly Theorem 3 states convergence in measure for a subsequence of the 
[N, N + J] Pad& approximants. Examples will be discussed in a later section 
of this paper that make it plain that the result cannot, for the class of mero- 
morphic functions or even entire functions, be extended to encompass the 
whole sequence. In view of this situation, it seems desirable to us to refine 
the results for subsequences as much as possible. By standard results in 
measure theory (see, for example, Halmos [12]) the following corollary follows 
easily from Theorem 3, as convergence in measure of a sequence implies 
convergence almost everywhere of a subsequence. 
COROLLARY 3. Let F(z) be a meromorphic function and9 be a closed bounded 
region of the complex plane. Then there exists an infinite subsequence of the 
[N, N + J] Padk approximants to F(z) which converge to F(z) almost everywhere 
in 9. 
3. THE DIAGONAL PADB APPROXIMANT AND THE RIEMANN SPHERE 
By way of background for this section we quote the following invariance 
property of the [N, N] Pad.6 approximants [I, 131. 
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PROPOSITION 2 (Invariance Theorem). 1f PN(~)/Q&) is the [N, N] 
Pad6 approximant tof(x) and C + Of(O) # 0, then 
A + B P” ( 1 JWpw )/QN ( 1 TWflw 11 
c + D LPN ( 1 iwpw )/QN ( 1 JWpw )I 
(3.1) 
is the [N, N] Pad6 approximant o 
[A +w( 1;wpw)] [c+Df( 1 JWpw )I-'* 
That is to say that the formation of Pad6 approximants is invariant with 
respect to the linear-fractional group (or a subgroup thereof) both for the 
value and the argument. We now need to know something of the structure 
of the linear-fractional group. First we confine ourselves to nonsingular 
transformations. If (A, B) is simply proportional to (C, D) then the result 
of the transformation 
Bz + A 
w = T(x) = ~ 
Dx + C (3.3) 
is w = constant, which is an uninteresting case. Thus we impose the condi- 
tion BC - AD = 1. Any nonsingular transformation can be reduced to this 
case by multiplying by a constant factor. It is well known that the law of. 
composition of two successive transformations is given by 
(3.4) 
where matrix multiplication is implied. From the theory of the algebra of 
matrices with unit determinant, it follows that any such transformation 
can be expressed in the form 
T = U,DU,, (3.5) 
where the U’s are unitary and D is diagonal (det = 1). The transformation D 
is just the transformation multiplication by a constant factor. To interpret 
the U’s we introduce the Riemann sphere. This sphere can be thought of as 
having the complex plane as its equatorial plane and the unit circle as its 
equator. The points on the complex plane are stereographically projected 
onto the sphere by using the North Pole as the projection vertex. The points 
inside the unit circle go into the southern hemisphere, those outside into the 
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northern hemisphere, and the point at infinity into the North Pole. With this 
representation one can easily show [14] that there is a one-to-one correspond- 
ence between unitary matrices and rotations of the Riemann sphere. 
It seems natural to us to consider the subgroup of nonsingular linear- 
fractional transformations in which D is also unitary. That is we exclude 
dilations and contractions of the complex plane, how so ever disguised. Thus 
we will consider only unitary T, or, that is to say, rotations of the Riemann 
sphere. 
Viewed in this light, an invariant measure of the distance between two 
points in the complex plane would be, for example, the length of the cord 
between their projections on the Riemann sphere. This measure is easily 
worked out to be 
W~,w> = ,l + 
4(z--wj2 
x*w 12 + [ x - w 12 (3.6) 
and is, of course, bounded by 4. We feel, since D clearly satisfies all the 
requirements of a distance, that it would be a sensible measure of the error 
of a Pad& approximant. 
THEOREM 4. Let Pj(,z) denote the [Nj , Nj + J] jth existing Pade’ approxi- 
mant to a meromorphic function F(z). Then 
(3.7) 
where D is defined by (3.6), p > 0, and SB is any closed and bounded region of the 
complex plane. 
Proof. By Theorem 3, we may select a J such that for all j > J 
IW - PA,)1 G kI'&4~)11'P, (3.8) 
where ~(9) is the measure of 9 for all z in gJ , E > 0, gj C ~2, and 
(3.9) 
By dividing the integral (3.7) into that over gJ and SS - a1 and using bounds 
(3.8) and (3.9), we compute, for E small, 
1 dx dY D’(F(z), Pj(z)> < l- dx dY[~/tL(~)l + Jap,- dx 4P’l G 2~. 
a 9.l J 
(3.10) 
But as we may pick E as small as we like we have proven Theorem 4. 
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4. SERIES EXAMPLES OF THE NONCONVERGENCE OF THE 
ENTIRE SEQUENCE OF PADS APPROXIMANTS 
Th e purpose of this section is to review some of the examples that have 
been given which demonstrate that the entire sequence (either horizontal 
row of the PadC table, or diagonals) need not converge and to show that in the 
case of every example so far given and known to this author there exists a 
pointwise convergent subsequence. These examples are useful in illuminating 
the nature of the convergence of the Pad& approximants. 
The first example we discuss is due to Baker et al. [6] and shows that an 
otherwise rather normal function need not have all approximants exist. 
Consider 
t(x) = {[(l + X + 9) (1 + 2X)11/3 - 1)/x. (4.1) 
For this function, [I, I], [4,4] ,..., [3N + 1, 3N + I] ,... PadC approximants 
do not exist, thus showing that not all diagonal (even asymptotically) approx- 
imants need exist, though by Theorem 2 an infinite number do. To show 
how this result occurs, let us change the independent variable in (4.1) to 
y = x/(1 + x). (4.2) 
By Proposition 2, the [N, N] Pad& approximants are invariant under this. 
transformation, and we obtain 
t@(r)) = C(l + Y3P3 - 11/Y* (4.3) 
In this form, one easily shows that the PadC table for t(y) breaks up into 
3 x 3 blocks with their lowest-order approximants at (3n, 3m + 2), 0 < n, 
m < co. Thus, referring to Fig. 1 we find that the [3n + 1, 3n + l] are 
inconsistent, and hence do not exist, by our definitions. The other diagonal 
approximants do exist and are closely related to the [N, N] and the [N, N + l] 
PadC approximants to 
b(x) = (1 + X)1/3. (4.4) 
However, it follows from the work of Luke [15] that these approximants 
converge. Thus even though an infinite subsequence fails to exist, there 
nevertheless exists an infinite convergent subsequence. 
The next, more sophisticated example, is basically due to Perron [3] and is 
directed at the convergence of the second horizontal row ([l, N]) of the Pad& 
table. First select a sequence {I~} of complex numbers which are distributed 
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over the complex plane in any desired fashion. Then select the coefficients, 
for n = 0, l,..., 
a 3n = - r,/(3n + 2)!, 
a3n+1 = 1/(3fl + 2)l if lrnl <I, (4.5) 
%n+2 = l/(3n + 2)1, 
or 
a 3n = 1/(3n + 2)1, 
a3n+1 = 1/(3n + 2)l if lrnl > 1, (4.6) 
a 3n+2 = - l/[r,(3n + 2)1]* 
Then the function 
A(x) = f u,xfl 
la=0 
(4.7) 
has the properties that it is entire, by comparison with the exponential series, 
and that either the [I, 3n] or [I, 3n + I] has a pole at r, as 1 rn 1 is <, or > 1, 
respectively, as 
N-l 
[I, N] = c anxn + uNxN/(l - aN+lx/aN)- 
?a=0 
(4.8) 
Thus Perron’s example can be used to produce functions such that every 
point of this complex plane is a limit point of poles. Nevertheless, the pole 
of the [I, 3n + 21 Pad6 approximants necessarily lies outside the region 
/ x 1 < (3n + 5) (3n + 4) (3~ + 3), and from this fact and representation 
(4.8) we easily can prove that the subsequence [l, 3n + 21 converges to A(x) 
at every point of the complex plane. 
We will now discuss the examples of Gammel [4] and Wallin [Sj. They are 
directed at the diagonal Pad6 approximants. They show how an entire func- 
tion can be constructed for which many diagonal Pad6 approximants have 
poles in arbitrarily prescribed places. For ease of presentation we stick mainly 
to a discussion of Gammel’s example. It constructs a subsequence of [N, N] 
Pad& approximants whose denominators are of real degree unity. Wallin’s 
example generalizes this to construct a sequence [nv , n,] which has denomina- 
tors of prescribed real degree m, = n, - 2n,-r . His results are the corre- 
sponding generalizations of Gammel’s. Gammel [4] defines his function as 
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n v+l=2%+L no = 0 
(4.10) 
azI = [(2n,)! max(l rV I+*, 1 Y, l-2n~)]-1, 
and r,, # 0 is any sequence of complex numbers having any desired set of 
points in the complex plane as limit points. By comparison with the expo- 
nential series, it is clear that (4.9) is an entire function. It is also clear from the 
Pad6 equations that 
7$,-l 
h , n,] = C fjx’ + ~l++r;~“(l - X/Y,)-l. 
j=O 
(4.11) 
This approximant is, of course, also equal to the [I, n,] so that an 
(n, - 1) x (n, - 1) bl oc exists in the Pad6 table in accordance with the k 
structure discussed in Section 2. Plainly (4.11) has a single pole at x = Y, , 
as required. 
We will now show that there exists a diagonal subsequence of Pad6 approxi- 
mants which is free of poles inside a circle of arbitrarily large radius. By the 
application of a theorem of Chisholm [IO] we can then prove pointwise 
convergence in any closed and bounded region of the complex plane. 
Now for the particular set of (r,}, either there exists an infinite subsequence 
which tends to infinity, {r,,}, in which case we exhibit {[n,, , n,,]}, or all the 
Y, satisfy 1 r,, 1 < M for some fixed M. Let us therefore suppose, that for all 
r 2)) 
I re I < M. (4.12) 
We now consider the [2n,-, ,272,-i] Pad& approximants. We can manipulate 
the expression (2.12) for the denominator as follows: Multiply the second 
row by rz, and subtract it from the first, then multiply the third by rv and 
subtract it from the second, and so on to the end of the determinant Z, terms 
of 
gj =fd - r*fM 1 (4.13) 
where we note gj = 0 for j = n, ,..., 2n, - 1; we may write 
Q(x) = det 
g1 g2 -‘* gN fN+l 
g2 g3 :-- 0 fN+2 
. : : 
gN 0 
..: i, f;lN 
XN-lt XN-2t . . . t 1 
(4.14) 
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where we have used N = 2n,-i and x - rV = t. We may now further reduce 
the expression to 
Q(x) 
= det 
0 0 -” gN fN+l 
0 0 1” o fN+2 
* : : 
gN b ..: 0 fiN 
(4.15) 
t xN-l- +&l 1 [ t xN-2 _ y&L&-l 1 . . . t 1 j=l A’ g j=l EN 
This determinant can now be evaluated as 
Q(x) = (gN)N 11 + tt/gN) y [ (Xk - FgN-k-&N)f2N-k] 1 (4.16) 
k=O i=O 
;4 =(g ) 1 N N 1 + ($?N) [g; XkfZN-k - r x’ k$+; kN-XtifZN-k/h] j * 
(4.17) 
Suppose now that there exists an infinite subsequence {r,,} of the {r,} 
which are all less than ~/3. For the subsequence [2n,, ,2n,,] we have, if 
71,’ is large enough, 
(i) 1 gN ] > 0.99(3)-N’2/N!, 
(ii) max {Ifk I> < WY, 
Ni k<ZN 
(4.18) 
(iii) I~j~NCl gj I j!> < 2. 
It then follows from (4.17) and (4.18) that the coefficient of any power xk 
in Q(x)/(gN)N is bounded by 
(1 + fi) 2e3N(N!)2 
(0.99)s k!(2N)! - 
(4.19) 
By Stirling’s [14] approximation to the gamma function we compute that 
(4.19) goes to zero like CN(3/4)N/K! as N goes to infinity. Now the vanishing 
of the coefficients of the powers of x in this manner leads to the conclusion 
that progressively larger and larger circles are free of zeros of Q(x), by applying 
Rouche’s Theorem [14] to 1 + &. 
Suppose that the sequence has no infinite subsequence with (Y,) < d/5. 
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Then for all o sufficiently large, all rv satisfy d3 < / Y, / < M. Thus we may 
replace (4.18) (ii) by 
Nm~a&$ fk I> < (3)-N (2N!)-l. 
We may now repeat the above argument to extend our conclusions to an 
infinite subsequence 1 P, 1 < (q/3)“. And thus by successive applications of 
this sequence of arguments we may finally reach as (1/3)” --f co as m -+ co, 
values of ( ru / = M and thus we have now shown that for Gammel’s example 
there always exists an infinite subsequence of Pad6 approximants for which 
any finite region of the complex plane is free of zeros. 
We now quote a special case of Chisholm’s [lo] theorem. 
PROPOSITION 3 (Chisholm). Let f(z) b e an entire function which is not 
zero at z = 0. Let {[m, n]} be an infinite sequence, with m + 00 and n + co 
in any way, of Pad& approximants to f(x), such that they contain no poles in 
1 z / < R. Then the sequence {[m, n]} converges unzformly to f (z) in the region 
where E > 0. 
IxI<(&?- l)R--E 
By applying Proposition 3, as by the above arguments R can be taken as 
large as we like, we obtain Theorem 5: 
THEOREM 5. For the example series of Gammel as defined by (4.9) and 
(4.10), there exists an injinite subsequence of [N, N] Pade approximants which 
converge uniformly in any closed and bounded region of the complex plane to the 
entire function defined by the power series. 
Now the arguments used to establish Theorem 5 are only different in 
detail when applied to the [N - j, N] Pad6 approximants ( j > 0). Thus we 
have, also, Corollary 4: 
COROLLARY 4. For the example series of Gammel as de&ted by (4.9) and 
(4.10) there exists an infkite subsequence of [m, N] Pad6 approximants (N -+ W) 
which converge uniformly in any closed and bounded region of the complex plane 
to the entire function defined by the power series. 
The rigorous discussion of Wallin’s [5] example is more complex, but the 
principles involved are the same. First, we recognize that because of the 
magnitudes of the coefficients involved, the determinant form of the denomi- 
nator for the [2n, , 2n,] is almost an upper-left triangular. Elementary column 
operations are then used to clear a lower-right triangle as in (4.14). More 
elementary column operation then can be used to produce a form like (4.15) 
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and then bounds can be established. The most care is required on property 
(4.18) (i) because of the “accidental” vanishing which can occur with m, > 1. 
Because of this fact sometimes other approximants besides the [2n, ,2n,] 
must be considered to exhibit a suitable sequence. 
5. SUBSEQUENCES OF PADB APPROXIMANTS TO ENTIRE FUNCTIONS 
In this section we give some results on the existence of convergent sub- 
sequences of PadC approximants to entire functions and some general ideas 
which indicate the way in which the entirety of a function tends to force the 
existence of an infinite subsequence of convergent PadC approximants. 
First we prove the following: 
LEMMA 1. If 
f(x) = 2 f# (5.1) 
j=O 
is an entire function of z with an infinite number of nonvanishing coeficients, then 
l& inf max{lfm+dL I , Ifm+dfm l1/2,...j Ifm+dKm Ill? = 0 (5.2) 
for any n. 
Proof. Suppose the contrary. Then there exists an m, and u such that 
for all m > m. 
max{lfm+dfm I y Ifm+dfm l1/2,-v, Ifm+dfm I19 3 c. (5.3) 
We now start with fm, (f 0) and select m, as any m. < m, < m, + n for 
which 
Ifm,/%, I 3 Jrnl-%), (5.4) 
which is possible by (5.3). W e continue in this way to pick m, < m2 < m, + n, 
and so on so that we select an infinite subsequence of mi such that, by (5.4), 
I fin, I 3 If& I fJ(mi-mo). (5.5) 
If we now apply Cauchy’s nth-root test [16] for the radius of convergence R, 
we get 
R = [l& sup(fnz)l’m]-l < 0-l l$(~~~&)“~ = a-l (5.6) 
from the subsequence mi we constructed. But, this result contradicts the 
original hypothesis R = co, and therefore (5.21) must be true. 
409/43/z-15 
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To obtain a geometrical idea of the significance to the construction of PadC 
approximants of Lemma 1, we can write the denominator of the [2, m] Pad& 
approximant suggestively in the following way. Define the vectors 
2 = (x2, x, l), VWL = (fm ,fm+1 , fm+z), 
then, the PadC denominator (2.12) is 
(5.7) 
D(z) = 2 . VW&-1 x v, . (5.8) 
By Lemma 1, there must be a subsequence of v, which tends to point in the 
first direction, and lie mainly in the l-2 plane. The problem is to find 2~‘s 
in a row like that. As the behavior of successive v’s is linked by (5.7) it is hard 
to see how this requirement can be forever avoided. If it is met, then, by the 
properties of the vector product, v,_t x v, will lie mainly in the third 
direction and hence the coefficients of x and x2 will go to zero in D(X). That 
result means that the poles of the PadC approximant recede to infinity. 
One can see from (2.12) that for any degree PadC denominator, we have a 
generalized vector product. From Lemma 1, we expect all the coefficient- 
derived vectors to tend to be orthogonal to the last direction and hence the 
roots of the denominator to recede to infinity. 
A form of the PadC denominator which is suggestive can be obtained from 
(2.12) by multiplying rows and columns by various coefficients. It shows 
directly the effects of the terms known to go to zero by Lemma 1, while for 
“smooth” power series the entries beyond the first row would be expected to 
tend to unity as M-t co. It is 
D(x) cc det 
One immediate consequence of (5.9) is Theorem 6: 
a lki+j 
- x3, 
ahf+j-1 ~ x3-1, . . . . aM+l 
- x, 1 
aM uhf aM 
aM+jaM-j+l am--l%--i+2 . . . 
, 
aM+laM 
3 , 1, 1 
aM+laM 
aM+jaM-j+2 %u+j-NM-i+3 . . . aM+laM+l 
3 
aM+2aM 
, 3 , 1 
aM+2aM aM+2aM 
1, 
aM+i-laM+l . . . aM+laM+~-l 
, 3 9 1 
&u+j% ahdhf 
THEOREM 6. If f (z) is an entire function then there exists an infinite subse- 
quence of [I, m] Pa& approximants which converge uniformly in any closed 
bounded region of the complex plane to the entire function de$ned by the power 
series. 
Proof. First suppose that f ( ) z is a polynomial of degree M, then all the 
[ 1, m] PadC approximants with m > M are identical withf(z) so the theorem 
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is true for this case. Otherwise we may apply Lemma 1. As the denominator 
is [by (5.9)] just 1 - (aM+i/uM) x, by Lemma 1 there exists an infinite 
subsequence of M’s such that j ~,+,/a, / tends to zero, and hence for that 
sequence the poles recede to infinity. Theorem 6 then follows by Proposi- 
tion 3. 
We may use form (5.9) to investigate the convergence of entire functions 
with “smooth” power series. This investigation is somewhat analogous to 
that of Wilson [17] for specially restricted convergent series. By a “smooth” 
power series we mean if f(z) = Cfjxj, then we can represent the ratio of 
successive coefficient as 
fdfh,-l = exp [ - 0 log M + a, + -f q/M2 
I 
, (5.10) 
Z=l 
where the uL series is imagined to be at least asymptotic for M real and large. 
If 8, a,, and a, are zero, form (5.11) implies by Leau’s Theorem [16] that 
f(x) is analytic everywhere in the cut (1 < z < co) complex plane. A nonzero 
a, will move the endpoint of the cut, and the inclusion of a 0 > 0 will imply 
an entire function. If we disregard the first row and last column of (5.10) 
then the general element in position (p, h) is 
MUA 
It is a straightforward, but 
(5.11) is 
l m 
_ uM+j+l-u"h4-~+u+A-1 
aMuM+h 
(5.11) 
tedious, calculation to derive from (5.10), that 
J+l-u - 
Mu,, = exp - B 1 k-l( - M)-lc x 
i 
[(s - j + A)” - sk] 
k=l S=l 
(5.12) 
In (5.12) the coefficient of each power of M-l is a polynomial in the position 
indices p and h. If we reorganize the sums in (5.12) so as to yield a double 
power series in the exponent in terms of p and h with coefficients as functions 
of M (and j) then we observe from the structure of (5.12) that the leading 
power of M-l always comes from the first term (0 > 0). One calculates this 
leading term to be 
M&A - exp lJ $i (kTk$; 
1 
(5.13) 
x [(I + A - p)k+l - (j + 1 - CL)“‘1 - (h -j)k+l] 
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These calculations have established the following lemma: 
LEMMA 2. If the Padk Table is asymptotically normal for horizontal rows 
for the function 
T(x) = f (e”ox)i/[(j!)“], (5.14) 
j=o 
then the denominators of the [m, N] Pa& approximants [as a function of (x/Ne)] 
tend to those of the smooth entire function dejned by (5.10), in the limit as 
N -+ 00, with m Jixed. 
Our next step is to study Pad& approximants to T(x) defined by (5.14). A 
slightly different reorganization of the denominator (2.12) to the [j, M] 
Pad& approximant is now convenient. It is 
D(x) oc det 
45, 1 
bM+l 
- 
ah4 
> 
aM 
, , 1, 
aM 
> (5.15) 
1, -3 5ahf+l 
454 
...9 
aM 
3- 
ah4 
where 5 = Mee-@(“*j). Again, the limit of all the terms except for the first row 
is unity. Now, again except for the first row, the entries are a function 01 
TV + X alone. We define ol(M, j) in such a way as to make the coefficient of the 
linear term in (p + h) vanish. The required value can be computed in : 
straightforward manner. We can now define 
u1 = Ph-i+l - xahf--i+t+l) 
aM 
(5.16) 
and reduce form (5.15) by successively subtracting (x/Q times the second 
column from the first, then with the third and second, and so forth to the 
form 
u1 us -** uj 
. . . 
D(x) CC det * * * : . . . . . (5.17) 
I uj uj+1 **. u2j-l I 
By repeated differencing we may recast (5.17) into 
Ul Au, 
...y &lu 
1 
D(x) ot det : ! *so : , 
Ai-lu 1, A%,, ..-, A2+2u, 
(5.18) 
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where A ju, = dj-4, - LI-L, are the forward difference operators. Neglect- 
ing for the time being, but not forgetting, the term proportional to x in ur , we 
find that 
which, if expanded is, retaining only the leading power contribution in M-l 
to each power of 1, 
(5.20) 
which implies 
Azku _ (2K)! ‘” ( M)-k, 
r ti 2%! 
(5.21) 
A 2k+lU 
’ = 
(2K + ‘)! ‘” (_ M)_“-1, 
3 + 2k(k - l)! 
k31 
to leading order in M-l. The second (x-dependent) part of the ui is just a 
similar sort of problem and can be taken account of, if the determinant 
form given by (5.18) d oes not vanish in leading order in M-1 by multiplying 
each term by (1 - x/Q f or x < 5. We may now obtain the limit of form 
(5.18) by multiplying the rows by M 1~ and the columns by MtA, where TV 
and h are the row and column indices if we define 
a, = (M/O)lc A%, . 
Then Eq. (5.18) becomes 
VO 0 Vl 0 
. . . 
0 97, 0 212 ..* 
D(x) a det vu1 0 na 0 *** , 
(5.22) 
(5.23) 
which, by rearranging rows and columns, becomes 
D(x) K det 
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where [a] means the greatest integer less than or equal to a. But, by (5.21) 
and Legendre’s duplication formula for the gamma function, we may write, 
using the integral representation of the gamma function, 
Vk = (27r-1’2 Srn tk exp(- &t) dt/d/t, (5.25) 
0 
and thus the determinants in (5.25) are those for a series of Stieltjes which are 
necessarily positive [ 131. Th us our procedures are justified and we obtain the 
result for the limiting behavior of the [j, M] Pad& approximant to T(x) that 
D(x) cc (1 - xeaO/Me)? (5.26) 
By Lemma 2 and Proposition 3, we now have Theorem 7: 
THEOREM 7. The sequence [j, M] Pad6 approximant to any entire function 
f(x) with a “smooth” power series [in the sense of (5.10)] exists for all Mgreater 
than some MO and converges uniformly in any closed and bounded region of the 
complex plane to f(z). 
This theorem should be thought of as one of a series on PadC approximation 
by horizontal rows to series with “smooth” coefficients. The first by de 
Montessus de Balloire [ 181 showed point-wise convergence when the function 
was meromorphic with at least as many poles as the degree of the PadC 
denominator. The next theorems were due to Wilson [17], who proved for a 
finite number of poles interior to or on and for a finite number of certain 
types of nonpolar singularities on the boundary circle centered at the origin, 
that the horizontal rows again converged in the pointwise sense (except at the 
poles and some of the nonpolar singularities). Our theorem considers the case 
where the poles have nothing to converge to in the finite plane and shows 
that again pointwise convergence results. It is our feeling that these theorems 
pretty well cover most of the functions which occur in the applications that 
have been made of the Pad&approximant method in physics and chemistry, 
as their series can be expected on general grounds to be “smooth” in the 
sense used here. Even those whose terms do not seem so at first glance tend 
to be included in the cases considered by Wilson [17] with more than one 
nonpolar singularity. The only likely case to occur in applications not now 
covered is an entire function plus a finite number of poles. We presume that 
convergence can again be proven by combining the methods of this paper and 
those of Wilson [ 171. 
As a matter of interest, we have looked at the accurary of (5.26), for a, = 0, 
and 0 = 1; one easily computes, for j = 1, that the fractional error in the 
location of the roots is 1 /M. For j = 2, we compute directly a fractional error 
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of 1/M1j2. We have established for this simple case the general formula for 
the [j, M] PadC denominator. It is 
(5.27) 
From (5.27) it is clear that, for M>,i and 1 x / < KM, 
D(x) = (1 - x/M)j + 0(1/M), (5.28) 
so that the roots of D(x) given by (5.27) h ave a fractional error compared to 
those of (5.26) of order M-l/j. 
6. ON THE CONVERGENCE OF THE [2,N] PADB APPROXIMANT TO 
ENTIRE FUNCTIONS 
This section is devoted to the proof of a theorem, which corresponds to 
Theorem 6 for the [I, N] PadC approximants. In it we only restrict the rate 
of convergence of the series, and do not require any “smoothness” as in 
Theorem 7. We will restrict our considerations to those functions f(z) such 
that 
f(z) = iOM I h I G ~/Vd (6.1) 
for some K > 0, and 8 > 1. The proof of our theorem will require the fol- 
lowing two lemmas. 
LEMMA 3. Suppose for p > 0, 5 > 0, 
max{J@ I G+&M I , Mg I a~+&~ 1112j..., MC IG+&M I"'"> > P (6.2) 
and 
then 
m={(M + 1Y I ~M+~/~M+~ I , W + lY I uM+3/aM+1 11’2j-e7 
P + lY I GM+&M+, I”“> G ~3 
I w+h I > PM-~. 
(6.3) 
(6.4) 
PYOO~. Suppose the first term in (6.2) is the maximum one, then we have 
(6.4) directly. If one of the other terms, MC 1 a,+JuM /l/j, is the maximum 
one, then we may write, using (6.2) and (6.3), 
p(j-l)lj > (M + l)o-UC/i I aM+j/aM+l II/j 
= (M + l)‘+l’tl~ 1 u .M+A~ Illi I ah4/4t4+I Illi (6.5) 
> (M + l)+r’c’j I u&M+1 Il’i p/Mc, 
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or rewriting (6.5), we obtain 
1 UM,,/UM 1 > ( CM &;)+I )< p > PM-r (6.6) 
as (M + 1)/M > 1 and 5 > 0, which provides the conclusion of the lemma 
for the remainder of the cases. 
LEMMA 4. Let f(z) be an entire function satisfying conditions (6.1) and in 
addition ussume that there exists an infinite number of fj # 0. Then, for 
0<5<4 
li~~~fmax{~cIf~+l/f~I , MC IfM+JfM P2,.-., M' IfM+k/fMI1/k> = 0. (6.7) 
Proof. Assume the contrary. Then for all M greater than or equal to some 
M,, and for some 0 > 0, it must be that 
maxWc I fM+dfM I 7-ay MC I f,w+jlfnr 19 2 u > 0. w3) 
It is no loss of generality to assume that fM, # 0. Now, arguing as we did in 
Lemma 1, we arrive, by (5.5) at the conclusion that there exists a subse- 
quence of the fj such that 
If&f, I 2 If‘%& I 
c+-~“‘~([M~ + 1) 
WM, + 1) ’ 
where use has been made of the properties of r(x) in writing down (6.9). 
Now, if we take Mi large enough, then the lower bound (6.9) must eventually 
exceed the upper bound given in condition (6.1) as 0 > 1. Hence we have a 
contradiction to (6.8) and therefore the conclusion of Lemma (6.7) must 
hold as every term in (6.7) is non-negative. 
THEOREM 8. If f (z) is an entire function satisfying condition (6.1), then 
there exists un infinite subsequence of [2, m] Pude’ upproximunts which converge 
uniformly in any closed bounded region of the complex plane to the entire function 
dej%ed by the power series. 
Proof. If f (z) only has a finite number of nonzero coefficients, then by 
Proposition 1, we easily establish that beyond a certain point all the [2, m] 
PadC approximants are identical with the series representation, which estab- 
lishes the theorem in this case. For the rest of the proof we will assume that 
there is an infinite number of fj # 0. 
We may therefore apply Lemma 4 for k = 2 and 5 > 1 and show that there 
exists an infinite number of M’s for which expression (6.8) is less than any 
E > 0 we choose. If every such term with M greater than a prescribed J is less 
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than or equal to E, select a smaller E so that at least some terms are greater 
than E. Pick now the first M > J such that 
and 
ma4Mc I ~M+~FM I , C I.fM+2/fM I”“> < 6 (6.10) 
max((M - 1)’ If~/f~-r I , P - 1Y I.f~+~/fi~-~ I’/“> > E. (6.11) 
We may clearly pick such an M, from the conditions we have imposed. 
Applying Lemma 3, we have 
I fM/fM-1 I > 4w - 1Y. (6.12) 
At this point it is convenient to write out explicitly from (2.12) the Pad& 
denominator. Let 
D(X) = 1 + 0% + 13x2, (6.13) 
then 
With (6.14) as a guide as to what needs bounding, we compute from (6.12) 
and (6.10) 
as 5 > 1. Further, by (6.12) and (6.10), we have 
If,df,v I * Ifiu+2/f~ I < 4M - lJc ne2’ < awe. (6.16) 
Now, applying (6.10), (6.19, and (6.16) to (6.14), we have 
I 01 I < (WJ M1-6, I B I < (2~~15) M1-2C, (6.17) 
but we can make E as small as we please and M as large as we like. Hence 
(6.17) implies that 1 01 1 and ( /3 / tend to zero. Consequently the roots of 
(6.13) recede to infinity. The conclusions of the theorem now follow by 
Proposition 3. 
We note in passing that as IfM+i/& ( tends to zero for the selected sub- 
sequence, for the same subsequence of M’s the [ 1, M] PadC approximants also 
converge. 
It seems plausible to us that Theorem 8 is only a beginning for theorems 
of this type. First, it seems likely that the restriction (6.1) could be removed, 
as in Theorem 6, because in practice not only do the denominators in (6.14) 
cancel closely [taken account of here by (6.191 but so do the numerators. 
We have not been able to use this cancellation, but the consequences of it 
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should lead to the removal of restriction (6.1). Further, we think that it is 
likely that similar theorems hold for any horizontal row in the PadC table. 
7. SUBSEQUENCES OF PADS APPROXIMANTS TO CONVERGENT SERIES 
In this section we prove a theorem about the convergence of horizontal 
rows in the PadC table to functions which are restricted only in the following 
way. They have a nonzero radius of convergence. More generally we allow 
a power series with a nonzero radius of convergences divided by a polynomial 
which may have zeros inside the circle of convergence of the numerator. 
The results we obtain will be convergent almost everywhere inside the radius 
of convergence. Before proceeding, it will be convenient to quote several 
results previously obtained by others. 
PROPOSITION 4 (de Montessus de Balloire [18]). Let P(z) be a power 
series representing a function which is regular for 1 z / < R except for m poles 
within this circle. Then the (m + 1)st horizontal file of the Pad6 table for P(z) 
converges to P(z) unaformly in the domain obtained from 1 z / < R by removing 
the interiors of small circles with centers at these poles. 
We remark that this theorem can be used to establish uniform convergence 
if one uses (3.6) to measure the error on the Riemann sphere. 
PROPOSITION 5 (Boutroux-Cartan lemma [ 191). Let 
P(z) = fi (z - x,); 
v=l 
for any positive H, the inequality 
I PC41 > WY (7.1) 
holds outside at most n circles, the sum of whose radii is at most 2H. The total 
area outside which (7.1) holds is at most 4rrH2. 
PROPOSITION 6 (Nuttall [2]). Let a function f (z) have the form 
f =g i-QIR 
where 
2NiJ 
A4 = c wj 
j=O 
(7.2) 
(7.3) 
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and Q, R are polynomials of order m - 1, m, respectively. Let the [N, N + JJ 
Pade approximant to f exist according to (2.1) and (2.6) and write it as BID, 
where B, D are polynomials of order N + J, N, respectively. Then, if 
m<N+l, 
By the notion [Q]: we mean that from the expression Q = 2 q# we retain 
only those j, such that a < j < b. If either the subscript or superscript is 
missing, there is no corresponding restriction on j. 
THEOREM 9. Let f (z) be of the form 
(7.5) 
where C(z) has a radius of convergence R and every root of E(z) = 0 is 
within 1 z 1 < R. Then there exists an infinite subsequence of the [n, M] Pade’ 
approximants (M -+ co) which converge almost everywhere in the domain S3n . 
We de$ne ~3~ as any closed region interior to Sn , where 
8, = {I z I < R), n>m 
= {I 2s I < I J&L+, I>, n<m 
where the Xj are the roots of E(z) in order of absolute value. 
Proof. For the cases n < m this theorem follows directly from Proposi- 
tion 4, because we can make the circles as small as we please, so convergence 
is obtainable at any point interior to ?Jn , not a pole of f(z). The existence of 
all the approximants for M large enough is also assured by Proposition 4. 
We may next treat the case where n > m. 
By the theory of Taylor series, we may reexpress (7.5) in the form (7.2), 
where g(z) is a power series of radius of convergence R. Let the [n, M] 
PadC approximant exist according to definition (2.1) and (2.6). Let zi denote 
the roots of the denominator. We divide them into two sets 
I xi I < 2R, i<l 
I zi I > 2R i > 1. 
(7.7) 
We now seek to apply Proposition 6; we therefore cut off g(z) as in (7.3). If we 
now consider the numerator of the first term on the right-hand side of (7.4) 
we see that it consists of no more than 2” n terms of the form 
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with i 3 n + 1, so that no zj is repeated in any such term. We can therefore 
bound, for 1 x / < R, 
ml 1 ---f* / < 2nR”nG(2R)z 1 i (.z - zj)-’ / jG+, I& / 
j=l 3 
(7.9) 
< (2R)2n nG 
where G is the maximum of 1 g# 1 , for j = M + l,..., M + n. Now 
Proposition 5 shows that 1 ni=, (z - z~)[-~ > x-~ except for a set of measure 
not greater than rr(2ex)a. Thus, as G ---f 0 because of the convergence of g(z), 
we have 
ml 2N+J+l < (2R)2n nG_ ~ 0 
D ’ x” 
(7.10) 
as Z(M) < n, M-t co for fixed n and x. A similar argument can be given for 
the second term in (7.4). Th us we can select x to give as small an area of 
violation as we please, and then, by (7.10), the whole sequence of those [n, M] 
PadC approximants which exist (Theorem 1) converges, as the partial sums 
of the Taylor series to g(x) converge in this region. By standard arguments 
[12], if a sequence converges in measure (as we have just shown) there exists 
a subsequence which converges almost everywhere, which proves Theorem 9. 
We can also obtain the following corollary which has at least some of the 
features of the Baker-Gammel-Wills Pad& conjecture [6]. It describes Pad& 
approximants in which the degrees of both numerator and denominator tend 
to infinity together, for functions of the proper type in the same type region. 
It fails in several respects to match the generality of that conjecture. It proves 
convergence only almost everywhere, instead of everywhere, and it does not 
prove anything about diagonal sequences of PadC approximants. 
COROLLARY 5. Let f (z) be of the form (7.5) defined in Theorem 9. Then there 
exists an infinite subsequence of [N, M] Pade’ approximunts which converge 
almost everywhere in the domain 9, defined in Theorem 9. This sequence 
satisjies the property 
Ni -+ 00 and Mi-+oO as i-t co. (7.11) 
Proof. By Theorem 9, we can find infinite subsequences of [n, Mi] 
PadC approximants with the properties, M,(n) > K, , 
I f (4 - In, Mil I < l n (7.12) 
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everywhere in 9% , except for a certain closed set b, of measure 2-Q. We 
choose to consider only n > m, so that we may pick all gn = 9, a closed 
region interior to (1 z 1 < R). We now choose that 
Kn > 0, 
and define the set 
% > 0, lim E, = 0, limK,=cc, n*m *+a (7.13) 
&(p, (7.14) 
n>m 
of measure less than 6. We choose the subsequence P, = [n, MI(n)], Then 
by (7.8) and (7.9), 
pi I f(4 - pn I = 0 (7.15) 
everywhere except in kp which has measure less than 6. As we are free to 
choose any S > 0 we like, this result establishes convergence almost every- 
where. 
Wallin [20] has observed that corollaries of a similar sort can be proven for 
Proposition 4, and also for the work of Wilson [17], except in those cases 
that uniform convergence in the sense of (3.6) can be established. Needless 
to say the same is true of Theorem 7. 
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