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Many relevant applications in gravitational wave physics share a significant common problem: the
seven-dimensional parameter space of gravitational waveforms from precessing compact binary inspirals
and coalescences is large enough to prohibit covering the space of waveforms with sufficient density. We
find that by using the reduced basis method together with a parametrization of waveforms based on their
phase and precession, we can construct ultracompact yet high-accuracy representations of this large space.
As a demonstration, we show that less than 100 judiciously chosen precessing inspiral waveforms are
needed for 200 cycles, mass ratios from 1 to 10, and spin magnitudes ≤ 0.9. In fact, using only the first 10
reduced basis waveforms yields a maximum mismatch of 0.016 over the whole range of considered
parameters. We test whether the parameters selected from the inspiral regime result in an accurate reduced
basis when including merger and ringdown; we find that this is indeed the case in the context of a
nonprecessing effective-one-body model. This evidence suggests that as few as ∼100 numerical
simulations of binary black hole coalescences may accurately represent the seven-dimensional parameter
space of precession waveforms for the considered ranges.
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Gravitational radiation produced by stellar-mass com-
pact binaries (CB) are expected to be the main signals
detected by the advanced generation of gravitational wave
detectors [1–4]. Detecting these signals and estimating the
parameters of their sources require sufficient sampling of
the space of precessing CB waveforms. A CB intrinsically
depends on its mass ratio and the spin angular momen-
tum components of each body, which forms a seven-
dimensional space [5].
Much progress has been made in sampling the subspace
of nonspinning CB waveforms over the last decade.
However, relevant applications such as building template
banks for matched-filter searches, making parameter esti-
mation studies, and modeling precessing CB by numerical
simulations become prohibitively expensive in the full 7D
space (e.g., see [6]). This phenomenon entails what is
called the curse of dimensionality [7].
In this Letter, we show how to beat the curse of
dimensionality for precessing CB inspirals. We find that
only 50 judiciously chosen waveforms are needed to
represent the 7D space with an accuracy from (9) better
than 10−7 for 200 cycles, mass ratios q ∈ ½1; 10, dimen-
sionless spin magnitudes ∥~χ1;2∥ ≤ 0.9, and through l ¼ 8
spherical harmonic modes. Using only the first 10 of these
select waveforms yields a maximum representation error
≲1%. We find that for any given parameter range a
remarkably small number of numerical relativity simula-
tions of precessing binary black holes (BBH), if judiciously
chosen, are sufficient to accurately represent any other
precession waveform in that range. We expect these results
to be useful also for gravitational wave matched-filter
searches and parameter estimation studies for CB
coalescences.
Beating the curse of dimensionality.—Previous studies
have shown that nonprecession subspaces of the full 7D
waveforms space W can be represented by linear spaces
spanned by a relatively compact set of inspiral [8,9], ring-
down [10], and inspiral-merger-ringdown (IMR) [11] wave-
forms, which form a reduced basis (RB). The RBwaveforms
are found by training a greedy algorithm [12,13] to learn
from a given discretization ofW which are the most relevant
waveforms for representing elements ofW with regard to a
given error measure. See [8] for more details. The number of
RB waveforms for nonprecessing inspirals hardly grows
from two to four parameters [14]. Thus, one may beat the
curse of dimensionality in the full 7D waveform space.
In this Letter, we construct a very compact but highly
accurate RB of precession waveforms. We consider the
following specifications on the 7D waveform space:
q¼m1=m2 ∈ ½1;10; ∥~χ1;2∥ ∈ ½0;0.9; 200 cycles:
ð1Þ
These were chosen based partially on practical limitations
of BBH simulations. However, the general message of this
paper does not depend on our choice.
Key ingredients.—Our construction of a very sparse RB
representation of precession waveforms depends on several
key steps [15]: (i) A randomized resampling strategy [16]
for training the greedy algorithm on the 7D waveform
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space; (ii) a frame that rotates with the binary’s precession;
and (iii) a physically motivated parametrization of preces-
sion waveforms.
The first key ingredient is a modification of the standard
greedy algorithm [8]. In its simplest inception, the greedy
algorithm learns which waveforms can linearly span the
space of interest in a nearly optimal way [12,13], starting
from a sufficiently dense set of waveforms called a training
set. However, the curse of dimensionality prevents us from
sampling the waveform space with sufficient coverage to
build a reliable training set. To overcome this, we randomly
resample the 7D space from a uniform distribution using a
fixed number K of waveforms at each iteration of the
greedy algorithm. These waveforms constitute the training
set at the current iteration. Because the 7D space is
resampled at each iteration by different waveforms, the
maximum error from projecting waveforms onto the
current basis at the jth step is actually measuring this
error over an effective training set with j × K randomly
distributed waveforms. As more iterations are made, more
of the 7D space is sampled and the more accurate the RB
becomes. This is a simple implementation of more power-
ful techniques introduced in Ref. [16].
For our studies, we randomly and uniformly resampled
K ≤ 36 000 waveforms at each iteration of the greedy
algorithm. We began our studies with small K and increased
each sample size up to K ¼ 36 000, for which the total
number of RB waveforms was robust and independent of K.
The largest training set used in our studies included more
than 3 × 106 randomly selected waveforms.
The second key ingredient is to work in the binary’s
precessing frame instead of the usual inertial one.
Specifically, we generate post-Newtonian (PN) precession
waveforms in the time domain using the minimally rotating
frame of Refs. [17–19]. In this frame, a precession
waveform appears qualitatively similar to waveforms from
nonprecessing binaries in their inertial frame [6,17,19–23],
resulting in a weaker dependence on parameters than they
have in the inertial frame. The rotation from the minimally
rotating frame to the inertial one and vice versa can be
accounted for by any convenient representation of the
SOð3Þ group.
The third key ingredient, and perhaps the most crucial, is
that we choose to parametrize precession waveforms by
their phase instead of by time or frequency. To motivate this
choice we momentarily consider the frequency-domain
waveform (in the stationary phase approximation) for a
nonspinning binary inspiral at leading order (“0PN”) in the
PN approximation,
hðf;MÞ ¼ AM5=6f−7=6eiΦ0ðf;MÞ; ð2Þ
whereM ¼ Mν3=5 is the chirp mass,M is the total mass, ν
is the symmetric mass ratio, A is a constant independent of
the binary’s intrinsic parameters, and
Φ0ðf;MÞ≡ 3
128
ðπMfÞ−5=3: ð3Þ
Reparametrizing (2) by its phase, now taken as the
independent variable, gives
Hðφ;MÞ≡ hðFðφÞ;MÞ ¼ A0M2φ7=10eiφ; ð4Þ
with A0 ¼ Aπ7=6ð128=3Þ7=10 and FðφÞ from solving
Φ0ðf ¼ FÞ ¼ φ. In this phase domain, all waveforms are
proportional to each other, thus constituting a 1D space. In
fact, performing the greedy algorithm analytically (versus
numerically) returns a single basis waveform that exactly
represents all such waveforms in the continuum. This is the
intrinsic dimensionality of the problem as has long been
known because 0PN waveforms only depend on the chirp
mass. Therefore, a single RB waveform spans the whole
0PN waveform space. To close the system, we also need to
represent the mapping between the phase and frequency
domains,
Fðφ;MÞ ¼ 1
πM

128φ
3

−3=5
; ð5Þ
using a separate basis. As we see again, the frequencies for
different chirp masses are all proportional to each other.
Therefore, any 0PN waveform, as a function of frequency,
is represented by one RB waveform through the nonlinear
transformation in (3).
For comparison’s sake, we implemented a standard
greedy algorithm following [8] using 0PN waveforms
parametrized by frequency (not phase) for binaries with
a fixed total mass and with mass ratios and number of
cycles as in (1). We found that 152 RB waveforms are
required to reach numerical round-off errors in representing
any waveform in this 1D space and 138 RB waveforms to
reach 1% errors. Using the phase parametrization yields a
single RB waveform for exact representation whereas a
frequency parametrization can give a much larger RB for
approximate representation.
Part of the reason why using waveforms in the phase
domain (or φ domain) is advantageous is because the
oscillations in two waveforms always cancel in the scalar
product used to measure the projection error onto the RB in
the greedy algorithm,
hHM1 ; HM2iφ ≡
Z
φmax
φmin
dφHðφ;M1ÞHðφ;M2Þ: ð6Þ
For 0PN waveforms this results in a very smooth depend-
ence on the chirp masses since (6) is ∝M21M22. Similarly,
the waveform frequency as a function of phase (5) has a
very smooth dependence on them as well.
Higher PN orders include more physics, such as the
nonlinearity of general relativity and spin orbit, spin-1–
spin-2, and self-spin interactions, that depend on all 7
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intrinsic parameters. These contributions add more struc-
ture to the waveforms but only weakly depend on the
parameters. This is especially true in the φ domain and, as
discussed below, we also find this holds through the merger
and ringdown phases where the PN expansion parameter is
no longer small. Consequently, one may expect to find only
a relatively small numberN of RB waveforms, possibly as
few as N ¼ OðdÞ.
Method outline.—In this Letter, we use 3.5 PN precess-
ing inspiral waveforms. We solve the PN equations (see
Ref. [24] and references therein) using the approach of
Refs. [18,19] where the waveforms themselves are solved
in a frame that minimizes the binary’s precession, along
with a rotation operator represented by unit quaternions to
track this frame relative to the fiducial inertial frame. All
waveforms in this minimally rotating frame are normalized
to unity, and the initial orbital phases are aligned. It is
convenient to decompose the waveform into spin-weighted
spherical harmonic modes [25] characterized by ðl; mÞ. We
use the phase associated with the ðl; mÞ ¼ ð2; 2Þ mode to
parametrize the waveform but other choices are possible. A
precession waveform hðtÞ in the inertial frame is thus
decomposed in the following way:
hðtÞ → ðfHlmðφÞg; TðφÞ; QðφÞÞ; ð7Þ
where Hlm is a spin-weighted spherical harmonic mode in
the minimally rotating frame, TðφÞ is the function relating
the (2,2) phase to the time coordinate, and Q is the unit
quaternion describing the rotation back to the inertial frame.
We take into account all modes up to l ¼ 8 and cut all
waveforms off at a dimensionless frequency of 0.2 in the
(2,2) modes. Finally, all waveforms contain 200 wave cycles.
We build a RB for each component in the decomposition
(7). It is natural to use the scalar product in (6) for the T and
Q functions but to integrate the minimally rotating wave-
form over all angles or orientations on the two sphere so
that, upon using the orthogonality of the spin-weighted
spherical harmonics,
hHλ1 ; Hλ2iφ ≡
X
l;m
Z
φmax
φmin
dφHlmðφ; λ1ÞHlmðφ; λ2Þ; ð8Þ
where λi is a tuple of parameter values. Executing a greedy
algorithm on each component in (7) would result in a
selection of parameter values that are different for each
element. To choose the same parameters for all three RB,
we define a total projection error ϵφ through
ϵφðλÞ≡ 8 × 10−6∥δTλ∥2φ þ 0.5∥δHλ∥2φ þ 0.0031∥δQλ∥2φ;
ð9Þ
so as to receive approximately equal contributions from
each component. Here, λ ¼ ðq; ~χ1; ~χ2Þ is a tuple of 7D
parameter values, δXλ ¼ Xλ − PX½Xλ with X one of the
elements in (7), and PX the projection operator onto the
basis for X. The numerical coefficients are fixed to give
approximately equal contributions to the mismatch in the
time domain and inertial frame in the case of small random
perturbations. Binaries with periods near 200M lead to a
small coefficient for the time function.
Results for precessing binary inspirals.—We imple-
mented a greedy algorithm using the three key ingredients
discussed above to find RB representations for the space of
precession waveforms as in (1). The left panel of Fig. 1
shows the maximum of the total projection error (9) found
at each iteration of the greedy algorithm. We observe a
power-law decay with exponent≈ − 8. The total error is not
monotonically decreasing because of the constant resam-
pling at each iteration. We observe that the maximum
normalized projection error over the training set is 10−2
using 10 basis waveforms and ≈4 × 10−8 for 50. Also
shown are the contributions to the total error from the
projections onto the basis of each component in (7).
To measure the error in the time-domain inertial frame
between a waveform h and its RB approximation happ we
use the standard mismatch:
Mismatch ¼ 1 − Rehh; happit; ð10Þ
where for the two functions A, B the time-domain complex
scalar product is hA;Bit ≡
R tmax
tmin dtAðtÞBðtÞ. In order to
FIG. 1 (color online). Left: maximum φ-domain (φD) projec-
tion error (red) from (9) for 7D post-Newtonian precession
waveforms versus basis size. The contributions from the time
function (dotted), waveform in the minimally rotating frame
(dashed), and quaternion (solid) are also shown. Right: maximum
time-domain, inertial frame mismatches from (10) for 107
randomly selected waveforms (þ) using the first 10, 20, and
50 RB waveforms. Also plotted are φ-domain projection errors
for non-precessing PN waveforms (dashed) and the time-domain
(TD) projection errors from using the latter parameter values
selected by the greedy algorithm to represent EOB waveforms
(solid black), which additionally include merger and ringdown
phases.
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measure the quality of the RB approximation itself, we do
not extremize the mismatch with respect to the relative
phase and time shift between h and happ.
It is not obvious that the basis generated using (9) from
the minimally rotating frame and φ domain will be accurate
for inertial frame waveforms expressed in the time domain.
We find that the φ domain, precessing basis is highly
accurate for representing time-domain, inertial-frame
waveforms. The right panel in Fig. 1 shows the mismatch
(þ) from using the first 10, 20, and 50 basis functions to
represent more than 107 randomly chosen waveforms as
in (1). The corresponding maximum mismatches are 0.016,
1.1 × 10−4, and 4.1 × 10−8, respectively.
The table below shows that, for a given error, the number
of RB waveforms needed to accurately represent the
subspace of W with the indicated dimension d grows
approximately linearly with d, not exponentially. The first
three dimensions are the mass ratio q (1D), with the z
components of the first (2D) then second spins (3D)
included.
Basis size
Error 1D 2D 3D 7D
≲10−2 4 6 7 13
≲10−4 4 7 8 20
≲3 × 10−8 6 15 23 50
Figure 2 shows the first 90 parameters selected by our
greedy algorithm and presented according to which
component—time, minimally rotating waveform, quatern-
ion—is the dominant contribution to the total representa-
tion error in the left panel of Fig. 1. The spins’ components
are taken at the initial time where the inertial and minimally
rotating frames are equal. The mass ratios dominate the
endpoints of the considered interval in (1). Both spins’
magnitudes tend to be in [0.8,0.9]. The projections of the
spins onto the initial orbital angular momentum seem to be
anticorrelated, at least when the waveform contribution to
(9) is dominant. The x-y components of the spins tend to lie
on a circle for the smaller mass m2; there is less clear
structure for m1.
From inspiral to coalescence.—We test whether the
parameters selected from the inspiral regime result in an
accurate RB when including merger and ringdown. This
issue has immediate relevance for building a RB for
expensive numerical relativity simulations of precessing
BBH mergers that, in turn, has important ramifications for
data analysis applications with gravitational wave detectors
and for modeling merger simulations [11].
Currently, we can answer the above question for spin-
ning but nonprecessing BBH coalescences, which involves
only the three parameters q, j~χ1j, and j~χ2j, for which an
effective-one-body (EOB) semianalytical model [26] of
IMR is available [27,28]. We first used our greedy
algorithm to find the parameters for building a RB for
the nonprecessing inspiral PN waveforms using the φ
domain error in (9). We then generated a basis using the
EOB nonprecessing coalescence waveforms evaluated at
those selected parameters. Last, we randomly generated
more than 10d¼3 EOB waveforms and computed the time-
domain inertial frame mismatch from (10). The results of
this study are shown as the solid black curve in the right
panel of Fig. 1. For the first 20 inspiral RB waveforms,
the maximum mismatch of the EOB waveforms is about
3 × 10−5 while for the first 50 it is about 2 × 10−7.
Outlook.—Based on traditional methods to sample the
waveform space, which scale exponentially with dimension
[29–32], it has been perceived that an intractable number of
numerical relativity simulations would be needed to re-
present the space of BBH for any given number of orbits.
We have found evidence that a remarkably small number of
numerical relativity BBH simulations may actually be
needed, if judiciously chosen, to build a high accuracy
RB to represent the whole space of interest.
Based on the nonprecessing EOB results presented
above, performing numerical simulations of BBH mergers
for the first 50–90 parameters selected by our greedy
FIG. 2. Mass ratios (top), x-y components of both spins (second
row), projection of inertial frame spins onto initial orbital angular
momentum unit vector (bottom left), and both spin magnitudes
(bottom right) selected by our greedy algorithm.
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algorithm may be sufficient to represent the precession
waveforms of any other coalescences in the parameter
ranges of (1). This constitutes less than one tenth of the
number of randomly chosen simulations performed over
the last few years [22,33–35]. This work suggests that an
unexpectedly small number of low-mass inspiral wave-
forms may represent the frequency and parameter ranges of
interest to gravitational wave detectors, which may also
enable very compact reduced-order quadratures [36,37] of
overlap integrals for fast parameter estimation studies.
Finally, this work opens the door for building surrogate
models [11] of precessing inspiral waveforms that can be
useful for multiple query applications in place of solving
a large number of parametrized ordinary differential
equations.
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