








Institut dru{tvenih znanosti Ivo Pilar, Zagreb
UDK: 159.947.5
Izvorni znanstveni rad
Primljeno: 15. 2. 2006.
Nakon {to su u svojem radu Campbell i Fiske (1959.)
predlo`ili prvu vi{eosobinsku-vi{emetodsku analizu podataka
(MTMM – multitrait-multimethod), iznenada se pove}ao
interes psihometrijske zajednice za ra{~lanjivanje onoga
dijela varijance koja proizlazi iz razli~itih metodologijskih
pristupa. Kasnije je razvijen cijeli niz konfirmatornih
postupaka i pristupa analizi metodskih u~inaka na raznim
uravnote`enim nacrtima. Ovaj je rad poku{aj
parametrizacije alternativnoga postupka procjene metodskih
faktora na neuravnote`enim nacrtima. Cilj je ovakva
postupka, koji kombinira konfirmatorni i eksploratorni
pristup, utvrditi one dijelove varijabiliteta koji se mogu
pripisati artefaktu metode i dodijeliti mu sadr`ajno zna~enje,
~ak i ako vi{emetodski pristup nije unaprijed planiran.
Ovakav pristup povla~i za sobom i alternativno vi|enje
pouzdanosti i unutarnje konzistencije, koje po~iva na
ideji o ~istim osobinskim faktorima. Predlo`eni
modeli demonstrirani su na skalama samoreguliraju}e
motivacije.
Klju~ne rije~i: vi{eosobinski-vi{emetodski pristup, unutarnja
konzistencija, pouzdanost, skala samoreguliraju}e motivacije
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Istra`iva~i na podru~ju dru{tvenih znanosti zanimaju se u pr-
vom redu utvr|ivanjem funkcionalnih odnosa izme|u rele-
vantnih varijabli. Kako bi ovi funkcionalni odnosi imali smi-
sla, varijable moraju mjeriti ono {to im je namijenjeno da mje-
re. Ovakvo je odre|enje pro`eto pote{ko}ama poradi ~inje-
nice kako ve}ina zavisnih varijabli u istra`ivanjima dru{tve-
nih znanosti predstavlja apstraktne varijable, za koje se pret-
postavlja kako postoje, no ne mogu se izravno povezati uz o-
pa`ljiv doga|aj. Ako je varijabla znatno vi{e apstraktna nego
konkretna, uobi~avamo je nazivati konstruktom. Konstrukt
je, u kontekstu psihologijskoga mjerenja, mo`da najbolje o-
bjasniti kao nedodirljivu ili nekonkretnu osobinu ili kvalitetu
prema kojoj se pojedinci razlikuju.
U~estalom uporabom faktorsko-analiti~kih postupaka po-
stalo je uobi~ajeno konstrukte izjedna~avati s latentnim di-
menzijama, koje se u klasi~nim faktorskim modelima percipi-
raju kao kauzalnost manifestnim varijablama. No jo{ je Willi-
am James upozorio na opasnost koja proizlazi iz nomoteti-
~kih pristupa, kao da je anticipirao mogu}nost zlouporabe
postupaka koji u njegovo vrijeme jo{ nisu bili ni u za~etku. Ja-
mes je primijetio kako kod zaklju~aka s opa`enog prema la-
tentnom ~esto dolazi do pogre{ke koju je on nazvao psiholo-
gova pogre{ka. "Do ove pogre{ke dolazi kada se za empirij-
ska svojstva podataka nekriti~ki pretpostavlja kako reflektira-
ju psiholo{ka svojstva osoba koje smo opa`ali i na temelju ko-
jih smo do{li do samih podataka" (James, 1890., 123). Naime,
faktorska analiza u svojoj osnovi upu}uje na skupine ~estica
koje su me|usobno u najve}oj mjeri povezane i istodobno se
me|usobno najvi{e razlikuju od ostalih ~estica u nekom sku-
pu manifestnih obilje`ja. Ova povezanost mo`e biti odraz sve-
ga, no ne nu`no i latentne dimenzije koju `elimo otkriti kako
bismo "dokazali" uzroke ljudskoga funkcioniranja. Treba na-
glasiti kako se i u ve}ini faktorsko-analiti~kih postupaka tu-
ma~i tek nekoliko prvih faktora koji sadr`e najvi{e varijance
mjera, dok se rezidualna variranja odbacuju kao proizvod po-
gre{ke mjerenja ili slu~ajnoga varijabiliteta.
Mjere latentnih varijabli ujedno su i konstrukcija ma{te
istra`iva~a. Cronbach i Meehl (1955.) iskovali su termin kon-
struktna valjanost kako bi odredili stupanj u kojemu skupina
mjerenih operacija uistinu mjeri hipotetski konstrukt. Istra`i-
va~i su dugo prepoznavali potrebu razumijevanja procesa kon-
struktne validacije i va`nu ulogu koju taj proces ima u odre-
|ivanju odnosa izme|u dva ili vi{e konstrukta. Ako istra`iva~
nije siguran u valjanost konstrukta u istra`ivanju, unutarnja i
vanjska valjanost bilo kakva rezultata ili zaklju~ka ostaje upit-
nom.500
Danas su prisutne tri glavne metodologije kojima se mo-
`e nastojati utvrditi konstruktna valjanost: (1) konfirmatorna
faktorska analiza (Confirmatory Factor Analysis –CFA), (2)MTMM
– Multitrait-Multimethod analiza, odnosno, u slobodnom pri-
jevodu, vi{eosobinska-vi{emetodska analiza koju su predlo-
`ili Campbell i Fiske (1959.) i (3) analiza varijance (ANOVA).
Svaka od ovih metodologija ima svoje prednosti, no i brojna
mogu}a ograni~enja vezana uz njihovu primjenu. Mi }emo se
ovdje ukratko osvrnuti samo na prva dva pristupa, jer su re-
levantna za ovaj rad.
Konfirmatorna faktorska analiza dobila je zna~ajnu pot-
poru kao metodologija za procjenu konstruktne valjanosti (Ba-
gozzi, 1980.; Schmitt, Coyle i Saari, 1977.; Widaman, 1985.) i
nadrasla je ostale faktorsko-analiti~ke pristupe.Osnovna je pred-
nost CF analize nad klasi~nim eksploratornim analizama pro-
vjeravanje postavljenoga teorijskog modela. Drugim rije~ima,
najprije se utvr|uju pojedina~ni odnosi unutar modela, obi-
~no postupcima strukturnoga modeliranja linearnim jedna-
d`bama. Zatim se procjenjuju mjere odstupanja teorijskoga
modela od empirijski dobivenih podataka. Ako mjere poka-
zuju kako model zna~ajno ne odgovara podacima, model tre-
ba odbaciti ili prona}i podobniji. Osim {to je o~igledno kako
ovakav pristup zahtijeva prethodno teorijsko promi{ljanje i
razradbu te na taj na~in u manjoj mjeri predstavlja "ribarsku
ekspediciju", na koje se ~esto znaju svoditi primjene eksplo-
ratornih metoda, u CFA modele uklju~uje se cjelokupna ko-
varijantna struktura varijabli koja potom odlu~uje o sudbini
modela. Iako CFA nudi mnogo prednosti i predstavlja jednu
od novijih validacijskih metodologija, ona nije bez ograni~e-
nja. Osnovno je ograni~enje CF analize ~injenica kako vi{e ra-
zli~itih teoretskih modela mo`e odgovarati podacima. ^ak i
ako se testira samo jedan model, problem jo{ uvijek postoji,
jer mogu postojati neprovjereni modeli koji bi odgovarali
podacima jednako dobro ili jo{ bolje.
U svom izvornom ~lanku o MTMM analizi Campbell i
Fiske (1959.) predlo`ili su empirijsku metodu za konstruktnu
validaciju procjenom diskriminativne i konvergentne valjano-
sti mjere. Ova tehnika zahtijeva istodobno mjerenje barem
dviju osobina, mjerene dvjema maksimalno razli~itim mjer-
nimmetodama. Ovakvi podaci rezultirajuMultitrait-Multime-
thodmatricom korelacija. U dijagonali MTMM matrice nalaze
se procjenitelji unutarnje konzistencije svake mjere. U termi-
nima koje navode Campbell i Fiske (1959.), ovi procjenitelji
predstavljaju jednoosobinske-jednometodske korelacije (mo-
notrait-monomethod). Korelacije izme|u instrumenata koji mje-
re istu osobinu, no razli~itim metodama, nazivaju se jedno-
osobinske-raznometodske dijagonale valjanosti (monotrait-hete-








ljanost ili na zajedni~ku varijancu osobine, trebale bi biti rela-
tivno visoke i zna~ajne, no ni`e nego vrijednosti pouzdano-
sti. Diskriminativna valjanost procjenjuje se sustavnom eva-
luacijom preostalih korelacija u matrici u dodatna tri koraka.
U prvom koraku, sljede}a po veli~ini skupina korelacija treba-
la bi biti izme|u instrumenata koji mjere razli~ite osobine i-
stom metodom, koje se nazivaju raznoosobinskim-jednome-
todskim trokutima (heterotrait-monomethod). Zbog dijeljene va-
rijance metode, mogu se o~ekivati vi{e korelacije izme|u ra-
zli~itih osobina. Dodatno, teoretske veze izme|u razli~itih o-
sobina utjecat }e na veli~inu opa`enih raznoosobinskih-jed-
nometodskih korelacija. Prema Campbellu i Fiskeu (1959., 83),
varijabla bi trebala "…vi{e korelirati s nezavisnom vrstommje-
renja iste osobine nego s mjerom koja je konstruirana kako bi
se obuhvatila razli~ita osobina istom metodom". U drugom
koraku, procjenjuju se korelacije izme|u razli~itih osobina
mjerene razli~itim metodama, nazvane raznoosobinskim-raz-
nometodskim trokutima. Ove bi korelacije trebale biti najni`e
u cijeloj supermatrici jer predstavljaju odnos u kojem se pret-
postavlja kako ne postoji zajedni~ka osobina ili zajedni~ka va-
rijanca metode. U tre}em koraku kona~no se utvr|uje posto-
ji li sli~an obrazac me|uodnosa u svakom raznoosobinskom
(jednometodskom i raznometodskom) trokutu. Ako postoji sli-
~an obrazac, on nadalje podr`ava valjanost mjera, jer su me-
|uodnosi ostali dosljedni unato~ razli~itim metodama mje-
renja.
Osnovni je problem MTMM metodologije pote{ko}a u
otkrivanju i pripisivanju varijance faktorima metode. Kada se
metodska varijanca ne kontrolira i ne otkrije, ona mo`e do-
vesti do pove}ane procjene konvergentne valjanosti i smanji-
ti procjenitelje diskriminativne valjanosti (Althauser, 1974.; Camp-
bell i Fiske, 1959.; Elbert i Belohlav, 1977.; Jackson, 1969.). Ka-
da u~inci metoda nisu glavna briga, MTMM metodologija jo{
uvijek je prihvatljiva alternativa procjene konstruktne valjanosti.
CFA pristup analizi MTMM matrice
Pristup konfirmatorne faktorske analize MTMM matrici naj-
rasprostranjenija je alternativa kriterijima Campbella i Fiskea.
Postoji nekoliko parametrizacija ove procedure, pri ~emu se
svaka zasniva na razli~itim pretpostavkama.
Vjerojatno je najpopularniji pristup koreliranih osobina-
-koreliranih metoda (Correlated Trait-Correlated Method, odno-
sno generalni MTMM model ili blok-dijagonalni model), {to
ga je predstavio Jöreskog (1971.). Marsh (1993.) navodi kako
CTCMmodel odlikuju: (a) barem tri osobine i tri metode mje-
renja koje se razmatraju (iako ovaj zahtjev nije ba{ nu`an); (b)
o svakoj se kombinaciji osobine i metode zaklju~uje na te-








skih) apriornih faktora; (d) svaka opa`ljiva varijabla ima pro-
jekcije na samo jedan metodski faktor i na samo jedan osobinski
faktor; (e) unikviteti se slobodno procjenjuju, no pretpostavlja
se kako su me|usobno nekorelirani; i (f) korelacije osobinskih
faktora i metodskih faktora, zasebno, slobodno se procjenju-
ju, no korelacije izme|u metodskih i osobinskih faktora fik-
siraju se na nulu.
Sa`mimo ukratko i matemati~ke zahtjeve koji se postav-
ljaju prema ovakvu modelu, a koje ovdje prilago|ujemo pre-
ma Coenders i Saris (2000.). Model je specificiran prema slje-
de}im odrednicama:
(1)
gdje je xtm mjerenje osobine t metodom m, izra`eno u stan-
dardnim devijacijama od aritmeti~ke sredine; θtm slu~ajna je
pogre{kamjere xtm; ξTt standardizirani je faktor osobine s korela-
cijama ϕtt’; ξMm standardizirani je metodski faktor s korelaci-
jama ϕmm’; λTtm projekcija je xtm na ξTt; a λMtm projekcija je xtm
na ξMm (indikator metodskog u~inka). U svim slu~ajevima t
mo`e biti jednako t', a m mo`e biti jednako m', osim ako nije
druk~ije navedeno. Pretpostavke o nekoreliranosti metodskih






Pretpostavka o nekoreliranosti izme|u osobinskih i me-
todskih faktora u (5) omogu}uje nam da rastavimo varijancu
od xtm na varijancu osobine (λ2Ttm), na varijancumetode (λ2Mtm)
i na slu~ajnu pogre{ku (θtm), kako bismo procijenili kvalitetu
mjere. Tako|er, nakon odvajanja ove varijance, rezidualna va-
rijanca ne smije korelirati (4). Isto tako, svaki je faktor osobine
(2) i faktor metode (3) vezan uza samo jedan indikator. Vari-












U kona~nici, cjelokupna varijanca svojstva xtm ovisi o satu-
raciji jedne osobine i jedne metode (6), dok kovarijanca iz-
me|u dviju ~estica ovisi o saturacijama i korelacijama izme|u
dvaju razli~itih faktora osobina i metoda (7). Navedeno je
ilustrirano u primjeru triju osobinskih i triju metodskih fakto-
ra na Grafi~kom prikazu 1.
Iako je izrazito popularan, predstavljeni CTCMmodel po-
vla~i za sobom nekoliko problema (Bagozzi, 1993.; Kumar i
Dillon, 1992.; Marsh i Grayson, 1995.; Saris i van Meurs, 1990.;
Whotke, 1996.): (a) primjene su naru{ene problemima identi-
fikacije i procjene; (b) rje{enja su vrlo nestabilna, tako da je
potreban izrazito velik uzorak kako bi se postigli stabilni re-
zultati; (c) postoji velik broj modela koje istra`iva~ mo`e oda-
brati; (d) kako se pove}avaju korelacije izme|u metoda i sma-
njuju izme|u osobina, parcijalizacija varijance na osobinske i
metodske faktore bit }e naru{ena; (e) ne dopu{taju se multi-
dimenzionalni metodski u~inci, koji postoje kada dva ili vi{e
izvora varijabiliteta, izuzev osobinskih ~initelja, utje~u na ne-
ke (ili sve) manifestne varijable u modelu; i (f) nepostojanje
korelacije izme|umetodskih i osobinskih faktora mo`e se po-
kazati neprikladnim.
Model koreliranih osobina-koreliranih unikviteta (Corre-
lated Trait-Correlated Uniqueness – CTCU) predlo`en je kako bi















1988., 1989.). CTCUmodel predstavlja CF analizu u kojoj su o-
sobinski faktori me|usobno korelirani, dok se o faktorima
metode zaklju~uje na temelju korelacija izme|u varijanci po-
gre{ke. Ovakvo postavljanje modela dopu{ta vi{edimenzio-
nalne metodske u~inke i ne pretpostavlja tau-ekvivalentnu
strukturu (Marsh i Bailey, 1991.). Ipak, CTCU model ne do-
nosi informacije o prirodi multidimenzionalnih u~inaka (u-
~inci nisu ni parsimoni~ni ni informativni kada se model pri-
mijeni). Druge su prednosti CTCU modela {to (a) parcijaliza-
cija varijance na osobinske i metodske ~initelje nije me|usob-
no isprepletena (Bagozzi, 1993.) i (b) {to se CTCUmodel mo`e
identificirati u matrici s dvjema osobinama prema dvjema
metodama (2Tx2M) ako se svaka saturacija faktora osobine fik-
sira na jednaku vrijednost (Kenny i Kashy, 1992.). Glavna je
prednost CTCU modela vjerojatno ~injenica {to rijetko proiz-
vodi lo{a rje{enja, za razliku od uobi~ajenoga CTCM modela.
Drugim rije~ima, CTCU model mjereno svojstvo definira
na sljede}i na~in:
(8)
dok se postavljaju samo dva ograni~enja navedena kod
CTCM modela u (2) i (4) te se pretpostavlja dodatno:
(9)
CTCU model skalno je invarijantan i mo`e se pokazati





gdje se u (10) nalazi varijanca, dok je raznoosobinska-razno-
metodska kovarijanca prikazana u (11), raznoosobinska-jed-
nometodska kovarijanca u (12), a (13) predstavlja jednooso-
binsku-raznometodsku kovarijancu. U ovome modelu ogra-
ni~enje postavljeno kod CTCM modela u (4), kod CTCU mo-
dela reformulirano je u (9), tako da se varijanca xtm rastavlja
na varijancu osobine (λ2Ttm) i na varijancu unikviteta (θtm), u
kojoj je sadr`ana i varijanca pogre{ke i metodska varijanca.
Navedeno je ilustrirano u primjeru triju osobinskih faktora i








Unato~ prednostima, neki su autori uo~ili nekoliko pro-
blema i nedostataka CTCUmodela: (a) interpretacija korelira-
nih unikviteta i u~inaka metoda mo`e biti nejasna i vi{esmisle-
na (Bagozzi, 1993.); (b) model naru{ava postulat lokalne neza-
visnosti ~estica (Bartholomew, 1987.; Wothke, 1996.); (c) izo-
stajanje mogu}nosti specifikacije korelacije izme|u osobin-
skih i metodskih faktora mo`e se pokazati nedostatkom; (d)
iako modeli dopu{taju multidimenzionalne metodske u-
~inke, ne pru`aju prethodnu informaciju o njihovoj prirodi; i
kona~no, (e) ograni~avaju korelaciju metodskih faktora na nu-
lu. Ako ova nulta ograni~enja ne odgovaraju empirijskim po-
dacima, koli~ina osobinske varijance i kovarijanca me|u fak-
torima osobina bit }e precijenjena i onemogu}it }e procjenu
konvergentne i diskriminativne valjanosti (Byrne i Goffin, 1993.;
Kenny i Kashy, 1992.). Unutar CFA modela koji ne dopu{taju
korelacije izme|u metodskih faktora korelirani metodski u-
~inci o~ito su predstavljeni kao op}a varijanca osobine (Marsh
i Bailey, 1991.). Unato~ ovim tvrdnjama, Marsh i Bailey (1991.)
navode kako je, iako uz ove bitne potencijalne pristranosti,
CTCU model konzervativan za svrhu ispitivanja diskrimina-
tivne valjanosti, {to je osnovna svrha MTMM nacrta, tako da
su veli~ine navedenih pristranosti zapravo trivijalne.
Ipak, ako se osvrnemo na izneseno, razvidno je kako su
CTCU modeli zapravo vrlo ateoreti~ni i nedore~eni u inter-
pretaciji varijance unikviteta. Saris i Aalberts (2003.) naveli su
tako ~etiri mogu}a izvora obja{njenja koreliranim unikviteti-
ma u CTCU modelu. Najprije, mo`e ih se objasniti (1) u~inci-
ma metode, {to zapravo predstavlja CTCM model. Zatim,
mo`e ih se rastuma~iti (2) relativnim odgovorima. Naime, u-
obi~ajeno je pretpostaviti kako ispitanici daju apsolutne od-
govore na sva pitanja u upitniku. To zna~i da ispitanici ne
kompariraju odgovore koje daju na pitanja, odnosno na sva-
ko se pitanje odgovara zasebno. Kada se pitanja nalaze u ba-
teriji, postaje visoko vjerojatno da }e ispitanici uspore|ivati
odgovore na pitanja i, ovisno o prethodnim odgovorima, ate-
nuirati procjenu. Vi{ak kovarijance mo`e biti i proizvod (3) a-







se upravo na ovu vrstu pristranosti, koja se odnosi na slaga-
nje s tvrdnjama neovisno o njihovu sadr`aju. Kona~no, uni-
kvitet se mo`e objasniti (2) varijacijama u funkcijama odgovo-
ra. Ova se pojava tipi~no javlja u istra`ivanjima javnoga mi-
{ljenja ili u raznovrsnim upitnicima stavova, gdje se obilno
tuma~i kao varijacija u mi{ljenju o nekoj temi. No varijacije u
odgovorima mogu se pojaviti i u obliku varijacija u funkcija-
ma odgovora. U istra`ivanjima u kojima se rabe upitnici pret-
postavlja se kako je funkcija odgovora jednaka za sve ispi-
tanike. Time se pretpostavlja kako svi ispitanici izra`avaju
svoje mi{ljenje na jednak na~in. Na`alost, ova pretpostavka o
jednakoj funkciji odgovora ve}inom ne odgovara stvarnosti.
Ne postoji jedinstvena funkcija odgovora za sve ispitanike,
odnosno, svaki ispitanik mo`e imati vlastitu funkciju. Poradi
varijacija u funkciji odgovora, ispitanici mogu imati jednako
mi{ljenje o podra`aju, no dati posve razli~it odgovor.
PRIJEDLOG ALTERNATIVNOGA PRISTUPA
ANALIZE METODSKIH FAKTORA
Campbell i Fiske (1959.) svojim su pristupom potaknuli psi-
hologijsku zajednicu na razmi{ljanje o tome {to se sve mo`e
nalaziti u pozadini kovarijacija ~estica u upitnicima ili nekim
drugim psihologijskim mjerama, a da se pritom ne razmatra
samo osobina koju `elimo dohvatiti raznovrsnim mjernim
postupcima. Saris i Aalberts (2003.) posebice upozoravaju na
problematiku raznovrsnih mogu}ih izvora varijabiliteta koji
se javljaju unutar MTMM matrice, no to zasigurno nisu jedi-
ni i kona~ni izvori.
U svakoj je analizi ove vrste osnovni cilj u {to ve}oj mjeri
rastuma~iti variranje u modelu iz barem dva razloga. Prvi je
pragmati~ne prirode i odnosi se na ~injenicu kako koli~ina
neobja{njene varijance u modelu odlu~uje o tome ho}e li mo-
del biti prihva}en ili ne}e. Drugi je, ipak, znatno relevantniji,
jer reflektira pitanje o tome jesmo li uistinu sigurni kako je vi-
soka interkorelacija ~estica i homogenost koju smo pokazali
alpha-koeficijentom odraz mjerenoga svojstva ili nije. Time
se, dakako, zadire u sr` pitanja konstruktne valjanosti. Ako
primijenimo postupke kojima mo`emo umanjiti vjerojatnost
da je proizvod na{ega mjerenja zapravo odraz metode ili ne-
kih drugih ~initelja, to se vjerojatnijim ~ini pretpostavka kako
smo uistinu prona{li mjeru `eljene osobine. No problem je tre-
nuta~no predstavljenih postupaka taj {to oni pretpostavljaju
aprioristi~ku metodologiju: (1) utvr|ivanje mjerenih osobina;
(2) utvr|ivanje raznih vrsta mjerenja i (3) odre|ivanje jedna-
koga brojamjerenih osobina za svaku vrstu primijenjenemetode.
Ovdje se mogu postaviti dva pitanja. Naime, {to u~initi s








vod ni osobina, ni metoda, niti nekoga tre}eg ~initelja. U slje-
de}em koraku mo`emo se zapitati je li mogu}e sli~nom meto-
dologijom evaluirati mjere koje nisu konstruirane predvi|enom me-
todologijom. Na`alost, ~ini se kako se nitko do sada nije ozbilj-
nije pozabavio ovom problematikom, nego se sva razmatra-
nja svode na planirane MTMM eksperimente i njihove vari-
jacije u tuma~enju zna~aja metodskih faktora.
Autor ovoga rada suo~io se s potonjim pitanjem te se nas-
tojao dovinuti pristupu koji bi po~ivao na osnovnoj logici
MTMM analiza. No taj bi pristup tako|er morao omogu}avati
sustavno i neproizvoljno analiziranje vi{ka kovarijance u ma-
trici reziduala. U protivnom bi se analiza instrumenata koji
nisu predvi|eni za MTMM pristup mogla svesti na umjetnost
ili, u krajnjem slu~aju, na prekapanje po indeksima modi-
fikacije i "ribarske ekspedicije" sa statisti~ki zna~ajnim rezidu-
alima, u nadi da }e se izna}i kakvo suvislo rje{enje.
Naime, unato~ tome {to instrumenti ili upitnici uobi~a-
jeno nisu sustavno pripremljeni za MTMM analizu, ~ini se
smislenim kako se vi{ak kovarijacije mo`e pripisati vrsti for-
mulacije pitanja, pojavljivanju odre|enih tema ili ideja koje
se nalaze i ponavljaju u tvrdnjama, odre|enim rije~ima koje
izazivaju afektivnu reakciju ili bilo kakvom drugom podra-
`aju koji se repetitivno javlja unutar pojedinih ~estica, a da
nije usko vezan uz mjereno svojstvo. Drugim rije~ima, osno-
vni je cilj predlo`enoga pristupa utvrditi izvor ovakvih vrsta
kovarijacija. Pritom se ne namjeravamo zaustaviti na pukom
koreliranju unikviteta, jer se u takvu pristupu ne nazire smi-
sao. Naprotiv, kada ne planiramoMTMM eksperiment, impe-
rativ je inzistirati na oblikovanju i interpretaciji zna~enja fak-
tora metoda.
Autor rada u osnovi je prihvatio osnovni mjerni model
CTCM pristupa, koji navodi kako je kona~na vrijednost sta-
tisti~kog obilje`ja xtm proizvod saturacija osobinskih i metod-
skih faktora uz dodatak slu~ajne pogre{ke, izra`en u (1), te pri-
hva}a ograni~enja s nultim korelacijama, navedena u (2), (3),
(4) i (5).
Naime, nekoreliranost osobinskih i metodskih faktora (5)
u najve}oj nam mjeri osigurava da mjerimo metode koje su
potpuno neovisne o osobinama. Ipak, u pojedinim slu~ajevi-
ma mo`da bi se i ovo ograni~enje moglo napustiti ako daje
teorijski smisao. Nadalje, nekoreliranost reziduala s osobin-
skim (2) i metodskim (3) faktorima, po{to se dopusti slobodna
procjena λ parametara, nu`an je preduvijet svakoga smisle-
nog mjernog modela koji po{tuje postulat o lokalnoj nezavi-
snosti ~estica. Isto tako, po{to smo iscrpili mogu}nosti obja-
{njavanja kovarijacija zajedni~kim metodama, ~estice vi{e ne









Osnovna razlika izme|u CTCM pristupa i ovoga koji
}emo upravo predlo`iti jest pretpostavka kako isti indikatori
mogu imati proizvoljan broj projekcija na razli~itim faktorima
metoda, no svaka ~estica ne mora nu`no imati i metodski fak-
tor. Kako bismo omogu}ili ovakav model, morat }emo ne{to
oslabiti prethodne uvjete, {to se jasno vidi iz impliciranih vari-
janci i kovarijanci u predlo`enom modelu, gdje se, za razliku
od (6) i (7) u CTCM pristupu te (10), (11), (12) i (13) u CTCU
pristupu, varijanca ~estice ovdje definira kao:
(14)
dok se mogu}e kovarijance izme|u dviju ~estica naziru u iz-
razu:
cov (xtmxt’m’) = λTtmϕtt’λTt’m + λMtmΦmmλ’Mt’m’ (15)
Iz (14) vidi se kako se ukupna varijanca svojstva xtm ra-
stavlja na u~inak osobine (λ2Ttm)  i aditivan u~inak metodskih 
faktora , jer raznovrsni metodski u~inci mogu biti pri-
sutni u istoj varijabli, pri ~emu M predstavlja broj metodskih
faktora koji saturiraju odre|enu ~esticu. U kona~nici se uklju-
~uje i varijanca pogre{ke (θtm).
Jednakost kojom se definira kovarijanca dviju ~estica na-
lazi se u (15). Budu}i da se metodska kovarijanca procjenjuje
na temelju predmultiplikacije vektorom λMtm i postmultipli-
kacije vektorom λ’Mt’m’ matrice korelacija metodskih faktora
Φmm, teoretski broj ortogonalnih i kosokutnih metodskih fak-
tora nije ograni~en, no on }e u praksi rijetko prelaziti dva ili
tri metodska faktora s projekcijama na dva indikatora. Ako se
poku{a postaviti model u kojem bi jednu ~esticu tuma~ilo tri
ili vi{e metodska faktora, najve}a je vjerojatnost da takav mo-
del ne}e ni biti identificiran.
Po{to smo po~etne zahtjeve u znatnoj mjeri napustili, tre-
ba uvesti nove kako bi se postupak uo~avanja neplaniranih
metodskih faktora mogao provoditi sustavno i ve}inom ne-
pristrano. Predlo`enu }emo metodu stoga razlo`iti u nekoliko
koraka.
(1) Utvr|ivanje mjernih modela. Kako bi ova analiza uop}e
bila mogu}a, treba imati barem dvije razli~ite osobine. U pr-
vom koraku treba utvrditi mjerne modele pojedinih skala
konfirmatornom faktorskom analizom. Mjerni modeli ne smi-
ju imati zna~ajnu koli~inu rezidualne varijance. U tom smislu
treba u mjerne modele uvesti korelirane unikvitete, kako bi u









(2) Utvr|ivanje strukturnoga modela. Na temelju osnovnih
mjernih modela, bez koreliranih unikviteta, treba formirati
strukturni model s pretpostavljenim teorijskim odnosima. A-
ko saturacije i korelacije me|u faktorima poka`u potencijalno
visoku konvergentnu i divergentnu valjanost, treba pristupi-
ti sljede}em koraku.
(3) Analiza matrice reziduala komponentnom analizom. Os-
novna je pretpostavka ovoga koraka da je u rezidualnoj ma-
trici ostao zna~ajan dio sustavnoga varijabiliteta koji vjerojat-
no ima smislenu podlogu. U tom slu~aju primjenom kompo-
nentne analize na standardiziranoj matrici kovarijance mo`e
se uo~iti postoji li neki generalni izvor varijabiliteta. Kompo-
nentna analiza pogodna je u ovakvu slu~aju, za razliku od
faktorske analize, upravo stoga {to analizira kompletnu, nere-
duciranu matricu korelacija. Valja uzeti u obzir samo prvu
komponentu, zato {to strukturalno modeliranje ne priznaje
ortogonalna rje{enja ako ona nisu uistinu prisutna u empirij-
skim podacima.
(4) Formiranje faktora metode. Treba postaviti faktor meto-
de, prema ranije navedenim kriterijima, tako da saturira ~e-
stice koje su pokazale visoke saturacije u komponentnoj ana-
lizi. Nakon toga nu`no je metodskom faktoru dati smisleno
sadr`ajno zna~enje. Ako se ne mo`e sadr`ajno utvrditi izvor
varijabiliteta, cijeli ovaj postupak gubi smisao. Ako se u ovom
koraku primijeti kako u rezidualnoj matrici jo{ uvijek postoji
znatna koli~ina zna~ajne kovarijance, valja iterirati korake (3)
i (4) sve dok se mo`e objasniti zna~ajna koli~ina varijance po-
jedinim faktorima metoda i dok postoje razlo`na tuma~enja
sadr`aja metodskih faktora. Faktori metoda me|usobno smi-
ju korelirati, no ne smiju korelirati s osobinskim faktorima.
(5) Interpretacija metodskih faktora. Interpretaciju zna~enja
treba usmjeriti na onaj dio sadr`aja ~estica koji pretpostavlje-
no ne odra`ava mjerenu osobinu ili ne odra`ava ostale me-
todske faktore s obzirom na sadr`aj, a zajedni~ki je svim ~esti-
cama interpretiranoga faktora metode.
(6) Testiranje zna~ajnosti doprinosa metodskih faktora. U po-
sljednjem koraku treba ispitati obja{njavaju li metodski fakto-
ri inkrementalno zna~ajnu koli~inu kovarijance. Budu}i da o-
snovni strukturalni modeli i modeli s metodskim faktorima
zapravo predstavljaju ugnije`dene modele koji se dogra|uju
na nezavisni model, ovo se mo`e testirati razlikom u koli~ini
diskrepance od jednoga do drugoga modela, pri ~emu se u
svakom koraku dodaje jedan metodski faktor.
PRIJEDLOG ALTERNATIVNOGA PRISTUPA
UNUTARNJOJ KONZISTENCIJI I POUZDANOSTI
Prijedlog alternativnoga pristupa tuma~enju unutarnje kon-
zistencije temelji se upravo na prethodno izlo`enoj ra{~lambi









skih i metodskih faktora te na varijancu pogre{ke, odnosno
na unikvitet.
Najprije potpuno napu{tamo klasi~an pristup procjeni u-
nutarnje konzistencije uporabom Cronbachova (1951.) alpha-
-koeficijenta. Jednad`ba za alpha-koeficijent, ako se ra~una na
pojedina~nim ~esticama, izgleda kako je prikazano u (16), pri
~emu izraz (Σσ 2i ) predstavlja sumu dijagonale matrice kovari-
janci, izraz (σX
2 ) varijanca je jednostavne linearne kombinaci-
je ~estica, a (k) je broj ~estica u skali.
(16)
Ako se procjenjuje na temelju prosje~ne inter-item kore-
lacije, poprima oblik koji je prikazan u (17):
(17)
Iako je Cronbachov koeficijent postao najpopularniji pro-
cjenitelj unutarnje konzistencije, ima nekoliko izravnih ne-
dostataka ove mjere. Ovdje }emo navesti dvije najo~itije. Na-
ime, na temelju (16) mo`e se pokazati kako:
alpha-koeficijent poprima negativnu vrijednost. Drugim rije-
~ima, alpha-koeficijent bit }e negativan u svakom slu~aju kada
je prosje~na kovarijanca me|u ~esticama negativna.
Nadalje, kako se razabire iz (17), pretpostavka je alpha-
-koeficijenta da su ~estice zapravo tau-ekvivalentne. Ako je
zadovoljen samo kongeneri~ki model, alpha-koeficijent davat
}e pristrano nisku procjenu pouzdanosti. Ako je model bli`i
zahtjevima paralelnosti, alpha }e davati pristrano previsoke
procjene. Ipak, ve}ina modela u praksi udovoljava samo kon-
generi~ke zahtjeve, tako da je prethodno pitanje ~e{}i pro-
blem.
Ove nedostatke elegantno zaobilazi jedna vrlo intuitivna
procjena unutarnje konzistencije, koju predla`u Fleishman i
Benson (1987.):
(18)
Kao i Cronbachov (1951.) alpha-koeficijent (16), izraz u (18)








mjerom istinske varijance u odnosu na opa`enu varijancu. Iz
(18) razabire se kako izostanak pogre{ke mjerenja (θ 2) u struk-
turnom modelu dovodi do maksimalne vrijednosti 1, koja o-
zna~uje fiktivnu apsolutnu pouzdanost, no ipak potpunu u-
nutarnju konzistenciju. Vidi se kako i ve}i reziduali vode ma-
njoj procjeni pouzdanosti. Ova mjera tako|er potpuno rje{ava
problem negativnih procjena pouzdanosti.
U tom smislu, upravo na temelju procjene rezidualnoga
variranja u MTMM modelima, koja u svojoj osnovi proizlazi
iz izraza θ=1 - λ2, mogu se predlo`iti dva nova vida pouz-
danosti. Naime, odnos pouzdanosti i valjanosti uobi~ajeno se
shematski prikazuje strelicama za pikado. ^estice koje su ho-
mogene grupirane su zajedno, no tek ako su konstruktno va-
ljane, poga|aju sredinu mete. Ako nisu pouzdane, pokoja }e
pogoditi metu, no ne}e postojati sustavna tendencija prema
sredi{tu (konstruktu). Prilikom predlaganja novoga pristupa
konstruktnoj valjanosti polazimo iz perspektive baca~a stre-
lice, odnosno, iz samog izvora homogenosti podataka, i pred-
la`emo uvo|enje dvaju novih koncepata: konstruktne pouz-
danosti i prediktivne pouzdanosti.
Konstruktna pouzdanost odnosi se na ono {to u klasi~noj te-
oriji mjerenja razumijevamo pod unutarnjom konzistencijom
koja se ve`e uz konstrukt kao izvor varijabiliteta. No u MTMM
matrici pogre{ka se mo`e procijeniti na temelju saturacije
osobinskoga faktora neovisno o saturaciji faktora metode kao
θ tm=(1-λ
2
Ttm). U tom }e se slu~aju pouzdanost odnositi samo
na stupanj u kojem ~estica konzistentno mjeri konstrukt.
Prediktivna pouzdanost pojavljuje se ako mjeru pogre{ke
iska`emo kao θtm = [1-(λ2Ttm + λ2Mtm)]. U tom slu~aju, budu}i
da nam je izvor varijacije poznat, ~estice postaju homogenije.
No ovakav vid pouzdanosti vi{e nije vezan uz sam konstrukt.
Naprotiv, predlo`enim post-hoc MTMM pristupom omogu-
}ujemo metodskim faktorima preuzimanje dijela kovarijance,
koja je zbog projekcija ~estica na isti osobinski faktor umjetno
pove}avala unutarnju konzistenciju vezanu uz konstrukt. Dru-
gim rije~ima, ovim postupkom mo`e se procijeniti kojih je ~e-
stica homogenost uistinu uzrokovana konstruktom, a kojih
nekim drugim izvorom varijabiliteta. Iako se ovakva pouz-
danost u sadr`ajnom smislu ne mo`e rastuma~iti nekim kon-
struktom, ona se mo`e pokazati bitnom u prediktivnom smi-
slu. Naime, ~estica koja je u ve}oj mjeri rastuma~ena, neovi-
sno o osobinskom ili metodskom izvoru varijabiliteta, omogu-
}uje ne{to ve}i stupanj prediktivnosti upravo zbog manje ko-
li~ine nesustavnoga varijabiliteta. Isto tako, ovakav vid pouz-
danosti mo`e se pokazati zna~ajnim prilikom uporabe struk-
turnoga modeliranja linearnim jednad`bama, gdje je upravo
koli~ina neobja{njene varijance ta koja odlu~uje o tome odgo-








U sljede}em dijelu demonstrirat }emo ovaj alternativni
pristup analize metodskih faktora i upravo predlo`ene psi-
hometrijske postupke kratkim prikazom validacije skale sa-




U istra`ivanju koje je proveo Juri} (2004.) primijenjena je ba-
terija upitnika na u~enicima sedmih (N=203) i osmih (N=210)
razreda osnovnih te prvih (N=206), drugih (N=205) i tre}ih
(N=139) razreda srednjih {kola u gradu Zagrebu. Ukupan
broj ispitanika iznosi 963 u dobnom rasponu od 13 do 18 godi-
na i sa 54,5% `enskih ispitanika u uzorku. Ispitivanje je pro-
vedeno u travnju i svibnju 2002. godine.
Mjere samoreguliraju}e motivacije
Peterofaktorske mjere samoreguliraju}e motivacije razvija Wol-
ters (1999.), koji u svojem istra`ivanju primjenjuje kompo-
nentnu analizu s varimax rotacijom, slu`e}i se scree-test kri-
terijem prilikom odluke o broju zadr`anih komponenti. Dobi-
venih pet komponenti obja{njava oko 67% varijance ~estica i
daje teoretski smislene komponente. Wolters je na temelju kom-
ponenti reducirao broj ~estica, ukloniv{i one s niskim ili vi{e-
strukim saturacijama, i formirao skale te odredio njihovu pou-
zdanost Cronbachovim alpha-koeficijentom. Prva komponen-
ta nazvana je pove}avanje interesa (k=5, α=0,90), druga je iden-
tificirana kao nagovaranje na izvedbu (k=5, α=0,84), tre}a je
nazvana samouvjetovanje (k=5, α=0,87), ~etvrta odra`ava na-
govaranje na savladavanje (k=4, α=0,85), a na petu komponen-
tu projiciraju se ~estice koje odre|uju kontrolu okru`ja (k=4,
α=0,73). Ukupno gledaju}i, pet predstavljenih strategija sa-
moregulacije konzistentno je s onima identificiranim i opisa-
nim u prija{njim istra`ivanjima voljne kontrole i samoreguli-
raju}eg u~enja (Sansone i sur., 1992.; Sansone, Wiebe i Mor-
gan, 1999.; Wolters, 1998.; Zimmerman i Martinez-Pons, 1986.,
1990.). Za potrebe istra`ivanja, instrument je potpuno preve-
den na hrvatski jezik te je podvrgnut empirijskoj validaciji. Ju-
ri} (2004.) konfirmatornom faktorskom analizom utvr|uje pe-
terofaktorsku hijerarhijsku strukturu upitnika samoregulacij-
skih strategija, s op}im faktorom samoreguliraju}e motivacije.
Postupak
Svi strukturalni modeli testirani su u programu AMOS 4.0.1
(Arbuckle i Whotke, 1999.). Kako bi se procijenila op}a podob-
nost modela, prikazani su χ2, Akaike indeks (AIC), indeksi513
komparativne podobnosti (CFI i AGFI), standardizirana pro-
sje~na kvadratna kovarijanca reziduala (RMSEA) i Hoelterov
indeks (Kline, 1998.). Amos minimalizira funkciju diskrepan-




C(α, a) = [N-r] = [N-r] F(α, a)
N
Budu}i da je vrijednost funkcije C u uskoj vezi s brojem
ispitanika u modelu, za modele na ve}im uzorcima pre-
poru~uje se izra~unati odnos χ2/d.f., koji predstavlja minimum
funkcije C korigiran za veli~inu uzorka. Procjenjuje se kako bi
ovaj odnos trebao iznositi barem 5, optimalno bi trebao te`iti
vrijednosti 1, no prihvatljivo je i ako se kre}e blizu vrijedno-
sti 2. Potonje smo prihvatili kao jedan od kriterija prilikom te-
stiranja modela.
AIC predstavlja χ2 koji je penaliziran za nedostatak parsi-
monije u modelu i slu`i samo u komparativne svrhe izme|u
modela koji po~ivaju na istom setu indikatora. CFI i AGFI in-
deks baziraju se na usporedbi mjere podobnosti izme|u hi-
potetskoga modela i podobnosti nezavisnoga modela i u tom
smislu pokazuju koliko je definirani model podobniji od mo-
dela u kojem su sve relacije fiksirane na nulu. Razlika izme|u
CFI i AGFI jest {to je CFI, sli~no logici koju slijedi AIC, penali-
ziran za svaki slobodno procijenjeni parametar, dok AGFI do-
datno uva`ava veli~inu uzorka kao olakotnu okolnost.
Hoelterov indeks pokazuje pri kojem bi broju ispitanika
i uz koju razinu pogre{ke model bio odba~en. Za CFI i AGFI
indeks uzimao se grani~ni kriterij u iznosu od >0,95, {to po-
kazuje kako se postavljenim modelom obja{njava 95% vi{e va-
rijance nego nultim modelom, a za RMSEA<0,05 (Kline, 1998.).
REZULTATI I RASPRAVA
Utvr|ivanje mjernih modela
Kako smo predvidjeli u prijedlogu alternativnoga pristupa
analize metodskih faktora, najprije utvr|ujemo metrijske ka-
rakteristike mjernih modela pojedinih skala. Iz Grafi~kog pri-
kaza 3 vidi se kako skale kontrole okru`ja i nagovaranja na savla-
davanje nisu zahtijevale koreliranje reziduala. Na taj na~in
potvr|ena su kongeneri~ka svojstva ovih skala i mo`emo za-
klju~iti kako su psihometrijski vrlo ~iste. Ipak, valja napome-
nuti kako su to skale s manjim brojem ~estica (k=4), za razliku









nikviteti upu}uju na to da bi se ista metrijska svojstva mogla
ostvariti uklanjanjem s10 iz skale pove}avanja interesa, s15 iz
nagovaranja na izvedbu te s21 iz samouvjetovanja. Kako nam u
ovom trenutku nije cilj ukloniti ove varijacije, ve} im dati sa-
dr`ajno tuma~enje, zadr`avamo sve ~estice u predlo`enim
mjernim modelima.
U Tablici 1 nalazi se komparativan prikaz testiranja zna-
~ajnosti obja{njene varijance u matrici kovarijanci diferencija-
lom funkcije diskrepancije. Prikazani su i ostali podaci svih








ostavljaju statisti~ki nezna~ajnu rezidualnu koli~inu varijance
(p>0,05) te kako zna~ajno bolje tuma~e podatke nego nezavi-
sni modeli (p<0,05).
Iz Tablice 2 nazire se razmjerno kongruentna struktura
tek kod saturacija nagovaranja na savladavanje (0,58 – 0,68; 34%
– 46% obja{njene varijance). Najve}i je raspon uo~en kod sa-
mouvjetovanja (0,31 – 0,82; 9% – 69%) i pove}avanja interesa (0,31
– 0,80; 10% – 64%). Isto tako, velike varijacije u saturacijama
prisutne su i kod kontrole okru`ja (0,42 – 0,81; 18% – 65%), dok
je kod nagovaranja na izvedbu razlika u prisutnosti konstrukta
u ~esticama ne{to podno{ljivija (0,51 – 0,77; 26% – 59%). Ovi
podaci pokazuju kako je ostao zna~ajan udio neobja{njene va-
rijance u ~esticama, koja se ne mo`e pripisati osobinskim ~i-
niteljima.
Nagovaranje           Nagovaranje                                                 Pove}avanje                    Kontrola
    na savladavanje            na izvedbu  Samouvjetovanje                   interesa                    okru`ja
Mjerni Nezavisni Mjerni Nezavisni Mjerni Nezavisni Mjerni Nezavisni Mjerni Nezavisni
model model model model model model model model model model
χ2 4,857 744,711 6,175 1369,144 0,941 1054,544 1,949 1137,081 4,573 510,481
d.f. 2 6 3 10 2 10 2 10 2 6
p 0,088 0,000 0,103 0,000 0,625 0,000 0,377 0,000 0,102 0,000
broj slobodnih parametara 8 4 12 5 13 5 13 5 8 4
∆ (χ2) 739,85 1362,97 1053,60 1135,13 505,91
∆ (d.f.) 4 7 8 8 4
p (∆) 0,000 0,000 0,000 0,000 0,000
χ2/d.f. 2,428 124,118 2,058 136,914 0,471 105,454 0,975 113,708 2,286 85,08
rmsea 0,039 0,358 0,033 0,376 0 0,330 0 0,342 0,037 0,296
agfi 0,987 0,449 0,987 0,344 0,997 0,472 0,994 0,434 0,988 0,608
cfi 0,996 0,000 0,998 0,000 1 0,000 1 0,000 0,995 0,000
aic 20,86 752,71 30,18 1379,14 26,94 1064,54 27,95 1147,08 20,57 518,48
hoelter (,05) 1187 17 1218 13 6123 17 2957 16 1261 24
Nagovaranje na savladavanje u najve}oj mjeri odre|uje ~e-
stica 'Govorim sam sebi kako moram nastaviti u~iti samo zato
kako bih nau~io koliko god je mogu}e', nagovaranje na izvedbu
odre|eno je u prvom redu tvrdnjom 'Podsje}am samoga sebe
koliko je bitno imati dobre ocjene', ve}inu varijance samouvje-
tovanja odre|uje izjava kako 'Obe}am sam sebi da }u kasnije
raditi ono {to `elim ako sada zavr{im sa zadanim poslom', po-
ve}avanje interesa podjednako je odre|eno izjavama 'U~inim si
u~enje ugodnijim pretvaraju}i ga u igru' i 'Poku{avam napra-
viti igru od u~enja ili pisanja zada}e', dok je kontrola okru`ja
determinirana prije svega ~esticom 'Osiguram se da mi {to
manje stvari odvra}a pa`nju'. Iz uvida u sadr`aj ovih i ostalih



















s27 Govorim sam sebi kako moram nastaviti u~iti samo zato
kako bih nau~io koliko god je mogu}e. 0,68 0,46
s3 Tjeram sam sebe da puno radim kako bih ne{to stvarno nau~io. 0,67 0,45
s23 Postavljam si izazov da zavr{im rad i nau~im gradivo najvi{e {to je mogu}e. 0,61 0,38
s2 Tjeram sam sebe da radim samo kako bih vidio koliko ustvari mogu nau~iti. 0,58 0,34
Nagovaranje na izvedbu
s16 Govorim sam sebi da moram nastaviti u~iti kako bih bio dobar u {koli. 0,77 0,59
s17 Podsje}am samoga sebe koliko je bitno imati dobre ocjene. 0,82 0,68
s4 Podsje}am samoga sebe koliko je bitno biti dobar na ispitima i zadacima u {koli. 0,60 0,36
s13 Poku{avam se natjerati da vi{e radim razmi{ljanjem o dobivanju dobrih ocjena. 0,59 0,35
s15 Razmi{ljam o tome kakvu }u zaklju~nu ocjenu dobiti ako ne uradim
doma}u zada}u ili ne pro~itam lektiru. 0,51 0,26
Samouvjetovanje
s18 Obe}am sam sebi da }u kasnije raditi ono {to `elim
ako sada zavr{im sa zadanim poslom. 0,82 0,68
s9 Dogovorim se sam sa sobom kako }u za odre|enu koli~inu
obavljenog posla poslije raditi ne{to zabavno. 0,60 0,36
s7 Sam sebi ka`em da kasnije mogu raditi ne{to {to volim
ako sada obavim posao koji moram. 0,66 0,43
s1 Obe}am sam sebi nekakvu nagradu ako zavr{im posao. 0,32 0,11
s21 Nagra|ujem sam sebe za svaki dio posla koji sam obavio,
sve dok ne zavr{im. 0,31 0,09
Pove}avanje interesa
s14 U~inim si u~enje ugodnijim pretvaraju}i ga u igru. 0,80 0,64
s22 Poku{avam napraviti igru od u~enja ili pisanja zada}e. 0,79 0,62
s20 Poku{avam gradivo povezati s ne~ime {to volim raditi ili s ne~im {to me zabavlja. 0,54 0,29
s10 Na neki si na~in u~enje u~inim zanimljivim. 0,43 0,19
s11 Poku{avam shvatiti na koji je na~in gradivo vezano uz moj `ivot. 0,31 0,10
Kontrola okru`ja
s26 Osiguram se da mi {to manje stvari odvra}a pa`nju. 0,81 0,65
s8 Poku{avam se rije{iti stvari koje me ometaju u poslu. 0,58 0,34
s28 Poku{avam u~iti u vrijeme kada sam vi{e usredoto~en. 0,43 0,19
s24 Mijenjam svoje okru`enje kako bi mi bilo lagano koncentrirati se na posao. 0,42 0,18
Utvr|ivanje konfirmatorne faktorske strukture
Kako se vidi iz Grafi~kog prikaza 4, konfirmatorni faktorski
model postavljen je u skladu s pretpostavkom o peterofaktor-
skoj hijerarhijskoj strukturi skala samoreguliraju}e motivacije. Iz
prikaza se razabire kako osnovu samoreguliraju}e motivacije ~i-
ne nagovaranje na savladavanje (β=0,82; 67% varijance) i nago-
varanje na izvedbu (β=0,76; 58%). U znatnoj je mjeri samoregu-
liraju}a motivacija odre|ena i kontrolom okru`ja (β=0,71; 50%),
dok je u manjoj mjeri prisutna strategija samouvjetovanja
(β=0,65; 42%), a zna~ajno je najmanje prisutno pove}avanje
interesa (β=0,52; 27%), unato~ razmjerno visokim saturacija-
ma na indikatorima.517
 TABLICA 2
Regresijski koeficijenti u mjernim mode-
lima skala samoreguliraju}e motivacije
Uvidom u koli~inu obja{njene varijance pojedinih indi-
katora, uo~ava se kako znatan dio njih ne dosti`e ili jedva
prelazi 20% udjela u varijatama prvoga reda (s11, s21, s24, s1,
s15). Stoga previ{e ne za~u|uje {to ovaj model nije zadovoljio
ni jedan od postavljenih kriterija podobnosti modela
(χ2=1145,99, d.f.=225, p=0,000; χ2/d.f.=5,093; RMSEA=0,065;
AGFI=0,0869). Kako bi se razrije{io problem izvora vi{ka ko-
varijance, u ovom se koraku pristupa sukcesivnoj primjeni
komponentne analize standardiziranih matrica reziduala i u-
tvr|ivanju metodskih faktora prema predlo`enom postupku.
Odre|ivanje metodskih faktora
U analizi je uspje{no utvr|eno i interpretirano pet metodskih
izvora varijacija, pri ~emu nekim indikatorima nisu pripisani
faktori metode (s17, s16, s13, s18, s28, s8, s26), dok su drugi bili
saturirani ~ak sa dva metodska ~initelja (s3, s27, s23, s2, s1, s11,
s20). Osobinsko-metodska struktura dobivena u ovoj analizi
nalazi se na Grafi~kom prikazu 5.
Nakon pripisivanja odre|enoga dijela varijance metod-
skim faktorima, a budu}i da je nepoznati dio varijance postao
poznat, vidljivo je pove}anje projekcija samoregulacijskih stra-
tegija na varijatu samoreguliraju}e motivacije. Od ovoga je naj-
ve}u korist imalo pove}avanje interesa (β1=0,52; 27%; β2=0,66;
43%), s porastom od 16% varijance obja{njene faktorom oso-
bine, te nagovaranje na savladavanje (β1=0,82, 67%; β2=0,86; 74%),
s porastom od 7%. Zamjetno pove}anje ostvareno je i kod na-
govaranja na izvedbu (β1=0,76; 58%; β2=0,79; 63%) i kontrole o-
kru`ja (β1=0,71; 50%; β2=0,73; 53%), no metodski faktori nisu








42%; β2=0,65; 42%), iz ~ega se vjerojatno mo`e suditi o raz-
mjerno slabom metodskom udjelu u indikatorima ove vari-
jate. Ukratko re~eno, zbog utvr|ivanja metodskih faktora do-
bili smo psihometrijski znatno ~i{}e mjere osobinskih faktora.
Konfirmatorni Nezavisni                                                    Faktor metode
model SRM model 1 2 3 4 5
(K-1) (2-1) (3-2) (4-3) (5-4)
χ2 1145,99 6505,86 945,69 632,24 546,33 494,58 395,01
d.f. 225 253 222 217 209 202 198
p 0,000 0,000 0,000 0,000 0,000 0,000 0,000
broj slobodnih parametara 51 23 54 59 67 74 78
∆ (χ2) 5359,87 200,30 313,46 85,91 51,75 99,57
∆ (d.f.) 28 3 5 8 7 4
p (∆) 0,000 0,000 0,000 0,000 0,000 0,000
χ2/d.f. 5,093 25,715 4,260 2,914 2,614 2,448 1,995
rmsea 0,065 0,160 0,058 0,045 0,041 0,039 0,032
agfi 0,869 0,380 0,892 0,931 0,938 0,942 0,953
cfi 0,853 0,000 0,884 0,934 0,946 0,953 0,968
aic 1247,99 6551,86 1053,69 750,24 680,33 642,58 551,01
hoelter (,05) 220 44 263 384 430 460 565
U Tablici 3 sa`eto je prikazano inkrementalno testiranje
zna~ajnosti prilikom uvo|enja svakoga novog metodskog fak-
tora. Prikazani nalazi pokazuju kako je svaki novi faktor ob-
jasnio zna~ajan udio varijance prija{njega modela, pri ~emu naj-
ve}u koli~inu funkcije diskrepance obuhva}aju drugi (∆χ2=313,46)
i prvi (∆χ2=200,3) metodski faktor. Iz tablice mo`emo primijetiti
kako u kona~nom metodskom modelu ostaje statisti~ki zna~ajna









}e motivacije i ekstra-
hirani faktori metode
i nakon uvo|enja faktora metode. Ovo previ{e ne za~u|uje,
jer je rije~ o izrazito heterogenom uzorku, kojem se vjerojatno
mo`e pripisati ostatak varijacije. Naime, ~ini se suvislim pret-
postaviti kako se neobja{njeno variranje mo`e pripisati vari-
jacijama u funkciji odgovora (Saris i Aalberts, 2003.), o kojima je
bilo rije~i u uvodu. Ipak, svi ostali pokazatelji indiciraju kako je
rije~ o vrlo prihvatljivu modelu (χ2/d.f.=1,995; RMSEA=0,032;
AGFI=0,953), posebice s obzirom na njegovu slo`enost, veli-
~inu i heterogenost uzorka. Tako|er, komparacijom AIC in-
deksa s obzirom na ~isti konfirmatorni model, mo`emo uvidjeti
kako redukcija u funkciji diskrepance nije u~injena nau{trb par-
simonije u modelu (AIC1=1247,99; AIC2=551,01). Drugim ri-
je~ima, manja parsimonija koja se dobiva uvo|enjem faktora
metode opravdana je omjerom obja{njene rezidualne kovari-
jance u matrici.
Prate}i podatke iz Tablice 4, ilustrirat }emo postupak ime-
novanja metodskih faktora. Naime, osnovni je cilj ovakva pri-
stupa otkriti izvor kovarijacija koji se ne mo`e pripisati ni jed-
noj osobini, a zajedni~ki je ~esticama koje obuhva}a isti faktor
metode. Kako bismo dodatno naglasili na {to se pritom misli,
u tablici su kurzivom ozna~eni zajedni~ki sadr`aji.
Prvi faktor metode nazvan je instrumentalizacijom igre jer
sadr`i izjave koje glase 'Poku{avam napraviti igru od u~e-
nja…', '…pretvaraju}i ga u igru.' i 'Poku{avam gradivo po-
vezati… s ne~im {to me zabavlja'. ^ini se suvislim i to da je o-
vaj faktor otkriven vezano uz strategiju pove}avanja interesa.
Na isti na~in utvr|en je sadr`aj metodskoga faktora in-
strumentalizacija nagrade. Dok se u ~esticama s21 i s1 nagrada
eksplicitno navodi ('Nagra|ujem sam sebe…', 'Obe}am sam
sebi nekakvu nagradu…'), kod ~estice s2 ona se manifestira
kao psiholo{ka nagrada koja proizlazi iz intrinzi~noga zado-
voljstva u~enja. Stoga ne za~u|uje razmjerno niska saturacija
ove ~estice metodskim faktorom (0,18), jer je vjerojatno da se
ovakva vrsta nagrade javlja samo kod maloga broja intrinzi-
~no motiviranih u~enika. Isto tako, s9 predstavlja eksterno
nagra|ivanje, no ne i eksplicitno navo|enje pojma "nagrada",
stoga vjerojatno ima podjednako nisku saturaciju kao i ~esti-
ca s2. Instrumentalizacija nagrade usko je vezana uz faktor sa-
mouvjetovanja, dok je psiholo{ka nagrada u ~estici s2 prisutna
kod nagovaranja na savladavanje.
Tre}i faktor metode, poticanje kognitivne aktivacije, pred-
stavlja zbirni u~inak raznih nastojanja aktiviranja kognitivnih
resursa kako bi se odr`ala samoregulacija, a ~estice s ovakvim
metodskim sadr`ajem prisutne su kod strategija nagovaranje
na savladavanje, pove}avanje interesa i kontrole okru`ja. U ovom se
metodskom faktoru tako nalaze poticanje na u~enje, koncentra-











Faktor metode 1: Instrumentalizacija igre
s22 Poku{avam napraviti igru od u~enja ili pisanja zada}e. 0,87 0,76
s14 U~inim si u~enje ugodnijim pretvaraju}i ga u igru. 0,58 0,34
s20 Poku{avam gradivo povezati s ne~ime {to volim raditi
ili s ne~im {to me zabavlja. 0,26 0,07
Faktor metode 2: Instrumentalizacija nagrade
s21 Nagra|ujem sam sebe za svaki dio posla koji sam obavio, sve dok ne zavr{im. 0,79 0,62
s1 Obe}am sam sebi nekakvu nagradu ako zavr{im posao. 0,46 0,21
s2 Tjeram sam sebe da radim samo kako bih vidio koliko ustvari mogu nau~iti. 0,19 0,04
s9 Dogovorim se sam sa sobom kako }u za odre|enu koli~inu
obavljenog posla poslije raditi ne{to zabavno. 0,18 0,03
Faktor metode 3: Poticanje kognitivne aktivacije
s23 Postavljam si izazov da zavr{im rad i nau~im gradivo
najvi{e {to je god mogu}e. 0,35 0,12
s10 Na neki si na~in u~enje u~inim zanimljivijim. 0,24 0,06
s24 Mijenjam svoje okru`enje kako bi mi bilo lagano koncentrirati se na posao. 0,23 0,05
s11 Poku{avam shvatiti na koji je na~in gradivo vezano uz moj `ivot. 0,22 0,05
s27 Govorim sam sebi kako moram nastaviti u~iti samo zato kako bih
nau~io koliko god je mogu}e. 0,20 0,04
s20 Poku{avam gradivo povezati s ne~ime {to volim raditi
ili s ne~im {to me zabavlja. 0,13 0,02
Faktor metode 4: Samoprisila
s2 Tjeram sam sebe da radim samo kako bih vidio koliko ustvari mogu nau~iti. 0,65 0,42
s3 Tjeram sam sebe da puno radim kako bih ne{to stvarno nau~io. 0,29 0,08
s27 Govorim sam sebi kako moram nastaviti u~iti samo zato
kako bih nau~io koliko god je mogu}e. 0,20 0,04
s1 Obe}am sam sebi nekakvu nagradu ako zavr{im posao. 0,17 0,03
s11 Poku{avam shvatiti na koji je na~in gradivo vezano uz moj `ivot. 0,16 0,03
s23 Postavljam si izazov da zavr{im rad i nau~im gradivo
najvi{e {to je god mogu}e. 0,14 0,02
Faktor metode 5: Vrednota rada
s4 Podsje}am samoga sebe koliko je bitno biti dobar na ispitima
i zadacima u {koli. 0,46 0,21
s3 Tjeram sam sebe da puno radim kako bih ne{to stvarno nau~io. 0,41 0,17
s7 Sam sebi ka`em da kasnije mogu raditi ne{to {to volim
ako sada obavim posao koji moram. 0,17 0,03
s15 Razmi{ljam o tome kakvu }u zaklju~nu ocjenu dobiti
ako ne uradim doma}u zada}u ili ne pro~itam lektiru. -0,14 0,02
Sljede}i je faktor metode nazvan samoprisila radi formu-
lacije re~enice koja povezuje ~estice na ovom faktoru. Na-
glasak je u ovim re~enicama na izrazima "tjeram sam sebe",
"moram nastaviti", "obe}am sam sebi", "poku{avam" i "posta-
vljam si izazov". Ovaj metodski faktor u ve}oj je mjeri odraz
tendencije poticanja samoga sebe na neku op}u, nespecifi~nu
aktivnost, koja se kasnije u ~estici uglavnom svodi na izvr{a-
vanje zadatka, no ne i na neki eksplicitan pristup rje{avanju
problema (osim ~estice s11).
Posljednji faktor odraz je vrednote rada, kao pozitivne i








{ava rad, obavljanje posla i u~inkovitost na zadacima. Ipak,
uvidom u saturaciju na ~estici s15 mo`emo sa znatnom si-
gurnosti zaklju~iti kako smo ispravno imenovali metodski fak-
tor. Naime, sadr`aj ~estice '…ne uradim doma}u zada}u...', u
skladu s pretpostavkom o vrednoti rada, negativno je saturi-
ran ovom varijatom metode.
                                                                            Faktori metode
SRM Intrumen- Instrumen- Poticanje Ukupna
(neizravni talizacija talizacija kognitivne Vrednota obja{njena
u~inci) igre nagrade aktivacije Samoprisila rada varijanca (R2)
Nagovaranje
na savladavanje
s27 0,62 0,54 0,20 0,20 0,46
s3 0,56 0,48 0,29 0,41 0,57
s23 0,55 0,47 0,35 0,14 0,44
s2 0,39 0,34 0,19 0,65 0,61
Nagovaranje
na izvedbu
s16 0,78 0,62 0,61
s17* 0,77 0,61 0,59
s4 0,62 0,49 0,46 0,60
s13* 0,62 0,49 0,39
s15* 0,52 0,41 -0,14 0,29
Samouvjetovanje
s18 0,79 0,51 0,63
s7 0,68 0,44 0,17 0,49
s9* 0,62 0,40 0,18 0,41
s1* 0,37 0,24 0,46 0,17 0,37
s21* 0,33 0,22 0,79 0,73
Pove}avanje interesa
s10* 0,69 0,45 0,24 0,53
s20* 0,53 0,35 0,26 0,13 0,40
s11* 0,44 0,29 0,22 0,16 0,27
s14 0,41 0,27 0,58 0,51
s22 0,30 0,19 0,87 0,84
Kontrola okru`ja
s26 0,70 0,51 0,49
s8 0,62 0,45 0,38
s28 0,51 0,37 0,26
s24 0,42 0,31 0,23 0,23
SRM (izravni u~inci)
Nagovaranje na savladavanje 0,86 0,74
Nagovaranje na izvedbu 0,79 0,63
Samouvjetovanje 0,65 0,42
Pove}avanje interesa 0,66 0,43
Kontrola okru`ja 0,73 0,53
* ^estice s koreliranim rezidualima u mjernom modelu
Iz Tablice 5 vidimo kako je ve}ini ~estica koje su u mjer-
nim modelima imale korelirane unikvitete pripisan jedan ili vi-








ranja dviju ~estica izgubio se u ovakvoj supermatrici (s17, s13),
dok je zna~ajnom za faktore metode postala varijanca znat-
noga broja novih ~estica (s27, s3, s23, s2, s4, s7, s14, s22).
Ovim smo predlo`enim postupkom u varijancu unikviteta,
koja ina~e predstavlja artefakt metode i obi~no se odbacuje
kao nesustavni varijabilitet, unijeli smisao i red te mo`da pro-
dubili i vlastite spoznaje o samom predmetu mjerenja, odnos-
no, sadr`ajno gledaju}i, o specifi~nim elementima samoregu-
lacije koji nisu strogo vezani uz osnovnih pet strategija, nego
se pojavljuju u razli~itim strategijama i na razli~ite na~ine. Dru-
gim rije~ima, metodskim se faktorima u ovoj analizi poradi
njihove prirode mo`e pripisati teorijski zna~aj te ih eventual-
no razmotriti u kontekstu teorija samoregulacije. No to nika-
ko ne zna~i da je iz sadr`aja ~estica nu`no ekstrahirati svaki
sadr`aj koji izravno ne odra`ava pretpostavljenu latentnu
dimenziju. U tom slu~aju dobili bismo vrlo artificijelnu mjeru
osobine koja ne bi imala vanjsku valjanost. Kao {to nema smi-
sla da ekstrakcijom varijance socijalne po`eljnosti iz skale shi-
zofrenije formiramo ljestvicu koja bi mjerila "socijalno po`elj-
nu shizofreniju", tako ni u na{em slu~aju nema previ{e smisla
raznovrsne strategije samoreguliraju}e motivacije razmatrati
i interpretirati neovisno o dobivenim metodskim faktorima.
Iako je u analizama matemati~ki postavljen kriterij ortogonal-
nosti metodskih i osobinskih faktora, on je uveden samo kako
bi se lak{e razdijelila metodska i osobinska varijanca. Ipak, u
stvarnosti smo osu|eni na velik broj raznovrsnih izvora vari-
jabiliteta, a predlo`eni pristup analize metodskih faktora, ne
ignoriraju}i rezidualnu varijancu, mo`e pomo}i u prepozna-
vanju i razumijevanja slo`enosti ispitanikovih psiholo{kih re-
akcija na zadani podra`ajni materijal.
Utvr|ivanje konstruktne i prediktivne pouzdanosti
U Tablici 6 prikazani su alpha-koeficijenti za svaku skalu, us-
poredno uz pouzdanost izra~unanu prema (18) te predlo`e-
nim konceptima prediktivne pouzdanosti i konstruktne po-
uzdanosti. Iz tablice se tako vidi kako procjenitelj pouzdano-
sti izra~unan na temelju mjernih modela daje ne{to vi{e pro-
cjene nego alpha-koeficijent, {to nije vezano uz razliku u ra-
~unskim pristupima, nego uz koreliranu varijancu unikviteta
u modelima. O~ito je kako se uvo|enjem kovarijance rezidu-
ala mo`e umjetno pove}ati pouzdanost ~estice bez istinski ve-
}e homogenosti ili utvr|ivanja izvora varijabiliteta.
Nasuprot tome, ako pouzdanost u metodskom modelu
ra~unamo na temelju rezidualnoga variranja koje ostaje po{to
i osobinski i metodski faktor rastuma~e ~esticu, dobivamo vr-
lo visok stupanj pouzdanosti. No vidi se kako pouzdanost ne-








procjenjuje samo na temelju osobinskih saturacija. Upravo se
ovdje isti~e razlika izme|u dvaju novih predlo`enih koncepata.
                                Metodski strukturalni model
(ukupna         (varijanca obja{njena
  Mjerni model obja{njena varijanca)      faktorima osobina)
                                                              Nagovaranje na savladavanje
λt θ θ λt θ
s2 0,58 0,66 0,78 0,39 0,39 0,85
s23 0,61 0,62 0,66 0,56 0,55 0,70
s27 0,68 0,54 0,68 0,54 0,62 0,62
s3 0,67 0,55 0,75 0,43 0,56 0,69
α                                                        rλ                                       rλ                                        rλ
0,73                                                   0,82                                    0,90                                      0,68
                                                                       Nagovaranje na izvedbu
λt θ θ λt θ
s17 0,82 0,32 0,77 0,41 0,77 0,41
s16 0,77 0,41 0,78 0,39 0,78 0,39
s4 0,60 0,64 0,77 0,40 0,62 0,61
s13 0,59 0,65 0,62 0,61 0,62 0,61
s15 0,51 0,74 0,54 0,71 0,52 0,73
α                                                        rλ                                       rλ                                        rλ
0,78                                                   0,87                                    0,90                                      0,87
                                                                                    Samouvjetovanje
λt θ θ λt θ
s7 0,66 0,57 0,70 0,51 0,68 0,54
s18 0,82 0,32 0,79 0,37 0,79 0,37
s1 0,32 0,90 0,61 0,63 0,37 0,87
s21 0,31 0,91 0,86 0,27 0,33 0,89
s9 0,60 0,64 0,64 0,59 0,62 0,62
α                                                        rλ                                       rλ                                        rλ
0,72                                                   0,75                                    0,92                                      0,77
                                                                                   Pove}anje interesa
λt θ θ λt θ
s20 0,54 0,71 0,60 0,64 0,53 0,72
s14 0,80 0,36 0,71 0,49 0,41 0,83
s22 0,79 0,38 0,92 0,16 0,30 0,91
s10 0,43 0,81 0,73 0,47 0,69 0,53
s11 0,31 0,90 0,52 0,73 0,44 0,81
α                                                        rλ                                       rλ                                        rλ
0,75                                                   0,78                                    0,89                                      0,65
                                                                                      Kontrola okru`ja
λt θ θ λt θ
s26 0,81 0,35 0,70 0,51 0,70 0,51
s8 0,58 0,66 0,62 0,62 0,62 0,62
s24 0,42 0,82 0,48 0,77 0,42 0,82
s28 0,43 0,81 0,51 0,74 0,51 0,74
α                                                        rλ                                       rλ                                        rλ
0,63                                                   0,73                                    0,75                                      0,73
 TABLICA 6
Izra~un pouzdanosti
skala na temelju poda-





















Konstruktna pouzdanost predstavlja procjenu na temelju
istinske varijance konstrukta, a kod predlo`ene alternativne
metodske analize mo`e se to~no utvrditi koli~inu varijance kon-
strukta i metode prisutne u ~estici. Drugim rije~ima, skale ko-
je imaju niske koeficijente konstruktne pouzdanosti u slaboj
mjeri odra`avaju konstrukt mjerenja, kao {to su skale nagova-
ranje na savladavanje (rλt=0,68) i pove}avanje interesa (rλt=0,65),
dok izvorno vi{i alpha-koeficijent govori o tome koliko je vari-
jance konstrukt izgubio nakon ekstrakcije metode. No metod-
ski faktori ne moraju nu`no umanjiti konstruktnu pouzda-
nost ako u skali uistinu dominira istinska konstruktna varijan-
ca. Primjer je za to skala nagovaranja na izvedbu, koja ima gotovo
podjednake koeficijente konstruktne i prediktivne pouzdanosti.
Na temelju ovoga prikaza ~ini se suvislim zaklju~iti kako je
konstruktna pouzdanost, za razliku od klasi~nih izra~una pouz-
danosti, realnija osnovica za procjenu konstruktne valjanosti.





rλt =                                                                              (19)
k                  k 
Σλt    - Σ(1-λt2)2
t=1             t=1
Prediktivna pouzdanost iskazana je koeficijentima predik-
tivne pouzdanosti, koji se kod svih skala kre}u oko 0,90 (osim
kod skale kontrole okru`ja, kod koje iznosi 0,75). Ovakva pouz-
danost govori o tome koliko je pojedina mjera pouzdana kao
prediktor u situaciji kada su poznati udjeli ~estica u osobin-
skim i metodskim faktorima. Drugim rije~ima, iako skalu na-
govaranja na savladavanje zacijelo ne}emo rabiti kao pouzdanu
mjeru prilikom diskriminacije pojedinaca, ona u istra`iva~ke
svrhe mo`e poslu`iti kao vrlo pouzdan prediktor jer joj je ve-
}ina varijance rastuma~ena. Prediktivna pouzdanost dobra je
osnovica za procjenu op}e podobnosti neke skale kao predik-
tora te za procjenu zna~aja udjela ostalih izvora varijabiliteta
koji se mogu pojaviti mjerenjem odre|enoga svojstva.





rλtm =                                                                            (20)
k                                     k
Σ√λt2 + λm2 - Σ[1-(λtm2    + λtm2   )]2










Osnovna je svrha predlo`enoga pristupa analize metodskih
faktora upozoriti na barem dva zna~ajna, a ~esto zanemarena,
aspekta psihologijskoga mjerenja. Najprije (1) psihologijski
instrumenti ~esto su optere}eni zna~ajnim udjelom varijance
koja proizlazi iz artefakta primijenjene metode. Taj vi{ak vari-
jance utje~e na kona~nu procjenu strukture i unutarnje kon-
zistencije instrumenta, uvode}i neobja{njiv varijabilitet ~esti-
ca. Stoga su saturacije u osobinskim faktorima krivo procije-
njene i, ovisno o prirodi rezidualnoga varijabiliteta, umjetno
smanjene ili pove}ane, {to u kona~nici vodi do krive procjene
pouzdanosti. Isto tako (2) ispitanici u podra`ajnom materijalu
reagiraju i na aspekte formulacije tvrdnji ili zadatka koji ne-
maju pretpostavljena svojstva mjerenoga konstrukta. Iako je,
primjerice, akviesencijska pristranost davno prepoznata kao
izvor varijabiliteta koji proizlazi iz metodologije konstrukcije
instrumenta i stoga se unutar pojedinih upitnika nastoji urav-
note`iti broj ~estica koje su afirmativne i negacijske prirode,
ve}ina istra`iva~a ne nastoji uravnote`iti sadr`ajne ili temat-
ske aspekte tvrdnji koji se pojavljuju u instrumentu.
Mogu}a primjena predlo`ene psihometrijske metodolo-
gije nazire se u barem nekoliko instrumentalizacija navede-
nih procedura. Postupci se mogu upotrijebiti za utvr|ivanje
novih izvora varijacija koji bi mogli biti relevantni za predmet
mjerenja. Ako se analizom reziduala uo~i neki dominantni sa-
dr`aj, trebalo bi razmotriti ideju postoji li aspekt mjere koji
treba izdvojiti i zasebno mjeriti. S druge strane, izdvojeni re-
zidual, ovisno o zna~enju sadr`aja, mo`e predstavljati poten-
cijalne distraktore. U tom slu~aju ovakav se dio varijance mo-
`e proglasiti parazitarnim, a distraktori se mogu ukloniti pri-
likom modifikacije instrumenta.
Kao {to je do sada vjerojatno o~ito, ovaj pristup ima zna-
~ajniju mogu}nost primjene kod ve} ranije konstruiranih in-
strumenata koji sadr`ajno upu}uju na visok stupanj valjano-
sti no psihometrijske validacije ukazuju na nizak stupanj
unutarnje konzistencije. Analizom metodskih ~imbenika na
neuravnote`enim instrumentima pru`a se mogu}nost urav-
note`avanja tematskih cjelina unutar pojedine skale u instru-
mentu.
Ipak, treba naglasiti kako kod ovakva pristupa, koji ne
polazi od slu~ajnih, planiranih ili uravnote`enih izvora vari-
jabiliteta, uvijek postoji opasnost od krive interpretacije re-
zidulne varijance. Ako postoji o~ekivanje o mogu}im izvo-
rima varijabiliteta koji ne proizlaze iz teorijskoga konstrukta,
klasi~ni MTMM pristup Campbella i Fiskea (1959.) ili CFA
pristupi analizi MTMM matrice uvijek }e predstavljati meto-
dologijski i spoznajno mo}nije oru|e.526
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Proposition of an Alternative Approach
to Method Factor Analysis:
Exemplary Evaluation of Five Factor
Self-Regulation Motivation Scale
Daniel JURI]
Institute of Social Sciences Ivo Pilar, Zagreb
When Campbell and Fiske (1959) proposed their first multitrait-
-multimethod analysis (MTMM) of research data, they evoked in
psychometric community some serious interest for analysis of
those parts of variance which could be attributed to different
methodological approaches. Later on, several different
confirmatory approaches of method effects analysis were
developed based on balanced designs. This paper presents an
attempt of parameterization for alternative estimation of method
factors using unbalanced designs. The goal of such analysis,
which combines confirmatory and exploratory approach, is to
determine those elements of variance which can be attributed to
method artifact which is determined by task or stimuli content,
even if multimethod approach is not planned in advance. The
proposed approach also implies an alternative view of internal
consistency and reliability, based on the idea of pure trait factors.
Suggested models are demonstrated by evaluating psychometric
properties of five factor self-regulation motivation scale.
Key words: multitrait-multimethod approach, internal
consistency, reliability, self-regulated motivation scale
Vorschlag für einen alternativen Ansatz
zur Analyse von Methodenfaktoren:
Die 5-Faktoren-Skala
der selbstregulierten Motivation als Beispiel
Daniel JURI]
Ivo-Pilar-Institut für Gesellschaftswissenschaften, Zagreb
Nachdem Campbell und Fiske (1959) die erste Multitrait-
Multimethod-Matrix zur Datenanalyse vorgelegt hatten, war








Varianz, der auf unterschiedliche methodologische Ansätze
zurückgeht, abrupt angestiegen. Später wurde eine ganze
Reihe konfirmatorischer Verfahren entwickelt sowie Ansätze
zur Analyse methodischer Effekte an verschiedenen
ausbalancierten Entwürfen. Die vorliegende Arbeit ist der
Versuch einer Parametrisierung eines Alternativverfahrens zur
Bewertung von Methodenfaktoren an nicht balancierten
Entwürfen. Mit dieser Vorgangsweise, bei der der
konfirmatorische und der explorative Ansatz kombiniert
werden, sollen jene Variabilitätssegmente ermittelt werden,
die auf das Artefakt der Methode zurückgeführt werden
können. Des Weiteren soll der Variabilität eine inhaltliche
Bedeutung zugeordnet werden, selbst wenn der Multimethod-
-Ansatz nicht im Vorhinein geplant war. Ein solcher Ansatz
zieht ebenso eine alternative Sicht von Verlässlichkeit und
innerer Konsistenz nach sich, welche Sicht auf dem
Gedanken vom Bestehen reiner Merkmalsfaktoren beruht.
Die vorgeschlagenen Modelle werden an Skalen zur
selbstregulierten Motivation demonstriert.
Schlüsselwörter: Multitrait-Multimethod-Matrix, innere
Konsistenz, Verlässlichkeit, Skala zur selbstregulierten
Motivation
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