The aim of this study is to propose a precise disparity estimation process between retinal fundus stereoscopic images to assist during eye diagnosis and view generation for visualization. We propose a computer-vision-based solution that allows, from stereo images, the extraction of precise disparity information that could be used for clinical parameters estimation and/or the generation of multi-viewpoint images of retinal fundus. The proposed solution is based on a sub-pixel disparity estimation algorithm that takes into consideration the spherical shape of the retinal fundus. A sub-pixel approach is adopted in order to achieve high precision disparity estimation. Moreover, the a priori knowledge of the fundus geometric shape provides useful information for the regularization of the high precision disparity estimation process. Stereo images, with known ground truth, are used to evaluate the proposed algorithm and to demonstrate the high precision of estimated disparity in our methods.
Introduction
3D retinal surface visualization is becoming easy and handy with the current advances in image visualization technologies. Retinal image processing is a well-studied field and several studies about depth estimation of retinal fundus exists [1, 2, 3, 4] .
The literature for the analysis of retinal images mainly deals with the issue of 2D images in order to facilitate the detection of lesions by ophthalmologists. However, accurate diagnosis often requires a 3D image of the retina. In particular, the analysis of the 3D shape of retinal fundus is essential for identifying lesions and estimating the extent of the lesion, and measuring eye pressure on the optic disc. Different methods are used to regenerate a 3D model of the fundus from stereo images. In [3] , the authors estimate the epipolar geometry and projection matrices after a self-calibration, then they solve the correspondence problem to reconstruct the 3D fundus surface. In [7] , the authors apply a plane+parallax algorithm to stereo images, which is followed by a mutual information-based disparity search stage. In [8] , the authors use a multi-focusing technique to capture retinal fundus images and reconstruct its 3D surface. None of these studies assume that the retinal fundus can be approximated to a spherical surface.
In [5, 6] the authors assume a spherical shape for the eyeball. They use this information to help reconstruct the 3D shape of the fundus. One challenging step is to estimate the intermediate optical system parameters such as the contact enlarging lens focal distance. They model the mapping of this surface through the eye lens as a quadratic surface and perform camera calibration through matching correspondences on this quadratic surface.
Their method is based on a two-stage optimization process. They estimate the quadratic surface using the correspondences and they minimize the error with respect to the camera poses by keeping the surface equation fixed. Secondly, they minimize the error with respect to the surface equation and camera poses to estimate the optical system parameters. This work aims to reconstruct the 3D shape of the retinal fundus, and does not use the estimated quadratic surface to increase the robustness of the disparity estimation process.
On the other hand, the authors in [10] , state that the extraction of invariant geometric features is the first step not only for the 2D registration but also for the 3D reconstruction of retinal images. They proposed a robust method, using reliable landmarks, defined by the Y-feature , where vessels and nerves intersect. They used this method to extract robust corresponding points in order to rectify uncalibrated stereo images and then estimate the disparity without taking into consideration the quadratic surface constraint. However, for establishing disparities, the image correspondence problem must be solved throughout feature matching. Matching techniques, and thus constructing the disparity map, can be classified into two main categories. More specifically, techniques that construct the disparity map by solving the correspondence problem, pixel by pixel, are referred to as local, while techniques that consider the correspondence problem as a global optimization problem are referred to as global. Among the best-known techniques belonging into the mentioned categories are the differential matching, the cross correlation, graph cuts, the global energy optimization method and dynamic programming based methods to name a few. All local methods typically use an appropriate measure in order to quantify the existing similarity between the template window and the candidate one. Widely used similarity measures are the sum of squared differences (SSD), the sum of absolute differences (SAD), and the normalized cross-correlation (NCC) as well as their zero-mean counterparts. Among these measures, only the zero-mean normalized cross correlation is invariant to both shift and scale photometric distortion. This property is required in many stereo vision algorithms, especially in ophthalmic applications where the illumination of the scene is nonuniform. Another feature which is desired in a large number of applications is the ability of the matching algorithm for producing a disparity map with sub-pixel accuracy. Sub-pixel accuracy allows for a finer variation in depth levels, which otherwise are limited to values corresponding to integer disparities. This improves the precision of the depth estimation process and thus the quality of the synthesized images for multi-viewpoint visualization. In [9] the authors propose a new similarity measure which is based on the correlation coefficient called Enhanced Normalized Cross Correlation (ENCC). More specifically, by using an appropriate linear interpolation scheme on the intensities of two adjacent candidate windows, a new similarity measure is introduced. This measure, although based on a linear interpolation scheme, does not demand the reconstruction of any intensity value, while at the same time it has infinite precision in its sub-pixel estimates.
In this paper, we propose a new algorithm for precise and robust sub-pixel disparity estimation exploiting the a priori knowledge of the retinal fundus shape. This method consists of, first, extracting reliable landmarks, defined by Y-feature points in stereo images. These points are then matched and used to generate a quadratic model of the retinal fundus. Secondly, a global subpixel disparity estimation process is developed under a geometric constraint defined by the quadratic surface.
The rest of the paper is organized as follows: Section 2 introduces the geometric model of the fundus surface and the its parameters estimation process. Section 3 describes the matching algorithm for sub-pixel disparity map. Section 4 discusses the algorithm implementation and its results. The last section concludes the paper and outlines future research directions.
Geometric constraint for fundus stereo images
In this paper we will consider the stereoscopic setup presented in figure 1 . The two cameras are modeled as Pin-Hole in a canonical stereoscopic system. The stereo images are considered rectified, thus any point in the space will be mapped to corresponding image points through fundamental matrices M l and M r at the same vertical position.
Disparity geometric model
Assuming an orthogonal frame O, − → x , − → y , − → z and a retinal fundus (modeled as a sphere) with radius R, the coordinates (X,Y, Z) of a point M lying on the fundus surface should verify the sphere equation:
where C x , C y and C z are the coordinates of the sphere-shaped fundus center. The figure 2 shows the spherical shape and the optical path of a retinal fundus stereoscopic image capturing system. In [5] the author demonstrates that the point M is mapped through the optical systems into a point p which coordinates verify a quadratic equation of the form:
The projection of p to both camera plans Π l and Π r is computed using the cameras fundamental matrices M l and M r . This will give two image points m l (u l , v) = M l × p t and m r (u r , v) = M r × p t in the left and right image coordinate system of the left and right cameras respectively. The disparity between m l and m r is defined by d = u l − u r . We can demonstrate that:
where f is the focal distance between the image plane and the camera center, and b is the distance between the two camera centers along the x axis. Performing simple mathematical manipulation, we can write:
by replacing equation (4) into equation (2) and assuming d = 0 we can write:
where (a i , i = 1...7) are real valued parameters. The equation (5) presents a constraint between corresponding points in fundus stereo images that links the disparity value to the coordinates of the left point, considered as reference in this study. In order to integrate this constraint into the disparity estimation algorithm, the parameters of equation (5) should be estimated.
Identification of disparity geometric model parameters
In order to estimate the parameters in equation (5) a robust matching algorithm is used. As the model has 7 unknown parameters, at least 7 matching pairs of points are required to estimate these parameters. In [7] , the author proposes a robust algorithm to detect special features in the retinal fundus image. This algorithm is based on the detection of intersection points between blood vessels called Y-feature points. The position of a Y-feature has at most 3 strong responses from different directional Laplacian of Gaussian filter outputs. Basically, the algorithm generates a list of potential points using 6 directional Laplacian filters. The obtained filtered outputs are analyzed using the Principal Components Analysis (PCA) method for every pixel. Image locations having at least three large component values are considered as seed points in order to guarantee that at least three gradient directions are present in the vicinity of the Y-feature .
The Y-feature model has 8 degrees of freedom (DOF),
which includes the center position (u, v), the orientation angles of the three branches attached to the center position θ 1 , θ 2 , θ 3 , and three widths for each branch w 1 , w 2 , w 3 . The length of each branch, L, is fixed. Using the geometric properties of the Y-feature in retinal images, the arms are constrained not to be too close or far away from each other. The width is also limited to be between the minimum and maximum size of the vessels to be detected. Given the initial position of the Y-feature provided by the estimated seed points, we fit the articulated model using a gradient descent method, minimizing the following energy:
where u i , v i are the coordinates of a point in the articulated Y-feature model,
is the center position of the model and i is the index of the considered arm.Ĩ (u i , v i ) is the interpolated value of intensity image I at the point u i , v i and G (u i , v i ) is the gradient value of the interpolated intensity imagẽ I at the point u i , v i . The parameter m = 0 to find dark vessel, and m = 1 to detect bright vessels. Additionally, the author constrains the angles θ (θ 1 , θ 2 , θ 3 ) and widths w(w 1 , w 2 , w 3 ) of the branch to be within a specified range of values θ min and θ max for angles and w min and w max for widths. Enforcing these constraints could be achieved using Lagrange multiplier for solving the constrained optimization problem. The author uses a penalization approach based on the use of a barrier function B for enforcing the inequality constraints:
The extraction of Y-feature in the image consists of initializing the model using feature point location and orientations and fitting the articulated Y-feature to the image features by minimizing the function:
where β is the trade-off between the goodness of fit to image features and the constraints on the orientation of the arms and their thickness. The function E is minimized iteratively using a gradient-based approach. For more detailed information refer to [11] .
In order to use this approach on stereo images to select matching points, a matching strategy should be adopted. As we use rectified images, the corresponding matched points have the same vertical position. This will limit the search to only one direction. The search begins from a minimum disparity value. Using traditional matching algorithms (cross-correlation), a first estimate will be detected. Then, this point will be considered as a seed point in the right image and a new energy optimization process (equation (6)) will be executed to find a more precise position of the matched points. This energy optimization will be constrained with a fixed vertical position (v i = constant).
A first estimate of fundus model parameters is computed using at least 7 Y-feature matched points. If more than 7 points were found, the best estimate is computed using the least-square minimization approach with the form
where
A is the matrix and B the vector with k th row respectively equal to:
and k goes from 1 to S being S the number of Y-feature matched points.
Geometrically constrained sub-pixel disparity estimation
The most commonly used sub-pixel approach in stereo matching is based on polynomial interpolation, including correlation interpolation methods and intensity interpolation methods. In [9] the author proposes a similarity measure based on the correlation coefficient that is called Enhanced Normalized Cross Correlation (ENCC). This measure is based on a linear interpolation scheme. It does not require the reconstruction of any intensity value, while at the same time it has infinite precision in its subpixel estimates. This algorithm is adopted in this paper.
Let us consider a rectified stereo image, with I l (i, j) and I r (i, j) denoting their intensity functions. The width and height of both images are the same and noted L w and L h respectively. The stereo correspondence problem aims to find a non-negative disparity map D(i, j) such that the following relation approximately holds
In order to solve the image correspondence problem in a local window-based method, let us consider that W (u, v) denotes an image window of size N1 × N2 with its center located at the point with coordinates u, v, and let 
wherew(u, v) and w(u, v) 2 denote its mean value and Euclidean norm respectively. By selecting a template window W l (u, v) in the reference image, and a window W r (u − d, v) in the matching image, we can define, using the above notation, their correlation coefficient as the inner product of the vectors
and use it as a similarity measure for the centers of the above defined windows. The correlation coefficient of equation (15) 
The goal now is to incorporate the intensity vector function of τ into the similarity measure defined in equation (15). To this end, let us define the following correlation function:
Using the definitions of the inner product and zero mean normalized vector of equation (15), and after some mathematical manipulations, equation (17) can be rewritten as :
is the ratio of norms of the adjacent windows and
their correlation coefficient.
Geometric constraint disparity estimation
After introducing the geometric model of the fundus surface and a sub-pixel accuracy similarity measurement operator, this section will discuss how the depth map is estimated under a geometric constraint. The proposed algorithm is based on an energy maximization function. This energy will evaluate the current disparity estimation with respect to two different criteria. The energy function is:
where D is the estimated disparity map, P is the parameters vector of the quadratic surface defined in equation (9) and α is a weighting parameter. The goal is to findD that maximizes E(D, P):
Data energy
The data energy E Data is the energy that measures the similarity between all windows w l (u l , v) and w r (u l − d, v) where d is the estimated sub-pixel disparity D(u l , v). The data energy can then be computed by summing all the correlation values ρ(u l , v, d) at all pixels. Thus:
where D(u l , v) is the disparity value at the point (u l , v). The maximum value of the correlation function at a given pixel, is equal to unity. Thus, the maximum data energy value is equal to L h L w .
Geometric energy
E Geo (D, P) is the energy that measures how much the subpixel disparity verifies the geometric constraint. This energy is computed using the geometric model presented in equation (5) . The function G(u, v, d) from equation (5) is a quadratic surface that represents a relation between a point (u, v) and its corresponding (u − d, v). More the point (u, v, d) is close to the surface more G(u, v, d) is close to zero. Thus, the geometric energy can be defined as follows:
where P is the model parameter defined in equation (9) and used in the function G(ul, v, D(u l , v)). It is obvious that the value of e Geo ∈ [0, 1]. It is equal to 1 when G(u l , v, D(u l , v)) is zero which means the point (u l , v, D(u l , v)) is on the surface. It decreases when G(u l , v, D(u l , v)) increases. By doing so, the two energies are compatible and can be added together. The total geometric energy can be computed as follows:
Gradient descent solver
The final disparity map is the one that maximizes the energy function (21). One way to solve the optimization problem is to use the gradient-descent method. This method requires the computation of the energy gradient with respect to the disparity values. By slightly varying the disparity value d at each pixel (u l , v) in D a gradient vector is computed:
If the energy is to be maximized then:
where ∆ and γ are internal parameters that affect the convergence speed and stability of the algorithm.
Algorithm
The criteria optimization process is essentially based on the gradient descent method. The geometric constrained sub-pixel disparity estimation algorithm is described as following.
• Step 1 find list of corresponding points using Y-feature matching algorithm, • Step 2 estimate Fundus geometric model parameters P using the Y-feature matched list, • Step 3 compute the total energy according to, (21), (23) 
Simulation and Experimental results

Stereo images and ground truth generation
For simplicity, we will consider that the stereo images are the projection of a spherical surface rather than a quadratic surface. In fact by neglecting the optical system, the retinal fundus, considered as a spherical surface, is directly projected onto the cameras image planes Π l and Π r . This supposition will only affect the estimated values of the geometric model parameters (5) . A 3D modeling software is used to create a 3D spherical model. In this study the software Blender is used. Under Blender, an unwrapping function will allow to project a 2D image onto a 3D spherical surface (see fig. 3a ). Note that this process may seem to be unreasonable, but the main objective here is to test the proposed method and not to reconstruct a real 3D surface. Once the 3D spherical model is created, we define two different positions of the camera centers, noted C l = [C lx ,C ly ,C lz ] and C r = [C rx ,C ry ,C rz ]. C l and C r are slightly displaced along the x axis with known distance b (see fig. 1 ). The displacement is computed in a way that will generate stereo images with a large interval of disparity values. All parameters, including the sphere radius, its center position, the camera centers position and its focal distance are adjusted and well-defined. The intrinsic parameters of the camera are the same at both positions and they are presented in the intrinsic matrix M int . The extrinsic parameters include the coordinate of the camera centers in the world frame and they are presented in M ext l and M ext r . A point M(x, y, z) in the world frame is mapped into p l (x, y, z) and p r (x, y, z)in the left and right camera frame through the matrices M ext l and M ext r respectively. The projection of points p l and p r onto the image plane is computed through the matrix M int . Thus, the image of p r (x, y, z) is m r (u r , v) on the right camera and the image of p l (x, y, z) is m l (u l , v) on the left camera plane (see figs. 4a and 4b).
and O x , O y are the image center coordinates in pixels, h x and h y are pixel dimension in meter and f is the focal distance of the camera (see fig. 1 ) and
where I 3 is 3 × 3 identity matrix.
A point m(u, v) can be mapped back to M(x, y, z) by computing the line of sight using M −1 int and the intersection with the fundus surface defined in equation (1) .
The ground truth image is computed using M ext l , M ext r and M int . The ground truth image is the disparity value at each pixel presented in a gray-scale image (see fig. 3b ). The disparity d is equal to:
u l and u r are the x-coordinate of points m l and m r respectively. 
Algorithm implementation
Step 1 Y-Feature extraction
By applying the Y-feature extraction algorithm described previously, a list of Y-feature centers is generated and presented in the figure 5a. The parameters of the Y-feature algorithm are adapted to the vessels size inside the image. On the other hand, the matching process of Y-feature points is performed in two steps. First a local matching algorithm is used. The resulting matched point is then used as initial position in the Y-feature optimization in the right image. In this case, the optimization of criteria (6) is constrained to be only along the x-axis, thus the y − coordinate value is considered fix. At least 7 matched pairs are required to estimate the surface parameters equation (5) . The figure 5a and 5b show 10 matched points, in the left and right images, generated by the Y-feature algorithm, referred by the cross and square symbols respectively. Using the least-square solver, the parameters of equation (5) are estimated. First we construct the matrix described in (10) and (11) . In this example, a list of 10 points are matched as presented in 5a. These points are used to create the 10 by 7 matrix A. Solving the least-square minimization problem B + A × P = 0 where P gives the model parameters {a i } i=1...7 .
Step 3 Energy computation
In this step, we calculate the energy of the current disparity map. This energy is formed by adding two different energy functions (equation (21)). The first one consists of a data energy which measures the similarity with respect to the disparity D and the second one consists of a geometric energy which measures how close the disparity D is to the geometric model defined by parameters vector P. A first estimate of the disparity map is required to compute this energy. Thus, we choose to start by the disparity map computed from the geometric model directly:
The energy at the iteration i is computed with respect to equation (21).
and
Step 4 Optimal disparity Estimation
After computing the energy of the initial estimate of the disparity map, we use the gradient descent method described previously in equation (26) to converge towards the optimal solution. From E i (D i ) we compute the new estimate D i+1 of D i : Steps 3 and 4 are repeated until the algorithm converges. The convergence state is defined when the energy difference between two consecutive iterations is smaller than 1%:
The figure 6a shows the estimated disparity map for α = 0.3, ∆ = 0.004 and γ = 0.5. A general approach to evaluate the performance of the algorithm is to compute the root-mean squared error with respect to the ground truth [12] :
where D(u, v) is the estimated disparity and D GT (u, v) is the ground truth data. In this example, where α = 0.3 the R value is equal to 0.4%, while without the geometric constraint, the R value is equal to 0.8%.
Experimentation on real stereo images
An original way to evaluate this method is to apply it on real stereo images of the retinal fundus. Fundus images, at high resolution, can be found in the retinal image bank (http://imagebank.asrs.org/). In order to evaluate the estimated disparity using our method, some ground truth data is required. One way to generate ground truth data is to manually extract corresponding points at full image resolution. This procedure provides sub-pixel ground truth data after reducing the image resolution. In this example, we use the stereo images presented in figures 7a and 7b. Each image has a full resolution of 800 × 900 pixels and the scaling factor is considered to be 0.5. The figures 7a and 7b also show the manually extracted matching points.
In the following, a reduced version of the images in 7a and 7b are used as well as the extracted and scaled ground truth data.
First, we start by applying the Y-feature extraction algorithm. The purpose of this algorithm is to extract robust corresponding points that will be used in the quadratic surface estimation. The figures 8a and 8b show 10 extracted Y-feature points in both images.
Next, the model parameters, described by the vector P, are estimated using the least-square solver applied to the matrix A (equation (10)) and vector B (equation (11)) Finally, the optimal estimated disparity map is computed by optimizing the energy function (see equation (22)). Figure 9 shows the RMS error between the ground truth matched points and their estimated disparity for 1-unconstrained disparity estimation (α = 0), 2-fully constraint disparity estimation (α = 1) and 3-an intermediate value (α = 0.3). The ground truth matched points are sorted and divided into 3 categories. The first category consists of points with textured neighborhood (e.g. vessels intersection) and close to Y-feature generated points. The second category consists of other points having textured neighborhood. The last category consists of points with low textured neighborhood. The figure 9 shows that the points of the first category have low RMS error (< 4%) in the two extreme cases, α = 0 and α = 1. On the other hand, the points lying in the second category have low RMS error for α = 0, and bigger RMS error (7%) when α = 1. Finally, the points lying in the third category have RMS error (13%) at α = 0 bigger than RMS error 5% at α = 1.
This experimental result explains the fact that the data energy has a bigger contribution in the total energy at points with textured neighborhood, while the geometric energy contributes significantly more in low textured regions. Thus, by choosing an appropriate value for the parameter α, or by varying its value with respect to the texture of the region, we expect better results. In the figure 9, we can see that for α = 0.3, we obtain smaller RMS errors compared to α = 0 in the region with low texture (category 3). With this value of α, a small increase of the RMS error is observed in points of the second category which is expected and not considered critical as its value is less than 4%. In real fundus stereo images, the quadratic surface assumption is only an approximation, and the geometric model should only be considered for regularization of the estimated disparity. Thus, it is advised to consider small values of the parameter α (e.g. α < 0.5). 
Conclusion
In this paper we proposed a sub-pixel disparity estimation algorithms that takes into consideration the geometric shape of the retinal fundus. First, we detect the Y-feature points with their correspondences in stereo images. Then we generate a quadratic surface that models the retinal fundus using Y-feature matched pair points. The quadratic model is used to enhance the accuracy of the sub-pixel disparity estimation process. The simulated results have shown an improved precision of the geometrically constrained disparity map by comparing it to the unconstrained subpixel disparity estimation process. We are currently exploring the interaction between image characteristics and the regularization factor in order to find the optimal value. 
