The metaplectic transform (MT) is a unitary integral mapping which is widely used in signal processing and can be viewed as a generalization of the Fourier transform. For a given function ψ on an N -dimensional continuous space q, the MT of ψ is parameterized by a rotation (or more generally, a linear symplectic transformation) of the 2N -dimensional phase space (q, p), where p is the wavevector space dual to q. Here, we derive a pseudo-differential form of the MT. For smallangle rotations, it readily yields asymptotic differential representations of the MT, which are easy to compute numerically. Rotations by larger angles are implemented as successive applications of K ≫ 1 small-angle MTs. The algorithm complexity scales as O(KN 3 Np), where Np is the number of grid points. We present a numerical implementation of this algorithm and discuss how to mitigate the two associated numerical instabilities.
I. INTRODUCTION
Suppose a signal described by a square-integrable function ψ of some continuous coordinate q. Like in quantum mechanics, one can introduce a 'state vector' |ψ such that ψ be the projection of |ψ onto the coordinate axis. Correspondingly, ψ's Fourier image ψ can be viewed as the projection of |ψ onto the wavevector axis p, or equivalently, onto the coordinate axis obtained via rotation of the original phase space (q, p) by π/2. But one can also introduce rotations by different angles or, most generally, linear symplectic transformations of the original phase space. Suppose a phase space (Q, P) obtained via such transformation of (q, p). One can then obtain Ψ, the projection of |ψ onto the new coordinate space Q, and relate it to the original projection ψ by a linear unitary mapping. This mapping is called the metaplectic transform (MT) [1, 2] . It subsumes the Fourier transform as a special case and represents one of the pillars of modern phase space analysis used in many applications [3] [4] [5] [6] [7] [8] .
To accommodate these applications, a number of numerical algorithms have been proposed which efficiently compute the MT on both 1-dimensional (1-D) and 2-D configuration spaces [9] [10] [11] [12] [13] [14] [15] . Many of them are reviewed in Ref. [16] . However, these algorithms have largely been tailored to the needs of the signal-processing community, and more work remains to be done to facilitate broader applications. In particular, consider the modeling of electromagnetic waves in media with slowly-varying parameters. Such waves are usually described by the equations of geometrical optics [17] , but this approach fails near reflection points, where the local wavenumber goes to zero. The MT provides a means to reinstate geometrical optics near reflection points, because a simple rotation of the phase space can make the wavenumber nonzero again [18] . But such rotations are best done at small angles, and consequently, the corresponding MTs will be near-identity. To our knowledge, no existing algorithms are optimized to compute the MT in this limit.
Here, we propose a new algorithm that is specifically tailored to computing near-identity MTs. We start by deriving a general pseudo-differential form of the MT. For small-angle phase space rotations, or more generally, for near-identity symplectic transformations of the phase space, this readily yields asymptotic differential representations of the MT, which are easy to compute numerically. Rotations by larger angles are implemented as successive applications of K ≫ 1 small-angle MTs. We show that the algorithm complexity scales as O(KN 3 N p ), where N is the dimension of the configuration space and N p is the number of grid points. This means that our algorithm allows computing the MT in linear time, which is faster than those mentioned previously. We then assess the stability of our algorithm, discuss ways to optimize its performance, and present a numerical implementation.
The paper is organized as follows. In Sec. II, we introduce the MT in a familiar setting of quantum mechanics. In Sec. III, we derive the pseudo-differential representation of the MT from its integral representation, and we also discuss its possible truncations. In Sec. IV, we describe how the near-identity MT can be used in an iterative algorithm to perform cumulative MTs that are not near-identity. We also discuss the computational complexity and stability of such an algorithm and we provide a numerical example. In Sec. V, we present our main conclusions. Auxiliary calculations are presented in appendices.
II. METAPLECTIC TRANSFORMS AND THEIR INTEGRAL REPRESENTATIONS
A. Special case: a quantum harmonic oscillator and its propagator as an MT
To better understand what the MT is, let us first consider a familiar problem, namely, the quantum harmonic oscillator (QHO). The QHO is described by the Schrödinger equation
where . = denotes a definition. Equation (1) has the solution |ψ t =M t |ψ 0 , where |ψ 0 is an initial wavefunction The coordinate and momentum operators of the QHO are seen to satisfy the same Hamilton's equations that describe a classical harmonic oscillator [20] . The solution to Eqs. (3) is therefore given bŷ
where we introduced
Equations (4) can be considered as a mapping (q,p) → (Q,P ) which is a phase-space rotation by angle t. The unitary propagatorM t that effects this rotation is called a metaplectic operator. The metaplectic operator also induces a mapping between the projections of |ψ 0 onto the original coordinate axis q and onto the new axis Q. The former is defined as ψ(x) . = q(x)|ψ 0 , where |q(x) is the eigenvector ofq corresponding to the eigenvalue x. Likewise, the projection onto Q is Ψ(q) . = Q(y)|ψ 0 , where |Q(y) is the eigenvector ofQ corresponding to the eigenvalue y. We assume the usual normalization, q(x)|q(y) = Q(x)|Q(y) = δ(x − y), so dx |q(x) q(x)| = dx |Q(x) Q(y)| =1 (6) and |Q(x) =M † t |q(x) . Here1 is a unit operator. Then,
Note that the right-hand side of (7) is the same as ψ t (y) . = q(y)|M t |ψ 0 , because in our exampleM t is the propagator. Hence, for the QHO considered here, the MT can be equivalently understood as the evolution of the wavefunction in the Schrödinger representation, |ψ 0 → |ψ t , or as the evolution of the projection basis in the Heisenberg representation, q(y)| → Q(y)|.
Finally, let us notice the following. As is well-known, the eigenvalues of the QHO Hamiltonian are [19] H|n = (n + 1/2)|n ,
FIG. 1. The Riemann sheet (colored) of the function f (z) . = √ z can be used as an analogy to illustrate the relationship between the family {M t} (more generally, the metaplectic group) and the family of all phase-space rotations (more generally, the symplectic group) for all t. As depicted in the figure, f maps a closed curve on the z plane (dashed) to a closed curve on the Riemann sheet only if the winding number is even. Likewise, it takes two rotation periods forM t to return to its original valueM 0 =1. In a more general formulation, the metaplectic group forms a double-cover of the symplectic group. For details, see Ref. [1] .
with n an integer and |n the n-th eigenstate ofĤ; hence, the specific MT considered in Eq. (2) can also be represented as follows:
A notable aspect of this formula is that it takes not one but two rotation periods (t = 4π) forM t to return to its original valueM 0 =1. More generally,M 2πn =1 for even n yetM 2πn = −1 for odd n. Hence, the same identity transformation on phase space [governed by Eq. (4)] can be effected by two distinct metaplectic operators, ±1. This double-valuedness also holds for arbitrary rotation angles, and is in fact a general property of the MT. This is illustrated by analogy with the behavior of the complex function f (z) . = √ z in Fig. 1 .
B. General definition of the MT
A more general definition of the MT is as follows. Let q andp be respectively the N -dimensional coordinate and momentum operators. Consider
whereM is a unitary operator such that Q
and S is real and symplectic. The latter means that
which implies (Appendix A)
where 0 N and I N denote respectively the N × N null and identity matrices 1 . Then,M is called the metaplectic operator corresponding to the chosen S.
Like in the previous section, we now define the MT as the mapping between a given function ψ on the coordinate space associated withq and the projection of the corresponding state vector |ψ on the coordinate space associated withQ. Again, this leads to
To calculate U , let us multiply the top row of Eq. (11) by Q(y)| from the left and by |q(x) from the right. This leads to a differential equation [1, 21] yU (y,
which can be solved to yield
Doing the same with the bottom row of Eq. (11) leads to
Using Eqs. (13), (16) , and (17) determines f (y) up to a multiplicative constant:
Normalization determines the constant α up to a phase. The phase requires more involved analysis to determine, and the result is not unique: there exist two 1 Note that at N = 1, Eqs. (13c)-(13f) are satisfied automatically, and Eqs. (13a) and (13b) are equivalent to det S = 1; hence, a 2 × 2 matrix is symplectic if and only if it has unit determinant. 2 Analogous to the Schrödinger and Heisenberg representations of time evolution, there exists in the general case a distinction between whetherM transforms the wavefunction ('active' representation) or transforms the projection basis ('passive' representation). In our discussion, we assume the passive representation.
possible phases which differ by an overall sign. This sign ambiguity is required to ensure that the metaplectic operators form a group, but results in a one-to-two correspondence between the symplectic and the metaplectic groups [1] . In other words, changing the overall sign of a metaplectic operator does not change the resulting phase space transformation, which Eqs. (4) and (9) demonstrate for the QHO example. As discussed in Sec. II A (and also related to the general BohrSommerfeld rule [19] ), the sign ambiguity becomes important when one considers a family of transformations parameterized by some path variable t. A closed trajectory in the space of symplectic matrices, S t , results in a closed trajectory in the space of metaplectic operators only for even winding numbers. In contrast, for odd winding numbersM t changes sign, just like the function f (z) . = √ z changes sign each time z encircles the origin in the complex plane [1] (See Fig. 1 ).
Including the phase and sign ambiguity, the final result for the transformation kernel is [1, 21, 22] 
where B −1 A and DB −1 are symmetric due to Eqs. (13c) and (13d). Equation (19) defines Ψ(Q) as the MT of ψ(q). In writing Eq. (19), we have dropped the x and y notation in favor of q and Q, as there is no longer any risk of ambiguity, and we adopt the branch cut such that all complex phases are restricted to the interval (−π, π].
III. PSEUDO-DIFFERENTIAL REPRESENTATION OF THE METAPLECTIC TRANSFORM
Here, we develop a pseudo-differential representation of Eq. (19) . This representation is particularly useful when A −1 B is small, because then the MT can be approximated by a finite-order differential transform, which is easier to evaluate than the integral transform of Eq. (19) . Specifically, we proceed as follows. Using the substitution u .
can be re-written as
where we have defined the matrices
Notably, G and Λ are both well-behaved even when B and C are small and tending to zero, and they are also both symmetric per Eqs. (13e) and (13c). We shall assume that Λ is small and nearly singular; this assumption is not strictly necessary, since the final result is convergent for all values of Λ and thereby possesses a natural analytic continuation, but it aides intuition in the forthcoming derivation.
A. 1-D case
Let us first consider the 1-D case (N = 1) for simplicity. Since Λ −1 is assumed large, only small values of u will contribute to the integral of Eq. (20) . Therefore, we can expand the function ψ (Q/A + u) around the point u = 0 as
where
By parity, all integrals involving odd powers of u are identically zero, so the summation can be written solely in terms of even powers:
Let us introduce a dummy multiplicative variable s, which will eventually be taken to unity. Then, since
we obtain
where the first line invokes Leibniz's rule [23] , the final equality follows from the binomial theorem [24] , and Γ(z) is the gamma function [24] . By combining Eqs. (23), (24), and (26), we obtain the asymptotic representation
Finally, using well-known properties of the gamma function, we arrive at the pseudo-differential representation of the MT in 1-D:
or equivalently,
which is a manifestly unitary mapping of ψ to Ψ. We call Eq. (28) the 1-D pseudo-differential metaplectic transform (PMT). Notably, we have replaced the asymptotic relation with an exact equality. This is because, as shown in Appendix B, the integral form of the MT can be derived directly from the pseudo-differential form without any approximations. Equation (28) also represents the analytic continuation of the near-identity result to all values of |Λ|.
When |Λ| is small, the series in Eq. (28) can be truncated. We define the m-th order near-identity metaplectic transform (NIMT) as the truncation of Eq. (28) that neglects all terms with n > m. This nomenclature is chosen because up to a phase, the limit B → 0 reduces Eq. (28) to a scaled-identity operation. Also, to be connected with the identity, we explicitly choose the overall + sign when performing NIMT truncations. Decreasing m will increase the locality of the truncated transformation, because the necessary stencil width to compute the m-th order NIMT will decrease. This enables the mth order NIMT to be performed pointwise, as the transformed function evaluated at some point Q = Q 0 depends only on the original function and its first 2m derivatives evaluated at the corresponding point q = q 0 (Q 0 ).
When the order is not specified, the 'NIMT' refers solely to the first-order NIMT, as it is the lowest-order truncation that remains practical. (The truncation at m = 0 is too simplified to yield an accurate representation of the MT, regardless the smoothness of ψ.) Since we shall make use of this in Sec. IV, the 1-D NIMT is given explicitly as
B. N -D case
The generalization from the 1-D case to the arbitrary N -D case is straightforward. We consider again the integral of Eq. (20) . Since Λ is a symmetric matrix, by the spectral theorem it can be diagonalized [25] . Let us enumerate with subscripts j ∈ {1, . . . , N } vector compo-nents with respect to the diagonalizing basis of Λ. Then du e
where λ j is the j-th eigenvalue of Λ. As before, ψ(A −1 Q+ u) is expanded around u = 0. In multiple dimensions, this expansion is written as
with the shorthand notation
denoting the derivatives of ψ along the eigenvectors of A −1 B. The integral therefore becomes du e
where once again, the summation has been restricted to even integers by parity considerations. The remaining integrals are of the same form as those in Eq. (26) . Hence, the N -D PMT is ultimately obtained, and given by
or symbolically,
where the notation Λ:∇∇ denotes the double dot product between Λ and the Hessian operator ∇∇. Retaining only the terms corresponding to N j=1 n j = 0 and
where the term in brackets is evaluated at q = A −1 Q, and the overall + sign is assumed, as in Sec. III A. Since matrix operations can be computationally expensive when N is large, Appendix C provides some low-order approximations for det A, A −1 , A −1 B, and CA −1 for use when S is near-identity. We also provide auxiliary calculations when ψ(q) is eikonal in Appendix D.
IV. FINITE TRANSFORMATIONS BY AN ITERATED NEAR-IDENTITY METAPLECTIC TRANSFORM
The pseudo-differential representation of the MT naturally gives rise to an iterative algorithm: successive applications of the NIMT can compute a finite transformation from a sequence of near-identity transformations. To see this, consider the MT of a function ψ that results from the symplectic matrix S. As the symplectic group is topologically connected, it is always possible to find a smooth trajectory of symplectic matrices S t with parameterization t such that S 0 = I 2N and S T = S at some final T .
Let us discretize S t with a uniform step size ∆t (37) one can compute the MT associated with S by iteratively applying the NIMT: first the NIMT associated with S ∆t (which is near-identity by definition), next the NIMT associated with S −1 ∆t S 2∆t , and so forth until finally, the NIMT associated with S
where N S is the NIMT associated with symplectic matrix S.
Note that the discretization of S t by itself does not incur any errors, so the accuracy of Eq. (38) depends solely on the truncation order of the NIMT. Another advantage of this approach is that the algorithm is independent of the dimensionality. One only needs to adjust the size of S when changing from, say, a 1-D application to a 3-D application. This is not true for other numerical MT algorithms in the literature, which can only handle up to 2-D and are explicitly different depending on whether S is 'separable' or 'nonseparable' [12] [13] [14] . Such restrictions do not arise with the iterated NIMT.
A. Computational efficiency
Let us estimate the computational efficiency of the iterated NIMT. We should first emphasize that although the NIMT appears to require interpolation, this is not strictly necessary. Suppose that ψ(q) is only known on a discrete set of points {q k }. The discretization of ψ(q) can be used to inform the discretization of Ψ(Q) by evaluating the NIMT only at the corresponding points
No interpolation is required, unless, of course, one needs to evaluate Ψ(Q) off-grid. Then either the discrete set {ψ(q k )} must be interpolated and transformed, or the discrete set {Ψ(Q k )} must be interpolated. For this reason, and because interpolation efficiency is highly implementation-specific, we do not account for interpolation in our runtime estimate. (N p N 3 ), since each evaluation includes a matrix multiplication [26] . Thus, the NIMT always scales linearly with the number of sample points, independent of dimensionality. The iterated NIMT remains 'fast' with respect to the number of sample points, since the FLOP count scales as O(N p N 3 K), with K the number of iterations. The linear scaling is faster than many of the other MT algorithms found in the literature [16] , which scale as O (N p log N p ) .
B. Computational stability
Although the iterated NIMT is faster than other algorithms, it may not be as stable as the other algorithms. Intuitively, one would expect that refining the discretization of S t would increase the accuracy of the iterated NIMT, since the magnitude of A −1 j B j for each successive j-th application of the NIMT would decrease. As the magnitude of A −1 j B j decreases, however, the number of iterations required to generate a fixed final transformation increases. Careful analysis is needed to determine if the truncation errors of the iterated NIMT accumulate coherently, which we accomplish by estimating the parameter regimes in which the iterated NIMT is nonunitary. For simplicity, the forthcoming analysis is restricted to 1-D.
Let us consider how the PMT and the iterated NIMT transform the single-parameter family of exponential functions ψ κ (q) . = e κq , with κ being complex. Generally speaking, we define an MT algorithm as stable, or non-magnifying, if the norms of the transformed function Ψ κ (Q) and the original function ψ κ (q) satisfy Ψ κ (Q) ≤ ψ κ (q) ; conversely, we define an MT algorithm as unstable, or magnifying, if Ψ κ (Q) > ψ κ (q) . Unitarity corresponds to a strict equality. The ratio Ψ κ (Q) / ψ κ (q) is referred to as the magnification factor. Additionally, we define an MT algorithm as either L 2 -stable or, respectively, L 2 -unitary if the algorithm is stable or unitary along the entire imaginary κ axis. This is because any L 2 function can be expanded into Fourier modes; thus, an L 2 -unitary MT algorithm will be exactly unitary for any L 2 function. In our analysis, we shall only consider the class of function norms where
where P S is the PMT for symplectic matrix S. Let us define the rescaled variable w . = κ B/A. In terms of w, the PMT is stable when This region of the complex w plane is shown in Fig. 2 . The PMT is stable within the first and third quadrants of the complex plane, and is unitary along the real and imaginary w axes. Hence, the PMT is L 2 -unitary. Interestingly, the PMT is not unitary on its entire domain. This is because the domain of the PMT includes both square-integrable functions and functions where the integral of Eq. (19) does not converge, such as e q . The cost of this expanded domain is the loss of global unitarity, albeit for functions whose L 2 norms are undefined. We proceed to analyze the NIMT. Applied once, the NIMT of ψ κ (q) is
Reintroducing w, the NIMT is stable where
which is shown alongside the stability region of the PMT in Fig. 2 . This region makes up only a small subset of the stability region of the PMT. Notably, the NIMT is no longer L 2 -stable; as such, square-integrable functions will be magnified. There are three ways to minimize the magnification: (i) reduce the step size to B/A 1/2κ i , with κ i the largest Fourier mode number; (ii) apply a low-pass filter to remove fastgrowing Fourier modes; or (iii) increase the truncation order. However, we show shortly that increasing the truncation order of the NIMT increases its vulnerability to numerical noise, so only (i) and (ii) are recommended.
Let us now assess how subsequent iterations of the NIMT affect its stability. We first observe that each iteration of the NIMT adds the overall phase Q 2 C/2A For each color, the shaded region is the region of stability for the respective value of A, while the solid line labels the contour at which the magnification factor equals 10. Note that the near-identity limit corresponds to A ≈ 1.
that contributes to the derivatives of subsequent NIMT iterations. This sequence will very quickly become unwieldy as the iteration number increases. To achieve an analytical estimate of the iterated NIMT stability, we shall therefore neglect the contributions of the phase to all derivatives. This is consistent with the near-identity limit, where C/A is vanishingly small.
Using this approximation, the norm of the K-iterated NIMT is
where for n = 1, we define n−1 j=1 A 2 j = 1. When the iteration is uniform, i.e., A n = A and B n = B, Eq. (43) simplifies to
where we have reintroduced w. Hence, the stability region of the K-iterated NIMT is written concisely as
where (a; q)
(1 − aq n ) is the q-Pochhammer symbol [24] , i.e., the q-analog of the rising factorial. Figure 3 shows the stability region at four different iteration numbers: K = 2, K = 5, K = 10, and K = 20. As Eq. (45) indicates, the stability of the iterated NIMT now explicitly dependends on A, so each subplot of Fig. 3 includes stability diagrams for A = 0.9, A = 1, A = 1.1, and A = 2. These values were chosen to emphasize the near-identity behavior of the iterated NIMT, when A ≈ 1. There are two notable observations from the figure. First, the stability region for A = 1 is invariant; i.e., it does not change as K increases. For other values of A, the stability region changes significantly with K, decreasing for A < 1 and increasing for A > 1. Second, the sensitivity of the iterated NIMT increases with K, as seen by considering the rate at which the A = 1.1 and A = 0.9 contours separate.
Consequently, a step size B/A that is initially stable, but with A < 1, will become quickly and increasingly unstable as the NIMT is iterated. This introduces an interesting tradeoff consideration when computing a finite transformation: is it better to use a coarse discretization with a large step size but few iterations, or a fine discretization with a small step size but many iterations? The answer depends largely on implementation specifics; we find in the following subsection that a fine discretization is preferable for our chosen example, but this is not indicative of a general principle.
Although we shall not dwell much on implementation details, we must make one cautionary remark regarding the finite difference scheme used to discretize the NIMT. Because discrete differentiation is poorly conditioned, any noise in the original function ψ(q) will be magnified when its derivatives are computed. Since derivatives are computed with each iteration of the NIMT, this noise will grow geometrically. We call this instability the d-instability (with 'd' standing for discretization). As shown in Fig. 4 , it is particularly disastrous for iterated NIMTs with large truncation order.
A basic description of the d-instability is afforded by the transformation of a constant function. Suppose one attempts to transform a function that is identically zero everywhere except at a single grid point, where the function is erroneously non-zero by some unspecified noise source. When the grid spacing h is uniform, the growth rate of the d-instability, γ, can be estimated analytically. Let ∆ k be a k-th order finite difference matrix such that h −k ∆ k f equals the k-th discrete derivative of f . In this specific test problem, any non-zero norm is due to noise; hence, the error of the K-th iterated, m-th order NIMT is bounded with the triangle inequality as
where ψ and Ψ are the discretized versions of ψ(q) and Ψ(Q) respectively, and ∆ 2n is the subordinate matrix norm of ∆ 2n . There is a freedom to choose the norm with which Eq. (46) is evaluated; we choose the ∞-norm, denoted ∞ , as it yields the readily-evaluated matrix row norm as its subordinate [26] . Considering only the leading order in 1/h, γ is estimated as
Equation (47) creasing m, the factor ∆ 2m /h 2m increases while the factor |B/2A| m /m! decreases. In fact, as defined, γ → 0 as m → ∞ for any reasonable class of ∆ 2m ; this does not mean that the d-instability disappears for high truncation orders, but rather that the d-instability is not dominated by the leading order in 1/h when m is large. Instead, a subset of intermediate-order terms dominate, which are not included in Eq. (47). When a central finite difference scheme with homogeneous boundary conditions is used, then ∆ 2n ∞ = 2 2n [27] , and the growth rate is uniformly estimated to be
where Γ (s, x) is the incomplete gamma function [24] . Notably, Γ (s, x) → Γ (s) as s → ∞. Equation (47) is sufficient for error estimation of low truncation order schemes; for large m, however, Eq. (48) should be used instead. Thus far, our discussion of the d-instability has been contingent on a maliciously designed initial condition. Such a specific state will not likely arise in practical applications; nevertheless, local d-instabilities can certainly arise. For example, consider the NIMT of a function ψ(q) that asymptotes to 0 at the domain edge. Near the domain edge, ψ(q) is nearly constant, but a source of error, interpolation or otherwise, will inevitably cause at least one data point to deviate. The local d-instability will then grow rapidly, and will propagate inward from the domain edge until the transformed function is entirely dominated by noise. Since the d-instability growth rate scales with truncation order, using low m schemes will minimize its deleterious effects. Marginally smoothing the input data before taking derivatives will also delay its onset.
C. Numerical Example
To demonstrate the iterated NIMT, let us consider the same 1-D example as in Sec. II. There, the symplectic matrix S can be expressed as
where we have added the index t to emphasize the dependence on time. This matrix can be represented as S t = (S ∆t ) K , where S ∆t is a rotation by ∆t ≪ 1 and K = t/∆t. From Eq. (11), the scalar functions A ∆t , B ∆t , C ∆t , and D ∆t to be used in the iterated NIMT are
For visualization, it is useful to introduce the Wigner function that corresponds to ψ(q), defined as [28] :
As shown in Refs. [1, 2, 29] , the Wigner function of a metaplectically-transformed Ψ is simply the Wigner function of the original ψ correspondingly rotated. This is also readily understood from the physical meaning of W ψ . Specifically, if ψ is a wave field, then W ψ can be interpreted as the phase space quasiprobability distribution function of the wave quanta. The prefix 'quasi' marks the fact that W ψ is not positive-definite unless averaged over a phase space volume of size ∆q ∆p 2π [30, 31] ; nonetheless, W ψ is always real by definition, even for complex ψ.
As an example, we consider ψ(q) = exp −(1 − i)q 2 . Then, the exact metaplectic image of ψ(q) can be found explicitly from Eq. (19) , and is given by
.
The overall sign is chosen based on the winding number of S t as discussed in Fig. 1 : an odd winding number corresponds to the − sign, while an even winding number corresponds to the + sign. The evolution of Ψ t (Q) and its Wigner representation using the iterated NIMT is shown in Fig. 5 . Here, Ψ t (Q) is discretized on an equally-spaced grid ranging from [−10, 10] . As the NIMT is sequentially applied, the Wigner representation of ψ indeed rotates in phase space as expected. When t = π/2, Ψ t (Q) equals the Fourier transform of ψ(q). Hence, Fig. 5 demonstrates that the iterated NIMT can indeed perform finite transformations with high accuracy. For computing the Fourier transform, the iterated NIMT is robust to changes in the rotation step size; discretizing the trajectory into 10 2 , 10 3 , and 10 4 steps all yielded well-behaved solutions. The same is not true for changes in grid resolution, nor in changes of truncation order. Indeed, Ψ t (Q) quickly succumbed to amplified noise when (i) a second-order truncation was used in place of the first-order truncation, and (ii) a Chebyshevspaced grid was used in place of the equally-spaced grid.
Recall from Fig. 3 that the iterated NIMT is typically a magnifying transformation whose magnification factor depends in a complicated manner on both the path discretization and the input function. For our chosen example, the magnification is reduced by refining the discretization of the path S t . This is most easily shown in Fig. 6 , when an accumulated rotation of 3π/2 is attempted. When a step size of π/500 is used, Ψ t (Q) quickly disrupts and becomes completely dominated by noise; refining the discretization by a factor of 10 avoids the numerical instability and leads to a well-behaved solution.
We reiterate that the magnification of the NIMT is not reduced for every input function by refining the discretization; a rigorous profiling should be performed to determine how the magnification scales with path discretization when using the iterated NIMT in a new application. Alternatively, since the magnification scales with Fourier mode number, occasionally smoothing the signal between NIMT iterations will suppress high-frequency growth. This approach is shown in the final column of Fig. 6 , where a 3rd degree Savitzky-Golay filter [32] with a window size of 5 is applied every 50 iterations. Unsmoothed: ∆t = π/500, t = 1.5π
(a) 
V. CONCLUSION
In this work, we derive a pseudo-differential representation of the MT in arbitrary dimensions. This is an exact, general result that can be useful for both analytical and numerical applications. An important example is the simulation of a wavepacket evolving in a quadratic potential, whose propagator is a metaplectic operator. Evolving the system by ∆t would invoke an MT that is near-identity, which is not a common consideration in MT-algorithm design. However, the pseudo-differential representation readily displays the simplicity of the MT in the near-identity limit, suggestive of a new algorithm.
Specifically, in the near-identity limit the pseudodifferential series can be accurately truncated; the correspondingly finite stencil width then enables local, pointwise transformations. This is useful when transforming 'incomplete' functions, e.g., signals measured over finite intervals; it also leads naturally to a linear time algorithm called the NIMT. When applied once, the NIMT performs a fast, near-identity transformation; when iterated, the NIMT can perform an arbitrary MT by synthesizing a series of near-identity transformations. With a computational efficiency of O(N p N 3 K), the NIMT is faster than other MT algorithms that appear in the literature, which often scale as O(N p log N p ) from their similarity with the fast Fourier transform. Moreover, unlike these other algorithms, the NIMT is the same algorithm regardless the number of dimensions and the structure of S. Hence, the NIMT is flexible in its application.
We assess the stability of the iterated NIMT and identify two dominant instabilities: the loss of unitarity via truncation error (magnification), and the poor conditioning of discrete derivatives (d-instability). One might expect the NIMT magnification to be suppressed by reducing the transformation 'step size', i.e., its deviation from identity, or by increasing the number of terms retained; however, this is not true. Reducing the step size increases the number of iterations needed to perform a finite transformation, and it is not clear whether this tradeoff is beneficial in the general case. Increasing the truncation order indeed decreases the NIMT magnification, but also increases its susceptibility to the d-instability, whose growth rate increases with truncation order. The most robust avenue to NIMT stability therefore appears to be the combined use of a low-order truncation with occasional smoothing, which we demonstrate in a numerical example.
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Appendix A: Derivation of Eqs. (13) Here, we derive Eqs. (13) from Eq. (12). Consider
Since JJ = −I 2N , Eq. (12) implies that
and also that S −1 is symplectic, i.e.,
Using
together with Eq. (12) leads to Eqs. (13a), (13c), and (13f). Likewise, since
Eq. (A3) readily yields Eqs. (13b), (13d), and (13e). if H is Hamiltonian, then H ⊺ also is; hence, H s and H a can be uniquely represented as
for some Hamiltonian matrix H [34] . In this sense, S is parameterized by a single Hamiltonian matrix H. Let us consider the case when S is near-identity, meaning H is close to 0 2N . Expanding Eq. (C1) in ǫ yields
Since any Hamiltonian matrix can be decomposed as
with U and W being symmetric matrices, we obtain the following expansions from Eq. (C3):
One can show that
. By direct multiplication one also obtains
where the subscript s denotes the symmetric part. Notably, the expansions of both A −1 B and CA −1 are symmetric at each order of ǫ, as required by Eqs. (13c) and (13e). Finally, we note that det A can be approximated as det A ≈ det (I N + ǫM) ,
Up to the factor ǫ N , the right-hand side of Eq. (C9a) is simply the characteristic polynomial of −M. Using, for example, Faddeev-LeVerrier's method [36, 37] Often, the function ψ(q) can be characterized by a rapidly-varying phase θ(q), and a complex envelope φ(q) which varies much slower than θ(q). If such a partition is defined, then we call ψ(q) an eikonal function. Eikonal solutions to physical systems are frequently sought as a means to develop approximate, reduced models; an example is the JWKB approximation for quantum particles [38] . In reduced models, phase and envelope dynamics are typically governed by separate equations, which often makes it convenient to consider the phase and envelope as separate entities [17] . Let us therefore explore how the PMT partitions eikonal functions.
Let ψ(q) = φ(q)e iθ(q) , and let k(q) . = ∇θ(q) with component functions {k j (q)}. Then, by induction ∂ n qj ψ(q) = e iθ(q) ik j (q) + ∂ qj n φ(q) .
An analogous result is obtained in the case of mixed partial derivatives, which implies that ∇ and ∇ . = ik(q) + ∇ have the same commutation relations among their vector components; hence, the phase function effects a formal mapping from a differential operator acting on the full function ψ(q) to the differential operator acting solely on the envelope φ(q). For example, see the definition of the envelope dispersion operator in Ref. [39] .
For an eikonal function, the PMT is
At least for near-identity transformations, Ψ can also be cast in the eikonal form. Let Ψ(Q) = Φ(Q)e iΘ(Q) , then
Since Φ(Q) is generally complex, the definition of Θ(Q) is not unique, so choosing it is a matter of convenience (as long as Θ remains fast compared to Φ). Here, we choose to define Θ(Q) such that it is (i) real, (ii) independent of φ(q), and (iii) simplifies the resultant expression for Φ(Q) as much as possible. Then, the first-order truncation of Eq. (D3) yields the eikonal partition
where ⊗ is the dyad tensor product. If one prefers, additional approximations can be placed on Eqs. (D4) that are consistent with the eikonal ordering ansatz, such as neglecting the ∇∇φ term in favor of the terms involving k. Let us also calculate the local wavevector in the new coordinates, K . = ∂ Q Θ. From Eq. (D4a) one obtains
When Q is obtained via Eq. (11) as Q = Aq + Bk(q), Eq. (D5) becomes
Assuming that ǫ . = A −1 B is small, then R q + A −1 Bk(q) ≈ k(q) + O(ǫ 2 ). Upon substituting this into Eq. (D7), one further obtains
where P is defined in Eq. (11) . This shows that the transform (D4) maps (q,k(q)) to (Q,K(Q)) with O(ǫ 2 ) accuracy, which is consistent with the accuracy of Eqs. (D4). In this sense, this transform is natural and can be useful for modeling the propagation of eikonal waves, as we shall discuss in a separate paper.
