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In this paper, the notion of a convergent vector series is generalized. Its usefulness 
in semi-infinite programming and in optimization problems with measures is shown. 
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1. INTRODUCTION 
In this paper we establish generalizations of the following result: a 
convergent vector series CFCiXia’ (a’ E W”, for i = 1,2,. . .) with nonnega- 
tive multipliers hi 2 0 can be represented as a finite sum C,“,iPiai with 
nonnegative multipliers Pi 2 0 (i = 1,. . . , m). (For a related result, see [6, 
pp. 138-1391.) We then draw consequences of our result for semi-infinite 
linear programming and for optimization problems with measures. 
Our work was motivated by a semi-infinite program in [2], the “discrete 
source jammer problem.” 
In what follows, cone(S) respectively aff( S) respectively conv(S) shall 
denote the (convex) cone resp. the affine space resp. the convex set, 
generated by S _C R”. We shall use clcone(S) resp. clconv(S) to denote the 
closure of cone(S) resp. conv(S). For an allIne space W c R”, int,(S) 
denotes the interior of S with respect to W. A net JV over an index set I 
shall be a nonempty collection of finite subsets N of I with the property if 
N,, N2 E JV then there is N E JV with Ni U N2 G N. 
2. MAIN RESULT 
Let I be an index set of vectors ai, i E I, with each a’ E Iw m. Let 
V c Iw “‘. Then we say that the formal series Cj E ,X ,a’ clusters in I/ if 
For every N E JV and e > 0, there exists N’ E M 
and u E V with N’ > N and 
/I 
1 hia’ - u < C. 
II 
(2.1) 
icN’ 
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When V = {c} is a singleton, we say that the point c E R” is a cluster 
point of Ci E ,hiai. 
When I = {1,2,3,. . . } and .X consists of all finite initial segments 
iv, = {1,2,..., t}, a cluster point of CTzlXiai (= Ci,$,ai) has the usual 
meaning. 
THEOREM 2.1. Suppose that Cicl h .a’ I (Ai 2 0 for i E I) clusters in V, 
and V is a compact set. Then there is a subset I’ of I, of cardinality m, and 
scalars Xi 2 0 for i E I’, with CiE$:.ai E V. 
Prooj Let F, E JV be arbitrary. Inductively define F, 2 I;;-i, F, E A’“, 
by the requirement that there is a vr E V such that JJciEF,Xlal - v,jj < l/t. 
As V is compact, we may assume lim,v, = v, E V. We may further 
assume that ]]C, E F, Xiai - v*ll < l/t for t = 1,2,. . . . 
For Theorem 2.1, it suffices to utilize the Caratheodory lemma [8, lo] and 
to show that v, E int&K), where W = aff({a’]i E I*}), 
K = cone( { a’li E I*}), and I* = u {i E F,(X, > O}. 
tz1 
(Note that v * E cl K where cl denotes closure.) We prove this by contradic- 
tion. 
Assume that v * e int w( K). Then there exists 0 f 0 with the following 
properties: 
Qu IO for 2.4 E K (2.2a) 
Qv, = 0 (2.2b) 
@a4 < 0 for some q E I*. (2.2c) 
Let t* be such that q E I;,., and then let t be such that F, 2 Ft. and 
(X,Oaq)/2(101( > l/t (note X, > 0). Then by (2.2a), and the clustering of 
CiEIAiai to u,, we have 
Qv, - C XiOai 
ice 
5 ll@llIl~* - C Xiaill + h,Oaq 
ie F, 
< IX,Oa,1/2 + X,Oaq = XqOaq/2 < 0. 
This contradicts (2.2b). Q.E.D. 
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The result on convergent vector series, mentioned in our introduction, 
arises from Theorem 2.1 by using the net of initial segments N, = { 1, . . . , t }, 
and noting that a limit of a series is certainly a cluster point of it. 
We can establish stronger results than Theorem 2.1. For example, the 
Theorem is still true if “I’ is a compact set” is replaced by “V = P x C, 
where P is a polyhedron and C is a compact set.” Moreover, if one adds the 
hypothesis that the athne space Wconstructed in our proof is W m itself, then 
one can delete “compact” as a property of a convex set I’. However, these 
stronger results require longer proofs and are omitted. 
The following example shows that some property of I’ (or of W) is 
needed in Theorem 2.1. Let V = {(x, y, z)]yz 2 x2, x 2 1, y 2 l} (I’ is 
the epigraph of x2/y for x 2 1, y 2 1). One easily verifies that V is closed 
and convex. Let u’ = (l,O,O), ui = (O,l, 0) for i = 2,3,. . . . Note that 
C;ia’ clusters in V, since C:+‘u’ = (1, t, 0) is within l/t of (1, t, l/t) E V. 
However, we have Cf,iA’& @ V whenever I is finite and all Xi 2 0. 
3. COROLLARIES 
The following type of semi-infinite linear dual occurs in the discrete 
source jammer problem [2]: 
sup E X,b, 
i=l 
03 
subject to c hia’ I c 
i=l 
xi 2 0, i= 1,2,3 ,... . 
w  
In (D,), the solutions (Xi) considered are those for which ZzXhlhi(bi, a’) is 
convergent in Wm+l (all a’ E Rm). 
The more “typical” semi-infinite linear dual corresponding to (D,) is 
CD), 
sup : X,b, 
i-l 
00 
subject to c X,u, s c 
i=l 
Ai 2 0, i = 1,2,3,... 
where this is stipulated of the solutions considered: 
{ ilXi > 0) is finite. 
(D) 
(3.1) 
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We remark that (D) is the dual of the primal semi-infinite program 
inf{cxla’x 2 bi, i = 1,2..., and x 2 O}. The interested reader is referred 
to [l, 4, 5,7] for the basic theory of semi-infinite programming and to [3] for 
a recent review of the literature. 
Let the value of (D,) respectively (D) be denoted v(D,) resp. u(D) (with 
a - cc value to represent inconsistency). Since (D,) permits more solutions 
than (D), clearly u(D,) 2 u(D). It might at first appear that u(D,) > u(D) 
is possible. However, our next result shows this is not the case. 
COROLLARY 3.1. u(D,) = u(D). Moreover, (D,) has an optimal solution 
if and only if (D) has an optimal solution. 
Proof It suffices to show that, for every solution (Ai) to (D,), there is a 
solution to (D) with the same objective function value. 
Let u0 = CPO,,X,b, and let u = CFiXi(ai). The result now follows by 
applying Theorem 2.1 with I/ = {(u,,, u)} G Rm+‘. Q.E.D. 
Corollary 3.1 extends the result cited in [6, p. 1391 that convex sets in W m 
are “ideally convex.” Note, however, in the above we do not require that 
{a’, ~EI} beboundednorthatC. I E 1hi = 1. The concept of ideal convex- 
ity has been used in [3, 111 to obtain certain duality results. 
The above corollary has immediate consequences in measure theory, in 
particular, for the following “expected value” problem for fixed measures: 
sup .$%, / x 
subject to fdp, I cj; 
/ 
j=1,2 m ) . . . 
_x 
03 
f E &(Pj); j=O ,...m 
f20. 
In the case that each pi is a discrete measure on x with countable 
support, program (E) is of the form (D,). Tosee this, first let Y = { y, }p”,r 
where Y = Uim_,,s~pp~~ with supppj = {x E _X(pj(x) Z O}. Then, let Xi = 
f(y,), bi = pO(yi), and a; = pj(yi). Corollary 3.1 now implies that (E) 
attains its maximum u(E) if and only if (E) has an optimal solution with 
finite support. Note, this conclusion is reached without assuming that the 
support of each pi is finite or that the support of each feasible f is finite. 
In the case that each pi is a positive Bore1 measure on x, we can use 
Corollary 3.1 to sharpen approximation results of measurable functions by 
simple functions in problems like (E). Recall from measure theory [9], that a 
measurable function on x is simple if its range is finite in (0, cc) and define 
it to be simpZe with countable range if its range is countable in (0,ce). Also, 
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recall that each nonnegative measurable function on z is the limit of an 
increasing sequence of simple functions (each with finite range) on g. This 
fact and Corollary 3.1 imply the following result for (E): 
COROLLARY 3.2. Ifpo, . . . , CL,,, are nonnegative Bore1 measures with v(E) 
Jinite, then there exists a maximizing sequence for (E) of simple functions, 
each of whose range contains at most m positive elements. Moreover, if (E) 
has an optimal solution which is simple with countable range, then (E) has an 
optimal solution which is simple with finite range not exceeding m distinct 
positive values. 
Proof: The first assertion follows from the fact that each feasible func- 
tion for (E) can be approximated in the L, norm from below, as close as 
possible, by a simple function with the claimed property. To see this, let f. 
be feasible for (E) and let (s,) be a sequence of simple functions with 
s, t fo. Then by the Monotone Convergence Theorem, /s, dpO T jfo dpO. 
Now fix n. Since s, is simple, there exists a finite number, k(n), of pairwise 
disjoint sets A, such that UAk = x, and, for each k, s, is constant on A,. 
For each k and j let pk = p,,(A,J and ai = pj(Ak). Then the following 
linear program is a “subprogram” of (E): 
k(n) 
suP c ‘kpk 
k=l 
subject to xXka{ I cj; j=l m ) . . . 04 
A, 2 0. 
By construction, v(L) is finite since (Al) = (s,(Ak)) is feasible for (L), and 
v(L) < v(E). This implies that there exists an optimal solution (A*,) to (L) 
with at most m nonzero values of A$. Define s on A, by s(x) = A%. Then 
s(x) is feasible for (E) with js dpO 2 jsn dpO, 
The second assertion follows by reasoning as above with the optimal 
solution in place of sn(x) and using Corollary 3.1 to imply that (L) has an 
optimal solution with at most m nonzero values. Q.E.D. 
In the above proof, the assumption that u(E) is finite is only used to 
imply v(L) is finite. In the case that v(E) = + co, we can not guarantee that 
v(L) is finite without adding a constraint like cxkBk 5 js,, dpO. This results 
in the optimal solution of (L) having, at most, one more nonzero value. In 
other words, if v(E) = + cc, the first assertion in Corollary 3.2 holds with 
m + 1 in place of m. 
Corollary 3.2 also holds in the case that IL,,, . . . , pm are signed measures 
with finite variation. The proof of this fact requires the Dominated Conver- 
gence Theorem and the result cited after Theorem 2.1. Details (and other 
extensions) are left to the interested reader. 
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