Parallel pseudospectral domain decomposition techniques by Hirsh, Richard S. & Gottlieb, David
NASA Contmctor Report 181629 
ICASE REPORT NO. 88-15 
ICASE 
PARALLEL PS E UDOSPE CTRAL DOMAIN 
DECOMPOSITION TECHNIQUES i 1. 
i. 
D a v i d  Got t l  i eb  
R i c h a r d  S. H i r s h  
(BASA-CE- 181629) PABBLLEL ESZDEOSPBCTBAL N 88- 1 9 10 1 
D C t S A I l  PECObPGSIZXOl T E C H B l C U E z  Einal Beport  
(IkASA) 2 9  p CSCL 12A 
Unclas 
G3j59 0129082 
Contract No. NAS1-18107 
February 1988 
INSTITUTE FOR W U T B R  APPLICATIONS IN SCIENCE M D  EllGINBBRING 
NASA Langley Rerearch .Center, Hampton, Virginia 23665 
Operated by the Ualverolties Space Research Aa18oChtbn 
https://ntrs.nasa.gov/search.jsp?R=19880009717 2020-03-20T08:02:26+00:00Z
PARALLEL PSEUDOSWCTRAL DOHAIN DECOMWSITION TECHNIQUES 
David Gott l ieb* and Richard S. Hirsh** 
ABSTRACT 
The i n f l u e n c e  of i n t e r f a c e  boundary cond i t ions  on the  a b i l i t y  t o  
p a r a l l e l i z e  pseudospectral  multidomain algori thms i s  i n v e s t i g a t e d .  Using the  
p r o p e r t i e s  of s p e c t r a l  expansions,  a novel p a r a l l e l  two domain procedure i s  
g e n e r a l i z e d  t o  an a r b i t r a r y  number of domains each of which can be solved on a 
s e p a r a t e  processor.  This i n t e r f a c e  boundary cond i t ion  cons ide rab ly  s i m p l i f i e s  
i n f l u e n c e  ma t r ix  techniques.  
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INTRODUCTION 
Domain decomposition techniques have become a popular way t o  numerical ly  
so lve  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s ,  e s p e c i a l l y  when geometr ic  complexity 
needs t o  be addressed [1,2]. The i n t r o d u c t i o n  of p a r a l l e l  computers seems 
n a t u r a l l y  s u i t e d  f o r  t h e s e  techniques because each s e p a r a t e  domain can be 
a s s igned  t o  i t s  own processor .  These techniques a r e  e s p e c i a l l y  a p p r o p r i a t e  
f o r  use with pseudospec t r a l  methods due t o  both t h e  g l o b a l  na tu re  of the spec- 
t r a l  d e r i v a t i v e  m a t r i c e s  and the h igh  c o n d i t i o n  number of t hese  m a t r i c e s  as 
the  number of c o l l o c a t i o n  p o i n t s  i n c r e a s e s .  
However, t h e  in t e rconnec t ion  of t he  i n d i v i d u a l  domains, and the method of 
s o l u t i o n  of t he  o v e r a l l  numerical problem have not ye t  t aken  advantage of t h e  
p a r a l l e l i s m  i n h e r e n t  i n  multi-domain techniques [ 3  I .  In t h e  p re sen t  work, we 
i n v e s t i g a t e  i n t e r f a c e  boundary cond i t ions  and show t h a t  a j u d i c i o u s  choice of 
t h e s e  cond i t ions  l e a d s  n a t u r a l l y  t o  an algori thm which has a high degree of 
concurrency, even when pseudospectral  methods a r e  app l i ed  t o  each of t he  sub- 
domains. 
Seve ra l  methods w i l l  be presented f o r  a model e l l i p t i c  problem. Each of 
t h e s e  r e l i e s  upon the  p r o p e r t i e s  of s p e c t r a l  methods f o r  i t s  a p p l i c a b i l i t y  t o  
domain decomposition techniques.  For a simple two domain problem, a novel 
concurrent  forwardlbackward e l i m i n a t i o n  procedure i s  used. I n  o rde r  t o  
g e n e r a l i z e  t h i s  r e s u l t  t o  t h r e e  o r  more domains, a d i f f e r e n t  i n t e r f a c e  
boundary c o n d i t i o n ,  t h a t  makes use of t he  s p e c i a l  p r o p e r t i e s  of s p e c t r a l  
methods, i s  introduced.  These procedures a r e  a l s o  discussed i n  r e l a t i o n  t o  
i n f l u e n c e  ma t r ix  techniques.  
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SECTION I 
C e r t a i n  f e a t u r e s  of pseudospectral  methods, r e l e v a n t  to  the i s sue  of 
p a r a l l e l  computing, can be i d e n t i f i e d  by consider ing the pseudospectral  
Legendre (PSL) d i s c r e t i z a t i o n  of the simple equat ion 
- 1 < x < l  - -  u = f ( x )  xx 
with the boundary c o n d i t i o n s  
(1.2) 
1 a u(-1) + Bu (-1) = b X 
Y u ( l )  + Bux(l)  = b2.  
L e t  x j = O , - * * , N  be def ined as fo l lows  
j 
xo = -1, xN = +1, and x j ,  j = l ,***,N-1 a r e  the extrema of pN, i . e . ,  
P O ( x  ) = 0 ( 1 . 2 )  
N j  
i s  the Nth o rde r  Legendre polynomial. 
PN where 
In the PSL d i s c r e t i z a t i o n ,  one seeks a polynomial uN, of degree N, such t h a t  
2 
f ( x )  a t  x = x j = l ,***,N-1 a UN - =  
2 j a x  
a U N  a uN(-l)  + 8 ax (-1) = bl 
I n  p r a c t i c e  we express  (1.3) a s  a l i n e a r  system of equa t ions  f o r  t h e  g r i d  
p o i n t  va lues  uN(xj). In f a c t  uN(x) ,  as an Nth o rde r  polynomial,  i s  
i d e n t i c a l  with i t s  Nth o rde r  i n t e r p o l a t i o n  polynomial, thus  
where gk( x) are  the  Lagrange i n t e r p o l a t i o n  polynomials 
j k '  
such t h a t  g (x  ) = 6 
k J  
S u b s t i t u t i n g  (1.4) i n t o  (1.3) one g e t s  
N 
N 
The system of l i n e a r  equat ions  (1.6) i s  the  PSL d i s c r e t i z a t i o n  of ( l . l l ( 1 . 2 ) .  
It should be noted t h a t  a l l  o t h e r  pseudospec t ra l  methods can be expressed 
i n  t h e  same way, t h e  only  d i f f e r e n c e  being the  d e f i n i t i o n  of t he  c o l l o c a t i o n  
p o i n t s  and consequent ly  the  Lagrange i n t e r p o l a n t  For example, i n  t h e  
pseudospec t ra l  Chebyshev method, x j  
gk(x) .  
are t h e  extrema of 
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2 T p  
g,(x> = (1 - x ) - - 
k $c k 
x- x 
c O - c N = a  - c = 1  O # j # N .  
j 
For the  PSL method i t  has been shown [ 4 1  t h a t  
(1.5a) 
.e 1 N  
gk (x,) = - - 3 -- 2 ’  
l-”k 
Thus t h e  f i r s t  important f e a t u r e  of p seudospec t r a l  methods follows t h e  obser- 
v a t i o n  t h a t  t h e  system i n  (1.6)  is f u l l .  This i s  t r u e  f o r  a l l  s p e c t r a l  
methods; t h e  f a c t  t h a t  (1.4) is a g l o b a l  i n t e r p o l a t i o n  r e s u l t s  i n  f u l l  
m a t r i c e s  approximating d e r i v a t i v e s .  This i s  i n  c o n t r a s t  t o  l o c a l  methods l i k e  
f i n i t e  d i f f e r e n c e s  i n  which t h e  m a t r i c e s  a r e  banded. 
The o t h e r  important f e a t u r e  of pseudospectral  methods i s  a consequence of 
t h e  f a c t  t h a t  t h e  c o l l o c a t i o n  p o i n t s  a r e  the nodes of the Gauss-Lobatto 
quadra tu re  formula. It i s  known t h a t  t h e  Gauss-Lobatto quadrature  formula i s  
exact f o r  every polynomial h(x) of degree a t  most 2N-1. Thus the re  e x i s t s  
p o s i t i v e  weights wO,*** ,wN such t h a t  
xj  
i . e . ,  t h e  s p e c t r a l  sum is  e x a c t l y  the  i n t e g r a l .  
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x j  
I n  p a r t i c u l a r  i f  f N  is  the  i n t e r p o l a n t  of f a t  t he  p o i n t s  
1 N 
The s i g n i f i c a n c e  of t he  above mentioned p r o p e r t i e s  of s p e c t r a l  methods i s  one 
o f  t h e  main themes of t h i s  work. The f a c t  t h a t  pseudospectral  d i s c r e t i z a t i o n s  
r e s u l t  i n  f u l l  m a t r i c e s  c r e a t e s  enormous d i f f i c u l t i e s  i n  t h e  a p p l i c a t i o n  of 
s p e c t r a l  methods. We w i l l  a t tempt  t o  show t h a t  one can use (1.8) i n  o r d e r  t o  
modify t h i s  d i f f i c u l t y ,  i n  c e r t a i n  c i rcumstances,  with the  use of p a r a l l e l  
a r c h i t e c t u r e .  
SECTION I1 
Multidomain s p e c t r a l  techniques have been e x t e n s i v e l y  used by p r a c t i -  
t i o n e r s  s i n c e  t h e  beginning of t h i s  decade. I n  many a p p l i c a t i o n s  t h e s e  meth- 
ods were proved t o  be s u p e r i o r  t o  one domain s p e c t r a l  techniques allowing more 
f l e x i b i l i t y  i n  t h e  geometry of t he  problem as wel l  as e a s i e r  i n v e r s i o n  of t h e  
m a t r i c e s  appearing i n  s p e c t r a l  methods. 
We r e f e r  t h e  r eade r  t o  the  review a r t i c l e  [ l ]  f o r  a d e t a i l e d  d i s c u s s i o n  
on t h e  m e r i t s  of multidomain s p e c t r a l  techniques.  Here we would l i k e  t o  
analyze t h e s e  methods from the po in t  of view of p a r a l l e l  computing; t h e  c r i -  
t e r i o n  t h a t  we suggest  i s  whether a multidomain technique can be c a s t  as a s e t  
of d i s j o i n t  problems, such t h a t  each problem can be solved i n  a d i f f e r e n t  
processor  concur ren t ly .  
We s t a r t  by analyzing a v a r i e t y  of two domain PSL methods app l i ed  t o  
equa t ion  (1.3). The domain [-1,1] i s  being d iv ided  i n t o  two domains [-1,0] 
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and [0,1] so t h a t  we have t o  d i s c r e t i z e  a system of two equa t ions  
2 I1 
-- O < x < l  ( b )  a 2 - f1I(X) - -  a x  
with the boundary c o n d i t i o n s  
T T  
auLL ( 1 )  = b2. y u  I1 ( 1 ) + 6 -  ax 
The PSL method i s  now appl ied s e p a r a t e l y  t o  ( 2 . l a ) ,  (2.2a),  ( 2 . l b ) ,  and 
(2.2b). It i s  c l e a r  however t h a t  two more c o n d i t i o n s  should be given i n  o rde r  
t o  make (2.1) and (2.2) c o n s i s t e n t  with (1.3). The f i r s t  cond i t ion  is  t h e  
same f o r  - a l l  multidomain techniques,  t h i s  i s  the c o n t i n u i t y  c o n d i t i o n  
UI(0) = UII(0) .  
It is  the  choice of the second cond i t ion  t h a t  d i s t i n g u i s h e s  between the mult i -  
t u d e  of multidomain techniques.  The s imples t  p o s s i b i l i t y  i s  t o  impose the 
cond i t ion  f o r  the c o n t i n u i t y  of d e r i v a t i v e s  a t  the po in t  x = 0 
I1 
(0) (0) = - au 
I au 
a x  a x  - (2.4) 
It is  i n t e r e s t i n g  t o  note t h a t  f o r  B = 6 = 0 i n  (2.2) one can d i a g o n a l i z e  
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the  system ( 2 . 1 )  with the  cond i t ions  ( 2 . 2 ) ,  ( 2 . 3 1 ,  ( 2 . 4 )  and thus  p re sen t  
( 2 . 1 )  a s  a system of two equat ions t h a t  a r e  completely decoupled. In  f a c t  
upon d e f i n i n g  
I I1 u (XI + u (-x) 
2 R(x) = -
and 
u I (XI - uI I ( -x )  
2 S(x) = 
one g e t s  the following system 
11 2 - - -  a - [ f l ( x )  + f (-XI1 
2 2  ax 
-1 < x < 0 ( a )  ( 2 . 5 )  - -  
1 bl b2 
R(-1) T [o + -1 
Y 
a R  - (0) = 0 ax 
S ( - 1 )  = ij 1 [o bl - -1 b2 S(0) = 0. 
Y 
T h i s  is  i n  f a c t  the same way t h a t  was used i n  [SI t o  show tha t  the eigenvalues  
of t he  two-domain second d e r i v a t i v e  matrices are r e a l  negat ive and d i s t i n c t .  
We b e l i e v e  t h a t  the a b i l i t y  t o  d i agona l i ze  the  system of equa t ions  r e s u l t i n g  
from a p a r t i c u l a r  multidomain technique i s  an i n d i c a t o r  f o r  p a r a l l e l i z i n g  t h e  
s o l u t i o n  of the equa t ions  r e s u l t i n g  from the d i s c r e t i z a t i o n  of t he  o r i g i n a l  
system. A more d e t a i l e d  d i s c u s s i o n  of t h i s  connection w i l l  be presented i n  a 
f u t u r e  paper. 
We t u r n  now t o  the PSL method f o r  the d i s c r e t i z a t i o n  of ( 2 . 1 ) - ( 2 . 4 ) .  L e t  
j = l , - * * , N - l  be de f ined  I 
xj ’ t he  c o l l o c a t i o n  p o i n t s  f o r  the f i r s t  domain 
- 8- 
note  t h a t  - 
T T 
apN 
ax - (2 xi + 1) = 0 
I' be def ine8-  by 
xj  
< XI < 0, and l e t  - j -  
a p N  I1 - (2x - 1) = 0 
ax j 
= -1, 6 = 0, xi1 = 0, and xT1 = 1. We assume he re  f o r  s i m p l i c i t y  t h a t  
t h e  number of p o i n t s  a t  each domain i s  the same but of course t h i s  i s  n o t  
e s s e n t i a l .  
I 
xO N 
I a t  t h e  c o l l o c a t i o n  N the  va lues  of U 
'I Equation 
I I Denote by (uo , * * *  ,UN)  
I1 
U N  I and denote  by (uo , * * * , u i l )  t h e  va lues  of x j  
p o i n t s  
(2.3) means t h a t  
I I1 
UN = u O  
and we denote t h i s  by W. 
Equation ( 2 . 4 )  l e a d s  t o  
Applying now the  method desc r ibed  i n  (1 .6)  t o  d i s c r e t i z e  (2.1)  and using (2.2) 
we conclude the PSL d i s c r e t i z a t i o n  for t he  t w o  domain method can be desc r ibed  






where A l l ,  A 2 2  a r e  NxN matrices, h1.J a r e  N-component v e c t o r s  and a i s  
a scalar [61. For convenience we d e f i n e  
As an example, we write down the case N = 4. The x denotes  a nonzero 
element 
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-u4 - I1 
X 
X 
x x x x  
0 0 0 0  
0 0 0 0  
0 0 0 0  i 0 0 0 0  - 0 0 0 0  0 0 0 0  0 0 0 0  x x x x  x x x x  x x x x  
From the  s t r u c t u r e  ( 2 . 7 )  and ( 2 . 8 ) ,  it can be seen  how t h e  s o l u t i o n  of ( 2 . 7 )  
can be c a r r i e d  out  i n  two processors  i n  p a r a l l e l .  I n  t h e  f i r s t  processor  we 
use t h e  Gaussian e l imina t ion  for t h e  mat r ix  
t o  g e t  t o  an upper t r i a n g u l a r  mat r ix ;  concurren t ly  t h e  ma t r ix  
-11- 
i s  being transformed t o  a lower t r i a n g u l a r  form i n  the second processor.  The 
system (2.8) i s  thus  being transformed t o  the form 
U i s  an upper t r i a n g u l a r  NxN mat r ix  and L i s  l o w r  t r i a n g u l a r  NxN 
matrix.  The va lue  of w is  f i r s t  determined and backward/forward s u b s t i t u -  
t i o n  i s  then c a r r i e d  o u t ,  aga in  concur ren t ly  w i t h i n  the two processors .  
The procedure desc r ibed  above i s  s t r o n g l y  r e l a t e d  t o  the f a c t  t h a t  t he  
system (2.1)-(2.4) can be d i agona l i zed ,  however it i s  more gene ra l  s i n c e  even 
if (2.1 1 4 2 . 4 )  cannot be diagonal ized the para l le l  i n v e r s i o n  of (2.8) can 
s t i l l  be c a r r i e d  ou t .  For example i f  f3 o r  6 a r e  d i f f e r e n t  from zero 
i n  (2.2) o r  i f  (2.1) i s  of the form (a(x)uX),  = f ,  d i a g o n a l i z a t i o n  i s  
impossible  bu t  t h e  form (2.7) i s  s t i l l  the same and the p a r a l l e l  s o l u t i o n  of 
(2.8) is the same. 
A d i f f e r e n t  approach t o  the s o l u t i o n  of (2 .7)  i s  t o  r e w r i t e  t he  system 
ex p l  i c  i t 1 y 
Thus 
AlluL + h12w = f1 ( a) 
(2. l o )  
-12- 
I1 -1 I1 - A-lh u = A22f 22 32 
h;lAyifl + h;3A22f -1 I1 
( c )  w = -  T -1 a - h 2 1  A 11 h 1 2  - h:3Ai;h32 
(2.11) 
The system (2.11) seems t o  be,  a t  f i r s t  g l ance ,  more complicated than  i t  
r e a l l y  is. I n  f a c t ,  l e t  p l ,  p2 ,  p3, p4 be N-component v e c t o r s  such t h a t  
i Then equa t ion  (2.11) can be w r i t t e n  as 
m m 
w = -  h;lP1 + 5 3 T 3  
T T 
21 2 - h21P4 ' a - h  p 
I 
u = P1 - WP2 
I1 u = p3 - wp4. 
(2.12) 
(2.13) 
It i s  s e l f  ev ident  now t h a t  a pa r t  of t he  s o l u t i o n  procedure can be c a r r i e d  
out  i n  p a r a l l e l .  The v e c t o r s  p1 ,*** ,p4  can be computed i n  p a r a l l e l  i n  fou r  




can be aga in  done i n  p a r a l l e l .  Equation (2.13) i s  b a s i c a l l y  and h;lP3 
g a t h e r i n g  information from the  p rocesso r s  t o  t h e  shared memory. It seems t h a t  
t h e  procedure o u t l i n e d  i n  (2.9) i s  more e f f i c i e n t  t h a n  (2.12)-(2.13); however 
(2 .12h t2 .13 )  can be e a s i l y  gene ra l i zed  t o  more than  two domains. 
The procedure o u t l i n e d  i n  (2.12)-(2.13) has a ve ry  i n t e r e s t i n g  i n t e r p r e -  
t a t i o n  on t h e  d i f f e r e n t i a l  equat ion l e v e l .  In  f a c t  equat ion (2.12a) is a dis-  
c r e t i z e d  v e r s i o n  of t h e  equa t ion  
w i t h  
whereas (2.12b) is the  PSL d i s c r e t i z a t i o n  of 
a42 
a q2(-1) + B ax (-1) = 0 q 2 ( 0 )  = -1. 







E t  i s  well-known t h a t  t h e  gene ra l  s o l u t i o n  t o  (2 . l a )  and (2.2a) i s  
The c o n t i n u i t y  cond i t ion  
imp1 i es t h a t  
(2.18) 
(2.19) 
and (2.13a) i s  t h e  m a n i f e s t a t i o n  of t he  c o n d i t i o n  (2.4). 
The advantage of t h e  formulat ion (2.14)-(2.19) is t h a t  i t  l ends  i t s e l f  
e a s i l y  t o  g e n e r a l i z a t i o n  without  g e t t i n g  i n t o  t h e  d e t a i l s  of t he  d i s c r e t i z a -  
t i o n .  
We conclude by summarizing the  main r e s u l t s  i n  t h i s  s e c t i o n :  
1. We showed t h a t  f o r  D i r i c h l e t  boundary c o n d i t i o n s ,  t h e  system (2.1) and 
( 2 . 2 )  can be d i agona l i zed  and argued t h a t  each one of t he  equa t ions  can be 
solved i n  a d i f f e r e n t  processor .  
2. We presented a gene ra l  technique t o  so lve  concur ren t ly  t h e  system (2.7) by 
a s s i g n i n g  each s e p a r a t e  domain t o  a s e p a r a t e  processor  [e.g., (2.911. 
3. We presented a d i f f e r e n t  procedure ( r e l a t e d  t o  the  in f luence  ma t r ix  
method) and gave an  i n t e r p r e t a t i o n  on t h e  l e v e l  of t h e  d i f f e r e n t i a l  
equa t ions .  
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In Sect ion I V ,  we w i l l  d i s c u s s  methods 2 and 3 i n  t h e  gene ra l  case of more 
than  two domains. In  t h e  next  s e c t i o n ,  we g e n e r a l i z e  method 1 t o  a two dimen- 
s i o n a l  equat ion.  
SECTION I11 
The ex tens ion  of the techniques mentioned i n  Sect ion I1 t o  the two dimen- 
s i o n a l  Poisson equa t ion  seems t o  be obvious. However, t h e r e  a r e  some d i f -  
f e r e n c e s  i n  implementation. The two dimensional ex tens ion  of (1.1) is the  the  
equa t ion  - 1 < x < l  - -  
u + u = f ( X , Y )  
- 1 < y < l  - -  xx YY 
Here we w i l l  d i s c u s s  only D i r i c h l e t  boundary cond i t ions  of the form 
(3.2) 
The o r i g i n a l  domain i s  divided now i n t o  fou r  domains 
n, = (0 < x <  1, -1 - -  < y < O )  
n4 = IO < x < 1, 0 < y < 1) .  
n1 = (-1 - -  < x < 0 ,  -1 - -  < y < 0 )  
n3 = (-1 < x < 0, 0 < y < 1) 
- -  
(3.3) 
- -  - -  - -  - -  
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It i s  r e a d i l y  v e r i f i e d  t h a t  (3 .1) (3.2)  can be f ac to red  i n t o  fou r  independent 
problems i f  one imposes c o n t i n u i t y  of t he  func t ion  and normal d e r i v a t i v e  a t  
interfaces .  
I n  fact  denote  by u', u", ,I1', uZv t h e  s o l u t i o n  u(x,y) i n  
Q l  ,n2,n3 ,nq. The i n t e r f a c e  cond i t ions  amount t o  
We d e f i n e  now 
uI1(x,O) = U I V ( X , O )  
a u  I1 (x ,o )  aUIV(x,o) 
(3.6) 




The f u n c t i o n s  R l ,  R2, R3, R4 s a t i s f y  t r i v i a l l y  t h e  Equation (3.1) i n  Ql 




I n  t he  same way we can express  each Rl(x,-l)  i = 1 , * * * , 4  as combinations 
of bl(i-x) and b2 ( fx ) .  Moreover, e.g., (3.5) y i e l d s  
( 3 . 9 )  
and, e.g., (3.6) y i e l d s  
-1 8- 
R3(x,0) = R4(x,0) = 0 
(3.10) 
(x,O) = 0. a R 2  aR 1 - (x,O) = -ax  a x  
i 0 5 x 5 1  
(3.11) - 1 < x < o  
Equat ion (3.7) shows a way t o  f u l l y  p a r a l l e l i z e  t h e  s o l u t i o n  of  (3.1) u s ing  
f o u r  d i f f e r e n t  processors .  This  i s  an ex tens ion  of (2 .5)  which we adopted as 
~ 
an  i n d i c a t o r  f o r  poss ib l e  pa ra l l e l i sm.  I n v e s t i g a t i o n s  i n t o  t h e  choice of 
i n t e r f a c e  cond i t ions  l ead ing  t o  multidomain techniques  t h a t  can e a s i l y  be 




We r e t u r n  t o  Equation (1.1) t o  d i s c u s s  multidomain techniques with more 
than two domains. We w i l l  d i s c u s s  a l s o  a modi f ica t ion  of  (1.1) i n  the form 
h(u,u ) = bl  a t  x = -1 
X 
a t  x = 1. 2 u = b  
Ac tua l ly  t h i s  i s  the  form t h a t  appears  most o f t e n  i n  a p p l i c a t i o n s .  
Nothing e s s e n t i a l  i s  l o s t  i f  we r e s t r i c t  ou r se lves  t o  t h r e e  domains and 
f o r  s i m p l i c i t y  we w i l l  d i s c u s s  t h i s  case  only. Genera l iza t ion  t o  more domains 
are t r i v i a l .  
We s t a r t  by showing t h a t  our i n d i c a t o r  f o r  p a r a l l e l i s m  shows t h a t  impos- 
i n g  c o n t i n u i t y  of u and % a s  an i n t e r f a c e  condi t ion  f o r  (1.1) ( o r  con- 
t i n u i t y  of u and h(u,ux) i n  the  case of (4 .1))  l eads  t o  a method t h a t  can- 
n o t  be f a c t o r i z e d  i n t o  d i s j o i n t  problems. Let u', u", ulI1 be t h e  
s o l u t i o n s  of 
-1 < x < 5 ,  - -  I I u = f  xx 
6, L L 6, 
with ~ ' ( - 1 )  = b l ,  ~ ~ ' ~ ( 1 )  = b2 and the i n t e r f a c e  cond i t ion  
-20- 
TI I11 
u ( E , )  = u ( E , )  
11 I TI 
- au ( E , )  = ax au ( E 2 ) *  ax 
A s  i n  ( 2 . 5 )  we map 
and denote the new dependent var iables  u -I , u -I1 , GI1'. We have now 
-I -I 
U = f  xx 
-111 - :I11 - U xx 
with 
-I $11 u ( E , )  = bl ( E , )  = b2 
-I -TI -1 u I ( E , )  = u I11 ( E , )  
u ( E , )  = u ( E , )  
We seek now a combination o f  the form 
( 4 . 3 )  
(4.5) 
-21- 
t h a t  w i l l  s a t i s f y  t h e  d i f f e r e n t i a l  equat ion  a t  wi th  boundary 
cond i t ions  t h a t  a r e  independent of u , u , u . In f a c t  we need t h r e e  
d i f f e r e n t  v a l u e s  of A, B, C t o  decouple the problem completely. However, i t  
i s  e a s i l y  v e r i f i e d  t h a t  t h e r e  i s  only  one q u a n t i t y  t h a t  i s  decoupled. 
5 ,  L x L 5 ,  
-I -11 -111 
Namely -
(4.7) R = -;I + -11 u - ;I11 
i s  the  only  q u a n t i t y  t h a t  can be computed s e p a r a t e l y  from the  o t h e r  two. 
This  conclus ion  becomes more apparent  when we observe t h e  s t r u c t u r e  of 
t he  PSL method f o r  t h r e e  domains. In analogy t o  (2.7) we g e t  the system 
h12 
1 a4 a 
T 
h21 
h31 A22 h32 
T T 
3 htl 2 h t 2  a a 
h51 A33 I 
I 




where +i are NxN mat r ices  hij a r e  N component v e c t o r s  and ai a r e  
scalars. The unknowns are 
1 I1 I1 I11 = (u ,  I11 , * * * , U N  I11 I1 I I I u = (uo ,*** ,uN- l ) ,  u = u, , * * * 9 %  1, u 
I I1 I1 I11 
= u o  w 1  s t ands  f o r  uN = uo and w2 s t ands  f o r  uN+, 
We write down e x p l i c i t l y  the  case  N = 3, t h e  x denotes  nonzero 
e l  erne n t  s 
-22- 
I 
- 1  - 
0 
































x x x  
x x x  
0 0 0  
0 0 0  
0 0 0  
0 0 0  
0 0 0  
0 0 0  
0 0 0  
x x X I  
x x X I  
L 
0 0 0  
0 0 0  
0 0 0  
i-1 
l u l  
0 0 0  
0 0 0  




- Ix x X J  
E 
0 0 0  
0 0 0  
0 
0 0 0  
Ix x x 
(4.9) 
It i s  c lear  from (4.5) t h a t  we can c a r r y  o u t  Gaussian e l i m i n a t i o n  i n  pa ra l l e l  
on ly  f o r  two b locks ,  t he  f i r s t  i s  (2N+2)~(2N+2) and t h e  second 
(N+1 )x (N+1) , so a t  t h i s  po in t  nothing has  been gained from us ing  t h r e e  
domains. This corresponds t o  t h e  obse rva t ion  t h a t  t h e r e  i s  on ly  one q u a n t i t y  
t h a t  i s  independent of t h e  o the r s .  It seems t h a t  t h e  method o u t l i n e d  i n  (2.9) 
does not c a r r y  ove r  t o  more than  two  domains. We will show l a t e r  t h a t  a 
j u d i c i o u s  choice of t h e  i n t e r f a c e  boundary cond i t ion  can l ead  t o  a s e p a r a b l e  
s e t  of equat ions.  
The method o u t l i n e d  i n  (2.10)-(2.12) is s t i l l  v a l i d .  We f i r s t  d e f i n e  
P I ,  P I I ,  P I 1 1  , P21, P22, P32, P31 t o  be t h e  s o l u t i o n  v e c t o r s  of 
-23- 
I I 
AllP12 = h12 A P = f  11 
(b)  (4.10) %2'2l = h31 A22P22 = h32 A22P'L = f L L  
%3'3l = h51' 
- 
A33P111 - flll 
It i s  r e a d i l y  v e r i f i e d  t h a t  i f  wl,  w2 a r e  the  s o l u t i o n  of the  system 
(4.11) 
T I1 T 111 -hlilP - h41P wl[a3 - h P I + w2[a2 - h41P22 - h P 1 = T T T 41 2 1  42  31 
then 
I I 
- "lP12 u = P  
I1 
- w1p21 - w2p22 U I I  5 P (4.12) 
The procedure (4.10)-(4.12) shows t h a t  one has t o  so lve  three  equa t ions  per  
i n n e r  domain, c . f .  (4. l o b ) ,  and two equat ions  per  boundary domain; (4.10a,c) 
t h i s  can be done i n  p a r a l l e l .  Equation (4.11) has then t o  be solved. The 
dimension of t h i s  system is propor t iona l  t o  the number of domains. 
The method descr ibed  i n  (4.10)-(4.12) has ,  aga in ,  an i n t e r p r e t a t i o n  on 
t h e  d i f f e r e n t i a l  equat ion  l e v e l .  The v e c t o r s  PI ,  PI', PI'' a r e  t he  approx- 
imat ions t o  the Equat ion (1.1) ( o r  (4.17) with homogeneous boundary cond i t ions  
I 
-24- 
are t h e  approximations t o  the  s o l u t i o n s  of i n  each domain). The vec to r s  
t h e  homogeneous problem with homogeneous boundary cond i t ions  a t  one s i d e  and 
va lue  -1 a t  t he  o t h e r  s i d e .  Equation (4.11) expresses  t h e  i n t e r f a c e  condi- 
p i j  
t i o n s .  
We 
g r e a t l y  
t o  E ,  
claim now t h a t  by a b e t t e r  choice of t he  i n t e r f a c e  condi t ion one can 
s i m p l i f y  the  s o l u t i o n  procedure. I n  f a c t  i n t e g r a t i n g  (4.1) from -1 
one g e t s  
Therefore ,  
We n t e  t h e  exact  r e s u l t ,  t h a t  w i th in  t h e  cont 
E l  
-1) = / fdx. 
-1 
5 1  
/ fdx. 
-1 





/ (PNf)dx = 1 f ( x  )w 
1 j =o j j  
and t h e r e f o r e  t h e  i n t e g r a l  i s  known e x p l i c i t l y .  We t h e r e f o r e  r ep lace  (4.2)  
and (4.3) by 
h ( u  I 1  ,uxlx = f I -1 < x < 5,  - -  
E ,  I I 5, (4.15) 
with i n t e r f a c e  c o n d i t i o n s  g iven  a s  
-25- 
(4.16) 
When (4.15) and (4.16) a r e  used, w e  g e t  b a s i c a l l y  the system desc r ibed  i n  
(4 .8)  with T h:l = 0,  a3 = 0, and h41 = 0. 
With t h i s  n o t a t i o n  we note f i r s t  t h a t  t he  system (4.11)  is b i d i a g o n a l .  
A l t e r n a t i v e l y ,  one can t ransform A11 and A22 t o  an upper diagonal  form and 
t h e  lower corner  s t r u c t u r e  i n  (4.81, i .e.,  
t o  a lower diagonal  form and then solve f o r  w 2  and w1. Backward s u b s t i t u -  
t i o n  w i l l  then be done concurrent ly .  
We conclude t h i s  s e c t i o n  by emphasizing t h a t  i n t e r f a c e  boundary condi- 
t i o n s  have a g r e a t  impact on the a b i l i t y  to c a r r y  o u t  the s o l u t i o n  procedure 
i n  p a r a l l e l .  
1 
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