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vRESUMEN
Publicación No.
Omar Josué Amaya Molina, M. C. en Ingeniería Eléctrica
Universidad Autónoma de Nuevo León, 2011
Profesor Asesor: David Alejandro Díaz Romero
En este trabajo de investigación se presentan técnicas de control no lineal para el control
de la velocidad aplicadas al modelo de un motor de combustión interna, con el n de generar
estrategias que nos puedan ayudar a la disminución de contaminantes emitidos a la atmósfera.
El estudio del problema toma ventaja de la propiedad de planitud del sistema para generar
una ley de control no lineal que nos pueda ayudar a generar trayectorias de seguimiento de
velocidad de referencia de manera rápida y sencilla.
En la mayoría de los trabajos estudiados en la literatura no se consideran las variaciones de
la dinámica de la temperatura en el múltiple de entrada del motor, mismas que repercuten en
uctuaciones de la velocidad a manera de perturbación, colocándolas por debajo o por encima
de la referencia, el fenómeno toma más inuencia debido a la temperatura inicial del múltiple
la cual se percibe al momento de arrancar el motor.
Al incluir la dinámica de la temperatura se pude tener un control más preciso sobre las
emisiones ya que se utiliza además la técnica de recirculación de gases de escape (EGR por sus
siglas en inglés) que si bien, solo reducen las emisiones de NOx un 40% una buena lógica de
activación de la válvula resulta de gran ayuda.
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Capítulo 1
Introducción
El motor de combustión interna (MCI) es imprescindible en la sociedad actual, ya que es
una de las principales fuentes de potencia cuyo uso va desde la propulsión marina, estaciones de
generación eléctrica, herramientas manuales, e intermedias a estas se encuentran los motores de
automoción usados en automóviles camiones y motocicletas. Al motor de combustión interna se
le augura su uso al menos en los próximos 20 años [1], [2] debido a la integración y abaratamiento
de tecnologías cero emisiones para locomoción terrestre (motores eléctricos).
El sistema de inyección de combustible (FI) es utilizado tanto en motores a gasolina como
en Diésel, aunque en estos últimos este sistema fue siempre utilizado. La diferencia que existe
entre ambos es el tipo de ciclo; el de gasolina es de explosión de la mezcla aire-combustible y
el de Diésel es de combustión espontanea debido a la alta presión en el interior del cilindro,
(Figura 1.1).
Si la combustión en los motores fuera completa y estequiométrica, es decir una proporción
ideal de aire con combustibles compuestos exclusivamente de carbono e hidrógeno (CaHb), las
emisiones resultantes serían únicamente nitrógeno (N2), dióxido de carbono (CO2) y vapor de
agua (H2O). Pero esto no es así, la combustion siempre es incompleta.
1
2Figura 1.1: Combustión en los motor a gasolina y Diésel
Entre las emisiones contaminantes arrojadas por los MCI destacan por cantidad y toxicidad
las mostradas en la Tabla 1.1.
Tabla 1.1: Principales gases contaminantes
Contaminante Causa Propiedades
NOx Altas temperaturas de combustion Tóxico
CO; CO2 Motores de encendido por chispa Asxiante
SO2 Contenido de azufre en combustibles Irritante de la mucosa
HC Combustion incompleta Cancerígeno
Aunque actualmente la cantidad de emisiones de un automóvil son relativamente insig-
nicantes, las grandes concentraciones en las ciudades implican una elevada contaminación
atmosférica. Por lo que existen normas y legislaciones para regular tal problema de las cuales
destacan entre otras las siguientes: TIER, EPA, EURO, cada vez más rigurosas, obligando a
investigadores y técnicos en el desarrollo de nuevas tecnologías y con ello, nuevas estrategias de
control así como también nuevos procesos de combustion HCCI.
31.1. Antecedentes
Desde su invención, hace más de 130 años, el motor de combustión interna ha sido modicado
para adaptarse a nuevas exigencias que el paso del tiempo le ha impuesto. Las dos condiciones
actuales más importantes son: la emisión de contaminates y el consumo de combustible.
1.1.1. Principales tecnologías disponibles
Los desarrollos tecnológicos que han permitido conseguir una reducción en las emisiones
contaminantes se pueden dividir en dos grandes grupos [3]:
1. Soluciones activas: Son estrategias de reducción de emisiones directamente en el interior
del cilindro mediante la modicación en los sistemas de gestión de aire y de inyección tales
como [3]:
Turbo de sobrealimentación: Con turbinas de geometría ja, variable [4], con
enfriador y en los últimos tiempos sobrealimentación en varias etapas, tiene como
función aprovechar la energía residual de los gases de escape, tanto en presión como
en temperatura para introducir más aire dentro del cilindro, consiguiendo con este
n una mejora volumétrica, el efecto sería como manejar una mayor cilindrada.
Recirculación de Gases de Escape EGR: Sus posteriores evoluciones (EGR
refrigerado [5], EGR de baja presión), así como la introducción de sistemas de distri-
bución variable que exibilizan el proceso de renovación de la carga. Se trata de un
dispositivo anticontaminante que, en determinadas circunstancias, hace que parte de
los gases de escape vuelvan a entrar en la cámara de combustión. Disminuyendo la
temperatura de combustión y por tanto los gases emitidos a la atmósfera sean menos
nocivos, debido a que el aire que ingresa ahora en los cilindros tiene menos porcenta-
je de oxígeno comparado con el exterior, lo que ayuda a reducir la emisión de óxido
4de nitrógeno NOx. El uso de catalizadores en los motores Diésel no es efectivo para
la eliminación del NOx, por lo que es necesario el sistema EGR. En los motores a
gasolina, se usan en combinación con las nuevas tecnologías de inyección directa.
Inyección: Lo que respecta a las soluciones referidas a los sistemas de inyección
cabe destacar el incremento generalizado de la presión de inyección, la reducción en
el diámetro de las toberas, el incremento en el número de oricios de las toberas
y, por último y de manera destacada, la introducción de estrategias de inyección
múltiple. Este cambio en la tecnología implica que se puede modular el proceso de
mezcla y, por tanto, los procesos de combustión y emisiones.
2. Soluciones pasivas: Estas estrategias están basadas en la reducción de contaminantes
por medio de la eliminación o retención y posterior eliminación de las emisiones con-
taminantes una vez producidas en el interior de la cámara de combustión, mediante la
instalación de dispositivos de post-tratamiento especícos en la línea de escape. Dentro
de este tipo de soluciones pasivas la distinción se realiza en función del contaminante que
eliminan [3].
Filtro de partículas Almacena y posteriormente quema las partículas de hollín
generadas durante algunas fases de la combustión. Utiliza un sistema llamado rege-
neración y emplea un aditivo a base de cerina que ayuda a bajar la temperatura de
combustión y a elevar la velocidad de combustión del hollín acumulado en ltro.
Reducción catalítica selectiva SCR: Reduce las emisiones que se producen du-
rante la combustión de un motor mediante un convertidor catalítico integrado en
el sistema de escape. El funcionamiento a simple vista resulta muy sencillo puesto
que lo que hace es convertir el NOx en nitrógeno diatómico (N2) y agua (H2O)
mediante un agente reductor llamado urea.
5Las soluciones pasivas como método de reducción de el contaminante deseado tienen una alta
eciencia comparadas con las soluciones activas, sin embargo se tienen inconvenientes derivados
de su aplicación, tales como: aumento del consumo de combustible y regeneración de ltros,
que se ven reejados en el aumento del costo del motor, debido a la tecnología instalada, lo que
implica un mayor coste de mantenimiento para el usuario nal.
1.2. Motivación
El los últimos 30 años el motor de combustión interna se ha adecuado a los requisitos
ambientales y por ende su rendimiento ha mejorado considerablemente, como consecuencia la
sosticación en las estrategias de control y de combustión ha aumentado durante este periodo,
siendo estas las claves en el cumplimiento de tales exigencias.
Las siguiente lista corresponde a una revisión de algunos trabajos relacionados para el
control de la velocidad del motor de combustión interna y de algunos aditamentos pasivos.
Mohammad Khalid Khan, et al, Robust speed control of an automotive engine
using second order sliding modes, 2001
Tratan el problema de control de velocidad del motor de un automóvil, utilizando un
algoritmo basado en técnicas de modos deslizantes llamado super twisting el cual no
requiere de las derivadas de tiempo de las variable de deslizante, la cual implica la es-
timación de la aceleración del motor. Asociado a esto la propiedad de planitud permite
la la construcción del controlador por modos deslizantes utilizando solo la medida de la
velocidad del motor y por tanto no requiere el uso de observadores.
R. Nitsche et al Nonlinear internal model control of diesel air systems, 2007
Propone la combinación de dos enfoques conocidos: Modelo interno de control (IMC) y
6control de prealimentación basado en planitud. Para tratar el problema de control y el
de seguimiento de trayectorias de la presión de sobrealimentación de un motor Diésel
turbocargado con turbina de geometría variable (VNT). La idea principal del IMC es
la de incluir el modelo de la planta en el controlador de realimentación. Si el modelo
representa perfectamente a la planta y no ocurren perturbaciones entonces el IMC genera
una ley de control de prealimentación pura.
Jonathan Chauvin, et al, Motion planning for experimental airpath control of
a diesel homogeneous charge-compression ignition engine, 2008
En el cual presentan una estrategia basada en la planeación de trayectorias para el control
de ujo de aire de un motor Diésel turbocargado equipado con EGR. Cuyo objetivo es
gestionar el aire y las masas de gases quemados en el cilindro. El modelo considerado usa
solamente la ecuación de balance de masas para el múltiple de entrada. Las dinámicas
completamente actuadas son fácilmente invertibles, lo que implica la implementación
de leyes de control directas en lazo abierto. El enfoque es complementado con tablas
experimentales de consulta, derivadas de las necesidades del conductor al problema de
diseñar transiciones entre los puntos de operación.
Es difícil concebir el motor de combustion interna de hoy día sin el uso lossistemas elec-
trónicos de control, estos has sido un factor importante en el ahorro de combustible y en el
cumplimiento de las normas anticontaminación cada vez mas exigentes. Estos sistemas moni-
torean todas las entradas de sensores en los puntos criticos del motor, con el n de calcular los
parámetros de funcionamiento y controlar las variables del motor, asegurando un rendimiento
óptimo.
71.3. Objetivo
El objetivo principal de esta tesis es la generar estrategias de control de velocidad para
motores FI que puedan ayudar a la disminución de consumo de energía y por ende contaminan-
tes, principalmente NOx. Utilizando controladores basados en técnicas no lineales, tales como
geometría diferencial, y especialmente aprovechando la propiedad de planitud la cual conduce
a un interesante punto de vista de diseño de control y planicación de trayectorias.
1.4. Organización de la tesis
En el segundo capítulo se presenta los conceptos básicos de sistemas no lineales, las notacio-
nes de los vectores, matrices y espacios que los componen, se describen en forma breve conceptos
tales como: modelos matemáticos, puntos de equilibrio y sistemas lineales, ya que todas estas
deniciones serán utilizados como una herramienta para el estudio de los temas subsecuentes
así como también en el tratamiento del modelo matemático del motor de combustión interna
FI.
En el tercer capítulo se introduce a la planitud diferencial, se plantean las condiciones
sucientes y necesarias para que un sistema sea diferencialmente plano, se demostrará que si
un sistema no lineal es linealizable por realimentación, entonces posee la propiedad de planitud
diferencial, se muestra grosso modo la equivalencia geométrica de las curvas de salidas planas
y su correspondencia con los espacios de estados y de entradas, que nos ayudaran a generar
trayectorias para llevar a los sistemas no lineales de un punto a otro en el caso de que así se
requiera, además de como es posible aprovechar esta propiedad para generar una ley de control
de prealimentación que nos permita mejorar el desempeño y (la estabilidad) del modelo en el
seguimiento de una trayectoria cualquiera.
8En el cuarto capítulo se describen los 5 elementos clave y las ecuaciones empíricas que
conforman el modelo matemático del motor FI, y simulaciones del sistema en lazo abierto.
El quinto capítulo se divide en dos partes, en la primera, se linealiza al modelo del motor
de combustión interna FI por medio de la técnica de realimentación de la salida que nos va
a permitir resolver el problema de regulación a una determinada velocidad constante para el
motor, posteriormente para tratar el problema de seguimiento de trayectorias se hace uso de un
modelo de referencia que nos provee un estimado de la aceleración angular del motor necesaria
para lograr el seguimiento de una referencia dada. Se hace uso de un observador para estimar
la cantidad de aire que deja el múltiple de entrada _mao. En la segunda parte de este capítulo
se encuentra la salida plana del modelo del motor FI que parametriza a los estados y entradas
del mismo, lo cual nos permitirá la construcción de una ley de control de prealimentación para
estabilizar al sistema, para la construcción de dicha ley se requiere el uso del parámetro estimado
_mao mediante un observador, el problema de seguimiento de trayectorias para esta segunda
parte del capítulo se resuelve con el mismo modelo de referencia mencionado anteriormente.
Finalmente se compara el desempeño de ambos controles.
En el sexto capítulo se hace la adición de la dinámica de la temperatura del múltiple de
entrada del modelo del MCI, y se diseñará una estrategia de activación de la válvula EGR bajo
ciertas condiciones de demanda de velocidad del conductor, y mediante simulación se observa
la repercusión de dicha válvula en la temperatura del múltiple.
En el séptimo y último capítulo se presentan las conclusiones y trajo a futuro.
Capítulo 2
Sistemas no lineales
2.1. Introducción
En este capítulo se presentan conceptos fundamentales en el área de control no lineal, ya
que con la ayuda de estos será posible hacer una extensión al estudio de sistemas que gozan de
la propiedad de planitud diferencial la cual se abordará posteriormente.
La teoría de sistemas de control se ocupa de analizar y diseñar componentes que actúen
en un determinado sistema, de tal manera que este tenga un comportamiento deseado [6]. La
conguración esencial usada en teoría de sistemas de control se basa en el concepto fundamental
de realimentación, que consiste en el proceso de medir las variables de interés en el sistema y
usar esa información para controlar su comportamiento.
La teoría de sistemas no lineales de control ha experimentado en las últimas dos décadas una
gran expansión reejada por un número rápidamente creciente de artículos y libros de texto de
carácter cientíco, esto debido a el crecimiento de la tecnología que es cada vez mas sosticada.
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2.2. Modelo matemático
El punto de partida en el análisis de un sistema real de control es su representación por un
modelo matemático, obtenido mediante leyes o relaciones de tipo físico, químico, entre otras. Es
decir una representación abstracta realizada en términos de simbología matemática (ecuaciones
algebraicas, ecuaciones diferenciales, en diferencias, etc).
Este modelo debe representar las propiedades más importantes relativas al comporta-
miento dinámico (en el tiempo) del sistema, para tener una idea de como regular o controlar el
sistema real.
2.3. Nociones de sistemas no lineales
Los sistemas no-lineales con una sola entrada y una sola salida (SISO) pueden ser represen-
tados por,
_x(t) = f(x(t); u(t))
y = h(x(t))
(2.3.1)
Donde _x = dx=dt representa la tasa de variación de la variable x respecto al tiempo, x(t)
es una función vectorial que representa el estado del sistema x(t) 2 Rn; la entrada del sistema
esta dada por u(t) la cual es una función escalar u(t) 2 R. La variable y(t) es también una
función escalar que describe la salida del sistema, y(t) 2 R.
Las funciones f(:) y h(:) son funciones continuas, diferenciables al menos una vez con res-
pecto a cada uno de sus argumentos, denidas de tal forma que f : RnR! Rn y h : Rn ! R.
El sistema no lineal se puede representar mediante el diagrama de bloques mostrado en la
Figura 2.1
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Figura 2.1: Representación de un sistema no lineal en diagrama de bloques.
Si se considera el sistema
_x = f(x; t) (2.3.2)
en donde se ha supuesto que no interesa expresar la salida y que la entrada es función de
los estados, entonces:
Denición 2.3.1. Un sistema es autónomo si la expresión (2.3.2) es independiente del tiempo.
Es decir _x = f(x), caso contrario el sistema es no autónomo.
En general, un sistema no-lineal debe tener las siguientes propiedades para cada entrada
u(t). Reérase al Apéndice A.
i) Existencia: tener a lo menos una solución (continuidad de f).
ii) Unicidad: tener sólo una solución (condición de Lipschitz).
El sistema no lineal de una entrada y una salida SISO dado por (2.3.1) puede ser represen-
tando de la forma afín (lineal en el control) como sigue
_x = f(x) + g(x)u
y = h(x)
(2.3.3)
donde f(x) 2 C1 y g(x) 2 C1 son campos vectoriales, esta representación sera empleada
en capítulos posteriores.
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2.3.1. Puntos de equilibrio
Los puntos de equilibrio o trayectorias de equilibrio de un sistema no lineal se obtienen al
resolver la ecuación _x  0, en la expresión (2.3.1). Entonces se tiene lo siguiente:
f(X(U); U)  0 (2.3.4)
donde se ha reemplazado el estado x(t) por x(t) = X = X(U).
A partir de (2.3.4) resulta evidente que, para calcular el punto de equilibrio (X;U), se tiene
que resolver una ecuación implícita que depende de la señal de control en el equilibrio, dada
por el valor de U .
Considerando el sistema de ecuaciones diferenciales descritas por (2.3.1) que poseen puntos
de equilibrio constantes, los cuales están dados por:
u(t) = U ; x(t) = X(U); y(t) = Y (U) = h(X(U)) 8 t: (2.3.5)
Por lo que el punto de equilibrio está parametrizado en función de la señal de control
constante U .
Pueden existir múltiples puntos de equilibrio, con o sin sentido físico, o incluso pudiera no
existir tal punto de equilibrio constante (caso patológico).
Los siguientes ejemplos fueron tomados de [6]
Ejemplo 2.3.1. Considere el sistema
_x(t) =
1
x(t)
+ u(t)
y = x(t)
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Si u = U = 0, no existe ningún punto de equilibrio para la variable de estado x(t), sin
embargo, si u = U 6= 0 entonces sí existe un punto de equilibrio, el cual toma valor x(t) =
X(U) =  1=U
Ejemplo 2.3.2. El sistema
_x = u(x2   2)
y = x
tiene para u = U 6= 0 dos puntos de equilibrio ubicados en x = p2. Pero, si u = U = 0
entonces el sistema tiene innitos puntos de equilibrio, ya que para cualquier x = X = cte, se
cumple que dx=dt = 0.
2.4. Sistemas lineales
El concepto de punto de equilibrio es importante tanto en sistemas lineales como no lineales,
ya que si se linealizan las ecuaciones descritas por (2.3.1) alrededor de un punto de operación,
se tienen las siguientes ecuaciones de estado y de salida linealizadas.
_x(t) = A(t)x(t) +B(t)u(t) (2.4.1)
y(t) = C(t)x(t) +D(t)u(t) (2.4.2)
donde A(t) se denomina matriz de estado B(t), matriz de entrada, C(t) matriz de salida y
D(t) matriz de transmisión directa. En la gura 2.2 se muestra la representación del sistema
lineal por medio de diagrama de bloques
Un sistema es lineal si se aplica el principio se superposición, es decir, la respuesta pro-
ducida por la aplicación simultánea de dos funciones de entrada diferentes es la suma de las
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Figura 2.2: Representación de un sistema lineal en diagrama de bloques.
dos respuestas individuales. Si en una investigación experimental de un sistema dinámico son
proporcionales la causa y el efecto, lo cual implica que se aplica el principio de superposición,
el sistema se considera lineal.
Si las funciones vectoriales f y g de (2.3.3) no involucran el tiempo t explícitamente, el
sistema se denomina sistema invariante en el tiempo, en este caso las ecuaciones (2.4.1) y
(2.4.2) se reescriben como
_x(t) = Ax(t) +Bu(t) (2.4.3)
y(t) = Cx(t) +Du(t) (2.4.4)
La mayoría de los modelos matemáticos usados tradicionalmente por teóricos y prácticos
del control son lineales. De hecho, los modelos lineales son mucho más manejables que los no
lineales, y pueden representar en forma precisa el comportamiento de sistemas reales en muchos
casos útiles.
Sin embargo fenómenos no lineales como equilibrios múltiples, ciclos límite, bifurcaciones,
corrimiento de frecuencias y caos, se observan comúnmente en aplicaciones modernas importan-
tes en ingeniería, tales como: sistemas de comando de vuelo, manipuladores robot, sistemas de
autopistas automatizadas, estructuras de ala de avión, y sistemas de inyección de combustible
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de alto rendimiento, entre otros. Estos fenómenos no se pueden describir mediante dinámica de
modelos lineales, por lo que es una razón ineludible para el uso de conceptos y herramientas de
sistemas no lineales de control.
2.5. Nociones de geometría diferencial
En esta sección se presentan matemáticas básicas y deniciones que serán utilizadas a lo
largo de este trabajo, para mayores detalles puede consultar [6, 7].
Un campo vectorial f sobre un conjunto abierto (denominado vecindad) U de Rn es una
función que asocia unívocamente una dirección a cada punto p de U , un vector fp del espacio
tangente.
La diferencial de una función suave h : U  Rn ! R está denida en coordenadas locales
como:
dh =
@h
@x1
dx1 + : : :+
@h
@xn
dxn
Si (U;') es una carta de coordenadas en una vecindad de U del punto p(p 2 U), y
x1(p); : : : ; xn(p), son las coordenadas locales, un campo vectorial f , el cual esta expresado
como:
f = f1(x)
@
@x1
+ : : :+ fn(x)
@
@xn
Si f es una función suave sobre U que es una vecindad del punto p, entonces de dene
la derivada direccional de la función h con respecto al campo vectorial f , la cual se designa
mediante Lfh, llamada la derivada de Lie de la función h a lo largo del campo f , y se expresa
como sigue:
Lfh = f1(x)
@h
@x1
(p) + : : : + fn(x)
@h
@xn
(p)
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Cuando se tienen derivadas de Lie repetidas a lo largo del mismo campo vectorial f , se
denota como:
Lifh = f(L
(i 1)
f h);8 i  1; L0fh = h
y para cualquier otro campo vectorial f0; f2; : : : ; fn se tiene
Lfn : : : Lf2 Lf1(Lf0h)
se denen los paréntesis de Lie entre dos campos vectoriales f y g como:
[f; g](h) = LfLgh  LgLfh
que en coordenadas locales en una vecindad U , se tiene que:
[f; g](h) =

dg
dx

f  

df
dx

g
donde dg
dx
es la matriz Jacobiana, de g denida por
@f
@x
=
2664
@f1
@x1
   @f1
@xn
...
. . .
...
@fn
@x1
   @fn
@xn
3775
Para paréntesis de Lie repetidos se adopta la siguiente notación:
ad0fg = g
adfg = [f; g]
...
adifg = [f; ad
i 1
f g]; 8 i = 0; 1; : : : ; n
Donde ad proviene de adjunta.
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2.6. Linealización por realimentación
Esta técnica es una alternativa al método de linealización aproximada, la cual se conoce
como linealización exacta, que surgió de la extension de los resultados de la teoría de sistemas
lineales a sistemas no lineales, tales como controlabilidad y observabilidad del sistema.
Este tipo de realimentación la podemos clasicar en dos grupos: linealización entrada-estado
(exacta), y linealización entrada-salida, en la que solo la respuesta entrada-salida se linealiza
mientras que una parte del sistema permanece no lineal.
2.6.1. Linealización entrada-estado
El sistema dado por (2.3.3) con m = 1, k = 1, es linealizable por realimentación estática
alrededor de un punto de equilibrio x0 si en un entorno U de x0 existen:
(i) Una transformación de coordenadas de Rn : z = (x).
(ii) Una realimentación estática u = (x) + (x), donde  2 Rm es una nueva variable de
entrada.
y sea h(x) la función generadora de la transformación, valida alrededor de un punto de x
del espacio, reduciendo al sistema (2.3.3) a la forma canónica controlable de Brunovsky de tal
manera que en las nuevas coordenadas z = (x), el sistema que le corresponde en lazo cerrado
es lineal y controlable
_z = Acz +Bcv
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Ac =
2666666664
0 1 0    0
0 0 1    0
...
...
...
. . .
...
0 0 0    1
0 0 0    0
3777777775
; Bc =
2666666664
0
0
...
0
1
3777777775
(2.6.1)
y rango [Bc AcBc A2cBc ::: A
n 1
c Bc] = n.
La función h(x) existe si se satisfacen las condiciones del siguiente teorema, reérase [7]
para la demostración del mismo:
Teorema 2.6.1. Linealización por realimentación.
(i) La matriz formada por el conjunto de vectores fg adfg ::: adn 2f g adn 1f gg posee rango
n en un entorno de x0, (independencia lineal).
(ii) La distribución D = span

g adfg ::: ad
n 2
f g
	
es involutiva en un entorno de x0.
Las dos condiciones anteriores permiten determinar un sistema de coordenadas z = (x),
con:
z = (x) =
2666664
z1
z2
...
zn
3777775 =
2666664
h(x)
Lfh(x)
...
Ln 1f h(x)
3777775
donde h(x) es una función denida en un entorno de xo que satisface el siguiente sistema
de ecuaciones en derivadas parciales:
(< dh; g >;< dh; adfg >; :::; < dh; ad
n 2
f g >) = 0 (2.6.2)
< dh; adn 1f g > 6= 0 (2.6.3)
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donde < h; adkfg > denota la derivada en la dirección del campo vectorial ad
k
fg de la función
h. De tal manera que, en la construcción del sistema de coordenadas , las dicultades se
reducen al calculo de h(x).
2.6.2. Linealización entrada salida
El número de veces que hay que derivar h(x) del sistema (2.3.3) hasta que aparezca la
entrada de control, con un coeciente no nulo dene el grado relativo , con 1    n del
sistema, en los casos bien denidos debe satisfacer la relación   n.
Formalmente se debe derivar la salida hasta obtener
y() = Lfh(x) + LgL
 1
f h(x)u (2.6.4)
donde y = d
y
dt
se busca que en lazo cerrado el sistema se comporte como una cadena de
integradores de orden , por lo que se puede establecer una dinámica de la forma
y = v (2.6.5)
donde v es la señal lineal de control, utilizando (2.6.4) y (2.6.5) se obtiene el control
u =
1
LgL
 1
f h(x)
[v   Lfh(x)] (2.6.6)
con u como una función no lineal de los estados. Con la dinámica lineal en lazo cerrado
dada por (2.6.5), la señal de regulación v se escoge de forma que la salida y(t) tienda a cero o
a un valor dado
v =  k1y   k2 _y        ky( 1) (2.6.7)
Entonces la dinámica del sistema en lazo cerrado queda descrita por
y() + ky
( 1) +   + k2 _y + k1y = 0 (2.6.8)
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donde la elección de k1; k2; : : : ; k sea tal que el polinomio característico asociado sea Hur-
witz. con la ayuda de (2.6.5) es posible denir una transformación de estados de x de la siguiente
manera
1 = y = h(x)
2 = _y = Lfh
...
 = y
( 1) = L( 1)f
(2.6.9)
la dinámica de los estados transformados queda denida por (2.6.4) y (2.6.9) como
_1 = 2
_2 = 3 = Lfh
...
_ 1 = 
_ = L

fh(x) + LgL
 1
f h(x)u
Los estados transformados  pertenecen a un espacio de dimension . Si  < n entonces el
sistema en lazo cerrado tiene una dinámica interna de orden n , que luego de la transformación
se hace inobservable. Por lo que la estabilidad para la dinámica interna solo es valida localmente
es decir solo en los puntos de operación.
si  = n es posible lograr una realimentación exacta o linealización entrada-estado. Solo en
casos muy especiales es posible linealizar al sistema (2.3.3) cuando la función generadora h(x)
coincide con la salida del sistema.
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2.7. Conclusiones
En este capítulo se han presentado las herramientas matemáticas fundamentadas de la
geometría diferencial la cual trata sobre curvas y supercies, las funciones que las denen
y transformaciones entre las coordenadas del espacio de estados, con el n de analizar las
propiedades de interés por ejemplo controlabilidad y observabilidad, o para mostrar si ciertos
problemas de control tienen solución.
Dichas herramientas son útiles para el diseño de leyes de control de realimentación para
sistemas modelados por ecuaciones diferenciales no lineales anes a la entrada con el n de
linealizarlos, ya sea de forma parcial o total.
Al obtener la dinámica resultante lineal, permite el uso de la teoría de sistemas lineales para
dar solución a problemas de control como: seguimiento asintótico, rechazo de perturbaciones
entre otros. Un inconveniente del método es que se requiere el conocimiento del modelo exacto
del sistema.
Capítulo 3
Sistemas planos
3.1. Introducción
La planitud diferencial [8] fue introducida en 1991 por Michel Fliess, Pierre Rouchon, Phi-
lippe Martin y Jean Lévine, usando el formalismo de la geometría diferencial tales como di-
feomorsmos (Apéndice A), espacios tangentes y cotangentes, campo vectorial etc., donde se
hace un énfasis especial en la integrabilidad de una familia de campos vectoriales o distribucio-
nes. El concepto en su inicio surgió asociado al problema de la equivalencia de un sistema no
lineal con un sistema lineal, vinculado a las linealizaciones por realimentación estática y diná-
mica (Apéndice A), posteriormente se relacionó con el problema de planeación o generación de
trayectorias.
A grandes rasgos un sistema no lineal es plano si se puede encontrar un conjunto de salidas
diferencialmente independientes, en número igual a la dimensión del espacio de entradas, de tal
forma que todas las variables del sistema (estados y entradas) puedan expresarse en función de
la salida plana y de un número nito de sus derivadas. Por lo que problemas de control como
estabilización asintótica hacía un punto de equilibrio, transición entre dos puntos estacionarios,
seguimiento de trayectorias y otros, se trasladan al espacio de salidas planas, ya que al no estar
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dichas salidas sujetas a dinámica alguna son teóricamente fáciles de resolver.
En lo que respecta a sistemas lineales, todos, siempre y cuando sean controlables pueden
ser vistos como planos. En realidad, cualquier sistema que pueda ser transformado en un siste-
ma lineal por cambio de coordenadas, transformación estática realimentada o transformación
dinámica realimentada es también plano [9, 10].
Las aplicaciones de la planitud a problemas de interés de la ingeniería han crecido de manera
constante en los últimos años. Es importante señalar que muchas clases de sistemas comúnmente
usados en la teoría de control no lineal son planos. Entonces, muchos de los sistemas para los
cuales fuertes técnicas de control no lineal están disponibles son de hecho sistemas planos [9].
3.2. Planitud diferencial
El conjunto de ecuaciones diferenciales representadas en la forma a afín (2.3.3) con estados
x = (x1; : : : ; xn) y control u = (u1; : : : ; um), con m  n y campos vectoriales f(x); g(x) 2 C1
son denidos en un abierto U  Rn, y h : U ! Rk también C1 .
Es diferencialmente plano si y solo si existe una variable de salida zp = (zp1; : : : ; zpm) llamada
salida plana tal que:
1. La salida plana zp puede ser representada en términos del estado x
zp = (x) (3.2.1)
2. El estado x, la entrada u y sus derivadas respecto al tiempo, pueden ser representadas en
términos de zp y un número nito de sus derivadas respecto al tiempo _zp; : : : ; z
(n)
p :
x =  1(zp; _zp; : : : ; z
(n 1)
p ) (3.2.2)
u =  2(zp; _zp; : : : ; z
(n)
p ) (3.2.3)
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3. Si las condiciones (3.2.2) y (3.2.3) se satisfacen, entonces la salida zp puede ser represen-
tada por:
zp = h
 
 1(zp; : : : ; z
(n 1)
p );  2(zp; : : : ; z
(n)
p )

(3.2.4)
Si el mapeo de salida h es no dependiente en la entrada zp = h(x), (3.2.4) puede en general,
ser expresada por alguna función h la cual no necesita derivadas de zp mayores que n
zp = h (zp; : : : ; z
(q)
p ); con q  n (3.2.5)
La salida plana zp y sus derivadas respecto al tiempo z
(i)
p con i = 1; : : : ; n describe las
dinámicas del sistema, ya que su conocimiento es suciente para calcular todas las otras variables
del sistema x; u; zp
Nota 3.2.1. Las siguientes notas fueron tomadas de la revisión y conclusión de varios trabajos
entre ellos [11, 8]
Las salidas planas zp; :::; zpm son diferencialmente independientes, por lo tanto no satis-
facen ecuación diferencial alguna.
No existe una salida plana única, por lo que puede variar la elección de la misma, aunque
es conveniente elegirlas de tal forma que tengan un signicado físico asociado al problema.
No existe un criterio, o algoritmo para determinar la planitud de un sistema dado, sin
embargo la clase se sistemas diferencialmente planos es bastante amplia.
Geométricamente la planitud diferencial, utilizada con el objetivo de generar trayectorias
para los sistemas es la siguiente: las funciones h ;  1;  2, de las relaciones (3.2.2), (3.2.3) y
(3.2.5) constituyen un difeomorsmo local entre el espacio de estados, de entradas, y el espacio
de salidas planas. En este difeomorsmo se establece una correspondencia entre las curvas (x; u)
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(Figura 3.1) que constituyen trayectorias del sistema y curvas arbitrarias zp en el espacio de
menor dimensión de las salidas planas [11, 12].
Figura 3.1: Correspondencia entre trayectorias y curvas arbitrarias.
Las condiciones iniciales establecidas para las trayectorias (x; u) conducen a condiciones que
deben ser satisfechas por las curvas zp. En el espacio de salidas planas el problema de encontrar
estas curvas zp es teóricamente más fácil de resolver, por lo que una vez parametrizadas estas zp
de alguna manera, bastará proyectarlas hacia el espacio de estados y de entradas para obtener
las trayectorias x; u deseadas.
3.3. Planitud de sistemas linealizables por realimentación
Si el sistema (2.3.3) es linealizable por realimentación estática en xo, entonces es diferencial-
mente plano en un entorno de xo. Sea h(x) la función que en las condiciones de (i) independencia
lineal, e (ii) involutividad del Teorema 2.6.1 , satisface las ecuaciones (2.6.2), (2.6.3) . De acuer-
do al mismo teorema la transformación:
z1 = h(x)
z2 = _z1 = L
2
fh(x)
...
zn = _zn 1 = z
(n 1)
1 = L
n 1
f h(x)
(3.3.1)
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dene una transformación de coordenadas de Rn, y por lo tanto es un difeomorsmo alrede-
dor de xo. Esto signica que es posible invertir localmente las relaciones (3.3.1) para obtener
x1; x2; :::; xn como funciones de z1; _z1; :::; z
(n 1)
1 . Además, puesto que el sistema (2.3.3), con
salida zp = h(x), posee grado relativo igual a n en xo,
z
(n)
1 = L
n
fh(x) + LgL
n 1
f h(x)u (3.3.2)
con LgL
n 1
f h(x) 6= 0 en un entorno de xo [11].
En consecuencia, las relaciones (3.3.1) y su inversa constituyen las funciones h y  1 de las
relaciones (3.2.4), (3.2.3) mientras que, despejando u de (3.3.2), se obtiene la función  2 de
la relación (3.2.3). Por lo tanto, el sistema (2.3.3) es diferencialmente plano con salida plana
zp = h(x) [11].
Nota 3.3.1. En un sistema linealizable por realimentación estática se requieren (n   1) deri-
vadas de la salida plana zp, para obtener las variables de estado x1; :::; xn, y n derivadas de zp
para expresar las variables de control u.
3.4. Ley de control de prealimentación
Si el sistema (2.3.3) es plano, es posible generar una ley de control de prealimentación
u = ud, tal que la salida plana zp siga una trayectoria deseada zd exactamente [13].
Se asume que los requerimientos del control están dados en términos del comportamien-
to de la salida plana zp(t), este comportamiento deseado zd es (n   1) veces continuamente
diferenciable, y que todas las z(i)p con i = 0; : : : ; n son conocidas.
Entonces, la entrada de control u = ud puede ser determinada mediante (3.2.3):
ud(t) =  2(zd(t); : : : ; z
(n)
d ) (3.4.1)
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Denición 3.4.1. Controlador de prealimentación perfecto [13]: Dada una trayectoria
n veces diferenciable zd(t) con derivadas conocidas z(i)d con (i = 1; : : : ; n), se consigue por el
sistema (2.3.3) exactamente
zp(t) = zd(t) (3.4.2)
mediante el control u(t) = ud(t) de (3.4.1) si la condición inicial de la trayectoria dada zd(t)
coincide con la condición inicial del sistema.
La ecuación (3.4.1) es la derecha inversa [13] de el sistema no lineal descrito por (2.3.1) con
respecto a su salida plana zp para dadas n-veces trayectorias diferecnaiables.
3.5. Generación de trayectorias
El problema estándar de seguimiento de una salida de referencia consiste en diseñar una
realimentación que garantice una solución acotada en lazo cerrado, y que al mismo tiempo
asegure convergencia de la salida a la señal de referencia deseada yr = zd. Para resolver este
problema, se sigue la técnica de diseño clásico de dos grados de libertad. Es decir se divide el
problema en dos subproblemas:
Generación de trayectorias.
Compensación por realimentación.
Cuando el sistema es invertible por la derecha [13, 14], una manera de resolver este problema
(entre muchos otros) es descomponerlo en dos sub-problemas:
Generación de las derivadas de tiempo de la señal de referencia yr
Transformación de esas derivadas en una trayectoria de referencia del estado y de entrada.
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El problema de obtener las derivadas respecto al tiempo de la señal de referencia deseada
es un problema de observabilidad. Este puede ser resuelto una vez que se tiene un modelo del
sistema el cual genera la señal de referencia.
En el capítulo 05 se hará un desarrollo más extenso de estos temas
3.6. Conclusiones
La planitud implica correspondencia uno a uno entre las trayectorias del sistema y de un
conjunto reducido de variables llamadas salidas planas. Este concepto ha inspirado una im-
portante literatura para los estudios sobre la planitud y sus aplicaciones. Para mencionar un
solo hecho, la planitud provee signicantes simplicaciones para el problema de generación de
trayectorias y para bastantes aspectos del diseño por realimentación.
Capítulo 4
Descripción del modelo del motor
4.1. Introducción
El campo de la industria automotriz ha ido evolucionando a gran paso por lo cual se han
inventado varios sistemas que hacen al automóvil de hoy día más eciente, como el reemplazo de
el carburador por un dispositivo de inyección electrónica. Este dispositivo, pulveriza el combus-
tible en una masa de aire que ingresa en el múltiple de entrada (Figura 4.1), suministrando el
volumen adecuado de la mezcla aire-combustible al interior de los cilindros para la combustión.
La planta consiste en un modelo matemático basado en los resultados publicados en [15].
En el cual se describe un motor de 4 cilindros de combustión interna de encendido por bujía,
que consta de los siguientes 5 elementos clave:
1. Acelerador.
2. Múltiple de entrada.
3. Flujo de aire al interior del cilindro.
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4. Carrera de compresión.
5. Generación de torque y aceleración.
Figura 4.1: Esquema básico de un motor de 4 cilindros
En las siguientes secciones se describe con mas detalle el funcionamiento de estos, los ele-
mentos que los conforman, así como las ecuaciones empíricas que que los describen y que en
conjunto forman el modelo no lineal del motor de combustion interna.
4.2. Acelerador
Este primer elemento generalmente esta formado por un potenciómetro colocado en el pedal
del acelerador, una etapa de potencia y una válvula de mariposa (Figura4.1). En un acelerador
convencional cada posición del pedal corresponde con una única posición de la mariposa.
La relación entre el recorrido del pedal y el recorrido de la mariposa determinan el compor-
tamiento del motor, ya que la función en conjunto de estos sistemas es la de regular el ujo
de masa de aire _mai que ingresa al múltiple de entrada, el cual se puede expresar por medio
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de dos funciones empíricas, la del ángulo del acelerador f() y la otra en función de la presión
atmosférica gm(Pamb) como se muestra a continuación:
_mai = f()gm(Pm) (4.2.1)
f() = kmi0 + kmi1 + kmi2
2 + kmi3
3 (4.2.2)
gm(Pmin) =
8>>>>><>>>>>:
1 Pm  Patm=2
2
Patm
p
PatmPm   P 2m Patm=2  Pm  Patm
  2
Patm
p
PatmPm   P 2m Patm  Pm  2Patm
1 Pm  2Patm
(4.2.3)
Donde:
_mai = Flujo de masa dentro del múltiple de entrada [g=s]
 = Ángulo del acelerador [deg]
Pm = Presión en el múltiple de entrda [bar]
Patm = Presión ambiente (atmosférica)[bar]
4.3. Múltiple de entrada
La función principal del múltiple de entrada la de distribuir la mezcla aire-combustible de
manera uniforme a cada cilindro. La presión en el múltiple de entrada puede modelarse como
una ecuación diferencial donde la diferencia del ujo de aire de entrada _mai, y el que ingresa
al interior del cilindro _mao representa la tasa neta de cambio del ujo de aire con respecto al
tiempo. Esta cantidad de acuerdo con la ley de los gases ideales es proporcional a la derivada
respecto al tiempo de la presión del múltiple.
_Pm =
RTmin
Vmin
( _mai   _mao) (4.3.1)
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donde:
R = Constante especíca de los gases [8;31=mol:K]
Tmin = Temperatura del múltiple de entrada en [K]
Vmin = Volumen del múltiple de entrada [m3]
_mao = Flujo de aire de salida del múltiple [g=s]
_Pm = Tasa de cambio de la presión del múltiple de entrada [bar=s]
4.4. Flujo de aire al interior del cilindro.
El ujo de masa de aire que es bombeada a los pistones se relaciona con variables difíciles de
modelar, entre ellas están la presión del múltiple de entrada, la velocidad y el desplazamiento
del motor, la siguiente es una ecuación empírica que describe este proceso.
_mao = kmo0 + kmo1!Pm + kmo2!P
2
m ++kmo3!
2Pm (4.4.1)
donde:
! = Velocidad angular del motor [rad=s]
Pm = Presión en el múltiple de entrada [bar]
4.5. Carrera de admisión y compresión
En un motor de 4 cilindros en linea y de 4 tiempos, 180 de revolución del cigüeñal separa
la ignición de cada cilindro sucesivo. Esto da lugar a cada detonación del cilindro en un giro del
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cigüeñal. En este modelo la admisión, compresión, combustión y la carrera de escape se produce
de forma simultanea (en un momento dado, en cada fase). Para tener en cuenta la compresión,
la combustión de cada carga de admisión es retrasada 180 de revolución del cigüeñal al nal
de cada carrera de admisión (Figura 4.2).
La variable ma es la masa de aire cargada en el cilindro durante la carrera de admisión, la
cual tiene lugar en el primer  radianes de rotación del cigüeñal del ciclo de 4 tiempos. Entonces
en el modelo, ma se obtiene mediante la integración del ujo másico de aire de el múltiple y
restableciendo el integrador al nal de cada carrera de admisión.
Esto resulta en una variable de periodo de reset treset = ! , la cual depende de la velocidad
de rotación. Por último se sabe que en el modelo del motor actual, existe un retraso en la
ingesta aire-combustible y la relacionada producción de torque. Por lo tanto la inducción del
retardo de potencia de  radianes se asumió y, consecuentemente, una variable de retraso (
!
)
fue incluida en el modelo. Sin embargo, para el propósito del diseño del controlador, la salida
del bloque integrador con variable de reset puede ser cercanamente aproximada mediante [16]:
ma =
_mao
!
(4.5.1)
Figura 4.2: Ciclo de cuatro tiempos
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4.6. Torque y aceleración
El elemento nal de este modelo describe el torque desarrollado por el motor, descrito
mediante una función empírica, que depende de la masa de carga de aire ma, la proporción de
la mezcla aire combustible  = A=F , el avance de la chispa  y la velocidad del motor como se
muestra a continuación.
eng = ke0 + ke1ma + ke2 ( ) + ke3 ( )
2 + ke4 + ke5
2 +
+ke6! + ke7!
2 + ke8! + ke9ma + ke10
2ma (4.6.1)
donde:
ma = Masa de aire en el cilindro para combustión [g].
 = Relación aire-combustible.
 = Avance de la chispa [deg].
La velocidad del cigüeñal puede representarse mediante la siguiente ecuación de estado:
J _! = eng   l (4.6.2)
donde:
eng = Es el torque generado por el motor [N:m].
l = Es el torque de carga variable [N:m].
J = Es el momento de inercia del motor [Kg:m2].
_! = Aceleración angular del motor [rad=s2].
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Entonces la velocidad !, y la presión del múltiple de entrada Pmi, determinan el vector de
estados: x = (x1; x2)T = (!; Pmi)T y la variable de control: u = f(). Entonces la descripción
del sistema en espacio de estados puede ser escrito como:
e : _x1 = W (x) (4.6.3)
_x2 =
RTmin
Vmin
(Mo(x) +Gm(x)u) (4.6.4)
y la ecuación de salida
y = x1 = w (4.6.5)
donde
W (x) =
1
J

K1m +K2m

kmo0
x1
+ kmo1x2 + kmo2x
2
2 + kmo3x1x2

+K3mx1 + ke7x
2
1   l

Mo(x) = ( kmo0   kmo1x1x2   kmo2x1x22   kmo3x21x2)
Gm(x) = g(x2)
con:
K1m = ke0 + ke2 () + ke3 ()
2 + ke4 + ke5
2
K2m = (ke1 + ke9 + ke10
2)
K3m = ke6 + ke8
4.7. Simulación del sistema en lazo abierto
Con el n de observar el comportamiento dinámico de los estados de las ecuaciones descritas
por (4.6.3), (4.6.4), así como pruebas ante perturbaciones debidas torque de carga (l), se llevo
a cabo la siguiente simulación en lazo abierto, las respuestas del sistema son ante una entrada
de tipo escalón.
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La Figura 4.3 muestra la velocidad del motor, y la referencia del tipo escalón dada por el
acelerador.
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Figura 4.3: Velocidad del cigüeñal en lazo abierto.
En la Figura 4.4 se muestra el torque de carga que se aplicará en las posteriores simulaciones
para perturbar al sistema, consiste en:
l =
(
25N:m si t  2 ó  10
20N:m si 2 < t  10
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Figura 4.4: Torque de carga l.
Por último la Figura 4.5 muestra la presión del múltiple de entrada.
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Figura 4.5: Presión del múltiple de entrada en lazo abierto.
Capítulo 5
Estrategias para el control del motor F.I.
5.1. Introducción
El objetivo del control de velocidad de un motor es permitir la introducción de una cantidad
precisa de combustible en la cámara de combustión (con el supuesto, para este trabajo, de
que la mezcla aire-combustible es controlado por otro controlador independiente), con el n
de responder a todas las demandas del conductor, respetando a la vez las diferentes normas
anticontaminación, demandas que pueden ser:
Una aceleración.
Una velocidad estabilizada del vehículo.
Una desaceleración.
El mantenimiento de un régimen mínimo (ralentí).
Generalmente la tarea de control puede dividirse en dos categorías: estabilización o regu-
lación y otra de seguimiento. En problemas de estabilización un sistema de control, llamado
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estabilizador, tendrá que ser diseñado para que el sistema en lazo cerrado, se estabilice en un
punto de equilibrio. En los problemas de control de seguimiento, el objetivo de diseño es la cons-
trucción de un controlador, tal que la salida del sistema siga una trayectoria que es variante en
el tiempo.
El control de velocidad de un motor de combustión interna es un problema no lineal, un
controlador diseñado para este propósito no solo debe realizar un seguimiento de la velocidad
deseada, sino también debe ser robusto ante perturbaciones generadas por el torque de carga.
5.2. Linealización por realimentación estática
Reescribiendo el modelo no lineal del motor de combustión interna descrito por las ecuacio-
nes (4.6.3) y (4.6.4) de la forma afín tenemos.
"
_x1
_x2
#
=
24 1J nK1 +K2 kmo0x1 + kmo1x2 + kmo2x22 + kmo3x1x2+K3x1 + ke7x21   lo
RT
V
[ kmo0   kmo1x1x2   kmo2x1x22   kmo3x21x2]
35+" 0
RT
V
g(x)
#
u
los vectores f(x) y g(x) son
f(x) =
24 1J nK1 +K2 kmo0x1 + kmo1x2 + kmo2x22 + kmo3x1x2+K3x1 + ke7x21   lo
RT
V
[ kmo0   kmo1x1x2   kmo2x1x22   kmo3x21x2]
35
g(x) =
"
0
RT
V
g(x)
#
con la ayuda de estos campos vectoriales es possible vericar la independencia del control es
decir el conjunto de vectores fg; adfg; :::; adn 2f g; adn 1f gg debe ser linealmente independiente,
localmente alrededor de xo. Este cálculo será útil para establecer la existencia de una transfor-
mación de estado linealizante.
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Para el sistema no lienal de orden n = 2 tenemos
adfg =

@g
@x

f  

@f
@x

g

@g
@x

f =
=
"
0 0
0 RT
V
g0(x)
#"
1
J
n
K1+K2

kmo0
x1
+kmo1x2+kmo2x22+kmo3x1x2

+K3x1+ke7x21 l
o
RT
V
[ kmo0 kmo1x1x2 kmo2x1x22 kmo3x21x2]
#
=
"
0
(RTV )
2
g0(x)[ kmo0 kmo1x1x2 kmo2x1x22 kmo3x21x2]
#

@f
@x

g =
=
24 1J ( K2kmo0x21 +K2kmo3x2+K3+2ke7x1) K2J (kmo1+2kmo2x2+kmo3x1)
RT
V
( kmo1x2 kmo2x22 2kmo3x1x2) RTV ( kmo1x1 2kmo2x1x2 kmo3x21)
35" 0
RT
V
g(x)
#
=
"
(RTV )(
K2
J )g(x)(kmo1+2kmo2x2+kmo3x1)
(RTV )
2
g(x)( kmo1x1 2kmo2x1x2 kmo3x21)
#
adfg =
"
0
(RTV )
2
g0(x)[ kmo0 kmo1x1x2 kmo2x1x22 kmo3x21x2]
#
 
"
(RTV )(
K2
J )g(x)(kmo1+2kmo2x2+kmo3x1)
(RTV )
2
g(x)( kmo1x1 2kmo2x1x2 kmo3x21)
#
=
"
 (RTV )(
K2
J )g(x)(kmo1+2kmo2x2+kmo3x1)
(RTV )
2
g0(x)[ kmo0 kmo1x1x2 kmo2x1x22 kmo3x21x2] (RTV )
2
g(x)( kmo1x1 2kmo2x1x2 kmo3x21)
#
vericando la condición tenemos
[g(x); adfg] =
"
0  (RTV )(
K2
J )g(x)(kmo1+2kmo2x2+kmo3x1)
RT
V
g(x) (RTV )
2
(g0(x)[ kmo0 kmo1x1x2 kmo2x1x22 kmo3x21x2] g(x)( kmo1x1 2kmo2x1x2 kmo3x21))
#
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donde
det[g(x)adfg] =
 
RT
V
2  K2
J

g(x)2(kmo1 + 2kmo2x2 + kmo3x1) (5.2.1)
La matriz formada por los campos vectoriales g y adfg es localmente de rango completo, el
determinante (5.2.1) se hace cero en
x1 =
 2kmo2x2   kmo1
kmo3
x2 =
 kmo3x1   kmo1
2kmo2
Por lo que el control adoptado será inválido si existen trayectorias del sistema controlado
que se acerque a estos valores.
La condición de involutividad del subconjunto de campos vectoriales fg adfg ad2fg ::: adn 2f gg
es directa, especícamente el conjunto formado por el vector g(x) ya que [g; g](x) = 0 para cual-
quier campo vectorial de g(x). Entonces se cumplen las dos condiciones necesarias y sucientes
para la existencia de la transformación linealizante.
La función h(x) que genera la transformación debe cumplir la condición de integrabilidad
del conjunto @h(x)
@x
fg; adfg; ad2fg; :::; adn 2f gg = 0, en este caso solo g(x) entonces se tiene
< h(x); g(x) > = 0
0

@h
x1

= 0
RT
V
g(x)

@h
x1

= 0
por lo que la solución a el conjunto de ecuaciones diferenciales parciales esta dada por
h(x) = x1 (5.2.2)
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La transformación linealizante construida a partir de (5.2.2) resulta ser
z = (x) =
"
h(x)
Lfh(x)
#
=
"
x1
_x1
#
=
"
z1
z2
#
(5.2.3)
"
z1
z2
#
=
24 x1
1
J
n
K1m +K2m

kmo0
x1
+ kmo1x2 + kmo2x
2
2 + kmo3x1x2

+K3mx1 + ke7x
2
1   l
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La transformación inversa se obtiene a partir de (5.2.3)
x1 =z1
x2 =
 [K2m(kmo1 + kmo3z1)]
2K2mkmo2
+q
[K2m(kmo1 + kmo3z1)]2   4(K2mkmo2)(ke7z21 +K3mz1 + K2kmo0z1 +K1m   l   Jz2)
2K2mkmo2
el modelo transformado a la forma canónica controlable es:
_z1 = z2
_z2 =
1
J
f( K2mkmo0
z21
+K2mkmo3x2 +K3m + 2ke7z1)z2+ (5.2.4)
+ RTm
Vm
K2m[kmo1 + 2kmo2x2 + kmo3z1][ kmo0   (kmo1x2 + kmo2x22 + kmo3z1x2)z1 + g(x2)u])g
Para obtener el control linealizante basta, con igualar el término derecho de la última ecuación
del sistema descrito por (5.2.4) a una entrada auxiliar v que representa una ley de control de
realimentación lineal en términos de las variables de estado transformadas.
u =
1
RT
V
g(x)K2m(kmo1 + 2kmo2x2 + kmo3z1)z21

Jz21v + [K2m(kmo0   kmo3x2z21)  (K3m + 2ke7)z21 ]z2+
[
RT
V
g(x)(kmo1 + 2kmo2x2 + kmo3z1)z
2
1 ][kmo0 + (kmo1 + kmo2x2 + kmo3z1)x2z1]

(5.2.5)
El sistema linealizado y transformado debe tener la estructura controlador de Brunovsky"
_z1
_z2
#
=
"
0 1
0 0
#"
z1
z2
#
+
"
0
v
#
(5.2.6)
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La señal de control auxiliar se escoge como una ley de control lineal de la siguiente manera:
v =  K1clz1  K2clz2 (5.2.7)
5.2.1. Asignación de polos para el control auxiliar v
Debido a la controlabilidad del sistema, los polos en lazo cerrado se pueden colocar en
cualquier posición deseada mediante la realimentación del estado a través de una adecuada
elección del vector de ganancias. La técnica de diseño empieza con la determinación de los polos
en lazo cerrado deseados (con una determinada razón de amortiguamiento  y frecuencia natural
!n) a partir de la respuesta transitoria ó a las especicaciones de la respuesta en frecuencia, tales
como velocidad, razón de amortiguamiento, al igual que los requisitos en estado estacionario.
De tal manera que el polinomio en la variable compleja s sea Hurwitiz:
p(s) = s2 +K2cls+K1cl = s
2 + 2!ns+ !
2
n
Debido a que es un sistema de segundo orden, su dinámica (la característica de respuesta) se
correlaciona de manera precisa con la situación de los polos en lazo cerrado deseados [17]. La
Figura 5.1 representa en forma de diagrama de bloques la linealización obtenida.
Figura 5.1: Representación en diagrama de bloques de la realimentación.
El objetivo de la ley de control dada por la ecuación (5.2.5) es la de estabilizar al sistema
en lazo cerrado alrededor de un punto de equilibrio.
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5.3. Observador como estimador de parámetros
Cuando se desea saber el valor de alguna variable en un sistema dinámico, se necesita que
ésta sea medible físicamente por medio de sensores, de no ser posible, ya sea porque no se cuenta
con el sensor, o porque la variable no tiene esa propiedad, existe la alternativa de implementar
con la ayuda de la teoría de observadores un sensor computacional, a partir de algunas variables
medibles las cuales nos pueden ayudar a estimar de forma aproximada parámetros involucrados
en el sistema sin necesidad de utilizar sensores físicos, lo cual reduce de forma importante el
costo en la implementación de sistemas de control y monitoreo.
5.3.1. Identicación de la función _mao
El observador puede estimar el estado de un sistema y en algunos casos particulares puede
utilizarse para la identicación de parámetros.
Estos parámetros se pueden considerar como una variable de estado del sistema y aumentar
la dimension del mismo a través de este nuevo estado. Se debe especicar la dinámica de los
parámetros que se desea estimar, ya que si estos son constantes o se comportan de manera lenta
entonces la derivada de estos parámetros se puede tomar como cero.
El siguiente ejemplo fue tomado de [18]
_x = x+ a
donde el parámetro desconocido es a. Si a tiene variación lenta o constante, entonces se
puede decir que
_a = 0
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Ahora sea x = x1 y a = x2; entonces se tiene el siguiente sistema
_x1 = x1 + x2
_x2 = 0
(5.3.1)
Si x1 es medible entonces el sistema (5.3.1) es observable, entonces es posible construir el
observador para estimar x2 es decir el parámetro a.
El observador utilizado proviene de [18] será de ayuda para estimar el parámetro del motor
_mao, este parámetro es requerido para el diseño de la ley de control de prealimentación, tanto
en el caso de realimentación estática y el de planitud. Para los detalles de la construcción de
este observador reérase al Apéndice B.
Utilizando la ecuación de presión en el múltiple de entrada, y considerando T =constante,
se obtiene:
_P =
R
V
[ _maiT   k0T ] (5.3.2)
_k0 = 0 (5.3.3)
donde k0 es la función a identicar relacionada a _mao y se considera constante. Haciendo
uso del algoritmo de síntesis del observador se construyen las siguientes matrices y vectores:
F =
"
0  T R
V
0 0
#
; G =
"
R
V
_maiT
0
#
(5.3.4)
 =
"
1 0
0  T R
V
#
;  =
"
1

0
0 1
2
#
(5.3.5)
además se obtiene
 1 =
"
1 0
0  T 1 V
R
#
;  1 =
"
 0
0 2
#
(5.3.6)
considerando los polos en  1 se obtienen las constantes ko1 = 2, ko2 = 1, el algoritmo de
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observación resultante es24 _^P
_^
k0
35 = "0  T RV
0 0
#"
P^
k^0
#
+
"
R
V
_maiT
0
#
 
"
1 0
0  T 1 V
R
#"
 0
0 2
#"
ko1
ko2
# 
(1 0)

P^
k^0

  P

(5.3.7)
dando la siguiente expresión nal para el observador:
_^
P =
R
V
[ _maiTai   k^0T ]  2(P^   P ) (5.3.8)
_^
k0 = T
 1V
R
2(P^   P ) (5.3.9)
La Figura 5.2 muestra la dinámica de la función _mao se puede observar como es que el
estimado de dicha función converge de manera asintótica al valor verdadero. En la Figura 5.3
se aprecia la dinámica del error de estimación de la función _mao.
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Figura 5.2: Estimación de la función _mao.
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Figura 5.3: Error de estimación _mao.
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En la Figura 5.4 se muestra la velocidad del cigüeñal estabilizada a la velocidad constante
de ralentí, la Figura 5.5 muestra la dinámica de la presión del múltiple de entrada, por último
la Figura 5.6 muestra la entrada de control.
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Figura 5.4: Velocidad regulada.
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Figura 5.5: Presión en el múltiple de entrada para la velocidad regulada.
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Figura 5.6: Ángulo del acelerador para velocidad regulada.
5.4. Seguimiento de trayectorias
En esta sección se tratara el problema de seguimiento de trayectorias por medio de la
realimentación de la salida, con la ayuda de la ley de control de realimentación de estado
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obtenida previamente, con la propiedad de que, dada una señal de referencia acotada yr(t) 2
C1, la variable de salida y debe satisfacer
lm
t!1
(y(t)  yr(t)) = 0 (5.4.1)
Dada cualquier señal de referencia yr(t) suave y acotada, con derivadas (y
(1)
r ; : : : ; y
()
r (t)), el
problema de seguimiento se dice que es globalmente resuelto mediante realimentación estática
de estados para el sistema afín (2.3.3) si existe un control
u = k(x) + (x)vr(y
(1)
r ; : : : ; y
()
r (t)) (5.4.2)
con  6= 0, 8x 2 Rn, k y  funciones suaves en Rn, vr una función continua, tal que, dada
cualquier condición inicial x(0) 2 Rn para el sistema en lazo cerrado
_x = f(x) + g(x)k(x) + g(x)(x)vr
y = h(x);
(5.4.3)
i) k x(t) k es acotada, 8t  0;
ii) lmt!1(y(t)  yr(t)) = 0
5.4.1. Modelo de referencia
La señal de referencia yr(t) se puede especicar, junto con sus derivadas, como funciones
de tiempo, mediante el uso de un modelo de referencia. Para un sistema de grado relativo dos,
un modelo de referencia podría ser un sistema lineal de segundo orden invariante en el tiempo
representado mediante la función de transferencia [13, 19]
Fref =
!2n
s2 + 2!ns+ !2n
(5.4.4)
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Donde la constante positiva  y !n se eligen para dar forma a la señal de referencia yr(t)
para una señal de entrada dada u(t). La señal yr(t) puede ser generada en linea mediante el
uso del modelo de estado.
_y1 = y2
_y2 =  !2ny1   2!ny2 + !2nu
yr = y1
Por tanto, yr(t); _yr(t), y yr(t) estarán disponibles en linea. Si u(t) es una función acotada
continua por partes de t, entonces yr(t); _yr(t), y yr(t) satisfacen las condiciones supuestas.
Sea
R =
2664
yr
...
y
( 1)
r
3775 ; e =
2664
1   yr
...
p   y( 1)r
3775 =   R: (5.4.5)
El cambio de variables e =   R produce
_ = f0(; e+R)
_e = Ace+Bc(x)[u  (x)]  y()r :
El control de realimentación de estado
u = (x) + (x)[v + y(p)r ] (5.4.6)
donde (x) = 1=(x) reduce el sistema de la forma normal a el sistema en cascada.
_ = f0(; e+R)
_e = Ace+Bcv
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Nuestro objetivo de control puede satisfacerse mediante cualquier diseño de v que estabiliza
la segunda ecuación mientras se mantiene acotada  para toda t  0. Con v =  Ke, donde
Ac  BcK es Hurwitz, el control de realimentación de estado completo esta dado por
u = (x) + (x) K[T2(x) R+ y(p)r ] (5.4.7)
y el sistema en lazo cerrado esta dado por
_ = f0(; e+R) (5.4.8)
_e = (Ac  BcK)e (5.4.9)
5.4.2. Restricciones para la entrada de control u
En algunos problemas de control , el diseñador tiene algo de libertad en la elección de la
señal de referencia yr(t). La libertad de la elección de la señal de referencia puede ser utilizada
para mejorar el desempeño del sistema, especialmente en presencia de las restricciones en la
señal de control.
La entrada de control u(t) es el ángulo del acelerador y corresponde con una única posición de
la válvula mariposa, que suministra la cantidad adecuada de aire al interior de los cilindros para
la combustión, además recordemos que el pedal es manipulado arbitrariamente por el conductor
del vehículo, por lo que es posible restringir el uso indiscriminado del mismo, que implique
una posición del pedal mayor a la requerida para alcanzar alguna velocidad de referencia lo
sucientemente rápido, lo que se vería reejado en la disminución del consumo de combustible
y por tanto emisiones contaminantes.
La elección de la constante de tiempo  = 1=!n del modelo de referencia dado por (5.4.4),
determina la velocidad del movimiento de la posición inicial a la nal. Si no hubiese restricciones
50
en la magnitud del control u(t), podríamos elegir  arbitrariamente pequeño y lograr una
transición arbitrariamente rápida de xi a xf .
Eligiendo  para ser compatible con la restricción de la posición del pedal del acelerador,
podemos lograr un mejor desempeño. La Figura 5.7 y 5.8 muestran la dinámica de la salida
y el control con respecto a dos diferentes elecciones de  , cuando el control esta restringido a
juj  70. Para  = 0;031 la salida y(t) se desvía de la referencia yr(t) reejando el hecho de
que la señal de referencia demanda un esfuerzo de control un tanto mayor. Por otro lado, con
 = 0;09 la señal de salida logra un seguimiento más suave de la señal de referencia. Al elegir
 = 0;09 se ha evitado el sobrepaso que ocurrió cuando  = 0;031.
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Figura 5.7: Calibración de la constante de tiempo  para el seguimiento de escalón de referencia.
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Figura 5.8: Ángulo del acelerador.
5.5. Trayectorias de pruebas
Las siguientes simulaciones tienen como nalidad mostrar el desempeño del seguimiento
de la señal de referencia, recordemos que el conductor no puede a conciencia generar una
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señal con alguna característica especial, además ningún sistema físico es capaz de realizar una
transferencia de energía demasiado rápida como en el caso de la referencia tipo escalón, por lo
que para estas simulaciones se optó por la elección de  = 0;031 con el n de evitar retardos
de tiempo. La Figura 5.9 muestra una trayectoria de tipo hiperbólica, que parte del punto de
equilibrio 2000 a 3000 r.p.m. en un intervalo de tiempo de 1 seg.
yd1 =
8>>>>><>>>>>:
2000 + 2000(tf   t0)2 si 3  t  3;5
2000(t1   tf )  2000(t1   tf )2 si 3;5  t  4
 2000(tf   t0)2 si 15  t  15;5
 2000(t1   tf ) + 2000(t1   tf )2 si 15;5  t  16
(5.5.1)
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Figura 5.9: Seguimiento de la velocidad de referencia yd1.
0 2 4 6 8 10 12 14 16 18 20
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Tiempo [s]
Pr
es
ió
n 
[ba
r] 
Figura 5.10: Presión del múltiple de entrada para la referencia yd1.
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Figura 5.11: Posición del acelerador para alcanzar la referencia yd1.
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Las Figura 5.12 representa una aceleración del tipo constante que va desde el punto de
equilibrio 2000 r.p.m. a 4000 r.p.m., en un intervalo de 2 segundos, y una desaceleración después
de 14 segundos en un intervalo de 1 segundo, esto con el n de mostrar el desempeño ante
cambios abruptos de velocidad y aceleraciones, mostrando un buen desempeño de la variable
de entrada.
yd2 =
(
2000 + 1000(tf   t0) si 3  t  5
2000(t1   tf )  2000(t1   tf )2 si 12  t  13
(5.5.2)
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Figura 5.12: Seguimiento de la velocidad de referencia yd2.
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Figura 5.13: Presión del múltiple de entrada para la referencia yd2.
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Figura 5.14: Posición del acelerador para alcanzar la referencia yd2.
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5.6. Linealización basada en planitud
Para el sistema no lineal descrito por las ecuaciones (4.6.3) y (4.6.4) se muestra que la
velocidad w es una salida plana, la cual también resulta ser la salida del sistema y, entonces:
y = zf = x1 (5.6.1)
con el n de demostrar la planitud del sistema, todas las variables de estado y la entrada
deben ser expresadas en función de zf y un número nito de sus derivadas con respecto al
tiempo, que constituyen un difeomorsmo cuya inversa esta dada por:
x1 = zf
x2 = f(zf ; _zf )
u = f(zf ; _zf ; zf )
Al diferenciar (5.6.1) respecto al tiempo, se tiene:
_zf =
1
J

K1m +K2m

kmo0
zf
+ kmo1x2 + kmo2x
2
2 + kmo3zfx2

+K3mzf + ke7z
2
f   l

igualando la expresión anterior a 0 y agrupando en términos de x2 se obtiene:
K2mkmo2x
2
2 +K2m(kmo1 + kmo3zf )x2 + ke7z
2
f +K3mzf +
K2mkmo0
zf
+K1   l   J _zf = 0
la solución a la ecuación cuadrática anterior para x2 resulta:
x2 =
 [K2m(kmo1 + kmo3zf )]
2K2mkmo2
+ (5.6.2)
+
q
[K2m(kmo1 + kmo3zf )]2   4(K2mkmo2)(ke7z2f +K3mzf + K2mkmo0zf +K1m   l   J _zf )
2K2mkmo2
utilizando la segunda derivada de (5.6.1)
zf =
1
J
(
(
 K2mkmo0
z2f
+K2mkmo3x2 +K3m + 2ke7zf ) _zf +K2m(kmo1 + 2kmo2x2 + kmo3zf ) _x2
)
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sustituyendo _x2 en la ecuación anterior se obtiene:
zf =
1
J
f( K2mkmo0
z2f
+K2mkmo3x2 +K3m + 2ke7zf ) _zf+
+ RT
V
K2m[kmo1 + 2kmo2x2 + kmo3zf ][ kmo0   (kmo1x2   kmo2x22   kmo3zfx2)zf + g(x2)u]g
Realizando algunas simplicaciones algebraicas nos da como resultado la siguiente ley de control
de prealimentación:
u =
1
RT
V
g(x)K2m(kmo1 + kmo2x2 + kmo3z)z2

J zz2 + [K2m(kmo0   kmo3x2z2)  (K3m   2ke7z)z2] _z+
RT
V
K2m[kmo0 + (kmo1x2 + kmo2x
2
2 + kmo3zx2)z][(kmo1 + kmo2x2 + kmo3z)z
2]

(5.6.3)
con x2 = f(z; _z)
La Figura 5.15 muestra la ley de control completa, se utilizó el mismo modelo de referencia
con la diferencia de que las ganancias para el modelo dieren de las utilizadas en la realimen-
tación K1 = 1000K2 = 200, se utilizó el mismo observador descrito por las ecuaciones (5.3.8),
(5.3.9), para estimar la cantidad de aire que ingresa al interior del cilindro, en este caso y
en el anterior se requiere conocer los parámetros del modelo, en este caso, suponemos que no
podemos estimar la perturbación de carga que afecta a el cigüeñal.
Figura 5.15: Realimentación basada en planitud.
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Las Figuras 5.16 muestra la velocidad del cigüeñal estabilizada a una velocidad de 2500 r:p:m:
y a una velocidad de relentí de 1000 r:p:m: , la Figura 5.17 muestra la dinámica de la presión
del múltiple de entrada, por último la Figura 5.18 muestra la posición del pedal necesaria para
alcanzar las referencias, se pueden apreciar que existen menos oscilaciones en el control, y en
la señal de salida comparadas con las mostradas en las Figuras 5.5, 5.6, 5.7.
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Figura 5.16: Velocidad regulada mediante la ley de control basada en planitud.
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Figura 5.17: Presión del múltiple de entrada para la ley de control basada en planitud.
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Figura 5.18: Posición del acelerador para la ley de control basada en planitud.
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La Figura 5.19 muestra el desempeño de la ley de control basada en planitud, para el
seguimiento de la trayectoria de referencia tipo hiperbólica yd1 descrita por (5.5.1). Se observa
un pequeño transitorio al inicio, esto debido a que se asumió el hecho de que no es posible
conocer el torque de carga que afecta al cigüeñal. La Figura 5.20 muestra la dinámica de la
presión del múltiple de entrada, por último la Figura 5.21 muestra la posición del acelerador
para lograr dicha referencia. Existen algunas leves diferencias con el desempeño mostrado en
las Figuras 5.9, 5.10 y 5.11.
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Figura 5.19: Seguimiento de la velocidad de referencia yd1 basada en planitud.
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Figura 5.20: Presión del múltiple de entrada para la referencia yd1.
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Figura 5.21: Ángulo del acelerador para la referencia yd1.
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La Figura 5.22 muestra el desempeño de la ley de control basada en planitud, para el
seguimiento de la trayectoria de referencia yd2 descrita por (5.5.2). La Figura 5.23 muestra la
dinámica de la presión del múltiple de entrada para el seguimiento de la referencia yd2, por
último la Figura 5.24 muestra la posición del acelerador para alcanzar dicha referencia.
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Figura 5.22: Seguimiento de la velocidad de referencia yd2.
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Figura 5.23: Presión del múltiple de entrada para la referencia yd2.
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Figura 5.24: Ángulo del acelerador para la referencia yd2.
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5.7. Conclusiones
La clase de sistemas los cuales son diferencialmente planos son esencialmente los mismos
que los sistemas dinámicamente linealizables por realimentación (hasta ciertas condiciones).
Sin embargo, el punto de vista utilizado en el control de sistemas diferencialmente planos es
substancialmente diferente que la linealización por realimentación: uno se puede concentrar en
la generación de trayectorias factibles en lugar de transformar el sistema en un sistema lineal
simple. Esto tiene la ventaja de permitir el diseño del control local o global en las coordenadas
originales para el sistema, donde los características del controlador se pueden especicar de
forma mas natural.
Capítulo 6
Efecto de la dinámica de la temperatura y
EGR en el modelo
6.1. Introducción
Este capítulo se divide en dos partes: la primera de ellas consiste en la adición de la dinámica
de la temperatura del múltiple de entrada, al modelo descrito por (4.6.3) y (4.6.4), dicha
dinámica esta basada en [18], la cual consiste en un modelo global de las temperaturas y
presiones en los múltiples para un sistema de inyección de combustible cuando la recirculación
de gases es considerada.
La segunda parte consiste en una estrategia de activación de la valvula EGR (Exhaust Gas
Recirculation) por sus siglas en inglés, la cual reingresa una parte de los gases de escape al
múltiple de entrada, bajo ciertas condiciones de velocidad del motor, con el n de no afectar
el desempeño del mismo, logrando de esta manera disminuir el contenido de oxígeno en el aire
de admisión que provoca un descenso en la temperatura de combustión lo cual ayuda a reducir
los óxidos de nitrógeno.
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6.2. Modelo simplicado para control y observación
El modelo presentado en [18] se obtiene al calcular los balances de masas y energías en
los múltiples de entrada y salida considerados como reactores separados a través de los cuales
uyen gases a distintas temperaturas (Figura 6.1), bajo suposiciones usuales de gases ideales
y presión-temperatura uniformes. Cuando la temperatura ambiente y la del gas de combustión
son iguales, la ecuación clásica de presión en los múltiples empleada en varios trabajos [20, 21]
es obtenida. La relación dinámica de la presión y temperatura de los múltiples no consideran
las dinámicas del proceso de combustión dentro de los cilindros.
Figura 6.1: Diagrama simplicado de los múltiples
El modelo simplicado, resulta de asumir despreciables las pérdidas de calor a través de las
paredes de los múltiples, y de consider que la temperatura del gas que deja el cilindro es la del
gas de recirculación [18].
_P =
R( _maiTai + _megrTegr   _moT )
V
(6.2.1)
_T =
RT ( _mai[Tai   T ])
PV
+
RT ( _megr[Tegr   T ])
PV
(6.2.2)
_Pegr =
RTegr( _me   _min   _mout)
V 0
(6.2.3)
_Tegr = 0 (6.2.4)
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6.3. Efecto de la temperatura en la dinámica del modelo
Las siguientes simulaciones son resultado de agregar la dinámica de la temperatura del
múltiple de entrada dada por la ecuación (6.2.2) al modelo matemático del motor descrito por
las ecuaciones (4.6.3) y (4.6.4). La Figura 6.2 muestra los cambios en la presión del múltiple
debido a variaciones en la temperatura, estos cambios de presión afectan la velocidad angular
del motor como se observa en la Figura 6.3, por lo que un cambio en la temperatura modica
el desempeño del sistema.
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Figura 6.2: Variación de la presión en el múltiple de entrada debida a la temperatura.
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Figura 6.3: Velocidad del motor debida a cambios en la presión del múltiple de entrada.
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6.4. Efecto de la válvula EGR en la dinámica del modelo
Debido a la existencia de normas que regulan la contaminación ambiental (TIER, EPA,
EURO) cada vez más exigentes, desde los 90 se ha implementado el uso de la válvula EGR,
cuya función es la de recircular los gases de escape, con el n de disminuir especialmente los
óxidos de nitrógeno (NOx). Se usa principalmente en los motores diesel y su implementación
es cada vez mayor en motores a gasolina. Los principales contaminantes son:
Los hidrocarburos (HC).
El óxido de carbono(CO).
Partículas por reacción química de oxidación.
El óxido de nitrógeno (NOx).
Los tres primeros se reducen en el catalizador, por medio de oxidación. Aunque actualmente
se han desarrollado catalizadores capaces de oxidar los NOxs, la estrategia común o clásica a
seguir es el trato previo de dicho contaminante antes de que llegue al escape, con este n es
usado el sistema EGR. El gas de recirculación se aplica en proporciones que oscilan entre un
10 y un 30% [22] del total de la mezcla de gases entrantes a los cilindros, pero generalmente
se utiliza menos del 10%. Cuando se agrega el gas de recirculación se considera que la mezcla
contiene gas inerte el cual retarda la combustión, es por esto que la fase de potencia se ve
disminuida y pueden presentarse problemas de manejabilidad.
En la Figura 6.4 se muestra la activación de la válvula EGR dependiendo de ciertas condi-
ciones de velocidad, esto con el n de no disminuir el torque generado por el motor, la lógica de
activación debe tomar en cuenta que, si existen demandas de velocidad por parte del conductor,
el uso de la válvula EGR queda restringido.
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La válvula se activará bajo las siguientes consideraciones de velocidad:
EGR =
(
0 si 1  taceleracin  t+ [seg]
1 si 1000  V el:  3000 [r:p:m:]
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Figura 6.4: Condiciones de velocidad para la activación de la valvula EGR
La Figura 6.5 muestra la cantidad de masa de aire en gramos que reingresa al múltiple de
entrada, para realizar esta simulación se asumió que el gas que ingresa al interior del cilindro
es el mismo que es expulsado fuera de él, por lo que se recirculó una proporción de un 30% de
este gas.
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Figura 6.5: Masas de aire de recirculación
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En la Figura 6.6 se muestra la dinámica de la temperatura, la cual tiene una variación lineal
y lenta, motivo por el que diversos autores la consideran constante bajo ciertas condiciones de
operación. Se observa como la temperatura se incrementa más rápidamente cuando existe una
demanda de velocidad por parte del conductor, la medición de este valor nos puede ayudar a
mejorar el control de las emisiones de NOx.
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Figura 6.6: Temperatura en el múltiple de entrada por el uso de la EGR
La Figura 6.7 muestra la presión del múltiple de entrada y como es que ésta varía al consi-
derar la dinámica de la temperatura y el uso de la válvula EGR. La presión decae ligeramente
cuando se recirculan los gases, pero el control evita los constantes cambios en las velocidades
del motor observadas en las simulaciones en lazo abierto.
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Figura 6.7: Presión en el múltiple de entrada debido a el uso de la valvula EGR
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6.5. Conclusiones
En este capítulo se observó como es que la adición de la dinámica de la temperatura del
múltiple y el uso de la válvula EGR afectan considerablemente el desempeño del motor, alteran-
do la velocidad del mismo, esto se puede relacionar cuando por ejemplo encendemos el motor
en un día frío, la velocidad decaerá de tal manera que se volverá inestable hasta que el motor
y el múltiple alcance una temperatura ideal, esto provoca combustiones incompletas por tanto
las emisiones de hidrocarburos no quemados se incrementan, caso contrario cuando se enciende
el motor en un día cálido, se observa como es que este no requiere del previo calentamiento e
incluso este se revolucionará de manera excesiva a la hora del encendido.
Capítulo 7
Conclusiones y trabajo futuro
Durante el desarrollo de este trabajo se a llegado a distintas conclusiones acerca de las
estrategias utilizadas en el control de velocidad del motor de combustión interna y de como la
variación y consideración de ciertos parámetros nos pueden ayudar a mejorar la operación de
dispositivos utilizados en el tratamiento de gases contaminantes resultantes de la combustion.
El método de la geometría diferencial es un concepto útil para el control y linealización
de los modelos no lineales, ya que gracias a estas herramientas nos es posible observar las
diversas propiedades del modelo en cuestión tales como: controlabilidad, observabilidad
y la region de validez del control (local ó global) dada por las singularidades del sistema.
Aunque la linealización por realimentación mediante el uso de técnicas de la geometría
diferencial es un método muy popular, este tiene algunos inconvenientes, principalmente
la transformación de coordenadas, la cual hace difícil el diseño del controlador, y aún mas
cuando los estados no corresponden a cantidades físicas del sistema.
La planitud diferencial como método de linealización resulta ser un concepto útil para
realizar un controlador, ya que si el sistema posee dicha propiedad, bastará con solo
invertirlo y mapearlo en función de la salida plana para encontrar la ley de control de
prealimentación que estabilice al sistema, en el caso de que se requiera planeación de
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trayectorias, si se requiere hacer la trayectoria en linea también resulta útil puesto que
solo se enfoca a obtener las señales de control por medio de un modelo de referencia
u observación, si las ecuaciones que describen exactamente el sistema, el problema de
observación se vuelve aun más fácil.
7.1. Trabajo futuro
En base a los resultados obtenidos se han llegado a las siguientes recomendaciones como
trabajo a futuro, la expectativa es incrementar las ecuaciones que describen el comportamiento
del motor de combustión interna, con el n de aproximar lo más posible al modelo real, ya
que son diversos los factores y componentes involucrados en el ahorro de combustible y en las
emisiones contaminantes, mas concretamente:
Implementar el controlador de velocidad en el motor de combustion interna y con base a
la lógica de activación de la válvula EGR, elaborar un controlador para la misma.
Extender el modelo agregando las ecuaciones que describen la dinámica de la inyección
del combustible, ya que es un factor importante en el ahorro del energético utilizado en
el motor.
Realizar un estudio detallado de las ecuaciones que describen la cantidad de emisiones
arrojadas por un motor de combustión interna, para poder corroborar de forma tangible
dichas emisiones.
Hacer un estudio exhaustivo de los componentes que afectan el desempeño del motor y
como es que se pueden mejorar, dígase aire acondicionados, encendido de luces, alterna-
dor,etc.
Apéndice A
Geometría diferencial
Considerando la ecuación diferencial ordinaria
_x = f(x; t); x(t0) = x0; x 2 Rn (A.0.1)
con f 2 C0 : (Rn R+; Rn).
Teorema A.0.1. (Existencia y unicidad local) Suponga que existen las siguientes constan-
tes nitas ;   tales que
(i) kf(x1; t)  f(x2; t)k  kx1   x2k; 8x1; x2 2 Br; 8t 2 [t0;  ];
(ii) kf(x0; t)k   ; 8t 2 [t0;  ]
con B = x 2 Rn : kx  x0k  r, entonces (A.0.1) tiene solo una solución alrededor de
[t0; T ] para T sucientemente pequeño tal que t0 < T < 
Teorema A.0.2. Existencia y unicidad global Suponga que para cada  2 [t0; t) existe una
constante nita  y  tal que
(i) kf(x1; t)  f(x2; t)k  kx1   x2k; 8x1; x2 2 Rn; 8t 2 [t0;  ];
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(ii) kf(x0; t)k   ; 8t 2 [t0;  ]
entonces (A.0.1) tiene solamente una solución alrededor de [t0;1)
A.1. Realimentación dinámica y estática
En la realimentación de estado; existen 2 tipos básicos:
Realimentación de estado estática
Este método de control es tal que el valor del vector de entrada u en cada instante
de tiempo t depende del estado x y de los componentes v1; : : : ; vm de algún vector de
referencia v:
ui = i(x) +
mX
j=1
ij(x)vj
Realimentación de estado dinámica
En este modo de control, el valor de el vector de entrada u en cada instante de tiempo t
depende del estado x, los componentes de algún vector de referencia v y además del valor
de un vector de estado adicional auxiliar z = (z1; : : : ; zk):
ui = i(x; z) +
mX
j=1
ij(x; z)vj
_z = i(y; z) +
mX
j=1
ij(y; z)vj
A.2. Difeomorsmo
Sea p un punto en En, del espacio Euclidiano n dimensional, y U un vecindario de p. Sea
'(q) = (x1(q); :::; xn(q)) : U ! V  Rn ser un homeomorsmo que es uno a uno y sobre es
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decir una biyección, con '; ' 1 continuos en Rn = R  :::  R, R los números reales. (U;')
es llamado un vecindario de coordenadas o una carta coordenada y los números reales
x1(q); :::; xn(q); los cuales varían continuamente, son las coordenadas locales de q 2 En : xi(q)
es llamada la i-ésima función coordenada. Si ambos ' y ' 1 son mapeos suaves, ' es llamado
difeomorsmo. Si ambos ' y ' 1 están denidos en Rn y son mapeos suaves, ' es llamado
difeomorsmo global dados dos vecindarios de coordenadas (U;'); (W; ) con U \W 6= 0 y
'(q) = (x1(q); :::; xn(q));  (q) = (z1(q); :::; zn(q)) el homeomorsmo.
  ' 1 : Rn ! Rn
es una transformación de coordenadas en U \W , es decir
z =   ' 1(x) = z(x)
el mapeo inverso es
x = '    1(z) = x(z)
si x y z son representados mediante vectores con n componentes, llamados
x =
2664
x1
...
xn
3775 ; z =
2664
z1
...
zn
3775 ; (A.2.1)
la transformación de coordenadas esta expresada por n funciones continuas con valores
reales denidas en Rn, es decir
x(z) =
2664
x1(z1; :::; zn)
...
xn(z1; :::; zn)
3775 ; z(x) =
2664
z1(x1; :::; xn)
...
zn(x1; :::; xn)
3775 ; (A.2.2)
si ambos homeomorsmos z(x) y x(z) son mapeos suaves, la transformación de coordenadas
es un difeomorsmo. Si ambos homeomorsmos z(x) y x(z) son mapeos suaves denidos en Rn
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la transformación de coordenadas es un difeomorsmo global. Recordemos ahora un resultado
bien conocido proveniente del cálculo el cual provee condiciones sucientes para que un mapeo
sea un difeomorsmo.
Teorema A.2.1. (Función inversa) Sea U un subconjunto abierto de Rn y sea '('1; :::; 'n) :
U ! Rn un mapeo suave. Si la matriz Jacobiana
d'
dx
=
2664
@'1
@x1
   @'1
@xn
...
. . .
...
@'n
@x1
   @'n
@xn
3775 (A.2.3)
es no singular en algún punto p 2 U entonces existe un vecindario V  U de p tal que
' : V ! '(V ) es un difeomorsmo.
Sea h : U  En ! R una función real denida en U . En función del vecindario de coorde-
nadas (U;') elegidos, la función h se expresa en coordenadas locales como
H' = h  ' 1 : Rn ! R
La expresión h' dependerá de las coordenadas locales elegidos.
Un sistema dinámico es un mapeo t(p) : RU ! U C1, donde U es un conjunto abierto
en el espacio Euclidiano el cual satisface:
(i) 0(p) = p
(ii) t  s = t+s para cada t; s 2 R
con t(p) mapeando U ! U . Esta denición implica que el mapeo t(p) tiene un inverso
 t(p) C1. Un sistema dinámico dene un campo vectorial
f(p) =
d
dt
t(p) jt=0
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el cual es un vector tangente a la curva t ! t(p) en t = 0. Dada una carta coordenada
(U;'), la curva t! t(p) puede ser expresada como t! (x1(t); : : : ; xn(t)) y2664
f1(x(t))
...
fn(x(t))
3775 =
2664
d
dt
x1(t)
...
d
dt
xn(t)
3775 : (A.2.4)
Por lo tanto x1(t); : : : ; xn(t) es la solución a la ecuación diferencial con condición inicial x(0)
dadas por
_x = f(x):
Si z(x) denota una transformación de coordenadas con inversa x(z), la ecuación diferencial
es expresada en nuevas coordenadas como
_z =

dz
dx
f

 x(z) , ef(z):
Inversamente, un campo vectorial dene un único sistema dinámico siempre que f satisfaga
la condición local de Lipschitz (ver teormea b.1.2). El proceso inverso de lo anterior es: dada
una ecuación diferencial
_x = f(x) (A.2.5)
es decir un campo vectorial f , con condición inicial x0, determina una curva integral t !
(x1(t); : : : ; xn(t)) la cual es una solución a (A.1) y tal que x(0) = x0.
Una solución para la ecuación diferencial podría no estar denida para toda t. Por ejemplo,
la ecuación en R
dx
dt
= 1 + x2
tiene como solución la función
x(t) = tan(t  c) c = constante (A.2.6)
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la cual no puede ser extendida alrededor del intervalo mayor que
c  
2
< t < c+

2
ya que x(t) ! 1 como t ! c  
2
. Un campo vectorial se dice que es completo si la
solución a la ecuación diferencial _x = f(x) esta bien denida para toda t 2 R. De acuerdo con
el teorema B.1.2 un campo vectorial que satisface las condiciones (i) y (ii) es completo.
A.3. Derecha inversa
La derecha inversa [13] ~r : Y ! U del sistema ~ es un mapeo con la propiedad
~ ~r~yd = ~yd = ~y (A.3.1)
para todo yd 2 Y .
Entonces, para cada yd 2 Y la derecha inversa ~r genera una entrada u tal que la salida del
modelo y siga exactamente la trayectoria yd
Apéndice B
Observadores
B.1. Observador como estimador de parámetros
Considérese el sistema de una salida de la forma
_x(t) = F (s(t); y(t))x(t) +G(u(t); s(t); x(t)) (B.1.1)
y(t) = Cx(t) (B.1.2)
donde x 2 Rn; u 2 Rm; y y 2 R, s es una señal conocida.
F (s; y) =
2666664
0 f1(s; y) : : : 0
...
. . .
fn 1(s; y)
0 : : : 0
3777775 (B.1.3)
G(u; z) =
2666664
g1(u; s; z1)
g2(u; s; z1; z2)
...
gn(u; s; z)
3777775 (B.1.4)
C = (1; 0; : : : ; 0)
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Se asume lo siguiente:
A1) Existe una clase U de controles acotados admisibles, un conjunto compacto K  Rn y
dos constantes positivas ; , tales que para cada u 2 U y cada salida y(t) asociada a u
y a un estado inicial z(0) 2 K tenemos 0 <   fi(s; y)  ; i = 1; : : : ; n  1
A2) s(t) y su derivada con respecto al tiempo ds(t)
dt
son acotadas.
A3) Las funciones fi; i = 1; : : : ; n  1 son de clase Cr; r  1, con respecto a sus argumentos.
A4) Las funciones gi; i = 1; : : : ; n son globalmente Lipschitz con respecto a z uniformemente
en u y s.
Ahora considérese la matriz S, que es la única solución a la ecuación algebraica de Lyapu-
nov.
S + A
TS + SA  CTC = 0 (B.1.5)
donde
A =
2666664
0 1 0
...
. . .
1
0 : : : 0
3777775 ; C = (1; 0; : : : ; 0)
y  es un parámetro.
La solución explícita de (B.1.5) esta dada por
S(i; j) =
( 1)i+jCj 1i+j+2
i+j 1
; 1 < i; j < n (B.1.6)
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donde Cpndfkldk, S es simétrica positiva para todo  > 0.
(s; y) =
2666664
C
CF (s; y)
...
CF n 1(s; y)
3777775 =
2666666664
1 : : : 0
f1(s; y)
f1(s; y)f2(s; y)
...
. . .
0 : : : f1(s; y) : : : fn 1(s; y)
3777777775
(B.1.7)
Teorema B.1.1. Asuma que el sistema (B.1.1) satisface lo asumido en A1) a A4), entonces
90 > 0 tal que 8 > 0; 8u 2 U ; 8x(0) 2 K8z(0) 2 Rn el siguiente sistema
_z = F (s; y)z +G(u; s; x)  ( 1)(s; y)S 1 CT (cz^   y) (B.1.8)
con S que satisface (B.1.5) es un observador exponencial para el sistema (B.1.1),más aun,
la dinámica del sistema puede hacerse arbitrariamente rápida.
Apéndice C
Motores de combustión interna
Los procesos de intercambio de gases en un motor de combustión interna juega un papel muy
importante debido a que de ellos depende el correcto funcionamiento del motor, a continuación
se presentan a grandes razgos conceptos que ayudan a su entendimiento.
C.1. Eciencia volumétrica
El ltro de aire, el carburador, la válvula de la garganta, el múltiple de entrada, el puerto
de entrada, y su válvula son elementos que restringen la cantidad de aire que un motor de un
desplazamiento dado puede inducir. La eciencia volumétrica es utilizada como una medida
general de la efectividad de un ciclo de cuatro tiempos, y sus sistemas de admisión y exhaución,
como dispositivos de bombeo.
v =
2ma
aVdN
(C.1.1)
La densidad del aire a puede evaluarse en condiciones atmosféricas; v es entonces la e-
ciencia volumétrica general o puede evaluarse en condiciones de puertos de entrada,(múltiple de
entrada), en cuyo caso v es entonces la medida del desempeño de bombeo del cilindro, puerto
de admisión, y válvula solamente.
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La eciencia volumétrica es afectada por las siguientes variables en el combustible, diseño
del motor y variables operativas.
1. Temperatura de la mezcla.
2. Relación de presiones de exhaución y admisión.
3. Velocidad del motor.
4. Diseño de los puertos y múltiple de admisión.
5. Geometría de las válvulas de admisión y salida, tamaño de las mismas y temporizado.
Los efectos de varias de las variables anteriores, es esencialmente cuasi-estático en su natu-
raleza, es decir, su impacto es ya sea independiente de la velocidad o puede describirse adecua-
damente en términos de la velocidad media del motor. Sin embargo, muchas de estas variables
tienen efectos que dependen del ujo turbulento y fenómenos de presión que acompañan la
naturaleza variable de los procesos de intercambio de gases.
C.2. Proceso de intercambio de gases ( _mao)
El ujo de masa de aire que entra a los pistones se relaciona con variables difíciles de
modelar, entre ellas están la presión en el múltiple de entrada, la velocidad del motor, y el
desplazamiento del motor, la siguiente es una ecuación que describe este proceso en condiciones
estables:
_mao =
vVdP!
4RmT
(C.2.1)
donde:
Rm es una función relacionada a constantes y temperaturas de los gases en el múltiple.
Vd = Desplazamiento del motor.
! = Velocidad del motor.
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C.3. Proceso de admisión y exhaución en un motor SI
En un motor SI, el sistema de admisión típicamente consiste en un ltro de aire, un car-
burador y una garganta, o una garganta e inyector de combustible, o garganta com inyectores
individuales en cada puerto de admisión, y un múltiple de entrada.
Durante los procesos de inducción, las pérdidas de presión ocurren según la mezcla pasa por
cada uno de estos componentes, hay caída de presión adicional a través del puerto y la válvula
de admisión. El sistema de salida típicamente consiste de un múltiple de salida, una tubería de
escape de convertidor catalítico para el control de las emisiones y un moe o silenciador. Los
ujos pueden ser analizados en un regimen-cuasi estático. La caída de presión en el sistema de
admisión depende de la velocidad del motor, la resistencia al ujo de los elementos en el sistema,
el área transversal por la que se mueve la carga y la densidad de la carga. Es prácticamente
general el extender el tiempo de apertura de las válvulas de admisión y salida un intervalo de
tiempo de manera que el intercambio de gases sea mas eciente.
El proceso de exhaución, usualmente inicia entre 40 y 60 antes del PMI. Cuando se llega a
PMI, los gases quemados son descargados del cilindro debido a la diferencia de presión entre el
cilindro y el sistema de exhaución. Después de PMI, el cilindro es barrido por el pistón conforme
este se mueve hacia PMS, los términos descarga y desplazamiento son útiles para denotar estas
dos fases en el proceso de exhaución.
Típicamente, la válvula de salida cierra entre 15 y 30 después de PMS , y la válvula de
entrada abre entre 10 y 20 antes de PMS. Ambas válvulas se mantienen abiertas durante un
periodo de empalme, y cuando Pi
P0
< 1, el reejo de gases de salida hacia el cilindro y el ujo
del cilindro hacia el múltiple de admisión puede ocurrir.
Conforme el pistón se mueve y sobrepasa PMS y la presión del cilindro cae debajo de la
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presión de admisión, el gas uye del múltiple de entrada al cilindro. La valvula de admisión
se mantiene abierta hasta 50 a 70 después de PMI, de esta manera carga fresca continua
uyendo dentro del cilindro después de PMI, Figura C.1.
Figura C.1: Sistema cilindro-pistón.
En un motor diesel, el carburador o sistema electrónico de inyección (EFI por sus siglas en
inglés) y garganta variable están ausentes.
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