Abstract The literature and viewed items on this subject show no statistical data examination regarding the relationship or approach between critical factors (CF) and their association or significance for project evaluation and corroborate for successful realization. Executives, project managers, and staff members have no statistical data on the matter and importance regarding CF, the influence for the possible outcomes, and scenarios; these factors and criteria yield neither a basic structural model on project management nor achievement rationale to conduct their time, process standards, efforts, and resources. For this work, we analyzed the basic formats of scientific articles under definite and established methods to develop a scientific study and strategies to determine an evaluated structural model, with the goal analysis methodology for the management on industrial projects, identifying sequence patterns, articles, classification factors, calculations frequency factors, and statistical relationships between them, within the proposed path diagram structural model, simulated and exanimated regarding success.
Introduction
It is pertinent noting some definitions for project characterization by the reviewed bibliography, first it is a temporary endeavor undertaken to create a unique product or service [1] (Project Management Institute, 2004) . Two concepts are interrelated on the strategic planning processes, which most often get different interpretations and practical applications: critical success factors (CSFs) and key result areas (KRA).
The most effective use of CSF is for consulting work experience, to identify the critical factors for positioning and competitiveness in a determined business (industry) . They can serve to analyze their influence and "Know how" of successful competitors (competitive benchmarking), from this, determine strategies, policies, and actions to overcome them.
Therefore, it is important to analyze literature through some definite methods, then check the critical factors which are most important in the management of projects, this paper uses meta-analysis (MA) methodology and basic descriptive statistics to show differences in the relationship between groups of factors, as shown in Fig. 1 .
Methods
Meta-analysis takes a large quantity of quantitative extracted results on individual investigations, with the purpose of outcome integration and improve understanding, this systematic revision tries to reach conclusions from a variety of studies on the same subject, by analyzing procedures and standardized techniques. This statistical method is fundamental to delimitate the success criteria for industrial projects.
There is no single method for MA preparation, particular studies excludes or adds some stages; however, definite steps are listed next and make the algorithm followed in this study [2] (Valles, 2008) .
The methodology consists of six stages which are next shown in Fig. 2 . Table 1 shows the result of applying meta-analysis to a sample data base of 85 articles and publications where there were found up to 27 critical factors for project management.
Definition of structural equation modeling (SEM)
This technique applies factor analysis with linear regression too test the observed goodness of fit from the collected data that conforms to a hypothesized model, this mathematical model is also expressed by a path diagram. SEM provides coefficients for each relationship, and most importantly, statistical indexes that express the degree to which the data fits the proposed model, confirming its validity.
Among the strengths of SEM is the ability to construct latent variables, which are not directly measured, but are estimated from a number of variables and their mutual covariance within the model, allowing it to capture the reliability of the model. Factor analysis, path analysis, and linear regression represent special cases for structural equation modeling [4] (Iacobucci, 2010) . It is a statistic destined for testing and estimating causal relations from statistical data and qualitative causal assumptions [5] (Iacobucci, 2009 ).This definition has been articulated by the geneticist Sewall [6] (Wright, 1999) .
SEM was born from the need to offer more flexibility for the regression models. It is less restrictive than the regression models, allowing the handler to include error measurements in both subordinate variables (dependent) as the predictor (independent) variables. The structural equation modeling methodology is a fresh area for developing statistics regression models, including factor analysis. SEM has a confirmatory nature more than an exploratory a major strength is the ability to develop constructs that estimate latent variables based around measurable variables. Figure 3 and Table 2 show a path diagram graphic array and for the table the notation used for each element within the path diagram and SEM methodology; this is a representation for a set of equations. Tables 3, 4 , and 5 show the CF covariance and correlation among factors, for each of the three criteria evaluated: finish on time the industrial project, fulfill the budget of the industrial project, and fulfill the quality of the industrial project, with a total of 256 correlations (Colín, 2007) for evaluation; the most significant correlations are indicated as long as their P value is greater than 0.01, a total of 11 critical factors to consider for model building as shown in Table 6 .
Applying the statistical analysis methodology SEM

Development of a good theoretical model
Resulting from the theoretical analysis of the factors through meta-analysis, classified by frequency and empirical results, obtained from surveys conducted in companies of the region, then evaluated by statistical tools such as exploratory factor analysis and confirmatory factor analysis to determine the structural equations where success criteria are also related. In Fig. 4 , we can see the first structural model proposed and the most important critical factors regarding BUDGET (P.E.B.B) QUALITY (C.M.P.) and TIME (T.O.M.S.). 
Factor analysis
Factor analysis divides the variance of each indicator in two parts: (1) "common variance;" the variance explained by the latent (s) variable (s), which it is estimated on the basis of shared variance with other indicators in the analysis; and (2) "unique variance" which is a combination of a specific reliable variance for the indicator and a random error variance. There are two types of model-based analysis for common factors: exploratory factor analysis (EFA) and confirmatory factor analysis (CFA), both tests are designed to reproduce the observable relationships between a set of indicators with a small set of latent variables. However, EFA and CFA differ mostly in the number and nature of specifications and restrictions in the measurement model for the latent variable. EFA is data-driven, there are no specifications in relation to the number of common factors or the relationships array between common factors. Researchers use the EFA as a descriptive technique to determine the appropriate number of common factors, and to check, according to measurement, which variables are reasonable indicators for latent dimensions. In CFA, the researcher specifies in advance the number of factors and load pattern expected for indicators, as well as other parameters, such as independence or covariance factors and unique variances and indicators
Exploratory factor analysis
Exploratory factor analysis is a statistical approach to determine the correlation between variables in a dataset. This type of factor analysis provides a structure (grouping of variables based on the strong correlations). In general, an EFA prepares the variables to be used and clean the structural equation models. An EFA should always be conducted for new datasets.
The advantage of an EFA on a CFA is that no theory is applied to the elements fitting a construct. This means that the EFA is able to detect problematic variables more easily than CFA. In this section, we will develop EFA for this research.
Explained variance matrix by the method of principal components
The variance matrix (Table 7) is explained by the principal method components, the Initial Eigen values columns of the table display the variance explained by the initial solution, only 11 major factors have a total column value greater than 1; eigenvalues represent almost 55 % of the variance for the original independent variables. This suggests that the three latent influences are associated with the factors, but there is room for a lot of unexplained variations.
The loads' extraction sums squared section shows the variance explained by the factors taken before rotation. The cumulative variability explained by three factors is about 30 %, a difference of 10 % of the initial solution, this variation explains that the initial solution is missing a latent factor, indicating that the original variables and variability cannot explain the phenomena with precision. The rightmost section of this table shows the variance explained by the factors extracted after rotation.
KMO and Barlett's test
These tables show two tests which indicate the suitability of the data to detect the structure (Table 8, 9 ). The sample 
Pattern matrix
The elements of this matrix are called weights or loads, they indicate the load between observed variable and factor. It should be interpreted as standardized slopes (beta) resembling multiple regression analysis. Differences for the tables (Tables  10, 11) show the modifications made through the exploratory factor analysis. The solution for the Configuration Matrix must be interpreted by the performance method, similar to the matrix in the orthogonal rotated factors case. The oblique item is the most important of all matrices obtained; this is by setting "Matrix and Matrix" correlation between factors; it is essential to include it in the results analysis. Extraction method: principal components analysis a When the components are correlated, the sums of squared added to obtain a total variance covariance by a kit of indicators or CF. One latent feature is an unobservable variable that has greater influence than an observable measurement and is considered for correlations across the model.
Goodness fit indices
P value is a common index used in sociological research, a P value of 0.05 is considered as a threshold to define an effective or ineffective study. The obtained error can also be addressed by increasing the size of the sample, reducing the possibility that the obtained data is coincidentally rare.
Comparative fit index (CFI): A rule of thumb for CFI and other comparative fit indexes is a value greater than 0.90, it can reasonably indicate a good fit in the researcher's model [9] (Bentler, 2006) .
Root mean square error of approximation (RMSEA): The RMSEA is an index of "badness of fit" in which a value of 0 indicates better fit, RMSEA ≤0.06 indicates close fit proximity, values between 0.06 and 0.08 suggest a reasonable fit error. And RMSEA ≥1 suggests a poor fit [10] (Hoyle, 2012).
Initial results: modification Index comparison
Each parameter has a rate above certain preliminary modification index; not displayed modification indexes indicate that they do not exceed the specified threshold. At this point, the initial results established an initial proposed model with its regression loads and the goodness fit indexes are shown in the Fig. 5 . Figure 6 illustrates the comparisons between indexes for goodness of fit for the three structural models. Initial model shows a P value (Table 12) for an effective study, RMSEA (Table 13 ) that indicates a close fit proximity, and a CFI (Table 14) close to a reasonable error fit.
Partial results: covariation of CF
For this partial model, the error variables e31 and e33 were covariate (Fig. 7) as the modification indexes showed the highest relation between them in Table 15 . This generate a better modeling fit compared with the initial model, tables for goodness fit indices confirm the improvement since the CFI and RMSEA improved (Tables 16, 17 , and 18).
In Table 19 , we can see the high relation among error variables e26 and e31, however is impossible to covariate them because they are in different indicators sets. Regression loads and goodness fit indexes for the partial model are shown next (Fig. 7) . Figure 8 illustrates the comparisons between indexes for goodness of fit that the structural model displays regarding P value, RMSEA, and CFI to previous comparison. Figure 9 shows the construction for regression loads model with fore latent factors, adding an additional simulated latent variable (success). Tables 20 and 21 indicated the regression loads for each relation with in the model; also, the three goodness of fit indicators show an improved proportion compared to the previous models in Tables 22, 23 , and 24. Figure 10 illustrates the comparisons between indexes for goodness of fit that the structural model displays regarding P value, RMSEA, and CFI to the proposed partial structural model. If the analysis is repeated the discrepancy between e7 and e10 in Table 25 is reduced at least 5.013 for the covariance treatment as a free parameter, for the simulated latent variable run this P value decreases to 0.032. The correlation estimates and the standardized regression loads are re-calculated, as an example, when quality rises 1 for standard deviation, Q. COMMUNICATION is adjusted at 0.302 standard deviation on Table 21 .
Simulation of fourth variable final results
Hypothetical regression structural equation modeling
The traditional approach to integrating multiple regression analysis and factor analysis involves factoring a set of equations of one or more predictors and outcomes, generating factor scores; also the creation of composited unit-weighted of the highest-loading indicators, using these variables as predictors or outcomes. SEM allows for these two components of the analytic strategy to be done simultaneously, at this point the relations between indicators, latent variables and the relations between variables are incorporated in a single model to be evaluated (Hoyle, 2012) , here we develop the equation model for this research.
Regression equations:
Structural model: 
Conclusions
There are tests for goodness of fit with the confirmatory analysis for the greatest indicator loads or endogenous variables, bringing about which of the CF should be taken with more care while managing an industrial project; this is if we want to influence the subsequent results for the values for latent variables and improve conditions, consequently decrease the size of the error in each case of the endogenous variables (Table 24) . This contribution to the theory of project management is novel because applying meta-analysis intended for a large number of indicators filtered the most important final CF so they can be carefully chosen and described statistically by SEM methodology to quantify and qualify the relations among independent variables with respect to the latent variables with in a set of equations.
Recommendations
Indicators of interest were revealed in the survey of factors that are selected and defined as most important criteria this are the exogenous critical factors and the endogenous variable success. It is recommended to continue this research by adding and endogenous latent variable for customer satisfaction and the observable dependent variables for satisfaction, applying the matching methods to change the model, its trajectories, and the set of regression equations.
It is recommended to apply this methodology and replicate the research to test the generality of the model or in other sectors and industries; for manufacturing improvement projects, it can test their effect on product added value, employee performance, cost and quality for clients or other types of projects; for physiological research it is recommended to apply SEM as a test for the effect of lifestyle settings on health, educational institutions can use statistical equation modeling to find the didactic means that have an important association with student knowledge acquirement, regarding psychology this tool is able to find the mayor influences associated with personal happiness.
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