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Chomsky (1959)1 defines a class of g rammars  each of which contains 
a finite number  of rules of the form x1Ax= --~ xicox2, where A is a single 
symbol  and co ~ I .  Such grammars  are called context-sensit ive phrase 
structure (CS) grammars.  Context-free phrase structure (CF)  grammars  
are a subclass of CS grammars  all of whose rules are of the form A --~ co, 
i.e., xl and x2 are always null. A sequence of strings (~1, ~s, ..  • , ~n) is 
called a ~-der ivat ion of a grammar  G if f = el and for each i (1 _-< i < n),  
there are strings A, x l ,  x2, ~1, ~2 such that  ~ = ¢~x1Ax2~2, ~+~ = 
~x l~X~2,  and x~Ax2 -~ x~cox2 is a rule of G. The language Lo is the set 
of strings which do not contain nonterminal  symbols and which conclude 
S-der ivat ions of the grammar  G. Such a str ing is called a sentence of La .  
DEFINITION" 1. (i) A left-to-r ight (L -R)  ~-der ivat ion is a ~-der ivat ion 
in which ~bt and x~ in the preceding paragraph are always strings of 
terminal  symbols, i.e., ~ = yxAx~,  ~+~ = yxcox¢, and xAx --~ xcox is a 
rule of the grammar.  
(ii) A r ight-to- left  (R -L )  ~-der ivat ion is a ~-der ivat ion in which x2 
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The notations and terminology of that paper arc used here :We use upper-case 
Latin letters for nonterminal strings; lower-case Latin letters for terminal strings; 
Greek letters for arbitrary strings; early letters of all alphabets for single sym- 
bols; later letters for strings of symbols; I for the null string; and S for the initial 
symbol. In addition, where x is the string ala2""' a~, x* is the string a,~a~_~- • .a~ . 
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and ~2 in the preceding paragraph are always strings of terminal symbols, 
i.e., ~ = ~xAxy, ~+~ = ~xwxy, and xAx ~ xcox is a rule. 
DEFINITION 2. (i) A L-R grammar is one whose rule applications are 
restricted such that all of its derivations are L-R derivations. 
(ii) A R-L grammar is one whose rule applications are restricted in 
such a way that all of its derivations are R-L derivations. 
(iii) A one-way grammar is either a L-R grammar or a R-L grammar. 
At any step in a derivation of a L-R grammar, only the leftmost non- 
terminal symbol in the string can be rewritten; the string of symbols to 
its left contains only terminal symbols. Similarly, in a derivation of a 
R-L grammar, strings of the type #Ay are rewritten #~y. The rules of a 
one-way CF grammar are of the same form as those of a CF grammar, 
and restricting the derivations of a CF grammar to one-way derivations 
obviously does not change the language generated by that grammar. 
However, it follows immediately from the definition of a one-way gram- 
mar that the left context in a rule of a L-R CS grammar, as well as the 
right context in a rule of a R-L CS grammar is restricted to strings of 
terminal symbols, i.e., the rules of a L-R grammar are CS rules of the 
form xAx --~ xwx, and the rules of a R-L grammar are CS rules of the 
form xAx -~ xwx. 
THEOREM ]. For each one-way CS grammar there is an equivalent CF 
grammar. 
PROOF: We first consider the case of a L-R CS grammar. We can think 
S 
FIG. 1 
PHRASE STRUCTURE GRAMMARS 139 
of the derivations of the grammar as being carried out by a machine (see 
Fig. 1). The machine has a control unit that can interpret he rules of 
the grammar, and it has two tapes Tr and Ts. The machine can read the 
contents of both tapes; and, on the basis of these contents, either move 
the leftmost symbol of Ts to the right end of Tr, or replace the leftmost 
symbol of Ts by a string of symbols. At the beginning of a derivation T1 
contains the boundary symbol # and T8 contains the string S#. If at some 
seep in the derivation of a sentence T± contains the string yz and Ts con- 
tains AXe, then if there is a rule in the grammar xAx --~ zcox, the machine 
may replace the A by co. If at some step T~ contains x and Ts contains a¢, 
then the machine will move the a from T~. to the right end of Tz , i.e., Tr 
will become xa and Ts will become ¢. Finally, when the only symbol re- 
maining on Ts is the boundary symbol #, the machine will move this 
to the right end of T~ and stop. The operation of this machine is such 
that when it stops, T~ is blank and T~ contains a sentence of the lan- 
guage with boundary symbols at either end, and ff some string x is a sen- 
tenee of the language then there is a sequence of machine operations 
which will end with #x# on Tr when the machine stops. 
We now give a more precise description of this machine: But first we 
adopt some notational conventions. 
Convention 1. By the expression co = co (n) we mean "the string co is n 
symbols in length, or it is initial and/or final in a string, i.e., follows 
and/or precedes #, and is not greater than n symbols in length." 
Convention 2. Where co is a string, we use ~ to represent a string such 
that either co is an initial part of ~, or c3 is an initial part of co; i.e., for 
some ¢1, ¢2 where ¢1 and/or ¢2 is null, co¢1 = ~¢., • 
We now construct a machine similar to the one described above in 
that it consists of two tapes and a control unit, but different in that it does 
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not need to examine the contents of the tapes other than the leftmost 
symbol of Ts .  The control unit consists of states which correspond to the 
set of environments which are significant for the particular grammar. 
These states are set up in the following manner. We first find a left con- 
text of a rule such that no rule has a longer left context; we call its length 
n. Similarly, we define m as the length of a right context of a rule such 
that no rule has a longer one. We now associate a state with each possible 
string xx such that xx = x(")x ¢~). Let S~.x be such a state (see Fig. 2). 
Now consider a typical rule of the grammar yawl, ~ yaco~. For each such 
rule there is a set of instructions, viz., all possible instructions of the form 
(f, S~y,~., A) --~ (S.~,~, a~) (1) 
This instruction can be interpreted as: The control unit writes the iden- 
t ity symbol on the right end of T~ when it both is in state S~,~ and is 
scanning the no.terminal symbol A at the left end of Ts; the control 
hxI/~ T* ]TS 
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unit then switches to state S=y,~ and replaces the symbol A by the string 
aG0 (see Fig. 3). 
In addition to this set of instructions for each rule in the grammar, 
there is another set for each terminal symbol, the purpose of which is to 
move this symbol when it is the leftmost symbol of T~ from Ts to the 
right end of T~. For each terminal symbol a, there are all possible in- 
structions of the form 
(a, &y,~, a) ~ (Syo,~, ~) (2) 
When the control unit is in state Sb~.~¢ and is scamling the terminal sym- 
bol a on the left end of Ts, it writes a on the right end of Tr,  switches 
to state Sy~,¢~, and erases the leftmost symbol from Ts, i.e., the a it has 
just scanned. ¢ indicates that the symbol being scanned on Ts is erased. 
(See Fig. 4.) 
We now have a description of a machine which generates the same 
language as does a L-R CS grammar. We will now reduce the instructions 
that describe this machine to those which describe a pushdown storage 
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automaton (PDS) (Chomsky, 1963). Instructions of type (2) are al- 
ready in the form of a PDS instruction, but those of type (1) are not. 
Instead of writing the identity symbol on T~, a PDS would just not read 
the next symbol on that tape. Not reading is indicated by the symbol e. 
Secondly a PDS instruction may either erase a single symbol from the 
left end of T~, or it may write a string of symbols on the left end of Ts, 
but it cannot replace a symbol by a string as does (1). Replacement, 
however, can be simulated by two PDS instructions: The first erases 
the leftmost symbol of Tz and switches to an entirely new state, and 
the second writes the string on the left end of T~. 
A (e, S~,~, A) -~ (S~,,~, a) (3) 
(e~ X ~,~,  e) ~ (~oy,~, ~)  (4) 
These instructions are of the form that appear in a PDS. We now have a 
set of PDS instructions, i.e., (2), (3), (4), which accepts the language 
which is generated by instructions (1) and (2). However, these instruc- 
tions assume that the PDS begins its computation with symbol S on the 
storage tape Ts, whereas a PDS computation actually begins with the 
single symbol a on Ts. So we add a set of initial instructions which write 
S on the storage tape and switch the control unit from the initial state 
to each of the other states of the PDS 
(e, So, ~) ~ (S~.~, S) (5) 
Finally, we add a set of final instructions which switch the control unit 
from each state to the initial state erasing a from Ts. 
(e, &,~, ~) ~ (z0, ~) (6) 
We can treat the case of a R-L CS grammar by reinterpreting instruc- 
tions (1) and (2). This is because a R-L grammar is simply the mirror 
image of a L-R grammar. We turn the tapes Ts and T~ around, so that 
the control unit will either move the rightmost symbol of Ts to the left 
end of T~ when that symbol is terminal, or it will replace the rightmost 
symbol of Ts by a string when that symbol is nonterminal. The control 
unit is now in state S~,x when the string x*~ is on Tr, and the string 
rx* is to the left of the rightmost symbol of Ts (see Fig. 5). Instruction 
(1) is now interpreted as: The control unit writes the identity symbol on 
the left end of Tr when it both is in state S:y,~ and is reading the non- 
terminal symbol A at the right end of T~ ; the control unit then switches 
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to state Szv.~ and replaces the symbol A by the string ~*a. This set of 
instructions corresponds tothe rule ~*Ay* ~ ~*~*c~y*. Similarly, instruc- 
tion (2) is interpreted as: When the control unit is in state Sby,~ and is 
reading the terminal symbol a on the right end of Tz, it writes a on the 
left end of T~, switches to state S~.¢~, and erases the rightmost symbol 
from T~. With the instructions interpreted in this way, the machine will 
accept he string x* if and only if the given R-L CS grammar generates 
the string x. Chomsky (1963) has proven that for each PDS there is an 
equivalent CF grammar; and Bar-Hillel, Perles, and Shamir (1960) have 
shown that if a set of strings x is a CF language, then so also is the set 
x*. Q.E.D. 
COROLLARY 1. For each CF grammar--and thus for each PDS--there is 
an equivalent nondeterrninistic PDS containing just three types of instruc- 
tions in addition to a single initial and a single final instruction. For each 
terminal symbol a of the grammar the PDS has the instruction (a, $1, a) 
($1, ~); for each nonterminal symbol A the PDS has the instruction 
(e, $1, A)  ~ (S A, ~) and for each rule t i the grammar A --~ ~o the PDS 
has the instruction (e, S A, e) ---* ( S~ , ~). The initial and final instructions 
are (e, S0, o) ~ ($1, S) and (e, $I,  or) ---+ (So, ~), respectively. 
PROOF: In the proof of Theorem 1 we set up a state to correspond to 
each possible significant context hat might appear during the deriva- 
tion of some sentence of the language. Then we constructed the set of 
all possible instructions of the form of (2). When we do this for a CF 
grammar, where there are no significant contexts, we need only the 
single state S~. We then have all the instructions of the form 
(a, Z~, a) -~ (5~, ~) (7) 
In the proof of Theorem 1, we set up a state for each combination of a 
nonterminal symbol and a possibly significant environment in which 
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that symbol may be rewritten by a rule. Then we constructed all possible 
pairs of instructions of the form of (3) and (4), where yAg, -+ yo~co~b is a 
rule of the grammar. If we apply this same construction to a CF gram- 
mar we get all possible pairs of instructions of the form 
(e, $1, A) ~ (S ~, ~) (8) 
(e, S ~, e) -+ (S l ,  co) (9) 
where A --* co is a rule. Applying the same reasoning with respect o the 
initial and final instructions we get for a CF grammar 
(e, So, ~) ~ (S i ,  S) (10) 
(e, S1, a) --~ (S0, a) Q.E.D. (11) 
DEFINITION 3. (i) A right discontinuous (RD) rule is one of the form 
xtdx,z ~ xi nl n2 nm - -  C~ 1 - -  OL 2 • . . C~m__  I - -  O~mX 2 
where m _-> 1 and n~ => 0 (1 =< i =< m). A rule of this type rewrites 
a string of the form ¢/lxlAco~2 as ¢ixlcot~lco2~2 ""  c~m-lcom~m~b2 where 
--~ co( n)"  coi i ~ (1 =< i _-< m), and for some r, ~o~2 = colco2 " ' "  C0m~2 = X2T. 
(ii) A left discontinuous (LD) rule is one of the form x~Ax2 
xla~ ~ c~_~ ~m-i . . .  ~a  ~1 x2 whereto => 1 andn~ => 0 (1 =< i =< m). 
A LD rule rewrites a string of the form ~,~coAx~¢~ as ¢la~co~_~ -.-  
(~)~" (1 < i < m), and for some r, ¢ico co2a2co~Xe~2 where co~ = co  ~ = = = 
I~ lcomcom--1  " ' "  COl ~ TX1.  
A discontinuous rule rewrites a nonterminal symbol as several sym- 
bo ls -a t  least one--and places each of these in the string at a certain 
distance--stated in the rule--from the rewritten symbol, to its right 
in the case of RD rules and to its left in the case of LD rules. For exam- 
ple, the RD rule BLAB2 --~ B1 3 C10 a 1 C2B2 rewrites the string D1B1AB2. 
D2D~D~D~ as the string DiB1B2D2D3C~aD4C~D~, i.e., the symbol A in the 
context preceded by B~ and followed by B2 is rewritten as the three 
symbols C~, a, and C~. These three symbols are then inserted in the 
string so that there are 3 symbols between B~ and C~, nothing between 
C~ and a, and 1 symbol between a and C:. If there are not enough sym- 
bols in the complete string, then identity elements are assumed (see 
Convention 1). The LD rule B~AB~ --> B~C~ 2 a 3 C~ 0 B: rewrites the 
string DIB~AB~D~ as ClaD~B~C:B:D~. Note that the rules defined in 
Chomsky (1959) are special cases both of RD rules and of LD rules, 
i.e., those in which n~ = 0 (1 -< i -< m). 
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DEFINITION 4. (i) A RD grammar is a phrase structure grammar that 
contains just RD rules. 
(ii) A LD grammar is one that contains just LD rules. 
(iii) A discontinuous grammar is either a RD grammar or a LD 
grammar. 
THEOREM 2. For each discontinuous grammar there is an equivalent CS 
grammar. 
PROOF: This follows immediately from the fact that the effect of a 
discontinuous rule is to rewrite a string of symbols by a string which 
is not shorter, i.e., the RD rule given in Definition 3(i) can be replaced 
by a finite set of rules--all those of the form x1Aco¢2 ~ xloJlc~l~o2co= . . .  
a,~_ico,,~¢~2 where for some r, c0~2 = X._,r and r and/or ¢2 is null. Chomsky 
(1959) has shown that rules of this type can be replaced by a finite 
number of CS rules. Q.E.D. 
DEFINITION 5. A one-way discontinuous grammar is either a L-R RD 
2 grammar or a R-L LD grammar. 
THEOREM 3. For each one-way discontinuous grammar there is an equiva- 
lent CF grammar. 
PROOF: The proof of this theorem is similar to that of Theorem 1. 
Consider first the case of a L-R RD grammar. We construct a machine 
similar to the one we first constructed in the proof of Theorem 1. The 
control unit of this machine has a state for each possible sequence of 
symbols of the grammar x, )~ where the length of x is the same as that 
of the longest left context hat appears in the rules of the grammar, and 
the length of x is the same as that of the longest string co or )c." of Defini- 
tion 3(i) that appears in the rules. Then for each RD rule we have the 
set of all possible instructions of the form 
(1 T, Szy,~ , A )  ---> ( S~y,~ , coiOglco20~2 . . - comO~m ) (12) 
where w = coico~ . . -  co,, and where ¢ = colO~15o2o/2 " ' "  f.OmOl m . When the 
control unit is in state S~u,~ and is scanning the nonterminal symbol A 
on the left end of Ts ,  it writes the identity symbol on the right end of 
Tr,  switches to state S~y,~, and replaces the string Aco, which is at the 
left end of T~, by the string ¢. This machine also has all possible instruc- 
tions of the form of (2). We can now replace instructions of type (12) by 
a finite sequence of PDS instructions imilar to those of (3) and (4). 
A1 (e, Sz~,~, A )  ~ ( S~y~, or) (13) 
2 Yngve (1963) has investigated the application to natural language of a special 
class of L-R RD grammars--those in which for all rules m =< 2, n~ = 0, and n~ =< 1. 
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(e~ 2.1 A2 &~.~, e) ~ (&~.~, ~) (14) 
(e~ A2 S,~ , e) --~ 
: (15) 
__~ ~ ~'*y.~ ( .q~+~2+...+~, ~) (16) 
(e, .qa~+,,+...+,,,, e) ---> (S;~,~ (~) (17) 
(e, Z'.,.,~-, e) -~  (& , ,~,  ,,,~0,~,,o,2 . . -  o , ,~)  (18) 
For the ease of a R-L LD grammar, we can reinterpret instructions 
like (12) as we did in the proof of Theorem 1, so that they generate the 
string x* just if x is a sentence generated by the given R-L LD grammar. 
Q.E.D. 
COROLLARY 2. Given a one-way discontinuous grammar, there is an 
algorithm for constructing a CF grammar equivalent thereto. 
I°~OOF: Both our proof of the equivalence of one-way discontinuous 
grammars to PDS and Chomsky's (1963) proof of the equivalence of 
PDS to CF grammars are constructive. Thus, they present he algorithm 
for constructing the required CF grammar. 
Theorems 1 and 3 show that if the derivations of a grammar are con- 
fined to one-way derivations, the grammar contains the same inade- 
quacies for the description of natural languages as do CF grammars. 
And these inadequacies are not overcome when such a grammar is 
supplemented by discontinuous rules. Theorems 2 and 3 show that dis- 
continuous rules do not increase the generative power of one-way gram- 
mars or of CS grammars; but the effect of CF discontinuous rules on the 
generative power of CF grammars i still to be determined. 
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