A new approach is proposed to deal with degrees of freedom shared by more than two subdomains in the context of a non-overlapping domain decomposition procedure for solving a system related to a nodal finite element method. The main feature of the method is to preserve the continuity requirements on the unknowns and the finite element equations at these degrees of freedom. We prove that the corresponding algorithm can be seen as a converging iterative method to solve the finite element system and that it cannot break down. Each iteration is obtained by solving uncoupled finite element systems posed in each subdomain and, in contrast to a strict domain decomposition method, is completed by solving a linear system whose unknowns are the above special degrees of freedom.
overdetermined system which is solved using a Krylov method [9, 14] . We shall give some details on this subject below. The procedure is thus a purely algebraic process with no a priori guarantee of stability and convergence.
The approach adopted in this paper consists in keeping unchanged each unknown and each equation in the finite element system corresponding to a crosspoint. Only those degrees of freedom shared by two subdomains, and the matching conditions related to them, are written in the relaxed form, making use of the algorithm of Lions [16] and Després [11] . The procedure we propose applies either to coercive or non coercive formulations, although the respective treatments are slightly different. Really, the distinction is between static problems describing the state of a physical system which is not varying with time or obtained by a discretization process in time in one hand and time-harmonic problems for which an implicit sinusoidal time dependence is assumed in the other hand. Our domain decomposition method applies also to systems. However, for the sake of simplicity, we consider scalar second order boundary-value problems only. These two classes of problems will be enough to get a good insight into the convergence and the stability properties of the method. Several numerical experiments validating this approach can be found in [5, 1, 4] . Parts of these results have been announced without proofs in [3] .
The outline of the paper is as follows. In section 2, we introduce the two types of boundary-value problems to be considered. We recall the main properties of their variational formulation, as well as their approximation by the lowest order Lagrange finite method on triangles or tetrahedrons. We next describe the domain decomposition procedure, which can be interpreted as an iterative procedure for solving the system obtained by the finite element discretization. In section 3, we prove some stability and convergence properties of the iterative procedure. We end this paper by some concluding remarks concerning the scalability of the algorithm, that is, its convergence at a rate independent of the mesh, and some issues which are not yet covered by the present theoretical study.
The domain decomposition method.

Two types of boundary-value problems.
Let Ω be a bounded domain of R N (N = 2 or 3). We assume that Ω is a polygonal domain in the twodimensional case (see for instance, figure 1), and a polyhedral domain for the three-dimensional case. We denote by Γ the boundary of Ω and by n the unit normal to Γ, directed outward from Ω.
Let there also be given {a ij } 1≤i,j≤N , a 0 in L ∞ (Ω) satisfying ∃α > 0 :
a ij (x)ξ j ξ i ≤ 0, ∀ξ ∈ C N , a.e. for x ∈ Ω, (2.1)
where z and z are respectively the real and the imaginary part of the complex number z. Standard notation from the theory of partial differential equation will be used without further comment (see, e.g., [19] ). The consideration of function a 0 makes it possible to include in this framework problems resulting from a semidiscretization in time by means of an implicit method. We therefore assume that
To deal with the two kinds of usual boundary conditions, we furthermore consider a non-overlapping partition of Γ into Γ D and Γ N as well as a function
In time-harmonic problems, the hypotheses on the imaginary part of the data correspond to an assumed time dependence on e −iωt , where ω > 0 is the pulsation of the wave. For the sake of simplicity, we restrict the discussion to homogeneous boundary conditions; the extension to more general cases can be dealt with similarly. In the same way, we suppose that the right-hand side of the interior partial differential equation is a given function f ∈ L 2 (Ω), but the consideration of more general data does not cause any further difficulty.
Coercive problems. The boundary-value problems of coercive type can be stated in the following common setting:
To be solved by a finite element method, the above problem must first to be put into the following variational formulation:
where
The conditions (2.1,2.2,2.3) together with the usual Poincaré inequality, imply that problems (2.5), and, consequently, (2.4) admit one and only one solution.
Non coercive problems. Now we turn our attention to the second kind of boundary-value problem. Additional data and properties are required. To follow the usual setup of time-harmonic problems, we suppose that 9) and that, in addition to (2.3), λ verifies the strict dissipative condition
The statement of the boundary-value problem is obtained by replacing a 0 by b 0 in (2.4). However, since a 0 = 0 is not an excluded case, we can deal with the non coercive problem simply by adding to the bilinear form a(·, ·) the term
and by assuming that λ satisfies the more restrictive condition (2.10). This makes it possible to have the same framework for the coercive and the non coercive case. The variational formulation of the boundary-value problem of time-harmonic type can thus be written as follows
The existence and uniqueness of a solution to (2.12) are more complicated than in the coercive case. Indeed, the uniqueness now ensures the existence of a solution through the Fredholm alternative (see for instance, [19] ). The uniqueness is a consequence of the following fact: by (2.10), any solution u corresponding to L = 0 can be extended by zero across Γ N . One then has to resort to a kind of analytic continuation principle, requiring a bit more smoothness for the coefficients a ij , a 0 and b 0 than L ∞ (Ω). For instance, assuming that these functions are piecewise smooth is enough (see, [15] for a precise statement and details). Henceforth, we assume that such regularity conditions hold. Also, additional difficulties of the non coercive case will be considered when we analyze the stability and the convergence of the domain decomposition algorithm. 
The finite element discretization.
We intend to couple a nonoverlapping domain decomposition and a finite element method for solving problems (2.5) and (2.12). Thus, we start from a non-overlapping decomposition
of Ω into polygonal or polyhedral subdomains (figure 2). We then consider a regular mesh T h of Ω, in triangles or tetrahedrons according to its dimension, compatible with the decomposition of Γ in Γ D and Γ N as usual. We assume that T h is also compatible with the non-overlapping decomposition of Ω, in the sens that it induces a mesh T h m on each subdomain Ω m (m = 1, . . . , N d ). As usual, h stands for the mesh size, that is, h := max h T , where T is a generic element of the mesh and h T is the longest side of T .
Using the lowest-order Lagrange finite element method (but higher-order methods can be considered as well), we define
where P 1 is the space of polynomials of degree less or equal to 1 in N independent variables. We may now state the discrete versions of problems (2.5) and (2.12) as, respectively,
and
Here again, it is precisely the coercivity that implies that problem (2.13) is wellposed. For problem (2.14), such a conclusion is guaranteed only for 0 < h ≤ h 0 ; in general, h 0 is not known explicitly.
Equivalent writing of the discrete problem.
The domain decomposition procedure we consider can be seen as an efficient iterative method to solve discrete problem (2.13) or (2.14). It is based on a relaxation process of the continuity constraints at the interfaces. These interfaces can be defined in a precise way by considering all the sets 15) whose respective interior Σ (relative to the induced topology on the boundary) are non-empty. The numbers m j (j = 1, 2; = 1, . . . , N f ) play the role of a connectivity table for the interfaces. They will be helpful in the description of the domain decomposition algorithm below. Setting
the continuity constraints are either expressed in a strong way on the unknowns by
or in a weak form on the normal derivatives by means of the same conditions on the testing functions
The space spanned by v h m will be called X h m . Let us denote by N c the set of all of the vertices (nodes) lying on the boundary ∂Σ := Σ \Σ of some Σ . The space
and v h is continuous at every node in N c (2.19) expresses that the continuity constraints at the interfaces are maintained at the cross-points only. The index B indicates that X h B is the "broken" version of the space X h . Strictly speaking, not every point in N c is a cross-point. A point on the boundary of Ω and shared by only two subdomains is unduly counted as a cross-point. However, taking this into account would lead to unnecessarily complications.
Every function v h in X h B can be decomposed in a single way via its nodal values in the following form: 
Finally, we also need the following space
Now, denoting by a m (·, ·) the restriction of either the bilinear form a(·, ·) or
to Ω m , according to the case being considered, and by L m that of L, both problems (2.13) and (2.14) can be written in the same form: 
Finally, let us define
will be written in the following form, compatible with notation (2.17):
The domain decomposition procedure is based on the following equivalent formulation of the finite element systems (2.13) or (2.14), making use of the interface unknowns Proof. First, observe that (2.27) is a just a condensed way to write the following system:
system (2.23), (2.24) with testing functions v h satisfying (2.25), if and only if
(u h , y h ) ∈ X h B × Y h is a solution to the system u h ∈ X h B , ∀v h ∈ X h B , N d m=1 a m (u h m , v h m ) + βc h m (u h m , v h m ) = N d m=1 (c h m (y h m , v h m ) + L m v h m ), (2.27) y h 1, = −y h 2, + 2βu h m 2 | Σ h , y h 2, = −y h 1, + 2βu h m 1 | Σ h , ( = 1, . . . , N f ) . (2.28)
Here, we have used the convenient abuses of notation
The proof can then be completed in a straightforward way by noting that conditions (2.28) are precisely equivalent to (2.24) and
The domain decomposition algorithm. The domain decomposition algorithm is based on the following observation. For a given y
We shall prove below that this system is well-posed always in the coercive case, and at least if h is sufficiently small in the non coercive one. In addition, its solution can be obtained by solving a block quasi-diagonal system of the following form:
where U m are the nodal values of u h m , omitting those corresponding to crosspoint, and U C is a column-vector whose components are the nodal values corresponding to the points belonging to N c . We shall prove below that this system can be solved through a Schur complement technique reducing the coupling at cross-points to a simple post-processing of uncoupled finite element solutions in each subdomain.
As a result, the linear operator
, which exchanges data between subdomains at the interfaces, is defined as follows The domain decomposition algorithm is just the solution of the fixed point system
FIG. 4. Typical domain decomposition involving a cross-point.
by means of a successive approximations procedure. The parameter r = 0 is introduced to enhance its rate of convergence. We shall give later the complete description of the algorithm. ) y Clearly, each group of equations respectively leads to the system
which is, in an obvious way, an overdetermined system of equations. Moreover, every solution to the interface equations necessarily belongs to the subspace defined through the following linear relationships
 
 y h 12 c + y h 21 c − y h 13 c + y h 31 c = 0 y h 21 c + y h 12 c − y h 23 c + y h 32 c = 0 y h 31 c + y h 13 c − y h 32 c + y h 23 c
= 0
This clearly indicates that the interface system has fewer independent equations than unknowns and is thus underdetermined.
By the construction process itself, this system has a solution. This is why it can be nevertheless solved by a Krylov method at least when using exact precision computations. For finite precision floating point computations, there is no theoretical guarantee of convergence of the iterative process.
By contrast, the newly introduced method keeps a strong coupling of the unknowns at the crosspoint
This makes it possible to not introduce any interface unknown at the crosspoint. In this way, we shall be able to prove that the successive approximation process converges. In other words, we shall prove that the eigenvalues of the matrix relative to the interfaces equations are located in a disk centered at the point 1 and with a radius < 1. As is well-known, this induces much better convergence properties than a solution process based on a Krylov method.
Stability and convergence.
Analysis of the domain decomposition algorithm.
The domain decomposition algorithm breaks down if, given L and y h , problem (2.27) is not solvable in u h . Indeed, even when the solution exists, the algorithm is not reliable if u h does not have some stability properties as h → 0. The main reason that the algorithm is stable is that the coupling at the cross-points "disappears " at the limit h = 0. The main tool to establish this property is provided by the following lemma.
LEMMA 3.1. Let Σ be an interface separating Ω m from another subdomain Ω n . Then, the space of functions in H 1 (Ω m ) that are equal to 0 in a neighborhood of ∂Σ is dense in H 1 (Ω m ). Proof. This is a well-known result, although it seems to be hard to give an accurate reference for its proof. For example, the statement is claimed without proof in [19] when ∂Σ is a smooth submanifold of Ω m of codimension N − 2.
Since this property is the cornerstone in the theoretical justification of the method, and for the sake of completeness, we give its proof here.
First, we prove that the space of functions which vanish in a neighborhood of a point in Ω m is dense in H 1 (Ω m ). Extending any function in H 1 (Ω m ), it suffices to prove the density result for functions in H 1 (R N ) vanishing in a neighborhood of 0. Clearly, it is equivalent to prove that a distribution T = 0 in H −1 (R N ) cannot have {0} as support. But, from a classical Schwartz's theorem [18] , such a distribution T is necessarily of the form
with δ the Dirac mass at 0. Since δ cannot belong to H s (R N ) for s ≥ −N/2, this proves the lemma for N = 2 and reduces the proof to the case where ∂Σ is a segment of R
3
. In the same way, it suffices to prove that a distribution T with the same regularity cannot also have a segment as support. Applying another Schwartz's theorem [18] , we need only to verify that the distribution v(
For this purpose, we adapt an argument in [7] . The distribution v(x 3 )δ x1,x2 is in H t (R 3 ) if and only if the Fourier transform v of v satisfies
But the variable change
1/2 η 2 puts the above integral into the form
To complete the proof, we have just to remark that the integral I(t) is finite if and only if t < −1. An immediate consequence of this lemma is the following proposition establishing the above mentioned property. actually approaches X B in the sense of Mosco [17] , that is, it satisfies (3.3) and if
where C is a constant independent of h. Then, possibly passing to a subsequence, one has
By the Rellich compactness theorem, it then follows that
This property will be used several times below.
We can now prove the main stability property of the domain decomposition method. In particular, this ensures that the algorithm does not break down. such that χ
admits a unique solution, with no further condition in the coercive case, and for 0 < h ≤ h 0 in the non coercive one. Furthermore, in both cases the solution u h satisfies the bound
where C is a constant independent of h, and, as usual,
Proof. To shorten the discussion, we focus on the non coercive problem. A simple adaptation yields the proof in the coercive one.
Clearly, it is sufficient to obtain the estimate. Recall that a m (·, ·) = (a m + b m )(·, ·) can be decomposed into an almost coercive part a m (·, ·) and a continuous bilinear form 
Then the elementary inequality |ab| ≤ (a
For each ( = 1, . . . , N f ), let there be given a non-empty open subset ω of Σ such that ω ⊂ Σ h . The usual estimates of Poincaré type give
Gathering the above estimates, we immediately obtain the following left bound:
with a constant α > 0 independent of u ∈ X B and of h. This coercivity estimate makes it possible to define the following operator
The estimate is the consequence of the following left bound on T h : there exist
which is proved by contradiction. Suppose that it is false. Then there exists a sequence u h h>0
such that
By remark 3.1, lim h→0 u h = u * weakly in X B and strongly in L 2 (Ω). On the other hand, by the definition of T h u h , we can write
Proposition 3.1, condition (3.16), and the fact that
No matching condition is imposed to functions in X B at the interfaces. Therefore, the variational equation (3.17) actually consists of N d uncoupled problems of the same type than (2.12)
Problem (3.18) has exactly the same properties as (2.12), so its only solution is u * m = 0. As a result, lim h→0 u h = 0 strongly in L 2 (Ω). Therefore, using the definition of T h u h and estimate (3.12), we readily obtain lim h→0 T h u h = 0 strongly in X B . In turn, this limit, together with (3.16) gives
which contradicts (3.15) . This establish (3.14) and completes the proof of the theorem. We next prove that the algorithm is really a domain decomposition algorithm, that is, the main computation at each iteration consists of solving local problems posed in each subdomain. In other words, we must prove that system ( 2.31) can be solved through a Schur's complement procedure, based on the elimination of the unknowns corresponding to the blocks diagonal submatrix. has a unique solution satisfying
(3.20)
Proof. The proof follows exactly the same lines as the previous one and is thus omitted.
Convergence of the domain decomposition algorithm.
In view of the stability estimate (3.10), we are left to prove that the mapping
with a constant κ h < 1. This will imply that the domain decomposition algorithm converges. We say in this case that this mapping is a contraction (see for instance, [19] ). Indeed, since Π is clearly a linear mapping from Y h into itself which preserves the norm and S is a linear map from
, it is sufficient to prove that the linear map from Y h into itself defined by y h → (1 − r)y h + rΠS(0, y h ) has a norm < 1. The key tool to establish this estimate is provided by the following lemma. 
Then, for any 0 < r < 1, Θ satisfies
Therefore, if the left bound
holds, then the mapping y → (1 − r)y + rΘy verifies the following bound
and hence is a contraction from Y into itself. Proof. Actually, this result was established in [8] , in an examination of the convergence of an algorithm of those considered here. We find it convenient to state and prove it in this general framework which is more adapted to the present context.
Expanding (1 − r)y + rΘy 2 Y , we obtain
Since y − Θy 
can be assumed to be independent of this parameter as long as estimate (3.25 
26)
and that the only y h satisfying ΠS(0, y h ) = y h is y h = 0, will suffices to prove that y h → (1 − r)y h + rΠS(0, y h ) is a contraction with a constant κ h < 1. Now we come to the proof of the convergence of the domain decomposition algorithm.
THEOREM 3.3. Let u h (n) be recursively defined as the solution of problem (2.27 ) with
. Then u h (n) converges to the solution u h of either problem (2.13) or (2.14) with the following error bound
where C is a constant independent of h and κ h is a constant < , setting L = 0 in (2.27) yields a solution u h of (2.27) satisfying (2.28). This solution must equal zero, by the uniqueness of the solutions of (2.13) or (2.14).
The next part of the proof utilizes the techniques devised by Després [11, 10, 12] in the analysis of a similar algorithm for the Helmholtz equation. To obtain (3.28), we first expand Ay We now consider separately the two types of boundary-value problems.
Time-harmonic problems: β = 0, − β = β 0 > 0 . Since By conditions (2.1), (2.2), (2.9) and (2.10 ), we obtain 
Concluding remarks.
According to the Remark 3.2, the only way to ensure that the constant κ h can be bounded by some constant κ < 1, independent of h, is to find a uniform lower bound for the constant γ h . Such an estimate is unattainable with the local operators associated to the bilinear forms c h used here. If the domain decomposition does not lead to any cross-point, then Σ h coincides with Σ . In this case, taking c h for scalar product of H 1/2 (Σ ) will ensure this uniform bound for γ h (cf. [1, 8] ). However, it appears from several numerical experiments [5, 1] that using a constant β with β > 0 heuristically to damp the evanescent part of the error yields better convergence rates than those provided by a non-local operator on Σ , at least for meshes having typical density of nodes. Theorem 3.3 is false in general for β such that β > 0 in the case of non coercive problems (cf. [2, 1] ). However, these studies show that even if the simple algorithm obtained through successive approximations as described above does not converge, the problem can be efficiently solved by applying a Krylov method [1] to the fixed point problem ( 2.33). In the case of the continuous problem, this phenomenon can be explained partially by a spectral decomposition in a spherical geometry, and in a wave guide case [1, 2] , since then only a very few eigenvalues of the operator in the right-hand side of (2.33) have magnitude > 1. A challenging issue is to give the same theoretical explanation in the general case and for the discrete problem.
