Abstract. In this paper su cient second order optimality conditions are established for optimal control problems governed by a linear elliptic equation with nonlinear boundary condition, where pointwise constraints on the control are given. The second order condition requires the coercivity of the Lagrange{function on a suitable subspace together with rst order su cient conditions on a certain set of strongly active points.
Introduction
Optimal control problems governed by nonlinear elliptic partial di erential equations have already been considered by many authors. We refer only to the papers of Casas 2, 3] , to the book of Tiba 16] , and to the references therein. Meanwhile, the existence of optimal controls and rst order necessary optimality conditions of the maximumprinciple type are well investigated. It is known that in the case of nonlinear equations the rst order conditions are in general not su cient for optimality. In this paper we are going to derive a second order su cient optimality condition for a class of semilinear elliptic boundary control problems. For parabolic boundary control problems second order su cient conditions were established in the papers by Goldberg and Tr oltzsch 7, 8] . It is more or less obvious that these conditions can be transferred by the same technique to elliptic problems. However, a comparison of the results in 7, 8] with second order conditions for optimization problems in spaces of nite dimension reveals that the gap between the su cient optimality conditions in 7, 8] and corresponding second order necessary optimality conditions is quite large. Taking into account the active set of optimal controls, this gap can be partially closed. The known di culty in the theory of su cient optimality conditions for extremal problems in function spaces is the so-called two-norm discrepancy. This problem was resolved, for instance, by Io e 10] and Maurer 14] .
In recent years further considerations have shown that some weaker su cient optimality conditions can be established for abstract optimization problems in Banach spaces and for optimal control problems governed by ordinary di erential equations. We refer, for instance, to Dontchev et al. 5] and Malanowski 13] . The main idea is to introduce a third norm taking into account the measure of positivity of some terms occurring in the variational inequality. We will use this idea to derive a second order su cient condition in the case of elliptic partial di erential equations.
Formulation of the optimal control problem
We consider the optimal control problem to minimize 
U ad is a non{empty, bounded, convex, and closed subset of L 1 (?). In this setting @=@n denotes the normal derivative (in the direction of the outward normal vector on ?), and dS x is the Lebesgue surface measure de ned on ?. We have stated (A2) in order to underline that our method can be transferred to more general elliptic equations, for instance including some elliptic operators with bounded and measurable coe cients. Next, we shall show that assumption (A2) can be ful lled for su ciently regular domains . For instance, suppose that is a bounded domain with a C 1 -boundary ?. Then we can use the following regularity result by Gr oger 9].
Lemma 1 ( 9] If we assume in addition that the cost functional is convex with respect to u and the function b is linear with respect to u, the existence of a solution of the optimal Second Order Su cient Optimality Condition 5 control problem follows by standard methods (cf., for instance, Eppler and Unger 6]). However, we shall not rely on this assumption. We just suppose that a xed reference control u 0 is given, satisfying certain optimality conditions. Let us introduce the Lagrange function for our optimal control problem in the fol- This function is well de ned and twice continuously di erentiable with respect to the To simplify the notation we denote in the sequel the pair (w; u) by v.
De nition 2. The pair v = (w; u) is called an admissible pair, if u belongs to U ad and w is the weak solution of (2) respectively. The simplest second order su cient optimality condition which can be transferred to our problem from the parabolic case can be formulated as follows:
Assume that for an admissible pair v 0 = (w 0 ; u 0 ) the rst order necessary conditions are satis ed. Let y 0 be the associated adjoint state. Suppose the existence of > 0 such that the second order derivative of the Lagrange function with respect to w and u ful ls the estimate L vv (v 0 ; y 0 ) (h; ); (h; )] k(h; )k 2 2 (7) for all (h; ), where = u ? u 0 with u 2 U ad and h is the weak solution of the corresponding linearized equation
In this condition, the second order derivative of the Lagrange function has to ful l the estimate with respect to all admissible controls u. From the theory of optimization in spaces of nite dimensions weaker second order su cient conditions are known. More precisely, the estimate of the type (7) has to be ful lled only with respect to all u from some subset of the admissible set. Using ideas of Dontchev et al. 5] and Malanowski 13] we will derive such a su cient condition in the next sections.
Motivation of a second order su cient optimality condition
Let us consider the mathematical programming problem (P) to minimize (11) Comparing this condition with the su cient condition (7) for the elliptic control problem we observe:
The estimate (8) corresponds to the estimate (7). The equation (9) can be viewed as a representation of the linearized partial di erential equation in the su cient condition for the control problem. The inequality (10) means thatx = x + z is admissible with respect to the linearized inequality constraints for su ciently small . In the context of the control problem this corresponds to restrictions on in the su cient condition for the elliptic control problem. However, there is no corresponding term for the condition (11) . It is this additional condition, which we shall add to the su cient condition.
Usually, necessary optimality conditions for optimal control problems have to be satis ed for all u from some control set U ad . To simplify the presentation, let this set be described by for all u from the whole space L 1 (?). Thus, the left factor under the integral sign has to vanish identically on ?. In this way, we can identify with u (w 0 ; u 0 )+b u (w 0 ; u 0 )y 0 in some sense. The formal multiplier function plays in this case the same role as the vector in Theorem 1. A suitable interpretation of the condition (11) on z is now given in the case of the optimal control problem by
In the next section we will modify this intuitive additional condition and prove the su ciency of the corresponding second order condition.
Second order su cient optimality condition
In what follows let v 0 = (w 0 ; u 0 ) be an admissible reference pair for the optimal control problem. We do not assume that v 0 achieves the global minimum of the optimal control problem. However, we suppose that the rst order necessary optimality conditions are ful lled at v 0 with the associated adjoint state y 0 . This is the optimality system (12) In other words, v 0 = (w 0 ; u 0 ) is a stationary pair, which need not be optimal in any sense. It is well known that the variational inequality holds if and only if holds true for all u 2 U ad .
Before we start to discuss second order su cient optimality conditions we derive some useful technical results. In all what follows, c denotes a generic constant. At rst we remind of the continuity of the adjoint state y 0 . Therefore, the assumptions on the functions standing in the objective (1) and in the equations (2) allow us to prove the following statements. Lemma The control u 0 is bounded in the sense of L 1 (?), and the state w is bounded in the sense of C( ). Therefore, all second order derivatives under the integral sign are uniformly bounded in the sense of L 1 (? Now the second estimate follows immediately The next results are concerned with properties of remainder terms. We will use the following notations: Moreover, the necessary optimality conditions are ful lled at v 0 with adjoint state y 0 . Thus, the third term is equal to zero. On the other hand, the second term is non-negative due to the variational inequality (12) . However, we get even more. Letṽ denote the pair (w;ũ). Inserting these notations, we obtain by means of (13) L vv (v 
the decisive estimate of the di erence between state and linearized state.
Second f) Final estimation using the rst order su cient condition. Now we are able to 16 E. Casas, F. Tr oltzsch and A. Unger complete the estimation of the cost functional. We have 
Remarks
The results of the preceding sections ensure local optimality of the control u 0 in a suciently small neighbourhood in L 1 (?). If jumps of u 0 cannot be excluded, all functions in this neighbourhood must have jumps at the same position. This is too strong for many applications. Aiming to weaken this, we consider now the optimal control problem under stronger assumptions. We shall show that in this case the assumptions of The statement of the Lemma is now a simple conclusion To prove estimates on the second order remainder term of the Lagrange function we have used in the general case the Lipschitz argument of Lemma 2. This general result cannot be transferred to our special case replacing the 1-norm by the p-norm. 
