This paper provides two approaches to estimate the standard deviation of measurements from baseline noise in instrumental output when (i) in theory, the noise can be approximated by a well-established random process in statistics and mathematics, referred to as a stationary process and (ii) in practice, the baseline noise is the predominant source of measurement error. For the first approach proposed, a general evaluation equation for measurement precision, when the baseline noise can be treated as a stationary process, is derived as a function of the process autocorrelations and process variance of the noise. In particular, for the second approach, when the baseline noise is a mixed random process of white noise and a first order autoregressive (AR(1)) process, the corresponding equation for the precision is also derived. The equations derived in the present paper include some results published elsewhere as special cases. For illustration, an example is presented.
Introduction
Precision or standard uncertainty is of great importance in every field of analytical chemistry to ensure the statistical reliability of measurements in analysis. The precision is usually expressed as the standard deviation (SD) or coefficient of variation (relative standard deviation) of the measurements. In many, if not most, instrumental analyses, baseline noise is considered to be the dominant source of uncertainty, especially if the sample concentration is near the detection limit.
Many analysts have directed their efforts on the assessment of measurement precision toward establishing a theory for evaluating the precision of measurements from the background noise, which exists ubiquitously in analytical instruments whether or not a sample is being measured. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Within its domain of applicability, the theory can dispense with the repetitive measurement of real samples, thus helping to improve the global environment by saving energy and material. The time and human efforts that would be required by the repetition may also be reduced. Recently, some theories [5] [6] [7] [8] [9] [10] for evaluating the instrumental uncertainty have been adopted as an ISO International Standard. 11 Background noise generally can be treated as random processes in probability theory and statistics. Then, these random processes can be grouped into two broad categories as stationary and non-stationary processes. Stationary processes are characterized by a constant, mean and standard deviation at every point in time. In contrast, as suggested by the name, non-stationary processes are processes with time-dependent means and/or standard deviations.
Compared to non-stationary processes, stationary processes are useful for modeling many practical situations. These include manufacturing processes, like those described by Box and Luceño 12 and MacGregor and Harris. 13 Furthermore, mathematically well-defined stationary process models such as white noise and autoregressive (AR) processes have been shown to be applicable in practical situations where observed processes are assumed to be in a state of statistical equilibrium.
14 Even when an observed time series seems to be non-stationary due to a long-term systematic trend or drift, its description in terms of a stationary process still may be valuable after the trend is eliminated. 15 In addition to phenomena that can be modeled as purely stationary processes, a variety of natural phenomena can be formulated as 1/f noise. Applications range from biological observations, such as membrane potential of cells, to physical occurrences like electronic current of circuits. Many experiments reported in the literature demonstrate that the background noise in instrumental analysis is no exception. 2, [8] [9] [10] 16, 17 The power spectrum, P( f ), of 1/f noise has a slope inversely proportional to frequency, f, as
when f is near zero. Theoretically, 1/f noise is a non-stationary process, but in practice, 1/f noise can be treated as a limiting case of a class of stationary processes, i.e., stationary fractional difference processes. 18, 19 In addition, Hosking indicated that a stationary first order autoregressive-first order moving average (ARMA (1,1) ) model can approximate 1/f noise.
have been published in various areas of analytical chemistry. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 21 However, the value of stationary random processes has only been explicitly referred to in a few publications 5, 22 despite its theoretical and practical importance as discussed above. Assuming stationarity, Alkemade et al. [5] [6] [7] developed a useful theory for assessing the measurement SD from baseline noise, but its applicability is restricted to simple measurements usually carried out in spectroscopy (see below). The Function of Mutual Information (FUMI) theory [8] [9] [10] 21 has wider applicability in stationary situations, but was derived based on a non-stationary process.
This paper proposes two approaches for evaluating measurement precision in instrumental analyses under the assumption of stationarity. One is a general theory developed without any more assumptions than those required of a stationary process and the other is a specific theory based on a first order autoregressive (AR(1)) process plus white noise. Consequently, the former can cover the work by Alkemade et al. [5] [6] [7] and the latter the FUMI theory, [8] [9] [10] 21 respectively. This paper makes an attempt to lay the theoretical foundation for further development of measurement precision models under the generally acceptable assumption of the stationarity of the instrumental baseline noise.
Basic Model for Noise and Error
Throughout this paper, the baseline noise is assumed to be the only source of measurement error. First, we clarify the meaning of noise, signal and measurement in a mathematical sense and finally derive two equations (see Eqs. (2) and (13)) corresponding to the two approaches to describe the measurement precision based on the basic concepts.
In the measurement model adopted here, a signal, usually peak-shaped, is assumed to be invariable in every repetition experiment conducted under exactly the same conditions, whereas the baseline noise is treated as a discrete stationary process. The signal is added at each data point to the random baseline noise, constituting instrumental output Y(t) at time t such as chromatogram or spectrum. 8 A measurement is defined as an observed height or area of the noisy output Y(t) over a part or entire region of the signal. The repetition of this measurement forms an ensemble of measurements, from which the variance of the measurements is calculated.
In this model where the signal is constant at every repetition and the measurement error comes from the baseline noise alone, the variance of height or area measurements coincides with the variance of measurements over the baseline noise without the signal. Hereinafter, Y(t) represents the background noise without signal, as far as the measurement uncertainty is concerned.
The above coincidence of the measurement variance and error variance must be ensured by the condition that the stochastic properties of the noise are invariable irrespective of the existence of signal. In atomic absorption spectrometry, however, the noise properties have been observed to vary according to the signal intensity (i.e., sample amount). 21 In this situation, additional modeling is required for theoretical evaluation of the uncertainty 21 and such models are beyond the scope of this paper.
Loosely speaking, a time series is regarded as being stationary if it is in a state of "statistical equilibrium". 14 Namely, the stochastically fundamental behavior of the time series does not change in the course of time. Mathematically, a discrete time series, Y(t) (t = 0, 1,…), is (covariance) stationary, if the following conditions are met:
1. the mean is finite and constant for every t: E[Y(t)] = μ; 2. the variance is finite and constant for every t:
, depends only on the lag, τ.
As discussed above, in the models under consideration here, a measurement over the noise without the signal is equivalent to the measurement error when a signal is present. Here, the measurement error, referred to as the relative area, is defined as
where Y(t) denotes the baseline noise at t and the range from 1 to k covers the signal region for the error estimation. The second term, kY(0) is necessary for handling real data as handled by many data processors of analytical instruments especially in chromatography; i.e., noise-created area, Ac(k) is relative to the zero level, Y(0) (see below and also Fig. 1 ). Figure 1 simulates the baseline noise of an instrument, Y(t). A signal, though not shown in Fig. 1 , is supposed to appear in the region from t = 1 to 14. In a real analysis, therefore, another observation would need to be carried out to estimate the signal region. The first term on the right side of Eq. (1) which is illustrated by Fig. 1A is not used as a measurement (error) in real situations, since a long-term noise, often called drift, can deviate the "baseline" far away from the absolute zero as shown in Fig. 1A , overestimating the real signal shape (area or height). Analysts usually take a zero level to circumvent the above problem. Here, the intensity, Y(0), of the preceding point (t = 0) is set as the zero level as shown in Fig. 1B . We can see that the relative area (Fig. 1B) is practically favorable as compared to the absolute area (Fig. 1A) . Alkemade et al. 5 also uses the concept of the relative area by adopting the difference in intensity between two points, Y(t) -Y(0) as a measurement, which is called a signal reading corrected for background.
The First Approach: Measurement Precision for a Stationary Process
The variance of Ac(k) in Eq. (1) represents the measurement precision originating from a stationary background noise as given by
where σ 
The Second Approach: Measurement Precision for an Ar(1) Process Plus White Noise
In the FUMI theory, [8] [9] [10] the baseline noise, Y(t), is described as
where r(t) is an AR (1) As discussed by MacGregor and Harris, 13 the classical assumption that Y(t) = c + w(t) with a constant, c, and uncorrelated zero-mean error, w(t), is often quite unrealistic, especially for the continuous process industries. In fact, Eq. (3) is more realistic for continuous processes such as those in chemical industries where the white noise, w(t), is usually treated as sampling/measurement error and r(t) is a stochastic process. 13 In the original FUMI theory, 8 it is assumed that r(0) = 0. Under this assumption, the variance of r(t) increases with increasing t and then this process, r(t), is not stationary. Here, we start to develop a theory under the conditions of (covariance) stationary processes by assuming that the AR(1) process takes the form: Equation (7) is of the same form as Eqs. (14a) and (14b) 8) is not correct. Now we return to Approach 2 where the process is described by Eqs. (3) and (4) 
Equation (13) corresponds to Eq. (19) in the original paper introducing the FUMI theory. 8 However, although these two equations look similar, they are stochastically different since Eq. (13) abides by the stationarity assumption but the other does not. Because of the zero level in Eq. (1), the assumption that μ = 0 is unnecessary for the derivation of the objective equations (Eqs. (2) and (13)). Taking Eqs. (6) and (7) into account, we can understand that the FUMI theory can be included as a special case in the present theory described by Eq. (13).
Practice of the Two Approaches
In practical situations, however, the process parameters necessary for Eqs. (2) and (13) are unknown and thus need to be estimated from the observable time series, Y(t) (t = 1, ..., n). Equation ( 
where Y is the sample mean (= [Y(1)+ ... +Y(n)]/n). The autocorrelations can be estimated by the sample autocorrelations: 24
The first approach can be put into practice on the basis of Eqs. (2), (14) and (15) . For the second approach, Eq. (13) requires the parameters, f, σr, and σw, for the uncertainty evaluation. To estimate f, we use the relationship: f = ρY(τ + 1)/ρY(τ) for τ = 1,2,... (see Eq. (12)). Thus, an estimate of f can be made as:
where J is an integer, e.g., J = 10 or any integer > 1 when the corresponding sample autocorrelations in Eq. (15) are reliable. Using Eq. (9) and first equality of Eq. (12) with τ = 1, we can estimateˆˆˆ(
Using Eq. (9) again, we can estimatêˆˆ.
From Eqs. (13) and (16) - (18), the second approach can be applied.
An Example
As mentioned above, in the scenario under discussion here, the variance of measurements (see Eq. (1)) over the background noise without signal can be substituted for the variance of measurements with signal. To illustrate the two approaches (Eqs. (2) and (13)), we use a simulated data set generated from an AR(1) plus a white noise process as Y(t) (Eqs. (3) and (4)). Table 1 ). Figure 3 shows the sample autocorrelation resulting from the simulated data set of Fig. 2 with the corresponding approximate 95% confidence bands. The sample autocorrelations in Fig. 3 are calculated according to Eq. (15) . In practice, the value of k also can be determined empirically from information about the signal shape. The estimates for the process parameters necessary for the uncertainty evaluation, Var[Ac(k)], are listed in Table 1 .
The estimate of the measurement variance based on the second approach and Eqs. (16) - (18), Var[Ac(k)], is closer to the true value of 410.7 than that based on the first approach and Eq. (2), which produced Var[Ac(k)] = 426.8 (see Table 1 ).
Discussion
The prerequisites of our approach to estimate the precision or standard deviation of measurements in instrumental analyses are: (i) the baseline noise can be approximated by a stationary process; and (ii) the baseline noise is the predominant source of measurement uncertainty. The prerequisites seem reasonable based on experimental evidence from a range of applications, especially for those in which the sample concentrations are near the detection limit. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 17, 21, [25] [26] [27] If the baseline noise can be modeled as the sum of an AR(1) and white noise random processes (Eqs. (3) and (4)), the uncertainty evaluation (Eq. (13)) can be quite effective. The process parameters, f, σr, and σw in Eq. (13) can be estimated based on Eqs. (16) - (18) . For estimation of the sample autocorrelations (see Fig. 3 ), another approach is also possible with the aid of the non-linear least-squares fitting of theoretical models to observed power spectra 8 or sample autocorrelations. 26 The approach of Eq. (2) is more flexible than that of Eq. (13), since no model of noise is assumed. As long as the observed time series can be considered stationary, Eq. (2) applies. Table 1 shows that the result of Eq. (13) is closer to the true value than that of Eq. (2), possibly due to the known noise model. However, its true superiority (or lack thereof) cannot be discussed, until a thorough examination has been carried out using Monte-Carlo simulation or an extensive series of applications using experimental data. This subject will be the target of a future study.
Of course, model-based methods for evaluation of measurement precision (here, using Eqs. (2) and (13)) have advantages and disadvantages in practice. For example, Kotani et al. selected the optimum instrumental conditions among a large number of candidates, e.g., column types, mobile phase compositions, flow rates, etc. in liquid chromatography with electrochemical detection. 27, 28 The optimization criterion used was the theoretically evaluated measurement relative standard deviation. 27, 28 In such situations, the use of this methodology can circumvent repeated experiments with real samples, helping to improve the global environment by saving natural resources. In general, however, if either of conditions (i) and (ii), mentioned at the beginning of this section, is not met, the uncertainty evaluation would be no avail. As an example, an ionization process in mass spectrometry could be a more influential factor on the precision than the instrument noise. An excessive amount of spike noise could also be an obstacle. Fortunately, these unfavorable facts are not so serious in practice, since the applicability of the relevant methods proposed has been proved to be remarkable in analytical chemistry so far. [5] [6] [7] [8] [9] [10] 21, [26] [27] [28] 
