We describe the results of an experiment designed to compare the radiometric performance of four different spectroradiometers in ideal field conditions. A carefully designed experiment where instruments were simultaneously triggered was used to measure the Hemispherical Conical Reflectance Factors (HCRF) of four targets of varying reflectance. The experiment was in two parts. Stage 1 covered a 2 hour period finishing at solar noon, where 50 measurements of the targets were collected in sequence. Stage 2 comprised 10 rapid sequential measurements over each target. We applied a method for normalising full width half maximum (FWHM) differences between the instruments, which was a source of variability in the raw data. The work allowed us to determine data reproducibility, and we found that lower-cost instruments (Ocean Optics and PP Systems) produced data of similar radiometric quality to those manufactured by Analytical Spectral Devices (ASD -here we used the ASD FieldSpec Pro) in the spectral range 400-850 nm, which is the most significant region for research communities interested in measuring vegetation dynamics. Over the longer time-series there were changes in HCRF caused by the structural and spectral characteristics of some targets.
Introduction
Measurements of reflectance quantities at eddy covariance sites are increasingly relying on hyperspectral instrumentation [1] [2] [3] [4] [5] because narrowband spectral indices are good proxies for plant physiological processes such as the xanthophyll cycle (e.g. photochemical reflectance index, PRI [6] ), or sun-induced chlorophyll fluorescence [7] [8] [9] . Hyperspectral spectroradiometers are complex devices and there are a great range of models on offer [10] each with varying optical characteristics and operating modes. Several studies have commented on the importance of quantifying the reproducibility of field measurements of spectral reflectance measured using such systems [11] [12] [13] . Despite the fact that these instruments are increasingly being utilised in operational settings, and that there is a strong need for measurements to be cross-comparable across different sites, there is very little published work demonstrating whether data show good reproducibility [10] . This is particularly true for the new generation of lightweight, miniaturised spectroradiometers (e.g. those manufactured by companies such as Ocean Optics and PP Systems) which are compact enough to be easily deployed across eddy covariance sites in a cost-effective manner. In particular, the network of eddy covariance towers across Europe overseen by the Integrated Carbon Observation System (ICOS; http://www.icos-infrastructure.eu/) is calling for input from the hyperspectral measurement community about which systems are best suited to deployment on flux towers. Before such advice can be provided, information is needed about the relative radiometric performance of the different systems available. This paper provides a first field-based quantitative assessment of the reproducibility of hemispherical conical reflectance factors (HCRF) measured by four individual fibre-optic based hyperspectral spectroradiometers, including three miniaturised systems (two from Ocean Optics (http://www.oceanoptics.com/) and one from PP Systems (http://www.ppsystems.com/)) that have already been shown to be ideally suited to deployment at eddy covariance sites [2, 4, 5] .
Methodology

Spectroradiometers
Four individual spectroradiometers participated in the inter-comparison experiment. All of these instruments were fibre-optic instruments and are described in Table 1 . Note that both the Ocean Optics Vis-NIR and Ocean Optics NIR Fluorescence instruments are component parts of the "Hyperspectral Irradiometer" [4, 5] and in this experiment they were operated within a Peltier thermally regulated box (model NT-16, Magapor, Zaragoza, Spain) keeping the internal temperature at 25°C in order to avoid temperature-dependent drifts in sensitivity. The ASD FieldSpec Pro and PP Systems Unispec spectroradiometer were not buffered against temperature changes in the experiment. 
Experimental approach
The experiment was performed in an open meadow at Monte Bondone, Italy (46.015°N,11.054°E) on 11 July 2011. The spectrometers were configured so that the measurements being collected were as comparable as possible given the different physical system arrangements, and their capabilities in field conditions. Spectrum averaging was set to a common value of 4. All spectrometers were operated with bare fibre optics where the fieldof-view was between 21 and 25 degrees (depending on the instrument used, and according to manufacturer's specifications). A specially designed rotating tripod arm with a fibre optic holder was used to ensure that the fibres of each instrument were as close together as possible -there was less than 3 mm separation between the fibre positions on the rotating tripod arm. This meant that the four instruments were measuring as similar a spatial area on the targets of interest as could be physically achieved (Fig. 1) . The rotating tripod arm could be moved with an angular precision of 1 degree in the azimuthal plane to ensure that the foreoptics were pointing at the same positions on each target for each measurement. The azimuthal angles at which measurements were collected were pre-defined before the experiment started allowing reproducible positioning with each circuit of measurements. The height of the tripod arm above the measurement surfaces was fixed at an average distance of 23.6 cm throughout, and vertical positioning precision was perfect because the rotating arm was locked in place in this domain. The clocks on the instrument computers were sychronised according to GPS time so that data could be easily matched, and accurate log sheets of filenames were kept by all instrument operators during the experiment. The integration time of the sensors was the only factor that could not be set to a standard level across all instruments because of their variable dynamic radiometric sensitivities -doing so would have caused some sensors to saturate, whilst others would have been poorly optimised for a particular set of field conditions. Given our focus on assessing the field-based reproducibility of HCRFs at eddy covariance sites, we decided it was methodologically sound to "simulate" the real conditions of operational deployment in the field, and in reality this necessitated the use of varying integration speeds across the different instruments.
Four target surfaces were measured using the instruments ( Fig. 1 ) and these targets were placed upon an optically black cloth background to ensure minimal scattering from nearby objects (not shown in Fig. 1 
2
The experiment began at 0855 local time. The experiment had two stages, described below:
Stage 1: A long-time series of measurements were collected comprising 50 matched spectral measurements of each target with each instrument. First, the spectrometers were optimised and dark current measurements were collected. Then measurements were collected following a repeating pattern. First, the tripod arm was positioned over the centre of a white reference panel and a reference measurement was taken. Then the tripod arm was moved over the grey75 target and measurements were collected. Subsequently, grey20 and grass targets were measured before the spectrometer optics were returned to the start of the sequence again. A typical sequence of four sequential measurements took 2 minutes. Stage 1 was complete at solar noon (1200). This stage sought to determine the reproducibility of measurements collected with the different instruments over periods where conditions were changing. Integration speeds for each instrument were as follows:
• ASD FieldSpec Pro -Integration speed was 34 ms
• PP Systems Unispec -Integration speed varied between 5 and 15 ms
• Ocean Optics Vis-NIR -Integration speed varied between 22 and 38 ms
• Ocean Optics NIR Fluorescence -Integration speed varied between 550 and 1000 ms Stage 2: At 1200, ten measurements were collected in rapid succession of each of the four targets using the simultaneously triggered spectroradiometers. Instrument optimisation and dark current measurements were carried out at the start of the sequence. Here, the tripod arm was not moved between the measurements, i.e. over each target 10 spectra were collected simultaneously with all instruments without moving the arm. The aim of this stage was to determine the short time series repeatability of the four spectrometers, i.e. their noise equivalent delta reflectance characteristics under conditions where there were only very minimal changes in ambient conditions and where spectrometer fore-optics were not moved between measurements of the same target. Integration speeds for each instrument were as follows:
• PP Systems Unispec -Integration speed was 8 ms
• Ocean Optics Vis-NIR -Integration speed was 25 ms
• Ocean Optics NIR Fluorescence -Integration speed was 650 ms 
Metadata
A range of metadata were collected simultaneously with the experiment. These included:
(a) Full spectrum (350-2500 nm) sky diffuse:global (DG) irradiance ratio data using a SpectraVista SVC HR-1024 spectroradiometer fitted with a 3 inch integrating sphere attachment, with a modified input port to provide an improved cosine response. These data were used to validate the state of the atmosphere during the experiment.
(b) Hemispherical photography at regular intervals using a Nikon CoolPix 4500 camera fitted with a Nikon FC-E8 183° fish eye lens to provide a visual picture of the atmospheric conditions in support of (a).
(c) Microtops hand held sun photometer [14] measurements every minute during the experiment to provide quantification of aerosol optical thickness at the solar disc.
Correcting for differences in instrument FWHM
Each instrument had a different FWHM (Table 1) and therefore this physical difference in the measurements could not be addressed until the data were post-processed. In order to compare measurements collected with different instruments, radiance spectra acquired with spectrometers having smaller FWHM were degraded to those of the coarsest spectral resolution (10 nm; PP Systems Unispec -see Table 1 ). The convolution filter was thus applied to ASD and Ocean Optics radiance spectra to degrade them to 10 nm FWHM for inter-comparison. Assuming that the spectral response function can be approximated by a Gaussian function, the degraded spectra were computed as the convolution of the original spectra with a kernel K computed as a function of the original (FWHM o ) and degraded (FWHM d ) FWHMs (Eq. (1) 
Results
Atmospheric conditions
During stage 1 of the experiment atmospheric conditions were clean and relatively stable (Fig. 2) . Data from the SVC HR-1024 instrument evidence this ( Fig. 2(a) ). Across the Vis-NIR spectrum measured by the SVC HR-1024 instrument there is evidence of some wavelength-dependent changes in diffuse-to-global irradiance ratios, with higher ratios (approaching 0.3) at shorter wavelengths, caused by clean sky Rayleigh scattering processes. The lowest DG ratios were measured in the Vis-NIR spectrum around 700 nm (DG = 0.05 ( Fig. 2(a) ). We have extracted a single time series from Fig. 2(a) corresponding to the measurement times of the data collected during the day, from a channel in the NIR (776 nm) and this is shown in Fig. 2(b) . This shows that DG ratios were consistently below 0.2 at 776 nm ( Fig. 2(b) ) being indicative of very clear conditions (evidenced by hemispherical photos shown in Figs. 2(d) and 2(e) ), but that there was a slight upwards trend in DG ratio towards solar noon. This trend would likely have been caused by increased haze around the solar disk as the sun's elevation increased during the day, and due to the appearance of occasional peripheral haze clouds around the edge of the measurement area towards the end of the sequence (Fig. 2(f) ). Measurements from the microtops sun photometer (Fig. 2(c) ) show a general upwards trend in water vapour concentration in the atmosphere (measured directly at the solar disk) which indicates that the general rise in DG ratios during the course of the experiment was caused by water vapour being mobilised into the atmosphere as the solar elevation increased. During stage 2 of the experiment (from 1200 to the end of the data stream), conditions remained similar to those experienced towards the end of stage 1 (Fig. 2) -i.e. illumination was slightly more unstable than had been experienced earlier in the day but conditions were still optimal for optical remote sensing measurements with DG ratios being less than 1.8 throughout. Figure 3 shows an example of the data before instrument-specific FWHM differences were accounted for. Here the mean and SD in the HCRF of the grey20 panel are shown. The main feature of note is the higher channel-to-channel variability in the two Ocean Optics spectroradiometer systems than was seen in the ASD or PP Systems spectroradiometers. This is because of the finer FWHM of the Ocean Optics instruments compared to the PP Systems or ASD spectroradiometers (Table 1) . For this reason, we will only present the FWHMcorrected data in the rest of the paper because they permit a more robust assessment of the comparability of the four instruments. 
Stage 1 results
Typical results before FWHM correction
Results after FWHM correction
The results for stage 1 of the experiment after FWHM correction was applied are shown in Fig. 4 . The standard deviation (SD) was calculated using all of the data in the sample and hence represents deviation from the mean HCRF for the whole time-series. For the two grey panels, patterns in the SD are very similar with lowest values in the visible region, gradually rising beyond 900 nm in most systems. This is a typical pattern of SD (sometimes reported as "standard uncertainty") that has been reported elsewhere in similar spectroradiometers [12] and is caused by the spectral sensitivity declining towards the extreme measurement limits of silicon photodiode detector arrays. Of all four systems the ASD shows the lowest SD in the range 350-1050 nm, with the PP systems instrument mirroring the ASD most closely in the 400-1000 nm region. The two Ocean Optics instruments show similar SDs for grey20 and grey75 to the PP and ASD systems in the 400-800 nm region, but beyond this range, there is a steep increase in the SD of the Ocean Optics Vis-NIR instrument caused by low radiometric sensitivity at the extremes of its wavelength array. It is important to note the magnitude difference in mean HCRF measured by all four instruments over the two grey panels -Figs. 4(a) and 4(b) show that the different instruments all produced different mean HCRFs of these panels. These magnitude differences could have been caused by spatial non-uniformity in the reflectance properties of the panel, but what is interesting is that the SDs are slightly lower in all instruments for grey75 (SD = 0.003 in the range 400-700 nm) than for grey20 (SD = 0.008 in the range 400-700 nm). Perhaps a more likely explanation for these differences can be found by referring to differences in their bidirectional reflectance response over the time-series of the experiment when solar elevation was changing. Rollin et al. [17] have shown that the carbon added to Spectralon panels to darken them causes a measurable non-Lambertian response, so, for the grey20 panel (which has more carbon added to darken it), the non-Lambertian response may be expected to have a greater impact on the measurement reproducibility than for grey75, which is higher in reflectance and has less carbon added. This helps to explain why SD is larger for the grey20 panel, than for grey75. It is also likely that the slightly different viewing positions for the four fibre-optic cables relative to the positioning of the carbon particles in the panels also caused the instrument-specific differences in mean HCRF shown in Fig. 4 , and it is worth considering that some variability may also have been introduced by temperature-dependent changes in detector sensitivity in the ASD and PP Systems instruments (although we expect this to have had a very small impact).
Note also that the grey75 panel appears to be brighter than its reported reflectance of 75% (Fig. 4(b) ), with a HCRF between 0.78 and 0.81 depending on the wavelength viewed, and instrument used, possibly caused by BRDF effects over the time-series.
For the vegetation surface (Fig. 4(c) ), the disagreement in mean HCRF between the different instruments was actually much smaller in the visible and NIR than it was for the grey calibration panels. This is evidenced by a lower SD in the range 400-700 nm for the grass target (SD = 0.001 in the range 400-700 nm for the PP systems and ASD instruments; SD = 0.003 for the Ocean Optics Vis-NIR). The SDs for the grass target again show a typical "vegetation spectrum" shape as reported in other work [12] where NIR uncertainties are higher than those measured in visible wavelengths. This can be explained by greater look-tolook variation in the positioning of the spectrometer optics over this spatially and spectrally variable target.
The coefficient of variation ((SD/mean)*100) in HCRF for the three targets allows the data from the three surfaces to be compared more easily (Fig. 5) . This corroborates the claim that the grey75 target was the most Lambertian of all three measured (CV<1% in the range 400-1000nm for all three instruments) with no evidence of wavelength-dependent variability either. Grey20 showed limited wavelength-dependent variability but CV was higher (~4%). Grass showed a much higher wavelength-dependency with peaks of ~5% (ASD and PP Systems) and ~12% (Ocean Optics Vis-NIR) in CV around 675 nm and 750 nm (the inflection point for the red edge and top of the red edge respectively). We investigated the hypothesis that BRDF effects were causing these differences in HCRF reproducibility between the three surfaces by simply plotting changes in HCRF against time (Fig. 6) for the ASD FieldSpec Pro. These plots confirm that grey75 is more Lambertian than grey20 -evidenced by the grey20 plot having an obvious slope with time in both the red (Fig. 6(a) ) and NIR (Fig. 6(b) ) wavelengths. Grey75 showed no obvious trend in HCRF with time, suggesting it was much more Lambertian in terms of its temporal response. The trends seen in the two wavelengths shown in Fig. 6 were typical across the spectrum for the two grey panels, and were found in all three of the vis-NIR capable instruments. The data for the vegetation target shows two contrasting trends in the red and NIR (Fig. 6) . First, vegetation HCRF increases with increasing solar elevation towards noon in the visible part of the spectrum (the trend shown in Fig. 6(a) was typical of trends seen throughout the 400-700 nm region of the spectrum). Secondly, vegetation HCRF decreases with increasing solar elevation towards solar noon in the NIR (Fig. 6(b) ). Again these patterns were found in all three of the vis-NIR capable instruments. This suggests a wavelength-dependent time-series trend in BRDF effects for the vegetation target, and is not surprising given the more complex biochemical processes that are indicated by different parts of the vegetation spectrum and the different contributions from the background soil and vegetation components measured by the instrument during the day. At wavelengths shorter than the red-edge foot (e.g. below 700 nm) the vegetation HCRF is usually much lower than that of the background soil, while for wavelengths around the NIR plateau the vegetation is more highly reflective than the soil. The changing SZA in connection with the grass structure has the effect of including or excluding soil contributions. Giving the erectophile structure of grass, the HCRF curve would therefore be expected to be convex, with a maximum HCRF at solar noon for red wavelengths and the opposite for NIR wavelengths, as shown in Fig. 6 . Figure 7 shows the SDs for the four targets from stage 2 of the experiment. We have not presented the mean HCRFs because they were very similar between instruments (more so than in stage 1). To evidence this, Table 2 provides mean HCRF data for the 750 nm channel, for the four targets showing that differences in mean HCRF were less than 0.015 for all surfaces. Vegetation showed the highest range in HCRF (0.013) across the four instruments whilst the near-Lambertian optical grade white Spectralon panel and the grey20 panel showed the smallest ranges in HCRF (0.003 and 0.006 respectively). Over the short timescales involved in stage 2 of the experiment, these differences most likely relate to the very slight differences in the measurement support of the four instruments, because as previously explained it was impossible to ensure that the measurement "spot" of all four instruments was completely identical. In Fig. 7 the SDs are lower than those seen in stage 1 of the experiment being quite similar across all four targets with SD typically less than 0.004 in the range 400-850 nm irrespective of the target measured. Again the Ocean Optics systems produced more variable data beyond 850 nm than the ASD or PP systems spectroradiometers. Compared to stage 1, these data show limited variability from one target to another because they do not contain the look-to-look variation imposed by moving the tripod arm between each measurement in the sequence (as was evident in stage 1 of the experiment and shown in Fig. 4) . They also contain only minimal HCRF differences caused by changes in solar elevation and atmospheric composition during the experiment -this source of variability was much reduced compared to Stage 1.
Stage 2 results
The similarity in the SD irrespective of sample type is an indicator that in the range 400-800 nm the four instruments are broadly comparable in terms of the data quality delivered. Such measurements can be readily used to quantify instrument noise equivalent delta reflectance (NE) [12, 18] , and they demonstrate the merits of using a field testing procedure to evaluate the performance of radiometric instruments against each other. 
Concluding remarks
A methodology for correcting FWHM differences between instruments considered in this study has been applied before undertaking inter-comparison of data collected by different systems. Using FWHM corrected data, the work has shown that the four instruments produced comparable NE characteristics (SD < 0.04) in the range 400-800 nm during a short field-based measurement sequence (stage 2) when solar irradiance conditions were stable and when instrument foreoptics were not moved between measurements. Beyond 850 nm the Ocean Optics vis-NIR spectroradiometer showed higher NE (SD between 0.005 and 0.02) than the other instruments in this wavelength region (typical SD < 0.005) due to a steep decline in its silicon photodiode sensitivity beyond this point. The most important finding from the short time-series experiment is that the four instruments have broadly similar radiometric characteristics in the 400-850 nm measurement range, with typical NE characteristics showing SD of less than 0.005. This is an important finding because most narrow-band vegetation indices (e.g. PRI [19] ) require data in this narrow optical range, and these indices underpin studies of canopy spectral characteristics at eddy covariance sites. This is good news for eddy covariance studies because it shows for the first time that data delivered by lower cost, lightweight spectroradiometers (e.g. Ocean Optics, PP Systems) can provide data of similar precision in this spectral window (e.g. 400-850 nm) to those collected by higher cost, less portable systems (e.g. ASD FieldSpec Pro). The benefit of more lightweight spectroradiometers in eddy covariance settings is that they are more easily modified for unattended deployment [2] . The ASD FieldSpec system on the other hand offers a larger spectral range (350-2500 nm) but is not designed with such applications in mind.
More variable data were found after a longer time-series experiment spanning 2 hours and comprising 50 measurements from each instrument (experiment stage 1). Here, target-specific differences in the SD of the spectral measurements were found, caused by four likely factors:
(a) Look-to-look variations in the targets measured. Despite a very careful experimental design ( Fig. 1 ) and every operational effort to minimize variability, it was impossible to reproduce perfectly the measurement position every time. Our design achieved perfect vertical positional precision, and one degree azimuthal positioning precision. Differences therefore in the azimuthal position of the fibre-optics over the spatially variable targets would have given rise to some spectral variability in HCRF through time.
(b) The design of the instruments also meant that it was impossible to position each spectroradiometer fibre to view the same "spot" on the target and so there was by necessity, less than 3 mm separation between the fibre positions on the rotating tripod arm. Although small, these slight positional differences would have given rise to further variability in the data.
(c) Temporal variation in HCRF caused by surface BRDF responses to changing sun angle and sky irradiance should be considered. The latter effect was strongly surfaceand wavelength-dependent. This result points to the need for users of such instruments to consider, and quantify these factors before attributing change in HCRF to "real" factors.
(d) Slight temporal variability in the temperature-dependent sensitivities of the ASD and PP Systems instruments can be considered a possible (but minimal) source of additional variability. For these reasons, instrument radiometric performance coupled with methodological uncertainty need to be considered in every experiment seeking to utilize such instrumentation to describe changes in surface "reflectance" characteristics.
