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Abstract
We present two variations of Kronecker’s classical result that every nonzero algebraic integer that
lies with its conjugates in the closed unit disc is a root of unity. The ﬁrst is an analogue for algebraic
nonintegers, while the second is a several variable version of the result, valid over any ﬁeld.
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1. Introduction
In 1857, Leopold Kronecker published the following fundamental result.
Theorem K (Kronecker [2]). Every nonzero algebraic integer that lies with its conjugates
in the closed unit disc |z|1 is a root of unity.
We refer to a set consisting of an algebraic number and its conjugates as a conjugate set
of algebraic numbers. An obvious consequence of his result is that there are no conjugate
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sets of nonzero algebraic integers in the open unit disc |z|< 1. In this paper, we present two
variations of this result. Denote by P(z) ∈ Z[z] the minimal polynomial of an algebraic
number , its roots being the conjugates of . Let us call the (positive) leading coefﬁcient
of P(z) the van1 of . Thus algebraic integers have van 1; other algebraic numbers have
van at least 2. The ﬁrst result concerns algebraic numbers of ﬁxed degree and van having
conjugates of smallest possible maximum modulus.
Theorem 1. Let  be an algebraic number of degree d and van v2.Write v= vr1, where
r ∈ N and v1 is not a proper power. Suppose that  lies with all its conjugates in the closed
disc |z|v−1/d . Then  and all its conjugates lie on |z| = v−1/d , and either
(a) P(z)= vzd − 1 with gcd(r, d)= 1;
(b) P(z) = vzd + 1 with gcd(r, d) a power of 2 (including 1), and, when 4|d, that 4v is
not a 4th power;
or
(c) d is even, andP(z)=zd/2S(v1/szd/2s+z−d/2s),where S is theminimal polynomial of a
nonzero totally real algebraic integer of degree s=gcd(r, d/2) lying with its conjugates
in the interval (−2v1/2s , 2v1/2s).
Thus, this result gives the smallest closed disc containing any conjugate sets of algebraic
numbers of van v and degree d , and ﬁnds all such sets in that disc. Note that for ﬁxed v, d
there are only ﬁnitely many polynomials S and so only ﬁnitely many . Also note that when
d is even and gcd(r, d/2) = 1 (for instance when v is not a proper power), then cases (b),
(c) consist simply of the P(z)= vzd − kzd/2 + 1, where k is an integer with |k|< 2√v.
Case (b) of the theorem,when gcd(r, d) 
= 1, is actually a special case of (c). It is included
here for clarity.
As examples, we see that for v= 3, d = 2 we get the 8 minimal polynomials 3z2− 1 and
3z2 + kz + 1 for k ∈ {0,±1,±2,±3} with their roots on |z| = 3−1/2. For v = 4, d = 4,
only case (c) of the theorem applies, and S(z) is one of z2 − k (where k = 2, 3, 5, 6, 7),
z2+kz−1 (where k=±1,±2), z2±2z−2 or z2±3z+1, giving the 13minimal polynomials
4z4± 2z2 + 1, 4z4± z2 + 1, 4z4− 3z2 + 1, and 4z4± az3+ bz2 ± cz+ 1 with (a, b, c)=
(4, 3, 2), (2, 3, 1), (4, 2, 2) and (6, 5, 3). All have their roots on |z| = 4−1/4 = 2−1/2.
The main result of this paper is a several variable version of Kronecker’s theorem valid
over any ﬁeld, where, in this general situation, one cannot deﬁne discs or circles, there being
no metric to make use of.
Theorem 2. LetF be any ﬁeld, andP(z1, . . . , zd) ∈ F [z1, . . . , zd ] a polynomial satisfying
P(0, . . . , 0) 
= 0. Suppose that nj = (nj,1, . . . , nj,d), j =1, 2, . . . , is a sequence of integer
d-tuples satisfying limj→∞ min1 id nj,i =∞. Suppose too that there is a number  in
an algebraic closure of F such that P(nj,1 , . . . ,nj,d ) = 0 for all j . Then  is a root of
unity.
We remark that the condition limj→∞min1 id nj,i = ∞ is necessary, as otherwise
we could take F =Q, P = 2− z1 + 2z2 − z3, =
√
2, nj = (2, j, j + 2). The condition
1 The portion of an army that is nearest the front.
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P(0, . . . , 0) 
= 0 is also necessary, as otherwise we could take P = 2z1 − z2,  = 2,
nj = (j, j +1). Of course we in fact require only that P(nj,1 , . . . ,nj,d )=0 for inﬁnitely
many j , as we could replace our sequence of integer d-tuples nj by the corresponding
subsequence for these j .
The case d = 1 of this theorem tells us that if P(n)= 0 for inﬁnitely many n then  is
a root of unity. The proof of this is simple: as P has only ﬁnitely many roots, n =n′ for
some n 
= n′, giving the result. It is also essentially the same as one proof of Kronecker’s
theorem: if  and its conjugates all have modulus at most 1 then so do all powers of .
However, there are only ﬁnitely many polynomials of a ﬁxed degree having all their roots in
|z|1, so that one such polynomial must have inﬁnitely many powers of  as a root. Then
the previous argument ﬁnishes the proof.
Other generalisations of Kronecker’s theorem to polynomials in several variables have
been given earlier, by Montgomery and Schinzel [3], Boyd [1] and Smyth [6]. See also
Schinzel [5, Section 3.4]. However, Theorem 2 seems to be the ﬁrst several variable gener-
alisation that is valid over an arbitrary ﬁeld.
2. Proof of Theorem 1
Our proof is an application of the following result of Robinson, concerning which circles
|z| = R contain conjugate sets of algebraic numbers.
Theorem R (Robinson [4, pp. 42–43]). LetR0. The circle |z|=R contains a conjugate
set of algebraic numbers if and only if some integer power of R is rational.
For such an R, let  be the least integer such that R2 is rational. Then the minimal
polynomial of an algebraic number lying with its conjugates on |z| = R is the appropriate
integer multiple of either
(i) z ± R if R ∈ Q;
(ii) z2 − R2 if R /∈Q;
or of the form
(iii) zsS(z + R2/z) for some irreducible polynomial S ∈ Z[x] of degree s having all
its zeros in the interval (−2R, 2R).
Conversely, each such polynomial is, up to an integer multiple, the minimal polynomial of
a conjugate set of algebraic numbers lying on |z| = R.
Proof of Theorem 1. Since we are looking for  with minimal polynomial vzd + · · ·+ v0
having all roots on |z| = |v0/v|1/d with |v0/v|1/d minimal for ﬁxed v, d, we must take
v0 =±1. But then 1/ is an algebraic integer lying with its conjugates on |z| = v1/d . It is
the minimal polynomials of such algebraic integers we use Robinson’s result to specify, for
R = v1/d , and then take their reciprocal polynomials.
We have R2 = v2r/d1 , so that  = d/ gcd(2r, d). In case (i) we need d = , so that
gcd(2r, d)=1. In case (ii) we need d=2 so that gcd(2r, d)=2, and r odd so that R /∈Q.
Combining these results relating to vzd − 1 (to be precise, to its reciprocal zd − v) we get
that gcd(r, d)= 1 in case (a) of Theorem 1.
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For vzd + 1, (i) gives that gcd(2r, d) = 1. In fact, there are other pairs (v, d) for which
vzd + 1 is irreducible. (These are in fact particular instances of (iii), as we show below.)
Clearly, if (r, d) has an odd factor > 1 then vzd + 1 is reducible. Otherwise, by Capelli’s
1898 theorem (see [5, Theorem 19, p. 92]), it is irreducible, unless 4|d and 4v is a 4th power.
(The exceptional case comes from the factorization 14u4+1= ( 12u2+u+1)( 12u2−u+1).)
This proves (b).
Nowconsider case (iii). First note thatSmust bemonic, in order that zsS(z+R2/z), as
the minimal polynomial of 1/, is monic.We have d=2s andR2=v2r/d1 =v(r/h)/(d/2h)1 ,
where h= gcd(r, d/2). Hence = d/2h, giving h= s, and case (c) follows.
Finally, we show how the cases of vzd + 1 irreducible, not covered by (ii), in fact come
from (iii). Consider the nth Chebyshev polynomial of the ﬁrst kind, Tn(X), deﬁned by
Tn(Z + Z−1) = Zn + Z−n, which is monic of degree n, with integer coefﬁcients. On
replacing Z by
√
uZ we have that





= S(uZ + Z−1),
where S(X)=un/2Tn(X/√u) is of degree n. Since Tn is even for n even, and odd for n odd,
S is, for u ∈ N, also monic with integer coefﬁcients. Hence unZ2n+ 1=ZnS(uZ+Z−1).
Now put n=gcd(r, d/2), u=v1/n andZ=zd/2n. Then vzd+1=zd/2S(v1/nzd/2n+z−d/2n),
where S has all its roots in (−2v1/2n, 2v1/2n). (Recall that n is a power of 2 here, which is
just as well, since these are the only values of n for which Tn, and so S, is irreducible.) 
3. Proof of Theorem 2
Since  
= 0, the result for F a ﬁnite ﬁeld is immediate. The proof for other ﬁelds is in
two parts. We ﬁrst prove it for F =Q, and then reduce the general case to this case, or to
the case of F a ﬁnite ﬁeld.
For F =Q the proof is also quite simple. Let L be a ﬁnite extension ofQ containing .
Now if ||p=1 for all valuations |.|p ofL then, by TheoremK, is a root of unity. Thus, by
the product rule, ifwere not a root of unity, then it could be embedded in some completion
Lp of L for which ||p< 1. But then |P(nj,1 , . . . ,nj,d )|p → |P(0, . . . , 0)|p 
= 0 as
j →∞, a contradiction.
We now consider the general case. First of all, by replacing F by F() we may assume
that  ∈ F . For each j the polynomial P(znj,1 , . . . , znj,d ) can be written as a polynomial
Qj(z) =∑Kjk=0 aj,kzmj,k , where the Kj do not exceed the number of nonzero coefﬁcients
of P , and the mj,k are distinct. Also mj,0 = 0, while the other mj,k , being linear forms
with positive coefﬁcients in some of the nj,1, ..., nj,d , satisfy min1kKj mj,k → ∞ as
j →∞. By replacing the sequence {Qj } by a subsequence, we can assume that all theKj
are equal, to K say, and that the aj,k , being sums of certain nonzero coefﬁcients of P , do
not depend on j . So we will writeQj(z)=∑Kk=0 akzmj,k . Note that a0 
= 0. Further, some
permutation of the indices 1, . . . , K will put the exponents mj,1, ..., mj,K in ascending
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order. By again taking a subsequence we can assume that the same permutation works for
all j , and then, by relabelling the mj,k , that they are strictly increasing:
0=mj,0<mj,1< · · ·<mj,K .
We know too, from the assumption in the statement of the theorem, that mj,1 → ∞ as
j →∞, and thatQj()= 0 for j ∈ N.
Next,we claim thatwemay assume that for k=0, 1, . . . , K−1 the sequence of differences
mj,k+1 − mj,k tends monotonically to inﬁnity as j → ∞. We already know that this
sequence is unbounded for k = 0. The following algorithm achieves this for other k.
(1) Initialise: k := 0.
(2) In the case of {mj,k+1 − mj,k}j∈N bounded: replace {Qj } by a subsequence with
u = mj,k+1 − mj,k constant, and put Qj := Qj + ak+1uzmj,k − ak+1zmj,k+1 and
K := K − 1.
In the case of {mj,k+1 − mj,k}j∈N unbounded: replace {Qj } by a subsequence with
mj,k+1 −mj,k monotonically increasing.
(3) k := k + 1. If kK then STOP. Else go to (2).
We also need to assume that the differences (mj,K −mj,K−1)− (mj−1,K −mj−1,K−1)
tend to inﬁnity with j . This can also be achieved by taking a suitable subsequence of the
Qj ’s. Note that all of these monotonicity properties are preserved under replacement of the
sequence {Qj }j∈N by any inﬁnite subsequence of itself.
If K = 1, then Q1() = Q2() = 0 gives m2,1−m1,1 = 1, which proves the theorem.
Thus we can suppose thatK2. We now consider the∞× (K+1)matrix whose rows are
the vectors vj = (zmj,K , zmj,K−1 , . . . , zmj,2 , zmj,1 , 1) for j ∈ N. By the deﬁnition of Qj,
we see thatQj(z)= vj (aK, aK−1, . . . , a0)T at z= is 0, so the determinant of anyK + 1
vectors vj vanishes at z=. Every such determinant is a polynomial in z with coefﬁcients
in the prime subﬁeld of F , isomorphic to Q or to some ﬁnite ﬁeld Fp. We will show that
an inﬁnite sequence of (K + 1)-tuples of vj ’s can be chosen, whose determinants can be
used to apply the theorem, which we have already proved for the prime ﬁeld.
Let us consider the determinant ofK+1 vectors vj . For conveniencewe shall simply call a
typical determinantDi(z), with rows v, where  runs over a set Ii ofK+1 integers to be cho-
sen later such that i is the smallest element in Ii . Associate to v its vector of exponentsm=
(m,K,m,K−1, . . . , m,1, 0). Then a typical term inDi(z) will be of the form±zm, where
m=m is a sum of the entries of a vectorm = (mu,(K),mv,(K−1), ..., mq,(1), mi,(0))
for some permutation  of {0, 1, . . . , K}, where Ii = {i < q < · · ·<v<u}. We now order
all such vectors lexicographically, so that the largest vectors are those with largest ﬁrst
component, and so on. Then we impose conditions on them’s that we are going to choose
from all the mj ’s (or, equivalently, the conditions on the set Ii), so that the lexicographic
ordering on them corresponds to the usual ordering on the exponentsm. The conditions
we impose are as follows: for each  ∈ Ii except for  = i the differences m,k − m,k−1,
where k =K,K−1, . . . , 2, 1, are all greater than∑t∈Ii ,i t<mt,K . It is routine to verify
that this ensures that the orderings correspond. These conditions can be arranged by choos-
ing the m’s to be a suitable set of K + 1 vectors mj from the sequence of all mj ’s, made
possible by the monotonically increasing property of the mj,k −mj,k−1 for increasing j .
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We now see that m can be chosen so that the m are all distinct. Hence Di(z) is a sum
of r := (K + 1)! terms ±zm, equalling, in descending order of exponents, ±zm1 ± · · · ±
zmr−1 ± zmr , where
m1 =mu,K +mv,K−1 + · · · +mq,1 +mi,0,
mr−1 =mq,K +mi,K−1 + · · · +mv,1 +mu,0,
mr =mi,K +mq,K−1 + · · · +mv,1 +mu,0.
Hencemr−1−mr=(mq,K−mq,K−1)−(mi,K−mi,K−1). Note that we have constructed not
one but inﬁnitely many collectionsm1> · · ·>mr−1>mr and inﬁnitely many polynomials
Di(z)=±zm1 ± · · · ± zmr−1 ± zmr vanishing at z= . The fact that the differences
(mj,K −mj,K−1)− (mj−1,K −mj−1,K−1)
tend to inﬁnity with j ensures that mr−1 − mr tends to inﬁnity with i. Dividing Di(z) by
zmr , it is easy see that we are back to the same problem for the ﬁeld F =Q or F = Fp with
P(z1, z2, ..., zr−1)=±z1±z2±· · ·±zr−1±1 and with ni=mi−mr for i=1, 2, . . . , r−1
(because nr−1=mr−1−mr is the smallest component of the vector (n1, n2, ..., nr−1), and
nr−1 →∞ as i →∞), which we have already solved. This completes the proof. 
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