Adaptation de la matrice de covariance pour l'apprentissage par renforcement direct by Sigaud, Olivier & Stulp, Freek
HAL Id: hal-00736310
https://hal.inria.fr/hal-00736310
Submitted on 28 Sep 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Adaptation de la matrice de covariance pour
l’apprentissage par renforcement direct
Freek Stulp, Olivier Sigaud
To cite this version:
Freek Stulp, Olivier Sigaud. Adaptation de la matrice de covariance pour l’apprentissage par renforce-
ment direct. Journées Francophones sur la planification, la décision et l’apprentissage pour le contrôle
des systèmes - JFPDA 2012, May 2012, Villers-lès-Nancy, France. 12 p. ￿hal-00736310￿
Adaptation de la matrice de covariance pour
l’apprentissage par renforcement direct
Freek Stulp1,2, Olivier Sigaud3
1 Cognitive Robotics
École Nationale Supérieure de Techniques Avancées (ENSTA-ParisTech)
32, Boulevard Victor
75015 Paris
2 FLOWERS Research Team
INRIA Bordeaux Sud-Ouest
351, Cours de la Libération
33405 Talence
3 Institut des Systèmes Intelligents et de Robotique
Université Pierre Marie Curie CNRS UMR 7222
4, place Jussieu
75252 Paris
Résumé : La résolution de problèmes à états et actions continus par l’optimisation de politiques paramé-
triques est un sujet d’intérêt récent en apprentissage par renforcement. L’algorithme PI2 est un exemple
de cette approche, qui bénéficie de fondements mathématiques solides tirés de la commande stochas-
tique optimale et des outils de la théorie de l’estimation statistique. Dans cet article, nous considérons
PI2 en tant que membre de la famille plus vaste des méthodes qui partagent le concept de moyenne
pondérée par les probabilités pour mettre à jour itérativement des paramètres afin d’optimiser une fonc-
tion de coût. Nous comparons PI2 à d’autres membres de la même famille – la « méthode d’entropie
croisée » et CMA-ES 1 – au niveau conceptuel et en termes de performance. La comparaison débouche
sur la dérivation d’un nouvel algorithme que nous appelons PI2-CMA pour « Path Integral Policy Im-
provement with Covariance Matrix Adaptation ». Le principal avantage de PI2-CMA est qu’il détermine
l’amplitude du bruit d’exploration automatiquement.
1 Introduction
La mise au point de méthodes d’apprentissage par renforcement (A/R) passant à l’échelle sur des prob-
lèmes à états et actions continus tels que les tâches en robotique est au cœur de plusieurs travaux ré-
cents (Kober & Peters, 2011; Theodorou et al., 2010; Tamosiumaite et al., 2011). La plupart des progrès
dans ce domaine proviennent des méthodes de recherche directe sur les politiques, fondées sur des échan-
tillonnages de trajectoires. Ces méthodes visent à déterminer les paramètres d’une politique qui minimise
une fonction de coût. L’algorithme récent « Policy Improvement with Path Integrals » (PI2) est dérivé
des principes mathématiques de la commande optimale stochastique et il surpasse de plus d’un ordre de
grandeur les algorithmes d’A/R basés sur une descente de gradient tels que REINFORCE (Williams, 1992)
et Natural Actor-Critic (Peters & Schaal, 2008) à la fois en termes de vitesse de convergence et de qualité
de la solution trouvée (Theodorou et al., 2010).
Les méthodes de recherche directe sur les politiques ont souvent été utilisées combinées avec des « prim-
itives dynamiques de mouvement » (DMP) 2, où la politique est représentée par un système dynamique doté
d’un point attracteur g et un terme de forçage qui consiste en un ensemble de fonctions de base multipliées
par un vecteur de paramètres θ qui détermine la forme du mouvement. Diverses tâches robotiques ont été
apprises avec une recherche directe sur les politiques et des DMP, tel que le swing du baseball (Peters &
1. Covariance Matrix Adaptation – Evolutionary Strategies
2. pour Dynamic Movement Primitives
JFPDA 2012
Schaal, 2008), le jet de fléchettes et le tennis de table (Kober & Peters, 2011), verser de l’eau (Tamosiumaite
et al., 2011) ou des tâches de manipulation variées (Stulp et al., 2011).
Ce qui distingue PI2 des autres méthodes d’A/R directes est son recours à la moyenne pondérée par
les probabilités pour mettre à jour des paramètres, au lieu de réaliser cette mise à jour sur la base de
l’estimation d’un gradient. De façon intéressante, l’algorithme CMA-ES, qui est considéré comme l’état de
l’art en optimisation « boîte noire », repose aussi sur la moyenne pondérée par les probabilités. La méthode
d’entropie croisée (CEM), très proche, est basée sur le même principe. Il est frappant que ces algorithmes,
bien qu’ils dérivent de principes fondamentaux très différents, aient convergé sur des règles de mise à jour
des paramètres quasiment identiques. Pour autant que nous sachions, cet article est le premier à expliciter la
relation entre ces trois algorithmes. Notre contribution repose sur 1) une ré-interprétation de CEM en tant
que méthode reposant sur la moyenne pondérée par les probabilités ; et 2) la démonstration que CEM est
un cas particulier de CMA-ES, obtenu en fixant certains paramètres de CMA-ES à des valeurs extrêmes.
Une contribution supplémentaire de cet article consiste en une étude conceptuelle et empirique des dif-
férences et similarités entre PI2, CEM et CMA-ES. Ces comparaisons débouchent sur un nouvel algo-
rithme, PI2-CMA, qui est structuré comme PI2, mais utilise l’adaptation de la matrice de covariance de
CEM et CMA-ES. Une contribution pratique de cet article est que nous montrons comment PI2-CMA
détermine automatiquement l’amplitude d’exploration appropriée, alors qu’il s’agit du seul paramètre qui
n’est pas facile à régler dans PI2.
La suite de l’article est organisée de la façon suivante. Dans la prochaine section, nous présentons les
algorithmes CEM, CMA-ES et PI2. Dans la section 3, nous comparons ces trois algorithmes en fonction
de leur façon d’engendrer un bruit d’exploration, de leur définition de l’optimalité et de leurs règles de mise
à jour de la matrice de covariance. Chacune de ces comparaisons est appuyée par des évaluations empiriques
sur un bras simulé à 10 degrés de liberté. Nous tirons de ces comparaisons un nouvel algorithme appelé PI2-
CMA dans la section 3.4. Nous discutons les travaux apparentés dans la section 4 et nous concluons dans
la section 5.
2 Méthodes
Dans cette section, nous décrivons CEM, CMA-ES et PI2. Ces trois algorithmes optimisent un vecteur
de paramètres θ par rapport à une fonction de coût J .
2.1 Méthode d’entropie croisée (CEM)
Etant donnés un vecteur de paramètres à n dimensions θ et une fonction de coût J : Rn 7→ R, la méthode
d’entropie croisée pour l’optimisation cherche un minimum global par les étapes suivantes :
– échantillonne – Prend K échantillons θk=1...K d’une distribution ;
– trie – Trie les échantillons par ordre croissant de l’évaluation de leur fonction de coût J(θk) ;
– met à jour – Recalcule les paramètres de la distribution à partir des Ke meilleurs échantillons.
– itère – Retourne à l’étape 1 avec la nouvelle distribution jusqu’à ce que le coût converge ou jusqu’à un
certain nombre d’itérations.
Méthode d’entropie croisée (une itération)
θk=1...K ∼ N (θ,Σ) échantillonne (1)
∀k Jk = J(θk) évalue (2)












(θk − θ)(θk − θ)ᵀ met à jour la covariance (5)
CMA pour l’A/R direct
On utilise couramment la distribution gaussienne multi-variéeN (θ,Σ) avec les paramètres θ (moyenne)
et Σ (matrice de covariance), de telle façon que ces trois étapes soient implémentées comme dans (1)-(5).
Un exemple d’itération de CEM apparaît sur la FIGURE 1, avec une distribution gaussienne multi-variée
dans un espace de recherche à deux dimensions. Dans (5), θ est la moyenne de la distribution utilisée
pour échantillonner dans (1), comme indiqué dans la section 3.1 de Hansen (2011). Par conséquent, une
estimation non biaisée de la covariance est obtenue en multipliant par 1Ke , plutôt que par
1
Ke−1 , car nous
savons que la vraie moyenne de la distribution est θ.
FIGURE 1 – Visualisation d’une mise à jour de CEM. Le graphe en haut à droite montre l’espace 2D
des paramètres. Le coût d’un échantillon est sa distance à l’origine de l’espace cartésien. La distribution
gaussienne multi-variée initiale est représentée par le cercle noir pointillé (intervalle de confiance à 68%).
K = 10 échantillons θk sont tirés de cette distribution. Les Ke = 5 meilleurs échantillons sont utilisés
pour calculer une nouvelle distribution gaussienne, qui dans ce cas est N ([ 7.26.4 ] , [ 3.2 1.41.4 8.0 ]). Comme on peut
le voir, la moyenne de la distribution s’est rapprochée de l’origine et l’axe principal de la matrice de covari-
ance pointe davantage vers l’origine. La partie en bas à gauche du graphe montre la correspondance entre
coût et probabilité, calculée avec (12). Quand Ke = K (points rouges achurés), on estime simplement la
distribution originale.
Dans cet article, nous considérons CEM en tant que méthode basée sur la moyenne pondérée par les
probabilités, où les échantillons conservés se voient attribuer une probabilité 1/Ke et les autres une proba-
bilité nulle. Avec ces valeurs de Pk, (1)-(5) peuvent être réécrites conformément à l’algorithme de gauche
de la table 1. Ici, QKe/K dénote le Ke
th quantile de la distribution Jk=1...K . Cette notation est choisie pour
sa compacité ; elle signifie simplement que, dans le tableau croissant des Jk, Pk est 1/Ke si K ≤ Ke et 0
sinon, comme dans (4). Les mises à jour de paramètres résultantes sont équivalentes à celles de (4) et (5),
mais cette représentation met en évidence la relation avec PI2.
2.2 L’algorithme CMA-ES
L’algorithme CMA-ES (Hansen & Ostermeier, 2001) est très proche de CEM, mais il utilise une méthode
plus sophistiquée pour mettre à jour la matrice de covariance, comme indiqué dans la table 2. Il y a trois
différences vis-à-vis de CEM :
• Dans CMA-ES, il n’est pas nécessaire que les probabilités vérifient Pk = 1/Ke comme dans CEM,
elles peuvent être choisies par l’utilisateur, pour peu que les contraintes
∑Ke
k=1 Pk = 1 et P1 ≥ · · · ≥ PKe
soient vérifiées. Ici, nous utilisons les probabilités par défaut suggérées par Hansen & Ostermeier (2001),
soit Pk = ln (0.5(K + 1))− ln(k).
• L’échantillonnage est effectué selon une distribution N (θ, σ2Σ), donc la matrice de covariance de la
distribution normale est multipliée par un pas de mise à jour scalaire σ. Ce pas de mise à jour détermine
l’amplitude (σ) et la forme (Σ) de l’exploration.
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Cross-Entropy Method Description PI2
Phase d’exploration
for k = 1 . . . K do ← boucle sur les essais→ for k = 1 . . . K do
(6) | θk ∼ N (θ,Σ) ← échantillonne→ | θk,i=1...N ∼ N (θ,Σ) (7)
exécute la politique → | τk,i=1...N = executepolicy(θk,i=1...N ) (8)
Mise á jour des paramètres
boucle sur les pas de temps → for i = 1 . . . N do (9)
for k = 1 . . . K do ← boucle sur les essais→ | for k = 1 . . . K do
(10) | Jk = J(θk) ← évalue→ | | Sk,i ≡ S(τk,i) =
∑N
j=i J(τ j,k) (11)




if Jk < QKe/K
0 if Jk > QKe/K



















k=1 Pk(θk − θ)(θk − θ)
ᵀ ← adapt. matrice covar.→ | Σnewi =
∑K
k=1 Pk(θk,i − θ)(θk,i − θ)
ᵀ (17)
















TABLE 1 – Comparaison de CEM et PI2. Ce pseudo-code représente une itération de l’algorithme, avec
une phase d’exploration et une phase de mise à jour des paramètres. Les deux algorithmes itérent ces deux
phases jusqu’à convergence des coûts, ou jusqu’à un certain nombre d’itérations. Les équations en vert –
(17) et (19) – sont utilisées seulement dans PI2-CMA (voir section 3.4) et ne font pas partie de PI2.
• Une mémoire de l’évolution du pas de mise à jour scalaire et de la matrice de covariance est stockée
(pσ et pΣ respectivement) via les mises à jour précédentes de θ. Cela améliore significativement la vitesse
de convergence, parce que cela permet à l’algorithme d’exploiter des corrélations entre des pas de temps
consécutifs. Pour une explication plus détaillée de l’algorithme, nous renvoyons à (Hansen & Ostermeier,
2001).
Adaptation de la matrice de covariance de CMA-ES



























Pk(θk − θ)(θk − θ)ᵀ (23)
TABLE 2 – Règles de mise à jour du pas de mise à jour (21) et de l’adaptation de la matrice de covariance
(23) dans CMA-ES, utilisant la mémorisation (20) et (22). µP est la « variance effective selection mass »,




k . Les paramètres utilisateurs cσ , dσ , cΣ et c1 sont expliqués en détail dans (Hansen
& Ostermeier, 2001). L’algorithme CMA-ES complet est obtenu en remplaçant (16) de CEM dans la
table 1 par ces quatre équations et en multipliant Σ par σ2 dans (6).
De CMA-ES à CEM.
On passe de CMA-ES à CEM en fixant certains paramètres à des valeurs extrêmes : 1) fixer l’horizon
temporel cσ = 0. Cela réduit (21) à σnew = σ × exp(0), ce qui implique que le pas de mise à jour reste
constant au cours du temps. Fixer le pas de mise à jour initial à σinit = 1 signifie que σ vaut toujours 1, et
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qu’il n’a donc aucun effet durant l’échantillonnage. 2) Pour la mise à jour de la matrice de covariance, on
fixe c1 = 0 et cµ = 1. Les deux premiers termes de (23) disparaissent, il reste
∑Ke
k=1 Pk(θk−θ)(θk−θ)ᵀ,
ce qui est équivalent à (16) dans CEM, si Pk est choisi comme dans (12).
2.3 L’algorithme PI2
Une tendance récente en A/R consiste à utiliser des politiques paramétrées combinées avec le recours
à la moyenne pondérée par les probabilités ; l’algorithme PI2 est un exemple de cette approche. Utiliser
des politiques paramétrées permet d’éviter la malédiction de la dimensionalité associée aux espaces d’état-
action discrets, et utiliser la moyenne pondérée par les probabilités évite d’avoir à estimer un gradient, ce
qui peut être difficile pour des fonctions de coûts bruitées ou discontinues.
L’algorithme PI2 est dérivé de fondements mathématiques solides issus de la commande stochastique op-
timale, il tire son nom de l’application du lemme de Feynman-Kac pour transformer l’équation d’Hamilton-
Jacobi-Bellman en une intégrale sur un chemin 3, qui peut être approchée par des méthodes de Monte
Carlo (Theodorou et al., 2010). L’algorithme PI2 est décrit dans la partie droite de la table 1. De même que
CEM, K échantillons θk=1...K sont tirés d’une distribution gaussienne. Dans PI2, le vecteur θ représente
les paramètres d’une politique qui, quand elle est exécutée, produit une trajectoire τ i=1...N en N pas de
temps. Cette trajectoire multi-dimensionnelle peut représenter les angles articulaires d’un bras à n degrés
de liberté ou bien la position cartésienne d’un effecteur terminal.
Jusqu’à présent, PI2 a été appliqué principalement à des politiques représentées sous la forme de primi-
tives dynamiques de mouvement (Ijspeert et al., 2002), où θ détermine la forme du mouvement. Bien que
PI2 recherche dans l’espace des θ, les coûts sont définis en termes de trajectoires τ engendrées par une
DMP quand elle est integrée au cours du temps. Le coût de la trajectoire est déterminé en évaluant J pour
chaque trajectoire, où le coût à venir de la trajectoire au pas de temps i est défini comme la somme sur tous
les coûts futurs S(τ i,k) =
∑N
j=i J(τ j,k), comme dans (11)
4.
De même, la mise à jour des paramètres est appliquée à chaque pas de temps i par rapport au coût à
venir S(τ i). La probabilité d’une trajectoire à i est calculée comme l’exponentielle du coût, comme dans
(13). Cela attribue une forte probabilité aux essais de faible coût et vice versa. En pratique, − 1λSi,k est
implémenté avec −h(Si,k−min(Si,k))max(Si,k)−min(Si,k) cf. (Theodorou et al., 2010).
Comme on peut le voir dans (15), une mise à jour différente des paramètres θnewi est calculée pour chaque
pas de temps i. Pour se ramener à la mise à jour unique du paramètre θnew, la dernière étape consiste à
appliquer la moyenne sur l’ensemble des pas de temps (18). Cette moyenne est pondérée de façon à ce que
les mises à jour plus précoces contribuent plus que les mises à jours tardives, donc le poids au pas de temps
i est Ti = (N − i)/
∑N
j=1(N − j). L’intuition est que les mises à jour plus précoces affectent un horizon
plus important, donc elles influencent davantage le coût de la trajectoire.
3 Comparaison de PI2, CEM et CMA-ES
La comparaison des équations de CEM, CMA-ES et PI2 montre des similarités et des différences in-
téressantes. Tous les échantillons tirés d’une gaussienne pour explorer l’espace des paramètre – (6) et (7)
sont identiques – et reposent sur la moyenne pondérée par les probabilités pour mettre à jour les paramètres
– (14) et (15). Il est frappant que ces algorithmes qui dérivent de cadres mathématiques très différents
aient convergé vers les mêmes principes. Alors que la section 2 s’est plutôt focalisée sur les similitudes,
cette section s’intéresse aux différences. Auparavant, nous présentons la tâche d’évaluation utilisée dans cet
article.
3.1 Tâche d’évaluation
Nous utilisons une tâche d’évaluation basée sur un bras à 10 degrés de liberté. La tâche est décrite sur la
FIGURE 2. Elle est tirée de (Theodorou et al., 2010), où elle est utilisée pour comparer PI2 à POWER (Kober
& Peters, 2011), NAC (Peters & Schaal, 2008), et REINFORCE (Williams, 1992).
3. path integral
4. Nous abrégeons S(τ i,k) en Si,k .
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FIGURE 2 – Tâche d’évaluation. La ligne grise représente un bras à 10 degrés de liberté de 1m de long,
constitué de 10 segments de 0.1m. A t = 0, le bras est étiré horizontalement. Avant apprentissage (partie
gauche), chaque segment fait un mouvement de type minimum-jerk de 0.5s vers la position finale où le bras
“touche” l’axe des y. La trajectoire de l’effecteur terminal (ligne noire épaisse) ainsi que des snapshots de
la posture du bras à 50Hz (lignes grises fines) sont montrés. L’objectif de cette tâche est de faire en sorte
que l’effecteur terminal traverse le point (0.5,0.5) à t = 0.3s, tout en minimisant les accélérations. La partie
droite montre un exemple de mouvement appris.
L’objectif de cette tâche est exprimé par la fonction de coût dans (24), où a représente les angles artic-
ulaires, x et y les coordonnées de l’effecteur terminal et D = 10 le nombre de degrés de liberté. Le poids
(D + 1 − d) pénalise les degrés de liberté plus proches de l’origine pour rendre compte du fait que les
mouvements éloignés de l’origine sont moins coûteux que ceux qui en sont proches, cf. (Theodorou et al.,
2010).
J(τ t) = δ(t− 0.3) · ((xt − 0.5)2 + (yt − 0.5)2) +
∑D
d=1(D + 1− d)(ät)
2∑D
d=1(D + 1− d)
(24)
Les trajectoires articulaires des 10 segments sont engendrées par une DMP à 10 dimensions, où chaque
dimension possède B = 5 fonctions de base. Les vecteurs de paramètres θ (un vecteur 1×5 pour chacune
des 10 dimensions) sont initialisés en entraînant la DMP avec un mouvement de type minimum-jerk. Durant
l’apprentissage, nous effectuons 10 essais par mise à jour K = 10, où le premier de ces 10 essais est
dépourvu de bruit pour des besoins d’évaluation. Pour PI2, le paramètre d’élistisme est h = 10 ; pour CEM
et CMA-ES c’est Ke = K/2 = 5. Pour les autres paramètres de CMA-ES, nous avons utilisé les valeurs
génériques suggérées dans Hansen & Ostermeier (2001, Table 1). Le bruit d’exploration initial est fixé à
Σ = 104IB=5 pour chaque dimension de la DMP.
3.2 Bruit d’exploration
Une première différence entre CEM/CMA-ES et PI2 réside dans la façon dont le bruit d’exploration est
engendré. Dans CEM et CMA-ES, le temps ne joue aucun rôle, donc un seul vecteur d’exploration θk est
généré à chaque essai. En commande optimale stochastique, dont PI2 dérive, θi représente une commande
motrice au pas de temps i et la stochasticité θi + εi est causée par l’exécution de cette commande dans
l’environnement. Quand on applique PI2 à des DMP, cette stochasticité représente plutôt un bruit contrôlé
pour réaliser l’exploration, que l’algorithme échantillonne à partir de θi ∼ N (θ,Σ). Nous qualifions cette
exploration de « variant en fonction du temps ». Puisque ce bruit d’exploration est sous notre contrôle, il
n’est pas nécessaire de le faire varier à chaque pas de temps. Dans Theodorou et al. (2010) par exemple,
un seul vecteur d’exploration θk est engendré au début d’un essai, et l’exploration n’est appliquée qu’à la
fonction de base de la DMP qui a la plus forte activation. Nous appelons cette exploration « par fonction de
base ». Dans la version la plus simple, appelée exploration « constante », nous échantillonnons θk,i=0 une
fois au début pour i = 0 et nous la gardons inchangée durant l’exécution du mouvement, i.e. θk,i = θk,i=0.
Les courbes d’apprentissage de ces différentes variantes apparaissent sur la FIGURE 3. On conclut que
l’exploration variant en fonction du temps convergence beaucoup plus lentement. Comme l’exploration
constante produit la convergence la plus rapide, c’est celle que nous utilisons dans la suite de l’article.
CMA pour l’A/R direct
FIGURE 3 – Courbes d’apprentissage pour une exploration variant en fonction du temps, par fonction de
base et constante.
3.3 Définition de l’élitisme
La correspondance entre les coûts et les probabilités est différente pour les trois algorithmes. CEM im-
plémente un seuil pour l’élitisme : un échantillon est retenu (Pk = 1/Ke) ou pas (Pk = 0). PI2 considère
plutôt une valeur d’élitisme continue et inversement proportionnelle au coût d’une trajectoire. CMA-ES
utilise une mesure hybride où les échantillons ont une probabilité nulle s’ils ne sont pas dans l’élite, et
une valeur d’élitisme continue et inversement proportionnelle au coût d’une trajectoire s’ils en font par-
tie. Comme indiqué précédemment, les probabilités dans CMA-ES n’ont pas besoin d’être Pk = 1/Ke
comme pour CEM, mais elles peuvent être choisies par l’utilisateur tant que les contraintes
∑Ke
k=1 Pk = 1
et P1 ≥ · · · ≥ PKe sont vérifiées.
Ces différentes correspondances apparaissent sur la FIGURE 4. Une similitude intéressante entre les al-
gorithmes est qu’ils ont tous un paramètre – Ke dans CEM/CMA-ES et h dans PI2 – qui détermine à quel
point la correspondance est élitiste. Des valeurs classiques sont h = 10 et Ke = K/2 (voir FIGURE 4).
FIGURE 4 – En bas à gauche : comparaison des correspondances entre coûts Jk et probabilités Pk pour
PI2 (avec h = {10, 5}) et CEM/CMA-ES (avec Ke = {3, 5}). En haut à droite : les mises à jour des
distributions sont très similaires entre CEM (Ke = 3), CMA-ES (Ke = 5) et PI2 (h = 5).
Les courbes d’apprentissage pour les différents schémas de pondération avec leurs différentes approches
de l’élitisme apparaissent sur la FIGURE 5. Les courbes d’apprentissage moyennes de la FIGURE 5 sont
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toutes très similaires sauf pour CEM avec Ke = 5 et Ke = 7. Cela confirme la conclusion de Hansen &
Ostermeier (2001) selon laquelle choisir ces poids est « relativement secondaire et peut être effectué dans
un large domaine sans perturber l’adaptation » et choisir les poids optimaux pour un problème spécifique
« ne fait qu’accélérer d’un facteur inférieur à 2 » comparé à la pondération de type CEM où tous les poids
sont Pk = 1/Ke. Puisque le choix des poids n’est pas critique, nous utilisons dans ce qui suit la pondération
de PI2 avec h = 10, la valeur par défaut suggérée par Theodorou et al. (2010).
FIGURE 5 – Courbes moyennes d’apprentissage pour les différents schémas de pondération, sur 3 sessions
d’apprentissage. Les intervalles de confiance ont été supprimés pour la lisibilité, mais ils sont similaires à
ceux de la FIGURE 3. L’encart met en évidence la similitude entre CEM (Ke = 3), CMA-ES (Ke = 5) et
PI2 (h = 5).
3.4 Adaptation de la matrice de covariance
Nous étudions à présent la différence la plus intéressante et pertinente entre les trois algorithmes. Dans
CEM/CMA-ES, la moyenne et la covariance de la distribution sont mises à jour, tandis que PI2 ne met à
jour que la moyenne. Cela résulte du fait que, dans PI2, la forme de la matrice de covariance est contrainte
par la relation Σ = λR−1, où R est la matrice (fixée) de coût de contrôle et λ est un paramètre inversement
proportionnel à h. Cette contrainte est nécessaire pour la dérivation mathématique de PI2 (Theodorou et al.,
2010) ; l’intuition sous-jacente est qu’il devrait y avoir moins d’exploration dans les directions où le coût
de contrôle est élevé.
Dans cet article, nous choisissons d’ignorer la contrainte Σ = λR−1 et d’appliquer la mise à jour de la
matrice de covariance dans PI2. Puisque cette mise à jour de la matrice de covariance est calculée à chaque
pas de temps i (17), il est nécessaire de calculer une moyenne sur les pas de temps (19) exactement comme
pour la moyenne θ. Caluler la moyenne des matrices de covariance au cours du temps est possible parce
que 1) toute matrice définie semi-positive est une matrice de covariance et vice versa et 2) une moyenne
pondérée de matrices définies semi-positives est une matrice définie semi-positive (Dattorro, 2011).
Donc, plutôt que d’avoir une matrice de covariance fixée, PI2 adapte à présent Σ sur la base des coûts
observés durant les essais, comme il apparaît sur la FIGURE 4. Ce nouvel algorithme, que nous appelons PI2-
CMA pour « Path Integral Policy Improvement with Matrice De Covariance Adaptation », est décrit dans
la table 1 (en faisant abstraction des indices i = 1 . . . N en rouge dans (7) et en incluant les équations (17)
et (19) en vert). Un deuxième algorithme, PI2-CMAES, s’obtient directement en utilisant la mise à jour plus
sophistiquée de la matrice de covariance de CMA-ES. L’évaluation qui suit met en évidence le principal
avantage de ces algorithmes et compare leur performance.
Sur la FIGURE 6, nous comparons PI2 (où la matrice de covariance est constante 5) avec PI2-CMA (avec
une mise à jour de la matrice de covariance de type CEM) et PI2-CMAES (avec la mise à jour de la matrice
de covariance de CMA-ES). Au départ, la matrice de covariance pour chacun des 10 degrés de liberté
5. Attention à la différence entre 1) exploration constante comme dans la section 3.2, où le vecteur de paramètres échantillonnés
θk ne varie pas au cours du mouvement sur un essai ; 2) matrice de covariance constante, où Σ n’est pas mise à jour durant toute une
session d’apprentissage.
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est fixé à Σinit = λinitI5, où 5 est le nombre de fonctions de base et λinit = {102, 104, 106} détermine
l’amplitude d’exploration initiale. Toutes les expériences réalisent 200 mises à jour, avec K = 20 essais
par mise à jour. Nous utilisons un K plus élevé car, à présent, nous ne calculons plus seulement la mise à
jour de la moyenne des paramètres (un vecteur 1 × 5 pour chaque degré de liberté), mais aussi la matrice
de covariance (une matrice 5 × 5), donc l’information requise à chaque essai pour une mise à jour robuste
est plus importante (Hansen & Ostermeier, 2001). Après chaque mise à jour, un faible bruit d’exploration
est ajouté à la matrice de covariance (Σnew ← Σnew + 102I5) pour éviter une convergence prematurée,
comme suggéré dans Kobilarov (2011); Marin et al. (2011).
FIGURE 6 – Haut : courbes moyennes d’apprentissage avec et sans mise à jour de la matrice de covariance
pour différentes amplitudes de l’exploration initiale, sur 5 sessions d’apprentissage. Bas : évolution de
l’amplitude d’exploration λ au cours de l’apprentisssage. Au départ Σinit = λinitI5 pour chaque degré de
liberté.
Quand les matrices de covariance ne sont pas mises à jour, l’amplitude d’exploration reste constante
durant l’apprentissage, i.e. λ = λinit (labels A dans FIGURE 6), et le comportement de la convergence
est différent pour différentes amplitudes d’exploration λinit = {102, 104, 106}. Pour λinit = 104 nous
avons un bon comportement de convergence B , ce qui n’est pas une coïncidence – cette valeur a été réglée
spécifiquement pour cette tâche, c’est la valeur par défaut utilisée jusqu’ici. Cependant, quand nous fixons
l’amplitude d’exploration à un niveau très bas (λinit = 102), la convergence est beaucoup plus lente C .
Quand l’amplitude d’exploration est fixée à un niveau très élevé (λinit = 106), on obtient une convergence
rapide D . Mais, à cause de la stochasticité importante de l’échantillonnage, on a toujours une variabilité
élevée dans le coût après convergence par comparaison avec un λinit plus faible. Cela apparaît dans l’encart,
où l’axe des y a été amplifié d’un facteur 20 E .
Pour PI2-CMA, donc avec mise à jour de la matrice de covariance, on voit que l’amplitude d’exploration
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λ change au cours du temps (courbe du bas), où λ est calculé à partir des valeurs propres de la matrice
de covariance. Pour λinit = 102, λ augmente rapidement F jusqu’à une valeur maximum, suite à quoi il
diminue et converge vers 102.8 G . Cela vaut aussi pour λinit = 104, mais l’augmentation initiale est moins
rapide H . Pour λinit = 106, λ diminue seulement I , mais converge vers 102.8 comme les autres.
On peut tirer trois conclusions de ces résultats :
1. avec PI2-CMA, la vitesse de convergence dépend beaucoup moins de l’amplitude d’exploration ini-
tiale λinit : après 500 mises à jour, le coût µ ± σ pour PI2-CMA sur tous les λinit est 105 · (8 ± 7),
alors que pour PI2 sans mise à jour de la matrice de covariance, il est de 105 · (35± 43) J .
2. PI2-CMA augmente automatiquement λ si davantage d’exploration peut conduire à une convergence
plus rapide F H .
3. PI2-CMA augmente automatiquement λ une fois que la tâche a été apprise G K .
Il faut noter que 2) et 3) sont des propriétés émergentes de la mise à jour de la matrice de covariance. En
résumé, PI2-CMA est capable de régler automatiquement le compromis exploration/exploitation, indépen-
damment de l’amplitude d’exploration initiale.
C’est une propriété importante, car régler l’amplitude d’exploration manuellement n’est pas facile, le
bon réglage étant fortement dépendant de la tâche. Une contribution principale de cet article est que nous
démontrons comment le recours à la moyenne pondérée par les probabilités pour mettre à jour la matrice
de covariance (tel que cela est réalisé dans CEM) permet à PI2 de régler automatiquement l’amplitude
d’exploration, supprimant ainsi la nécessité de régler manuellement ce paramètre. Les seuls paramètres
restants dans PI2 sontK (le nombre d’essais par mise à jour) et h (le paramètre d’élitisme), mais leur réglage
n’est pas critique, comme l’ont indiqué indépendamment plusieurs groupes de recherche (Theodorou et al.,
2010; Tamosiumaite et al., 2011). Bien qu’un Σ initial doive être fourni, la FIGURE 6 montre qu’avec une
amplitude d’exploration initiale deux ordres de grandeur plus grande ou plus petite qu’une valeur finement
réglée, PI2-CMA converge toujours vers le même coût et la même amplitude d’exploration, avec seulement
des différences mineures dans la vitesse initiale de convergence.
La comparaison entre PI2-CMA et PI2-CMAES montre seulement une petite différence sur la vitesse de
convergence quand l’exploration initiale est faible λinit = 102 L . Cela provient du fait que la mise à jour
de la covariance de CMA-ES est amortie, cf. (21) et (23) ; et les mises à jours sont plus conservatrices que
dans CEM, cf. I and N . Dans nos expériences, PI2-CMAES utilise les paramètres par défaut suggérés
par Hansen & Ostermeier (2001). Nous avons essayé des paramètres différents pour PI2-CMAES, la con-
clusion étant que les meilleurs paramètres sont ceux qui ramènent CMA-ES à CEM, cf. section 2.2. En
général, nous ne prétendons pas que PI2-CMAES surpasse PI2 et Hansen & Ostermeier (2001) conclut lui
aussi qu’il y a des tâches pour lesquelles CMA-ES n’est pas meilleur que des algorithmes plus simples.
Par ailleurs, notre comparaison de PI2-CMAES et PI2-CMA ne permet pas de conclure. Une question
intéressante est de savoir si des fonctions de coûts typiques de tâches robotiques ont des propriétés qui
permettent ou non à CMA-ES de bénéficier des avantages qu’il démontre sur les problèmes d’optimisation
standards plus simples.
4 Travaux apparentés
Puisque CEM est un algorithme très général, il est utilisé dans de nombreux contextes. CEM pour l’op-
timisation de politique a été introduit par Mannor et al. (2003). Bien qu’ils se soient surtout intéressés à la
résolution de petits MDP discrets et finis, ils proposent aussi d’utiliser CEM avec des politiques paramétrées
pour résoudre des MDP à grands espaces d’état.
Szita & Lörincz (2006) utilise CEM pour apprendre la fonction de valeur à Tetris et surpasse des agorithmes
d’A/R de plus de deux ordres de grandeur.
Busoniu et al. (2011) étend ce travail et utilise CEM pour apprendre une politique d’actions discrètes sur
des états continus, où les centres et largeurs des fonctions de base sont mises à jour automatiquement. La
principale différence avec notre travail est que nous utilisons un espace d’actions continues de grande taille
et nous comparons CEM à PI2 et CMA-ES.
CEM a aussi été utilisé combiné avec de la planification de mouvement basées sur des échantillons (Ko-
bilarov, 2011). Un aspect intéressant de ce travail est qu’il utilise un mélange de gaussiennes au lieu d’une
simple distribution pour éviter la convergence prématurée vers un minimum local.
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Marin et al. (2011); Marin & Sigaud (2012) utilisent CEM pour optimiser le contrôleur d’un bras à six
muscles dans un espace à deux dimensions. Le contrôleur est d’abord appris par démonstration avec XCSF,
un algorithme de régression qui combine de nombreux modèles linéaires (Butz & Herbort, 2008), ce qui
implique l’optimisation par CEM d’un vecteur θ très grand.
Heidrich-Meisner & Igel (2008) utilise CMA-ES pour apprendre directement un contrôleur pour un
double pendule inversé.
Une excellente discussion de la relation entre stratégies évolutionnistes et A/R est disponible dans Rück-
stiess et al. (2010), qui réalise des comparaisons empiriques systématiques entre diverses méthodes à base
de gradient issues des deux domaines. Rückstiess et al. (2010) utilise Natural Evolution Strategies (NES),
qui est proche de CMA-ES, pour optimiser des politiques pour un pendule inversé, une station debout
robuste et une saisie de balle. Les résultats sont comparés avec diverses méthodes de gradient telles que
REINFORCE (Williams, 1992) et NAC (Peters & Schaal, 2008). Dans la limite de nos connaissances, notre
article est le premier à comparer directement CMA-ES avec CEM et PI2. De plus, nous utilisons les DMP
comme représentation sous-jacente des politiques que nous optimisons, ce qui 1) nous permet de traiter des
problèmes de plus grande taille, comme l’a montré (Theodorou et al., 2010) ; 2) nous contraint à calculer
des moyennes sur les pas de temps, cf. (18) et (19).
POWER est un autre algorithme récent d’amélioration de politique qui utilise la moyenne pondérée par
les probabilités (Kober & Peters, 2011). Dans POWER, les coûts immédiats doivent se comporter comme
une probabilité impropre, c’est-à-dire que leur somme doit être constante et toujours positive, mais pas
nécessairement égale à 1. En pratique, cela complique la mise au point de la fonction de coût ; par exem-
ple, (24) ne peut pas être utilisée dans POWER. Dans PI2, la fonction de coût n’est pas soumise à cette
contrainte, elle peut être discontinue. Pour une fonction de coût compatible avec POWER et PI2, les deux
algorithmes fonctionnent de façon très similaire (Theodorou et al., 2010).
5 Conclusion
Dans cet article, nous avons reconsidéré l’algorithme PI2, un algorithme de l’état de l’art pour l’amélio-
ration de politiques, à partir de la perspective spécifique de la famille des méthodes qui ont recours à la
moyenne pondérée par les probabilités.
Nous avons discuté les similitudes et les différences entre les algorithmes de cette famille, à savoir PI2,
CMA-ES et CEM. En particulier, nous avons démontré qu’utiliser la moyenne pondérée par les probabil-
ités pour mettre à jour la matrice de covariance, comme cela est fait dans CEM et CMA-ES, permet à PI2
de régler automatiquement l’amplitude d’exploration. L’algorithme résultant, PI2-CMA converge de façon
plus robuste sous des conditions initiales variées et évite à l’utilisateur de régler l’amplitude d’exploration
à la main.
Nos prochains travaux vont consister à appliquer PI2-CMA à des tâches difficiles sur un robot humanoïde,
ce qui devrait réussir étant donné la capacité de PI2 à apprendre des tâches complexes et de grande dimen-
sion sur des robots réels (Tamosiumaite et al., 2011; Stulp et al., 2011).
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