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Abstract
In this paper an Object Learning and Recognition method for a Humanoid is presented. This method tries to take
advantage of the Cloud Resources, since it is based on image web search in order to build training sets for learn about
objects appearance. In case of unavailability of Internet access, the robot would ask human to show the object and take
the images from its camera. This way, our method aims to be a ﬂexible and natural Human-Robot Interaction framework
and to give as much autonomy as possible to the robot.
Keywords: One-class Classiﬁcation, PCA, Object Recognition, Cloud Robotics, Service Robots
1. Introduction
Nowadays, Cloud resources offer a wide range of possibilities in order to acquire information in almost
any topic. For Humans, querying a Search Engine to learn new things has became a common practice.
These search engines are able to return results in many ways: documents, images, news, and other media.
In other words, there is a huge amount of things the humans can learn using the information available on the
Web. This way, it arises the question “What if a robot makes use of Internet in order to learn how objects
look like?”.
By the other hand, one of the main goals of a potential automated use of Cloud resources is avoiding
ambiguity. In the case of this work, and as can be veriﬁed empirically, image query results most of times give
results that are not visually related to the keyword used for the search. As an example, ﬁg. 1 is presented to
show the ﬁrst results of querying Google for the word “mouse”.
In the past few years, the concept of Cloud Robotics has became into a natural framework in which
robots make use of the network and Internet resources, as proposed by Arumugam [1] and Kobayashi [2].
These concepts turn very interesting because the capabilities of the robots can be extended and they may
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Fig. 1. Example of ambiguity in search results using “mouse” as keyword.
begin to be more ﬂexible and more powerful than those that just make use of the on board computer’s
resources.
This work proposes the use of the Google’s Image Search Engine, Appearance based Recognition ap-
proach and a One-Class Classiﬁcation algorithm in order to the robot makes recognition process for a par-
ticular object, and it does not have more information than the object’s name. Main goals on this approach
are to give robot as much autonomy as possible and achieve a more natural Human-Robot Interaction.
2. Related Work
In scenarios like real environments constrained light and pose conditions are rarely achieved, so Model-
Based approaches like Active Shape Models, presented by Cootes [3] are hard to implement, and in some
cases they could be power-processing highly demanding. When handling with service robots, ﬂexibility and
time consumption are factors to take into account. Also, when searching for just one object at a time, classic
data mining techniques need to be altered in order to manage objects that do not belong to the training set,
as we face in this work.
2.1. Feature Extraction for Recognition
Appearance-based systems use Principal Component Analysis (PCA) to extract features from images
and also to reduce data dimensionality in the training data-set. Murase and Nayar [4], and Turk and Pentland
[5] present this approach.
As proposed by Vicente and Ferna´ndez [6], PCA, Independent Component Analysis (ICA) and k-NN
classifying algorithm are used for object recognition over the COIL-100 image database. They show in
their experiments that symmetric images give better recognition results, as large training data-sets reduce
the success rate in classiﬁcation. On the other hand, they reported that using more components from PCA
or ICA increases the success rate.
In [7], Malagon and Fuentes use PCA for pedestrian detection. They proposed using PCA for create
four training data-sets for detect pedestrian by taking a new image in grayscale, extracting edges and then
projecting each of these on the eigenspace of each of the training data-sets. Then, compare pixel-to-pixel
the new images against the training data-sets projections to obtain four differences. Then, a classiﬁcation
value can be established and a classifying criterion is applied.
2.2. One-class classiﬁcation
There are cases in which training data contains only one class examples, as can be found in the work
of Hempstalk [8], El-Yaniv [9], Gesu` [10] and Laparra [11]. One-class classiﬁcation supposes the metric
modiﬁcation to the multi-class algorithms. Such variations are density-based, boundary and reconstruction
methods to ﬁnd a decision threshold.
In [12], Munroe and Madden proposed the use of 1-NNDD for vehicle recognition training just with
one type at a time. The motivation of their work rely on the fact that multi-class classiﬁcation can report
unstable results when classifying instances that do not belong to any class in the training set, while this fact
does not affect the performance in one-class scenario.
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3. Problem Discussion and Approach
As we exposed previously in section I, the goal of this work is to ﬁnd a method for a service robot to learn
an object’s appearance analyzing images downloaded from Internet with the object’s name as the search
keyword. The keyword is the only a priori object’s information the robot has about it. The main assumption
in this scenario is that keyword-based image search returns only one-type object results. However, our
assumption is not valid for all keywords, due to ambiguity, thus a challenge in this scenario is that in many
cases the search results show images non visually-related to the object’s name.
The schematics of our model is presented in ﬁgure 2, where is appreciated how robot can learn about
objects and recognize them from Web images.
Fig. 2. The method we use to learn and recognize objects from web images. It is appreciated how training data-set is created and how
one-class classiﬁcation helps recognizing process.
3.1. Feature Extraction using PCA
For the image feature extraction Principal Component Analysis (PCA) is applied to the training images
and feature vectors are obtained.
Let T be the training set containing the j images from one type of object, downloaded from Internet.
T = {IT1, IT2, ..., IT j}
The average image is calculated by:
Iavg =
1
j
j
∑
i=1
Ii (1)
Now it is possible to apply PCA to the training images. PCA seeks the set of j orthonormal vectors
u which best describes the distribution of the data. The vectors u j and scalars λ j are the eigenvectors and
eigenvalues respectively, of the covariance matrix
C = 1j
j
∑
i=1
ΦΦT
= AAT
(2)
Due to the image is a M by N matrix, the representing vector will be M×N length. We can keep the ﬁrst
j−1, eigenvalues and eigenvectors (from now on “eigenobjects”) instead the M×N pixel positions in each
image vector. This way, the number of variables is greatly reduced. For that, we are going to verify how
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useful each eigenvector is, so we calculate the percentage of accumulated information that the ﬁrst j− 1
eigenvectors provide:
E% =
j
∑
i=1
Φi
∑Φ
(3)
We can consider that E% ≥ 95% is good enough to perform recognition and at this value, we let j′ = i
and keep just the ﬁrst j′ eigenobjects to represent images. Also, this way it is possible to keep some noise
and irrelevant components out of the model. An example extracted from the our experiments is shown in
ﬁgure 3.
Fig. 3. Information percentage per Principal Component or Eigenvector from training for “mugs”. This plot helps understand how the
number of components can be reduced by the accumulated percentage.
Now, every image (Itest ) to be classiﬁed is projected into the eigenspace by this operation:
uTk = Itest − Iavg
k = 1,2, ... j′ (4)
where uTk represents the projected test vector to be compared against training set.
3.2. Recognition using k-NNDD
For classifying, ﬁrst is necessary to segmentate objects in scene. In order to achieve this, the blob
extraction functions provided by cvBlob [13, Carnero] were used. This way, it is possible to create a Region
of Interest (ROI) and then extract it in order to project it over the eigenspace and classify it by k-NNDD.
When the test image is projected into the eigenspace, we apply the k-NNDD algorithm in order to decide
if the image belongs to the objective class. To do so, we ﬁnd the k nearest neighbors for the test image and
apply this criterion:
f (z,NNi(Itest)) =
{
Accept as target d(Itest )d(NNi(Itest )) ≥ 1
Reject d(Itest )d(NNi(Itest )) < 1
(5)
Where:
d(Itest)
d(NNi(Itest))
=
∑ki=1 ‖ NN1(Itest)−NNi(NN1(Itest)) ‖
∑ki=1 ‖ Itest −NNi(Itest) ‖
(6)
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4. Experiments and Results
This section presents the results of training the method on the robot. We used images from Internet
belonging to mugs, bottles, books, phones and computer mice. We used training sets composed of 20
images of each object. Test sets where every 100 frames from the camera, in order to measure the method’s
performance.
As mentioned above, the scene on camera must be segmented. In order to do segmentation, we ﬁrst
convert the frame into grayscale, blur it to minimize the shadows and then use adaptive gaussian threshold
to ﬁnd edges. Once edges are detected, cvBlob library can ﬁnd the ROI where objects are present. These
ROI are extracted and passed to k-NNDD for recognition task. The segmentation process can be appreciated
on ﬁgure 4.
Fig. 4. Segmentation process. bottom-right: The grayscale-blurred frame. Bottom-left: Object edges. Top-left: The Blobs found.
Top-right: ROI found in scene.
After found, ROI have to meet some aspect ratio restrictions. These are calculated from the training set
and when a new ROI is found these restrictions are veriﬁed. Also, any ROI with area < 1500 are rejected,
since they are too small to be taken into classiﬁcation. Resolution used in experiments was 320× 240 px.
The output from the classiﬁer for each of the considered objects is shown in ﬁgure 5.
Fig. 5. The output from our method when training for: a) Mugs, b) Bottles, c) Books, d) Phones and, e) Computer Mouse.
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In ﬁgure 6 it can be appreciated how our method only recognizes the objects it was trained for. In this
example, the method was trained for mugs and only them are positive output. And it is noticeable that color
is not a restriction, since this method is appearance-based.
Fig. 6. The method trained for mugs, and with other objects in the scene. Only mugs are recognized.
The confusion matrix is presented in table 1. In the case of training for books, all telephones were
misrecognized. This is because the shape of a book can easily been confused with the shape of the phone
we use to test, as can be appreciated in ﬁgure 5. In case of training for telephones, there was not confusion,
because phone components as buttons, wire, screen and others made a training set with more discriminating
characteristics than books, giving a better performance.
Table 1. The confusion matrix from testing our method.
Test
Train Mug Bottle Book Phone Mouse
Mug 500 0 3 0 0
Bottle 0 500 0 0 0
Book 0 0 500 0 5
Phone 0 0 500 500 0
Mouse 0 0 0 0 493
Finally, the plot in ﬁgure 7 shows the average performance of the method we present. It is interesting to
notice that a high performance is achieved even with a reduce number of images in the training sets.
Fig. 7. Our method’s average percentage performance for the whole set of objects tested
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5. Conclusions and Future Work
We have presented in this paper, a method that provides to a service robot a ﬂexible framework for learn-
ing and recognizing objects, thus without the needing of creating models for each one of them. As robot
autonomy is an important subject in Human-Robot Interaction, using cloud resources such as Google’s im-
age searching engine and its huge storage capacity, becomes a viable option in order to save robot resources.
The method also use PCA technique in order to reduce data dimensionality and then store the information
needed to recognize the objects.
Also, we have presented the basis of a bigger architecture that presents different layers of data distri-
bution. So the request for information is performed in four levels: First level data is locally retrieved from
the robot itself, if robot does not have any information, the second level consists in collect information from
other robots in the local network. If no partners available, in the third level data is acquired from the cloud,
and ﬁnally from human by requesting the object to be shown.
The fact of ﬁnding the images we used for experiments over the Internet makes us conclude that it
is possible to create the training set for many objects the robot needs to learn, but as we mentioned in
Introduction section, ambiguity is a subject that has to be taken into account. In order to reduce it, we
consider in future the integration of techniques like presented by Pen˜aloza et. al. [14] so in this way we
can ﬁlter the downloaded images and keep only those which are more visually-related to the meaning of the
keyword and those which show the real object.
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