A major obstacle to the three dimensional approach in Positron Emission Tomography is the time required to compute the reconstruction. The bulk of computations for no matter which algorithm is chosen is backprojection. This paper describes a possible architecture capable of supporting the scanner data rate while performing backprojection on an event by event basis. The architecture matches an event by event algorithm that allows to exploit parallelism and pipelining to reduce the computational burden ; it appears extremely suitable for Backprojection Filtering reconstruction algorithms. * Work supported in part by the Italian National Research Council (CNR) under grant n.94.00625.CT11 I. INTRODUCTION Positron Emission Tomography (PET) is an imaging technique that reconstructs the distribution of a positron emitting tracer injected into a patient body [1, 2] .
I. INTRODUCTION Positron Emission Tomography (PET) is an imaging technique that reconstructs the distribution of a positron emitting tracer injected into a patient body [1, 2] .
A PET scanner is typically based on multiple rings of some hundreds of photo-multiplier tubes able to detect photon pairs produced by the annihilation process of the positron emitting tracer. First generations PET scanners were endowed of septa that prevented detection of annihilation events on photo-tubes placed on different rings. In recent years PET scanners have been designed and produced to allow image reconstruction using three-dimensional (3D) mode of operation. 3D mode makes a far better use of the available photon flux, that has been shown to provide a noteworthy increase in sensitivity [3, 4] , and it allows to drastically reduce injected tracer doses. Unfortunately 3D mode has some major drawbacks; the scatter fraction increases, the system cannot be considered space invariant anymore, the large amount of additional data dramatically increase the computational burden.
Currently the limits that prevent a wider diffusion of the 3D approach, especially in the routine clinical use, are the extensive computational requirements needed for a 3D reconstruction, and the time to obtain reconstructed images. Typical 3D reconstruction algorithms may take hours on general purpose workstations [5, 6] . The increase in computational power of recent machines has been impressive, yet the new generations of commercial PET scanners have a comparable growth in complexity (i.e. number of detectors and rings). Commercial 3D data reconstruction systems used for last generation scanners are based on boards embedding a large amount of RAM and powerful DSPs. As an example the Siemens/CTI ECAT EXACT HR [7] is endowed of one FORCE Sparc 2 board endowed of two VME CSPI Sc-4 Supercards with four i860 processors, 64 MBytes of memory each and 320 MFLOPS. An optimized and simplified version of the reconstruction algorithm on this system takes about 8 minutes, starting reconstruction after the end of data acquisition, and yet it is not enough for medical goal considering that the whole patient scan takes about five minutes, and this technique cannot provide any dynamic information. The enormous amount of data generated by a PET scanner has actually oriented researchers and manufacturers on off-line reconstruction, so the standard approach is first to collect the whole data set and then to start the reconstruction.
As in a number of imaging systems where reconstruction is performed from projections, the main steps in 3D PET imaging are backprojection and filtering. The two steps are, or may be considered, linear and consequently the order of the two steps can be in theory reversed [8] . There are consequently two types of reconstruction algorithms, the Filtered Backprojection (FBP), and the Backprojection Filtering (BpjF).
The FBP algorithm, in its various versions, basically requires firstly the two-dimensional (2D) filtering of projections and the subsequent backprojection of the modified projections on the object space [5, 9, 10] .
The BpjF algorithm, on the other hand, is based on a priori backprojection on 3D object space and subsequent 3D filtering in order to remove the distortions [11, 12] .
The bulk of computations in 3D algorithms, no matter which one is chosen, involve backprojection, and various solutions have been proposed to speed-up this stage [3, [13] [14] [15] .
BpjF calls for a real-time reconstruction: the events are randomly detected one at a time, and this makes an event by event backprojection feasible ; the number of coincidence channels is large compared with the number of detected events, and each projection has a poor statistics, thus, as the filtering is a noise amplification process, it might result better to average data by back-projecting before filtering, although this requires a subsequent 3D filtering [12] . The problem is that the amount of data a 3D backprojection generates presents one challenge to a real-time reconstruction architecture, and parallelism and pipelining have to be exploited to distribute the large processing load. This paper presents the system design of one possible hardware architecture supporting an event-by-event real-time 3D backprojection. The smaller computational burden of filtering is not discussed in detail and it may adequately be supported on general purpose workstations. Data used in our simulations were acquired from a Siemens/CTI ECAT 953B [5] .
II. THE BASICS OF BPJF RECONSTRUCTION
The annihilation of a positron provides two photons emitted in opposite directions along a straight line. The detection of the two photons allows to identify the direction of the emission, and consequently a Line of Response (LOR). If we consider the number of annihilating pairs along the line we obtain the line integral of the distribution along that direction.
It is then possible to consider the following formulation of the reconstruction problem [16] :
where V xyz represents the data obtained by backprojection, D ijk is the unknown distribution, and G |i-x||j-y||k-z| is the pulse response function. The 3D BpjF reconstruction procedure can then be implemented by backprojecting resulting LORs onto a three dimensional volume of interest that is partitioned into voxels (volume pixels) by adding to each voxel intercepted by the LOR the proper contribution, i.e. chord value, and subsequently apply a 3D filtering for distortions removal. The problem is that doing this in real-time requires the processing of approximately a couple of hundreds voxels for every LOR in the mean time between two events. A further problem is that the geometry of the imaging system is a truncated cylinder, and the data outside the acceptance angles of the scanner cannot be measured [1] . It becomes necessary to provide additional information to correct for the missing data in order to consider the whole data set complete, and consequently space invariant.
In section VI it is shown that a dramatic reduction of the processing, and parallelism exploitation, can be obtained storing data relative to the system geometry instead of computing them each time while symmetries in the structure of the scanner and of the Volume of Interest can be used to drastically reduce the amount of stored data.
III. PROPOSED METHOD
We evaluated various algorithms in literature and concentrated our attention on the papers in references 8 and 17 where an event by event approach is also considered. The approach to 3D backprojection we used is in theory extremely simple and it is hereafter briefly described.
Let us consider a multi-ring scanner and its Volume of Interest divided into a three-dimensional matrix of voxels.
Let x i be a binary value that specifies a detector, N the maximum number of voxels intercepted by any LOR, and let (x i , x j ) be an ordered couple identifying a LOR with (x i , x j ) ∈ I, where I is the set of all possible detectors couples.
Let T k be the Boolean transformations T k : I → Y, where Y is the set of chord values obtained by the intersection of any LOR with the matrix of voxels.
Furthermore let P be a Boolean transformation P : I → V N where V is a set of voxel variables ( a voxel variable contains the updated intensity value of that voxel); we can then define:
For each true detected event it follows that a couple (x t , x p ) ∈ I can be defined and the following values computed: A further correction factor β for each voxel, that is inversely proportional to the number of different LORs that cross a voxel, has to be multiplied for each voxel value.
A detailed description of the α and β correction factors is provided in the appendix.
IV. THE ARCHITECTURE The system architecture of our 3D PET event-by-event system matches , as far as possible, the approach above discussed. Boolean transformations previously defined have been obtained with a proper addressing of RAM memories. The hardware organization shown in figure 1 reflects the sequence of computation steps. The main blocks of the architecture are: 1) a coincidence detector, 2) a First In First Out (FIFO) buffer, 3) an address generator, 4) two blocks of memories, namely the voxel memories and the chord memories, and 5) a parallel processor.
The coincidence detector is a device typical of PET scanners; it receives coincidence data from the detectors and provides two binary words identifying the LOR. Current technology coincidence detectors are able to provide a coincidence every 256 ns. The average coincidence rate has been measured to be approximately 4 µs for state-of-art scanners [7] . The FIFO buffer queues data provided by the coincidence detector to prevent data overload due to peaks in the generation of events. Coincidence values are passed to the address generator. The address generator module shown in figure 2 consists of two memories, namely the pre-mapping and the mapping memories, and an arithmetic and logical block for data manipulation.
The pre-mapping memory stores a record for each LOR; it is addressed by coincidence data identifying the LOR and produces two binary strings. The first one is broadcast to all chord memories, to the α factors memory, and to the mapping memory, while the other is fed to the arithmetic and logical block. The mapping memory provides a string that is manipulated by this block to supply the set of addresses of the voxel memories. The voxel memories consist of two sets of RAM memories; each memory has a number of locations equal to the number of voxels cut by either a vertical or a horizontal slice (in our case study 128*31); the Volume of Interest is mapped into memories as a sequence of slices of voxels cut along x and y directions, respectively. This organization was chosen as it allows a convenient arrangement of memory accesses; it can be observed that in this way, the processing of any LOR requires at most three accesses to each memory slice [18, 19] . Although such an approach results in a redundancy in terms of memory size it avoids a large number of sequential accesses, and hence I/O bottlenecks [19] .
The chord memories management is hereafter described; we refer to an extremely simplified situation where a scanner with two rings of 500 mm diameter, with 24 detectors each, is considered; the Region of Interest (ROI) is divided into a matrix of 8*8*3 voxels with dimensions of 80*80*30 mm 3 . In a preliminary stage all possible LORs and their corresponding set of chords (depending on the scanner geometry) are computed and stored via software; the pre-calculus software tool sequentially evaluates one LOR at a time, computes its chord set, compares it with the others already computed and stored; whenever a set already determined is processed the new set is not stored, but an index is associated to the former set. It is then possible to have two types of LORs and corresponding chord set, the parent and the sons.
At the end of this stage two tables will be available, the first one will store the addresses of all son LORs and an entry to the corresponding parent LOR, see table I, while the second one will store the chord set of all parent LORs, see table II. The software tool also computes the coordinates of the intercepted voxels and associates an address to each voxel. From the knowledge of these data it is possible to describe the previously defined T transformations with a proper indirect-addressing of N RAM memories as it is here described: -each RAM is, in sequence, initialized with the data of each column of table II; -the pre-mapping memory of the address generator, that contains an entry for any LOR, is initialized so that each parent LOR and all its son LORs store the same address; -whenever an entry corresponding to the indexes of a couple of detectors is provided to the pre-mapping memory it will provide an address that can be broadcast to all memory banks; -each memory bank will provide the data stored, corresponding to the chord value. Figure 3 shows an example schematic diagram of the chord memory organization. It can be pointed out that, thanks to the symmetric geometry of the system, although the number of LORs is 144 just 13 have different chord sets so each memory bank would store just 13 values, with over 90% reduction.
The parallel processor that receives input data provided by the voxel and chord memories, respectively, is conceived as a linear array of bit-serial Processing Elements (PEs) working in Single Instruction Multiple Data (SIMD) mode. Each PE performs one of the multiply and add operation in (4); a possible scheme of a PE is sketched in figure 4 . The parallel processor includes a number of PEs equal to the maximum number of voxels intercepted by a LOR.
V. HARDWARE COMPLEXITY AND PERFORMANCE EVALUATION
The complexity of the architecture is hereafter described with reference to a 953 B scanner where: Nr (Number of rings) = 16 ;Nd (Number of detectors on a ring) = 384; Nf (Number of detectors on a ring within the field of view) = 160; Matrix of voxels of 128*128*31; Nl (Number of LORs) = Nd*Nr*Nf*Nr/2 = 7864320; Np (Number of parent LORs) = 122896; N (max. number of voxels intercepted by a LOR) = 263.
The pre-mapping memory requires Nl*(17 + 8) bits ≈ 25 MBytes, the mapping memory requires Np * (12 *3*128) bits ≈ 70 MBytes, the memories for storing the voxel variables require 2 *(128*128*31)*L ≈ 1* L MBytes, while the memories storing the chord values require N*Np*L ≈ 32* L Mbytes, where L is the number of bytes allocated for a single value. We also have to consider the memories storing the correction values, that require Np*L and 0.5*L MBytes, respectively.
Assuming L=2, the total memory requirements are then approximately 161 MBytes; the parallel processor requires, considering tentatively a reference implementation in 1 µm CMOS ES2 standard cell technology, approximately 750 Ktransistors and a core area occupation of 73.8 mm 2 . It should anyway be considered that an implementation within a single IC may need non-standard packages due to the number of I/O pins.
As it has been previously hinted a real-time event-by-event reconstruction has to deal with a lower limit of 4 µs (mean time between events). The longest path is clearly the one that starts with voxel memories addressing, produces voxel current values, updates them with a multiply and add operation, and stores them back into the same memory location. Considering a fixed point architecture a safe value for the number of bytes allocated for a single value would be L=2. We can assume that memories have a 120 ns access time while PEs are bitserial and use a 33 ns clock cycle. An approximate evaluation leads to a conservative time delay T ≤ 2µs. Although admittedly approximate, however it clearly shows that the implementation of the architecture could keep up with state-of-art scanner data rates. An equally rough, yet conservative, esteem leads to a cost comparable with current processing apparatus (~ 100 K USD) for a small (50 pieces) production series.
VI. SIMULATIONS
We developed a software package that simulates the functional behavior of the architecture. The software implements the operating mode of the architecture precisely although it uses some simplifications that do not affect its functionality. The main one is due to the data format currently available from the scanner so the present version of the software simulates data logging from the scanner acquiring coincidences from unfiltered corrected for attenuation histogrammed data.
All the values used by the simulator, and stored within its various tables, depend on the system geometry and so they were pre-computed using a suitable software tool. For the same reason a matrix Β (dimensioned as the voxels matrix) with all β correction factors was pre-computed, too.
The simulator was firstly tested on synthetic data and later used to reconstruct images using an actual complete data set from a 953B scanner, the line source phantom multi_151292_3dem1. Figure 5 shows a comparison between three sets of images. The first set is made with images reconstructed using a standard offline 3D FBP algorithm, the second and third ones were reconstructed using the simulator. The third one was filtered using a commercial tool with a standard 2D Hanning window only in order to partially deblur it; the correct processing procedure would have been a complete 3D filtering with an adequate filter on the volume, but this was beyond the scope of this work. Figure 6 shows comparative intensity diagrams of a single line within a 2D slice. The FBP and the event by event BpjF diagrams appear comparable although the image quality could be improved with a more accurate filtering.
VII. CONCLUSIONS Clinical routine use of the innovative 3D approach could be exploited if real-time imaging was implemented. The major obstacle to 3D reconstruction is the amount of computations needed to back-project data. This article discussed a possible hardware architecture capable of real-time performances on an eventby-event basis using a proper data management. Furthermore it should be considered that although our system claims for a VLSI implementation, new off-the-shelf solutions may also implement it. Its structure in fact appears modular enough to support alternative approaches.
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APPENDIX
The methodology used in our work was derived from the work of Clack at al. [8] . It presented a method that implements the corrections for missing lines in a single step. With reference to that work the analytical expression for each image point reconstruction is the following one:
where
and
N is here the number of detector couples arranged in a cylindrical geometry. From expression (1) it can be derived the analytical expression for the two missing lines correction factors:
The first factor is relative to each LOR and it must be applied before back-projecting it, the second one is relative to each image. Our method corrects reconstructed image for missing lines computing (4') in a analytical way and estimating with a software tool (4'') values. In a more detailed way, starting from the detectors couple (t,p) identifying each LOR, the ( Θ , Φ ) coordinates are obtained, and the (4') value is computed. Then each chord value of the LOR chord set can be corrected by multiplication. The (4'') factor is inversely proportional to all projections that cross each reconstructed image point, so we do not compute it in analytical way, but we estimate it. The software tool that provides the (4'') factor for each image point a priori performs the backprojection of all LORs within the field of view of the scanner . Table II LIST OF CAPTIONS 
