A link diagram is said to be lune-free if, when viewed as a 4-regular plane graph it does not have multiple edges between any pair of nodes. We prove that any colored link diagram is equivalent to a colored lune-free diagram with the same number of colors. Thus any colored link diagram with a minimum number of colors (known as a minimal diagram) is equivalent to a colored lune-free diagram with that same number of colors. We call the passage from a link diagram to an equivalent lune-free diagram its delunification process.
Introduction.
In this article we consider Fox colorings of link diagrams [3] and their minimality properties. A Fox coloring is a labeling of the arcs of the link diagram with elements of the integers modulo m for an appropriate modulus m. Such colorings can be regarded as labelings in a quandle with operation a * b = 2b − a, and are related to properties of the classical double-branched covering space with branch set that knot or link. There are many minimality questions about such colorings, since it is often the case that, for a given diagram, not all m elements of the modular arithmetic are needed to color that diagram. Thus we consider the minimum coloring number of a knot or link to be the least number of colors that suffice to produce a non-trivial coloring (among all possible diagrams for the link) in a given modulus m, notation, mincol m L, for a link or knot L.
A link diagram is said to be lune-free if it does not have any two-sided regions [7] . An equivalent term for lune-free is to say that the underlying flat diagram is a Conway polyhedron. This terminology originated with J. H. Conway's paper [4] in which he used a few basic polyhedra and insertions of rational diagrams in them, to produce the complete tables of knots up through ten crossings. Since that time it has been recognized that lune-free diagrams form a core structure for the class of all link diagrams.
In this article we prove that if a link, L, admits a non-trivial coloring modulo a positive integer m, then there is a lune-free diagram of this link which supports such a non-trivial coloring using the minimum number of colors, mincol m L. This is the consequence of the Main Lemma that we prove below which shows that a colored lune is eliminated by a given finite sequence of colored Reidemeister moves which preserves the number of colors. Since for any link, L, admitting non-trivial colorings mod m, there is a diagram supporting a non-trivial coloring using the mincol m L colors, then if this diagram is not a lune-free diagram, we can use the finite sequence of moves described in the Main Lemma to obtain a lune-free diagram of L using mincol m L. It entails another interesting result: any link can be represented by a lune-free diagram. We call this passage from a link diagram to an equivalent lune-free diagram the delunification process. Theorem 1.1. Let m be a positive integer greater than 1. Let L be a link admitting non-trivial mcolorings. There is a lune-free diagram of L which supports a non-trivial m-coloring using the least number of colors, mincol m L.
The proof of Theorem 1.1 is an immediate consequence of the Main Lemma (Lemma 2.1) which is proved below in Section 2.
The relevance of the existence of lune-free diagrams supporting minimal colorings is that we may search for minimum number of colors in the smaller subclass of lune-free diagrams. Also, due to their rigidity, it is easier to list the lune-free diagrams of a given number of crossings than to list all the diagrams for this number of crossings.
The study of minimum number of colors initiated with the article [8] , and was carried on in a number of other articles where the authors try to obtain estimates for the minimum number of colors for links of specific families ( [11, 12, 18] ), or try to prove that links admitting non-trivial colorings on a given modulus all have the same minimum number of colors. The latter statement is in fact the case for moduli 2, 3, 5, and 7 ([23, 20, 22, 17] ). Moreover, for each of these moduli, there is a specific set of colors, whose cardinality is the minimum number of colors for the modulus at stake, with which such a minimal coloring can be assembled. But in [16] it is proved that at p = 11 this pattern breaks down. Specifically, knots 6 2 and 7 2 both admitting non-trivial 11-colorings, require distinct sets of colors in order to assemble minimal 11-colorings. Although the cardinality of these minimal sets of colors is 5 for both 6 2 and for 7 2 , this raises the following question. Does the minimum number of colors depend exclusively on the modulus at stake? That is to say, are there distinct knots (or links), L and L ′ , both admitting non-trivial p-colorings but such that mincol p L = mincol p L ′ ? These questions led us to trying to determine minimum number of colors for moduli higher than 7 which in turn gave rise to the current article.
Remark We warn the reader that any link in this article is considered to have non-null determinant. As a matter of fact, links with null determinant admit non-trivial colorings on any modulus. We therefore think of them as forming a special class of links which we plan on addressing in a separate article.
We remark that most of the results of this article and the new definitions go over to the class of virtual knots [10] . Coloring is defined for virtual knots in the same way as we have defined it in this article (by a relation at each classical crossing). Virtual crossings do not entail an extra coloring relation. We define a lune in a virtual diagram to be a region in that diagram with two sides, whose crossings are both classical. Then it is clear that our methods for delunification apply for virtual diagrams, since they use local modifications that are not affected by the presence of virtual crossings. Examples and consequences of these remarks for virtual knot theory will be the subject of a separate paper.
The article is organized as follows. In Section 2 we show how to obtain a lune-free diagram from a diagram equipped with a non-trivial coloring, while preserving the number of colors. Colors apart, this is the delunification process of a diagram. We also explore different ways of delunifying diagrams and estimate the excess of crossings that each one brings about. This in turn leads us to defining three new notions of crossing numbers. In Section 3 we introduce the notion of grey sets in order to obtain higher lower bounds for the minimum number of colors and calculate these higher lower bounds for prime moduli through 43. In Section 4 we discuss the algorithms employed in the listing of the lune-free diagrams and present tables with the values obtained for the minimum number of colors, and for the distinct minimum number of crossings.
2 The delunification process and minimal diagrams.
We start by defining a few notions which will simplify the statements of our results. A k-Tassel is a portion of D which is isotopic on the plane to σ k 1 where k is a non-null integer and σ 1 is a generator of the braid group corresponding to the second strand going over the first strand. (The k-will be dropped whenever it is not meaningful or it is clear from context.)
A Maximal Tassel is a Tassel which is not part of a larger Tassel At this point the following remarks seem to be in order. A maximal k-tassel involves k − 1 consecutive lunes. Figure 5 describes a technique for eliminating 3 consecutive lunes; Figure 4 is an application of this technique to eliminating 2 consecutive lunes. Figure 7 describes a technique for eliminating 5 consecutive lunes; Figure 6 is an application of this technique to eliminating 4 consecutive lunes. • 6k if n = 6k;
• 6k + 4 if n = 6k + 1, or n = 6k + 2;
• 6k + 5
if n = 6k + 3, or n = 6k + 4;
• 6k + 6 if n = 6k + 5.
Proof. n = 6k + k ′ for positive k ≥ 1 and 0 ≤ k ′ < 6. If n = 6k then each sub-tassel σ 
Review of the Teneva Game ([12]).
Proposition 2.2 below presents a different delunification of a maximal tassel. It is based on a procedure for breaking down braid-closed tassels i.e., torus links of type (2, n), in order to estimate the minimum number of colors they admit modulo their determinant (which is n, the number of crossings of the tassel at stake). This procedure is called the Teneva Game ( [12] ) and the effect of one iteration of it is called a Teneva transformation. Roughly speaking, a Teneva transformation is a finite sequence of colored Reidemeister moves which splits σ 2k+1 1
) and reduces the number of colors to roughly half the original number of colors. A Teneva transformation is illustrated in Figure 8 for odd n = 5 (left-hand side) and for even n = 6 (right-hand side). We remark that although the Teneva Game was conceived for a task which a priori had nothing to do with delunification, it helps in the delunification process of a tassel. At the end of the Teneva Game we only have maximal tassels of the sort σ 1 , which can then be dealt with with the methods described in the Main Lemma 2.1 or in Lemma 2.2. It thus seemed relevant to ascertain which of these two methods brings about more crossings. The two methods we refer to are (i) the systematic use of the methods described in Corollary 2.2, and (ii) the use of the Teneva Game first and eventually the use of the methods in the Main Lemma 2.1 or in Lemma 2.2 to deal with the remaining σ
In the set-up of the Teneva Game, the following definitions are relevant. Given a positive integer n ≥ 5, we define its Sequence of Lower Halves, notation LH(n), to be the sequence of iterates of the map lh(. . . ) on n. Its last term is the first iterate to lie in the set {2, 3, 4}. For instance, LH(5) = (2), LH(6) = (3), LH(7) = (3), LH(8) = 4, LH(9) = 4, LH(10) = (5, 2), LH(11) = (5, 2), etc (more such calculations at the end of Section 3).
Furthermore, given a positive integer n, we define l n to be the number of entries in LH(n), and call it the length of the sequence of lower halves of n; and we define t n to be the last entry of LH(n) (necessarily t n ∈ {2, 3, 4}), and call it the tail of the sequence of lower halves of n.
We now state the main result of the Teneva Game which will be useful below in Section 3.
with l p , and t p as defined in Definition 2.4.
Another result from [12] which will be useful below when comparing the two delunification processes is the following.
Proposition 2.1.
[12] Given a positive integer n, consider its 2-adic expansion:
2. If e 1 − e 2 = 2 then l n = e 1 − 1 and t n = 2 3. If e 1 − e 2 > 2 then l n = e 1 − 2 and t n = 4
with l n and t n as defined in Definition 2.4.
An alternative delunification process based on the Teneva Game.
We now give an alternative delunification of a maximal tassel along with an estimate of the extra crossings it brings about. Proof. A Teneva transformation consists of one type I Reidemeister move, producing one crossing, followed by a number of type III Reidemeister moves, see Figure 8 . Thus, each Teneva transformation introduces, per se, one extra crossing, associated with the performance of the type I Reidemeister move. We assume we are dealing with a maximal n-tassel for which we set l = l n . When this tassel undergoes the Teneva Game it picks up 2 k−1 crossings at the k − th sequence of Teneva transformations (one crossing per type I Reidemeister move performed at this k − th step of the Teneva Game). The overall increase in the number of crossings is then
Then we have to address the maximal tassels left over in the last step of the Teneva game. These are of the sort σ 1 's at this last step, the increase in the number of crossings is 5 · 2 l , leaning on Lemma 2.2. Otherwise the upper bound in the increase of crossings at this last step is 8 · 2
l . Adding to these the number of crossings introduced before the end of the game, 2 l − 1, we obtain the results in the statement. The proof is concluded.
Comparing the two delunification processes.
We now compare the approaches described by Corollary 2.2 and Proposition 2.2 to see which one of them increases the least the number of crossings. Since each one of them resorts to a different parameter to express the results we have to express these parameters in terms of a common one. Specifically, if we are dealing with a maximal n-tassel with n = 6k + k ′ , then Corollary 2.2 expresses results in terms of k whereas Proposition 2.2 does this in terms of l = l 6k+k ′ . We will then write down the dyadic expansion of k and from it extract information on the dyadic expansion of 6k + k ′ and on l 6k+k ′ . This will allow us to rewrite the results of Corollary 2.2 and Proposition 2.2 in terms of k. Proposition 2.3. The approach described in Corollary 2.2 gives rise to less crossings than the approach described in Proposition 2.2. Thus the approach using the Teneva game gives rise to more crossings than the other one.
Proof. We let n stand for the number of crossings of the maximal tassel under study, with n ≥ 12, the other cases being left for the reader. We write n = 6k + k ′ with k, k ′ positive integers and 0 ≤ k ′ < 6. We will prove that the difference between the situation where the least number of crossings are created leaning on Proposition 2.2, 6 · 2 l 6k+k ′ − 1, and the situation where more crossings are created leaning on Corollary 2.2, 6k + 6, is always non-negative. This amounts to proving that 2
be the dyadic expansion of k. The proof will be split into different instances.
• If N k = 1 i.e., k = 2 e , then
and since 2 + e − (1 + e) = 1 then l 6k+k ′ = 2 + e − 1 = 1 + e, according to Proposition 2.1. Then
• We now assume N k ≥ 2, such that 1 ≤ e 1 −e 2 ≤ 2 and {e N k , . . . , e 2 , e 1 } {0, 1, 2, . . . e 1 −2, e 1 −1, e 1 }
The latter condition implies that
On the other hand
• We now assume e 1 − e 2 > 2. We remark that this implies that {e N k , . . . , e 2 , e 1 } {0, 1, 2, . . . e 1 − 2, e 1 − 1, e 1 }.
and then
and so 2
This concludes the proof.
We remark that when choosing the Teneva Game for the delunification process it is perhaps not wise to perform the game to the end. For instance, if the last tassels are σ ±2 1 each of them will contribute with 8 extra crossings to the delunification process. Had we stopped at the previous step, then the last tassels would have been σ ±6 1 or σ ±5 1 and each of these would have contributed with only 6 extra crossings to the delunification process. We then propose to use what we call the Truncated Teneva Game which we now describe. We set out to perform a regular Teneva Game on the maximal tassel under study but after the performance of a set of Teneva transformations we take the resulting tassels as the final tassels and use Corollary 2.2 to calculate the number of extra crossings thus obtained. We then ascertain whether it is worth it to carry on the Teneva Game or not. If it is not we stop the Teneva Game here. At the time of writing we do not if it is better to use the Truncated Teneva Game.
At this point it becomes clear that minimizing the number of crossings is another issue in the delunification process. We now introduce the relevant definitions for dealing with this. Figure 15 , as a result of listing all the lune-free diagrams with 8 crossings, it is shown that LF C (figure 8) = 8 (cf. Figure 10 ). Figure 9 : Illustrating Definitions 2.5, 2.6, and 2.7: LF C (trefoil) = 8 = LF C 3 (trefoil), using the result in [7] stating that no lune-free diagram has less than 8 crossings. Clearly, C 3 (trefoil) = 3 3 Lower bounds on the minimum number of colors: a theory of "Grey Sets".
Consider a positive integer m > 2 and assume L is a link admitting non-trivial m-colorings. In order to ascertain if some integer equals mincol m L it is useful to know a lower bound for the minimum number of colors on that modulus. Things are fairly simple for the prime moduli up to 7 because we know which are the corresponding minimum number of colors. On the other hand, for larger primes, we suspect that the coloring structure is more complex as for instance there being distinct links admitting non-trivial p-colorings with distinct minimum numbers of colors. Thus the knowledge of lower bounds on numbers of colors is helpful because the upper bounds are automatically set once we (non-trivially) color a diagram of the link at stake, and in the case of alternating knots of prime determinant, once we know their crossing numbers ( [8, 19] ).
It is in this set up that we introduce the grey sets, after recalling the notion of m-coloring automorphism ( [6, 5] ). An m-coloring automorphism is a bijection of the integers modulo m, Z/mZ, such that for any
where, for any x, y ∈ Z x * y := 2y − x.
Furthermore, any m-coloring automorphism is of the form f (x) = µx + λ where µ is a unit from Z/mZ, and λ is any element from Z/mZ. Proof. The first statement is clear since an m automorphism preserves the * operation. For the proof of the second statement, assume (c i ) i=1,...,n ⊂ {0, 1, 2, . . . , k} mod m. Then the sum of any two colors from this set, or twice any color from this set is strictly less than 2k + 1. This means that any coloring condition satisfied by elements from this set, say c si + c sj = 2c s l , is true modulo any integer. This is absurd since as remarked in the introduction we only work with links of non-null determinant.
The material developing Definition 3.1 into Proposition 3.1 and other results is found in [6] . We are now ready to define Grey Sets. Let S be a subset of the integers modulo p. S is called a Grey Set (or p-Grey Set, when there is need to emphasize the modulus) if there is a p-coloring automorphism, f , such that
That is, a non-trivial p-coloring cannot be assembled with the colors from a p-grey set alone.
Lemma 3.1 proves this is not a vacuous notion.
Lemma 3.1. Let p(= 2k + 1) be an odd prime. If p ≥ 3 (respect., p ≥ 5) then a set with at most two (respect., at most three) elements modulo p is a p-grey set.
Proof. The strategy of the proof is to find p-coloring automorphisms which alone or composed will map the potential coloring set into {0, 1, 2, . . . , k}. Then Proposition 3.1 implies that this set cannot be a coloring set concluding the proof. We will let S denote the potential coloring set. We first consider the p ≥ 3 instance. Let S = {a} be the set described in the statement. Then f (S) = {0} with f (x) = x − a.
Let S = {a, b} be the subset described in the statement with 0 ≤ a < b < p. Then g(S) = {0, 1} with
We now let p ≥ 5 and note that the possibilities for the cardinality of S to be 2 or 3 have already been contemplated. Let then S = {a, b, c} with 0 ≤ a < b < c < p.
The proof is complete.
Definition 3.3.
[p-grey Index; rainbow Index] Let p be an odd prime. Let G p be the largest integer such that any subset of the integers mod p with G p elements is a p-grey set. We call G p the grey index of p. We write algmincol p := 1 + G p and call it the rainbow index of p.
We have done some brute force attempts at calculating the rainbow index for a number of prime moduli with the help of computers; the results are displayed in Table 3 .1: The rainbow index for a number of primes p. Note the plateau on 6 for primes 17 through 43. The t p + 2l p − 1-line displays upper bounds for the minimum number of colors mod p for T (2, p), rendering the corresponding algmincol p plausible.
Although the plateau on 6 for the primes 17 through 43 seemed strange at first, we realized there were already a number of examples that complied with this data. For example, from Theorem 2.1 (see also [12] ) we obtain the following for torus knots of type (2, p) (note that such a torus knot for prime p has determinant p):
where l p and t p are respectively, the length and the tail of the sequence of lower halves for p. This estimate complies with the algmincol p of 6 for all primes from 17 through 43. We show the calculations for p = 17 and p = 19 and display the results obtained in the bottom line of Table 3 .1.
= 2×8+1 = 2×(2×4)+1
LH ( We now stand on firmer grounds in order to look for minimum number of colors for links albeit only up to modulus 43.
The following questions seem to be in order at this point. We let p = 2k + 1 stand for an odd prime.
1. Can we treat the grey index theoretically? That is, are there other ways of calculating/estimating it besides brute force?
2. How does G 2k+1 evolve with k ?
3. Given a modulus p, is there a knot (link) K such that mincol p K = algmincol p ? If there is a Common p-Minimal Sufficient Set of Colors is its cardinality algmincol p ?
4 Algorithms and computational results.
According to Conway [4] , links can be divided into two basic classes: algebraic and non-algebraic. Algebraic links (numerator closures of algebraic tangles) can be obtained from elementary tangles 0, 1, and −1 using three operations for the derivation of algebraic tangles: sum, product, and ramification. A basic polyhedron [4, 13, 14, 2, 9] (or a lune-free diagram [7] ) is a link diagram without two-sided regions (bigons). As a graph, it is a 4-valent, 4-edge connected, at least 2-vertex connected graph without bigons.
The main difference between basic polyhedra and the geometrical polyhedra is that the geometrical polyhedra has to be 3-vertex connected, and basic polyhedra may be 2-vertex connected. A bigon collapse (or bigon contraction) is the operation that can be used in order to distinguish algebraic links from nonalgebraic ones: after complete bigon collapse, an algebraic link collapses to a closure of the tangle 1, and every minimal (with respect to the number of crossings) diagram of a non-algebraic (or polyhedral) link collapses into some basic polyhedron. The first problem is the derivation of basic polyhedra. This problem was solved for n ≤ 12 crossings by T.P. Kirkman [13, 14] . J.H. Conway used basic polyhedra for the derivation of knots and links with n ≤ 11 crossings and for the Conway notation, where polyhedral links are derived by substituting crossings in basic polyhedra by algebraic tangles. A. Caudron [2] added the missing basic polyhedron 12E to Kirkman's list of basic polyhedra. Hence, the complete list of basic polyhedra with n ≤ 12 crossings contains one basic polyhedron 6 * with n = 6 (Borromean rings), one basic polyhedron 8 * (knot 8 18 ), one basic polyhedron with n = 9(knot 9 40 ), three basic polyhedra 10 * -10 * * * with n = 10 (where among them the only knot is 10 123 = 10 * ), three basic polyhedra 11 * -11 * * * with n = 11 and 12 basic polyhedra 12A-12L with n = 12 crossings. Derivation of basic polyhedra with more than n = 12 crossings became possible thanks to the use of the computer program "plantri" written by G. Brinkmann and B. McKay [1] . In the program LinKnot [9] we provide the list of basic polyhedra with n ≤ 20 crossings, which contains 19 basic polyhedra with n = 13, 64 with n = 14, 155 with n = 15, 510 withn = 16, 1514 with n = 17, 5145 with n = 18, 16966 with n = 19, and 58782 with n = 20 crossings.
According to Theorem 1.1, every knot K admitting non-trivial p-colorings has a p-minimal diagram which is lune-free. Hence, for the exhaustive derivation of such colorings we implemented the following algorithm:
Algorithm 1:
1. take a basic polyhedron B which is a knot; 2. make all crossing changes in B;
3. recognize all knots represented by diagrams obtained in (2) and select among them diagrams representing K;
4. make all p-colorings of these diagrams and find the coloring with the smallest number of colors;
5. apply (1)- (4) to all basic polyhedra (in ascending order), until the first diagram of K which supports mincol p (K) is obtained.
In this paper we applied this algorithm to all basic polyhedra with n ≤ 16 crossings. For all computations we used the program LinKnot [9] .
This and the next algorithm guarantee the exact computation of the numbers LF C p (K) and C p (K). Notice that by the reduction of the number of colors "by hand" we can never be sure that we obtained exact values of these numbers. E.g., knot 7 3 with p = 13 and mincol p (7 3 ) = 5 is represented in [16] (Fig.  10 ) with a lune-free diagram supporting mincol p (7 3 ) = 5 with n = 18 crossings has LF C p (7 3 ) = 16, supported on the lune-free diagram 16110 * − 1.1.1.1. − 1.1. − 1. − 1. − 1.1.1. − 1.1. − 1.1. − 1 (Fig. 1 ). The main difficulties for the application of this algorithm are the enormously large size of the computations (e.g., in order to find the lune-free diagram for the knot 7 2 we need to make crossing changes in all basic polyhedra up to 1595 * , select 4805 lune-free diagrams representing 7 2 and check them for mincol p K), and the problem of when the algorithm finishes, i.e., step (5) . For mincol p K we know that algmincol p ≤ mincol p K. Hence, if in step (3) we obtain a number of colors equal to algmincol p we know that we reached mincol p K. However, we don't know if for every knot K mincol p K = algmincol p , i.e., that do not exist knots for which mincol p K > algmincol p . Therefore, in Table 4 .1 we selected only knots for which we are sure we obtained mincol p K, because for them mincol p K = algmincol p . The other possibility to confirm mincol p K on lune-free diagrams is to find any diagram of K which supports mincol p K = algmincol p and which, usually, has the smaller number of crossings C p (K) < LF C p (K) than the lune-free diagram with the same property. In this case, thanks to Corollary 2.1 we know that there exists a lune-free diagram of K which supports mincol p K = algmincol p .
The other algorithm for finding arbitrary diagrams of a knot K supporting mincol p K is even more complicated, because it works with all diagrams of K, and not just with the lune-free diagrams. 4. make all p-colorings of these diagrams and find the coloring with the smallest number of colors; 5. apply (1)-(4) to all diagrams (in ascending order), until the first diagram of K which supports mincol p (K) is obtained.
Certainly, because the number of different diagrams given by crossing changes of the knot K is enormously large, this algorithm is almost impossible for the practical application, especially because even small changes in diagrams representing K can result in different number of colors. E.g., the knot K = 4 1 = 2 2 has C 5 (4 1 ) = 4, because its mincol 5 (4 1 ) = 4 is supported on its minimal diagram. Let's consider two non-minimal diagrams of K, D 1 = (−1, 1, 1, 1) 2 and D 2 = (1, −1, 1, 1) 2, which differ one from the other only in that two first crossings changed their places. The number of colors necessary for coloring D 1 is 5, and for D 2 is 4 ( Figure 13 ). Question: Is the knot 4 1 the only knot supporting mincol p (K) (p ≥ 5) on its minimal diagram? Table 4 .1: This is the list of knots with mincol p (K) supported on the lune-free diagrams, obtained by using Algorithm 1. Every knot is given by its classical symbol, Conway symbol, p, the lune-free diagram supporting mincol p (K), and with mincol p (K). The knots where the lune-free diagram supporting LF C p (K) is omitted have such diagram with more than n = 16 crossings. 
