In this article, a novel change detection algorithm is proposed based on the Kantorovich distance concept. Incorporating the proposed change detection algorithm with the existing process monitoring tools may assist the operator in detecting dynamic changes in process plants and provide fewer unnecessary (false) alarms as well as fewer missed alarms. The proposed change detection method was tested through simulation data. It is applied to the benchmark Tennessee Eastman (TE) process in online mode. Results prove the efficacy of the proposed method to detect both the sharp and incipient changes.
INTRODUCTION
During transients of the chemical processes (including plant start ups and shut downs), many process monitoring systems fail and often cause false alarms and alarm floods [Adnan et al., 2011] . This is because the thresholds of most of the process monitoring variables are preset and they are unaware of the transient conditions [Zhu et al., 2014] . If there is a supporting algorithm which can detect the change point during process transitions, this change point information can be coupled with the existing process monitoring systems to enhance the reliability.
Process monitoring and fault detection systems can be broadly categorized into model based and data based methods. The model based methods work on the residual between a process model estimation and real measurements. Some common model based process monitoring systems are residual evaluation, parity relations, optimal Kalman filtering, parameter estimation by using parametric model [Venkatasubramanian et al., 2003] . The inherent problem of all model-based methods is identifying an accurate model for the real system. No model can imitate the real system perfectly. Besides, solving the model also takes more time in comparison with their data-driven counterparts.
Among the data based methods various multivariate statistical tools such as CUSUM (cumulative summation), PCA (Principal Component Analysis), MPCA (Multiway Principal Component Analysis), PLS (Partial Least Squares), PCR (Principal Component Regression), MLR (Multiple Linear Regression), ILS (Inverse Least Squares), EFA (Evolving Factor Analysis), MCR (Multivariate Curve Resolution) are often used [Basseville et al., 1993] . Data-driven models can also be derived for process monitoring using system identification or statistical models using PCA, PLS and time-series models [Izadi et al., 2009] . Other popular statistical algorithms are the likelihood ratio test based methods. Different variants of likelihood ratio such as the generalized likelihood ratio (GLR), maximum likelihood estimation (MLE) have also been studied. Chetouani [2012] proposed a change detection algorithm in combination of GLR and artificial neural network (ANN). To handle the nonlinear behavior of distillation column, the neural model was derived using non-linear auto-regressive with exogenous input (NARX) algorithm applying experimental design.
Most of the methods discussed so far are mainly for offline detection. Adams and MacKay [2007] described a Bayesian online change detection method which assumes i.i.d. (independent and identically distributed) data and exponential family likelihood which may be infeasible for real data. Another Bayesian algorithm based dynamic alarm management strategy in combination with AISFD (Artificial Immune System-based Fault Detection) is described in Zhu et al. [2014] . In this case the noise was assumed i.i.d. Gaussian distribution and conditional mean was assumed as an unknown linear function. Moreover, a lot of historical data is required to generate the so-called antibody of AIS. Online learning or kernel based methods are used to extract feature space to solve problems like classification, regression or novelty detection [Kivinen et al., 2004] . Kawahara and Sugiyama [2012] proposed direct density ratio based method assuming Gaussian kernel model which ultimately forms a non-linear convex optimization problem which might be time consuming while applying to a real process for online detection. Moreover, this algorithm has many parameters to be tuned and no example of online detection is shown.
In this paper, a novel Kantorovich distance based change detection algorithm is proposed for dynamic chemical process. The novelty of the proposed method is that it is a simple algorithm which solves the linear programming problem. Unlike the density ratio based methods, the proposed method is not limited to Gaussian distribution. It can be applied to any kind of time-series data. In addition, it has fewer number of parameters to be tuned.
▪ The minimum distance travelled to transfer all the elements of a probabilistic distribution to another probabilistic distribution The rest of the article is organized as follows. Section 2 defines the Kantorovich distance (KD), the main tool of the proposed change detection algorithm with a numerical examples. Section 3 describes the application of KD-based change detection algorithm on few case studies in offline mode. Section 4 consists of the online implementation case studies with benchmark Tennessee Eastman process data. The paper ends with concluding remarks and scope for future work in section 5.
KANTOROVICH DISTANCE
The main concept of the Kantorovich distance (KD) is defined as the minimum cost required to trans-locate mass from one probability distribution to another probability distribution. This concept was first introduced to handle different organizing and planning problems to either maximize the profit or minimize the cost solving the linear programming formulation [Vershik, 2006] . Different variants of Kantorovich distance for continuous time system are described in Vershik [2006] . Since chemical processes deal with discrete measurements, a discrete time form of Kantorovich distance is described as follows [Li and Li, 2016] . In ensuing text, 'KD' is used as short form of 'Kantorovich Distance'.
The basic idea of KD is explained in Figure 1 . While transferring all the elements of distribution X to the new distribution Y , the minimum "transportation" distance required to complete this transfer process is the Kantorovich distance. The more dissimilar the distributions are, the larger will be the associated minimum cost and hence this distance gives an idea on the degree of dissimilarity between the two distributions. For simplicity, it was assumed that in distribution X (original distribution) there are only three elements which are to be transferred to distribution Y (new distribution). There are three different paths (η 11 , η 12 and η 13 ) to transfer the component x 1 to the available new positions of distribution Y such as y 1 , y 2 and y 3 . These are denoted by green colors in Figure 1) . Similarly, there are three different paths for each of x 2 and x 3 to complete the transfer and these paths are denoted by red and blue colors respectively in Figure 1 .
The minimum transportation distance (KD) from distribution X to distribution Y can be mathematically expressed as
| is a measure of the dissimilarity between element x i and y j , a i is the probability of an element of
, and η ij is decision variables that represent the mass transportation plan. The KD calculation is only based on the data, so it is not restricted by the distribution of the data itself. The application of Kantorovich distance is not also limited by the independent and identically distributed (i.i.d.) random variable assumption.
CHANGE POINT DETECTION USING KD
There are two user-defined parameters for the implementation of the Kantorovich distance: a) number of segments (m) and b) number of samples in each segment (k) which have been shown pictorially in Figure 2 . In this figure distribution X has m segments x 1 , x 2 ,..., x m . Each of these segments has k samples such as segment x 1 has elements as x 11 , x 12 ..., x 1k . Similarly, distribution y has m segments y 1 , y 2 ,..., y m where each of these segments have k data points such as y 11 , y 12 ..., y 1k are the data points of segment y 1 (see Figure 2 ). Each segment of the first distribution (X) is compared with each of the segments of the second distribution (Y ). Thus, distribution X is comprised of samples 1 to m + k − 1 and distribution Y is comprised of samples m + 1 to 2m + k − 1 each having total m + k − 1 samples. The absolute distances for these comparisons are recorded and used to determine whether there is significant change between the two distributions X and Y .
As an example, if the data is of total 8 samples such as [1 2 3 4 5 6 7 8] then to calculate the KD at t = 4, the distribution X and Y will be as follows with m = 3 and k = 2 :
So, to calculate KD for the first time 2m + k − 1 samples are required. In case of offline detection all the samples are readily available but for online detection the algorithm needs to wait till 2m+k−1 samples are accumulated which is the source of detection delay in this method. The corresponding distance matrix for this simple example will be the distance calculated between segments in distributions X and Y . Now by comparing with Figure 1 , distribution X has 3 segments as x 1 , x 2 and x 3 each of which has 2 samples. Similarly, distribution Y has 3 segments as y 1 , y 2 and y 3 . So, x 1 has 3 ways (η 11 , η 12 and η 13 ) to be transferred to distribution Y . The distance matrix for this time instant will be :
It is noteworthy that there is overlapping between each segment and also some overlapping between the two distributions. The distributions are separated by the time point for change detection as shown in Figure 2 . This is how the optimization problem is set up for KD calculation. The rest is done by solving the linear programming problem.
Choice of Parameters m
In case of online mode, the change detection algorithm gets one new data point or sample in each sampling instance. So, the algorithm has no idea about the later data points beyond the current and previous sampling instances. So, the detection becomes delayed since the algorithm needs to wait for few more new samples which will carry more information about any upcoming change.
In this case, the algorithm waits for 2m + k − 1 samples to check whether there is an upcoming change or not. For the same data-set used for offline detection in the previous sub-section, if the objective is to detect the same change at 200 th sampling instant in online mode, it is obvious from panel a and b of Figure 3 that the larger the value of m is, the larger it will take to start the calculation of KD score. Panel b of Figure 3 is actually a zoomed in version of panel a of Figure 3 . From this panel (b), it is clear that for m = 2, the calculation started at sampling instance 5; for m = 3, the calculation started at sampling instant 7 and so on. The latest start time of KD calculation is for m = 10 at sampling instant 21. Hence the smallest m (that is m =2) will give the smallest time to start the KD calculation.
With the increase in the value m, the detection delay will be also increased as seen from panel c of Figure 3 . This is also a zoomed version of panel a of Figure 
Choice of Parameters k
For online detection, the KD calculation does not start until 2m + k − 1 number of samples are accumulated. So, in case of online detection, parameter k does have effect on the start of KD calculation which is very clear by panels a and b of Figure 4 . One can see from Panel b of this figure that for k = 1, the calculation of KD started at 10 th sample since value of m was kept fixed at 5 in all these simulations. Similarly, for k = 2, the calculation of KD started at 11 th sample; in the same manner finally for k = 7, the calculation of KD started at 16 th sample.
For the same reason, the detection delay for online mode does increase with the increase of parameter k as can be seen from panel c of Figure 4 . From this figure, it is clear that for k = 1, the detection time is 205 th sample whereas for k = 7 the detection time is 208 th sample. Panel b of Figure 4 shows that with increase in parameter k, the KD score also increases for online mode as seen in case of the offline mode.
This section gives an idea about how to choose the value of parameter k for the proposed change detection algorithm. From the above discussions, it is clear that lower value of k gives smoother KD score which helps to detect smaller changes. In the rest of this paper the k is value kept fixed at 2 unless otherwise stated.
CHANGE POINT DETECTION IN OFFLINE MODE
In case of offline change detection, the change detection algorithm has access to all the data from the very beginning. In this section, the performance of the Kantorovich distance based change detection algorithm, on some simulated cases which replicate the common types of changes in chemical process industries, are studied. Detection of change in mean and change in variance with simulated data are tested. 
Change in Mean
In many chemical process applications, the word 'change' is used interchangeably with the word 'mean-shift' because process plants often undergo set point changes. The set point changes in chemical processes refer to shifting the operating condition of the process from one steady state to new steady state which is quite comparable with shifting the mean of the data from an old position to a new position.
Panel a of Figure 5 shows the efficacy of the proposed Kantorovich distance based change detection algorithm in detecting the mean shift in simulated data. Clearly the mean of the data has been shifted to a higher value at 200 th sample. It came back to the previous mean value at 400 th sample. The bottom part of this panel gives the corresponding Kantorovich Distance. There are 2 peaks, the first one is at 200 th sample and the second one is at 400 th samples. Clearly, the algorithm could detect here to set point changes -step up at 200 th sample and step down at 400 th sample. 
Change in Variance
Change in variance of the data is also very important in many cases. The sudden change in variance of a specific data can be due to increase or decrease in product variability. The later is preferred since 'less-variability' means more closure to the desired specification. It can also indicate decrease in measurement noise, increase in perturbation due to a disturbance and so on. So, detecting this type of change may also be helpful in detection of certain types of process improvements or deterioration.
Panel b of Figure 5 shows the performance of the algorithm on variance change. 
ONLINE CHANGE DETECTION WITH BENCHMARK TENNESSEE EASTMAN PROCESS
In this section, the modified Tennessee Eastman process as described by Bathelt et al. [2015] is used to check the efficacy of the proposed change detection algorithm in real time mode.
According to the time taken to see the effect of changes, the changes of chemical process industries can be classified into two classes [Gao et al., 2016] : 1) the step type change or the sharp change and 2) the ramp type or incipient change. In this section both the sharp and incipient types of changes were tested. The simulation time horizon is 1300 hours. The changes were introduced by modifying 9 of the total twelve 12 manipulated variables of the TE process.
Ramp type changes were introduced for manipulated variable number 6 at 600 hr and it was there until the end of the simulation.
Step changes were introduced on manipulated variables number 1, 2, 3, 4, 5, 7, 8 and 9 at 100, 200, 300, 400, 500, 900, 1000 and 1100 hrs respectively of the truncated data. Figure 6 and 7 show the effect of theses changes on some of the representative measurements available from the TE process. There are total 41 measurements for the TE process. Right hand side of these figures show the corresponding KD calculation. The usual sampling time of TE process is 0.01 hr. The data was first down-sampled to 10 times of the original data to reduce the computational burden. At the next stage an exponentially weighted moving average (EWMA) filter was used to filter out the noise from the data. The fraction of true measurement used while filtering was 0.005. KD based change detection algorithm was applied on this filtered data. The parameter m was 100 in all these cases and parameter k was fixed as 5.
It is seen from the above mentioned figures that the KD algorithm was successful in detecting all the sharp changes that means the step changes those were introduced at 100, 200, 300, 400, 500, 900, 1000 and 1100 of truncated data. The detection has some delay because to detect the online change, 2m + k − 1 samples to be accumulated to start the KD calculations.
The 5 th panel of Figure 7 shows that the ramp change is also detected by the proposed algorithm for the measurement 'Component G in Product, Mole%'. The ramp change effect is also visible in KD calculation of other measurements, but comparing to the KD value related to the sharp changes, the effect of ramp change is not sufficiently pronounced. Figure 8 shows the overall change points detected from all the measurements generated from the TE process. This plot actually combines the normalized KD score from all the 41 available measurements and give the overall normalized KD score. Hence, this figure actually provides the comparison among all the changes and the higher score in this figure indicates that the corresponding changes have higher impact on the process. That is why the changes which affected only a few of the 41 measurements such the ramp change at 600 th or the step changes at 300 th hr of the original data has smaller peaks. On the other hand, step changes at 100 th hr, 400 th hr, 500 th hr, 900 th hr, 1000 th hr and 1100 th hr have higher impacts that means these changes were pronounced in most of the available measurements. So, these changes have impact on the overall process. It is noteworthy that few hours after 600 th hr of the imputed data, base of normalized KD shifted from the black line to the red line in Figure 8 . This is because at 600 th , the ramp (incipient) change was initialed. This change is very slow in nature but it also has an effect on the normalized KD. Hence, the base of of KD score kept increasing due to this change. The ramp type change was continued till 1300 th hr of the imputed data. Since, the ramp type change was still going on, one can see that the base of KD score is increasing above the red line from 1100 th hr and onward. The step changes at 900 th hr, 1000 th hr and 1100 th hr had added effect with this ramp change.
These change detection information can be used in various ways. If the user wants to focus only on the smaller changes, the threshold should be low. On the other hand, if the changes that create higher impact on the overall process are to be identified, the threshold should be higher to filter out the smaller changes.
CONCLUDING REMARKS
In this article, a novel change detection algorithm based on Kantorovich distance has been proposed. The algorithm was applied successfully to simulated cases in offline mode.
The efficacy of the proposed algorithm was also demonstrated by applying it to the benchmark TE process in online mode to detect both sharp and gradual (incipient) change. Incorporating this information with the existing process monitoring algorithms, alarm-floods events can be handled efficiently during transients in the process. The idea could be to turn-off all the alarms when a normal or desired change or transition in process is detected by this algorithm but this needs further analysis.
