














EFFICIENT SORTING ALGORITHMS ON GPGPU BY USING DYNAMIC PARALLELISM 
 
木村 哲也 
Tetsuya KIMURA  




GPU is one of the parts in charge of image processing, has a high parallel computing power when 
compared to the CPU.GPGPU technique using a high computational power of GPU to general purpose 
computing have been studied. 
In this paper, consider the efficient implementation of multi-threaded algorithm using the Dynamic 
Parallelism in GPU.Here, quick sort implement using Dynamic Parallelism, show that this paper can 
efficiently implemented using several parallel techique.  





































３． Dynamic Parallelism 





可能にしたのが DP である. 
 
 













章で説明した Depth の上限が 24 のため,一般的な
2 分割の方法で実現した場合は要素数が大きく
なると効率が落ちてしまう問題点がある.  








を,要素の値が pivot 未満のみの と pivot
以上のみの ]に分割している. 
この実現の仕事量とスパンを評価する.ただし,















ことが期待できる.この結果を図 3 に示す. 
 
 
図 2 Partiton 複数回による分割数の増加 
 
 




数を 4 分割とする. 
２） Partition の並列化 




速化を図る.PrefixSum を用いた Partition の手順




 この方法により Partition を Sequential では逐次









前述した Prefix では 4 分割するためには 1Warp
を 3 回 Partiton させることで実現していたが分割
化を並列化する P-Prefixでは図 4に示すように回
数を 2 回に減らす方法を考えた. 
 
 
図 4 分割化の並列化 
 





4 つ目の手法の Direct-Prefix では今までは数回
の Partition で複数の部分配列に分割したが,ここ
















図 5 今回用いた理論モデル 
 
表 2 各手法の理論値 
 
 










図 6 DP を用いた場合と用いない場合の結果 
 
 
図 7 DPを用いたGPGPU上での各手法の結果 
 
理論値から Prefix では Warp ずつ処理を行える
ため,Sequentialと比較するとw倍の差が出ると考
えたが実際には 10 倍ほどの差であった.DP を用





すると約 3 倍の差が出た. 
 
６.結論 
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