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A search for photons originating in the decay of a neutral long-lived particle produced in proton–
proton collisions at
p
s = 7 TeV is presented. The search was performed in the diphoton plus
missing transverse energy final state, using the full data sample of 4.8 fb−1 of 7 TeV proton–
proton collisions collected in 2011 with the ATLAS detector at the CERN Large Hadron Collider.
The analysis exploits the capabilities of the ATLAS electromagnetic calorimeter to make precise
measurements of the flight direction of photons, and utilizes the excellent time resolution of the
calorimeter as an independent cross-check of the results. The search was conducted in the context
of Gauge Mediated Supersymmetry Breaking models, where the lightest neutralino is the next-
to-lightest supersymmetric particle and has a finite lifetime. In the family of models investigated,
supersymmetric particles are produced in pairs due to R-parity conservation, eventually decaying
to a pair of neutralinos, each subsequently decaying to a photon and a gravitino. The gravitinos
escape the detector, giving rise to missing energy, while the photons can appear not to originate
from the primary vertex of the event, and are measured with a delay with respect to the collision
time. No excess was observed above the background expected from Standard Model processes.
The results were used to set exclusion limits at 95% CL in the two-dimensional parameter space
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Marseille [3].
For this thesis, I decided to perform a search for supersymmetry with non-pointing photons,
with the understanding that it would be a particularly challenging analysis, though all the more
interesting and exciting both as a demonstration of the remarkable capabilities of the detector and
as a novel search for new physics. Initial work on the analysis begun during the spring of 2011 and
a small analysis team was formed. In parallel to the physics analysis, my advisor and I launched an
extensive investigation of the LAr timing performance, with the intent of improving it for use in
our search as well as in future analyses. The timing study [4] yielded a significant improvement in
the LAr timing resolution and uniformity and, in addition, provided us with valuable experience
concerning the timing of electromagnetic clusters. For this first iteration of the non-pointing
photon search, we decided to use the full 2011 dataset, using calorimeter pointing as the primary
discriminating variable of the search. The analysis method and strategy were developed with the
bulk of the 2011 data blinded, using only a subset of the data corresponding to approximately
12% of the total. The analysis method was frozen in August 2012 after which point the full
dataset was investigated. The results were documented in an internal ATLAS note [5] and the
analysis was reviewed and approved within the collaboration in fall 2012. Since then, the results
have been presented in various conferences, including Pheno-2013, during which I presented the
non-pointing photon analysis along with other recent ATLAS supersymmetry searches on behalf
of the collaboration. A publication [6] describing the analysis and its results was submitted in
April 2013 to Physical Review D and was published in July 2013. This thesis describes in detail the
analysis of the 2011 dataset.
In parallel with the final stages of the 2011 data analysis, I started preparations and initial work
for the analysis of the 2012 data. With the experience and confidence in the timing observable
gained from the 2011 data timing calibration, we implemented a complete overhaul of the non-
pointing analysis, moving to a more powerful two-dimensional search in which the timing has
a more elevated role. For this reason, the timing calibration procedure for the 2012 dataset was
further refined and optimized, achieving an even better timing resolution and uniformity [7].
The improved timing is already being used in the 2012 data non-pointing photon analysis, the
method of which, at the time of writing of this thesis, is being finalized.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
This thesis presents a search for new phenomena that are not described by the Standard Model
of particle physics (SM), performed within the ATLAS [8] collaboration at the CERN Large
Hadron Collider (LHC) [9, 10]. The analysis presented uses the full data sample of 4.8 fb−1 of
proton–proton ( p p) collisions collected by ATLAS in 2011 at a center-of-mass energy of 7 TeV.
The SM has been very successful in describing all known particles and interactions except
gravity and has managed to explain experimental observations for more than forty years with
remarkable precision. However, there are several issues with the SM that make it unsatisfactory
as a theory of nature. The main physics objective of the LHC and the associated experiments is
therefore to probe into unexplored high-energy regions and try to complete our understanding of
the physical world. A possible theoretical path to that goal is offered by supersymmetry (SUSY),
a class of theories providing interesting solutions to some of the shortcomings of the SM.
The LHC and the experiments effectively started physics operations in 2010, after more
than two decades of planning, development and construction, providing access to unprecedented
center-of-mass energies and particle production rates. The accelerator and the experiments, the
best tools currently available for particle physics research, are considered themselves remarkable
achievements of science and are undoubtedly modern marvels of technology. The two general-
purpose experiments, ATLAS and CMS [11], employ state-of-the-art detector technologies, feed-
ing millions of readout channels, while breakthroughs in data acquisition and computing effi-
ciently process and record the produced collision data. Coupled with the unparalleled energies
and formidable rates provided by the LHC, the design and quality of the detectors and their
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remarkable performance allow the study of the rarest of processes and allow the development
of novel analysis techniques to investigate challenging experimental signatures. The analysis de-
scribed in the following chapters is an example of one such challenging experimental topology,
one that required the development of a non-standard analysis technique.
The main feature exploited in this analysis is that most SM processes produce intermediate
particles that decay promptly, or almost immediately, therefore resulting in final state particles
which are observed emanating from the primary production vertex (PV). Conversely, various
models for physics beyond the SM (BSM) predict the production of heavy long-lived intermediate
particles, the decay of which gives rise to objects that are detected with a delay with respect to the
collision time and are not pointing towards the PV. Accordingly, the measurement of the arrival
times and point of origin along the beam axis of physics objects can be powerful discriminating
tools for new physics signals against the challenging background levels in the LHC environment.
Perhaps more importantly, if new physics lies at the TeV-scale, the potential existence of such
topologies may hold the answer to why no light BSM particles have yet been directly observed
at the LHC, since direct searches may not be as sensitive to long-lived states. As a consequence,
exotic topologies, such as the one presented in this thesis, have the potential to mitigate the con-
straints for BSM physics already imposed by the LHC, and are therefore even more interesting.
The analysis searches in particular for events with two photons in association with large miss-
ing transverse energy, Emiss
T
, where at least one photon is non-pointing back to the PV. As photons
leave no track in the inner tracker system, the novel pointing capabilities of the ATLAS liquid ar-
gon (LAr) electromagnetic (EM) calorimeter system are exploited. More specifically, the fine
segmentation of the LAr calorimeter is used to determine the position of the EM cluster barycen-
ters in two calorimeter layers, and from these two points the photon direction is calculated. The
precise measurement of the arrival time of the photons is used as an independent cross-check of
the results. Consequently, the analysis relies heavily on the capabilities and performance of the
ATLAS EM calorimeter system.
The novel LAr calorimeter pointing capabilities had previously been employed in the ATLAS
H → γγ analysis [12, 13] for the determination of the position of the PV of the event, thereby
improving the diphoton mass resolution. As part of the work performed for the non-pointing
photon analysis, the calorimeter pointing performance was studied extensively and its response
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for objects not originating from the PV was determined. In terms of timing, the calorimeter had
been calibrated with a typical resolution of ∼ 1 ns, which is sufficient for the detector operation
and the needs of most physics analyses. Anticipating the use of the timing in long-lived particle
searches, an extensive study of the calorimeter timing performance was performed, using collision
data from W → eν and Z→ ee candidate events. Several corrections were determined and applied
in order to improve the timing performance. As a result of this campaign, the timing resolution
for collision data recorded in 2011 was shown to reach values of ∼ 290 ps, which includes an
irreducible contribution from the finite length of the LHC beam proton bunches, estimated to be
approximately 220 ps.
The search is performed within the theoretical context of Gauge Mediated Supersymmetry
Breaking (GMSB) scenarios, for which limits at 95% confidence level (CL) are set. In the GMSB
models considered here, the Next-to-Lightest Supersymmetric Particle (NLSP), the lightest neu-
tralino, decays to a stable Lightest Supersymmetric Particle (LSP), the gravitino, and a photon.
The NLSPs can be long-lived and slow moving, giving rise to delayed and non-pointing pho-
tons, while the LSPs escape the detector without being measured, contributing to missing energy.
Under certain assumptions, supersymmetric particles have to be produced in pairs at the LHC,
resulting in a characteristic diphoton plus Emiss
T
signature. While the diphoton plus Emiss
T
topology
for prompt NLSP decays has been studied in ATLAS, this is the first analysis where this signature
is explored using calorimeter pointing and timing to probe longer-lived NLSP scenarios.
The material in the subsequent chapters is organized as follows: Some elements of theory are
provided in Chapters 2 and 3, discussing basic concepts of the SM and SUSY, respectively, and
documenting the theoretical motivation behind this analysis. The experimental setup is described
next, with Chapters 4 and 5 outlining the design and characteristics of the LHC accelerator and
the ATLAS detector, respectively. In Chapter 6, the reconstruction of the physics objects repre-
senting particles and observables is discussed. In Chapter 7 the calorimeter pointing and timing
measurement and performance are described. The analysis strategy and event selection are out-
lined in Chapter 8, and the expected signal yields are described in Chapter 9. The modeling of
signal and sources of background is described in Chapter 10. Chapter 11 summarizes the various
systematic uncertainties relevant for this analysis. The template fitting method for the extraction
of the results and limits is described in Chapter 12. The final results of the analysis and their
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interpretation in the context of GMSB are presented in Chapter 13. Finally, Chapter 14 presents
some conclusions and discusses briefly the outlook and future work using data collected in 2012.
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Chapter 2
The Standard Model of Particles and
Interactions
In this chapter, a brief introduction to the Standard Model (SM) of particle physics is provided.
The SM describes the elementary particles which constitute matter and their mutual interactions,
which proceed through the exchange of force mediating particles. The particle content and the
basic properties of the SM are discussed in Section 2.1. The SM describes three of the four iden-
tified fundamental forces: the strong force, the weak force, and electromagnetism. Gravitational
interactions are not described by the SM, which is one of the significant limitations of the model.
Some of the most important shortcomings of the SM are discussed in Section 2.2.
2.1 General Properties of the Standard Model
According to the SM, ordinary matter is composed of spin-1/2 fermions, classified according to
their interactions as leptons and quarks. The fermions are further organized in three so-called
generations. The first lepton generation contains the electron, e , which carries one negative unit
of elementary electric charge. and the electron neutrino, νe , which is electrically neutral. Both
leptons participate in the weak interaction, while the former, being electrically charged, can also
interact electromagnetically. Quarks carry fractional electric charge and participate in all three of
the SM forces. The first quark generation contains the up quark, u, carrying an electrical charge
of 2/3 and the down quark, d , with an electrical charge of −1/3.
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The additional two generations of leptons and quarks contain almost identical copies of the
particles, differing only in their masses. The electron and its neutrino are complemented by two
negatively charged leptons, the muon, µ, and the tau, τ, and their corresponding neutrinos, the
muon neutrino, νµ, and the tau neutrino, ντ . The up quark is complemented by the charm and
top quarks (c and t , respectively), while the strange and bottom quarks (s and b , respectively),
correspond to the down quark. A minimal particle organization of the SM is summarized in
Fig. 2.1.
The fundamental forces are mediated through the exchange of spin-1 gauge bosons. The elec-
trically neutral and massless gluon, g , and photon, γ , mediate the strong and electromagnetic
force, respectively. The weak force is mediated by the massive W ± and Z0 bosons, with the for-
mer carrying one unit of elementary electric charge and the latter carrying no electric charge.
The final component of the SM is the recently discovered spin-0 and electrically neutral Higgs
boson, H , which is a remnant of the electroweak symmetry breaking mechanism that generates
the masses of the SM particles.
Figure 2.1: Particle content of the Standard Model.
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Mathematically, the SM is a quantum field theory described by the local gauge symmetry
group [14] obtained by the direct product of three groups:
GSM = SU (3)C× SU (2)L×U (1)Y (2.1)
The SU (3)C group describes Quantum Chromodynamics (QCD) [15–17], which is the theory
of the strong interaction, charged under a property called “color”. Color charge can have three
possible values, usually denoted by red, green and blue. The generators of this group are eight
independent fields corresponding to eight different gluon states, which mediate the interactions
between quarks and other gluons.
The product SU (2)L×U (1)Y describes the unified theory of electroweak interactions, where
SU (2)L represents the symmetry of weak isospin, I , acting only on the left-handed components
of fermions and U (1)Y represents the symmetry of weak hypercharge, Y . The three generators
of SU (2)L correspond to three vector gauge bosons, W
1, W 2, and W 3, while the generator of
U (1)Y corresponds to the vector gauge field B . The experimentally observed particles W
+ and






W 1∓ iW 2

. (2.2)





where θW is the weak mixing angle, which is a parameter that has to be determined experimen-
tally. The two physical states Z and A are the mass eigenstates associated with the massive Z boson
and massless photon, γ , respectively.
Explicit mass terms for the fermions and gauge bosons in the SM are not gauge invariant and
therefore are forbidden. Consequently, the electroweak SU (2)L×U (1)Y symmetry is apparently
broken. It is believed that the so-called Higgs mechanism is responsible for the generation of the
masses of the SM particles, via the spontaneous breaking of the electroweak symmetry. In brief,
the theory postulates that a complex scalar doublet field, φ, exists, which has non-zero vacuum
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where v is a constant measured to be v = 246 GeV. With an appropriate parametrization, allowed
by gauge invariance, the field φ can be expanded about the vacuum. Three of the four degrees
of freedom of the φ field are absorbed by the W ± and Z bosons to create their longitudinal
polarizations and become massive, with masses proportional to v. The photon remains massless
as result of a residual U (1)e m gauge invariance. The fourth degree of freedom is identified as
a new massive scalar field, the Higgs boson, H , with its mass remaining as an experimentally
determinable parameter. Finally, fermion masses, m f , are generated by so-called Yukawa terms,
which also introduce couplings to the Higgs boson proportional to m f /v.
The particle content described in Fig. 2.1 is a minimal description of the particles in the SM,
with additional copies of the particles predicted by the model. More specifically, each fermion is
complemented by an anti-particle with identical mass and opposite quantum numbers. Further,
as described above, quarks and gluons carry color, which leads to the need for three distinct copies
of the quarks and eight copies of the gluon. In total, 61 fundamental particles are predicted by the
SM. Since gravity is not described by the SM, the model does not include the graviton, G, which
is the proposed and hitherto unobserved massless spin-2 mediator of gravitational interactions.
2.2 Limitations of the Standard Model
Even with the obvious shortcoming of not describing gravity, the SM is remarkably successful in
describing our understanding of the particles and interactions accessible to us. The SM has with-
stood extensive scrutiny from experiments conducted over the last 50 years, with the discovery of
the Higgs boson in July 2012 figuring prominently as the crown jewel of the theory. However, the
SM is still not considered a complete theory, and is certainly far from the “theory of everything”
physicist strive to determine. Some of the main limitations of the SM are discussed below, pro-
viding the motivation for the postulation of new theories and the search for new physics beyond
the SM (BSM).
A first limitation is the failure of the SM to explain the large differences between the various
mass scales of the theory. The so-called “gauge hierarchy problem” raises the question of why the
electroweak scale mEWK ≈ 100 GeV, determined by the Higgs field VEV, is so much smaller than
the Planck scale, mP ≈ 1.22×1019 GeV. We could choose to ignore this vast gap between the two
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scales and introduce an ultraviolet cutoff scale, ΛUV, up to which the SM is valid. However, an
even more worrisome problem manifests that threatens the “naturalness” of the theory. It can be
shown that fermion one-loop corrections to m2H will diverge quadratically with mP. Since mH
sets the scale of the masses for the particles of the electroweak model, corrections to these masses
potentially much larger than the values themselves are possible. For example, if ΛUV is at the
Planck scale, the corrections would be more than 30 orders of magnitude larger than m2H [18].
A further complication concerns the question of the unification of forces [19]. The elec-
troweak model is in impressive agreement with experimental results. However, it does not ex-
plain the relative strength of the electromagnetic force coupling, e , with the coupling for the
SU (2)L and U (1)Y groups, g2 and g1, respectively. These are related through the experimentally
determined weak mixing angle θW:
e = g2 sinθW = g1 cosθW. (2.6)
If a larger “unifying” group is found to describe the electroweak interactions, the theory should
predict this parameter. This reasoning can be extended to search for a larger grand unifying group
G to incorporate the SU (3)C strong interaction with coupling g3 as well. Assuming G exists,
a Grand Unified Theory (GUT) can describe all the interactions with the couplings gi related
and converging to a common single coupling, gG , at some energy scale mGUT. The obvious
hurdle to such an endeavor is the apparent large discrepancy between the strong coupling constant
and the electroweak couplings. However, the realization of “asymptotic freedom” of the strong
interaction and the dependence of the couplings with the energy scale make their convergence at
the GUT-scale feasible. The evolution of the coupling constants depends on the particle content
of the theory, in this case the SM. Using the evolution of the coupling constants from values
accessible by the experiments, the three coupling constants fail to converge to a single point.
It is therefore intriguing to search for a theory that can provide a prediction of a more precise
unification at a particular energy scale.
The SM also fails to address questions posed by astrophysical observations: Non-luminous
and non-absorbing matter in the universe, called Dark Matter, is considered responsible for the
discrepancies between predicted and observed gravitational effects on the luminous matter [19].
The SM does not provide a candidate for Dark Matter, and therefore BSM theories attempt to
provide a stable, non-interacting or only weakly interacting particle that could constitute the
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bulk of the Dark Matter. In addition, the SM provides no mechanism for Dark Energy, which is
hypothesized to explain the observed acceleration of the expansion of the Universe. Further, the
SM fails to explain the observed asymmetry between ordinary matter and antimatter.
The limitations described above are only part of the set of deficiencies of the SM, for some
of which Supersymmetry, described in the next chapter, provides elegant solutions. In addition
to the outlined limitations and despite its tremendous success, the SM suffers from additional
problems which make it clear that it is only a part of the picture that describes nature [20]. For
example, the SM fails to explain why there are three distinct copies of the quarks and leptons and
why the weak interactions between them proceed in the way observed. Further, a feature of the
SM that makes it unpleasant as a theory is the need for at least 19 independent parameters to be
determined by experiment. For the advancement of our understanding of nature, there is strong
motivation to search for evidence of physics that cannot be explained by the SM, that may point
in the right direction towards the formulation of a more complete theory.
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Chapter 3
Supersymmetry
In this chapter, the basic theoretical elements relevant to the work presented in this thesis are
discussed. The idea of supersymmety (SUSY) is introduced, which is one of the major classes of
theories attempting to explain physics beyond the SM. Given the tremendous success of the SM,
it is natural to attempt to capitalize on these achievements and build upon the principles of the
SM. The minimal supersymmetric extension to the SM, the MSSM, and its attractive properties
are discussed next, followed by a general discussion of SUSY breaking. Subsequently, the charac-
teristics of the GMSB signal scenarios under investigation are discussed. Finally, previous results
of searches for evidence of GSMB models are briefly presented.
3.1 Introduction to Supersymmetry
Supersymmetry (SUSY) [21–29] is a family of theoretical models well motivated to provide solu-
tions to some of the issues that remain unanswered by the SM. SUSY postulates the existence of
a symmetry between fermions and bosons, in addition to the full space-time symmetry described
by the Poincaré group. The additional symmetry is described with an operator, Q, transforming
the fermionic states to bosonic states and vice versa:
Q|Boson〉= |Fermion〉, Q|Fermion〉= |Boson〉 (3.1)
Both Q and its hermitian conjugate, Q†, are generators of SUSY [30, 31]. In its most general
form, SUSY theories can realize more than one supersymmetric transformation, which translates
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to more than one distinct copy of the generator pairs Q and Q†. In this thesis, we consider
only the case where the number of generators, N , is equal to 1. It can be shown [18] that, for the
simplest realistic SUSY extension of the SM, the application of the SUSY operators on a particular
state produces a state with the same mass and identical gauge quantum numbers. It can further be
shown that the two states will have spin differing by 1/2, which satisfies the original requirement
for Q to transform between fermions and bosons.
The important consequence of the results above is that, in a SUSY theory, for each fermionic
(bosonic) degree of freedom in the SM, there has to exist a corresponding bosonic (fermionic)
degree of freedom identical in every aspect but its spin. The corresponding SUSY counterparts
are called superpartners and the SM particles and their superpartners are typically arranged in
supermultiplets, which are irreducible representations of the SUSY algebra. Taking into account
experimental observations, it can be deduced that, in realistic SUSY theories, the superpartners of
SM particles are in fact new particles that are not contained in the SM. We can form supermulti-
plets by considering the spin of the SM particles and pairing them with supersymmetric particles,
or sparticles, of appropriate spin, with the constraint that the number of fermionic degrees of free-
dom in the supermultiplets has to be equal to the number of bosonic degrees of freedom. For a
N = 1 SUSY extension to the SM, the simplest case would be to consider scalar particles (spin-0)
as superpartners of the SM fermions (spin-1/2) and therefore called sfermions. The SM fermions
and sfermions form together a chiral supermultiplet. The superpartners for the SM vector gauge
bosons (spin-1) are spin-1/2 particles called gauginos, arranged together in a vector or gauge super-
multiplet. In the case of scalars, such as the SM Higgs boson, the appropriate superpartners are
spin-1/2 particles called Higgsinos. Finally, if the theory includes gravity, the graviton (spin-2) has
to be assigned a superpartner with spin-3/2, called the gravitino. From these considerations, it is
clear that, in a SUSY theory, the particle content of the SM needs to be extended to include at
least as many new particles.
3.2 The Minimal Supersymmetric Standard Model
A generalization of the SM with the minimal introduction of new particles is provided by the
Minimal Supersymmetric SM (MSSM). The SM gauge bosons are naturally organized in gauge
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supermultiplets, with the gluon, the W bosons and the B boson partnered by the gluino, the
winos and the bino, respectively. In the case of the SM fermions, left-handed fields are arranged
as SU (2)L doublets in chiral supermultiplets together with their superpartners, whereas right-
handed fields are arranged as singlets in different chiral supermultiplets, with their own super-
partners. The naming convention for the supersymmetric partners of fermions is to add the
prefix “s” the fermion name to obtain the sfermion name. For example, the SUSY partner of an
electron is the selectron, while the SUSY partner of the top quark is the stop.
A more complicated treatment of the Higgs mechanism is required in SUSY extensions of
the SM [32], primarily since its is necessary in SUSY models to generate masses independently
for the up- and down-type quarks. The Higgs sector extension is further necessitated to conserve
the renormalizability of the theory, since the introduction of new fermions via a single Higgsino
doublet carrying weak hypercharge would create a gauge anomaly [18]. Consequently, in the
MSSM, the Higgs sector has to be extended to include two scalar Higgs-doublets, each partnered
by a fermionic Higgsino doublet.
The particle content of the MSSM and their properties under the SM groups are summarized
in Table 3.1. Even though a graviton is not predicted by the SM, it is often included in the MSSM
with its superpartner, the gravitino, in their own supermultiplet, and is included in Table 3.1 for
completeness.
With the introduction of new particles that correspond to the SM particles, but satisfying
complementary spin-statistics, an elegant solution to the hierarchy problem is provided. More
specifically, the introduction of heavy charged scalars in supersymmetric theories has the potential
to cancel the fermionic contributions to loop corrections of the Higgs mass, since fermions and
scalars contribute with the opposite sign.
An additional attractive feature of the MSSM is the prediction of unification of the fundamen-
tal forces. With the increased particle content, the running coupling constants in the MSSM are
shown to converge [18] at some scale mU ≈ 2× 1016 GeV. Within the MSSM, the evolution of
the coupling constants is shown to be much more precise compared to the imperfect unification
at high energy in the non-supersymmetric SM.
The existence of renormalizable baryon and lepton number violating couplings in the MSSM
introduces the problem of proton decay, which has not been observed experimentally [19]. In or-
14
Chiral Supermultiplets
Content SU (3)C × SU (2)L×U (1)Y Spin-1/2 Spin-0
quarks - squarks
(3,2, 16 ) (uL, dL) (ũL, d̃L)
(3,1,− 23 ) ūR ũ
∗
R




(1,2,− 12 ) (νL, eL) (ν̃L, ẽL)
























Content SU (3)C × SU (2)L×U (1)Y Spin-1 Spin-1/2
gluon - gluino (8,1,0) g g̃
W bosons - winos (1,3,0) W ±, W 0 W̃ ±, W̃ 0
B boson - bino (1,1,0) B B̃
Graviton Supermultiplet
Content SU (3)C × SU (2)L×U (1)Y Spin-2 Spin-3/2
graviton - gravitino (1,1,0) G G̃
Table 3.1: The chiral and gauge supermultiplets of the MSSM with their representations in
SU (3)C × SU (2)L×U (1)Y . Only the first generation of quarks and leptons is shown, with iden-
tical arrangements understood for the second and third generations. The graviton supermultiplet
is also included for completeness.
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der to conserve the stability of the proton, the conservation of a multiplicative quantum number




where B and L are the baryon- and lepton- numbers, respectively and S is the spin of the particle.
With this definition, SM particles have an R-parity of +1, while SUSY particles have an R-parity
of −1. The conservation of R-parity has interesting consequences: First, SUSY particles at a
hadron collider have to be produced in pairs. Secondly, the conservation of R-parity enforces
the existence of at least one stable Lightest Supersymmetric Particle (LSP), to which all produced
SUSY particles will cascade. Since the LSP cannot interact via SM processes, a stable LSP is an
excellent candidate for Dark Matter. Further, if SUSY particles are produced in a hadron collider,
in certain scenarios, the LSPs will escape the detector undetected, giving rise to missing energy.
It is worth mentioning that models which introduce R-parity Violating (RPV) terms in the
MSSM have been proposed [18]. RPV models often produce interesting topologies and chal-
lenging experimental signatures and are studied extensively in ATLAS. For the remaining of this
thesis, however, R-parity is assumed to be conserved.
3.3 SUSY as a Broken Symmetry
An immediate conclusion arising from the previous sections is that, even in the most minimal
realizations of SUSY, several new particles are expected with masses equal to their SM counter-
parts. Since no such particles have been observed, for SUSY to be a property of nature one has
to assume that it is not an exact symmetry, but is broken, through an unknown mechanism, at
some scale, Λ. It has been shown [37] that SUSY can be broken explicitly by the inclusion of
“soft” breaking terms in the Lagrangian, which preserve the ultraviolet properties of the theory.
With soft SUSY-breaking, and with the further assumption of SUSY masses at the TeV-scale, the
convenient solution to the hierarchy problem is maintained.
In the MSSM, electroweak symmetry breaking occurs in a manner analogous to that in the
SM. Since the MSSM prescribes two Higgs doublets, each one obtains a non-zero VEV. The ra-
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tio of the two VEVs, parametrized as tanβ, and the sign of the Higgsino mass term in the su-
perpotential, denoted as sign(µ), are important parameters controlling the behavior of the the-
ory. Three of the original eight degrees of freedom in the Higgs supermultiplets are absorbed
by the gauge bosons to provide their longitudinal polarizations and to acquire masses, while the
remaining degrees of freedom are associated with four scalar and one pseudoscalar Higgs boson
(h0, H 0, H±, A0). SUSY imposes several requirements on the masses of the Higgs bosons, and
with the inclusion of radiative corrections, an upper bound for the mass of the lightest Higgs
boson, h0, is estimated at mmax
h
≈ 140 GeV [32]. Such a bound is certainly compatible with the
recent discovery of a Higgs boson at the LHC with a mass of approximately 125 GeV and, if the
discovered boson is assumed to coincide with the lightest Higgs boson predicted by the MSSM,
strong constraints on MSSM parameters can be imposed [38].
With the electroweak symmetry broken, some SUSY fields mix, giving rise to new mass eigen-
states. The two neutral gauginos (the neutral wino, W̃ 0, and the Bino, B̃) and the two neutral
Higgsinos (H̃ 0u and H̃
0
d






4 ). Similarly the charged
winos mix with the charged Higgsinos to form charginos (χ̃±1 , χ̃
±
2 ). The subscripts of the neu-
tralino and chargino symbols denote the relative masses, with χ̃ 01 denoting the lightest neutralino
and χ̃±1 the lightest charginos. Finally, sfermion mixing is generally considered only for the third
generation sfermions, which have relatively large Yukawa couplings and mix to create new mass
eigenstates, whereas the lower generation fermions are often considered almost degenerate and
constitute their own mass eigenstates. Table 3.2 catalogs the mass eigenstates together with the
relevant SUSY fields that mix to produce them, summarizing the new particles predicted by the
MSSM [18].
For the theory to include gravity, SUSY has to be promoted from a global to a local symme-
try [18]. Such a theory is called supergravity and includes the graviton and its superpartner, the
gravitino, G̃, which acquire mass when SUSY is broken. The spontaneous breaking of SUSY, due
to a non-zero VEV, F0, gives rise to a goldstino, which is analogous to the Nambu-Goldstone boson
of the Higgs mechanism in electroweak symmetry breaking. In this “super-Higgs” mechanism,
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Names Spin PR Gauge Eigenstates Mass Eigenstates






h0 H 0 A0 H±
ũL ũR d̃L d̃R (same)
squarks 0 −1 s̃L s̃R c̃L c̃R (same)
t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2
ẽL ẽR ν̃e (same)
sleptons 0 −1 µ̃L µ̃R ν̃µ (same)
τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ
















gluino 1/2 −1 g̃ (same)
gravitino 3/2 −1 G̃ (same)
Table 3.2: The particle content of the MSSM (with sfermion mixing for the first two generations
assumed to be negligible).
where mP is the Planck mass. Since F0 represents the SUSY breaking scale, if SUSY breaks at a
relatively low scale, the gravitino can be expected to have a low mass and to be the LSP.
Several different possible mechanisms of soft SUSY breaking have been proposed. In most of
these theories, a “hidden sector” is postulated which couples to the rest of the theory via renor-
malizable interactions. The hidden sector comprises fields that do not have any gauge or super-
potential couplings with the “visible sector” containing the MSSM. SUSY breaking occurs in the
hidden sector and, with the help of “messenger” fields, is communicated to the MSSM. Several
classes of theories have been proposed, primarily based on the nature of the mediation mecha-
nism. For example, in Gravity Mediated SUSY Breaking, SUSY breaking is mediated through
gravitational interactions. In Gauge Mediated SUSY Breaking (GMSB), the gauge interactions of
the Standard Model are used. The scenario investigated in this thesis is a part of the GMSB family
of models, and is therefore discussed in more detail below.
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3.4 Gauge Mediated Supersymmetry Breaking
GMSB [39–44]models are soft SUSY breaking models in which the symmetry breaking occurs in
a TeV-scale hidden sector and is transmitted to the MSSM particles in the visible sector via messen-
ger fields which transform as a representation under the ordinary SU (3)C × SU (2)L×U (1)Y SM
gauge group. These messenger particles acquire mass in the hidden sector through Yukawa cou-
plings with the goldstino superfield, whose non-zero VEV generates the SUSY breaking. The
masses of the messenger particles are characterized by an overall mass scale, Mm and a mass-
splitting,
p
F . The mass splitting in the visible sector arises because of gauge interactions between
the observable and messenger fields. The masses of SM particles are protected by gauge invari-
ance, but sparticles acquire mass through loops, with the gauginos acquiring mass at one-loop and
scalars at the two-loop level [18]. The soft masses are controlled by their SM couplings together
with just two additional parameters: the number of generations in the messenger sector, Nm , and
the effective SUSY breaking scale in the visible sector, defined as Λ= F /Mm . The gaugino masses
are shown to be M̃ ∝NmΛ, while the sfermion masses are m̃ ∝
p
NmΛ. It can also be shown that,
in order for the masses to be in the TeV range, Λ values of the order of 100 TeV are required.
In GMSB models, the gravitino, G̃, will be the LSP for any reasonable choice of F , with
gravitino masses typically at the keV-level. The ratio Cgrav = F0/F depends on the details of the
mechanism which transmits the SUSY breaking to the messengers and is such that Cgrav > 1,
with the possibility that Cgrav >> 1. Cgrav is treated as a free parameter in the model description.
Therefore, in the minimal GMSB scenario considered here, the model is completely fixed by the
six parameters:
¦
Λ , Nm , Mm , tanβ , sign(µ) , Cgrav
©
.
The coupling of the gravitino to particles and their SUSY partners leads to the decay of the NLSP
into its SM partner and a gravitino. Consequently, the phenomenology of various GMSB models
depends on the nature of the NLSP. The latter is largely determined by the parameter Nm , which
has typical values between 1 and 5. For low values, the NLSP is the lightest neutralino, χ̃ 01 . The
parameter Cgrav determines not only the gravitino mass but also, crucially for this analysis, the
lifetime of the NLSP:
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The Snowmass Points and Slopes (SPS) [45] benchmark SUSY scenarios consist of strategi-
cally selected parameter sets in which all but one or two parameters are fixed. This thesis concen-
trates on the SPS8 set, which describes a set of minimal GMSB models with a bino-like neutralino
as the NLSP. In this set, Λ and Cgrav (or equivalently τ(χ̃
0
1 )) are free parameters, while the rest
of the parameters satisfy the relations Mm = 2Λ, Nm = 1, tanβ = 15 and µ > 0. Fig. 3.1 shows
the SUSY mass spectra for SPS8 parameter sets with Λ values of 120 and 180 TeV, indicating the


































































































Figure 3.1: Spectrum of SUSY particle masses in the SPS8 GMSB model for Λ = 120 TeV (left)
and Λ= 180 TeV (right).





SUSY particles will be produced in pairs in p p collisions, topologies such as the ones represented
by the Feynman diagrams in Fig. 3.2 are expected. This analysis considers only NLSP decays to
a gravitino and photon. The experimental signature therefore comprises a pair of high transverse
momentum photons, together with missing transverse energy due to the escaping gravitinos (γγ+
Emiss
T
). Furthermore, the lifetime of this decay, controlled by Cgrav, can take a very large range of
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Figure 3.2: Leading order Feynman diagrams contributing to the production of two photon and
gravitino pairs in the context of GMSB. The left diagram shows an example of a strongly-produced
event, while the right diagram shows typical topologies for electroweak production.
values. At one extreme, the NLSPs decay promptly at their production vertex. At the other they
survive long enough to escape undetected. Of special interest in this thesis is the intermediate
range where the decays occur within the detector, but significantly displaced so that the decay
photons fail to point back to the neutralino production vertex.
Fig. 3.3 (left) shows for 7 TeV p p collisions the SUSY total production cross section for SPS8
GMSB models as a function of Λ, as well as a function of the NLSP and lightest chargino masses.
The production of SUSY particles can occur either via strong pair-production of colored super-
particles, such as gluinos or squarks, or via the electroweak production of gaugino pairs. The cross
section is calculated at next-to-leading order (NLO) using PROSPINO [46] version 2.1. For the con-
tribution to the cross section due to strong production, the calculation includes resummations at
the next-to-leading-logarithmic (NLL) accuracy, as described in Ref. [47]. Fig. 3.3 (right) shows
the fraction of SUSY events that are due to gluino/squark pair-production as a function of Λ, as
well as as a function of the gluino and typical squark masses. For lower values of Λ, correspond-
ing to lighter gluinos and squarks, strong production dominates. However, as Λ increases and the
gluino and squark masses become heavier, electroweak production of gaugino pairs becomes dom-
inant. The final state topology depends on the production process, with strong production events
often having large jet multiplicities, whereas electroweak production tends to produce fewer jets
and instead, in some cases, charged leptons. To reduce the model-dependence of the results, this
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analysis performs an inclusive search of the γγ + Emiss
T
final state, and therefore does not make
any explicit requirements on the multiplicities of jets or leptons in the final state.
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Figure 3.3: (Left) The total SUSY cross section for the SPS8 GMSB model as a function of Λ.
(Right) The fraction of strongly produced SUSY events as a function of Λ. On the interior axes,
the dependence as function of the mass of the lightest neutralino and chargino is shown for the
left plot, and as a function of the gluino mass and typical squark mass for the right plot.
The final state kinematics depend on Λ. Fig. 3.4 shows, as a function of Λ, the distribution
of the NLSP momentum in the plane transverse to the beam direction ( pT), as well as the distri-
bution of the NLSP speed (β). As Λ increases, the SUSY particle masses tend to increase, the pT
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Figure 3.4: Unit-normalized distributions of the NLSP transverse momentum (left) and the NLSP
speed (right), for several Λ values on the SPS8 GMSB model line.
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A toy Monte Carlo (MC) simulation, which included the expected SUSY kinematics, was
used to estimate, as a function of the NLSP lifetime, the fraction of NLSPs which would decay
within a cylinder of radius of 1.5 m and length of 3 m. The size of the cylinder corresponds
approximately to the volume of the ATLAS inner detector (ID). The result is shown in Fig. 3.5
for some sample Λ values. As can be seen, due to the differences in kinematics, there is some Λ
dependence. However, the main effect is due to the exponential NLSP decay length. Typically
20% of the NLSPs decay within the ID for an NLSP lifetime of 20 ns. Since this analysis searches
in the γγ+ Emiss
T
final state, it is therefore sensitive only to those SUSY events in which both
NLSPs decay within the volume of the ID. An estimate of the rate of such events can be obtained
by squaring the result in Fig. 3.5; for example, for an NLSP lifetime of 20 ns, only∼ (0.20)2 = 4%
of the total SUSY events would be expected in the diphoton final state. This effect limits the reach
of the current analysis for longer NLSP lifetimes. However, in the regime of intermediate NLSP
lifetime values, the γγ+ Emiss
T
final state provides a fairly well understood topology with which
to conduct this first search for evidence of non-prompt NLSP decays.
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Figure 3.5: The fraction of NLSPs decaying before the calorimeter as a function of the NLSP
lifetime. Curves are shown for three different Λ values.
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3.5 Most Recent Previous Results
Previous ATLAS analyses investigating SPS8 models have assumed prompt NLSP decays, with
cτ(χ̃ 01 ) < 0.1 mm. Such analyses therefore search for an excess production of diphoton events
with significant Emiss
T
due to the escaping gravitinos. The latest such ATLAS results [48] use the
full 2011 dataset and, within the context of SPS8 models, exclude values of Λ < 196 TeV, corre-
sponding to m(χ̃ 01 ) > 280 GeV, at the 95% CL. An earlier result by the D0 Collaboration [49]
had excluded values of Λ < 124 TeV at 95% CL, which corresponds to a limit on the mass of
the lightest neutralino of m(χ̃ 01 )> 175 GeV. The CMS Collaboration has performed a search for
SUSY in events with photons and Emiss
T
[50], using its full 2011 dataset and setting limits on SUSY
production; however, the CMS analysis does not evaluate the results within the context of SPS8
GMSB models, therefore their results are not directly comparable with the results in this thesis.
The limits on SPS8 models are less stringent in the case of a longer-lived NLSP. For example,
a recent CMS analysis [51] determined 95% CL limits on the mass of the NSLP, m(χ̃ 01 ), and
its proper decay length, cτ(χ̃ 01 ), using the EmissT spectrum of events with at least three jets and
one or two photons, coupled with measurements of the photon arrival time. The CMS results
impose the requirements m(χ̃ 01 ) > 220 GeV for cτ(χ̃
0
1 ) < 500 mm, and cτ(χ̃
0
1 ) > 6000 mm for
m(χ̃ 01 ) < 150 GeV. It should be noted, however, that the event selection requirement of at least
three jets for the CMS result does introduce a model dependence, since final states with multiple
jets are favored in strongly-produced events. Finally, a CDF analysis [52] performed a search
sensitive to NLSP lifetimes up to 2 ns, excluding values of m(χ̃ 01 ) ® 146 GeV for τ(χ̃
0
1 ) = 2 ns,
and m(χ̃ 01 )< 146 GeV for τ(χ̃
0
1 )<< 1 ns.
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Chapter 4
The Large Hadron Collider
The Large Hadron Collider (LHC) [9, 10] is a circular particle accelerator located at CERN, the
European Organization for Nuclear Research, in the border region of France and Switzerland
near Geneva. The LHC is currently the highest-energy collider in the world, and is designed
to accelerate protons or heavy-ions. Inside the LHC, two counter-circulating proton beams col-
lide with a center-of-mass energy of up to 14 TeV, providing collisions to four experiments, AT-
LAS [8], CMS [11], LHCb [53] and ALICE [54], distributed along its perimeter. ATLAS and
CMS are two large, general-purpose experiments with a broad physics program, whereas LHCb
and ALICE are specialized experiments, designed to study B -physics and heavy-ion collisions, re-
spectively. The work presented in this thesis uses data recorded by the ATLAS detector, which
is described in detail later. In this chapter, the design and operation of the LHC are briefly de-
scribed, and the environment presented by the machine during the relevant data taking period is
summarized.
4.1 Concepts of Accelerator Physics
In a particle accelerator, charged particles are accelerated under the influence of an electric field,
creating a stream of particles called a particle beam. Most modern accelerators provide bunched
beams, containing packets, or bunches, of particles instead of a continuous stream. In synchrotron
accelerators, the acceleration is usually provided by Radio-Frequency (RF) cavities. The electro-
magnetic field in the cavities oscillates at a particular frequency so properly timed particles will
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experience an acceleration when passing through them, grouping in the troughs of the electro-
magnetic waves. The troughs are frequently called RF buckets and effectively trap the particle
bunches [55]. In a circular accelerator, the particles can pass many times through the cavities and
can be timed so that they gradually increase their energy up to the design limit of the machine.
The particles are kept in their trajectory by a suitably tuned magnetic field, usually provided by
dipole magnets. Additional multipole magnets are used for the beam optics, focusing, constrain-
ing and applying other corrections to the beam in the transverse direction.
As the particles move along their nominal trajectory, s , they undergo betatron oscillations in
the transverse direction. The amplitude of those oscillations is described by the machine beta
function, β(s), which depends on the multipole configuration in the machine. The beam size
in the transverse direction is often characterized by their RMS and, under the assumption of a
Gaussian distribution, the standard deviation, σ , is used. It is customary to use one standard





It is also useful to define the normalized emittance, εn = βrγrε where βr and γr are the usual
relativistic functions.
For high energy physics research, one of the most important properties of a particle accel-
erator is arguably the center-of-mass collision energy, usually denoted by
p
s . For a symmetric
particle collider, the upper limit of the center-of-mass energy is the sum of the two individual
beam energies. For a given machine radius (R), the beam energy is dictated by the strength of the
magnetic field (B) providing the beam steering:
p[TeV] = 0.3B[T] ·R[km] (4.2)
and therefore technologies such as superconducting magnets are employed in modern particle
accelerators. The maximum energy attainable in a circular machine is also limited by the loss of
energy due to synchrotron radiation. In a hadron machine, this is normally negligible since the
power lost via synchrotron radiation is inversely proportional to the fourth power of the mass of
the accelerated particle. In the case of the LHC, however, this phenomenon is expected to provide
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a significant challenge for the first time in a hadron collider as the machine energy approaches its
design value [19].
An equally important parameter for a collider is the instantaneous luminosity, L , which is
proportional to the particle production rate for any given process. The total number of expected
events for a process with cross section σe x p is:
Ne x p = σe x p ×
∫
L (t )d t (4.3)
The factor
∫
L (t )d t is called the integrated luminosity. The instantaneous luminosity in a collider
can, in principle, be calculated from the beam characteristics. In a circular collider, two beams are
usually brought together to cross in one or more Interaction Points (IP). For a machine with two
similar beams, revolving around the ring with frequency fr e v , the luminosity at the IP is given
by:






where Nb is the number of particles per bunch, nb is the number of bunches per beam, γr is the
relativistic γ -factor, εn is the normalized emittance, and β
∗ is the beta-function at the IP [55].
Finally, F is a geometric factor arising from the fact that the beams do not collide head-to-head,
but instead cross at a non-zero angle. From these equations, it is evident that, to achieve high
luminosity in a collider, a high number of high population bunches with low emittance is needed.
In addition, tuning of the beam optics is needed to obtain low values of the amplitude function at
the IP. However, these can be very challenging and many factors, such as beam-beam interaction
effects, can hinder this effort.
The determination of the luminosity from Eq. 4.4 using beam characteristics in the IP is not
performed during data taking since it can cause undesired interference. Further, the precision of
this method is rather poor, with uncertainties exceeding ∼ 10%. Specialized runs called “van der
Meer Scans” [56] are used instead to obtain an absolute measurement of the luminosity and to
calibrate specialized equipment and methods used by the experiments for the determination of
the luminosity. These methods usually rely on the knowledge of the cross section and the mea-
surement of the observed rate for a certain process. For a p p collider, Eq. 4.3 can be rewritten as





where Ri ne l is the rate of inelastic collisions and σi ne l is the p p inelastic cross section. Eq. 4.5 can
further be recast to
L =
µnb fr e v
σi ne l
(4.6)
where µ =< Ni ne l/nb > is the average number of inelastic interactions per bunch crossing. The
equations above are frequently used in the determination of the instantaneous and integrated
luminosity by the experiments, including ATLAS.
4.2 LHC Design and Operation
The LHC is built in the same tunnel previously housing the Large Electron-Positron Collider
(LEP) that operated from 1989 until 2000. The tunnel has a circumference of approximately
27 km and lies between 45 m and 170 m below the ground, in a plane with a slope of 1.4%. The
availability of this already excavated tunnel, and the cost reduction associated with using it, was a
significant factor in the decision to design and construct the LHC as is.
The LHC machine is a two-ring, superconducting alternating gradient synchrotron [57, 58]
designed to accelerate protons to energies up to 7 TeV, as well as heavy ions to energies up to
2.76 TeV per nucleon. The specifics of the heavy ion program are not relevant to the work pre-
sented in this thesis and will not be discussed further. The machine is not a perfect circle, and is
instead made of eight arcs and eight straight segments. The arcs contain dipole magnets that are
used to steer the particles in the circular orbit. The setup in the straight segments depends on
their specific use, which includes beam cleaning, injection and dump facilities, and IPs, where the
beams are steered to cross and provide collisions for the four experiments. The bunches in the two
beams are suitably arranged and timed so as to provide higher instantaneous luminosity to the two
general purpose experiments, ATLAS and CMS, compared to the specialized experiments, LHCb
and ALICE.
Particle-antiparticle colliders like LEP or the Tevatron [59] can have their two counter-rotating
beams share the same beamline in different orbits. In contrast, in the LHC, two individual rings
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are needed. Due to the limited space in the LEP/LHC tunnel, which has an inner diameter of
3.7 m in the arcs, the construction of two completely separate rings was not feasible. Instead, a
twin-bore dipole magnet was developed which provides a uniform magnetic field with opposite
directions to the center of each of two beam pipes sharing the same cold vessel. The LHC uses
1,232 main dipole magnets to bend the beams and 392 main quadrupoles for focusing. Several
other types of magnets complete the beam optics system. The dipole magnets employ coils us-
ing niobium-titanium (NbTi) cables and superfluid helium is used to cool the magnets to 1.9 K.
At this temperature, using an electrical current of 11.85 kA, the dipoles are able to provide the
magnetic field of 8.33 T required for operation at 7 TeV per beam.
The pre-existing accelerators in the CERN complex (see Fig. 4.1) act as injectors for the LHC,
while they are also serving non-LHC experiments. Protons are obtained by stripping the elec-
trons from molecular hydrogen gas, and are initially accelerated to an energy of 50 MeV by the
LINAC2 linear accelerator. The protons are then fed into a series of circular accelerators with
increasing energies, to be accelerated to the LHC injection energy of 450 GeV. The protons from
LINAC2 are divided to the four superimposed synchrotron rings of the Proton Synchrotron
Booster (PSB), where they obtain an energy of 1.4 GeV. Subsequently they are injected to the
Proton Synchrotron (PS), where the protons are assembled into a train of proton bunches which
are approximately 25 ns apart and nominally contain 1.15× 1011 protons. The proton energy is
increased to 25 GeV and, at the last step of the injection chain, typically three or four bunch trains
are fed to the Super Proton Synchrotron (SPS). The protons are accelerated to 450 GeV during the
21.6 s SPS cycle and then injected to one of the LHC rings. The procedure is typically repeated
12 times to fill one LHC ring with a total of nominally 2,808 bunches, assembled in bunch trains.
When both LHC rings are filled, the beam energy is ramped up to an energy of 7 TeV, in a proce-
dure that takes at least ∼ 20 minutes. The beams are brought into collision and, after some beam
adjustments, stable beams are declared and the experiments take data suitable for physics analysis.
The beams are slowly depleted while circulating and providing collisions at the IPs. The beam
lifetime is of the order of 10 h, after which time the beams are dumped and the machine is ramped
down so a new LHC fill can start.
The LHC employs eight superconducting RF cavities per beam using niobium-on-copper
technology, each providing a 5 MV/m accelerating field. The machine operates a 400 MHz RF






























Figure 4.1: Schematic of the accelerator complex at CERN and the relative location of the exper-
iments. The series of machines that constitute the LHC accelerator chain, as well as additional
setups for non-LHC experiments, are visible [60].
system, which translates to 2.5 ns-wide RF buckets. As described in the previous section, filled
buckets contain and constrain the proton bunches. A sufficient number of empty buckets is ar-
ranged between the bunch trains to allow for the reaction time of the injection and dumping
systems and to provide the minimum 25 ns spacing between the filled buckets1. The minimum
bunch spacing corresponds to a maximum bunch crossing frequency of 40 MHz, to which all the
experiments are synchronized. As discussed later, for the 2011 and 2012 data-taking periods, the
minimum bunch spacing used was 50 ns. Empty bunch crossings, when empty bunches overlap
and no collisions are expected, are used by the experiments to estimate non-collision backgrounds
during data taking under stable beams.
As a consequence of the narrow spacing between beam crossings, there is a possibility to have
1The actual nominal bunch spacing is 24.95 ns which corresponds to a bunch crossing frequency of 40.08 MHz and
an RF frequency of 400.8 MHz. However, for simplicity, multiples of 25 ns and 40 MHz will be used throughout this
thesis.
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an event triggered in a particular beam crossing overlapping with events from neighboring cross-
ings. This phenomenon is known as out-of-time pileup. A similar phenomenon is in-time pileup
where many p p interactions occur in the same bunch crossing. Pileup can have a detrimental
effect on the identification and reconstruction of physics objects in the detectors, since events
originating from different interaction vertices overlap with a triggered event. The effects and
potential impact of pileup are studied and taken into account in the analysis, as discussed later.
4.3 Operating Conditions in 2011 and 2012
The LHC started operations on September 10th, 2008. Unfortunately, after only a few days of op-
eration an incident [61] occurred when an superconducting electrical connection failed between
a dipole and a quadrupole. This caused the development of a resistive load across the connection
and the dissipation of heat, raising the temperature, which in turn caused the cable to lose its
superconducting properties, or quench. An arc developed across the connection, destroying the
helium enclosure. The rapid expansion of the escaping helium gas caused severe mechanical and
electrical damage to at least 53 cryomagnets, as well as contamination of the vacuum beam pipes.
The LHC subsequently underwent a period of several months repairs and connection inspections
to return to operation in November 2009 with p p collision energies up to
p
s = 2.36 TeV. As a
precaution, it was decided to operate the LHC at a beam energy lower than design for the first few
years of operation, leading up to the first long shutdown period of 2013, during which a lengthy
program of electrical interconnection replacement and inspection was planned and is now under-
way. In 2010 and 2011, the machine operated at
p
s = 7 TeV, while in 2012 it was considered safe
to increase the energy to
p
s = 8 TeV.
During the 2010 data taking period the LHC delivered a modest integrated luminosity of
approximately 48 pb−1 of p p collisions. The delivered luminosity evolved rapidly over the fol-
lowing two years, made possible by an increase of the number bunches in the beams, as well as the
gain in operation experience which allowed the operators to fine tune the machine parameters and
optimize the peak luminosity. The LHC has performed excellently, operating at unprecedented
instantaneous luminosities and delivering a remarkable amount of collision data to the experi-
ments. In 2011 and 2012, the LHC delivered to ATLAS approximately 5.6 fb−1 and 23.3 fb−1 of
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p p collisions, respectively.
The high integrated luminosities and the associated high instantaneous luminosities come at
the cost of in-time pileup. For the 2011–2012 data taking period, this effect is further amplified
by the high number of protons per bunch employed, which was above the design specifications
of the machine and experiments. The increased proton density was a compromise between the
need for high integrated luminosity while operating the machine with a wider, 50 ns minimum
bunch spacing. The wider spacing was deemed by the machine operators a more stable mode of
operation for these first years of running. The mean number of interactions per bunch crossing,
µ, as recorded by ATLAS in the 2011 and 2012 data taking periods is shown in Fig. 4.2. For 2011,
the mean number of interactions per bunch crossing was on average 9.1, while for 2012 this value
rose to 20.7.
Mean Number of Interactions per Crossing
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Figure 4.2: Distribution of mean number of interactions per bunch crossing, µ, weighted by the
bunch instantaneous luminosity, as recorded by ATLAS during 2011 and 2012.
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Chapter 5
The ATLAS Experiment
ATLAS (A Toroidal LHC Apparatus) is the largest of four experiments running at the LHC. In
this chapter, the ATLAS detector is described in general. Detailed descriptions of the detector de-
sign and performance are available in Ref. [8]. The ATLAS Liquid Argon (LAr) Electromagnetic
(EM) calorimeter [62] is described in more detail, since the analysis presented in this thesis relies
on the novel capabilities of that particular subsystem.
5.1 Overview of the ATLAS Detector
The ATLAS detector is a general purpose apparatus engineered to exploit the full discovery po-
tential of the LHC, and is designed to be sensitive to a broad selection of physics processes. The
physics goals and the harsh environment of the LHC impose severe requirements for the detector
in terms of performance and operation in a radiation environment.
The ATLAS detector has a cylindrical geometry with forward-backward symmetry with a
diameter of approximately 25 m and a length of approximately 44 m, as shown in Fig. 5.1. The
ATLAS detector consists of a series of concentric subdetectors and systems: In the innermost
section of the detector, and within a solenoid magnet, lies the Inner Detector (ID), consisting
of the Pixel Detector, the Semiconductor Tracker (SCT), and the Transition Radiation Tracker
(TRT). The Calorimeter System surrounds the solenoid and consists of LAr Electromagnetic,
Hadronic, and Forward Calorimeters, as well as a Tile Hadronic Calorimeter. In the outermost
layers of the detector, several technologies of muon chambers make up the Muon Spectrometer,
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Detector component
Required resolution Coverage in η
( pT and E in GeV) Measurement Trigger
Tracking σpT/pT = 0.05%/pT⊕ 1% ± 2.5 —
EM calorimetry σE/E = 10%/
p
E ⊕ 0.7% ± 3.2 ± 2.5
Hadronic calorimetry
- Barrel and endcap σE/E = 50%/
p
E ⊕ 3% ± 3.2 ± 3.2
- Forward σE/E = 100%/
p
E ⊕ 10% 3.1< |η|< 4.9 3.1< |η|< 4.9
Muon Spectrometer σpT/pT = 10%/pT at pT = 1 TeV ± 2.7 ± 2.4
Table 5.1: General performance goals of the ATLAS detector. The⊕ symbol denotes the addition
of the surrounding terms in quadrature.
which is supported by a toroidal magnet system. The detector is complemented by a sophisticated
Trigger and Data Acquisition (DAQ) system.
The right-handed ATLAS coordinate system is depicted in Fig. 5.2. The x-axis points to the
center of the accelerator ring, while the y-axis points upwards. The z-axis is matched with the
beamline axis and the x− y plane is transverse to the beam direction. The transverse momentum,
the transverse energy (ET), and the missing transverse energy are therefore defined in the x − y
plane. The nominal interaction point (IP) is considered to be at the nominal center of the detector,
where x = y = z = 0. Using cylindrical coordinates, the azimuthal angle φ is measured with
respect to the positive x-axis and the polar angle θ is measured with respect to the positive z-axis.









The distance in the pseudorapidity-azimuthal angle space (∆R) is used for matching between ob-




The general performance goals of the various components of the ATLAS detector are shown
in Table 5.1. The component coverage is also shown, for both the η-range where the subdetector
can provide measurements, as well as the range where it provides information to the first level of
the ATLAS trigger system.
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Figure 5.1: A three-dimensional visualization of the ATLAS detector.
Figure 5.2: Schematic of the ATLAS detector and installation with respect to the LHC ring. The
ATLAS right-handed coordinate system is also indicated.
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5.2 Inner Detector
The basic function of the ATLAS ID [63, 64] is the reconstruction, above a given momentum
threshold, of the trajectory and momentum of tracks of charged particles from the collision. From
the set of reconstructed tracks, a set of common track intersection points along the beamline is
produced, and the positions of primary vertex (PV) candidates are measured. The ID is able to
provide a measurement of the z-position of a PV with at least four tracks with a resolution better
than 1 mm. In addition, the ID measures with high efficiency the positions of vertices of the
decay products of long-lived particles like neutral kaons or mesons containing c - and b -quarks.
Further, the ID provides electron identification information up to |η| < 2, over energies ranging
between 0.5 GeV and 150 GeV.
The cylindrical ID (see Fig. 5.3) is approximately 6.2 m long, has a diameter of 2.1 m and is
contained in a superconducting solenoidal magnet with a central field of 2 T. The ID is com-
posed of three sections, one central section and one endcap at each end, with total pseudorapidity
coverage up to |η|< 2.5.
Figure 5.3: Cut-away view of the ATLAS Inner Detector.
CHAPTER 5. THE ATLAS EXPERIMENT 36
The innermost part of the ID is the pixel detector, which comprises three cylindrical barrel
layers and, on either side, three forward disk layers completing the total coverage. With this
setup, the pixel detector provides typically three spatial point measurements for a charged track
emanating from the interaction region. The pixel detector has the finest granularity and thus
provides the best position resolution of 10 µm in the R−φ direction and 115 µm in the R(z)
direction for the barrel (disk) layers. The nominal pixel size is 50 µm in the φ direction and
400 µm in z (R) in the barrel (endcap) region. The barrel layer closest to the beam is situated at
a radius R0 = 50.5 mm and, owing to its importance in b -tagging, it is often referred to as the B-
layer. The following two pixel barrel layers are situated at radii R1 = 88.5 mm and R2 = 120.5 mm,
respectively. The three endcap disks are perpendicular to the beam axis, with an inner radius of
89 mm, and are situated at points with |z0| = 495 mm, |z1| = 580 mm and |z2| = 650 mm. Each
cylindrical layer and each disk supports a different number of pixel modules, which are composed
of silicon sensors bump-bonded to front-end electronics chips as well as control circuitry. Each
module services 46,080 pixel electronics channels and the total number of pixel channels is of
order 81 million.
The second part of the ID is the SCT, where silicon microstrip sensors are used. With a
geometry similar to the pixel detector, the SCT consists of four barrel layers at radii R3 = 299 mm,
R4 = 371 mm, R5 = 443 mm, and R6 = 514 mm, as well as nine endcap disks on each side at
positions ranging from |z | = 853.8 mm to |z | = 2720.2 mm. Each SCT component consists of
a different number of SCT modules: the surface of the barrel layers is tiled with 2,112 identical
square modules whereas the endcap disks are tiled with 1,976 wedge-shaped modules from five
different module types. Most of the modules consist of two layers of sensors, each comprising
768 strips with an approximate length of 12 cm, and organized so as to provide sensor pairs with
a stereo rotation angle of 40 mrad. In the barrel modules, the strip sensors have a constant pitch
of 80 µm and are mounted so that one side has its strips parallel to the beam axis, resulting in a
precision of 17 µm in the R−φ coordinate and 580 µm in the z coordinate. In the endcap disks,
the strips are radial with a varying pitch due to the wedge geometry, which results in a mean
precision of 17 µm in the R−φ coordinate and 580 µm in the radial direction.
The third part of the ID is the TRT consisting of more than 300,000 gas-filled straw tubes with
a diameter of 4 mm each. In the barrel, the straws are 144 cm long and are oriented parallel to the
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beam. In the endcaps, the straws are 37 cm in length, assembled radially in wheels. This geometry
is capable of providing a resolution of 170 µm per straw and allows for a continuation of the
track measurement of the pixel detector and SCT, up to |η| = 2, with typically 36 hits per track.
The TRT also provides particle identification via the transition radiation photons produced in a
polypropylene radiator interleaved with the straws. The transition radiation photons are absorbed
by the gas in the straws, significantly increasing the amplitude of the ionization signal. The TRT
straws are read out with two thresholds. Electrons traversing the TRT produce more transition
radiation photons compared to charged hadrons, such as pions, and therefore are expected to have
more high-threshold hits.
The use of high resolution detectors at smaller radii and continuous tracking elements at larger
radii provides a precise measurement of theφ and z coordinates and a robust pattern recognition.
The number of precision layers is limited to keep the material budget and the cost of the ID within
acceptable limits.
5.3 Calorimetry
The purpose of the ATLAS calorimeter system (Fig. 5.4) is the measurement of the energy and
position of particles, and to assist in their identification. Further, the calorimeter system con-
tributes to the precise estimation of the missing energy. In order to meet the design specifications,
the calorimeter can measure the energy of a 100 GeV EM cluster with resolution of the order of
1%, depending on η. Similarly, for a jet with energy 100 GeV, the design goals require an energy
resolution of the order of 6%.
The calorimeter system covers the pseudorapidity range |η| < 4.9. Sampling calorimeters
based on LAr technology are used for the detection of EM objects, such as electrons and photons,
up to |η| = 3.2, as well as hadronic objects in the |η| range of 1.5− 4.9. Hadronic calorime-
try within |η| < 1.7 is provided by a steel/scintillator-tile calorimeter. The thickness of the EM
calorimeter in terms of radiation lengths (X0) is larger than 22X0 in the EMB and larger than 24X0
in the EMEC, while in terms of interaction lengths (λ), the entire calorimeter presents a thickness
of ∼ 11λ to hadronic objects at η= 0.
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5.3.1 The Liquid Argon calorimeter system
In ATLAS, EM calorimetry is provided by barrel (|η|< 1.475) and endcap (1.375< |η|< 3.2) ac-
cordion geometry lead/LAr sampling calorimeters. An additional thin LAr presampler (PS) cov-
ering |η|< 1.8 allows for corrections of energy losses in material upstream of the EM calorimeters.
The EM barrel (EMB) calorimeter [62] consists of two half-barrels housed in the same cryostat.
Each half-barrel is 3.2 m long and has an inner (outer) radius of 1.4 m (2 m). The EM endcap
calorimeter (EMEC) [65] comprises two wheels, one on each side of the EMB. Each wheel is
63 cm thick and has an inner (outer) radius of 0.33 m (2.1 m). The EMEC wheels are contained
in independent endcap cryostats, together with the hadronic endcap and forward calorimeters
described later. The wheels themselves consist of two co-axial wheels, with the outer wheel (OW)
covering the region 1.375< |η|< 2.5 and the inner wheel (IW) covering the region 2.5< |η|< 3.2.
Figure 5.4: The ATLAS calorimeter system.
The EM calorimeters comprise accordion-shaped copper-kapton electrodes positioned be-
tween similarly shaped lead absorber plates and kept in position by honeycomb spacers, with
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the system immersed in LAr (Fig. 5.5). Incident particles shower in the absorber material and
subsequently the LAr is ionized. Under the influence of the electric field between the grounded
absorber and electrode kept at high voltage, the ions and electrons drift, the latter inducing a tri-
angular pulse (Fig. 5.6) to be collected by the electrodes. With the purpose of redundancy, both
sides of the electrodes are powered independently, which allows for the collection of half of the
signal should one side lose high voltage. In the EMB, the size of the drift gap on each side of
the electrode is 2.1 mm, which corresponds to a total electron drift time [66] of approximately
450 ns for a nominal operating voltage of 2000 V. In the EMEC, the gap is a function of radius

































Figure 5.5: Accordion structure of the EM barrel calorimeter. The top figure is a view of a small
sector of the barrel calorimeter in a plane transverse to the LHC beams.
For most of the EM calorimeter, EMB and EMEC-OW, each module has three layers in depth
with different granularities, as can be seen in Fig. 5.7, while each EMEC-IW module has only two
layers. The EM calorimeter is designed so that, for EM objects, the largest fraction of the energy
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Figure 5.6: Shapes of the LAr calorimeter current pulse in the detector and of the signal output
from the shaper chip. The dots indicate an ideal position of samples separated by 25 ns.
is collected in the second (middle) layer, while the back layer collects only the tail of EM showers.
The first layer features strip cells with their long edges in the φ-direction.
The granularity of the cells in the EM calorimeter depends on the calorimeter layer and |η|.
For most of the EMB (up to approximately |η|= 1.4) the cell sizes are as indicated in Fig. 5.7: the
first layer cells have size ∆η×∆φ= 0.0031× 0.0245, while the second layer has a granularity of
0.025× 0.0245, and the back layer cells have a larger size of 0.05× 0.0245. A similar arrangement
is used for the rest of the η-coverage of the EM calorimeter. Using the energy measurement and
position for all cells in all layers of the calorimeter contained in the shower, the incident particle
energy can be reconstructed and, taking advantage of the fine segmentation of the strips, its di-
rection and characteristics can be inferred. The fine segmentation is also extremely useful in the
discrimination between photons and jets with a leading π0 meson which primarily decays to two
photons. In addition, with its novel projective tower geometry, the calorimeter can reconstruct
the direction of neutral particles, such as photons, for which the ID cannot be used.
The hadronic calorimetry provided by the tile calorimeter is complemented by two parallel-
plate copper/LAr hadronic endcap (HEC) calorimeters [67] that cover the region 1.5< |η|< 3.2,
as well as modules in the forward calorimeter (FCal), described below. Each HEC consists of
two independent wheels sharing the same cryostat as the EMEC and FCal modules. Each of the
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Figure 5.7: Sketch of an EMB section where the different layers are visible. The granularity in η
and φ of the cells in each of the three layers and of the trigger towers is also shown.
HEC wheels comprises 32 wedge-shaped modules made of copper plates. The HEC wheel outer
radius is 2.03 m while the inner radius is 372 mm for the first nine plates of the front wheels
and 475 mm for the rest of the HEC. The gaps between the plates are kept at 8.5 mm and three
electrodes divide the gap into four separate LAr drift zones of 1.8 mm width each. Readout cells
are etched onto the central electrode, while the two other electrodes are kept at high voltage. The
two wheels combined provide four longitudinal calorimeter layers with the cells arranged in a
semi-projective geometry, with a granularity in ∆η×∆φ of 0.1× 0.1 for 1.5 < |η| < 2.5 and
0.2× 0.2 for 2.5< |η|< 3.2.
The FCal [68] provides coverage over 3.1< |η|< 4.9. In order to withstand the high particle
fluxes in this region, the FCal is based on a novel design that uses cylindrical electrodes consisting
of rods positioned concentrically inside tubes parallel to the beam axis, supported by a metal
matrix. Very narrow LAr gaps have been chosen to avoid ion buildup at high collision rates
and the gap is kept constant with a winding fiber wrapped around the rods. Three cylindrical
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modules comprise the FCal; the module closest to the IP is optimized for EM measurements and
uses mainly copper as absorber and has 269 µm gaps. The two subsequent modules are made
mainly of tungsten and are optimized for hadronic measurements, with gaps of 375 and 500 µm,
respectively.
5.3.1.1 LAr Calorimeter Readout
The ionization signals from all the LAr calorimeter cells are led outside the cryostats via 114
feedthroughs. Front End Boards (FEBs) [69], housed in crates mounted directly on the feedthroughs,
receive the raw signals from up to 128 calorimeter channels, process, digitize and transmit samples
via optical link (see Fig. 5.8) to the Back-End electronics housed outside the experimental cavern.
The signal for each channel is split into three overlapping linear gain scales (Low, Medium and
High) in the approximate ratio 1/9/80, in order to meet the large dynamic range requirements
for the expected physics signals. For each gain, the triangular pulse is shaped (see Fig. 5.6) with
a bipolar C R− (RC )2 analog filter to optimize the signal-to-noise ratio. The shaped signals are
then sampled at the LHC bunch-crossing frequency of 40 MHz and the samples for each gain are
stored in a Switched Capacitor Array (SCA) analog memory buffer while waiting for a decision
from the first level (L1) of the ATLAS trigger system (see Section 5.5). For events accepted by
the L1 trigger, the optimal gain is selected for each channel, and the samples are digitized and






























Figure 5.8: Block diagram of the FEB architecture, depicting the dataflow for four of the 128
channels.
In addition to the FEBs, the front end crates house several additional boards [70]. Tower
Builder Boards facilitate the propagation of information to the trigger system and Calibration
Boards allow the calibration of the electronics by injecting a known exponential pulse to simu-
late the LAr ionization signal. The calibration signals are then reconstructed through the regular
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readout chain. Finally, auxiliary boards perform service tasks such as clock distribution, commu-
nication and monitoring.
5.3.1.2 Cell Energy and Time Reconstruction
The optimal filtering [71] technique is used to reconstruct the cell energy and peaking time from
the samples of a shaped calorimeter pulse. The procedure described here applies to all LAr subsys-
tems, though it differs slightly in the case of the FCal. To calculate the cell energy, Ecell in MeV,
from the samples s j in ADC counts, the following formula is used:
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where FµA→M eV is a coefficient that is obtained from test beam studies and converts the ioniza-




a factor to correct for differences between the physics signal and calibration pulses. R is a factor
obtained from calibration, converting the pulse ADC counts to counts of the DAC used to inject
the calibration pulses, and p is the pedestal value (electronic baseline), also obtained from cali-
bration. The parameters a j and b j are sets of Optimal Filtering Coefficients (OFC), calculated
from the knowledge of the pulse shape and the noise autocorrelation function, to give the optimal
energy and time resolution. Finally, a Quality Factor, Q2, is calculated for each cell, as an estimate
of the quality of the reconstructed pulse. The Quality Factor is similar in nature to a χ 2-value,
measuring the difference between the reconstructed pulse shape and the expected physics pulse
shape as predicted by the calibration.
5.3.2 The Tile Calorimeter
The tile calorimeter (TileCal) [72] is a sampling calorimeter employing steel as an absorber and
scintillating plastic tiles as detecting medium. The TileCal is segmented in three barrel structures
placed directly outside the EM calorimeter, with an inner radius of 2.2 m and an outer radius of
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4.25 m. The central barrel is 5.8 m long and covers the region |η|< 1.0. Two extended barrels, each
with a length of 2.8 m, cover the range 0.8 < |η| < 1.7. Each barrel comprises 64 wedge-shaped
modules in φ, each covering a sector with ∆φ ∼ 0.1. As shown in Fig. 5.9, layers of interleaved
trapezoidal absorber and scintillator tiles are stacked to form a module. The scintillation light is
read by fibers on either side of the scintillator tile and led to photomultipliers housed on the outer
radius of the module. The fibers are grouped together to create readout cells, segmenting the tile
calorimeter in three layers in depth. The cells have dimensions ∆η×∆φ = 0.1× 0.1 in the two






Figure 5.9: Mechanical assembly of a tile calorimeter module showing the absorber and scintillat-
ing tiles. The optical readout chain using wavelength-shifting fibers and photomultipliers is also
shown.
5.4 Muon Spectrometer
The MS is the outermost subsystem of the ATLAS detector. Roles of the MS include the identifica-
tion and reconstruction of muon tracks, and the measurement of their momenta, up to |η|< 2.7,
as well as triggering on those events in the range |η|< 2.4. The MS is designed to measure muon
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transverse momenta with a resolution of approximately 10% for 1 TeV tracks, which translates
into a sagitta along the beam axis of about 500 µm to be measured with a resolution better than
50 µm.
The MS consists of many muon chambers and a large air-core toroidal magnet system, as
depicted in Fig. 5.10. The chambers are arranged in several layers: in the barrel, the chambers form
three concentric cylindrical cells with approximate radii of 5 m, 7.5 m, and 10 m. In the endcaps,
the chambers form large wheels, perpendicular to the beamline and located approximately at
points with |z | = 7.4 m, 10.8 m, 14 m, and 21.5 m with respect to the IP. The magnet system
comprises a toroid consisting of 8 separate coils in the barrel, and two smaller endcap toroids on
either side of the detector.
Figure 5.10: Muon instrumentation of the ATLAS experiment.
Four different chamber technologies are employed in the MS. For the high precision mea-
surement of the muon trajectory, 1,150 Monitored Drift Tube (MDT) chambers are used up to
|η| < 2.0 for inner layers and within |η| < 2.4 for outer layers. For triggering, 606 Resistive
Plate Chambers (RPC) and 3,588 Thin Gap Chambers (TGC) are employed in the pseudorapid-
ity ranges |η| < 1.05 and 1.05 < |η| < 2.4, respectively. The inner barrel layer consists of MDT
CHAPTER 5. THE ATLAS EXPERIMENT 46
chambers which are positioned outside the calorimeters. In the middle barrel layer, MDT cham-
bers are placed inside the magnet and are surrounded by two RPC trigger chambers on each side.
Finally the third layer consists of MDT chambers paired with an RPC in the outer surface. In
addition to providing trigger information, the RPC trigger chambers supply the measurement of
the second coordinate of the particle tracks. The endcap scheme is different because it is not pos-
sible to install chambers inside the endcap toroids. The inner layers of endcap detectors are placed
outside the magnets in the forward region with 2< |η|< 2.7, and feature 32 Cathode Strip Cham-
bers (CSC) that cope with the higher counting rates. The middle and outer endcap layers consist
of MDT chambers supported by TGC trigger chambers, placed on both sides of the middle MDT
layer.
Depending on the radius and azimuth, the field provided by the magnets varies from 0.15 T to
2.5 T in the barrel region, and from 0.2 T to 3.5 T in the endcap region. While the magnetic field
is highly non-uniform, a detailed magnetic modeling combined with readings by approximately
1,840 B–field sensors allow a high-precision mapping of the field. The field mapping provides
bending power measurements with sufficient accuracy to meet the design performance goals.
5.5 Trigger and Data Acquisition
With the LHC operating at the nominal bunch crossing frequency of 40 MHz and at the design
luminosity of 1034 cm−2s−1, approximately 109 interactions per second are expected. While this
is desirable to be able to study rare processes, it is not tractable to record at these rates nor to store
every event on disk. In ATLAS, the data recording rate is limited to approximately 200-400 Hz.
Therefore a system is needed to intelligently select online on average only 1 in ∼ 2× 105 bunch
crossings, while maximizing the efficiency to record rare and potentially interesting processes for
analysis offline. The event selection is accomplished in ATLAS by a trigger system with three
successive levels. The first level is called Level 1 (L1) and is implemented with custom-designed
electronics. The two higher levels are named Level 2 (L2) and Event filter (EF), and are collectively
called the High Level Trigger (HLT). The HLT is implemented in software running on commer-
cially available computing hardware. A block diagram of the trigger and data acquisition systems
(TDAQ) is shown in figure 5.11.


























Figure 5.11: Block diagram of the ATLAS Trigger/DAQ system. For more details, see text.
The L1 trigger uses a subset of the available detector information to provide a decision within
2.5 µs, reducing the event rates to a maximum of 75 kHz. Due to the latency limitation, ID and
precision muon tracking information is not used in the L1 decision. Instead, the main inputs for
L1 come from calorimeter information (L1Calo) and information from the trigger chambers of
the muon spectrometer (L1Muon). L1Calo uses energy deposits in all the calorimeters summed
in trigger towers of typical size ∆η×∆φ = 0.1× 0.1, whereas L1Muon employs the RPC and
TGC trigger chambers. With these inputs, the L1 trigger searches for particular physics object
signatures, such as electrons, photons, jets, τ-leptons decaying hadronically, and high-transverse
momentum muons, as well as global event signatures, including large total transverse energy and
Emiss
T
. The Central Trigger Processor (CTP) receives the results from L1Calo and L1Muon and
makes logical combinations of the decisions based on predefined trigger items that implement a
“trigger menu”. In the menu, certain trigger items can be configured to be prescaled, so that a
programmable fraction of the events otherwise passing the selection is discarded at random in
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order to reduce the trigger rate.
Event information is typically stored in buffers on the detector specific front-end electronics
while waiting for a L1 trigger decision. If an event is selected by L1, its information is propagated
to the next stages of the front-end electronics and the entire event is read out via Readout Drivers
(RODs) over optical links and fed to the DAQ system. The L1 trigger also composes geographical
Regions-of-Interest (ROIs) in the detector, where interesting features had been identified, and
combines it with information of those particular features. The ROIs are then propagated to the
L2 trigger in parallel with the event data and subsequently used to seed the HLT selection process.
The L2 trigger operates with a latency of approximately 40 ms, during which time the event
data is stored in Readout Buffers (ROBs). Using the ROIs identified by the L1 trigger, a subset
(typically ∼ 2%) of the data is transfered to a L2–dedicated processor farm over a high-capacity
network infrastructure. Dedicated algorithms run to further refine the event selection, using
the full detector granularity, to reduce the selection rate to approximately 3.5 kHz. For events
that pass at L2, the event fragments are built into events with the full detector information by
the Event Builders and delivered to the EF. This final level of triggering runs high level analysis
procedures, similar to offline analysis, on an additional dedicated processor farm to select events
with the final recording rate of approximately 200 Hz. The selected events are subsequently stored
on disk at the CERN computer center for offline physics analysis. The data is replicated to sites
all over the world and processed using the Worldwide LHC Computing Grid [73].
5.6 Forward Detectors and Luminosity Measurement
In addition to the main detector systems described above, ATLAS uses additional smaller sys-
tems to provide coverage in the very forward region. LUCID (LUminosity measurement using
Cerenkov Integrating Detector) is one of the primary luminosity detectors in ATLAS and consists
of two Cerenkov radiation detectors located on either side of the detector at a distance of approx-
imately 17 m from the IP and 10 cm from the beamline. The Zero Degree Calorimeter (ZDC)
comprises two modules consisting of layers of alternating quartz rods and tungsten plates and lo-
cated approximately at z =±140 m. The main purpose of ZDC is to detect very forward neutrons
(|η| > 8.3) in heavy-ion collisions. Finally, ALFA (Absolute Luminosity For ATLAS) consists of
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scintillating-fiber trackers installed very close to the beamline at positions with z =±240 m, and
measures the absolute luminosity by using elastically scattered protons at small angles.
Even though the ID, and ATLAS in general, has been designed to be able to withstand high
levels of radiation during normal operation, it still has to be protected from accidental beam losses
near the detector. If proton bunches hit any collimators near the detector, the enormous instanta-
neous rates can cause significant damage, especially for devices operating close to the beam. The
Beam Conditions Monitor (BCM) system is responsible to detect such incidents and transmit the
information to the LHC operators so that a beam-abort is triggered and serious damage avoided.
The system consists of four modules on each side of the detector at positions z = ±184 cm and
radial distance R= 5.5 cm, arranged symmetrically around the beam-pipe. Each module employs
two radiation-hard diamond sensors and radiation-tolerant electronics. The modules measure
bunch-by-bunch rates independently of the DAQ system and the BCM is also used in the deter-
mination of luminosity.
To determine the instantaneous luminosity and calculate the integrated luminosity, ATLAS
uses several methods and algorithms, employing dedicated detectors as well as systems for which
luminosity measurement is a secondary capability [74]. In 2011, the main detectors used in online
luminosity measurements were LUCID and BCM. The currents in the tile calorimeter and the
FCal were also used in independent offline calculations of the luminosity. Each detector has
different characteristics with respect to acceptance, efficiency and systematic uncertainties, and
the results from all the methods are cross-checked and compared in an effort to improve the
final luminosity measurement. The different methods are calibrated using absolute luminosity
measurements using beam characteristics during van der Meer scans (see Section 4.1).
The instantaneous luminosity varies during the course of an LHC fill and diminishes as the
beam is gradually depleted. For this and other reasons, ATLAS runs are divided in luminosity
blocks (LB), which are short periods of time during which the delivered instantaneous luminosity
is considered constant. The begin and end times of each LB are controlled by the ATLAS online
DAQ system, and their length was typically 1 or 2 minutes during the 2011 and 2012 data taking
periods, respectively. After corrections are applied (for example for data loss due to DAQ dead
time or trigger prescales), the total recorded integrated luminosity is calculated by summing the
contributions from each LB. Fig. 5.12 shows the cumulative integrated luminosity as a function
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of time delivered and recorded by ATLAS for the 2011 and 2012 data taking periods. In total,
during 2011, ATLAS recorded 5.08 fb−1 of p p collisions at 7 TeV while, during 2012, ATLAS
recorded 21.3 fb−1 of p p collisions at 8 TeV.
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Figure 5.12: Cumulative integrated luminosity versus time delivered to (green) and recorded by
ATLAS (yellow) during stable beams for p p collisions at 7 TeV and 8 TeV center-of-mass energy
in 2011 and 2012, respectively.
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Chapter 6
Physics Object Reconstruction and
Identification
In this chapter, we define the various objects that are used to select events of interest. The objects
considered are EM objects (photons and electrons, Section 6.1), muons (Section 6.2), and jets (Sec-
tion 6.3). In addition, we consider the missing transverse energy (Emiss
T
) of the event (Section 6.4).
6.1 Electron and Photon Reconstruction in ATLAS
Within the ATLAS detector, photons and electrons manifest as EM showers in the calorimeter
system. Electrons and photons result in similar EM showers, which translates into similar re-
construction procedures in ATLAS for these two types of objects. In addition to producing an
EM shower, electrons can also leave a track in the ID, a characteristic which is typically the main
discriminating feature of electrons with respect to photons. However, photons can convert to
electron-positron pairs as they interact with the detector material, creating an additional chal-
lenge in photon reconstruction and discrimination from electrons.
The LAr calorimeter system is designed so that the EM shower is contained within the EM
calorimeter, with typically∼ 80% of the energy deposited in the middle layer. The reconstruction
of electrons and photons therefore begins with the reconstruction of the associated EM showers,
as described in Section 6.1.1. The fine segmentation of the LAr calorimeter provides valuable in-
formation on the shape and other characteristics of the EM showers, which is employed to obtain
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an excellent electron and photon identification efficiency and a high jet rejection rate over a broad
energy range. Photon and electron reconstruction and identification procedures are described
briefly in Sections 6.1.2 and 6.1.3 respectively, followed by the selection criteria applied to select
photon and electron candidates in this analysis.
6.1.1 Electromagnetic Cluster Reconstruction
The EM showers that develop in the LAr calorimeter are reconstructed as EM clusters of calorime-
ter cells using the “sliding-window” algorithm [75]. In this algorithm, the EM calorimeter η×φ
space is divided into a matrix of elements with size ∆η×∆φ = 0.025× 0.025 (the size of a cell
in the middle EM calorimeter layer). A calorimeter tower per element is formed by summing the
energies of the cells within that range in all the calorimeter layers. For energy depositions that
span different cells, the energy is shared between the relevant towers. Then, a window of size 5×5
towers is moved across the grid to search for a local maximum of the sum of tower transverse en-
ergies, ET, within the window. If the total ET is above a certain threshold, a precluster is formed,
to be used as a seed for the creation of a cluster. By calculating the barycenter using all the cells in
a fixed 3×3 tower window around the central tower of the seed, the seed position in η×φ space is
calculated. A set of seeds is formed and any duplicates (if their position is the same within a 2× 2
window) are removed by keeping the one with highest ET.
The next step is to build EM clusters around the seeds by adding cells layer by layer. This is
done by adding to the cluster all the cells in a window of size N clusη ×N
clus
φ
, centered around a posi-
tion on the seed that depends on the layer. For the middle layer, which is the first to be processed,
the centering position used is the seed barycenter calculated in the previous step. The barycenter
in that layer is calculated using the cells covered by the window. This position is used as a center-
ing position for the same procedure applied to the back and front layers. Finally, the barycenter
in the strips is used as a centering position when the procedure is applied to the presampler layer.
As a result of this procedure, a set of EM clusters of fixed size N clusη ×N
clus
φ
is created, with the size
depending on the particle hypothesized to have created the shower, as well as the location of the
shower (barrel or endcap). As shown in Table 6.1, a wider cluster size in φ is used in the barrel
for electrons and converted photons compared to unconverted photons, due to the bending of the
electron/positron trajectory in the transverse plane caused by the solenoidal magnetic field.






Electron 3× 7 5× 5
Converted photon 3× 7 5× 5
Unconverted photon 3× 5 5× 5
Table 6.1: Cluster sizes for different particle types in the barrel and endcap regions of the EM
calorimeter.
The EM clusters contain a large fraction of the deposited energy for electron and photon can-
didates. However, some energy is not contained in the fixed-size cluster and some is lost upstream
or downstream of the calorimeter, creating the need to apply corrections offline. Calibration
constants are calculated from MC simulation as a function of η, energy and shower depth. The
overall energy scale is set with reconstructed mass distributions from Z→ ee events (see Fig. 6.1
for an example in the barrel) and cross-checked using the electron E/p distribution in W → eν
events. The latter takes advantage of the independent measurements of the electron energy, E , in
the calorimeter and its momentum, p, in the ID.
6.1.2 Photon Reconstruction and Identification
Photons are reconstructed in ATLAS as either converted or unconverted photons, as described
in Ref. [76]. Converted photons are characterized by the presence of at least one track in the
ID that matches the EM cluster in the calorimeter, resulting in an ambiguity in the distinction
between converted photons and electrons. In addition, unconverted photons can also be recon-
structed as electrons if their EM clusters are erroneously associated with tracks that typically have
low momentum. For this reason, a procedure has been established to recover photon candidates
from a collection of electron candidates, based on combined information from the ID and the
calorimeter (number and momentum of matched tracks, number and position of hits in the ID,
E/p ratio). In the calculation of the photon ET, the energy is taken from the calibrated energy
of the cluster [77]. If the photon is converted and has a track with more than 3 silicon hits the η
measurement of the track is used, otherwise the η value as determined from the reconstruction of
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Figure 6.1: Reconstructed dielectron mass distribution for Z→ ee decays for |η| < 1.37, and
comparison to simulation.
the cluster direction in the calorimeter is used, as discussed later. Finally, the photon energy scale
is corrected for data and MC as described in Ref. [78].
The fine granularity of the calorimeter is a significant asset, allowing the separation of photons
from jets. As can be seen in Fig. 6.2, the shower shape for a photon is expected to have a narrower
profile compared to the shower shape for a jet. For jets with a leading π0 meson, a distinctive
energy deposition with two energy maxima is expected in the first layer of the LAr calorimeter
(strips). To efficiently reject background in analyses using photons, photon identification is per-
formed with a cut-based method using the characteristics of their shower shape. Two reference
sets of cuts, loose and tight, are defined. The former set of cuts has a very high efficiency with a
modest jet rejection power, while the latter has a rejection power of approximately 5,000 while
keeping a relatively high efficiency, approximately 85% for photons with ET > 40 GeV [79]. For
the loose and tight categories, two different sets of selections based on the shape of the EM shower
in the calorimeter are defined, as described in Table 6.2. The table indicates which shower shape
discriminating variables (DVs) are used as part of the loose and tight definitions.
Fig. 6.3 [76] shows distributions obtained in simulation for photons (true photons) and jets
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Category Description Name loose tight
Hadronic leakage
Ratio of ET in the first sampling of the hadronic
calorimeter to ET of the EM cluster (used over the
range |η|< 0.8 and |η|> 1.37) Rhad1 Ø Ø
Ratio of ET in all the hadronic calorimeter to ET of
the EM cluster (used over the range 0.8< |η|< 1.37) Rhad Ø Ø
EM Middle layer
Ratio in η of cell energies in 3× 7 versus 7× 7 cells Rη Ø Ø
Lateral width of the shower wη2 Ø Ø
Ratio in φ of cell energies in 3× 3 and 3× 7 cells Rφ Ø
EM Strip layer
Shower width for three strips around maximum strip ws3 Ø
Total lateral shower width wstot Ø
Fraction of energy outside core of three central strips
but within seven strips Fside Ø
Difference between the energy associated with the
second maximum in the strip layer, and the energy re-
constructed in the strip with the minimal value found
between the first and second maxima ∆E Ø
Ratio of the energy difference associated with the
largest and second largest energy deposits over the
sum of these energies Eratio Ø
Table 6.2: Shower shape discriminating variables used for the loose and tight photon definitions.
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Figure 6.2: Shower shapes for a photon candidate (left) and a candidate for a jet with a leading π0
(right), in data recorded in p p collisions.
reconstructed as photons (fake photons) in the unconverted and converted categories, before ap-
plying any identification requirements. Each individual plot in the figure shows, in overlay, the
the mean values of one of the DVs used in photon identification as a function of |η|, for the two
categories of true and fake photons. As can be seen from the distributions, the DVs provide sig-
nificant separation between photons and jets faking photons across the entire η-coverage of the
detector. It can further be concluded that cuts on the DVs can be optimized as a function of η
and can be different according to the photon conversion status. Consequently, the DVs are stud-
ied in several bins in |η|. For example, Fig. 6.4 shows the normalized distributions for the DVs,
obtained in simulation, for both true and fake photons reconstructed as unconverted photons
with |η| < 0.6. For the purpose of photon identification, cuts parametrized in |η| bins are deter-
mined from the DV distributions. The loose identification criteria only use cuts on the Rhad1 (or
Rhad), Rη, and wη2 DVs and make no distinction between unconverted and converted photons.
The tight identification criteria employ all the DVs in Table 6.2 and, in general, have cuts that
are more restrictive than the loose criteria. In addition, for the tight identification criteria, two
different sets of cuts are used for unconverted and converted photons.
A series of criteria is applied in this analysis to select photon candidates. All photon candidates
are required to have ET > 50 GeV and to satisfy at least the loose identification criteria. Photon
candidates are required to have |ηs2|< 2.37, excluding the transition region of 1.37< |ηs2|< 1.52
between the barrel and endcap EM calorimeters, where ηs2 is the η of the cluster in the second
layer of the calorimeter, measured with respect to the IP. If a photon satisfies the loose identifica-
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Figure 6.3: Distributions of the means of discriminating variables as a function of |η|, obtained


































































































































































































Figure 6.4: Normalized distributions of the discriminating variables in the region 0 < |η| < 0.6
for ET > 20 GeV for true and fake photons reconstructed as unconverted, before applying any
photon requirements.
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tion criteria with the additional requirement that |ηs2| < 1.37, it is then designated as a “Loose”
photon. If a photon satisfies the tight identification criteria, it is then designated as a “Tight” pho-
ton, without any further requirements on |ηs2|. If a photon is reconstructed as converted, in order
to be designated as a Tight photon, it must not have any pixel hits associated with any associated
track, in order to reduce the rate at which electrons are misidentified as converted photons.
The photon candidates are further required to be isolated in order to reduce fake photon con-
tributions from jets. The transverse energy deposited in a cone of ∆R< 0.2 around the photon
candidate is required to be less than 5 GeV, following standard ATLAS recommendations [80].
In the calculation of the isolation variable, the photon cluster energy itself is subtracted and cor-
rections for energy leakage and pileup are applied [81].
Additional object quality criteria have been established in ATLAS to remove photons and
electrons with a cluster possibly affected by any detector issues [82]. The following requirements
apply for the EM cluster associated with a photon candidate, with a similar set of requirements
applied for electrons. The core of the photon cluster (defined as the 3× 5 cells for unconverted
photons, 3× 7 cells for converted photons), should not overlap with a missing LAr calorimeter
FEB in the first or second layer or a dead high-voltage (HV) region. In addition, it is required that
there is a not a dead or disabled cell either in the core of the 3× 3 cells cluster in the second layer
or in the eight central strips in the first layer of the EM calorimeter. Further, EM clusters are
checked for the quality of the LAr signal in the individual cells composing the cluster using the








and either the shower variables Rφ > 1.0 or Rη > 0.98, as defined in Table 6.2.
Finally, a cluster time cut is applied to reduce the contribution from non-collision back-
grounds such as cosmic rays. The photon candidate is therefore rejected if it has a cluster time
|t |> (10+ 2/|Eclus|) ns, where the cluster energy, Eclus, is measured in GeV.
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6.1.3 Electron Reconstruction and Identification
Electrons are reconstructed in ATLAS primarily as EM clusters matched to ID tracks. Electron
identification [83] is performed with a cut-based method similar to photon identification, and
combines information from the shower shape characteristics in the calorimeter with the informa-
tion from the ID, where available. Three reference sets of cuts have been defined with increasing
background rejection power: loose++, medium++ and tight++, with expected jet rejections of
approximately 500, 5,000 and 50,000, respectively, based on MC simulation. The selection of
shower shape variables used in the loose++ and tight++ definitions is similar to their photon
counterparts, loose and tight, respectively, albeit with different cut values optimized for elec-
trons [84].
Only electron candidates satisfying the medium++ identification criteria are considered in
this analysis. The medium++ criteria impose requirements on the Rhad1, Rhad, Rη, w2, wstot,
and Eratio shower variables, with cuts parametrized according to the electron η and ET values. In
addition, requirements on the associated ID track are applied. The track is required to have trans-
verse impact parameter d0 < 5 mm and should match the EM cluster within ∆η < 0.005. When
calculating the pT value of an electron, the energy is always taken to be from the calorimeter clus-
ter, suitably calibrated [77], and the η value is taken from the matched track. The electron energy
scale is corrected for data and smeared for Monte Carlo, as specified in Ref. [78].
The electron selection criteria used in this analysis in addition to the medium++ identifica-
tion requirements are similar in nature to the photon selection criteria. Electrons are required to
have pT > 25 GeV and should have |ηs2| < 2.37, excluding the region 1.37 < |ηs2| < 1.52. The
electrons must also be isolated, with the transverse energy deposited in a cone of∆R< 0.2 around
the electron candidate required to be less than 5 GeV, calculated as described previously for pho-
tons. To remove electron candidates affected by any detector issues, it is required that neither the
core of the electron cluster (defined as the 3× 4 cells in the second layer) nor the cluster edge in
the first or second sampling layer is read out by a dead LAr calorimeter FEB. In addition, the core
of the electron cluster should not contain any dead HV region or disabled cells. Finally, electron
candidates are rejected if |t |> (10+ 2/|Eclus|) ns, where Eclus is measured in GeV.
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6.2 Muons
ATLAS uses various strategies to identify and reconstruct muons, in order to be sensitive to the
broad spectrum of final-state muons produced at the LHC, with pT ranging from a few GeV up
to a few TeV. In conjunction with precise MS measurements, information from the ID as well
as the calorimeter system is used to improve the muon identification efficiency and momentum
resolution. More details on the muon reconstruction and identification can be found in Refs. [8,
85].
In this analysis, muons are not used in the definition of interesting events. However, muon
candidates are used to reject events with indications of cosmic ray activity in the detector. Fairly
loose requirements are therefore applied in order to ensure efficient identification of muons, trans-
lating to a high cosmic background rejection factor.
In ATLAS, four general muon categories are defined, according to what part of the available
detector information and which strategy is used to reconstruct them: Standalone muons are re-
constructed by finding tracks in the MS and extending them to the beam line. So-called combined
muons are obtained by matching standalone muons to tracks in the ID, and then combining the
ID and MS measurements. Segment-tagged muons are found by extrapolating ID tracks to the MS
and searching for nearby track segments. Finally, calorimeter–tagged muons use the presence of a
minimum ionizing signal in calorimeter cells to tag ID tracks.
Two distinct reconstruction chains are used to reconstruct muons of the above categories,
each using a different set of reconstruction algorithms and resulting in two independent muon
candidate collections per event. The two reconstruction chains and associated collections are
named STACO [86] and MUID [87], named after the algorithm used in the reconstruction of
combined-category muons. In each collection, special care is taken so as to avoid overlap between
the different muon categories. For example, muon candidates that were successfully reconstructed
as combined muons are removed from the standalone category.
Only muon candidates from the STACO collection are considered in this analysis. Muons are
required to have pT > 10 GeV, with |η|< 2.4. Any muon candidate is required to satisfy the loose
quality criteria, as defined by the muon combined performance group [88]. Muon candidates
are required to be either combined or segment-tagged muons and should have an associated track
in the ID. The ID track must have a B -layer pixel hit, unless it traverses a dead B -layer module.
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Further, the sum of the number of pixel hits and crossed dead pixel sensors must be greater than
one, while the sum of the number of SCT hits and crossed dead SCT sensors must be at least
six. In addition, the sum of the number of crossed dead pixel and SCT modules must be less than
three. Finally, if the ID track is within the TRT acceptance (|η| < 2), the TRT extension of the
track is required to satisfy the following:






is the number of hits in the TRT that can be associated
with the extension and noutliers
TRT
is the number of TRT hits that are in the vicinity of the track
but are not crossed by the track or fail to form a smooth track measurement in association
with the pixel and SCT measurements.
• Case 1: |η|< 1.9. Require n > 5 and noutliers
TRT
< 0.9n.
• Case 2: |η| ≥ 1.9. If n > 5, then require noutliers
TRT
< 0.9n.
The requirements described above apply for muon identification for the purpose of rejecting
events with cosmic muons, as described later. However, any muons in the event are also used in
the calculation of the event missing energy, with different identification requirements, as discussed
later.
6.3 Jets
By the term “jets”, we are referring to the collimated sprays of energetic particles that are typical
in high energy particle collisions. In ATLAS, jets are primarily detected by large localized energy
depositions in the calorimeter system, which are usually associated with multiple tracks in the
ID. As a consequence, the basic ingredients to reconstruct jets are three-dimensional topological
calorimeter clusters, known as TopoClusters.
6.3.1 Topological Clustering
TopoClusters [75] are formed in the calorimeters by grouping calorimeter energy deposits ac-
cording to their significance with respect to the noise. Unlike the EM clusters created with the
sliding window algorithm discussed before, TopoClusters do not have a fixed size. The algorithm
starts by searching for seed cells around which the TopoCluster is built. Cells are considered as
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seeds if they satisfy |Ecell|/σnoisecell > 4, where σ
noise
cell
is the total cell-by-cell noise, including contribu-
tions from electronics noise and pileup. Each cluster grows by iteratively adding neighboring cells
if they satisfy |Ecell|/σnoisecell > 2. At the last step, all the cells immediately adjacent to the created
clusters are added, regardless of their significance. This strategy is efficient in finding low energy
clusters, while effectively suppressing the calorimeter noise. Finally, the TopoCluster energy is
defined to be the sum of the energies of all the included calorimeter cells, while its direction in
η−φ is calculated by the sum of the individual cell positions, weighted by their energy.
6.3.2 Jet Reconstruction
Several algorithms exist and can be used for the reconstruction of jets in a hadron collider. In this
analysis, the anti-kt jet algorithm [89] is used, which belongs to the sequential recombination fam-
ily of jet reconstruction algorithms. These algorithms operate iteratively on a set of provided jet
constituents (in this case, TopoClusters) to merge them pairwise or declare them as jets, according
to certain criteria. An abstract distance measure di j is introduced which, in the case of the anti-kt


















where R is the four-momentum recombination and distance parameter, controlling the size of
the jets in η−φ space. In this analysis, jets with R = 0.4 are used. In addition, the distance of





On every iteration, the list of all distances di j and diB is calculated and sorted. If the minimum
distance is a di j the two constituents i and j are merged and replaced in the set by their combined
constituent. If the minimum distance is a diB, the constituent i is called a jet and is removed from
the set. The procedure is repeated on the updated set of constituents until empty and all the jets
are found.
The jet energy measured in the calorimeter has to be calibrated so that it reflects the energy
of the initiating parton. Due to the non-compensating nature of the ATLAS calorimeters, the
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calorimeter energy response is lower for hadronic compared to EM showers of the same energy.
In addition, some energy can be lost in non-active regions or escape the calorimeters. Finally,
some energy may not be contained in the calorimeter clusters or may not be included during the
reconstruction of the jet. Several calibration methods are used by ATLAS to correct the Jet Energy
Scale ( JES). Jets in this analysis are calibrated using the so called EM+JES scheme [90, 91], which
is the simplest mode of jet calibration used by ATLAS. In this scheme, the jet energy is measured
at the EM scale and then a scale factor is applied to obtain the jet energy. The scale factor is derived
from simulation and depends on the energy of the jet at the EM scale as well as its direction. Jets
are considered in this analysis if they have a calibrated transverse momentum pEM+JES
T
> 20 GeV.
For the jets considered, the JES uncertainty is at the level of 1−4% [90] depending on the pT and
η of the jet.
Jets are only used in this analysis to establish whether an event has indications of cosmic
activity or is affected by any detector issues. The Very Loose set of standard ATLAS jet require-
ments [92, 93] is applied to the selected jet candidates, and the event is rejected if at least one jet
candidate is classified as “bad”. The criteria employ discriminating variables such as the fraction
of the jet energy in individual subsystems, as well as estimators of the quality of the jet using the
Q-factor of the cells composing the cluster associated with the jet.
6.4 Missing Transverse Energy
Even though energy and momentum are conserved in a p p collision, it is not possible to deter-
mine the momentum exchange between the partons in the direction of the beam. However, since
the colliding protons have no momentum in the transverse direction before the collision, the vec-
torial sum of the transverse momenta of all the particles produced in the collision is expected to
vanish. The negative of the vector obtained by the component sum of all particle momenta in
the transverse plane is the missing transverse momentum and its magnitude is called the missing
transverse energy (Emiss
T
). The existence of missing transverse energy is usually used as an indica-
tion of a particle (or particles) that has escaped without detection. However, there can also be
contributions to Emiss
T
from instrumental effects, energy mis-calibration, or due to limitations in
the coverage of the detector.
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In general in ATLAS, Emiss
T
is constructed from energy depositions in the calorimeters, taking
into account losses in dead material (DM) and including contributions from any muons summed




























The contribution from the calorimeter can be calibrated in several ways to set the measured
energy scale. As a result, several Emiss
T
flavors are available in ATLAS for use in physics analy-
sis. In this analysis, the LocHadTopo flavor is used, which employs the Local Hadron Calibration
(LCW) [94] scheme to calibrate the calorimeter contribution to the missing energy determined
from the set of TopoClusters reconstructed in the calorimeters. In this scheme, each TopoCluster
is classified as EM-like or hadronic-like, using the characteristics of the cluster shape. Different
calibration weights, based on MC simulation, are applied to each cluster according to its classifica-
tion. The calibration weights include corrections for energy lost in dead material as well as energy
not contained in the cluster. The sum of the energies deposited in calorimeter cells associated with
TopoClusters up to |η|= 4.5 is calculated in x and y components. The respective components of
the missing transverse energy in the calorimeters, including the DM components, are calculated





















E celli sinθi sinφi .
For the muon contribution, only good quality muon candidates with |η| < 2.7 from the
STACO collection are used [95]. To reduce contributions from fake muons, muon candidates
in the pseudorapidity range covered by the ID (|η| < 2.5) are required to be combined muons,
while standalone muons are used for 2.5 < |η| < 2.7. The transverse momenta of all the muons
considered are added to obtain the muon contribution. The pT measurement considered depends
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on the category (combined/standalone) and isolation of the muon candidate. For the purposes
of this calculation, a muon is considered isolated if it does not overlap with any jet within a cone
with ∆R < 0.3. For isolated combined muons, the combined MS and ID pT measurement is
used, subtracting a term for any ionization energy deposited in the calorimeters, to avoid double
counting the calorimeter contribution. For a non-isolated combined muon, the standalone MS
measurement for the pT is used, unless there is a significant mis-match between the pT measure-
ments in the MS and ID. In that case, the combined measurement is used and an estimation of
the muon energy loss in the calorimeter is subtracted. Finally, for standalone muons, the MS pT
measurement is used, regardless of muon isolation.
A frequently used measure of the performance of the Emiss
T
calculation is the Emiss
T
resolution.
The resolution is often parametrized in terms of the total transverse energy of the event using the
function
σ = k ·
Æ
ΣET . (6.6)
Fig. 6.5 shows the Emiss
T
component resolution as a function of the total transverse energy in the
event for Z→ ee and Z→µµ events in 2011 data, where the fit to the expected form of the Emiss
T
resolution yields k = 0.66 GeV1/2 and k = 0.67 GeV1/2, respectively [96].
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Figure 6.5: Emissx and E
miss
y resolution as a function of the total transverse energy in the event.
Only the fit for the Z→ ee channel is shown.
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6.5 Overlap Removal
Occasionally, the different object reconstruction algorithms can reconstruct different objects
sharing the same cluster. In order to prevent double counting, overlap removal rules are applied
for each event after the initial object selection, as described below.
First, a check for overlaps between electron and photon candidates is performed. If the clusters
of a photon and an electron are found within ∆R < 0.01, the object is interpreted as an electron
and the photon is removed from the list of photon candidates. At the next step, jet candidates
are checked against the list of electron, photon and muon candidates. If a jet and an electron
are found within ∆R < 0.2, the object is interpreted as an electron and the overlapping jet is
removed from the event. Similarly, if a jet and a photon are found within ∆R < 0.2, the object
is interpreted as a photon and the overlapping jet is removed from the event. If, instead, a jet
and an electron or a photon are found within 0.2 < ∆R < 0.4, the object is interpreted as a jet
and the electron or photon is removed. Finally, if a jet and a muon are found within ∆R < 0.4,
the object is interpreted as a jet and the muon is removed. After the overlap removal steps have
been completed, the resulting lists of physics object candidates are used in the event selection and
calculation of event observables.
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Chapter 7
Calorimeter Pointing and Timing
In this chapter, the performance of the LAr calorimeter pointing and timing is discussed. Sec-
tion 7.1 describes how the direction of EM clusters is determined in general using the EM calorime-
ter. The relevant variables employed in this analysis are also defined. Section 7.2 discusses the
modeling of the pointing performance in simulation and its behavior for non-pointing photons.
In Section 7.3, the timing measurement and the calibration procedure used to optimize it are
briefly discussed.
7.1 Pointing Measurement
As discussed previsouly, the LAr EM calorimeter is divided, for most of its |η| coverage, in three
layers in depth. In addition to providing separation between photons and jets, the fine segmenta-
tion of the EM calorimeter front layer (strips) allows, in conjunction with the middle layer, for
the measurement of the direction of photons.
As shown in Fig. 7.1, the photon direction can be determined by measuring precisely the
lateral and the longitudinal positions of the shower in the front and middle layers of the EM
calorimeter. The diagram demonstrates the case of a non-pointing photon reconstructed in the
EMB, where the angles and dimensions are exaggerated for clarity. From the measurements of the
positions of the two barycenters, one can obtain the photon direction in η. Dividing by the lever
arm, the z coordinate of the photon at its distance-of-closest-approach to the beamline (x = y = 0)
is obtained using the equation
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Figure 7.1: Schematic (not to scale) demonstrating the principle for measuring the direction of a
photon in the EM barrel calorimeter. The diagram shows the case of a non-pointing photon due
to a long-lived χ̃ 01 decay to a photon and a Gravitino in a GMSB scenario. The three layers of
the EM calorimeter and the presampler are represented by the blue rectangles, while the hatching
demonstrates the projective geometry of the calorimeter and the relative sizes of the cells in each
layer. The relevant angles and distances used in the measurement of the photon direction are also





where z(γ ) is given with respect to the IP (x = y = z = 0). Similarly, η1 and η2 are the pseudora-
pidities of the cluster barycenters in the front and middle layers, respectively, calculated with re-
spect to the center of the detector. The radial distances R1 and R2 are η- and layer-dependent depth
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calculations for the cluster barycenters in the front and middle layers, respectively. The longitu-
dinal segmentation of the EM calorimeter layers is not sufficiently fine for a precise measurement
of the depth and, therefore, the depths of the barycenters are determined from a parametrization
obtained in test-beam and simulation studies.
The calorimeter angular resolution obtained in this way is of the order of 60 mrad/
p
E [8],
where E is measured in GeV, corresponding in the EMB to a resolution on z(γ ) of order 15 mm
for photons with typical energies in the range of 50− 100 GeV. Given the geometry, the z(γ )
resolution is worse in the endcaps, so the use of pointing was restricted in this analysis to photon
candidates in the EMB.
The LHC collision region exhibits a finite spread along the beamline. Fig. 7.2 shows an exam-
ple distribution of the z position of PVs obtained in May 2011 [97]. The typical mean value and
width of the z position of the PV (zPV) were observed to be approximately −5 mm and 60 mm,
respectively. The spread of the position of the PV is much larger than the intrinsic resolution
of the ID. As can be seen in Fig. 7.3, the measured ID resolution for the z-position of the PV is
better than ∼ 0.2 mm, for vertices with more than 5 associated tracks [98, 99]. In the ATLAS
H → γγ analysis that contributed to the discovery of the Higgs boson [12, 13], calorimeter point-
ing was used to help choose the PV from which the two photons originated, thereby improving
the diphoton invariant mass resolution and sensitivity of the search. The analysis described in
this thesis uses the measurement of the photon flight direction to search for photons that do not
point back to the PV, and therefore z(γ ) is corrected for the position of the PV. Henceforth, the
main pointing variable used in this analysis, z at the distance-of-closest approach (zDCA), will be
defined as:
zDCA = z(γ )− zPV . (7.2)
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Figure 7.2: Longitudinal distribution of primary vertices reconstructed online in the HLT. The
distribution corresponds to 1 minute of data taking. The mean of the distribution reflects the
luminous centroid position, while its width shows the luminous length, which is much larger
than the intrinsic resolution of the ID.







































Figure 7.3: Estimated ID vertex z-position resolution, σz , in 7 TeV data from 2011 as a function
of the number of tracks per vertex.
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7.2 Pointing Resolution
Even though the geometry of the EM calorimeter has been optimized for the case of photons
which point back to the nominal center of the detector, the fine segmentation allows reason-
able angular precision to be achieved over a wide range of photon impact angles. This fact is
demonstrated in Fig. 7.4 which shows, as a function of |zDCA|, the expected pointing resolution
for simulated signal photons from SPS8 MC. The pointing resolution is obtained by fitting to a
Gaussian the difference between the value of zDCA from the calorimeter measurement and the
MC generator–level information. As can be seen, while the pointing resolution degrades with
increasing |zDCA|, it remains small compared to |zDCA| over a large range of |zDCA| values.
The determination of the EM cluster direction using the calorimeter is very useful in the case
of photons, which leave no track in the ID. However, the method can readily be used in an inde-
pendent measurement of the direction of electrons. Using the method described previously, the
electron direction in η can be determined, as well as its point of origin along the beamline, z(e).
In order to get a source of non-pointing EM clusters in data, the finite spread of the LHC collision
region along the beamline is exploited in Z→ ee events. Superimposed on Fig. 7.4 is the pointing
resolution as a function of |zDCA| obtained using electrons from Z→ ee events, where zPV serves
the role of zDCA. In this case the measure of the resolution is obtained by fitting a Gaussian to
the difference between zPV, as determined with high precision from the ID, and the calorimeter
measurement of z(e). Fig. 7.4 shows that a very similar pointing performance is observed for
photons and for electrons, as expected given their very similar EM shower developments. This
similarity allows the pointing performance for prompt photons to be determined from data, us-
ing a sample of electrons from Z → ee events, as will be discussed in Section 10.2. Also shown
superimposed on Fig. 7.4 is the expected pointing performance for electrons in a simulated MC
sample of Z→ ee events, determined in the same way as the data sample. The level of agreement
between the data and MC over the |zDCA| values that can be accessed gives confidence that the
pointing performance behavior can be extrapolated with MC to the high |zDCA| values expected
for signal photons.





































 Ldt = 4.8 fb∫ = 7 TeV, s
Figure 7.4: Pointing resolution obtained for EM showers in the ATLAS LAr EM barrel calorime-
ter. The pointing resolution for photons from GMSB signal MC samples is plotted as a function
of |zDCA|. The pointing resolution is also shown for Z→ ee data and MC, for which the primary
vertex position, zPV, serves the role of zDCA.
7.3 Timing Performance
The time and energy for each cell that constitutes an EM cluster in the LAr calorimeter are calcu-
lated using the Optimal Filtering technique as described previously. The time resolution, σ(t ), is




⊕ b , (7.3)
where E is the energy measured in GeV and ⊕ indicates addition in quadrature. The coefficients
a and b multiply the so-called noise term and constant term, respectively.
For this analysis, the EM cluster time is defined as the time of the cell in the second EM
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calorimeter layer with the maximum energy deposit. The EM calorimeter, with its novel accor-
dion design, and its readout, which incorporates fast shaping, has excellent timing performance.
Quality control tests during production of the electronics required the clock jitter on the LAr
FEBs to be less than 20 ps, with typical values of 10 ps [69]. Calibration tests of the overall elec-
tronic readout performed in situ in the ATLAS cavern show a timing resolution of∼ 70 ps [100],
limited not by the readout but by the jitter of the calibration pulse injection system. Test-beam
measurements [101] of production EMB modules demonstrated a time resolution of ∼ 100 ps in
response to high energy electrons.
During 2011, the various LAr channels were timed in online with a precision of order 1 ns.
Extracting the ultimate timing performance requires that a careful calibration process [4] be de-
termined and subsequently applied. A large sample of W → eν events was used to determine a
number of calibration corrections which need to be applied to optimize the time resolution for
EM clusters in the EMB. The calibration includes corrections of various offsets in the timing
of individual channels, corrections for the energy dependence of the timing, and time-of-flight
corrections depending on the position to the PV. The corrections determined using the W → eν
events were subsequently applied to electron candidates in Z→ ee events to validate the proce-
dure as well as determine the timing performance in an independent data sample. Figure 7.5
shows the time resolution achieved as a function of the energy deposited in the second-layer cell
used in the time measurement. Superimposed on Figure 7.5 is the result of a fit of the expected
functional form of the time resolution. Using the full 2011 dataset, a time resolution of ∼ 290 ps
was achieved for a large energy deposit in the EMB. By comparing the timing of the two electrons
in Z→ ee candidate events, this resolution is understood to include a correlated contribution of
∼ 220 ps, as expected by the spread in the time of the p p collisions due the lengths of the indi-
vidual proton bunches along the beamline. Subtracting this beam contribution in quadrature, the
obtained timing resolution for the LAr calorimeter is∼ 190 ps. Similar results were achieved over
the full η range of the LAr EM calorimeters, when the study was extended to include the EM
endcaps.
As discussed previously, the LAr FEBs employ three overlapping linear gain scales, dubbed
high, medium, and low. The results in Figure 7.5 are those obtained for electrons where the time
was measured using a second-layer cell read out using high gain, for which the W → eν sample
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Figure 7.5: Time resolution obtained for EM showers in the ATLAS LAr EMB, as a function of
the energy deposited in the second-layer cell with the maximum deposited energy. Superimposed
is the result of the fit described in the text. The data are for electrons read out using high gain, and
the errors shown are statistical only.
used to calibrate the timing is large. Calibration samples for the medium and low gain scales are
smaller, resulting in reduced precision. The time resolutions obtained for data recorded in 2011
are approximately 400 ps for medium gain and approximately 1 ns for low gain.
CHAPTER 8. ANALYSIS STRATEGY 76
Chapter 8
Analysis Strategy
This chapter describes the analysis method, which includes the selection of events with two pho-
ton candidates, and the use of the missing transverse energy in each event to define a signal region
(SR) and various background control regions (CR). Section 8.1 describes the collision data sample
used. As described in Section 8.2, an important detail in the analysis event selection is the applica-
tion of asymmetric identification and pseudorapidity requirements on the two photon candidates
that are used to define a “Tight-Loose” (TL) diphoton sample. Section 8.3 describes the proce-
dures used to ensure only high-quality events are selected. Section 8.4 outlines the criteria which
select the candidate events populating the signal and control regions defined in Section 8.5. Fi-
nally, in Section 8.6, the MC simulation samples used to study the expected SPS8 GMSB signal
distributions are described.
8.1 Dataset and Trigger Selection
This analysis is based on the full sample of p p collision events recorded at
p
s = 7 TeV with
the ATLAS detector in 2011. Selected events were required to satisfy the EF_2g20_loose online
trigger, which requires at least two loose photon candidates, each with ET > 20 GeV and |η|< 2.5.
An additional offline requirement for two loose photon candidates, each with ET > 46 GeV and
|η| < 2.5, was applied in anticipation of the analysis selection requirements. This pre-selection
defines a set of events on which further offline selection criteria were then applied.
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The standard ATLAS Good Run List (GRL)1 was applied to select events from luminosity
blocks during periods when all detector components were working as expected. The collected
integrated luminosities are shown in Table 8.1 for each data taking period in 2011, adding up to a
total of 4812.3 pb−1 for the entire 2011 data taking period.













Table 8.1: Integrated luminosity used in this analysis. For each data taking period, the run range
and the integrated luminosity are given.
8.2 Tight-Loose Diphoton Selection
A key point in the analysis is the selection of a sample of events with two isolated photon can-
didates, one satisfying the tight identification criteria (hereafter called the “Tight” photon) and
the other satisfying at least the loose identification criteria (hereafter called the “Loose” photon).
Both photons were required to have ET > 50 GeV. The Tight photon was required to satisfy
|ηs2|< 2.37, excluding the transition region of 1.37< |ηs2|< 1.52 between the barrel and endcap
1 data11_7TeV.periodAllYear_DetStatus-v36-pro10_CoolRunQuery-00-04-08_Susy_ph_met.xml.
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EM calorimeters, while the Loose photon was restricted to have |ηs2|< 1.37.
Signal MC simulation was used to study properties of signal events and determine the optimal
selection requirements. For example, Fig. 8.1 shows the ET and η distributions of the two photons
coming from the decay of the NLSP, and also the Emiss
T
distribution in signal events, for NLSPs
decaying promptly and for a selection of Λ values. Using the prompt signal case to define the
selection criteria avoided the introduction of any bias at early stages of the analysis due to the




































 = 90 TeVΛ
 = 130 TeVΛ
 = 170 TeVΛ
 = 210 TeVΛ
=7 TeV )sSPS8 GMSB SUSY MC ( 

































 = 90 TeVΛ
 = 130 TeVΛ
 = 170 TeVΛ
 = 210 TeVΛ
=7 TeV )sSPS8 GMSB SUSY MC ( 
 = 0 nsχτ
ηPhoton 





























 = 90 TeVΛ
 = 130 TeVΛ
 = 170 TeVΛ
 = 210 TeVΛ
=7 TeV )sSPS8 GMSB SUSY MC ( 



































 = 90 TeVΛ
 = 130 TeVΛ
 = 170 TeVΛ
 = 210 TeVΛ
=7 TeV )sSPS8 GMSB SUSY MC ( 
 = 0 nsχτ
Figure 8.1: Unit-normalized distributions of kinematic variables for various Λ values on the SPS8
GMSB model line. The variables plotted are ET of the leading photon (upper left), ET of the
subleading photon (upper right), η of the two photons (lower left), and Emiss
T
(lower right).
As seen in the top plots of Fig. 8.1, the requirement that both photons have ET > 50 GeV has
a high efficiency for the GMSB signal points under consideration. In addition, this requirement
reduces significantly any background contribution from W → eν events with the electron faking
a photon. As seen in the bottom right plot of Fig. 8.1, the Emiss
T
> 75 GeV requirement has a quite
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high efficiency for the GMSB signal points under consideration. While a somewhat lower Emiss
T
cut could provide a modest gain in sensitivity, it was decided that there was more benefit in using
events with 20< Emiss
T
< 75 GeV as an additional control region.
The need for asymmetric photon identification and selection requirements was also demon-
strated by using signal MC simulation. Fig. 8.2 shows the photon identification efficiency ver-
sus |zDCA| for signal photons for various levels of photon identification, including container, for
which no additional identification criteria are applied, and photons passing the loose and tight
criteria. As can be seen, the efficiency for the photon to be reconstructed in the photon container
is rather flat out to rather large values of |zDCA|, up to ∼ 800 mm. However, at the container
level, background levels would be very high. The figure shows that the loose efficiency is roughly
flat at ∼ 95% for |zDCA| values up to ∼ 250 mm, and then starts to fall smoothly, reaching values
∼ 55% for |zDCA| = 600 mm. On the other hand, the tight requirement, which includes cuts on
the strip variables, has a much stronger dependence on |zDCA|, starting to fall quickly already for

























Figure 8.2: Photon reconstruction efficiencies as a function of |zDCA| for container, loose and
tight photons in SPS8 GMSB signal MC samples.
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Given the behavior in Fig. 8.2, the Tight-Loose selection is a compromise between achieving
a reasonable purity while maintaining reasonable efficiency for the non-pointing, Loose photon.
In addition, to reduce the potential bias in the pointing measurement that results from applying
the photon identification requirements, only the Loose photon in each event was examined for
evidence of non-pointing. Further, given the better expected pointing and timing performance in
the EM barrel calorimeter, the Loose photon was further restricted to lie within |ηs2|< 1.37. If
two photons in the event passed the tight selection criteria, and both had |ηs2|< 1.37, the highest
energy photon was treated as the Tight photon, and the lower energy object was treated as the
Loose photon in the event.
8.3 Event Cleaning Procedures
In order to ensure the selection of high-quality events, a set of standard ATLAS procedures were
applied. In this section, the procedures established to remove events affected by detector issues or
with indications of cosmic ray activity are briefly described.
8.3.1 LAr Error Flag
An event-by-event bitset is available in ATLAS data to flag events affected by problems in the
LAr calorimeter system [102]. The most significant example of such a problem is the appear-
ance of bursts of large scale coherent noise, or noise bursts, mainly located in the endcaps. This
phenomenon manifests itself only in the presence of collisions and was found to scale with instan-
taneous luminosity. The effect is very short in time, lasting usually less than ∼ 5 µs, and during
that time a significant percentage of channels exhibit signals which are significantly above the typ-
ical electronic noise levels. Noise bursts are identified in triggered empty bunch crossings where
no collisions are expected. Taking advantage of the short nature of the phenomenon, neighboring
events are vetoed within a conservative time window of 1 s around the identified noise burst.
8.3.2 LAr Calorimeter Hole Veto
The term “LAr hole” refers to a loss of acceptance in the LAr EM calorimeter due to problems in
the control of six LAr FEBs, following a power failure on April 30th, 2011. Four of the affected
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FEBs service EM calorimeter cells in the middle layer, while the other two service cells in the
back layer. As a result, readout from approximately 0.4% of the EM calorimeter cells was lost,
covering the η−φ region (0,1.4)× (−0.74,−0.64) [103]. The loss of the middle layer severely
impacted the capability to reconstruct photons and electrons in the affected region, while for
the reconstruction of jets, it resulted in a significant mis-measurement of their EM component.
Following an intervention in July 2011, the effects of the problem were significantly alleviated by
the recovery of four of the problematic FEBs, restoring readout to the cells in the middle layer.
The LAr hole therefore impacts ATLAS data taking periods E through H, after which only the
two back-layer FEBs remained non-operational.
The loss of photon acceptance due to the LAr hole is modeled properly in signal MC, which
was simulated to represent the detector conditions as closely as possible, and therefore no further
treatment is necessary. Any effect on the measurement of Emiss
T
, due to jets in the LAr hole region,
was mitigated by the use of the SUSY LAr hole “smart veto” procedure. This veto procedure does
not reject all events with jets in the problematic region, but instead rejects events where those jets
contribute significantly to the Emiss
T
calculation. The acceptance loss due to the smart veto in SPS8
signal MC has been estimated to be 1.4% [104].
8.3.3 Cosmic Muon Veto
Cosmic muons can affect the Emiss
T
reconstruction by being included in the total energy calcula-
tion. Further, energy depositions from cosmic muons and overlapping with calorimeter clusters
have the potential to distort the cluster shape and disrupt the pointing measurement. Events with
muons apparently not related to the collision event were therefore rejected using the standard
ATLAS cosmic muon veto procedure. In this procedure, the muon track impact parameters with
respect to the event PV were used to classify a muon candidate as a cosmic ray candidate. The
event was rejected if any muon selected after overlap removal was found with |d0| > 0.2 mm or
z0 > 1 mm, where d0 and z0 are the transverse and longitudinal impact parameters, respectively.
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8.4 Event Selection
A set of offline selection requirements was applied to the 2011 data sample as well as the signal
MC samples, in the following order:
• For both data and signal MC, events were required to satisfy the EF_2g20_loose diphoton
trigger. Further, the data events also had to satisfy the ATLAS GRL, as described above.
• At least one PV candidate with five or more associated tracks was required. In case of
multiple vertices, the PV was chosen as the vertex with the greatest sum of the square of the
transverse momenta of all associated tracks.
• Events flagged with a LAr error due to noise bursts or data integrity errors were removed.
• The overlap removal steps from Section 6.5 were applied. At this step no event was rejected.
• The jet cleaning veto was applied.
• The cosmic muon veto was applied.
• The LAr calorimeter hole event veto was applied.
• Events with at least two photons were selected, one satisfying tight and the other loose
identification requirements.
At this point in the selection, the Tight-Loose (TL) diphoton sample was formed, from which
a signal-rich subset defined by high Emiss
T
values was used to probe for new physics, whereas com-
plementary subsets were used for background estimation and supporting studies.
8.5 Signal and Control Region Definitions
The distribution of Emiss
T
for the TL diphoton sample obtained from 2011 p p collisions is shown
in Fig. 8.3. For comparison, Fig. 8.3 also shows, in overlay, the Emiss
T
distribution for some ex-
ample SPS8 signal MC samples. The TL diphoton sample was divided into exclusive subsamples
according to the value of Emiss
T
. The TL sample with Emiss
T
< 20 GeV was used to model the
prompt backgrounds, as will be discussed later. The TL events with intermediate Emiss
T
values,
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namely 20 GeV < Emiss
T
< 75 GeV, were used as a control sample to validate the analysis proce-
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Figure 8.3: The Emiss
T
distribution for events in the selected diphoton sample using the full 2011
dataset. The predicted SPS8 signal contributions are shown for three reference signal MC samples.
The right-most bin contains all events with values of Emiss
T
beyond 300 GeV and the vertical dashed
line indicates the Emiss
T
> 75 GeV requirement for the signal region.
Initial studies were performed using only the data from period K, which corresponds to ap-
proximately 12% of the total integrated luminosity. Subsequently the analysis method and strat-
egy were developed with the data in the signal region for the rest of the periods blinded. The
number of events in the SR, as well as their pointing and timing distributions, were probed only
after the analysis method was frozen.
The results of applying the selection requirements described above to the full 2011 dataset
is presented in Table 8.2, showing the resulting number of selected events after each step of the
selection (cutflow). In addition, the cutflow for one of the SPS8 signal MC samples (Λ= 120 TeV,
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τ = 2 ns) is presented. As can be seen in the Table, the final SR for the full 2011 dataset contains
46 selected events, while for the example SPS8 signal sample, 86.2 events are expected in the SR
for the same total integrated luminosity.
Selection Data SPS8 Λ= 120 TeV, τ = 2 ns
All events — 39999 (529.5)
GRL+Trigger 142168 23344 (308.9)
LAr Error 141644 23344 (308.9)
Jet Cleaning 141460 22774 (301.4)
Vertex 141220 22683 (300.2)
Muon veto 141174 22543 (298.3)
LAr veto 140926 22543 (298.3)
1 Loose Photon 103642 19049 (252.1)
TL Diphoton 23284 9155 (121.2)
Emiss
T
> 75 GeV 46 6512 (86.2)
Table 8.2: Cutflow table for data and a reference MC sample. The numbers shown are the num-
ber of events after each selection step. The number in brackets is the number of signal events
normalized to the luminosity of the 2011 data taking period.
8.6 Signal Monte Carlo Simulation
MC simulation was used to study SPS8 GMSB signal events. All MC samples used in this analysis
were generated at
p
s = 7 TeV, were passed through a GEANT4 [105] based simulation of the
ATLAS detector [106], and were reconstructed with the same algorithms used for the data.
The generated events were produced so as to reflect as closely as possible the conditions ob-
served throughout the 2011 data taking period. Where needed, appropriate corrections and scale
factors were applied to the distributions so that simulated observables match the behavior ob-
served in data. For example, in order to simulate in signal MC the presence of additional interac-
tion vertices due to pileup in the signal, simulated minimum bias events were overlaid with the
generated signal event. The number of simulated minimum bias events was chosen according to
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the distribution of the mean number of interactions (〈µ〉) observed in data. However, the 〈µ〉 dis-
tribution used in the production of the MC may be different than the distribution for the actual
selection of data used in an offline analysis. The ATLAS default pileup reweighting tool [107]was
used to reweight the MC events in order to model the actual pileup conditions in the data sample.
As discussed in Section 3.4 the only free parameters in the GMSB SPS8 signal scenario con-
sidered are the SUSY breaking scale, Λ, and the lifetime of the NLSP, τ. The full mass spec-
trum, the branching ratios and the width of the decays were calculated from this set of param-
eters using ISAJET [108] version 7.80. The HERWIG++ generator version 2.4.2 [109] with the
MRST 2007 LO∗ [110] parton distribution functions (PDFs) was used to generate the signal MC
samples. In all the generated samples, the branching ratio for the lightest neutralino to decay to a
photon and a gravitino was fixed to 100%.
The signal MC points generated cover Λ values in the range of 70 TeV− 210 TeV, in steps of
10 TeV. Each signal point was generated with approximately 20,000 or 40,000 simulated events. In
terms of the NLSP lifetime, the majority of the samples was produced with τ = 2 ns, with some
samples generated with additional lifetime values, as summarized in Table 8.3.
Several different lifetime points, with a relatively small step in lifetime, are needed for a given
Λ. The production of a complete grid spanning all necessary Λ and τ values is neither feasible
nor necessary. Instead, a lifetime reweighting technique has been applied to the produced samples
to generate, for each Λ value, the appropriate distributions for different lifetime values. The
reweighting procedure relies on the exponential form of the proper decay time of the NLSP to
determine an event weight, appropriate for a signal sample with target lifetime T ′, for each event
from a source signal sample generated with an NLSP lifetime T . The event weight for a proper














where t = L/(cβγ ), L is the distance between the NLSP production and decay vertices in the lab
frame, β= p/E for the NLSP, and γ = (1−β2)−1/2. More details on the reweighting procedure
are given in Appendix A. With the use of the reweighting procedure, signal MC distributions
were obtained for lifetimes above 250 ps, which was the lowest lifetime value considered in this
analysis.
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Sample ID Λ[TeV] τ[ns] σ(LO)[fb] σ(NLO+NLL)[fb] Uncert.(%)
164471 210 2 3.30 3.78 5.0
164470 200 2 4.44 5.12 4.9
164469 190 2 6.06 7.17 4.7
164468 180 2 8.30 9.98 4.8
164467 170 2 11.5 14.1 4.7
164466 160 2 16.2 20.2 4.7
157548 150 2 23.2 29.4 4.7






































164464 80 2 794 1230 6.4
157571 70 2 1710 2690 6.3
Table 8.3: The total LO and NLO (+NLL for strong production) cross sections for the SPS8
signal points generated for this analysis, together with their PDF and scale uncertainties.
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The signal MC events were generated at leading order (LO) using HERWIG++. The GMSB sig-
nal cross sections were calculated at NLO using PROSPINO [46] version 2.1. Table 8.3 shows the
calculated LO cross section for each generated sample, along with the calculated NLO cross sec-
tion, which includes the NLL terms for the strong production processes, as discussed previously.
For each different production process contributing to the cross section, a weight (also known
as a k-factor) was applied to correct for the difference between the LO cross section used at the
generator level and the calculation in the NLO+NLL scheme.
Table 8.3 also quotes the uncertainty on the calculated NLO+NLL cross section, obtained
by using the uncertainty on the PDF and renormalization and factorization scales. For the cross
section calculation, the CTEQ6.6 [111] and MSTW2008 [112] PDF sets were used, applying the
procedure documented in Ref. [47]. In this procedure, an envelope is formed by using the 68%
CL ranges of the two PDF sets, with the addition in quadrature of a term due to the uncertainty
on the renormalization and factorization scales. The scale uncertainty was obtained by a factor
of two change of the nominal scale values. In addition, for the CTEQ6.6 sets, the uncertainty
on the strong coupling constant, αS, was added in quadrature. The extend of the envelope was
determined by the maximum and minimum variations of the two PDF sets and the additional
uncertainties. For the nominal value of the PDF used in the cross section calculation, the mid-
point of the envelope was used and, for its uncertainty, a symmetric uncertainty was obtained by
using the half-width of the envelope.
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Chapter 9
Signal Efficiencies and Expected Event
Yields
In this chapter, the signal selection efficiencies and expected yields are discussed. Studies per-
formed to determine the effect that non-pointing photons have on the selection efficiency are
described first. Studies on the modeling of the efficiency in simulation are also discussed. Sec-
tions 9.1 and 9.2 cover the trigger efficiency and identification efficiency studies, respectively.
Finally, a summary of the selection efficiencies and yields of all the signal MC samples considered
is provided in Section 9.3.
9.1 Trigger Efficiency
Several methods were used to determine the overall trigger efficiency and to check for a possible
dependence on the degree of non-pointing. A standard Bootstrap method [113] using Minimum
Bias events was used to determine the overall trigger efficiency of the 2g20_loose diphoton trig-
ger. In the Bootstrap method, the efficiency of a higher threshold trigger can be measured for
events selected by a lower threshold trigger, in a pT region where the lower trigger operates with
maximum efficiency. The efficiency of the diphoton trigger is calculated from the individual
g20_loose single photon trigger efficiencies in selecting the selected diphoton events using the
leading and sub-leading photon. The single photon trigger efficiency is calculated relative to the
L1 trigger providing the seed for the g20_loose trigger. The L1 seed of g20_loose changed from
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L1_EM14 (periods D to K) to L1_EM12 (periods L to M). Therefore, the 2011 dataset is divided
into these two sub-periods. The L1 seed efficiency is calculated relative to a sample of Minimum
Bias triggered events. The results for the two sub-periods are very similar and are very close to
100%, as summarized in Table 9.1. In addition to determining the overall trigger efficiency, the
efficiency was studied with the Bootstrap method as a function of |z(γ )|. As shown in Fig. 9.1, no
evidence was observed for any dependence of the trigger efficiency as a function of |z(γ )|.
A second approach to calculating the trigger efficiency used a sample of Z→ ee events that
were selected with a pre-scaled single-electron trigger instead of the standard 2g20_loose trigger.
The trigger efficiency can be calculated as the fraction of such events that also pass the 2g20_loose
trigger. This efficiency is plotted in Fig. 9.2 as a function of zPV. Superimposed is the prediction
from MC. As can be seen, the efficiency is high (∼ 94%) and is rather flat as a function of zPV for
values up to |zPV| ≈ 300 mm accessible due to the beam spread. Furthermore, there is reasonable
agreement between data and MC over the available zPV range.
In order to extend the reach to higher zDCA values, trigger object emulation in signal MC
was used to study the effect of highly non-pointing photons on the trigger efficiency. While the
loose photon requirements applied in the HLT are similar to those applied offline, and therefore
can be included in the photon reconstruction and identification efficiency studies, it is important
to check for any possible impact on the L1 trigger sums and algorithms due to the non-pointing
nature of the Loose signal photon. Given the EM calorimeter design, the L1 trigger sum primi-
tives of ∆η×∆φ = 0.1× 0.1 are projective in nature, pointing back to the nominal interaction
Dataset Efficiency (%) Efficiency (%) Combined Trigger
Considered for First Photon for Second Photon Efficiency (%)
Data: Periods D-K 100 +0 −0.4 100 +0 −0.5 100 +0 −1
Data: Periods L-M 99.7 +0.2 −0.5 99.5 +0.3 −0.6 99.3 +0.5 −1.0
Signal MC 99.6 + 0.1 − 0.1 94.7 + 0.2 − 0.2 94.4 + 0.3 − 0.3
Table 9.1: Trigger efficiencies of the 2g20_loose trigger, as determined via the Bootstrap method,
for collision data in 2011 as well as MC simulation. The 2011 dataset is divided into two distinct
periods according to the L1 trigger seeding the 2g20_loose trigger.
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Figure 9.1: Trigger efficiency as a function of |z(γ )|, as determined with the Bootstrap method.
The upper plots show the results for the leading photon in data for periods (left) D-K and (right)
L-M. The bottom plots show the signal MC results for the (left) leading photon and (right) sub-
leading photon.
point at the center of the detector. A study has therefore been performed to determine the degree
of energy containment in the L1 EM Cluster energy sums for highly non-pointing EM showers.
Loose photons in the signal region are matched to emulated L1 trigger objects within a cone with
∆R < 0.015. The L1 trigger efficiency is defined as the fraction of the number of signal region
photons that are matched to emulated L1 trigger objects with EM Cluster energy sums over the
nominal 50 GeV photon ET requirement. The efficiency was studied as a function of the extrap-
olated photon point of origin on the beam axis, z(γ ), and is plotted in Fig. 9.3. As can be seen,
the efficiency is high and consistent with flat as a function of z(γ ). This leads to the conclusion
that there is no trigger bias or loss of efficiency as a function of the degree of non-pointing. A
flat systematic uncertainty of ±2% was assigned to the L1 trigger efficiency to account for any
possible deviation of the L1 trigger efficiency, as shown in Fig. 9.3, from flat versus the degree of
non-pointing.
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Figure 9.2: Trigger efficiency, defined as the fraction of Z→ ee events selected via a pre-scaled
single electron trigger that also pass the 2g20_loose trigger requirements, as a function of the
zPV, for data and MC. The bottom panel shows the ratio of the data over the MC.
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Figure 9.3: L1 Trigger efficiency in signal MC for Loose photons in the signal region matched to
emulated L1 Trigger objects, versus the extrapolated photon point of origin on the beam axis.
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9.2 Non-Pointing Photon Identification Efficiency
Two methods were implemented in order to study the efficiency of the reconstruction and identi-
fication of non-prompt photons. A data-driven technique using a standard tag-and-probe method
using Z→ ee events is described in 9.2.1. A MC-based study of the impact of the efficiency of
variations of the shower shape variables is described in Section 9.2.2.
9.2.1 Tag-and-Probe Studies
The first set of photon identification efficiency results were obtained by applying a modified ver-
sion of the standard tag-and-probe method to samples of MC and data electrons from Z→ ee
events. As in the trigger efficiency tag-and-probe study described previously, to avoid a trig-
ger bias, the Z→ ee events were selected with a single electron trigger. All electrons must have
pT > 25 GeV, must pass the medium++ identification requirements, and must have |η| < 2.37,
excluding the transition region between the barrel and endcap EM calorimeters. Events must con-
tain two electron candidates that meet the requirements, and, to ensure good quality electrons,
they must be produced at the same PV, be oppositely charged, and have a dielectron invariant
mass between 81 GeV and 101 GeV. Further, events are selected only if at least one of the two
electrons satisfies additionally the tight++ electron identification requirements.
If only one electron passes the tight++ electron identification requirements, it is assigned the
tag electron label and the second electron the probe. However, if both electrons pass the tight++
requirements, to remove any bias, one is randomly selected to be the tag and the other the probe.
The probe electron shower shape discriminating variables are used to study the efficiency of the
electron satisfying the loose and tight identification requirements for photons. The efficiency is
plotted against zPV for the tight photon identification requirements and, if the electron is detected
with |η|< 1.37, the loose photon identification requirements.
Fig. 9.4 shows comparisons of the data and MC values of the efficiencies, as a function of
zPV, for the loose photon identification requirements. Fig. 9.4 shows the Z→ ee data and MC
efficiencies are in reasonable agreement for loose photons, though the statistical error bars become
significant for large values of zPV. Also shown in the figure is the comparison to signal MC,
demonstrating a good agreement between signal MC and the tag-and-probe results for the loose
identification efficiency.
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Figure 9.4: The efficiency, as a function of zPV, of the probe electron passing the loose shower
shape variable requirements for photons, measured with a tag-and-probe analysis using a Z→ ee
selection on both data and MC. The efficiency of non-pointing photons (NPP) passing the photon
loose identification requirements is shown superimposed. The ratio plots are calculated relative
to the non-pointing photon values.
Fig. 9.5 shows similar results for tight photon identification requirements. The left plot shows
the results when the tight++ requirements appropriate for electrons are applied. While there is
good agreement between the Z→ ee data and MC results, there are differences when comparing
with the signal MC photons. The reason is that, for the tight identification requirements, which
use additional variables compared to the loose identification, there are differences in selection cri-
teria for converted and unconverted photons, due to the wider shower profiles in the φ-direction
for converted photons because of the impact of the magnetic field. This means that, for the tight
identification efficiency, it is more meaningful to compare the tight identification efficiency for
the Z→ ee sample to converted photons in the signal MC. Such a comparison is shown in the
right plot of Fig. 9.5, and shows similar shapes for the Z→ ee and signal MC samples. With the
tag-and-probe studies it was therefore verified that the MC describes well the EM shower shape
variations and the consequent changes in identification efficiency for non-pointing EM objects.
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Figure 9.5: The efficiency, as a function of zPV, of the probe electron passing the tight shower
shape variable requirements for electrons (left) and converted photons (right), measured with a
tag-and-probe analysis using a Z→ ee selection in both data and MC, plotted on the same graph
as the efficiency of non-pointing photons (NPP) passing the photon tight requirements. The ratio
plots are calculated relative to the non-pointing photon values.
9.2.2 Shower Shape Studies
As shown in Fig. 9.6, the shower shape distributions of signal photons vary as a function of zDCA,
which leads to a dependence of photon efficiency on zDCA. Any uncertainty in these shifts would
result in a zDCA-dependent uncertainty of the photon efficiency.
It is well known that discrepancies between data and MC distributions exist for some of the
shower shape variables used in electron/photon identification [114]. The discrepancies between
data and MC in the DVs are parametrized as shifts [115], also known as “fudge factors”, and are
applied to the simulated values in order to match the distributions observed in data. In order to
match the photon identification efficiency in signal MC to the one observed in data, an ATLAS
official tool [116] is used to apply the appropriate fudge factors to each simulated photon candi-
date. Subsequently, the photon identification criteria are re-applied using the corrected DVs. The
fudge factor approach is typically used in ATLAS analyses involving photons.
For this analysis, it is necessary to determine whether the observed shifts are dependent upon
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Figure 9.6: Shower shape variables for photons with different |zDCA| ranges. The top two plots
show variables used in the loose identification requirements, while the other three show variables
used in the tight identification. Details of the shower shape variables can be found in table 6.2.
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the value of zDCA. Therefore, data and MC distributions for shower shape variables for Z→ ee
electrons have been compared as a function of |zPV|, once again using the beam spread as a source
of electrons which do not originate at the center of the detector. For example, Fig. 9.7 shows,
versus |zPV|, the differences between data and MC in the mean values for the variables wη2 (used
in loose identification) and ws3 (used in tight identification). These variables were chosen since, as
seen in Fig. 9.6, they demonstrate the largest variations with zDCA. As can be seen in the top plots
of Fig. 9.7, while there are differences between data and MC in the mean values of these shower
shape variables, the differences are roughly constant, independent of |zPV|. The bottom plots of
Fig. 9.7 show the differences in the RMS values of these variables. For wη2, the RMS differences
are roughly constant, independent of |zPV|. However, the RMS of the ws3 distribution grows
faster with |zPV| in MC than in data. Extrapolating out to |zPV| values of ∼ 500 mm, which is
approximately how far out the tight photon can be efficiently identified, the RMS difference could
be as large as ∼ 40%. As a simple check of the impact of such a mis-modeling, an additional 40%
smearing of ws3 was applied and the tight efficiency remeasured. The results are shown in Fig. 9.8,
and show that the resultant changes are at or below the level of a few percent. Furthermore this
study overestimates the impact for small z, where the data-MC discrepancy is much smaller than
40%. In the high z range, the impact is less than ∼±2%, and is therefore negligible.
Summarizing the shower shape studies, the MC describes the effects observed in data fairly
well. The exception is the RMS of ws3, but this has a negligible impact on the tight efficiency.
There is, therefore, no indication of any need for an identification efficiency uncertainty which
depends on zDCA. Instead, the overall photon identification uncertainty can be obtained using
the “fudge factor” approach in the same way as other ATLAS analyses involving photons.
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Figure 9.7: The difference between data and MC in the (top row) mean values and (bottom row)
RMS values of the shower shape variables (left) wη2 (used in loose identification) and (right) ws3
(used in tight identification), as a function of |zPV|.
































Figure 9.8: Comparisons of the tight photon efficiency in the non-pointing photon signal selec-
tion, with and without the additional smearing, described in the text, applied to the ws3 shower
shape variable.
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9.3 Summary of Signal Efficiencies and Expected Event Yields
The total signal selection efficiencies, including the acceptance, for each signal MC sample to pass
the Tight-Loose selection and have Emiss
T
greater than 75 GeV are presented in Table 9.2. The
results are plotted in Fig. 9.9 as a function of NLSP lifetime for some representative Λ values. The
predicted NLO signal yields after the same requirements are presented in Table 9.3. For fixed Λ,
the acceptance falls approximately exponentially with increasing τ, dominated by the requirement
that both NLSPs decay inside the ATLAS tracking detector so that the decay photons are detected
by the EM calorimeters. For fixed τ, the acceptance increases with increasing Λ, since the SUSY
particle masses increase, leading the decay cascades to produce, on average, higher Emiss
T
and also
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Figure 9.9: Signal acceptance times efficiency versus NLSP lifetime for several Λ values on the
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Chapter 10
Signal and Background Modeling
In this chapter, the modeling of SPS8 GMSB signal photons (Section 10.1) and the modeling of
sources of background (Section 10.2) are described. The shapes of the zDCA distributions for signal
and background, alternately denoted hereafter as the pointing distributions, are defined. The ex-
pected collision background composition in the TL diphoton sample is described in Section 10.2,
dominated by two contributions with different pointing behavior. All the background contri-
butions are studied in collision data using either control regions in the TL sample, or Z→ ee
events. With the purpose of using the photon arrival times as an additional cross-check, photon
timing distributions for signal, as well as the two identified background sources, are described in
Section 10.3. Finally, Section 10.4 discusses the possibility for background contributions from
other sources, not originating from the main collision events.
10.1 SPS8 GMSB Signal Modeling
The pointing distribution expected for photons from NLSP decays in events passing the selec-
tion cuts is determined using the SPS8 GMSB MC signal samples, for various values of Λ and τ.
The signal pointing distributions, normalized to unit area, are used as signal templates, hereafter
referred to as Tsig.
Since the Tsig shape is determined using MC simulation, systematic uncertainties in the shape
are included to account for possible differences in pointing performance between MC simulation
and data. In particular, the presence of pileup could impact the pointing resolution, due both to
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energy deposits in the calorimeter from additional minimum bias collisions and to the possibility
of misidentifying the PV. As discussed previously, the signal MC samples were reweighted, using
a standard ATLAS tool, to match the pileup distribution observed in the entire 2011 dataset. To
examine the influence of pileup, for each signal MC sample, the Tsig shapes for the entire MC
sample were compared with subsamples chosen with differing levels of pileup. The p p collision
dataset collected in 2011 has roughly equal numbers of events with less than six and with greater
than or equal to six reconstructed PV candidates. Therefore, six was chosen as the boundary
between “lower pileup" and “higher pileup" subsamples. Fig. 10.1 shows the Loose photon zDCA
distribution for all TL events of the MC sample generated with Λ = 120 TeV and neutralino
lifetime of 2 ns, compared to the shapes for the lower and higher pileup subsamples. The bottom
panel shows the ratio of each of the lower/higher pileup subsamples, divided in each case by
the result for the full MC dataset. The three templates agree quite well with each other, with the
observed variations being at the level of less than or about 15%. Figures for other MC data samples
show similar variations. The three templates shown in Fig. 10.1 are included in the template fitting
procedure, as possible systematic variations on the signal template shape due to pileup.
An additional source of uncertainty on the shape of the Tsig template could potentially arise
from differences in the fraction of unconverted photons expected for non-prompt MC signal sam-
ples compared to the fraction observed in the data. For example, for a simulation sample with a
neutralino lifetime of 2 ns, the fraction of photons reconstructed as unconverted was 85.7±0.4%.
As discussed later, the fraction of photons reconstructed as unconverted in data, for the signal
region as well as the control regions, was determined to be of the order of 60%. However, as
shown in Fig. 10.2, the number of photons identified in signal MC as converted drops sharply
for large values of |zDCA|. As a result, it was concluded that the differences in the fraction of
photons reconstructed as unconverted in MC and data does not originate from actual differences
in conversion rates. Instead, the lower fraction of conversions results from a lower efficiency of
correctly associating tracker hits and finding the corresponding conversion tracks for converted
photons which are strongly non-pointing. It is expected, therefore, that the signal MC describes
sufficiently well the EM showers of the signal photons, irrespective of the drop in the efficiency
of identifying conversions.
Potential mis-modeling of the detector material in simulation could also affect the shape of the
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γ = 2 ns, τ=120 TeV, ΛSPS8 MC 
Figure 10.1: The shape of the unit-normalized Loose photon zDCA distribution for a TL selection
of the signal MC dataset with Λ = 120 TeV and NLSP lifetime of 2 ns, and for low/high pileup
subsamples as defined in the text.
Tsig template. To allow a study of the impact of the uncertainty on the material distribution of
the inner detector, one of the signal MC samples, namely that with Λ= 120 TeV and τ = 6 ns, was
simulated with both the nominal detector geometry and one with additional material. Fig. 10.3
shows the pointing distribution for both the nominal and additional material samples. Within
the statistical uncertainties, the two distributions are very similar: the overall normalizations are
the same within less than 0.5%, they both have means consistent with zero, and their RMS values,
reflecting the impact of their finite widths and their tails, are also consistent. Given their similar-
ities, it was concluded that the material uncertainties have a negligible impact on the results.
Given the studies described above, it was concluded that the only systematic uncertainty rel-




















Figure 10.2: Efficiency in identifying photon conversions in signal MC, as a function of zDCA.
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Figure 10.3: The pointing distribution for the nominal signal MC sample with Λ = 120 TeV and
τ = 6 ns, and for the sample with the same signal parameters but with additional material in the
inner detector.
CHAPTER 10. SIGNAL AND BACKGROUND MODELING 105
 [mm]DCAz






























=0.5 nsτ, SPS8 MC, sigT





-1 Ldt = 4.8 fb∫ = 7 TeV, s
Figure 10.4: The zDCA templates from Z→ ee events, from the TL control sample with
Emiss
T
< 20 GeV, and for MC simulation of GMSB signals with Λ = 120 TeV and values for the
NLSP lifetime of τ = 0.5 and 30 ns. The data points show the statistical errors, while the shaded
bands show the total uncertainties, with statistical and systematic contributions added in quadra-
ture. The first (last) bin includes the contribution from underflows (overflows).
simulation for each signal point is therefore used as the central value, with the low and pileup
sub-samples in each signal point defining their systematic variations. The Tsig distributions, along
with their statistical and total uncertainties, are shown in Fig. 10.4 for Λ= 120 TeV and for NLSP
lifetime values of τ = 0.5 and 30 ns.
10.2 Background Modeling
The background is expected to be completely dominated by p p collision events. The contribu-
tion from pileup, satellite collisions, or non-collision sources such as cosmic rays or beam halo
events, is expected to be negligible, as discussed later. The dominant background contributions
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are not categorized in terms of their production processes, but instead are organized according to
their pointing and timing behavior.
The source of the Loose photon in background events contributing to the selected TL sample
is expected to be either a prompt photon, an electron misidentified as a photon, or a jet misiden-
tified as a photon. In each case, the object providing the Loose photon signature originates from
the PV. However, differences in the shower shapes of these objects give rise to different zDCA
distributions. It is difficult to obtain an a priori prediction of the relative contributions from
these sources, since the relevant misidentification rates are not described in MC with sufficient
accuracy. For the same reason, an absolute prediction of the total background contribution in the
TL sample is also infeasible. Instead, we utilize the differences in the pointing distribution shape
between the main sources of background to determine the total background composition.
The pointing and timing distributions expected for the above background sources are deter-
mined using data control samples. Due to the similarities in the EM cascade produced by electrons
and photons, the pointing resolution is similar for these two objects. As a result, the contribution
to background from electrons and prompt photons is considered as a single source of background,
modeled as discussed in Section 10.2.1. The contribution from jets constitutes the second compo-
nent of the background and its modeling is described in Section 10.2.2.
10.2.1 Contribution from Prompt Photons and Electrons
The zDCA distribution for prompt electrons and photons is obtained from a selection of Z→ ee
events with a ”tag-and-probe“ selection independent of, but similar to, the TL diphoton selection
described previously. To avoid any bias, the pointing resolution for electrons is determined using
the distribution measured for the probe electrons. The pointing distribution determined from
Z→ ee events, normalized to unit area, is used as the pointing template for prompt photons and
electrons, and is referred to hereafter as Te/γ . The Te/γ distribution, along with its statistical and
total uncertainties, discussed briefly below, is shown superimposed on Fig. 10.4.
While the EM showers of electrons and photons are similar, there are some differences. In
particular, electrons traversing the material of the ID may emit bremsstrahlung photons, widen-
ing the resulting EM shower. In addition, photons can convert into electron-positron pairs in the
material of the ID. In general, the EM showers of unconverted photons are slightly narrower than
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those of electrons, which are in turn slightly narrower than those of converted photons. The EM
component of the background in the signal region includes an unknown mixture of electrons,
converted photons, and unconverted photons. Therefore, using electrons from Z→ ee events to
model the EM showers of the Loose photon candidates in the signal region can slightly underes-
timate the pointing resolution in some cases, and slightly overestimate it in others. The pointing
distribution from Z→ ee events is taken as the nominal Te/γ shape and the expected distributions
from MC samples of unconverted and converted photons are separately taken to provide conser-
vative estimates of the possible variations in the Te/γ shape which could result from not separat-
ing these various contributions. Fig. 10.5 shows the differences between electrons as opposed to
converted or unconverted photons, in each case selected with similar energy distributions. As
expected, the converted photon pointing distribution is wider than that of electrons, while the
unconverted photon pointing distribution is narrower than that of electrons.
The different kinematic distributions, namely that the Z→ ee sample is selected with pT(e)>
25 GeV while signal region photons must have ET(γ ) > 50 GeV, also have an impact. Fig. 10.6
plots the normalized pointing distributions for electrons from Z→ ee data and MC events, with
pT(e) > 25 GeV, showing good agreement between data and MC. Superimposed are the distri-
butions for unconverted and converted photons passing the signal region cut of ET > 50 GeV.
As expected, the converted photon pointing distribution is still wider than that of unconverted
photons, and the electron distribution has a width between those of the two categories of pho-
tons. However, the differences are more modest than in Fig. 10.5, since the higher ET values for
the photons has led to a narrowing of the photon pointing distributions. The similarities among
the electron pointing distribution and the converted and unconverted photon pointing distribu-
tions indicate that the Te/γ template determined with Z→ ee electrons models reasonably well
the zDCA distribution for background from prompt electrons and photons in the signal region.
The Te/γ template is much narrower than both the distributions for signal and for background
which is dominated by jets and therefore has an important impact only on the core of the final
pointing distribution for signal events. The main systematic concern, therefore, is how much the
width of the core of the Te/γ template could vary. While Figures 10.5 and 10.6 show rather large
ratios for values of |zDCA| near 100 mm, these uncertainties are not very important in the final
result since the template fit is dominated for large |zDCA| by the TEmissT <20 GeV and signal templates.










































 = 0 nsτ = 120 TeV, Λ=7 TeV) and SPS8 MC, sZee 2011 Data (
Figure 10.5: Normalized pointing distributions for electrons from Z→ ee data events and for
unconverted and converted photons, selected from a prompt SPS8 GMSB sample (Λ = 120 TeV,
τ = 0 ns), with similar kinematics.
As described previously, we take as the central estimate of the Te/γ template shape the distribu-
tion determined from Z→ ee data events. As the widest (narrowest) reasonable distribution, we
take the distribution for converted (unconverted) photons with ET > 25 GeV, namely the photon
distributions also shown superimposed on Fig. 10.5. The lower ET photon distributions, rather
than the distributions with higher photon ET shown in Fig. 10.6, are used as a more conservative
estimate of the systematic uncertainty.














































 = 0 nsτ = 120 TeV, Λ=7 TeV), Zee MC and SPS8 MC, sZee 2011 Data (
Figure 10.6: Normalized pointing distributions for electrons from Z→ ee data and MC events,
with ET(e) > 25 GeV. Superimposed are the distributions for unconverted and converted pho-
tons, selected from sample 157553 (Λ = 120 TeV, τ = 0 ns), passing the analysis requirement
ET > 50 GeV.
10.2.2 Contribution from Jets
The sample of events passing the TL selection, but with the additional requirement that Emiss
T
<
20 GeV, is used as a data control sample that includes jets with properties similar to the back-
ground contributions expected in the signal region. The Emiss
T
requirement serves to render negli-
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gible any possible signal contribution in this control sample. The shape of the zDCA distribution
for the Loose photon in these events, normalized to unit area, is used as a template, referred to
hereafter as TEmissT <20 GeV
, in the final fit to the signal region.
The TL sample with Emiss
T
< 20 GeV should be dominated by jet-jet, jet-γ and γγ events.
Therefore, the TEmissT <20 GeV
template includes contributions from photons as well as from jets
faking the Loose photon signature. When using the template in the fit to extract the final results,
it is not necessary to separate the photon and jet contributions. Instead, the relative fraction of the
two background templates is treated as a nuisance parameter in the fitting procedure, as discussed
later.
The shape of the TEmissT <20 GeV
is determined entirely using data, and should therefore already
correctly account for the impacts of pileup and material. To verify the modest effect of pileup, the
pointing distribution in data control regions were compared to low and high pileup subsamples
in the same regions. Fig. 10.7 show the pointing distributions in TL diphoton events with Emiss
T
<
20 GeV and 20< Emiss
T
< 75 GeV. Very small variations are observed, indicating that pileup has a
very small effect on the pointing shape.
The TEmissT <20 GeV
template is also expected to model correctly the impact of the pointing res-
olution. However, it is known that the pointing resolution depends on ET. Applying the shape
of the TEmissT <20 GeV
template to describe events in the signal region, defined with Emiss
T
> 75 GeV,
therefore implicitly relies on the assumption that the ET distributions for photons are similar in
the signal region and low Emiss
T
control region. However, since Emiss
T
is essentially a negative vector
sum of the ET values of the energy depositions in the calorimeter, it is expected that there should
be a correlation between the value of Emiss
T
and the ET distributions of the physics objects in the
event. This correlation is observed in the TL control region samples, as illustrated in Table 10.1.




control sample provides events with more similar kinematic properties to the events in the signal




obtained with various ET requirements on the photon candidates. The bottom panel shows the
ratio of each of the 50 and 70 GeV results, divided in each case by the 60 GeV result. The three
templates agree quite well with each other, with the observed variations being at the level of less
than or about 15%. As a cross-check, the right panel of Fig. 10.8 shows the results for the control
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Figure 10.7: Data templates for the entire dataset in two data control regions and for low/high
pileup subsamples. Shown are the control regions with (left) Emiss
T




region with 20 < Emiss
T
< 75 GeV, showing similar variations. The three templates shown in the
left panel of Fig. 10.8 will be included in the final template fitting: the 60 GeV shape will be used
as the central value, and the others as possible systematic variations on the TEmissT <20 GeV
template
shape due to the dependence on the ET of the photons.
As discussed in Section 10.2.1, it is expected that the pointing resolution will be worse for con-
verted photons than for unconverted photons. This behavior is indeed observed in the TEmissT <20 GeV
template, as shown in the left plot of Fig. 10.9. The ratio plot at the bottom panel shows that con-
verted photons contribute more strongly to the tails of the zDCA distribution (and less strongly to
the core) compared to unconverted photons. As shown in the right plot of Fig. 10.9, similar be-
havior is observed for the TL control sample with 20< Emiss
T
< 75 GeV. Of the photons in the TL
control sample with Emiss
T
< 20 GeV, which are used to determine the shape of the TEmissT <20 GeV
template, the fraction that was identified as unconverted is 62.1± 0.4%, in good agreement with
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Emiss
T
Range of Photon ET Cut Mean Photon ET
Control Region [GeV] [GeV]
0 – 20 GeV
50 70.0
65 88.1
50 – 75 GeV 50 79.7
Table 10.1: The mean value of the photon ET, listed for a variety of TL control samples defined
according to their Emiss
T
range and minimum photon ET requirement.
the corresponding value of 60.9± 0.5% for the TL control sample with 20 < Emiss
T
< 75 GeV.
The value for the signal region with Emiss
T
> 75 GeV is 67.4± 6.9%, which is also in good agree-
ment, albeit with a sizable statistical error. Given the consistency of these numbers, and the fact
that the template is determined from data, no systematic uncertainty is needed to account for the
possible impact of differences between converted and unconverted photons on the shape of the
TEmissT <20 GeV
template.
The TEmissT <20 GeV
template, along with its statistical and total uncertainties, is shown superim-
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, 20<ELγTγ in Lγ=7 TeV, s2011 Data, 
Figure 10.8: The shape of the unit-normalized TEmissT <20 GeV
template with minimum ET require-
ments on the photons of 50, 60 and 70 GeV. The Emiss
T
< 20 GeV control sample is shown on the
left, and the results for the 20< Emiss
T



























































































, 20<ELγTγ in Lγ=7 TeV, s2011 Data, 




and (right) 20< Emiss
T
< 75 GeV, as well as the results showing separately the contributions from
converted and from unconverted photons. The bottom panel shows the ratio of the converted and
unconverted distributions, divided in each case by the distribution over all photons, independent
of conversion status.
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10.3 Timing Templates
Photons from NLSP decays in GMSB signal events would reach the LAr calorimeter with a slight
delay compared to prompt photons produced directly in the hard scatter. This delay results mostly
from the flight time of the heavy NLSP, as well as some effect due to the longer geometric path
of a non-pointing photon produced in the NLSP decay. The excellent timing performance of the
LAr calorimeter can therefore be employed to discriminate between the prompt background and
any signal photons. In this analysis, the timing measurement is used to cross-check the results
obtained by using the pointing measurement.
The LAr timing performance is not simulated properly in MC, and it is necessary to apply
additional smearing to the MC in order to match the resolution observed in the data. Fig. 10.10
shows the timing distribution for electrons in Z→ ee data, with an RMS of approximately 340 ps
and a mean of the order of 10 ps. Superimposed are several MC timing distributions. The raw
timing distribution for a prompt GMSB sample is shown, demonstrating that the time for prompt
electrons in MC with an RMS of ∼ 160 ps does not have the spread expected in data. Applying
additional smearing to the prompt sample leads to a result which reproduces well the Z→ ee
timing performance, with a smeared distribution RMS of ∼ 350 ps and mean of ∼ 15 ps. This
additional smearing is subsequently applied to MC signal samples with finite NLSP lifetimes,
illustrating the level of separation possible between prompt and delayed photons. As can be seen
in Fig. 10.10, the distributions for the non-prompt samples with τ(χ̃ 01 ) = 1 ns and 6 ns are clearly
asymmetric with large positive tails, with mean values of ∼ 470 ps and ∼ 1 ns, respectively, while
the RMS of the distributions are 590 ps and 1 ns, respectively, significantly deviating from what is
expected for prompt background.
The expectations for the backgrounds are determined using the same data control samples
described previously. It is expected that the performance of the calorimeter timing measurement,
as determined using the second-layer cell with the maximum deposited energy, should be rather
insensitive to the details of the EM shower development. As shown in Fig. 10.11, it was verified
that the timing distribution of electrons in Z→ ee events is very similar to that of Loose photon
candidates in the TL control sample with Emiss
T
< 20 GeV. Therefore, the timing distribution
determined with the larger Z→ ee sample is characteristic of the timing performance expected
for all prompt backgrounds, and is shown on Fig. 10.12. Superimposed in Fig. 10.12, are the
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Figure 10.10: Timing distribution for Z→ ee events (green points), for a prompt MC sample be-
fore (red) and after (black) applying additional smearing, and for two MC signal samples (magenta
and dark blue) with finite neutralino lifetimes. For more details, see text.
timing distributions expected for selected signal events, for Λ = 120 TeV and for NLSP lifetime
values of τ = 0.5 and 30 ns.
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Figure 10.11: The timing templates as determined for prompt electrons/photons from two data
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-1 Ldt = 4.8 fb∫ 
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Stat. Uncertainty
Figure 10.12: The distribution of photon arrival times (tγ ) expected for SPS8 GMSB signal models
with Λ = 120 TeV and for NLSP lifetime values of τ = 0.5 and 30 ns. Superimposed is the
expectation for prompt backgrounds, as determined using electrons from Z→ ee events. The
uncertainties shown are statistical only.
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10.4 Other Backgrounds
Backgrounds could arise from situations in which the Loose photon candidate does not originate
from the PV due to, for example, an overlap of two separate events due to pileup or an overlap of
an event with a satellite collision. These two scenarios are discussed briefly below.
Events overlapping with a beam halo [117] event are expected to be rejected [93] by the very
loose criteria for rejecting events with “bad” jets, as introduced in Section 6.3, which provide
a fake-jet rejection factor better than approximately 50% while maintaining an efficiency above
99.8% [118]. The bad jet rejection criteria also contribute to the rejection of events overlapping
with cosmic ray activity. Such events are further rejected by the use of the cosmic muon veto (see
Section 8.3.3) and the standard EM cluster time cut applied to electrons and photons, as described
in Section 6.1.2 and 6.1.3. A previous ATLAS analysis [119] with similar event selection criteria,
has shown that non-collision backgrounds are negligible.
To estimate the level of the background contribution from multiple events overlapping in the
same bunch crossing, we consider the example of a W → eν event overlapping with a separate
event producing a high ET photon. This situation could mimic the final signature of a tight
photon (the electron faking a photon), Emiss
T
(due to the neutrino), and a photon that does not
point back to the PV (of the W boson event). An estimate of the rate of such overlaps can be
obtained using ATLAS measurements of the relevant cross sections, as described below.
The total inelastic cross section at
p
s = 7 TeV has been measured [120] by ATLAS to be
(60.3± 2.1)mb. The full 2011 dataset of ∼ 5 fb−1 therefore corresponds to ∼ 3× 1014 inelastic
collisions. The fiducial W → eν cross section has been measured to be (4.791± 0.0186) nb [121],
where the fiducial region requires ET(e) > 20 GeV, E
miss
T
> 25 GeV, and transverse mass MT >
40 GeV. The probability per collision to produce such a W → eν event is therefore ∼ 8× 10−8.
The ATLAS measurement of the inclusive photon cross section is approximately (5.88±0.21) nb
for ET(γ ) > 45 GeV [122]. Therefore, the probability per collision to produce such a photon is
∼ 10−7.
Given these probabilities, we can calculate the rate of overlaps of W → eν events with prompt
photon events in the full 2011 dataset of∼ 3×1014 inelastic collisions, which were produced with
an average pileup rate of ∼ 10 collisions per bunch crossing. The result is a prediction of ∼ 24
bunch crossings with these overlapping events produced.
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The selection requirements would provide additional suppression of these events. The proba-
bility for an electron to be misidentified as a tight photon, as estimated by the prompt diphoton
analysis [48], varies between 2.5% and 7.0%. Requiring that the electron from the W decay be
misidentified as a Tight photon would, therefore, provide a reduction by a factor of ∼ 15− 40.




While the ET(γ ) requirement is only slightly higher than the 45 GeV requirement used in the




the expected rate of W → eν events by an additional significant factor, estimated to be∼ 25. Even
neglecting any further suppression factors arising from inefficiencies in our selection, a prediction
of a small fraction of one overlap event in the final signal sample is obtained.
Due to the LHC bunch structure, an additional source of background not originating from the
PV can arise from any interactions between the proton bunches that are not nominally colliding.
The LHC operates an RF system with a 2.5 ns bucket spacing, where nominally every 10th bucket
is filled for 25 ns bunch spacing operation. For various reasons, the empty buckets adjacent to
the nominally filled bucket can capture protons, leading to the formation of so-called satellite
bunches. Satellite collisions can occur when the nominal bunch collides with a satellite bunch,
producing interactions at positions z =±k ·37.5 cm and delayed by k ·1.25 ns, where k = 1,2, . . ..
Collisions between the satellite bunches can also occur, producing interactions approximately
centered at z = 0 and at a time early or delayed by multiples of 2.5 ns.
Based on measurements in Van der Meer scans performed in 2010, the estimated fraction of
protons in satellite collisions with respect to the nominal bunch is approximately 10−3 [123]. This
suggests that collisions between satellite and nominal bunches are suppressed by three orders of
magnitude, whereas collisions between satellite bunches are suppressed by a factor of 106. Taking
into account the satellite bunch populations and the LHC parameters in 2011, overlaps of a main
collision event with an event from satellite collision would be extremely rare and, therefore, this
potential source of background is negligible.
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Chapter 11
Systematic Uncertainties
This chapter discusses the systematic uncertainties that affect this analysis. In general, the vari-
ous systematic uncertainties are divided into two types, namely “flat” uncertainties that are not
a function of zDCA, and “shape” uncertainties modifying the shapes of the background and sig-
nal pointing templates. Flat uncertainties contribute to uncertainties in the signal yield and are
discussed in Section 11.1. Sources of systematic uncertainties that can affect the shape of the tem-
plates were described in Chapter 10 and are not repeated in this chapter. A summary of all the
relevant systematic uncertainties is given in Section 11.2.
11.1 Flat Systematic Uncertainties
For the uncertainty in the measurement of the total integrated luminosity, the standard ATLAS
value is used. The luminosity uncertainty for the 2011 dataset used in this analysis was measured
to be ±1.8% [124, 74].
For the determination of the diphoton trigger efficiency, the bootstrap method was used for
prompt photons, with an associated uncertainty estimated at ±0.5%. As described in Section 9.1,
no evidence was observed for a dependence of the L1 trigger efficiency on zDCA. However, a con-
servative flat uncertainty of ±2% is assigned to account for any possible such variations. Adding
these two contributions in quadrature, a total uncertainty on the trigger efficiency of ±2.1% is
obtained.
As described in Section 9.2.2, the differences between data and MC for the various shower
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shape variables were observed to be independent of zDCA. Therefore, it is sufficient to use the
“fudge factor” strategy to correct those differences and estimate the resulting systematic uncer-
tainty. The photon ID requirements are applied with and without the shifts on the shower shape
variables to obtain the systematic uncertainties on the photon ID resulting from the disagreement
between data and MC. An uncertainty of ±4.4% per event is used, which includes effects of the
photon ET scale and resolution as well as the identification of both photons.
The systematic uncertainty due to the photon isolation requirement was determined by shift-
ing the cut by the difference in mean of the photon isolation variable distributions between data
and MC, as described in Ref. [125, 48]. From this analysis, it was determined that the mean of
the etcone20 distributions of electrons in Z→ ee data and MC samples are shifted by 0.4 GeV.
To assess the impact of the isolation uncertainty on the signal efficiency, the photon isolation
selection cut was changed from 5 GeV to 4.6 GeV and 5.4 GeV, and the result on the change in
signal efficiency was assessed for a sample of the signal grid points, as shown in Table 11.1. The
largest deviation in Table 11.1 was taken as a conservative and symmetric uncertainty of ±1.4%.
Λ τ Efficiency difference (%) when Efficiency difference (%) when
[TeV] [ns] lowering isolation cut to 4.6 GeV raising isolation cut to 5.4 GeV
90 2 -0.8 +0.8
90 6 -1.4 +0.6
100 2 -1.0 +0.7
100 6 -0.8 +0.9
120 2 -0.7 +0.6
120 10 -1.1 +0.9
150 2 -0.9 +0.6
200 2 -0.9 +0.6
Table 11.1: Change in signal efficiency for a sample of SPS8 GMSB signal MC points as the
isolation cut is changed by ±0.4 GeV.
In analyses involving photons, a selection has to be applied to reject bad quality clusters or fake
clusters originating from calorimeter problems, using the Object Quality (OQ) flags, as discussed
in Section 6.1.2. Further, as discussed in Section 8.4, the event selection takes into account any
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detector issues and pathologies. However, the ATLAS MC samples used in this analysis have
been simulated to reflect the detector features found in the data as closely as possible. For 2011
data and MC, a systematic uncertainty on the usage of the OQ flag has been calculated [126].
This uncertainty is taken as the difference of efficiency between data and MC, and was found
to be 0.1% per photon. Since the signal has two photons, this systematic uncertainty is ±0.2%,
assuming 100% correlation between the two photons.
11.1.1 EmissT Uncertainties
Given the definition of Emiss
T
used in this analysis, two main sources of systematic uncertainty
were considered: the uncertainty on the TopoCluster energy scale, and the uncertainty on the
Emiss
T
resolution. Any effects from the muon corrections to the Emiss
T
were previously shown to
be negligible [125, 48]. Contributions from pileup were not considered, since they are included
in the overall treatment of the impact of pileup on the event selection.
The uncertainty on Emiss
T
due to the TopoCluster energy scale was estimated by varying the
energies of the TopoClusters using the TopoCluster energy scale uncertainty. The TopoCluster
energy scale can be estimated by comparing the momentum and energy measurements of charged
particles [127, 128], and its uncertainty has been determined from comparisons between data and
MC simulation to vary from ±20% for pT ≈ 500 MeV to ±5% at high pT [129, 130]. Subse-
quently, the difference in the signal acceptance due to the changes in the Emiss
T
measurement was
used as the systematic uncertainty and was found to vary between ±(1.0− 6.4)% across the set of
generated signal MC points.
Similarly, the uncertainty on the Emiss
T
resolution [131] was used to vary the measurement
of Emiss
T
. The resolution for each component of Emiss
T
was parametrized as a function of the
total transverse energy of the event, ΣET, as σ = k ·
p
ΣET. The parameter k was measured
to be k = 0.49 for minimum bias events at
p
s = 7 TeV. With the requirement of at least one
jet with pT > 20 GeV, the resolution parameter was measured to be k = 0.53 [130]. Further,
it was determined that, in events with at least two photons with pT > 20 GeV satisfying the
loose identification criteria, the Emiss
T
resolution parameters in data and SPS8 MC simulation
agree within 14% [125]. Subsequently, for each signal MC point, the Emiss
T
resolution parameter
was varied with ∆k in the range [−0.16,0.16] with respect to the nominal measured value of k,
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and the change in the efficiency of the Emiss
T
requirement was determined. The change of the
efficiency of the Emiss
T
requirement was then studied as a function of ∆k and fitted to a first-
order polynomial. The result of the fit was used to estimate the change in efficiency of the Emiss
T
requirement resulting from a change in k of 14%. The resulting acceptance differences were used
as the systematic uncertainty on the Emiss
T
requirement due to the Emiss
T
resolution uncertainty,
and were found to vary between 0 and ±4.9% for different signal MC points.
11.1.2 Signal MC Statistics
For the majority of our signal MC samples, each point was generated with approximately 20,000
events, with some points having increased statistics with approximately 40,000 events. The un-
certainty on the signal efficiency due to MC statistics lies typically in the range of ±(0.7− 5.0)%.
For the signal MC efficiency and its associated uncertainty per point, see Table 9.2.
11.1.3 Signal PDF and Scale Uncertainties
The uncertainties on the calculated SPS8 GMSB signal cross section due to uncertainties on the
PDFs, as well as uncertainties on the factorization and renormalization scales, are computed as
described in Section 8.6. The resulting uncertainties are presented in Table 8.3, and vary between
±(4.7− 6.4)% for different signal MC points. The quoted values include both the PDF and scale
uncertainties.
11.2 Summary of Systematic Uncertainties
The various flat systematic uncertainties are summarized in Table 11.2. As discussed previously,
the flat systematic uncertainties are treated as symmetric and uncorrelated, and contribute col-
lectively to a total uncertainty in the signal yield. The total systematic uncertainty on the signal
yield, obtained by adding the individual uncertainties in quadrature, lies in the range ±(7.2−
11.7)%, which does not include the contribution of ±(0.7− 5.0)% due to statistical uncertainties
in the signal MC predictions. Uncertainties affecting the shape of the pointing distributions are
also considered, as described in Chapter 10.
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Impact Source of Uncertainty Value Comment
Integrated Luminosity ±1.8% Section 11.1








Object Quality and LAr Hole Flags ±0.2%
Emiss
T





Signal PDF and Scale Uncertainties ±(4.7− 6.4)% Section 11.1.3
Total Flat Systematic Uncertainty ±(7.2− 11.7)%
Does not Include
Signal MC Statistics
Signal MC Statistics ±(0.7− 5)% Table 9.2
Signal Template Shape Section 10.1
Background
e/γ Template Shape Section 10.2.1
Emiss
T
< 20 GeV Template Shape Section 10.2.2
Table 11.2: Summary of systematic uncertainties.
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Chapter 12
Template Fitting and Limit Setting
Procedures
In this chapter, the procedure used to fit the pointing distributions is described. From the results
of the fit, limits are set on the number of observed signal events, with a procedure that is also
described briefly. Finally, tests performed to validate the fitting procedure are discussed.
12.1 Description of the Template Fitting Procedure
An absolute background prediction is neither provided, nor needed, in this analysis. Instead, the
number of signal (Nsig) and background events (Nbkg) is normalized to the sum of the number
of events observed in the data and used as a constraint in the fitting procedure described below.
To determine the contribution from signal, as well as the separate contributions from the back-
grounds due to jets and to prompt photons/electrons, the zDCA templates are fitted to the zDCA
distribution observed for the Loose photon.
Let Tsig be the signal pointing template for a given pair of (Λ,τ) values, obtained using signal
MC simulation. The background contribution can be modeled as a weighted sum of the Te/γ
template, and a template describing the pointing distribution of jets, Tjet, with a factor fjet, dubbed
the “jet fraction”, controlling the relative weighting of the two background sources. The Tsig, Te/γ
and Tjet templates can be fitted to the zDCA data distribution, with Nsig, Nbkg, and fjet used as fit
parameters. Denoting by Z i
data
the content in bin i of the zDCA distribution observed in data, one
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can write the following expression:













As discussed previously, the prompt electron/photon template, Te/γ , is measured using Z→ ee
events. However, the jet template, Tjet, is not measured directly; instead, what is measured is
TEmissT <20 GeV
, the template of TL events in the control sample with Emiss
T
< 20 GeV. This con-
























Replacing T ijet in Eq. 12.1 with the right hand side of Eq. 12.2 and re-arranging, one obtains the
following:























Therefore, the distribution observed in the TL signal sample with Emiss
T
> 75 GeV can be fitted us-
ing Eq. 12.3 with an appropriately weighted combination of the zDCA template of the TL sample
with Emiss
T
< 20 GeV, the prompt electron/photon template from Z→ ee events, and the signal
template. The normalized templates and their shape uncertainties are provided as inputs to the
fitting procedure, which returns the best-fit results for Nsig and Nbkg, with Fjet treated as a nuisance
parameter.
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12.2 Limit Setting Procedure
Background-only fits were performed to determine the compatibility of the observed pointing dis-
tribution with the background-only hypothesis. For each signal MC point, signal-plus-background
fits were performed to obtain the best-fit results under the signal-plus-background hypothesis.
The final limits were determined by performing a binned profile likelihood fit using the RooStats
framework [132]. Using the CLs method [133], 95% CL limits were set on the signal strength, µ,
defined as the number of fitted signal events divided by the SPS8 expectation for the signal yield.
Limits on the observed number of signal events were obtained by fitting the zDCA distribution
observed in data, while the expected limits were obtained by performing the same procedure over
ensembles of pseudo-experiments generated according to the background-only hypothesis.
12.3 Validation of the Fitting Procedure
Before inspecting the pointing distribution for events in the signal region, the template fitting pro-
cedure was validated on different control samples. A validation method performed with generated
pseudo-data is described in the next section, followed by the results of performing the procedure
over control regions in the TL diphoton sample.
12.3.1 Results for Generated Pseudo-data
Using pseudo-data generated according to the Te/γ and TEmissT <20 GeV
templates obtained from data,
a number of checks of the fitting procedure were performed. For example, Fig. 12.1(left) shows
the results obtained by fitting pseudo-data datasets with varying fractions due to jets, and with
the total number of background and signal events fixed to 46. As can be seen, the fit returned on
average a jet fraction which agreed with the input jet fraction, verifying that the fitting procedure
is linear against variations of this fit parameter.
The right plot of Fig. 12.1 shows the expected 95% CL limit on the number of signal events, as
returned by the fitting procedure applied to the same pseudo experiments, using an example SPS8
GMSB signal MC sample with Λ= 130 TeV and τ = 10 ns. Note that the expected limit depends
on the jet fraction of the pseudo-data. This result is expected, since the jet template is significantly
wider than the template for electrons/photons, and more closely resembles the template for signal.
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Figure 12.1: (Left) The jet fraction returned by the fitting procedure when applied to pseudo-
data datasets with varying input jet fractions. The data points correspond to the mean value
and spread, averaged over sets of ∼ 10 pseudo-experiments. (Right) The expected 95% CL limit
on the number of signal events, as returned by the fitting procedure applied to the same pseudo
experiments.
Therefore, pseudo-data generated with low jet fractions contain very few events in the large zDCA
tails, and result in more stringent limits than pseudo-data generated with large jet fraction.
12.3.2 Results in Tight-Loose Diphoton Control Samples
The signal region is defined as the TL sample with Emiss
T
> 75 GeV so the TL sample with
Emiss
T
< 75 GeV, where signal contamination is expected to be negligible, can be used as a control
sample. The TL sample with lower Emiss
T
is expected to have a background composition similar
to that in the signal region, with the possibility that the jet fraction may differ slightly. Since the
TL sample with Emiss
T
< 20 GeV is used to generate the TEmissT <20 GeV
template, the TL sample with
values of Emiss
T
in the range 20< Emiss
T
< 75 GeV is available for cross-checks. Given the available
statistics, it was decided to divide these data into two exclusive control samples, the TL sample
with 20 < Emiss
T
< 50 GeV and the TL sample with 50 < Emiss
T
< 75 GeV. Comparing the results
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To investigate the composition of the TL control samples and obtain an independent estimate
of the jet fraction, isolation template fits were performed. Results of the fits indicate that the TL
samples with 20< Emiss
T
< 50 GeV and with 50< Emiss
T
< 75 GeV have jet fractions of the order of
46% and 32%, respectively. More details on the isolation template fit procedure, including plots
of the isolation distributions and the fits, are available in Appendix B.




which contains 8,568 events. Superimposed is the result of fitting the distribution employing the
formalism of Eq. 12.3, using the signal MC sample with Λ = 150 TeV and τ = 8 ns. The fit
returns a value of the modified jet fraction, Fjet, of 0.92±0.02, which corresponds to a fraction of
jets of ∼ 41%, in reasonable agreement with the ∼ 46% estimate from the isolation fit. The ±1σ
variations of the background, due to the uncertainty on the fitted jet fraction, are also shown
superimposed in Fig. 12.2. The fit returns a 95% CL expected limit on the number of signal
events of 270, with ±1σ values of 210 and 330. As an indication, a curve showing the fitted
background combined with 270 signal events is included in Fig. 12.2. The central value of the
exclusion corresponds to ∼ 3.1% of the total events in the control sample.
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Figure 12.2: The zDCA distribution for the TL control sample with 20 < E
miss
T
< 50 GeV, on
(left) linear and (right) log scales. Superimposed are the results of the fit, including the best-
fit background curve, the ±1σ variations on the background due to the uncertainty on the jet
fraction, and a curve showing the best-fit background plus the number of signal events equal to
the 95% CL limit.
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which contains 303 events. Superimposed is the result of fitting the distribution using the formal-
ism of Eq. 12.3 and the signal MC sample with Λ= 150 TeV and τ = 8 ns. The fit returns a value
of the modified jet fraction, Fjet, of 0.88± 0.10, which corresponds to a fraction of jets of ∼ 38%,
in reasonable agreement with the ∼ 32% estimate from the isolation fit. The ±1σ variations of
the background, due to the uncertainty on the fitted jet fraction, are also shown superimposed in
Fig. 12.3. The fit returns a 95% CL expected limit on the number of signal events of 31, with±1σ
values of 17 and 43. As an indication, a curve showing the fitted background combined with 31
signal events is included in Fig. 12.3. The central value of the expected exclusion corresponds to
∼ 10.2% of the total events in the control sample. There appears in Fig. 12.3 to be some asymme-
try in the tails of the zDCA distribution, with fewer events on the right side of the plot compared
to the left. This small deficit leads to an observed limit which is slightly lower than the expected
limit, though the significance of the deficit is less than 1σ . No such asymmetry is apparent in
Fig. 12.2 showing the distribution for the higher statistics TL sample with 20 < Emiss
T
< 50 GeV,
suggesting the asymmetry could be a statistical fluctuation.
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Figure 12.3: The zDCA distribution for the TL control sample with 50 < E
miss
T
< 75 GeV, on
(left) linear and (right) log scales. Superimposed are the results of the fit, including the best-
fit background curve, the ±1σ variations on the background due to the uncertainty on the jet
fraction, and a curve showing the best-fit background plus the number of signal events equal to
the 95% CL limit.
For completeness, the Loose photon timing distributions for TL events in the control samples
with 20< Emiss
T
< 50 GeV and 50 < Emiss
T
< 75 GeV are shown superimposed in Fig. 12.4. The
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timing distributions are narrow, with very limited tails, as expected for prompt backgrounds. The
mean value and RMS of the timing distribution in the control sample with 20< Emiss
T
< 50 GeV
are approximately 3 ps and 370 ps, respectively, while in the control sample with 50 < Emiss
T
<
75 GeV, the mean value and RMS of the timing distribution are approximately −4 ps and 380 ps,
respectively. These values are consistent with what would be expected for prompt backgrounds,



















 < 50 GeVmiss
T
20 < E
 < 75 GeVmiss
T
50 < E
Figure 12.4: The Loose photon timing distributions for the control samples, defined as the TL
events with 20< Emiss
T
< 50 GeV and 50< Emiss
T
< 75 GeV.
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Chapter 13
Results and Interpretation
In this chapter, the results of the investigations of the pointing and timing in the SR are discussed.
In Section 13.1, the Loose photon pointing and timing distributions are described and compared
with the expectation for background and SPS8 GMSB signal. Subsequently, in Section 13.2, the
limits obtained for SPS8 GMSB signal models are discussed.
13.1 Pointing and Timing Distributions in the Signal Region
Once the analysis method and selection criteria were frozen and the expected sensitivity deter-
mined, the SR was unblinded and investigated for evidence on non-pointing photons. The zDCA
distribution for the 46 events in the SR with Emiss
T
> 75 GeV is shown in Fig. 13.1. As expected for
SM backgrounds, the distribution is rather narrow, and there is no obvious sign of a significant
excess in the tails that would be expected for GMSB signal photons originating from decays of
long-lived NLSPs. There are three events with |zDCA|> 200 mm, including one far outlier with a
value of zDCA =+752 mm. The properties of these three events were studied extensively and are
briefly discussed below.
The timing distribution for the 46 events in the SR is shown in Fig. 13.2. The distribution
is rather narrow, in agreement with the background-only expectation which is shown superim-
posed. There is also a slight outlier in the timing distribution, with a value of t ≈ 1.2 ns. Fig. 13.3
shows the two-dimensional plot of zDCA versus t for the 46 signal events. As can be seen, the
timing outlier corresponds to one of the three events with |zDCA| > 200 mm, mentioned above,
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but not to the most extreme pointing outlier. For the timing outlier, the Loose photon time is
measured using a channel which was read out with medium gain, for which the timing uncer-
tainty is larger than for high gain, due to the limited statistics available in the W → eν sample
used to calibrate the calorimeter timing, which results in a timing resolution for the medium gain
of ∼ 400 ps.
Some additional information about the three events with |zDCA| > 200 mm is summarized
in Table 13.1. For two of the events, the timing is in good agreement with the hypothesis that
the photon is in-time, while the third corresponds to the timing outlier mentioned above. As can
also be seen in the Table, the Emiss
T
measurement for all three outlier events is very close to the
threshold of the Emiss
T




Run Event EmissT Loose Photon Tight Photon
Number Number [GeV] ET [GeV] zDCA [mm] t [ns] ET [GeV] zDCA [mm] t [ns]
186721 30399675 77.11 75.87 -274.0 0.360 71.96 21.5 0.575
187552 14929851 77.28 59.42 -261.8 1.207 87.21 -118.4 0.242
191920 14157929 77.86 56.61 751.6 0.002 54.17 4.5 -0.197
Table 13.1: Some relevant parameters of the three “outlier” events mentioned in the text.
Fig. 13.4 shows the event display for run number 191920, event number 14157929, which is
the event with the farthest non-pointing outlier, with zDCA = 752 mm. The lego plot in the
upper right shows the energy deposits of the two photon candidates in yellow, those of identified
jets in white, and Emiss
T
in red; the same colour scheme is used in the other views. The non-
pointing photon candidate is the photon in the upper left in both the x − y view (in the upper
left corner of the display) and in the r − z view (lower left corner). The rightmost bottom panel
shows details of the EM shower of the photon that passes the tight photon ID requirements, and
which has values of zDCA and t of 5 mm and−200 ps, respectively, in agreement with the photon
having been produced promptly in the primary collision. The central bottom panel shows details
of the EM shower of the non-pointing photon candidate, with zDCA = 752 mm. This photon
candidate passes loose but fails tight photon ID requirements. The shower is rather wide in the
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Figure 13.1: The zDCA distribution for the 46 Loose photon candidates of the events in the SR.
Superimposed are the results of the background-only fit. The hatching shows the uncertainty
in each bin due to the uncertainty on the determined modified jet fraction. The inlay shows an
expanded view of the central region, near zDCA = 0.
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-1 Ldt = 4.8 fb∫ 
 = 7 TeVs
Figure 13.2: The distribution of arrival times (tγ ) for the 46 Loose photon candidates of the
events in the SR. Superimposed for comparison is the shape of the timing distribution expected
for background only, normalized to 46 total events.
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, ELγTγ in Lγ = 6 ns, τ = 120 TeV, ΛSPS8 MC, 
Figure 13.3: The distribution (black points) of zDCA versus time for the Loose photons in the SR.
Superimposed (shaded boxes) is the distribution expected for a signal with Λ = 120 TeV and a
neutralino lifetime value of 6 ns.
strip layer, and has an indication of two separate maxima in the strips, characteristic of what would
be expected for a jet (for example with a leadingπ0 meson) faking the loose photon signature. The
interpretation as jet background is also supported by the measured value of 2 ps for this photon
candidate’s arrival time, consistent with prompt production in the primary collision.
To quantify the compatibility of the observed zDCA distribution with the background-only
hypothesis, a background-only template fit was performed. The result of the background-only
fit is shown superimposed in Fig. 13.1, which indicates the binning used in the fitting proce-
dure. The modified jet fraction in the background-only hypothesis was determined by the fit to
be 0.68± 0.28. The uncertainty on the modified jet fraction translates to an uncertainty on the
background-only fit shape which is represented by the hatching in Fig. 13.1. To facilitate compari-
son, the first two rows in Table 13.2 show, in various |zDCA| regions, the observed number of data
events and the results of the background-only fit. respectively. As can be seen, the background-
136
Figure 13.4: Event display for run number 191920, event number 14157929. For more details, see
the text.
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only fit agrees reasonably well with the data, although some excess is observed in the data for
large |zDCA| values. The probability, p0, to obtain a distribution at least as incompatible with the
background-only hypothesis, assuming the latter is true, is estimated at ∼ 0.060, indicating that
the slight excess has a significance with a gaussian equivalent of ∼ 1.5σ , understood to be driven
largely by the outlier photon candidate with zDCA = +752 mm. To investigate this assumption,
a simple test was performed by removing this event from the distribution and performing a new
fit, which returned a p0-value of ∼ 0.30, indicating in this case a much better agreement with the
background-only model.
To test the signal-plus-background hypothesis, fits using a weighted sum of the background
templates and the signal template were performed for each signal MC sample. The best signal-
plus-background template fit to the observed zDCA distribution is shown in Fig. 13.5, for the case
of Λ = 120 TeV and τ = 6 ns, superimposed to the observed distribution. The fitting procedure
returned a fitted signal strength of µ = 0.20± 0.19, corresponding to a signal contribution of
5.7± 5.1 events in the 46 observed events in the SR. No significant excess was observed that can
be attributed to this signal MC sample, or to a sample with any other Λ− τ combination. The
hatching in Fig. 13.5 indicates the total bin-by-bin uncertainty for the best signal-plus-background
fit. The background component in the signal-plus-background fit is also shown superimposed
on Fig. 13.5. For this particular signal MC example, the signal-plus-background fit determined
the modified jet fraction to be 0.32 ± 0.38. The last three rows in Table 13.2 show the total
number of fitted events in each |zDCA| bin for the signal-plus-background fit, as well as the separate
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Figure 13.5: The zDCA distribution for the 46 Loose photons of the events in the SR. Superim-
posed are the results of the signal-plus-background fit (for the case of Λ = 120 TeV and τ = 6 ns),
as well as the contribution from the background to that fit. The hatching shows the total uncer-
tainties in each bin for the signal-plus-background fit. The inlay shows an expanded view of the
central region, near zDCA = 0.
13.2 Limits on SPS8 GMSB Models
Given the lack of a significant excess attributed to signal, the fit results were used to set 95%
CL limits on the number of SPS8 GMSB signal events. To determine the final exclusion limits,
signal-plus-background fits were performed for the various Λ and τ values considered. Fig. 13.6
(left) shows an example result where the 95% CL limits on the number of signal events are shown
versus τ, for a fixed value of Λ= 120 TeV. Similar plots for all fixed Λ values between 70 TeV and
210 TeV are included for reference in Appendix D.
As shown in Fig. 13.6 (right), the results can also be rendered as limits on the allowed cross
section. Both plots show, as a function of lifetime, the expected limits (dashed black lines), the
observed limit (solid black lines), and the SPS8 GMSB theory prediction (solid red lines). The
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Figure 13.6: 95% CL limits on (left) the number of signal events and (right) the SPS8 signal cross
section, as a function of NLSP lifetime, for the case of Λ = 120 TeV. The region below the limit
curve is excluded at 95% CL. For more details, see the text.
green and yellow bands associated with the expected limit lines indicate the limits after variations
by ±1σexp and +2σexp, respectively, where σexp is the total uncertainty excluding the theoreti-
cal uncertainties (PDF and scale uncertainties). The −2σexp band is not shown, since it would
yield a negative limit on the expected number of events, which is not physical. The dashed red
lines indicate the effect of the theoretical uncertainty, σSUSY
theory
, on the theoretical yield predic-
tion. The intersections, in Fig. 13.6, where the limits cross the theory prediction show that, for
Λ= 120 TeV, values of τ below 8.7 ns are excluded at 95% CL, whereas the expected limit would
exclude values of τ below 14.6 ns.
Comparing with the theoretical cross section of the SPS8 GMSB model, the results are con-
verted into an exclusion region in the two-dimensional plane of τ versus Λ, as shown in Fig. 13.7.
For example, for Λ= 70 TeV (160 TeV), NLSP lifetimes between 0.25 ns and 50.7 ns (2.7 ns) were
excluded at 95% CL. Also shown in the figure are corresponding limits on the lifetime versus
the masses of the lightest neutralino and lightest charginos, where the relation between Λ and
sparticle masses is taken from theory. It can be seen that, due mostly to the three events with
|zDCA| > 200 mm, the observed limit is somewhat less restrictive than the expected limit, but
does lie within less than 2σ of the expected limit.
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Figure 13.7: The expected and observed limits in the plane of NLSP lifetime versus Λ (and also
versus the χ̃ 01 or χ̃
±
1 masses), for the SPS8 model. Linear interpolations are shown to connect
between Λ values, separated by 10 TeV, for which MC signal samples are available. The region
excluded at 95% CL is shown as the blue hatched area. The limit is not shown below an NLSP
lifetime of 0.25 ns, which, due to the MC signal samples available, is the smallest value considered
in the analysis.
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Chapter 14
Conclusions and Outlook
A search has been performed for non-pointing photons in the diphoton plus Emiss
T
final state, us-
ing the full data sample of 4.8 fb−1 of 7 TeV proton–proton collisions recorded in 2011 with the
ATLAS detector at the LHC. To perform the search, the analysis exploits the capability of the
ATLAS LAr calorimeter to measure the flight direction of photons. The precision measurement
of the arrival time of photons is used as a cross-check of the results and for this reason an exten-
sive study of calorimeter timing performance was undertaken. Several sets of corrections were
determined and applied and as a result of this study, the timing performance of the LAr EMB was
improved to attain a timing resolution of∼ 300 ps, which includes a contribution of∼ 220 ps due
to the LHC beam spread. No significant evidence for non-pointing photons was observed and the
results were interpreted in the context of Gauge Mediated Supersymmetry Breaking (GMSB) us-
ing the SPS8 benchmark model. Exclusion limits at 95% CL were set in the two-dimensional plane
of τ (the lifetime of the lightest neutralino) versus Λ (the effective scale of SUSY breaking) or, al-
ternatively, versus the mass of the lightest neutralino. For example, for Λ = 70 TeV (160 TeV),
NLSP lifetimes between 0.25 ns and 50.7 ns (2.7 ns) were excluded at 95% CL. This analysis inves-
tigated a scenario to which most previous ATLAS analyses are not sensitive, filling the gap left by
direct searches for prompt photons from GMSB decays. With the analysis of the full 2011 dataset,
a significant expansion of the excluded SPS8 GMSB parameter space was achieved.
A further enlargement of the explored parameter space can be achieved by exploiting the
20 fb−1 of p p collisions at a center of mass energy of 8 TeV, collected by ATLAS in 2012. The
search for non-pointing photons in the data sample collected by ATLAS in 2012 is already un-
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derway. Simply performing the same analysis using the full 2012 dataset is expected to increase
the analysis sensitivity manyfold, due to the increased statistics as well as the increase in signal
production cross sections. However, various different analysis strategies and methods are being
explored to further increase the analysis sensitivity, armed with the experience from the analysis
of the 2011 data.
The most important change in the 2012 data analysis is the development of a two-dimensional
search technique, using both the calorimeter timing and pointing. Using the increased size of the
2012 dataset, the timing calibration procedure was further refined compared to 2011, resulting
in an even better LAr timing performance. Further, with the latest timing calibration, prelim-
inary studies show that the calorimeter timing has more signal discriminating power compared
to the calorimeter pointing. Consequently, having already studied the calorimeter timing exten-
sively, the photon arrival time is intended to be used in a more leading role in the search method
currently envisioned.
Improvements are also being investigated in the selection efficiency. Since the background
and signal modeling has been shown to work well, it is envisioned to relax the photon identifi-
cation requirements, moving from a Tight-Loose (TL) analysis to a Loose-Loose (LL) analysis.
Preliminary results show an increase in signal selection efficiency of approximately 10-20%. An
additional gain in efficiency of approximately 5% is expected if the photon selection is expanded
to include the endcaps. While the above efficiency gains appear to be modest, in a symmetric
diphoton selection, a significant increase of a factor of two in statistics can be expected by using
both photons as “probes”. Hence, the possibility of moving from an “event-based” analysis to an
“object-based” analysis is being considered. With the larger dataset and analysis improvements,
the reach in Λ−τ is expected to be extended significantly.
Even more accessible exclusion region and discovery potential lies in exploiting the anticipated
wealth of p p collision data at unprecedented center of mass energies between 13 TeV and 14 TeV,
expected during the upcoming LHC Run 2, beginning in 2015. With the LHC operating at its
design luminosity, a total integrated luminosity of ∼ 100 fb−1 of p p collisions is projected to be
collected during Run 2, which will result in an estimated increase by a factor of five in statistics
compared to the 2012 dataset. Coupled with a significant increase in the production cross section,
a substantial further expansion of the reach of the analysis can be expected.
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Appendix A
Lifetime Reweighting of Signal Monte
Carlo Samples
Although a grid of signal samples has been produced, the production of a complete grid spanning
all necessary Λ and τ values is neither feasible nor necessary. Instead, a reweighting technique
is employed utilizing the MC samples produced with a particular Λ and τ, to obtain simulated
distributions for additional neutralino lifetimes.
The distribution of the proper decay times of a neutralino, t , with a lifetime of τχ = T , is











The proper decay time of a neutralino in a given simulated event can be calculated with the for-
mula t = L/(cβγ ), where L is the distance between the neutralino production and decay vertices
in the lab frame,β= p/E , and γ = (1−β2)−1/2. Figure A.1 shows distributions of the proper de-
cay times for neutralinos in the SPS8 model (Λ= 120 TeV) with different values of the neutralino
lifetime.
A given neutralino decay in a simulated event produced with a neutralino lifetime of T (refer-
















in order to simulate a neutralino decay when the lifetime is T ′ (target sample). Figure A.2 (left)
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Figure A.1: Distributions of the proper decay times for NLSPs in the SPS8 model (Λ= 120 TeV)
with different values of the NLSP lifetime.
shows the value of the weight as a function of the proper time for a reference sample lifetime of
T = 2 ns and several target sample lifetime values, T ′. Figure A.2 (right) shows distributions of
weights calculated with the proper time values from the SPS8 Λ = 120 TeV MC with τ = 2 ns
(shown in Figure A.1) and for the same target sample lifetime values shown in the figure on the
left.
Figure A.3 presents a validation of this re-weighting method on reconstruction level vari-
ables after final event selection. The variable distributions are shown for two existing samples at
Λ= 120 TeV, one with τ = 2 ns and the other with τ = 6 ns. A third distribution is also shown,
which uses τ = 2 ns simulated events (reference sample) reweighted to simulate τ = 6 ns events.
Good agreement is observed between the distribution re-weighted to simulate τ = 6 ns events and
the one actually produced with τ = 6 ns lifetime.
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Figure A.2: (Left) Value of the weight as a function of the proper time for a reference sample
lifetime of T = 2 ns and several target sample lifetime values, T ′. (Right) Distributions of weights
calculated with the proper time values from the SPS8 Λ = 120 TeV MC with τ = 2 ns and for
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Figure A.3: Loose photon ET distributions (top-left), Tight photon ET distributions (top-right),
Loose photon zDCA distributions (bottom-left), and E
miss
T
distributions (bottom-right) for events
in the τ = 2 ns and τ = 6 ns MC samples with Λ = 120 TeV, as well as for τ = 2 ns MC events
reweighted to simulate τ = 6 ns MC events.
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Appendix B
Isolation Template Fits to the
Tight-Loose Control Samples
The TL sample with Emiss
T
< 20 GeV sample should be dominated by QCD events, including
jet-jet, jet-γ and γγ processes. Therefore, the TM ET<20GeV template includes contributions from
photons as well as from jets faking the Loose photon signature. For using the template in the fit, as
will be discussed in Section 12.2, it is not necessary to separate the photon and jet contributions.
However, it is interesting to do so in order to be able to isolate the pointing distribution due to
jets, in order to perform some cross-checks of the overall method.




der to estimate the value of f M ET<20GeV
e/γ
, fits to isolation distributions were applied, as described
below:
In the one-dimensional template fit method, the proportions of prompt photons and jets com-
posing the reconstructed Loose photon object were extracted from an extended likelihood fit to
the one-dimensional distribution of the transverse isolation energies. Templates of the prompt
photon and jet isolation templates were obtained by two data samples with similar kinematic
properties but orthogonal to the control sample. In order to achieve this, an anti-tight photon
object is defined as a reconstructed photon that passes the loose requirements, but fails the Fs i d e
or ws3 cut (see table 6.2). An anti-tight photon should consist of mainly jets.
• Photon Isolation Template: A control sample form the full 2011 dataset is selected by re-
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quiring events with one anti-tight and one tight photon and with Emiss
T
less than 20 GeV.
This sample should consist of jet-γ events where the jet and γ are identified as the anti-tight
and tight objects respectively. The isolation distribution of the tight photon is used as the
isolation distribution of a prompt photon.
• Jet Isolation Template: A control sample form the full 2011 dataset is selected by requiring
two anti-tight photons and with Emiss
T
less than 20 GeV. This sample should be dominated by
jet-jet events. The isolation distribution of one of the antitight photons (selected randomly)
is used as the isolation distribution of a prompt jet.
Fig. B.1 presents the isolation distribution of the Loose photon from the TL with Emiss
T
<
20 GeV. The photon and jet isolation templates are fitted to this distribution using TFractionFit-
ter from the ROOT package. The figure also shows the agreement between the resultant fit and
the TL sample. From this fit, it is estimated that f M ET<20GeV
e/γ
is ≈ 57% once the default isolation
cut of 5 GeV is applied.
The isolation template method was applied to the TL control samples with 20 < Emiss
T
<
50 GeV and 50 < Emiss
T
< 75 GeV. The isolation distributions for the Loose photon in these two
control samples are shown in Figure B.2, with the isolation template fits superimposed. Results
of the fits indicate that the TL samples with 20 < Emiss
T
< 50 GeV and with 50 < Emiss
T
< 75 GeV
have jet fractions of about 46% and 32%, respectively.
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Figure B.1: The one-dimensional photonand jet isolation distributions, together with their fit to
the Loose photon from the TL sample with Emiss
T
less than 20 GeV.
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 Loose Photon TL, 20 < MET < 50 GeV
 Tight Photon AT, 20 < MET < 50 GeV
Anti-tight Photon AA, 20 < MET < 50 GeV
Fraction fit result
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Loose Photon TL, 50 < MET < 75 GeV
Tight Photon AT, 50 < MET < 75 GeV
Anti-tight Photon, AA, 50 < MET < 75 GeV
Fraction fit result
Figure B.2: Isolation distribution for the Loose photon candidate in the TL control sample with
(left) 20 < Emiss
T
< 50 GeV and (right) 50 < Emiss
T








Systematic Errors per Signal MC
Point
The following pages contain tables summarizing the uncertainties in signal efficiency due to un-
certainties on the Emiss
T
measurement, for each Λ− τ pair considered. As discussed previously,
the two major sources of uncertainty considered for the Emiss
T
measurement are the uncertainty
on the Emiss
T
scale and the uncertainty on the Emiss
T
resolution. The fractional uncertainties due to
these two sources are quoted separately and are treated as uncorrelated, with the total uncertainty
obtained by their addition in quadrature.
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70 250 0.042 0.030 80 250 0.055 0.048
70 500 0.045 0.020 80 500 0.050 0.038
70 750 0.046 0.022 80 750 0.049 0.031
70 1000 0.048 0.020 80 1000 0.049 0.027
70 2000 0.053 0.020 80 2000 0.051 0.023
70 3000 0.057 0.020 80 3000 0.052 0.023
70 4000 0.059 0.020 80 4000 0.052 0.023
70 5000 0.061 0.017 80 5000 0.052 0.024
70 6000 0.062 0.020 80 6000 0.052 0.025
70 7000 0.062 0.015 80 7000 0.052 0.026
70 8000 0.062 0.014 80 8000 0.052 0.026
70 9000 0.062 0.0.13 80 9000 0.051 0.027
70 10000 0.061 0.120 80 10000 0.051 0.028
70 12000 0.060 0.010 80 12000 0.050 0.029
70 14000 0.059 0.009 80 14000 0.049 0.030
70 16000 0.058 0.008 80 16000 0.049 0.031
70 18000 0.056 0.007 80 18000 0.048 0.032
70 20000 0.055 0.006 80 20000 0.047 0.032
70 22000 0.053 0.005 80 22000 0.047 0.033
70 24000 0.052 0.004 80 24000 0.046 0.033
70 26000 0.050 0.004 80 26000 0.045 0.034
70 30000 0.047 0.003 80 30000 0.044 0.034
70 35000 0.044 0.001 80 35000 0.042 0.035
70 40000 0.042 0.000 80 40000 0.041 0.035
70 45000 0.039 0.001 80 45000 0.040 0.035
70 55000 0.035 0.002 80 55000 0.037 0.034
70 60000 0.033 0.002 80 60000 0.036 0.034
70 65000 0.031 0.002 80 65000 0.035 0.034
70 70000 0.030 0.002 80 70000 0.034 0.033
70 75000 0.028 0.003 80 75000 0.033 0.033
70 80000 0.027 0.003 80 80000 0.032 0.032
70 90000 0.025 0.003 80 90000 0.030 0.031
70 100000 0.023 0.003 80 100000 0.029 0.030
Table C.1: Signal MC systematic errors due to the Emiss
T
scale and resolution uncertainties, for
Λ= 70 and 80 TeV.
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90 250 0.030 0.016 100 250 0.004 0.000
90 500 0.040 0.023 100 500 0.020 0.002
90 750 0.043 0.022 100 750 0.026 0.005
90 1000 0.053 0.014 100 1000 0.042 0.018
90 2000 0.051 0.012 100 2000 0.039 0.016
90 4000 0.046 0.016 100 4000 0.048 0.009
90 6000 0.042 0.020 100 6000 0.054 0.013
90 8000 0.044 0.020 100 8000 0.055 0.013
90 10000 0.045 0.020 100 10000 0.056 0.013
90 12000 0.047 0.020 100 12000 0.057 0.013
90 14000 0.048 0.020 100 14000 0.057 0.014
90 16000 0.049 0.020 100 16000 0.057 0.015
90 18000 0.050 0.020 100 18000 0.058 0.015
90 20000 0.051 0.021 100 20000 0.058 0.016
90 22000 0.052 0.021 100 22000 0.058 0.016
90 24000 0.052 0.021 100 24000 0.058 0.017
90 26000 0.053 0.022 100 26000 0.059 0.018
90 30000 0.054 0.022 100 30000 0.059 0.019
90 35000 0.055 0.023 100 35000 0.060 0.020
90 40000 0.056 0.024 100 40000 0.060 0.021
90 45000 0.057 0.025 100 45000 0.060 0.023
90 55000 0.058 0.027 100 55000 0.061 0.025
90 60000 0.059 0.028 100 60000 0.062 0.027
90 65000 0.059 0.029 100 65000 0.062 0.028
90 70000 0.060 0.030 100 70000 0.063 0.029
90 75000 0.060 0.031 100 75000 0.063 0.030
90 80000 0.060 0.031 100 80000 0.063 0.031
90 90000 0.061 0.033 100 90000 0.064 0.033
90 100000 0.062 0.034 100 100000 0.065 0.035
Table C.2: Signal MC systematic errors due to the Emiss
T
scale and resolution uncertainties, for
Λ= 90 and 100 TeV.
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110 250 0.036 0.011 120 250 0.035 0.028
110 500 0.035 0.009 120 500 0.033 0.019
110 750 0.035 0.010 120 750 0.033 0.016
110 1000 0.037 0.014 120 1000 0.027 0.012
110 2000 0.038 0.013 120 2000 0.034 0.011
110 4000 0.038 0.021 120 4000 0.036 0.019
110 6000 0.045 0.004 120 6000 0.028 0.016
110 8000 0.044 0.001 120 8000 0.028 0.016
110 10000 0.045 0.002 120 10000 0.039 0.006
110 12000 0.046 0.002 120 15000 0.028 0.015
110 14000 0.046 0.002 120 20000 0.027 0.015
110 16000 0.046 0.001 120 22000 0.027 0.015
110 18000 0.046 0.001 120 24000 0.027 0.015
110 20000 0.046 0.001 120 26000 0.027 0.015
110 22000 0.046 0.000 120 28000 0.027 0.015
110 24000 0.046 0.000 120 30000 0.027 0.014
110 26000 0.046 0.000 120 35000 0.026 0.014
110 30000 0.046 0.000 120 40000 0.026 0.014
110 35000 0.046 0.000 120 45000 0.026 0.014
110 40000 0.046 0.000 120 55000 0.025 0.013
110 45000 0.046 0.000 120 60000 0.025 0.013
110 55000 0.046 0.000 120 65000 0.024 0.013
110 60000 0.046 0.000 120 70000 0.024 0.013
110 65000 0.046 0.000 120 75000 0.024 0.012
110 70000 0.046 0.000 120 80000 0.023 0.012
110 75000 0.046 0.000
110 80000 0.046 0.000
110 90000 0.046 0.000
110 100000 0.047 0.000
Table C.3: Signal MC systematic errors due to the Emiss
T
scale and resolution uncertainties, for
Λ= 110 and 120 TeV.
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130 250 0.022 0.005 140 250 0.016 0.01
130 500 0.024 0.007 140 500 0.022 0.01
130 750 0.025 0.007 140 750 0.025 0.01
130 1000 0.031 0.016 140 1000 0.027 0.01
130 2000 0.029 0.006 140 2000 0.032 0.011
130 4000 0.030 0.014 140 3000 0.034 0.012
130 6000 0.036 0.009 140 4000 0.035 0.012
130 8000 0.037 0.008 140 5000 0.035 0.012
130 10000 0.038 0.008 140 6000 0.036 0.012
130 12000 0.038 0.007 140 7000 0.036 0.012
130 14000 0.039 0.007 140 8000 0.036 0.012
130 16000 0.040 0.006 140 9000 0.036 0.011
130 18000 0.040 0.006 140 10000 0.036 0.011
130 20000 0.041 0.005 140 12000 0.036 0.011
130 22000 0.042 0.005 140 14000 0.036 0.010
130 24000 0.042 0.005 140 16000 0.036 0.010
130 26000 0.043 0.004 140 18000 0.036 0.009
130 28000 0.043 0.004 140 20000 0.036 0.009
130 30000 0.044 0.004 140 22000 0.036 0.009
130 35000 0.045 0.003 140 24000 0.036 0.008
130 40000 0.046 0.003 140 26000 0.036 0.008
130 45000 0.047 0.002 140 30000 0.036 0.007
130 55000 0.049 0.002 140 35000 0.036 0.007
130 60000 0.050 0.001 140 40000 0.035 0.006
130 65000 0.051 0.001 140 45000 0.035 0.006
130 70000 0.052 0.001 140 55000 0.035 0.005
130 75000 0.053 0.001 140 60000 0.035 0.004
130 80000 0.053 0.001 140 65000 0.035 0.004
140 70000 0.034 0.004
140 75000 0.034 0.003
140 80000 0.034 0.003
Table C.4: Signal MC systematic errors due to the Emiss
T
scale and resolution uncertainties, for
Λ= 130 TeV and 140 TeV.
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150 250 0.016 0.007 160 250 0.024 0.010
150 500 0.020 0.008 160 500 0.019 0.000
150 750 0.022 0.008 160 750 0.018 0.000
150 1000 0.023 0.008 160 1000 0.018 0.002
150 2000 0.025 0.009 160 2000 0.018 0.005
150 3000 0.027 0.011 160 3000 0.018 0.006
150 4000 0.028 0.012 160 4000 0.018 0.007
150 5000 0.029 0.013 160 5000 0.017 0.008
150 6000 0.029 0.014 160 6000 0.017 0.008
150 7000 0.030 0.015 160 7000 0.017 0.009
150 8000 0.031 0.016 160 8000 0.018 0.009
150 9000 0.031 0.016 160 9000 0.018 0.009
150 10000 0.031 0.017 160 10000 0.018 0.009
150 12000 0.032 0.018 160 12000 0.018 0.010
150 14000 0.032 0.018 160 14000 0.019 0.010
150 16000 0.032 0.019 160 16000 0.019 0.010
150 18000 0.033 0.019 160 18000 0.020 0.010
150 20000 0.033 0.019 160 20000 0.020 0.010
150 22000 0.033 0.019 160 22000 0.021 0.010
150 24000 0.033 0.019 160 24000 0.022 0.010
150 26000 0.033 0.019 160 26000 0.023 0.010
150 30000 0.033 0.019 160 30000 0.024 0.010
150 35000 0.033 0.019 160 35000 0.026 0.010
150 40000 0.032 0.019 160 40000 0.028 0.010
150 45000 0.032 0.018 160 45000 0.030 0.010
150 55000 0.031 0.018 160 55000 0.034 0.009
150 60000 0.031 0.017 160 60000 0.036 0.009
150 65000 0.030 0.017 160 65000 0.039 0.009
150 70000 0.030 0.017 160 70000 0.041 0.009
150 75000 0.030 0.016 160 75000 0.043 0.009
150 80000 0.029 0.016 160 80000 0.045 0.009
Table C.5: Signal MC systematic errors due to the Emiss
T
scale and resolution uncertainties, for
Λ= 150 TeV and 160 TeV.
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170 250 0.020 0.008 180 250 0.020 0.010
170 500 0.020 0.012 180 500 0.019 0.009
170 750 0.019 0.011 180 750 0.018 0.008
170 1000 0.018 0.011 180 1000 0.018 0.008
170 2000 0.017 0.010 180 2000 0.018 0.008
170 3000 0.017 0.010 180 3000 0.018 0.008
170 4000 0.017 0.011 180 4000 0.018 0.007
170 5000 0.017 0.011 180 5000 0.017 0.006
170 6000 0.017 0.011 180 6000 0.017 0.005
170 7000 0.017 0.012 180 7000 0.017 0.004
170 8000 0.017 0.012 180 8000 0.017 0.003
170 9000 0.017 0.012 180 9000 0.017 0.003
170 10000 0.017 0.012 180 10000 0.017 0.002
170 12000 0.017 0.013 180 12000 0.017 0.001
170 14000 0.017 0.013 180 14000 0.016 0.000
170 16000 0.018 0.013 180 16000 0.016 0.000
170 18000 0.018 0.013 180 18000 0.016 0.000
170 20000 0.018 0.013 180 20000 0.016 0.000
170 22000 0.019 0.013 180 22000 0.016 0.000
170 24000 0.019 0.013 180 24000 0.016 0.000
170 26000 0.020 0.013 180 26000 0.016 0.000
170 30000 0.021 0.013 180 30000 0.016 0.000
Table C.6: Signal MC systematic errors due to the Emiss
T
scale and resolution uncertainties, for
Λ= 170 TeV and 180 TeV.
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190 250 0.013 0.000 200 9000 0.019 0.001
190 500 0.013 0.004 200 10000 0.019 0.000
190 750 0.014 0.006 200 12000 0.019 0.000
190 1000 0.015 0.006 200 14000 0.019 0.000
190 2000 0.017 0.007 200 16000 0.019 0.000
190 3000 0.018 0.006 200 18000 0.018 0.000
190 4000 0.018 0.006 200 20000 0.018 0.000
190 5000 0.019 0.005 200 22000 0.018 0.010
190 6000 0.019 0.005 200 24000 0.018 0.010
190 7000 0.019 0.004 200 26000 0.018 0.010
190 8000 0.019 0.004 200 30000 0.018 0.010
190 9000 0.019 0.004 210 250 0.010 0.001
190 10000 0.019 0.004 210 500 0.014 0.004
190 12000 0.019 0.004 210 750 0.015 0.005
190 14000 0.019 0.004 210 1000 0.015 0.006
190 16000 0.019 0.004 210 2000 0.014 0.005
190 18000 0.019 0.005 210 3000 0.014 0.005
190 20000 0.019 0.005 210 4000 0.013 0.004
190 22000 0.019 0.006 210 5000 0.013 0.004
190 24000 0.018 0.006 210 6000 0.013 0.004
190 26000 0.018 0.007 210 7000 0.013 0.003
190 30000 0.018 0.008 210 8000 0.013 0.003
200 250 0.011 0.000 210 9000 0.012 0.003
200 500 0.012 0.001 210 10000 0.012 0.003
200 750 0.013 0.003 210 12000 0.012 0.003
200 1000 0.014 0.004 210 14000 0.012 0.002
200 2000 0.017 0.007 210 16000 0.012 0.002
200 3000 0.018 0.007 210 18000 0.012 0.002
200 4000 0.018 0.006 210 20000 0.012 0.002
200 5000 0.019 0.005 210 22000 0.012 0.002
200 6000 0.019 0.004 210 24000 0.012 0.002
200 7000 0.019 0.003 210 26000 0.012 0.002
200 8000 0.019 0.002 210 30000 0.012 0.002
Table C.7: Signal MC systematic errors due to the Emiss
T
scale and resolution uncertainties, for
Λ= 190, 200, and 210 TeV.
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Appendix D
Limit Plots for Different Λ Values
In the following pages several one-dimensional limit plots are shown. Each plot shows, as a func-
tion of the NLSP lifetime, t au, the expected and observed 95% CL limit obtained for the number
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Figure D.2: 95% CL limits on the number of signal events, as a function of τ, for Λ = 110, 120,


















210 SPS8 Theory Prediction
Observed Limit
Expected Limit
σ 1 ±Expected Limit 
σ 2 ±Expected Limit  
ATLAS Internal
 = 7 TeV )sData 2011 ( 
-1
 L dt = 4.8 fb∫

















210 SPS8 Theory Prediction
Observed Limit
Expected Limit
σ 1 ±Expected Limit 
σ 2 ±Expected Limit  
ATLAS Internal
 = 7 TeV )sData 2011 ( 
-1
 L dt = 4.8 fb∫

















210 SPS8 Theory Prediction
Observed Limit
Expected Limit
σ 1 ±Expected Limit 
σ 2 ±Expected Limit  
ATLAS Internal
 = 7 TeV )sData 2011 ( 
-1
 L dt = 4.8 fb∫

















210 SPS8 Theory Prediction
Observed Limit
Expected Limit
σ 1 ±Expected Limit 
σ 2 ±Expected Limit  
ATLAS Internal
 = 7 TeV )sData 2011 ( 
-1
 L dt = 4.8 fb∫

















210 SPS8 Theory Prediction
Observed Limit
Expected Limit
σ 1 ±Expected Limit 
σ 2 ±Expected Limit  
ATLAS Internal
 = 7 TeV )sData 2011 ( 
-1
 L dt = 4.8 fb∫
 = 210 TeVΛ
Figure D.3: 95% CL limits on the number of signal events, as a function of τ, for Λ = 170, 180,
190, 200 and 210 TeV.
