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SPINORS ON SINGULAR SPACES AND THE TOPOLOGY OF
CAUSAL FERMION SYSTEMS
FELIX FINSTER AND NIKY KAMRAN
APRIL 2014
Abstract. We propose causal fermion systems and Riemannian fermion systems as
a framework for describing spinors on singular spaces. The underlying topological
structures are introduced and analyzed. The connection to the spin condition in
differential topology is worked out. The constructions are illustrated by many simple
examples like the Euclidean plane, the two-dimensional Minkowski space, a conical
singularity, a lattice system as well as the curvature singularity of the Schwarzschild
space-time.
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1. Introduction
Causal fermion systems arise in the context of relativistic quantum theory (see the
survey articles [10, 14] and the references therein). From the mathematical point
of view, they provide a framework for describing generalized space-times (so-called
“quantum space-times”) which do not need to have the structure of a Lorentzian
manifold. Nevertheless, many structures of Lorentzian spin geometry (like causality,
a distinguished time direction, spinors, connection and curvature) have a generalized
meaning in these space-times (cf. [12] or again the survey article [14]). The present
work is the first paper in which the topology of causal fermion systems is analyzed.
Moreover, we extend the framework to the Riemannian setting by introducing so-called
topological fermion systems. We thus obtain a general setting for describing spinors
on singular spaces.
A central idea behind topological fermion systems is to encode the geometry of space
(or space-time) in a collection of linear operators on a Hilbert space H. In the smooth
setting in which space (or space-time) is a differentiable manifold, one chooses H to
be the span of certain spinorial wave functions on the manifold, typically formed of
solutions of the Dirac equation. The spatial (or space-time) dependence of the wave
functions is then encoded in the so-called local correlation operators, which are bounded
linear operators on H. Identifying the points of the manifold with the corresponding
local correlation operators, we describe space (or space-time) by a subset of L(H).
Finally, taking the push-forward of the volume measure gives rise to a measure on L(H),
the so-called universal measure. This leads to the general setting of topological fermion
systems that will be introduced in Definition 2.1 below.
Topological fermion systems also allow for the description of non-smooth geometries
in which the underlying space (or space-time) is not a differentiable manifold. This can
be understood from the fact that the solutions of a partial differential equation often
have better regularity than the coefficients of the PDE they solve. As a consequence,
in many situations the wave functions, which are solutions of a geometric PDE, re-
main continuous even when the metric or curvature develop singularities. Since we
derive all relevant objects (like the spinor bundle and Clifford structures) from the
local correlation operators, our framework remains well-defined even in such singular
situations. Moreover, we can describe discrete spaces (like lattices) or other highly
singular spaces, and our methods endow such spaces with non-trivial topological data.
Our framework is very flexible because there is a lot of freedom in choosing the wave
functions in H. This has the advantage that one can describe many different geometric
situations by tailoring H in regard to the specific application. It is a main purpose of
the present paper to explain how this can be done in different examples. We remark
that the framework becomes much more rigid if one assumes that the configurations of
wave functions are minimizers of causal variational principles (see [9]) or corresponding
Riemannian analogs. The analysis of such variational principles is a separate subject
which we cannot enter here. Instead, we refer the interested reader to [19, 2, 13] and
the references therein.
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The paper is organized as follows. In Section 2 we give the general definition of
topological fermion systems and explain in simple examples how such systems can
be constructed. In Section 3 we introduce the basic structures inherent to topological
fermion systems, starting from the most general singular situation and then specializing
in several steps until we end up in the smooth setting. In Section 4 we define so-called
topological spinor bundles on a topological manifold and work out the connection
to the structures on a usual spin manifold. In Section 5 we address the question of
whether a causal fermion system determines a distinguished Clifford structure. In
Section 6 we present methods for getting topological information on fermion systems
for which the underlying space (or space-time) does not even have the structure of
a topological manifold. In Section 7 we illustrate our constructions by the examples
of the Euclidean plane and two-dimensional Minkowski space. Section 8 is devoted
to examples for spinors on singular spaces: In Section 8.1 we consider singularities of
the curvature tensor which can be removed by a conformal transformation. In this
case, a rescaling of the spinorial wave functions makes it possible to eliminate the
singularity. Section 8.2 treats curvature singularities which cannot be removed by a
conformal transformation. In Section 8.3 we describe the curvature singularity of the
Schwarzschild black hole. Finally, in Section 8.4 we illustrate the topology of singular
spaces in the example of a two-dimensional lattice.
We finally point out that all our constructions are meant to be topological but not
differential geometric in the following sense: Starting from a Lorentzian manifold, get-
ting into the framework of causal fermion systems makes it necessary to introduce an
ultraviolet regularization (for details see [18, Section 4]). This means that the system
must be “smeared out” on the microscopic scale. As a consequence, the macroscopic
geometry of space-time can be seen only on scales which are larger than the regu-
larization length ε. This subtle point is taken care of in the constructions in [12] by
working with the notions of “generically time-like separation” and “spin-connectable
space-time points.” Moreover, the spin connection in [12] gives a parallel transport
along a discrete “chain” of points, and the correspondence to the spinorial Levi-Civita
connection is obtained by first taking the limit εց 0 and then letting the number of
points of the chain tend to infinity (see [12, Theorem 5.12]). Similarly, the Euclidean
sign operator (which will be introduced after (4.1) below) depends essentially on the
regularization, so that in the constructions in [12] it is handled with care. On the other
hand, the ultraviolet regularization can be regarded as a continuous deformation of the
geometry for small distances, having no influence on the topology. With this in mind,
we here take the point of view that for analyzing topological questions, one can make
use of the local behavior of the causal fermion system in an arbitrarily small neigh-
borhood of a given space-time point. This leads to different types of constructions
which we will explore here. In this way, the topological constructions given in this
paper complement the differential geometric constructions in [12] and give a different
viewpoint on causal fermion systems.
2. Basic Definitions and Simple Examples
Causal fermion system were first introduced in [14]. Here we give a slightly more
general definition and explain it afterwards in a few examples.
Definition 2.1. Given a complex Hilbert space (H, 〈.|.〉H) (the “particle space”) and
parameters p, q ∈ N0 with p ≤ q, we let F ⊂ L(H) be the set of all self-adjoint operators
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on H of finite rank, which (counting with multiplicities) have at most p positive and
at most q negative eigenvalues. On F we are given a positive measure ρ (defined on a
σ-algebra of subsets of F), the so-called universal measure. We refer to (H,F, ρ) as a
topological fermion system of spin signature (p, q).
In the case p = q, we call (H,F, ρ) a causal fermion system of spin dimension n := p.
If p = 0, we call (H,F, ρ) a Riemannian fermion system of spin dimension n := q.
It should be noted that the assumption p ≤ q merely is a convention, because otherwise
one may replace F by −F.
A basic feature of topological fermion systems is that the geometry and topology are
encoded in terms of linear operators on a Hilbert space. The support of the universal
measure ρ, defined by
suppρ = {x ∈ F | ρ(U) > 0 for every open neighborhood U of x} ⊂ F ,
takes the role of the base space, usually referred to as “space” or “space-time.” This
concept is illustrated by the following examples.
Example 2.2. (Dirac spheres)
(i) We choose H = C2 with the canonical scalar product. Moreover, let Mˆ =
S2 ⊂ R3 and dµ the Lebesgue measure on Mˆ . Consider the mapping
F : Mˆ → L(H) , F (p) = 2
3∑
α=1
pασα + 1 , (2.1)
where σα are the three Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.2)
For any p ∈ S2, the relations
tr
(
F (p)
)
= 2 , tr
(
F (p)2
)
= 10
show that the eigenvalues of F (p) are equal to 1 ± 2. Hence one eigenvalue is
positive and one eigenvalue is negative, so that F (p) ∈ F if we chose p = q = 1.
We introduce the universal measure as the push-forward measure ρ = F∗µ
(i.e. ρ(Ω) := µ(F−1(Ω))). Then (H,F, ρ) is a causal fermion system of spin
dimension one. The support of ρ is homeomorphic to S2. We refer to this
example as a Dirac sphere.
(ii) We again choose H = C2 with the canonical scalar product. Taking two
different parameters τ± > 1, we introduce the mappings
F± : Mˆ → L(H) , F (p) = τ±
3∑
α=1
pασα + 1 ,
and define the universal measure as the sum of the corresponding push-forward
measures,
ρ = F+∗ µ+ F
−
∗ µ . (2.3)
Then (H,F, ρ) is again a causal fermion system of spin dimension one. The
support of ρ is homeomorphic to the disjoint union of two spheres.
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supp ρ
1
2 Tr(xσ
1/2)
1
2 Tr(xσ
3)
x ∈ F
1 3
Figure 1. Two intersecting Dirac spheres.
(iii) We consider the mappings
F± : Mˆ → L(H) , F±(p) = 2
3∑
α=1
pασα + 1 ± σ3
and introduce the universal measure again as the sum of the corresponding
push-forward measures (2.3). Then (H,F, ρ) is again a causal fermion system
of spin dimension one. The support of ρ is homeomorphic to two spheres glued
together along circles of latitude (see Figure 1). We refer to this example as
two intersecting Dirac spheres. ♦
As already becomes clear in these simple examples, there are usually many ways to
realize a topological space as the support of a universal measure. The reason is that
a topological fermion system encodes more structures than just the topology, so that
prescribing only the topology leaves a lot of freedom to modify all the additional
structures.
A particular structure on a topological fermion system is the particle space H.
The vectors in H have the interpretation as the wave functions corresponding to the
quantum particles of the physical system (this is also the reason for the name “particle
space”). More generally, a basic underlying concept is to encode the geometry and
topology in a certain family of functions defined on space or in space-time. This is
illustrated in the next examples.
Example 2.3. (Scalar and vector fields on a closed Riemannian manifold)
(i) Let (Mˆ , g) be a smooth compact Riemannian manifold without boundary
and ∆ the Laplace-Beltrami operator acting on complex-valued scalar func-
tions on Mˆ . Then the operator −∆ with domain C∞(Mˆ ) is an essentially
self-adjoint operator on L2(Mˆ). It has a purely discrete spectrum lying on the
positive real axis. For a given parameter L > 0 we let H be the span of all
eigenfunctions corresponding to eigenvalues ≤ L,
H = rgχ[0,L](−∆) ⊂ L2(Mˆ ) .
ThenH is a finite-dimensional Hilbert space which, by elliptic regularity theory,
consists of smooth functions. Hence, for every p ∈ Mˆ the bilinear form (ψ, φ) 7→
−ψ(p)φ(p) is well-defined and continuous on H × H. By the Fre´chet-Riesz
theorem, there is a unique linear operator F (p) with the property that
− ψ(p)φ(p) = 〈ψ|F (p)φ〉L2(Mˆ) for all ψ, φ ∈ H . (2.4)
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This operator has rank at most one and is negative semi-definite. Varying p,
we thus obtain a mapping F : Mˆ → F if we choose p = 0 and q = 1. Finally,
we define ρ = F∗µ as the push-forward measure of the volume measure (i.e.
ρ(Ω) := µ(F−1(Ω)). Then (H,F, ρ) is a Riemannian fermion system of spin
dimension one.
(ii) Let (Mˆ , g) be a smooth compact Riemannian manifold of dimension k and ∆
the covariant Laplacian on smooth vector fields. Complexifying the vector
fields and taking the L2-scalar product
〈u|v〉L2 =
∫
Mˆ
gjk uj v
k dµMˆ ,
the operator −∆ is essentially self-adjoint and has smooth eigenfunctions. We
again set H = rgχ[0,L](−∆) and define the operator F (p) ∈ L(H) by
− gjk uj(p) vk(p) = 〈u|F (p)v〉L2 for all u, v ∈ H . (2.5)
The operators F (p) are negative semi-definite and have rank at most k. We
again introduce the universal measure by ρ = F∗µ. Then (H,F, ρ) is a Rie-
mannian fermion system of spin dimension k. ♦
In all applications worked out at present, the functions on space or space-time are
spinors. In order to get the connection to topological fermion systems, we let (Mˆ, g)
be a spin manifold (Riemannian or Lorentzian) and denote the corresponding spinor
bundle by SMˆ . Then the spinor space SpMˆ at any point p ∈ Mˆ is endowed with an
inner product, which we denote by
≺.|.≻p : Sp × Sp → C (2.6)
and refer to as the spin scalar product. Next, we choose H ⊂ Γ(Mˆ, SMˆ) as a subspace
of the continuous sections on Mˆ , together with a scalar product 〈.|.〉H (the choice of the
scalar product depends on the signature of the metric and the particular application
being considered). Then for every p ∈ Mˆ , we can express the scalar product at a
point p in terms of the Hilbert space scalar product,
−≺ψ|φ≻p = 〈ψ|F (p)φ〉H for all ψ, φ ∈ H . (2.7)
According to the Riesz representation theorem, this determines a unique linear oper-
ator F (p) ∈ L(H).
Definition 2.4. The operator F (p) ∈ L(H) satisfying (2.7) is referred to as the local
correlation operator at the point p ∈ Mˆ .
By construction, the operator F (p) has finite rank (indeed, its rank is at most the
dimension of Sp), and its maximal number of positive and negative eigenvalues is
determined by the signature of the spin scalar product. Therefore, we can regard F (p)
as an element of F ⊂ L(H) (for a suitable choice of the spin signature). Varying p, we
obtain a mapping F : Mˆ → F. Introducing the universal measure as the push-forward
of the volume measure dµ on Mˆ , i.e.
ρ(Ω) := µ(F−1(Ω)) ,
we obtain a topological fermion system (H,F, ρ). The concept behind taking the
push-forward measure is that we want to identify the point p ∈ Mˆ with its local
correlation operator F (p) ∈ F. Likewise, the manifold Mˆ should be identified with the
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subset F (Mˆ ) of F. With this in mind, we do not want to work with objects on Mˆ ,
but instead with corresponding objects on F. Apart from giving a different point of
view, this procedure makes it possible to extend the notion of the manifold Mˆ as well
as the objects thereon to a more general setting.
To avoid confusion, we remark that the above-mentioned identification of p with F (p)
clearly fails if the mapping F is not injective. For this reason, one usually chooses H
in such a way that F becomes injective. In certain applications, however, it is indeed
preferable to work with a mapping F which is not injective. In this case, all points
of Mˆ with the same image are identified when forming the topological fermion system.
We will come back to this point in Example 8.3 below.
The simplest setting in which the above construction of topological fermion systems
using spinors can be made precise is to choose Mˆ as a closed Riemannian manifold:
Example 2.5. (Spinors on a closed Riemannian manifold) Let (Mˆ, g) be a compact
Riemannian spin manifold of dimension k ≥ 1. The spinor bundle SMˆ is a vector
bundle with fibre SpMˆ ≃ Cn with n = 2[k/2] (see for example [31, 21]). The spin scalar
product (2.6) is positive definite. On the smooth sections Γ(SMˆ) of the spinor bundle
we can thus introduce the scalar product
〈ψ|φ〉 =
∫
Mˆ
≺ψ|φ≻p dµ(p) ,
where dµ =
√
det g dkx is the volume measure on Mˆ . Forming the completion gives the
Hilbert space L2(Mˆ, SMˆ ). The Dirac operator D with domain of definition Γ(SMˆ) is
an essentially self-adjoint operator on L2(Mˆ , SMˆ). It has a purely discrete spectrum
and finite-dimensional eigenspaces (for details see for example [22]). For a given pa-
rameter L > 0, we let H be the space spanned by all eigenvectors whose eigenvalues
lie in the interval [−L, 0],
H = rgχ[−L,0](D) ⊂ L2(Mˆ , SMˆ) .
Denoting the restriction of the L2-scalar product to H by 〈.|.〉H, we obtain a finite-
dimensional Hilbert space (H, 〈.|.〉H). By elliptic regularity theory, the functions in H
are all smooth.
For every p ∈ Mˆ we introduce the local correlation operator by (2.7). This operator
is negative semi-definite and has rank at most n. Hence F (p) is an element of F
according to Definition 2.1 if we choose p = 0 and q = n. Varying p, we obtain a
mapping F : Mˆ → F. Finally, we define ρ = F∗µ as the push-forward measure of the
volume measure. Then (H,F, ρ) is a Riemannian fermion system of spin dimension n.
This example can readily be extended to an infinite-dimensional particle space by
choosing a function f ∈ C0(R) and by modifying the above construction to
H = rg f2(D) ⊂ L2(Mˆ, SMˆ )
−≺f(D)ψ|f(D)φ≻p = 〈ψ|F (p)φ〉H for all ψ, φ ∈ H .
If f has suitable decay properties at infinity, the operator f(D) maps H to the contin-
uous functions, so that F (p) ∈ L(H) is well-defined. We omit the details for brevity.
♦
Examples of causal fermion systems can be obtained similarly starting from a
Lorentzian manifold (see [14, Section 1.1], [12, Section 4 and 5] or [18, Section 4]).
In this case, the space H has the physical interpretation as describing all the occupied
8 F. FINSTER AND N. KAMRAN
Dirac quantum states of the system, including the so-called Dirac sea (for the con-
nection to physics see [10]). The scalar product on H is typically deduced from the
spatial integral over the Dirac current and is thus closely related to the probabilistic
interpretation of the Dirac wave function. The fact that Dirac particles are fermions
explains the name fermion system. The notion “causal” in a causal fermion system
can be understood as follows: Taking the product of two operators x, y ∈ F, we obtain
an operator of rank at most p + q. This operator is in general no longer symmetric
(because (xy)∗ = yx, and thus xy is symmetric if and only if x and y commute). Never-
theless, we can consider its characteristic polynomial. We denote its non-trivial zeros
(counted with algebraic multiplicities) by λxy1 , . . . , λ
xy
p+q. For a Riemannian fermion
system, these zeros are all real and non-negative. Namely, in this case the operator −y
is positive semi-definite, so that its square root
√−y is well-defined as a positive semi-
definite operator. Using that the spectrum is invariant under cyclic permutations, it
follows that
xy = −x√−y√−y is isospectral to √−y (−x)√−y , (2.8)
and the last operator product is obviously positive semi-definite. In the case p > 0, the
operator
√−y no longer exists as a symmetric operator, so that the argument (2.8)
breaks down. It turns out that the λxyj will in general be complex, giving rise to the
following notion of causality:
Definition 2.6. (causal structure) Two points x, y ∈ F are called timelike separated
if the non-trivial zeros λxy1 , . . . , λ
xy
p+q of the characteristic polynomial of the operator
product xy are are all real. The points x and y are said to be spacelike separated if all
the λxyj are complex and have the same absolute value. In all other cases, the points x
and y are said to be lightlike separated.
3. Topological Structures
In this section we work out the underlying topological structures. We begin with
the most general structures and then specialize the setting in several steps. We first
recall a few basic notions from [14]. Let (H,F, ρ) be a topological fermion system.
On F we consider the topology induced by the operator norm
‖A‖ := sup{‖Au‖H with ‖u‖H = 1} .
The base space M (often referred to as “space” or “space-time”) is defined as the
support of the universal measure, M := suppρ. On M we consider the topology
induced by F. For every x ∈ M we define the spin space Sx by Sx = x(H); it is a
subspace of H of dimension at most p+ q. On Sx we introduce the spin scalar product
≺.|.≻x by
≺ψ|φ≻x = −〈ψ|xφ〉H for all ψ, φ ∈ Sx ; (3.1)
it is an indefinite inner product of signature (qx, px) with px ≤ p and qx ≤ q (the minus
sign in (3.1) is needed in order to be consistent with the usual sign conventions for
Dirac spinors in Minkowski space; for details see [14]).
3.1. A Sheaf. The most general setting in which the topology of a topological fermion
system of signature (p, q) can be encoded is a that of a sheaf S on M whose stalks
(Sx,≺.|.≻x) are indefinite inner product spaces of signature (qx, px). Although this
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setting is too general for most of our constructions (we will mainly work with topolog-
ical vector bundles as will be described in Section 3.2 below), we briefly explain how
to get the connection to sheaf theory.
For any x ∈ M , we denote the orthogonal projection in H to the spin space Sx
by πx,
πx : H→ Sx . (3.2)
Projecting a given vector u ∈ H to the spin spaces gives the mapping
ψu : M → H , x 7→ πxu ∈ Sx .
We refer to ψu as the wave function of the occupied state u. For any open subset U ⊂
M , we obtain a corresponding wave function by restriction,
ψu|U : U → H with ψ(x) ∈ Sx for all x ∈ U .
We denote the vector space of such wave functions on U by SU . We let S be the
mapping which to an open set U assigns the vector space SU . Moreover, for an open
subset V ⊂ U we introduce the restriction map as the linear mapping
rUV : SU → SV , ψ 7→ ψ|V .
Obviously, these mappings have the following properties:
(I) If U is the empty set, then SU = {0}.
(II) The linear map rUU is the identity. If W ⊂ V ⊂ U , then rUW = rVW rUV .
This gives the structure of a presheaf of complex vector spaces over the topological
space M (see [3] or [28, §I.1.2]). Introducing the corresponding sheaf by taking the
direct limits of the vector spaces SU (as outlined for example in [28, §I.1.2]) gives the
following structure: We define S as the disjoint union of all spin spaces and π as the
projection to the base point,
S :=
⋃˙
x∈M Sx and π : S →M , Sx 7→ x .
Every ψ ∈ SU defines the subset ∪x∈Uψ(x) ⊂ S. On S we introduce the topology gen-
erated by all these subsets. Then the triple (S, π,M) is a sheaf. The stalks (Sx,≺.|.≻x)
are indefinite inner product spaces of signature (qx, px).
Now the cohomology groups Hr(M,S), r ≥ 0, with coefficients in a sheaf (as defined
for example in [28, §I.2.6]) give topological information on the topological fermion
system. For example, globally defined continuous sections are naturally isomorphic to
elements of the cohomology group H0(M,S) (see [28, Theorem I.2.6.2]),
Γ(S) ≃ H0(M,S) .
3.2. A Topological Vector Bundle. We now show that under a certain regular-
ity assumption (see Definition 3.1), topological fermion systems naturally give rise to
topological vector bundles. In preparation, we briefly recall the definition of a topolog-
ical vector bundle (see [34, 37]) and set up some notation. Let B and M be topological
spaces and π : B →M a continuous surjective map. Moreover, let Y be a complex vec-
tor space and G ⊂ GL(Y ) a group acting on Y . Then B is a topological vector bundle
with fibre Y and structure group G if every point x ∈M has an open neighborhood U
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equipped with a homeomorphism φU : π
−1(U) → U × Y , called a local trivialization
or a bundle chart, such that the diagram
π−1(U) φU−→ U × Y
ց ↓
U
(3.3)
commutes, where the projection maps are π and the projection onto the first factor,
respectively. Furthermore, on overlaps U ∩ V , we have
φU ◦ φ−1V
∣∣
{x}×Y = gUV (x) , (3.4)
where gUV : U ∩ V → G is a continuous transition function.
Again setting M = suppρ, we want to construct a topological vector bundle having
the spin space Sx as the fibre at the point x ∈M . To this end, all the spin spaces must
have the same dimension and signature, making it necessary to impose the following
condition:
Definition 3.1. The topological fermion system is called regular if for all x ∈M , the
operator x has the maximal possible rank p+ q.
Clearly, the topological fermion systems of Example 2.2 are all regular. The topological
fermion systems in Examples 2.3 and 2.5 are regular if and only if for every p ∈M , the
vectors ψ(p) with ψ ∈ H span the fibre at p. We note that most of our constructions can
be extended to non-regular topological fermion systems by decomposingM into subsets
on which x has fixed rank and a fixed number of positive and negative eigenvalues.
For clarity, we postpone this decomposition to Section 6 and for now restrict attention
to regular topological fermion systems.
We define B as the set of pairs
B = {(x, ψ) | x ∈M, ψ ∈ Sx}
and let π be the projection onto the first component. Moreover, we let (Y,≺.|.≻)
be an indefinite inner product space of signature (q, p), and choose G = U(q, p) as
the group of unitary transformations on Y . In order to construct the bundle charts,
for any given x ∈ M we choose a unitary mapping σ : Sx → Y . By restricting the
projection πx, (3.2), to Sy, we obtain the mapping
πx|Sy : Sy → Sx .
In order to compute its adjoint with respect to the spin scalar product (3.1), for ψ ∈ Sx
and φ ∈ Sy we make the computation
≺ψ |πx|Sy φ≻x = −〈ψ|xφ〉H = −〈xψ|φ〉H = −〈πy xψ|φ〉H − 〈y (y|Sy)−1 πy xψ|φ〉H
= −〈(y|Sy)−1 πy xψ ∣∣ yφ〉H = ≺(y|Sy)−1 πy xψ |φ≻y .
Hence (
πx|Sy
)∗
= (y|Sy)−1 πy x .
We now introduce the operator
Txy =
(
πx|Sy
)(
πx|Sy
)∗
= πx (y|Sy)−1 πy x : Sx → Sx .
By construction, this operator is symmetric and Txx = 1. By continuity, there is
a neighborhood U of x such that for all y ∈ U , the operator Txy is invertible and
has a unique square root ρxy (defined for example by the power series
√
Txy =
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1 + (Txy − 1) = 1+ 12 (Txy−1)+· · · ). Then the mapping Ux,y := ρ−1xy πx|Sy : Sy → Sx
is unitary and depends continuously on y ∈ U . We define the bundle chart φU by
φU (y, v) =
(
y, (σ ◦ Ux,y)(v)
)
.
The commutativity of the diagram (3.3) is clear by construction. The transition func-
tions gUV in (3.4) are in G because we are working with unitary mappings of the
fibres throughout. We choose the topology on B such that all the bundle charts are
homeomorphisms.
Definition 3.2. The topological bundle B → M is referred to as the vector bundle
associated to the regular topological fermion system (H,F, ρ), or simply the associated
vector bundle.
3.3. A Bundle over a Topological Manifold. In many applications, M has a
manifold structure. This motivates us to specialize our setting by assuming that M
is a topological manifold of dimension k ≥ 1 (with or without boundary). From the
topological point of view, this is a major simplification which excludes many examples
(like the intersecting spheres in Example 2.2 (iii)). The main benefit of this simplifying
assumption is that one can choose local coordinates and work with partitions of unity.
As is made precise in the following theorem, these properties ensure that every such
bundle can be realized by a topological fermion system. The proof illustrates our
concept of encoding the topology of the bundle in a suitable family of sections.
Theorem 3.3. Let X → Mˆ be a bundle over a k-dimensional topological manifold Mˆ ,
whose fibres are isomorphic to an indefinite inner product space of signature (q, p).
Then there is a regular topological fermion system (H,F, ρ) of signature (p, q) such
that the associated vector bundle (see Definition 3.2) is isomorphic to X. If Mˆ is
compact, the particle space H can be chosen to be finite-dimensional.
Proof. Let {(xα, Uα)} be an at most countable atlas of Mˆ such that the bundle has
a trivialization on every Uα. Thus we can choose continuous sections e
1
α, . . . , e
p+q
α
on Uα which in every point p ∈ Uα form a pseudo-orthonormal basis of the fibre,
which we denote by (Sp,≺.|.≻p). Next, we let (Zi)i∈I be an at most countable, locally
finite covering of Mˆ by relatively compact open subsets, which is subordinate to the
atlas {(xα, Uα)} (meaning that for every i ∈ I, there is α = α(i) with Zi ⊂ Uα(i)).
Starting from the sets (Zi)i∈I , we now want to construct non-empty open sets Ωi, Vi
and Wi with the following properties:
(i) The Vi are relatively compact and Ωi ⊂ Vi ⊂⊂ Wi ⊂ Uα(i) for all i ∈ I
(where V ⊂⊂W stands for V ⊂ V ⊂W ).
(ii) The family (Vi)i∈I is a locally finite covering of Mˆ .
(iii) Ωi ∩Wj = ∅ for all i 6= j.
To this end, we proceed inductively in the index i. If the index set I is finite, we
denote it by I = {1, . . . ,K} with K ∈ N. If I is infinite, we set I = N, K =∞ and use
the notation Z1 ∪ · · · ∪ZK ≡ ∪i∈NZi. We let W1 = Z1 and set A1 = ∁(Z2 ∪ · · · ∪ZK).
Then A1 is a closed (possibly empty) set contained in Z1. We choose non-empty open
sets Ω1 and V1 such that A1 ⊂ Ω1 ⊂⊂ V1 ⊂⊂ W1. For the induction step, assume
that Ωi, Vi and Wi have already been constructed for some i. We set
Wi+1 = Zi+1 \ (Ω1 ∪ · · · ∪ Ωi) (3.5)
Ai+1 = ∁
(
V1 ∪ · · · ∪ Vi ∪ Zi+2 ∪ · · · ∪ ZK
)
. (3.6)
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Then Ai+1 is a closed subset ofWi+1. IfWi+1 is empty, we skip this step and increase i.
Otherwise, we choose non-empty open sets Ωi+1 and Vi+1 such that
Ai+1 ⊂ Ωi+1 ⊂⊂ Vi+1 ⊂⊂Wi+1 . (3.7)
Let us verify that the resulting sets Ωi, Vi andWi really have the above properties (i)–
(iii). The properties (i) and (iii) are obvious by construction. To prove (ii), let p ∈ Mˆ .
Since (Zi)i∈I is a locally finite covering, there is an index i ∈ I such that p 6∈ Zj for
all j > i + 2. But then one sees from (3.6) and (3.7) that p ∈ V1 ∪ · · · ∪ Vi+1. We
conclude that (i)–(iii) hold.
Next, as in the usual construction of the partition of unity, we choose non-negative
continuous functions ηi ∈ C0(Mˆ ,R+0 ) with ηi|Vi ≡ 1, ηi|Wi\Vi < 1 and supp ηi ⊂ Wi.
We consider the family of compactly supported continuous sections
ηi e
ℓ
α(i) and ηi x
j
α(i) e
ℓ
α(i) , (3.8)
where i ∈ I, ℓ = 1, . . . , p+ q and j = 1, . . . , k. Let us verify that these sections
are linearly independent. Thus suppose that a linear combination of these functions
vanishes. Restricting the functions to Ωi, by property (iii) all the functions with j 6= i
drop out. Thus it remains to show that for any fixed i, the sections in (3.8) restricted
to Ωi are linearly independent. But this follows immediately from the fact that the e
ℓ
α(i)
are linearly independent at every p ∈ Ωi, and that the coordinate functions of the chart
are linearly independent and not locally constant.
We let H0 be the vector space spanned by the family of sections (3.8). In order to
introduce a scalar product, we represent a function φ ∈ H0 locally in components,
φ(p) =
k∑
ℓ=1
φℓ
(
xα(p)
)
eℓα(i) for p ∈ Uα ,
and introduce the L2-scalar product
〈φ|ψ〉H =
∑
i∈I
∫
xα(i)(Uα(i))
ηi(x)
k∑
ℓ=1
φℓ(x)ψℓ(x) d
kx (3.9)
(thus we define the eℓα(i) to be orthonormal and take the measure as a weighted sum
of the Lebesgue measures in the charts). This scalar product is well-defined and finite
because the functions in H0 all have compact support and because the sum in (3.9)
is locally finite. Moreover, it is clear from our construction that H0 is locally finite-
dimensional in the sense that for any compact K ⊂ Mˆ , the function space
H|K := {ψ|K with ψ ∈ H0}
is finite-dimensional.
Let us analyze whether (H0, 〈.|.〉H) is complete. Thus let φn ∈ H0 be a Cauchy
sequence. Then for every compact K ⊂ Mˆ , the functions φn|K are also a L2-Cauchy
sequence. Since the space H|K is finite-dimensional, it follows immediately that the
sequence φn|K converges inH|K . However, the functions φn need not converge globally
in H0. For this reason, we introduce H as the completion of H0,
H := H0
〈.|.〉H .
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Clearly, (H, 〈.|.〉H) is a Hilbert space. Moreover, the functions in H are again locally
finite and H|K = H0|K . In particular, the functions in H are all continuous. If Mˆ is
compact, then H is obviously finite-dimensional.
For any p ∈ Mˆ , we define the local correlation operator F (p) again by (2.7). Since
the functions (3.8) restricted to any point p span the fibre, the operator F (p) has max-
imal rank p+ q. Similar as in (3.9), we choose on Mˆ the measure dµ =
∑
i∈I ηi(x)d
kx.
Introducing the universal measure as the push-forward measure ρ = F∗(µ), we obtain
a regular topological fermion system (H,F, ρ) of spin signature (p, q).
It remains to prove that Mˆ is homeomorphic to M := suppρ ⊂ F, and that the
bundle B →M is homeomorphic to the bundle X → Mˆ . First, sinceH is locally finite-
dimensional and the functions in H are all continuous, the mapping F : Mˆ → F is
continuous. As a consequence, the pre-image of any open neighborhood of a point q ∈
F (Mˆ) is a non-zero open subset of Mˆ , and thus has non-zero µ-measure. This implies
that F (Mˆ) ⊂ suppρ. Thus it suffices to show that the mapping
F : Mˆ → suppρ ⊂ F is a homeomorphism . (3.10)
In order to show that F is injective, let p, q ∈ Mˆ with F (p) = F (q). Then in view
of (2.7), we know that
≺φ(p)|ψ(p)≻p = ≺φ(q)|ψ(q)≻q for all φ,ψ ∈ H . (3.11)
Evaluating these relations for the functions ηie
ℓ
α(i) in (3.8), we conclude that ηi(p) =
ηi(q) for all i. As a consequence, we can choose the index i such that p, q ∈ Vi. Next,
evaluating (3.11) for φ = ηie
ℓ
α(i) and ψ = ηix
j
α(i)e
ℓ
α(i), we conclude that x
j
α(i)(p) = x
j
α(i)
for all j = 1, . . . , k, implying that p = q.
We next prove that the mapping (3.10) is open: For given p ∈ Mˆ we choose i such
that p ∈ Vi. We let Hi ⊂ H be the subspace spanned by the functions in (3.8), and
denote the orthogonal projection to Hi by πHi . Then for any q ∈ Mˆ ,
‖F (p)− F (q)‖L(H) = sup
u∈H,‖u‖=1
〈u|(F (p) − F (q))u〉
≥ sup
u∈Hi,‖u‖=1
〈u|(F (p) − F (q))u〉 = ‖πHi(F (p)− F (q))πHi‖L(H)
≥ c
∣∣∣〈ηieℓα(i) ∣∣ (F (p)− F (q)) ηieℓα(i)〉∣∣∣+ c
k∑
j=1
∣∣∣〈ηieℓα(i) ∣∣ (F (p)− F (q)) ηixjα(i)eℓα(i)〉
∣∣∣
= c
∣∣ηi(p)2 − ηi(q)2∣∣+ c k∑
j=1
∣∣ηi(p)2 xjα(i)(p)− ηi(q)2 xjα(i)(q)∣∣ ,
where the constant c = c(i) > 0 depends on the scalar products of the vectors in Hi
(here we use that on a finite-dimensional vector space all norms are equivalent). If
the left side of this inequality tends to zero, then η(q) → η(p) = 1 and, so that q lies
in Wi. Moreover, x
j
i (q) → xj(p), implying that q → p. Hence F−1 is continuous. We
conclude that F : Mˆ →M is a homeomorphism.
Finally, we show that the corresponding bundles X → Mˆ and B → M are homeo-
morphic. First, any function ψ in (3.8) is a continuous section of the bundle X →M .
Identifying ψ with a vector in H, the mapping x 7→ πxψ defines a continuous section
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in B → M . This identification of sections can be used to construct a homeomor-
phism of bundles: For any u ∈ Xp we choose a function ψ ∈ H0 with ψ(p) = u.
Setting x = F (p), we obtain the vector πxψ ∈ Sx. As is obvious by construction,
the mapping u 7→ πxψ does not depend on the choice of ψ and thus defines a map-
ping X → B. This mapping is compatible with the projections. Moreover, it is a
bijection of the fibres which depends continuously on the base point. Thus it defines
a homeomorphism of the bundles. 
In the setting of a topological manifold, it is reasonable to assume that ρ should
be a continuous measure in the sense that ρ({x}) = 0 for all x ∈ M . However, this
assumption will not be needed in this paper.
3.4. A Bundle over a Differentiable Manifold. In many situations, M is even
a differentiable manifold (again of dimension k ≥ 1). We will assume that M is
differentiable whenever the tangent space or the tangent bundle are needed in our
constructions (more precisely, in Section 4.5, Section 5.3 and some of our examples).
In the differentiable setting, it is natural to assume that the universal measure is
compatible with the differentiable structure in the following way: First, we always
assume that the injection
M →֒ F ⊂ L(H) is Fre´chet differentiable . (3.12)
This assumption makes it possible to identify tangent vectors on M with tangent
vectors in F. Moreover, it is a reasonable assumption that the measure ρ should be
absolutely continuous with respect to the Lebesgue measure in a chart.
4. Topological Spinor Bundles
The vector bundle associated to a regular topological fermion system (see Defini-
tion 3.2) is reminiscent of a spinor bundle. In particular, a section ψ of this bundle
takes values in the spin spaces, ψ(x) ∈ Sx, and can thus be regarded as a spinorial
wave function. However, important structures of a spinor bundle like Clifford mul-
tiplication are still missing. We shall now introduce these additional structures and
analyze the topological obstructions to their existence. This will make it possible to
interpret the vector bundles constructed in Sections 3.2 and 3.3 above as true spinor
bundles corresponding in the classical sense of the term to bundles of Clifford algebras
and representations of the spin group. We shall see that the topological conditions
which the topological fermion system will be required to satisfy (see Theorem 4.5
below) are independent of the standard topological condition for the existence of a
spin structure, as expressed by the vanishing of the second Stiefel-Whitney class (see
Section 4.5). Thus there are conditions for the existence of spin structures that are
specific to topological fermion systems.
4.1. Clifford Sections. In this section we only assume that the topological fermion
system is regular (see Definition 3.1). We denote the space of symmetric linear oper-
ators on Sx by Symm(Sx) ⊂ L(Sx). Then for any x ∈ M , the operator (−x) on H
has q positive and p negative eigenvalues. We denote its positive and negative spec-
tral subspaces by S+x and S
−
x , respectively. In view of (3.1), these subspaces are also
orthogonal with respect to the spin scalar product,
Sx = S
+
x ⊕ S−x . (4.1)
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Moreover, we introduce the Euclidean sign operator sx as a symmetric operator on Sx
whose eigenspaces corresponding to the eigenvalues ±1 are the spaces S+x and S−x ,
respectively. Clearly, for a Riemannian fermion system the Euclidean sign operator is
the identity on Sx.
In order to get a connection to the usual Clifford multiplication, we need the notions
of a Clifford subspace and a Clifford extension. These notions were first introduced
in [12] for causal fermion systems of spin dimension two. We now extend them to
general spin dimension.
Definition 4.1. A subspace K ⊂ Symm(Sx) is called a Clifford subspace of signa-
ture (r, s) at the point x (with r, s ∈ N) if the following conditions hold:
(i) For any u, v ∈ K, the anti-commutator {u, v} ≡ uv + vu is a multiple of the
identity on Sx.
(ii) The bilinear form 〈., .〉 on K defined by
1
2
{u, v} = 〈u, v〉 1 for all u, v ∈ K (4.2)
is non-degenerate and has signature (r, s).
We denote the set of Clifford subspaces of signature (r, s) at x by K(r,s)x .
In the setting p = q of causal fermion systems, a useful method for constructing Clifford
subspaces is to begin with the Euclidean sign operator sx and to add operators which
anti-commute with it. This gives rise to the so-called Clifford extensions.
Definition 4.2. On a causal fermion system, a Clifford subspace K which contains
the Euclidean sign operator is referred to as a Clifford extension (of the Euclidean
sign operator sx).
Lemma 4.3. A Clifford extension of dimension m has Lorentzian signature (1,m−1).
Proof. We choose an orthonormal basis (sx, e1, . . . , em−1) of the Clifford extension K.
Choosing an orthonormal eigenvector basis of sx, we can represent the Euclidean sign
operator by the matrix
sx =
(
1 0
0 −1
)
.
Due to the anti-commutation relations, in this basis the operators ej have the matrix
representations
ej =
(
0 a∗j
aj 0
)
and a∗j = −a†j
(where the dagger denotes transposition and complex conjugation). Hence
(e2j ) = −
(
a†jaj 0
0 aja
†
j
)
.
Noting that this matrix is negative definite, we obtain the claim. 
We denote the Clifford extensions of signature (1, r) by Ksx,rx .
In order to introduce global sections of the Clifford algebra, we let Sm be the set of
m-dimensional subspaces of L(H) endowed with the topology coming from the metric
d(K,L) = sup
u∈K, ‖u‖=1
inf
v∈L
‖u− v‖ + sup
v∈L, ‖v‖=1
inf
u∈K
‖u− v‖.
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Moreover, we let CℓM be a continuous mapping which to every space-time point as-
sociates a Clifford subspace,
CℓM : M → Sr+s , x 7→ Cℓx ∈ K(r,s)x . (4.3)
We refer to CℓM as a Clifford section of signature (r, s). It is a section of Clifford
extensions if Cℓx ∈ Ksx,rx for all x ∈M .
Choosing a Clifford section is the main step for getting into the setting in which the
elements of Sx can be interpreted as spinors. In the remainder of Section 4, we shall
work out this setting in more detail. More precisely, in Section 4.2 we shall analyze
topological obstructions for the existence of Clifford sections. In Section 4.3 we will
construct the analogs of the usual Pin and Spin groups. In Section 4.4 spinors, spinor
bases and bundle charts for spinor bundles will be defined. Finally, in Section 4.5
we will introduce spin structures which associate a tangent vector on a differentiable
manifold to a vector in the corresponding Clifford subspace. Altogether, these con-
structions extend the usual structures of spin geometry to the framework of topological
fermion systems.
Before entering the detailed analysis, we now give a brief overview of the different
situations of interest. First, recall that regular topological fermion systems (H,F, ρ) on
a topological manifold M = supp ρ are distinguished by their spin signature (p, q) and
the dimension k of M , which can be chosen independently. When choosing Clifford
subspaces or Clifford sections, the signature (r, s) of the Clifford subspace gives addi-
tional parameters. If one considers causal fermion systems and Clifford extensions, the
signature of the spin scalar product is (n, n) and the signature of the Clifford subspace
is (1,m − 1), leaving us with two parameters n and m to describe the signatures. In
usual spin geometry, the dimension of the Clifford subspace always coincides with the
dimension of the manifold, i.e.
k = r + s (in general) or k = m (for Clifford extensions) . (4.4)
In our setting, these relations are needed if we want to introduce Clifford multiplication
with tangent vectors, because then one needs to identify the tangent space TxM with
the corresponding Clifford subspace Cℓx. This construction will be given in Section 4.5
below. At the present stage, there is no need to impose the relations (4.4). On the
contrary, for the sake of having more flexibility it is preferable to carefully distinguish
the dimension of the manifold from the dimension of the Clifford subspace and to treat
these dimensions as independent parameters.
More specifically, in the case of spin signature (2, 2) and Clifford extensions of di-
mension m = 4, one can get the correspondence to Dirac spinors on a Lorentzian
manifold. In this case, the corresponding geometric structures are worked out in [12].
Indeed, most of the constructions in [12] apply just as well to the case m = 5. In order
to model the interactions of the standard model, one should increase the spin signature
to (2ℓ, 2ℓ) with ℓ = 2 (to get the weak interaction and gravity [11]) or ℓ = 8 (to also
include the strong interaction [6]). These cases of higher spin signature have not yet
been studied systematically. If the spin signature is decreased to (1, 1), the spin spaces
are two-dimensional, making it impossible to represent Dirac spinors. But one can
describe Pauli-like spinors in dimensions m = 1, 2 or 3. In these lower-dimensional
situations, the geometric constructions of [12] simplify considerably. This gives hope
that it should be possible to connect the geometric notions to the methods and notions
arising in the analysis of causal variational principles (see [9, 19, 2, 13]). We consider
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spin signature (2, 2) This case is relevant for the description of Dirac spinors (as is
explained in [14, 18]). The corresponding Lorentzian quan-
tum geometry is developed in [12].
m = 5: A Lorentzian Clifford subspace of signature (1, 4).
Appears naturally in the setting of the Lorentzian
quantum geometry in [12]. Is a bit easier to handle
than the four-dimensional case.
m = 4: A Lorentzian Clifford subspace with the “physical”
signature (1, 3).
spin signature (1, 1) Is a mathematical simplification. Most analytic work has
been done in this case (see [5, 19]).
m = 3: A Lorentzian Clifford subspace of signature (1, 2).
Appears naturally in the quantum geometry setting,
similar to the case k = 5 in spin signature (2, 2).
m = 2: A Lorentzian Clifford subspace of signature (1, 1).
Seems a good starting point for connecting the
Lorentzian quantum geometry with an analysis of
the causal action principle.
spin signature (0, n) Riemannian fermion systems of dimension r + s ≥ 2 have
not yet been studied. But it seems an interesting future
project to work out the resulting Riemannian quantum
geometries.
Table 1. Different cases for the spin signature and the dimension of
the Clifford subspaces.
this to be a promising starting point for future research. The study of Riemannian
fermion systems is also a project for the future. The different cases are summarized
in Table 1.
4.2. Topological Obstructions. The goal of this section is to determine topologi-
cal obstructions to the existence of Clifford sections. We shall see that there is an
interesting interplay between the conditions that need to be satisfied for the existence
of Clifford sections and the usual obstructions to the existence of spin structures on
a differentiable manifold as expressed by the usual vanishing of the second Stiefel-
Whitney class. The connection between these different conditions will become clear in
Section 4.5 below. For the moment, the question whether a Clifford section exists is
independent of the usual topological spin condition. This illustrated by the following
example which shows that a smooth manifold may fail to admit a section of Clifford
extensions even if its tangent bundle is spin.
Example 4.4. (Non-existence of Clifford sections on the Dirac sphere) We return to
the Dirac sphere of Example 2.2 (i). At a point x = F (p) ∈ supp ρ, the spin scalar
product (3.1) takes the form
≺.|.≻x = −〈., F (p).〉C2 .
By definition, the Euclidean sign operator has the same eigenspaces as (2.1) with
eigenvalues ±1, so that
sx = −p·σ
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(where the dot is a short notation for the sum over the products of components).
We now choose a convenient parametrization of the space Symm(Sx). Let |F (p)| be
the absolute value of the operator F (p), i.e. by (2.1)
|F (p)| =
3∑
α=1
pασα + 21 ≡ p·σ + 21 .
Writing a linear operator in the form A = |F (p)|−1B|F (p)|, a direct computation
shows that A is symmetric with respect to the inner product ≺.|.≻p if and only if B is
symmetric with respect to the inner product 〈., p·σ.〉C2 . Moreover, a short computation
yields
Symm(Sx) =
{|F (p)|−1(α 1 + β p·σ + i u·σ) |F (p)|
with α, β ∈ R, u ∈ R3 and u ⊥ p}. (4.5)
In order to obtain a two-dimensional Clifford extension at a point p, we need to
choose an operator in Symm(Sx) which anti-commutes with sx and whose square
equals −1. A short computation using (4.5) yields
Ksx,1x =
{
span
(
sx, i |F (p)|−1 u·σ |F (p)|
) ∣∣∣ u ∈ S2 ⊂ R3 with u ⊥ p} .
We conclude that a two-dimensional section of Clifford extensions amounts to finding
a tangent unit vector field on the sphere. However, such a vector field does not exist
by the well-known “hairy ball theorem”.
The existence of general Clifford sections (which may not necessarily be Clifford
extensions) depends on the dimension and signature. A three-dimensional Clifford
section necessarily has signature (1, 2). There is the unique Clifford section
Cℓx =
{|F (p)|−1(β p·σ + i u·σ)|F (p)| with α, β ∈ R, u ∈ R3 and u ⊥ p} ,
which is also a section of Clifford extensions. Two-dimensional Clifford sections exist
in signature (0, 2), like for example
Cℓx =
{|F (p)|−1(i u·σ)|F (p)| with u ∈ R3 and u ⊥ p} .
By applying a unitary transformation Cℓx → U(p)CℓxU(p)−1, where U is a continu-
ous family of unitary transformations U(p) ∈ U(Sx), one can construct many other
Clifford sections of signature (0, 2). In signature (1, 1), however, no Clifford section
exists, as the following argument shows: Suppose that Cℓx were a Clifford section of
signature (1, 1). Choosing a positive definite vector unit vector v in Cℓx, it is of the
form
v = |F (p)|−1(± cosh(α) p·σ + i sinh(α) u·σ)|F (p)|
with α ∈ R, and u ⊥ p. Varying p, by continuity we can always choose the plus sign
to obtain a global section v(p). A unit vector w in the orthogonal complement of v(p)
in Cℓx is of the form
w = |F (p)|−1(β p·σ + i t·σ)|F (p)|
with β ∈ R, and where the vector t is tangential to S2 and has length at least one. In
this way, the orthogonal complement of v(p) determines a continuous family of one-
dimensional subspaces of the tangent space of S2, in contradiction to the “hairy ball
theorem.” ♦
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This example illustrates that sections of Clifford extensions do not exist on all topo-
logical manifolds. Obstructions to the existence of Clifford sections can be derived for
a fairly general class of topological manifolds from classical results on obstructions to
the existence of continuous cross-sections of topological fiber bundles over cell com-
plexes [37]. In order to apply these results, we will need to assume that our topological
manifoldM is homeomorphic to a finite cell complex. This will be the case for example
if M is a compact topological manifold [30]. Let us recall the following result from [37,
Corollary 34.4] which gives the topological obstructions to the existence of continuous
cross sections:
Theorem 4.5. Let B be a bundle over a finite cell complex K, such that for all
1 ≤ q ≤ dimK, the fibre Y is (q − 1)-simple. If
Hq
(
K,B(πq−1(Y ))
)
= 0 ∀ 1 ≤ q ≤ dimK , (4.6)
then B admits a continuous cross-section.
To explain the notions in this theorem, we first recall that a path-connected space Y
is q-simple if the action of π1(Y, y0) on the q
th homotopy group πq(Y, y0) is trivial
for some base point y0 ∈ y (and therefore all base points). The assumption that
the fibre Y is (q − 1)-simple implies that the homotopy group πq−1(Y ) is defined
independent of a base point. Finally, B(πq−1(Y )) denotes the bundle over K whose
fibre at a point x ∈ K is the homotopy group πq−1 of the corresponding fibre B(x) ≃ Y .
For the Clifford extensions that we will consider in this paper, the fibres Y are
isomorphic to Lie subgroups of SU(1, 1), SU(2, 2) or SU(n), and are therefore q-simple,
since topological groups are q-simple for all q (see [36, Theorem 7.3.9] or [25, page 281,
Section 3C]). Therefore, the only obstructions to the existence of Clifford extensions
are given by the cohomological conditions (4.6).
We now formulate these conditions explicitly for causal fermion systems in the cases
in which M is a topological manifold Mk of dimension k and the fibre Y is the set
of Clifford extensions of dimension m according to Table 1. In the case m = 5, the
fibre Y in spin dimension n = 2 is isomorphic to the circle group S1 which acts simply
transitively on the set of Clifford extensions (see [12, Corollary3.7 and Lemma 3.8]).
We thus obtain
π0(Y ) = 0 , π1(Y ) = Z , πn(Y ) = 0 ∀ n ≥ 2 , (4.7)
and the obstructions (4.6) reduce to
H2(Mk,Z) = 0 . (4.8)
Next, in the case m = 4 of a four-dimensional Clifford extension, the fibre Y (again in
spin dimension n = 2) is isomorphic to the product S1 × SO(4,R), so that
π0(Y ) = 0, π1(Y ) = Z× Z2, π2(Y ) = 0, π3(Y ) = Z× Z. (4.9)
The cohomological obstructions (4.6) to the existence of a Clifford extension are there-
fore given by
H2(Mk,Z× Z2) = 0 and H4(Mk,Z× Z) = 0 . (4.10)
The remaining cases of interest are m = 2 and 3, with the spin dimension n taken
to be equal to one. For m = 3, the fibre Y reduces to a point, giving no topological
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obstructions to the existence of a Clifford extension. In the case m = 2, on the other
hand, the fibre Y is again a circle, and the obstructions (4.6) are given by
H2(Mk,Z) = 0. (4.11)
We close with two remarks. We first go back to Example 4.4 in which we tried to
construct Clifford extensions on the Dirac sphere. In this example, the topological
obstruction H2(M2,Z) = 0 is violated. This confirms the conclusion that we came to
by explicit calculation that Clifford extensions do not exist on the Dirac sphere.
Next, to further illustrate the independence of the usual spin condition from the
topological conditions needed for the existence of Clifford extensions, we now give an
example of a manifold Mk which admits a Clifford extensions of dimension k, but
whose tangent bundle TM is not spin. This is indeed the case for the manifold P5(R),
for which w2(TP5(R)) 6= 0 (see [31], page 87, Example 2.4), but nevertheless the
obstruction H2(P5(R),Z) = 0 for the existence of a Clifford extension is satisfied.
4.3. The Spin Group. In this section we will show that the usual Pin and Spin groups
arise naturally in the context of causal fermion systems by looking at the subgroups of
the group of unitary automorphisms of the spin spaces that stabilize Clifford subspaces.
So, we again assume that the causal fermion system of signature (p, q) is regular (see
Definition 3.1). We denote the group of unitary endomorphisms of Sx by U(Sx); it is
isomorphic to the group U(q, p). For a given Clifford subspaceK ∈ K(r,s)x , we introduce
the following stabilizer subgroups:
GKx =
{
U ∈ U(Sx) with UKU−1 = K
}
G0x =
{
U ∈ U(Sx) with UvU−1 = v for all v ∈ K
}
.
(4.12)
It is straightforward to verify that G0x is a normal subgroup of G
K
x . Hence we may form
the factor group
Pinx = G
K
x /G
0
x . (4.13)
An element g ∈ Pinx also acts on K by conjugation, giving rise to the mapping
O(g) : K → K , O(g)u := gug−1 . (4.14)
Since unitary transformations do not affect the anti-commutation relations, this map-
ping is an isometry with respect to the inner product (4.2).
Special mappings in Pinx can be constructed using Clifford multiplication, as we
now explain. Suppose that v ∈ K is a time-like unit vector (i.e. v2 = 1). Then v
is unitary because vv∗ = v2 = 1. Using the anti-commutation relations, one verifies
that vKv = K. Therefore, v can be regarded as an operator in Pinx,
v ∈ Pinx if v ∈ K, v2 = 1 . (4.15)
We next consider a space-like unit vector v ∈ K (i.e. v2 = −1). Then the operator iv
is unitary because (iv)(iv)∗ = v2 = 1, so that
iv ∈ Pinx if v ∈ K, v2 = −1 . (4.16)
Lemma 4.6. The unitary operators (4.15) and (4.16) generate Pinx.
Proof. For any U ∈ GKx , the resulting operator O(U) is an isometry of (K, 〈., .〉). As
a consequence, O(U) can be written as a composition of reflections at spacelike or
timelike hyperplanes H1, . . . ,Hk (see [31, Theorem I.2.7]). These reflections can be
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written as −O(w), where w is one of the unitary transformations in (4.15) or (4.16)
with v the unit normal to the hyperplane. Hence
O(U) = (−1)k O(w1 · · ·wk).
As a consequence,
O
(
U (−1)k w∗k · · ·w∗1
)
= O(U)O(U)−1 = 1 .
According to the to the definition (4.12), this means that the operator U (−1)k w∗k · · ·w∗1
is in G0x. In other words,
U = U0 w1 · · ·wk with U0 ∈ G0x .
Hence U and w1 · · ·wk represent the same operator in Spinx. 
Definition 4.7. The spin group Spinx is defined as the subgroup of Pinx generated
by even numbers of products of the operators (4.15) and (4.16).
We now explain how the groups Pinx and Spinx are related to the usual pin and
spin groups defined on a Clifford algebra (see for example [31, 1] or similarly [21] in
the Riemannian setting). To this end, we let Cℓ(K, 〈., .〉) be the real Clifford algebra
on the inner product space (K, 〈., .〉) (thus it is the algebra generated by vectors in K
with the only relation vw + wv = 2〈v,w〉; see [31, §I.1], where for convenience we use
a different sign convention). In view of the anti-commutation relations (4.2), in our
setting Cℓ(K, 〈., .〉) is not only an abstract Clifford algebra, but it comes with a repre-
sentation by symmetric operators on (Sx,≺.|.≻x). Likewise, the groups Pinx and Spinx
are not only isomorphic to the usual pin and spin groups (see for example [31, §II.1]),
but they come with a unitary representation on the inner product space (Sx,≺.|.≻x).
We conclude by decomposing the representation of Cℓ(K, 〈., .〉) on (Sx,≺.|.≻x) into
irreducible components. Denoting this representation by ρ, such a decomposition
clearly exists (see [31, Proposition I.5.4]). Moreover, the number ν of inequivalent
irreducible representations is given by (see [31, Theorem I.5.7])
ν =
{
1 if r + s is even
2 if r + s is odd
(the fact that K ⊂ Symm(Sx) consists of symmetric operators may give constraints
for the possible representations, but this is irrelevant for the following argument). For
clarity, we treat the two cases after each other.
If r + s is even, we denote the irreducible representation by ∆ acting on an inner
product space E. We then obtain the decomposition
Sx = E ⊗ V and ρ(u) = ∆(u)⊗ 1
(where V is an inner product space). Now we can read off the stabilizer groups. If
a unitary linear operator on E commutes with all ∆(u), its eigenspaces are invariant
under ∆. Since ∆ is irreducible, the eigenspaces are either trivial or they coincide
with E. We conclude that
G0x = {1} ⊗U(V ) (4.17)
GKx = F ⊗U(V ) , (4.18)
where F are the unitary transformations on E which leave K invariant.
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If r + s is odd, the above formulas must be modified in a straightforward way by
considering the two direct summands. Denoting the two irreducible representations
by ∆ℓ acting on inner product spaces Eℓ, we obtain
Sx = E1 ⊗ V1 ⊕E2 ⊗ V2 and ρ(u) = ∆1(u)⊗ 1 ⊕∆2 ⊗ 1 ,
where V1 and V2 are inner product spaces which might be trivial. Moreover,
G0x = 1 ⊗U(V1)⊕ 1 ⊗U(V2) (4.19)
GKx =
{
∆1(g)⊗U(V1)⊕∆2(g)⊗U(V2) | g ∈ Pin(r, s)
}
. (4.20)
4.4. Construction of Bundle Charts. We now show how the choice of a Clifford
section CℓM of signature (r, s) gives rise to topological vector bundles with structure
groups SO(r, s) and G0 × Spin(r, s). In order to choose bundle charts, we fix a matrix
representation (e1, . . . , ep+q) of a Clifford algebra of signature (r, s) on C
q,p, which is
isomorphic to the Clifford subspaces Cℓx coming from our Clifford section. This gives
rise to a corresponding Clifford subspaceK ⊂ L(Cq,p) as well as a matrix representation
of the group G0 on Cq,p (see (4.17) respectively (4.19)). For any x ∈M , we now choose
a pseudo-orthonormal spinor basis (f1, . . . , fp+q) of Sx, i.e.
≺fα|fβ≻x = sα δαβ ,
where s1, . . . , sq = 1 and sq+1, . . . , sp+q = −1. This allows us to write the spinors in x
in components,
Sx ∋ ψ =
p+q∑
α=1
ψα fα . (4.21)
The spinor basis also gives rise to a matrix representation of Cℓx. A pseudo-orthonormal
spinor basis (f1, . . . , fp+q) is called Clifford compatible if this matrix representation
of Cℓx coincides with our fixed Clifford subspace K. A Clifford compatible spinor
basis makes it possible to represent the vectors in Cℓx as vectors in R
r,s by
Cℓx ∋ u =
r+s∑
i=1
ui ei . (4.22)
By construction, Clifford compatible spinor bases are related to each other by the
action of the spin group G0x × Spinx, i.e. by transformations of the form
fα → f˜α = U−1fα with U ∈ G0x × Spinx .
This transforms the components in (4.21) according to
ψα → ψ˜α = Uαβ ψβ with U = (Uαβ ) ∈ G0 × Spin(r, s) ⊂ U(q, p) . (4.23)
Likewise, the components of the vector in (4.22) transform to
ui → u˜i = Oij uj with O ∈ SO(r, s) ,
where O is given by UejU
−1 = Oijei (and U is the matrix in (4.23)).
At every point p0 ∈ M , we choose a neighborhood V such that there is a con-
tinuous mapping which to every x ∈ V associates a Clifford compatible spinor ba-
sis (f1(x), . . . , fp+q(x)) (such continuous families of spinor bases can be constructed
similar as explained in Section 3.2 using projections and polar decompositions in H).
Moreover, we choose a chart in V . This gives an atlas of the bundles.
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4.5. Spin Structures. In this section we will explain that the usual concept of a
spin structure on the tangent bundle of a manifold has a counterpart in the context of
causal fermion systems, provided that the system satisfies certain assumptions, which
we now state. As in Section 4.1, we assume that our topological fermion system is
regular of signature (p, q). Moreover, we again assume that there is a Clifford section
of signature (r, s) (see (4.3)). In addition, we now assume that the support Mk of the
universal measure is a differentiable manifold (see Section 3.4) and that the dimension
of the manifold coincides with that of the Clifford subspaces (4.4).
Definition 4.8. A bundle isomorphism
γ : TM → CℓM
is referred to as a spin structure.
A spin structure gives rise to the usual Clifford multiplication,
γ : TpM → Symm(Sp) ,
satisfying the anti-commutation relations
γ(u) γ(v) + γ(v) γ(u) = 2 〈u, v〉x ,
where 〈., .〉x is the bilinear form in (4.2) of signature (r, s). Denoting this bilinear form
by g, we obtain a pseudo-Riemannian manifold (M,g) of signature (r, s). We point
out that, in contrast to the usual construction on spin manifolds, we do not need to
assume an orientation neither of the manifold M nor of the the Clifford subspaces.
The existence of spin structures is subject to the usual topological obstruction:
Theorem 4.9. A spin structure exists only if the second Stiefel-Whitney class of TM
vanishes.
This theorem follows from a more general result which applies to vector bundles over
a topological manifold whose fibres are modules for the action of the spin group
Spin(r, s). We now show for the sake of completeness that in this setting, the usual
topological condition guaranteeing the existence of a spin structure through the van-
ishing of the second Stiefel-Whitney class of the bundle is satisfied on a regular causal
fermion systems admitting a Clifford section. Theorem 4.9 will follow as a corollary.
We note that the topological arguments appearing in this section are not new. They
are essentially an adaptation of the argument given in [31, page 83]. (We refer to [34]
and [33] for the construction of characteristic classes and the Serre exact sequence.)
Thus we consider the topological vector bundle B with structure groupG = Spin(r, s)
determined by a given Clifford section CℓM . To define a spin structure on B, it is
convenient to work with the principal bundle πP (B) : P (B) → M associated to B. In
this setting, a spin structure is a twofold cover
P˜ (B) p→ P (B)
ց ↓
M
such that p|P˜x : P˜x → Px, where P˜x = π−1P˜ (B)({x}) and Px = π
−1
P (B)({x}) denote
respectively the fibres of P˜ (B) and P (B) over x ∈M , is a copy of the universal covering
map P˜x ≃ Spin(r, s) → Px ≃ SO(r, s). Note that by constructions in Section 4.1, we
know that a Clifford section CℓM defines precisely such a twofold cover.
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We conclude that a spin structure on B is given by a cohomology class [σ] ∈
H1(P (B),Z2). The restriction-induced homomorphism H1(P (B),Z2) → H1(Px,Z2)
maps the cohomology class [σ] to a generator of H1(Px,Z2) ≃ Z2. Therefore, B ad-
mits a spin structure if and only if the sequence
0→ H1(M,Z2)→ H1(P (B),Z2)→ H1(Px,Z2)→ 0 (4.24)
is exact, and a spin structure on B is simply a splitting of this sequence. On the other
hand, the Serre spectral sequence [33] implies that the sequence
0→ H1(M,Z2)→ H1(P (B),Z2)→ H1(Px,Z2)→ H2(M,Z2)→ · · · , (4.25)
is exact, with the image of the generator of H1(Px,Z2) ≃ Z2 in H2(M,Z2) being the
second Stiefel-Whitney class w2(B). We conclude that B admits a spin structure if
and only if w2(B) = 0.
5. Tangent Cone Measures and the Tangential Clifford Section
In the previous section, we saw that a Clifford section is essential for giving a
topological fermion system the additional structure of a topological spinor bundle. We
also worked out the topological obstructions for the existence of a Clifford section. The
important remaining question is how to choose a Clifford section. In particular, can
the universal measure be used to distinguish a specific Clifford section? We shall now
analyze this question, giving an affirmative answer in terms of the so-called tangential
Clifford section. Before beginning, we point out that all our constructions will be local
in the sense that they will involve the universal measure only in an arbitrarily small
neighborhood of a given point x ∈ M . Consequently, the assumptions needed for the
constructions to work will also be local, making it possible to easily verify them in
concrete examples by direct computation. Provided that these local conditions are
fulfilled at every point x ∈M , we shall obtain the tangential Clifford section, implying
in particular that the topological obstructions of Section 4.2 are fulfilled. In this way,
we get a connection between local properties of the topological fermion system and its
global topological structure.
5.1. The Tangent Cone Measures. In this section we again assume that the topo-
logical fermion system is regular (see Definition 3.1). Moreover, we assume that the
universal measure ρ is locally bounded in the sense that every x ∈ M has an open
neighborhood U such that ρ(V ) < ∞ for all measurable V ⊂ U . Finally, we assume
that ρ is the completion of a Borel measure, meaning that every Borel set in F is
ρ-measurable and that every subset of a set of measure zero is measurable (and clearly
also has measure zero). For basic definitions see [24, §7 and §52]. Restricting atten-
tion to completions of Borel measures is no major restriction because the universal
measures obtained by minimizing the causal action are always of this form (see [9]).
We want to analyze the subset M ⊂ F in a neighborhood of a given point x ∈ M .
To this end, it is useful to consider a continuous mapping A from M to the symmetric
operators on the spin space at x. We always assume that this mapping vanishes at x,
i.e.
A :M → Symm(Sx) with A(x) = 0 . (5.1)
There are different possible choices for A. The simplest choice is
A : y 7→ πx (y − x)x . (5.2)
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Λα,β
x
y ∈ F
supp ρ
supp ρα,β
‖x− y‖
‖A(y)‖ = ‖x− y‖β
‖A(y)‖ = ‖x− y‖α
supp(µ•)
Symm(Sx)
C•x
δ
Figure 2. The scaling parameters α, β and the tangent cone C•x.
Here the factor x on the right is needed for the operator to be symmetric, because
≺ψ|Aφ≻x (3.1)= −〈ψ |x (πx (y − x)x)φ〉H = −〈ψ |x (y − x)xφ〉H
= −〈πx (y − x)xψ |xφ〉H = ≺Aψ|φ≻x .
Alternatively, one can consider mappings in which only the operators sy or πy enter,
A : y 7→ πx (sy − sx)x (5.3)
A : y 7→ πx (πy − πx)x . (5.4)
(where πx again denotes the orthogonal projection in H on Sx). Moreover, one might
be interested more specifically in the contributions which are block diagonal or block
off-diagonal in the decomposition (4.1), which we denote by
Ad := 1
2
(
A+ sxA sx
)
and Ao := 1
2
(
A− sxA sx
)
. (5.5)
In the applications, the results will depend sensitively on how the functional A is
chosen. However, in the following construction we do not need to specify A.
Thus let A be any functional (5.1). We introduce the Borel measure µ on Symm(Sx)
as the push-forward measure of the universal measure,
µ := A∗ρ (5.6)
(meaning that µ(Ω) := ρ
(A−1(Ω))). In order to get finer information, one can intro-
duce scaling parameters α and β with 0 ≤ α < β. Defining the set
Λα,β =
{
y ∈ F | ‖y − x‖β < ‖A(y)‖ < ‖y − x‖α
}
and multiplying by its characteristic function, we obtain the measure
ρα,β := χΛα,β ρ .
Then we set
µα,β(Ω) = A∗ρα,β . (5.7)
This construction is illustrated on the left of Figure 2.
We now let µ be the measure (5.6), and µ• either again the measure (5.6) or one of
the measures (5.7) involving scaling parameters. A conical set is a set of the form R+A
with A ⊂ Symm(Sx). We denote the conical sets which are both µ- and µ•-measurable
byM. For a measurable conical set A ∈M we consider finite partitions into measurable
conical sets of the form
A = A1∪˙ · · · ∪˙AK with K ∈ N .
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We denote the set of such partitions by PK . We define
µ∗con(A) = sup
K∈N
sup
PK
K∑
k=1
lim sup
δց0
1
µ(Bδ(0))
µ•
(
Bδ(0) ∩Ak
)
(5.8)
(where Bδ(0) ⊂ Symm(Sx) is the Banach space ball Bδ(0) ⊂ L(H) intersected with
Symm(Sx)). For a conical set A 6∈M we set µ∗con(A) =∞. We remark for clarity that,
using that the set A−1(Bδ(0)) is an open neighborhood of x and that x ∈M := suppρ,
it follows that the measure µ•(Bδ(0)) is non-zero.
Lemma 5.1. µ∗con is an outer measure on the conical sets in Symm(Sx) which is
finitely additive.
Proof. According to the definitions (see [24, §7 and §10]), we need to show that
(i) µ∗con(A∪˙B) = µ∗con(A) + µ∗con(B) (finite additivity).
(ii) µ∗con
( ∞⋃
n=1
Bn
)
≤
∞∑
n=1
µ∗con(Bn) (countable subadditivity)
(note that the finite additivity implies that µ∗con(∅) = 0 and also yields the monotonic-
ity A ⊂ B ⇒ µ∗con(A) ≤ µ∗con(B)).
To show (ii), we know by the definition of the supremum that for any B := ∪nBn
and any ε > 0 there is K and a partition PK = {A1, . . . , AK} of B such that
µ∗con(B) ≤ ε+
K∑
k=1
lim sup
δց0
1
µ(Bδ(0))
µ•
(
Bδ(0) ∩Ak
)
.
Using the countable subadditivity of the measure µ, we obtain
µ∗con(B) ≤ ε+
K∑
k=1
lim sup
δց0
1
µ(Bδ(0))
∞∑
n=1
µ•
(
Bδ(0) ∩ (Ak ∩Bn)
)
≤ ε+
∞∑
n=1
K∑
k=1
lim sup
δց0
1
µ(Bδ(0))
µ•
(
Bδ(0) ∩ (Ak ∩Bn)
) ≤ ε+ ∞∑
n=1
µ∗con(Bn) ,
where in the last step we used properties of the supremum and 5.8. Since ε is arbitrary,
we obtain (ii).
To prove (i), we first note that the inequality µ∗con(A∪˙B) ≤ µ∗con(A) + µ∗con(B)
follows from subadditivity. For the opposite inequality, for given ε > 0 we choose
partitions PK = {A1, . . . , AK} of A and P ′K ′ = {B1, . . . , BK ′} of B such that
µ∗con(A) ≤ ε+
K∑
k=1
lim sup
δց0
µ•
(
Bδ(0) ∩Ak
)
µ(Bδ(0))
µ∗con(B) ≤ ε+
K ′∑
k=1
lim sup
δց0
µ•
(
Bδ(0) ∩Bk
)
µ(Bδ(0))
.
Since A andB are disjoint, the family {A1, . . . , AK , B1, . . . , BK ′} is a partition of A∪B.
Thus adding the two last inequalities and using (5.8), we obtain
µ∗con(A) + µ
∗
con(B) ≤ 2ε+ µ∗con(A ∪B) .
Since ε is arbitrary, the result follows. 
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Now we can apply the Carathe´odory extension lemma to construct a corresponding
measure. To this end, we say that a conical set A is µcon-measurable if
µ∗con(Z) = µ
∗
con(Z ∩A) + µ∗con(Z \A) for every conical set Z . (5.9)
By the Carathe´odory extension lemma (see for example [24, §12] or [4, Lemma 2.8]),
the µcon-measurable sets form a σ-algebra, and µ
∗
con is a measure on this σ-algebra.
Moreover, the finite additivity implies that (5.9) is satisfies for all conical Borel sets.
We have thus proven the following lemma.
Lemma 5.2. The µcon-measurable sets form a σ-algebra Mcon, which contains all
conical Borel sets in Symm(Sx). The mapping µ
∗
con : Mcon → [0,∞] is a measure.
We now apply the last lemma to the measure (5.6). For simplicity, we always restrict
the measures to the Borel sets, keeping in mind that we can take the completion
whenever needed.
Definition 5.3. We denote the conical Borel sets of Symm(Sx) byBcon(x). We denote
the measure obtained by applying the above construction with A according to (5.1) by
µ•x : Bcon(x)→ [0,∞] .
It is referred to as the tangent cone measures corresponding to A. The tangent
cone C•x is defined as the support of the tangent cone measure,
C•x := suppµ•x ⊂ Symm(Sx) .
If µ• is chosen according to (5.7), we also write the tangent cone as Cα,βx . Likewise,
for µ• according to (5.6), we simply omit the superscript.
This definition is local in the sense that it depends only on the behavior of the topo-
logical fermion system in an arbitrarily small neighborhood of x. Also note that µx
is a normalized measure, whereas the measure µ•x has total volume at most one. The
tangent cone is illustrated on the right of Figure 2.
The next lemma illustrates the usefulness of the scaling parameters.
Lemma 5.4. We choose A according to (5.3) and consider the scaling parameters in
the range
0 ≤ α < β < 2 .
Then the vectors in Cα,βx anti-commute with sx,
{sx, v} = 0 for all v ∈ Cα,βx .
Proof. Setting ∆s = sx − sy, the functional (5.3) becomes
A = sx∆s x .
Since the definition of Cα,β involves y only in an arbitrarily small neighborhood of x,
we want to treat ∆s perturbatively. We know that for all y, the operator sy has
the eigenvalues ±1. A standard perturbation argument yields that to first order, the
operator ∆s vanishes on the eigenspaces of sx, i.e.
0 = {sx, πx∆s πx}+ O
(
(∆s)2
)
.
Note that here only the projection of ∆s to Sx enters. The subtle point is that to
second and higher order in perturbation theory, the remaining contributions to ∆s,
i.e. the operator
∆s− πx∆s πx
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also comes into play, and we must make sure that the resulting contribution to the
eigenvalues of sy is dominated by the first order in perturbation theory. Here is where
the scaling parameter β enters: For example by expressing the signature operators
with contour integrals, one readily sees that for y in a small neighborhood of x, the
inequality
‖∆s‖ ≤ c ‖y − x‖ (5.10)
holds (where the constant c depends on the eigenvalues of x). According to the defi-
nition of Λα,β, the measure ρα,β is non-trivial only for points y for which
‖A(y)‖ ≥ ‖y − x‖β ≫ ‖∆s‖2 ,
where in the last step we used (5.10) and and made y−x sufficiently small. This shows
that we may restrict attention to points y for which the first order in perturbation
theory is non-zero. Then the second and higher orders vanish in the limit δ ց 0. 
5.2. Construction of a Tangential Clifford Section. We now address the question
whether the geometry of the causal fermion system in a neighborhood of a given
point x ∈M makes it possible to distinguish a specific Clifford subspace at x. We give
a construction which achieves this goal under generic assumptions.
We introduce on Symm(Sx) the symmetric bilinear form
〈., .〉 : Symm(Sx)× Symm(Sx)→ C , 〈u, v〉 = 1
p+ q
Tr(uv) (5.11)
(note that this bilinear form generalizes (4.2) because for two operators u, v in a Clif-
ford subspaceK, the formulas agree). In the Riemannian case, this bilinear form (5.11)
is positive definite and coincides with the usual Hilbert-Schmidt scalar product. For
causal fermion systems, however, the inner product 〈., .〉 is indefinite. This makes it
necessary to treat these two situations separately. We first give the abstract construc-
tions. A more explicit analysis of the cases shown in Figure 1 will be given afterwards.
We begin with Riemannian fermion systems, where the construction is somewhat
simpler. At a given point x ∈ M , we consider a tangent cone measure µ•x (either
without or for a suitable choice of the scaling parameters). Then µ•x gives rise to a
Borel measure on the unit sphere S1(0) ⊂ Symm(Sx) simply by taking the measure
of the cone R+Ω over the corresponding set Ω ⊂ S1(0). Denoting the orthogonal
projection onto a subspace U ⊂ Symm(Sx) by πU , the function L defined by
L(U) =
∫
S1(0)⊂Symm(Sx)
TrSymm(Sx)(πU π<e>) dµ
•
x(R
+e) (5.12)
(where <e> denotes the span of e), is non-negative and tells us about the relative
position of the two subspaces U and V . Keeping the dimensions fixed, the functional
is maximal if one of the subspaces is contained in the other. This motivates us to
maximize over all Clifford subspaces,
maximize L(.) on K(r,0)x . (5.13)
Definition 5.5. For a Riemannian fermion system, the tangent cone measure µ•x
is non-degenerate if for all x ∈ M , the optimization problem (5.13) has a unique
maximizer K(x) ∈ Kr,sx , which depends continuously on x. Setting Cℓx = K(x) defines
the tangential Clifford section.
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In the case of causal fermion systems, we need to construct a distinguished Clifford
extensions K ∈ Ksx,rx . Thus our task is to find the vectors which extend sx to the
Clifford subspace K. Since these vectors all anti-commute with sx, it is useful to
introduce the set A(sx) of all symmetric operators on Sx which anti-commute with sx,
A(sx) =
{
u ∈ Symm(Sx) | {u, sx} = 0
} ⊂ Symm(Sx) .
Lemma 5.6. The bilinear form 〈., .〉|A(sx)×A(sx) is negative definite.
Proof. In view of (3.1), for any v ∈ Symm(Sx) the operator xv is a symmetric operator
on H. Using that the Hilbert-Schmidt norm is positive, we conclude that
Tr(xv xv) > 0 for all v ∈ Symm(Sx), v 6= 0
(here we used that x is invertible on Sx by definition of the spin space). For any u ∈
A(sx) with u 6= 0, we choose v = |x|− 12u|x|− 12 . Then, using that sx has eigenvalues ±1
and anti-commutes with u, we obtain
Tr(uu) = Tr(sxsxuu) = −Tr(sxusxu) = −Tr(xvxv) < 0 ,
concluding the proof. 
We now consider a tangent cone measure µ•x on the block off-diagonal functional Ao
in (5.5). Modifying the functional (5.12) to
L(U) =
∫
S1(0)∩A(sx)
TrSymm(Sx)(πU π<e>) dµ
•
x(R
+e) , (5.14)
we can
maximize L(.) on Ksx,rx . (5.15)
We note for clarity that the trace in (5.14) is taken effectively only over A(Sx) ⊂
Symm(Sx), because the operator π<e> vanishes on A(Sx)
⊥. Thus we could also have
written the trace in (5.14) as
TrA(Sx)(πA(Sx) πU πA(Sx) π<e>) ,
but we prefer the more compact notation in (5.14).
Definition 5.7. For a causal fermion system, the tangent cone measure µ•x is non-
degenerate if for all x ∈ M , the optimization problem (5.13) has a unique maxi-
mizer K(x) ∈ Ksx,rx , which depends continuously on x. Setting Cℓx = K(x) defines the
tangential Clifford section.
Clearly, a tangential Clifford section can exist only if the general topological obstruc-
tions of Section 4.2 are satisfied. Therefore, if we know that there is a non-degenerate
tangent cone measure (see Definitions 5.5 and 5.7), we can infer that there are no topo-
logical obstructions to the existence of Clifford sections respectively Clifford extensions.
Since the variational principles (5.12) and (5.14) are local (because the tangent cone
measure dµ•x only depends on the universal measure in an arbitrarily small neighbor-
hood of x), we thus obtain a method to deduce global topological properties of a causal
fermion system from its local behavior at every point x ∈M .
Examples for the construction of the tangential Clifford section will be given in
Sections 7.4 and 7.5 below.
30 F. FINSTER AND N. KAMRAN
5.3. Construction of a Spin Structure. We now assume in addition that Mk is a
differentiable manifold and that the universal measure ρ is absolutely continuous with
respect to the Lebesgue measure (see Section 4.5). Moreover, we assume as in (4.4) that
the dimension of the manifold coincides with the dimension of the Clifford subspaces,
r + s = k .
Our goal is to construct a spin structure (see Definition 4.8).
We first explain how the tangent cone simplifies under the differentiability and
regularity assumptions. For simplicity, we work with the definition of the tangent
space u ∈ TxM as equivalence classes of curves. For any u ∈ TxM we choose a
representative γ : (−ε, ε) → M with γ(0) = x and γ′(0) = u. Then γ(t) is a one-
parameter family of linear operators in F. Composing with the operator A, (5.1), we
obtain a family of operators in Symm(Sx). We denote the directional derivative by
duA := d
dt
A(γ(t))∣∣∣
t=0
. (5.16)
Here the derivative exists in view of our assumption (3.12). Obviously, this definition is
independent of the choice of the representative γ. Moreover, duA is again a symmetric
operator on Sx. We thus obtain a mapping
dA : TxM → Symm(Sx) . (5.17)
A short consideration shows that
Cx = dA(TxM) ,
so that the tangent cone simplifies to a plane in Symm(Sx).
We next assume that CℓM is a tangential Clifford section (see Definitions 5.5
and 5.7). Then at every point x ∈M we can form the mapping
γx = πCℓx ◦ dA : TxM → Cℓx (5.18)
(with dA according to (5.16) and (5.17)). Then γ gives rise to a spin structure,
provided that the mapping γx is bijective at every point x ∈ M . We point out that
this construction is local, and in applications it is easy to verify whether γx is bijective.
However, if this local condition is satisfies at every point x ∈M , this gives rise to global
properties of M (see Theorem 4.9).
In applications, it may well happen that the mapping γx is not bijective. In particu-
lar, for causal fermion systems, this is closely related to the problem of distinguishing
a direction of time. We will analyze this problem in detail in Section 7.5 in the ex-
ample of two-dimensional Minkowski space. Here we only explain the difficulty in the
case that A depends only on the signature operator at y. For clarity, we first restate
Lemma 5.4 in the differentiable setting and give a different proof.
Lemma 5.8. Let A be chosen according to (5.3). Then for all u ∈ TxM ,{
sx, dxA(u)
}
= 0 .
Proof. Differentiating the relation (π+γ(t))
2 = π+γ(t) yields
π+x (duπ
+
x ) + (duπ
+
x )π
+
x = (duπ
+
x ) ,
where duπ
+
x ≡ ∂tπ+γ(t)|t=0. Multiplying from the left and right by π+x , we obtain
π+x (duπ
+
x )π
+
x = 0 . (5.19)
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Similarly,
π−x (duπ
−
x )π
−
x = 0 . (5.20)
Next, we differentiate the relation π+γ(t)π
−
γ(t) = 0 to obtain
π+x (duπ
−
x ) + (duπ
+
x )π
−
x = 0 .
Multiplying from the left by π−x , we conclude that
π−x (duπ
+
x )π
−
x = 0 . (5.21)
Similarly, multiplying from the right by π+x , we get
π+x (duπ
−
x )π
+
x = 0 . (5.22)
Using (5.19)–(5.22) in
πx = π
+
x + π
−
x , sx = π
+
x − π−x , (5.23)
we obtain
π+x (dusx)π
+
x = 0 = π
−
x (dusx)π
−
x .
A straightforward calculation using again (5.23) gives the claim. 
Now suppose that Cℓx is a Clifford extension (as is always the case if we use the
construction leading to Definition 5.7). Then the statement of Lemma 5.8 implies
that the image of dxA is orthogonal to the vectors sx ∈ Cℓx. As a consequence,
the composition (5.18) is necessarily singular. We will come back to this problem in
Section 7.5.
We finally point out that the above construction should be handled with care in the
sense that it gives topological, but no geometric information on the fermion system.
More specifically, a spin structure γ : TM → CℓM induces a Riemannian or Lorentzian
metric on M by
〈X,Y 〉 := 1
2
〈
γ(X), γ(y)
〉
. (5.24)
However, it would be too naive to interpret this metric as describing the geometry of
space or space-time. Namely, for a causal fermion system constructed on a globally
hyperbolic space-time (see [12] or [18, Section 4]), the Lorentzian metric and the spin
connection are recovered by considering the closed chain Axy for pairs of points x, y
whose distance is much larger than the regularization length (see the constructions
in [12]; note that in [12, Theorem 4.7] one first takes the limit ε ց 0 and then the
limit N → ∞). Moreover, the Clifford extension at x must be chosen as a function
of y (as is made precise by the synchronizations and splice maps introduced in [12,
Section 3]). In view of these constructions, the linearization of sx as captured by the
mapping dA in (5.16) does not encode the macroscopic geometry of the causal fermion
system. But it can be used to obtain topological information.
6. The Topology of Discrete and Singular Fermion Systems
In the previous Sections 4 and 5, it was essential that M be a topological manifold
(or at least a finite cell complex, because otherwise the cohomology groups cannot
be introduced). We now explain how our methods and results can be applied even
in cases when M is so singular that it has no manifold structure or is discrete. Our
technique is to “extend” M to a larger set M˜ ⊂ F, and to analyze the topology of
the enlarged space. For technical simplicity, we restrict attention to the case that the
particle space H is finite-dimensional.
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We begin with a simple method which allows us to associate to M a manifold. For
given r > 0, we first take an r-neighborhood of M ,
Mr := Br(M) ⊂ F (6.1)
(where we work with the distance function induced by the sup-norm of L(H)). Next,
for any p, q with 0 ≤ p ≤ p and 0 ≤ q ≤ q we define the sets
Fp,q = {x ∈ F |x has p positive and q negative eigenvalues} .
Obviously, these sets form a partition of F,
F =
n⋃
p,q=0
Fp,q , Fp,q ∩ Fp′,q′ = ∅ if (p, q) 6= (p′, q′) .
Now we set
Mp,qr =Mr ∩ Fp,q .
If H is finite-dimensional, the sets Fp,q are manifolds. Hence the sets Mp,qr are open
submanifolds of Fp,q. Then SMp,qr is a bundle over a smooth manifold, so that the
methods of Sections 4 and 5 apply. Clearly, the construction depends on the choice of
the parameter r.
An alternative method is to use the universal measure ρ in the construction of M˜ :
For a given parameter δ > 0, we define the function rδ : F→ R+0 by
rδ(x) = sup
{
r ∈ R | ρ(Br(x)) < δ} . (6.2)
Moreover, we set
Mδ =
⋃
x∈M
Brδ(x)(x) and M
p,q
δ =Mδ ∩ Fp,q . (6.3)
Again, the sets Mp,qδ are smooth submanifolds of F
p,q.
The above constructions give rise to sets Mδ,Mr ⊂ F (and similarly Mp,qδ ,Mp,qr )
which carry topological information, but unfortunately these sets are no longer the
support of a measure, so that they cannot be regarded as the base spaces of corre-
sponding topological fermion systems. This disadvantage can be removed with the
following construction, provided that another measure µ on F is given. In examples
when F is finite-dimensional, one can choose µ as the Lebesgue measure. The infinite-
dimensional situation is definitely more difficult, but one could choose µ for example as
a Gaussian measure. Given µ, we can choose a smooth test function ηr : C
∞(F×F,R+0 )
and define a measure ρr by
ρr(Ω) :=
∫
M
(∫
Ω
ηr(x, y) dµ(y)
)
dρ(x) . (6.4)
A typical example is to choose ηr(x, y) = η(‖x − y‖2/r2) with η ∈ C∞0 ([0, 1)). The
effect of this construction is that the universal measure is “smeared out” in the sense
that the support of ρr is an r-neighborhood of suppρ. Hence the effect on the base
space is the same as in the construction (6.1), but with the advantage that (H,F, ρr)
is again a topological fermion system. Modifying (6.4) to
ρδ(Ω) :=
∫
M
(∫
Ω
ηrδ(x)(x, y) dµ(y)
)
dρ(x) , (6.5)
one obtains similarly a universal measure ρδ whose support coincides with Mδ as
defined in (6.3).
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The above constructions will be illustrated in Section 8.4 in the example of a lattice
system with a non-trivial topology.
7. Examples
In this section, we illustrate our abstract constructions in different examples and
indicate potential applications.
7.1. The Euclidean Plane. The Dirac operator on the Euclidean R2 can be written
as
D = iσ1∂ζ1 + iσ2∂ζ2 , (7.1)
where we denote the points of R2 by ζ = (ζ1, ζ2). The spinor space (Sζ ,≺.|.≻ζ) at a
point ζ can be identified with C2 with the canonical Euclidean scalar product. For
clarity, we denote this standard spinor space by (Y ≃ C2,≺.|.≻). We shall consider
eigensolutions of the Dirac operator corresponding to an eigenvalue m ∈ R,
Dψ = mψ . (7.2)
Particular solutions can be written as plane waves
ek(ζ) = (k1σ
1 + k2σ
2 + 1)χ e−ik mζ , (7.3)
where the momentum (which for convenience we rescaled by the mass) lies on the unit
sphere, k := (k1, k2) ∈ S1 ⊂ R2, and χ is the fixed spinor χ = (1, 0) (note that the
matrix k·σ + 1 has rank one, and therefore we can choose χ arbitrarily, provided that
it does not lie in the kernel of this matrix). A general solution can be written as a
linear combination of these plane waves,
ψ(ζ) =
∫
S1
ψˆ(k) ek(ζ) dν(k) , (7.4)
where ν is the normalized Lebesgue measure on the sphere.
We want to introduce H as the solution space of the Dirac equation (7.2). However,
since the solutions (7.4) are in general not square integrable, we cannot use the L2-
scalar product. Instead, we make use of the fact that, in view of (7.4), the solution
space can be identified with the space of complex-valued functions on the unit sphere.
We can thus take the L2-scalar product on the sphere,
〈ψ|φ〉H =
∫
S1
ψˆ(k)φˆ(k) dν(k) . (7.5)
The estimate using the Ho¨lder inequality∣∣ψ(ζ)− ψ(ζ ′)∣∣ ≤ ∫
S1
∣∣ψˆ(k)∣∣ ∣∣ek(ζ)− ek(ζ ′)∣∣ dν(k)
≤ ‖ψˆ‖L1(S1,dν) sup
k∈S1
∣∣ek(ζ)− ek(ζ ′)∣∣ ≤ |ζ − ζ ′| sup
k∈S1
‖ψˆ‖L2(S1,dν)
(where |ψ| denotes the C2-norm of the spinor) shows that the functions in H are all
continuous. Hence we can introduce the local correlation operator at a point ζ again
by (2.7).
The local correlation operators can be described conveniently with the help of the so-
called evaluation map, as we now explain (see also [12, Section 4.1] or [18, Section 4]).
For any ζ ∈ R2, the evaluation map eζ is defined by
eζ : H→ Sζ , eζ ψ = ψ(ζ) . (7.6)
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We denote its adjoint by ιζ ,
ιζ := (eζ)
∗ : Sζ → H .
Combining the computation
〈ψ | ιζ(u)〉H = ≺eζ(ψ) |u≻ = ≺ψ(ζ) |u≻ (7.4)=
∫
S1
ψˆ(k)≺ek(ζ) |u≻ dν(k)
with (7.5), one sees that
ι̂ζ(u)(k) = ≺ek(ζ)|u≻ . (7.7)
It then follows by definition that the local correlation operators take the form
F (ζ) = −ιζ eζ . (7.8)
We also introduce the so-called kernel of the fermionic operator P (ζ ′, ζ) ∈ L(Y ) by
P (ζ ′, ζ) = −eζ′ ιζ . (7.9)
Lemma 7.1. The kernel of the fermionic operator (7.9) is given by
P (ζ ′, ζ) = −(Dζ′ + 1)
∫
S1
e−ikm(ζ
′−ζ) dν(k) (7.10)
= im(ζ ′ − ζ)·σ J1(m|ζ − ζ
′|)
|ζ − ζ ′| −mJ0
(
m|ζ − ζ ′|) . (7.11)
Proof. A short computation using (7.4) and (7.7) gives
P (ζ ′, ζ) = −
∫
S1
ek(ζ
′)⊗ ek(ζ)∗dν(k) =
∫
S1
(k ·σ + 1) e−ikm(ζ′−ζ) dν(k) ,
where in the last step we applied (7.3) and simplified the Pauli matrices according to
(k ·σ + 1)
(
1 0
0 0
)
(k ·σ + 1) = (k ·σ + 1) .
Rewriting the factors k as derivatives, we obtain (7.10). Setting r = |ζ−ζ ′| andK = |k|
and denoting the angle between k and ζ − ζ ′ by ϕ, we can compute the integral in
terms of Bessel functions∫
S1
e−ikm(ζ
′−ζ) dν(k) =
1
2π
∫ 2π
0
eiKmr cosϕ dϕ = J0(mr) .
Using this equation in (7.10), we can compute the derivative with the help of [35,
§10.6.3]. This gives (7.11). 
We remark that P can also be written as the distributional Fourier transform
P (ζ ′, ζ) = −
∫
R2
d2k
π
(k ·σ + 1) δ(k2 − 1) e−ikm(ζ−ζ′) .
In this form, it resembles closely the kernel of the so-called fermionic projector of the
vacuum in Minkowski space (see for example [14, Lemma 1.1] or [10, Section 5]). To
clarify the notions, we remark that the “fermionic projector” differs from the “fermionic
operator” in that it involves additional normalization conditions (for details see [20]).
Since we here disregard such normalization conditions, we prefer to use the term
“fermionic operator” throughout.
Having introduced the local correlation operators (see (2.7) or (7.8)), we can intro-
duce the universal measure by ρ = F∗µ, where dµ = d2ζ is the Lebesgue measure. We
thus obtain a Riemannian fermion system (H,F, ρ) of spin dimension two. Since for
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every ζ in R2, there are two functions ψ, φ ∈ H such that ψ(ζ) and φ(ζ) are linearly
independent, we conclude that the Riemannian fermion system is regular. In what
follows, we again identify ζ with the corresponding local correlation operator F (ζ).
Lemma 7.2. The above Riemannian fermion system (H,F, ρ) has the properties
ζ = −2πζ (7.12)
πζ ζ
′ ζ = −m2 (∣∣J1(m|ξ|)∣∣2 + ∣∣J0(m|ξ|)∣∣2) πζ , (7.13)
where we used the abbreviation ξ = ζ ′ − ζ.
Proof. Let us compute the two non-trivial eigenvalues of F (ζ). Using (7.3), we obtain
〈ψ|F (ζ)φ〉H = −
∫
S1
dν(k′) ψˆ(k′)
∫
S1
dν(k) φˆ(k) ei(k
′−k)mζ 〈(k′·σ+1)χ | (k·σ+1)χ〉C2 .
Comparing with (7.5) and simplifying the Pauli matrices by
〈(k′ ·σ + 1)χ | (k ·σ + 1)χ〉C2 = 2
(
1 + eiϕ(k
′,k)
)
,
where ϕ(k′, k) denotes the angle between k′ and k (measured from k′ in counter-
clockwise direction), we conclude that
F (ζ)ψ = −2
∫
S1
dν(k′)
∫
S1
dν(k) ψˆ(k) ei(k
′−k)mζ (1 + eiϕ(k′,k)) ek′ . (7.14)
In view of (7.4), this can be written in the shorter form
F (ζ) ek = −2
∫
S1
dν(k′) ek′ ei(k
′−k)mζ (1 + eiϕ(k′,k)) . (7.15)
Iterating this relation, we obtain
F (ζ)F (ζ) ek = 4
∫
S1
dν(k′′) ek′′ ei(k
′′−k)mζ
∫
S1
dν(k′)
(
1 + eiϕ(k
′′,k′)
)(
1 + eiϕ(k
′,k)
)
= 4
∫
S1
dν(k′′) ek′′ ei(k
′′−k)mζ (1 + eiϕ(k′′,k)) = −2F (ζ) ek ,
where in the last line we carried out the integral over k′ ∈ S1. We conclude that F (ζ)
has the eigenvalue −2 with multiplicity two. Identifying ζ with F (ζ), we thus ob-
tain (7.12).
In preparation for proving (7.13), we form the so-called closed chain by taking the
product of the kernel of the fermionic operator with its adjoint,
Aζζ′ := P (ζ, ζ
′)P (ζ ′, ζ) .
(for the motivation of the name “closed chain” we refer to [8, §3.5]). Using the explicit
formula (7.11), we obtain
Aζζ′ =
(
im ξ ·σ J1(m|ξ|)|ξ| +mJ0(m|ξ|)
)(
−im ξ ·σ J1(m|ξ|)|ξ| +mJ0(m|ξ|)
)
= m2
(∣∣J1(m|ξ|)∣∣2 + ∣∣J0(m|ξ|)∣∣2) . (7.16)
In particular, the closed chain is a multiple of the identity matrix. As a consequence,
πζ ζ
′ζ
(7.12)
= −1
2
ζ ζ ′ ζ
(7.8)
= −1
2
(ιζ eζ) (ιζ′ eζ′) (ιζ eζ)
(7.9)
= −1
2
ιζ P (ζ, ζ
′)P (ζ ′, ζ) eζ
= −m
2
2
(|J1|2 + |J0|2) ιζ eζ (7.8)= m2
2
(|J1|2 + |J0|2) ζ = −m2(|J1|2 + |J0|2) πζ .
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This concludes the proof. 
We remark that, combining (7.14) and (7.4), we can write F (ζ) as the integral operator
(F̂ (ζ)ψ)(k′) =
∫
S1
Fζ(k
′, k) ψˆ(k) dν(k) (7.17)
with the kernel
Fζ(k
′, k) = −2ei(k′−k)mζ (1 + eiϕ(k′,k)) .
This makes it possible to compute the trace of F (ζ) by
tr
(
F (ζ)
)
=
∫
S1
Fζ(k, k) dν(k) = −4 ,
in agreement with (7.12) and the fact that ζ has rank two.
The main conclusion from Lemma 7.2 is that the operators A chosen by (5.2), (5.3)
or (5.4) are all a multiple of the identity. This implies that by analyzing the operator ζ ′
in a neighborhood of ζ (for example using tangent cone measures corresponding to the
mapping (5.4)), it is impossible to distinguish a Clifford subspace at a point ζ. In more
technical terms, the non-degeneracy property of Definition 5.5 is necessarily violated.
A possible method to avoid this shortcoming is to use the decomposition into left- and
right-handed spinors. Before introducing this method in Section 7.3 below, we proceed
by adapting the present example to Lorentzian signature.
7.2. Two-Dimensional Minkowski Space. We now work out an example in two-
dimensional Minkowski space (a similar example in four-dimensional Minkowski space
is given in [12, Section 4]). We let (M,g) be two-dimensional Minkowski space. We
work in the coordinates ζ = (t, x) in which ds2 = dt2 − dx2. The Dirac operator can
be written as
D = iγ0∂t + iγ1∂x (7.18)
with the Dirac matrices given by
γ0 =
(
1 0
0 −1
)
, γ1 =
(
0 1
−1 0
)
.
The spinor space (Sζ ,≺., .≻ζ) at a point ζ can be identified with the inner product
space (Y ≃ C2,≺.|.≻), where the spin scalar product is defined by
≺ψ|φ≻ = 〈ψ|γ0φ〉C2 .
The Dirac matrices are obviously symmetric with respect to the spin scalar product.
We consider solutions of the Dirac equation
(D −m)ψ = 0 ,
wherem > 0 is a given mass parameter. Since the Dirac equation is a linear hyperbolic
equation, we know that the initial value problem is well-posed, and that there is a
finite speed of propagation. This implies that if a solution has compact support at
some time t0, it will also have compact support at any other time. On such spatially
compact solutions one can introduce the scalar product
(ψ|φ)t0 =
∫ ∞
−∞
≺ψ|γ0φ≻(t0, x) dx . (7.19)
The integrand of (ψ|ψ)t0 has the physical interpretation as the probability density of
a quantum mechanical particle to be at the position x. Due to current conservation,
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this scalar product is independent of the time t0. Therefore, we can simply denote it
by (.|.).
Similar as explained in Section 7.1 in the Euclidean setting, the Dirac equation can
again be solved by plane wave solutions, which we write as
ek(ζ) =
1√
|k0|
(k0γ0 − k1γ1 +m)χ e−ikζ , (7.20)
where the momentum lies on the mass shell
k20 − k21 = m2 , (7.21)
and χ is the fixed spinor χ = (1, i)/
√
2 (here kζ = k0ζ
0 − k1ζ1 is a Minkowski inner
product). A general solution can be written as an integral over the mass shell, which
is most conveniently written with a δ-distribution,
ψ(ζ) =
∫
R2
d2k
(2π)2
ψˆ(k) ek(ζ) δ
(
k20 − k21 −m2
)
, (7.22)
where ψˆ is a complex-valued function on the mass shell. If the function ψˆ satisfies
suitable regularity and decay conditions, the wave function ψ will decay at spatial
infinity, so that the scalar product (7.19) is finite. More specifically, the scalar product
can be expressed by an integral over the mass shell:
Lemma 7.3. For solutions in the Fourier representation (7.22), the scalar prod-
uct (7.19) becomes
(ψ|φ) = 1
(2π)3
∫
R2
d2k δ
(
k20 − k21 −m2
)
ψˆ(k) φˆ(q) . (7.23)
Proof. A direct computation gives
(ψ|φ) =
∫ ∞
−∞
dx e−i(q1−k1)x
∫
R2
d2k
(2π)2
δ
(
k20 − k21 −m2
) ∫
R2
d2q
(2π)2
δ
(
q20 − q21 −m2
)
× 1√|k0| |q0| ψˆ(k) φˆ(q)≺(k0γ0 − k1γ1 +m)χ | γ0 (q0γ0 + q1γ1 +m)χ≻
=
1
(2π)3
∫
R2
d2k δ
(
k20 − k21 −m2
) ∑
s=±1
1
2
√
m2 + k21
× 1|k0| ψˆ(k) φˆ(q)≺(k
0γ0 − k1γ1 +m)χ | γ0 (s k0γ0 − k1γ1 +m)χ≻ .
The Dirac matrices can be simplified by
(k0γ0 − k1γ1 +m) γ0 (s k0γ0 − k1γ1 +m)
= γ0(k0γ0 + k1γ1 +m)(s k0γ0 − k1γ1 +m)
= γ0
(
s k20 + k
2
1 +m
2 + (1 + s)mk0γ0 − (1 + s) γ0γ1 k0k1) .
In the case s = −1, this expression vanishes in view of (7.21). In the case s = 1, on
the other hand, we obtain
(k0γ0 − k1γ1 +m) γ0 (k0γ0 − k1γ1 +m)
= γ0
(
2k20 + 2mk
0γ0 − 2 γ0γ1 k0k1) = 2k0(k0γ0 − k1γ1 +m) . (7.24)
Next, the expectation values of the spinor χ are computed by
≺χ|γ0χ≻ = 〈χ|χ〉C2 = 1 , ≺χ|χ≻ = 0 = ≺χ|γ1χ≻ .
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Finally, we again use (7.21) to obtain the result. 
With (7.23) we rewrote the scalar product (7.19) coming from the probabilistic
interpretation of the Dirac equation in a way which is very similar to the scalar prod-
uct (7.5). The only difference is that instead of integrating over the circle, we now in-
tegrate over the hyperbolas of the mass shell. Since these hyperbolas are non-compact,
the estimate used after (7.5) to prove the continuity of the wave functions fails. This
makes it necessary to introduce an ultraviolet regularization, as we now explain. First,
we consider solutions of negative energy, obtained from (7.22) by integrating only over
the lower mass shell,
ψ(ζ) =
∫
R2
d2k
(2π)2
ψˆ(k) ek(ζ) δ
(
k20 − k21 −m2
)
Θ(−k0)
=
1
(2π)2
∫ ∞
−∞
dp
2
√
p2 +m2
ψˆ(k) ek(ζ)
∣∣∣
k=
(
−
√
p2+m2,p
) .
We denote the scalar product (7.19) on these wave functions by 〈.|.〉H. Taking the
completion, we obtain the Hilbert space (H, 〈.|.〉H). For a wave function ψ ∈ H, the
evaluation map (7.6) will in general be ill-defined, because ψ need not be continuous.
The simplest method to cure this problem is to insert a convergence-generating factor
into the Fourier integral. Thus for a given parameter ε > 0 we set
eεζ(ψ) =
∫
R2
d2k
(2π)2
e
εk0
2 ψˆ(k) ek(ζ) δ
(
k20 − k21 −m2
)
Θ(−k0) : Sζ → H . (7.25)
We define ιεζ as its adjoint,
ιεζ =
(
eεζ
)∗
: H→ Sζ .
Comparing the computation
〈ψ | ιεζ(u)〉H = ≺eεζ(ψ) |u≻ =
∫
R2
d2k
(2π)2
e
εk0
2 ψˆ(k)≺ek(ζ)|u≻ δ
(
k20 − k21 −m2
)
Θ(−k0)
with (7.23), we obtain
ι̂εζ(u)(k) = e
εk0
2 Θ(−k0)≺ek(ζ)|u≻ . (7.26)
Before going on, we remark that there are of course many other ways to introduce
an ultraviolet regularization. In generalization of the convergence-generating factor
in (7.25), one can work with so-called regularization operators as introduced in [18,
Section 4].
We next define the regularized local correlation operators in analogy to (7.8) by
F (ζ) = −ιεζ eεζ . (7.27)
Moreover, the kernel of the fermionic operator is introduced similar to (7.9) by
P (ζ ′, ζ) := −eεζ′ ιεζ . (7.28)
The next lemma represents P (ζ, ζ ′) as an integral over the lower mass shell, which is
Lorentz invariant except for the convergence-generating factor eεk
0
.
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Lemma 7.4. The kernel of the fermionic operator is given by
P (ζ ′, ζ) =
∫
R2
d2k
(2π)2
eεk
0
(k0γ0 − k1γ1 +m) δ(k20 − k21 −m2)Θ(−k0) e−ik(ζ′−ζ)
=
m
4π2
K0
(
− im
√
(t′ − t+ iε)2 − (x′ − x)2
)
+
m
4π2
K1
(
− im
√
(t′ − t+ iε)2 − (x′ − x)2
)
√
(t′ − t+ iε)2 − (x′ − x)2
(
t′ − t+ iε −x′ + x
x′ − x −t′ + t− iε
)
. (7.29)
Proof. Substituting (7.26) and (7.25) into (7.28), we obtain
P (ζ ′, ζ) = −
∫
R2
d2k
(2π)2
eεk
0
ek(ζ
′)⊗ ek(ζ)∗ δ
(
k20 − k21 −m2
)
Θ(−k0)
A short calculation shows that χ⊗ χ∗ = (γ0 − γ2)/2 with
γ2 := −
(
0 i
i 0
)
.
Hence can apply (7.24) together with
(k0γ0 − k1γ1 +m) γ2 (k0γ0 − k1γ1 +m)
= γ2(−k0γ0 + k1γ1 +m)(k0γ0 − k1γ1 +m) = γ2 (−k20 + k21 +m2) (7.21)= 0
to obtain
P (ζ ′, ζ) = −
∫
R2
d2k
(2π)2
eεk
0 k0
|k0| (k
0γ0 − k1γ1 +m) δ(k20 − k21 −m2)Θ(−k0) e−ik(ζ′−ζ) .
This gives the Fourier integral in the statement of the lemma. It can be computed by
P (ζ ′, ζ) = (i/∂ζ′ +m)
∫
R2
d2k
(2π)2
eεk
0
δ
(
k20 − k21 −m2
)
Θ(−k0) e−ik(ζ′−ζ)
= (i/∂ζ′ +m)
∫ −m
−∞
dω
(2π)2
eεω
|k1| e
−iω(t′−t) cos(k1 (x′ − x))
∣∣∣
k1=
√
ω2−m2
=
1
4π2
(i/∂ζ′ +m)K0
(
− im
√
(t′ − t+ iε)2 − (x′ − x)2
)
,
where K0 is the modified Bessel function (see [35, §10.25]). Using the formulas for
derivatives of Bessel functions (see [35, §10.29(ii)]), we obtain (7.29). 
Having introduced the local correlation operators by (7.27), we can introduce the
universal measure again by ρ = F∗(dt dx) to obtain a causal fermion system (H,F, ρ) of
spin dimension one. In what follows, we again identify the space-time point ζ with the
corresponding local correlation operator F (ζ) ∈ F. For the detailed computations, it is
convenient to choose pseudo-orthonormal bases (fα(ζ))α=1,2 of the spin spaces Sζ . To
this end, we first need to calculate the nontrivial eigenvalues of F (ζ). Comparing (7.27)
and (7.28), these eigenvalues are the same as those of the matrix P (ζ, ζ). Applying
Lemma 7.4 and using the symmetry under the transformation k1 → −k1, we obtain
P (ζ, ζ) =
∫
R2
d2k
(2π)2
eεk
0
(k0γ0 +m) δ
(
k20 − k21 −m2
)
Θ(−k0)
=
∫ −m
−∞
dk0
(2π)2
eεk
0 k0γ0 +m
2
√
k20 −m2
.
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This matrix has the eigenvalues
ν1/2 :=
∫ −m
−∞
dk0
(2π)2
eεk
0 ±k0 +m
2
√
k20 −m2
,
and the corresponding eigenvectors e1 = (1, 0) and e2 = (0, 1) are the canonical pseudo-
orthonormal basis of Y (note that ν1 < 0 and ν2 > 0). A straightforward computation
using again (7.27) and (7.28) shows that corresponding eigenvectors of F (ζ) are given
by
fα(ζ) :=
1
να
ιζ eα , α = 1, 2 . (7.30)
Moreover, the computation
≺fα|fβ≻x = −〈fα|F ε(p) fβ〉H = −νβ 〈fα|fβ〉H
= − 1
να
〈ιxeα|ιεxeβ〉H = −
1
να
≺eα|eεx ιεxeβ≻
(7.28)
= =
1
να
≺eα|P (ζ, ζ) eβ≻ =
νβ
να
≺eα|eβ≻ = sα δαβ
(with s1/2 = ±1) shows that (fα(ζ)) is indeed a pseudo-orthonormal basis of (Sζ ,≺.|.≻ζ).
Lemma 7.5. In the pseudo-orthonormal spinor bases f1/2(ζ), we have
ζ =
(
ν1 0
0 ν2
)
, πζ =
(
1 0
0 1
)
, sζ =
(
1 0
0 −1
)
(7.31)
πζ′ ζ = P (ζ
′, ζ) as defined by (7.28) and given by (7.29) (7.32)
πζ ζ
′ ζ = P (ζ, ζ ′)P (ζ ′, ζ) (7.33)
πζ sζ′ ζ = −P (ζ, ζ ′)
(|ν1|−1 0
0 |ν2|−1
)
P (ζ ′, ζ) (7.34)
πζ πζ′ ζ = P (ζ, ζ
′)
(
ν−11 0
0 ν−12
)
P (ζ ′, ζ). (7.35)
Proof. The equations (7.31) are obvious from the fact that the (fα(ζ))α=1,2 are eigen-
vectors of ζ. In order to derive the other formulas, we first note that the matrix
representation of a general operator B : Sζ → S′ζ is computed by
Bαβ = sα ≺fα(ζ ′) |Bfβ(ζ)≻ζ′ = −sα 〈fα(ζ ′) |F (ζ ′)Bfβ(ζ)〉H .
In particular,
(πζ′ ζ)
α
β = −sα 〈fα(ζ ′) |F (ζ ′)πζ′ ζ fβ(ζ)〉H
= −sα 〈fα(ζ ′) |F (ζ ′) ζ fβ(ζ)〉H = −sανανβ 〈fα(ζ ′) | fβ(ζ)〉H
= −sα 〈ιζ′eα | ιζeβ〉H = −sα ≺eα | (ιζ′)∗ιζ eβ≻ (7.28)= sα ≺eα|P (ζ ′, ζ) eβ≻ ,
proving (7.32). The relation (7.33) follows immediately from (7.32).
Next, comparing the matrices in (7.31) and using that they are all diagonal, we
obtain
(πζ sζ′)
α
β = (πζ ζ
′)αβ
(
− 1|νβ|
)
= −P (ζ, ζ ′)αβ
1
|νβ| .
Multiplying by (7.32) gives (7.34). The identity (7.35) is obtained similarly. 
SPINORS ON SINGULAR SPACES 41
We remark that the relation (7.32) can also be used to define the kernel of the fermionic
operator on general topological fermion systems by P (x, y) = πxy : Sy → Sx. This is
indeed the procedure in [14, 12] (cf. [14, eq. (1.15)] and [12, eq. (2.7)]). In order to
present a somewhat different point of view, we here preferred to define the kernel of the
fermionic operator by (7.28), which is also more convenient for doing computations.
7.3. The Euclidean Plane with Chiral Asymmetry. We now return to the Eu-
clidean plane as considered in Section 7.1. We modify this example as follows. On Y
we introduce the linear operator Γ = σ3. This operator anti-commutes with the Dirac
operator (7.1),
DΓ = −ΓD .
The eigenspaces of Γ give a Z2-grading of Sx. In analogy to the splitting into right-
and left-handed components in four space-time dimensions, we we refer to this grading
as the chiral grading. Next, we modify the evaluation map by inserting the operator Γ,
eζ : H→ Sζ , eζ ψ = (1 + τΓ)ψ(ζ) , (7.36)
where τ is a real parameter. We again denote the adjoint of the evaluation map by ιζ
and introduce the local correlation operators and the kernel of the fermionic operator
by (7.8) and (7.9). In order to obtain an explicit formula for P (ζ ′, ζ), we simply
multiply (7.11) from the left and right by (1 + τΓ),
P (ζ ′, ζ)
= −(1 + τΓ)
(
im(ζ − ζ ′)·σ J1(m|ζ − ζ
′|)
|ζ − ζ ′| +mJ0
(
m|ζ − ζ ′|)) (1 + τΓ) . (7.37)
Having introduced the local correlation operators (see (2.7) or (7.8)), we can intro-
duce the universal measure by ρ = F∗µ, where dµ = d2ζ is the Lebesgue measure. We
thus obtain a Riemannian fermion system (H,F, ρ) of spin dimension two. For the de-
tailed computations, it is convenient to work with an orthonormal basis (fα(ζ))α=1,2 of
the spin spaces Sζ . We again follow the procedure explained before (7.30). Expanding
the Bessel functions in (7.37) around zero, one readily finds that the matrix P (ζ, ζ)
has the eigenvectors e1 and e2 with corresponding eigenvalues
ν1 = −m (1 + τ2)2 and ν2 = −m (1− τ2)2 .
As a consequence, the vectors f1/2(ζ) defined in analogy to (7.30) by
fα(ζ) :=
1
να
ιζ eα , α = 1, 2 , (7.38)
form an orthonormal basis of Sζ .
Lemma 7.6. In the orthonormal spinor bases f1/2(ζ), we have
ζ =
(
ν1 0
0 ν2
)
, πζ = sζ =
(
1 0
0 1
)
(7.39)
πζ′ζ = P (ζ
′, ζ) as defined by (7.28) and given by (7.37) (7.40)
πζ ζ
′ ζ = P (ζ, ζ ′)P (ζ ′, ζ) (7.41)
πζ sζ′ ζ = πζ πζ′ ζ = −P (ζ, ζ ′)
(|ν1|−1 0
0 |ν2|−1
)
P (ζ ′, ζ). (7.42)
Proof. Follows exactly as in the proof of Lemma 7.5. 
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We finally explain the notion “chiral asymmetry.” As one sees best in (7.37), the
matrix (1 + τΓ) inserted in (7.36) multiplies the left- and right-handed components
of the fermionic operator by certain prefactors. In the case τ 6= 0, these prefactors
are different for the left- and right-handed components. Thus the chiral symmetry is
broken. Such a chiral asymmetry is present in a more realistic physical situation in
the neutrino sector of the fermionic projector in Minkowski space (for details see [11,
Sector 2]).
7.4. The Spin Structure of the Euclidean Plane with Chiral Asymmetry.
We shall now explore the constructions of Section 5 in the example of the Euclidean
plane with chiral asymmetry. This is a preparation for a similar analysis for the
two-dimensional Minkowski space, which is a bit more subtle and will be given in
Section 7.5 below. Our first step is to construct the tangent cone measure, following
the general construction described in Section 5.1. In preparation, we need to specify the
functional A in (5.1). In all the following computations, we work in the basis (f1/2(ζ))
of the spin spaces introduced in (7.38). Combining the result of Lemma 7.6 with the
explicit form for the kernel of the fermionic operator (7.37), we obtain
πζ sζ′ ζ = −m
(
J0(m|ξ|)2 + J1(m|ξ|)2
)((1 + τ2)2 0
0 (1− τ2)2
)
(7.43)
πζ ζ
′ ζ = (1 + τΓ)
(
im ξ ·σ J1(m|ξ|)|ξ| +mJ0(m|ξ|)
)
(1 + τΓ)2
×
(
− im ξ ·σ J1(m|ξ|)|ξ| +mJ0(m|ξ|)
)
(1 + τΓ)
= a(ξ) 1 + b(ξ) Γ + c(ξ) i ξ ·σ Γ , (7.44)
where we again set ξ = ζ ′ − ζ and
a(ξ) = m2
(
(1 + 6τ2 + τ4)J0(m|ξ|)2 − (1− τ2)2 J1(m|ξ|)2
)
b(ξ) = 4m2 τ2(1 + τ2)J0(m|ξ|)2
c(ξ) = −4m2 τ(1− τ2) J0(m|ξ|)J1(m|ξ|)|ξ| .
Note that (7.43) is a multiple of the matrices 1 and Γ, whereas (7.44) involves in ad-
dition the Clifford multiplication by the vector ξ. For the construction of the tangent
cone measure, the contribution involving the Clifford multiplication is crucial. There-
fore, (7.43) is of no use, leading us to dismiss (5.3) and (5.4). The functional (5.2), on
the other hand, looks promising in view of (7.44). The function a, b and c all are all
smooth and non-zero at the origin. Namely,
a = m2
(
1 + 6τ2 + τ4
)
+ O
(|ξ|2)
b = 4m2τ
(
1 + τ2
)
+ O
(|ξ|2)
c = −2m3τ(1− τ2)+ O(|ξ|2) .
In view of the additional factor ξ in the last summand in (7.44), this means that
at ξ = 0, the contributions proportional to 1 and Γ dominate. It is preferable to
remove these contributions, because we want to focus on the Clifford multiplication
part. Clearly, on a Riemannian fermion system, where sζ = πζ , the decomposition (5.5)
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into block diagonal and off-diagonal parts cannot be used. But we can subtract off the
contribution for ξ = 0 according to (5.2). We thus obtain
A(ζ ′) = πζ (ζ ′ − ζ) ζ = c0 i ξ ·σ Γ + O
(|ζ|2) (7.45)
with c0 = 2m
3τ
(
1 − τ2). Restricting attention to the case τ 6= 1, the coefficient c0 is
non-zero.
The resulting tangent cone measure of Lemma 5.2 is most conveniently described
as follows. We consider the embedding of S1 into Symm(Sζ)
f : S1 → Symm(Sζ) , eiϕ 7→ σ1 cosϕ+ σ2 sinϕ .
Moreover, we let µS1 be the normalized Lebesgue measure on S
1. Then
µcon = f∗µS1 (7.46)
(meaning that µcon(Ω) = µS1(f
−1(Ω)) for any conical set Ω ∈Mcon).
We next analyze the functional L(U) introduced in (5.12). First, the two-dimensional
Clifford subspaces K(2,0)ζ are the two-dimensional subspaces of the space spanned by
the three Pauli matrices. Describing them by a unit vector normal to this subspace,
we have
K(2,0)ζ = {K(ν) | ν ∈ S2 ⊂ R3} where K(ν) := {~x·~σ with ~x ∈ R3, ~x ⊥ ~ν} .
Since K(ν) = K(−ν), one sees that K(2,0)ζ is homeomorphic to the real projective
plane P2(R). Now, using (7.46),
L
(
K(ν)
)
=
1
2π
∫ 2π
0
TrSymm(Sx)
(
πK(ν) π<σ1 cosϕ+σ2 sinϕ>
)
dϕ
=
1
π
∫ 2π
0
(
1− ν21 cos2 ϕ− ν22 sin2 ϕ
)
dϕ =
1
2π
∫ 2π
0
(
2− ν21 − ν22
)
dϕ .
Obviously, this functional is maximal if ν1 = ν2 = 0. As a consequence, there is the
unique maximizer
K = {xσ1 + yσ2 with x, y ∈ R} .
Varying ζ, we obtain a tangential Clifford section,
Cℓζ = K = {xσ1 + yσ2 with x, y ∈ R} . (7.47)
We conclude that the tangent cone measure µcon is non-degenerate (see Definition 5.5).
It remains to construct a spin structure. Linearizing (7.45), the mapping dA defined
by (5.16) is readily computed by
dA(u) = c0 i u·σ Γ : TζM ≃ R2 → Symm(Sζ) . (7.48)
Comparing with (7.47), one sees that the image of dA lies in Cℓζ . Hence
γζ = πCℓζ ◦ dA = dA , (7.49)
where in the last step we used that (as is obvious from (7.48) and (7.47)). In this way,
the spin structure gives back the usual Clifford multiplication.
We conclude that for the Euclidean plane with chiral asymmetry, the constructions
in Section 5 yield a unique tangential Clifford section and a unique spin structure,
giving the usual Clifford multiplication. Apart from providing a consistency check,
this result is important because it shows that the constructions in Section 5 also apply
to spaces which are sufficiently small perturbations of the Euclidean plane, even if these
perturbations destroy the structure of a two-dimensional spin manifold. More precisely,
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suppose that we perturb the universal measure of the Euclidean plane. Then the
resulting topological fermion system will in general no longer have a smooth manifold
structure. Nevertheless, provided that the perturbation is so small that the tangent
cone measure remains regular in the sense of Definition 5.5, we still have a tangential
Clifford section CℓM , giving rise to a well-defined notion of Clifford multiplication. If
the resulting quantum space still has the structure of a two-dimensional differentiable
manifold, we can again use (7.49) to obtain a canonical spin structure. In this way,
many of our notions and constructions can be carried over to non-smooth or singular
spaces.
7.5. The Spin Structure of Two-Dimensional Minkowski Space. We now re-
turn to the example of two-dimensional Minkowski space introduced in Section 7.2.
Our first step is the analysis of the tangent cone measures. In preparation, we need
to choose the function A in (5.1). In all the following computations, we again work
in the basis (f1/2(ζ)) of the spin spaces introduced in (7.30). For clarity, we write the
result of Lemma 7.4 symbolically as
P (ζ, ζ ′) =
(
(iξ0 + ε) γ0 − iξ1γ1)α(ξ) + β(ξ)
P (ζ ′, ζ) =
(
(−iξ0 + ε) γ0 + iξ1γ1)α(−ξ) + β(−ξ) , (7.50)
where we again set ξ = ζ ′ − ζ and
α(ξ) =
im
4π2
K1
(
− im
√
(−ξ0 + iε)2 − (ξ1)2
)
√
(−ξ0 + iε)2 − (ξ1)2
β(ξ) =
m
4π2
K0
(
− im
√
(−ξ0 + iε)2 − (ξ1)2
)
.
(7.51)
The symmetry of the kernel of the fermionic operator yields
P (ζ ′, ζ) = P (ζ, ζ ′)∗ =
(
(−iξ0 + ε) γ0 + iξ1γ1)α(ξ) + β(ξ) ,
implying that
α(ξ) = α(−ξ) and β(ξ) = β(−ξ) . (7.52)
These relations can also be verified directly by taking the complex conjugates of the
above Bessel functions (and choosing the correct branch of the square root).
The composite expressions in (7.33)–(7.35) all all of the form that a diagonal matrix
is multiplied from the left by P (ζ, ζ ′) and from the right by P (ζ ′, ζ). In order to see the
general structure, we now compute and expand such expressions in the case that the
diagonal matrix is the identity matrix or the matrix γ0. The corresponding expressions
in (7.33)–(7.35) are then readily obtained by taking suitable linear combinations. A
straightforward computation yields
P (ζ, ζ ′)P (ζ ′, ζ) =
(
(β(0) + εα(0))2 2iε ξ1 α(0)2
2iε ξ1 α(0)2 (β(0) − εα(0))2
)
+ o(ξ) (7.53)
P (ζ, ζ ′) γ0 P (ζ ′, ζ) =
(
(β(0) + εα(0))2 2i ξ1 α(0)β(0)
2i ξ1 α(0)β(0) −(β(0) − εα(0))2
)
+ o(ξ) (7.54)
(note that α(0) and β(0) are real by (7.52)). The off-diagonal matrix elements both
have the desired dependence on ξ1. In (7.53) this dependence drops out in the limit εց
0. Thus in order for our construction to be independent of the regularization, it is
preferable to work with (7.54), which corresponds to choosing A according to (5.4).
If one does not care about the dependence on ε (which is allowed as long as one does
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not intend taking the limit ε ց 0), one can just as well choose A according to (5.2)
or (5.3).
The resulting tangent cone measure of Lemma 5.2 is most conveniently described
as follows. We introduce the map
f : {±1} → Symm(Sζ) , f(±1) = ±γ2 ,
where the Dirac matrix γ2 is defined by
γ2 := iγ1γ0 = −
(
0 i
i 0
)
.
Moreover, we let µ be the normalized counting measure on {±1}. Then
µcon = f∗µ . (7.55)
If one prefers the notation with Dirac measures, one can also write
µcon(B) =
1
2
(
δγ2(B) + δ−γ2(B)
)
,
to be evaluated for conical sets.
We next analyze the variational principle (5.14) and (5.15). Fist of all, the sym-
metric operators which anti-commute with sζ as well as the Clifford extensions can be
parametrized by an angle ϕ,
A(sζ) =
{
γ1 cosϕ+ γ2 sinϕ with ϕ ∈ R}
Ksζ ,1ζ =
{
K(ϕ) | ϕ ∈ R
}
where
K(ϕ) := {tγ0 + x(γ1 cosϕ+ γ2 sinϕ) with t, x ∈ R} .
Using (7.55), the functional (5.14) becomes
L(U) =
1
2
∑
±
TrSymm(Sx)(πU π〈±γ2〉) = TrSymm(Sx)(πU π〈γ2〉) ,
and thus
L
(
K(ϕ)
)
= sin2 ϕ .
Maximizing L, we obtain the unique Clifford extension
K = {tγ0 + xγ2 with t, x ∈ R} .
We conclude that the tangent cone measure µcon is non-degenerate (see Definition 5.7).
Linearizing (7.53) and (7.54), the mapping dA defined by (5.16) is readily computed
by
dA(u) = c1 u1γ2 : TζM ≃ R2 → Symm(Sζ) (7.56)
with a non-zero constant c1. Again, the image of dA lies in K. However, dA is
not bijective. In the case that A is chosen according to (5.3), this is precisely the
observation made after the proof of Lemma 5.8. More generally, the shortcoming is
that the functionals A considered so far do not distinguish a time direction.
In [12, Section 3.5] a time direction was distinguished in spin dimension two by
working in suitable “synchronized” bases of the spin spaces. Here we give a somewhat
different construction which does not involve a choice of bases. In preparation, we work
out the general structure of the formulas (7.50) and of resulting composite expressions.
Since we are interested in the local behavior near ξ = 0, it is preferable to expand (7.50)
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and (7.51) in a Taylor series in ξ0. Noting that the functions in (7.51) are even in ξ1,
we have
P (ζ, ζ ′) =
∞∑
p=0
(
iξ0γ0 v0p + iξ
1γ1 v1p + sp
)
(iξ0)p
P (ζ ′, ζ) =
∞∑
p=0
(
− iξ0γ0 v0p − iξ1γ1 v1p + sp
)
(−iξ0)p ,
(7.57)
where the coefficient functions v0p, v
1
p and sp depend only on (ξ
1)2. The relations (7.52)
immediately yield that the functions v0p, v
1
p and sp are real-valued. Hence
P (ζ, ζ ′)P (ζ ′, ζ) =
∞∑
p,p′=0
(iξ0)p (−iξ0)p′
(
(ξ0)2 v0p v
0
p′ − (ξ1)2 v1p v1p′ + sp sp′
+ ξ0ξ1 γ0γ1
(
v0p v
1
p′ − v1p v0p′
)
+ iξ0γ0
(
v0psp′ − spv0p′
)
+ iξ1γ1
(
v1psp′ − spv1p′
))
.
(7.58)
We now analyze the symmetry if p and p′ are exchanged. Under this replacement,
the factor (iξ0)p (−iξ0)p′ changes sign if p + p′ is odd, whereas it does not change
sign if p + p′ is even. As a consequence, the terms in the first line vanish if p + p′ is
odd, whereas the second line vanishes if p + p′ is even. Thus one sees that the closed
chain P (ζ, ζ ′)P (ζ ′, ζ) remains unchanged under the replacements
ξ → −ξ and γ1 → −γ1 . (7.59)
Thus the closed chain does not distinguish a time direction. Similarly,
P (ζ, ζ ′) γ0 P (ζ ′, ζ) =
∞∑
p,p′=0
(iξ0)p (−iξ0)p′ γ0
(
(ξ0)2 v0p v
0
p′ + (ξ
1)2 v1p v
1
p′ + sp sp′
+ ξ0ξ1 γ0γ1
(
v0p v
1
p′ + v
1
p v
0
p′
)
+ iξ0γ0
(
v0psp′ − spv0p′
)− iξ1γ1(v1psp′ + spv1p′)) .
(7.60)
Again considering the symmetry when exchanging p with p′, we conclude that the
composite expression P (ζ, ζ ′) γ0 P (ζ ′, ζ) remains unchanged again under the replace-
ments (7.59). Thus again, no time direction is distinguished.
Another method for understanding this shortcoming is to take the trace of composite
expressions and use the invariance under cyclic commutations. For example,
Tr
(
P (ζ, ζ ′)P (ζ ′, ζ)
)
= Tr
(
P (ζ ′, ζ)P (ζ, ζ ′)
)
,
showing that the scalar component of the closed chain is invariant under the replace-
ment ξ → −ξ. By inserting additional matrices into the trace, one can verify the
symmetries of all the contributions in (7.58) and (7.60). Moreover, the following con-
sideration shows that it is impossible to distinguish a time direction if ζ1 = 0: Consider
the trace of a composite expression of the form
Tr
(
M0 P (ζ, ζ
′)M1 P (ζ ′, ζ)M2 · · · M2k P (ζ, ζ ′)M2k+1 P (ζ ′, ζ)
)
, (7.61)
where the factors Mℓ are linear combinations of 1 and γ
0 (note that in view of (7.31),
these are the only matrices which we can form locally at the point ζ or ζ ′). Assuming
that ζ1 = 0, the matrices P (ζ, ζ ′) and P (ζ ′, ζ) are also multiples of 1 and γ0 (see
for example (7.57)). As a consequence, all the matrices in (7.61) commute with each
other. Thus we can reorder the matrices to obtain (7.61) with the arguments ζ and ζ ′
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exchanged. Hence (7.61) is symmetric under the replacement ζ → −ζ, proving that
no time direction is distinguished.
We now give a method for distinguishing a time direction. We first note that taking
the commutator of P(ζ, ζ ′) with γ0, only the component involving v1• remains, i.e. in
view of (7.57) [
γ0, P (ζ, ζ ′)
]
= 2
∞∑
p=0
iξ1γ0γ1 v1p (iξ
0)p .
We now take the trace of a product which involves two such commutators,
B(ζ, ζ ′) := Tr
([
P (ζ, ζ ′), γ0
]
P (ζ ′, ζ)
[
P (ζ, ζ ′), γ0
]
P (ζ ′, ζ)
)
.
Then of both factors P (ζ, ζ ′) only the component v1• enters, whereas the factors P (ζ ′, ζ)
also contribute via the components v0• and s•. In this way, the symmetry ζ ↔ ζ ′ is
broken. In particular, we may anti-symmetrize to obtain a real-valued functional which
is anti-symmetric under the replacement ξ → −ξ,
E(ζ, ζ ′) := 1
2i
(B(ζ, ζ ′)− B(ζ ′, ζ)) . (7.62)
A straightforward computation shows that
E(ζ, ζ ′) = 16 ξ0 (ξ1)2
(
iα(0)β(0)
[
β(0)
∂α(0)
∂ξ0
−α(0) ∂β(0)
∂ξ0
]
−εα(0)4
)
+O
(‖ξ‖4) (7.63)
(where α and β are again the functions (7.51), and ‖ξ‖2 := |ξ0|2 + |ξ1|2). A direct
computation shows that the coefficient in the round brackets in (7.63) is indeed non-
zero.
Using the notation in Lemma 7.5, we can write the functional E(ζ, ζ ′) in a simpler
form.
Lemma 7.7. The functional E(ζ, ζ ′) as defined by (7.62) is given by
E(ζ, ζ ′) = icTr (ζ πζ′ πζ ζ ′ − ζ ζ ′ πζ πζ′) , (7.64)
where c is the positive constant
c =
4 ν21ν
2
2
(ν2 − ν1)2 .
Proof. Writing out the commutators and cyclically commuting the factors inside the
trace, we obtain
E(ζ, ζ ′) = iTr
(
P (ζ, ζ ′)P (ζ ′, ζ)
[
P (ζ, ζ ′) γ0 P (ζ ′, ζ) γ0 − γ0 P (ζ, ζ ′) γ0 P (ζ ′, ζ)
])
.
Using (7.32), this simplifies to
E(ζ, ζ ′) = iTr
(
ζ ′ ζ
(
ζ ′ sζ′ ζ sζ − sζ ζ ′ sζ′ ζ
))
. (7.65)
According to (7.31), we can write the matrix product ζsζ as a linear combination of ζ
and πζ ,
ζ sζ =
ν1 + ν2
ν1 − ν2 ζ −
2ν1ν2
ν1 − ν2 πζ .
Substituting this formula into (7.65), multiplying out and cyclically commuting the
factors inside the trace, we obtain the result. 
48 F. FINSTER AND N. KAMRAN
The trace in (7.64) is obviously anti-symmetric under permutations of ζ and ζ ′. It
seems that this trace can be used on general causal fermion systems to distinguish the
future from the past. Indeed, when evaluating this trace in spin dimension two, one
gets (up to irrelevant prefactors) the same expression which was used in [12, Section 3.5]
to distinguish a time direction.
In order to complete the construction of the spin structure, we need to modify (5.4)
by adding a term which gives a linear time dependence. According to (7.63), the
function E has this desired linear dependence on ξ0, but unfortunately it vanishes
to second order in the spatial coordinate ξ1. The last problem can be handled by
integrating over a small ball Bδ(ζ
′) (where we again work with the metric in F ⊂ L(H)
induced by the sup-norm). Thus for for given δ > 0 we choose the functional (5.1) as
A(ζ ′) = πζ πζ′ ζ + sζ
∫
Bδ(ζ′)
E(ζ, θ) dρ(θ) + c ,
where the constant c is chosen such that A(ζ) = 0 (we remark that, just as explained
after (7.54), we could also have modified (5.2) or (5.3) instead of (5.4)). Then the
derivative of A becomes in modification of (7.56)
dA(u) = c1 u1γ2 + c0 u0γ0 : TζM ≃ R2 → Symm(Sζ) (7.66)
with a non-zero constant c0 which depends on the coefficient in (7.63) and on δ.
Now dA is injective, and its image lies in Cℓζ . Hence the composition
γζ = πCℓζ ◦ dA = dA (7.67)
gives the desired spin structure.
We finally point out that the Clifford multiplication induced by the spin struc-
ture (7.67) differs from the expected Clifford multiplication by the fact that in (7.66)
the component u1 is multiplied by γ2 instead of γ1. This difference is of no relevance
as long as topological questions are considered. However, it shows that the Clifford
multiplication induced by (7.67) does not have a geometric meaning, exactly as ex-
plained at the end of Section 5.3 after (5.24). The significance of the constructions lies
in the fact that they are robust to general perturbations. Thus we obtain a canonical
spin structure for small perturbations of the two-dimensional Minkowski space, even
if the manifold structure ceases to exist.
8. Spinors on Singular Spaces
We now turn attention to examples on curved space or in curved space-time. For
the computation of the Dirac operator we shall always use the following convenient
method, which makes it unnecessary to compute all the spin coefficients. Instead, the
zero order term in the Dirac operator is computed similar to a “covariant divergence.”
Suppose that the metric of our manifold (Mˆk, g) has signature (r, s), and that the
spin scalar product on the corresponding spinor bundle has signature (q, p). Our
starting point are symmetric matrices (σi)i=1,...,k on C
q,p which satisfy the canonical
anti-commutation relations in the corresponding Euclidean or Minkowski space,
{σi, σj} = 2si δij , with s1, . . . , sr = 1, sr+1, . . . , sk = −1 . (8.1)
A typical choice are the Pauli matrices or the usual Dirac matrices.
Proposition 8.1. Let (Mˆk, g) be a spin manifold with a metric of signature (r, s)
with r ≤ 1 and s ≤ 3. Let D be the Dirac operator acting on smooth sections Γ(Mˆ , SMˆ)
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of the corresponding spinor bundle (for an arbitrarily chosen spin structure). Assume
that there is a local chart (xi, U) in which the metric is diagonal, i.e.
ds2 = f1 dx
2
1 + · · · + fr dx2r − fr+1 dx2r+1 − · · · − fk dx2k
(where the coefficient functions fi ∈ C∞(U,R+) may depend on all k variables). Then
around every point in U there is a local trivialization of the spinor bundle by pseudo-
orthonormal bases (eα)α=1,...,p+q such that in this local chart and trivialization, the
Dirac operator takes the form
D = iGj ∂
∂xj
+B , (8.2)
where
Gj(x) = fj(x)
− 1
2 σj (8.3)
B(x) =
i
2
√
|det g| ∂j
(√
|det g|Gj
)
. (8.4)
More generally, if in a chart and local trivialization of the spinor bundle by pseudo-
orthonormal bases (eα)α=1,...,p+q the matrices G
j are of the form
Gj(x) = fj(x)
− 1
2 Ojk(x)σ
k with O(x) ∈ SO(r, s) , (8.5)
then the Dirac operator is again of the form (8.2) with B according to (8.4).
Proof. By taking the Cartesian product with a Euclidean or Minkowski space, we
obtain a Lorentzian manifold of signature (1, 3). Moreover, the spinor bundle of Mˆ
can be recovered as a sub-bundle of the spinor bundle on the Lorentzian manifold (in
particular, the spinors of Mˆ may be recovered as the left- or right-handed component
of the four-component Dirac spinors). Then we can use the formalism developed in [7]
(see also [8, §1.5]). With (8.3) we have satisfied the anti-commutation relations
{Gj , Gk} = 2 gjk 1 .
Moreover, the choice (8.3) ensures that the pseudoscalar matrix is constant, and that
all derivatives of the Gj are in the span of σ1, . . . , σk. Then the zero order term of the
Dirac operator can be written as (see [7, eqs (41), (42) and (51)])
B = GjEj with Ej = − i
16
Tr
(
Gm (∂jG
n + ΓnjlG
l)
)
GmGn ,
where Γnjl are the Christoffel symbols of the Levi-Civita connection (and the partial
derivatives simply act on each component). Hence
B = − i
16
Tr
(
Gm (∇jGn)
)
GjGmGn , (8.6)
where ∇jGn ≡ ∂jGn − ΓkjnGk is the covariant derivative acting on the components
of the spinorial matrix. Using the algebra of the Dirac matrices, one finds that (8.6)
has a vectorial component (obtained by using the anti-commutation relations), and
an axial component which is totally antisymmetric in the indices j, m, and n. This
totally antisymmetric term vanishes for the following reasons: First, since the Levi-
Civita connection is torsion-free, we may replace the covariant derivative by a partial
derivative. Second, it follows from (8.3) that the matrix ∂jGn is a multiple of Gn,
implying that the trace Tr(Gm(∂jGn)) is symmetric in the indices m and n.
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It remains to compute the vectorial component of (8.6). A short computation yields
B =
i
2
∇jGj ,
and the usual formula for the covariant divergence of a vector field gives the result. 
This proposition also gives a method for constructing the Dirac operator on a man-
ifold. To this end, one takes (8.2) as the definition of the Dirac operator in a local
chart and trivialization. Identifying these so-defined Dirac operators in different charts
by suitable transformations of the coordinates and spinor frames, one obtains a glob-
ally defined Dirac operator. In all the following examples, it will be straightforward
to match the Dirac operators in the different charts. However, we point out that in
general, this is a non-trivial task, which amounts to verifying that the manifold is spin
and to choosing a specific spin structure. In order to keep the following examples as
simple as possible, we do not discuss the freedom in choosing different spin structures.
8.1. Singularities of the Conformal Factor. We first discuss curvature singulari-
ties which can be removed by a conformal transformation of the metric. To this end,
we assume that g is a smooth metric, and that
g˜ = λ2 g
with a smooth positive function λ. We denote the corresponding spinor bundles and
Dirac operators by SMˆ , SM˜ and D, D˜. According to [29, 27] there is a fibrewise
isometry ψ 7→ ιψ of the spinor bundles such that
D˜(ιψ) = λ− k+12 ι
(
D(λ k−12 ψ)
)
(where k again denotes the dimension of Mˆ). For ease of notation we usually omit the
identification map ι and simply write
D˜ψ = λ− k+12 D(λ k−12 ψ) .
In particular, solutions of the massless Dirac equation transform conformally,
Dψ = 0 =⇒ D˜ψ˜ = 0 with ψ˜ = λ− k−12 ψ .
For the massive Dirac equation (D −m)ψ = 0, the situation is no longer so simple,
because the mass parameter brings in a length scale and thus destroys the confor-
mal invariance. Nevertheless, if we consider singularities of the conformal factor λ
where λ ց 0, then typically the mass parameter does not affect the behavior of the
spinor near the singularity. Hence we expect that the rescaled spinor
λ
k−1
2 ψ˜ (8.7)
has a well-defined limit even if λ ց 0. Since the topological spinor bundle is defined
purely in terms of wave functions, this will imply that the topological spinor bundle
has a well-defined regular limit even if the metric and curvature become singular.
Clearly, such singularities of the conformal factor can be treated just as well by
a conformal rescaling of the metric, as is a common procedure when constructing for
example conformal compactifications or Penrose diagrams. Thus at this point, working
with topological spinor bundles gives no major benefit. However, the main benefit of
working with topological spinor bundles becomes apparent when considering curvature
singularities which do not come from a conformal transformation of the metric. Such
singularities, which we refer to as genuine curvature singularities, will be treated in
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the next section 8.2. Before, we illustrate conformal transformations by two simple
examples.
Example 8.2. (A neck singularity of a 2-d Minkowski cylinder) On Mˆ = R× S1 we
choose coordinates (t, ϕ) with t ∈ R and 0 < ϕ < 2π and consider the two-dimensional
Lorentzian metric
ds2 = dt2 −R(t)2 dϕ2 . (8.8)
In order to construct the Dirac operator, we use the method of Proposition 8.1. We
satisfy the anti-commutation relations (8.1) with the ansatz
Gt = σ3 , Gϕ =
iσ1
R(t)
.
In order for these matrices to be symmetric, we need to consider the spin scalar product
≺.|.≻ = 〈.|σ3.〉C2 , (8.9)
which is clearly indefinite of signature (1, 1). The matrices Gt and Gϕ are of the
form (8.3). Thus, using (8.2), the Dirac operator becomes
D = iσ3∂t + iR˙(t)
2R(t)
σ3 − 1
R(t)
σ1∂ϕ .
We consider the Dirac equation (D−m)ψ = 0. This equation can be separated by the
ansatz
ψ =
eikϕ√
R(t)
(
χ1(t)
iχ2(t)
)
with k ∈ Z (8.10)
to obtain the ODE in time
iχ˙(t) =
(
m −k/R(t)
−k/R(t) −m
)
χ(t) . (8.11)
Since the matrix on the right is Hermitian, one readily verifies that
d
dt
‖χ‖ = 0 , (8.12)
implying that the norm of χ is time independent (this conservation law can be iden-
tified with current conservation). Since the norm is constant, the equation (8.11) can
be understood as describing “oscillations” of the spinor (for more details on this geo-
metric picture we refer to the similar equation [15, eq. (5)] and its reformulation with
Bloch vectors in [15, Section 2]). If the function R(t) gets small, the frequency of the
oscillations gets larger. In order to control these oscillations, we estimate the matrix
in (8.11) to obtain the inequality∥∥∥∥ ddtχ
∥∥∥∥ ≤ 2(m+ |k|R(t)
)
‖χ‖ .
Integration gives the inequality
χ
∣∣t1
t0
≤ 2 ‖χ‖
∫ t1
t0
(
m+
|k|
R(t)
)
dt . (8.13)
This shows that if the function 1/R is integrable, then the function χ is continuous.
As a specific example, one can consider the family of metrics
R(t) = (t2 + ε2)
1
4 . (8.14)
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In the limit ε ց 0, the metric becomes singular at t = 0, forming a neck singularity.
In this limit, the functions χ converge locally uniformly to continuous functions.
In order to construct a causal fermion system, we choose a (for simplicity finite-
dimensional) space of Dirac wave functions H and endow it with a scalar product 〈.|.〉.
We again introduce the local correlation operators F by (2.7). Due to the factor 1/
√
R
in (8.10), the Dirac wave functions diverge in the limit ε→ 0. As a consequence, the
local correlation operators will also diverge. But we can cure this problem simply by
rescaling the local correlation operators according to
F˜ (t, ϕ) = R(t)F (t, ϕ) . (8.15)
This rescaling corresponds precisely to the conformal rescaling (8.7) needed to remove
the curvature singularity at the cusp of the cylinder. Since the functions χ converge
uniformly as ε ց 0, we conclude that the rescaled correlation operators converge.
Introducing the universal measure by ρ = F˜∗(dt dϕ), for any ε > 0 we obtain a causal
fermion system (H,F, ρ) of spin dimension one. This family of causal fermion systems
has a regular limit as εց 0, despite the fact that a curvature singularity forms. ♦
Example 8.3. (A conical singularity of a Riemannian surface) We choose Mˆ =
R2 \ {0} and consider the metric in polar coordinates (r, ϕ) of the form
ds2 = dr2 +R(r)2 dϕ2 , (8.16)
where 0 < r and 0 < ϕ < 2π. We again construct the Dirac operator with the method
of Proposition 8.1. In order to satisfy the anti-commutation relations (8.1), we take
the ansatz
Gr = σr , Gϕ =
σϕ
R(r)
,
where σr and σϕ are the linear combinations of Pauli matrices
σr = σ1 cosϕ+ σ2 sinϕ , σϕ = −σ1 sinϕ+ σ2 cosϕ .
The matrices Gr and Gϕ are of the form (8.5). Using (8.2), the Dirac operator is
computed by
D = iσr∂r + i
R(r)
σϕ∂ϕ +
i
2
(
R′(r)
R(r)
− 1
)
σr . (8.17)
Note that in the special case R(r) = r, the metric (8.16) becomes flat, and the Dirac
operator reduces to the Dirac operator (7.1) in Euclidean R2, written in polar coordi-
nates.
We consider the Dirac equation Dψ = λψ. This equation can be separated by the
ansatz
ψ =
1√
R(r)
(
ei(k−
1
2
)ϕ χ1(r)
iei(k+
1
2
)ϕ χ2(r)
)
with k ∈ Z+ 1
2
(8.18)
to obtain the radial ODE
χ′(r) =
(
k/R λ
−λ −k/R
)
χ(r) .
We now choose R(r) as
R(r) =
r
2
.
SPINORS ON SINGULAR SPACES 53
The corresponding metric is conical. It cannot be extended to the cusp singularity
at r = 0. In order to construct a regular topological fermion system, we need to
choose at least two wave functions. For simplicity, we choose
λ = 1 , k = ±1
2
and let ψ± the solution of the Dirac equation which is bounded at the origin. These
solutions can be computed explicitly by
ψ+(r, ϕ) =
1
r
3
2
(
r sin(r)
−ieiϕ (sin(r)− r cos(r))
)
ψ−(r, ϕ) =
1
r
3
2
(
e−iϕ (sin(r)− r cos(r))
ir sin(r)
)
.
We let (H, 〈.|.〉H) be the vector space spanned by ψ+ and ψ− with the scalar product
such that ψ± are orthonormal. Then the local correlation operators (see Definition 2.4)
are computed by
F (r, ϕ) = −
(
sin2(r)
r
+
(sin(r)− r cos(r))2
r3
)(
1 0
0 1
)
. (8.19)
Obviously, these local correlation operators tend to zero as r ց 0. In order to cure
this problem, we rescale the local correlation operators similar to (8.15) by setting
F˜ (r, ϕ) =
1
r
F (r, ϕ) .
The function F˜ is continuous and has a non-zero limit at the origin. Thus we can
extend it continuously to the origin,
F˜ : Mˆ ∪ {0} ≃ R2 → F ⊂ L(H) .
Taking the push-forward measure ρ = F˜∗(d2x), we obtain a Riemannian fermion sys-
tem of spin dimension one. We point out that this Riemannian fermion is regular at
the origin, although the Riemannian metric of the underlying manifold is ill-defined.
For the just-constructed Riemannian fermion system, the local correlation oper-
ators (8.19) do not depend on the angular variable, so that the mapping F˜ is not
injective. As a consequence, the space M := supp ρ is homeomorphic to R+ ∪ {0},
meaning that every circle r = const has been identified with a point. Such identifica-
tions are useful in applications in which some degrees of freedom of Mˆ are irrelevant
or should be suppressed. Likewise, such identifications can be arranged to occur at
the boundary of Mˆ or in an asymptotic end, making it possible to describe different
types of compactifications.
In order to avoid identifications, one simply extends H by another wave function,
like for example the eigensolution for λ = 1 and k = 3/2 being regular at the origin,
ψ =
1
r
5
2
(
eiϕ
(
3r cos(r)− (3− r2) sin(r))
ie2iϕ
(
3(5 − 2r2) sin(r)− (15r − r3) cos(r))
)
.
A direct computation shows that on the resulting three-dimensional particle space, the
rescaled local correlation operators F˜ are continuous at the origin, and the mapping F˜ :
R2 → F is indeed injective. ♦
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8.2. Genuine Singularities of the Curvature Tensor. We now consider curvature
singularities which are genuine in the sense that the singularity cannot be removed by
a conformal transformation. The next two examples illustrate that even in such cases,
the topological fermion system may be regular and well-behaved.
Example 8.4. (A genuine singularity on the Lorentzian torus times S1) On Mˆ =
R × S1 × S1 we choose coordinates (t, ϕ, α) with t ∈ R and 0 < ϕ,α < 2π. As the
Lorentzian metric on Mˆ we take the warped product of (8.8) with a metric on S1,
ds2 = dt2 −R(t)2 dϕ2 − S(t)2 dα2 .
We satisfy the anti-commutation relations (8.1) with the ansatz
Gt = σ3 , Gϕ =
iσ1
R(t)
, Gα =
iσ2
S(t)
.
In order for these matrices to be symmetric, we again consider the spin scalar prod-
uct (8.9) of signature (1, 1). Again using (8.2), the Dirac operator becomes
G = iσ3∂t +
i
2
(
R˙(t)
R(t)
+
S˙(t)
S(t)
)
σ3 − 1
R(t)
σ1∂ϕ − 1
S(t)
σ2∂α .
The Dirac equation (D −m)ψ = 0 can be separated by the ansatz
ψ =
eikϕ+ilα√
R(t)S(t)
(
χ1(t)
iχ2(t)
)
with k, l ∈ Z . (8.20)
We thus obtain the ODE in time
iχ˙(t) =

 m −
k
R(t)
+
il
S(t)
− k
R(t)
− il
S(t)
−m

χ(t) .
Since the matrix on the right is Hermitian, the relation (8.12) again holds, whereas (8.13)
is modified to
χ
∣∣t1
t0
≤ 2 ‖χ‖
∫ t1
t0
(
m+
|k|
R(t)
+
|l|
S(t)
)
dt .
If the functions 1/R and 1/T are integrable, we infer that χ is continuous.
We let H be a finite-dimensional space of Dirac wave functions endowed with a
scalar product 〈.|.〉. We again introduce the local correlation operators F by (2.7).
For given ε > 0, we again choose the function R(t) according to (8.14). In order for
the factor (R(t)S(t))
1
2 in (8.20) to be regular in the limit εց 0, we choose
S(t) =
1
R(t)
= (t2 + ε2)−
1
4 .
Then the functions χ converge uniformly as ε ց 0. Since the prefactors in (8.20)
are also regular in this limit, we conclude that the local correlation operators defined
by (2.7) also converge. Introducing the universal measure by ρ = F∗(dt dϕ), for any ε >
0 we obtain a causal fermion system (H,F, ρ) of spin dimension one. This family of
causal fermion systems has a regular limit as εց 0, despite the fact that a curvature
singularity forms.
We point out that in this example, the curvature singularity is genuine (in the
sense that it cannot be removed by a conformal transformation). Nevertheless, the
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corresponding causal fermion systems have a regular limit, even without rescaling the
local correlation operators. ♦
Example 8.5. (A genuine singularity on a cone times S1) We consider M˜ = (R2 \
{0})×S1, choose polar coordinates (r, ϕ) in R2 and the angular coordinate α ∈ (0, 2π)
on the factor S1. We take the warped product metric
ds2 = dr2 +R(r)2 dϕ2 + S(r)2 dα2 .
The Dirac operator is computed in analogy to (8.17) by
D = iσr∂r + i
R(r)
σϕ∂ϕ +
i
S(r)
σ3∂α +
i
2
(
R′(r)
R(r)
+
S′(r)
S(r)
− 1
)
σr .
Employing similar to (8.18) the ansatz
ψ =
eilα√
R(r)S(r)
(
ei(k−
1
2
)ϕ χ1(r)
iei(k+
1
2
)ϕ χ2(r)
)
with k ∈ Z+ 1
2
, l ∈ Z ,
we obtain the radial ODE
χ′(r) =
(
k/R λ− l/S
−λ− l/S −k/R
)
χ(r) .
We now choose the parameters in such a way that we obtain solutions of the Dirac
equation in closed form which are continuous and non-zero at the origin. For the
metric functions we take
R(r) =
5
6
r and S(r) =
5
4
r .
Thus the metric on R2 \ {0} is conical (similar to Example 8.3), and the size of the
factor S1 shrinks to zero as r ց 0. A direct computation shows that the wave functions
ψ+(r, ϕ, α) =
eiα
r2
(
(1− 2r) sin(r)− r cos(r)
−ieiϕ ((2− r) sin(r)− 2r cos(r))
)
ψ−(r, ϕ, α) =
eiα
r2
(
e−iϕ
(
(2− r) sin(r)− 2r cos(r))
i
(
1− 2r) sin(r)− r cos(r))
)
.
are solutions of the Dirac equation corresponding to the angular quantum numbers k =
±12 and l = 1. Note that the spinors stay bounded as r ց 0 and do not converge to
zero in this limit.
We let (H, 〈.|.〉H) be the vector space spanned by ψ+ and ψ− with the scalar product
such that ψ± are orthonormal. Then the local correlation operators (see Definition 2.4)
have the following expansion near r = 0,
F (r, ϕ, α) =
(
5 4e−iϕ
4e−iϕ 5
)
+ O(r2) .
For fixed ϕ, these local correlation have a well-defined limit as r ց 0. This allows us
to extend F by continuity to a mapping
F˜ : Mˆ ∪ S1 × S1 ≃ [0,∞) × S1 × S1 → F ⊂ L(H) .
Taking the push-forward measure ρ = F˜∗(d2x), we obtain a Riemannian fermion sys-
tem of spin dimension two. With this construction, we have compactified the mani-
fold Mˆ by glueing an S1 × S1 to the singularity point.
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We remark that the mapping F is not injective. In order to cure this shortcoming,
one simply extends H by wave functions with other quantum numbers k and l (similar
as explained in Example 8.3). Then the compactified manifold can be identified with
the support of ρ. ♦
8.3. The Curvature Singularity of Schwarzschild Space-Time. We now ex-
plain how causal fermion systems can be used to extend the Schwarzschild geometry
by a boundary describing a blow-up of the curvature singularity. In polar coordi-
nates (t, r, ϑ, ϕ), the line element of the Schwarzschild metric is given by
ds2 = gjk dx
jxk =
∆
r2
dt2 − r
2
∆
dr2 − r2 dϑ2 − r2 sin2 ϑ dϕ2 , (8.21)
where
∆ = r2 − 2Mr , (8.22)
and M is the mass of the black hole. The variables take values in the range t ∈ R,
r ∈ R+ \ {r1}, ϑ ∈ (0, π) and ϕ ∈ [0, 2π), where the zero r1 := 2M of ∆ defines the
event horizon of the black hole. The metric has coordinate singularities at r = r1
and ϑ = {0, π}. Moreover, at r = 0 there is the curvature singularity at the center of
the black hole. For details on the Schwarzschild geometry we refer for example to [26]
or [38].
The Dirac operator in the Schwarzschild geometry can be computed just as explained
at the beginning of Section 8. Since we are interested in the curvature singularity
at r = 0, we restrict attention to the region r < r1 in the interior of the black hole.
We work in the spinor frame used in [16] in the Kerr-Newman geometry, so that all
our formulas are obtained from those in [16] by setting a = Q = 0. We let γj be the
Dirac matrices in Minkowski space in the Weyl representation,
γ0 =
(
0 1
1 0
)
, γα =
(
0 σα
−σα 0
)
,
(where α = 1, 2, 3, and σα are again the Pauli matrices (2.2)). These matrices satisfy
the anti-commutation relations (8.1) (with σj replaced by γj). Moreover, the met-
ric (8.21) is obviously diagonal. Hence Proposition 8.1 applies. We choose the Dirac
operator as
D = iGj∂j +B ,
where the Dirac matrices take the form
G0 =
r√|∆| γ1 , G1 = −
√
|∆|
r
γ0 , G2 =
γ2
r
, G3 =
γ3
r sinϑ
,
and B is the multiplication operator (8.4). The Dirac equation is
DΨ = mΨ ,
where Ψ is a section in the spinor bundle SM . The inner product on the fibre SxM
takes the form
≺Ψ|Φ≻x =
〈
Ψ
∣∣ (0 1
1 0
)
Φ
〉
C4
.
The Dirac equation in the Schwarzschild geometry can be completely separated into
ordinary differential equations. We again use a method which immediately generalizes
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to the Kerr-Newman geometry to give the formulas in [16]. Employing the ansatz
Ψ(t, r, ϑ, ϕ) =
e−iωt e−i(k+
1
2
)ϕ
√
r |∆| 14


X−(r) Y−(ϑ)
X+(r) Y+(ϑ)
X+(r) Y−(ϑ)
X−(r) Y+(ϑ)

 (8.23)
with ω ∈ R and k ∈ Z gives two ordinary differential equations for X and Y . The
angular equation for Y can be solved explicitly in terms of spin-weighted spherical
harmonics. This determines the separation constant λ to take one of the values
λ = ±1,±2,±3, . . . ,
and the separation constant k must lie in the range
− |λ|+ 1
2
≤ k ≤ |λ| − 1
2
(8.24)
(see [23] or the detailed computations for the operator K in [17, Appendix A], noting
that the separation constants λ and the functions Y coincide with the eigenvalues
and eigenfunctions of the operator K in suitable spinor bases). The radial equation
becomes (√|∆| D+ imr − λ
−imr − λ −
√
|∆| D−
)(
X+
X−
)
= 0 ,
where
D± = ∂
∂r
± iω r
2
∆
.
This equation can be written in the more convenient form
∂rX = iω
r2
|∆|
(
1 0
0 −1
)
X +
1√
|∆|
(
0 λ− imr
−λ− imr 0
)
X . (8.25)
In order to understand the separation ansatz (8.23), one should keep in mind that
we restrict attention to the region r < r1 in the interior of the black hole. Then the
variable t is spatial, whereas r is the time coordinate. Therefore, the plane-wave e−iωt
can be used to form the Fourier decomposition of initial data given at some initial
time r0 < r1. The radial equation (8.25) describes the time evolution of each Fourier
component. Since the right of this equation is anti-Hermitian, one readily sees that
∂r|X| = 0 . (8.26)
This corresponds to current conservation for each separated mode.
Suppose that Ψ is a solution of the form (8.23). The angular eigenfunction Y is
smooth. Moreover, near the curvature singularity at r = 0, the function ∆, (8.22), is
smooth and tends linearly to zero. As a consequence, near r = 0 the radial equation
has the asymptotic form
∂rX =
λ√
2Mr
(
0 1
−1 0
)
X + O
(√
r
)
X . (8.27)
Since the singularity of the coefficients at r = 0 is integrable, a Gro¨nwall estimate
similar to (8.13) shows that X can be extended continuously to r = 0, and that its
norm |X| is bounded away from zero. We conclude that the only singular contribu-
tion at the origin is the factor |∆|− 14 r−1/2 in (8.23). Therefore, we can remove the
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singularity simply by rescaling the local correlation operators similar to our proce-
dure in Section 8.1. More precisely, we introduce the local correlation operators in
modification of (2.7) by
− r 32 ≺Ψ|Φ≻(t,r,ϑ,ϕ) = 〈Ψ|F (t, r, ϑ, ϕ)Φ〉H for all Ψ,Φ ∈ H . (8.28)
It remains to decide of which solutions the space H should be composed and to
choose the Hilbert space scalar product 〈.|.〉H. The only subtle point is that we want
the mapping F to be injective, making it necessary to choose “sufficiently many”
wave functions. We take the span of all wave functions of the form (8.23) for ω ∈ R,
and λ = ±1, i.e.
Ψ = (Ψkωλ) with ω ∈ R , λ ∈ {±1,±2}
(and k in the range (8.24)). For the scalar product we simply choose
〈Ψ|Ψ〉H =
∫ ∞
−∞
e−ε
2ω2 dω
2∑
λ=−2
|λ|−1/2∑
k=−|λ|+1/2
|Xkωλ|2 , (8.29)
where ε > 0 (we always assume the angular eigenfunctions Y to be normalized; note
that by (8.26) the scalar product is independent of r). Polarizing and taking the
completion, we obtain a Hilbert space (H, 〈.|.〉H). The factor e−ε2ω2 in (8.29) can be
regarded as a convergence-generating factor describing an ultraviolet regularization
on the length scale ε. It ensures that the functions in H are all continuous, so that
the local correlation operators are well-defined by (8.28) for all r > 0. Moreover, the
continuity of our fundamental solutions at r = 0 makes it possible to extend the local
correlation operators to r = 0,
F (t, 0, ϑ, ϕ) := lim
rց0
F (t, r, ϑ, ϕ) .
We thus obtain a mapping
F : R× [0, r1)× S2 → F . (8.30)
Again defining the universal measure as the push-forward measure ρ = F∗µ, we obtain
a causal fermion system (H,F, ρ) of spin dimension two.
Lemma 8.6. The mapping F , (8.30), is injective.
Proof. In preparation, we need to construct approximate solutions of the ODE (8.25).
Introducing the Regge-Wheeler coordinate u by
du
dr
= − r
2
|∆| , so u = r + 2M log |r − 2M | ,
the radial equation can be written as
∂uX = −iω
(
1 0
0 −1
)
X −
√
|∆|
r2
(
0 λ− imr
−λ− imr 0
)
X .
In order to describe the asymptotics for large ω, we employ the ansatz
X =
(
e−iωu 0
0 eiωu
)
Z .
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For Z we obtain the equation
∂uZ = −
√
|∆|
r2
(
0 (λ− imr) e2iωu
(−λ− imr) e−2iωu 0
)
Z .
Due to the oscillatory phase factors e±2iωu, the right side has no influence on the
solution if ω gets large, provide that r stays away from zero. Combining this fact with
the observation made after (8.27) that X is continuous at r = 0 (and this argument is
even locally uniform in ω), we conclude that there are solutions with the asymptotics
X(u) =
(
c1 e
−iωu
c2 e
iωu
)
+ O
(
ω−1
)
.
In view of the factor e−iωt in (8.23), we thus obtain solutions which depend on t +
u and t − u, respectively. Taking superpositions of such solutions for ω in a small
neighborhood of some fixed frequency ω0, we can build up “wave packet solutions,”
where the first component of X propagates along the curves t + u = const, whereas
the second component propagates along the curves t− u = const,
X(t, u) =
(
X1(t+ u)
X2(t− u)
)
+ O
(
ω−10
)
. (8.31)
We remark for clarity that this estimate is locally uniform in t and u, meaning
that (8.31) holds with a fixed error term for all t and u in a compact set. More-
over, the error term clearly depends on the angular momentum mode. But this is of
no relevance to us because the particle space only involves the finite number of angular
momentum modes λ = −2, . . . , 2.
Let (t, r, ϑ, ϕ) 6= (t˜, r˜, ϑ˜, ϕ˜) be two distinct space-time points. Then either (t, r) 6=
(t˜, r˜) or (ϑ,ϕ) 6= (ϑ˜, ϕ˜). In order to treat the first case (t, r) 6= (t˜, r˜), we know that in
Regge-Wheeler coordinates either t+ u 6= t˜+ u˜ or t− u 6= t˜− u˜. Thus we can choose
a wave packet of the form (8.31) which goes through the point (t, r) but not through
the point (t˜, r˜). This shows that the local correlation operators at the two points are
necessarily different.
In the remaining case (t, r) = (t˜, r˜) but (ϑ,ϕ) 6= (ϑ˜, ϕ˜), we know from the explicit
form of the angular eigenfunctions as worked out in [23] or in [17, Lemma A.3] that
the span of these functions for eigenvalues in the range −2 ≤ λ ≤ 2 contains the
constant and linear functions in the Cartesian coordinates (x, y, z) restricted to the
sphere S2 ⊂ R3. In particular, the span contains the four functions(
1
0
)
,
(
x
0
)
,
(
y
0
)
,
(
z
0
)
.
Forming suitable linear combinations, we can construct a spinor which vanishes at (ϑ,ϕ)
but is non-zero at (ϑ˜, ϕ˜). Taking the spin scalar product with the constant spinor, one
concludes that the local correlation operators at the two points are different. 
This lemma allows us to identify the extended space-time R × [0, r1) × S2 with a
subset of F. Thus the causal fermion system describes the whole interior Schwarzschild
geometry. Moreover, it includes the singularity at r = 0 as a boundary of space-time
which is diffeomorphic to R× S2.
We finally remark that by going over to the Kruskal extension, our construction
could readily be extended to the exterior region of the Schwarzschild black hole.
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Moreover, using the formulas in [16], the constructions immediately extend to the
non-extreme Reissner-Nordstro¨m, Kerr and Kerr-Newman geometries.
8.4. A Lattice System with Non-Trivial Topology. We now illustrate the con-
structions in Section 6 by a simple example of a lattice system. Before beginning, we
remark that our constructions bear some similarity to idea’s by M. Lu¨scher [32], who
considers a lattice on the four-dimensional torus and shows that one can introduce a
non-trivial topological charge provided that the field strength of a lattice gauge field is
small on the lattice scale (see also the discussion in [39]). However, our construction is
different and much more general because we do not need the nearest-neighbor relation.
Moreover, we do not assume a connection on the bundle, nor that the corresponding
field strength be small. Instead, we need to assume that the distance of the lattice
points is small on the “macroscopic length scale” on which the topology of the torus
is visible.
We consider the two-dimensional torus T 2 = R2/(2πZ)2 with the metric induced
from the Euclidean metric of R2. Moreover, for a given parameter κ > 0 with 2π/κ ∈ N,
we consider the lattice
Mˆ = (κZ)2/(2πZ)2 .
Thus Mˆ is a lattice on T 2 with lattice spacing κ, consisting of (2π/κ)2 lattice points.
We let µ be the normalized counting measure on Mˆ ,
µ(Ω) =
κ2
(2π)2
#Ω .
On the two-dimensional torus there are different spin structures with corresponding
Dirac operators. For simplicity, we take the Dirac operator D obtained from the Dirac
operator on R2 (7.1) by taking the quotient with (2πZ)2. Then an eigenvector basis
of this Dirac operator is given similar to (7.3) in terms of the plane wave solutions
e+0 (ζ) =
(
1
0
)
, e−0 (ζ) =
(
0
1
)
(8.32)
e±k (ζ) =
1
|k| (k1σ
1 + k2σ
2 ± |k|1)
(
1
0
)
e−ikζ if k ∈ Z2 \ {0} , (8.33)
where now k lies on the dual lattice Z × Z. By direct computation one verifies that
the eigenvalues of the wave functions e±k are ±|k|.
We chooseH as the vector space spanned by a finite number of plane-wave solutions.
The scalar product 〈.|.〉H is defined by imposing that the plane-wave solutions e±k are
orthonormal. For computational simplicity, we choose the three-dimensional space
H = span
(
e+0 , e
+
(1,0)
, e+
(0,1)
)
, (8.34)
but any choice of H which contains these three vectors would work just as well. For
any p ∈ T2, we introduce the local correlation operator again by (2.7). We now define
the universal measure as the push-forward of the counting measure on the lattice,
ρ =
(
F |Mˆ
)
∗µ .
We thus obtain a Riemannian fermion system (H,F, µ) of spin dimension two.
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In order to analyze the resulting fermion, it is useful to represent the local correlation
operators in the orthonormal basis of the vectors in (8.34). A short computation gives
F (ζ) = −

 1 e−ix e−iyeix 2 (1− i) eix−iy
eiy (1 + i) e−ix+iy 2

 , (8.35)
where we denote the components of ζ ∈ T 2 by (x, y). Moreover, a short computation
gives
‖F (ζ)− F (ζ ′)‖2 = 16− 4 cos(x− x′)− 4 cos(y − y′)− 8 cos(x− x′ + y − y′)
(where for convenience we work with the Hilbert-Schmidt norm on L(H)). Using the
sum rules and the inequality | cosϕ| ≤ 1, we obtain
‖F (ζ)− F (ζ ′)‖ = 8 sin2
(x− x′
2
)
+ 8 sin2
(y − y′
2
)
+ 16 sin2
(x− x′
2
+
y − y′
2
)
≤ 24 sin2
∣∣∣x− x′
2
∣∣∣+ 32 sin ∣∣∣x− x′
2
∣∣∣ sin ∣∣∣y − y′
2
∣∣∣+ 24 sin2 ∣∣∣y − y′
2
∣∣∣.
Applying the Schwarz inequality, we conclude that
‖F (ζ)− F (ζ ′)‖ ≤
√
24
(
sin
∣∣∣x− x′
2
∣∣∣+ sin ∣∣∣y − y′
2
∣∣∣) . (8.36)
Moreover, the distance of antipodal points on the torus is computed by
‖F (0, 0) − F (π, 0)‖ = ‖F (0, 0) − F (0, π)‖ =
√
24
‖F (0, 0) − F (π, π)‖ = 4 .
After these preparations, we can discuss the constructions from Section 6. The
matrix representation (8.35) shows in particular that the mapping
F : T 2 → F is injective .
Hence the image F (T 2) is topologically a torus. Taking the image of the lattice Mˆ ,
we obtain a set of (2π/κ)2 of points in F. The universal measure of our Riemannian
fermion system is the normalized counting measure of these points. In particular, its
support are these finite number of points,
M := suppρ = F (Mˆ) ⊂ F .
We conclude that the topology of the Riemannian fermion system is trivial.
The situation becomes more interesting when we consider the sets Mr defined
by (6.1). For small r, the balls around the points in M do not intersect, so that
the topology remains trivial (in view of (8.36), this is the case if r <
√
24 sin(κ/4)).
If, on the other hand, the parameter r is chosen larger than
√
24, then each of these
balls contains all M . Then Mr has the trivial topology of a ball. In the intermediate
range √
24 sin
(κ
2
)
< r < 2 , (8.37)
the ball around a point in M intersects the neighboring balls, but not the balls around
the antipodal points. As a consequence,Mr has the topology of a torus. Even more,Mr
can be continuously deformed to the set F (T 2) (more precisely, F (T 2) is a deformation
retract of Mr). This implies that Mr has the same bundle topology as F (T
2). In
particular, Mr encodes the topological data of the torus. These considerations are
illustrated in Figure 3.
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Figure 3. The geometry for small r (left), larger r (middle), and when
deforming to F (T 2) (right).
For the set Mδ defined in (6.3) the situation is similar, except that we now need to
specify the range of δ. In order for the balls to include the nearest neighbors, we need
to choose δ larger than the volume of five points. In order to exclude the antipodal
points, we need to choose δ < 1/2. Thus in order to recover the topology of the torus,
we must choose δ in the range
5κ2
4π2
< δ <
1
2
. (8.38)
In order to implement the construction (6.4) or (6.5), we must choose a measure ρ
on F. A simple method is to choose a basis F1, . . . , F9 of the vector space of 3 × 3-
matrices (for example an orthonormal basis with respect to the Hilbert-Schmidt norm)
and to represent F ∈ Symm(C3) by
F =
9∑
α=1
fα Fα .
Let dµ(F ) be the Lebesgue measure df1 · · · df9 multiplied by the Dirac distribution
supported on the set {detF = 0}. Then µ is a measure supported on the 3×3-matrices
of rank at most two. Since F is a subset of these matrices of positive µ-measure,
restricting µ to F gives a non-trivial measure on F. Choosing ηr(x, y) = η(‖x−y‖2/r2)
with η ∈ C∞0 ([0, 1)), we can then introduce the measures ρr and ρδ by (6.4) and (6.5).
To summarize, the constructions of Section 6 make it possible to recover topological
information on a lattice, provided that the lattice is sufficiently fine and the parame-
ters r respectively δ are chosen such that the microscopic discrete structure is “smeared
out” without affecting the global topological structure. In situations when the lattice
spacing κ is very small, the inequalities (8.37) and (8.38) leave a lot of freedom to
choose r respectively δ. Thus thinking of a discrete structure on the Planck scale,
there is no problem in recovering the global topology of space-time.
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