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Abstract
We determine two explicit upper bounds for the stable Faltings
height of principally polarised abelian surfaces over number fields cor-
responding to S-integral points on the Siegel modular variety A2(2).
One upper bound, using Runge’s method, is uniform in S as long as
|S| < 3; the other, using Baker’s method, is not uniform but allows
|S| < 10. Our application of a higher-dimensional Baker’s method is
completely explicit and improves upon the general case due to Levin.
1 Introduction
Diophantine methods, commonly used to determine the rational or integral
points on algebraic varieties (i.e. to solve diophantine equations), tend to
become particularly difficult when the underlying algebraic variety is not a
curve; even more so when one desires effective results.
For example, the Siegel varieties Ag(n), which are the moduli spaces of
g-dimensional principally polarised abelian varieties with full n-torsion, are
widely studied but still quite mysterious for g > 1. Important results include
non-effective uniform boundedness of the full torsion under Vojta’s conjecture
[AVA17], and effective height bounds for jacobians of hyperelliptic curves
with good reduction [vK14]. We note that the latter result is of a different
nature since it does not directly use the geometry of Ag(n).
The study of integral points on varieties was given a boost by Aaron Levin,
who succeeded in extending Runge’s method [Lev08] (updated in [Lev18])
and Baker’s method [Lev14] – both classical methods for determining integral
points on curves – to varieties of any dimension. Recently, the second named
author expanded both methods and applied these to A2(2) [LF19], [LF20].
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In this article we push these methods to their limit to find stronger effective
results for integral points on A2(2).
Our objects of interest are abelian surfaces over number fields with full
2-torsion (so g = n = 2). Recall [OU73] that over any field k, a principally
polarised abelian surface A/k is isomorphic over a finite extension to either
the jacobian of a (smooth) hyperelliptic curve of genus 2, or the product of
elliptic curves (both endowed with the natural associated polarisations).
When we consider an abelian surface A over a number fieldK, its semistable
reduction at every finite place v of K can be an abelian surface (potentially
good reduction) or not (potentially multiplicative reduction). For our pur-
poses, principally polarised abelian surface will be considered to reduce “well”
at v if the semistable reduction is not only an abelian surface, but also is iso-
morphic to the jacobian of a hyperelliptic curve of genus 2 over some finite
extension. If we start with A = Jac(C) for some genus 2 hyperelliptic curve
C, this is equivalent to saying that C itself has potentially good reduction at
v.
As we will see below, abelian surfaces which “reduce well” in this sense
outside of a set of places S correspond to S-integral points on (A2(2)\D) for
a certain divisor D, in a way which will be made precise later. This is the
fundamental reason for which we adopt this interpretation. Furthermore,
A2(2) has explicit (and workable) equations as a subvariety of P
9, which
makes it a good example to practise precise computations and methods.
Our two main results provide different insights on the effective finiteness
of the integral points when the set S of bad places is sufficiently small.
Theorem 1. Let (A, λ) be a principally polarised abelian surface defined over
a number field K, with full 2-torsion defined over K. Consider the set S of
places v of K which are infinite or such that the semistable reduction of A
modulo v is not isomorphic to the jacobian of a genus 2 curve.
If |S| < 3, we have a bound
hF(A) ≤ 985,
where hF is the stable Faltings height of A.
In fact, we compute a smaller bound for the Weil height with respect to a
model for the moduli space of such abelian surfaces (see Theorem 25). This
bound is even smaller when K is rational or quadratic imaginary with 2 inert
in K, and S = {2,∞}. For that choice of S, we can enumerate Q-rational
points of height up to this bound.
Corollary 2. There are no hyperelliptic curves of genus 2 over Q such that
all its Weierstrass points are rational and with potentially good reduction at
all primes but 2.
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When 2 6∈ S, the obtained bound is too large to naively enumerate points.
The special case of the above corollary may be already known but we did
not find a mention of it in the literature.
The proof of Theorem 1 uses Runge’s method in higher dimensions, as
introduced by Levin [Lev18] and first applied to A2(2) in [LF19]. Note that
a similar bound is obtained in [LF19, Theorem 8.2], but there the condition
is |S| < 2, whereas we allow |S| < 3. This means in practice that our set S of
“bad” places is allowed to contain a finite place, thus providing a significant
improvement to [LF19, Theorem 8.2], as witnessed by Corollary 2.
Apart from Runge’s method, we also execute a higher-dimensional version
of Baker’s method, which needs weaker hypotheses (and allows for a larger
set S), but gives much bigger and non-uniform bounds.
Theorem 3. Let (A, λ) be a principally polarised abelian surface defined over
a number field K, with full 2-torsion defined over K. Consider the set S of
places v of K which are infinite or such that the semistable reduction of A
modulo v is not isomorphic to the jacobian of a genus 2 curve.
Assume also that there is no field extension L/K of degree [L : K] ≤ 4
such that (A, λ) is isogenous to a product of elliptic curves by an isogeny
defined over L with kernel (Z/2Z)2.
If |S| < 10, we have a bound
hF (A) ≤ 10
66hKRSPS log
∗(hKRSPS)
where log∗(x) = max(log(x), 1), hF is the stable Faltings height, hK is the
class number of K, RS is the regulator of O∗K,S and PS is the largest norm
of a prime ideal in S (1 if there is none).
Remark 4. First, let us point out that similar effective bounds on the height
of such S-integral points depending on S exist in [vK14], as part of the
effective Shafarevich conjecture for hyperelliptic curves. Based on studying
Weierstrass models with minimality properties, they give the same type of
bounds for any K and S (and with bounds of comparable orders), but under
the stronger hypothesis that the variety A has good reduction outside S on
the base field. Here, we only assume potentially good reduction outside S: in
fact, a pair (A, λ) satisfying the hypotheses of the theorem will only obtain
good reduction after a quadratic extension in general, in the same manner as
one needs a further quadratic extension for an elliptic curve E over K with
E[2] ⊂ E(K) to build an isomorphism towards a Legendre form and ensure
semistable reduction [Sil09, Proofs of Proposition III.1.7 and VII.5.5].
We also note that it looks possible to combine the preparatory tools
exposed in Sections 2 and 3 to remove the need for using Runge’s method
3
and Baker’s method on A2(2), using e.g. the Rosenhain normal form for
hyperelliptic curves; see also Remark 26. This would reduce our integrality
hypothesis to coefficients satisfying the S ′-unit equation for S ′ slightly larger
than S. We did not pursue this approach, because although potentially more
general (estimates would be obtained for any S), the preparatory work would
not be significantly simpler, and the methods employed would cease being
geometric. As we hope our refinements are applicable to other families of
varieties, we decided to work these out in detail instead.
Remark 5. The extra condition that (A, λ) is not isogenous to a product of
elliptic curves by an isogeny with kernel (Z/2Z)2 is a byproduct of our use of
Baker’s method. When |S| < 7, this condition can be weakened; see Remark
37.
Theorem 3 relies on an improved application of Levin’s higher-dimensional
Baker method, as suggested in [LF20]. The novelty of our approach is that
we enhance Levin’s ideas for A2(2) by taking crucial advantage of the be-
haviour of intersections of the irreducible components of the divisor D with
respect to which the integrality is defined. A “regular” application of Levin’s
method would only allow for |S| < 2, which is already treated by Runge’s
method above. What happens here is that the intersection of two irreducible
components of D can always be blown down 1 by a good rational function
on A2(2). As a consequence, it will be applied to any S for which |S| < 10
(the number of irreducible components of D). This is, admittedly, a peculiar
situation, but the authors’ hope is that it can be observed in other varieties
of interest, and thus improve significantly upon the potential of Levin’s ideas.
The structure of the paper is as follows. In section 2, we start with
basic facts and definitions about the variety A2(2) and its compactification
A2(2)
S. The theta coordinates and equations of A2(2)
S in P9 and the divisor
D are recalled, after which we state precisely the integrality hypothesis and
its interpretation in theta coordinates. We prove several “transitivity” state-
ments for the natural action of Sp4(F2) on A2(2)
S. To conclude this section,
we compute the “graph of intersection” of the irreducible components of D,
which will be used for both methods afterwards (and helps determining their
scope in a rather visual way).
In section 3 , we make the precise estimates necessary for realising effec-
tively our Runge-type method and regroup them to obtain Theorem 1.
Finally, in section 4, after recalling the original strategy of Levin for
higher-dimensional Baker’s method, we explain this phenomenon of blowing-
down cycles and how it applies to the method (in a general context), before
making this explicit in the case of A2(2)
S. As mentioned, some closed sub-
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sets called “exclusion sets” appear (which are responsible for the hypothesis
of non-isogenicity in Theorem 3), which we pin down precisely in the last
paragraph of this paper.
We have chosen to verify some simple computations using Magma. The
code for these can be found at
https://github.com/joshabox/IntegralpointsonA22 .
2 Setup of the integrality problem
In this section, we recall the definitions of our objects of interest and establish
their basic properties.
2.1 The Siegel modular variety A2(2)
S
We start with Γ = Sp4(Z) and its action on the Siegel half space
H2 := {τ ∈M2(C) ,
tτ = τ, Im τ > 0},
where the positivity is as a real symmetric matrix. It acts naturally by(
A B
C D
)
· τ := (Aτ +B)(Cτ +D)−1,
where A,B,C,D are 2 × 2 matrices. For any M =
(
A B
C D
)
, we define
jM (τ) := det(Cτ +D), which is a cocycle for this action (see [Deb99, Propo-
sition VII.1.1] for proofs of those claims).
We consider
Γ(2) := {γ ∈ Γ, γ = I mod 2} ,
the congruence subgroup of level 2, and denote by A2(2)(C) the quotient
Γ(2)\H2. The following can be found in [FC90, Theorem V.2.5] and its asso-
ciated sections. The set A2(2)(C) is canonically the set of complex points of
a quasi-projective normal algebraic variety of dimension 3 over Q denoted by
A2(2), which admits a Satake compactification (as a projective normal vari-
ety) denoted by A2(2)
S. Furthermore, the boundary ∂A2(2) := A2(2)
S\A2(2)
is of dimension 1.
The variety A2(2) is also the coarse moduli space of principally polarised
abelian surfaces in characteristic 0 with full symplectic level 2 structure.
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2.2 The integrality question and goal of the paper
As we will be able to prove later (see Theorem 12 or [LF19, Proposition
7.9 and before]), there are ten irreducible effective divisors D1, . . . , D10 on
A2(2)
S (all defined over Q) whose points of the union
D =
10⋃
i=1
Di
parametrise (outside the boundary) products of elliptic curves with their
natural polarisations (and any choice of symplectic basis).
We will thus be interested, for a number field K and a finite set of places
S containing the archimedean ones, in
(A2(2)
S\D)(OK,S),
which corresponds to the set of moduli of triples (A, λ, α2) defined over K
whose semistable reduction outside S is an abelian surface not isomorphic
(with polarisations) to a product of elliptic curves.
We will see that up to small error for places above 2, this has a natural
interpretation in terms of integral points on a model of A2(2).
Our goal is to bound explicitly those integral points in terms of their
Faltings height (and projective height), assuming that |S| is small. First, for
|S| ≤ 2, we will apply Runge’s method. Then for |S| < 10 we will apply
Baker’s method. This is more general, but does give worse bounds.
In order to apply Runge’s method, it will be convenient to work out
precisely the graph of intersection of the divisors, as defined in [LF20]. For
this, it is very worthwhile to closely study the action of Sp4(F2) on A2(2),
and in particular how it permutes the divisors D1, . . . , D10.
2.3 Theta constants and equations of the variety
The general definition of theta functions for us, inspired by Igusa, is the
following: for any m = (m′, m′′) ∈ Z4 with m′, m′′ ∈ Z2 (all row vectors), we
define for all τ ∈ H2
Θm(τ) :=
∑
p∈Z2
exp
(
iπ(p+m′/2)τ t(p+m′/2) + iπ(p+m′/2)tm′′
)
For any row vector n ∈ Z4, it is easily checked that
Θm+2n = (−1)
m′tn′′Θm and Θ−m(τ) = Θm(τ).
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This already proves that whenm′tm′′ is odd, the associated theta function
is 0 at z = 0. On another hand, because of this formula, the square of Θm
only depends on m modulo 2Z4. We have thus defined 16 functions of τ . Six
of those are zero, and the ten remaining ones correspond to the classes of m
modulo 2 that are called the even theta characteristics, listed here:
E = {(0000), (0001), (0010), (0011), (0100), (0110), (1000), (1001), (1100), (1111)}.
(1)
Recall [vdG82, Theorem 5.2] that the ten even theta functions define an
embedding
ψ : A2(2) −→ P9
τ 7−→ (xm = Θ4m(τ))m∈E
(2)
which induces an isomorphism between A2(2)
S and the subvariety of P9 (with
coordinates indexed by E) defined by the linear equations
x1000 − x1100 + x1111 − x1001 = 0 (3)
x0000 − x0001 − x0110 − x1100 = 0 (4)
x0110 − x0010 − x1111 + x0011 = 0 (5)
x0100 − x0000 + x1001 + x0011 = 0 (6)
x0100 − x1000 + x0001 − x0010 = 0 (7)
together with the quartic equation(∑
m∈E
x2m
)2
− 4
∑
m∈E
x4m = 0. (8)
Remark 6. Following [Igu64, p. 396 and 397], these equations can also be
presented in a reduced form as defining a quartic in P4, for the reader who
would prefer doing computations manually. Our choice has been to use Magma
throughout to keep pure discussion of the computations to the minimum (and
ensure correctness).
Now, the theta functions enjoy a modularity transformation formula [Igu64,
p. 227], whose expression is the following:
Θm(M · τ) = ζ(M)e(φm(M
−1))
√
j−1M (τ)
−1
Θm⊙M(τ),
where ζ(M) is a 8-th root of unit depending only on M , φm will be made
explicit later, and
m⊙
(
A B
C D
)
:= m ·
(
A B
C D
)
− ((tCA)0,
tDB)0), (9)
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where A0 is the row vector formed by the diagonal coefficients of a square
matrix A. We only care about the fourth powers of our theta functions, and
as 4φm(M
−1) can be made more explicit, we obtain
xm(M · τ) = ζ(M)
4(−1)m·
t((BtA)0),(CtD)0))jM (τ)
2xm⊙M(τ). (10)
The action of Γ on H2 thus amounts via ψ to an action of Sp4(F2) on
A2(2)
S ⊂ P9 via signed permutations of coordinates, in the shape
M · (xm)m∈E =
(
(−1)m·
t((BtA)0),(CtD)0))xm⊙M
)
m∈E
. (11)
Forgetting about the signs, the permutation of coordinates is induced by
the action on E ⊂ F42 in (9).
This action is the key to understanding the combinatorics at play, so we
first explain all its basic properties.
2.4 Properties of the dot action
We identify E with its natural image inside F42.
Lemma 7. The operation (m,M) 7→ m ⊙ M is indeed a group action of
Sp4(F2) on F
4
2, which furthermore preserves the quadratic form q2 on F
4
2
given by
q2((m
′, m′′)) = (m′)tm′′.
Consequently, this action stabilises E, as it is the set of isotropic vectors of
q2.
Proof. This is the content of [Igu72, Propositions V.6.1 and V.6.3], where q2
is denoted by e and m′ and m′′ are normalised with half-integer values. The
curious reader can check it by hand using the definition of Sp4(F2).
We can now study more finely this action, with definitions borrowed from
Igusa.
Definition 8. For x, y, z ∈ F42, we define
e(x, y, z) = q2(x) + q2(y) + q2(z) + q2(x+ y + z).
A triple of distinct x, y, z ∈ E is then called syzygous if e(x, y, z) = 0 (i.e. if
x+ y + z ∈ E) and azygous otherwise.
A quadruple of distinct x, y, z, t ∈ E is a Göpel quadruple if every triple
in it is syzygous, and an azygous quadruple if every triple in it is azygous.
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Proposition 9. The ⊙ action of Sp4(F2) restricted to E has the following
properties:
(a) It is 2-transitive.
(b) It acts transitively on the 60 syzygous triples of E (and also on the 60
azygous triples of E).
(c) It acts transitively on the 15 Göpel quadruples of E (and hence on their
complements in E), and the 15 azygous quadruples of E.
Proof. First, the counting of triples and quadruples with the required prop-
erties can be done by hand or via Magma.
With different notations and wording, [Igu72, Proposition V.6.2] states
the following: for any two sequences (x1, · · · , xk) and (y1, · · · , yk) of F42,
there exists M ∈ Sp4(F2) such that xi ⊙ M = yi if and only if the sub-
sequences which are affinely dependent have the same indices, and for any
triples of distinct indices i, j, k, q2(xi) = q2(yi) (and the same for j, k) and
e(xi, xj , xk) = e(yi, yj, yk).
For sequences of elements of E (i.e isotropic vectors for q), for k = 2,
it gives part (a) and for k = 3, it gives part (b) (affine independence is
automatic for distinct triples in F42, as affine lines have only two elements).
Finally, the Göpel quadruples can be checked to be specific translates of
maximal totally isotropic subpaces of F42 by elements of E; in particular they
are automatically not affinely independent and we can use the k = 4 case of
the property.
We now explain how much a given subset E can be expanded to one of
those above.
Lemma 10.
(a) Any pair of distinct x, y ∈ E can be completed into 4 syzygous triples,
and 4 azygous triples.
(b) Any syzygous triple can be completed into a unique Göpel quadruple,
and any azygous triple can be completed into a unique azygous quadru-
ple.
(c) A syzygous triple is disjoint with exactly two Göpel quadruples, and an
azygous quadruple is disjoint with exactly three Göpel quadruples.
(d) No two Göpel quadruples are disjoint.
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Proof. Item (a) is simply using that z 7→ e(x, y, z) is linear on F42 and non-
zero when x 6= y. The structure of E as set of isotropic vectors then imposes
that there are as much elements of E with image 0 (completing {x, y} to a
syzygous triple) as there are with image 1 (completing {x, y} to an azygous
triple).
Items (b), (c) and (d) can be obtained by looking at a fixed triple or
quadruple and using transitivity.
Remark 11. For a quick exploration of those triples and quadruples, the last
section gives a list of all Göpel and azygous quadruples. The Magma code also
verifies all the claims above.
2.5 Theta coordinates, type of abelian surface, and semistable
reduction
First, the vanishing of theta coordinates indicates if the abelian surface is a
jacobian or not. More precisely, we have the following.
Theorem 12. Let P = (A, λ, α2) a principally polarised abelian variety
defined over a number field K together with a symplectic 2-torsion basis
such that the corresponding point ψ(P ) ∈ P9 has coordinates in K. Then,
A[2](K) = A[2] and:
• If no coordinate is 0, there exists a curve C defined over K and of genus
2 such that Jac(C) is isomorphic to (A, λ) over an extension K ′/K of
degree 2, and its six Weierstrass points are K-rational.
• Otherwise, exactly one coordinate is 0 and there exist two elliptic curves
E1, E2 defined over K such that (A, λ) is isomorphic to E1 × E2 over
an extension K ′/K of degree 4.
Proof.
• The first case relies mainly on Thomae’s formulae [Mum07, Chapter
6] expressing cross-ratios of fourth powers of theta constants of a jacobian
in terms of the roots of the sextic defining a curve. This allows in turn to
rebuild normal forms from those cross-ratios, for example with the Rosenhain
normal form
C : y2 = x(x− 1)(x− λ1)(x− λ2)(x− λ3)
where
λ1 =
Θ20000Θ
2
0010
Θ20001Θ
2
0011
, , λ2 =
Θ20010Θ
2
1100
Θ20001Θ
2
1111
, λ3 =
Θ20000Θ
2
1100
Θ20011Θ
2
1111
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[CM20, Lemma 2.5 with notations of equation (2.5)]. These only express the
parameters in terms of squares of theta constants, but in fact, using classical
relations between them (or the equations of A2(2)), one obtains that
λ1 = ±
x1000x1001 − x0000x0001 − x0010x0011
2x0001x0011
.
The sign could be determined if necessary by complex analysis, and similar
equations hold for λ2 and λ3. We thus obtain in this case a curve C defined
over K such that Jac(C) ∼= (A, λ) (over K) and Jac(C)[2] is fully defined
over K (as the Weierstrass points of C, {0, 1,∞, λ1, λ2, λ3} are). After a
good permutation of the Weierstrass points (which amounts exactly to the
dot action), we ensure that there is a basis β2 of the two-torsion on Jac(C)
such that ψ(P ) = ψ((Jac(C), β2)), which implies that the two triples are
isomorphic over K.
Now, an automorphism of Jac(C) fixing the polarisation and the full 2-
torsion comes by Torelli’s theorem from an automorphism of C fixing point-
wise the Weierstrass points, and such an automorphism is necessary trivial
or the hyperelliptic involution, so by descent (A, λ, α2) and (Jac(C), β2) are
isomorphic over a quadratic extension K ′ of K.
• Assume now that at least one coordinate is 0. By [OU73], one then
knows that over K, (A, λ) is isomorphic to a product of elliptic curves with
the product polarisation. After a permutation by an element of Sp4(Z), one
can thus assume that (A, λ, α2) is represented in H2 by a diagonal matrix
τ =
(
τ1 0
0 τ2
)
. Then the coordinates split because
Θm(τ) = Θm′
1
m′′
1
(τ1)Θm′
2
m′′
2
(τ2),
where
Θab(τ1) =
∑
n∈Z
exp(iπ(n + a/2)2τ1 + iπ(n+ a/2)b),
so we fall back to four possible one-dimensional theta functions. One of
them (Θ11) is always 0, and the other three do not vanish on the Poincaré
half plane. Apart from the coordinate (1111), we are thus looking (up to
permutation of coordinates) at the Segre embedding P2 × P2 → P8, where
in each P2 the coordinates are the three fourth powers of non-zero theta
constants for respectively τ1 and τ2.
We can thus assume (after renormalisation) that each Θab(τi)
4 (ab ∈
{(00), (01), (10)}, i ∈ {1, 2}) belongs to K. Now, the j-invariant of the
elliptic curve associated to τ1 is a rational function of the three fourth powers
of theta constants with rational coefficients [BvdGHZ08, p. 29], so we can
11
find elliptic curves E1 and E2 defined over K and such that (A, λ) ∼= E1×E2
over K with the product polarisation. For similar reasons as in the first
case, it thus amounts to looking at the automorphisms of E1×E2 preserving
pointwise the 2-torsion, and there are always exactly 4 of them (possible extra
automorphisms of elliptic curves do not preserve the 2-torsion pointwise),
given by ± Id on each component.
It thus means that there exists an extension K ′/K of degree 4 such that
(A, λ, α2) is isomorphic over K
′ to E1 ×E2.
Now, this characterisation of the type of abelian surface of theta coor-
dinates extends to every field of characteristic 6= 2, because theta constants
can be intrinsically defined as algebraic theta constants, and are compatible
with reduction outside of characteristic 2. This leads to the following result
(see [LF17, Proposition 8.4] which also deals with the case of reduction to a
product of elliptic curves).
Proposition 13. Let K be a number field and P a maximal ideal of OK
of residue field k(P) with char k(P) 6= 2. Let P = (A, λ, α2) ∈ A2(2)(K).
Then, ψ(P ) ∈ P9(K) and if the semistable reduction of A modulo P is a
jacobian of hyperelliptic curve, the reduction of ψ(P ) modulo P has no zero
coordinate, in other words every coordinate of ψ(P ) has the same P-adic
norm.
For the places above 2, the situation is a bit more complicated (in part
because there is no good theory of algebraic theta constants in characteristic
two), but using Igusa invariants, we can say the following.
Proposition 14. Let K be a number field and P a maximal ideal of OK
above 2, and P = (A, λ, α2) ∈ A2(2)(K) as in the previous proposition.
(a) If the semistable reduction of A modulo P is a jacobian of hyperelliptic
curve, the coordinates of the reduction of ψ(P ) modulo P all satisfy
|xm|P ≥ |2|
6
P · max
m′∈E
|xm′|P
(b) In all cases, the coordinates satisfy
|xm|P = max
m′∈E
|xm′ |P
with at most 6 exceptions m ∈ E.
Remark 15. An important point is that, although crude, part (b) only relies
on the explicit equations in P9. Consequently, we can and will use it as a
go-to estimate every time one does not have any better option.
12
Proof. Parts (a) is in [LF19, Proposition 8.7]. For (c), suppose this is not
true. Then after normalisation to coordinates in OK,P, we can assume that
at least one of them is invertible and seven have positive valuation. We
consider A2(2) as a scheme over Z and suppose that 7 coordinates vanish.
These 7 coordinates have indices ranging over the complement of a syzy-
gous or an azygous triple, so it suffices to look at one explicit complement
of a syzygous triple and one complement of an azygous triple. We first
suppose that the variables xm for m in the complement of the syzygous
triple {(1001), (0100), (1111)} all vanish. Then the equations between the
xms directly imply that xm = 0 for all m ∈ E (and this holds over Z),
a contradiction. Next, we consider the complement of the azygous triple
{(0000), (0100), (0001)}. Now the equations imply that the ideal generated
by these seven xms contains
x1 + x5, x2 + x5, x3, x4, 2x5, x
4
5, x6, x7, x8, x9, x10.
Here xi is xm where m is the ith element of E as displayed in (1). In
particular, the radical of the ideal contains all coordinates, so all of them
vanish, also a contradiction. Finally, we base change this argument to the
residue field of OK at P.
Remark 16. When we find 6 simultaneously vanishing coordinates modulo
P, their indices are not random: they will turn out to form the complement
subset to a Göpel quadruple (Definition 8), as proven in the next section.
2.6 The graph of intersection of the divisors
We can now figure out precisely what is the graph of intersection of our
divisors. Recall that it is defined as follows, following [LF20, Section 5].
Definition 17. The vertices of the graph of intersection are non-empty set-
theoretic intersections
ZI :=
⋂
i∈I
Di(K) for I ⊂ E.
A set of indices I is called optimal if there is no set J ) I such that ZJ = ZI .
The depth of a vertex Z is defined to be the size of an optimal set I such that
Z = ZI . An edge goes from ZI to ZJ if ZJ ( ZI (equivalently, if I and J
are optimal and I ( J) with no intermediary intersection. Finally, the cone
of ancestors of a vertex Z is the set of vertices Z ′ from which starts a path
leading to Z.
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In our situation, with help of the equations, we obtain the following graph
of intersection. The number in each oval is the number of vertices of a given
depth (and to which type of optimal subset of E they correspond). The
number in each thick arrow corresponds, for each vertex above, to its number
of children below.
Graph of intersection Depth
1
2
3
4
6
Dimension of ZI , irreducible ?
2, yes
1, no
0, no
1, yes
0, yes
Singletons (10)
Pairs (45)
Syzygous triples (60)
Azygous quadruples (15)
Complements of Göpel (15)
9
4
4
2
3
Proof of graph of intersection. To build the graph of intersection, we
start with singletons and then add elements step by step.
First, note that transitivity of the dot action of Sp4(F2) on each of the
subsets of E displayed in the ovals (and therefore on the corresponding sets
of vanishing coordinates because of (11)), detailed in Proposition 9, allows
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us to reduce to a single singleton, pair, syzygous triple, azygous quadruple
or complement of Göpel quadruple and thus saves us a lot of work.
At each step, we determine whether ZI is optimal. To prove that a set I is
not optimal, we formally manipulate the given equations for A2(2) together
with xi = 0 for i ∈ I to obtain that xj = 0 for some j /∈ I. Similarly,
we extract the dimension and number of irreducible components from the
explicit equations.
Conversely, to prove that a set I is optimal, we exhibit for each j /∈ I
a point Pj ∈ ZI such that Pj has non-zero jth coordinate. Such points
can always be found as deepest points: for each complement I of a Göpel
quadruple there is a unique point P ∈ A2(2), all of whose coordinates are in
{0, 1,−1}, such that xi(P ) = 0 if and only if i ∈ I.
Finally, we use Lemma 10 to determine the number of children displayed
in the arrows.
This process is rather laborious and error-prone to do by hand, so we
have implemented it in Magma.
Remark 18. By formal computations, one can notice that this process would
give exactly the same result for these equations over any base field (finite
or not) of characteristic unequal to 2 and 3. In particular, reductions of
divisors do not intersect more than the divisors over Q (but to be precise,
the scheme-theoretic intersections are sometimes not reduced) except over
F2 and F3. We will not need this, but have nonetheless worked it out in
the Magma file. This phenomenon is implicit in the bounds of Proposition 22
below and its proof.
Remark 19. Even though we have not undertaken the verification of this
claim and we do not need it later, it is likely that the 5 types of optimal sub-
sets are closely related to the moduli interpretations of points of A2(2)
S (as
jacobians of stable curves of genus 2). More precisely, following the notations
of [NU73, Proposition 1 ] and taking into account that their compactification
is a blow-up of the Satake compactification, we can expect that singletons
are given by products of elliptic curves (N , type II), pairs by elliptic curves
(B, type III), syzygous triples and azygous quadruples by one or two rational
curves (C, type IV) and complements of Göpel quadruples by two rational
curves meeting at three points (D, type V).
3 Runge’s method refined
We apply the formalism of the graph of intersection to Runge’s method. Then
[LF20, Proposition 5.5] tells us that if |S| ≤ 2, one can obtain an explicit
bound on the height of points in (A2(2)
S\D)(OK,S). Let us explain why.
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The shape of the graph of intersection tells us the following: no union of
two cones of ancestors recovers all the graph in depth 1 (i.e. contains all the
divisors). This is due to the fact that any two Göpel quadruples have non-
empty intersection, so the union of two complements of Göpel quadruples
cannot be the full set E.
To exploit this fact, we need to define a consistent notion of v-closeness
to the intersections of divisors ZI (for every place v ∈ MK). For example,
if K is a number field and v is a finite place of K not above 2 or 3, then
P ∈ A2(2)(K) will be v-close to ZI if and only if the reduction of P mod v
belongs to the Zariski closure of ZI .
As a consequence, for any integral point P ∈ (A2(2)S\D)(OK,S) where
|S| = 2, there are at most two places v ∈ MK for which P is v-close to one
of the divisors, and thus generates a cone of ancestors. Taking away those
two cones of ancestors, there remains a divisor Di which is v-far from P for
all v ∈ MK , and thus allows to bound the local heights hDi,v(P ) for all v,
and therefore the global height hDi(P ). This will be particularly easy to do
here as the Di are given as coordinate hyperplanes. This is how we obtain
an absolute bound on the height of ψ(P ).
To obtain such a bound in practice, more refined estimates are needed
for three different reasons:
• Our definition of integral points comes from the moduli space structure
(and not the explicit equations), which makes a slight difference in the
bounds.
• The graph of intersection of the divisors is different over fields of char-
acteristic 2 or 3 (which tells us that even though ZIs are distinct, they
might still be close enough to need a finer definition of closeness to
distinguish them).
• We need to evaluate closeness in the archimedean case.
3.1 Estimates on the size of theta functions
In this subsection, we refine the estimates in [LF19, Proposition 8.5] on sizes
of theta functions. For archimedean places and places above 2 and 3, this
will provide a quantitative analogue for the part of the graph of intersection
that we will need, while at other finite places it is merely a confirmation of
what we already knew.
Instead of analysing the Fourier expansions of the theta functions as was
done by Streng in [Str10] and quoted in [LF19], we only make use of the six
16
equations satisfied by the fourth powers of the theta functions to obtain our
estimates.
Proposition 20. Consider τ ∈ H2, and suppose that K is a number field
such that xm ∈ K for each m ∈ E. Let | · | be any norm on K. The set of
m ∈ E satisfying
|xm| <
{
maxm′∈E |xm′ | if | · | non-archimedean
1
27
maxm′∈E |xm′ | if | · | archimedean
either has size at most 4, or is contained in one of the 15 complements of
Göpel quadruples.
Remark 21. This constant 1/27 = 0.037.. is a slight improvement on the con-
stant 0.424 = 0.031.. found by Le Fourn [LF19] based on Streng’s estimates
[Str10].
Proof. In the non-archimedean case, this can be verified explicitly by consid-
ering A2(2) over Z, as in the proof of Proposition 14 (c). Alternatively one
can reason along the lines of the below proof for archimedean norms. We
thus assume that | · | is an archimedean norm. We take large rather than
small theta functions as our point of view, showing that there are at least
four x ∈ {xm | m ∈ E} of size
1
27
maxm |xm| and, whenever there are at most
five x of size ≥ 1
27
maxm |xm| then these contain a Göpel quadruple.
One of the xm is the largest, say of size M := maxm |xm|. By considering
a linear equation featuring xm, we find a second x-coordinate of size at least
M/3. By transitivity of Sp4(F2) on pairs, we may assume this pair of large
x-coordinates is {x0000, x0010}. In fact, we may suppose that |x0000| = M and
|x0010| ≥M/3.
So equations (4)-(7) all contain one xm of size at least M/3, and hence a
second xm of size at least M/9. Note that x0110, x0100, x0001, x0011 are the four
(out of 8 remaining variables) that occur in two of those equations. These
are exactly the four variables extending {x0000, x0010} to a syzygous triple.
By transitivity of the action of Sp4(F2) on syzygous triples, these choices are
thus equivalent. Let us first assume that all four of those are in absolute
value < M/9. These four together form a Göpel quadruple. Then equations
(4)-(7) show that |x1100|, |x1111|, |x1001|, |x1000| ≥ M/9, thus yielding a total
of eight xm of size |xm| ≥M/9.
We may thus assume that |x0100| ≥ M/9, giving a syzygous triple of
large coordinates. We can use equations (4) and (5) to find more “large” xm.
In particular, looking at (5) we have three cases: |x0110| ≥ M/9 (case (i)),
|x0011| ≥M/9 (case (ii)) and |x1111| ≥ M/9 (case (iii)). Consider first case (i).
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If |x0110| ≥ M/9, then we have found four coordinates of size M/9, namely
{x0000, x0010, x0100, x0110}, and we check that this is a Göpel quadruple: the
unique Göpel quadruple extending our syzygous triple.
Next, consider case (ii), so |x0011| ≥ M/9. Then in equation (4), one
of |x0001|, |x0110|, |x1100| is ≥ M/9. The second of these is the case just
treated. The first gives us exactly that the variables in the Göpel quadru-
ple {x0000, x0001, x0010, x0011} are all at least M/9 in absolute value. This
is the second (out of two in total) Göpel quadruple containing the pair
{x0000, x0010}. In the third case, if |x1100| ≥ M/9, then from equation (3)
we find that a sixth coordinate must be at least M/27 in absolute value.
Finally, we consider case (iii), where |x1111| ≥ M/9. In equation (4), we
now again have three possibilities, of which |x0110| ≥ M/9 has already been
treated, and the case |x0001| ≥M/9 yields six theta functions of size at least
M/27 by considering equation (3).
This leaves |x1100| ≥M/9. The 5-set of “large” xms we have selected so far
does not contain a Göpel quadruple. Moreover, the linear equations appear
to be perfectly happy with the sizes of the variables: each equation has two
large variables. It is here that we must invoke the power of the degree 4
equation. Assume that all remaining 5 variables have size strictly smaller
than ǫM . Then |x1100−x0000|, |x0100−x0000| ≤ 2ǫM by equations (4) and (6)
and |x1111 − x0000|, |x0010 − x0000| ≤ 5ǫM by substituting equations (4) and
(6) into equations (3) and (7) respectively. So in the quartic equation (8)
we may replace each such x by x0000, at the expense of adding a term of size
≤ 5ǫM or ≤ 2ǫM . This gives
5x40000 + C = 0, where |C| ≤ (6543ǫ
4 + 5656ǫ3 + ǫ2 + 56ǫ)|x0000|
4
by the triangle inequality. Now ǫ ≤ 1/27 yields |C| < 5|x0000|4, a contradic-
tion.
Proposition 22. Let | · | be a non-archimedean norm. Then for each Göpel
quadruple Q, one x ∈ {xm | m ∈ E} must satisfy
|x| ≥ |2||3|max
i∈E
|xi|.
When | · | is archimedean, the same is true with |2||3| replaced by 0.051.
Remark 23. These factors of |2| and |3| are strictly necessary. Indeed, the
subscheme of A2(2)/F2 given by the vanishing of the variables indexed by
the Göpel quadruple {(0000), (0001), (0010), (0011)} is zero-dimensional and
contains the point (0 : 0 : 0 : 0 : 1 : 1 : 1 : 1 : 1 : 1). Similarly, this scheme
over F3 contains (0 : 0 : 0 : 0 : 1 : −1 : 1 : −1 : 1 : −1).
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Proof. Let | · | be a norm. When | · | is archimedean, suppose that |xi| <
ǫM for each i in the Göpel quadruple G := {x0000, x0001, x0010, x0011}, where
M = maxm∈E |xm| and ǫ ≤ 1. We write o(z) for any complex number of size
|o(z)| < z. When | · | is non-archimedean, we may assume after scaling that
xi ∈ OK for all i ∈ E and one xi equals 1. Now suppose for each i in this
Göpel quadruple that xi ≡ 0 mod πn, where n > 0 and π is a uniformiser.
From (4)-(7) we deduce for archimedean norms that
−x1100 = x0110 + o(2ǫM), x0110 = x1111 + o(2ǫM) (12)
and
−x1001 = x0100 + o(2ǫM), x0100 = x1000 + o(2ǫM). (13)
Substituting the above into (3) yields
2x0100 + 2x0110 = 2o(4ǫM). (14)
This implies that
x1000, x1001 = x0100 + o(2ǫ), x0110 = x0100 + o(4ǫ), x1100, x1111 = x0100 + o(6ǫ).
In particular, all six xi for i /∈ G are of similar size. When ǫ is sufficiently
small, this will contradict the quartic equation (8).
Since ǫ ≤ 1, we must have |xi| = M 6= 0 for some i ∈ E \ G. In what
follows, the two choices i = 0100 and i = 0110 will be equivalent, and so will
the other four choices i ∈ {1000, 1001, 1100, 1111}.
For non-archimedean norms all error terms have equal size so all choices
are equivalent. Hence we may and do assume that x0100 = 1. We obtain that
xi ≡ x0100 mod πn for all i /∈ G. Substituting equations (12), (13) and (14)
into the degree 4 equation (8), we obtain
12x40100 + C = 0, where |C| ≤ (1712ǫ
4 + 2880ǫ3 + 528ǫ2 + 96ǫ)|x40100|
for archimedean norms. With ǫ ≤ 0.077 we obtain a contradiction, unless
x0100 = 0. In that case, we can do the same computation with x1000 in place
of x0100, and we reach a contradiction when ǫ ≤ 0.051.
In the non-archimedean case, the degree 4 equation yields 12 ≡ 0 mod πn
when p 6= 2. This is a contradiction unless p = 3 and |πn| ≤ |3|. When p = 2,
we note that ǫ ≡ 0 mod 2n implies that (x0100+ǫ)2 ≡ x20100 mod 2
n+1. Hence,
|πn| ≥ |4| actually gives 12 ≡ 0 mod 8, also a contradiction.
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Corollary 24. Let v1, v2 be two places of a number field K, and ψ(P ) =
(xm)m∈E ∈ P9(K) without a zero coordinate. There exists at least onem0 ∈ E
such that x = xm
0
satisfies
|x|v ≥ max
m
|xm| ·
{
|2||3| if v finite and
1/27 when v infinite
(15)
for each v ∈ {v1, v2}.
Proof. If (15) is violated by at most four x-coordinates at each of the two
places, then we are free to choose any of the remaining two. Otherwise, there
is one v ∈ {v1, v2} such that (15) is violated by the x-coordinates in a set
T ⊂ {xm | m ∈ E} of size |T | ≥ 5. In that case, Proposition 20 tells us that
T is contained in the complement T6 of a Göpel quadruple. In particular,
each x in the Göpel quadruple E \T6 satisfies (15) at v. Now Proposition 22
tells us that one such x also satisfies (15) at the other place. We note that
1/27 ≤ 0.051.
3.2 Proof of Theorem 1 and comments
After all this preparatory work, we can finally prove an upper bound on the
height of our integral points considered. We prove the following slightly more
specific version of Theorem 1 using Runge’s method.
Theorem 25. Let P = (A, λ, α2) ∈ A2(2)(K) representing a triple such that
the full 2-torsion α2 is defined over K, and such that the semistable reduction
of A is the jacobian of a smooth curve, except at most at 2 places (including
necessarily the archimedean ones). We then have
h(ψ(P )) ≤ 8.6 and hF (A) ≤ 985,
where hF is the stable Faltings height of A.
Proof. Let S be the set of places including M∞K and the finite places v such
that the semistable reduction of A modulo v is not isomorphic to a jacobian.
By assumption, |S| ≤ 2. Furthermore, A is necessarily a jacobian of hyper-
elliptic curve (after possible extension, see Theorem 12). The coordinates
mentioned below refer to the ten coordinates of ψ(P ), normalised to belong
to K.
For the places v /∈ S and not dividing 2, all the coordinates have the same
valuation by Proposition 13 (a). For the places v /∈ S above 2, the smallest
possible ratio |xi|v/|xj|v of coordinates is |2|6v by Proposition 14.
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For the (at most two) places of S, one can choose by Corollary 24 an
index i ∈ E such that |xi|v ≥ Cv maxj∈E |xj|v with Cv = |2|v, |3|v or 1/27.
We keep this choice of i. We thus have
h(ψ(P )) =
1
[K : Q]
∑
v∈MK
nv log
(
max
j∈E
∣∣∣∣xjxi
∣∣∣∣
v
)
≤ log(27) + 6 log(2) + log(3) ≤ 8.6.
The bound log(27) comes from the contribution of archimedean places, while
6 log(2) comes from the places above 2 (if S contains a place above 2, the
bound obtained is smaller) and log(3) appears if a place above 3 belongs to
S. The other places do not contribute. We deduce the bound on the Faltings
height by [Paz12, Corollary 1.3], taking into account that g = r = 2 here and
with his notations, hΘ(A,L) =
h(ψ(P )
4
.
Remark 26. This proof was conceptualised in the context of Runge’s method
for varieties, but an alternative approach was possible to prove a version of
this theorem. Indeed, with the same notations and hypotheses for A and S,
one can exhibit a curve C in Rosenhain normal form such that Jac(C) ∼= A
(see the proof of Theorem 12). Its parameters λ1, λ2 and λ3, belonging to K,
will have v-adic valuation 1 for all v /∈ S and not dividing 2, because their
squares are cross-ratios of theta constants, using Proposition 13. In fact, the
six Weierstrass points {0, 1,∞, λ1, λ2, λ3} will also be distinct modulo v for
those v (e.g. because their differences can also be written as Rosenhain pa-
rameters and cross-ratios of fourth powers of theta constants), so in particular
the λi they are v-integral in P
1\{0, 1,∞} for all v outside S (in other words,
solutions of the unit equation). These coefficients thus satisfy the hypotheses
of Runge’s method on P1\{0, 1,∞} and one can bound their height. They
then allow to determine back the coordinates of ψ(P ) via [CM20, Lemma
2.5], which finally bounds the height of ψ(P ).
This approach would work, but we would need to deal with similar com-
plications (such as what happens modulo 2, where no standard Rosenhain
form exists), which ultimately boils down to using theta constants again,
and it is not clear it would give better bounds than the one we found, so we
decided to use present the results via the graph of intersection.
Proof of Corollary 2. We apply the above theorem with K = Q and
S = {∞, 2}. Because 2 ∈ S, the proof of the theorem in fact gives us a
smaller bound
h(ψ(P )) ≤ log(27) + log(2) ≤ 4.
Also, Proposition 13 tells us that principally polarised abelian surfaces re-
ducing into the jacobian of a hyperelliptic curve mod p for all primes p 6= 2
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correspond exactly to points P ∈ A2(2) such that ψ(P ) can be represented
by coordinates (x1 : . . . : x10) with all xi ∈ Z[1/2]. Now we simply search for
all points of absolute height bounded by e4 with coordinates in Z[1/2], and
we find none.
We note that for S = {∞, p} and p 6= 2, we would have to search for
points of absolute height up to e8.6, which is nearly 100 times as large as e4.
4 Baker’s method with blowing-down cycles
In this section, we will use Baker’s method to prove Theorem 3.
To this end, we will use a peculiar property of A2(2)
S: for every compo-
nent of Di∩Dj , there exists a rational function on A2(2)S of the shape xk/xℓ
for some other indices k, ℓ ∈ E blowing Di ∩Dj down to 1 or −1.
The classical Baker’s method for curves (see [Bil95] for an overview) relies
on the existence of enough rational functions supported on the divisor D with
respect to which integrality is defined. In this higher-dimensional situation,
we will show that this property means that we will be able to apply Levin’s
generalisation of Baker’s method ([Lev14], also recalled in paragraph 4.1
below) as soon as a point is v-close to two divisors for some place v, except
when the point belongs to the inverse image of 1. In a more common context,
this would be impossible and we would need to assume that the point is v-
close to 5 divisors (to be close to a specific point in a finite family), following
Levin’s method.
Here, we will keep in mind the graph of intersection, and follow the for-
malism of [LF20, Section 5, Baker’s method].
First, let us recall that the linear equations defining A2(2)
S all involve
azygous quadruples. There are 15 azygous quadruples, and using the transi-
tivity of the action of Sp4(F2), one can thus exhibit 15 total linear equations
involving four coordinates (and the signs are changed accordingly). The key
idea for starting the argument is summed up in the proposition below.
Notation. For convenience here, we index elements of E from 1 to 10 in
increasing order of the fourtuples seen as binary expansions (e.g. (0000)
is 1 and (0110) is 6), and define the indices of coordinates and dot action
accordingly.
Proposition 27. For any distinct pair {i, j} ∈ {1, · · · , 10} and any point
x ∈ A2(2)S(C), if xi = xj = 0, then there are exactly two disjoints pairs
{k1, ℓ1} and {k2, ℓ2) completing {i, j} into an azygous quadruple, and then
xk1 = ε1xℓ1 , xk2 = ε2xℓ2 ,
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with ε1, ε2 ∈ {±1} determined unambiguously by (i, j, k1, ℓ1) and (i, j, k2, ℓ2).
In other words, for φ1 := ε1
xk1
xℓ1
, we have φ1((Di ∩ Dj)\ suppφ1) = {1}
and the same happens for φ2.
Geometrically, the intersection Di ∩ Dj has two irreducible components,
each of dimension 1: the first is Z{i,j,k1,ℓ1} (blown down to 1 by φ2) and the
second is Z{i,j,k2,ℓ2} (blown down to 1 by φ1). It is not possible to use these
functions in the reverse order: indeed, Z{i,j,ki,ℓi} ⊂ supp φi for i = 1, 2.
Proof. The ⊙-action of Sp4(F2) is 2-transitive, so the pairs (k1, ℓ1), (k2, ℓ2)
are determined for each intersection Di ∩Dj by what they are for D1 ∩D2.
Similarly, the signs are determined by the corresponding signs on D1∩D2 via
(11) (we will make this precise later). It is thus enough to prove the result
for i = 1 and j = 2. The formal manipulation of the equations x1 = 0 and
x2 = 0 over Z, then gives that x6 = −x9 and 2x5 = −2x10, so x5 = −x10.
The claims of the previous paragraph are readily checked by computa-
tions; see also the graph of intersection.
Remark 28. One needs to be careful with the notations: the rational function
we will use for Z{i,j,k1,ℓ1} is not φ1 but φ2, and in fact Z{i,j,k1,ℓ1} ∩ supp φ2 =
{Q} = Z{i,j,k2,ℓ2} ∩ suppφ2, where Q = (0 : 0 : 1 : 1 : 0 : 0 : −1 : −1 : 0 : 0).
This unusual phenomenon (a one-dimensional intersection sent to a point
by a rational function with support in the union of the divisors) will allow us
to push much further the ordinary application of higher-dimensional Baker’s
method.
4.1 Adaptation of Levin’s generalisation of Baker’s method
We give here first a quick overview of the higher-dimensional Baker’s method
due to Levin [Lev14], before explaining how it can be improved upon here.
The notations employed are reminiscent of (but do not refer to the exact
same objects as) the other sections, because we give an explanation in a
general case.
Let us assume we have X a normal projective variety over K (with an
implicit model over OK to define integral points properly), D =
⋃n
i=1Di
a union of ample effective divisors and P ∈ (X\D)(OK,S). One wishes to
bound the height hD(P ) of P relative to D (all global and local heights are
assumed precisely defined and fixed below). To shorten the explanation,
the symbol a ≥ b (resp. a ≫ b) will refer to the existence of computable
absolute constants C,C ′ > 0 independent of a, b such that a ≥ b− C ′ (resp.
a ≥ Cb− C ′).
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For each divisor Di, there exists a place v ∈ S such that
(∗)v,i : hDi,v(P ) ≥
1
|S|
hDi(P ),
because the local heights are 0 at places outside S and the sum of local heights
gives the global one. Assume there is a place v of S such that (∗)v,i holds
on all i ∈ I and the intersection ZI =
⋂
i∈I Di is finite. Assume furthermore
that for each of the points Q of ZI , there is a non-constant rational function
φ with support in D sending it to 1. After a quick manipulation of local
heights, we thus obtain, for a good choice of Q and φ, if P /∈ suppφ,
h1,v(φ(P )) ≥ hZI ,v(P )≫ hDi(P )≫ hD(P )≫ h(φ(P )). (16)
The left inequality is due to the fact that if P is v-close to Q, φ(P ) is (even
more) v-close to 1. The second one is using the (∗)v,i, and the two last ones
come from the ampleness of the divisors considered.
Now, if φ(P ) 6= 1, this means we have a point of P1(K) v-close to 1,
but φ(P ) ∈ O∗K,S (up to a finite number of possible constants) because
P ∈ (X\D)(OK,S) and φ is supported on D. The theory of linear forms
in logarithms thus gives bounds of the shape
h1,v(φ(P ))≪ C1(K,S) logmax(h(φ(P )), 1) (17)
with C1 effective in K and S. Combining with (16), we then obtain a bound
of the shape h(φ(P ))≪ C2(K,S), and finally hD(P )≪ C3(K,S) by reusing
(17) and the left inequality of (16).
The hypothesis of existence of good functions φ supported on D (they are
often called D-units) is geometric, but the existence of a good v and I has to
rely on combinatorial arguments. As Levin found, the pigeonhole principle
gives the sufficient condition (mB − 1)|S| < n, where mB is the minimum
number for which any intersection of mB divisors Di is finite. Indeed, in this
case, either there is a place v satisfying the hypotheses above, or there is a
divisor Di which is v-far from P for every v ∈ S, in which case one can fall
back to the conclusion of Runge’s method. In our case (n = 10, mB = 5), a
straight application would not give any improvement to our refined Runge’s
method (and with far worse bounds due to the theory of linear forms in
logarithms).
The basis of our improved application here is the following Lemma, in-
spired by Lemma 10 of [Lev14].
Lemma 29. Let C be a reduced prime cycle on a normal projective variety
X over a number field K, and φ ∈ K(X) such that φ(C\Cφ) = 1 where
Cφ := C ∩ supp φ, in other words C\Cφ is blown down to 1 by φ.
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Then, for every P ∈ (X\ suppφ)(K) such that φ(P ) 6= 1 and every
v ∈MK ,
hC,v(P ) ≤ h1,v(φ(P )) + hCφ,v(P ) +Ov(1),
where the sum of all errors Ov(1) over the v ∈ MK can be bounded by an
effectively computable constant, independent of P .
Proof. Let π : X˜ → X be a blowup of X along the support of φ, such that
φ extends to a morphism of projective varieties φ˜ : X˜ → P1 and φ˜ = φ ◦ π as
rational functions. The point P lifts to a unique point P˜ ∈ X˜(K) because
it does not belong to the support of φ, and then by functoriality of local
heights,
hC,v(P ) = hC,v(π(P˜ )) = hπ∗C,v(P˜ ) +Ov(1)
and similarly for Cφ, and h1,v(φ(P )) = hφ˜∗1,v(P˜ ) +Ov(1). Now, by construc-
tion, φ blows down C\Cφ to 1 so as ideal sheaves, so π∗C ⊂ φ˜∗1 + π∗(Cφ).
Indeed, this inclusion is clear outside of π∗ suppφ by our hypothesis on φ,
and it holds on π∗ suppφ by definition of Cφ. Combining with the previous
inequalities, we obtain the result.
In our situation, such a function φ exists for any of the two irreducible
components of Di ∩ Dj , by Proposition 27. For our application of Baker’s
method, it means that as soon as the set I of indices is of order at least 2, we
can apply a series of inequalities similar to (16), which makes the sufficient
condition for our modified method to apply |S| < 10 instead of 4|S| < 10.
As in Levin’s method, there will be an exclusion set: the set of P ’s for
which φ(P ) = 1, which cannot be dealt with in this way. After applying
the method, we will prove that those exclusion sets parametrise very specific
abelian surfaces.
Furthermore, the term hCφ,v(P ) compels us to deal with the cases where P
is v-close to one of the fifteen points obtained as ZI for I the complement of a
Göpel quadruple: if this height is large we have many possible choices for aD-
unit. If it is not, we can (up to controlled error) act as if hC,v(P ) ≤ h1,v(φ(P ))
and execute Baker’s method as announced.
4.2 Explicit Baker’s method outside exclusion sets
In this subsection we prove Theorem 3 by first bounding h(ψ(P )).
Lemma 30. Let K be a number field of degree d and S a set of places of K
of size s containing M∞K . Then, for any x ∈ O
∗
K,S and any place v of K, for
a fixed α ∈ K∗ such that αx 6= 1, one has
− log |αx− 1|v ≤ C1(d, s)RSNv max(h(α), 1) log(C2(d, s)h(x)) (18)
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with C1(d, s) and C2(d, s) effectively computable, RS is the regulator of O∗K,S,
Nv is the norm of the prime ideal corresponding to v if v is finite and 1
otherwise.
Remark 31. Under the constraints with which we are working in this paper
(d ≤ 18 and s ≤ 9), using the effective values below, we have C1(d, s) ≤ 8·1035
and C2(d, s) ≤ 5 · 1013 in the archimedean case, and C1(d, s) ≤ 7 · 1059 and
C2(d, s) ≤ 3 · 1012 in the non-archimedean case.
Proof. By [BG96, Lemma 1], we can find a basis (ε1, · · · , εs−1) of O∗K,S up
to torsion such that
s−1∏
i=1
h(εi) ≤
(s− 1)!)2
2s−2ds−1
RS.
For any x ∈ O∗K,S, we can write
x = ζb0
s−1∏
i=1
εbii ,
with ζ a root of unity in K and integers b1, . . . , bs−1. By the same Lemma
and choice of basis (working out the values of c4, c6 and δK from inside the
paper), we then have
B := max
1≤i≤s−1
|bi| ≤ 53
((s− 1)!)2
2s−3
d2 log(6d)h(x).
By [Bug18, Theorem 2.2], in the archimedean case, one obtains (18) with
C1(d, s) = 12π × 30
s+4(s+ 1)5.5d2 log(ed)
((s− 1)!)2
2s
and
C2(d, s) = 53es
((s− 1)!)2
2s−3
d2 log(6d).
In the non-archimedean case, by [Bug18, Theorem 2.10] one obtains (18)
with
C1(d, s) = 12(6(s+ 1)d)
2s+2 log(e5sd)
((s− 1)!)2
2s−2ds−1
C2(d, s) = 53
((s− 1)!)2
2s−3
d2 log(6d).
(the term pd − 1 in the estimates can be replaced by Nv − 1, see [Bug18, p.
174]).
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In the archimedean case, one has to use the inequality of [Bug18, p. 77],
and backtracking the values of c8, c10, c11, B there (taking into account that
the heights are not logarithmic in that reference, and logH ≥ h(α)), we
obtain the inequality above with (simplified) constant
C1(d, s) = 240000× d log(d)
s((s− 1)!)22000s(s+ 1)3s+9
and
C2(d, s) =
8d((s− 1)!)2
2s
.
We now define the local heights involved in the computations. For any
cycle of the shape ZI , and any P ∈ A2(2)
S(K) not in ZI we define (as is
natural)
hZI ,v(P ) = − log
(
maxi∈I |x(P )i|v
‖x(P )‖v
)
where x(P ) = (x(P )1, · · · , x(P )10) ∈ K
10 is any choice of projective coordi-
nates of ψ(P ), and ‖x(P )‖v = maxi∈E |xi|v. In P1, we simply have to define
for x ∈ K, x 6= 1:
h1,v(x) = max(0,− log(|x− 1|v)).
Afterwards, one defines as usual the global heights via
hZI (P ) =
∑
v∈MK
nv
[K : Q]
hZI ,v(P ).
Notice that all the divisors Di are linearly equivalent, and more precisely
that hDi(P ) = h(ψ(P )) for any P not inDi by manipulating the global height
formula. We will denote this common height by h(P ) for simplicity later on.
Proof of Theorem 3. We consider a point P = (A, λ, α2) ∈ A2(2)(K)
representing an abelian surface (with full 2-torsion defined over K) whose
semistable reduction at all places outside S is a jacobian of hyperelliptic
curve (over a possible finite extension). We can assume h(P ) > 1000 for
convenience as the final bounds obtained are much larger. We also assume
throughout that s = |S| < 10.
The local height hv(P ) at all places not in S is very small (see our analysis
of the difference between integral points in the sense of the projective scheme
(A2(2)
S\D) and integral points in terms of moduli in Propositions 13 and
Propositions 14) and s is at most 9, so we can assume that the contributions
to the global height of all places not in S is at most h(P )/10.
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By the pigeonhole principle, there are two distinct indices i, j ∈ E and a
place v ∈MK such that
hDi,v(P ) ≥
1
10
h(P ), hDj ,v(P ) ≥
1
10
h(P ).
By 2-transitivity of the action of Sp4(F2) (which preserves the global
height), one can assume that i = 1 and j = 2. We thus have, by definition,
for the (reducible) cycle C = D1 ∩D2,
hC,v(P ) ≥
1
10
h(P ).
According to the graph of intersection, this cycle can be written as C =
C1 ∪ C2, where C1 is given by the equations x1 = x2 = x5 = x10 = 0 and
C2 by x1 = x2 = x6 = x9 = 0. One of them, let us say Ck (k ∈ {1, 2}) thus
satisfies
hCk,v(P ) ≥
1
20
h(P ).
If that is the case for both, we obtain
hQ,v(P ) = min(hC1,v(P ), hC2,v(P )) ≥
1
20
h(P ) > 0,
where Q = (0 : 0 : 1 : 1 : 0 : 0 : −1 : −1 : 0 : 0) is the unique point of
intersection of C1 and C2, associated to the complement of Göpel quadru-
ple (1, 2, 5, 6, 9, 10). We will deal with the particular case where hQ,v(P ) is
large (more precisely hQ,v(P ) ≥ h(P )/40) later, so we assume for now that
hQ,v(P ) < h(P )/40.
For k = 1, let us fix φ1 = −
x6
x9
and for k = 2, we fix φ2 = −
x5
x10
. Both these
functions satisfy Lemma 29 and the intersection of the cycle with the support
of the corresponding function is the point Q as above in both cases. Applying
the Lemma tells us of the existence of inequalities up to constants, but of
course we need to make everything explicit. One of the equations defining
A2(2)
S over Q is x1−x2−x6−x9 = 0, and another is x1−x2−x5−x10 = 0.
From now on, (x1, · · · , x10) ∈ K10 denotes a choice of projective coor-
dinates of P . If hC1,v(P ) ≥
1
20
h(P ) > 2hC2,v(P ), we thus have |x6|v or
|x9|v strictly larger thanmax(|x1|v, |x2|v, |x5|, |x10|v). In the non-archimedean
case, using the first equation, |x6|v = |x9|v so for each i ∈ {1, 2, 5, 10},
− log(|xi|v/|x6|v) ≥
1
40
h(P ). Consequently, − log |φ1(P )− 1|v ≥
1
40
h(P ).
The same thing holds in the archimedean case up to an error log(2).
Furthermore, φ1(P ) = −
x6
x9
is a unit in O∗K,S′ where S
′ = S ∪ S2 with S2
the set of places of K above 2, by Proposition 13. More precisely, raising it
to the power hK , we can thus write it as an O∗K,S-unit times an element with
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non-trivial valuation only at primes above 2, and of height at most 6hK log(2)
by Proposition 14.
We have to assume from now on that φ1(P ) 6= 1 (the study of this case
being postponed to the next section). For archimedean places, we have
− log |(x6/x9)
hK − 1|v ≥ − log |(x6/x9)− 1|v − hK log(2),
(the second term disappears for finite places).
Applying Lemma 30, we thus obtain
− log
∣∣∣∣∣−
(
x6
x9
)hK
− 1
∣∣∣∣∣
v
≤ C1(d, s)6hK log(2)RSNv log(C2(d, s)hKh(x6/x9)),
which leads to
h(P ) ≤ 200(C1(d, s)RShKNv log(C2(d, s)hKh(P )))
whether v is finite or not (the term hK log(2) in the archimedean case being
absorbed in the cruder bound here).
A coarse but straightforward manipulation of this inequality leads to
h(P ) ≤ 400C1(d, s)RShKNv log
∗(RShKNv) log(200C1(d, s)C2(d, s)). (19)
By Remark 31, we thus obtain the explicit bound
h(P ) ≤ 1066RShKNv log
∗(RShKNv).
The Faltings height is deduced from it by [Paz12, Corollary 1.3] again (using
crude bounds and keeping the factor 1066 here).
The same estimate holds in the case hC2,v(P ) ≥ h(P )/20 (and hC1,v(P ) <
h(P )/40).
It remains to study the case where P is v-close to the pointQ, in particular
at none of the 6 indices 1, 2, 5, 6, 9, 10 the norm ‖x‖v is attained.
By Proposition 20, the 4 other indices thus have norm ‖x‖v (finite case)
or at least 1/27‖x‖v (archimedean case). Furthermore, the point Q is sent to
1 via the function x7/x8 (we actually have many possibilities here) and we
can apply the same method here using the equation x7−x9+x10−x8 = 0 to
realise explicitly Lemma 29. We infer the exact same type of bounds, apart
from one difference: we assume only hQ,v(P ) ≥ h(P )/40 and not h(P )/20,
so at an intermediary step we get a doubled right-hand side. However, this
factor of 2 is absorbed in the very crude approximation we do afterwards,
which still gives 1066 as the next power of 10. Finally, the worst case of
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this combined estimate is when the place v comes from the prime ideal with
largest norm of S, which gives the final estimate.
We have now proved the theorem for points P such that there is no
M ∈ Sp4(F2) with
x1
x2
(M · P ) = 1 or x7
x8
(M · P ) = 1. In the next section we
will investigate this exceptional set further in order to complete the proof of
Theorem 3.
4.3 Determining the exclusion sets
In this section we find a moduli interpretation for the exclusion sets that
appeared in the application of Baker’s method. To this end, we first need to
make precise the signs in Proposition 27. Recall that on every intersection
Di ∩Dj there exist two pairs of indices (k1, ℓ1) and (k2, ℓ2) such that
xk1 = ±xℓ1 and xk2 = ±xℓ2 on Di ∩Dj,
where each of the two pairs (xki, xℓi) vanish identically on one of the two
irreducible components of Di ∩ Dj. In order to determine the functions
mapping irreducible components of Di ∩ Dj to 1, we need to know these
signs. Recall that the ⊙-action of Sp4(F2) is 2-transitive, and so the pairs
(k1, ℓ1), (k2, ℓ2) are determined for each intersection Di∩Dj by what they are
for D1 ∩D2. Similarly, the signs are determined by the corresponding signs
on D1 ∩D2 via (11). We now make this precise.
We continue to denote the coordinates by x1, . . . , x10, where a subscript
i refers to the ith element of E in its binary order. We denote this element
of E by mi.
Lemma 32. Consider distinct i, j ∈ {1, . . . , 10} and find M ∈ Sp4(F2) such
that m1 ⊙M = mi and m2 ⊙M = mj. Then the sign ǫ in the equation
xi(M
−1τ)
xj(M−1τ)
= ǫ
x1(τ)
x2(τ)
is independent of the choice of M and equals
(−1)(mi+mj)1(mi+mj)3+(mi+mj)2(mi+mj)4 .
Proof. Consider i, j and M as in the statement. Then
xi(M
−1τ)
xj(M−1τ)
= (−1)(m1−m2)·
t((BtA)0).(CtD)0))
x1(τ)
x2(τ)
by (11). Note that (m1 −m2) ·
t((BtA)0).(C
tD)0)) = C21D21 + C22D22. But
m1 ⊙M = mi implies that ((
tCA)0,
tDB)0) = mi and m2 ⊙M = mj means
that (C21, C22, D21, D22)−mi = mj.
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We denote this sign by ǫ(i, j). By definition, we have
ǫ(i, j)ǫ(j, k) = ǫ(i, k) for all i, j, k ∈ {1, . . . , 10}.
Note that ǫ(1, 2) = 1 (by definition); we also compute that ǫ(5, 10) = −1,
ǫ(6, 9) = −1 and ǫ(7, 8) = 1. This shows that the functions φ in Proposition
27 are indeed of the form ǫ(i, j) xi
xj
. The set of points for which Baker’s method
does not work is thus{
P ∈ A2(2) | ǫ(i, j)
xi
xj
(P ) = 1 for some pair (i, j)
}
.
We are now ready to describe this exceptional set.
Proposition 33. Consider τ = (A, λ, α2) defined over a number field K
containing A[2], such that A is the jacobian of a hyperelliptic curve. Then
there exists a pair (i, j) such that
xi(τ) = ǫ(i, j)xj(τ)
if and only if there is a degree 2 extension L/K such that (A, λ) is isogenous to
a product of elliptic curves by an isogeny defined over L with kernel (Z/2Z)2.
Remark 34. The sign here really is essential. This is not true when ǫ(i, j) is
replaced with −ǫ(i, j).
It suffices to prove this theorem for (i, j) = (1, 2). The following proposi-
tion provides the first step.
Proposition 35. Consider a pair (i, j) and choose Ni,j ∈ Sp4(F2) such that
{mi, mj} ⊙Nij = {m1, m2}. We have
xi = ǫ(i, j)xj
if and only if P = (x1 : . . . : x10) satisfies N
−1
i,j MNi,j · P = P , where
M :=

1 0 0 1
1 1 1 0
0 0 1 1
0 0 0 1
 ∈ Sp4(F2).
Proof. Again, it suffices to consider the case (i, j) = (1, 2).
So suppose that x1 = x2. Then the equations between the xi immediately
tell us that x6 = −x9 and x5 = −x10. One can compute thatM is the unique
matrix in Sp4(F2) that interchanges the pairs (m1, m2), (m6, m9), (m5, m10)
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and leaves the remaining four mi fixed. (And there is no non-identity ma-
trix also leaving at least one of the pairs fixed.) We write φ(i,M) :=
(−1)(mi)·
t((BtA)0).(CtD)0)). Now the action of M on the projective point P :=
(x1 : . . . : x10) is given by
M · P =(φ(1,M)x2 : φ(2,M)x1 : φ(3,M)x3 : φ(4,M)x4 : φ(5,M)x10 :
φ(6,M)x9 : φ(7,M)x7 : φ(8,M)x8 : φ(9,M)x6 : φ(10,M)x5).
Given our explicitM , we compute that in fact φ(i,M) = 1 for i ∈ {1, 2, 3, 4, 7, 8}
and φ(i,M) = −1 for i ∈ {5, 6, 9, 10}, so that the equalities x1 = x2,
x6 = −x9 and x5 = −x10 yield M · P = P , as desired.
Conversely, when M fixes P we have x1 = x2 by definition.
We note here that for each N ∈ Sp4(F2), if m ⊙ N = m then also
m⊙N−1 = m, which implies that (tAB)0 = (tCD)0 = 0 and hence φ(m,N) =
1, so the equalities φ(i,M) = 1 for i ∈ {3, 4, 9, 10} were not surprising.
Lemma 36. Suppose that C/K is a genus 2 hyperelliptic curve such that all
Weierstrass points of C are defined overK. Then C admits aK-automorphism
of order 2 unequal to the hyperelliptic involution if and only if J(C) is
(Z/2Z)2-isogenous over K to a product of elliptic curves over K.
Proof. By [SV04, Lemma 2], C admits such an automorphism if and only if
C has a model of the form
C : Y 2 = (X2 − a2)(X2 − b2)(X2 − c2),
in which case the automorphism is given by ψ : (X, Y ) 7→ (−X, Y ). If this
is the case, we obtain quotient maps π1 : C → E1 and π2 : C → E2, where
π1 is the quotient by ψ and π2 is the quotient by ψ ◦ ι (ι here denotes the
hyperelliptic involution). Here E1 and E2 have explicit models given by
E1 : Y
2 = (X − a2)(X − b2)(X − c2) and
E2 : Y
2 = (1− a2Z)(1− b2Z)(1− c2Z).
Now π1 and π2 induce an isogeny J(C)→ E1 ×E2 with kernel (Z/2Z)2.
Conversely, suppose that we start with an isogeny J(C)→ E1 ×E2 with
kernel (Z/2Z)2. We obtain maps π1 : C → E1 and π2 : C → E2. Now let
E be an optimal quotient of C such that π1 factors through π : C → E.
Then E ′ = Ker(J → E) gives rise to a map π′ : C → E ′, which is an
optimal quotient such that J(C) → E2 factors through J(C) → E ′. We
obtain an isogeny J(C) → E × E ′ with kernel contained in the kernel of
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J(C) → E1 × E2. By [Kuh88, Section 2], the kernel of J(C) → E × E ′ is
(Z/dZ)2, where d is the degree of C → E. We conclude that d must equal
2. The degree 2 quotient C → E thus gives rise to an automorphism on C
of order 2 which is not the hyperelliptic involution.
Proof of Proposition 33. We consider (i, j) = (1, 2) and obtain by the
previous proposition that M · P = P , where P = (A, λ, α2). By Theorem
12, (A, λ) is isomorphic over a degree 2 extension L/K to the jacobian of
a hyperelliptic curve C/K, where L/K is an extension of degree at most 2.
Note that M acts on P = (A, λ, α2) by
M · (A, λ, α2) = (A, λ,M · α2).
Since (A, λ, α2) = (A, λ,M · α2) in the moduli space, then there must be
an automorphism φ : (A, λ) → (A, λ) satisfying φ∗α2 = Mα2. By Torelli’s
theorem, φ arises from an automorphism ψ : C → C, and ψ commutes with
the hyperelliptic involution ι : C → C. Let p1, . . . , p6 be the Weierstrass
points of C. Then
J(C)[2] = SpanF2{[pi − p1] : i ∈ {2, . . . , 6}} (20)
=
{
∑
i ai · pi ∈
⊕6
i=1 F2pi |
∑
i ai = 0}
F2(p1 + . . .+ p6)
. (21)
Now ψ must act on the set of Weierstrass points, and φ2 acts trivially on
the 2-torsion.
Let G = AutQ(C)/〈ι〉, where ι is the hyperelliptic involution. The ele-
ments of G are in 1-1 correspondence with automorphisms of P1 permuting
the x-coordinates of P = {p1, . . . , p6}. Any permutation σ ∈ SP acts on
J(C)[2] via (20) and preserves the Weil pairing. This gives rise to the ex-
ceptional isomorphism S6 ≃ Sp4(F2). In particular, φ
2 acting trivially on
the 2-torsion implies that ψ2 fixes the Weierstrass points, so ψ2 ∈ {Id, ι}.
Moreover, the conjugacy class of M corresponds to a unique cycle type in
S6. Since M is an involution and the conjugacy class of M has size 15, M
has to correspond to either a product of 1 or 3 transpositions. If ψ fixes four
Weierstrass points, M acts trivially on a 3-dimensional F2-subspace. How-
ever, ker(M − I4) is 2-dimensional. We conclude that M corresponds to a
product of three transpositions.
On P1, we may assume ψ acts as x 7→ −x as ψ has order 2 modulo 〈ι〉.
Since ψ acts on the Weierstrass points as a product of three transpositions,
C must have a model of the form
C : Y 2 = (X2 − a2)(X2 − b2)(X2 − c2), a, b, c ∈ K.
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Here ψ is given by (X, Y ) 7→ (−X,±Y ). In particular, ψ is an involution,
and we can apply the previous Lemma.
Conversely, starting with an isogeny J(C) → E1 × E2 we can apply the
previous lemma to see that C must admit an order 2 automorphism unequal
to the hyperelliptic involution. By [SV04, Lemma 2], this automorphism acts
as a product of three involutions on the Weierstrass points, so that it must
act on J(C)[2] as a conjugate N of M , which shows that N · P = P , as
desired.
Remark 37. One may wonder whether, or to what extent, the exceptional
set in the application of Baker’s method violates the obtained height bound.
Since the points in this 2-dimensional exceptional set have three pairs of
equal coordinates (up to sign), from their point of view there are not 10
but 7 ample divisors Di. So a similar application of Baker’s method would
give us the same bound for the exceptional set if |S| < 7, up to a further
1-dimensional exceptional set where another pair of coordinates is equal up
to sign. Subsequently, |S| < 4 allows us to bound this smaller set, up to
a 0-dimensional exceptional set. Finally, for |S| < 3 we have, of course, a
stronger bound without exceptions using Runge’s method.
5 List of Göpel and azygous quadruples
Göpel quadruples:
{(0011), (0010), (1001), (1000)}, {(1100), (0011), (0110), (1001)},
{(0011), (0001), (0110), (0100)}, {(0010), (1111), (1001), (0100)},
{(0000), (0110), (1111), (1001)}, {(1100), (0001), (1001), (0100)},
{(1100), (0010), (0110), (1000)}, {(1100), (0001), (0010), (1111)},
{(1100), (0011), (0000), (1111)}, {(0001), (0000), (1001), (1000)},
{(0001), (0110), (1111), (1000)}, {(0011), (0001), (0010), (0000)},
{(0010), (0000), (0110), (0100)}, {(1100), (0000), (1000), (0100)},
{(0011), (1111), (1000), (0100)}.
Azygous quadruples:
{(0011), (0010), (0110), (1111)}, {(0010), (0000), (1111), (1000)},
{(1100), (0001), (0000), (0110)}, {(1100), (0011), (0001), (1000)},
{(0110), (1001), (1000), (0100)}, {(0011), (0000), (0110), (1000)},
{(1100), (0110), (1111), (0100)}, {(0001), (0010), (0110), (1001)},
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{(0001), (0010), (1000), (0100)}, {(1100), (0011), (0010), (0100)},
{(0011), (0000), (1001), (0100)}, {(0001), (0000), (1111), (0100)},
{(1100), (1111), (1001), (1000)}, {(0011), (0001), (1111), (1001)},
{(1100), (0010), (0000), (1001)}.
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