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1. INTRODUCTION 
Recently, the qualitative analysis of difference equations has received much attention. In particu- 
lar, the stability and oscillation of partial difference equations have been investigated intensively; 
see the recent monographs [l-4]. 
The stability and asymptotic behavior of solutions of the difference equations of the form 
x(t) = 5 Akx(t - T-k) 
k=l 
(1.1) 
have been studied in the past years, where x E R", Ak is an n x n matrix. 0 5 Tk 5 r, for 
k = 1,2,..., N. In the scalar case, Melvin showed that a necessary and sufficient condition for 
the stability of (1.1) is cF=“=, l&l < 1, Ak E R. Avellar, Garcia and Marcauato [5] extended this 
result to the delays rk and coefficients Ak in (1.1) varying in time. That is, 
x(t) = 5 Ak(t)X(t -Q(t)), t 2 0, k=l 
cp(t), -r 5 t < 0, 
where rk : [0, oo), & : [0, co) + R are real continuous functions. 
In this paper, we consider the system of partial difference equations 
N 
.@, 3) = 
c Ak(x,?/)Z(x -pk(x),Y -!?k(Y)), X,Y E fiO> 
k=l (14 
cp(xcl Y), X,Y E a27 
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where pk : [o,~) -+ R+, qk : [O,m) + R+, and pk(e)yqk(.) are both continuous functions. 
2, cp E R”, & : ato -+ Rnx”, k = 1,2,. . . , IV, are real continuous functions, and 
no = {(X,Y) I 2 2 0, Y 2 01, 
R1={(2,Y)la:r--p,Yl-q}, 
Q2 =%\flo, 
where p > 0, q > 0. 
Let 
dxc> = l~k~NPk(x)> x L 0, 
-- 
h> = l~k~N’d’)r Y 2 0. -- 
We assume that p(z), q(y) satisfies: p(z) 5 x +p, q(y) < y + q, where 2, y 2 0. Given a function 
cp(x, y) E R” on 02, it is easy to see that the initial value problem (1.2) has a unique solution 
2(x, y) on I&. Our purpose is to obtain some sufficient conditions for the stability of (1.2). For 
any H > 0, let 
Similar to the scalar equation [3], we give the following definitions. 
DEFINITION 1.1. Equation (1.2) is said to be stable if for every E > 0, there exists a 6 > 0 such 
that for every ‘p E Sg, the corresponding solution 2(x, y) of (1.2) satisfies 
II@4 Y)lI < % (X,Y) E fro. 
DEFINITION 1.2. Equation (1.2) is said to be asymptotically stable in the large if it is sta- 
ble, and at the same time for every solution Z(z, y) with the initial function cp(z, y), which 
sai%fies w(,,y)E~z lli4~c, Y)lI = c, c is a positive constant, satisfies that: llZ(x, y)(I --) 0, as 
min(z, y) --) +oo. 
DEFINITION 1.3. Equation (1.2) is said to be exponentially asymptotically stable if for any 6 > 0, 
there exists a real number r E (0,l) such that cp E S6 implies that 
(pyx, y)I( <: SrCmin(z~y), c > 0, (X,Y) E flo. 
2. SOME FUNDAMENTAL RESULTS 
To prove our results, we need a modified version of the Darbo fixed-point theorem [3]. 
LEMMA 2.1. Let c be a nonempty, bounded, convex, and closed subset of a Banach space E. 
If F : c + c is a p-contraction, then F has at least one fixed point in c and the set Fix F = 
{z E c : Fa: = z} belongs to the ker p. 
REMARK 2.1. Noting set FixF with K, it is easy to see that p(K) = p(FK) = 0. Denote 
by Co = C(flI, R”) the space of bounded continuous functions on RI with the norm llz]jnl = 
{sup l(z(z, y)ll : (z, y) E RI} < co. So Co is a Banach space. 
For CH, an arbitrary nonempty and bounded subset of CO, llzllnl 5 H, if for any T > 0, E > 0, 
P = (x~,YI), Q = (XZ,YZ) E [-P,W) x [-q,m), let us denote 
w:(z) = {SUP lI+lr ~1) - 4x2, YZNI : P, Q E F-P, Tl x i-4, Tl, IF’ - &II I ~1, 
W,T(cH) = {supw,T(z) : z E CH}, 
W:(cH) = AL$(cH), 
%(cH) = $$&d(cH), 
%(CH) = Gem z$P {SUP l~~(~17Yl)~~~ p E K ~0) X [TV>), 
p(cH) = %(cH) ;@@f). 
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Similar to the related result in [6], it is not difficult to prove the following conclusion. 
LEMMA 2.2. The function p(Cn) is the sublinear measure of noncompactness in the space CO. 
3. MAIN RESULTS 
THEOREM 3.1. Suppose the following conditions hold: 
(9 T = ~UP~~O,~~O Cc=‘=, llAk(x, y)ll < 1; AK(x,Y) is contjnuous, (x,Y) E 00; 
(ii) limz--roo x - p(x) = co; 
(iii) lim,,, y - q(y) = co. 
Then for every given cp(z, y), such that sup II+$z, y))) = c < +oo, (2, y) E R2, the corresponding 
solution Z(z, y) of (1.2) satisfies IIZ(5,y)jI + 0, as min(z, y) + +oo. 
PROOF. For any A4 > 0, let hi = {z E CO : Z(Z, y) = cp(z, y), (z, y) E 02 and llz(lnl I M}, and 
F:hM + Co is the map given by 
First, we should verify F(hM) c hM. For all z E hM, we have 
ll(F~)b~)ll = &h(x,~bCx -P&),Y -dy)) 
II k=l II 
N 
I ~~IAt(~,~)llll~(~-~~(~)~Y - dy))ll 
k=l 
Therefore, llF.zllnl 5 &zllnl 5 M. That is, F(~M) G hM. 
In a similar way, we obtain 
(IFzl - Fz2)I 5 11~1 - ~211. 
Hence, F is continuous. 
Next, we should verify p(Fh~) < p(hM). F or any z E hM, T 2 0, x,y E [T,m) X [T, m), 
we can get that: ao(FhM) I rao(hM). Now, let US take P = (Xl,Yi), Q = (X2,Y2), T > 0, 
J’,Q E (f&T) x (O,T). S ince Ak(x, y) is a continuous function, so for any E > 0, there is 15 > 0, 
such that if IIP - &II I 6, we have (IAk(Xi,Yr) - Ak(x2,Y2)(1 < r&/M. Hence, 
II(F~)(xI,YI) - (J’z)h~dll 
= 
II 
.&k(Xl,Yl)+h -?‘k(xl),!/l -qk(?/l)) - ~&&2,Ya)z(Xz -Pk(x2),!/2 -qk(Y2)) 
k=l kc1 II 
5 2 I,Ak(xl,Yl)1111.+1 -l)k(xl),yl -qk(Yl)) - +2 -pk(x2),Y2 -qk(?/2))Il 
k=l 
+&&(%?a) -Ak(Xl>Yl)~~~~~(~2 -Pk(x2),Y2 -qdY2))II 
k=l 
_< SW’~ &&(X1, yl)11 SUP II-+1 - pk(xl), Yl - qk(Y1)) - 4x2 - pk(x2), Y2 - qk(Y2))(/ + T& 
k=l 
5 T(& + SUP l&l - &‘k(Zl), ?A - qk(?h)) - z(x2 - ?‘k(z2), Y2 - qk(YZ))lb 
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So, we have 
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which means that F is p-contraction, and by Lemma 2.1, F has a fixed point z E hM. It is easy 
to see that z(z, y) is a solution of (1.2). 
Since z E K, /J(K) = 0, we get that se(K) = 0. That is, llz(z, y)ll --t 0, as min(z,y) --) +co. 
The proof is complete. 
In Theorem 3.1, we obtain sufficient conditions of the attractivity of the solution of (1.2). In 
order to reach the conclusion that (1.2) is asymptotically stable in the large, we need to prove 
that (1.2) is stable. 
THEOREM 3.2. Assume the conditions of Theorem 3.1 h&d. Then for every given cp(x, y), such 
that sup [19(x, y)lj = c < $00, (z, y) E 02, the solution Z(z,y) of (1.2) satisfies: I(Z(z,y)ll 5 c, 
(2, y) E flc. Therefore, (1.2) is stable. 
PROOF. First we define a sequence of sets S’i in Rc as follows. 
For a point (z, y) E no, if (x - pk(x), y - qk(y)) E Rz, k = 1,. . . , n, then (z, y) E Si. 
And for another point (z, y) E Rc \ Sr , if (x - pk(z), y - qk(y)) E 02 U S1, k = 1,. . . ,rz, 
then (x, y) E &. 
Step by step, we get a series of sets 5’1, Sz, S’s,. . . . We shall show that Re = Uz”=, Si. 
In fact, because pk(z), qk(y) are both continuous and for any arbitrary point (xi, yi) E 00, there 
exist two constants a > 0, b > 0 such that: pk(z) 2 a, qk(y) 1 b, 0 5 2 5 xi, and 0 5 y 5 yi, it 
is sure that 
max(l~llal,[Yl/~l)+l 
(Xl,Yl) E U Si. kl 
It is easy to see that 
IIWGY)II L ~IIAd~~~)llll~(~ -P&),Y - dy))II. 
k=l 
Therefore, SUP(,,~)~S~ II@, Y) II I c. 
In a similar way, we have 
SUP Ilz(s,~)ll I ma 
( 
( ws, Il~(X~Y)II,C 5 c. 
(%Y)ESZ 5, 1 
By the induction, we have 
SUP Il%Y)ll 5 c, i=l,2,3 ,.... 
(%Y)ESi 
The proof is complete. 
Combining Theorems 3.1 and 3.2, we have the following corollary. 
COROLLARY 3.1. Assume that the assumptions of Theorem 3.1 hold. Then (1.2) is asymptoti- 
cally stable in the large. 
About the exponential asymptotic stability of (1.2), we have the following result. 
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THEOREM 3.3. Suppose T = SU~,>~,~~~ ‘j& IIAk(z, y)ll < 1. If there exist positive numbers a 
and A SIKJI that 0 < a 5 pk(z), O? a < qk(y), 1 < k <_ N and p(x) 5 A, q(y) 5 A, (x,y) E Ro, 
then for every given cp(z,y) E R”, with Ilpllnz = ~up(,,~)~~~ Ilcp(z,y)/ = c < +oo, (1.2) has a 
unique solution Z(z, y) such that 
~~Z(x,y)~l 5 cr~min(z~y)‘Al, (X:,Y) E flo, (3.1) 
where [.I denoted the greatest integer less than or equal to min(z, y)/A. 
PROOF. For any given cp(z, y), it is easy to see that (1.2) has a unique solution 2(x, y). 
First, we assume that 2 5 a, or y 2 a: Because pk(z) 2 a, qk(y) > a, 1 5 k 5 N, we 
have (z - pk(z), y - qk(y)) E 522, and therefore, 
II.WY)II = ‘&&,Y~~~~-P&~,Y -a(y)) 
II k=l II 
5 t ,h&,Y),, 
k=l 
lykFN liz(x - dx), Y - qk(Y))\l 
-- (3.2) 
5 T- $jkyN llz(x - Pkb), Y - qk(?/))li 
-- 
-5 #PIIn* 
Because min(z - pk(z), y -,qk(y)) 5 0, inequality (3.1) holds. 
Next, we assume for a positive integer m, (3.1) holds for z < (m - l)a, or y 5 (m - 1)a; i.e., 
\lZ(x,y)ll 5 cr[min(z~Y)‘A1, 2 5 (m - l)a, or y < (m- 1)~. 
l For (z,y) E {(z,y) I z > (m - l)a, y > (m - 1)~) \ {(z,y) ) z > mu, y > mu}, it is easy to see 
that (z - pk(Z)) 5 (m - 1) a, or (y - qk(y)) 5 (m - 1)~. From (3.2), we have 
~~z(x~Y)~l 5 T ,=lkyN Iiz(x -Pk(x)>Y - qk(Y))II 
-- 
5 T max CT[min(+--Pr,(“),Y-qk(y))lAl 
l<k<N (3.3) -- 
5 c max ,[min(~-p~(z.),y-qk(y))lA+ll 
I<k<N 
Since Pk(z) I P(Z) I A, qk(Z) I n(x) 5 A, and min(a: - pk(z),Y - qk(x)) + A 2 mi+,y), 
from (3.3), we get 
llZ(x, y) 11 5 cr[min(z~y)‘Al. 
By the induction, we obtain that (3.1) holds on Ro. The proof is complete. 
By Definition 1.3, we obtain the following corollary. 
COROLLARY 3.2. Under conditions of Theorem 3.3, (1.2) is exponentially asymptotically stable. 
Consider the scalar partial difference equation 
where s, t > 0 are constants. The stability of (3.4) for the discrete arguments has been investigated 
in [3,4]. 
Similar to the proof of Theorem 3.3, we can obtain the following result about the attractivity 
of solutions of (3.4). 
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COROLLARY 3.3. Assume that ju(z:,y)I + (b(z,y)( + Ip(z,y)I I T < 1. Then for any cp(z,y), 
(2, Y) E fl, 0 = ((2, Y> I 2 2 -9 Y 2 -t) \ {(xc, Y) I 22 2 0, Y 2 01 .dsfies w(z,y)En IY+, v)l = 
c < +oo, equation (3.4) has a unique solution ~(2, y) with jz(z, y)l --) 0, as min(z, y) + +co. 
I.e., under the assumption of Corollary 3.3,. equation (3.4) is attractive. 
If we put more conditions on the initial function, then we can obtain stronger results. 
THEOREM 3.4. Suppose T = SU~,>~,~~~ CF!“=, IIAk(z, y))j < 1. If there exist positive numbers a 
and A such that 0 < a 5 pk(z) +&(y), 1 L: k I N, and p(z) + q(y) 5 A, (z, Y) E 520, then for 
every given cp(e, y) E R”, with IIp(z, y)II 5 cr(“+Y)IA on &, (1.2) has a unique solution 2(x:, y) 
such that 
IIZ(z, y)I( 5 cr[(z+y)‘Al, (TV) E 00, (3.5) 
where [.I denoted the greatest integer less than or equal to (z + y)/A. 
PROOF. For any given cp(z, y), it is easy to see that (1.2) has a unique solution 2(x, y). 
First, we assume that zfy 5 a. Becausepk(z)+qk(y) > a, 1 5 k 5 N, we have (x-pk(z),y- 
qk(y)) E 02, and therefore, 
IIz(?Y)ll = 
II 
~A*(~,Y)Z(z-Pk(z),Y-q*(Y)) 
kc1 
N 
5 c lb& Y)Il lFkyN IIz(z -Pd5),Y - qkb))II 
k=l -- 
5 T- l<mkN llz(~ - Pkb), Y - '&h))II 
-- 
5 #PIIfh 
I cr. 
(3.6) 
Because [(z + y)/A] = 0, inequality (3.5) holds. 
Next, we assume for a positive integer m, (3.5) holds for 2 + y 5 (m - 1)a; i.e., 
IJZ(z, y))I 2 cr[(=+y)‘Al, 5 + y 5 (Tn. - 1)a. 
For (m - 1)~ < 5 + y < ma, (z - pk(z)) + (y - qk(Y)) I (m - l)a, from (3.6), we have 
Ilz(z,Y)ll 5 1^ l<“k”;xN Ilz(z --pd2),Y - @&))II 
-- 
< T ma ~[(~+Y-PI.(I)-P~(Y))IAI 
I<k<_N (3.7) 
< c max Jb+y-mbh (y))lA+ll. 
l<klN 
Since pk(z) + qk(Y) I p(z) + q(y) I A from (3.7), we get 
)I Z(cc, y) 11 5 cr[(++y)‘AJ. 
By the induction, we obtain that (3.5) holds on Ro. The proof is complete. 
4. EXAMPLE 
Consider the system 
where 
Z(z, y) = AI& y)Z(z - PI(~), Y - ql(y)) + A2(34 YP+ - PZ(Z), Y - qdY)h (4.1) 
ZE R2, - s i ' ; I ~ y ) )  )  A 2 ( z 7 Y ) =  ( - s i n i +  y )  s i n ( ~ y ' )  
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It is easy to check that 
IlAlll = lL42ll = 5, 
r = IlAlll + IlAnII = ; < 1. 
First, we suppose pi(z) = 2, ql(y) = 3, pz(z) = 1, qz(y) = 4. Let a = 0.5, A = 4, and 
no={(?Y)I~>0, Y>O}, 
%={(?Y)Izz-% y2-4}, 
&?=fl1\ch). 
From Theorem 3.3, we obtain the following conclusion. 
Given any initial function cp(z, y) E R2, and Ilvllnz = c < +oo, there exists a solution 2(x, y) 
of (4.1) with 
lp-(z,y)ll 5 cr[min(~J)‘41, (z,y) E Ro. 
Next, we suppose pi(z) = 0.52 + 2, ql(y) = lny - 3, pz(z) = (1/3)x + 1, qz(y) = 4, where 
Plbc>, PZkc>> Ql(Y) are unbounded on Cls. 
From Theorem 3.1, for any given function cp(s, y) E R2, and Ilpllnz = c < foe, there exists a 
solution Z(z, y) of (4.1) with 
IlZc?Y)lI - 0, when min(z, y) - +cwr. 
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