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Abstract
We consider an innite particle system living on a torus; from the microscopic point of view,
the particles move in a lattice and their evolution is described by a spatially inhomogeneous zero-
range process: each particle jumps following a symmetric random walk, with rate depending on
the number of particles belonging to the same site, and weakly on the position of the site itself.
In particular, we study the asymptotic behaviour of a tagged particle: under a diusive rescaling
of space and time, we prove that the process described by the tagged particle converges in law to
a driftless diusion. The proof is based on a local ergodic property and martingale convergence
arguments. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
Introduced by Spitzer (1970), the zero-range process describes the evolution of an
innite particle system, in which the particles are indistinguishable and move on the
lattice Zd (or, more generally, on a countable set Z), according to the following law:
if a site x is occupied by k particles, the rate at which one of them leaves x is g(k)
and, once it leaves the site, it goes to y with probability p(x; y).
The problem of its existence was investigated by several authors (see, among the
others, Harris, 1972; Holley, 1970), under the condition supk g(k)<1. Afterwards,
Liggett (1973) proved it under the weaker assumption supk jg(k +1)− g(k)j<1, and
later on Andjel (1982) found an easier construction.
Andjel (1982) also analyzed the set of invariant measures and studied the ergodicity
in the null-recurrent case, while Waymire (1980) considered the positive recurrent case
and Saada (1990) examined the transient one, under the strong hypothesis g 1.
In that particular case, Saada (1990) also proved a strong law of large numbers and
a central limit theorem for the position of a tagged particle.
Here, after we have introduced the scaling parameter ">0, usually used in hydro-
dynamic limits, we consider a family of zero-range processes, indexed by ": if the site
x is occupied by k particles, the rate at which one of them leaves x is g("x; k). (Note
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that, we usually refer to this family as the inhomogeneous zero-range process.) In the
author's Ph.D. thesis (Siri, 1996) the reader can nd the generalization of Andjel's
proof for the existence of the process.
Here, we investigate the limit behaviour of a tagged particle, extending the limit
result of Saada (1990) to the inhomogeneous process. Furthermore, we prove a com-
plete invariance principle for the position of the tagged particle (while results in Saada,
1990) were limited to a central limit theorem at xed time). Again in Siri (1996) the
invariance principle is analysed also for the homogeneous case.
In Section 2 we formally introduce the inhomogeneous zero-range process ("t )t and
its stationary measures. As one can expect, they are product measures, and their prole
is determined by the jump rate function, which depends on ".
After we have tagged a particle, we follow it and consider, instead of ("t )t , the
equivalent process ((x"t ; 
"
t ))t where (x
"
t )t represents the motion of the tagged particle
and ("t )t the system evolution as seen from it. We observe that the process (
"
t )t is
not Markovian, because of the non-homogeneity of the jump rates. Then it cannot be
studied in isolation and it must always be considered together with (x"t )t .
In Section 3 we present the nal result. The limit theorem we prove establishes
that, scaling space as "−1 and time as "−2, the process (x"t )t converges to a driftless
diusion process, where the diusion coecient is an explicit function of the jump
rate g. The lack of drifts can be foreseen: in fact, we prove that (x"t )t is a martingale
with respect to the natural ltration of (x"t ; 
"
t )t ; then our result can be looked at as
a new version of the central limit theorem for martingales. The standard techniques
used to solve this kind of problems (see, Saada, 1987, 1990 etc.) are due to an idea of
Papanicolaou-Varadhan (1982) and consist in turning the proof of a limit result into
an application of the ergodic theorem. That is why, in the homogeneous case, the fact
that (t)t is an autonomous Markov process, with an ergodic stationary measure, plays
an important role.
Section 4 represents the central part of the paper: here in fact, we prove a sort
of local ergodic property for the process (x"t ; 
"
t )t . In order to obtain an equilibrium
measure we have to suppose that the particles move on a macroscopical space with
nite volume; but, though we work on a torus, getting a stationary measure, we do
not know anything about the ergodic properties of the process. This is the reason why
the result does not lose interest, even if we introduce the strong hypothesis of nite
volume; in fact, as we have mentioned above, the main problems still remain and
the techniques we have to use to approach them do not become simpler. On the other
hand, if we did not consider this restriction, the equilibrium measure would have innite
mass and obviously become meaningless. The idea to solve the ergodicity problem is
as follows: we consider a localization in space and time and change the dynamics
from the inhomogeneous process with a xed starting point for the tagged particle, to
a homogeneous one with a suitable jump rate, in order to use its ergodicity. We prove
in the meantime that the price we have to pay for the dynamics change, given by the
Girsanov formula, is asymptotically negligible.
In Section 5 we present a compactness result, that is used in Section 6, where we
prove the invariance principle. Remember that in the homogeneous case, in which
the limit process is a Brownian motion (Siri, 1996), the invariance principle can be
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reached proving that the characteristic functions of the nite-dimensional distributions
converge to those of a Gaussian process (Saada, 1990). In the present context, the limit
distribution being no more Gaussian, the previous idea cannot be used any more; we
will prove instead, that the measure induced by the limit process solves an appropriate
martingale problem.
2. Description of the model
Indicate with g :RdN!R+ the function describing the jump rate of the spatially
inhomogeneous zero-range process, and suppose, as in the homogeneous case, that
g(X; 0)=0; 8X 2Rd; (1)
g(X; 1)>C0; 8X 2Rd with C0 2R+; (2)
06g(X; k + 1)− g(X; k)6C1; 8k>0; 8X 2Rd; with C1 2R+ (3)
from which
g(X; k)6C1k; 8k>0; 8X 2Rd: (4)
Moreover, introduce a Lipschitz condition for the rst argument, i.e.
jg(X; k)− g(Y; k)j6C2kX − Yk; 8k>1; 8X; Y 2Rd; with C2 2R+: (5)
Assume also, as usual, that the transition probability p(x; y) is translation invariant,
symmetric and with nite range. Let p(y − x) :=p(0; y − x)=p(x; y).
Denote now with  the generical system conguration on the space NZd : for every
x2Zd, (x) is the number of particles belonging to the site x. Then, dene x;y as
x;y(z)=
8<:
(x)− 1 if z= x;
(y) + 1 if z=y;
(z) elsewhere;
(6)
x;y represents the new conguration, after one particle has jumped from x to y.
For each ">0, the microscopic evolution of the system is described by the Markov
process ("t )t>0, whose innitesimal generator is

"F()=
X
x 6=y
g("x; (x))[F(x;y)− F()]p(y − x) (7)
for any Lipschitz function F , dened on the space E of the admitted initial congura-
tions (see Andjel, 1982; Liggett, 1973; Liggett-Spitzer, 1981; : : :). The construction is
an extension of Andjel's (1982).
Finally, consider the inhomogeneous product measure " on E, dened by
"()=
Y
y2Zd
h("y; (y)); (8)
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where
h(X; k)=
k
g(X; k)!
 Z−1(X; ); (9)
g(X; k)!= g(X; 1)  : : :  g(X; k);
g(X; 0)!= 1;
(10)
 is a xed positive real number and Z(X; ) is the normalizing constant. (Observe
that "()= ";(), but we omit the dependence on  to avoid heavy notations.)
The corresponding average density prole is %(X )=
P1
k=0 k  h(X; k): The condi-
tions on g imply 1=%(X ) continuous and bounded, and we also assume %(X )>%0>0;
8X 2Rd.
Proposition 2.1. The measure " is invariant for the process ("t )t>0.
(The proof is similar to the homogeneous case: see, for example, Andjel (1982).)
Now, choose a particle, belonging to the system, and tag it. It is no more indistin-
guishable: we can observe it and recognize it among the others; in particular, we are
interested in its macroscopic behaviour.
Indicate with (x"t )t>0 the process describing the motion of the tagged particle and
with ("t )t>0 the evolution of the system, as seen by an observer sitting on it: for each
t>0, "t = −x"t 
"
t , where (x)x2Zd is the translation operators group on Zd: (x)(z)
= (z − x); 8z 2Zd.
Observe that "t (0)>1; 8t>0, since the tagged particle is always in the site 0.
From now on, we work on the macroscopic space V = [− 12 ; 12 ]d, with periodic
conditions (i.e. the torus). Microscopically, the particles move, 8">0, on the box
V "= [−"
−1
2 ;
"−1
2 ]
d \ Zd.
Consider then the Markov process ((x"t ; 
"
t ))t>0, restricted on V
": for each ">0, its
innitesimal generator is given by the following formula:
e
"F(x; ) = X
y2V "nf0g
X
z 6=y
g("(x + y); (y))[F(x; y; z)− F(x; )]p(z − y)
+
X
z 6=0
g("x; (0))
(0)− 1
(0)
[F(x; 0; z)− F(x; )]p(z)
+
X
z 6=0
g("x; (0))
1
(0)
[F(x + z; −z0; z)− F(x; )]p(z): (11)
(Remember that p has nite range, therefore e
" is well dened for " small enough.
The proof of its existence is obvious, because the particles move on a nite lattice.)
In the homogeneous case (t)t>0 is an autonomous Markov process; here this is
no more true: neither (x"t )t>0 nor (
"
t )t>0 is Markovian, then we cannot study them
independently and have always to consider the couple ((x"t ; 
"
t ))t>0.
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For any ">0, the invariant measure for ((x"t ; 
"
t ))t>0 on V
" is dened by
"(x; )= ["−1]−d(0)
Y
y2V "
h("x + "y; (y)) (12)
with X
; x2V "
"(x; )= ["−1]−d
X
x2V "
%("x)= 1: (13)
(Note that it is again a family of measures, indexed by .)
According to " the probability of the tagged particle to be at a given site goes to
zero with "; then, since we do not want this to happen, we do not choose " as the
starting law: (x"0 ; 
"
0) will have the following distributione"(x; )= "(jx))U " (x); (14)
where "(jx) is the conditional measure
"(jx)= (0)%("x)
Y
y2V "
h("x + "y; (y)) (15)
and U " (x) is the uniform distribution on V
"
 = [−"−1=2; "−1=2]d \Zd, with >0
xed. This means that the tagged particle starts near the origin; more precisely, in the
macroscopic variables, it is inside the box V= [−=2; =2]d.
3. Macroscopic behaviour of the tagged particle
We now consider the process (x"t )t>0 describing the motion of the tagged particle.
The aim of this paper is to study the asymptotic behaviour of
X "t
:= "x""−2t ; (16)
when the scaling factor " goes to zero: the limit process will represent the macroscopic
evolution of the particle itself. The nal result is given by the following theorem, that
will be proved later.
Theorem 3.1. The process (X "t )t>0 converges, weakly in e"-probability, to a driftless
diusion process on V , with diusion matrix D dened by
Dij(X )=

%(X )
24 X
y2Zd
(yiyj)p(y)
35; i; j=1; : : : ; d; X 2V: (17)
The limit process is then a Markov process (Yt)t>0, solving the stochastic dierential
equation
dY it =
X
j
Bij(Yt) dW
j
t ;
Y0U;
(18)
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where BBt =D, (Wt)t>0 is a standard d-dimensional Brownian motion and U is the
uniform distribution on V; >0.
Moreover, with weak convergence in e"-probability we mean that, for any function
f on the path space D([0;+1);Rd) and any >0,
lim
"!0
e"[(x; ): jEm"(x; ) [f(X ())]− Em[f(X ())]j>] = 0; (19)
where m"(x; ) and m are the laws of (X
"
t )t>0 and (Yt)t>0, respectively (in the rst case,
under the condition x"0 = x; 
"
0 = ).
Remark. Using the Ito formula corresponding to ((x"t ; 
"
t ))t>0, for the function
F(x; )= x, we immediately obtain that (x"t )t is a martingale, since e
"x=0; then our
result about the asymptotic behaviour of the tagged particle can be seen as a new ver-
sion of the central limit theorem for martingales. Note that there is no general central
limit theorem for martingales with jumps which can be used in this case.
4. Local ergodicity
We have already pointed out that, in the homogeneous case, the central limit theorem
for the martingale (X "t )t>0 follows from the ergodicity of the Markov process (t)t>0.
Unfortunately, in our case we do not know if the invariant measure " is also ergodic
(extremal among the invariants), and moreover, it is not the initial measure of the
process. To avoid this problem we will make a localization in space and time and, with
a suitable dynamics change, we will approach the process by a \locally homogeneous"
one, obtaining a sort of \local ergodic" theorem for the inhomogeneous process.
First of all, 8X 2Rd, we introduce a homogeneous process which jump rates depend
on X , and prove that a local dynamics change, from the inhomogeneous process where
the tagged particle starts at "−1X to the one just dened, is asymptotically negligible.
Then, after a technical result, we are able to prove the local ergodic theorem mentioned
above.
For every X 2Rd, consider the homogeneous process ((xXt ; Xt ))t>0 , with innite-
simal generator
e
XF(x; ) = X
06=y 6= z
g(X; (y))[F(x; y; z)− F(x; )]p(z − y)
+
X
06=z
g(X; (0))
(0)− 1
(0)
[F(x; 0; z)− F(x; )]p(z)
+
X
06=z
g(X; (0))
1
(0)
[F(x + z; −z0; z)− F(x; )]p(z): (20)
It follows immediately that also (Xt )t>0 is Markovian.
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Denote then bX , 8X 2V , the product measure on the space of the admitted cong-
urations E, dened by
bX ()= (0)
%(X )
Y
y2Zd
h(X; (y)): (21)
Proposition 4.1. The process (Xt )t>0 is a stationary ergodic Markov process with
respect to the measure bX (dened by Eq. (21)).
Proof (Trace). Given a translation invariant measure , we consider the measure b
dened by
b()= (0)
C
() (22)
with C normalizing constant; b is called the Palm measure of  (see Neveu, 1977 for
details).
With a proof similar to the one of Ferrari (1986) for the simple exclusion process,
we can prove that, if  is stationary and ergodic for the homogeneous zero-range
process (t)t>0, then its Palm measure b is stationary and ergodic for (t)t>0.
Here, xed X , bX is the Palm measure of X , which is the stationary measure for
the homogeneous zero-range process (Xt )t with jump rate g(X; k); moreover, 
X is
also ergodic (see, for example Andjel, 1982, for the recurrent case, Saada, 1990 for
the transient one, with g 1, etc.).
Consider the following two measures on the path space:
 "X , induced by the inhomogeneous process ((x"t ; "t ))t>0, under the initial condition
x"0 = "
−1X; "0  "(j"−1X ) (dened by Eq. (15));
 X , induced by the homogeneous process ((xXt ; Xt ))t>0, under the initial condition
xX0 = "
−1X; X0 bX (dened by Eq. (21)).
Suppose we change the dynamics from "X to X , localizing them in a time interval
[0; k] and on a nite box  of size , built around the site "−1X 2V ". The Radon{
Nikodym derivative is then given by the Girsanov formula:
log

d"X
dX

; k
=
X
y2
(Z k
0
[g(X; Xs (y))− g("y; Xs (y))] ds
+
Z k
0
log

g("y; Xs (y))
g(X; Xs (y))

1f Xs (y)>0g d
bN y;Xs
)
; (23)
where (bN y;Xt )t>0 is the Poisson process, associated to the homogeneous zero-range,
counting the jumps of the particles, from the site y.
Lemma 4.2.
lim
"!0
EX
"

d"X
dX

; k
− 1

#
=0: (24)
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Proof. If y2, then k"y − X k6" "!0−! 0; moreover " is small, and k"y − X k6.
So, thanks to condition (5), we have, for any h>1,
jg("y; h)− g(X; h)j6C2k"y − X k6C2;
now we can apply the dominated convergence theorem, and get
lim
"!0
EX
"Z k
0
jg(X; Xs (y))− g("y; Xs (y))j ds
#
=0: (25)
Remember now that
R t
0 f d
bN y;Xs − R t0 fg(X; Xs (y)) ds is a zero-mean martingale: then
we obtain
EX
"Z k
0
logg("y; Xs (y))g(X; Xs (y))
 1f Xs (y)>0g dbN y;Xs
#
= EX
"Z k
0
logg("y; Xs (y))g(X; Xs (y))
 g(X; Xs (y))1f Xs (y)>0g ds
#
:
Because of (5), 8X; Y 2Rd, h>1,logg(Y; h)g(X; h)
 g(h; k)6 C2kY − X kg(Y; h)^ g(X; h)g(h; k)6C2kY − X k

1 +
C2kY − X k
C0

:
So logg("y; h)g(X; h)
 g(X; h)6C2+ C22C0 2;
and, again for the Lebesgue theorem,
lim
"!0
EX
"Z k
0
logg("y; Xs (y))g(X; Xs (y))
 g(X; Xs (y))1f Xs (y)>0g ds
#
=0: (26)
Using conditions (25) and (26), we get
lim
"!0
EX
24
X
y2
(Z k
0
[g(X; Xs (y))− g("y; Xs (y))] ds
+
Z k
0
log

g("y; Xs (y))
g(X; Xs (y))

1f Xs (y)>0g d
bN ys
)
#
=0:
We have thus proved that log(d"X =dX ); k! 0 in L1 and in probability: this implies
(d"X =dX ); k! 1 in probability.
Moreover, we know that EX [(d"X =dX ); k ] = 1: it is enough to obtain the conver-
gence in L1 and concludes the proof.
Lemma 4.3. Consider a process (xt)t>0 which can be written as a sum of bistochastic
Poisson processes with distinct jumps, i.e.
xt − x0 =
X
y2Zd
ynyt ; (27)
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where nyt has stochastic intensity p(y)ct . Assume p symmetric with nite range and
E[ct]6C. Then, 9C0 such that 8t 2 [0; k],
P

sup
06s6t
kxs − x0k>k

6C0
p
t
k
: (28)
Proof. Since p is symmetric, nyt and n
−y
t have the same intensity. Then, denoting
myt = n
y
t − p(y)
R t
0 cs ds,
xt − x0 = 12
X
y2Zd
y[myt − m−yt ]:
Using Doob inequality, we get
P

sup
06s6t
kxs − x0k>k

6
1
k
E[kxt − x0k]
6
1
2k
264 dX
i=1
E
264
0@X
y2Zd
yi[m
y
t − m−yt ]
1A2
375
375
1=2
:
Since myt are zero-mean martingales, with no common jumps, they are orthogonal (see
for this statement Cocozza-Kipnis (1977)); observing also that myt m−yt , we have
E[(myt − m−yt )2]= 2E[(myt )2]= 2E
Z t
0
cs ds

p(y)

62Ctp(y):
(For the last equality see Baccelli-Bremaud, 1994, p. 58, a good reference also for
the theory of bistochastic Poisson processes). Similarly, E[(myt −m−yt )(mzt −m−zt )]= 0.
Then
P

sup
06s6t
kxs − x0k>k

6
[2Ct(
Pd
i=1
P
y2Zd y
2
i p(y))]
1=2
2k
=C0
p
t
k
:
Now, we are able to prove the ergodic result.
Consider three new measures on the path space:
 "(x; ), induced by the inhomogeneous process ((x"t ; "t ))t>0, under the initial condition
x"0 = x; 
"
0 = ;
 ", induced by ((x"t ; "t ))t>0, under (x"0 ; "0) " (dened by Eq. (12));
 e", induced by ((x"t ; "t ))t>0, under (x"0 ; "0)e" (dened by Eq. (14));
Theorem 4.4. Let  :V E −! R be a bounded function, continuous in the rst
argument, local in the second one and such that, 8X 2VX

(X; )b X ()= 0: (29)
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Then, 806s6t,
lim
"!0
E
"
(x; )
24 "2 Z "−2t
"−2s
("xr; r) dr
!235 =0; (30)
in e"-probability, with respect to (x; ).
Proof. We will prove that
lim
"!0
E
"
24 "2 Z "−2t
"−2s
("xr; r) dr
!235 =0: (31)
This is enough because we immediately get
0 = lim
"!0
X
"−1X2V"
E
"
X
24 "2 Z "−2t
"−2s
("xr; r) dr
!235X

"("−1X; )
= lim
"!0
["−1]−d
X
"−1X2V"
E
"
X
24 "2 Z "−2t
"−2s
("xr; r) dr
!235 %(X ):
Since %(X )>%0>0, we can write, 8>0,
lim
"!0
["−1]−d
X
"−1X2V"
E
"
X
24 "2 Z "−2t
"−2s
("xr; r) dr
!235 =0;
which means
lim
"!0
Ee"
24 "2 Z "−2t
"−2s
("xr; r) dr
!235 =0:
The thesis immediately follows.
In order to prove condition (31), we divide the interval ["−2s; "−2t] in subintervals
of xed length k. Then, using Schwarz inequality and the invariance of ",
E
"
24 "2 Z "−2t
"−2s
("xr; r) dr
!235
6(t − s)2 "
2k
t − s
t="2k−1X
i=s="2k
E
"
24 1
k
Z (i+1)k
ik
("xr; r) dr
!235
=(t − s)2E"
24 1
k
Z k
0
("xr; r) dr
!235
=(t − s)2
X
"−1X2V"
E
"
X
24 1
k
Z k
0
("xr; r) dr
!235X

"("−1X; ): (32)
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Then all we need to prove is, uniformly in X ,
lim
k!1
lim
"!0
E
"
X
24 1
k
Z k
0
("xr; r) dr
!235 =0: (33)
First of all, we apply Lemma 4.3 to (x"t )t>0; in fact it can be seen as a sum of
Poisson processes:
x"t =
X
y2Zd
yNy; "t ; 8t>0; (34)
where (Ny;"t )t>0 is a bistochastic Poisson process counting the jumps in the y direction
(and of length kyk), and having stochastic intensity p(y)g("xt ; t(0))=t(0). Since the
estimation in Lemma 4.3 is uniform on ", we get
lim
k!1
lim sup
"!0
"X (A
c
k)= 0; (35)
where
Ack =

(x:)2D([0;+1);Rd) : sup
06r6k
kxr − "−1X k>k; 8">0

; (36)
then ( is bounded, suppose by M),
lim
k!1
lim
"!0
E
"
X
241Ack
 
1
k
Z k
0
("xr; r)dr
!2356M lim
k!1
lim sup
"!0
"X (A
c
k)= 0: (37)
Moreover, we have
1Ak
 
1
k
Z k
0
("xr; r) dr
!2
"!0−! 1Ak
 
1
k
Z k
0
(X; r) dr
!2
in L1: (38)
Since  is a local function of , in the time interval [0; k] it depends only on a nite
number of sites, which can be contained in a suitable box ; then we can localize
in the way explained before and apply Lemma 4.2; using also condition (38) and the
ergodicity of the homogeneous process (see Proposition 4.1), we obtain
lim
k!1
lim
"!0
E
"
X
241Ak
 
1
k
Z k
0
("xr; r) dr
!235
= lim
k!1
lim
"!0
EX
241Ak
 
1
k
Z k
0
("xr; r) dr
!2


d"X
dX

; k
35
= lim
k!1
E
0
X
241Ak
 
1
k
Z k
0
(X; r) dr
!235 =0; (39)
where 0X is the restriction of X induced only by (
X
t )t>0.
Eqs. (39) and (37) imply (33) and then the thesis.
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5. A compactness argument
Our nal aim is to prove a weak convergence of measures. Then, in order to obtain
the limit existence, at least for a subsequence, we need a compactness result.
Remember that m"(x; ) is the measure induced by the process (X
"
t )t>0 on the path
space D([0;+1);Rd), under x"0 = x; "0 = .
Proposition 5.1. The family of measures fm"(x; )g" is tight and every weak limit of
convergent subsequences is concentrated on C([0;+1);Rd).
Proof. In order to prove it, it is sucient to verify the following conditions:
lim
M!1
lim sup
"
m"(x; )[kX0k>M ] = 0; (40)
lim
!0
1

lim sup
"
m"(x; )

sup
s6t6s+
kXt − Xsk>R

=0; 8R>0: (41)
(see for details, Billingsley (1968)).
The rst one is straightforward, so we need to prove only the second one. First of
all, remember that (x"t )t>0 can be seen as a sum of Poisson processes (N
y;"
t )t>0 (see
the proof of Theorem 4.4).
Let a 2 R be a xed parameter, we can consider the exponential martingale corre-
sponding to each (Ny;"t )t>0, i.e.
exp

aNy; "t −
Z t
0
(ea − 1)g("x
"
r ; 
"
r(0))
"r(0)
p(y) dr

:
Remember also that the product of pure jump martingales with no common jumps is
still a martingale (see Cocozza-Kipnis, 1977). Applying it to our case we immediately
obtain the martingale
M"; ls; t
:= exp
"
a(X "s; t  l)− b"l(a)
Z "−2t
"−2s
g("x"r ; 
"
r(0))
"r(0)
dr
#
; (42)
where X "s; t = [X
"
t − X "s ] and b"l(a)=
P
y2Zd p(y)(e
"a(yl) − 1).
Because of condition (4),
b"l(a)
Z "−2t
"−2s
g("x"r ; 
"
r(0))
"r(0)
dr6b"l(a)"
−2(t − s)C1;
then, using Doob inequality,
P

sup
s6t6s+
(X "s; t  l)>R

6P

sup
s6t6s+
M"; ls; t> exp(aR− b"l(a)"−2C1)

6 exp(−aR+ b"l(a)"−2C1):
Repeating the argument with −X "t , we get
lim sup
"!0
P

sup
s6t6s+
jX "s; t  lj>R

6 lim sup
"!0
2 exp[−aR+ b"l(a)"−2C1]:
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On the other hand,
b"l(a)=
"2a2
2
X
y2Zd
p(y)(y  l)2 + o("2)= "
2a2
2
Hl + o("2);
from which
lim sup
"!0
P

sup
s6t6s+
jX "s; t  lj>R

62 exp

−aR+ a
2
2
C1Hl

62 exp

− R
2
2C1Hl

and
lim
!0
1

lim sup
"!0
P

sup
s6t6s+
j(X "t  l)− (X "s  l)j>R

=0:
The thesis immediately follows.
(A similar proof, for continuous exponential martingales, can be found in Olla
(1994).)
6. The invariance principle
Now, we are able to prove Theorem 3.1.
Proof of Theorem 3.1. Consider, on the path space D([0;+1);RdNZd), the mea-
sure b"(x; ) induced by the scaled process (("x""−2t ; ""−2t))t>0 with initial condition
x"0 = x; 
"
0 = , and denote with E
b"(x; ) the corresponding expectation. Let (Ft)t>0 be
the natural ltration associated to the canonical process, named ((Xt; t))t>0. This is a
Markov process with innitesimal generator b
"= "−2e
". Then
Eb"(x; ) F(Xt; t)− F(Xs; s)− Z t
s
b
"F(Xr; r) dr Fs =0:
In particular, choosing F(Xt; t)=f(Xt), with f2C1b (Rd) we have,
b
"f(Xt) = X
06=y2Zd
g(Xt; t(0))
t(0)
"−2 [f(Xt + "y)− f(Xt)]p(y)
=
g(Xt; t(0))
2t(0)
X
y2Zd
"−2[f(Xt + "y) + f(Xt − "y)− 2f(Xt)]p(y):
Observe that, pointwise,
lim
"!0
b
"f(X ) = 1
2
dX
i; j=1
0@g(X; (0))
(0)
X
y2Zd
(yiyj)p(y)
1A @i@jf(X )
:=
1
2
dX
i; j=1
D0ij(X; )@i@jf(X ); (43)
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besides, dene the operator L as
Lf(X ) :=
1
2
dX
i; j=1
0@ 
%(X )
X
y2Zd
(yiyj)p(y)
1A @i@jf(X )= 12
dX
i; j=1
Dij(X )@i@jf(X ):
(44)
Then
Eb"(x; ) f(Xt)− f(Xs)− Z t
s
Lf(Xr) dr
Fs
= Eb"(x; ) f(Xt)− f(Xs)− Z t
s
b
"f(Xr) dr Fs
+Eb"(x; ) Z t
s
b
"f(Xr) dr − Z t
s
Lf(Xr) dr
Fs
= Eb"(x; ) Z t
s
h
(b
" − L)f(Xr)i dr Fs ;
moreover,
Eb"(x; ) Eb"(x; ) Z t
s
(b
" − L)f(Xr) drFs
6Eb"(x; )
24Z t
s
b
"f(Xr)− 12
dX
i; j=1
D0ij(Xr; r)@i@jf(Xr)
 dr
35
+Eb"(x; )
24
Z t
s
1
2
dX
i; j=1
(D0ij(Xr; r)− Dij(Xr))@i@jf(Xr) dr

35 :
Since f2C1b , we can use the dominated convergence theorem; then, by condition (43),
lim
"!0
Eb"(x; )
24Z t
s
b
"f(Xr)− 12
dX
i; j=1
D0ij(Xr; r)@i@jf(Xr)
 dr
35 =0:
Now, indicate
(X; )=
1
2
dX
i; j=1
(D0ij(X; )− Dij(X ))@i@jf(X ):
SinceX

g(X; (0))
(0)
bX ()= 
%(X )
1X
k=0
k
g(X; k)!
 Z−1(X; )= 
%(X )
; (45)
then
P
 (X; )bX ()= 0. Therefore, using Theorem 4.4, in e"-probability,
lim
"!0
E
"
(x; )
24 "2 Z "−2t
"−2s
("xr; r) dr
!235 = lim
"!0
Eb"(x; ) "Z t
s
(Xr; r) dr
2#
=0;
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from which
lim
"!0
Eb"(x; )
24
Z t
s
0@1
2
dX
i; j=1
(D0ij(Xr; r)− Dij(Xr))@i@jf(Xr)
1A dr

35 =0:
We have thus proved that
lim
"!0
Em
"
(x; )
Em"(x; ) f(Xt)− f(Xs)− Z t
s
Lf(Xr) dr
Fs =0:
By Proposition 5.1, there exists a subsequence of fm"(x; )g" weakly converging to a
measure m concentrated on C([0;+1);Rd). Then, obviously,
Em

f(Xt)− f(Xs)−
Z t
s
Lf(Xr) dr
Fs =0 a.e.
Since it runs for each f2C1b , and m is concentrated on C([0;+1);Rd), we can
conclude, with a density argument, that m solves the martingale problem associated to
the operator L. Since D is positive dened, the corresponding martingale problem has a
unique solution: m is the law of the Markov process with L as innitesimal generator,
i.e. the solution of the stochastic dierential equation dY it =
P
j Bij(Yt) dW
j
t : (See, for
details on the martingale problem, Ethier-Kurtz, 1986 or Stroock-Varadhan, 1979.)
The uniqueness of the solution guarantees also the convergence of the whole sequence
fm"(x; )g": this completes the proof of the theorem and concludes the argument.
Note that a similar approach, involving the martingale problem, can be found in
Bensoussan{Lions{Papanicolaou (1978), for the diusion of a particle in a periodic
medium.
Acknowledgements
The results in this paper are part of the author's Ph.D. thesis. Thanks are due to
the advisor, Stefano Olla, for his encouragement and help. Thanks are also due to the
referee for his helpful suggestions.
References
Andjel, E.D., 1982. Invariant measures for the zero-range process. Ann. Probab. 10(3), 525{547.
Baccelli, F., Bremaud, P., 1994. Elements of Queueing Theory. Springer, Berlin.
Bensoussan, A., Lions, J.L., Papanicolaou, G., 1978. Asymptotic Analysis for Periodic Structures.
North-Holland, Amsterdam.
Billingsley, P., 1968. Convergence of Probability Measures. Wiley, New York, London.
Cocozza, C., Kipnis, C., 1977. Existence de processus markoviens pour des systemes innis de particules.
Ann. Inst. Henry Poincare, sect. B 13(3), 239{257.
Ethier, S.N., Kurtz, T.G., 1986. Markov Processes { Characterization and Convergence. Wiley, New York.
Ferrari, P.A., 1986. The simple exclusion process as seen from a tagged particle. Ann. Probab. 14(4),
1277{1290.
Harris, T.E., 1972. Nearest-neighbor Markov interaction processes on multidimensional lattices. Advances in
Math. 9, 66{89.
154 P. Siri / Stochastic Processes and their Applications 77 (1998) 139{154
Holley, R., 1970. A class of interactions in an innite particle system. Advances in Math. 5, 291{309.
Liggett, T.M., 1973. An innite particle system with zero-range interactions. Ann. Probab. 1(2), 240{253.
Liggett, T.M., Spitzer, F., 1981. Ergodic theorems for coupled random walks and other systems with locally
interacting components. Zeit. Wahrsch. Verw. Gebiete 56, 443{468.
Neveu, J., 1977. Processus ponctuels. Lecture Notes in Mathematics, vol. 598. Springer, Berlin.
Olla, S., 1994. Homogeneization of diusion processes in random elds. Ecole Polytechnique, Paris.
Papanicolaou, G., Varadhan, S.R.S., 1982. Diusions with random coecients. Essays in Honor of C.R. Rao.
North-Holland, Amsterdam.
Saada, E., 1987. A limit theorem for the position of a tagged particle in a simple exclusion process. Ann.
Probab. 15, 375{381.
Saada, E., 1990. Processus de zero-range avec particule marquee. Ann. Inst. Henry Poincare Sect. B
26 (1), 5{17.
Siri, P., 1996. Problemi di diusione per particelle interagenti in mezzi non omogenei. Ph.D. Thesis,
University of Turin, Italy.
Spitzer, F., 1970. Interaction of markov processes. Adv. Math. 5, 247{290.
Stroock, D.W., Varadhan, S.R.S., Multidimensional Diusion Processes. Springer, Berlin.
Waymire, E., 1980. Zero-range interaction at bose-einstein speeds under a positive recurrent single particle
law. Ann. Probab. 8, 441{450.
