In this work we address the problem of solving a series of underdetermined linear inverse problems subject to a sparsity constraint. We generalize the spike and slab prior distribution to encode a priori correlation of the support of the solution in both space and time by imposing a transformed Gaussian process on the spike and slab probabilities. An expectation propagation (EP) algorithm for posterior inference under the proposed model is derived. For large scale problems, standard EP algorithm can be prohibitively slow. We therefore introduce three different approximation schemes to reduce the computational complexity. Finally, we demonstrate the proposed model using numerical experiments based on both synthetic and real data sets.
Introduction
Many problems of practical interest in machine learning involve a high dimensional feature space and a relatively small number of observations. Inference is in general difficult for such underdetermined problems due to high variance and therefore regularization is often the key to extracting meaningful information from such problems (Tibshirani, 1994) . The classical approach is Tikhonov regularization (also known as 2 regularization), but during the last few decades sparsity have been an increasingly popular choice of regularization for many problems, giving rise to methods such as the LASSO (Tibshirani, 1994) , Sparse Bayesian Learning (Tipping, 2001 ) and sparsity promoting priors (Mitchell and Beauchamp, 1988) .
In this work we address the problem of finding sparse solutions to linear inverse problems of the form
where x ∈ R D is the desired solution, y ∈ R N is an observed measurement vector, A ∈ R N ×D is a known forward model and e ∈ R N is additive measurement noise. We are mainly interested in the underdetermined regime, where the number of observations is smaller than the number of unknowns, i.e. N < D. In the sparse recovery literature it has been shown that the sparsity constraint is crucial for recovering x from a small set of linear measurements (Candès et al., 2006) . Furthermore, the degree of sparsity of x, i.e. K = x 0 , dictates the required number of measurements N for robust reconstruction of x. This relationship between the number of non-zero coefficients K and the number of measurements N has given rise to so-called phase transition curves (Donoho and Tanner, 2010) . A large body of research has been dedicated to improve these phase transition curves and these endeavors have lead to the concepts of multiple measurement vectors (Cotter et al., 2005) and structured sparsity (Huang et al., 2009 ).
The multiple measurement vector problem (MMV) is a natural extension of eq. (1), where multiple measurement vectors y 1 , y 2 , . . . , y T are observed and assumed to be generated from a series of signals x 1 , x 2 , . . . , x T , which share a common sparsity pattern. In matrix notation, we can write the problem as
where the desired solution is now a matrix X = x 1 x 2 . . . x T ∈ R D×T and similar for the measurement matrix Y ∈ R N ×T and the noise term E ∈ R N ×T . The assumption of joint sparsity allows one to recover X with significantly fewer observations compared to solving each of the T inverse problems in eq. (1) separately (Cotter et al., 2005) . This MMV approach has also been generalized to problems where the sparsity pattern is evolving slowly in time (Ziniel and Schniter, 2013a) . Structured sparsity, on the other hand, is a generalization of simple sparsity and seek to exploit the fact that the sparsity pattern of many natural signals contains a richer structure than simple sparsity, e.g. group sparsity (Jacob et al., 2009b) or cluster structured sparsity (Yu et al., 2012) .
In this paper we combine these two approaches and focus on problems, where the sparsity pattern of X exhibits a spatio-temporal structure. In particular, we assume that the row and column indices of X can be associated with a set of spatial and temporal coordinates, respectively. This can equivalently be interpreted as a sparse linear regression problem, where the support of the regressors is correlated in both space and time. Applications of such a model include dynamic compressed sensing (Ziniel and Schniter, 2013a) , background subtraction in computer vision (Cevher et al., 2009 ) and EEG source localization problem (Baillet et al., 2001 ).
We take a Bayesian approach to modeling this structure since it provides a natural way of incorporating such prior knowledge in a model. In particular, we propose a hierarchical probabilistic model for X based on the so-called spike and slab prior (Mitchell and Beauchamp, 1988) . We extend the work in (Andersen et al., 2014) introducing a smooth latent variable controlling the spatiotemporal structure of the support of X. We aim for full Bayesian inference under the proposed probabilistic model, but inference w.r.t. the exact posterior distribution of interest is intractable. Instead we resort to approximate inference using Expectation Propagation (Minka, 2001; Opper and Winther, 2000) , which has been shown to provide accurate inference for spike and slab priors Hernandez-Lobato et al., 2010; Peltola et al., 2014) . Our model formulation is generic and generalizes easily to other types of observations. In particular, we also combine the proposed prior with a probit observation model to model binary observations in a sparse linear classification setting.
The contribution of this paper is two-fold. First we extend the structured spike and slab prior and the associated EP inference scheme to incorporate both spatial and temporal smoothness of the support. However, the computational complexity of the resulting EP algorithm is prohibitively slow for problems of even moderate sizes of signal dimension D and length T . To alleviate the computational bottleneck of the EP algorithm we propose three different approximation schemes and evaluate them based on synthetic and real data sets.
Related work
In this section we briefly review some of the most common approaches to simple sparsity and their generalization to structured sparsity. The classical approach to sparsity is the LASSO (Tibshirani, 1994) , which operates by optimizing a least squares cost function augmented with a 1 penalty on the regression weights. Several extensions have been proposed in the literature to generalize the LASSO to the structured sparsity setting, examples include group and graph LASSO (Jacob et al., 2009b) . From a probabilistic perspective sparsity can be encouraged through the use of sparsity-promoting priors, i.e. prior distributions which favor sparse solutions. A non-exhaustive list of sparsity-promoting priors includes the Laplace distribution, Automatic Relevance Determination priors, the horseshoe prior and the spike and slab priors. All of these were originally designed to enforce simply sparsity, but they have all been generalized to the structured sparsity setting. The general strategy is to extend univariate densities to correlated multivariate densities by augmenting the models with a latent multivariate variable, where the correlation structure can be controlled explicitly, e.g. using Markov Random Fields (Cevher et al., 2009; Hernandez-Lobato et al., 2011) or multivariate Gaussian distributions. Here we limit ourselves to consider the latter.
From the probabilistic perspective optimizing with an 1 regularization term can be interpreted as maximum a posteriori (MAP) inference under an i.i.d. Laplace prior distribution on the regression weights (Park and Casella, 2008) . The univariate Laplace prior has been generalized to a multivariate distribution with coupling between the regression weights through a scale mixture formulation (Gerven et al., 2009 ).
Another approach is Automatic Relevance Determination (ARD) (Neal, 2012) , which works by imposing independent zero mean Gaussian priors with individual precision parameters on the regression weights. These precision parameters are then optimized using a maximum likelihood type II and the idea is then that the precision parameters of irrelevant features will approach zero and thereby force the weights of the irrelevant features to zero as well. Wu et al. extends the ARD framework to promote spatial sparsity by introducing a latent multivariate Gaussian distribution to impose spatial structure onto the precision parameters of ARD giving rise to dependent relevance determination priors (Wu et al., 2014b) .
The horseshoe prior is defined as a scale mixture of Gaussians, where a half-Cauchy distribution is used as prior for the standard deviation of the Gaussian density (Carvalho et al., 2009) . The resulting density has two very appealing properties for promoting sparsity, namely heavy tails and an infinitely large spike at zero. A generalization to the multivariate case can be found in (Hernández-Lobato and Hernández-Lobato, 2013).
The spike and slab prior is an increasingly popular choice of sparsity promoting prior and is given by a binary mixture of two components: a Dirac delta distribution (spike) at zero and Gaussian distribution (slab) (Mitchell and Beauchamp, 1988) . The spike and slab prior has been generalized to the group setting in , to clustered sparsity setting in (Yu et al., 2012) and spatial structures in (Andersen et al., 2014; Nathoo et al., 2014) . In the (Nathoo et al., 2014 ) the spatial structure is induced using basis functions and in (Andersen et al., 2014 ) the structured is imposed using a multivariate Gaussian density. The latter is the starting point of this work.
Structure of paper
This paper is organized as follows. In section 2 we review the structured spike and slab prior and in section 3 we discuss different ways of extending the model to include the temporal structure as well. After introducing the models we propose an algorithm for approximate inference based on the expectation propagation (EP) framework. We review the basics of EP and describe the proposed algorithm in section 4. In section 5 we introduce three simple approximation schemes to speed of the inference process and discuss their properties.
Finally, in section 6 we demonstrate the proposed method using synthetic and real data sets.
Notation
We use bold uppercase letters to denote matrices and bold lowercase letters to denote vectors. Unless stated otherwise, all vectors are column vectors. Furthermore, we use the notation a n,· ∈ R 1×D and a ·,i ∈ R N ×1 for the n'th row and i'th column in the matrix A ∈ R N ×D , respectively.
[K] denotes the set of integers from 1 to K, i.e.
[K] = {1, 2, .., K}.
We use the notation a • b to denote the element-wise Hadamard product of a and b and A⊗B ∈ R M N ×M N for the Kronecker product of matrices A ∈ R M ×M and B ∈ R N ×N . We use N (x|m, V ) to denote a multivariate Gaussian density over x with mean vector m and covariance matrix V and ber (z|p) denotes a Bernoulli distribution on z with probability of p(z = 1) = p.
The structured spike and slab prior
The purpose of this section is to describe the structured spike and slab prior (Andersen et al., 2014) , but first we briefly review the conventional spike and slab prior (Mitchell and Beauchamp, 1988; Titsias and Lazaro-Gredilla, 2011; . For x ∈ R D , the spike and slab prior distribution is given by
where δ (x) is the Dirac delta function and p 0 , ρ 0 and τ 0 are hyperparameters. In particular, p 0 is the prior probability of a given variable being active, i.e. p(x i = 0) = p 0 , and ρ 0 , τ 0 are the prior mean and variance, respectively, of the active variables. The spike and slab prior in eq. (3) is also known as the Bernoulli-Gaussian prior since the prior can decomposed as
Thus, the latent binary variable z i ∈ {0, 1} can interpreted as an indicator variable for the event x i = 0. We will refer to z as the sparsity pattern or the support of x. In eq. (3) and (4) we condition explicitly on the hyperparameters p 0 , ρ 0 , τ 0 , but to ease the notation we will omit this in the remainder of this paper.
Due to the product form of the distribution in eq. (3) and (4), the variables x i and x j are a priori assumed to be independent for i = j. This implies that the number of active variables follows a binomial distribution and hence, the marginal probability of x i and x j being jointly active, is given by p(x i = 0, x j = 0) = p 2 0 for all i = j. However, in many applications the variables {x k } D k=1 might a priori have an underlying topographic relationship such as a spatial or temporal structure. Without loss of generality we will assume a spatial relationship, where d i denotes the spatial coordinates of x i . For such models, it is often a reasonable assumption that p(x i = 0, x j = 0) should depend on d i − d j . For instance, neighboring voxels in fMRI analysis (Penny et al., 2005) are often more likely to be active simultaneously compared to two voxels far apart. Such a priori knowledge is neglected by the conventional spike and slab prior in eq. (3).
The structured spike and slab model is capable of modeling such structure and is given in terms of a hierarchical model
where γ is a latent variable controlling the structure of the sparsity pattern. Using this model prior knowledge of the structure of the sparsity pattern can be encoded using µ 0 and Σ 0 . The mean value µ 0 controls the expected degree of sparsity and the covariance matrix Σ 0 determines the prior correlation of the support. The map φ : R → (0, 1) serves the purpose of squeezing γ i into the unit interval and thereby φ (γ i ) represents the probability of z i = 1. Here we choose φ to be the standard normal cumulative distribution function (CDF), but other choices, such as the logistic function, are also possible.
Using this formulation, the marginal prior probability of the i'th variable being active is given by
From this expression it is seen that when µ i = 0, the prior belief of z i is unbiased, i.e. p(z i = 1) = 0.5, but when µ i < 0 the variable z i is biased toward zero and vice versa. If a subset of features {x j |j ∈ J } for some subset J ⊂ [D] is a priori more likely to explain the observed data y, then this information can be encoded in the prior distribution by choosing the prior mean of γ such that µ j > µ i for all j ∈ J and for all i / ∈ J . However, in the remainder of this paper we will assume that the prior mean is constant, i.e. µ i = ν 0 for some ν 0 ∈ R.
The prior probability of two variables, x i and x j , being jointly active is
If Σ 0 is a diagonal matrix, γ i and γ j become independent and we recover the conventional spike and slab prior. On the other hand, if we choose Σ 0 to be a stationary covariance function of the form
, we see that the joint activation probabilities indeed depend on the spatial distance as desired. Finally, we emphasize that this parametrization it not limited to nearest neighbors-type structures. In fact, this parametrization supports general structures that can be modeled using generic covariance functions.
The spatio-temporal spike and slab prior
In the following we will extend the structured spike and slab prior distribution to model temporal smoothness of the sparsity pattern as well. Let t ∈ [T ] be the time index, then x t , z t and γ t are the signal coefficients, the sparsity pattern and the latent structure variable at time t. Furthermore, we define the corresponding matrix quantities X = x 1 x 2 x T , Z = z 1 z 2 z T and Γ = γ 1 γ 2 . . . γ T . We consider four different type of temporal structure for the sparsity pattern.
Time-independent and stationary sparsity patterns
The simplest model is to treat the T vectors as T i.i.d vectors., i.e.
This effectively corresponds to solving each of the T regressions problems in eq. (1) independently. Another simple approach is to use the so-called joint sparsity assumption and assume that the sparsity pattern is stationary or constant for all t ∈ [T ], and thus all x t vectors share a common binary support vector z, i.e.
The sharing of the binary support variable often yields much more robust inference, when the assumption of joint sparsity is justified (Cotter et al., 2005; Zhang and Rao, 2011; Ziniel and Schniter, 2013b) .
First order process prior
The joint sparsity assumption is too strict for some applications. Often a good approximation can be achieved by assuming the sparsity pattern is piecewise constant, but this effectively limits the number of measurement vectors that can be used in the estimation process. We now relax this assumption and assume that the support is slowly changing in time (Andersen et al., 2015) . To model this, we can impose a first order Gauss-Markov process on γ t of the form
where the hyperparameters α ∈ [0, 1] and β > 0 control the temporal correlation and the "innovation" of the process, respectively. Furthermore, we assume that the prior distribution on γ 1 is given by
Under these assumptions the marginal distribution of γ 2 becomes
Therefore, it follows by induction that if α and β satisfy α 2 + β = 1, then the marginal distribution of γ t is p(γ t ) = N (γ t |µ 0 , Σ 0 ) for all t ∈ [T ]. Furthermore, it is seen that when α = 0, this model simplifies to the time independent model given in eq. (11). On the other hand, when α = 1, this model simplifies to the joint sparsity model in eq. (13). Therefore, this model can be seen as a generalization of these two extreme cases.
Kronecker product formulation
The first order model has the advantage that it factorizes over time, which often makes the resulting inference problem much easier. On the other hand, first order Markovian dynamics is often not sufficient for capturing long range correlations. Imposing a Gaussian process distribution on Γ with arbitrary covariance structure would facilitate modeling of long range correlations in both time and space. Therefore, the hierarchical prior distribution for X becomes
where the mean and covariance matrix, i.e. µ 0 ∈ R T D×1 and Σ 0 ∈ R T D×T D are now defined for the full Γ-space. This model is more expressive, but the resulting inference problem becomes infeasible for even moderate sizes of D and T . But if we assume equidistant sampling in the temporal dimension, the covariance matrix simplifies to a Kronecker product, i.e.
where Σ temporal ∈ R T ×T and Σ spatial ∈ R D×D This decomposition leads to more efficient inference schemes as we will discuss in section 5.
The coefficients {x i,t } are conditionally independent given the support {z i,t }. For some applications it could be desirable to impose either spatial smoothness, temporal smoothness or both on the non-zero coefficients themselves (Wu et al., 2014a; Ziniel and Schniter, 2013a) , but in this work we only assume a priori knowledge of the structure of the support. Although temporal smoothness of x i,t could easily be incorporated into the models described above.
Inference using spatiotemporal priors
In the previous sections we have described the structured spike and slab prior and how to extend it to model temporal smoothness as well. We now turn our attention on how to perform inference using these models. We focus our discussion on the most general formulation using as given in eq. (17)- (19) . Let Y = y 1 y 2 . . . y T be an observation matrix, where y t ∈ R N is an observation vector for time t. We assume that the distribution on Y factors over time and is given by
We consider two different noise models: an isotropic Gaussian noise model and a probit noise model. The Gaussian noise model p(y t x t ) = N y t Ax t , σ 2 I is suitable for linear inverse problems with forward model A ∈ R N ×D or equivalently sparse linear regression problems with design matrix A ∈ R N ×D . On the other hand, the probit model is suitable for modeling binary observations and is given by p(y t x t ) = N n=1 φ (y t,n a n,· x t ), where a n,· is the n'th row of A. For both models we further assume that the matrix A is constant across time. However, this assumption can be easily relaxed to have A depend on t.
For both noise models the resulting joint distribution becomes
We seek the posterior distribution of the parameters X, Z and Γ conditioned on the observations Y , which is obtained by applying Bayes's Theorem to the joint distribution in eq.
where Z = p(Y ) is the marginal likelihood of Y . Due to the product of mixtures in the distribution p(X Z), the expression for the marginal likelihood Z involves a sum over 2 DT terms. This renders the computation of the normalization constant Z intractable for even small D and T . Hence, the desired posterior distribution is also intractable and we have to resort to approximate inference.
In the literature researchers have applied a whole spectrum of approximate inference methods for spike and slab priors, e.g. Monte Carlo-methods (Mitchell and Beauchamp, 1988) , mean-field variational inference (Titsias and Lazaro-Gredilla, 2011) , approximate message passing (Vila and Schniter, 2013) and expectation propagation Andersen et al., 2014) . We use the latter since expectation propagation has been shown to provide accurate inference for spike and slab models (Hernández-Lobato et al., 2015) .
The Expectation Propagation Framework
In this section we briefly review expectation propagation for completeness. Expectation propagation (EP) (Minka, 2001; Opper and Winther, 2000) is a deterministic framework for approximating probability distributions. Consider a probability distribution over the variables x ∈ {x 1 , x 2 , . . . , x D } that factorizes into N components
where x i is taken to be a subvector of x. EP takes advantage of this factorization and approximates f with a function Q that shares the same factorization
EP approximates each site term f i with a (scaled) distributionf i from the exponential family. Since the exponential family is closed under products, the approximation Q will also be in the exponential family. Consider the product of allf i terms except the j'th term
The core of the EP framework is to choosef j such thatf j Q \j (x) ≈ f j (x j ) Q \j (x). By approximating f j withf j in the context of Q \j , we ensure that the approximation is most accurate in the region of high density according to the cavity distribution Q \j . This scheme is implemented by iteratively minimizing the
Sincef j (x j ) Q \j (x) belongs to the exponential family, the unique solution is obtained by matching the expected sufficient statistics (Bishop, 2006) . That is, the variational minimization problem
is a convex problem and the unique solution is found by matching the expected sufficient statistics. Once the solution Q * is obtained we update the j'th site approximation as
The steps in eq. (27), (28) and (29) are repeated sequentially for all j ∈ [D] until convergence is achieved.
The Expectation Propagation Approximation
The EP framework provides flexibility in the choice of the approximating factors. This choice is a trade-off between analytical tractability and sufficient flexibility for capturing the important characteristics of the true density. Consider the desired posterior density of interest
This posterior density is decomposed into four terms f i for i = 1, .., 4, where the first three terms can be further decomposed. The term f 1 (X) is decomposed into T terms of the form f 1,t (x t ) = p(y t x t ), whereas the terms f 2 and f 3 are further decomposed as follows
Each f 1,t term only depend on x t , f 2,i,t only depend on x i,t and z i,t and f 3,j,t only depend on z i,t and γ i,t . Furthermore, the terms f 2,i,t couple the variables x i,t and z i,t , while f 3,i,t couple the variables z i,t and γ i,t . Based on these observations, we choosef 1,t ,f 2,i,t andf 3,j,t to have the following forms
The exact term f 1 is a distribution of y conditioned on x, whereas the approximate termf 1 is a function of x that depends on the data y throughm 1 andV 1 etc. Finally, f 4 already belongs to the exponential family and does therefore not have to be approximated by EP.
γ 2,t = γ 2,t,1γ2,t,2 . . .γ 2,t,D and similarly forμ 3,t ,Σ 3,t andγ 3,t , then the resulting global approximation becomes
where the parameters of the global approximation are obtained by summing the natural parameters. In terms of mean and variance, we get
To compute the global approximation, we need to estimate the parametersm 1,t , V 1,t ,m 2,t , V 2,t ,μ 3,t ,Σ 3,t ,γ 2,t andγ 3,t for all t ∈ [T ] using EP. The estimation process ofm 1,t and V 1,t depends on the observation model being used, whereas the estimation procedure of the remaining parameters are independent on the choice of observation model.
In the conventional EP algorithm, the site approximations are updated in a sequential manner meaning that the global approximation is updated every time a single site approximation (Minka, 2001 ) is refined. In this work we use the parallel update scheme to reduce the computational complexity of the algorithm. That is, we first update all the site approximations of the formf 2,i,
, and then we update the global approximation w.r.t. x t and similarly for thef 3,i,t and the global approximation w.r.t. γ t . From a message passing perspective this can be interpreted as a particular scheduling of messages (Minka, 2005) . The proposed algorithm is summarized in Algorithm 1.
Estimating parameters forf 1,t
The estimation procedure forf 1,t depends on the choice of observation model. Here we consider two different observation models, namely the isotropic Gaussian and the probit models. Both of these models lead to closed form update rules, but this is not true for all choices of p(y t |x t ). In general if p(y t |x t ) factorizes over n and each term only depends on x t through Ax t , then the resulting moment integrals are 1-dimensional and can be solved
• Initialize approximation termsfa for a = 1, 2, 3, 4 and Q
• Repeat until stopping criteria -For eachf 1,n,t (For non-Gaussian likelihoods only): * Compute cavity distribution:
Q \1,n,t to update parametersm 1,n,t ,ṽ 1,n,t andγ 1,n,t .
-For eachf 2,i,t : * Compute cavity distribution:
Q \2,i,t to update parametersm 2,i,t ,ṽ 2,i,t andγ 2,i,t .
-Update joint approximation parameters:m,Ṽ andγ
Q \3,i,t to update parametersμ 3,i,t ,σ 3,i,t andγ 3,i,t -Update joint approximation parameters:μ,Σ andγ
• Compute marginal likelihood approximation Algorithm 1: Proposed algorithm for approximating the joint posterior distribution over X, Z and Γ conditioned on Y using parallel EP.
relatively fast using numerical integration procedures (Jylänki et al., 2011) if no closed form solutions exists.
Under the Gaussian noise model, we have
Thus, f 1,t is already in the exponential family for all t ∈ [T ] and does therefore not have to be approximated using EP. In particular, the parameters forf 1,t are determined by the relationsV
For simplicity we also assume that the noise variance is constant for all t.
Under the probit likelihood the term f 1,t decompose to f 1,t = N n=1 f 1,t,n . In this case the update of each site approximationf 1,t,n resembles the updates for Gaussian process classification using EP, see (Rasmussen and Williams, 2006; Hernandez-Lobato et al., 2010) for details.
Estimating parameters forf 2,t
The termsf 2,t = D i=1f 2,i,t (x i,t , z i,t ) factor over i, which implies that we only need the marginal cavity distributions of each pair of x i,t and z i,t . Consider the update of the j'th term at time t, i.e.f 2,j,t (x j,t , z j,t ). The first step is to compute the marginal cavity distributions by removing the contribution off 2,j,t (x j,t , z j,t ) from the marginal of the global approximation Q using eq. (27)
When the approximate distribution belongs to the exponential family, the cavity distribution is simply obtained by computing the differences in natural parameters. Expressed in terms of mean and variance, we get
The cavity parameter for γ j,t in f 2,j,t is simply equal toγ 3,j,t (and vice versa) sinceγ 2,j,t andγ 3,j,t are the only two terms contributing to the distribution over z j,t . Next, we form the tilde distribution f 2,j,t Q \2,j,t and compute the solution to the KL minimization problem in eq. (28) by matching the expected sufficient statistics. This amounts to computing the zeroth, first and second moments w.r.t. x j,t
and the first moment of z j,t
For notational convenience we have dropped the dependencies of X m and Z 1 on the indices t and j. Alternatively, the moments could be obtained by computing the partial derivatives of the log normalizer of the tilde distribution.
The central moments of Q * in eq. (28) are given by
Refer to Appendix A for analytical expressions for these moments. Once Q * has been obtained, we can compute the new update site approximation forf 2,j,t using eq. (29) as followsf * 2,j,t (x j,t , z j,t ) =
where the new site parameters, i.e.m * 2,j,t andv * 2,j,t , are obtained by computing differences in natural parameters in the same manner as for the cavity parameters in eq. (45) 
The new site parameters for z j,t are obtained as (see Appendix A for details)
where (a) follows from forming the quotient of the two Bernoulli distributions and (b) follows from straightforward algebraic reduction after substituting in the expression for the expectation of z j,t .
Estimating parameters forf 3,t
The procedure for updatingf 3,t = D i=1f 3,j,t is completely analogously to the procedure forf 2,t . Consider the update for the j'th term at time t, i.e.f 3,j,t . After computing the cavity distribution in the same manner as in eq. (45)- (47), we now compute the moments w.r.t. γ j,t and z j,t of the (unnormalized) tilde distribution
Given these moments, we can obtain the central moments for Q * in eq. (28)
Refer to Appendix B for analytical expression of the moments. These moments completely determine Q * and the j'th site update at the t is computed analogous tof 2,j,t in eq. (51) using eq. (52), (53) and (54).
The marginal likelihood approximation
The marginal likelihood of the data, i.e. p(Y ), can be useful for model selection, tuning hyperparameters etc. and is given by
The exact quantity is intractable for this model, but the EP framework also provides an approximation of the marginal likelihood. The approximation is obtained by substituting the individual exact site terms, e.g. f 2,i,t , with a scaled version of the corresponding site approximation, e.g. s 2,i,tf2,i,t , and then carrying out the marginalization. The scaling constants, e.g. s 2,i,t are chosen such that
and similarly for all the site terms f a,i,t for a
. As we discuss in the experimental section optimizing the hyperparameters using marginal likelihood approximation can lead to suboptimal results for some problems. However, the marginal likelihood approximation can still be useful for monitoring convergence (Jylänki et al., 2011) .
The computational details
In the previous sections, we have described how to use EP for approximate inference using the proposed model, and in this section, we discuss some of the computational details of the resulting EP algorithm.
Updating the global covariance matrices
Given a set of updated site approximations,f 2,t = jf 2,j,t , we can compute the parameters for the global approximate distribution of x t using eq. (38) and (39). Direct evaluation of eq. (38) results in a computational complexity of O D 3 . Recall, that N is assumed to be smaller than D. This implies thatṼ
A T A has low rank. Furthermore, the matrix V 2,t is diagonal, and therefore we can apply the Matrix inversion lemma as follows
The inverse of σ 2 0 I + AṼ 2,t A T = L t L T t can be computed in O N 3 using a Cholesky decomposition. Thus, for N < D eq. (60) scales as O N D 2 . Moreover, eq. (45) shows that we only require the diagonal elements ofṼ t in order to update the site approximation parameters forf 2,t . Hence, we can further reduce the computational complexity by only computing the diagonal ofṼ t as follows
where R t ∈ R N ×D is defined as R t = L −1 A and 1 is a column vector of ones. The resulting computational cost is O N 2 D . Similarly, the mean of the global approximate distribution of x t , i.e. m t , can be efficiently evaluated aŝ
where
2,tm 2,t . The total cost of updating the posterior distribution for
Unfortunately, we cannot get the same speed up for the refinement of the global approximation of Γ since the prior covariance matrix Σ 0 in general has full rank. However, we still only require the diagonal elements of the approximate covariance matrixΣ. We implement the update as advocated in (Rasmussen and Williams, 2006) , i.e.
where the second equality follows from the matrix inverse lemma. Again, we compute the required inverse matrix using the Cholesky decomposition, i.e. the total cost is O D 3 T 3 , i.e. cubic w.r.t. both D and T .
Initialization, Convergence and negative variances
We initialize all the site terms to be rather uninformative, i.e.m 2,i,t = 0,v 2,i,t = 10 4 , γ 2,i,t = 0,μ 3,i,t = 0,σ 3,i,t = 10 4 ,γ 3,i,t = 0 for all i ∈ [D] and t ∈ [T ] assuming standard scaling of the forward model A.
There are in general no convergence guarantees for EP and the parallel version in particular can suffer from convergence problems. The standard procedure to overcome this problem is to use "damping" when updating the site parameters
where α ∈ [0, 1] is the damping parameter andf old is the site approximation at the previous iteration. Since bothf old andf new belongs to the exponential family the update in eq. (64) corresponds to taking a convex combination of the previous and the new natural parameters of the site approximation.
Negative variances occur "naturally" in EP (Bishop, 2006) when updating the site approximations. However, this can lead to instabilities of the algorithm, non-positive semidefinitiveness of the posterior covariance matrices and convergence problems. We therefore take measures to prevent negative site variances. One way to circumvent this is to change a negative variance to +∞, which corresponds to minimizing the KL divergence in eq. (28) with the site variance constrained to be positive . In practice, when encountering a negative variance after updating a given site we use v ∞ = 10 2 and σ ∞ = 10 6 forf 2,i,t andf 3,i,t , respectively.
Further Approximations
As mentioned earlier, the updates of the global parameters for x t and Γ are the dominating operations scaling as O T N 2 D and O D 3 T 3 , respectively. The latter term becomes prohibitive even for moderate sizes of D and T and thus the need for approximations. In this section we introduce three simple approximations to reduce the computational complexity of the refinement of the posterior distribution for Γ. The approximations and their computational complexities are summarized in table 1.
Table 1: Summary of approximation schemes for updating the global parameters for Γ.
The low rank approximation
The eigenvalue spectrum of many prior covariance structures of interest, i.e. simple neighborhoods etc., decay relatively fast. Therefore, we can approximate Σ 0 with a low rank approximation plus a diagonal matrix Σ 0 ≈ U SU T + Λ, where S ∈ R K×K is a diagonal matrix containing K largest eigenvalues and U ∈ R DT ×K is a matrix containing the corresponding eigenvectors (Riihimäki et al., 2014) . The diagonal matrix Λ is chosen such that the diagonal in the exact prior covariance matrix Σ 0 is preserved. This allows us to apply the matrix inversion lemma to compute the update of the posterior covariance matrix for Γ (see section 4.7.1).
Computing the eigendecomposition of Σ 0 ∈ R DT ×DT scales in general as O D 3 T 3 . However, when the prior covariance has Kronecker structure, the eigendecompositions of Σ 0 = Σ t ⊗ Σ s can be efficiently obtained from the eigendecompositions of Σ t ∈ R T ×T and Σ s ∈ R D×D . In this case the eigendecomposition of Σ 0 can be obtained in O D 3 + T 3 .
Using a K-rank approximation, the computational cost of refining the covariance matrix for Γ becomes O K 2 DT and the memory footprint is O (T DK). For a fixed value of K this scales linearly in both D and T . However, to maintain a sufficiently good approximation K can scale with both D and T .
The common precision approximation
Rather than approximating the prior covariance matrix as done in the low rank approximation, we now approximate the EP approximation scheme itself. If the prior covariance matrix for Γ can be written in terms of Kronecker products we can significantly speed up the computation of the posterior covariance matrix of Γ by approximating the site precisions with a single common parameter. Letθ 3 ∈ R DT ×1 be a vector containing the site precisions (inverse variances) for the site approximations {f 3,i,t } for all i ∈ [D] and for all t ∈ [T ], then we make the following approximatioñ
whereθ is the mean of value ofθ 3 . Assume the prior covariance matrix for Γ can be decomposed into a temporal part and a spatial part as follows Σ 0 = Σ t ⊗ Σ s . Let U t , U s and S t , S s be eigenbases and eigenvalues for Σ t ∈ R T ×T and Σ s ∈ R D×D , respectively.
The global covariance matrix is updated asΣ = Σ 0 Σ 0 +Σ 3
−1Σ
3 . We now use the properties of eigendecompositions for Kronecker products to compute the inverse matrix
where S t ⊗ S s +Σ 3 I is diagonal and therefore fast to invert. The common precision approximationΣ CP is then obtained aŝ
Let M ∈ R T D×1 denote the diagonal of (S t ⊗ S s ) S t ⊗ S s +Σ 3 I −1 , then we can compute the diagonal ofΣ CP as follows
where • is the Hadamard-product. We now see that the desired diagonal can be obtained by multiplying a Kronecker product with a vector and this can be computed efficiently using the identity
Therefore,
Since the Hadamard products can be precomputed, this scales as O D 2 T + T 2 D . During the EP iterations we only need to store U s ∈ R D×D and U t ∈ R T ×T , so the resulting memory footprint is O D 2 + T 2 . The posterior mean vector can also be computed efficient by iteratively applying the result from eq. (69)
where η =Σ −1
The proposed approximation reduces the cost from
If the spatial covariance matrix is a Kronecker product itself, e.g. Σ s = Σ x ⊗ Σ y or Σ s = Σ x ⊗ Σ y ⊗ Σ z , the computational complexity can be further reduced. Such covariance structures could occur in image application or in analysis of fMRI data.
From experiments we have observed that this approach significantly increases the number of iterations until convergence. However, this problem can be removed by repeating the updates for the site approximationsf 3,i,t and the global approximation for Γ a few times before moving on to update the site approximations forf 2,i,t . Specifically, within each EP iteration we repeat the updates for posterior distribution of Γ 5 times. The added computational workload is still negligible compared to full EP. Furthermore, for some problem instances CP-EP can oscillate around a solutions. This is alleviated heuristically by decreasing the damping parameter α by 10% if the approximate log likelihood decreases from one iteration to another after the first 100 iterations.
Grouping the latent structure variables
Consider a problem, where the spatial coordinates d i for each x i,· are on a fixed grid. Assume the characteristic length-scale of the sparsity pattern is large relative to the grid size, then support variables {z i } in a neighborhood could "share" the same γ-variable with little loss of accuracy (Jacob et al., 2009a; . This grouping of the latent variables could either be in the spatial, temporal or both dimensions. Let G be the number of groups and g :
be a grouping function that maps from a spatial and temporal index to a group index, then the grouped version of the prior is given by
where µ 0 ∈ R G and Σ 0 ∈ R G×G are the prior mean and covariance for the new grouped model. The resulting computational complexity is indeed determined by the size of the groups. For example, assume that the support variable for a given problem have been grouped in groups of 2 in both the spatial dimension and temporal dimension, then the total number of groups becomes G = DT and the resulting computational cost is reduced to a fraction of 1 4 3 of the cost of the full EP scheme. Furthermore, if necessary both the low rank and the common precision approximation can be applied on top of this approximation.
Numerical Experiments
In this section we conduct a series of experiments designed to investigate the properties of the proposed model and the associated EP inference scheme.
We describe six experiments with a Gaussian observation model and one experiment with a probit observation model. In the first four experiments, we focus on problem instances with a single measurement vector. Experiment 1 investigates the effect of the prior by analyzing a synthetic data set with a range of different values for the hyperparameters. In the second experiment, we compare the three different approximation schemes (low rank, common precision, group) to standard EP. Specifically, we analyze a synthetic data set with all four methods and discuss the results. Experiment 3 is designed to investigate how the EP algorithms perform as a function of the undersampling ratio N/D giving rise to the so-called phase transition curves (Donoho and Tanner, 2010) . In this experiment we compare the proposed methods to state-of-the-art methods using simulated data. In Experiment 4 we apply our model to a binary classification task, where the goal is to discriminate between utterances of two different vowels using log-periodograms as features.
In Experiment 5-7, we turn our attention to problems with multiple measurement vectors. In the fifth experiment, we qualitatively study the properties of the proposed methods in the multiple measurement vector setting. We demonstrate the benefits of modeling both the spatial and temporal structure of the support and discuss the marginal likelihood approximation for hyperparameter tuning. Experiment 6 studies the performance of the EP algorithms as a function of the undersampling ratio when multiple measurement vectors are available and compare the results to competing methods. Finally, in Experiment 7 we apply the proposed method to the EEG source localization problem (Baillet et al., 2001 ). These problems are in general very challenging because they are characterized by being both extremely ill-posed and extremely ill-conditioned.
For the experiments with synthetic data with use Normalized Mean Square Error (NMSE) and F-measure (Rijsbergen, 1979) to quantify the performance of the algorithms. In particular, we compute the NMSE between the posterior mean of X, i.e.X = E Q(X|Y ) [X] , and the true solution X 0 to quantify the algorithms abilities to reconstruct the true signal
where · F is the Frobenius norm. We use the F-measure to quantify the algorithms abilities to recover the true support set
where precision (positive predictive value) is the fraction of non-zero weights found by the algorithm that are also non-zero in the true model, while recall sensitivity is the fraction of non-zeros in the true model that have been identified by the algorithm. Here a given weight x i,t is identified as being non-zero if the posterior mean of z i,t is above 0.5.
Our code is available at http://michaelriisandersen.com/projects.
Experiment 1: The effect of the prior
In this experiment we investigate the effect of the structured spike and slab prior on the reconstructed support set. For simplicity we only consider the spatial structure, i.e. T = 1, and we further assume that the spatial coordinates are on a regular 1D grid. We construct a sparse 1D test signal x 0 ∈ R 200 , where the active coefficients are sampled from a cosine function, see Figure 1 . Based on this signal we generate a synthetic data set using the a linear model y = Ax 0 + e, where A ij ∼ N (0, 1), e is isotropic Gaussian noise and the number of samples is N = 0.5D. The prior on γ is of the form p(γ) = N (γ|µ, Σ), where
We sample the length-scale R equidistant 100 times in the interval 10 −3 , 50 and run the algorithm on the synthetic data set for each value of R. For this experiment we use the standard EP scheme, i.e. no further approximations. The noise variance is fixed to the "true value", i.e. the values used to generate the data set and the remaining hyperparameters are fixed ν = 0, τ = 1, κ = 5. The posterior results When R is close to zero the posterior mean vectors for both γ and z are very irregular and resemble the solution of an independent spike and slab prior. As the length-scale increases the posterior mean vector γ becomes more and more smooth and eventually give rise to well-defined clusters in the support. The algorithm recovers to correct support for R ∈ [3, 15] . However, at R ≈ 15 a discontinuity is seen. Since the prior distribution on z does not exhibit any phase transitions w.r.t. R, this is likely to be an effect of a unimodal approximation to a highly multimodal distribution. The discontinuity is also present in the marginal likelihood approximation as seen in the top panel and therefore one should be cautious when optimizing the marginal likelihood using line search based methods. We repeated this experiment for multiple realizations of the noise and the discontinuity was only present in few of the realizations.
The rightmost column in Figure 2 show equivalent Figures for a sweep over prior mean of γ i , i.e. ν, where it is seen that the algorithm recovers the correct support for ν ∈ [−15, 0]. It is seen that when ν is below some threshold ν lower , the posterior mean of z i is close to zero for all i ∈ [D]. The total number of active variables increases with ν until ν surpasses an upper threshold ν upper , where all variables are included in the support set. It is also seen that variables are included cluster-wise rather than individually, which gives rise to discontinuities in the marginal likelihood in the topmost panel. 
Experiment 2: Comparison of approximation schemes
In this experiment we investigate the properties of the proposed algorithm and the three approximation schemes: standard EP (EP), the low rank approximation (LR-EP), the common precision approximation (CP-EP) and the group approximation (G-EP). Using a similarly setup as in Experiment 1 we generate a sample of γ 0 , z 0 and x 0 from the prior distribution specified in eq. (5)- (7) with a squared exponential kernel and parameters R = 75, κ = 100 and τ = 1. The specific realization is shown in the leftmost panels in Figure 3 . We generate observations from a linear measurement model y = Ax 0 + e, where A ij ∼ N (0, 1) and the noise variance σ 2 is chosen such that the signal-to-noise is 20dB. We now seek to recover x 0 , z 0 and γ 0 from the observed measurements y using standard EP and the three approximation schemes. For the low rank approximation we included 7 eigenvectors corresponding to 99% percent of the variance and for G-EP we used a group size of 10 variables. Columns 2-5 in Figure 3 show the posterior mean values for x, z, and γ for EP, LR-EP, CP-EP and G-EP, respectively. (5)- (7). The columns 2-5 show the posterior mean quantities for EP, LR-EP, CP-EP and G-EP, respectively. The pink shaded areas depict ± std. deviation.
Consider first the posterior mean and std. deviation for γ for standard EP (topmost row, second column). In the region where γ 0 is positive the posterior mean accurately recovers γ 0 with high precision, whereas both the accuracy and the precision is lower in regions where γ 0 is negative. The reason for the additional uncertainty is that negative values of γ i are in general associated with small value of |x i |, but |x i | can be small for two reason. Recall that each x i can be considered as a product x i = z i · c i , where z i ∈ {0, 1} and c i ∈ R. If z i = 0, then clearly x i = 0, but we can still have that x i ≈ 0 even if z i = 1 and c i ≈ 0 and thus the increased uncertainty.
We can now compare the posterior distribution of γ i for standard EP with the three approximations. Based on visual inspection one cannot tell the difference between the standard EP and EP with the low rank approximation, but the results for CP-EP and G-EP are quite different. For CP-EP it is seen that the posterior mean in the positive region is accurate, but the CP-EP approximation underestimates the uncertainty in general. The grouping effect for G-EP is clearly seen in the topmost panel in the last column, but despite the staircase pattern the posterior mean and variance are accurately recovered. The second and the third for in Figure 3 show the reconstructions of x and z. We see that all of the four approaches accurately reconstruct the true quantities despite the approximation of the posterior distribution of γ.
Experiment 3: Phase transitions for a single measurement vector
It is well-known that the quality of the inferred solutions strongly depend on both the undersampling ratio δ = N/D and the sparsity level K = ||x|| 0 . In fact, linear inverse problems have been shown to exhibit a phase transition from almost perfect recovery to no recovery of solution x in the (δ, K)-space (Donoho and Tanner, 2010; Donoho et al., 2011) . In this experiment we investigate how the EP algorithms perform as a function of the undersampling ratio N/D. As in Experiment 2 we generate 100 realizations of x 0 from the prior such that x 0 is fixed to K = 1 4 D = 125 and D = 500. We condition the samples on ||x|| 0 to reduce the variance of the resulting curves for NMSE and F-measure because the recovery performance in general depends on the number of non-zero coefficients. Based on these realizations we generate measurements y ∈ R N through the linear observation y = Ax 0 + e for a range of values for N . The forward model A is a Gaussian i.i.d. ensemble, where the column have been scaled to unit 2 -norm. The noise e ∼ N 0, σ 2 is zero-mean Gaussian noise, where the noise variance σ 2 is chosen such that the signal-tonoise (SNR) ratio is fixed to 20dB. We choose values of N such that We compare our methods with Bernoulli-Gaussian Approximate Message Passing (BG-AMP) (Vila and Schniter, 2013) , Orthogonal Matching Pursuit (OMP) (Needell and Tropp, 2010) and an "oracle" estimator, which computes a ridge regression estimate based on knowledge of the true support. The regularization parameters for ridge regression is fixed to λ = 10 −3 for all runs. Finally, for comparison we also apply the proposed EP algorithm with a diagonal prior covariance matrix, which correspond to the conventional independent spike and slab prior (IEP). We provide BG-AMP and OMP with prior knowledge of the true number of non-zero variables in x 0 and the noise variance used to generate the observations. The results are shown in Figure 4 .
The two black curves in Figure 4 show the results for BG-AMP (black, solid) and EP with diagonal prior covariance (black, dashed), i.e. both methods are based on conven- tional independent spike and slab priors. It is seen that the methods with prior correlation, i.e. EP (blue), CP-EP (cyan), & LR-EP (red, dashed), are uniformly better than the methods with independent priors both in terms of NMSE and F-measure. In fact, these methods achieve the performance of the support-aware oracle estimator around N/D = 0.6 in terms of NMSE. Furthermore, it is also seen that the two approximations CP-EP and LR-EP are indistinguishable from the full EP algorithm in terms of accuracy. Panel (c) and (d) show the number iterations and the run time per iteration for the EP-based methods. Here it is seen that IEP has the lowest computational complexity per iteration, but the CP-EP and LR-EP are almost as fast. In this experiment we consider the task of phoneme recognition (Hastie et al., 2001; Hernandez-Lobato et al., 2011) . In particular, we consider the problem of discriminating between the spoken vowels "aa" and "ao" based on their log-periodograms. The data set consists of 695 and 1022 utterances of the vowels "aa" and "ao", respectively, along with their corresponding labels. The response variable in this experiment is binary and therefore we use a probit model rather than a Gaussian observation model.
Experiment 4: Phoneme recognition
Each log-periodogram has been sampled at 256 uniformly spaced frequencies. The leftmost panel in Figure 2 shows the frequency-wise mean and standard deviation of the two classes and the right-most panel shows the difference of the two mean signals. We choose a squared exponential kernel for γ since it is assumed that frequency bands rather than single frequencies are relevant for discriminating between the two classes. The total number of observations is 1717 and we use N = 150 examples for training and the remaining 1567 examples for testing. We repeat the experiment 100 times using different partition into training and test sets. The training and test sets are generated such that the prior odds of the two classes are the same for both training and test. The number of input features is D = 257 (256 frequencies + bias). In this experiment both N and D are relatively small and therefore we can run the full expectation propagation algorithm without any approximations in reasonable time. However, we run full EP and the three proposed approximations on this data set to evaluate the accuracy of the proposed approximation schemes. For the low rank approximation we choose the number of eigenvectors such that 99% and 95% of the total variance in Σ 0 are explained, respectively. For the group approximation we choose group sizes of 8 and 16, respectively. For all the methods, we initialize the length-scale to R = 50 and the magnitude κ = 100 and optimize these using simple gradient descent based optimization of the marginal likelihood approximation from EP. We choose the prior mean of γ to ν = 0 to reflect our ignorance on the number of active weights. We have observed that optimizing the prior mean and variance of the "slap component" using the marginal likelihood approximation gives sub-optimal results. Instead we fix ρ 0 = 0, τ 0 = 10 −2 for all methods and all cross validation splits.
We compare our methods against the use the NBSBC method, which imposes smoothness on the support using a Markov Random Field and has been shown to outperform competing method on this problems (Hernandez-Lobato et al., 2011) . Table 2 summarizes the performance of the methods based on number of misclassification on the test set. First of all, we see that the proposed EP algorithm achieves similar performance in terms of mean test error as state of the art methods. Furthermore, we see that applying the approximation schemes does not degrade performance significantly.
In Figure 6 we compare the posterior quantities for the full EP algorithm and the three approximations. The leftmost column shows the results for full EP and the subsequent columns shows the results for LR-EP, CP-EP and G-EP, respectively. Visual inspection of the Figure shows that except for the stair-case pattern of the group approximation, the full EP posterior distribution over γ is well approximated by all three methods and the similar for the posterior distribution on x. 
Experiment 5: Spatio-temporal example
In the previous experiments we have focus on problems with only one measurement vector, whereas in this and the following experiments we consider problems with multiple measurement vectors. Specifically, in this experiment we qualitatively study the properties of the proposed algorithm in the spatio-temporal setting using simulated data. We have synthesized a signal, where the support set satisfies the following three properties: 1) nonstationarity, 2) spatiotemporal correlation & 3) the number of active coefficients change over time. The support of the signal is shown in panel (a) in figure 7 . Based on the support set we sample the active coefficients from an zero-mean isotropic Gaussian distribution. We then observe the desired signal X through linear measurements Y = AX + E, where both the forward model A and the noise E is sampled from zero-mean isotropic Gaussian distribution. The noise variance is scaled such that the SNR is 5dB. We apply our proposed method to estimate X given the forward model A and the observations Y .
Panel (b) in figure 7 shows the reconstructed support Z using the proposed EP algorithm with a diagonal prior covariance matrix on Γ, i.e. with no prior correlation in the support. The panels (c)-(f) shows the reconstructed support for full EP, low rank EP, common pre-cision EP and group EP, which all assumes that the prior covariance matrix for Γ is a Kronecker product of two squared exponential components. For the group approximation the group size is chosen to 5 & 10 in the spatial and temporal dimension, respectively, and for the low-rank approximation the rank is chosen such that the minimum number of eigenvectors explain 99% of the variance in the prior. The hyperparameters are chosen by optimizing the approximate marginal likelihood using a simple ADAGRAD (Duchi et al., 2011) scheme. By inspecting the panels (a)-(f) it is seen that the reconstructed support is qualitatively improved by modeling the additional structure of the support. Furthermore, the reconstructions using the approximation schemes do not differ significantly from the result using full EP.
Panels (g)-(j) shows the marginal likelihood approximation as a function of the spatial and temporal length scale of the prior covariance matrix for the proposed methods, while the panels (k)-(g) show the corresponding NMSE between the reconstructed coefficientŝ X and the true coefficient X. The black curves superimposed on the marginal likelihood plots show the trajectories of the optimization path for the length-scales of the prior distribution starting from four different initial values. It is seen that the marginal likelihood approximation is unimodal and correlates strongly with the NMSE surface, which suggests that it is reasonable to tune the length-scales of the prior covariance using the marginal likelihood approximation. However, we emphasize that this is not always the case and for some problems this indeed leads to suboptimal results. 
Experiment 6: Phase transitions for multiple measurement vectors
The multiple measurement vector problem also exhibits a phase transition analogously to the single measurement vector problem described in Experiment 3 (Cotter et al., 2005; Ziniel and Schniter, 2013a; Andersen et al., 2015) . In this experiment we investigate how location of the phase transition of the EP algorithms improves when the sparsity pattern of the underlying signal is smooth in both space and time and multiple measurement vectors are available. Using a similar setup as in Experiment 3, we generate 100 realizations of X from the prior specified in eq. (17) - (19) such that the total number of active components is fixed to K = 1 4 DT = 2500. The covariance structure is of the form Σ 0 = Σ temporal ⊗ Σ spatial , where both the temporal and spatial components are chosen to be squared exponential kernels. Figure 8 shows an example of a sample realization of Γ, Z and X from the prior distribution. For each of the realizations of X, we generate a set of linear observations Y = AX + E, where the forward model A is Gaussian i.i.d. and E nt ∼ N 0, σ 2 is zeromean Gaussian scaled such that the SNR is fixed to 20dB. For reference we compare our methods against BG-AMP (Vila and Schniter, 2013) and DCS-AMP (Ziniel and Schniter, 2013a) . The DCS-AMP method uses approximate message passing inference based on spike and slab priors, but assumes that the binary support variables evolve in time according to a first order Markov process. Both methods, i.e. BG-AMP and DCS-AMP, are informed about the true number of active coefficients and the true noise level. The results are shown in figure 9. The method LR-EP (blue) assumes that the sparsity pattern is spatially correlated, but independent in time. The method LR-K-EP (red, dashed) applies the low rank approximation to EP and assumes that the sparsity pattern is spatio-temporally correlated and that the prior covariance for Γ is described by a Kronecker product (hence the prefix "-K"). Similarly, the methods CP-K-EP (cyan) and G-K-EP (magenta) have the same assumptions about the sparsity pattern, but use the common precision approximation and the group approximation, respectively. For G-K-EP we use groups of 5 in both the spatial dimension and temporal dimension. In this experiment we do not run full EP with the spatiotemporal prior because it would be prohibitively slow.
On panel (a) in figure 9 it is seen that as the number of measurements increase, all methods eventually reach the NMSE level of the support-aware oracle estimator, but the general picture is that the more structure a method takes into account, the better it performs in terms of NMSE. In particular, at N/D ≈ 0.3 BG-AMP achieves NMSE ≈ 0.63 and LR- EP achieves NMSE ≈ 0.44 while LR-K-EP and CP-K-EP achieve NMSE ≈ 0.24. Panel (b) shows a similar picture for F-measure. Furthermore, it is seen that the performance of LR-K-EP and CP-K-EP are similar and slightly better than the performance of G-K-EP both in terms of NMSE and F-measure. However, the G-K-EP approximation has the lowest computational complexity per iteration as seen in panel (d). In terms of run time the EP-methods are slower compared to the AMP-based methods, which have linear complexity in all dimensions. However, the EP methods are not limited to Gaussian i.i.d. ensembles as the AMP-based methods are.
Experiment 7: EEG Source Localization
In the final experiment, we apply the proposed method to EEG source localization (Baillet et al., 2001) , where the objective is to infer the locations of the active sources on the cortical surface of the human brain based on electroencephalogram (EEG) measurements. In this application we model the brain using a discrete set of current dipoles distributed on the cortical surface and Maxwell's equations then describe how the magnitudes of the dipole sources relate to the EEG signals measured at the scalp. We apply the proposed method to a benchmark EEG data set, where the subjects are presented with pictures of faces and scrambled faces. The data set is publicly available and the experimental paradigm is described in (Henson et al., 2003) . The data set has N = 128 electrodes and contains a total of 304 epochs with roughly 150 epochs of each of the two conditions, i.e. face or scrambled face. Each epoch has a duration of roughly 800ms corresponding to T = 161 samples in time. The stimuli is presented after 200ms.
We use SPM8 http://www.fil.ion.ucl.ac.uk/spm/software/spm8/ to generate a forward model with 5124 dipole sources, i.e. A ∈ R 128×5124 . Again we choose the covariance matrix for Γ to be of the form Σ 0 = κ · Σ temporal ⊗ Σ spatial , where both the temporal and spatial component are squared exponential kernels with two separate length-scales. For simplicity, we use the Euclidean distance to compute the pairwise distances of the dipoles as opposed to the more advances approach, where the distances are computed within the manifold defined by the cortex.
The resulting inverse problem has N = 128 measurements, T = 161 measurements vectors and D = 5124 unknowns per time point, i.e. a total of DT = 5124 · 151 = 824964 unknowns. The forward model has a condition number of cond (A) = 3.1099 · 10 15 . Thus, the problem instance is both heavily ill-posed and ill-conditioned. Because of the dimensions of this problem we only use the common precision approximation for this data set. In fact, a low rank approximation of the prior covariance matrix Σ 0 will require 3961 eigenvectors to explain 90% of the variance. The matrix U ∈ R 824964×3691 of eigenvectors would then require more than 20GB of memory to store in 64 bit double precision. Tuning the hyperparameters using the approximate marginal likelihood approximation leads to severe overfitting for this data set. Instead we chose the spatial length-scale to 10mm, the temporal length-scale to 50ms, the magnitude to κ based on a crude cross validation scheme. The prior mean of Γ is chosen to ν 0 = 0 to reflect our ignorance of the number of active sources. Figure 10 shows the maximum a posteriori number of active sources as a function of time, i.e. we plot i P i,t > 0.5. It is seen that the number of active sources is zero until roughly time t ≈ 150ms, where the number of active sources increase and peaks t ≈ 195ms. Figure 11-13 shows the posterior mean of γ t , z t and m t , respectively, at 195ms, where the number of active sources peaked. The reconstructed activation probabilities are welldefined and nicely clustered as expected. Finally, in figure 14 we investigate the time evolution of the two active sources marked by the arrows in figure 11 . The two signals peak at t = 165ms and t = 175ms, respectively, which is roughly consistent with the critical time scale of 170ms for face perception. Interestingly, we detect the four areas: left and right occipital and fusiform face areas that are associated with face perception (Henson et al., 2009 ), see Figure 12 . 
Summary and Outlook
In this work we have addressed the problem of solving multiple underdetermined linear inverse problems subject to a sparsity constraint. We have proposed a new generalization of the spike and slab prior distribution to encode a priori correlation of the support of the solution in both space and time by imposing a transformed Gaussian process on the spike and slab probabilities. An expectation propagation (EP) algorithm for posterior inference under the proposed model has been derived. Computations involved in EP updates scale like O D 3 T 3 where D is the number of features and T is number of inverse problems, hence for large scale problems, the standard EP algorithm can be prohibitively slow. We therefore introduced three different approximation schemes for the covariance structure to reduce the computational complexity. First, assuming that the prior has a Kronecker decomposition brings complexity O D 3 + T 3 , based on this decomposition, a further K-rank approximation brings a reduction of complexity to O K 2 DT , we also proposed a common precision approximation of complexity O D 2 T + T 2 D , and finally a scheme based on spatio-temporal grouping of variables effectively reducing D and T by the grouping factor.
We investigated the role of the spatio-temporal prior and the approximation schemes in a series of experiments. First we studied a simple 1D problem with spatial, translational invariant smoothness of the support (single measurement case, T = 1) . For a signal with two small connected components in the support, we illustrate the solutions for variable smoothness of the prior. For a wide range of prior parameters the correct form of the support is recovered, while the two support regions were found to merge in a single region as the smoothness length scale approaches the distance between the two regions. In a second experiment we investigated the role of the three covariance function approximations, also in a single measurement setup (T = 1). We found that all approaches accurately reconstruct the true simulated support and inverse problem solutions despite the approximation of the Gaussian process posterior. It is well-known that the quality of the inferred solutions strongly depends on both the undersampling ratio and the sparsity level of the true solution. We investigated how the location of the phase transition is improved by invoking the smoothness prior. We found that the methods based on assumed prior correlation, were uniformly better than the methods with independent priors both in terms of the quality of normalized mean square error and in terms of their accuracy of support recovery (Fmeasure). The covariance approximation schemes are almost as fast as the scheme without smoothness, while yielding greatly improved performance.
Next we investigated the benchmark phoneme recognition data set, which allowed us to compare with a number of existing schemes for the single measurement case (T = 1). In this experiment both N and D were relatively small and therefore we could run the full EP scheme as well. Full and approximate EP were found to compare well with published benchmarks.
In a fifth experiment we studied the properties of the proposed algorithms in the spatiotemporal setting using simulated data. Signals were synthesized so that the support set showed non-stationarity, spatio-temporal correlation and so that the cardinality of the sup-port set changed over time. We estimated prior hyperparameters by optimizing the approximate marginal likelihood and found they converged to optimal settings in all cases. We found that there was a good correspondence between the approximate marginal likelihood and the solution's quantitative performance measure (NMSE).
Also for the multiple measurement vector problem it is known that there is a phase transitionlike dependence of the solution quality on undersampling ratio. In the sixth experiment we investigated how the location of the phase transition of the EP algorithms improved when the sparsity pattern of the underlying signal is smooth in both space and time for the multiple measurements case. We compare our various approximate solvers with state-of-the-art tools based on approximate message passing: BG-AMP, DCS-AMP, both of which were informed about the true number of active coefficients and the true noise level. The full EP was too demanding to run for this problem. Significant improvement were found for the methods that exploited sparsity structure. Comparing performance with AMP methods, the EP methods performed best both in terms of identifying the support (F measure) and in terms of NMSE. Run times for the EP-methods were longer compared to the AMP-based methods, which have linear complexity in all dimensions. We noted importantly that the EP methods also can be used for more general forward model ensembles (A), while the AMP-based methods assume a Gaussian i.i.d. ensemble.
In the final experiment, we applied the proposed methods to the hard problem of EEG source localization; data for this experiment was derived from a publicly available brain imaging data set designed to detect brain areas involved in face perception (Henson et al., 2003) . This was a larger scale application with N = 128 measurements and a total number of 824964 unknowns (DT = 5124 × 151), hence, only the common precision approximation was feasible. Furthermore, the forward model was very ill-conditioned in contrast to the well-conditioned i.i.d. ensembles considered in the simulations. In spite of these challenges highly interesting results were obtained: All four main foci of activation as earlier detected by fMRI, but not in these EEG data by other inference schemes, were here found to have well-defined and spatially extended support by the new approximate inference scheme. In contrast to fMRI EEG allowed us to monitor the dynamics in these areas in high temporal resolution.
Future studies include an analysis of the phase transitions of the approximate marginal log likelihood in the hyperparameter space of the spatiotemporal prior as discussed in Experiment 1. Furthermore, we plan to apply the proposed algorithms to other data sets, such as classification of fMRI task pattern data sets. Finally, we also plan to investigate the use of spatio-temporal sparsity priors for factor models, i.e. PCA and ICA.
Appendix A. Moments computations for f 2,t,j
In this section we consider the update for the termsf 2,t,j (x t,j , z t,j ). First we compute the so-called cavity distribution Q \2,t,j (x t,j , z t,j ) by removing the contribution of f 2,t,j (x t,j , t, j) from the marginals of the joint approximation Q (x, z, γ) Q \2,t,j (x t,j , z t,j ) = Q (x t,j , z t,j ) f 2,t,j (x t,j , z t,j ) = N x t,j m t,j ,V t,j Ber z t,j φ (γ t,j ) N x t,j m 2,t,j ,V 2,t,j Ber z t,j φ (γ 2,t,j ) = K \2,t,j · N x t,j m \2,t,j ,V \2,t,j Ber z t,j φ γ 
m \2,t,j =v \2,t,j V −1 t,jjm t,j −v −1 2,t,jm 2,t,j ,
γ \2,t,j =γ 3,t,j .
Note that the cavity parameter for γ for f 2,t,j is simply equal toγ 3,t,j (and vice versa) sincê γ 2,t,j andγ 3,t,j are the only two terms contributing to γ t,j .
Next, we minimize the KL-divergence between f 2,t,j Q \2,t,j and q or equivalently matching the moments between the two distributions. Following the latter approach we first compute the (unnormalized) moment w.r.t. z t,j Z 1 = z t,j z t,j f 2,t,j (x t,j , z t,j ) Q \2,t,j (x t,j , z t,j ) dx t,j = φ γ \2,t,j N 0 m \2,i − ρ 0 ,V \2,t,j + τ 0 .
Next, the zeroth moment w.r.t x t,i or the normalization constant of f 2,t,j Q \2,t,j X 0 = z t,j f 2,t,j (x t,j , z t,j ) Q \2,t,j (x t,j , z t,j ) dx t,j
= z t,j
(1 − z t,j ) δ(x t,j ) + z t,j N x t,j ρ 0 , τ 0 N x t,j m \2,t,j ,V \2,t,j Ber z t,j φ γ 
We now compute the (unnormalized) first moment w.r.t. x t,j X 1 = z t,j x t,j f 2,t,j (x t,j , z t,j ) Q \2,i (x t,j , z t,j ) dx t,j = φ γ \2,t,j N 0 m \2,t,j − ρ 0 ,V \2,t,j + τ 0
Once again we minimize the KL-divergence between f 3,t,j Q \3,t,j and Q or equivalently matching the moments between the two distributions. We now compute the moments w.r.t. γ j,t and z j,t of the (unnormalized) tilde distribution G m = z j,t γ m j,t · f 3,t,j (z j,t , γ j,t ) Q \3,t,j (z j,t , γ j,t ) dγ j,t for m = 0, 1, 2,
Z 1 = z j,t z j,t · f 3,t,j (z j,t , γ j,t ) Q \3,t,j (z j,t , γ j,t ) dγ j,t
We first compute the normalization constant of f 3,t,j Q \3,t,j
f 3,t,j (z t,j , γ t,j ) Q \3,t,j (z t,j , γ i ) dγ t,j = z t,j
Ber z t,j φ (γ t,j ) Ber z t,j φ γ \3,t,j N γ t,j μ \3,t,j ,Σ \3,t,j dγ t,j
Integrals of the form φ (γ i ) N γ i μ \3,i ,Σ \3,i dγ i can be solved analytically (Rasmussen and Williams, 2006) ,
Plugging this result back into the expression for G 0 yields
(1 − φ (c 3,i )) + φ γ \3,i φ (c 3,i ) .
We can now compute the moments of the unnormalized distribution
Then the first moment w.r.t. to z i,t is obtained as E [z i,t ] = Z 1 /G 0 .
For the moments w.r.t. γ i , we get
Again we turn to (Rasmussen and Williams, 2006) for the analytical solution of the above integrals 
where we have defined 
Thus, the first moment w.r.t. γ i,t is given by E [γ i,t ] = G1/G0.
Similarly, we compute the second moment w.r.t. γ i
The solution to the above integrals are given by (Rasmussen and Williams, 2006) 
Furthermore, we define
Plugging the above result back into eq. (99) and rearranging yields 
Thus, the second moment is given by E γ 2 i,t = G2/G0. Finally, the central moments of Q * then becomes
These moments completely determine the distribution Q 3,new and thus, we compute the updates for f 3,i as followŝ
