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Abstract
Let F be an algebraically closed field. For n ∈ N and δ, δL, δR, κL, κR, κ ∈
F, the symplectic blob algebra b′n(δ, δL, δR, κL, κR, κ) is a finite dimen-
sional non-commutative F-algebra that may be viewed as an extension of
the Temperley-Lieb algebra.
In a previous paper, we defined, for any n ∈ N, a tensor space module
V(n)
b′n
. In this paper we generalise an argument used by Martin and
Ryom-Hansen in their study of the (ordinary) blob algebra to show that
when b′n is quasihereditary the module V(n)b′n is full-tilting.
1 Introduction
The symplectic blob algebras are a family of finite dimensional associative alge-
bras introduced in [6]. The study of their representation theory has applications
to statistical mechanics [11] and to the representation theory of the type C˜ Hecke
algebra [3].
Fix an algebraically closed field F. Let n ∈ N. Then for δ, δL, δR, κL, κR, κ ∈
F, the symplectic blob algebra b′n = b
′
n(δ, δL, δR, κL, κR, κ) is a finite dimen-
sional F-algebra with generators {e, U1.U2. . . . , Un−1, f} satisfying certain rela-
tions (which are given in Definition 2.1). In particular b′n is an extension of the
Temperley-Lieb algebra TLn(δ) and of the blob algebra bn(δ, δL, κL). These al-
gebras are isomorphic to the subalgebras of b′n generated by {U1, U2, . . . , Un−1}
and by {e, U1, U2, . . . , Un−1} respectively.
If δ, δL, δR, κL, κR, κ ∈ F× = F \ {0} then the algebra b′n(δ, δL, δR, κL, κR, κ)
is quasihereditary. This means that for each simple module L there is a cor-
responding standard module ∆ and a corresponding (indecomposable) tilting
module T [4, Appendix C] [5, Appendix].
In [6] the authors find a poset Λn = {−n,−(n−1), . . . , (n−1)} which labels
the simple modules. As b′n is quasihereditary this set also labels the standard
modules and the indecomposable tilting modules. They give bases for each of
the standard modules {∆n(λ)) : λ ∈ Λn}.
Even with this type of information it is often a challenging exercise to ex-
plicitly construct tilting modules for a given quasihereditary algebra. Indeed,
even the simple content of the standard modules {∆n(λ)} is not known in the
non-generic case [7]. This paper considers the closely related problem of con-
structing full tilting modules for the symplectic blob algebra. (Such a module is
a direct sum of the indecomposable tilting modules, with each of these modules
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appearing as a summand at least once.) In light of the previous remarks, it
might seem difficult to attempt to construct a full-tilting b′n-module even for a
particular n ∈ N.
However, it is known that for both the Temperley-Lieb and blob algebras,
it is possible to construct such a full-tilting module for every n ∈ N [9]. The
connections between b′n and these two algebras suggest that a similar construc-
tion may work for these algebras as well. In fact, this proves to be the case –
we show that the module V(n)b′n constructed in [12] is a full tilting module for
every n ∈ N.
In order to do this it is necessary to first prove some preliminary results.
In section 3 we recall (for example, from [7]) the existence of two localisation
functors Fe and Ff associated with the generators e and f .
Fe, Ff : b
′
n −mod→ b′n−1 −mod .
In Proposition 4.15 of Section 4 we show that
Fe
(
V(n)b′n
) ∼= Ff ( V(n)b′n ) ∼= V(n− 1)b′n−1
.
The left adjoint of Fe is a globalisation functor Ge. In general this functor
is not also the right adjoint of Fe; the modules V(n)b′n and (Ge ◦Fe) V(n)b′n are
not isomorphic.. In Proposition 4.18 we show that V(n)b′n is tilting for all n ∈ N
provided that the “adjointness map” ψn : (Ge ◦Fe) V(n)b′n → V(n)b′n is injective
for all n ∈ N.
Having established these results, in Theorem 5.3 we show that the module
V(n)b′n is tilting. This is done by proving that the map ψn is injective for every
n ∈ N. This requires some new combinatorial sequences and results.
Some additional work is needed to show that the module is actually full-
tilting. In Proposition 4.14 it is noted that the module V(n)b′n has a manifest
decomposition into “permutation modules” Mn(r). In Lemmas 5.9 and 5.10
it is noted that Fe and Ff respect this decomposition, and that Mn(2n) ∼=
Ln(−n) ∼= Tn(−n). This leads to the proof of Theorem 5.11: V(n)b′n is a full
tilting module.
Notation
Fix the following notation for the rest of the paper.
Let F be an algebraically closed field. Let F× = F \ {0} be the units of this
field.
For q ∈ F× and n ∈ N \ 0 let
[n]q =
qn − q−n
q − q−1 .
In particular, [2]q = q +
1
q
.
Let Π = (δ, δL, δR, κL, κR, κ) ∈ F6. Then let ΠL = (δ, κL, δR, δL, κR, κ) and
let ΠR = (δ, δL, κR, κL, δR, κ).
Let Σ = (a, b, c, d, x, y, x, z) ∈ F8. Then let ΣL = (a, b, c, d, abx , cdy , z, w) and
let ΣR = (a, b, c, d, x, y,
bc
z
, ad
w
).
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The symplectic blob b′n = b
′
n(Π) is the F-algebra described in Definition 2.1
with generators Gn = {e, U1, U2, . . . , Un−1, f}.
The poset Λn = {−n,−(n−1), . . . , (n−2), (n−1)} labels the simple modules
{Ln(λ)} of b′n, the standard modules {∆n()} of b′n and the indecomposable
tilting modules {Tn(λ)} of b′n.
The tensor space module V(n)b′n is recalled in Proposition 4.3. It is shown
in Proposition 4.14 that it has a manifest decomposition into a direct sum of
“permutation modules” {Mn(r)}−2n≤r≤2n as defined in Definition 4.13.
If u ∈ {1, 2}4n then u is a corresponding vector in V(n)b′n .
For any q ∈ F×, let
1˜2
q
= q12 + 21.
If no ambiguity results, let
x⊗ 1˜2q ⊗ y = x1˜2qy.
2 The Symplectic Blob Algebra b′n
Let F be an algebraically closed field. Let δ, δL, δR, κL, κR, κ ∈ F. Let n ∈ N.
The following presentation of the symplectic blob algebra b′n(δ, δL, δR, κL, κR, κ)
over F was given in [7]. The symplectic blob algebra was originally defined (in
[6]) in terms of certain planar diagrams; this presentation will not be used in
this paper.
Definition 2.1. Fix n ∈ N. Let δ, δL, δR, κL, κR, κ ∈ F. The symplectic blob al-
gebra b′n(δ, δL, δR, κL, κR, κ) is the unital, associative F-algebra with generators
Gn = {e, U1, U2, . . . , Un−1, f} satisfying the relations below.
U2i = δUi for all i (1)
UiUjUi = Ui if |i − j| = 1 (2)
UiUj = UjUI if |i − j| 6= 1 (3)
e2 = δLe (4)
f2 = δRf (5)
U1eU1 = κLU1 (6)
Un−1fUn−1 = κRUn−1 (7)
eUi = Uie if i 6= 1 (8)
fUi = Uif if i 6= n− 1 (9)
ef = fe if n > 1 (10)
IJI = κI (11)
JIJ = κJ (12)
where
I =
{
U1U3 . . . Un−2f if n is odd
U1U3 . . . Un−1 if n is even
and
J =
{
eU2 . . . Un−1 if n is odd
eU2 . . . Un−2f if n is even
.
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Note from the relations that b′n
∼= (b′n)op.
It will be useful to define some particular elements in b′n.
Definition 2.2. Fix n ∈ N. Let δ, δL, δR, κL, κR, κ ∈ F×.
For i ∈ {−n,−(n − 1), . . . , (n − 1)}, define gi ∈ b′n(δ, δL, δR, κL, κR, κ) as
follows:
g−n = 1 (13)
g−(n−1) = f g(n−1) = e g(n−2) = ef (14)
g−(m−2) = U2m−1g−m for 3 ≤ m ≤ n (15)
g(m−2) = U2(m−1)gm for 3 ≤ m < n (16)
g0 = I. (17)
Proposition 2.3. Fix n ∈ N. Let δ, δL, δR, κL, κR, κ ∈ F×. Then b′n(δ, δL, δR, κL, κR, κ)
is quasihereditary, with hereditary chain:
0 ⊂ b′ng0b′n ⊂ b′ng−1b′n ⊂ b′ng1b′n ⊂ b′ng−2b′n . . . ⊂ b′ng−nb′n = b′n. (18)
The standard modules {∆n(λ)} are indexed by the poset
Λn = {−n,−(n− 1),−(n− 2), . . . , (n− 2), (n− 1)},
with partial order illustrated by the Hasse diagram:
0
■■
■■
■■
■■
■■
■
tt
tt
tt
tt
tt
−1
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙ 1
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
...
...
...
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
...
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
−(n− 2)
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
(n− 2)
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦
−(n− 1)
■■
■■
■■
■■
■
(n− 1)
✈✈
✈✈
✈✈
✈✈
✈
−n
,
where 0 is the maximal element and −n is the minimal element.
For any λ ∈ Λn, the dimension of the standard module ∆n(λ) over F is given
by
dimF∆n(λ) =
k(n,λ)∑
i=0
(
n
i
)
, (19)
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where
k(n, λ) =

n if λ = 0
n+λ
2 if λ < 0 and n+ λ is even
n−λ−2
2 if λ > 0 and n+ λ is even
n−|λ|−1
2 otherwise
.
Proof. See Section 8 of [6].
3 Homological Properties of the Symplectic Blob
Algebra b′n
This section defines functors between the module categories b′n−mod and b′n−1−
mod called localisation functors. Some basic properties of these functors are
given.
Let δ, δL, δR, κL, κR, κ ∈ F×. Let Π := (δ, δL, δR, κL, κR, κ). Let ΠL :=
(δ, κL, δR, δL, κR, κ). Let ΠR := (δ, δL, κR, κL, δR, δ).
Let b′n = b
′
n(Π) be the symplectic blob algebra over F as defined in Definition
2.1.
Write Fn(∆) for the full subcategory of b′n − mod containing all modules
which have a filtration by standard modules. Write Fn(∇) for the full subcate-
gory of b′n −mod containing all modules which have a filtration by costandard
modules.
Define two idempotent elements e¯ and f¯ as follows.
e¯ =
1
δL
e (20)
f¯ =
1
δR
f. (21)
Proposition 3.1. There is an isomorphism:
e¯b′n(Π)e¯
∼= b′n−1(ΠL), (22)
in which
e 7→ 1 (23)
eU1e 7→ e (24)
eUie 7→ Ui−1 for i 6= 1 (25)
efe 7→ f. (26)
There is also an isomorphism
f¯ b′n(Π)f¯
∼= b′n−1(ΠR), (27)
in which
f 7→ 1 (28)
fUn−1f 7→ f (29)
fUn−if 7→ U(n−1)−i for i 6= 1 (30)
fef 7→ e. (31)
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Proof. See Proposition 8.1.1 of [6].
The isomorphisms given in Proposition 3.1 mean that the idempotent em-
bedding functors corresponding to the idempotents e¯ and f¯ are of particular
interest. These functors are called localisation functors.
Definition 3.2. Let n ∈ N. Let δ, δL, δR, κL, κR, κ ∈ F.
Write b′n := b
′
n(δ, δL, δR, κL, κR, κ). Write b
′
n−1,L := b
′
n−1(δ, κL, δR, δL, κR, κ).
Write b′n−1,R := b
′
n−1(δ, δL, κR, κL, δR, κ).
Define a functor
Fne : b
′
n −mod→ b′n−1,L −mod
and a functor
Fnf : b
′
n −mod→ b′n−1,R −mod
by the formulas
Fne (−) = f¯(−) (32)
Fnf (−) = e¯(−) (33)
.
Some basic facts about these functors are summarised below.
Proposition 3.3. The functors Fne and F
n
f are exact.
Identify Λn−1 with the obvious subset of Λn. Then
Fne Ln(λ) = Ln−1(−λ) if − λ ∈ Λn−1 (34)
Fne ∆n(λ) = ∆n−1(−λ) if − λ ∈ Λn−1 (35)
Fne ∇n(λ) = ∇n−1(−λ) if − λ ∈ Λn−1, (36)
and
Fnf Ln(λ) = Ln−1(λ) if λ ∈ Λn−1 (37)
Fnf ∆n(λ) = ∆n−1(λ) if λ ∈ Λn−1 (38)
Fnf ∇n(λ) = ∇n−1(λ) if λ ∈ Λn−1. (39)
On the other hand,
Fne Ln(−n) = Fne ∆n(−n) = Fne ∇( − n) = 0 (40)
Fne Ln(−(n− 1)) = Fne ∆n(−(n− 1)) = Fne ∇n(−(n− 1)) = 0 (41)
Fnf Ln(−n) = Fnf ∆n(−n) = Fnf ∇n(−n) = 0 (42)
Fnf Ln(n− 1) = Fnf ∆n(n− 1) = Fnf ∇n(n− 1) = 0. (43)
Proof. See for example Section 5 of [7].
Observe that it follows from the proposition that Fne and F
n
f each map
Fn(∆) to Fn−1(∆) and Fn(∇) to Fn−1(∇).
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Proposition 3.4. The left adjoint of Fne is a functor
Gne : b
′
n−1 −mod→ b′n −mod ,
given by the formula
Gne (−) : b′ne ⊗b′n−1 −.
The composition Fne ◦Gne ∼= 1b′n−1−mod.
Proof. See for example Theorem 8.6 of [1].
Remark 3.5. The functor Ff has a similar left adjoint, but this is not needed
to prove the result.
The functor Gne is not exact and need not map Fn−1(∇) to Fn(∇). However
it does map Fn−1(∆) to Fn(∆). This is shown in the following result.
Proposition 3.6. Let M ∈ Fn−1(∆). Then GneM ∈ Fn(∆). Moreover, for
any λ ∈ Λn,
(GneM : ∆n(λ)) =
{
(M : ∆n−1(−λ)) if − λ ∈ Λn−1
0 otherwise
. (44)
Proof. This is essentially the result proved for the ordinary blob algebra in
Proposition 6 of [9]. The proof given in that paper carries over almost verbatim.
Recall that the counit of an adjunction G ⊣ F ,
C
F
88 D
G
xx
,
is the natural transformation ǫ− : GF → 1C such that, given any m : GFy → x
in C, there is an m′ : y → x in C making the diagram below commute:
y
m′

GFy
m //
GFm′

x
x GFx
ǫx
// x
.
(See, for example, Theorem IV.1.2 of [8]).
Lemma 3.7. Let n ∈ N. Let b′n = b′n(Π). As a right e¯b′ne¯ module, b′ne¯ is
generated by the set Xn := {xk}0≤k≤n defined by
x0 = e
xi = Uixi−1 for 1 ≤ i < n
xn = fxn−1.
Proof. This follows at once from the algebra relations given in Definition 2.1.
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Proposition 3.8. Let n ∈ N. Let b′n = b′n(Π). Let M ∈ b′n −mod be a finitely
generated module with spanning set {vi}i∈I .
Then (Gne ◦ Fne )M has spanning set {x ⊗ vi}x∈Xn,i∈I . The action of the
generators Gn = {e, U1, . . . , Un−1, f} of b′n on these elements is given by
e (x0 ⊗ vi) = δL (x0 ⊗ vi)
Uj (xj ⊗ vi) = δ (xj ⊗ vi)
f (xn ⊗ vi) = δR (xn ⊗ vi)
Uj (xj−1 ⊗ vi) = (xj ⊗ vi)
f (xn−1 ⊗ vi) = (xn ⊗ vi)
Uj (xj+1 ⊗ vi) = (xj ⊗ vi)
Uk (xj ⊗ vi) = 1
δ2L
(xj ⊗ (eUkevi)) if k > j + 1
f (xj ⊗ vi) = 1
δ2L
(xj ⊗ (efevi)) if j < n− 1
e (xj ⊗ vi) = 1
δL
(x0 ⊗ (eUjUj−1 . . . U1evi)) if j ≥ 1
Uk (xj ⊗ vi) = UjUj−1 . . . Uk+2 (xk ⊗ vi) if k < j − 1
Proof. This follows, after some calculation, from the relations given in Definition
2.1 and the definition of {xj} given in Lemma 3.7.
Proposition 3.9. Let n ∈ N. Let Π ∈ (F×)6 and let b′n = b′n(Π). Let M ∈
b′n −mod be a finitely generated module with spanning set {vi}i∈I .
The counit ǫM : (G
n
e ◦ Fne )M →M is the F-linear map defined by
ǫ(x⊗ vi) = xvi.
Proof. Since Gne is the left adoint of F
n
e , there is an isomorphism
Φ : Homb′
n−1
(N,Fne M)
∼= Homb′n(GneN,M),
for any M ∈ b′n −mod and N ∈ b′n−1 −mod.
If θ : v 7→ eT (v) ∈ Homb′
n−1
(N,Fne M) for T (v) some F-linear combination
of the spanning set {vi}i∈I , then Φ(θ) : x⊗ v 7→ xT (v).
Let N := Fne M . Let 1N be the identity function on N . Using Theorem
IV.1.2 of [8] once more, note that the counit ǫM is given by
ǫM = Φ(1N ) ∈ Homb′n(GneN,M) = Homb′n((Gne ◦ Fne )M,M).
If M has spanning set {vi}i∈I then, for any vi,
1N (evi) = evi,
therefore
ǫM (x⊗ v) = xv,
as claimed.
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4 The Tensor Space Module V(n)b′n
4.1 Definition of the Module V(n)
Let a, b, c, d, x, y, z, w ∈ F×.
In [12] a construction is presented for a “tensor space” symplectic blob alge-
bra module over the ground ring Z[a±10 , b
±1
0 , c
±1
0 , d
±1
0 , x
±1
0 , y
±1
0 , z
±1
0 , w
±1
0 ]. This
module passes to a b′n(Π0) module V(n) provided that the parameters Π0 ∈ F6
satisfy conditions recalled in Theorem 4.3.
Let Vm be the m-dimensional F-vector space with basis {v1, v2, . . . , vm}.
Then the 4N -fold tensor product
V ⊗4Nm := Vm ⊗F Vm ⊗F . . .⊗F Vm︸ ︷︷ ︸
4N copies
,
has basis {
vα−2N+1 ⊗ vα−2N+2 ⊗ . . .⊗ vα2N | αk ∈ {1, 2, . . . ,m}
}
.
There is a bijection between this basis of V ⊗4Nm and words of length 4N in
the alphabet {1, 2, . . . ,m}. It is useful to introduce the following notation.
Definition 4.1. Define a map : {1, 2}4N → V ⊗4N by
α−(2N−1)α−(2N−2) . . . α2N := vα−2N+1 ⊗ vα−2N+2 ⊗ . . .⊗ vα2N .
Now consider the tensor space V ⊗4n2 for n ∈ N. Let In = {−2n+ 1,−2n+
2, . . . , 2n}.
Definition 4.2. Let n ∈ N. Let q ∈ F×.
Define a family of operators {Rqi }i∈In ⊂ EndA(V ⊗4n) as follows:
Let α = α−2n+1 . . . α2n ∈ V ⊗4n be a basis element. Then for i ∈ In \ {2n}
we define Rqi by
Rqiα = δ
′(αi, αi+1)
(
q2−αiα−2n+1 . . . 12 . . . α2n
+ q1−αiα−2n+1 . . . 21 . . . α2n
)
,
and we define Rq2n by
Rq2nα = δ‘(α2n, α−2n+1)
(
q2−α2n2α−2n+2 . . . α2n−11
+ q1−α2n1α−2n+2 . . . α2n−12
)
.
Theorem 4.3. Fix n ∈ N. Let a, b, c, d, x, y, z, w ∈ F×. Let δ, δL, δR, κL, κR, κ ∈
F. Let b′n = b
′
n(δ, δL, δR, κL, κR, κ).
Let Gn = {e, U1, . . . , Un−1, f} be the generators of b′n given in Definition
2.1. Let In = {−2n+ 1,−2n+ 2 . . . , 2n}. Let {Rqi }i∈In ⊂ EndF(V ⊗4n) be the
operators defined in Definition 4.2.
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Define a map R : Gn → EndF(V ⊗4n) by
R(Ui) = Ra−n−iRb−n+iRcn−iRdn+i (45)
R(e) = Rx−nRyn (46)
R(f) = Rz0Rw2n. (47)
Then R extends to a unique representation of b′n, also called R, if and only if
δ =
(
a+
1
a
)(
b+
1
b
)(
c+
1
c
)(
d+
1
d
)
(48)
δL =
(
x+
1
x
)(
y +
1
y
)
(49)
δR =
(
z +
1
z
)(
w +
1
w
)
(50)
κL =
(
ab
x
+
x
ab
)(
cd
y
+
y
cd
)
(51)
κR =
(
ad
w
+
w
ad
)(
bc
z
+
z
bc
)
(52)
κ =
{
xy
zw
+ 2 + zw
xy
if n is odd
abcd
xyzw
+ 2 + xyzw
abcd
if n is even
. (53)
Proof. This is a special case of Theorem 2.5 of [12].
Corollary 4.4. For any δ, δL, δR, κL, κR, κ ∈ F there exist a, b, c, d, x, y, z, w ∈
F
× such that the conditions of Theorem 4.3 are satisfied.
With this action, the tensor space V ⊗4n2 becomes a (left) b
′
n-module. Write
V(n)b′n for this module.
4.2 Examples and some More Notation
Example 4.5. The b′1-module V(1) has basis
{1111, 1112, 1121, . . . , 2221, 2222} .
The algebra b′1 is generated by the elements e and f . Both these elements
act like 0 on ten of the basis vectors of V(1), namely those in the sets
{1111} , {1112, 1121, 1211, 2111} , {2221, 2212, 2122, 1222} , {2222} .
Consider the subspace of V(1) spanned by the remaining basis vectors, or-
dered lexicographically as
{1122, 1212, 1221, 2112, 2121, 2211} .
The element e acts on this subspace as the matrix
0
xy x y 1
x x
y
1 1
y
y 1 y
x
1
x
1 1
y
1
x
1
xy
0
 ,
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while the element f acts on this subspace as the matrix
z
w
1
w
z 1
1
w
1
zw
1 1
z
0
0
z 1 wz w
1 1
z
w w
z
 .
These two matrices are both projections onto a rank 1 subspace. An eigen-
vector to eigenvalue 1 of e is
1
[2]x[2]y
(x12 + 21)⊗ (y12 + 21) .
An eigenvector to eigenvalue 1 of f is
1
[2]z[2]w
(1⊗ (w12 + 21)⊗ 2 + w2 ⊗ (w12 + 21)⊗ 1) .
Example 4.6. The b′2-module V(2) has basis
{11111111, 11111112, 11111121, . . . , 22222221, 22222222} .
The element e ∈ V(2) acts on this (ordered) basis as the matrix
R(e) = Rx−2Ry2 .
The element f ∈ V(2) acts on this (ordered) basis as the matrix
R(f) = Rz0Rw4 .
Both these matrices are projections onto a rank 4 subspace of V(2) (compare
to Example 4.5).
A direct calculation then shows that an eigenvector to eigenvalue 1 of R(e)
is of the form
1
[2]x[2]y
(
v−3 ⊗ (x12 + 21)⊗ v0v1 ⊗ (y12 + 21)⊗ v4
)
,
while an eigenvector to eigenvalue 1 of R(f) is of the form
1
[2]z[2]w
(
1⊗ v−2v−1 ⊗ (w12 + 21)⊗ v2v3 ⊗ 2
+ w2 ⊗ v−2v−1 ⊗ (w12 + 21)⊗ v2v3 ⊗ 1
)
.
These examples motivate the following definition.
Definition 4.7. Let q ∈ F×.
Define 1˜2
q ∈ V ⊗22 by
1˜2
q
:= q12 + 21.
If no ambiguity results, let
x⊗ 1˜2q ⊗ y = x1˜2qy.
Here it should be understood that x and y may be either standard basis
vectors or linear combinations of the form 1˜2
q
.
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To establish the use of this notation, consider again the eigenvectors calcu-
lated in the previous examples.
Example 4.8. With this notation established, the eigenvector of e to eigenvalue
1 given in Example 4.5 can be written as
1
[2]x[2]y
1˜2
x
1˜2
y
.
The eigenvector of e to eigenvalue 1 given in Example 4.6 can be written as
1
[2]x[2]y
v−31˜2
x
v0v11˜2
y
v4.
Example 4.9. By further direct calculations, it can be seen that for 1˜2
a
1˜2
b ∈
V(1) and x, y ∈ F×,
Rx0 1˜2
a
1˜2
b
= ab1122 +
ab
x
1212 + x2121 + 2211,
Ry2 1˜2
a
1˜2
b
= 1122 +
ab
y
1212 + y2121 + ab2211.
This example motivates some more notation.
Definition 4.10. Define [1122]q,p and 11]q,p[22 ∈ V ⊗42 by
[1122]q,p = q1122 +
q
p
1212 + p2121 + 2211,
22]q,p[11 = 1122 +
q
p
1212 + p2121 + q2211.
As in Definition 4.7, when no ambiguity results we may write
x[1122]q,py = x⊗ [1122]q,p ⊗ y,
and
22]q,pw[11 = 11w22 +
q
p
12w12 + p21w21 + q22w11.
Example 4.11. The eigenvector of f to eigenvalue 1 given in Example 4.5 can
be written as
w
[2]z[2]w
[1122]
z
w
,z
=
z
[2]z[2]w
11]
w
z
,w[22.
It will later prove useful to have the following map.
Definition 4.12. Order {1, 2}4n lexicographically, so that the sequence 11 . . . 1
is the smallest element and 22 . . .2 is the greatest element.
Let w ∈ V(n). Then
w =
∑
v∈{1,2}4n
Aw,vv,
for some Aw,v ∈ F.
Now define a map u : V(n) \ {0} → {1, 2}4n as follows:
For any non-zero w ∈ V(n), let
u(w) = min{v ∈ {1, 2}4n | Aw,v 6= 0}.
Note in particular that u(v) = v for any v ∈ {1, 2}4n and that u(1˜2q) = 12.
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4.3 Permutation Modules
As Example 4.5 suggests, the b′n-module V(n) has a natural decomposition into
‘permutation modules’. These modules are defined as follows.
Definition 4.13. Let n ∈ N. Let s ∈ Z such that −2n ≤ s ≤ 2n. Let Mn(s)
be the subspace of V(n) containing all vectors with (2n+ s) 1s and (2n− s) 2s.
Proposition 4.14. Let n, r ∈ N. Then
b′n ◦Mn(r) ⊂Mn(r). (54)
That is, each Mn(r) is a submodule of V(n)b′n .
The module V(n)b′n has the following direct sum decomposition:
V(n)b′n =
⊕
−2n≤s≤2n
Mn(s). (55)
Proof. Let v ∈ {1, 2}4n. Multiplying v by matrices of the form Rqi does not
change the number of 1s or 2s. This suffices to prove the first claim. But every
vector v ∈ V(n)b′n is an element of some permutation module Mn(r). So the
second claim follows at once.
4.4 Localisation of V(n)
b′n
In this section, write V(n; Σ) for the module V(n)b′n defined in Theorem 4.3
with parameters Σ = (a, b, c, d, x, y, z, w).
Proposition 4.15. Let V(n; Σ) be the b′n(Π)-module defined in Theorem 4.3.
Let ΣL := (a, b, c, d,
ab
x
, cd
y
, z, w) and ΣR = (a, b, c, d, x, y,
bc
z
, ad
w
).
Then V(n− 1; ΣL) is a b′n−1,L-module and V(n− 1; ΣR) is a b′n−1,R-module.
Moreover
Fne V(n; Σ) ∼= V(n− 1; ΣL) (56)
Fnf V(n; Σ) ∼= V(n− 1; ΣR). (57)
Proof. It is easily checked that the parameters ΣL and ΣR satisfy the conditions
of Theorem 4.3 for ΠL = (δ, κL, δR, δL, κR, κ) and ΠR = (δ, δL, κR, κL, δR, κ)
respectively. So V(n− 1; ΣL) and V(n− 1; ΣR) are modules as claimed.
It will be sufficient to prove only the first of the claimed isomorphisms. The
proof of the second is very similar.
Note that Fne acts on V(n; Σ) as multiplication by the idempotent
Rn(e) = 1
[2]x[2]y
Rx−nR
y
n. (58)
This matrix acts like the identity on all but four tensor factors of V(n; Σ). These
are the four factors labeled (−n),(−n + 1),(n) and (n + 1). On these factors
Rn(e) acts as a rank 1 projection. An eigenvector of Rn(e) to eigenvalue 1 is
. . .⊗ (x12 + 21)⊗ . . .⊗ (y12 + 21)⊗ . . . . (59)
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Define an F-linear map
θ : V(n− 1; ΣL)→ Fne V(n; Σ)
as follows: if α = α−2(n−1)+1 . . . α2(n−1) ∈ V(n− 1; ΣL), then
θ(α) = α−2(n−1)+1 . . . α−(n−1)1˜2
x
α−(n−2) . . . α(n−1)1˜2
y
αn . . . α2(n−1). (60)
This map θ is clearly a bijection. It is therefore a module isomorphism iff it
is a module homomorphism.
Let η : e¯b′n(Π)e¯
∼= b′n−1(ΠL) be the isomorphism (22) given in Proposition
3.1.
Then θ is a homomorphism if, for every basis vector α ∈ V(n− 1; ΣL) and
every g ∈ Gn−1 = {e, U1, U2, . . . , Un−2, f},
θ(gα) = η(g)θ(α).
It is not difficult to check that this holds for g ∈ {e, U2, U3, . . . , Un−2, f}. If
g = U1 then η(g) = eU1e. A direct calculation shows that
U1θ(α) = Qα−2(n−1)+1 . . . 1˜2
a
1˜2
b
. . . 1˜2
c
1˜2
d
. . . α2(n−1),
for Q a function of α, a, b, c, d, x, y given by
Q = δ′(α−(n−1), α−(n−2))δ
′(α(n−1), αn)
( x
ab
)α−(n−1)−1 ( y
cd
)α(n−1)−1
,
where, for any x, y ∈ {1, 2},
δ′(x, y) =
{
0 if x = y
1 if x 6= y .
Therefore
η(U1)θ(α) = eU1θ(α)
= δ′(α−(n−1), α−(n−2))δ
′(α(n−1), αn)
( x
ab
)2−α−(n−1) ( y
cd
)2−αn−1
Θ(α),
where
Θ(α) = α−2(n−1)+1α−n ⊗ vL ⊗ α−(n−3) . . . α(n−2) ⊗ vR ⊗ αn+1 . . . α2(n−1),
vL =
ab
x
11˜2
x
2 + 21˜2
x
1,
vR =
cd
y
11˜2
y
2 + 21˜2
y
1.
Conversely, U1 ∈ b′nn− 1(ΠL) acts on α ∈ V(n− 1; ΣL) as
U1α = δ
′(α−(n−1), α−(n−2))δ
′(α(n−1), αn)β,
β = α−2n−1 . . . α−(n−2)1˜2
ab
x α−(n−3) . . . α(n−2)1˜2
cd
y α(n+1) . . . α2(n−1)
and so it is easily checked that
θ(U1α) = δ
′(α−(n−1), α−(n−2))δ
′(α(n−1), αn)
( x
ab
)2−α−(n−1) ( y
cd
)2−αn−1
Θ(α)
= η(U1)θ(α).
But this means that θ is a module isomorphism, as required.
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4.5 An ‘Adjointness Map’
Proposition 4.16. The image ψn ((G
n
e ◦ Fne )V(n)) is spanned by elements from
the three sets below.{
vL1˜2
x
vM 1˜2
y
vR | vL, vR ∈ {1, 2}n−1 vM ∈ {1, 2}2n−2
}
,{
v11˜2
a
v21˜2
b
v31˜2
c
v41˜2
d
v5 | 2 ≤ i ≤ n v1, v5 ∈ {1, 2}n−i, v2, v4 ∈ {1, 2}2(i−2), v3 ∈ {1, 2}2(n−i)
}
,{
22](ad,w)vL[1122]
(bc,z)vR[11 | vL, vR ∈ {1, 2}2n−4
}
.
Proof. Let v = α−2n+1 . . . α2n be a standard basis element of V(n).
Let g0 = e and for i ∈ {1, 2, . . . , n− 1} let gi = Uigi−1. Let gn = fgn−1.
By Proposition 3.9, (Gne ◦Fne )V(n) is spanned by elements of the form gk⊗v
for 0 ≤ k ≤ n. Therefore ψn ((Gne ◦ Fne )V(n)) is spanned by elements of the
form gkv.
A simple calculation shows that g0v = ev is either 0 or a scalar multiple of
vL1˜2
x
vM 1˜2
y
vR, with vL, vR ∈ {1, 2}n−1 and vM ∈ {1, 2}2n−2.
Further calculations show that, for 1 ≤ k < n, gkv = Un−1(gk−1v) is either
0 or a scalar multiple of some vector v11˜2
a
v21˜2
b
v31˜2
c
v41˜2
d
v5 of the required
from.
Finally, gnv is either 0 or of the form
f(gn−1v) = f
(
1˜2
a
v21˜2
b
1˜2
c
v41˜2
d
)
= 22](ad,w)vL[1122]
(bc,z)vR[11,
by a direct calculation in the spirit of Example 4.9.
Definition 4.17. Let n ∈ N.
Recall that ǫ− is the counit of the adjunction G
n
e ⊣ Fne .
Let V(n) = V(n)b′n and let ψn = ǫV(n), so that by Proposition 3.9
ψn : (G
n
e ◦ Fne )V(n)→ V(n)
gk ⊗ v 7→ gkv.
Proposition 4.18. Suppose that
ψn : (G
n
e ◦ Fne )V(n)→ V(n)
is injective, for all n ∈ N.
Then the module V(n)b′n is tilting for all n ∈ N.
Proof. Compare with Proposition 4 of [9].
Note that V(0) is (trivially) a tilting b′0-module, since b′0 ∼= F is semisimple.
Fix n ∈ N. Suppose that ψn is injective. Then there is a short exact sequence
0 // (Gne ◦ Fne )V(n)
ψn
// V(n) // Cokerψn // 0 . (61)
Since Fe ◦Ge ∼= 1b′
n−1
and Fe is exact by Proposition 3.3, applying Fe to the
above exact sequence gives another exact sequence:
0 // Fne V(n) // Fne V(n) // Fne (Cokerψn) // 0 .
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So Fne (Cokerψn) = 0 and hence the only composition factors of Cokerψn
are Ln(−n) and Ln(n−1). But Ln(−n) ∼= ∆n(−n) and Ln(n−1) ∼= ∆n(n−1),
so in particular Cokerψn ∈ Fn(∆).
Now argue by induction on n. Suppose that V(n− 1) is tilting.
By Proposition 4.15, FeV(n) ∼= V(n− 1). By Proposition 3.6, it follows that
(Gne ◦ Fne )V(n) ∼= GneV(n− 1) ∈ Fn(∆).
Therefore the short exact sequence (61) becomes one in which all extremal
terms are elements of Fn(∆). By definition of Fn(∆) then, V(n) is also a
standard module.
Moreover, the isomorphism b′n
∼= (b′n)op is fixed by V(n), since each matrix
Rqi is self-adjoint. So V(n) is contravariant self-dual. The costandard modules
{∇n(λ)} are simply the duals of the standard modules {∆n(λ)op} of (b′n)op. So
as V(n) ∈ Fn(∆), it must also be the case that V(n) ∈ Fn(∇). Hence V(n) is a
tilting module, as required.
5 The Module V(n)b′n is Full Tilting
Proposition 4.18 reduces the problem of showing that the module V(n)b′n is
tilting to the problem of proving that a certain linear map between two finite
dimensional vector spaces is injective. The aim is to show this for all n ∈ N.
This can be done by proving some new combinatorial results.
First, consider the following example, which shows that ψ1 :
(
G1e ◦ F 1e
)V(1)→
V(1) is injective. It follows that V(1) is a tilting module. This example also
serves as a base case for the proof by induction of Theorem 5.3.
Example 5.1. Let n = 1. Recall Example 4.5. In this example it was shown
that F 1e V(1) is spanned by a single element:
1˜2
x
1˜2
y
= (x12 + 21)⊗ (y12 + 21) .
By Lemma 3.7 b′1e is generated by the single element e.
Therefore (
G1e ◦ F 1e
)V(1) = b′1e⊗F e¯V(1) (62)
is spanned by the element e⊗ 1˜2x1˜2y.
By the same Proposition, ψ1(e ⊗ 1˜2
x
1˜2
y
) = 1˜2
x
1˜2
y
. Since this is non-zero,
it follows that ψ1 is an injective map.
Moreover, the (one dimensional) module F 1e V(1) ∼= ∆0(0).
It follows by Proposition 3.6 that
(
(G1e ◦ F 1e )V(1) : ∆1(λ)
)
=
{
1 if λ = 0
0 otherwise
. (63)
Finally, since dimF V(1) = 16 and dimF∆1(0) = 2 it follows that
(V(1) : ∆1(−1)) = 14.
The following integer sequence is needed for the statement of Theorem 5.3.
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Definition 5.2. Define an integer sequence {v(n)}n∈N by
v(0) = 1 (64)
v(1) = 14 (65)
v(2) = 224 (66)
v(m+ 1) + v(m− 1) = 16v(m) for m ≥ 2. (67)
It is now possible to state
Theorem 5.3. For all n ∈ N:
(i) The map ψn : G
n
e ◦ Fne (V(n))→ V(n) is injective, and so V(n) is tilting.
(ii) For all λ ∈ Λn we have [V(n) : ∆(λ)] = v(|λ|).
(iii) If dn is the dimension of G
n
e ◦Fne (V(n)), then dn = 16n− v(n− 1)− v(n).
(iv) The image ψn (G
n
e ◦ Fne (V(n))) has basis En := EAn ∪ EBn ∪ ECn , defined by
EA1 :=
{
1˜2
x
1˜2
y
}
,
EB1 := ∅,
EC1 := {v1}
and, for n ≥ 2, by
EAn :=
{
s1vLs2s3vrs4 | sk ∈ {1, 2} and vLvR ∈ EAn−1 ∪ EBn−1
}
EBn :=
{
1˜2
a
vL1˜2
b
1˜2
c
vR1˜2
d | vL, vR ∈ {1, 2}2n−4 and vLvR /∈ u(EAn−2 ∪ EBn−2)
}
ECn :=
{
22](ad,w)vL[1122]
(bc,z)vR[11 | vL, vR ∈ {1, 2}2n−4 and vLvR /∈ u(EAn−2 ∪ EBn−2)
}
where u : V(n) → {1, 2}n is the map given in Definition 4.12 and {v(m)}m∈N
is the integer sequence given in Definition 5.2 above.
The proof depends on some combinatorial results. First, define D(n, r) by:
Definition 5.4. Let n, r ∈ N, with 0 ≤ r ≤ n. Let k(n, r) be the function
defined in Proposition 2.3.
Define D(n, r) ∈ N by
D(n, 0) = 2n (68)
D(0, r) = 0 if r 6= 0, (69)
and otherwise
D(n, r) =
k(n,r)∑
i=0
(
n
i
) +
k(n,−r)∑
i=0
(
n
i
) . (70)
Lemma 5.5. Let n, r ∈ N. Let D(n, r) be as in Definition 5.4. Then if r > 0
D(n+ 1, r) = D(n, r − 1) +D(n, r + 1). (71)
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Together with (68) and (69) this recurrence relation determines D(n, r) exactly.
Now let {v(m)}m∈N be as in Definition 5.2. Then
n∑
r=0
v(r)D(n, r) = 16n, (72)
and this equation also determines {v(m)}m∈N exactly.
Proof. This follows immediately from some straightforward calculations.
It is also useful to define sequences {An} and {Bn} as follows:
Definition 5.6. Define integer sequences {An}n≥1, {Bn}n≥1 by
A1 = 1, B1 = 0, A2 = 16, B2 = 1
and, for n > 2,
An = 16(An−1 +Bn−1) (73)
Bn = 16
n−2 −An−2 −Bn−2, (74)
The next result relates these sequences to {v(m)}m∈N.
Lemma 5.7. For all n ≥ 2 we have
Bn =
n−2∑
r=0
v(r) (75)
An = 16
n −
n−2∑
r=0
v(r) −
n∑
r=0
v(r), (76)
and hence
An + 2Bn = 16
n − v(n− 1)− v(n) (77)
Proof. This statement also follows quickly from a direct calculation.
Proof of Theorem 5.3. By induction on n.
The base case n = 1 was the subject of Example 5.1.
For the inductive step, suppose the theorem is true for n = N and consider
n = N + 1.
By Proposition 4.15 it follows that FN+1e V(N + 1) ∼= V(N) is tilting. In
particular, it has a standard filtration. Then by Proposition 3.6 so does (GN+1e ◦
FN+1e )V(N + 1). The standard multiplicities are given by
(
(GN+1e ◦ FN+1e )V(N + 1) : ∆N+1(λ)
)
=
{
(V(N) : ∆N (−λ)) if − λ ∈ ΛN
0 otherwise
(78)
=
{
v(|λ|) if − λ ∈ ΛN
0 otherwise
. (79)
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It follows that
dimF(Ge ◦ Fe)(V(N + 1)) =
∑
−λ∈ΛN
v(|λ|) dimF∆N+1(λ) (80)
=
N−1∑
r=0
v(r)D(N + 1, r) + v(N), (81)
using the definition of D(n, r) and the expression for dimF∆N+1(λ) given in
Proposition 2.3.
Now Lemma 5.5 implies (iii) holds for n = N + 1, since
dN+1 = dimF(Ge ◦ Fe)(V(N + 1)) (82)
=
N−1∑
r=0
v(r)D(N + 1, r) + v(N) (83)
=
N+1∑
r=0
v(r)D(N + 1, r)− v(N)− v(N + 1) (84)
= 16N+1 − v(N)− v(N + 1). (85)
Now consider ψN+1 :
(
GN+1e ◦ FN+1e
)
(V(N + 1))→ V(N + 1).
It follows from Proposition 4.16 that EN+1 ⊂ ψN+1
((
GN+1e ◦ FN+1e
)
(V(N + 1))).
What remains is to show that this is a spanning set and that the elements are
linearly independent. Consider the second of these claims first.
By the inductive hypothesis, the elements of EN are linearly independent.
It follows immediately that the elements of EAN+1 are also independent. The
elements of EBN+1 are also linearly independent, as are those of ECN+1. This
follows from a direct inspection and does not require the inductive hypothesis.
Recall the map u : V(N + 1)→ {1, 2}N+1 from Definition 4.12.
Any sequence in u(EBN+1) must, by construction, have second term equal to
2. Any sequence in u(ECN+1) must, by construction, have second term equal to
1. So these two sets are distinct. Therefore so are EBN+1 and ECN+1.
It is also immediate from the construction of the three sets that no term
that appears in u
(EAN+1) can also appear in either u (EBN+1) or u (ECN+1). So
EAN+1 and EBN+1 ∪ ECN+1 are also distinct.
This shows that the elements of EN+1 := EAN+1 ∪ EBN+1 ∪ ECN+1 are linearly
independent.
It remains to show that EN+1 is a spanning set of ψN+1
((
GN+1e ◦ FN+1e
)
(V(N + 1))).
This can be shown by demonstrating that the dimension of the subspace spanned
by EN+1 is equal to the dimension of the whole space ψN+1
((
GN+1e ◦ FN+1e
)
(V(N + 1))).
Showing this will also prove that part (iii) of the Theorem holds for n = N +1.
Observe first that
dimF ψN+1 ((Ge ◦ Fe)V(N + 1)) ≤ dimF(Ge ◦ Fe)V(N + 1).
Observe also that, from the definitions of the sets EAn , EBn and ECn ,
|EAn | = An (86)
|EBn | = Bn (87)
|ECn | = Bn, (88)
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where {An} and {Bn} are the sequences defined recursively in Definition 5.6.
Therefore, by Lemma 5.7 and the linear independence of the elements of
EN+1, it follows that
|EN+1| = |EAN+1|+ |EBN+1|+ |ECN+1| (89)
= AN+1 + 2BN+1 (90)
= 16N+1 − v(N)− v(N + 1) (91)
= dN+1. (92)
On the other hand, by Lemma 5.5,
dimF(Ge ◦ Fe)(V(N + 1)) =
∑
λ∈ΛN+1\{−N,N−1}
v(|λ|) dimF∆N+1(λ)
= dimF∆N+1(0)v(0)− v(N) dimF∆N+1(N)− v(N + 1) dimF∆N+1(−(N + 1))
+
N+1∑
r=1
(dimF∆N+1(r) + dimF∆N+1(−r)) v(r)
=
N+1∑
r=0
D(N + 1, r)v(r) − v(N)− v(N + 1)
= 16N+1 − v(N)− v(N + 1)
= dN+1.
Thus we have shown both (iii) and (iv).
Finally, for part (ii), recall the localisation functor Ff . By Proposition 4.15,
FeV(N + 1) ∼= FfV(N + 1) ∼= V(N). The standard multiplicity
[V(N + 1) : ∆N+1(N)] = [V(N + 1) : ∆N+1(−N)] = v(N).
To find [V(N + 1) : ∆N+1(−(N + 1))], note that
dimF V(N + 1) = 16N+1
=
N∑
r=0
v(r)D(N + 1, r) + [V(N + 1) : ∆(N − 1)] .
Therefore [V(N + 1) : ∆(N − 1)] = v(N + 1) by Lemma 5.5. This proves (ii)
for n = N + 1 and completes the proof of the theorem.
The following consequence of Theorem 5.3 is immediate.
Corollary 5.8. Let n ∈ N. Let Π = (δ, δL, δR, κL, κR, κ) ∈ (F×)6.
Then each of the permutation modules Mn(r) given in Definition 4.13 is a
tilting module for b′n(Π).
Proof. Every summand of a tilting module is itself tilting. By Theorem 5.3
V(n)b′n is tilting. By Proposition 4.14 V(n)b′n is a direct sum of permutation
modules, and every permutation module Mn(r) appears as a direct summand.
This proves the claimed result.
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Lemma 5.9.
Fne Mn(r)
∼=
{
Mn−1(r) if r 6= n
0 if r = n
.
Fnf Mn(r)
∼=
{
Mn−1(r) if r 6= n
0 if r = n
.
Proof. It is immediate from Proposition 4.15 that Fne Mn(r) ⊆ Mn−1(r) and
that Fnf Mn(r) ⊆Mn−1(r). Equality follows from Theorem 5.3 and Proposition
3.3, specifically the fact that Fne and F
n
f are exact.
Lemma 5.10.
Mn(4n) = Ln(−n) = ∆n(−n) = ∇n(−n) = Tn(−n)
Proof. AsMn(4n) is the module generated by 11 . . . 1 and this vector is killed by
all elements of Gn it follows thatMn(n) is one-dimensional. ThereforeMn(4n) is
simple. SinceMn(4n) is killed by both Fe and Ff , it then follows by Proposition
3.3 that Mn(4n) ∼= Ln(−n). Since Mn(4n) is tilting (by Lemma 5.9) it follows
also that Mn(n) ∼= ∆n(−n) ∼= ∇n(−n) ∼= Tn(−n).
Theorem 5.11. Let n ∈ N. Let Π ∈ (F×)6.
Then the module V(n)
b′n(Π)
is full-tilting.
Proof. By induction on n.
By Theorem 5.3 V(n) is tilting. Therefore it is the sum of some indecom-
posable tilting modules:
V(n) =
⊕
λ∈Λn
sλTn(λ), (93)
for sλ ∈ N.
Observe that V(n) is full-tilting exactly if sλ > 0 for every λ ∈ Λn. Observe
also that it follows from Proposition 3.3 that for any λ ∈ Λn
FeTn(λ) =
{
Tn−1(−λ) if − λ ∈ Λn−1
0 otherwise
,
and
FfTn(λ) =
{
Tn−1(λ) if λ ∈ Λn−1
0 otherwise
.
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It follows therefore that
Fe(V(n)) = Fe
(⊕
λ∈Λn
sλTn(λ)
)
(94)
=
⊕
λ∈Λn
sλFe(Tn(λ)) (95)
=
⊕
λ∈Λn−1
s−λTn−1(−λ), (96)
Ff (V(n)) = Ff
(⊕
λ∈Λn
sλTn(λ)
)
(97)
=
⊕
λ∈Λn
sλFf (Tn(λ)) (98)
=
⊕
λ∈Λn−1
sλTn−1(λ). (99)
Since V(n− 1) is full-tilting, it follows that sλ > 0 for λ ∈ Λ−n \ {−n}.
But by Lemma 5.10 Mn(2n) ∼= Tn(−n). Therefore s−n ≥ 1.
Hence V(n) is full-tilting for all n ∈ N, as claimed.
6 Discussion
Let δ, δL, δR, κL, κR, κ ∈ F×. Let Π = (δ, δL, δR, κL, κR, κ). Let n ∈ N.
6.1 Further Multiplicities
It is of some interest to compare the standard filtration of V(n)b′n with the di-
rect sum decomposition into “permutation modules”. Several problems suggest
themselves.
Theorem 5.3 gives an expression for (V(n) : ∆n(λ)). In fact, the sequence
{v(r)}r∈N given in Definition 5.2 can be described in terms of Chebyshev poly-
nomials:
v(r) =
{
1 if r = 0
14Un−1(8) if r > 0
, (100)
where Un(x) is a Chebyshev polynomial of the second kind (see for example
Definition 1.2 of [10]), given explicitly by
Un(x) =
(
x+
√
x2 − 1)n+1 − (x−√x2 − 1)n+1
2
√
x2 − 1 . (101)
Is it possible to obtain a similarly explicit formula for (Mn(r) : ∆n(λ))?
Note that Mn(r) ∼= Mn(−r) for any −2n ≤ r ≤ 2n. So (Mn(r) : ∆n(λ)) =
(Mn(−r) : ∆n(λ)). Since FeV(n) ∼= V(n−1) ∼= FfV(n), it must also be the case
that (Mn(r) : ∆n(λ)) = (Mn(r) : ∆n(−λ)) whenever λ,−λ ∈ Λn, and that
(Mn(r) : ∆n(λ)) = (Mn−1(r) : ∆n(λ)) whenever −2(n− 1) ≤ r ≤ 2(n− 1).
The table below gives (Mn(r) : ∆n(λ)) for some small values of n ∈ N.
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r |λ| 0 1 2 3 4
0 1 4 58 780 10906
1 4 48 676 9760
2 1 26 438 6966
3 8 204 3912
4 1 64 1686
5 12 536
6 1 118
7 16
8 1
Compare with the similar table in Section 4.1 of [9]. That table gives similar
multiplicities for “permutation modules” for the ordinary blob algebra. The
ordinary blob algebras {bn}n∈N are a tower of algebras in the sense of [2]. In
particular for any n ≥ 1 the algebra bn−1 is isomorphic to a subalgebra of bn
and therefore there is a restriction functor
res : bn −mod→ bn−1 −mod .
Using this functor the authors of [9] give a recursion formula for the multiplic-
ity of any standard module for the blob algebra as a factor of any permutation
module. The symplectic blob algebras {b′n}n∈N are not a tower of algebras in
this sense and at present we do not have even a candidate recursion formula for
the multiplicities (Mn(r) : ∆n(λ)).
6.2 Ringel Duals of b′
n
The algebra b′n = b
′
n(Π) is quasihereditary, and the module V(n)b′n is a full tilting
b′n-module. Therefore En := Endb′n(V(n)) is also a quasihereditary algebra. It
is called the Ringel dual of b′n(Π).
Note that the submodule I(n) ⊂ V(n) defined by
I(n) :=
⊕
0≤s≤n
Mn(2s),
is also a full-tilting module. As such the algebra Endb′n(I(n)) is Morita equiva-
lent to En.
One of the goals of the “virtual algebraic Lie theory” programme described
in [9] is to find an explicit presentation of such Ringel duals, ideally in a familiar
(Lie-theoretic) setting. An additional challenge to this programme in the case
of the symplectic blob algebra is that the non-generic representation theory of
b′n is not at present fully understood.
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