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Mixed-anion compounds like oxychalcogenides, where there are both oxide anions and chalcogen 
anions (S-Te) create quite a rare class of materials which is gaining increasing attention. The anions 
have different sizes and chemical requirements which promise ordering of the oxide 
crystallographically, whereby their structures can be described as a mixture of 2-D structural 
building blocks (e.g. perovskite, fluorite, or rock-salt) stacked on top of each other along a given 
direction, thus giving a layered structure. These results in interesting electrical, optical and physical 
properties. This thesis reports a study of oxychalcogenide compounds with general formula 
Ln2O2Fe2OQ2 (Ln = lanthanide, Q = chalcogenides) and LnMOCh2 (Ln = Lanthanides, M = cation and 
Ch = chalcogenides). These compounds offer big opportunities for chemical substitution and doping 
within and between the layers, hence it is possible to tune the layer distances and in turn, tune the 
properties of these solids. The crystal structures and properties of all materials were investigated 
using several in-house techniques and those at central facilities. Electron doping La2O2Fe2OSe2 with 
Co and Ni ions onto the Fe2+ site gave limited solid solutions and semiconductor materials. Co-doping 
increased the transition temperature of La2O2Fe2OSe2 indicating that the distance between the Fe2O 
layers is reduced. Variable temperature neutron powder diffraction data of La2O2Fe2OS2 showed 2-
D short range order while neutron powder diffraction data in applied magnetic field of Pr2O2Fe2OSe2 
showed a subtle orthorhombic distortion around 23 K. Additional magnetic Bragg reflections, seen 
in both compounds, are consistent with a 2-k magnetic structure with a 2a x 2a x 2c unit cell. 
Moreover, both compounds showed stacking faults in the magnetic ordering on the Fe2+ sublattice 
which are absent in Mn2O or Co2O systems, implying that they are exclusively to the Fe2O layers and 
could be sensitive to the distance between Fe2O layers. Isovalent doping LaGaOS2 with Nd and Ce 
ions onto the La site gave limited solid solutions.  From the diffuse reflectance spectroscopy data, 
Nd-doping and Ce-doping the parent compound gave no significant change in optical band gaps and 
the colour change observed in colour in Nd-doped samples are presumably due to f-f transitions. 
This work suggests that LaGaOS2 has a quite limited compositional flexibility in its structure and that 
it is not easy to modify its electronic structure using chemical pressure. Electron doping BiCuOSe 
with Ce (onto the Bi3+ site) and F ions (onto the O2- site) gave limited solid solutions. BiCuOSe had 
some Cu vacancies. The Ce-doped samples contained Ce4+ ions. Electron doping BiCuOSe with F gave 
metallic compounds, while doping BiCuOSe with Ce gave compounds with both semiconducting and 
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Chapter 1: Introduction 
 
 
1.0 Layered oxychalcogenides 
 
 
Oxychalcogenides are materials which contain an oxide (O2-) ion and a chalcogenide (S2-, Se2-, Te2-) 
anion in contrast to common species such as sulfates where the chalcogen has a more positive 
formal charge. The presence of more than one anion (with different sizes and bonding characters) 
can lead to anion-ordering and unusual crystal structures. These anions are coordinated to one or 
more cations in the crystal structure creating alternating layers of oxides and chalcogenides. The 
structures of layered oxychalcogenides can be described as a mixture of structural building blocks 
(e.g. perovskite, fluorite, or rock-salt which are two-dimensional building blocks) which are stacked 
on top of each other along a given direction, thus generating the layered structure.1 These mixed 
anion systems are thought-provoking because they usually contain transition metals in 
unconventional chemical or electronic environmentsく TｴW さｴ;ヴSざ I;デｷﾗﾐゲ ふｪヴﾗ┌ヮ ヱ ;ﾐS ヲ ﾏWデ;ﾉゲが 
early transition metals and lanthanides), which are less polarisable, are usually coordinated to 
smaller, more electronegative O2- ;ﾐｷﾗﾐゲ ┘ｴｷﾉW デｴW さゲﾗaデざ I;デｷﾗﾐゲ ふ┘ｷデｴ ﾉﾗ┘ WﾐWヴｪ┞ d orbitals), which 
are more polarisable, are coordinated to bigger chalcogenide anions. This usually gives rise to 
distinct oxide like portions and chalcogenide-like portions along with exciting electronic properties. 
Moreover, the chalcogenide layers have covalent character which encourages semiconductivity, 
while the oxide layers have ionic character which encourages low thermal conductivity. Having the 
alternate layers in oxychalcogenides makes it interesting to manipulate them by tuning their 
properties by chemical substitution in both layers. This suggests possible uses as thermoelectric 
materials, photocatalysts for water splitting, and p-type transparent semiconductors for 
optoelectronic applications, superconductivity amongst others.2に5 
 
Oxychalcogenides are an underexplored class of compounds when compared with pure oxides and 
chalcogenides. Ternary oxysulfides (having the cation of one electropositive element, oxide and 
sulfide) are acknowledged for the group 3 elements, and the lanthanides and Ln2O2S (Ln= 
lanthanides) are of much importance as they can be used as inorganic phosphor materials.6 Besides 
these materials, the only other ternariesげ Iヴ┞ゲデ;ﾉ ゲデヴ┌Iデ┌ヴW having been characterised are ZrOS, HfOS, 




In quaternary and higher oxychalcogenides (one or more cations of electropositive elements are 
coordinated by both oxide and chalcogenide anions), the oxide ions are usually coordinated by 
さｴ;ヴSざ I;デｷﾗﾐゲが ┘ｴｷﾉW デｴW chalcogenide ions (which are more polarisable), are coordinated by 
さゲﾗaデWヴざ cations, which are more polarising. As a result, both the LnCuOS (Ln = Lanthanides) series 
where the fluorite-type LnO layers and the antifluorite-type CuS layers alternate, and the quinary 
compounds A2MO2Cu2S2 (A = electropositive metal, M = transition metal), where there are alternate 
CuS layers and A2MO2 layers,  have shown to be p-type transparent semiconductors.12に16 This is due 
to the Cu 3d and S 3p antibonding states in the top of the valence.17  
1.1 ZrCuSiAs-type structures 
 
 
The first 1111 oxychalcogenide which was synthesised was LaOAgS, which is an ionic conductor.18 
This material crystallises in a ZrCuSiAs type-structure with conductive AgS layers separated by 
charge reservoir LaO layers, similar to the cuprates.19 The ZrSiCuAs structure is very common for 
quaternary mixed-anion systems, and shows a great amount of compositional flexibility.20 The 
structure consists of alternating layers of PbO-type lanthanide-oxide and anti-PbO type metal-
chalcogenide (Figure 1.01). Materials with the general formula [AO][BCh] (where A = Bi, Y, La-Yb, B 
=Cu, Ag and Ch = chalcogenide anion) crystallise in the tetragonal ZrCuSiAs structure.18,21に25 
Previously, the A3+ ions were primarily the lanthanides and Y3+ until Kholodkovskaya et al presented 
the world with the substitution of Bi3+ onto the A site. The [AO][BCh] crystal structure consists of 
PbO-type [A2O2]2+ layers and anti-PbO type [B2Ch2]2 layers alternatively stacked along the c-axis 
(Figure 1.02).24 This type of structure has been reported for numerous compounds consisting of O2-
, F-, chalcogenides, pnictides, hydrides, silicide and germanide.20 These rare-earth-oxychalcogenides 
have been mainly investigated for their optoelectronic properties, since several are transparent p-
type semiconductors.26 
 
LaCuOS is a layered mixed-anion oxysulfide with  PbO-type (LaO)+ layers and anti-PbO type (CuS)- 
layers which alternate along the c-axis (Figure 1.02).27 The Cu ion is only coordinated  to sulfide while 
the oxide anion is coordinated  to the lanthanide, both in a tetrahedral arrangement. It has a wide 
band gap (3.1 eV) and shows p-type electrical conductivity due to allowed direct transition between 
the valence band maximum and the conduction band minimum.4,28,29 Doping Se on the S site, 




Figure 1.01. ZrCuSiAs structure. Zr cations are in blue, Cu+ cations in red, Si anions in green and As anions in pink.  
 
Several lanthanide ions can replace La3+ ions in LaCuOS and they show similar crystal structures to 
LaCuOS, although CeCuOS behaves slightly anomalously.22,31,32 Chan et al investigated non-
stoichiometric CeCu0.8OS and through refined crystal structure and chemical analyses, they showed 
that the reason why CeCuOS has a smaller unit cell was because of the formation of the Cu vacancies 
and the associated oxidation of some Ce3+ ions to Ce4+.21 Due to their similar crystal structures, it is 
expected that LnCuOS analogous (Ln = Ce, Pr and Nd) will have similar electrical and optical 
properties, although the 4f electrons found in the lanthanide ions can have an effect on their 
electronic structure and hence, give different properties. Ueda et al investigated this and showed 
that they exhibit wide band gap p-type semi-conductivity and the f-f transitions absorption showed 
that the 4f electrons are localised and hence, have no effect on the optical properties.29 Because of 
lanthanide contraction, ionic size decreases across the lanthanides and this decreases the a-axis and 
c-axis. This, in turn, maximises the Cu ions interactions inside the (Cu2S2)2- layers, while causing a 
greater interaction between the (Cu2S2)2- layers. This results in the energy gap decreasing in LnCuOS 
(Ln = La-Nd). CeCuOS has a high electrical conductivity and is a degenerate semiconductor in a semi-
ﾏWデ;ﾉﾉｷI ゲデ;デW ┘ｷデｴ ;ﾐ Wﾏヮデ┞ H;ﾐS ﾐW;ヴ デｴW FWヴﾏｷ ﾉW┗Wﾉ ┘ｴｷIｴ ﾏｷｪｴデ IﾗﾐデヴｷH┌デW デﾗ CWC┌O“げゲ ┌ﾐｷケ┌W 
electrical and optical properties. It was suggested that this might be because the concentration of 




Figure 1.02 Crystal structure of LaCuOS. Lanthanum ions are in pink, oxygen ions are in red, copper ions are in blue and 
sulfur ions are in yellow.  
 
 
1.2 LnMOCh2-type structures 
 
 
Relatively few LnMOCh2 (Ln = Lanthanides, M = cation and Ch = chalcogenides) type structures are 
known. They consist of rigid (Ln2O2)2+ and (MxChz)2- (x and z are integers) layers. The (Ln2O2)2+ layers 
contain edge sharing LnO4 tetrahedral while the M (cation) can be in tetrahedral or octahedra of 
chalcogenide atoms. 
 
La4O4Ga1.72S4.58 adopts a tetragonal, layered structure, consisting of fluorite-like [La2O2]2+ layers 
(similar to those of the ZrSiCuAs structure, Figure 1.01) separated by Ga-S layers in which Ga3+ 
cations partially occupy octahedral sites (Figure 1.03).33 The crystal structure of La4O4Ga1.72S4.58 
resemble those of Ce4O4Ga2S5, except that in the latter more metal atoms of smaller charges can 
be introduced  and they differ in their lattice structure where La4O4Ga1.72S4.58 has a primitive lattice 
while Ce4O4Ga2S5 has a face-centred lattice.34This paper allowed Benazeth et al to synthesise and 
study the structure of La4O4Ga1.88S4.82 which means that other non-stoichiometric versions of 
La4O4Ga1.72S4.58 are feasible. La4O4Ga1.72S4.58 is observed as an impurity in Chapter 5 when dealing 




Figure 1.03. Crystal structure of La4O4Ga1.72S4.58.  Lanthanum (1) ions are in dark orange, Lanthanum (2) ions are in pink, 
oxygen ions are in red, gallium (1) ions are in blue, gallium (2) ions are in aqua, sulfur (1) and sulfur (2) ions are in yellow 
and sulfur (3) and sulfur (4) ions are in pale-orange.  
 
In contrast, Nd4O4Ga2S5 adopts an orthorhombic structure, space group Pbca (Figure 1.04). The 
layers are composed of fluorite-like (Ln2O2)2+ layers and Ga-S layers similar to those in 
La4O4Ga1.72S4.58 and Ce4O4Ga2S5 but rather than being octahedrally coordinated for Ga3+ ions in the 
larger La3+ and Ce3+ analogues, the Ga3+ cations fully occupy tetrahedral sites and the layers are 
buckled (Figure 1.04). No properties have yet been reported for this compound. 
 
Figure 1.04. Crystal structure of Nd4O4Ga2S5.  Nd ions are in aqua, oxygen ions are in red, gallium ions are in pink, sulfur 




LaGaOS2 was first reported in 1978 by Jaulmes from studying the phase diagram of La2O2S-Ga2S3.36 
The paper investigated the structure of LaGaOS2 but no properties were reported. LaGaOS2 has a 
KVO3-type structure with an orthorhombic unit cell and a Pmca space group. In this structure, 
double chains of corner linked tetrahedra (GaO2S2) extend along the a-axis with La3+ cations 
separating these chains along the c-axis (Figure 1.05). These Ga-containing phases have shown to 
exhibit good photocatalytic activity.37,38 Hence, the investigation of isovalent doping of LaGaOS2 will 
be carried out and the effect it has on its corresponding changes in properties as well as investigate 
the flexibility of the compound which might suggest why this class of materials is not abundant. 
 
Figure 1.05. KVO3-type structure of LaGaOS2 with lanthanum ions in aqua, gallium ions in pink, oxygen ions in red and 
sulfur ions in yellow. 
 
1.3 M2O-type layered-materials 
 
These materials adopt a layered structure, with [Ln2O2]2+ layers and anti-CuO2-type [M2O]2+ (M = 
transition metal) layers, separated by Se2- ions (Figure 1.06). This crystal structure is not common as 
the transition metal is in a face-sharing octahedron, where the M2+ ion is linked with two axial O2- 
ions and four equatorial Ch2- ions. The lanthanide ions are linked to four O2- ions and four Ch2- ions 
creating a square anti-prismatic arrangement. This structure arrangement is very unusual and 
hence, prompted research into those compounds. The La2O2Fe2OSe2 structure and La2O2Fe2OS2 
were first reported by Mayer et al  and since then, other compounds have been synthesised and 
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investigated such as Ln2O2M2OSe2 (Ln = La-Pr and M = Mn, Fe, Co) systems. 39に41 Resistivity 
measurements for La2O2M2OCh2 (M = Mn, Co and Fe, Ch = chalcogenide) systems showed that they 
are semiconducting at room temperature.39,42 Theoretical studies for La2O2Fe2OCh2 (Ch = 
chalcogenides) indicated that that mainly the Fe 3d electrons contribute to the density of states 
near the Fermi level and that the 3d bandwidths which are seen are more narrow than in the 
LaOFeAs structure, thus, these materials are Mott insulators.43 Therefore, electron doping 
La2O2Fe2OSe2 on the Fe site will be carried out and the properties will be tuned.  
 
Figure 1.06 Crystal structure of La2O2Fe2OSe2. La atoms are in pink, Fe atoms are in blue, O atoms are in red and Se atoms 
are in yellow.  
 




The electrical conductivity of a material is defined in terms of how easily charge flows through it. 
Oｴﾏげゲ ﾉ;┘ ヴWﾉ;デWゲ デｴe current and applied voltage as follows:  
 
 
                                                                              V = IR                                                       Equation 1.01 
Where, V = Applied voltage (V) 
               I = Current (A) 
              ‘ Э ‘Wゲｷゲデ;ﾐIW ふびぶ 
 
 
TｴW ﾏ;デWヴｷ;ﾉげゲ WﾉWIデヴｷI;ﾉ ヴWゲｷゲデ;ﾐIW SWヮWﾐSゲ ﾗﾐ デｴW ﾗHﾃWIデげゲ ｪWﾗﾏWデヴ┞ ;ﾐS ｷゲ ﾐﾗデ ;ﾐ ｷﾐデヴｷﾐゲｷI 
property:124 
                                                                              ヾ Э ‘AっI                                                Equation 1.02 
Where, R = Electrical resistance of a uniform specimen of the material 
              A = Cross-sectional area 
              l = Length of object 
              ヾ Э ‘Wゲｷゲデｷ┗ｷデ┞ 
 
 
Electrical resistivity is an intrinsic property that quantifies how much a material opposes the electric 
current flow where a low resistivity means that the current can easily flow. Resistance is dependent 
ﾗﾐ デｴW ゲ;ﾏヮﾉWげゲ ﾉWﾐｪデｴ ;ﾐS Iヴﾗゲゲ-sectional area and each material has its own distinguishing 
resistivity. In quantum mechanics, electrons in atoms occupy discrete energy levels and energies 
between these levels are impossible. When a sufficiently large number of these allowed energy 
levels are close together, they can be seen as an energy band. This depends on the atomic number 
and their distribution. The electrons try to decrease the total energy in the material by inhabiting 
low energy states, however, due to the Pauli exclusion principle, the electrons instead fill up the 
band structure by starting from the bottom lowest energy states.125The Fermi level is the energy 
level up to which the electrons have filled up and its position in the band structure is crucial for 
electrical conduction. Above absolute zero temperatures, the electrons located in the energy levels 
which are near the Fermi level have enough thermal energy to get promoted to the empty levels 
above the Fermi level. This drift in electrons cause electrical conductivity. The electrons which are 
not involved in bonding will stay in the core band whereas the valence electrons which form the 
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electron gas go into the valence band. The leftover unfilled orbitals form higher energy bands 
(conduction bands) which allow electron conduction int eh material. The locations of the bands and 
the band gaps are dependent on the type of atom, how far apart the atoms are in the solid, and the 
atomic arrangement. Electrical conductivity of a material can be controlled by regulating either the 
number or the mobility of the charge carriers. Electrons and holes are prime charge carriers.126に128  
 
In metals, the Fermi level is located in the conduction band and the electrons can move around, 
hence the high electronic conductivity in metals. The electrical resistivity increases with 
temperature due to electron-phonon interactions and at high temperatures, there is a linearity 
between the resistance and the temperature. This is given by the Bloch-Gruneisen formula:129 
                                                      貢岫劇岻 噺 貢岫ど岻 髪 畦 岾 脹掎馴峇津 豹 掴韮岫勅猫貸怠岻岫怠貸勅貼猫岻 穴捲掎馴 脹斑待             Equation 1.03 
Where, 貢岫ど岻 = Residual resistivity because of defect scattering (when resistivity has a constant 
value as all the phonons are frozen) 
               A = Constant depending on velocity of electrons at Fermi surface, the Debye radius and 
number of electrons density in the metal 
               掎眺 = Debye temperature130 obtained from resistivity measurements 
               n = Integer depending on nature of interaction.  
 
 
Band theory suggests there may be forbidden bands in energy, that is, energy intervals that have no 
energy levels. In semiconductors and insulators, the number of electrons is in exact amount to fill a 
specific number of low energy bands and the Fermi level is located within a band gap, with the latter 
being very large compared to the undoped semiconductor. Since the states near the Fermi level are 
not free, the electrons cannot move, and the electronic conductivity is very 
low. In semiconductors, the Fermi level is located in between the conduction band minimum and 
the valence band maximum for undoped semiconductors which means that at 0 K, the resistance is 
infinite as the electrons cannot move. However, as the charge carrier density in the conduction band 
is enhanced, the resistance diminishes. Moreover, the resistivity decreases when temperature 
increases, and the electrons move to the conduction band while creating vacancies in the valence 
band. In doped semiconductors, the dopants augment most charge carrier concentration by giving 
electrons to the conduction band or producing vacancies in the valence band. In both cases, 
increasing dopant decreases resistance. Hence, semiconductors which are highly doped have a 
metallic behaviour and at very high temperatures, the resistance decreases exponentially with 
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temperature.131 Based on the conductivity values, materials can be classified into metals (>107 びﾏ-





In metals, the highest occupied band is partially filled. The electrons occupy states up to the Fermi 
energy level and there are empty states just above the Fermi level. Conduction happens by 
promoting electrons into the conduction band, that starts right above the Fermi level (Figure 1.07). 
The energy needed to promote electrons is tiny such that at any temperature electrons can be found 
in the conduction band. The number of electrons involved in electrical conduction is very small. 
Metals have high conductivities as there are several energy levels near the Fermi level. Resistance 












In semiconductors, the valence band and conduction bands do not overlap like in metals and are 
separated by an energy band gap (< 2 eV). The valence band is full, and no more electrons can be 
added as per Pauli's principle. At low temperature, electrons do not have enough energy to occupy 
the conduction band but at higher temperature some electrons have enough energy to make the 
transition to the conduction band. The density of electrons in the conduction band at room 
temperature is not as high as in metals, hence, they cannot conduct current as well as a metal. In 
semiconductors, resistance decreases with increasing temperature. Most common semiconductors 
are crystalline solids, but they can also be amorphous and liquid. There are 2 types of 
semiconductors: intrinsic and extrinsic. In intrinsic semiconductors, the electrical behaviour 
depends on the inherent electronic structure of the pure material, while in extrinsic semiconductors, 
the electrical behaviour is governed by dopant concentration.126に128,132に134 
Conduction band 
e- e- e- e- e-  e- e- e- 
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1.4.2.1 Intrinsic Semiconductors 
 
Intrinsic semiconductors are pure semiconductors with no impurities in them. Consequently, they 
are characterised by an equal chance of finding a hole in the valence band as that of an electron in 
the conduction band. This means that the Fermi-level is exactly in between the conduction band 
minimum and the valence band maximum (Figure 1.08). When electrons are promoted, conduction 
occurs and charged holes are left behind. This results in a greater number of free electrons and at 
these temperatures, the concentration of thermally excited electrons located in the conduction 
band gets so high that the semiconductor behaves similar to a metal. In term of application in 
devices, semiconductors are rarely used in their intrinsic composition.115,134  
 
1.4.2.2 Extrinsic Semiconductors 
 
 
An extrinsic semiconductor is one into which a dopant has been introduced, which results in 
different electrical properties compared to the intrinsic semiconductor. They exhibit higher 
conductivities than intrinsic semiconductors at normal temperatures. By adding dopant atoms to an 
intrinsic semiconductor, the electron and hole carrier concentrations are altered at thermal 
equilibrium. Impurity atoms can be either donors or acceptors based on the effect they have on the 
semiconductor. Donors have more valence electrons than the atoms they replace in the intrinsic 
semiconductor lattice and these extra electrons occupy a discrete donor level. The band gap 
between the donor Fermi level and the bottom of the conduction band is tiny.  Although there are 
not enough extra electrons to form a continuous band, they can possess enough thermal energy to 
be promoted in the conduction band where they increase the electron carrier concentration of the 
semiconductor, making it n-type. Acceptors, on the other hand, have fewer valence electrons than 
the atoms they replace. The band gap between the acceptor Fermi level and the top of the valence 
band is tiny. Hence, electrons from the valence band of the semiconductor can possess enough 
thermal energy and get promoted into the acceptor level. This in turn leave excess positive holes 
behind which can move and increase the hole carrier concentration of the semiconductor, making 
it p-type. Moreover, doping causes the Fermi energy level to change and its position is determined 




In n-type semiconductors, electrons are the majority carriers and holes are the minority carriers 










Figure 1.08 n-type semiconductor 
 
In p-type semiconductors, holes are the majority carriers and electrons are the minority carriers 












In insulators, the valence band is full, and energy is required to promote an electron from the 
valence band to the empty conduction band. Electrical conduction requires that electrons be able 
to gain energy in an electric field. To be free, electrons must be excited, by means of heat or light, 
across the band gap. However, the forbidden band gap is very large (> 4 eV) (larger than in 
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semiconductors) and hence, the energy required by the electron to be promoted to the conduction 








Figure 1.10 Insulator 
 
 
A Mott insulator has an energy band gap (due to non-metallic character), unpaired electrons (which 
causes magnetic properties) and displays crystal field transitions which are typical of open-shell 
ions.135,136 This is due to electronにelectron interactions, which are neglected in conventional band 
theory and which causes the breakdown of normal band properties for the d electrons.137 In 
insulators, the orbitals interaction which creates the band width is as follows: 4f < 5f < 3d < 4d ~ 5d. 
The late first row transition metals are Mott insulators and hence, the local effects of electron-
electron interactions are quite significant, for example, MnO2, where the overlap of the two adjacent 
d orbitals is small and hence give narrow bands. The degeneracy of the formed bands is removed 
under the strong influence of an anisotropic crystal field. The ligand p orbitals which is close to the 
Fermi level are strongly hybridized with the corresponding d orbitals or are far from the Fermi level. 
Hence, a narrow single electronic band remains close to the Fermi level  The exact value of the band 
gap is hard to measure dn due to compounds having d-d transitions at lower energy, presence of 
defects and non-stoichiometry.135 In Mott insulators, the small energy interactions between 
magnetic ions causes cooperative magnetic ordering below a critical temperature (Curie 
temperature), while above it, the paramagnetic susceptibility follows a Curie-Weiss behaviour.115 
These effects are however weak in terms of the overall electronic structure.135 Mott insulators can 
be used in memristors and actuators.138,139 
 
1.5 Thermoelectric materials 
 
 
Thermoelectric materials can convert a temperature gradient into electrical power and vice versa. 
They are in high demand in electric power generation as waste heat recovery and in the cooling of 
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electronic devices. However, they have poor energy conversion efficiency and their use could be 
expanded. The efficiency for a thermoelectric material is given by the dimensionless figure of merit 
ZT: 
                                                                          傑劇 噺 聴鉄蹄脹碇                                            Equation 1.04 
 Where, S = Seebeck coefficient or thermopower 
               ゝ Э Electrical conductivity 
               ゜ = Thermal conductivity   
               T = Absolute temperature 
 
A ZT = 1 is usually needed for efficient thermoelectric energy conversion. However, the three 
ヮ;ヴ;ﾏWデWヴゲ ふ゜が “ ;ﾐS ゝ ぶ I;ﾐﾐﾗデ HW デ┌ﾐWS ｷﾐSWヮWﾐSWﾐデﾉ┞く ゜ is directﾉ┞ ﾉｷﾐﾆWS デﾗ ゝ  ;ﾐS S decreases with 
charge carriers concentration while ゝ ｷﾐIヴW;ゲWゲ ┘ｷデｴ Iｴ;ヴｪW I;ヴヴｷWヴゲ IﾗﾐIWﾐデヴ;デｷﾗﾐく TｴW ｷSW;ﾉ 
thermoelectric material should have the electrical conductivity of a metal, the thermal conductivity 
of a glass and the charge carriers concentration of a degenerate semiconductor.  
 
Recently, oxides have been of great interest as thermoelectric materials performing at high-
temperature for power generation because they are very thermally stable, resistant to oxidation, 
and are less harmful. Oxide systems [(ZnO)2In2O3, NaCo2O4, Ca3Co4O9, (Zn1-xAlx)O,(Ba, Sr)PbO3, 
CaMMnO3 (M = Bi, In), (La, Sr)CrO3, Li-doped NiO, Pr0.9Ca0.1CoO3 and Ho0.9Ca0.1CoO3] have shown 
great performance as thermoelectric materials. 44に60 However, the thermoelectric properties need 
to be enhanced before these materials can be used more widely. Theoretical studies suggest that 
aヴデｷgIｷ;ﾉ superlattice quantum-well materials, which are made up of alternating insulating and 
conducting layers, should give higher thermoelectric performance.61 Crystals having a layered 
structure can be considered as natural superlattices whereby they have thermodynamically stable 
phases [for e.g. (ZnO)5In2O3, NaCo2O4, Ca3Co4O9]  and high thermoelectric properties, which were 
probably due to the link between the Iヴ┞ゲデ;ﾉ ゲデヴ┌Iデ┌ヴWげゲ low dimensionality and the electronsげ and 
phononsげ behaviours in an anisotropic structural environment.44,45,53に59 
 
Despite the enormous amount of  oxychalcogenides families that have been discovered, many of 
the literature investigated their optical and magnetic properties and very few have investigated 
their thermoelectric properties.1,62 The first report about oxychalcogenides thermoelectric 
performance was on La1-xSrxOCuSe63, but interest in these materials shifted to Bi1-xSrxOCuSe as it had 
a ZT = 0.76 at 873 K.64 Since then, people started investigating this oxychalcogenide family. 
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Oxychalcogenides having smaller band gaps usually display higher ZT values. The [BiO][BCh] phases 
have lower band gaps than the [LaO][BCh] phases because Bi 6p states can contribute to the bottom 
of the conduction band.65 The oxytellurides actually have the smallest band gap (ZT = 0.66 at 673 K), 
however, not much work has been done on those materials.66,67 BiCuOSe has been investigated as 
a promising thermoelectric material since 201068 and most research has focused on p-type 
semiconducting BiCuOSe-derived systems but in Chapter 6, it will be investigated whether n-type 




Photocatalysis is a reaction where irradiated light is used to activate a substance which then changes 
the rate of a chemical reaction without participating.  The photocatalytic activity of a compound 
depends on its ability to create electron-hole pairs which give free radicals which in turn can 
undergo secondary reactions. The important characteristics of a compound exhibiting 
photocatalysis are having a desired band gap, appropriate morphologies, stability, high surface area 
and can be used again.  There are different types of photocatalysts: Homogeneous (where the 
reactants and the photocatalysts are in the same phase) and heterogeneous (where the reactants 
and the photocatalysts are in different phases). The most common homogeneous photocatalysts 
are the ozone and photo-Fenton systems (Fe+ and Fe+/H2O2).69 The most common heterogeneous 
photocatalysts are transition metal oxides and semiconductors. Photocatalysts were discovered 
after TiO2 was used in water electrolysis. Research is being done on modifying TiO2 for making it 
suitable as a photocatalyst under indoor lighting conditions by using dopants (nitrogen, sulfur, and 
different metals).70に75Other oxides have been discovered as photocatalysts such as Bi2WO6, BiVO4, 
Bi2MoO6, ZnO, SnO2, CeO2 as well as layered tantalates and niobates which are suitable for 
contaminant degradation and H2 generation.76に92 Photocatalysts have several applications such as 
conversion of H2O to H2 by photocatalytic water splitting, in self-cleaning glass, oxidation of organic 
contaminants and in the disinfection of water.93に98 
 
Unlike metals which have a continuum of electronic states, semiconductors have an empty energy 
region where none of the energy levels are accessible to encourage the recombination of an 
electron and a hole which are produced by photo-activation in the solid. The empty region, which 
ranges from the top of the filled valence band to the bottom of the empty conduction band, is called 
the band gap. When a photon of light with energy equal to or greater than the band gap of the 
materials is absorbed in the semiconductor, an electron is excited from the valence band to the 
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conduction band and in the process, creates a positive hole in the valence band. Such a photo-
generated electron-hole pair is termed an exciton. The excited electron and hole can combine with 
each other and emit the energy which was obtained from during the excitation in the form of heat. 
The recombination of photo-generated electron-hole pair (exciton) is undesired and higher levels 
lead to an inefficient photocatalyst. Hence, it is important to develop functional photocatalysts with 
extended exciton lifetimes and improved electron-hole separation. Because of the positive holes 
and electron generation, oxidation-reduction reactions occur at the surface of semiconductors.  
 
Compounds having electronic configuration of d0 or d10 such as In3+ can undergo photocatalytic 
activity under visible light. La5In3S9O3 has shown that it can reduce H+ to H2, although the results are 
not very promising due to perhaps the lack of potential of the minimum conduction band since it 
consists of In5s-5p orbitals, and that it can oxidise water to form O2 under visible light in the 
presence of a sacrificial electron donor, (methanol, Na2S-Na2SO3) and acceptor (Ag+).99,100 Sulfides 
can also reduce H+ to form H2 in the presence of a sacrificial electron donor but cannot oxidise water 
to form O2 because the oxidation of S2- is more favourable.101に103 A reason why this might be so is 
because the valence band of the oxysulfides comprises of O 2p and S 3p orbitals in a hybridised 
state.3,100  
1.7 Magnetic properties 
 
 
Anything that is magnetic has a magnetic dipole moment which measures the strength and direction 
of its magnetism. Magnetism in a material occurs due to alignment of magnetic moments.  In an 
applied magnetic field, magnetic moments in a material tend to align and increase the field strength 
magnitude. This increase is called magnetisation and is given by: 
                                                                          B = µ0H + µ0M                                    Equation 1.05 
M = 俤mH 
Where, B= Magnetic flux density (magnitude of the field strength within a substance to a field) 
             H= Magnetic field 
            µ0 = Permeability (degree to which a material can be magnetised) 




Magnetism in solids originates in the magnetic properties of an electron. Magnetic properties in 
systems come from both the orbital angular momentum and the spin angular momentum. This 
resulting spin moment for a single electron can be determined from the following equation:126に128 
                                                                                航鎚 噺 訣紐嫌岫嫌 髪 な岻                                    Equation 1.06 
Where, s = Spin quantum number (罰1/2) 
              g = Gyromagnetic ratio (~2.00) 
For systems with more than one unpaired electron, s is taken to be the summation of the spin 
quantum numbers of each single unpaired electron. Since the orbital moment also contributes to 
the overall magnetic moment, the above equation can be extended to include it: 126に128 
                                                                    航鎚袋挑 噺 紐ね嫌岫嫌 髪 な岻 髪 詣岫詣 髪 な岻                     Equation 1.07 
Where, L = Orbital angular momentum quantum number for the ion (can vary from 0 to n-L) 
 
When the shell is less than half full, J = L-S and when the shell is more than half full, J = L+S. When J 
= 0, the atom is non-magnetic. Due to the influence of the crystal field, the orbital contribution, L, 
is often quenched for the 3d transition metals and hence, act as if J = S instead of J = L+S.  These 
compounds and elements have 3d electrons (responsible for paramagnetism) which have orbitals 
deep inside the ions or in the outermost shell and can interact with nearby atoms. As a result, the 
electrons are subjected to an electrostatic crystal field which is greater than the electrostatic L-S 
coupling. The latter is broken up. Moreover, the 2L+1 sublevels are split by the crystal field. Hence, 
their orbital moments are quenched, and the spin dominates. Exceptions include Fe2+ and Co2+ in 
octahedral environments. When all the shells are filled (spins are paired and s = 0), diamagnetism is 
observed. When there are unfilled shells (unpaired spins), Curie paramagnetism is observed.126に128 
The lanthanides are strongly coupled. The Russell-Saunders is based upon the conception of the 
angular momentum possessed by each state and the sources of such angular momenta in the atom. 
It assumes that spin-spin coupling > orbit-orbit coupling > spin-orbit coupling. The spin-spin coupling 
(S) is the resultant spin quantum number for a system of electrons from adding the individual ms 
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together. The orbit-orbit coupling (L) is the total orbital angular momentum quantum number and 
defines the energy state for a system of electrons. The spin-orbit coupling occurs between the 
resultant spin and orbital momenta of an electron which in turn J (total angular momentum 
quantum number). Multiplicity occurs when several levels are close together and this is given by 
(2S+1) or (2S+1) L. Crystal fields will split different orbitals into subsets of different energies, 
depending on whether they are in an octahedral or tetrahedral environment. d orbitals will split to 
give t2g and eg subsets and f orbitals will split to give t1g, t2g and a2g.  
The Curie law relates the magnetisation of a Curie paramagnet and the effective magnetic moment 
on the ion. Curie paramagnetism is temperature dependent and arises due to thermal energy, kBT, 
of the system causing the spins to be randomised away from their alignment to the magnetic field. 
126に128 The Curie law is as follows: 
                                                                                          ෥ 噺 頂脹                                               Equation 1.08 
Where, 俤 = Magnetic susceptibility 
               C = Curie constant 
               T = Temperature 
 
The Curie constant is defined as: 
                                                                                          系 噺 朝豚禎賑肉肉鉄 禎遁鉄戴賃遁                                 Equation 1.09 
Where, NA Э A┗ﾗｪ;Sヴﾗげゲ Iﾗﾐゲデ;ﾐデ 
              µeff = Effective magnetic moment 
               µB= Bohr magneton 
              KB = Boltzmann constant 
 
When the Curie law is obeyed, the Curie constant can be determined and from it, the effective 
magnetic moment of the magnetic species. The magnetic moment relates to the number of 
unpaired electrons present in the material. Different materials have different susceptibilities and 
many paramagnetic materials follow the Curie Law. Rather than the spins being completely 
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independent in an ideal paramagnet, there are often some underlying local ferromagnetic (FM) or 
antiferromagnetic (AFM) interactions which do not lead to long-range magnetic order but are 
evident from magnetic susceptibility measurements. Hence, the magnetic susceptibility deviates 
from the Curie law and a Weiss constant needs to be added to correct for interactions between 
spins when they are significant and for some FM/AFM in the system. This is described as the Curie-
Weiss law: 126に128 
                                                                                           ෥ 噺 頂脹貸提                                          Equation 1.10 
WｴWヴWが ． = Weiss constant  
The sign of the Weiss constant is a representation of the type of interaction, whereby a positive sign 
indicates FM interaction, a negative sign indicates AFM interaction and a zero value indicates that 
the system is paramagnetic (Figure 1.11). The magnitude of the Weiss constant shows the strength 
of the interaction between localised spins and is usually found close to the critical temperature (Tc 









Figure 1.11 Curie-Weiss plot of 1/俤 as a function of temperature for antiferromagnetic (red), paramagnetic (black) and 
ferromagnetic (blue) systems. 
 
There are many different magnetic behaviours depending on the existence and alignment of 
magnetic moments in the presence or absence of an applied magnetic field: diamagnetism, 














Diamagnetism occurs in substances that have no unpaired electrons, that is, all the electrons are 
paired up. This causes the magnetic field of the electrons to cancel out giving no net magnetic 
moment. Diamagnetic substances are weakly repelled by an applied magnetic field.104,105 All 
materials with paired electrons have a diamagnetic component. Nevertheless, if the atoms have 
some net magnetic moment such as in paramagnetic materials or as in ferromagnetic materials 
where the atomic magnetic moments have long-range ordering, these stronger effects are always 
dominant.106 The magnetic susceptibility of a diamagnet is negative. Molecular nitrogen, N2, has no 




Paramagnetism denotes the magnetic state of an atom containing one or more unpaired electrons. 
These unpaired electrons have electron magnetic dipole moments which are attracted by a 
magnetic field. The spins are isolated and independent in an ideal paramagnet. In the absence of an 
applied field, the magnetic moments do not interact with each other and are randomly aligned due 
to thermal motion, hence, there is no net magnetization. When a magnetic field is applied, all the 
dipole moments tend to align in the direction of the field, thus reinforcing it. The magnetic 
susceptibility is small but positive.104,105 Paramagnetism is stronger than diamagnetism and causes 
magnetization in the direction of the applied magnetic field. Relatively few pure elements in their 
stable forms are paramagnetic, O2 being a notable paramagnet. In contrast to ferromagnets, 
paramagnets do not retain any magnetisation when an externally applied magnetic field is removed 





Ferromagnetism is exhibited when spins in neighbouring atoms are coupled ferromagnetically such 
that on cooling below the ordering temperature (Curie temperature, Tc), the neighbouring spins are 
parallel (Figure 1.12a). This results in an overall magnetisation, the direction of which can be 
reversed by an applied magnetic field (Figure 1.12b). Unlike in paramagnetism, the spins align even 
when no magnetic field is applied, due to a strong spin coupling interaction.104,105,112 Every 
ferromagnetic material has its own Curie temperature above which there is a second-order phase 
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transition and it loses all its ferromagnetism as the thermal tendency to disorder is greater than the 
energy lowering due to ferromagnetic order. Below that temperature, there is a spontaneous 
symmetry breaking and the magnetic moments become aligned with the neighbouring ones.112 
Ferromagnetic effects are huge, causing magnetisations occasionally orders of magnitude bigger 
than the applied magnetic field and it is stronger than paramagnetism and diamagnetism.113,114 
Hence, trace amount of ferromagnetic impurities will completely dominate the magnetic 
susceptibility measurements. Ferromagnetism occurs in a few substances such as nickel, cobalt and 
some alloys of rare-earth metals whereby the lanthanide elements can carry large magnetic 





Figure 1.12 (a) Typical magnetisation for a ferromagnet as a function of temperature. (b) Hysteresis loop for a ferromagnet. 
M = magnetisation of material, H = applied magnetic field intensity, Ms = saturation magnetisation (when the 
magnetisation reaches a constant value. If the field is removed, the material will retain most of the magnetisation), Mr = 
remanence (when magnetisation has a positiive value) and Hc = coercive field. The material will follow a non-linear 





Antiferromagnetism is exhibited when the coupling of neighbouring spins is anti-parallel such that 
on cooling below the Néel temperature (TN), the spins cancel each other out and no net magnetic 
moment occurs. It shows ordered magnetism similar to ferromagnetism. In the absence of an 
external applied magnetic field, there is no net magnetisation. This method of coupling is more often 
observed than ferromagnetic coupling. At TN, the AFM coupling is broken.  Above TN, the material is 








decreases towards zero. The magnetic susceptibility of an antiferromagnetic material 













Figure 1.13 (a) Typical magnetisation for an antiferromagnet as a function of temperature. 
1.7.5 Magnetic Superexchange 
 
In insulating materials, even if magnetic species are too far apart to couple directly, they may be 
coupled indirectly via an intervening anion. This is known as superexchange. The coupling can be 
either ferromagnetic or antiferromagnetic and this is determined by the Anderson-Goodenough-
Kanamori rules. Superexchange differs from direct exchange in which the coupling occurs between 
nearest neighbour cations without an intermediary anion. The superexchange interaction was 
developed by Kramers, Anderson, Goodenough and Kanamori.107に110 Kramers, in 1934, noticed that 
in crystals like MnO there was a magnetic interaction between two magnetic Mn ions even though 
they were separated by a non-magnetic O ion, where the 3d wave functions of Mn2+ were 
hybridising with the 2p wave function of O2-.107 In 1950, Anderson further developed this model.111 
In that same year, Goodenough and Kanamori proposed a set of semi-empirical rules to give the 
sign of the exchange interaction between these ions based on the bond angle and the type of 
overlap. These Goodenough-Kanamori rules are based on the symmetry relations and electron 
occupancy of the overlapping atomic orbitals. The sign depends on M-O-M (M = cation, O = oxygen 
anion) angle and the strength depends on the degree of overlap. The rules predict a strong 
antiferromagnetic structure when the magnetic ion-ligand-magnetic ion angle (dxy orbitals) is 180° 
with partially filled d shells, since they can interact via pヽ ﾗヴHｷデ;ﾉゲ ﾗﾐ デｴW ﾉｷｪ;ﾐS ふFｷｪ┌ヴW ヱく14a). If the 




























Figure 1.14 (a) AFM and (b) FM superexchange paths showing overlap of orbitals. M (cation) is shown in blue and O2- anion 
is shown in red. 
 
Magnetic measurements suggested that the transition metal layers in M2O-type materials order 
antiferromagnetically (AFM) on cooling. This antiferromagnetic ordering, in which magnetic 
moments on neighbouring sites are oriented in an antiparallel fashion, arises from magnetic 
coupling between magnetic transition metals via intervening anions. This magnetic coupling might 
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1.7.6 Ising v/s Heisenberg models 
 
The Ising and Heisenberg models are both simplified spin models of magnetic phase transitions but 
vary in symmetry properties which are vital for finding phase transitions features.117 The Heisenberg 
model is beneficial for studying phase transitions in systems that show continuous symmetry under 
global rotations of the spins.118 In the nearest neighbour Heisenberg model, the spins are 3-D unit 
vectors that can point in any direction on the unit sphere in 3-D space as per the Hamiltonian 
model:119 
                                                                 茎撫 噺 伐 布 蛍鯨沈┻ 鯨珍岫沈珍岻                                 Equation 1.11 
Where, J = Exchange integral 
              ぞ (i j) = Sum over nearest neighbours  
              S = Spins  
 
In this model, the dimensionality of the order parameter, D, is 3 since the spins are 3-D unit 
vectors.119,120 
The Ising model is valuable when studying magnetic phase transitions in systems which have specific 
type of discrete symmetry under global reflections of the spins.121 Different dimensionality 
corresponds to different universality class.120 In the Ising model, the spins on each site of a lattice 
are allowed to point either up or down as per the Hamiltonian model:119 
                                                                            茎撫 噺 伐 布 蛍鯨沈佃鯨珍佃岫沈珍岻                              Equation 1.12 
Where, J = Exchange integral 
              ぞ (i j) = Sum over nearest neighbours  
              S = Spins (allowed to point along ± z component) 
 
In this model, the dimensionality of the order parameter, D, is 1 since the spins are allowed to point 
along ± z component. In a 1-D Ising model, if a defect is introduced, this costs extra energy which 
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remains unchanged with the size of the defect while the entropy gain in the system gets infinite. 
Hence, a T > 0, there is no long-range order (no phase transition).119,122 In the 2-D Ising model, when 
a defect is introduced, both the energy cost associated with it and the entropy it causes in the 
system increase with the size of the defect.119 Hence, there is a continuous phase transition between 
a low-temperature ordered ferromagnetic phase and a high-temperature disordered paramagnetic 




The oxychalcogenide compounds, containing at least two types of anions, give rise to interesting 
properties and it has been seen that most quaternary oxychalcogenides adopt the layered crystal 
ゲデヴ┌Iデ┌ヴWく TｴW ﾉ;┞Wヴゲ ｷﾐ デｴWゲW ゲデヴ┌Iデ┌ヴWゲ I;ﾐ HW ﾏ;ﾐｷヮ┌ﾉ;デWS デﾗ Iｴ;ﾐｪW デｴW Iﾗﾏヮﾗ┌ﾐSゲげ properties 
as seen for BiCuOSe, where doping the layers increased the ZT value and not much work has been 
done on n-type doping. Hence, the investigation of electron-doping in BiCuOSe was decided. 
Moreover, the LnMOCh2 (Ln = Lanthanides, M = cation and Ch = chalcogenides) type structures have 
barely been investigated. Most of the reports available on these compounds are from a good 
number of years ago and a recent work has shown that they are potential photocatalysts. Therefore, 
the investigation of the feasibility of those compounds and well as their property-tuning by isovalent 
doping will be carried out. The La2O2Fe2OSe2 structure has been shown to be a Mott insulator which 
is caused by the Fe 3d electrons near the Fermi level while their resistivity measurements showed 
that they are semiconductors. Thus, the investigation of whether their band gaps can be tuned 
through electron-doping will be carried out. Following on from the Ln2O2Fe2OSe2 (Ln = Lanthanides) 
family, the magnetic structure of Pr2O2Fe2OSe2 and La2O2Fe2OS2 have not been completely 
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Chapter 2: Experimental Techniques 
 
This chapter focuses on the synthesis technique used to synthesise the samples investigated in this 
thesis along with all the experimental techniques and analysis used to do the measurements in 
house, at central facilities or with collaborators. The theory and application of these techniques are 
discussed along with the sample preparation details and the methods used for data analysis.  
 
2.1 Synthesis Techniques (Solid-state reaction) 
 
 
Solid state materials can be classified into several forms. They can be single crystals. These can be 
pure and have the least number of defects possible and can be useful for structural characterisation 
and for property measurements. They can also be polycrystalline powders which are very crystalline. 
These can be useful for characterisation in the absence of single crystals and are usually used in 
industrial processes.  The polycrystalline powders can have large surface areas, and these are used 
in some applications such as electrode materials and catalysis and for further reactions. Solid state 
materials can also be amorphous, and these have no long range translational order such as in glass 
or they can be thin films. These are used mainly in optics, coatings and microelectronics.1 
 
The term solid-state synthesis is usually used to outline interactions where neither a solvent 
medium nor controlled vapour-phase interactions are used. These reactions generally require high 
temperature and/or high pressure.  For solid-state reactions to be successful, we need to use 
reagents with a large surface area or make the mixture into a pellet so as to maximise the area of 
contact between the reactants. We need a high rate of diffusion and the latter can be increased by 
increasing the temperature or by introducing defects by using reagents that decompose before or 
during the reaction such as carbonates or nitrates.  
 
The easiest way to synthesise a lot of solid state materials is the standard ceramic route. Appropriate 
starting reagents (fine grain powders to increase surface area of well-defined compositions) are 
weighed, ground together using an agate mortar and pestle (or a ball mill if we have a large quantity 
of material), pressed into pellets to increase contact between reactants while decreasing contact 
with the crucible and placed inside appropriate crucibles (usually alumina).1 The reaction mixture is 
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then reacted in the furnace for a long time and usually taken out of the furnace and reground to 
bring fresh surfaces into contact which increases the speed of the reaction. A complete reaction can 
take hours, days or weeks. 
 
The problem with this method is that high temperatures are needed for diffusion to occur since it 
requires a large amount of energy for a cation or anion to diffuse into another site. This can be 
expensive, give incomplete reaction, decompose the desired product, give undesired 
microstructures and lead to the loss of some of the reactants. Moreover, oxygen stoichiometry can 
change greatly depending on the cooling conditions. The mixture can be cooled slowly in the furnace 
under controlled conditions or be cooled quickly in air or quenched into water or liquid nitrogen. 
 
Some reagents or products involved in the processes can be air-sensitive. Hence, it is crucial that 
inert atmosphere conditions are used during the different synthesis stages where required. The 
handling of the air-sensitive materials can be done inside a glovebox. The latter is filled with argon 
which is recirculated through a molecular sieve bed and copper catalyst to remove any 
contaminating water or oxygen respectively that could leak inside the glovebox through gloves or 
ports. The water and oxygen concentrations are monitored by integrated sensors and are kept 
below 0.5 ppm. Pellets can be pressed inside the glovebox or outside, depending of the facilities 
available and the stability and harmfulness of the samples.  
 
In this thesis, a standard ceramic route was used. Some of the reagents (La2O3, CeO2, Nd2O3) were 
dried in a furnace at appropriate temperatures prior to usage to remove any absorbed moisture and 
stored in the glovebox until required while copper was reduced by heating to 600 °C in 5% H2 and 
stored in the glovebox before using. All the other reagents used were stored in the glovebox. For 
Chapter 5, the reagents were mixed with acetone to minimise the formation of dust particles, (since 
some of the reagents are harmful), and to get a homogenous mixture in a fume cupboard. For the 
Chapters 3, 4 and 6, the reagents to synthesise the oxychalcogenide samples were weighed and 
mixed in the glovebox. The reagents were then pressed into pellets, except for Chapter 5, outside 
the glovebox making sure to minimise the time to air exposure as much as possible. The pellets were 
then placed in quartz tubes and sealed under vacuum (Figure 2.01) since we want to control the 
oxygen stoichiometry in the product to prevent oxidation of our chalcogenide. To prepare the 
LaGaOS2-related phases in Chapter 5, the powders were placed in alumina crucibles at the bottom 
of the quartz tubes while the oxygen getter (10 % molar excess Ti powder) was placed in an alumina 
crucible on top of the sample (Figure 2.02). Oxygen getters are used to remove excess oxygen. 
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Quartz tubes are quite inert and can be sealed with a flame easily under a dynamic vacuum of < 7.8 
x 10-2 mbar after having been evacuated for at least 10 minutes to make sure that the maximum 
amount of air/moisture has been eliminated. The sealed tubes were then heated in a furnace to the 
appropriate temperature in order to complete the reaction.  A slow heating rate is needed because 
sulfur and selenium are volatile; S sublimes at about 440°C and Se at 600°C and to avoid a high 
pressure of chalcogen vapour building up. The cooling method sometimes influences the product 
formed and for some samples quenching the products in iced water produced greater crystallinity 
as seen in Chapter 5. The sealed tubes were broken with a hammer inside a fume hood and the 
products were removed with tweezers. The products were ground in an agate mortar and pestle, 
remixed in a fume hood for Chapter 5 and glovebox for Chapters 3, 4 and 6, re-pelletised where 
appropriate, re-sealed under vacuum and reheated to increase crystallinity. The amount of time 
that the reagents/products were exposed to air was kept to a minimum.  
 
 
Figure 2.01 Sealing line with a sealed quartz tube containing sample pellets being evacuated under vacuum 
 




2.2 Characterisation techniques  
 
2.2.1.0 X-Ray Powder Diffraction 
 
 
X-ray powder diffraction (XRPD) is a non-destructive technique. X-rays can be scattered by a 
crystalline material to give a diffraction pattern. This pattern can HW ┌ゲWS ;ゲ ; けaｷﾐｪWヴヮヴｷﾐデげ ﾗa デｴW 
sample. XRPD is therefore good for characterising and identifying polycrystalline phases.  
 
Initial characterisation of reaction products is done by powder diffraction since a lot of solid state 
reactions produce polycrystalline powders. Powder diffraction makes it easy to identify known 
phases found in the mixture by comparing the observed diffraction pattern against a database of 
known patterns and structures such as ICSD. The pattern can also be indexed, that is, the symmetry 
and the unit cell size can be identified. The samples ready to be characterised must be powdered.  
Small particle sized materials (0.1 µm or less) will produce a diffraction pattern with broader peaks.  
Samples in bulk should be polished so as to have a smooth surface and later annealed in order to 
take away any surface deformations which have arisen from the polishing.2  
2.2.1.1 Intensities of diffracted X-rays 
 
Crystalline materials are made up of regularly repeating units known as unit cells. A unit cell is the 
smallest volume which contains the full symmetry of the crystal structure and its dimensions are 
shown by three axes: a, b and c and angles ü, ȕ and á as shown in Figure 2.03.3 Unit cells can be 
categorized into seven crystal systems and one of fourteen Bravais lattices. XRPD can resolve the 
lattice parameters for seven crystal systems.2 
 
Figure 2.03. Unit cell with axes a, b and c and angles ü, é and á. ü is the angle between b and c, é is the angle between a 
and c and á is the angle between a and b. 
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When a crystalline material is bombarded by X-rays, the latter are scattered by the electron clouds 
of the atoms in the material. A crystal can be thought of as planes of atoms, each acting as a semi-
transparent mirror, separated from one another by distance, d, commonly known as d-spacing. 
These planes can be represented by Miller indices (h, k and l). This separation is the perpendicular 
distance from the origin to the closest plane and can be written as dhkl. Destructive interference 
happens in almost all directions, where the scattered X-rays cancel. However, constructive 
interference will happen in a few directions where well defined beams of X-rays will leave the solid 
sample in certain directionsが IﾗﾐゲｷゲデWﾐデ ┘ｷデｴ Bヴ;ｪｪげゲ ﾉ;┘ぎ1 
                                                                            n゜ Э ヲShkl ゲｷﾐ 勘                                            Eケ┌;デｷﾗﾐ ヲくヰヱ 
 These planes of atoms scatter the X-rays in a way similar to reflection as in Figure 2.04.  The 
difference in path length for X-rays scattered from successive planes must be an integer number of 
wavelengths for constructive interference, and hence, Bragg diffraction.1 
 
Figure 2.04. This shows a beam of X-ray being incident on two parallel planes 1 and 2, located at a distance, d, from each 
other. The デ┘ﾗ ヮ;ヴ;ﾉﾉWﾉ ｷﾐIｷSWﾐデ ヴ;┞ゲが ﾉ;HWﾉﾉWS ヱ ;ﾐS ヲが ﾏ;ﾆW ;ﾐ ;ﾐｪﾉW ． ┘ｷデｴ デｴW ヮﾉ;ﾐWゲく TｴWゲW ヴ;┞ゲ ;ヴW デｴWﾐ ヴWaﾉWIデWS ;デ 
デｴW ゲ;ﾏW ;ﾐｪﾉW ．く TｴW ヴWaﾉWIデWS ヴ;┞ゲ ;ヴW ﾉ;HWﾉﾉWS ヱげ ;ﾐS ヲげく 
 
Usually, n= ヱ ｷゲ ┌ゲWS aﾗヴ ;ﾉﾉ デｴW ヴWaﾉWIデｷﾗﾐゲ ┘ｴWﾐ ┌ゲｷﾐｪ Bヴ;ｪｪげゲ ﾉ;┘く The resulting diffraction pattern 
is a graph of intensities against the angle, ヲ．く TｴW ヲ． ┗;ﾉ┌Wゲ aﾗヴ デｴW ヮW;ﾆ depend on the wavelength 
of the anode material in the X-ray tube. The d-spacing value depends on the crystal structure.  
 
The intensity of the (h, k, l) reflections is proportional to the square modulus of the structure factor 
Fhkl as follows: 
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                                         繋朕賃鎮 噺 布 血沈 結捲喧範に講沈盤月捲珍 髪 倦検珍 髪 健権珍匪飯朝珍退怠                            Equation 2.02 
 
where, (xj, yj, zj) = Position of jth atom in the unit cell coordinates 
              f = Scattering amplitude 
             h, k, l = Miller Indices which define reflecting plane 
 
Alongside the fraction of each phase in a sample, the area of diffraction peaks depends on the 
multiplicity of the reflections as well as the arrangement of atoms (and their associated densities) 
within the unit cell and any thermal motion (modelled by the thermal parameters). 
 
X-rays scatter by interacting with the electron density of a material. The scattering from an atom is 
the sum of the scattering from each electron within the atom. The X-ray scattered from an atom is 
the resultant wave from all its electrons and there is zero phase difference for the 
forward/backward scattering. As a result, the scattering factor is proportional to the number of 
electrons and there is a regular increase in the scattering amplitude with atomic weight. Hence, light 
atoms scatter weakly and are difficult to locate. Moreover, there is increasing destructive 
interference with larger scattering angle and as a result, there is a decrease of scattering amplitude 
with increasing 2．. Hence, powder patterns show weak lines at large 2．.4  
 
Peak positions depend on size and shape of the unit cell as well as systematic absences and 
macrostrain. Preferred orientation can limit the peaks seen and produce large variations in the 
intensity of peaks, hence, changing the appearance of the powder pattern. Preferred orientation 
occurs when crystallites in a powder sample tend to orient themselves in specific directions as per 
a preferred crystallographic plane. If the crystallites have plate or needle-like shapes as they are 
placed and pressed into a specimen holder, then it can be hard for them to have random 
orientations as they tend to lie flat on the surface. In sample like wires or metal sheets, preferred 
orientation usually occurs due to the manufacturing process.  
 
Several factors can affect the peak intensities in an X-ray powder diffraction pattern. Peak intensities 
are determined by the atomic number and positions of the atoms within the unit cell as well as their 
scattering power and the multiplicity of reflections observed.  Moreover, the form of the sample 
and the geometry of the instrument influence how the sample absorbs X-rays and hence, can affect 
the intensities. The decrease in the intensities of X-ay diffraction peaks at high 2． is due to the 
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Lorentz and polarisation factors. The polarisation factor depends on the angle of the intensity which 
electrons scatter and occurs because incident wave (beam) is unpolarised. It is dependent solely on 
reciprocal lattice coordinate and does not depend on how it is measured. The Lorentz factor is a 
geometric correction factor that accounts for how long a moving crystal stays in the diffracting 
position for any specific beam which is scattered. The various reciprocal lattice points correspond 
to different sets of diffracting planes in a crystal which in turn, have different geometries relative to 
the instrument. Hence, the Lorentz factor is dependent on the type of instrument used and it 
changes with the Bragg angle. It is normally combined with the polarisation factor to give Lorentz-
Polarisation factor. Furthermore, the temperature factor affects the intensities, whereby the 
thermal vibrations of atoms reduce the diffracted beam intensities while increasing background 
scatter. Additionally, specimen thickness affects the accuracy of peak positions and intensities while 
particle inhomogeneity and the polarization factor can change the diffraction intensities.5  
 
2.2.1.2 Generation of X-rays 
 
The X-ray tube generates X-rays where a beam of electrons is produced in a vacuum tube by 
thermionic emission from a tungsten filament. These electrons are then accelerated towards a 
target, usually copper, via a high voltage (20-60 kV) between the filament and the target. When the 
beam of electrons hits the target, X-rays are generated by two processes: A continuous band of 
white radiation (Bremsstrahlung) is emitted as the electrons decelerate in the electron cloud of the 
target metal. In addition, X-rays of specific wavelengths characteristic of the target metal are also 
produced. The white radiation spectrum has a maximum energy which is related to the incident 
radiation beam kinetic energy and carries on to lower energies.6,7 
When the electron beam energy is higher than a specific threshold value (the excitation potential) 
dependent on the metal anode, an extra set of discrete X-ray peaks is seen. This characteristic 
radiation contains discrete peaks with energies which are characteristic of the type of target 
material and are generated by a two-stage process: an electron coming from the filament hits an 
atom of the target and ejects a core electron. An electron found in a higher energy state falls to fill 
the lower energy vacant hole and emits an X-ray photon with energy equal to the difference 
between the upper and lower energy levels. Thus, the excitation potential for a material is the 
minimum energy required to eject the core electron. The characteristic lines in an atom's emission 
spectra are called K, L, M, ... and correspond respectively to transitions to orbitals with principle 
quantum numbers n = 1, 2, 3, .... When the two atomic energy levels have a difference of only one 
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ケ┌;ﾐデ┌ﾏ ﾉW┗Wﾉが デｴW デヴ;ﾐゲｷデｷﾗﾐゲ ;ヴW ü ﾉｷﾐWゲが aﾗヴ Wくｪくが ﾐ Э ヲ デﾗ ﾐ Э ヱく When the two orbitals are separated 









Figure 2.05. Electronic energy levels for a Cu atom 
 
All K lines (n = 1) occur due to loss of electrons in the n = 1 state. The n = 2 and higher energy levels 
(L, M, N, O) are split into ﾏ┌ﾉデｷヮﾉW WﾐWヴｪ┞ ﾉW┗Wﾉゲ ヴWゲ┌ﾉデｷﾐｪ ｷﾐ ゲヮﾉｷデデｷﾐｪ ﾗa デｴW ü ;ﾐS é デヴ;ﾐゲｷデｷﾗﾐゲく Tｴ┌ゲが 
the observed Cu Kü line can be resolved into separate wavelengths of Küヱ and Küヲ, with the Küヱ line 
being twice as intense as the Küヲ line. At low-energy resolution (lower scattering angle), the Kü 
wavelength is considered as a weighted average of the Küヱ and Küヲ lines. The Cu 2p orbitals energy 
levels splitting (L2 and L3) is very small (0.020 keV) and the two wavelengths Küヱ (1.5406 Å) and Küヲ 
(1.5443 Å) are very similar.6 In diffraction experiments, a monochromator (normally a germanium 
crystal) can be used to select the Küヱ radiation while a Ni filter can be employed to remove the Ké 
radiation. A high-resolution analysis of Cu Kü ゲヮWIデヴ;ﾉ ﾉｷﾐWゲ ゲｴﾗ┘ゲ デｴ;デ Hﾗデｴ デｴW ü1 ;ﾐS ü2 peaks are 
distinctly asymmetric. The de-excitation process where an outer 2p electron falls from its shell to fill 
the inner 1s electron shell is rapid but not enough to prevent double ionisation events, especially, 
the ejection of the initial 1s electron which can be accompanied by the loss of one of the 2s or 2p 
electrons originating from the energy levels L1, L2, or L3. This increased ionisation on the atom slightly 
changes the energy gap between the K and L levels, which then results in somewhat different 
wavelengths for the emitted X-ray photon (Figure 2.06).8  
K (1s)           n = 1 
L1 (2s) 
L2 (2p1/2)        n = 2 
L3 (2p3/2) 
M1 (3s) 








Figure 2.06. The peak asymmetry in the spectral distribution of the Cu Kü lines (red) and the dotted lines (coloured) 
representing individual spectral contributions to the total.8 
 
 
Figure 2.07. Schematic drawing of a powder X-ray diffractometer.9 
 
 
2.2.1.3 XRPD Instrumentation 
 
Samples were mounted on sample holders and rotated during data collection at a constant angular 
velocity and with a position sensitive detector which moves at double angular velocity around the 
sample so as to detect the diffracted X-rays (Figure 2.07). 
 
In this thesis, three types of X-ray diffractometers were used. The Bruker AXS D8 X-ray 
diffractometer was used for phase identification, sample checks of 52 mins each and for high quality 
scans for full characterisation for Chapter 5 (12 hour) and Chapter 6 (1.5 hours) on bulk sample 
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holders. When the Rigaku Miniflex was installed, it was used for 1-hour sample checks and for high 
quality scans for full characterisation for Chapter 3 (1.5 hours) and Chapter 5 and 6 (1.5-2 hours) on 
zero background sample holders. The Panalytical Empyrean diffractometer was used for high quality 
scans for full characterisation for Chapter 4 (12 hours) on a zero-background sample holder. Variable 
temperature (VT)-XRPD data were also collected on the Panalytical Empyrean diffractometer which 
was connected to an Oxford Cryosystems PheniX closed circuit refrigerator (CCR) cryostat.10 These 
instruments are discussed below along with the sample preparation. 
 
2.2.1.3.1 Bruker AXS D8 
 
 
The Bruker AXS D8 X-ray diffractometer was used for both sample checks and to obtain high quality 
sample data. It has an X-ray source of a mixture of C┌Kü1っKü2 radiation with wavelength of 1.54187 伽. The X-ray generator usually operates at 40 kV and 40 mA. The monochromatic X-rays go through 
a slit with a 6 mm aperture and through an anti-scatter tube which is attached to a fixed Soller slit 
and at last through a v6 variable divergence slit. The Soller slits (2.5°) minimise axial divergence, 
asymmetric broadening and peak shifts. The detector is a Våntec. The data collected was usually 
between 5-70 ェ ヲ勘 ┘ｷデｴ ; ゲデWヮ ゲｷ┣W ﾗa ヰくヰヱヴΑ ェ ヲ勘 ﾗ┗Wヴ ; ヮWヴｷﾗS ﾗa ┌ゲ┌ally 52 mins for sample checks 
;ﾐS ヱヲ ｴﾗ┌ヴゲ aﾗヴ ｴｷｪｴ ケ┌;ﾉｷデ┞ S;デ;が ﾗﾐ ; ﾐﾗヴﾏ;ﾉ ゲ;ﾏヮﾉW ｴﾗﾉSWヴく けBヴ┌ﾆWヴ AX“ぎ X‘D Cﾗﾏﾏ;ﾐSWヴげ 
software was used to manipulate the diffractometer and the EVA software was used to analyse the 
data for impurities by comparing with other powder diffraction patterns on file (ICDD PDF2).11,12  
 
2.2.1.3.2 Rigaku Miniflex 
 
 
The Rigaku Miniflex diffractometer was used for both sample checks and to obtain high quality 
sample data. It has an X-ray source of a mixture of C┌Kü1っKü2 radiation with wavelength of 1.54187 伽. The X-ray generator usually operates at 600 W, 40 kV and 15 mA. The monochromatic X-rays go 
through a 1.25° divergence slit, fixed 13 mm scattering slit, fixed 13 mm receiving slit, a Ni Ké filter 
and a 5.0° Soller slit. The detector is a D/teX Ultra which is a high-speed silicon strip detector which 
creates fast high resolution diffraction pattern and has an NaI scintillator. It has a sample changer 
stage which allows samples to change after the measurement is finished to the next programmed 
one. The data collected was usually between 5-90 ェ ヲ勘 ┘ｷデｴ ; ゲデWヮ ゲｷ┣W ﾗa ヰくヰヱヴΑ ェ ヲ勘 ﾗ┗Wヴ ; ヮWヴｷﾗS 
of usually 1 hour for sample checks and 1.5-2.0 hours for high quality sample data on a zero 
background Si sample holder with Vaseline to help hold the sample.  
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2.2.1.3.3 Panalytical Empyrean 
 
 
The Panalytical Empyrean diffractometer was used for high quality data. It has an X-ray source of 
C┌Kü1 radiation with wavelength of 1.54060 伽. The X-ray generator usually operates at 40 kV and 
40 mA. The monochromatic X-rays go through a 0.5° divergence slit, monochromator, fixed 
scattering slit, a Ni foil Ké filter and a 2.5° Soller slit.  The detector is a XげCWﾉWヴ;デﾗヴ ヱD “ｷ ゲデヴｷヮ SWデWIデﾗヴ 
which produces very high resolution diffraction patterns. The data collected was usually between 5-
80ェ ヲ勘 ┘ｷデｴ ; ゲデWヮ ゲｷ┣W ﾗa ヰくヰヱヶΑェ ヲ勘 ﾗ┗Wヴ ; ヮWヴｷﾗS ﾗa ┌ゲ┌;ﾉﾉ┞ ヱヲ ｴﾗ┌ヴゲく This instrument was mostly 
used for VT-XRPD data measurements. The diffractometer was connected to an Oxford Cryosystem 
PheniX closed circuit refrigerator cryostat.10 This modification allowed diffraction patterns to be 
measured from 12-300 K. The samples were sprinkled onto a Vaseline coated zero background Si 
sample holder which screws into the base of the PheniX. A liquid helium compressor cools the 
sample from the bottom of the sample holder which in turn is surrounded by an inner heat shield 
assembly. The data collected was usually between 5-90 ェ ヲ勘 ┘ｷデｴ ; ゲデWヮ ゲｷ┣W ﾗa ヰくヰヱヶΑェ ヲ勘 ;デ ; デｷﾏW 
per step of 179.705 and at a temperature range of 12-300 K.  
 
2.2.1.4 Sample preparation 
 
 
Zero background Si sample holders were used for most measurements. These are cut along the (1, 
1, 1) Si plane which is systematically absent in a diffraction pattern to minimise the background 
scattering in the pattern. A small amount of Vaseline is applied to the surface of the zero background 
Si sample holder. The sample is then poured on a 100-mesh sieve and sifted through onto the 
sample holder. Once the desired region is covered, the sample holder is tapped gently on its side to 
remove any loose powder from the surface. For VT-XRPD measurements, in addition of the Vaseline, 
heat conductive grease was used to hold the slide onto the sample holder.  
 
2.2.2.0 Neutron Powder Diffraction  
 
Neutron diffraction is a powerful analysis technique which uses the interference of a neutron flux 
encountering nuclei in atoms. The electron density of the atoms is not a limiting factor, meaning 
that elements with similar Z (and therefore distinguishable by X-ray scattering) can give good 
contrast in neutron scattering experiments. Neutrons have similar wavelengths to atomic spacings; 
this allows diffraction measurements to be made. When a neutron interacts with an atom, this 
interaction is weak meaning that, unlike other techniques (XRPD and electron microscopy), the 
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entire sample is penetrated and not only the surface layers. Neutrons are spin ½ particles, thus have 
a magnetic dipole moment which can interact with unpaired electrons and nuclei and they get 
scattered. Since magnetic properties rely on unpaired electrons, this phenomenon makes neutrons 
useful for investigating magnetic ordering in materials. If there is long range magnetic order in a 
sample, Bragg peaks will appear in the same way as for long range order of atomic nuclei. If the 
magnetic unit cell is the same as the atomic unit cell, these peaks will be found at the same d-
spacings, otherwise, the magnetic unit cell will be a supercell of the atomic cell. 
 
Neutrons have no charge and their electric dipole moments are either zero or are too small. They 
can penetrate matter better than charged particles and they interact with atoms though nuclear 
forces which are short ranged. Hence, neutrons see matter as not dense due to the size of the 
nucleus and as a result, they can travel long distances through most materials and not get scattered. 
Hence, there is an irregular variation of neutron scattering amplitude with atomic weight and the 
scattering length is mostly positive but can have negative values. Neutrons are scattered by nuclei 
and by any magnetic moments in a sample. The scattering is isotropic since the range of the nuclear 
interaction bWデ┘WWﾐ デｴW ﾐW┌デヴﾗﾐ ;ﾐS デｴW ﾐ┌IﾉW┌ゲ ｷゲ ┗Wヴ┞ ゲﾏ;ﾉﾉ ┘ｴWﾐ Iﾗﾏヮ;ヴWS ┘ｷデｴ デｴW ﾐW┌デヴﾗﾐげゲ 
wavelength, hence, the nucleus looks like a point scatterer. Neutron scattering amplitude shows no 
angular dependence with 2． as nuclei are point scattering centres.13,14 
 
Since the neutron scattering lengths differ randomly across the periodic table, it is feasible to 
differentiate between ions with similar numbers of electrons whereas in X-ray scattering, the beam 
which is incident is scattered by the electrons, causing the scattering power to be proportional to 
the atomic number. The information obtained from neutron diffraction measurements can hence, 
differentiate better between atoms which are close in atomic number and study lighter atoms 
among heavier ones. Moreover, it can easily identify ions with low electron counts which is invisible 
to X-rays, or O2- in the presence of high atomic number ions which is beneficial for studying 
oxychalcogenides. Since the cross-section of magnetic scattering and nuclear scattering have the 
same magnitude, they can be measured at the same time. 
 




 2.2.2.1.1 Spallation sources 
 
Particle accelerators eject high energy protons which hit a heavy metal target and make pulsed 
neutron sources. In this spallation process, each proton creates around 30 neutrons giving high 
neutron flux for diffraction experiments. In time of flight (t.o.f) neutron diffraction experiments, 
rather than selecting only neutrons of specific wavelength, a range of neutron energies 
(wavelengths) are used and detected at their different arrival times. The wavelength is dependent 
ﾗﾐ デｴW ﾐW┌デヴﾗﾐゲげ ゲヮWWSゲ ;ゲ ゲｴﾗ┘ﾐ ｷﾐ デｴW SW BヴﾗｪﾉｷW relationship: 
                                                                              膏 噺 朕陳塚                                                      Equation 2.04 
 Where, h = Planck's constant  
               m = Mass of neutron 
 
Therefore, neutrons having different speeds and different de Broglie wavelengths will arrive at the 
sample or detector at different times. The diffracted radiation which comes to the detector is 
separated according to the time taken for the neutron to travel from the source to the detector and 
hence, wavelength. 勘 ｷゲ aｷ┝WS ;ﾐS ゜ ;ﾐS d ;ヴW ┗;ヴｷWS ┘ｴｷﾉW ｷﾐ X‘PDが ゜ ｷゲ aｷ┝WS ;ﾐS 勘 ;ﾐS d are varied. 
Spallation sources give high neutron flux which allows data to be recorded quickly. 
 
At ISIS, when a high intensity beam of 800 MeV protons is fired at a tungsten target, neutrons are 
produced. These neutrons are then moderated and carried down beamlines to different sample 
positions. There are two target stations at ISIS: TS1, which has 25 instruments and TS2, which has 
11 instruments including WISH. The neutron beam is carried from the target to WISH via a ballistic 
supermirror guide, which is elliptical in both the horizontal and vertical planes.15 The low repetition 
ヴ;デW ﾗa T“ヲ ﾏ;ﾆWゲ デｴW さﾐ;デ┌ヴ;ﾉざ H;ﾐS┘ｷSデｴ ふΓくヴ Åぶ ﾗa WI“H ｴｷｪｴWヴ デｴ;ﾐ ;ﾐ┞ ﾗデｴWヴ Sｷaaヴ;IデﾗﾏWデWヴ ;デ 
pulsed sources.16 Data collected for powder diffraction experiments in an extensive angular range 
can be focused in either a single histogram or in a few histograms and the data reduction is done 
using the Mantid software.16 
 
NPD data of Pr2O2Fe2OSe2 were collected at ISIS using the WISH (Wide angle In a Single Histogram) 
instrument with support from instrument scientists Dr Pascal Manuel and Dr Laurent Chapon. WISH 
is a long-wavelength diffractometer, built mainly for time of flight (t.o.f) powder diffraction at long 
d-spacing in large and magnetic unit cells.15 It comprises of a dedicated solid-methane moderator 
with an optimal frequency of 10Hz.16 It has an arrangement of 10 detector panels, with 1520 position 
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sensitive detector tubes, which covers an angular range of 320°. These are orientated in two semi-
cylindrical annuli around the position of a central sample at 2.2 m. The high resolution data covers 
a d-spacing range of 0.7に17 Å with a single frame bandwidth of 8 Å.15 WISH has a tunable resolution, 
due to five sets of piezoelectric slits which permit control of the incident beam divergence 
independently in the vertical and horizontal directions, to allow the deliverance of high-quality data 
in a broad Q range. Moreover, WISH has choppers, including double-discs and single-disc, which are 
used to choose bandwidths and avoid the overlapping of frames. Any standard sample environment 
kits, such as cryostats, furnaces, sub-Kelvin inserts, and pressure cells can be used on WISH.16 
  
 2.2.2.1.2 Reactor sources 
 
Each atom of Uranium-235 (U-235) contains 92 protons and 143 neutrons in the nucleus. This 
arrangement of particles is rather unstable and if the nucleus is excited by an external source, it can 
disintegrate. When a U-235 nucleus absorbs an extra neutron, it swiftly breaks into two parts by 
fission. When the nuclear reactor starts, uranium nuclei split and give out two or three neutrons and 
heat. The neutrons will then hit other uranium atoms triggering them to split and give out more 
neutrons and heat. This creates the likelihood for a chain reaction to occur. Nuclear reactors are 
designed to endure an ongoing fission chain reaction, producing a stable flow of neutrons which are 
generated by the heavy nuclei fission. They are comprised of specially designed solid uranium fuel, 
coolant to transfer the heat from the core, control elements to control the rate of fissions in the 
uranium nuclei, structural materials and the moderator. Since U-235 nuclei do not easily absorb high 
energy neutrons emitted during fission, the moderator, usually water, decelerates the neutrons 
through elastic scattering until a thermal equilibrium between the water and the neutrons is 
reached.17 
For this thesis, NPD data of La2O2Fe2OS2 were collected at Institut Laue-Langevin, Grenoble using 
the D20 instrument with support from instrument scientist Dr Emma Suard. D20 is a very high 
intensity diffractometer with a 2-axis and has a large microstrip detector. This detector gives a very 
regular response and extremely stable and high counting rates. This instrument offers the possibility 
of real-time experiments on tiny samples because of its very high neutron flux. The D20 is very 
compatible with the Rietveld refinement method. The high resolution over a wide range of positions 
(1536 positions) covers a scattering range of 153.6° which can be recorded in seconds and can be 
obtained as a function of temperature. The beam of neutrons used came from the reactor hall H11 
and went through a highly oriented pyrolyptic graphite (002) monochromator. The wavelength of 
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the beam used was 2.41 Å and デｴW S;デ; ┘WヴW IﾗﾉﾉWIデWS ﾗ┗Wヴ ; ヮWヴｷﾗS ﾗa бヱヲ ｴが ﾗ┗Wヴ ; ヲ． ヴ;ﾐｪW ﾗa 5-
130°. The variable monochromator has a take-ﾗaa ;ﾐｪﾉW ﾗa ┌ヮ デﾗ ヱヲヰェ ;ﾐS ;┌ｪﾏWﾐデゲ デｴW ｷﾐゲデヴ┌ﾏWﾐデげゲ 
flexibility.18  
 
The temperature was controlled using an Orange cryostat.18 The sample was put in an 8 mm 
diameter cylindrical vanadium can sample holder to a height of 4 cm (Figure 2.08).  Vanadium has a 
large incoherent cross section and a small coherent scattering length, hence, the vanadium can has 
a constant input to the background only. Consequently, no sample holder Bragg reflections were 
seen and all reflections seen came from the sample. Firstly, a 30 minute scan was done at 168 K. 5 
mins scans were then performed on cooling at 2 K intervals, followed by a 40 mins scan at 1.8 K. 
Rietveld refinements of the data were performed using TopasAcademic software.19 The 
diffractometer zero point and neutron wavelength were kept fixed to known values from previous 
work. For each refinement, a background, lattice cell parameters, atomic positions and a pseudo-
Voight peak shape were refined. TopasAcademic allows the user to input refinements of both the 
nuclear-only and magnetic-only phases and the unit cell parameters of the magnetic-only phase 
were forced to be integer multiples of those of the nuclear-only phase.  
 
 





2.2.3 Rietveld refinement  
 
Conventional crystal structure determination is usually done by single crystal experiment, 
measuring Bragg reflection intensities and solving the structure by Patterson function amongst 
others. Sometimes, making single crystals may not be feasible. If powder diffraction experiments 
are performed on the material and integrated intensities are extracted, the peaks will overlap and 
information will be lost.  Rietveld refinement quantitatively find out the amount of phases in the 
sample and the size of crystallites in the samples. The Rietveld method is not a structure solution 
method but a structure refinement one. We need to have enough information about the crystal 
structure of our target material so that we can obtain a partial diffraction pattern. Rietveld 
refinement methods fit a model to experimental data, hence, we can expect several false minima 
and diverging solutions. Therefore, initially, we must refine the most important variables and then 
refine the others little by little until we get a correct solution.20 
 
VTo perform the refinement, we need high quality data from the diffraction pattern, a structural 
model which is feasible physically and chemically, and appropriate peak and background functions. 
To get high quality data we need to consider calibrating the instrument, small specimen error, good 
counting statistics, required step size, sample transparency, how rough the surface is, any preferred 
orientation and the size of the particles.20 Information about crystal structures can be found on 
websites, databases and papers. If nothing is found, similar structural materials should be looked 
for or the cell could be indexed, and direct methods or ab-initio calculations could be attempted. 
 
The Rietveld method was introduced by H.M. Rietveld in 1967, where each step scanned intensity 
in a powder diffraction pattern was used as data point.21 The method was originally made for 
constant wavelength neutron diffraction but was later used for X-ray diffraction and time-of-flight 
neutron diffraction. The Rietveld method compares observed and calculated diffraction patterns, 
provided that the peak intensities were collected at equal angular step sizes. The calculated peak 
positions and peak sizes are dependent on a theoretical model which contains numerous 
structural/positional and instrumental parameters such as height error, unit cell parameters, space 
group, atomic positions, temperature factors and peak shape function. Once the calculated pattern 
is obtained, least-ゲケ┌;ヴWゲ ヴWaｷﾐWﾏWﾐデゲ ﾗa デｴW ﾏﾗSWﾉ ;ヴW デｴWﾐ ヮWヴaﾗヴﾏWS ┌ﾐデｷﾉ ; けHWゲデ aｷデげ ┘ｷデｴ デｴW 
ﾗHゲWヴ┗WS ヮ;デデWヴﾐ ｷゲ ;デデ;ｷﾐWS ﾗ┗Wヴ デｴW WﾐデｷヴW ヲ勘 ヴ;ﾐｪWく Iﾐ デｴｷゲ デｴWゲｷゲが Tﾗヮ;ゲAI;SWﾏｷI was used for 
this least squares refinement or Rietveld.19  
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Rietveld said that for any given refinement, a best-fit is needed which is the best least-squares fit 
that fits all the observed intensities at the same time.21 The calculated summation of all the data 
points, Sy, is given by:  
                                                                  嫌槻 噺 布 拳沈盤検沈 伐 検頂日匪態沈                                        Equation 2.05 
Where, wi = 1 / yi, 
              yi = Observed intensity at the ith step  
             yci = Calculated intensity at the ith step.  
 
In Rietveld refinement, the intensity at individual point in the diffraction pattern is calculated by the 
following expression: 
                                                          検沈頂 噺 検沈長 髪 府 布 罫沈入椎 荊賃賃椎                                     Equation 2.06    
 
where, Yic = Intensity calculated at point i in the powder diffraction pattern 
             Yib = Intensity for the background at point i 
             Gik = Value of the normalised peak profile function, G, at point I for reflection k.  
             ik = Bragg intensity for kth reflection 
             ぞP = Summation happens over all phases, p, contributing to the respective point 
             ぞk = Summation happens over all reflections, k, contributing to the respective point. 
 
We can also refine parameters about a single sample to find a preferred orientation or about a 
ﾏｷ┝WS ヮｴ;ゲW ゲ;ﾏヮﾉW デﾗ aｷﾐS W;Iｴ ヮｴ;ゲWげゲ ヮヴﾗヮﾗヴデｷﾗﾐく WW I;ﾐ ﾆﾐﾗ┘ ┘ｴWデｴWヴ デｴW aｷデ ｷゲ ｪﾗﾗS ﾗヴ ﾐﾗデ 
by looking at the difference in the pattern, Rwp, which is decreased during least-squares or other 







                                           検頂沈 噺 嫌 冨 詣賃】繋賃】態剛岫に肯沈 伐 に肯賃岻鶏賃畦賃 髪 検長沈                               Equation 2.07 
Where, s = scale factor 
              k = Miller indices, h, k, l for a Bragg reflection 
              Lk = Lorentz polarization and multiplicity factors 
              剛 = Reflection profile function  
              Fk = Structure factor for kth Bragg reflection 
             Pk = Preferred orientation function  
             A = Absorption function 
             Ybi = Background intensity at the ith step 
 
Several measured points in the pattern will show intensity contributions from overlapping 
reflections. The structure factor, Fhkl, quantifies the amount of light being scattered by a crystal; the 
arrangement of atoms in the unit cell scatters light weakly in some directions and strongly in other 
directions due to the type of interference produced by the waves. Hence, Fhkl is the summation of 
the scattering which happens over all the atoms in the cell.22 The intensity of the (h, k, l) reflections 
is proportional to the square modulus of the structure factor Fhkl as follows: 
                                          繋朕賃鎮 噺 布 血沈 結捲喧範に講沈盤月捲珍 髪 倦検珍 髪 健権珍匪飯朝珍退怠                                Equation 2.08 
 
where, (xj, yj, zj) = Position of jth atom in the unit cell coordinates 
              f = Scattering amplitude 
             h, k, l = Miller Indices which define reflecting plane 
 
In real crystals, the scattering intensity is changed by defects in the lattice structure. These cause 
local structural irregularities, especially in non-stoichiometric samples. Moreover, the thermal 
motion decreases the scattering intensity because of atomic vibrations moving the atoms away from 
their ideal in-plane positions, hence causing a disruption in the in-plane behaviour of their collective 
scattering. The structure factor correction reflected by a plane, hkl, is: 




Hence, for a unit cell, the structure factor is: 
        繋朕賃鎮 噺 布 決珍朝珍退怠 券珍 結捲喧 峙伐稽珍 鎚沈津鉄 提碇鉄 峩 結捲喧範に講沈盤月捲珍 髪 倦検珍 髪 健権珍匪飯                     Equation 2.10 
Where, nj = Occupation factor of jth atom which is 1 in a structure with no defects 
 
The scattered beam intensity at a specific point also depends on the multiplicity of the precise (h, k, 
l) reflection. Thus, for a particular (h, k, l) reflection in a given crystal symmetry class, there exists 
numerous equivalent planes diffracting at the same angle to give an enhanced intensity. 
 
The scale factor and the background are first refined. Then the zero-point correction and lattice 
parameters are refined. The peak profile coefficients refinements can also be refined. These permit 
exact Bragg reflections positions to be pin-pointed. The parameters are non-linear and therefore 
numerous refinement cycles are needed to get accurate data.  The atomic positions are then refined 
to find the nicest positioned atoms and the temperature factors are refined to define their thermal 
motion. Lastly, the peak shape functions are refined to refine any symmetry, anisotropic 
temperature factors and sample broadening effects.23  
 
The preferred orientation function is due to the propensity of certain types of crystallites to order 
in one specific way and is defined as: 
                                              鶏賃 噺 範罫態 髪 岫な 伐 罫態岻 結捲喧盤伐罫怠糠賃態匪飯                                 Equation 2.11 
Where, G1 and G2 = Refinable parameters 
              ük = Angle between assumed cylindrical symmetry and preferred orientation axis direction 
 
 
Since the intensities are compared at every point, it is important that the calculated profile 
accurately describes the shape of the Bragg reflections. The diffraction peak shape has both sample 
and instrument contributions. Gaussian and Lorentzian contribute to the peak shape and the full 
width at half maximum (FWHM), Hk, varies with scattering angle as follows: 
                                                 茎賃態 噺 戟 建欠券態 肯 髪 撃 建欠券 肯 髪 激                                       Equation 2.12 
Where, U, V and W = Refinable parameters which can account for peak broadening because of 




The least squares method is used to compare the calculated and observed patterns. The refinable 
parameters for any least squares refinement can be classified into two groups. The first group 
describes the structural parameters that define the unit cell contents and include all the overlapping 
temperature factors, occupancies and coordinates of individual atom. The second group consists of 
the profile parameters which describes the shape, position and FWHM of each single peak and 
contains the zero-point, profile scale factor, asymmetry, unit cell parameters, U, V, W, and preferred 
ﾗヴｷWﾐデ;デｷﾗﾐ IﾗヴヴWIデｷﾗﾐく TｴW けaｷデげ HWデ┘WWﾐ デｴW I;ﾉI┌ﾉ;デWS ;ﾐS ﾗHゲWヴ┗WS ヮヴﾗaｷﾉWゲ ﾏ┌ゲデ HW ;ゲゲWゲゲWS ;ﾐS 
this is done quantitatively using several reliability factors, Rprofile or Rp, Rexpected or Rexp and Rweighted profile 
or Rwp. The R-factors formulae are given by: 
 
                                                            迎諦 噺 などど 煩布 弁槻日任弐濡貸槻日迩尼如迩弁日 布 槻日任弐濡日 晩                                    Equation 2.13 
                                                            迎奪淡丹 噺 などど 煩 岫朝貸牒袋寵岻布 摘日盤槻日任弐濡匪鉄日 晩
怠 態斑
                               Equation 2.14 
                                                          迎歎丹 噺 などど 煩布 摘日弁槻日轍弐濡貸槻日迩尼如迩弁鉄日布 摘日盤槻日任弐濡匪鉄日 晩
怠 態斑
                          Equation 2.15 
Where, Rexp = Obtained from statistics of refinement 
               N = Number of observations 
               P = Number of refinable parameters 
               C = Number of constraints 
 
Mathematically, Rwp is most useful as the numerator is the remainder being kept at a minimum and 
hence, shows the progress of the refinements and is usually mentioned when showing a specific 
refinement fit. The chi-squared parameter, 2, is a measure of the complete fit and is also kept at a 
minimum during the refinement.   




For a fit to be successful, the Rwp should be close to Rexp statistically. However, 2 can be deceptive 
as it hinges on the data quality. A long scan will decrease Rexp by a lot making 2 exaggeratedly big 
and a shorter scan will increase Rexp and make 2 very small. We also need to have a good starting 
approximation to refine in an iterative process. In Rietveld refinement, we decrease the square of 
the difference between the diffraction pattern that we measure and the profile that we calculate 
based on the position of the reflections, their intensities and their shapes. Hence, we can obtain 
information about the unit cell parameters, whether our sample is single phase or mixed phase, size 
and shape of particles, atomic coordinates, bond lengths and vacancies. The peak intensities are 
affected by structure factors, absorption, temperature factor, multiplicity, Lorentz factor, 
Polarization factor, preferred orientation and Extinction coefficients. 
 
In all the samples discussed in this thesis, the following parameters were refined: background, zero 
error, a scale factor, unit cell parameters, volume, atomic positions, axial, a term to describe peak 
symmetry and 4 terms of Thompson-Cox Hastings pseudo-Voigt peak shape function (Appendix 
2.01). Since the VT-XRPD and neutron data gave lots of scans for each sample, the refinement of all 
these samples were done using multitopas, a FORTRAN routine for generating a DOS based batch 
program, in TopasAcademic.19 This process begins with a seed refinement (Appendix 2.02) which is 
written manually by running a usual refinement in TopasAcademic and copies the output to a new 
file which in turn is refined against the next set of data.24 This process carries on until the last data 
file has been refined. The multitopas batch file contains all the data filenames, list of files (Appendix 
2.03) and associated temperatures, fields and other parameters needed (Appendix 2.04). This 
process permits the refinements to be done sequentially. The refined parameters that we are 
interested in are automatically written to a .res file (Appendix 2.05) after each refinement is done 
and these can be easily plotted in Microsoft Excel to be studied. Since this process uses a structural 
model which comes from a refinement at a temperature that differs very slightly, the convergence 
time is decreased, and the occurrence of a false minimum is avoided. Pawley refinements were also 
used where the data on the cell contents was replaced by a list of reflections which are allowed for 
the space group looked at in question.25 These refinements also consisted of unit cell parameters 






2.2.4 X-ray Absorption Near Edge Structure  
 
 
X-ray absorption spectroscopy is an electronic spectroscopy technique and is used to find local 
structure in atoms. It can give information about atomic number, thermal motions of atoms 
surrounding the element being looked at, structure and structural disorder.  It can be used in 
materials which do not have any long range order. It has 2 parts: X-ray Absorption Near Edge 
Structure (XANES) and Extended X-ray Absorption Fine Structure (EXAFS).  
 
XANES is an element-specific analysis technique and is sensitive to local bonding. It shows the partial 
density of the empty states present in a molecule and is very good for measuring oxidation state as 
many edges of many elements show significant edge shifts with oxidation state. XANES directly 
probes the angular momentum of the unoccupied electronic states which may be bound, unbound, 
discrete, broad, atomic or molecular. Higher oxidation states mean the electron states are more 
tightly bound and they produce higher energy in XANES. In principle, oxidation states results should 
not vary for XPS and XAS. However, transition metal oxides with narrow levels in the valence band, 
can have different core-level energies for XPS and XAS because of differences in multiplet effects or 
selection rules.26 EXAFS gives information about interatomic distances, lattice dynamics and near 
neighbour coordination numbers. It is best for looking at details of the local structure around the 
absorbing cation. XAS corresponds to a core level-unoccupied orbital transition and it primarily 
reflects the electronic unoccupied states. EXAFS provides information on the local structure based 
on the results gathered from the interference in the single scattering process of the photoelectron 
which are scattered by surrounding atoms. 
 
When a core electron absorbs an X-ray photon, absorption occurs when the energy of the radiation 
is the same as the ionisation energy of that electron. The latter is kicked out of its core shell to an 
empty spot which is lower than the ionisation threshold (excitonic state or bound state) or to the 
continuum (unbound state) found above that threshold. This creates a hole which is filled with an 
electron coming from a higher energy state, thereby giving out energy. This energy can relax via 
exciting and emitting an electron from a higher energy state (Auger electron) or via X-ray 
fluorescence to give out a photon. For higher-energy excitation (e.g., for the K edges of elements 
with Z > 40), the hole relaxes via X-ray fluorescence. The X-ray fluorescence intensity is directly 
proportional to the X-ray absorption cross-section of the sample. However, in reality, when an X-ray 
beam is shone onto a material, various X-rays are produced (fluorescent X-ray from sample, 
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background X-ray from sample scattering). Hence, detectors which selectively differentiate the 
background radiation from the data information are used.26 
 
When an X-ray beam is transmitted through a sample of thickness x, attenuation occurs, and the 
absorption cross-section is:   
                                                                                       健券 彫轍彫 噺 航岫継岻捲                                  Equation 2.17 
Where, I0 = Incident beam intensity 
              I = Transmitted beam intensity 
              x = Thickness 
              µ(E)x = Absorption cross-section 
 
The spectrum obtained shows that when the beam of scanning X-ray hits the absorption edge, 
transmittance diminishes. Transmission mode is the most common method used as long as the 
samples are as single crystal or homogenous powders. The sample thickness is usually adjusted to 
1-2 absorption length but for samples that have several components, the weighted average cross-
section can be used: 
                                                                   航岫継岻 噺 デ 航沈拳建ガ件津沈退怠                            Equation 2.18 
 
XAS spectrum has 4 main parts: the pre-edge, the absorption edge (big jump at 0 eV), the near-edge 
(XANES) (0-50 eV) and the post edge (EXAFS) (Figure 2.09). The pre-edge can give information about 
the ligand-field, centrosymmetry and spin-state. The pre-edge is usually used to normalise the data 
although it contains weak transitions originating from bound states. This metal K-pre-edge comes 
from the 1s to 3d transitions, provided the 3d orbital is not full, even though the dipole selection 
rules forbids it. This transition is seen because of the mixing of 3d to 4p orbitals and direct 
quadrupolar coupling. The greater the 3d to 4f mixing, the bigger the 1s to 3d transition. Hence, the 
molecular geometric properties of the absorption sites can be analysed. Different core electrons 
have specific binding energies. An edge occurs when a core electron absorbs energy which is the 
same or greater than its binding energy and the edges are labelled according to the principle 
quantum number from which the core electron comes (for e.g., n = 1 is K-edge, n = 2 is L-edge).  
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An element can exhibit numerous absorption edges. The absorption edge sometimes gives a sharp 
intense peak called a white line. The absorption edge can give information about the geometric 
structure, ligand arrangement, charge on the metal centre and metal-ligand overlap. XANES is 
sensitive to oxidation states. Atoms with big oxidation states need more X-rays to excite its core 
electron as the nucleus is not much shielded and the effective charge is greater. Hence, as the 
oxidation-state of an atom increases, so does the energy of the absorption edge. Moreover, the 
edge can be seen as a continuum resonance, which is a short-lived excitation process where a core 
electron is excited into a higher energy state, usually higher than the continuum. The bigger the 
oxidation state, the shorter the bond length is and the bigger the edge energies are. Therefore, the 
absorption edge is affected by oxidation state, coordination number, geometry, covalency, pre-edge 
shape and energy. The XANES region is very sensitive to small variations in the structure.26 
 
XAS can be used to find the structure of a molecule depending on the way the photoelectrons 
influence the radiation intensity when they scatter. In the XANES region (low energy), neighbouring 
atoms are close to the centre atom as well as to each other. Hence, the electrons that get excited 
can bounce between the neighbouring atoms before they strike the absorbed atom. This is multiple 
scattering in XANES and it is very sensitive. It gives information about spatial arrangement, bond 
angles and orientations relative to one another. The difference in energy range between XANES (5-
150 eV) and EXAFS (150-2000 eV) can be explained by comparing the photoelectron wavelength and 
the interatomic distance of photoabsorber-backscatterer pair:      
                                                         継賃沈津勅痛沈頂 噺 月懸 伐 継長沈津鳥沈津直 噺 朕鉄賃に態陳 噺 替訂鉄朕に態陳膏に                    Equation 2.19 
 
Hence, at high energy, wavelength is smaller than interatomic distances and the EXAFS region is 
associated with single scattering, while al low energy, wavelength is bigger than the interatomic 





Figure 2.09 Schematic diagram of X-ray absorption edge 
 
In this thesis, the samples were mixed thoroughly with PVP according to Absorbix27 and pressed into 
pellets to get a uniform surface. The pellets were then measured on B18 at Diamond Light Source 
with the help of Prof Alan Chadwick and Dr Silvia Ramos through the BAG. B18 is a general purpose 
XAS instrument and consists of I18 and I20 which provide a range of energy (2-35 keV). The beamline 
has 3 main optical components: The focusing mirror, a double crystal monochromator which is 
cooled by water and a collimating mirror. The collimating mirror is made up of Si and is water-
cooled. The vertical mirror has Cr and Pt stripes coatings which measure from 2-35 keV.  Similarly, 
the double toroidal focusing mirror is coated with Cr and Pt and is kept fixed at all times. The 
monochromator is kept fixed and is able to do rapid scans. It consists of Si (1, 1, 1) and Si (3, 1, 1) 
which can permit lower and higher energy ranges to be used. Lastly, two smaller plane mirrors are 
put in the beam path when low energies are used (< 11 keV). The measurements can be done in 
either transmission or fluorescence. In the fluorescence mode, the Ge solid-state detector is put 
perpendicular to the X-ray beam at the sample while in transmission mode, there are three ion 
chambers which are located along the path of the X-ray beam so as to have information about the 
beam intensity before and after the sample and after the reference.  
 
The XANES analysis was performed in Athena which is part of the Demeter software suite.28 The 
data was normalised by modelling the pre-edge line and post-edge line. The pre-edge line was then 
subtracted from the data and multiplied by the difference between the pre-edge and post-edge line 
at the absorption edge step. A k-weighting was applied to the data by multiplying the signal with 
the wavenumber as a power of the weighting, for e.g., a k-weight of 2 means that the signal is 
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multiplied by 16 at a wavenumber of 4 Å.  The R-space was also plotted to fit specific coordination 
shells.  
2.2.5 X-ray Photoelectron Spectroscopy 
 
 
X-ray photoelectron spectroscopy (XPS) is a non-destructive technique which can be used to tell 
what elements are present on the surface of the samples and how much, information about local 
HﾗﾐSｷﾐｪ ﾗa ;デﾗﾏゲ ;ﾐS デｴW SWﾐゲｷデ┞ ﾗa WﾉWIデヴﾗﾐｷI ゲデ;デWゲく Iデ ｷゲ ゲWﾐゲｷデｷ┗W デﾗ ﾏ;デWヴｷ;ﾉゲげ ゲ┌ヴa;IWゲ ;ﾐS ｷゲ 
used to find the constituent components in a sample. During the process, the sample is irradiated 
with monoenergetic Al Kü X-rays and the electrons get excited to several energy levels of the atom. 
These electrons get ejected with a specific kinetic energy. Because the electronic energy levels are 
quantised, the binding energy for each energy level is exclusive, hence, giving off characteristic 
peaks for specific atoms. These spectral peaks I;ﾐ HW ﾏ;デIｴWS デﾗ デｴW WﾉWIデヴﾗﾐゲげ WﾉWIデヴﾗﾐｷI 
configuration within the atom such as 1s, 2s, 2p, and so on. The number of electrons which are seen 
in each characteristic peak is proportional to the amount of the element present in the XPS sample 
volume. For a given photon energy, the kinetic energy can be measured when the electrons are 
emitted, and the binding energy can be calculated by: 
                                                              継長沈津鳥沈津直 噺 継椎朕墜痛墜津 伐 岫継賃沈津勅痛沈頂 髪 も岻              Equation 2.20 
┘ｴWヴWが ど Э Work function 
 
This information and the number of electrons striking the detector can help find out the relative 
composition of the species in the sample. Since, the energy levels for different compounds are 
different, different peaks will give different oxidation states and hence, we can figure out specific 
compounds or species in a sample. It is possible that other electron types may be detected by XPS 
such as Auger electrons. These are secondary electrons.  When a core electron is emitted, a higher-
energy electron will come and take its place, releasing energy as photon in the process which is 
equal to the difference between the energy levels. During this process, it is possible for the photon 
to excite and eject an Auger electron. A typical XPS plot shows the number of electrons detected 
against their binding energy.  
 
The chamber must always be kept in an ultra-high vacuum and low pressures are needed. The 
chemical state (local bonding environment) of an atom is affected by numerous things such as its 
bonding hybridization with its nearest-neighbour atom and between the atom and its next-nearest 
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neighbour, its formal oxidation state and what its nearest-neighbour atom is. Hence, chemical shifts 
can give information about the chemical state. The value of chemical shift is dependent upon how 
much the electron bond is polarised between the nearest neighbour atoms. A specific chemical shift 
represents the difference in binding energy values of an explicit chemical state against that of the 
element in its standard state. It is a quantitative technique since the chemical environment of the 
atom and the cross-section for a photoelectron emission are independent of each other. 
 
In this thesis, the XPS measurements were done by our collaborator Dr Robert Palgrave, at UCL. The 
samples were put on carbon studs which were stuck to a metal slab (Figure 2.10). 
 
 
Figure 2.10 Samples prepared for XPS analysis. 
2.2.6 SQUID Magnetometry  
 
The Quantum Design Magnetic Property Measurement System (MPMS) consists of a 
superconducting detection coil, the superconducting quantum interference device (SQUID) and a 
superconducting magnet. The prepared sample is then put at the bottom of a rod and lowered into 
the sample chamber which is maintained at a low pressure and surrounded with liquid helium as 
low temperatures are needed. The detecting coil is a second order gradiometer and is placed outside 
デｴW ゲ;ﾏヮﾉW Iﾗﾏヮ;ヴデﾏWﾐデ ｷﾐ ; ┘;┞ デｴ;デ デｴW ゲ;ﾏヮﾉWげゲ ﾏ;ｪﾐWデｷI aｷWﾉS IﾗﾏHｷﾐWゲ ｷﾐS┌Iデｷ┗Wﾉ┞ デﾗ デｴW Iﾗｷﾉゲ 
as the sample is moved through them. The coil is linked to the SQUID by superconducting wires 
which permit the current coming from the coils to couple, through induction, to the SQUID sensor. 
The output voltage recorded is proportional to the amount of current flowing in the input coil, 
hence, it is a very sensitive current-to-voltage converter. As the sample moves in the coils, an electric 
I┌ヴヴWﾐデ ｷゲ ｷﾐS┌IWS H┞ デｴW ゲ;ﾏヮﾉWげゲ ﾏ;ｪﾐWデｷI ﾏﾗﾏWﾐデ ｷﾐ デｴW SWデWIデｷﾗﾐ Iﾗｷﾉゲく TｴW SWデWIデｷﾗﾐ Iﾗｷﾉゲが 
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wires and SQUID form a closed superconducting loop and the slightest change in in the detection 
Iﾗｷﾉゲげ ﾏ;ｪﾐWデｷI aﾉ┌┝ I;┌ゲWゲ ; Iｴ;ﾐｪW ｷﾐ I┌ヴヴWﾐデ and hence, in the output voltage. Therefore, the 
output voltage of the SQUID is proportional to the current in the detecting coils while the current is 
ｷﾐ デ┌ヴﾐ ヮヴﾗヮﾗヴデｷﾗﾐ;ﾉ デﾗ デｴW ゲ;ﾏヮﾉWげゲ ﾏ;ｪﾐWデｷI ﾏﾗﾏWﾐデが デｴ┌ゲが I;┌ゲｷﾐｪ デｴW ﾗ┌デヮ┌デ ┗ﾗﾉデ;ｪW ﾗa デｴW 
SQUID to HW ヮヴﾗヮﾗヴデｷﾗﾐ;ﾉ デﾗ デｴW ゲ;ﾏヮﾉWげゲ ﾏ;ｪﾐWデｷI ﾏﾗﾏWﾐデく 
  
Superconducting Quantum Interference Device (SQUID) is among the most sensitive forms of 
magnetometry. It utilises a mixture of superconducting materials and Josephson junctions to 
measure magnetic fields together with resolutions up to 10-14 kG. The Josephson junction combines 
two superconductors via a small insulating slit via which superconducting electrons can go through 
(Figure 2.11).29に31 Any magnetic dipole (ferromagnetic or paramagnetic) creates a field of the order 
of: 
                                                                          稽待 噺 警 穴戴斑                                                    Equation 2.21 
Where, M = Dipole moment  
              d = Distance of the point on the field from the centre of the dipole. 
 
 
If d is fixed, the measured field tells us about the dipole moment and magnetisation or susceptibility.  
 
Figure 2.11 Schematic of the SQUID showing the Josephson junctions (in black), the superconductors (in grey) and the 
wires which connect to the output. 
 
The magnetic coil can operate in 2 modes: oscillate and hysteresis modes. In the oscillate mode, in 
each cycle, the magnetic field over give/under give the anticipated field in an alternate way with 
reducing amplitude. This diminishes the quantity of magnetic flux becoming dormant which is 
typical of a change of field in superconducting magnet. This mode permits very sensitive 
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measurements to be made quicker. In the hysteresis mode, the tenacious current switch is always 
left on, hence, the magnet is not run in persistent mode and the power supply forms a frequent part 
of the magnetic circuit. This mode is very useful for speedy magnetisation (M) against applied 
magnetic field (H) although large magnetisation is required. 
 
In zero field cooled (ZFC), the sample is first cooled to the desired temperature in the absence of 
any applied magnetic field and then data is collected while heating in the presence of a magnetic 
field. In field-cooled (FC), the sample is cooled to the desired temperature in the presence of any 
applied magnetic field and depending on the field-cooled measurements, the data is collected either 
during cooling (field-cooled cooling) or during warming (field-cooled warming). In the absence of an 
applied magnetic field, particles are randomly oriented and depending on the sample, when these 
particles are cooled, the magnetic domains are frozen and remain oriented. When a magnetic field 
is applied, any response will occur because of anisotropy of the particles as strong anisotropy 
increases at low temperatures and hence, the magnetic saturation field becomes huge. Additionally, 
when the sample is cooled in the presence of any applied magnetic field, the magnetic domains will 
align with the field and magnetic saturation is attained. ZFC and FC measurements can give 
information about superconducting properties, spin-glass behaviour and presence of exchange bias.  
 
 
TｴW HWｴ;┗ｷﾗ┌ヴ ﾗa デｴW ﾏ;ｪﾐWデｷI ゲヮWIｷaｷI ｴW;デ ﾗa ; けゲｷﾏヮﾉWげ ;ﾐデｷaWヴヴﾗﾏ;ｪﾐWデ aﾗI┌ゲゲｷﾐｪ ﾗﾐ デｴW ゲｷﾐｪ┌ﾉ;ヴ 
behaviour where the transition occurs, should closely match the shape of the function d(俤T)/dT, 
where ‐ is the magnetic susceptibility. The maximum obtained from the d(俤T)/dT v/s T plot, made 
by using magnetic data, is usually in good agreement with heat capacity data and hence, can be 
used to confirm the transition temperature, TN. Hence, the Fisher heat capacity can be used to 
determine heat capacity indirectly from magnetic susceptibility data. Moreover, the entropy 
associated with the magnetic transition can be calculated which can suggests the presence of short-
range correlations.32 
 
In this thesis, the samples were weighed (La2O2Fe2OSe2 = 0.0966g, La2O2Fe2OSe2 = 0.1021g, 
La2O2Fe1.5Co0.5OSe2 = 0.1060g and La2O2Fe1.9Ni0.1OSe2 = 0.1335g) and put in half of a gelatine capsule, 
with the other upturned half of the capsule holding the loose powder in place. They were then 
inserted in plastic straws in a way so that the samples would be in the centre of the pickup coils. 
Empty gelatine capsules were inserted into the straws to fill them up. The ends were sealed with 
special tape and holes were punctured in the straws taking care not to puncture the capsules (Figure 
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2.12). The data was collected on a Quantum Design SQUID Magnetometer which can collect data 
between 1.8 K and 400 K in a field strength of up to 5 Tesla. The data was collected on field-cooled 
and zero-field-cooled from 2 K to 300 K at 5 K minЪ1 in an applied magnetic field of 1000 Oe (for FC 
only) (Appendix 2.06). 
 
Figure 2.12 Picture of a sample ready for magnetometry measurements 
 
2.2.7 Physical Properties Measurement System 
 
Electrical resistivity is among the most sensitive indicators when the nature of chemical bonding is 
modified. As a rule, the electrical resistivity is inversely proportional to the carrier density and 
mobility. Whenever there is a modification in the nature of the chemical binding, the carrier density 
is changed which in turn changes the carrier mobility. There are many ways to measure electrical 
resistance and these depend on the contact resistance and the sample shape (crystal, thin film, 
crystallite). Two probes method can be used for higher resistive samples while four probes method 
can be used for low resistive samples, small samples and single crystals (Figure 2.13).33 
 
In the two-probe method (Figure 2.13a), the voltage drop and current through the sample are 
measured and the resistivity is calculated as follows: 
                                                                           貢 噺 蝶凋彫挑          or            貢 噺 眺凋挑                         Equation 2.22 
Where, V = Voltage 
              I = Current 
              A = Cross-sectional area of sample 
              L = Length of sample 
              R = Resistance 
 
 
This means that the resistivity of a material increases with cross-sectional area and decreases with 
length. However, the contact resistance can cause inaccurate resistance to be measured and these 




In the four-probe method (Figure 2.13b), the current goes though the outer contacts and the voltage 
is recorded across the inner contacts. The voltage drop and current through the sample are 
measured and the resistivity is calculated as: 
                                                                         貢 噺 蝶呑凋帖彫                                                        Equation 2.23 
 
This method is excellent for low and accurate electrical resistance measurements as the effects of 
contact resistance between the electrical contacts and sample are removed. Even though the 
contact and lead resistance are eliminated, the contact resistance can still produce an error if they 
are heated enough and hence, they should have a small resistance. Other errors that can occur are 




Figure 2.13 Electrical resistivity measurements by the (a) two probe method (b) four probe method.33 
 
 












                                                                                     倦 噺 畦結岾貼曇尼馴畷 峇                                 Equation 2.24 
 
Where, k = Rate constant 
              A = Pre-exponential constant related to the state of the reaction              
             Ea = Activation energy 
             R = Universal gas constant 
             T = Absolute temperature (K) 
 
It has been observed that in some materials, namely semiconductors, the temperature dependence 
deviates at low temperatures up to room temperature, signifying that there is a different conduction 
mechanism involved. The electronic conduction processes that are dominant occur in a much 
narrower energy band around the level of the chemical potential, where the electronic states in 
semiconductors within the gap are localised. Hence, the charge transportation needs a conduction 
mechanism through these localised states.36,37 According to the variable range hopping theory of 
Mott, for 3-D systems, when conduction between localised states near Fermi level, Ef, happens by 
hopping, the temperature, T, dependence of the resistivity is as follows:38 
                                                                       貢 噺 貢待結岾貸畷轍畷 峇迭填                                                       Equation 2.25 
 
Where, T = Absolute temperature (K) 
              T0 = Constant 
              貢 = Resistivity 
              貢待 = Prefactor 
 
This above equation includes the assumptions that the density of states is constant over the energy 
range of hopping. In variable range hopping, there is a strong relation between the level of hopping 
conductance and the concentration of localized states around the chemical potential. Variable range 
hopping is the main conductivity mechanism present in disordered media. Phonons stimulate 
tunnelling processes which allow electrons and holes to move through localised states. This 
mechanism is analogous to the impurity conductivity, which can be observed in heavily doped 
semiconductors at low temperatures. The density of states favours the hopping conductivity as it 
enhances the probability to hop from one site to another.39に42 Berkovits and Shklovskii suggested 
other possible hopping mechanisms based on delocalised tightly bound excitons. In this model, in 
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the strongly disordered regime, the behaviour of the numerous-level spectral statistics is explained 
as a manifestation of delocalised excitons which in turn suggests that the latter can substitute the 
phonons as an energy source for the hopping conductance.43,44 
 
In this thesis, the samples for PPMS measurements were annealed as 5 mm pellets in a furnace in 
sealed quartz tubes under vacuum and cut into small rectangles. These pellets were taken to the 
Materials Characterisation Laboratory at the ISIS Neutron Source where I was trained to do the 
measurements by Dr Gavin Stenning. The pellets were put on a puck and the contacts were glued 
onto the pellets using silver conductive paint (Figure 2.14). Their resistance as a function of 
temperature (2-300 K) was recorded. The instrument used was a Quantum Design PPMS-9.  
 
Figure 2.14 Puck with samples ready for electrical resistivity measurements 
 
2.2.8 Diffuse Reflectance Spectroscopy  
 
When light is shone on a powdered sample, it can be absorbed, transmitted or reflected. When the 
incident light is scattered back from where it came from, it gets reflected and the angle of incidence, 
．i, is the same as the angle of reflection, ．r (Figure 2.15). Absorption is when light is retained by the 
medium while transmission is when all the light goes through it.  
 




The reflected light becomes specular reflection at デｴW ゲ;ﾏヮﾉWげゲ ゲ┌ヴa;IW ┘ｴｷﾉW デｴW ヴWゲデ ｷゲ ヴWaヴ;IデWS ;ゲ 
it penetrates the sample where it gets scattered because of internal reflection, surface reflection 
from powder grains or recurrent refraction when it enters the sample (Figure 2.16). Some of the 
scattered light is ejected back into the air. As the diffuse reflected light is reflected or goes into the 
sample, it gets weaker if absorption happens and hence, a diffuse reflectance spectrum is obtained 
which is similar to the transmission spectrum. However, in parts of the sample where the absorption 
is strong, the majority of the diffuse reflected light in long light paths is absorbed and the ones from 
the short light paths are ejected back. Similarly, in weak absorption bands, some light from long light 
paths is not absorbed and instead is ejected back in air giving stronger peaks than the transmission 
spectrum. The resulting absorbed wavenumber positions are just like the ones in the transmission 
spectrum, but the relative intensity of the peaks is different since the weak peaks in transmission 
spectrum become stronger in the diffuse reflectance spectrum. Diffuse reflection is usually formed 
by a rough surface and if the latter is similar or bigger than the wavelength of incoming light, the 
rays will get scattered everywhere (Figure 2.16b). However, the law of reflection still applies but the 
angle changes. Perfectly diffused light has the same intensity everywhere.45 
 
Figure 2.16 (a) Specular reflection (b) diffuse reflection 
 
Kubelka-Munk showed that for an infinitely thick opaque layer, the diffuse reflectance for a specific 
wavelength is:46,47                                                        
                                                                                  迎著 噺 峙 彫彫轍峩痛 噺 怠貸謬 入入甜鉄濡怠袋謬 入入甜鉄濡                            Equation 2.26 
Where, R唔 = Absolute reflectance 
               K = Absorption coefficient 






For transmission into a sample with thickness d:47,48 
                                                                               荊 噺 荊待 結捲喧 岾伐紐倦岫倦 髪 に嫌岻穴峇                Equation 2.27 
When s = 0, we get the Beer-Lambert law.  
 
For specular reflection from single crystal, the Fresnel formula is:49,50                                  
                                                                               迎鎚椎 噺 峙 彫彫轍峩態 噺 岫津貸怠岻鉄袋津鉄懲鉄岫津袋怠岻鉄袋 津鉄懲鉄                 Equation 2.28 
Where, n = Refractive index 
               K Э ﾆ゜っヴヽn = Absorption index 
 
The above equation shows that when K gets bigger, Rsp gets larger which means that there is 
reflection at the absorption band due to crystal selectivity. Therefore, specular reflection (big for 
strong absorbing sample) and diffuse reflection (big for non-absorbing sample) are largely 
complementary.  
 
Equation 2.22 can be changed to give the Kubelka-Munk function, F (R唔): 
                                                                   繋岫迎著岻 噺 岫怠貸眺屯岻鉄態眺屯 噺 賃聴                                        Equation 2.29 
Where, R唔 = Absolute reflectance 
               k = Absorption coefficient 
               s = Scattering coefficient 
 
Light released into the air consists of specular reflection light and diffuse reflected light. For accurate 
diffuse reflectance spectrum, specular reflection light must be decreased and this is done by diluting 
the sample with a non-absorbing standard.45 When measuring diffuse reflectance, the sample 
distance, surface and spot size are important. Sample distance is important because it governs the 
amount of reflected light that is measured and since the percentage reflection depends on the 
standard to sample ratio, both at a precise distance, the alteration in the quantity of total light 
striking the detector would make the full spectrum and baseline shift. However, this can be rectified 
using a collimated beam. The spot size needs to be well chosen, especially if the sample is 
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inhomogeneous, as defects may be missed and if light is wasted, it can add to signal noise. If the 
sample has an irregular surface, it can affect the distance and the amount of light detected.  
 
In this thesis, an ocean optics DH-2000 UV-Vis light source with a Maya Pro 2000 spectrometer 
(range is 165 に 1100 nm) was used for the measurements. The samples to be analysed were mixed 
with NaCl (10 % by weight) thoroughly. The NaCl was dried in the furnace prior to using. They were 
then put in plastic cuvettes and a cuvette of just NaCl was used as a reference to check for 
deviations. The measurements were taken at an integration time of 900 ms, boxcar smoothing of 7, 
an average of 4 scans per sample and in the presence of a dark spectrum. Once the measurements 
were made and plots of intensity against wavelength were obtained, Kubelka-munk transformation 
was used to plot the data in terms of [F(R唔)*hv]2 as a function of energy (eV). The band gaps were 
calculated by extrapolating the linear part of the data at y = 0. 
11 
2.2.9 Scanning Electron Microscopy 
 
A scanning electron microscope (SEM) is a type of microscope which uses electrons rather than light 
so as to make an image. It is mainly used in medical areas to screen a large range of specimens. 
Scanning electron microscope is a non-destructive technique. 
 
A scanning electron microscope has a big field depth allowing at least one specimen to be focused 
at one time. Its resolution is better than that of a traditional microscope which means that 
specimens close together can be magnified much more. The level of magnification can be managed 
much more since scanning electron microscopy uses electromagnets rather than lenses.51 
Moreover, it uses a beam which is focused and comprises high energy electrons which releases an 
;ヴヴ;┞ ﾗa ゲｷｪﾐ;ﾉゲ ;デ デｴW ゲﾗﾉｷS ゲ;ﾏヮﾉWゲげ ゲ┌ヴa;IWゲく “ｷｪﾐ;ﾉゲ Iﾗﾏｷﾐｪ aヴﾗﾏ デｴW ｷﾐデWヴ;Iデｷﾗﾐゲ HWデ┘WWﾐ デｴW 
electron and the sample give data about the sample such as morphology, chemical composition, 
Iヴ┞ゲデ;ﾉﾉｷﾐｷデ┞ ;ﾐS デｴW ヮ;ヴデｷIﾉWゲげ ヮﾗゲｷデｷﾗﾐ ｷﾐ デｴW ゲ;ﾏヮﾉWく Nﾗヴﾏ;ﾉﾉ┞が デｴW S;デ; ﾏW;ゲ┌ヴWS ﾗ┗Wヴ ; ┌ﾐｷケ┌W 
sample surface area gives out a two-dimensional image showing spatial changes in these properties.  
SEM can image areas ranging from 1 cm to 5 microns, can magnify from 20-30,000 X and has a 
spatial resolution of 50-100 nm. It can also analyse unique areas on the sample, which is crucial in 
qualitative and semi-quantitative analysis of the chemical composition, crystallinity and the crystal 
position. The same materials can be analysed numerous times. The gathering of data is rapid and is 
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produced in digital formats. Scanning electron microscopes possess at least one detector and the 
potential of an instrument depends on its detector. 
 
The sample to be analysed by SEM needs to be prepared with care because SEM uses vacuum 
conditions and electrons. The sample preparation can be minimal or complicated and this depends 
on the nature of the sample and what information is required. Minimal preparation means fitting 
the solid sample into the SEM chamber and preventing a build-up of charge on electrically insulating 
samples. Water needs to be removed from the sample as it would vapourise under vacuum. Metals 
conduct electricity and hence, need minimal preparation. On the other hand, non-metals do not 
conduct electricity and need to be made conductive by laying a thin layer of a conductive substance 
on the surface of the sample. This is performed by sputter coater. In the sputter coater, the sample 
is inserted inside a small vacuum chamber. The argon gas has an electron removed by an electric 
field to produce positive argon ions which are attracted towards a negatively charged gold foil where 
they dislocate gold atoms from its surface. These gold atoms drop and rest onto the top of the 
sample to produce a thin gold coating.51 
 
TｴW ゲ;ﾏヮﾉW ｷゲ ｷﾐゲWヴデWS ｷﾐ デｴW Iﾗﾉ┌ﾏﾐ ﾗa デｴW ｷﾐゲデヴ┌ﾏWﾐデげゲ ┗;I┌┌ﾏ デｴヴﾗ┌ｪｴ ; Sﾗﾗヴ ┘ｴｷIｴ ｷゲ ;ｷヴ-tight. 
Air is pumped out of the column and an electron gun found at the top, shoots an electron beam at 
the top of the microscope. This beam of electrons moves downwards through the microscope in the 
electromagnetic fields, and electromagnetic lenses focus the electrons to a very narrow spot. The 
scanning coils located beneath the magnetic lenses move the focused beam backwards and 
forwards and row by row across the specimen. The beam smashes into the sample and electrons 
and X-rays are ejected. Some of the ejected X-rays are of a characteristic nature which is crucial for 
elemental analysis while the others are of continuum nature. The electrons that are ejected include 
backscattered electrons which are needed for imaging the samples and showing fast phase 
discrimination in multiphase samples, diffracted backscattered electrons which are needed for 
structure determination and position, and secondary electrons which give SEM images and show 
morphology and topography on samples. Backscattered electrons come from a greater region of the 
sample and are caused by collisions of electrons with atoms. Secondary electrons are emitted by 
atoms found on the surface or near the surface of the sample when the electron beam and the 
atoms in the sample interact. Elements of higher atomic mass appear brighter than those with lower 
atomic mass in backscattered electron images compared to secondary electron images as scattering 
is proportional to atomic number and hence, contrast gives information on composition. These X-
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rays are collected in detectors where they are converted into signals which are then relayed to a 
screen to give a final image (Figure 2.17). 
 
The SEM instrument used in this project was a Hitachi S-3OON. The samples were pressed into 
pellets and stuck on a carbon stud. An overall backscattered electrons image for each sample was 
taken to get an idea of the homogeneity of the sample. Each sample was divided into 10 sites and 
energy dispersive X-rays spectra were collected on each site at 10 different points. 
 
Figure 2.17. Schematic diagram showing inner arrangement of a scanning electron microscope.51 
 
2.2.10 Energy Dispersive X-ray microanalysis 
 
Energy-dispersive X-ray microanalysis (EDX) is an analytical technique which is used for elemental 
analysis of a sample. It relies on the fact that each element has a specific atomic structure and X-
rays that are characteristic to such an atomic structure can be identified uniquely. Elements from 
atomic number 4 to 92 can be detected, although not all instruments can detect light elements 




In EDX, when a high energy electron beam of charged particles hits a sample, it excites an electron 
in an inner shell, ejecting it and thus creating an electron hole in its place. An electron found in an 
outer higher binding energy electron level falls into the hole to fill it and an X-ray is emitted with the 
energy corresponding to the difference between the higher-energy shell and the lower energy 
shell.  The characteristic X-ray energies emitted for elements will usually vary from element to 
element with only some spectral peaks overlapping owing to the quantisation of electron energy 
levels. Therefore, if the energy of the X-rays can be measured, the elements found in the sample 
can be determined. If the conditions of the instrument are monitored with care, the concentrations 
of the elements can also be found. The excitation source is the normal electron beam of a SEM and 
the sample is effectively the X-ray source anode. 
The three main components of a typical EDX system are the X-ray detector, the pulse processor 
which records voltage pulses corresponding to the energies of the X-ray, and a computer. The 
detector is placed so as to catch X-rays released from the sample. When the X-rays go inside the 
detector, a small current is produced, which is changed into a voltage pulse. The size of the voltage 
pulse is proportional to the X-ray energy. The computer measures the voltage pulses over a length 
of time and plots them in the form of a histogram which shows a spectrum of the energies of the X-
ray which were measured. By scrutinizing the spectrum, the elements present can be calculated.52  
 
The first thing to do in quantitative analysis in SEM is to get homogenous standards for each element 
that has been found in the qualitative analysis. Both the standards and the sample must be polished 
aﾉ;デく TｴWﾐが デｴW ゲ;ﾏヮﾉWげゲ ;ﾐS デｴW ゲデ;ﾐS;ヴSゲげ X-ray spectrum containing the elements that have been 
identified in the sample must be obtained at the same dead-time, resolution, calibration, beam 
current and energy and spectrometer take-off angle. Continuum X-ray background signal must be 
taken out from the spectra of the standards and of the sample so that the intensities which were 
measured contain just the characteristic signal.  
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La2O2Fe2OSe2 crystallises in the I4/mmm space group [a = 4.0788(2) Å, c = 18.648(2) Å] (Figure 3.01) 
and consists of fluorite-like (La2O2)2+ layers and anti-CuO2 type (Fe2O)2- layers, separated by Se2- ions.  
The La4O tetrahedra are edge-shared, where the La3+ is in a square antiprismatic coordination with 
the oxygen and the Se atoms. In the (Fe2O)2- layers, the transition metal is in a distorted octahedron 
arrangement with the Fe atoms coordinated to two axial O2- ions and 4 equatorial Se2- ions.1   
 
La2O2Fe2OSe2 has been reported to be a semiconductor and a Mott insulator and exhibits 
antiferromagnetic (AFM) ordering at low temperatures.1,2 La2O2Fe2OSe2 has a 2-k magnetic structure 
(Figure 3.01b) with some 2D-Ising like character and surprisingly weak exchange interactions, 
consistent with some localization and band narrowing.2,3 The Fe material could be considered as an 
intermediate between the Mn and Co analogues. La2O2Mn2OSe2 is the least electronegative so 
nearest neighbour J1 interactions dominate (AFM1 checkerboard arrangement) while La2O2Co2OSe2 
is the most electronegative so next-nearest neighbour Jヲげ interactions dominate.4 
 
Doping Mn2+ onto the Fe2+ sites in Ln2O2Fe2-xMnxOSe2 (Ln = La, Nd) led to a gradual increase in unit 
cell parameters a and c with increasing Mn content due to the bigger ionic radius of Mn2+ (0.830 Å) 
compared to Fe2+ (0.780 Å).5 The electrical resistivity increases with Mn doping in La2O2Fe2-
xMnxOSe2, consistent with increased cell volume (and decreased overlap); increased conductivity is 
observed with Nd analogues in agreement with this in Nd2O2Fe2-xMnxOSe2 (0 г x г ヰ.5) when 
compared to La2O2Fe2-xMnxOSe2.They all show semiconducting behaviour. Doping Mn2+ onto the 
Fe2+ sites in La2O2Fe2-xMnxOSe2 creates an atomic disorder which lowers the AFM transition 
temperature and the intermediate alloys display a rich magnetic phase diagram which occurs 
because of the principal interactions competing in the (Fe/Mn)2OSe2 layer.6,7 In La2O2FeMnOSe2, 
direct interaction AFM J3 dominates (similar to J1 on Figure 3.01b) leading to c-type AFM ordering 
below TN = 168 K.4,8 Doping Mn2+ onto the Fe2+ sites in Nd2O2Fe2-xMnxOSe2 removes the AFM 
transition TN. Paramagnetic behaviour dominates at low Mn doping concentration while 




              
Figure 3.01 (a) Crystal structure of La2O2Fe2OSe2. La atoms are in pink, Fe atoms are in blue, O atoms are in red and Se 
atoms are in yellow. (b) 2-k magnetic structure 
 
Recent theoretical studies focusing on the Mott insulating character of La2O2Fe2OSe2 (in contrast to 
the poor metallic parent phases to Fe-based superconductors) suggest that either by applying 
pressure or by electron doping, La2O2Fe2OQ2 (Q = S, Se) might undergo a Mott transition to a metallic 
state in which the AFM order is suppressed.9,10 
 
The aims of this work are to electron dope La2O2Fe2OSe2 by substituting Co2+/Ni2+ ions onto the Fe 
site and to investigate the resulting changes in structure and physical properties.11に13  
 
This chapter deals with the synthesis and properties of La2O2Fe2-xMxOSe2 (M = Co, Ni) series of 
compounds, focusing on their structures, magnetic properties and conductivity. Structures were 
characterised using X-ray powder diffraction (XRPD) complemented by Rietveld refinement, SQUID 










3.2.1.1 Synthesis and Structural characterisation  
 
La2O2Fe2OSe2 was prepared from stoichiometric amounts of La2O3 (Sigma-Aldrich, 99.99%), Fe (Alfa-
Aesar, 99+%) and Se (Sigma-Aldrich, 99.5+%) as discussed in Chapter 2.1. The starting reagents were 
weighed in a 1:2:2 ratio and ground using a mortar and pestle in the glovebox. The mixture was then 
pressed into a 5 mm pellet and placed in a quartz tube. The latter was then sealed under vacuum 
and heated in a furnace at the following conditions:  ramped to 600°C at 1°C/min and dwelled for 
12 hours, ramped to 800°C at 0.5°C/min and dwelled for 1 hour, ramped to 1000°C at 1°C/min and 
dwelled for 12 hours. The furnace was then allowed to cool to room temperature. The mixture was 
reground, resealed and reheated at the same temperature conditions to ensure crystalline 
materials. This synthesis gave a highly crystalline sample containing 3.99 ± 0.39 % LaFeO3 impurity 
phase (Figure 3.02). Search and match software (EVA software) was used to compare diffraction 
patterns with a database of patterns (ICDD PDF2) for reported structures to identify impurity phases 
including LaFeO3.14 Rietveld refinement (using TopasAcademic software) allowed the phase fraction 
to be refined and it indicated 3.99 ± 0.39 % LaFeO3 by mass.15,16 The purity of the sample, confirmed 
by Scanning Electron Microscopy-Energy Dispersive X-ray (SEM-EDX) (Appendix 3.01), suggested 
La2Fe1.56±0.14Se1.68±0.17 (normalised to La). 
 
3.2.1.2 X-ray powder diffraction 
 
The resulting black pellet was then analysed by in-house X-ray powder diffraction (Figure 3.02). The 
amorphous background seen between 5° and 20° was due to air scattering of the X-rays. A small 
impurity phase of LaFeO3 was present in the sample. The refinement was performed as described 
in Chapter 2.2.2. The only deviations applied to the refinement were a 12th order Chebychev 
polynomial function which was employed to fit the background and 2 atomic positions: z coordinates 
for La and Se of the main phase. The Rwp for the refinement was 6.83 %, the 俤2 was 2.12. Data for 




Data is in good agreement with literature. The c cell parameter value from the parent compound 
differs from literature, probably due to the LaFeO3 impurity.  
 
Figure 3.02 Rietveld refinement profiles for La2O2Fe2OSe2 using room temperature XRPD data. Rwp is 6.83 %, Rp is 5.29 % 
and 俤2 is 2.12. The observed data is in black, calculated data is in red and the difference is in grey. The blue vertical tick 
marks show the predicted peak positions for La2O2Fe2OSe2 (96.01 ± 0.39%) and the black ones show those for LaFeO3 
(3.99 ± 0.39%). 
 
Table 3.01 Data for room temperature Rietveld refinement for La2O2Fe2OSe2 together with single crystal values 
from the literature and La2O2Co2OSe2 for comparison. 
 
 
La2O2Fe2OSe2  Mayer et al1 La2O2Co2OSe217 
Space group I4/mmm I4/mmm I4/mmm 
a cell parameter (Å) 4.085161(6) 4.0788(2) 4.0697(8) 
c cell parameter (Å) 18.585159(7) 18.648(2) 18.419(4) 
Volume (Å3) 310.159(3) 310.24 305.06(10) 
La z coordinate (c) 0.18465(1) 0.18445(5)  








Variable temperature X-ray powder diffraction (VT-XRPD) data was collected to follow the unit cell 
parameters on cooling. Refinements were carried out as for the room temperature data but with 
the peak shape terms fixed. Sequential Rietveld refinements showed a smooth decrease in cell 
parameters on cooling with a more rapid decrease in c around 90 K and very little changes in crystal 


















































a cell parameter v/s T
 
 
























c cell parameter v/s T
 
 




















Figure 3.03 (a) a cell parameter (b) c cell parameter (c) unit cell volume against temperature for La2O2Fe2OSe2. Data is 






3.2.1.4 SQUID Magnetometry 
 
Field-cooled (FC) and zero-field-cooled (ZFC) magnetic susceptibility measurements were 
performed on the sample in an applied magnetic field of 1000 Oe, collected on warming from 2 K-
300 K at 2 K intervals/ at 5 K min-1.  
 
Figure 3.04 俤m against temperature. ZFC (red) and FC (blue) data for La2O2Fe2OSe2. 
 








































There is a broad local maximum at around 90 K, due to low dimensional, 2D order above TN which 
is consistent with literature. Moreover, there is AFM ordering below 90 K.1,3,18 Hence, TN is more 
clearly observed in d俤T/dT plot (Figure 3.05). There is no Curie-Weiss like behaviour up to 300 K and 
this could be due to short range order within the Fe2O layers. The feature in the susceptibility at low 
temperature (Figure 3.04) suggests trace amounts of paramagnetic impurity phases.20 
 
3.2.1.5 Conductivity measurements 
 
Conductivity measurements were conducted on La2O2Fe2OSe2 as described in Chapter 2.2.7. 
Resistance was collected as the pellet was cooled from room temperature to 2 K in a cryostat with 
readings taken at every 1 K. Temperature readings down to 140 K are shown as any readings below 
that are unstable due to the sample being too resistive. 
 
Figure 3.06 Resistivity against temperature. Data is shown in blue 

























Figure 3.07 ln resistivity vs TЪ1/3 showing linearity with T. Data is shown in red and trendline in black. 
 
The exponential increase in resistivity with decreasing temperature indicates semiconducting 
behaviour (Figure 3.06) which is consistent with literature.1,2 The resistivity behaviour at high and 
low temperatures could not be properly explained using the thermally activated model (Appendix 
3.04). However, two-dimensional variable range hopping (2D-VRH) There is a linear behaviour in the 
ln resistivity vs TЪ1/3 plot (Figure 3.07). 7,21,22 This shows that between 146 K > T > 300 K, the 2D-VRH 
is obeyed as ヾ = ヾ0 exp(T0/T)1/3 where, ヾ0 and T0 are prefactors, giving them values of 3.33 x 10-13 and 





La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2) was prepared from stoichiometric amounts of La2O3 (Sigma-Aldrich, 
99.99%), Fe (Alfa-Aesar, 99+%), Se (Sigma-Aldrich, 99.5+%) and Co (Sigma-Aldrich, 99.9%) using the 
method described in 3.2.1.1.  
 
3.2.2.2 X-ray powder diffraction 
 
The resulting black pellets were then analysed by Rietveld refinement (Figure 3.08). The amorphous 
background seen between 5° and 20° was due to air scattering of the X-rays. A small impurity phase 

















ln resistivity v/s T-1/3 
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of LaFeO3 was present in the samples. The refinement was performed as described in 3.2.1.2. Data 
























Figure 3.08 Rietveld refinement profiles for La2O2Fe2-xCoxOSe2 ふヰ г ┝ г ヰくヲぶ ┌ゲｷﾐｪ ヴﾗﾗﾏ デWﾏヮWヴ;デ┌ヴW X‘PD S;デ; ふ;ぶ ┝ = 0.02 
(b) x = 0.05 (c) x = 0.1 and (d) x = 0.2. The observed data is in black, the calculated data is in red and the difference is in 
grey. The blue vertical tick marks show the predicted peak positions for La2O2Fe2OSe2 and the black tick marks show those 

















































































 x = 0.02 
LaFeO3 = 3.12 ± 0.58 % 
2勘 
x = 0.05 
LaFeO3 = 4.30 ± 0.36 % 
2勘 
2勘 
x = 0.10 
LaFeO3 = 7.02 ± 0.36 % 
x = 0.20 




Table 3.02 Data for room temperature Rietveld refinement for La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2). 32 parameters 















La2O2Fe2-xCoxOSe2 with higher cobalt content (x > 0.2) were also synthesised but they did not 
produce high-purity samples and had other impurities (La2O2Se and Fe2O3) in addition to LaFeO3.  









X = 0  X = 0.02  X = 0.05  X = 0.10  X = 0.20 





















Volume (Å3) 310.159 (3) 310.141 (4) 310.230 (7) 310.096 (0) 309.453 (1) 
La z coordinate 
(c) 
0.18465 (1) 0.18487 (0) 0.18481 (9) 0.18463 (0) 0.18459 (1) 
Se z coordinate 
(c) 
0.09756 (7) 0.09813 (7) 0.09728 (4) 0.09756 (5) 0.09750 (7) 
Rwp (%) 6.83 6.46 5.59 5.63 6.60 
俤2 2.60 2.54 2.20 2.18 2.72 
LaFeO3 (%) 3.99 ± 0.39 3.12 ± 0.58 4.30 ± 0.36 7.02 ± 0.36 4.37 ± 1.33 
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Figure 3.09 Overlay of room temperature XRPD data for La2O2Fe2-xCoxOSe2 x=0 (black, bottom) to x=0.2 (pink, top). La2O2Fe2OSe2 is in black, La2O2Fe1.98Co0.02OSe2 is 
in red, La2O2Fe1.95Co0.05OSe2 is in blue La2O2Fe1.9Co0.1OSe2 is in green and La2O2Fe1.8Co0.2OSe2 is in pink. * denotes the impurity phase LaFeO3. р denotes the peaks 







Figure 3.10 (a) Unit cell parameter a (red), (b) unit cell parameter c (values reported here are in light green and Mayer 
value in green) and (c) volume (values reported here are in light purple and Mayer value in purple) as a function of x for 
La2O2Fe2-xCoxOSe2 determined from Rietveld refinements using room temperature XRPD data. Error bars in blue. 
 










































































There are very little other changes in structure with dopant level (Appendix 3.05). The overall trend 
is slight decrease in unit cell volume with increasing Co content (Figure 3.10c), consistent with the 
ionic radii of Fe2+ (0.780 Å) and Co2+ ions (0.745 Å).5 Room temperature unit cell parameters for 
La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2) are in agreement with those of La2O2Fe2OSe2 and are bigger than 
those of La2O2Co2OSe2 as predicted.23 The change in c cell parameter with dopant level was larger 
than that for the a cell parameter (by 0.34%). There is a limited solid solution, with x = 0.02 being 
デｴW ﾉｷﾏｷデが ;ゲ ゲWWﾐ H┞ VWｪ;ヴSげゲ ﾉ;┘ even though the end members are isostructural.24  
3.2.2.3 Variable temperature X-ray powder diffraction 
 
Figure 3.11 (a) a cell parameter (b) c cell parameter (c) unit cell volume against temperature for La2O2Fe2OSe2 (red) and 

































































Following the same method as outlined for La2O2Fe2OSe2 in section 3.2.1.3. Sequential refinements 
using variable temperature XRPD data were carried out for La2O2Fe1.8Co0.2OSe2. La2O2Fe1.8Co0.2OSe2 
behaves similarly to La2O2Fe2OSe2 with a smooth decrease in cell parameters on cooling and little 
changes in structure. The more rapid decrease in c for T<TN is less pronounced for x = 0.2 (Figure 
3.11b) than for the undoped material. 
 
3.2.2.4 SQUID Magnetometry 
 
Field-cooled (FC) and zero-field-cooled (ZFC) magnetic susceptibility measurements were 
performed on La2O2Fe1.8Co0.2OSe2 in an applied magnetic field of 1000 Oe, collected on warming 
from 2 K-300 K at 2 K intervals at 5 K min-1. Magnetization against applied magnetic field 
measurements were also performed at 300 K and 10 K. From the d俤T/dT plots, the transition 
temperature slightly increases slightly from 90 K to 94 K when La2O2Fe2-xCoxOSe2 is doped with 0.2 
Co. 
 





























Figure 3.13 ‐m against temperature. ZFC (red) and FC (blue) data for La2O2Fe1.8Co0.2OSe2. 
 




An overall backscattered secondary electrons image for each sample was taken at a magnification 
between X44-X71 to get an idea of the homogeneity of the sample. An example is given in Appendix 
3.08. From the backscattered images and spectra, all the samples were fairly homogenous. For x = 
0.02 and x = 0.05, most of the sites had La2O3 impurities. The average composition from all the 
normal points, assuming oxygen content and normalizing the data with respect to La, is 
La2O2Fe1.95±0.08Co0.05±0.03OSe2 for La2O2Fe1.98Co0.02OSe2, La2O2Fe1.93±0.12Co0.07±0.02OSe2 for 
La2O2Fe1.95Co0.05OSe2, La2O2Fe1.91±0.18Co0.09±0.04OSe2 for La2O2Fe1.9Co0.1OSe2 and 










































3.2.2.6 Conductivity measurements 
 
Conductivity measurements were conducted on all the doped samples except for 
La2O2Fe1.95Co0.05OSe2. The sintered polished pellets had density between 2.063-4.017 g cm-3 (Table 
3.03), which were 32.4-62.8 % of the theoretical densities. Resistance measurements were collected 
as the pellets cooled from room temperature to 2 K in a cryostat with readings taken at every 1 K.  
 
Figure 3.15 Measure of Resistivity (Ohm.m) as a function of temperature for different Co doping in La2O2Fe2-xCoxOSe2. 
La2O2Fe2OSe2 (RKO024a) is in red, La2O2Fe1.98Co0.02OSe2 (RKO024b) is in blue, La2O2Fe1.9Co0.1OSe2 (RKO024d) is in yellow 
and La2O2Fe1.8Co0.2OSe2 (RKO024e) is in green. 
 
 
Figure 3.16 Arrhenius plot ln ヾ vs TЪ1/3 showing linearity with T for all samples except for x=0.02. La2O2Fe2OSe2 (RKO024a) 
is in red, La2O2Fe1.98Co0.02OSe2 (RKO024b) is in blue, La2O2Fe1.9Co0.1OSe2 (RKO024d) is in yellow and La2O2Fe1.8Co0.2OSe2 
(RKO024e) is in green. The trendlines are shown in black. 
 
The exponential increase with decreasing temperature for all the samples indicates semiconducting 
behaviour (Figure 3.15). The resistivity behaviour of all the samples at all temperatures could not be 
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very well explained using the thermally activated model (appendix 3.09), although the resistivity 
behaviour of x = 0.02 could be explained using that model at high temperatures. Two-dimensional 
variable range hopping (2D-VRH) could be used to describe the resistivity behaviour at all 
temperatures for all the samples except x = 0.02, where the model was used at low temperatures. 
They showed a linear behaviour in the ln resistivity vs TЪ1/3 plot (Figure 3.16). The values of ヾ0 and T0 
are given in table 3.03 together with the activation energy value of La2O2Fe1.98Co0.02OSe2 calculated 
from the slope (Appendix 3.09).  
 
Table 3.03 Resistivity and Activation energy data for La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2). 
 
X 0 0.02 0.1 0.2 
2D-VRH 
T < 130 K 
Thermally activated 
T > 200 K 
ʌ0 3.33 x 10-13 4.25 x 10-17  - 1.93 x 10-14 4.03 x 10-13 
T0 5.64 x 106 8.30 x 106 - 7.61 x 106 7.41 x 106 
Ea (eV) - - 0.1619 ± 0.002 - - 










La2O2Fe2-xNixOSe2 (0 г x г ヰ.1) was prepared from stoichiometric amounts of La2O3 (Sigma-Aldrich, 
99.99%), Fe (Alfa-Aesar, 99+%), Se (Sigma-Aldrich, 99.5+%) and Ni (Alfa-Aesar, 99.5%) using the 
method described in 3.1.1.  
 
3.2.3.2 X-ray powder diffraction 
 
 
The resulting black pellets were then analysed by Rietveld refinement (Figure 3.17). The amorphous 
background seen between 5° and 20° was due to air scattering of the X-rays. A small impurity phase 
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of LaFeO3 was present in the samples. The refinement was performed as described in 3.2.1.2. Data 






Figure 3.17 Rietveld refinement profiles for La2O2Fe2-xNixOSe2 (0 г x г ヰ.1) using room temperature XRPD data (a) x = 0.02 
(b) x = 0.05 (c) x = 0.07 and (d) x = 0.1. The observed data is in black, the calculated data is in red and the difference is in 
grey. The blue vertical tick marks show the predicted peak positions for La2O2Fe2OSe2, the black tick marks show those for 
LaFeO3, the green tick marks show those for La4O4Se3 or La4O4Se2 or NiSe2 and the pink tick marks show those for NiSeO3.  





















































































x = 0.02 
x = 0.05 
x = 0.07 
x = 0.10 
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Table 3.04 Data for room temperature Rietveld refinement for La2O2Fe2-xNixOSe2 (0 г x г ヰ.1). 32 parameters 



















La2O2Fe2-xNixOSe2 with higher nickel content (x > 0.1) were also synthesised but they did not produce 
high-purity samples and the main phases were La4O4Se3 and LaFeO3.  The samples were then 





La2O2Fe2-xNixOSe2 X = 0  X = 0.02  X = 0.05 X = 0.07 X = 0.10  





















Volume (Å3) 310.159 (3) 310.755 (4) 310.598 (4) 310.717 (5) 310.558 (6) 
La z coordinate 
(c) 
0.18465 (1) 0.18494 (8) 0.18474 (7) 0.18490 (0) 0.18474 (1) 
Se z coordinate 
(c) 
0.09756 (7) 0.09733 (3) 0.09722 (2) 0.09711 (6) 0.09777 (7) 
Rwp (%) 6.83 5.79 5.29 6.19 6.48 
俤2 2.60 2.43 2.24 2.52 2.50 








LaFeO3 (%) 3.99 ± 0.39 3.31 ± 0.24 4.42 ± 1.24 5.80 ± 0.25 7.65 ± 1.15 
La4O4Se3 (%) - 2.08 ± 0.14 - - 2.37 ± 0.20 
La4O4Se2 (%) - - 1.04 ± 0.08 - - 
NiSe2 (%) - - - 4.89 ± 0.66 - 






   
Figure 3.18 Overlay of room temperature XRPD data for La2O2Fe2-xNixOSe2 x=0 (black, bottom) to x=0.1 (pink, top). La2O2Fe2OSe2 
(RKO024a) is in black, La2O2Fe1.98Ni0.02OSe2 (RKO026g) is in red, La2O2Fe1.95Ni0.05OSe2 (RKO026b) is in blue, La2O2Fe1.93Ni0.07OSe2 
(RKO026i) is in green and La2O2Fe1.9Ni0.1OSe2 (RKO026c) is in pink. * denotes the impurity phase LaFeO3, р for  La4O4Se3, o for 






Figure 3.19 (a) Unit cell parameter a (red), (b) unit cell parameter c (values reported here are in light green and Mayer 
value in green) and (c) volume (values reported here are in light purple and Mayer value in purple) as a function of x for 
La2O2Fe2-xNixOSe2 determined from Rietveld refinements using room temperature XRPD data. Error bars in blue. 
 




































































There are very few other changes in structure with dopant level (Appendix 3.10). Analysis from XRPD 
indicates no systematic change in unit cell parameters with Ni doping suggesting that none enters 
the main phase. The change in c cell parameter with dopant level is larger than that for a cell 
parameter (by 0.22%). Ni impurity phases are only observed in La2O2Fe1.93Ni0.07OSe2. 
3.2.3.3 Variable temperature X-ray powder diffraction 
 
 
Figure 3.20 (a) a cell parameter (b) c cell parameter (c) unit cell volume against temperature for La2O2Fe2OSe2 (red), 






































































Following the same method as outlined for La2O2Fe2OSe2 and La2O2Fe2-xCoxOSe2 in Chapter 3.2.1.3 
and 3.2.2.3, sequential refinements using variable temperature XRPD data were carried out for 
La2O2Fe1.98Ni0.02OSe2. La2O2Fe1.98Ni0.02OSe2 behaves similarly to La2O2Fe2OSe2 with a smooth decrease 
in cell parameters on cooling and little changes in structure. The more rapid decrease in c for T<TN 
is similar for the Ni-doped and undoped materials. (Figure 3.20b).  
 
3.2.3.4 SQUID Magnetometry 
 
Field-cooled (FC) and zero-field-cooled (ZFC) magnetic susceptibility measurements were 
performed on La2O2Fe1.9Ni0.1OSe2 in an applied magnetic field of 1000 Oe, collected on warming 
from 2 K-300 K at 2 K intervals at 5 K min-1. Magnetization against applied magnetic field 
measurements were also performed at 300 K and at 10 K. From the d俤T/dT plots, the transition 
temperature remains unchanged when La2O2Fe2-xNixOSe2 is doped with 0.1 Ni, which is consistent 
with no Ni entering the main phase. 
 


































Figure 3.22 ‐m against temperature. ZFC (red) and FC (blue) data for La2O2Fe1.9Ni0.1OSe2. 
 
Figure 3.23 d鰐T/dT against temperature. ZFC (red) and FC (blue) data for La2O2Fe1.9Ni0.1OSe2 
 
 
In Figure 3.21, the magnetization at 300 K and 10 K show straight line behaviour crossing the origin 
indicating absence of any ferromagnetic components, for e.g., any unreacted Fe, Ni reagents or 
ferromagnetic impurities. The AFM transition temperature stays the same when La2O2Fe2OSe2 is 




An overall backscattered secondary electrons image for each sample was taken at a magnification 



































3.08. From the backscattered image and spectra, all the samples were fairly homogenous. For x = 
0.05 and x = 0.1, most of the sites had La2O3 impurities. The average composition from all the normal 
points, assuming oxygen content and normalizing the data with respect to La, is 
La2O2Fe1.99±0.18Ni0.01±0.01OSe2 for La2O2Fe1.98Ni0.02OSe2, La2O2Fe1.98±0.14Ni0.02±0.02OSe2 for 
La2O2Fe1.95Ni0.05OSe2, La2O2Fe1.95±0.15Ni0.05±0.04OSe2 for La2O2Fe1.93Ni0.07OSe2 and 
La2O2Fe1.93±0.22Ni0.07±0.04OSe2 for La2O2Fe1.9Ni0.1OSe2. 
 
3.2.3.6 Conductivity measurements 
 
Conductivity measurements were conducted on all the doped samples except for 
La2O2Fe1.93Ni0.07OSe2. The sintered polished pellets had density between 4.010-4.319 gcm-3, which 
were 63.0-67.9 % of the theoretical densities. Resistance measurements were collected as the 
pellets cooled from room temperature to 2 K in a cryostat with readings taken at every 1 K. For x = 
0.05, the sample becomes too resistive at low temperatures. 
 
Figure 3.24 Measure of Resistivity (Ohm.m) as a function of temperature for different Ni doping in La2O2Fe2-xNixOSe2. 
La2O2Fe2OSe2 (RKO024a) is in red, La2O2Fe1.98Ni0.02OSe2 (RKO026g) is in blue, La2O2Fe1.95Ni0.05OSe2 (RKO026b) is in yellow 
and La2O2Fe1.9Ni0.1OSe2 (RKO026c) is in green. 






































Figure 3.25 Measure of ln resistivity as a function of 1000/T. La2O2Fe2OSe2 (RKO024a) is in red, La2O2Fe1.98Ni0.02OSe2 
(RKO026g) is in blue, La2O2Fe1.95Ni0.05OSe2 (RKO026b) is in yellow and La2O2Fe1.9Ni0.1OSe2 (RKO026c) is in green. 
 
 
Figure 3.26 Measure of ln resistivity as a function of T-1/3. La2O2Fe2OSe2 (RKO024a) is in red, La2O2Fe1.98Ni0.02OSe2 (RKO026g) 
is in blue, La2O2Fe1.95Ni0.05OSe2 (RKO026b) is in yellow and La2O2Fe1.9Ni0.1OSe2 (RKO026c) is in green. 
 
 
The exponential increase with decreasing temperature for all the samples indicates semiconducting 
behaviour (Figure 3.24). The resistivity behaviour of the Ni-doped samples at high temperatures 
could be explained using the thermally activated model (Figure 3.25) but not at low temperatures, 
shown by the linear behaviour: T > 140 K (x = 0.02), T > 206 K (x = 0.05) and T > 188 K (x = 0.1). 
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However, two-dimensional variable range hopping (2D-VRH) could be used to describe the 
resistivity behaviour at low temperatures for those samples, showing a linear behaviour in the ln 
resistivity vs TЪ1/3 plot (Figure 3.26): 99 K г T г 170 K (x = 0.02), 147 K г T г284 K (x = 0.05) and 135 K 
г T г 168 K (x = 0.1). The values of ヾ0 and T0 are given in table 3.05 together with the activation 
energy values of the samples calculated from the slope (Appendix 3.14).  
 
Table 3.05 Resistivity and Activation energy data for La2O2Fe2-xNixOSe2 (0 г x г ヰ.1). 
 
X 0 0.02 0.05 0.1 






T (K) T < 298 99 г Tг 
170 
T > 140 147 г T г 
284 
T > 206 135 г T г 
168 
T > 188 
ʌ0 3.33 x 10-13 2.38 x 10-6 - 1.16 x 10-6 - 1.25 x 10-5 - 
T0 5.64 x 106 7.40 x 106 - 1.14 x 107 - 9.16 x 106 - 
Ea (eV) - - 0.1657 ± 
0.007 
- 0.1925 ± 
0.004 










The c cell parameter for La2O2Fe2OSe2 obtained from the room temperature XRPD data is smaller 
デｴ;ﾐ M;┞Wヴげゲ ┗;ﾉ┌W ふT;ble 3.01) and the SEM-EDX data suggests some Fe deficiency.1 These may 
result in anion (e.g. O2-) deficient samples and in some oxidation of Fe2+ to smaller Fe3+ which might 
explain the decreased c cell parameter.  
 
In La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2), the overall trend is slight decrease in unit cell volume with 
increasing Co content (Figure 3.10c).  This is consistent with replacing Fe2+ with Co2+ as the effective 
ionic radii for high spin ions change from 0.780 Å (Fe2+) to 0.745 Å (Co2+)5 for a coordination number 
ヶく AIIﾗヴSｷﾐｪ デﾗ VWｪ;ヴSげゲ ﾉ;┘が ｷデ ｷゲ W┝ヮWIデWS デｴ;デ ゲince the end members are isostructural, 
La2O2Fe2OSe2 and La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2) should form a solid solution limit on mixing. 
However, linearity is not observed in the unit cell parameters plots with increasing Co doping 
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concentration (Figure 3.10) which suggests that the Co doping limit is x = 0.02.24 This maybe is due 
the presence of LaFeO3 impurity phases in the doped samples. However, La2O2Co2OSe2 was 
synthesised at 1100°C, 100°C hotter than our synthesis work. Hence, maybe the synthesis conditions 
could be optimised for higher Co content samples or smaller Ln3+ analogues to assess feasibility of a 
solid solution.17,23 
 
In La2O2Fe2-xNixOSe2 (0 г x г ヰ.1), no overall trend in unit cell volume with increasing Ni content can 
be seen (Figure 3.19c). A decrease should have been observed if Fe2+ (0.780 Å) was replaced by Ni2+ 
(0.690 Å) in terms of the effective ionic radii for high spin ions for coordination number 6.5  Although 
La2O2Ni2OSe2 has not been reported, hypothetically it is assumed that it will be isostructural to 
La2O2Fe2OSe2 and La2O2Fe2OSe2 and La2O2Fe2-xNixOSe2 (0 г x г ヰ.1) would form a solid solution 
;IIﾗヴSｷﾐｪ デﾗ VWｪ;ヴSげゲ ﾉ;┘く24 However, no systematic variation in unit cell parameters is observed on 
Ni-doping and the purity of the samples decreased with increasing Ni doping concentration (Figure 
3.19), suggesting that it is not possible to dope Ni2+ onto the Fe2+ site in La2O2Fe2OSe2. This is maybe 
due to the presence of various impurity phases in the doped samples, especially those impurity 
phases which are not observed in La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2).  It is possible that Ni2+ doping 
appears to be disfavoured by the electronic effects. The increase observed at x = 0.07 in the unit cell 
volume and a cell parameter with increasing Ni doping concentration (Figure 3.19a and 3.19c) could 
be attributed to NiSe2 and NiSeO3 impurities.   
 
In La2O2Fe2-xCoxOSe2, the changes in c cell parameters with dopant level are larger than that for a 
cell parameters. For the same doping percentage, it was expected that the unit cell volume for Ni 
would have decreased by twice the amount compared to the decrease for Co. Instead, a greater 
change and a decrease are observed in the unit cell volume for Co suggesting that Ni was not 
introduced in the sample. The limited solid solution for La2O2Fe2-xNixOSe2 probably suggests why 
La2O2Ni2OSe2 does not exist. This is different compared to La2O2Fe2-xMnxOSe2 where a whole solid 
solution exists which is consistent with the end members being isostructural and with replacing high 
spin Fe2+ with high spin Mn2+. 6 From Ln2O2Fe2-xMnxOSe2, the dopant content is sensitive to the width 
of the [Ln2O2]2+ layer, hence, would be interesting to see if higher Ni content samples could be 
synthesised for smaller Nd2O2Fe2-xNixOSe2 series. 
 
From the d俤T/dT plots, the transition temperature increases slightly from 90 K to 94 K when 
La2O2Fe2OSe2 is doped with 0.2 Co (Figure 3.14) No change in properties was observed for Ni as there 
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was no change in composition of the main phase due to lack of solid solution. The decrease in lattice 
parameters for La2O2Fe1.8Co0.2OSe2 (Figure 3.10) compared to the undoped material probably 
reduces the distance between the Fe2O layers, thus triggering the observed increase in TN and 
causing the rapid decrease in c below TN (Figure 3.11), consistent with the increase in TN in La2O2Fe2-
xMnxOSe2. 6  
 
In La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2), resistivity is largest for x = 0.2 (Table 3.03). This could be due to 
the impurity present in La2O2Fe1.8Co0.2OSe2.  T0 is biggest for x = 0.02 and similar for x = 0.1 and x = 
0.2 (Table 3.03). For La2O2Fe2-xNixOSe2 (0 г x г ヰ.1), resistivity is largest for x = 0 and the resistivities 
ｷﾐ デｴW SﾗヮWS ゲ;ﾏヮﾉWゲ Sﾗﾐげデ Iｴ;ﾐｪW ﾏ┌Iｴ (Table 3.05). This is consistent with no change in 
composition as there is no solid solution. T0 is greatest in x = 0.05 (Table 3.05) which could be due 
to the presence of La4O4Se2 in the doped sample.  For La2O2Fe2-xCoxOSe2 (0 г x г ヰ.2), the resistivity 
behaviour for all the undoped and doped samples, except La2O2Fe1.98Co0.02OSe2, at all temperatures 
could only be explained by the two-dimensional variable range hopping (2D-VRH) (Figure 3.07 and 
3.16) and not by the thermally activated model (Appendix 3.04 and 3.09).7,21,22 For 
La2O2Fe1.98Co0.02OSe2, the resistivity behaviour at high temperatures could be explained by the 
thermally activated model (Appendix 3.09) and at low temperatures by 2D-VRH (Figure 3.16). This 
could be due to x = 0.02 being the doping limit and the higher impurity content in those doped 
samples compared to that in x = 0.02. For La2O2Fe2-xNixOSe2, the resistivity behaviour at high 
temperatures could be explained using the thermally activated model (Figure 3.25) while at low 
temperatures, the same 2D-VRH model (Figure 3.26) as for the other samples could be used. The 
2D-VRH model is typical for systems with localization (e.g. Mott insulators), where the electrons 
move through localized Fe2+ sites with longer distances but closer energy, via a tunneling process 
stimulated by phonons.25  There is a transition to different transport mechanisms at higher 




There is a limited solid solution to electron dope La2O2Fe2OSe2 with Co and Ni with Co-doping being 
successful up to x = 0.02, supported by the thermally-activated model which indicates that 
La2O2Fe2OSe2 was successfully electron-doped with Co up to x = 0.02. Ni-doping was not successful 
due to perhaps the small amount used or due to Ni2+ being disfavoured by electronic effects. 
Electron doping La2O2Fe2OSe2 with Co and Ni gave semiconductor materials. The SQUID 
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Magnetometry analysis showed that electron doping La2O2Fe2OSe2 with x = 0.2 cobalt slightly 
increased the transition temperature. Other strategies to dope La2O2Fe2OSe2 might be to substitute 
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Chapter 4: Ln2O2Fe2OQ2 (Ln= La, Pr and Q= S, Se) 
 
4.1 Introduction to La2O2Fe2OS2 
 
 
La2O2Fe2OS2 has the same crystal structure as La2O2Fe2OSe2 where fluorite-like (La2O2)2+ layers and 
anti-CuO2 type (Fe2O)2- layers are separated by S2- ions as described in Chapter 3, although the unit 
cell is smaller [a = 4.0408(1) Å, c = 17.8985(6) Å for La2O2Fe2OS2 and a = 4.0788(2) Å, c = 18.648(2) Å 
for La2O2Fe2OSe2].1  It exhibits antiferromagnetic (AFM) ordering at T г TN (105 K) and the broad 
maximum in  the magnetic susceptibility is ascribed to the magnetic order within layers above TN.1 
There are three exchange interactions: nearest-neighbour J1 Fe-Fe, next-nearest-neighbour J2 Fe に S 
に Fe exchange and next-nearest-neighbour Jヲげ Fe に O に Fe exchange (Figure 4.01). These interactions 
compete to produce long range AFM order as shown by theoretical and SQUID studies. Fuwa et al 
have proposed for Nd2O2Fe2OSe2 that the nearest-neighbour J1 exchange with Fe2+ moments 
perpendicular to one another in the ab plane, while the next-nearest-neighbour Jヲげ Fe に O に Fe is 
AFM due to the GoodenoughにKanamori rule and ferromagnetic (FM) next-nearest-neighbour J2 Fe 
に Se に Fe exchange.2,3 This is described as the 2-k magnetic structure (Figure 4.01). Neutron Powder 
Diffraction (NPD) data of La2O2Fe2OSe2 and Sr2F2Fe2OS2 suggest 2-k magnetic structure. S-
substitution work on Nd2O2Fe2OSe2-xSx has suggested that it enhances FM component.4に6 
 
 
Figure 4.01 2-k magnetic structure showing Fe atoms (blue), oxygen atoms (red) and S atoms (yellow), with Fe2+ moments 
shown by blue arrows. 
 
The aims of this work are to confirm the magnetic structure of La2O2Fe2OS2 using NPD and study the 






La2O2Fe2OS2 was prepared from stoichiometric amounts of La2O3 (Sigma-Aldrich, 99.99%), Fe (Alfa-
Aesar, 99+%) and S (Alfa-Aesar, 99.5%+) as discussed in Chapter 2.1. The starting reagents were 
weighed and ground using a mortar and pestle in the glovebox. The mixture was then pressed into 
a 5 mm pellet and placed in a quartz tube. The latter was then sealed under vacuum and heated in 
a furnace at the following conditions:  ramped to 400°C at 1°C/min and dwelled for 12 hours, ramped 
to 600°C at 0.5°C/min and dwelled for 1 hour, ramped to 850°C at 1°C/min and dwelled for 12 hours. 
The furnace was then allowed to cool to room temperature. The mixture was reground, resealed 
and reheated at the same temperature conditions to ensure crystalline materials. This synthesis 
gave a highly crystalline sample containing 1.67 ± 0.17 % LaFeO3 impurity phase (Figure 4.02). The 
purity of the sample, confirmed by Scanning Electron Microscopy-Energy Dispersive X-ray (SEM-
EDX) (Appendix 4.01), suggested La2Fe1.61±0.15S1.39±0.07 (normalised to La). Attempts to synthesise 
other Ln analogues were unsuccessful and gave Ce2O2Fe2OS2, FeS, CeO2 and Ce2O2S for Ce2O2Fe2OS2 
and Sm2O2S, SmFeO3 and Sm2O3 for Sm2O2Fe2OS2.7 Neutron powder diffraction data were collected 
on the high flux, constant wavelength (゜=2.41 Å) D20 diffractometer at the ILL on La2O2Fe2OS2. The 
powder sample of mass 4.44 g was placed in a 10 mm diameter cylindrical vanadium can with a 
sample height of 2.5 cm. 10 minute scans were collected from 1.8 K to 168 K at 2 K/min, followed 
by a 40 minute scan at 1.8 K.  
 
4.1.2 Results and discussions  
 
 
4.1.2.1 X-ray powder diffraction 
 
 
After synthesis, the resulting black pellet was analysed by in-house X-ray powder diffraction (XRPD) 
(Figure 4.02). The amorphous background seen between 10° and 18° was due to air scattering of 
the X-rays. A small impurity phase of LaFeO3 was present in the sample. The refinement was 
performed as described in Chapter 2.2.2. The only deviations applied to the refinement was a 17th 
order Chebychev polynomial function to fit the background. The Rwp for the refinement was 4.08 %, 





Figure 4.02 Rietveld refinement profiles for La2O2Fe2OS2 using room temperature XRPD data. Rwp 4.08 %, Rp 2.89 % and 
the 俤2 was 4.22. The observed data is in black, the calculated data is in red and the difference is in grey. The blue vertical 
tick marks show the predicted peak positions for La2O2Fe2OS2 (98.33 ± 0.17 %) and the black tick marks show those for 
LaFeO3 (1.67 ± 0.17 %). 
 
Table 4.01 Data for room temperature Rietveld refinement for La2O2Fe2OS2 together with values from the 
literature and La2O2Fe2OSe2 for comparison. 
 
 
La2O2Fe2OS2  Mayer et al1 La2O2Fe2OSe2 (Chapter 3) 
Space group I4/mmm I4/mmm I4/mmm 
a cell parameter (Å) 4.045873 (9) 4.0408 (1) 4.085161 (6) 
c cell parameter (Å) 17.884170 (5) 17.8985 (6) 18.585159 (7) 
Volume (Å3) 292.747 (2)  310.159 (3) 
La z (c) 0.18103 (7)  0.18465 (1) 
Se z (c) 0.09506 (5)  0.09756 (7) 
 
The data is in good agreement with literature.  
 
4.1.2.2 Variable temperature X-ray powder diffraction 
 
 
Variable temperature X-ray powder diffraction (VT-XRPD) data was collected to follow unit cell 
parameters on cooling. Refinements were carried out as for the room temperature data but with 
the peak shape terms fixed. Sequential Rietveld refinements showed a smooth decrease in cell 
parameters on cooling with a slightly more rapid decrease in c around 105 K and very little change 
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c cell parameter v/s T
 

















Figure 4.03 (a) a cell parameter (b) c cell parameter (c) unit cell volume against temperature for La2O2Fe2OS2. Data is shown 






4.1.2.3 SQUID Magnetometry 
 
 
Field-cooled (FC) and zero-field-cooled (ZFC) magnetic susceptibility measurements were 
performed on the sample in an applied magnetic field of 1000 Oe, collected on warming from 2 K to 
300 K at 2 K intervals at 5 K min-1.  
 
Figure 4.04 ‐m against temperature. ZFC (red) and FC (blue) data for La2O2Fe2OS2. 
 





































There is a broad local maximum at around 105 K, due to low dimensional, 2D order above TN which 
is consistent with literature.1 Moreover, there is AFM ordering below 105 K.1,8 Hence, TN is more 
clearly observed in d俤T/dT plot (Figure 4.05). There is no Curie-Weiss like behaviour up to 300 K and 
this could be due to short range order within the Fe2O layers. The feature in the susceptibility at low 
temperature (Figure 4.04) suggests trace amounts of paramagnetic impurity phases.9 
 
4.1.2.4 Neutron powder diffraction 
 
 
NPD data collected at 168 K (Figure 4.06) are consistent with the I4/mmm crystal structure. There 
is a slight deficiency in Fe and O (2) (Table 4.02) probably due to some Fe2+ oxidation. The lattice 
parameters obtained [a = 4.0321 (3) Å and c = 17.8208 (6) Å] are similar to the room temperature 




Figure 4.06 Rietveld refinement profile using NPD data at 168 K. The observed data is in blue, the calculated data is in red 
and the difference is in grey. The blue vertical tick marks show the predicted peak positions for the nuclear La2O2Fe2OS2. 
Rwp 7.20 % and Rp 4.77 %. 
 
 
Table 4.02 Data for Rietveld refinement using 168 K NPD data. Nuclear structure: I4/mmm space group, a = 












Atom Site x y z Site occupancies Uiso x 100 (Å2) 
La 4e 0.5 0.5 0.18033 (7) 1 1.3 (2) 
Fe 4c 0.5 0 0 0.97636 (8) 1.3 (2) 
S 4e 0 0 0.09458 (9) 0.99568 (8) 1.3 (2) 
O (1) 4d 0.5 0 0.25 0.99344 (4) 1.3 (2) 
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Figure 4.07 NPD data of (a) a cell parameter (b) c cell parameter (c) unit cell volume against temperature for La2O2Fe2OS2. 
Data is shown in red for a cell parameter, green for c cell parameter and purple for unit cell volume with the error bars in 
blue.  



























Sequential Rietveld refinements using variable temperature neutron powder diffraction data 
showed a smooth increase in cell parameters on warming and very little change in crystal structure 
(Figure 4.07) (Appendix 4.04), consistent with XRPD data. Above TN, the increase in the c cell 
parameter is slightly less rapid on warming (after 115 K) (Figure 4.07b). The expansion in the c cell 
parameter was larger than that for the a cell parameter (by 0.1%). There was a less pronounced 
decrease in c for T<TN than for other M2O materials. La2O2Fe2OS2 showed no marked discontinuity 
in c cell parameter as in La2O2Fe2OSe2 at TN (but shows discontinuity in c cell parameter in VT-XRPD 
data) and the decrease in c cell parameter is less than that in La2O2Fe2OSe2  as its c cell parameter is 
smaller (Appendix 4.05).10 This is dissimilar to the rapid decrease in c cell parameter below TN with 
larger distance between M2O layers in Ln2O2M2OSe2 (Ln = La-Pr and M = Mn, Fe, Co) systems.11,12 
 
Just above TN at 106.5 K, a broad asymmetric Warren-peak appearing at around 39.4ェ ヲ勘 ｷゲ ﾗHゲWヴ┗WS 
which decreases in intensity and disappears at around 116.4 K (Figure 4.08a,c).13 This is similar to 
that observed in other Ln2O2Fe2OSe2 (Ln = La-Pr) systems and is typical of 2-D short range order and 
consistent with SQUID measurements (Figure 4.05).1,5,11 In La2O2Fe2OSe2, the range of temperatures 
at which the Warren-peak appears is 91 K-103 K, similar to La2O2Fe2OS2.5In La2O2Mn2OSe2, the 
temperature range of the Warren-peak is 200 K-300 K while in Sr2F2Fe2OSe2, the temperature range 
of the Warren-peak is 16 K-106 K.6,14 These big ranges could be indicative of frustration in the 2-k 
magnetic model as the Warren-peak reflects short range 2-D order and maybe frustration.  Fitting 
this peak with a Warren function gave a correlation length of around 100 Å along a (about 25 times 
the size of the in-plane cell parameter) at 106.5 K which then drops quickly to about 15 Å at 108.5 K 
(Figure 4.08b). The magnetic correlation length along c is 48 Å at 100 K along c. 
 
Below 105 K, additional magnetic Bragg reflections are observed in La2O2Fe2OS2 NPD data whose 
intensity increase smoothly on cooling (Appendix 4.06) and these are consistent with a 2-k magnetic 
structure with a 2a x 2a x 2c unit cell, magnetic propagation vectors k= (1/2, 0, 1/2) and k= (0, 1/2, 
1/2) as seen in Sr2F2Fe2OSe2 and La2O2Fe2OSe2.5,6 La2O2Fe2OS2 has similar unit cell parameters to 
Sr2F2Fe2OSe2 and Nd2O2Fe2OSe2-xSx but smaller than for La2O2Fe2OSe2 (Table 4.03).1,4,15 Fitting the 
NPD data for La2O2Fe2OS2 with the I4/mmm nuclear phase and a magnetic phase which described 
the 2-k magnetic structure gave a poor fit in the refinement profile (Figure 4.09a). However, adding 






























Correlation length v/s T
 
 
Figure 4.08 NPD data for La2O2Fe2OS2 near TN showing (a) Intensity against 2勘 for various temperatures showing the 
evolution of the warren peak (b) correlation length against temperature for the warren peaks. Data is shown in blue with 
the error bars in black (c) Intensity against 2勘 for 106.5 K with data in red and calculated warren peak fit and background 
shown in black. 
 
The 0, k, l reflections [for e.g. (0, 1, 0) at 2勘 = 17.2°, (0, 3, 0) at 2勘 = 53.5°] are broader than the h, 










































magnetic correlation length along c (48 Å at 100 K) is shorter than in the ab plane (100 Å at 106.5 
K). This improvement model based on Clays describes the stacking faults, similar in Ln2O2Fe2OSe2 (Ln 
= La-Pr) systems, which are perpendicular to the c-plane.16 This anisotropic peak broadening is 
observed in La2O2Fe2OSe2 (magnetic correlation length of 42 Å at 88 K along c and 90 Å at 90 K along 
ab), Ce2O2Fe2OSe2 (magnetic correlation length of 87 Å at 1.5 K along c), Nd2O2Fe2OSe2 (magnetic 
correlation length of 86 Å at 1.5 K along c), Pr2O2Fe2OSe2 (magnetic correlation length of 138 Å at 
1.5 K along c) and in Sr2F2Fe2OSe2 (magnetic correlation length of 17 Å along c and 310 Å along 
ab).5,6,11,17 No anisotropic peak broadening values has been reported yet for nor for the Mn2O or 
Co2O materials.14,18,19 It seems that the stacking faults are unique to the Fe2O layers and might be 
affected by the distance between Fe2O layers. S2- has a smaller ionic radius than Se hence the 
separation between Fe2O layers in La2O2Fe2OS2 is shorter than in La2O2Fe2OSe2 resulting in a longer 
magnetic correlation length.2-20 Similarly, La3+ has a bigger ionic radius than Ce3+, Nd3+ and Pr3+, 
hence, the separation between Fe2O layers in La2O2Fe2OSe2 is greater than in Ln2O2Fe2OSe2 (Ln = Ce, 
Nd, Pr)  resulting in a smaller magnetic correlation length.20 Comparing La2O2Fe2OS2 and 
Sr2F2Fe2OSe2, since the ionic radius of Sr2+ is bigger than La3+, it would be expected that the magnetic 
correlation length of Sr2F2Fe2OSe2 is smaller than La2O2Fe2OS2.20 However, that is not the case and 




Figure 4.09 Rietveld refinement profiles using 1.8 K NPD data with 2-k magnetic structure (a) Fit using nuclear and 
magnetic phases (b) the same fit but with stacking faults in the magnetic structure. The observed data is in blue, the 
































The Fe2+ magnetic moments increase smoothly on cooling below TN (Appendix 4.07). The Fe2+ 
magnetic moment at 1.8 K was 3.30(3) µB (Table 4.04), similar to Sr2F2Fe2OSe2 (3.3[1] µB), 
La2O2Fe2OSe2 (3.5[5] µB), Ce2O2Fe2OSe2 (3.32[1] µB), Nd2O2Fe2OSe2 (3.18[1] µB) and Pr2O2Fe2OSe2 
(3.36[1] µB).5,6,11,17 
 
Table 4.03 Data for room temperature Rietveld refinement for La2O2Fe2OS2 together with values from 
La2O2Fe2OSe2, Sr2F2Fe2OSe2 and Nd2O2Fe2OSe2-xSx for comparison. 
 
 
                               La2O2Fe2OS2 La2O2Fe2OSe2 1 Sr2F2Fe2OSe215 Nd2O2Fe2OSe24 
a cell parameter (Å) 4.045873 (9) 4.0788 (2) 4.0400 (6) 4.0231 (4) 
c cell parameter (Å) 17.884170 (5) 18.648 (2) 17.998 (4) 18.456 (2) 
Volume (Å3) 292.747 (2) 310.24 293.75 (9) 298.72 (9) 
 
Table 4.04 Data for Rietveld refinement for La2O2Fe2OS2 using 1.8 K NPD data. Nuclear structure: I4/mmm 




















Atom Site x y z Uiso x 100 (Å2) Fe2+ moment (µB)) 
La 4e 0.5 0.5 0.18043 (7) 1.05 (0)  
Fe 4c 0.5 0 0 1.05 (0) 3.30 (3) 
S 4e 0 0 0.09443 (0) 1.05 (0)  
O (1) 4d 0.5 0 0.25 1.05 (0)  
O (2) 2b 0.5 0.5 0 1.05 (0)  
Bond lengths Å 
Fe-Fe 4 x 2.84911 (9) 
Fe-O (2) 2 x 2.01463 (6) 
Fe-S 4 x 2.62413 (8) 
Bond angles ° 
Fe-O-Fe 180 
Fe-S-Fe (1) 100.3 (3) 
Fe-S-Fe (2) 65.8 (2) 
142 
 
4.2 Introduction to Pr2O2Fe2OSe2 in applied magnetic field 
 
 
Ni et al reported a peak in heat capacity measurements at around 23 K and the ordering of Pr3+ 
moments at low temperatures for Pr2O2Fe2OSe2.21 Earlier NPD data in McCabe group gave no 
evidence for any change in magnetic structure on cooling or for ordering of Pr3+ moments.17 
However, these data do indicate anisotropic peak broadening of (h, 0, 0) nuclear Bragg reflections 
below around 23 K, consistent with a subtle orthorhombic distortion. Pr2O2Mn2OSe2 has a similar 
behaviour but with a larger orthorhombic distortion below a similar temperature and no ordering 
of Pr3+ moments.12 PrMnSbO and PrMnAsO have similar orthorhombic distortions related to the Pr3+ 
magnetism.22,23  The Pr3+ ion is prone to lower the symmetry in structural distortions partly due to 
the 4f electron degrees of freedom, although it might not always be the case. 22,24 Lanthanide 
magnetism also has an effect on the magnetism of the transition metal sublattice, where the former 
orientates the Fe2+ spin in PrFeAsO and NdFeAsO.25,26 In copper oxide superconducting layered 
materials, the electronic state of Pr3+ ions was vital to assess whether these materials will evolve on 
cooling leading to magnetic or non-magnetic ground states.27,28 Therefore, research has been done 





Data collected on an existing sample on WISH diffractometer in an applied magnetic field was 
given.17  
 
4.2.2 Results and Discussions 
 
 
Sequential Rietveld refinements in 5 T applied magnetic field show that the cell parameters 
decrease on cooling with c cell parameter decreasing more quickly and increasing slightly below 26 
K (Figure 4.10). The behaviour of the a and b cell parameters is not similar to that observed in other 
Ln2O2Fe2OSe2 (Ln= La, Ce, Nd) materials.5,11 Permitting the nuclear phase to undergo a subtle 
distortion from I4/mmm to Immm symmetry show a subtle orthorhombic distortion on cooling 
around 23 K (Figure 4.10a) analogous to the structural behaviour in zero-field. No additional peaks 
or diffraction peaks splitting are observed at low temperatures to support the orthorhombic 
distortion observed which is more subtle than similar distortions in analogous compounds.12,22,23 








Figure 4.10 Unit cell parameters from sequential refinements using NPD data at 5T using bank 5 collected on warming for 
Pr2O2Fe2OSe2 showing  (a) a (red) and b (blue) cell parameters (b) c cell parameter in green (c) unit cell volume against in 







































































Sequential Rietveld refinements in increasing applied magnetic field at 2 K show a and b cell 
parameters approximately constant with applied field (Figure 4.11a) while c cell parameter slightly 





Figure 4.11 Unit cell parameters from sequential refinements using NPD data at 2 K (bank 5) as a function of applied 
magnetic field for Pr2O2Fe2OSe2  showing (a) a (red) and b (blue) cell parameters (b) c cell parameter (c) unit cell volume 




































































Between 23 K < T < TN, the magnetic Bragg reflections observed on cooling, which increase in 
intensity,  suggest there is 2-k magnetic order on the Fe2+ sublattice similar to Ln2O2Fe2OSe2 (Ln= La, 
Ce, Nd).5,11 At T г ヲンが デｴW ヮW;ﾆ ｷﾐデWﾐゲｷデｷWゲ Iｴ;ﾐｪW ┘ｷデｴ ゲﾗﾏW W┝デヴ; ヮW;ﾆゲ ;ヮヮW;ヴｷﾐｪ ;デ ヲ K ┘ｴWﾐ デｴW 
applied magnetic field increases from 0 T to 5 T (Figure 4.12) (Appendix 4.08). The 2-k reflections 
broaden with applied magnetic field [e.g. (0, 1, 7), (0, 1, 5), (0, 1, 3), (0, 1, 11)] (Figure 4.13c) while 
new peaks appear which have different peak shapes from the other magnetic peaks (Figure 4.12). 
These new peaks [(0, 2, 2), (0, 2, 6), (0, 0, 12)] can be indexed in the nuclear unit cell at k= (0, 0, 0). 




Figure 4.12 NPD data at 2 K using bank 2 showing evolution of new peaks and broadening of existing peaks with applied 
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Fｷｪ┌ヴW ヴくヱン NPD S;デ; ;デ ヲ K ┌ゲｷﾐｪ H;ﾐﾆ ヲ ゲｴﾗ┘ｷﾐｪ W┝;ﾏヮﾉWゲ ﾗa ヴWaﾉWIデｷﾗﾐゲげ HWｴ;┗ｷﾗ┌ヴゲ ﾗa ふ;ぶ ﾐ┌IﾉW;ヴ ふHぶ ﾐW┘ ﾏ;ｪﾐWデｷI 
peaks (c) 2-k Fe with applied magnetic field for Pr2O2Fe2OSe2. Error bars are in red. 
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To find the magnetic structure of Pr2O2Fe2OSe2, ISODISTORT was used to get a description of the 
magnetic structure in terms of the nuclear structure with various symmetry-adopted magnetic 
modes imposed on it. Each imposed mode (displacive, site occupancies or structural distortion) 
I;┌ゲWゲ ; ゲ┞ﾏﾏWデヴ┞ ヴWS┌Iデｷﾗﾐ H┞ Sｷゲデﾗヴデｷﾐｪ デｴW ヮ;ヴWﾐデ ゲデヴ┌Iデ┌ヴWく TｴW けﾏﾗSW ｷﾐIﾉ┌ゲｷﾗﾐ ﾏWデｴﾗSげ was 
used, where each mode is turned on individually and cycles of simulated annealing is performed, to 
compare the improvement in fit for various magnetic structures.29 The value of the best result and 
the corresponding Rwp is outputted (Figure 4.14).  
 
From the histogram, the modes with the lowest Rwp for Fe (1) are: 
➢ mode 123 mS1- (B2g(a)) (Figure 4.15a) 
➢ mode 124 mS1- (B2g(b)) 
➢ mode 129 mR2+ (B3g(a)) (Figure 4.15b) 
➢ mode 130 mR2+ (B3g(b)) 
The modes with the lowest Rwp for Fe (2) are: 
➢ mode 173 mS2+ (B2g(a)) (Figure 4.15c) 
➢ mode 174 mS2+ (B2g(b)) 
➢ mode 175 mR1- (B3g(a)) (Figure 4.15d) 
➢ mode 176 mR1- (B3g(b)) 
 
It is hard to differentiate between single k- and multi k- structures using powder neutron diffraction 
alone. However, it can be expected that the same moment exists per Fe site. Moreover, the 
magnetic structure can be modelled using either the 2-k model or the collinear model.10 The former 
model is less frustrated with J2 and Jヲげ interactions satisfied (Figure 4.01) as discussed for 
La2O2Fe2OSe2 and Sr2F2Fe2OS2.5,6 Hence, the modes 129 mR2+ (B3g(a)) (Figure 4.15b) for Fe (1) and 173 
mS2+ (B2g(a)) (Figure 4.15c) for Fe (2) were chosen to act on the Fe sites to describe the 2-k magnetic 
order (Figure 4.01). This suggests no change in the magnetic order on the Fe2+ sublattice in an 
applied magnetic field. 
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Figure 4.14 NPD data at 2 K in 5 T applied field using bank 2 showing Rwp for the different modes for Fe2+. 
 
                                
Figure 4.15 NPD data at 2 K 5 T using bank 2 used for Fe2+ mode inclusion in ISODISTORT, showing the magnetic moments 
behaviour when the modes with lowest Rwp is activated for Fe (1) (a) mS1- (b) mR2+ and for Fe (2) (c) mS2+ (d) mR1-. Pr3+, Fe 
(1)2+, Fe (2)2+ magnetic moments shown in red, green and blue respectively. 







At T<23 K, in 5 T applied magnetic field, extra peaks are not fitted by this model with the 2-k 
magnetic order on the Fe2+ sublattice (Appendix 4.09). Therefore, similar to the mode inclusion for 
Fe2+ 2-k ﾗヴSWヴが I“ODI“TO‘T ┘;ゲ ┌ゲWS デﾗ IﾗﾐゲｷSWヴ Iｴ;ﾐｪWゲ デﾗ デｴW ﾏ;ｪﾐWデｷI ゲデヴ┌Iデ┌ヴWく TｴW けﾏﾗSW 
ｷﾐIﾉ┌ゲｷﾗﾐ ﾏWデｴﾗSげ was then used to compare the improvement in fit for various magnetic structures 
and the value of the best result and the corresponding Rwp is outputted.29 ISODISTORT was used to 
get the mode inclusion for Pr3+ Gamma modes only (Figure 4.16) (Appendix 4.10). Only the first 6 
modes are shown in the histogram. From the histogram, the modes with the lowest Rwp for Pr3+ are: 
 
➢ 1 mGM2+ (A2(a)) (Figure 4.17a) 
➢ 2 mGM3+ (B2(a)) (Figure 4.17b) 
➢ 3 mGM4+ (B1(a)) (Figure 4.17c)  
 
 



















                                                      
Figure 4.17 NPD data at 2 K 5 T using bank 2 used for Pr3+ mode inclusion in ISODISTORT, showing the magnetic moments 
behaviour when the modes with lowest Rwp is activated (a) mGM2+ (b) mGM3+ and (c) mGM4+. Pr3+, Fe (1)2+, Fe (2)2+ 
magnetic moments shown in red, green and blue respectively. 
 
The three different magnetic modes were not combined as they belong to different irreps and would 
not probably mix. The modes ］3+ ;ﾐS ］4+ correspond to Pr3+moments along either the a axis or b axis 
and there is a very slight preference for one compared with the other due to the subtle 
orthorhombic distortion. Hence, it is hard to discriminate between these two modes, however, 
there is a very slight improvement in the fit (1.01 % decrease in Rwp) when Pr3+ moments are oriented 
along the shorter in-plane axis corresponding to ］3+. Hence, the mode 2 [mGM3+ (B2(a))] (Figure 4.17b) 
was chosen to act on the Pr sites showing moments along the shorter in-plane axis (Appendix 4.09). 
Therefore, the modes for Pr3+ and Fe2+ were activated to give the magnetic structure (Figure 4.18) 
(Figure 4.19a). The fit to the peak shapes were poor [(1, 0, 3) at t.o.f = 70450, (1, 0, 5) at t.o.f = 
56603, (1, 0, 7) at t.o.f = 45624]. Adding anisotropic broadening to the 2-k magnetic peaks improved 
the fit (Figure 4.19b). This improvement to the fit is similar to that in the above La2O2Fe2OS2, based 
on Clays and describing the stacking faults perpendicular to the c-plane in the 2-k ordering on the 






Figure 4.18 Magnetic order for Pr2O2Fe2OSe2 at 2 K in 5 T applied field using bank 2 showing their magnetic moments. Pr3+, 






Figure 4.19 Rietveld refinement profiles using 2 K NPD data at 5 T applied magnetic field (a) without anisotropic peak 
broadening (b) with anisotropic peak broadening to 2-k magnetic peaks. The observed data is in blue, the calculated data 



































(b) time of flight (µs) 






La2O2Fe2OS2 was successfully synthesised and characterised by XRPD. VT-NPD data showed a less 
rapid decrease in c cell parameter for T<TN than for other Ln2O2M2OSe2 (Ln = La-Pr and M = Mn, Fe, 
Co) systems but showed a similar broad asymmetric Warren-peak just above TN as observed in other 
Ln2O2Fe2OSe2 (Ln = La-Pr) systems, typical of 2D short range order and consistent with SQUID 
measurements.1,5,11に13 This Warren peak is shown to appear between both narrow (e.g. 
La2O2Fe2OSe2) and wide temperature ranges (e.g. La2O2Mn2OSe2 and Sr2F2Fe2OSe2).5,6,14  VT-NPD 
data also showed that below TN, additional magnetic Bragg reflections, whose intensity increase 
with decreasing temperature are observed. These reflections are consistent with a 2-k magnetic 
structure with a 2a x 2a x 2c unit cell and magnetic propagation vectors k = (1/2, 0, 1/2) and k = (0, 
1/2, 1/2), similar to Sr2F2Fe2OSe2 and La2O2Fe2OSe2.5,6  To obtain a better fit, the magnetic Bragg 
reflections in the NPD data were adjusted for anisotropic peak broadening, signifying stacking faults 
in La2O2Fe2OS2 which are similar to these in Ln2O2Fe2OSe2 (Ln = La-Pr) systems and absent in Mn2O 
or Co2O materials suggesting that the stacking faults are exclusive to the Fe2O layers and might be 
affected by the separation between Fe2O layers.5,6,11,14,17に19  
 
Sequential Rietveld refinements of VT-NPD data of Pr2O2Fe2OSe2  in a 5 T applied magnetic field 
showed a rapid decrease in c cell parameter on cooling, similar to that observed in other 
Ln2O2Fe2OSe2 (Ln = La, Ce, Nd).5,11 A subtle orthorhombic distortion (from I4/mmm to Immm 
symmetry) around 23 K was observed on cooling in both applied magnetic field and zero-field, which 
is less pronounced than in related manganese materials.12,22,23 VT-NPD data also showed that 
between 23 K < T < TN, the magnetic Bragg reflections increase in intensity on cooling suggesting 2-
k magnetic order on the Fe2+ sublattice similar to Ln2O2Fe2OSe2 (Ln = La, Ce, Nd).5,11 However, at T г 
23, additional peaks appear with increasing applied magnetic field, which can be indexed in the 
nuclear unit cell at k = (0, 0, 0) unit cell while the 2-k reflections broaden. ISODISTORT was used to 
get a description of the magnetic structure of Pr2O2Fe2OSe2 and the fit to the magnetic Bragg peak 
shapes was improved by adding anisotropic broadening, describing stacking faults in the magnetic 
ordering on the Fe2+ sublattice, common to all Fe2O materials, but a much longer magnetic 
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LaGaOS2 crystallises in the Pmca space group [a = 5.5419 (9) Å, b =5.767 (1) Å c =11.443 (1) Å] (Figure 
5.01) and has a KVO3-type structure. It consists of double chains of corner linked tetrahedra (GaO2S2) 
which extend along the a-axis with La3+ cations separating these chains along the c-axis. Ga3+ is in 
distorted tetrahedra coordinated by oxygen and the sulfur atoms. La3+ is coordinated by 2 oxygen 
atoms and 8 sulfur atoms in a high coordination environment. The oxygen atom is at the centre of 
a distorted tetrahedra consisting of 2 La atoms and 2 Ga atoms.1  
 
 
This structure is different from LaGaOSe2 where the material crystallises in the P21ab space group 
and consists of (LaO) layers and (GaSe2) layers.2 Other members of the series of LnGaOX2 (Ln = 
Lanthanides and X = S, Se) have not been reported. LaGaOSe2 adopts a structure similar to 
La4O4Ga1.72S4.58, La4O4Ga1.88Se4.82, Ce4O4Ga2S5 and La4O4As2S5.3に5 Nd4O4Ga2S5 has a different structure 
whereby the NdO layers and Ga2S5 layers are distorted thus creating an undulating structure.6 
 
 
LaGaOS2 has been reported to be an n-type semiconductor with an optical band gap of 3.0 eV and a 
potential photocatalyst for reducing and oxidising water. The optical band gaps in La-Ga based 
oxysulfides have been shown to decrease with increasing sulfur content.7 Photocatalysts usually 
have d0 or d10 electronic configurations and the bottom of the conduction band should be high 
enough to reduce H+ to H2.7に11 It is possible for the Ln 4f orbitals to mix with the S 3p and O 2p orbitals 
and contribute to the photocatalytic activities.10 However, there is no direct link of different 
lanthanide analogues and their photocatalytic activities and between H2 evolution and the location 
of the conduction band.10,12に16 Ga- and In- based compounds have been reported as 
photocalysts.7,17に19 
 
 Recent theoretical studies of LaGaOS2 and similar compounds have shown that the occupied bands 
are made up of Ga (4s and 4p), O (2p), and S (3p) orbitals in the valence bands and of La (5d) and Ga 
(4s and 4p) orbitals in the conduction band with a band gap of 2.20 eV (DFT calculations tend to 
underestimating band gap values).20 In the valence band, the O 2p and S 3p orbitals overlap with S 
3p orbitals at the top of the valence band and O 2p orbitals at the bottom while the valence band 
maximum is preferably localized on sulfur.7,10,20 The Ln (Ln = La-Pr) 4f orbitals can be found at the 
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top of the valence band and bottom of the conduction band. However, these 4f orbitals are quite 
localized making the overlap between 4f orbitals relatively small and hence do not mix with O 2p 
and S 3p orbitals, therefore, lowering the 4f orbital energy.10 Oxysulfides band structure calculations 
in Ln2O2S have shown that the valence band consists of a mixture of S and O orbitals.21に23 Density 
functional theory (DFT) calculations also suggest that oxysulfides are more stable than sulfides in 
terms of oxidation reactions and this is attributed to differences in the electronic band structure.10,24 
              
Figure 5.01 KVO3-type structure of LaGaOS2 with lanthanum ions in aqua, gallium ions in pink, oxygen ions in red and sulfur 
ions in yellow. 
 
 
The aims of this work are to dope LaGaOS2 by substituting isovalent dopants (Nd3+/Ce3+ ions) onto 
the La site and to investigate the resulting changes in structure and physical properties.  
 
This chapter deals with the synthesis and properties of La1-xMxGaOS2 (M = Nd, Ce) series of 
compounds, focusing on their structures, optical band gaps and electronic states of the elements. 
Structures were characterised using X-ray powder diffraction (XRPD) complemented by Rietveld 
refinement, Scanning Electron Microscopy-Energy Dispersive X-ray (SEM-EDX) for homogeneity, 
Diffuse Reflectance Spectroscopy (DRS) for band gap measurements and X-ray Photoelectron 










5.2.1.1 Synthesis and Structural characterisation  
 
LaGaOS2 was prepared from stoichiometric amounts of La2O3 (Sigma-Aldrich, 99.99%), Ga2O3 (Sigma-
Aldrich, 99.99%) and S (Alfa-Aesar, 99.5%+) as discussed in Chapter 2.1. The starting reagents were 
weighed in a 1:1:4 ratio and ground using a mortar and pestle in the fume cupboard. The mixture 
was then put in an alumina crucible and placed in a quartz tube. Titanium powder was used as an 
oxygen getter and placed in an alumina crucible. The latter was placed on top of the sample crucible, 
sealed under vacuum and heated in a furnace at the following conditions:  ramped to 400°C at 
2°C/min and dwelled for 6 hours, ramped to 800°C at 0.5°C/min and dwelled for 1 hour, ramped to 
900°C at 1°C/min and dwelled for 12 hours. The sample was then quenched into iced water. This 
synthesis gave a highly crystalline sample with no impurity phase (Figure 5.02). The purity of the 
sample, confirmed by SEM-EDX (Appendix 5.01), suggested LaGa1.13±0.20S1.58±0.12 (normalised to La). 
 
5.2.1.2 X-ray powder diffraction 
 
 
The resulting pale-grey pellet was then analysed by in-house X-ray powder diffraction (Figure 5.02). 
The refinement was performed as described in Chapter 2.2.2. The only deviations applied to the 
refinement were an 11th order Chebychev polynomial function which was employed to fit the 
background and 9 atomic positions: y coordinates for O and y and z coordinates for La, Ga, S (1) and 
S (2) of the main phase. The Rwp for the refinement was 11.48 %, the 俤2 was 2.40. Data for some of 
the relevant parameters are shown in Table 5.01.  
 
When looking at the XRPD pattern, there were some shoulders to the peaks (Figure 5.02a). 
Impurities were checked for but there were not any present. The pattern was fitted well by a model 
containing two LaGaOS2-like phases with slightly different lattice parameters (First phase: 91.74 ± 
0.87 % and second phase: 8.26 ± 0.87 %) (Figure 5.02b). No composition differences could be 




Figure 5.02 Rietveld refinement profiles for LaGaOS2 using room temperature XRPD data using (a) only one LaGaOS2 phase 
(b) two LaGaOS2-like phases giving Rwp = 11.48 %, Rp= 8.72 % and 俤2= 2.40. The observed data is in blue and black, 
calculated data is in red and the difference is in grey. The blue vertical tick marks show the predicted peak positions for 
LaGaOS2 (91.74 ± 0.87 %) and the black ones show those for the second LaGaOS2 phase (8.26 ± 0.87 %).  
 
Table 5.01 Data for room temperature Rietveld refinement for LaGaOS2 together with values from the 
literature and LaGaOSe2 for comparison. 
 
LaGaOS2 This work Jaulmes1 Bénazeth et al2 
Space group Pmca Pmca P21ab 
a cell parameter (Å) 5.552349 (6) 5.5419 (9) 5.951 (3) 
b cell parameter (Å) 5.774507 (0) 5.767 (1) 5.963 (3) 
c cell parameter (Å) 11.46058 (1) 11.443 (1) 12.256 (7) 
Volume (Å3) 367.450 (6) 365.72 434.9 (7) 
La y coordinate (c) 0.14894 (7) 0.14976 (7)  
La z coordinate (c) 0.10775 (1) 0.10759 (4)  
Ga y coordinate (c) 0.52052 (6) 0.5200 (1)  
Ga z coordinate (c) 0.33564 (9) 0.33565 (7)  
S (1) y coordinate (c) 0.65581 (1) 0.6567 (3)  
S (1) z coordinate (c) 0.01162 (5) 0.0112 (2)  
S (2) y coordinate (c) 0.09650 (9) 0.0971 (3)  
S (2) z coordinate (c) 0.84614 (7) 0.8449 (2)  





























5.2.1.3 Diffuse Reflectance Spectroscopy 
 
 
Diffuse Reflectance Spectroscopy data were collected, as described in Chapter 2.2.8 to ascertain the 
optical band gap of the pale-grey powder. A KubelkaにMunk transformation was performed on the 
data.25 The band gap value is where the positive gradient of the extrapolated line of the absorption 
edge crosses the x-axis. Hence, the value obtained for LaGaOS2 is 3.06 ± 0.32 eV (Figure 5.03).  This 
band gap value explains the pale-grey colour of the powder. This is consistent with literature (3.0 
eV).7 This value is similar to that of LaCuOS (3.26 eV) and higher than LaInOS2 (2.73 eV).26,27 
 
Figure 5.03 Plot of [F(R)*hv]2 against energy for LaGaOS2 giving a band gap value of 3.06 eV. Data is shown in blue. Line of 
best fit to positive curve is shown in dotted red. 
 
5.2.1.4 X-ray Photoelectron Spectroscopy 
 
 
XPS data were collected as described in Chapter 2.2.5, in collaboration with Dr R.Palgrave (UCL) to 
ascertain the electronic states of the elements present in the pale-grey material. The S 2p data 
(Figure 5.04) shows that nearly all the sulfur is present as sulfide. Moreover, there is more oxygen 

















































La1-xNdxGaOS2 (0 г x г ヰ.1) was prepared from stoichiometric amounts of La2O3 (Sigma-Aldrich, 
99.99%), Ga2O3 (Sigma-Aldrich, 99.99%), S (Alfa-Aesar, 99.5%+) and Nd2O3 (Acros Organics, 99.9%) 
using the method described in 5.2.1.1. The only deviation was furnace cooling the doped samples 
instead of quenching (main phase present between 76% - 97% with La4O4Ga1.72S4.58 present as 
impurity in every sample when quenched). 
 
5.2.2.2 X-ray powder diffraction 
 
 
The resulting powders were then analysed by Rietveld refinement (Figure 5.05). The amorphous 
background seen between 5° and 20° was due to air scattering of the X-rays. A small impurity phase 
of La4O4Ga1.72S4.58 was present in the last 2 samples (x = 0.07 and x = 0.10). The refinement was 
performed as described in 5.2.1.2. The model used for the data fitting only required one LaGaOS2-
like phase. Data for some of the relevant parameters for La1-xNdxGaOS2 (0 г x г ヰ.1) are shown in 
Table 5.02.  

















S 2p oxidised 








Figure 5.05 Rietveld refinement profiles for La1-xNdxGaOS2 (0 г x г ヰ.1) using room temperature XRPD data (a) x = 0.02 (b) 
x = 0.05 (c) x = 0.07 and (d) x = 0.10. The observed data is in blue, the calculated data is in red and the difference is in grey. 
The blue vertical tick marks show the predicted peak positions for LaGaOS2 and the black vertical tick marks show those 










































































x = 0.02 
x = 0.05 
x = 0.07 





Table 5.02 Data for room temperature Rietveld refinement for La1-xNdxGaOS2 (0 г x г ヰ.1). 36 parameters were 
used for the refinements. 
 
 
La1-xNdxGaOS2 with higher Nd content (x > 0.1) were also synthesised but they did not produce the 
main phase and instead had La4O4Ga1.72S4.58 as the main phase together with other impurities (GaS, 
NdGaO3 and LaGaO3).  The samples were then overlaid on top of one another to check for any 
differences (Figure 5.06). 
 
La1-xNdxGaOS2 X = 0  X = 0.02  X = 0.05  X = 0.07 X = 0.10 






5.547517 (6) 5.548512 
(7) 
 






5.768646 (3) 5.769098 
(9) 










Volume (Å3) 367.450 (6) 367.046 (1) 366.957 (8) 366.199 (1) 366.215 (7) 
La y coordinate (c) 0.14894 (7) 0.14848 (7) 0.15062 (4) 0.14897 (0) 0.14830 (3) 
La z coordinate (c) 0.10775 (1) 0.10630 (8) 0.10883 (2) 0.10774 (3) 0.10835 (3) 
Ga y coordinate (c) 0.52052 (6) 0.51949 (6) 0.52218 (8) 0.51887 (0) 0.52002 (9) 
Ga z coordinate (c) 0.33564 (9) 0.33478 (0) 0.33745 (8) 0.33603 (2) 0.33639 (7) 
S (1) y coordinate (c) 0.65581 (1) 0.65583 (5) 0.66467 (6) 0.65932 (8) 0.66241 (5) 
S (1) z coordinate (c) 0.01162 (5) 0.01127 (3) 0.00979 (8) 0.01202 (9) 0.01583 (7) 
S (2) y coordinate (c) 0.09650 (9) 0.09282 (6) 0.09000 (0) 0.09036 (7) 0.09018 (1) 
S (2) z coordinate (c) 0.84614 (7) 0.84603 (7) 0.85302 (1) 0.84565 (1) 0.84852 (0) 
O y coordinate (c) 0.37854 (6) 0.38061 (3) 0.35961 (4) 0.38487 (3) 0.40122 (0) 
Rwp (%) 11.48 9.10 11.85 7.38 10.69 
俤2 2.40 2.80 3.70 2.44 3.44 
La4O4Ga1.72S4.58 (%) - - - 0.79 ± 0.15 8.22 ± 0.46 
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Figure 5.06 Overlay of room temperature XRPD data for La1-xNdxGaOS2. x=0 (black, bottom) to x=0.1 (pink, top). LaGaOS2 is in black, La0.98Nd0.02GaOS2 is 
in red, La0.95Nd0.05GaOS2 is in blue, La0.93Nd0.07GaOS2 is in green and La0.9Nd0.1GaOS2 is in pink. * denotes the impurity phase La4O4Ga1.72S4.58. р denotes 





Figure 5.07 (a) Unit cell parameter a [LaGaOS2 (1) in red and LaGaOS2 (2) in dark red], (b) unit cell parameter b [LaGaOS2 
(1) in pale pink and LaGaOS2 (2) in dark pink], (c) unit cell parameter c [LaGaOS2 (1) in green and LaGaOS2 (2) in dark green] 
and (d) volume [LaGaOS2 (1) in pale purple and LaGaOS2 (2) in dark purple] as a function of x for La1-xNdxGaOS2 determined 
from Rietveld refinements using room temperature XRPD data. Error bars in blue. The main primary phase and the 
secondary phase of the undoped sample are described as LaGaOS2 (1) and LaGaOS2 (2) respectively. 
 
There are few changes in structure with dopant level (Appendix 5.02). The overall trend is a slight 
decrease in unit cell volume with increasing Nd content (Figure 5.07d), consistent with the ionic radii 
of La3+ (1.032 Å) and Nd3+ ions (0.983 Å).28 Room temperature unit cell parameters for La1-xNdxGaOS2 
(0 г x г ヰ.1) are in agreement with those of LaGaOS2.1  The change in c cell parameter with dopant 
































































































of x = 0.0ヲ ;IIﾗヴSｷﾐｪ デﾗ VWｪ;ヴSげゲ ﾉ;┘ which probably suggests why NdGaOS2 does not exist.29 There 
is little change in unit cell parameter observed for x > 0.07, reflecting no further change in 





An overall backscattered secondary electrons image for each sample was taken at a magnification 
between X57-X102 to get an idea of the homogeneity of the sample. An example is given in Appendix 
5.03. From the backscattered images and spectra, all the samples were fairly homogenous. For all 
the doped samples, most of the sites that were picked had La2O3 impurities and showed Ga 
deficiencies. The Ga deficiency could be due to EDX operating at only a thin layer on the sample 
surface. The average composition from all the normal points, assuming oxygen content and 
normalizing the data with respect to S, is La0.94±0.05Nd0.06±0.01Ga0.75±0.16OS2 for La0.98Nd0.02GaOS2, 
La0.94±0.06Nd0.06±0.01Ga0.75±0.14OS2 for La0.95Nd0.05GaOS2, La0.91±0.12Nd0.09±0.03Ga0.69±0.17OS2 for 
La0.93Nd0.07GaOS2 and La0.90±0.14Nd0.10±0.03Ga0.69±0.11OS2 for La0.9Nd0.1GaOS2. 
 
5.2.2.4 Diffuse Reflectance Spectroscopy 
 
 
Before the reaction, the doped samples were blue-green. After the reaction was complete 
La0.98Nd0.02GaOS2 and La0.95Nd0.05GaOS2 became pale-grey, La0.93Nd0.07GaOS2 became green-grey and 
La0.9Nd0.1GaOS2 became apple-green (Figure 5.08). The colours are subjective to the reader.  
 
Figure 5.08 Colour change in each of the different Nd doping concentrations form the initial blue-green colour after 
reaction. La0.98Nd0.02GaOS2 (far left) became pale-grey, La0.95Nd0.05GaOS2 (second from the left) became pale-grey, 




Colour changes in the samples may suggest changes in the band gap or may reflect the changes in 
colour with Nd content due to f-f transitions. Hence, diffuse reflectance Spectroscopy data was 
collected to ascertain the optical band gaps of the powders. A KubelkaにMunk transformation was 
performed on the data.25 The band gap value is where the positive gradient of the extrapolated line 
of the absorption edge crosses the x-axis (Figure 5.09). In figure 5.09d, the peak at 2.9 eV seems to 
be comprised of two different features, possibly as a result of the high amount of La4O4Ga1.72S4.58 
impurity compared to the other Nd-doped samples. These values are shown in Table 5.03. There is 
no significant change (within errors) in the band gap values. The different errors in the band gap 
values could be due to the f-f transitions of Nd ions as well as due to the impurity (for 
La1.93Nd0.07GaOS2). These band gap values explain the grey colour (408-411 nm) of the powders for 
La1-xNdxGaOS2 (0 г x г ヰ.07) but not the green colour of La0.9Nd0.1GaOS2 as the band gap obtained 
suggests a blue colour (475 nm) which could be due to absorption arising from f-f transitions. 
 
Table 5.03 Optical band gap values for La1-xNdxGaOS2 (0 г x г ヰ.1) 
 
Sample Band gap value (eV) 
LaGaOS2 3.06 ± 0.32 
La1.98Nd0.02GaOS2 3.03 ± 0.00 
La1.95Nd0.05GaOS2 3.02 ± 0.01 
La1.93Nd0.07GaOS2 3.04 ± 0.53  























 Figure 5.09 Plot of [F(R)*hv]2 against energy for (a) La0.98Nd0.02GaOS2 (b) La0.95Nd0.05GaOS2 (c) La0.93Nd0.07GaOS2 and (d) 
La0.9Nd0.1GaOS2. Data is shown in blue. Line of best fit to positive curve is shown in dotted red.  
 
5.2.2.5 X-ray Photoelectron Spectroscopy 
 
 
XPS data were collected as described in Chapter 2.2.5, in collaboration with Dr R. Palgrave (UCL), to 
ascertain the electronic states of the elements present in the materials. The S 2p data (Figure 5.10a) 
































































































































the surface in all the samples. The shift in binding energy in S 2p in La0.93Nd0.07GaOS2 and 
La0.9Nd0.1GaOS2 (Figure 5.10a) could be due to the La4O4Ga1.72S4.58 impurity present in these samples. 
The Nd 3d data (Figure 5.10b) is inconclusive as the Nd 3d peaks overlap with the O 2p peaks, making 
them hard to see. The peaks at around 980 eV may suggest metallic NdにNd while the peaks at 983.8 eV 
may suggest Nd oxide components.30 
 
 








La1-xCexGaOS2 (0 г x г ヰ.1) was prepared from stoichiometric amounts of La2O3 (Sigma-Aldrich, 
99.99%), Ga2O3 (Sigma-Aldrich, 99.99%), S (Alfa-Aesar, 99.5%+) and CeO2 (Acros Organics, 99.9%) 










































S 2p oxidised 




5.2.3.2 X-ray powder diffraction 
 
The resulting powders were then analysed by Rietveld refinement (Figure 5.11). A small impurity 
phase of La4O4Ga1.72S4.58 was present in La0.9Ce0.1GaOS2. The refinement was performed as described 
in 5.2.1.2. Data for some of the relevant parameters for La1-xCexGaOS2 (0 г x г ヰ.1) are shown in 
Table 5.04. As for La1-xNdxGaOS2 (0 г x г ヰ.1), only one LaGaOS2 phase was needed to fit these data. 
  
 
   
 
 
Figure 5.11 Rietveld refinement profiles for La1-xCexGaOS2 (0 г x г ヰ.1) using room temperature XRPD data (a) x = 0.02 (b) 
x = 0.05 (c) x = 0.07 and (d) x = 0.1. The observed data is in blue, the calculated data is in red and the difference is in grey. 
The blue vertical tick marks show the predicted peak positions for LaGaOS2 and the black tick marks show those for 

































































x = 0.02 
x = 0.05 
x = 0.07 




Table 5.04 Data for room temperature Rietveld refinement for La1-xCexGaOS2 (0 г x г ヰ.1). 36 parameters were 
used for the refinements. 
 
 
La1-xCexGaOS2 with higher Ce content (x > 0.1) were also synthesised but they did not produce the 
main phase and instead had impurities (Ce2O2S, Ga2S3 and LaGaO3).  The samples were then overlaid 




La1-xCexGaOS2 X = 0  X = 0.02  X = 0.05  X = 0.07 X = 0.10 































Volume (Å3) 367.450 (6) 367.393 (7) 367.238 (6) 367.250 (9) 367.195 (8) 
La y coordinate (c) 0.14894 (7) 0.15044 (1) 0.14851 (9) 0.14810 (6) 0.14923 (3) 
La z coordinate (c) 0.10775 (1) 0.10716 (7) 0.10744 (8) 0.10725 (5) 0.10779 (9) 
Ga y coordinate (c) 0.52052 (6) 0.51895 (6) 0.52068 (3) 0.52103 (9) 0.52061 (1) 
Ga z coordinate (c) 0.33564 (9) 0.33602 (4) 0.33333 (2) 0.33504 (8) 0.33617 (3) 
S (1) y coordinate (c) 0.65581 (1) 0.65971 (4) 0.65288 (5) 0.65488 (2) 0.65579 (4) 
S (1) z coordinate (c) 0.01162 (5) 0.01101 (6) 0.01318 (1) 0.01022 (7) 0.00978 (7) 
S (2) y coordinate (c) 0.09650 (9) 0.09848 (8) 0.09704 (3) 0.09567 (1) 0.09754 (1) 
S (2) z coordinate (c) 0.84614 (7) 0.84388 (0) 0.84465 (3) 0.84426 (3) 0.84561 (2) 
O y coordinate (c) 0.37854 (6) 0.37873 (4) 0.37353 (6) 0.37498 (0) 0.38306 (4) 
Rwp (%) 11.48 32.37 37.00 31.01 31.10 
俤2 2.40 2.14 2.14 2.16 2.10 
La4O4Ga1.72S4.58 (%) - - - - 3.77 ± 0.53 
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Figure 5.12 Overlay of room temperature XRPD data for La1-xCexGaOS2. x=0 (black, bottom) to x=0.1 (pink, top). LaGaOS2 is in black, La0.98Ce0.02GaOS2 is in red, 








Figure 5.13 (a) Unit cell parameter a [LaGaOS2 (1) in red and LaGaOS2 (2) in dark red], (b) unit cell parameter b [LaGaOS2 
(1) in pale pink and LaGaOS2 (2) in dark pink], (c) unit cell parameter c [LaGaOS2 (1) in green and LaGaOS2 (2) in dark green] 
and (d) volume [LaGaOS2 (1) in pale purple and LaGaOS2 (2) in dark purple] as a function of x for La1-xCexGaOS2 determined 











































































































There are few changes in structure with dopant level (Appendix 5.04). The overall trend is a slight 
decrease in unit cell volume with increasing Ce content (Figure 5.13d), consistent with the ionic radii 
of La3+ (1.032 Å) and Ce3+ ions (1.01 Å).28 Room temperature unit cell parameters for La1-xCexGaOS2 
(0 г x г ヰ.1) are in agreement with those of LaGaOS2.1  The change in c cell parameter with dopant 
level was larger than that for the a and b cell parameters (by 0.02%). There is a limited solid solution 





An overall backscattered secondary electrons image for each sample was taken at a magnification 
between X44-X80 to get an idea of the homogeneity of the sample. An example is given in Appendix 
5.05. From the backscattered images and spectra, all the samples were fairly homogenous. For all 
the doping samples, most of the sites that were picked were La-rich and showed Ga deficiencies 
which could be due to EDX operating at only a thin layer on the sample surface. The average 
composition from all the normal points, assuming oxygen content and normalizing the data with 
respect to S, is La0.94±0.11Ce0.06±0.01Ga0.68±0.09OS2 for La0.98Ce0.02GaOS2, La0.92±0.07Ce0.08±0.02Ga0.94±0.09OS2 
for La0.95Ce0.05GaOS2, La0.90±0.10Ce0.10±0.02Ga0.67±0.09OS2 for La0.93Ce0.07GaOS2 and 
La0.89±0.10Ce0.11±0.03Ga0.71±0.08OS2 for La1.9Ce0.1GaOS2. 
 
5.2.3.4 Diffuse Reflectance Spectroscopy 
 
 
Before the reaction, the doped samples were pale-yellow. After the reaction was complete 
La0.98Ce0.02GaOS2 and La0.93Ce0.07GaOS2 became pale-grey while La0.95Ce0.05GaOS2 and La0.9Ce0.1GaOS2 




Figure 5.14 Colour change in each of the different Ce doping concentrations form the initial pale-yellow colour after 
reaction. La0.98Ce0.02GaOS2 (far left) became pale-grey, La0.95Ce0.05GaOS2 (second from the left) became grey, 
La0.93Ce0.07GaOS2 (third from the left) became pale-grey and La0.9Ce0.1GaOS2 (far right) became grey. 
 
 
Colour changes in the samples may suggest changes in the band gap or due to f-f transitions similar 
to the Nd-doped samples, diffuse reflectance spectroscopy data was collected to establish the 
ヮﾗ┘SWヴゲげ optical band gap. A KubelkaにMunk transformation was performed on the data.25 The band 
gap value is where the positive gradient of the extrapolated line of the absorption edge crosses the 
x-axis (Figure 5.15). These values are shown in Table 5.05. No significant change (within errors) in 
band gap values is observed. These band gap values explain the colours of the powders: grey colours 
(405-412nm) for La1-xCexGaOS2 (0 г x г ヰ.1).  
 
Table 5.05 Optical band gap values for La1-xCexGaOS2 (0 г x г ヰ.1) 
 
Sample Band gap value (eV) 
LaGaOS2 3.06 ± 0.32 
La1.98Ce0.02GaOS2 3.03 ± 0.05  
La1.95Ce0.05GaOS2 3.04 ± 0.04 
La1.93Ce0.07GaOS2 3.06 ± 0.03 










Figure 5.15 Plot of [F(R)*hv]2 against energy for (a) La0.98Ce0.02GaOS2 (b) La0.95Ce0.05GaOS2 (c) La0.93Ce0.07GaOS2 and (d) 
La0.9Ce0.1GaOS2. Data is shown in blue. Line of best fit to positive curve is shown in dotted red.  
 
5.2.3.5 X-ray Photoelectron Spectroscopy 
 
 
XPS data were collected as described in Chapter 2.2.5, to ascertain the electronic states of the 
elements present in the materials. The S 2p data (Figure 5.16c) (Appendix 5.06) shows that most of 
the sulfur was present as sulfide (94 atomic %) and only 4 atomic % S 2p are oxidised. Moreover, 






























































































































surface in all the samples. The Ce 3d data (Figure 5.16b) shows that peaks increase in intensity with 
increasing Ce doping concentration and that the doped samples contain only Ce3+ ions since only 
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The cell parameters for both the LaGaOS2-like phases obtained from the room temperature XRPD 
data are bigger than Jaulmesげ ┗;ﾉ┌W ふT;HﾉW ンくヰヱぶが ┘ｷデｴ デｴW ゲWIﾗﾐS L;G;O“2-like phase, which is 
present in a smaller amount (8.26 ± 0.87 %), being slightly bigger than the first one.1 From the 
models used to fit the XRPD data of the Nd- and Ce-doped samples, only one LaGaOS2 phase was 
used for all the doped samples which could probably suggest that doping the parent compound 
suppresses formation of the second LaGaOS2 phase.  
 
For both La1-xNdxGaOS2 (0 г x г ヰ.1) and La1-xCexGaOS2 (0 г x г ヰ.1), the overall trend is slight decrease 
in unit cell volume with increasing x content (Figure 5.07d and 5.13d).10  This is consistent with ionic 
radii (replacing La3+[1.032 Å] with Nd3+[0.983 Å] and  Ce3+ ions [1.01 Å] respectively for a 
coordination number 6).28 The decrease in unit cell volume from La0.98Ce0.02GaOS2 to 
La0.95Ce0.05GaOS2 seems larger than the others. This could be due to replacing La3+ (1.032 Å) with Ce4+ 
ions (0.87 Å) for coordination number 6, suggesting a mixture of Ce3+/Ce4+ in La0.95Ce0.05GaOS2.28 In 
contrast, the XPS Ce 3d data (Figure 5.16b) showed that the doped samples contained purely Ce3+ 
ions, shown by single peaks (Ce3+) ions and no doublet peaks (Ce4+) were present.31,32 Similarly, 
comparing the changes in cell parameters with Nd-doping and Ce-doping showed that Ce-doping 
produces a lesser decrease in the unit cell volume (Appendix 5.07) which suggests that there are no 
Ce4+ ions present in La1-xCexGaOS2. NdGaOS2 and CeGaOS2 have not been reported, yet it was 
hypothetically assumed that they would be isostructural to LaGaOS2 and there would be a solid 
solution for LaGaOS2, La1-xNdxGaOS2 (0 г x г ヰ.1)  and La1-xCexGaOS2 (0 г x г ヰくヱぶ ;IIﾗヴSｷﾐｪ デﾗ VWｪ;ヴSげゲ 
law.29 However, linearity is not observed in the unit cell parameters plots with increasing Nd and Ce 
doping concentration (Figure 5.07 and 5.13) which suggests that the Nd doping limit 0.02 while the 
Ce doping limit is 0.05. This maybe is due the presence of La4O4Ga1.72S4.58  impurity phases in the 
doped samples, reflecting the inflexibility of the LaGaOS2 structure. Increasing amounts of impurities 
are formed as x is increased to x = 0.07 for Nd and x = 0.10 for Ce. In both La1-xNdxGaOS2 and La1-
xCexGaOS2, the changes in c cell parameters with dopant level are larger than that for a and b cell 
parameters.  
 
From the diffuse reflectance plots, the optical band gaps do not change (within errors) when 
LaGaOS2 was doped with Nd and Ce (Figure 5.09 and 5.15). At La1.9Nd0.1GaOS2, the band gap value 
corresponds to blue colour (475 nm) which is not consistent with the colour observed for that doped 
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material and this could be due to f-f transitions. This lack of variation in optical band gaps is different 
to that observed in M4O4Se [Se2] (M = La-Pr), Ln2Ti2S2O5 (Ln = Sm, Gd, Tb, Dy, Ho and Er)10, Ln2Ti2O7 
(Ln = La, Pr, Nd) and NaxLa1-xTaO1+2xN2-2x.10,33に35 Doping the parent compound with Ce barely changed 
the colour of the samples (Figure 5.14) which is probably due to low doping concentrations. In 
contrast, the colour change of the Nd-doped samples could also be due to f-f transitions (Figure 
5.09) which are absent in the Ce-doped samples (Figure 5.15). The optical band gaps of La1-
xNdxGaOS2 (0 г x г ヰ.07) are similar to BaTiO3 and LaCuOS and can be used in nonlinear optics and 
uncooled thermal images.27,36 The optical band gap of La0.9Nd0.1GaOS2 is similar to that of CdS and it 
can possibly be used in photoresistors, solar cells and quantum dots.37 The La1-xCexGaOS2 optical 
band gaps values are similar to ZnSe can be used in blue lasers, LEDs and IR optics.38 
 
5.4 Conclusions and Future work 
 
 
There is a limited solid solution when isovalent-doping LaGaOS2 with Nd and Ce. Other strategies 
might be to synthesise LaGaOS2-xSex, p-type dope LaGaOS2 on the Ga-site (such as Zn), n-type dope 
LaGaOS2 on the Ga-site (such as Ge, Sn, Bi) and investigate the resulting changes in optical band 
gaps. The DRS measurements showed that the optical band gaps barely decreased when the parent 
compound was doped with Nd or Ce and presumably the change in colour in Nd-doped samples is 
due to f-f transitions, which increase with decreasing Nd content.  The XPS data showed that all the 
samples showed barely any sulfur oxidation on the surface and that La1-xCexGaOS2 (0 г x г ヰ.1) 
contained only Ce3+ ions. It also showed that the surface of the Nd doped samples may contain both 
metallic Nd-Nd and Nd oxide, however, this could be argued. It would be interesting to see if there 
are any changes in the photocatalytic properties of the samples. This work suggests that 
the LaGaOS2 structure has quite limited compositional flexibility and that it is difficult to tune its 
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BiCuOSe crystallises in the P4/nmm space group [a = 3.9213 (1) Å, c = 8.9133 (5) Å] and consists of 
insulating (Bi2O2)2+ layers which act like charge reservoirs and anti-CuO2 type conductive (Cu2Se2)2- 
layers which act as a conduction pathway for carrier transport. These layers alternate along the c 
axis (Figure 6.01). In the (Bi2O2)2+ layers, Bi3+ is in a distorted square antiprismatic coordination with 
four oxygen atoms and four Se atoms. In the (Cu2Se2)2- layer, the Cu ion is in a distorted tetrahedral 
arrangement with the Cu ion coordinated to 4 Se2- ions. The Bi4O and CuSe4 tetrahedra are edge-
shared. 1  
 
BiCuOSe has been reported to be a transparent, p-type semiconductor with a moderate band gap 
with a promising future as a thermoelectric material.2 Thermoelectric materials can generate 
electricity from waste heat and are viewed as a substitute renewable energy solution. The efficiency 
of these materials is characterised by a dimensionless figure of merit, ZT = (S2ゝ Tぶっ゛が ┘ｴWヴW “ Э 
“WWHWIﾆ IﾗWaaｷIｷWﾐデが ゝ Э WﾉWIデヴｷI;ﾉ IﾗﾐS┌Iデｷ┗ｷデ┞が ゛ Э デｴWヴﾏ;ﾉ IﾗﾐS┌Iデｷ┗ｷデ┞が ;ﾐS T Э ;Hゲﾗﾉ┌デW 
temperature.3に5 Hence, to have a high ZT, the Seebeck coefficient and the electrical conductivity 
need to be increased and the thermal conductivity decreased.5に15. This can be done through doping, 
band tuning and introducing Cu vacancies.2,16に22 BiCuOSe has a high ZT value (0.8) which is greater 
than polycrystalline oxide systems Ca3Co4O9, NaCo2O4, SrTiO323,24, ZnO and In2O3 and similar to p-
type intermetallic systems PbTe and CeyFexCoヴЪxSb12.2,9,16,23に36 It also has a low thermal conductivity 
value (0.45 W爆mЪ1KЪ1 at 923 K) which is lower than Ag3.9Mo9Se11, Cu3SbSe4, Cu2Ga4Te737, 
Cu2.1Zn0.9SnSe4, Cu2Ga0.07Ge0.93Se3, CsBi4Te6 and K2Bi8Se13   but bigger than AgSbTe2,  Ag9TlTe5 and 
Ag0.95GaTe2..16,19,37に48 This low value is linked to its low phonon transport speWS ;ﾐS Yﾗ┌ﾐｪげゲ ﾏﾗS┌ﾉ┌ゲく 
BiCuOSe has a high electrical conductivity (>4000 Sm-1), a large Seebeck coefficient (> 350 µV K-1).19  
 
Hole doping BiCuOSe has been shown to increase the electrical conductivity and the 
thermoelectric power factor, giving high Seebeck coefficients and low thermal conductivity (< 1 
W爆mЪ1KЪ1 at 873 K) in Bi1-xMgxCuOSe (ZT = 0.67), Bi1-xCaxCuOSe (ZT = 0.9), Bi1-xSrxCuOSe (ZT = 0.76), 
Bi1-xBaxCuOSe (ZT = 1.1), Bi1-xPbxCuOSe (ZT = 0.95), Bi1-xNixCuOSe (ZT = 0.39), Bi1-xKxCuOSe (ZT = 0.6), 
Bi1-xNaxCuOSe (ZT = 0.91) and BiCu1-xSeO (ZT = 0.81), though it gave decreased Seebeck 
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coefficients.2,16,18に20,49に53 Isovalent doping BiCuOSe has been shown to increase the thermoelectric 
power factor as hole doping in BiCuOSe1-xTex (ZT = 0.71), BiOCuヱЪxAgxSe (ZT = 0.64 and 0.68), Bi1-
xSbxCuOSe (ZT = 0.73) and Bi1-xLaxCuOSe (ZT = 0.74) while aliovalent doping BiCuOSe has been shown 
to decrease the electrical conductivity and thermoelectric power factor and give low thermal 
conductivity and ZT values in BiOCuヱЪxMxSe (M = Cd, Zn) although Ren et al showed that Zn doping 
enhanced the power factor.21,22,54に58 In contrast, Bi1-xSnxCuOSe (ZT = 0.3) showed an increase in the 
electrical conductivity, thermoelectric power factor and Seebeck coefficients.59 Moreover, electron 
doping in BiCuOSe1-xClx has been shown to decrease the electrical conductivity and have an effect 
on thermal transport properties.60 
 
Figure 6.01. Crystal structure of BiCuOSe. Bi atoms are in pink, Cu atoms are in blue, O atoms are in red and Se atoms are 
in yellow.  
 
Recent theoretical studies of BiCuOSe suggest that its low thermal conductivity is due to the high 
atomic mass of Bi in the insulating oxide layers which gives rise to lower phonon frequencies.61  Band 
structure calculations showed that BiCuOSe is a multiband material and has an indirect band gap.17,19 
The valence bands consist of O 2s states (lower level), Se 4s and Bi  6s states (middle level) and O 
2p, Cu 3d and Se 4p states (upper level) while the conduction bands consist of Bi-6p states.19 Zou et 
al showed that the optimal doping level on the Bi site was 12.5 % to give ZT= 1.32 at 1000 K and that 
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the electrical conductivity decreases both with increasing temperature and increasing doping 
concentrations while exhibiting metallic behaviour.62  
 
The aims of this work are to electron dope BiCuOSe and to investigate the resulting changes in 
structure and physical properties. Even though Bi1-xLaxCuOSe did not improve the thermoelectric 
properties, Ce-doping on the Bi3+ site was chosen because although Ce3+ and La3+ are similar in size 
to Bi2+, there is a possibility that Ce3+, with the accessible +4 oxidation state, may be able to electron 
dope the Cu-Se layers. 22,63  
 
This chapter deals with the synthesis and properties of Bi1-xLnxCuAyO1-ySe (Ln = Ce and A = F) series 
of compounds, focusing on their structures, electrical conductivity properties and chemical states. 
Structures were characterised using X-ray powder diffraction (XRPD) complemented by Rietveld 
refinement, Scanning Electron Microscopy-Energy Dispersive X-ray (SEM-EDX) for homogeneity, 
Physical Property Measurement System (PPMS) for conductivity and X-ray absorption near-edge 







6.2.1.1 Synthesis and Structural characterization 
  
 
BiCuOSe was prepared from stoichiometric amounts of Bi2O3 (Acros Organics, 99.9%), Bi (Alfa-Aesar, 
99.5%), Cu (Fisons) and Se (Sigma-Aldrich, 99.5+%) as discussed in Chapter 2.2.2. The starting 
reagents were weighed in a 1:1:3:3 ratio and ground using a mortar and pestle in the glovebox. The 
mixture was then pressed into a 5mm pellet and placed in a quartz tube. The latter was then sealed 
under vacuum and heated in a furnace at the following conditions:  ramped to 300°C at 0.5°C/min 
and dwelled for 15 hours, ramped to 700°C at 1°C/min and dwelled for 24 hours. The furnace was 
then allowed to cool to room temperature. The mixture was reground, resealed and reheated at the 
same temperature conditions to ensure crystalline materials. This synthesis gave a highly crystalline 
sample containing 0.36 ± 0.04 % Bi impurity phase (Figure 6.02). The purity of the sample, confirmed 




6.2.1.2 X-ray powder diffraction 
 
 
The resulting black pellet was then analysed by in-house X-ray powder diffraction (Figure 6.02). The 
amorphous background seen between 5° and 10° was due to air scattering of the X-rays. A small 
impurity phase of Bi was present in the sample. The refinement was performed as described in 
Chapter 2.2.2. The only deviations applied to the refinement were a 15th order Chebychev 
polynomial function which was employed to fit the background and 2 atomic positions: z coordinates 
for Bi and Se of the main phase. The Rwp for the refinement was 6.93 %, the 俤2 was 3.04. Data for 
some of the relevant parameters are shown in Table 6.01.  
 
Data is in somewhat good agreement with literature. The cell parameter and unit cell volume values 
obtained here differ from literature, probably due to the Bi impurity and are more similar to those 
of BiCuO1-xSe.16 
 
Figure 6.02 Rietveld refinement profiles for BiCuOSe using room temperature XRPD data. Rwp is 6.93 %, Rp is 5.43 % and 俤2 
is 3.04. The observed data is in black, calculated data is in red and the difference is in grey. The blue vertical tick marks 
show the predicted peak positions for BiCuOSe (99.64 ± 0.04 %) and the black ones show those for Bi 0.36 ± 0.04%). 
 
Table 6.01 Data for room temperature Rietveld refinement for BiCuOSe together with values from the 
literature, values from BiCuO1-xSe, BiCuOS and CeCuOSe for comparison. 
 
 
BiCuOSe This work Kusainova et al1 Liu et al16  
BiCuO1-xSe  
(0г x г 0.1) 
BiCuOS1 CeCuOSe64 
Space group P4/nmm P4/nmm  P4/nmm P4/nmm 
a cell parameter (Å) 3.929187 (9) 3.9213 (1) 3.931-3.926 3.8705 (5) 4.0185 (15) 
c cell parameter (Å) 8.932318 (7) 8.9133 (5) 8.964-8.936 8.561 (1) 8.7114 (14) 
Volume (Å3) 137.902 (6) 137.09 (3)  128.25 (1)  
Bi z coordinate (c) 0.14026 (1) 0.1411 (7)    



















6.2.1.3 Conductivity measurements 
 
 
Conductivity measurements were conducted on BiCuOSe as described in Chapter 2.2.7. Resistance 
was collected as the pellet was cooled from room temperature to 2 K in a cryostat with readings 
taken at every 1 K.  




















Figure 6.03 Resistivity against temperature. Data is shown in blue 
 
The exponential change in resistivity with temperature is not consistent with literature.2,16,18,19,65,66 
The change instead looks like a semiconductor-metal transition whereby it exhibits metallic 
behaviour at high temperatures (above 80 K), seen by the decrease in electrical resistivity due to 
increased electron scattering, and behaves like a semiconductor at low temperatures, seen by the 
increase in electrical resistivity due to the Fermi level not being in the conduction band. This is not 







BiCuO1-xFxSe was prepared from stoichiometric amounts of Bi2O3 (Acros Organics, 99.9%), Bi (Alfa-
Aesar, 99.5%), Cu (Fisons) and Se (Sigma-Aldrich, 99.5+%) and CuF2 (Acros Organics, 98%) using the 
method described in 6.2.1.1.  
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The resulting black pellets were then analysed by Rietveld refinement (Figure 6.04). The amorphous 
background seen between 5° and 18° was due to air scattering of the X-rays. Al2O3 was used as an 
internal standard. Small impurity phases of Bi2O3 and Bi4Se3 were present in the samples. The 
refinement was performed as described in 6.2.1.2. The only deviation was accounting for the 
internal standard (Al2O3). Data for some of the relevant parameters for BiCuO1-xFxSe (0 г x г ヰ.12) 
are shown in Table 6.02.  
 
Table 6.02 Data for room temperature Rietveld refinement for BiCuO1-xFxSe (0 г x г ヰ.12). 32 parameters were 
used for the refinements. 
 
 
BiCuO1-xFxSe X = 0 X = 0.02 X = 0.05 X = 0.08 X = 0.10 X = 0.12 
























Volume (Å3) 137.016 
(3) 












0.67432 (7) 0.67251 (8) 0.67886 (1) 0.67829 (2) 0.68424 (2) 
Rwp (%) 18.43 19.67 20.63 22.81 21.58 23.18 
俤2 2.46 2.60 2.80 3.00 2.18 3.04 
Bi2O3 (%) - 2.35 ± 0.31 4.07 ± 0.33 8.85 ± 0.55 5.71 ± 0.38 7.66 ± 0.55 



















Figure 6.04 Rietveld refinement profiles for BiCuO1-xFxSe (0 г x г ヰ.12) using room temperature XRPD data (a) x = 0 (b) x = 
0.02 (c) x = 0.05 (d) x = 0.08 (e) x = 0.10 and (f) x = 0.12. The observed data is in blue the calculated data is in red and the 
difference is in grey. The blue vertical tick marks show the predicted peak positions for BiCuOSe, the black tick marks show 
those for Al2O3 in BiCuOSe and for Bi2O3 in the doped samples, the green tick marks show those for Bi4Se3 and the pink tick 





























































































x = 0 
x = 0.02 
x = 0.05 
x = 0.08 
x = 0.10 














Figure 6.05 Overlay of room temperature XRPD data for BiCuO1-xFxSe (0 г x г ヰ.12), x=0 (black, bottom) to x=0.12 (brown, top). BiCuOSe is in black, 
BiCuO0.98F0.02Se is in red, BiCuO0.95F0.05Se is in blue, BiCuO0.92F0.08Se is in green, BiCuO0.9F0.1Se is in pink and BiCuO0.88F0.12Se is in brown. р denotes the 




















Volume v/s x doping concentration 
 
Figure 6.06 (a) Unit cell parameter a (red), (b) unit cell parameter c (green) and (c) volume (purple) as a function of x for 
BiCuO1-xFxSe determined from Rietveld refinements using room temperature XRPD data. Error bars in blue. 
 
























a cell parameter v/s x doping concentration 





























There are very few other changes in structure with dopant level (Appendix 6.02). Analysis from XRPD 
data indicates that there is no systematic change in unit cell parameters with F doping which 
suggests that none enters the main phase. The change in c cell parameter with dopant level is slightly 























An overall backscattered secondary electrons image for each sample was taken at a magnification 
between X43-X50 to get an idea of the homogeneity of the sample. An example is given in Appendix 
6.03. From the backscattered image and spectra, all the samples were fairly homogenous. Some of 
the sites that were picked were rich in Bi. The average composition from all the normal points, 
assuming oxygen content and normalizing the data with respect to Bi, is BiCu0.86±0.16Se0.79±0.09 for 
BiCuO0.98F0.02Se, BiCu0.93±0.21Se0.86±0.12 for BiCuO0.95F0.05Se, BiCu0.88±0.23Se0.78±0.12 for BiCuO0.92F0.08Se, 
BiCu0.93±0.28Se0.81±0.13 for BiCuO0.9F0.1Se, and BiCu0.83±0.22Se0.84±0.15 for BiCuO0.88F0.12Se. 
 
6.2.2.4 Conductivity measurements 
 
 
Conductivity measurements were conducted on all the doped samples. The sintered polished pellets 
had density between 5.470-6.023 g cm-3, which were 61.3-67.5 % of the theoretical densities. 
Resistance measurements were collected as the pellets cooled from room temperature to 2 K in a 
cryostat with readings taken at every 1 K.  
 
The exponential decrease in resistivity with decreasing temperature indicates metallic behaviour 
(Figure 6.07). This could be a result of the various impurities in the doped samples. The resistivity at 
room temperature decreases slightly when the parent compound is doped with F (Table 6.03), 





Figure 6.07 Measure of Resistivity (Ohm.m) as a function of temperature for different F doping in BiCuO1-xFxSe, showing 
metallic behaviour. BiCuOSe is in red, BiCuO0.98F0.02Se is in blue, BiCuO0.95F0.05Se is in yellow, BiCuO0.92F0.08Se is in green, 
BiCuO0.9F0.1Se is in orange and BiCuO0.88F0.12Se is in pink.  
 
 
Table 6.03 Resistivity data for BiCuO1-xFxSe (0 г x г ヰ.12). 
 
 
X ヾ at 298K (ကm) 
0 1.57 x 10-5 
0.02 3.88 x 10-6 
0.05 2.90 x 10-6 
0.08 2.14 x 10-6 
0.10 1.71 x 10-6 




6.2.2.5 XANES measurements 
 
 
XANES measurements were conducted on all the doped samples on B18 at the Diamond Light 
Source (through the Energy Materials BAG). Similar to the Ce-doped samples, these samples were 




































Figure 6.08 (a) Cu-K edge normalised energy spectra  for the Cu foil (blue), Cu+1 standard (yellow), pristine sample (red) 
and all the Ce-doped samples (b) k3-weighted derivatives (c) radial distributions surrounding Cu for the undoped and F-
doped samples.  
 
The Cu-K edge data shows that the samples contain mainly monovalent Cu (Figure 6.08a). The edge 
does not change since the oxidation state is unchanged which is consistent with no F entering the 
sample. The EXAFS region suggests a slight increase in disorder in the sample with increased F 
content (Figure 6.08). These observations could be due to the increased impurities formation when 






from 1 s to 4 p of Cu0. In the Fourier transform spectra (Figure 6.08b), the strongest peak observed 
around 2 Å arises from the first coordination CuにSe shell. The weak peaks observed from the second 
higher coordination shells can be seen in the k3-weight-amplified spectra (Figure 6.08c). Energy E0 
barely changes with increasing F content, except for x = 0.02, suggesting that the number of 
unoccupied states remain unchanged with increasing F content (Table 6.04). 
 
Table 6.04 Energy E0 for BiCuO1-xFxSe (0 г x г ヰ.12). 
 














Bi1-xCexCuOSe was prepared from stoichiometric amounts of Bi2O3 (Acros Organics, 99.9%), Bi (Alfa-
Aesar, 99.5%), Cu (Fisons) and Se (Sigma-Aldrich, 99.5+%) and CeO2 (Acros Organics, 99.9%) using 
the method described in 6.2.1.1.  
 
6.2.3.2 X-ray powder diffraction 
 
 
The resulting black pellets were then analysed by Rietveld refinement (Figure 6.09). The amorphous 
background seen between 5° and 10° was due to air scattering of the X-rays. Small impurity phases 
of Bi, CeO2 and CeO2-x were present in the samples. The refinement was performed as described in 






Figure 6.09 Rietveld refinement profiles for Bi1-xCexCuOSe ふヰ г ┝ г ヰくヱぶ ┌ゲｷﾐｪ ヴﾗﾗﾏ デWﾏヮWヴ;デ┌ヴW X‘PD S;デ; ふ;ぶ ┝ = 0.01 (b) 
x = 0.02 (c)  x = 0.03 (d) x = 0.04 (e) x = 0.06 (f) x = 0.08 and (g) x = 0.1. The observed data is in blue the calculated data is 
in red and the difference is in grey. The blue vertical tick marks show the predicted peak positions for BiCuOSe, the black 
tick marks show those for Bi in (b-d) and (f), CeO2 in (a) and CeO2-x in (e) and (g), the green tick marks show those for CeO2-
x in (b), (d) and (f) and CeO2 in (e) and the pink tick marks show those for CeO2 in (d) and (f).  Rwp and the 俤2 values are 






























































































































x = 0.01 
x = 0.02 
x = 0.03 
x = 0.04 
x = 0.06 
x = 0.08 
x = 0.10 
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Table 6.05 Data for room temperature Rietveld refinement for Bi1-xCexCuOSe (0 г x г ヰ.1). 36 parameters were 





X = 0 X = 0.01 X = 0.02 X = 0.03 X = 0.04 X = 0.06 X = 0.08 X = 0.10 
























































































Rwp (%) 6.93 6.83 6.64 6.84 6.33 7.41 6.80 7.31 
俤2 3.04 2.88 2.76 2.82 3.08 2.30 2.90 2.30 
Main 
phase 
















- 3.15 ± 
1.86 









- - 0.82 ± 
0.08 










































Figure 6.10 Overlay of room temperature XRPD data for Bi1-xCexCuOSe (0 г x г ヰ.1), x = 0 (black, bottom) to x = 0.1 (purple, top). BiCuOSe is in black, 
Bi0.99Ce0.01CuOSe is in red, Bi0.98Ce0.02CuOSe is in blue, Bi0.97Ce0.03CuOSe is in green, Bi0.96Ce0.04CuOSe is in orange, Bi0.94Ce0.06CuOSe is in pink, 





















Volume v/s x doping concentration
 
Figure 6.11 (a) Unit cell parameter a (red), (b) unit cell parameter c (green) and (c) volume (purple) as a function of x for 
Bi1-xCexCuOSe determined from Rietveld refinements using room temperature XRPD data. Error bars in blue. 
 





















a cell parameter v/s x doping concentration


























There are very few other changes in structure with dopant (Appendix 6.05). The overall trend is 
slight decrease in unit cell volume with increasing Ce content (Figure 6.11c), consistent with the 
ionic radii of Bi3+ (1.03 Å) and Ce3+ ions (1.01 Å).67 Room temperature unit cell parameters for Bi1-
xCexCuOSe (0 г x г ヰ.1) are in agreement with those of BiCuOSe and are bigger along c but smaller 
along a than those of CeCuOSe.64 The change in c cell parameter with dopant level was smaller than 
that for the a cell parameter (by 0.02%). There is a limited solid solution, with x = 0.01 being the 





An overall backscattered secondary electrons image for each sample was taken at a magnification 
between X44-X194 to get an idea of the homogeneity of the sample. An example is given in Appendix 
6.06. From the backscattered images and spectra, all the samples were fairly homogenous. Most of 
the sites that were picked were rich in Bi and Cu impurities. The average composition from all the 
normal points, assuming oxygen content and normalizing the data with respect to Se, is 
Bi1.05±0.13Ce0.02±0.02Cu1.01±0.24OSe for Bi0.99Ce0.01CuOSe, Bi1.02±0.07Ce0.03±0.02Cu1.02±0.21OSe for 
Bi0.98Ce0.02CuOSe, Bi1.08±0.11Ce0.03±0.01Cu1.06±0.25OSe for Bi0.97Ce0.03CuOSe, 
Bi1.03±0.07Ce0.03±0.02Cu1.05±0.19OSe for Bi0.96Ce0.04CuOSe, Bi0.98±0.11Ce0.04±0.03Cu1.05±0.19OSe for 
Bi0.94Ce0.06CuOSe, Bi0.97±0.08Ce0.05±0.04Cu1.02±0.23OSe for Bi0.92Ce0.08CuOSe and 
Bi0.93±0.10Ce0.07±0.04Cu1.05±0.15OSe for Bi0.9Ce0.1CuOSe. 
 
6.2.3.4 Conductivity measurements 
 
 
Conductivity measurements were conducted on all the doped samples. The sintered polished pellets 
had density between 4.922-6.679 g cm-3, which were 56.4-75.9 % of the theoretical densities. 
Resistance measurements were collected as the pellets cooled from room temperature to 2 K in a 






Figure 6.12 Measure of Resistivity (Ohm.m) as a function of temperature for different Ce doping in Bi1-xCexCuOSe. BiCuOSe 
is in red, Bi0.99Ce0.01CuOSe is in blue, Bi0.98Ce0.02CuOSe is in yellow, Bi0.97Ce0.03CuOSe is in green, Bi0.96Ce0.04CuOSe is in 
orange, Bi0.94Ce0.06CuOSe is in pink, Bi0.92Ce0.08CuOSe is in grey and Bi0.9Ce0.1CuOSe is in purple. (a) shows all the samples 




























































































Figure 6.13 Measure of ln resistivity as a function of 1000/T, showing linearity at high temperatures for all samples. 
BiCuOSe is in red, Bi0.98Ce0.02CuOSe is in yellow, Bi0.96Ce0.04CuOSe is in orange, Bi0.94Ce0.06CuOSe is in pink, and 
Bi0.9Ce0.1CuOSe is in purple.  The trendlines are shown in black. 
 
Figure 6.14 Measure of ln resistivity as a function of T-1/3, showing linearity at low temperatures for the semiconducting 
samples. BiCuOSe is in red, Bi0.98Ce0.02CuOSe is in yellow, Bi0.96Ce0.04CuOSe is in orange, Bi0.94Ce0.06CuOSe is in pink and 
Bi0.9Ce0.1CuOSe is in purple.  The trendlines are shown in black. 
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The exponential increase in resistivity with decreasing temperature for Bi1-xCexCuOSe (x = 0.02, 0.04, 
0.06, 0.10) indicates semiconducting behaviour (Figure 6.13b) while the decrease in resistivity with 
decreasing temperature for Bi1-xCexCuOSe (x = 0.01, 0.03, 0.08) indicates metallic behaviour (Figure 
6.13c). The resistivity behaviour of the doped samples at high temperatures could be explained 
using the thermally activated model (Figure 6.13) but not at low temperatures, shown by the linear 
behaviour: T > 204 K (x = 0.02), T > 197 K (x = 0.04), T > 239 K (x = 0.06) and T > 236 K (x = 0.10). 
However, two-dimensional variable range hopping (2D-VRH) could be used to describe the 
resistivity behaviour at low temperatures for the semiconducting samples, showing a linear 
behaviour in the ln resistivity vs TЪ1/3 plot (Figure 6.14): 2 K г T г 9 K (x = 0.02), 2 K г T г 22 K (x = 
0.04), 2K г T г 4.5 K (x = 0.06), and 2 K г T г 6 K (x = 0.10). The values of ヾ0 and T0 are given in table 
6.06 together with the activation energy values of the samples calculated from the slope (Figure 
6.14).  
Table 6.06 Resistivity and activation energy data for Bi1-xCexCuOSe (0 г x г ヰ.1). 
 
X Model T (K) ʌ0 T0 Ea (eV) ヾ at 298K 
(ကm) 
0   - - - 1.57 x 10-5 
0.01   - - - 1.61 x 10-6 
0.02 2D-VRH 2 г T г 9 5.98 x 10-6 7.34 x 10-1 - 1.45 x 10-5 
Thermally 
activated 
T > 204  - - 0.024 ± 
0.004 
0.03   -  - - 6.37 x 10-7 
0.04 2D-VRH 2 г T г 22 5.51 x 10-6 19.7 - 1.54 x 10-5 
Thermally 
activated 
T > 197 - - 0.028 ± 
0.006 
0.06 2D-VRH 2 г T г 4.5 9.54 x 10-6 7.94 x 10-4 - 5.05 x 10-5 
Thermally 
activated 
T > 239  - - 0.044 ± 
0.003 
0.08   - - - 6.67 x 10-7 
0.10 2D-VRH 2 г T г 6 6.51 x 10-6 2.78 - 4.94 x 10-5 
Thermally 
activated 





6.2.3.5 XANES measurements 
 
 
XANES measurements were conducted on all the doped samples on B18 at the Diamond Light 
Source (through the Energy Materials BAG). The samples were mixed with PVP according to Absorbix 
software and pressed into 13 mm pellets. 
 
 
Figure 6.15 (a) Cu-K edge normalised energy spectra  for the Cu foil (blue), Cu+1 standard (dark-green), pristine sample 
(red) and all the Ce-doped samples (b) k3-weighted derivatives (c) radial distributions surrounding Cu for the undoped and 







Figure 6.16  Ce-L3 edge normalised energy spectra for the Ce3+ standard (blue), Ce4+ standard (aqua) all the Ce-doped 
samples 
 
The Cu-K edge data shows that when Ce is introduced in the pristine sample, there is no obvious 
trend in the main edge and no indication of a change in Cu oxidation state in the samples with doping 
(Figure 6.15a and Appendix 6.07). The shoulder to Cu foil (Figure 6.18a) shows transitions from 1 s 
to 4 p of Cu0. In the Fourier transform spectra (Figure 6.15b), the strongest peak observed around 
2 Å arises from the first coordination CuにSe shell. The peaks observed from the second higher 
coordination shells are hard to see as they are very weak and are concealed in the noisy background. 
However, the recorded k3-weight-amplified spectra (Figure 6.15c) shows the input from the higher 
coordination shells. Energy E0 for Cu increases very slightly with increasing Ce content (Table 6.07), 
suggesting that the number of unoccupied states barely changes with Ce content.  
 
The Ce-L3 edge data shows that the Ce-doped samples contain doublets in their main edge 
suggesting presence of Ce4+ (Figure 6.16 and Appendix 6.07).  No clear trend is observed in the main 
edge (Figure 6.16 and Appendix 6.07). The pre-edge area suggests that the Ce-doped samples 
contain mainly Ce4+ ions as it fits the Ce4+ standard used (Figure 6.16 and Appendix 6.07). Energy E0 
for Ce barely changes with increasing Ce content (Table 6.07), suggesting that the number of 







Table 6.07 E0 values for Bi1-xCexCuOSe (0 г x г ヰ.1). 
 
Sample E0 (eV) for Cu E0 (eV) for Ce 
BiCuOSe 8986.50 - 
BiCuO0.99Ce0.01Se 8986.79 5726.14 
BiCuO0.98Ce0.02Se 8986.82 5725.63 
BiCuO0.97Ce0.03Se 8986.80 5726.50 
BiCuO0.96Ce0.04Se 8986.85 5726.00 
BiCuO0.94Ce0.06Se 8986.81 5725.62 
BiCuO0.92Ce0.08Se 8986.79 5725.54 
BiCuO0.9Ce0.1Se 8986.82 5725.65 
 
.6.3 Discussion 
The cell parameters for BiCuOSe obtained from the room temperature XRPD data are bigger than 
K┌ゲ;ｷﾐﾗ┗;げゲ ┗;ﾉ┌W ふT;HﾉW ヶくヰヱぶ H┌デ ゲｷﾏｷﾉ;ヴ デﾗ Lｷ┌げゲ ┗;ﾉ┌W ふT;HﾉW ヶくヰヱぶ ゲ┌ｪｪWゲデｷﾐｪ デｴWヴW ﾏight be some 
Cu vacancies in the pristine sample.16,69 
 
In Bi1-xCexCuOSe (0 г x г ヰ.1), the overall trend is slight decrease in unit cell volume with increasing 
Ce content (Figure 6.11c). This is consistent with replacing Bi3+ with Ce3+ or Ce4+ as the effective ionic 
radii change from 1.03 Å (Bi3+) to 1.01 Å (Ce3+) or 0.87 Å (Ce4+)  for a coordination number 6.67 
However, the XANES Cu-K edge normalised energy plot (Figure 6.15a) shows that the Ce-doped 
samples contain Ce4+ ionsく AIIﾗヴSｷﾐｪ デﾗ VWｪ;ヴSげゲ ﾉ;┘が ｷデ ｷゲ W┝ヮWIデWS デｴ;デ ゲｷﾐIW デｴW Wnd members are 
isostructural, BiCuOSe and Bi1-xCexCuOSe (0 г x г ヰ.1), might form a solid solution limit on mixing. 
However, linearity is not observed in the unit cell parameters plots with increasing Ce doping 
concentration (Figure 6.11) which suggests that the Ce doping limit is x = 0.01, probably due to the 
presence of the various impurity phases in the doped samples.68 However, CeCuOSe was 
synthesised at 500°C, 200°C less than our synthesis work. Hence, maybe the synthesis conditions 
could be optimised for higher Ce content samples to assess feasibility of a solid solution.64 The 
increase in unit cell parameters at x = 0.01 and x = 0.03 could be due to a change in Cu oxidation 
state, however, this could be argued. In both Bi1-xCexCuOSe and BiCuO1-xFxSe, the changes in c cell 
parameters with dopant level are slightly larger than that for the a cell parameters. 
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In BiCuO1-xFxSe (0 г x г ヰ.12), no overall trend in unit cell volume with increasing F content can be 
seen (Figure 6.06c). A decrease should have been observed if O2- (1.40 Å) was replaced by F- (1.33 
Å) in terms of the effective ionic radii for coordination number 6 as well as because of the expected 
reduction in copper.67  Even though BiCuFSe has not been reported, it is hypothetically assumed 
that it will be isostructural to BiCuOse and together with BiCuO1-xFxSe (0 г x г ヰ.12), it would form a 
ゲﾗﾉｷS ゲﾗﾉ┌デｷﾗﾐ ;IIﾗヴSｷﾐｪ デﾗ VWｪ;ヴSげゲ ﾉ;┘く68 However,  there was no systematic variation in unit cell 
parameters on F-doping (Figure 6.06), suggesting that it is not possible to dope F- onto the O2- site 
in BiCuOSe. The increase observed at x = 0.05 in the cell parameters and unit cell volume with 
increasing F doping concentration (Figure 6.06) could be attributed to the greater amount of 
impurities, when compared to the other doped samples, although this could be argued as it might 
be within errors.  From the SEM-EDX data analysis, it is hard to tell the limit of doping in BiCuO1-xFxSe 
as Fluorine is alight element/ low atomic number and is hard to detect by SEM-EDX. Similar to 
BiCuO1-xFxS, about 20 % impurities was seen when x д 0.05.70  
 
The behaviour of the synthesised BiCuOSe with decreasing temperature is different from what has 
been reported in the literature.2,16,18,19,65,66 This may suggest that the sample has Cu vacancies where 
these point defects traps charge carriers very well at low temperatures. 16,71 The electrical 
conductivity of BiCuOSe obtained (64648 S/m) is different.2,16,18に20 BiCuO1-xFxSe (0 г x г ヰ.12) showed 
metallic behaviour as seen by the decrease in resistivities `as a function of decreasing temperatures 
(Figure 6.07). Berardan et al showed a similar decrease in resistivity  in BiCuO0.9F0.1Se, although the 
latter showed semiconducting behaviour.72  It seems that F-doping the pristine sample suppresses 
the semiconductor-metal transition. Resistivity is largest for x = 0 and the resistivities in the doped 
ゲ;ﾏヮﾉWゲ Sﾗﾐげデ Iｴ;ﾐｪW ﾏ┌Iｴ ふT;HﾉW ヶくヰンぶく Tｴｷゲ ｷゲ IﾗﾐゲｷゲデWﾐデ ┘ｷデｴ ﾐﾗ Iｴ;ﾐｪW ｷﾐ Iﾗﾏヮﾗゲｷデｷﾗﾐ ;ゲ デｴWヴW 
is no solid solution.  
 
In Bi1-xCexCuOSe (0 г x г ヰ.1), resistivity is largest for x = 0.02 and T0 is biggest for x = 0.04 (Table 
6.06). This could be due to the smaller amount of impurity present compared to the other doped 
samples. For Bi1-xCexCuOSe (x = 0.02, 0.04, 0.06 and 0.10), the resistivity behaviour at high 
temperatures could be explained using the thermally activated model (Figure 6.13) while at low 
temperatures, the two-dimensional variable range hopping (2D-VRH) (Figure 6.14) could be used. 
The slight decrease in electrical resistivity at high temperature can be accredited to the thermal 
excitation of electrons across the band gap into the conduction band.21 Doping BiCuOSe with Ce 
gave somewhat similar electrical conductivities as in Bi1-xSrxCuOSe, Bi1-xBaxCuOSe18and Bi1-
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xPbxCuOSe but were higher than Bi1-xNaxCuOSe and BiOCuヱЪxAgxSe.2,18,53に55,73,74 In Bi1-xCexCuOSe (0 г 
x г ヰ.1), the overall trend is a slight increase in activation energies (Table 6.06) for those doped 
samples which showed semiconducting behaviour (x = 0.02, 0.04, 0.06 and 0.10) similar to Bi1-
xKxCuOSe.52 This semiconducting behavior was similar to Bi1-xSbxCuOSe, BiOCuヱЪxAgxSe, BiCu1-xOSe 
and BiCuOSe1-xTex.16,21,54に56 The Ce-doped samples (x = 0.01, 0.03 and 0.08)  showed metallic 
behaviour as seen by the decrease in resistivities with decreasing temperatures (Figure 6.12c) 
similar to Bi1-xMgxCuOSe, Bi1-xCaxCuOSe, Bi1-xSrxCuOSe, Bi1-xBaxCuOSe, Bi1-xNaxCuOSe and  Bi1-
xPbxCuOSe.18,19,53,65,73に75 Since the pristine sample shows metallic behaviour and the fact that the Ce 
Sﾗヮｷﾐｪ ﾉｷﾏｷデ ｷゲ ┝ Э ヰくヰヱ ;ゲ ヮWヴ VWｪ;ヴSげゲ ﾉ;┘ ;ﾐS ゲｴﾗ┘ゲ ﾏWデ;ﾉﾉｷI HWｴ;┗ｷﾗ┌ヴ ;ゲ ┘Wﾉﾉ ゲ┌ｪｪWゲデゲ デｴ;デ デｴW 
semiconducting behaviour which is exhibited by the other Ce-doped samples (x = 0.02, 0.04, 0.06, 
0.10) is due to the various impurities present in them.68  
 
The XANES data for BiCuO1-xFxSe and Bi1-xCexCuOSe show that energy E0 for Cu edge and Ce edge 
barely change with increasing F and Ce content (Table 6.04 and 6.07) respectively, suggesting that 
the number of unoccupied states barely changes with F and Ce content, except for BiCuO0.98F0.02Se 
which could be due to the impurities. A weak shoulder can be observed for Bi0.98Ce0.02CuOSe (Figure 
6.16) which corresponds to either the 2 p3/2 to 4 f forbidden dipole transition or to transitions to the 
unoccupied delocalized states with d character in the conduction band. 76,77 The first bump in the 
Ce4+ doublet (Figure 6.19) corresponds to transitions to Ce [2p54f15d1] O[2p5] while the second bump 
in the doublet corresponds to those to Ce [2p54f05d1] O[2p6].76に78 The Cu-K edge normalized energy 
plots for Bi1-xCexCuOSe and BiCuO1-xFxSe (Figure 6.08a and 6.15a) do not have a pre-edge peak at 
round 8979 eV which suggest that the Ce-doped and F-doped samples have monovalent Cu with no 
empty d state regardless of the method of doping.79  Moreover, there is no apparent change in the 
Cu oxidation states in the Ce- and F-doped samples.  
 
6.4 Conclusions and Future work 
 
 
There is a limited solid solution to electron dope BiCuOSe with Ce and F being successful up to only 
x = 0.01 even though CeCuOSe exists. Our synthesised BiCuOSe did not show a semiconducting 
behaviour which could be attributed to Cu vacancies in the sample. Electron doping BiCuOSe with F 
causes the sample to become metallic, which is different from Berardan et al while doping BiCuOSe 
with Ce caused both semiconducting and metallic behaviour.72  The semiconducting behaviour may 
be due to impurities. The semiconducting Ce-doped BiCuOSe caused a slight increase in activation 
energy. XANES data for both BiCuO1-xFxSe and Bi1-xCexCuOSe show barely any changes with F or Ce 
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content for both the Cu edge and the Ce edge. The Cu-k edge plots for both Bi1-xCexCuOSe and 
BiCuO1-xFxSe show that Cu1+ is dominant in the pristine BiCuOSe and Ce-and F-doped samples while 
the Ce-L3 edge plot show that the Ce-doped samples consist of Ce4+ ions which would explain the 
low solution limit. Further work includes spark plasma sintering to produce denser sample pellets 
to allow the measurement for Seebeck coefficients and thermal conductivity. Other strategies might 
be to synthesise single crystals of BiCuOSe to increase the power factor, dope an element with 
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Chapter 7: Conclusions and Future work 
 
This thesis has reported the synthesis of new complex oxychalcogenides. To investigate further the 
role of electron-doping in quarternary oxychalcogenides, similar to that in Ln2O2Fe2-xMnxOSe2 
(Ln=La, Nd), La2O2Fe2OSe2 was electron-doped with Co2+/Ni2+ ions onto the Fe site and the resulting 
changes in structure and physical properties were investigated.1に4 The SEM-EDX data of the parent 
compound suggests some Fe deficiency which can produce anion deficient compounds as well as 
oxidation of Fe2+ to smaller Fe3+. The results showed that a limited solid solution exists when the 
parent compound was electron doped with Co and Ni. Co-doping was successful up to x = 0.02. 
However, since La2O2Co2OSe2 was synthesised at 100°C hotter than our synthesis temperature, the 
latter could be optimised for higher Co content samples to evaluate the possibility of a solid 
solution.5,6Ni-doping was not successful as the amount used was probably too small or perhaps due 
to Ni2+ being not compatible with electronic effects. Hence, it would be interesting to see if the 
Nd2O2Fe2-xNixOSe2 series could be synthesised using higher Ni content. The SQUID Magnetometry 
analysis showed that electron doping La2O2Fe2OSe2 with x = 0.2 cobalt slightly increased the 
transition temperature and causes a rapid decrease in c below TN, which is probably due to the 
decrease in the distance between the Fe2O layers with Co doping, similar to La2O2Fe2-xMnxOSe2.7 
Due to the lack of solid solution, no alteration in properties (magnetic and resistivity) was seen for 
Ni since no change of the main phase composition occurred. Electron doping La2O2Fe2OSe2 with Co 
and Ni gave semiconductor materials. From the thermally-activated model, it can be seen that 
electron-doping La2O2Fe2OSe2 with Co was successful. Other work which could be done include 
introducing F on the oxygen site in La2O2Fe2FxO1-xSe2.  
 
The magnetic structure of La2O2Fe2OS2 using NPD has been determined and the short range 
magnetic order and magnetic microstructure have been studied. VT-NPD data showed a less rapid 
decrease in c cell parameter for T<TN than when compared with other Ln2O2M2OSe2 (Ln = La-Pr and 
M = Mn, Fe, Co) systems.8,9 However, a similar broad asymmetric Warren-peak just above TN was 
seen, similar to Ln2O2Fe2OSe2 (Ln = La-Pr) systems, which shows 2-D short range order.8,10,11 This 
Warren peak could indicate frustration in the 2-k magnetic model as it is seen at narrow (e.g. 
La2O2Fe2OSe2) and wide temperature ranges (e.g. La2O2Mn2OSe2 and Sr2F2Fe2OSe2).10,12,13  
Moreover, the VT-NPD data showed that additional magnetic Bragg reflections, whose intensity 
increase with decreasing temperature, are observed below TN and these are consistent with a 2-k 
magnetic structure, similar to Sr2F2Fe2OSe2 and La2O2Fe2OSe2.10,12 The NPD data showed stacking 
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faults in the magnetic ordering on the Fe2+ sublattice, similar to Ln2O2Fe2OSe2 (Ln = La-Pr) 
systems8,10,12,14 and absent in Mn2O or Co2O materials suggesting that the stacking faults are solely 
to the Fe2O layers and might be affected by the distance between Fe2O layers.6,8,10,12に15  
 
The magnetic structure of Pr2O2Fe2OSe2 using NPD has been further analysed to better understand 
the additional peak in specific heat capacity at 23 K seen by Ni et al.16 Sequential Rietveld 
refinements of VT-NPD data in a 5 T applied magnetic field showed a rapid decrease in c cell 
parameter on cooling, as observed in other Ln2O2Fe2OSe2 (Ln = La, Ce, Nd) systems.8,10 The peak at 
23 K was seen to be the result of a subtle orthorhombic distortion (from I4/mmm to Immm 
symmetry) on cooling in both applied magnetic field and zero-field, which is less noticeable as seen 
in analogous compounds.9,17,18 VT-NPD data for Pr2O2Fe2OSe2 (23 K < T < TN) showed, the magnetic 
Bragg reflections increase in intensity on cooling suggesting 2-k magnetic order on the Fe2+ sublattice 
similar to La2O2Fe2OS2. Moreover, at T г ヲンが ┘W I;ﾐ ゲWW ﾏﾗヴW ヮW;ﾆゲ ;ヮヮW;ヴｷﾐｪ ;デ ヲ K ┘ｴWﾐ デｴW 
applied magnetic field is increased while the 2-k reflections broaden. These new peaks were indexed 
in the nuclear unit cell at k = (0,0,0) with a 2a x 2a x 2c unit cell. ISODISTORT was used to get a 
description of the magnetic structure of Pr2O2Fe2OSe2 and stacking faults are observed as in 
La2O2Fe2OS2. 
 
In this thesis, isovalent-doping in quaternary oxychalcogenides was also investigated by doping 
LaGaOS2 with Nd3+ and Ce3+ ions and resulting changes in structure and physical properties were 
investigated. There is a limited solid solution when electron doping LaGaOS2 with Nd and Ce. The 
XPS data showed that the samples showed barely any sulfur oxidation on the surface and that 
maybe the surface of the Nd-doped samples contains metallic Nd-Nd and Nd oxide. Moreover, XPS 
data showed that La1-xCexGaOS2 (0 г x г ヰ.1) contained only Ce3+ ions, as confirmed when comparing 
the changes in cell parameters for both Nd-doping and Ce-doping.19,20From the diffuse reflectance 
plots, Nd-doping and Ce-doping the parent compound gave no significant change (within errors) in 
optical band gaps. The change in colour in Nd-doped samples are presumably due to f-f transitions, 
which increase with decreasing Nd content while Ce-doping the parent compound barely changed 
the colour of the samples, probably due to low doping concentrations. The optical band gap values 
suggest potential applications in nonlinear optics, uncooled thermal images and photoresistors (for 
Nd-doped samples) and in blue lasers, LEDs and IR optics (for Ce-doped samples).21に23 It would be 
interesting to investigate their photocatalytic activities. Other strategies include synthesising 
LaGaOS2-xSex, p-type dope LaGaOS2 on the Ga-site (such as Zn), n-type dope LaGaOS2 on the Ga-site 




In addition to electron doping La2O2Fe2OSe2, more quaternary oxychalcogenides were electron 
doped, specifically BiCuOSe with Ce3+ and F- ions and the resulting changes in structure and 
properties were investigated. There is a limited solid solution to electron dope BiCuOSe with Ce. 
However, since our Ce-doped samples were synthesised at higher temperatures than CeCuOSe, 
maybe decreasing the synthesis temperatures might be used to create a solid solution.24 Our 
synthesised BiCuOSe showed no semiconducting behaviour and has a semiconductor-metal 
transition, which suggests Cu vacancies in the pristine sample. Electron doping BiCuOSe with F 
causes the sample to become metallic, different from Berardan et al and the resistivity remained 
unchanged with increasing F content which suggests no change in composition as no solid solution 
is present.25  Interestingly, Ce-doped BiCuOSe showed both semiconducting (may be due to 
impurities) and metallic behaviour and an increase in activation energy. The slight decrease in 
electrical resistivity in Ce-doped sample could be due to the thermal excitation of electrons across 
the band gap into the conduction band.26  XANES data for BiCuO1-xFxSe and Bi1-xCexCuOSe show that 
the unoccupied states remain unchanged with increasing dopants level. The Cu-k edge plots for Cu1+ 
is dominant in the undoped and all the Ce- and F-doped samples while the Ce-L3 edge plot show 
that Ce4+ ions are present in the Ce-doped samples, which would probably explain the low solution 
limit. The Cu oxidation state does not seem to alter in the Ce-doped samples or F-doped samples. 
Further work includes using spark plasma sintering to make denser sample pellets and perform 
Seebeck coefficients and thermal conductivity measurements on them. Other strategies include 
synthesising single crystals of BiCuOSe to increase the thermoelectric power, dope an element with 
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➢ Sample at room temperature 
➢ Measurement from 0 to 200 Oe in 50 Oe increments 
➢ Measurement from 400 to 1000 Oe in 200 Oe increments 
➢ Measurement from 2000 to 20000 Oe in 1000 Oe increments  
➢ Measurement from 22000 to 50000 Oe in 2000 Oe increments 
➢ Measurement from 50000 to 22000 Oe in -2000 Oe increments 
➢ Measurement from 20000 to 1000 Oe in -1000 Oe increments  
➢ Measurement from 800 to 400 Oe in -200 Oe increments 
➢ Measurement from 200 to -200 Oe in -50 Oe increments  
➢ Measurement from -400 to -1000 Oe in -200 Oe increments  
➢ Measurement from -2000 to -20000 Oe in -1000 Oe increments  
➢ Measurement from -22000 to -50000 Oe in -2000 Oe increments  
➢ Measurement from -50000 to -22000 Oe in -2000 Oe increments  
➢ Measurement from -20000 to -1000 Oe in 1000 Oe increments 
➢ Measurement from -800 to -400 Oe in 200 Oe increments 
➢ Measurement from -200 to 200 Oe in 50 Oe increments 
➢ Measurement from 400 to 1000 Oe in 200 Oe increments 
➢ Measurement from 2000 to 20000 Oe in 1000 Oe increments 
➢ Measurement from 20000 to 50000 Oe in 2000 Oe increments 
Field cooled (FC) measurement: 
➢ Applied field of 1000 Oe is switched on and sample is cooled to 2 K  
➢ Measurement from 2 to 300 K at 5 K/min in 2 K increments with an applied field of 1000 Oe 
Zero-field cooled (ZFC) measurement: 
➢ Sample cooled to 2 K with an applied field of 0 Oe  
➢ Measurement from 2 to 300 K at 5 K/min in 2 K increments with an applied field of 1000 Oe 
Hysteresis measurements: 
➢ Sample at 10 K 
➢ Measurement from 0 to 200 Oe in 50 Oe increments 
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➢ Measurement from 400 to 1000 Oe in 200 Oe increments 
➢ Measurement from 2000 to 20000 Oe in 1000 Oe increments  
➢ Measurement from 22000 to 50000 Oe in 2000 Oe increments 
➢ Measurement from 50000 to 22000 Oe in -2000 Oe increments 
➢ Measurement from 20000 to 1000 Oe in -1000 Oe increments  
➢ Measurement from 800 to 400 Oe in -200 Oe increments 
➢ Measurement from 200 to -200 Oe in -50 Oe increments  
➢ Measurement from -400 to -1000 Oe in -200 Oe increments  
➢ Measurement from -2000 to -20000 Oe in -1000 Oe increments  
➢ Measurement from -22000 to -50000 Oe in -2000 Oe increments  
➢ Measurement from -50000 to -22000 Oe in -2000 Oe increments  
➢ Measurement from -20000 to -1000 Oe in 1000 Oe increments 
➢ Measurement from -800 to -400 Oe in 200 Oe increments 
➢ Measurement from -200 to 200 Oe in 50 Oe increments 
➢ Measurement from 400 to 1000 Oe in 200 Oe increments 
➢ Measurement from 2000 to 20000 Oe in 1000 Oe increments 
➢ Measurement from 20000 to 50000 Oe in 2000 Oe increments 
















Appendix 3.01 Backscattered secondary electrons image of La2O2Fe2OSe2 taken at X78 magnification. 
 
The sample was pressed into a pellet and divided into 10 sites. Each site was subjected to X201 
magnification. Energy dispersive X-rays spectra were collected on each site at 10 different points 
 
Appendix 3.01 Energy dispersive X-ray spectra collected at 10 different points on a site of La2O2Fe2OSe2 taken at X201 
magnification. 
 





Appendix 3.02 Rwp against temperature. Data is shown in blue. 
 
 
Appendix 3.02 俤2 against temperature. Data is shown in blue. 
















































































































































Appendix 3.05 La z coordinate against x doping concentration. Data is shown in blue and error bars in red 
 
 
Appendix 3.05 Se z coordinate against x doping concentration. Data is shown in blue and error bars in red 



















La z coordinate v/s x doping concentration number
























Appendix 3.05 Rwp against x doping concentration. Data is shown in blue. 
 
 


















v/s x doping concentration number
















Appendix 3.06 Rwp against temperature. Data is shown in blue. 
 













Appendix 3.06 俤2 against temperature. Data is shown in blue. 








































Appendix 3.06 Height against temperature. Data is shown in blue with the error bars in black. 
 
 
Appendix 3.06 La z coordinate against temperature. La2O2Fe2OSe2 is in red, La2O2Fe1.8Co0.2OSe2 is in blue and the error 



























Appendix 3.06 Se z coordinate against temperature. La2O2Fe2OSe2 is in red, La2O2Fe1.8Co0.2OSe2 is in blue and the error 






























Appendix 3.07 Curie-Weiss plot showing ‐m-1 against temperature. ZFC (red) and FC (blue) data for La2O2Fe1.8Co0.2OSe2. 











































Appendix 3.08 Backscattered secondary electrons image of La2O2Fe1.95Co0.05OSe2 taken at X44 magnification. 
 
Each sample site was subjected to a magnification between X199-X202. Energy dispersive X-rays 
spectra were collected on each site at 10 different points.  
 
Appendix 3.08 Energy dispersive X-ray spectra of 10 different points on a site of La2O2Fe1.95Co0.05OSe2 taken at X202 
magnification.  
 






Appendix 3.09 Arrhenius plot ln ヾ vs 1/T with the calculated slope and intercept. La2O2Fe2OSe2 (RKO024a) is in red, 
La2O2Fe1.98Co0.02OSe2 (RKO024b) is in blue, La2O2Fe1.9Co0.1OSe2 (RKO024d) is in yellow and La2O2Fe1.8Co0.2OSe2 
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Appendix 3.10 La z coordinate against x doping concentration. Data is shown in blue and error bars in red 
 
 
Appendix 3.10 Se z coordinate against x doping concentration. Data is shown in blue and error bars in red 



















La z coordinate v/s x doping concentration























Appendix 3.10 Rwp against x doping concentration. Data is shown in blue. 
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Appendix 3.11 Rwp against temperature. Data is shown in blue. 
 
















Appendix 3.11 俤2 against temperature. Data is shown in blue. 

































Appendix 3.11 Height against temperature. Data is shown in blue with the error bars in black. 
 
Appendix 3.11 La z coordinate against temperature. La2O2Fe2OSe2 is in red, La2O2Fe1.8Co0.2OSe2 is in blue, 





























Appendix 3.11 Se z coordinate against temperature. La2O2Fe2OSe2 is in red, La2O2Fe1.8Co0.2OSe2 is in blue, 





















































































Appendix 3.13 Backscattered secondary electrons image of La2O2Fe1.9Ni0.1OSe2 taken at X43 magnification. 
The pelletised samples were divided into 10 sites. Each site was subjected to a magnification 
between X200. Energy dispersive X-rays spectra were collected on each site at 10 different points.  
 
Appendix 3.13 Energy dispersive X-ray spectra at 10 different points on a site of La2O2Fe1.9Ni0.1OSe2 taken at X200 
magnification. 
 





Appendix 3.14 Arrhenius plot ln ヾ vs 1/T with the calculated slope and intercept. La2O2Fe2OSe2 (RKO024a) is in red, 
La2O2Fe1.98Ni0.02OSe2 (RKO026g) is in blue, La2O2Fe1.95Ni0.05OSe2 (RKO026b) is in yellow and La2O2Fe1.9Ni0.1OSe2 (RKO026c) 
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Appendix 4.01 Backscattered secondary electrons image of La2O2Fe2OS2 taken at X67 magnification. 
 
The sample was pressed into a pellet and divided into 10 sites. Each site was subjected to X904 
magnification. Energy dispersive X-rays spectra were collected on each site at 10 different points 
 
Appendix 4.01 Energy dispersive X-ray spectra collected at 10 different points on a site of La2O2Fe2OS2 taken at X904 
magnification. 
 






















Appendix 4.02 Rwp against temperature. Data is shown in blue. 














Appendix 4.02 俤2 against temperature. Data is shown in blue. 
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Appendix 4.04 Rwp against temperature. Data is shown in blue. 
 
 
Appendix 4.04 La z coordinate against temperature. Data is shown in blue and error bars in red 
 






















Appendix 4.04 S z coordinate against temperature. Data is shown in blue and error bars in red 
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S z coordinate v/s T
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Temperature (K)  
Appendix 4.04 Fe-S bond lengths against temperature. Data is shown in blue and error bars in black 
 












Temperature (K)  
Appendix 4.04 Fe-O bond lengths against temperature. Data is shown in blue and error bars in black 
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Temperature (K)  
Appendix 4.04 Fe-S-Fe (1) bond angles against temperature. Data is shown in blue and error bars in black 
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Appendix 4.05 a/a168 against temperature for La2O2Fe2OS2 (blue) with black error bars and La2O2Fe2OSe2 (red) with green 
error bars 
 







































Appendix 4.06 Intensities of magnetic Bragg reflections on cooling from sequential NPD refinements using a Pawley phase 
to fit the peak intensities. Data is shown in blue and error bars in black. 
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Appendix 4.06 Rietveld refinement profile using 1.8 K NPD data with a pawley fit showing the reflections of the magnetic 
Bragg intensities. The observed data is in blue, the calculated data is in red and the difference is in grey. Magnetic phase 
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Appendix 4.08 Magnetic Bragg reflection intensity on cooling from sequential NPD refinements using a Pawley phase to 
















Appendix 4.09 Rietveld refinement profile using 2 K NPD data at 5 T applied magnetic field with Fe2+ mode inclusion 
activated. The observed data is in blue, the calculated data is in red and the difference is in grey. Black ticks are magnetic 




Appendix 4.09 Rietveld refinement profile using 2 K NPD data at 5 T applied magnetic field with Fe2+ and Pr3+ mode 
inclusion activated. The observed data is in blue, the calculated data is in red and the difference is in grey. Black ticks are 




























































































































Appendix 5.01 Backscattered secondary electrons image of LaGaOS2 taken at X34 magnification. 
 
The sample was pressed into a pellet and divided into 12 sites. Each site was subjected to X300 
magnification. Energy dispersive X-rays spectra were collected on each site at 10 different points 
 
Appendix 5.01 Energy dispersive X-ray spectra collected at 10 different points on a site of LaGaOS2 taken at X300 
magnification. 
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Appendix 5.02 Rwp against x doping concentration for La1-xNdxGaOS2. Data is shown in blue. 
 










 x doping concentration
2 v/s x doping concentration
 




Appendix 5.02 La y coordinate against x doping concentration for La1-xNdxGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) are 
shown in pale-blue and blue respectively and error bars in red. 
 
 
Appendix 5.02 La z coordinate against x doping concentration for La1-xNdxGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) are 


















































Appendix 5.02 Ga y coordinate against x doping concentration for La1-xNdxGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 




Appendix 5.02 Ga z coordinate against x doping concentration for La1-xNdxGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 




















































Appendix 5.02 S (1) y coordinate against x doping concentration for La1-xNdxGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 
are shown in pale-blue and blue respectively and error bars in red. 
 
 
Appendix 5.02 S (1) z coordinate against x doping concentration for La1-xNdxGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 






















































Appendix 5.02 S (2) y coordinate against x doping concentration for La1-xNdxGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 




Appendix 5.02 S (2) z coordinate against x doping concentration for La1-xNdxGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 
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Appendix 5.03 Backscattered secondary electrons image of La0.9Nd0.1GaOS2 taken at X70 magnification. 
 
The sample was pressed into a pellet and divided into 10 sites. Each site was subjected to X878 
magnification. Energy dispersive X-rays spectra were collected on each site at 10 different points 
 
Appendix 5.03 Energy dispersive X-ray spectra collected at 10 different points on a site of La0.9Nd0.1GaOS2 taken at X878 
magnification. 
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Appendix 5.04 Rwp against x doping concentration for La1-xCexGaOS2. Data is shown in blue. 
 














 x doping concentration
2 v/s x doping concentration
 




Appendix 5.04 La y coordinate against x doping concentration for La1-xCexGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) are 




Appendix 5.04 La z coordinate against x doping concentration for La1-xCexGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) are 



















































Appendix 5.04 Ga y coordinate against x doping concentration for La1-xCexGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) are 
shown in pale-blue and blue respectively and error bars in red. 
 
 
Appendix 5.04 Ga z coordinate against x doping concentration for La1-xCexGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) are 


























































Appendix 5.04 S (1) y coordinate against x doping concentration for La1-xCexGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 
are shown in pale-blue and blue respectively and error bars in red. 
 
 
Appendix 5.04 S (1) z coordinate against x doping concentration for La1-xCexGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 






















































Appendix 5.04 S (2) y coordinate against x doping concentration for La1-xCexGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 
are shown in pale-blue and blue respectively and error bars in red. 
 
 
Appendix 5.04 S (2) z coordinate against x doping concentration for La1-xCexGaOS2. Data for LaGaOS2 (1) and LaGaOS2 (2) 
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Appendix 5.05 Backscattered secondary electrons image of La0.9Ce0.1GaOS2 taken at X44 magnification. 
 
The sample was pressed into a pellet and divided into 10 sites. Each site was subjected to X894 
magnification. Energy dispersive X-rays spectra were collected on each site at 10 different points 
 
Appendix 5.05 Energy dispersive X-ray spectra collected at 10 different points on a site of La0.9Ce0.1GaOS2 taken at X894 
magnification. 
 














































At. %  
S 2p 
Sulfide 
164.88 157.18 2483.98 2.15 6083.55 95.91 48.76 2603.62 10.43 87.09 
S 2p 
Oxidised 





Appendix 5.07 a cell parameter against x doping concentration. Data for La1-xNdxGaOS2 is in red, La1-xCexGaOS2 is in dark 
red and error bars are in black. 
 
 
Appendix 5.07 b cell parameter against x doping concentration. Data for La1-xNdxGaOS2 is in light pink, La1-xCexGaOS2 is in 
















































Appendix 5.07 c cell parameter against x doping concentration. Data for La1-xNdxGaOS2 is in green, La1-xCexGaOS2 is in dark 
green and error bars are in black. 
 
Appendix 5.07 Unit cell volume against x doping concentration. Data for La1-xNdxGaOS2 is in pale purple, La1-xCexGaOS2 is 


























































Appendix 6.01 Backscattered secondary electrons image of BiCuOSe taken at X54 magnification. 
 
The sample was pressed into a pellet and divided into 12 sites. Each site was subjected to X900 
magnification. Energy dispersive X-rays spectra were collected on each site at 10 different points 
 
Appendix 6.01 Energy dispersive X-ray spectra collected at 10 different points on a site of BiCuOSe taken at X900 
magnification. 
 






Appendix 6.02 Bi z coordinate against x doping concentration for BiCuO1-xFxSe. Data is shown in blue and error bars in red 
 
 
Appendix 6.02 Se z coordinate against x doping concentration for BiCuO1-xFxSe. Data is shown in blue and error bars in red 





















Bi z coordinate v/s x doping concentration 





















Se z coordinate v/s x doping concentration 
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Appendix 6.02 Rwp against x doping concentration for BiCuO1-xFxSe. Data is shown in blue. 
 












2 v/s x doping concentration
 









Appendix 6.03 Backscattered secondary electrons image of BiCuO0.9F0.1Se taken at X50 magnification. 
 
The sample was pressed into a pellet and divided into 10 sites. Each site was subjected to X201 
magnification. Energy dispersive X-rays spectra were collected on each site at 10 different points 
 
Appendix 6.03 Energy dispersive X-ray spectra collected at 10 different points on a site of BiCuO0.9F0.1Se taken at X201 
magnification. 
 





Appendix 6.04 Cu-K edge normalised energy spectra for BiCuO1-xFxSe for the Cu foil (blue), Cu+1 standard (yellow), pristine 
sample (red) and all the F-doped samples. The trend in intensity in the main edge is shown in the zoomed fit. 
 
 
Appendix 6.04 Cu-K edge normalised energy spectra for BiCuO1-xFxSe for the Cu foil (blue), Cu+1 standard (yellow), pristine 












Appendix 6.05 Se z coordinate against x doping concentration for Bi1-xCexCuOSe. Data is shown in blue and error bars in 
red 



















Bi z coordinate v/s x doping concentration

















Se z coordinate v/s x doping concentration
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Appendix 6.05 Rwp against x doping concentration for Bi1-xCexCuOSe. Data is shown in blue. 
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Appendix 6.06 Backscattered secondary electrons image of Bi0.97Ce0.03CuOSe taken at X63 magnification. 
 
The sample was pressed into a pellet and divided into 10 sites. Each site was subjected to X200 
magnification. Energy dispersive X-rays spectra were collected on each site at 10 different points 
 
Appendix 6.06 Energy dispersive X-ray spectra collected at 10 different points on a site of Bi0.97Ce0.03CuOSe taken at X200 
magnification. 
 






Appendix 6.07 Cu-K edge normalised energy spectra for Bi1-xCexCuOSe for the Cu foil (blue), Cu+1 standard (dark-green), 




Appendix 6.07 Cu-K edge normalised energy spectra for Bi1-xCexCuOSe for the Cu foil (blue), Cu+1 standard (dark-green), 





Appendix 6.07 Ce-L3 edge normalised energy spectra for Bi1-xCexCuOSe for the Ce+3 standard (blue), Ce+4 standard (aqua) 
and all the Ce-doped samples. The trend in intensity in the main edge is shown in the zoomed fit. The Ce samples have 
doublet peaks in the main edge suggesting presence of Ce4+ 
 
 
Appendix 6.07 Ce-L3 edge normalised energy spectra for Bi1-xCexCuOSe for the Ce+3 standard (blue), Ce+4 standard (aqua) 










Appendix 6.07 Radial distributions for Bi1-xCexCuOSe 
 
 
 
