Abstract. We adapt ideas presented by Auscher to impose boundary conditions on the construction of multiresolution analyses on the interval, as introduced by Cohen, Daubechies, and Vial. We construct new orthonormal wavelet bases on the interval satisfying homogeneous boundary conditions. This construction can be extended to wavelet packets in the case of one boundary condition at each edge. We present in detail the numerical computation of the filters and the derivative operators associated with these bases. We derive quadrature formulae in order to study the approximation error at the edge of the interval. Several examples illustrate the present construction.
Riesz theorem proves the existence and the uniqueness of u satisfying (2). We want to find a function close to u according to the H 1 0 (Ω) norm by using a Galerkin method. Thus, we have to construct finite dimensional subspaces V j of H 1 0 (Ω) such that ∀j, V j ⊂ V j+1 and V j = H 1 0 (Ω). Then an approximate solution u j is given by solving a finite dimensional problem:
Find u j ∈ V j such that ∀v ∈ V j ,
By introducing {v j,k } k , an orthonormal basis of V j as test functions v, (3) is reduced to a linear system. Such embedded spaces V j can be obtained from a multiresolution analysis (MRA). Test functions in (3) can be chosen among the scaling functions of the MRA, as in [BNR 94] ; such a method then has convergence properties similar to those of spectral methods, the precision being limited by the regularity of the MRA. In order to derive adaptive schemes based on nonlinear approximation of the exact solution u (see [DVJP 92 ]), we prefer to consider as test functions v the wavelet basis; this will reduce significantly the number of degrees of freedom, owing to the compression properties of the wavelet transform. These Jaffard has already proven that, by using a diagonal preconditioner, the condition number of the linear system deduced from (3) is independent of the mesh size in the wavelet basis, which leads to a fast resolution of such a system (see [Jaff 92] ). Our present objective is then to construct an MRA on the interval [0, 1] and the associated orthonormal wavelet basis satisfying the boundary conditions in (1) and finally to derive the expressions for the Galerkin derivative operators.
We want to construct an MRA, of H Our goal is to construct the wavelets of [CDV 93 ] in a practical way using Auscher's ideas. The construction presented here was already roughly described in [MoPe 95] . Since the submission of the present paper, an alternative construction was independently developed by Chiavassa and Liandrat [ChLi 97 ]. First, we want to construct embedded spaces V j as introduced in (3). For that, we will construct MRAs on the interval [0, 1]. Section 2 recalls the basic properties of MRAs on R, then we describe the construction on [0, +∞[ in section 3, on [0, 1] in section 4, and the computation of the numerical filters in section 5. The expressions of the first two derivative operators are computed in section 6, an interpolation procedure is derived in section 7, and finally we give some numerical results in section 8.
2. Orthonormal wavelet bases on R. We briefly review wavelets and MRA of L 2 (R) (for further details, see [Daub 92, Mall 89, Meye 90] ). An MRA is a set (V j ) j∈Z of closed subspaces of L 2 (R) satisfying:
because V 0 ⊂ V 1 and from point 2, there exist reals h k such that
Changing the scale, it follows that {2 j/2 Φ(2 j . − k)} k∈Z is an orthonormal basis of V j . Defining W j as the orthogonal complement of V j in V j+1 :
it is easy to verify that L 2 (R) = j∈Z W j . Then it is possible to construct a function Ψ (called wavelet) of V 1 such that {Ψ(. − k)} k∈Z is an orthonormal basis of W 0 . Then {2 j/2 Ψ(2 j . − k)} j,k∈Z is an orthonormal basis of L 2 (R) and Ψ satisfies a two-scale equation:
The number N of vanishing moments of the wavelet Ψ plays an important role in the approximation and in the compression of functions:
From (4) and (5) it follows that
Equations (4), (5), and (7) allow us to describe a fast algorithm to analyze and synthesize a given function in the wavelet basis (see [Mall 89]); it consists of a tree algorithm, each step of which is a filtering with the discrete filters h k and g k . In the case where only a finite number of these coefficients are nonzero, the wavelet and the scaling function are compactly supported. Daubechies was the first to construct such wavelets (see [Daub 88 ]) for every (finite) number of zero moments. For N vanishing moments, Φ and Ψ are supported on [−N + 1, N ] (or whatever interval of integer boundaries and length 2N − 1) and the nonzero h k and g k are (h −N +1 , . . . , h N ) and (g −N +1 , . . . , g N ). Such wavelets have the minimal-length support between all the possible wavelets with N vanishing moments. Furthermore, the regularity of these functions increases asymptotically linearly with N :
3. Orthonormal wavelet bases on [0,+∞[. We will focus on the construction of an MRA on [0, +∞[. Then, by a simple trick, it will be easy to construct an MRA on [0, 1].
3.1. MRA on [0,+∞[ without boundary conditions. We follow first the construction of [CDV 93] by applying Auscher's ideas [Ausc 93]. We establish a few well-known properties based on Daubechies compactly supported wavelets, in order to define scaling functions at the edge 0.
3.1.1. Expression of monomials in V  . We start from a usual MRA of L 2 (R) given by spaces V j and a scaling function Φ. Although the monomials do not belong in the usual sense to V 0 , we can write
with P ℓ the polynomials defined by
where
The equality in (9) should be understood as a pointwise convergence on R or as a uniform or L 2 convergence on any compact set of R. In fact, if we restrict to a compact set, the convergence is an equality since Φ is compactly supported, so that in the right-hand side of (9) only a finite number of terms participate in the sum. The proof of the existence of polynomial P ℓ in (9) can be found, for example, in [CDV 93]. Remark that P ℓ is a polynomial of degree ℓ and that P 0 (X) = 1.
The coefficients C ℓ can be computed recursively using (see [CDV 93 ]):
As in the case of the MRA on R, we want the polynomials up to degree N − 1 to remain in our new space V Definition 3.1. For ℓ = 0, . . . , N − 1, the edge scaling functions are defined bỹ
where α is a fixed parameter whose value is 0 or 1.
The interest of the parameter α will be clear later. It is linked to the (finite) dimension of the MRA spaces of L 2 ([0, 1]). The functionsΦ ℓ are such that for all x in [0, +∞[
Remark that the functions Φ(. Proof. Knowing that the functions Φ k .χ [0,+∞[ , for k = −N + 1, . . . , N − 1 − α are linearly independent (see [Meye 92]) and that the degree of the polynomial P ℓ is exactly ℓ, it is easy to see that by definition of theΦ ℓ these functions are independent. Moreover, for ℓ ∈ {0, . . . , N − 1} and k ≥ N − α, we have
We define now
and, more generally, 
Proof. By definition of the polynomial P ℓ
Changing the variable (x → x/2) and using the two-scale equation (4)
which leads to (14), by unicity of the polynomial P ℓ . This lemma will be useful to prove the following two-scale equation. 
Moreover, the general term of the matrix b is
for i = 0, . . . , N − 1 and j = N − α, . . . , 3N − 2 − 2α, where ⌊x⌋ is the integer part of x.
Notice that this formula has the advantage to use a diagonal matrix D, which is to be compared to the triangular matrix of [CDV 93 ]; this will be useful below. Although, contrary to [CDV 93], the supports ofΦ ℓ are not staggered.
Proof. We know that for x ≥ 0
Rewriting this at x/2 and using 2
Inverting the sums in the left-hand side:
with the convention ∅ = 0. It just remains to show that
when k ≥ 3N − 1 − 2α. But for such values of k, all the h k−2m = 0 for m < N − α or m > ⌊k + N − 1/2⌋, so that this is exactly (14). Using (14) we could also write
The next proposition will be useful later. Proposition 3.5. The rank of the matrix b defined in equations (15-16) is N −α, and every submatrix b ′ obtained by extracting N − α rows of b and keeping one other two column, starting from the (α + 1)th is of full rank.
Proof.
(i) For α = 0. Note P the N × N matrix P i,j = P i−1 (j − 1):
Since degree P i = i, the determinant of this matrix is the same as the one of a Vandermonde matrix; it is thus invertible. We can now write
and thus the rank of b is the same as the one of the right matrix. But this N ×(2N −1) matrix is of rank N : extracting the square matrix by taking one other two column (including thus the first and the last), we get a triangular matrix whose diagonal is only composed of h N = 0. It is thus invertible.
(ii) For α = 1. Note this time P the N × (N − 1) matrix P i,j = P i−1 (j − 1):
Its rank is N − 1 and getting out whatever line we get a square matrix of rank N − 1. Moreover,
and the (N − 1) × (2N − 2) right matrix is of rank N − 1 (extract one other two column, starting from the second column to see that). Then it becomes clear that b is of rank N − 1 and that every extracted matrix b ′ taking any N − 1 rows is also of rank N − 1. Now, we can prove the main point of the section in the following. Theorem 3.6. The set of spaces {V
Thanks to (15), we can see that
, and for k ≥ N − α and m ≥ −N + 1, we have 2k
3.2. Multiresolution analysis on [0,+∞[ with boundary conditions. Let us introduce the notations for the homogeneous boundary conditions we impose to the functions.
Definition 3.7. Let Λ ⊂ {0, . . . , N − 1} (it may be ∅). We define by BC(Λ) the vector space of functions f in L 2 ([0, +∞[) that are at least max Λ times derivable at 0 and satisfy
We define now the spaces
Notice that in the case α = 0, all edge functions are polynomial near 0, so there is no problem of derivability at 0. On the contrary, if α = 1, the regularity of the edge scaling functions at 0 depends on N . In this case, we will suppose in the following that N is sufficiently large so that no problem of derivability would occur.
Remark that by definition of the edge scaling functions, we havẽ
whatever λ ∈ Λ. So that according to Proposition 3.2, a basis of
To get an orthonormal basis of V [0,+∞[ 0 (Λ), it is sufficient to orthonormalize the functionsΦ ℓ for ℓ ∈ Λ. LetΦ ℓ , ℓ ∈ Λ the functions obtained by orthonormalization (the orthonormalization will be detailed in section 5). We will now construct the wavelets associated with this MRA.
3.3. Construction of the wavelets. In this section we construct the wavelet basis associated to the MRA {V 
By scale invariance, the wavelet basis will be constructed from a basis of W Definition 3.8. For ℓ ∈ {0, . . . , N − 1} the edge waveletsΨ ℓ are defined by
where I is the identity operator.
Notice that for ℓ ∈ Λ the equality simplifies becauseΦ ℓ ∈ V
[0,+∞[ 0 (Λ) and there-
Using (15) we can also write (using the notations of (15)):
The main point of the section is the following. Theorem 3.9. The edge waveletsΨ ℓ for ℓ = 0, . . . , N − 1 verify:
3. The functionsΨ ℓ are orthogonal to the interior wavelets Ψ k , k ≥ N − α. 4. The rank of the family Ψ 0 , . . . ,Ψ N −1 is N − α and every subfamily of N − α functions is of full rank. Proof. By definition, the functionsΨ ℓ verify the boundary conditions, and (18) leads to the point 1. The point 2 comes directly from Definition 3.8. For the point 3, let ℓ ∈ {0, . . . , N − 1} and k ≥ N − α, then
, and using the two-scale equation (5), we get
by the orthogonality between the edge scaling functionsΦ ℓ and the interior scaling functions Φ m . The last point comes from a dimensional argument. By definition of the functions Ψ ℓ , and using (5), it is easy to verify that
. . .
since the rank of the matrix b is N − α, and the result holds from Proposition 3.5. Then
To obtain a basis of W 
. We see that support T Φ = [−N + 1, N ], the same as Φ. T Φ satisfies a two-scale relation:
Notice that this operator is isometric from
and it is involutive on L 2 (R): T T = I. Starting from the function T Φ, instead of Φ, we can construct a new MRA of L 2 ([0, +∞[) satisfying boundary conditions defined by the set Λ 1 . It provides us with the following:
(i) edge scaling functionsΦ
with a parameter α 1 which is either 0 or 1. Thus, to generate a basis of an MRA of L 2 (] − ∞, 1]) it is sufficient to consider the functions:
Remark. 
We will choose j min so that edge functions at 0 and edge functions at 1 do not interact (i.
Then j min will be so that
Since α 0 , α 1 ≤ 1, we get
The vector space V (Λ 0 , Λ 1 ) for j ≥ j min will be the span of the following functions: 
We would like to renumber the scaling functions at edge 1. So we definẽ
The indices cannot be confused with those at edge 0 when j ≥ j min .
The vector space W [0,1] j (Λ 0 , Λ 1 ) for j ≥ j min is constructed similarly. Let us evaluate the dimensions of these spaces:
The interest of parameters α 0 and α 1 is now clear; when we need equal dimensions (for example, in order to construct wavelet packets), if there is at most one boundary condition at each edge, we can fix the parameters α 0 and α 1 so that dimV
j . Therefore, we will choose α 0 = δ #Λ0−1 and α 1 = δ #Λ1−1 .
5. Practical computations.
5.1. Orthonormalization of the scaling functions. It is often more interesting to have an orthonormal basis than a Riesz basis for the spaces V
We use (15). Multiplying by the transpose of each term of this equality and integrating on [0, +∞[ each member leads to the following proposition.
Proposition 5.1. The Gram matrix GΦ of the edge scaling functionsΦ ℓ for ℓ = 0, . . . , N − 1 is given by
where the matrices D and b have been introduced in (15).
Actually the product DGΦD is the term-by-term multiplication of the matrix GΦ by the matrix M of general term M ij = 1/2 i+j−2 for 1 ≤ i, j ≤ N . Denoting by To take into account the boundary conditions, we retain only the functionsΦ ℓ for ℓ ∈ Λ. Their Gram matrix is obtained from GΦ by keeping only the rows and the columns whose index is not in 1 + Λ. The 1 comes from the fact that we number the rows and columns of the matrix starting from 1 and not from 0: let GΦ Λ this matrix. The Gram procedure allows us to orthonormalize the edge scaling functions (Φ ℓ ) ℓ ∈Λ .
Proposition 5.2. Defining
the family of scaling functions {Φ ℓ } ℓ ∈Λ is orthonormal and satisfies the two-scale equation
where H 0 and h 0 are the (N −#Λ)×(N −#Λ) and (N −#Λ)×(2N −1−α) matrices:
The matrix D Λ is extracted from D retaining only rows and columns of numbers not in Λ + 1 and b Λ from b retaining rows of numbers not in Λ + 1. Remark that H 0
Orthonormalization of the wavelets.
Similarly as for the scaling functions, orthonormalizing the wavelet basis amounts to orthonormalizing the edge wavelets Ψ ℓ . To compute the Gram matrix GΨ of theΨ ℓ , we need the following lemma.
Lemma 5.3. The edge waveletsΨ ℓ satisfy
Let us compute, for k = N − α, . . . , 3N − 2 − 2α:
We have Φ k (2.) | Φ n = 0 for N − α ≤ k ≤ 3N − 2 − 2α and n ≥ N − α.
Applying twice (23) and the orthonormality between theΦ ℓ leads to
and using (23) once more:
which gives the expected result. It is then easy to compute the Gram matrix GΨof the edge wavelets:
Remember that in the case α = 1, we must skip one of the functionsΨ ℓ then we skip the row and the corresponding column in GΨ. This matrix will be called GΨ again.
In order to simplify the notations, let us assume that the removed function isΨ N −1 .
Proposition 5.4. Let G 0 = (GΨ) −1/2 g 1 and g 0 = (GΨ) −1/2 g 2 , we can write Numerically, all the calculations have been done to obtain the two-scale relations (23) and (25) that give the matrices used in the fast algorithms.
Fast algorithms.
As in the case of the real line, we can describe a fast algorithm for analyzing and synthesizing vectors in the spaces of the MRA. The algorithm is based on the elementary step
Suppose that we know the scalar products of a given function f in V 
We start then from a vector c j composed of:
To obtain the projection of the function f on V by the matrix
where the matricesH j andG j (which have the same size as H j and G j ) are built from the h k and g k and h 0 , g 0 , h 1 , g 1 are completed with columns of zeros, as above. Notice that in practice, for this algorithm, matrix multiplication is used only for the edges; for interior points it is much faster to rely on discrete convolutions as on the real line.
Numerical filters and graphs.
As an example we compute, for N = 2 vanishing moments, the discrete edge filters Tables 1, 2, 
Computation of operators.
In the following, we will suppose that N is large enough so that the scaling functions and the wavelets are sufficiently differentiable, in order to compute the derivative operators.
6.1. First-order derivative operator. We focus first at edge 0. We want to compute the map:
, where
is the orthogonal projection on V vector of the basis. Using the fact that we are working on an MRA of L 2 ([0, +∞[) which is scale invariant, we just have to compute
.
We have thus to compute four types of inner products:
Notice that integrating by parts we have since Φ ℓ (0) = 0, B ′ k,ℓ = −B ℓ,k . The calculation of the r k,ℓ is as follows:
As explained in [Beyl 92], the r i can be computed by an eigenvalue problem.
Table 3
Discrete filters at the edges for N = 2, Λ = {0} (Dirichlet boundary condition), α = 1.
It remains to obtain the matrices A and B corresponding to the terms A k,ℓ and B k,ℓ . According to the supports of the scaling functions, A is a square matrix of size (N − #Λ) 2 and B a rectangular matrix, of size (N − #Λ) x (2N − 2). Proposition 6.1. The matrices A and B in (29) and (27) can be expressed:
for i = 0, . . . , N − 1, i ∈ Λ, and N − α ≤ j ≤ 3N − 3 − 2α.
(ii) The matrix A of size (N − #Λ) × (N − #Λ) is given by
where AΦ satisfies
(r is the square matrix of size 2N − 1 − α whose general term is r i−j , D Λ is the submatrix of D in (15) containing only the rows and columns of numbers not in 1 + Λ, b Λ the submatrix of b in (15) containing only the rows of numbers not in 1 + Λ, and GΦ Λ is defined in (21)).
Actually in the case α = 0, the above equation has no meaning because of the size of BΦ: we must add a new column of 0 at the right corresponding to the zero value of the scalar products Φ k |dΦ 3N −2 /dx (the intersection of the supports of these functions is reduced to one point).
Proof. Equation (30) comes directly from Definition 3.1 of the edge functions Φ i . Equation (31) is derived from (15) by taking the derivative of each member, transposing, multiplying at right with (15), and integrating. AΦ is the matrix of the scalar products Φ k |dΦ ℓ /dx .
As for the Gram matrix in (21), AΦ can be computed by a term by term division of matrices. Nevertheless, we can see that here, if 0 ∈ Λ, this does not determine the upper left term of AΦ. Fortunately, we can compute it directly:
As for the construction of the MRA on [0, 1], the adaptation to the interval is given through the operator T (given in (19)) and
which leads to the following shape for the matrix of the first-order derivative operator in
where the matrices B 0 (edge 0) and B 1 (edge 1) are completed with columns of zeros, and r j is built from the r k . Notice that as usual, the multiplication of a column vector by r j can be computed by a discrete convolution, which is more efficient. It is often more interesting to know the derivative operator expressed in the basis of scaling functions at the largest scale and wavelets at intermediate scales. Actually we know the matrix of the derivative operator in the basis of
Let B the basis V (Λ 0 , Λ 1 ) to B satisfies P −1 = t P , so that the matrix of the derivative operator in B is t P δ J P . Figure 3 gives the shape of the first-order derivative operator and the number of nonzero coefficients, in the two bases.
6.2. Second-order derivative operator. In this section we want to compute the Galerkin operator:
Knowing this time the scalar products among the scaling functions
we want to compute the matrices 2 A and 2 B of the scalar products: . We give the number (nz) of nonzero coefficients in each case.
Remark that integrating twice by parts we get
Similarly, as for Proposition 6.1, we derive the following proposition.
Proposition 6.2. The matrices 2 A and 2 B in (32-33) can be expressed:
(ii) The matrix 2 A of size (N − #Λ) × (N − #Λ) is given by
( 2 r is the square matrix of size 2N − 1 − α whose general term is 2 r i−j , D Λ is the submatrix of D in (15) containing only the rows and columns of numbers not in 1 + Λ, b Λ the submatrix of b in (15) containing only the rows of numbers not in 1 + Λ, and GΦ Λ is defined in (21)).
If 0 ∈ Λ and 1 ∈ Λ, (35) allows us to compute all the coefficients of the matrix 2 AΦ except the terms 2 AΦ 1,2 and 2 AΦ 2,1 . We must compute them directly by
and integrating by parts,
For the edge 1, things happen in the same way since
7. Quadrature formulae. The problem discussed here is: Given a continuous function f on [0, 1], how to compute its projection on the space V [0,1] j (Λ 0 , Λ 1 ) ? Numerically, the problem is formulated slightly differently.
1. Given the collocation values {f (k/2 j )} 0≤k≤2 j , how to approximate the inner products:
This point addresses the problem of quadrature formulae, as presented by Sweldens and Piessens in [SwPi 94]; in the case of the real line, they estimate the accuracy of the approximation obtained by the quadrature formulae presented below. We will adapt their method to the interval for our construction of scaling functions (with and without boundary condition).
Given a function f in V
[0,+∞[ j (Λ 0 , Λ 1 ) by its scalar products on the related basis, how to compute the grid values {f (k/2 j )} 0≤k≤2 j ? This point is concerned with the values of scaling functions at points k/2 j . We will see how to compute these values in our case. Note that these two problems are not unisolvant since we have (2 j − #Λ 0 − #Λ 1 + α 0 + α 1 ) scalar products whereas 2 j + 1 values of f .
Thus, to go through to solve the point 1, we introduce an integer q ≥ N , and, as explained in [SwPi 94] and also by Masson in [Mass 96], we consider the nodes for 0 ≤ p ≤ q:
From the grid values of f at these points, we deduce an approximation of:
• the scalar product f | 2 j/2 Φ k (2 j .) thanks to the values of f at nodes (k + x p )/2 j ,
• the edge scalar product f | 2 j/2Φ ℓ (2 j .) thanks to the values of f at nodes y p /2 j (for the edge 0) or (1 − y p )/2 j (for the edge 1). The weight coefficients w p are introduced such that
for all polynomial function P of degree ≤ q. To find the weights w p , it is sufficient to solve the linear system
(the C k are recursively defined in (11)). Then the inner product is approximated by
Remarks. 1. Since the quadrature formula is exact for polynomials up to degree q, the accuracy of the previous interpolation is of order q +1; that is, the error between f and its interpolation in V j is of order 2 −j(q+1)s in L 2 -norm for a s-regular function. To be consistent with the accuracy order of the wavelet projection in V j , that is 2 jN s for Daubechies wavelets (see [Daub 92]) , it is sufficient to take q = N − 1. But as experimented by Sweldens and Piessens in [SwPi 94], the choice q = N − 1 can ruin the approximation properties of the wavelet expansion. Therefore, it is preferable to choose q ≥ N .
2. As the nodes x p are equally spaced, we derive no more than a Lagrangian interpolation to compute each coefficient, and for high values of q, the system is ill conditioned. As stated in [SwPi 94], it is then advisable in this case to use Chebyshev nodes.
To take into account these two remarks, we will take q close to N in numerical experiments (see section 8.1).
For the edge 0, we proceed similarly to define the weights w
for all polynomial function P of degree ≤ q. The remarks stated above concerning the choice of q are also valid for the quadrature formula at the edges, since the approximation properties of wavelets on the interval are similar (see [CDV 93 ] and [Ausc 93]). As above, we have to compute the moments of the edge scaling functions. For 0 ≤ p ≤ q, define the column vector X p (vector of edge moments) by
Then using (23) we get
so that changing of variable in the integrals and using the binomial formula:
which determines exactly X p since H 0 is similar to 1/ √ 2D Λ0 , so that 2 p+1/2 cannot be an eigenvalue of H 0 . Then the w . . .
and the inner product is approximated by
The same procedure should be done for the edge 1. Let us now see how to deal with problem 2. It is clear that it is sufficient to know the values of the scaling functions at integer points. To compute this for interior scaling functions, see [DaMi 93 ]; using the two-scale equation, we have to solve an eigenvalue problem. For edge scaling functions, we proceed as follows: The nonzero integer values of theΦ ℓ are at points 0, 1, . . . , 2N − 2 − α 0 . We use Definition 3.1 to obtain the valuesΦ ℓ (k) for ℓ ∈ Λ 0 and 0 ≤ k ≤ 2N − 2 − α 0 , then (22) To compare this interpolation error to the projection error f − P V In this case, the interpolation error to computef j+4 will be negligible with regard to the projection in V Figure 4 represents these curves plotted for (N = 2, q = 2), (N = 4, q = 5), and (N = 6, q = 8) (q + 1 is the number of nodes defined in (36) for the quadrature formulae), and j = 8, p = 9 and without boundary conditions, analyzing the projection of f (x) = sin(2πx)sin(50x).
Experiments show that the interpolation procedure has the same order of accuracy as the projection error. In both cases, we can see that the error is not satisfactory at edge 1, comparatively with the interior. This difference between the error in the interior and the error at the edges grows rapidly with the order N of vanishing moments. However, numerical experiments show that the global error decreases as expected, both in the interior and at the edges, when j is growing. This (relatively) bad result at edge 1 can be interpreted in two manners.
The interpolation error at edge 1 comes from the fact that in the quadrature formula, the N + 1 equidistant nodes are localized near the edge. Recalling that the length of the support of the edge basis functions is 2 −j (2N − 1) at scale j, the nodes cover only half the support of the integrated function! Since usual Daubechies compactly supported wavelets present a strong asymmetry, they are more localized at the left of their support. If we had chosen the least asymmetric ones, the interpolation error would be shared by the two edges.
The projection error at the edges is due to the fact that we keep only N functions at each edge, whereas there are 2N − 1 scaling functions of R that contain 0 in their support. The consequence is that there is a loss at the edges of the superconvergence phenomenon observed for the wavelet approximation on R [Go 95]. The fact that this problem is not visible at the edge 0 comes from the strong asymmetry of the chosen wavelets.
Note that the curves plotted in 8.2. Derivative error. We draw on Figure 5 the derivative error for N = 4 and N = 6 vanishing moments, without boundary conditions for f (x) = sin(2πx)sin(50x), between the exact derivative and the derivative obtained by the Galerkin procedure, as explained in section 6, for j = 8 scales. As previously, this derivative error being linked to the projection error, the accuracy is lost at the right edge.
