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We propose a modification of the embedded-atom method-type potential aiming at reconciling
simulated melting and ground-state properties of metals by means of classical molecular dynam-
ics. Considering titanium, magnesium, gold, and platinum as case studies, we demonstrate that
simulations performed with the modified force field yield quantitatively correctly both the melting
temperature of the metals and their ground-state properties. It is shown that the accounting for the
long-range interatomic interactions noticeably affect the melting point assessment. The introduced
modification weakens the interaction at interatomic distances exceeding the equilibrium one by a
characteristic vibration amplitude defined by the Lindemann criterion, thus allowing for the correct
simulation of melting, while keeping its behavior in the vicinity of the ground state minimum. The
modification of the many-body potential has a general nature and can be applicable to metals with
different characteristics of the electron structure as well as for many different molecular and solid
state systems experiencing phase transitions.
I. INTRODUCTION
The melting of crystals and crystallization of liquids
are of great scientific and technological significance. The
solid-liquid phase boundary represents an important part
of the phase diagram and is widely explored in mate-
rial science, high-pressure physics, astrophysics, and geo-
physical sciences [1–3]. Along with experimental meth-
ods of studying phase transitions, classical molecular
dynamics (MD) simulations [4, 5] represent a power-
ful tool which have an eminent research potential. It
can provide insights into nanoscale structural features
and thermo-mechanical properties of the system under
study by means of advanced computer simulations [6].
Provided that interatomic potentials, which are used to
model interactions in a system, correctly describe differ-
ent system properties, classical MD simulations may be-
come a low-cost alternative to experimental studies and
allow one to reach the system sizes and time scales that
are inaccessible by ab initio methods [7–10].
Despite the abundance of interatomic potentials for
modeling metallic, organic, and biomolecular systems,
and complex systems composed of such constituents
[6, 11–13], the overwhelming majority of these functions
are capable of reproducing only ground-state properties
of a system. While matching the results of ab initio cal-
culations of ground-state parameters, these force fields
poorly describe highly-excited vibrational states when
the system under study is far from the potential energy
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minimum, that is the case when a phase transition occurs
in the system [14, 15]. The proper quantitative descrip-
tion of phase transitions in general and the melting pro-
cess in particular by means of MD simulations is a major
scientific challenge that concerns metal materials [16, 17],
as well as inorganic [18], and biomolecular systems, like
proteins [19] or water [20, 21].
This paper aims at formulating a recipe for construct-
ing an interatomic potential that is able to correctly re-
produce both the melting temperature and the ground-
state properties of metal systems by means of classical
MD simulations. To achieve this goal, we propose a mod-
ification of the widely utilized embedded-atom method
(EAM)-type potential [22, 23] and demonstrate its appli-
cability to different metal systems. Our analysis has re-
vealed that interatomic interactions at distances, exceed-
ing the equilibrium distance by a characteristic vibration
amplitude defined by the Lindemann melting criterion
[14, 24], significantly affect the correctness of simulations.
In order to reproduce accurately the value of the melt-
ing point, these interactions should be corrected as they
are overestimated by conventional EAM-type potentials.
The modified force field weakens the interatomic inter-
actions at distances beyond the equilibrium point, thus
yielding the correct value of melting temperature.
II. COMPUTATIONAL DETAILS
In the EAM approach, the total energy of a metal sys-
tem is expressed via the energy Fi, obtained by embed-
ding an atom i into the local electron density ρ¯i provided
by the remaining atoms of the system, and that of the
short-range electrostatic interaction between atoms i and
2j separated by a distance rij :
U(rij) =
N∑
i=1

Fi(ρ¯i) + 1
2
∑
j 6=i
φ(rij)

 . (1)
Different many-body potentials [25–28], that have such a
general form, are capable of describing geometrical, me-
chanical, and energetic properties (e.g., cohesive energy,
lattice parameters, and elastic constants), but can rarely
reproduce the experimentally measured melting temper-
ature. An illustrative case study is bulk titanium, whose
melting temperature, as calculated using the many-body
potentials which account for the interaction of a given
atom with several surrounding atomic layers [29, 30], dif-
fer from experimental values by several hundred degrees
[29, 31]. A similar order of discrepancy was observed
also for other systems, such as gold and silicon, modeled
using the original and more elaborated EAM potentials
[32, 33]. Thus, it is essential to amend the existing force
fields, so that they can reproduce correctly properties of
both the ground- and finite-temperature states of metal
systems.
In this work, we propose such a modification. The new
potential Umod(rij) should satisfy the principal condition
that the curvature of the modified potential energy pro-
file in the vicinity of the equilibrium point must coincide
with that of the original potential. This condition is set
to reproduce, with the new potential, ground-state prop-
erties which are governed by the behavior of the potential
energy curve in the vicinity of the equilibrium point.
To properly simulate melting of metal systems, we in-
troduce a modification that satisfies the above-defined
condition. As an illustration, we add a linear function to
the existing formula, so that the modified expression for
the potential energy of the system reads as:
Umod(rij) = U(rij) +B rij + C , (2)
where U(rij) is the original EAM-type potential (1), and
B and C are adjustable parameters. As shown below, the
term B rij makes the resulting potential steeper (less at-
tractive) at interatomic distances exceeding the equilib-
rium point but, at the same time, it also slightly changes
the depth of the potential well at the equilibrium point.
The constant term C is thus introduced to discard the lat-
ter effect. As a case study, we used the exact form of the
potential U(rij) which is based on the second-moment
approximation of the tight-binding model [11]. Accord-
ing to this scheme [28, 34], the attractive many-body part
of the potential is related to band energy and is expressed
as a square-root of electron density, Fi(ρ¯i) ∼ √ρ¯i. Both
the attractive and repulsive terms are introduced in this
approach in the exponential form [34, 35] which is com-
monly referred in the literature as to the Gupta potential
[27]. The total potential energy of a system of N atoms
located at positions ri reads as:
U =
N∑
i=1


∑
j 6=i
A exp
[
−p
(rij
d
− 1
)]
−
√∑
j 6=i
ξ2 exp
[
−2q
(rij
d
− 1
)]
 . (3)
Here, d is the first-neighbor distance, ξ is an effective
overlap integral between electronic orbitals of neighbor-
ing atoms, q and p control the decay of the exponential
functions and are related to bulk elastic constants [35].
We note that the introduced modification (2) is spiri-
tually similar to the well-known Dzugutov pairwise po-
tential [36] which was developed to model glass-forming
liquid metals. The Dzugutov potential is constructed
to suppress crystallization common to most monatomic
systems by the introduction of a repulsive term repre-
senting the Coulomb interactions that are present in a
liquid metal. The similar idea of increasing repulsion at
large interatomic distances for modeling metals in highly-
vibrational states far from the potential energy minimum
is pursued with the introduced linear modification.
The impact of the modified potential was investigated
by analyzing thermal, geometrical, and energetic prop-
erties of nanoscale samples composed of four representa-
tive metals, namely titanium, magnesium, gold, and plat-
inum. A generality of the introduced correction is empha-
sized by considering metals with different characteristics
of the electron structure, namely (i) s, p−bonding (Mg),
(ii) transition metal with less than half-filled d band (Ti),
(iii) transition metal with almost filled d band (Pt), and
(iv) noble metal (Au).
We considered finite-size spherical nanoparticles with
radii from 1 to 7 nm, cut from ideal hexagonal close-
packed (hcp) (in the case of Ti and Mg) or face-centered
cubic (fcc) (for Au and Pt) crystals. The nanoparticles
were composed of approximately 300 to 80 000 atoms.
The crystalline structures were constructed and opti-
mized, and the MD simulations were carried out using
the MBN Explorer software package [6]. Energy mini-
mization was performed using the velocity-quenching al-
gorithm. The MD simulations of the nanoparticle heat-
ing/melting were performed without boundary condi-
tions in the NVT canonical ensemble. The temperature
T was controlled by a Langevin thermostat with a damp-
ing coefficient of 1 ps−1. The nanoparticles were heated
up with a constant rate of 0.5 K/ps. The time integration
of the equations of motion was done using the velocity-
Verlet algorithm [37] with an integration time step of 5 fs.
In all the calculations, the interatomic interactions were
truncated at the cutoff radius rc lying in the range be-
tween 6.6 and 7 A˚, depending on the system. Parameter
B was derived independently for each considered metal so
that the extrapolated bulk melting point corresponds to
the reference value. The parameter C was then tuned to
reproduce the reference value of cohesive energy. Param-
3TABLE I. Utilized parameters of the original (3) and the modified (2) EAM-type potentials describing the interactions in
titanium, magnesium, gold, and platinum.
d (A˚) A (eV) p ξ (eV) q Ref. B (eV/A˚) C (eV) rc (A˚)
Ti 2.95 0.153 9.25 1.88 2.51 [38] 0.0114 −0.060 7.0
Mg 3.21 0.029 12.82 0.50 2.26 [34] 0.0061 −0.032 7.0
Au 2.88 0.206 10.23 1.79 4.04 [34] 0.0065 −0.034 6.65
Pt 2.78 0.297 10.61 2.70 4.00 [34] 0.0064 −0.031 6.6
eters of the potential (3) and the correction (2) utilized
in this work are summarized in Table I.
In the proposed modification, the linear term Brij+C
is responsible for a monotonic increase of the potential
at large distances. In this case the cutoff distance is
set to the value at which the modified potential (2) is
equal to zero. The parametrization of the original EAM-
type potential for titanium, given in Table I, was ob-
tained in Ref. [38] with the cutoff distance of 4.2 A˚ as
another adjustable parameter. The other three metals
are described in this work with the parametrization by
Cleri and Rosato [34] where the summation in the EAM-
type potential was ”.. extended up to the fifth neighbors
for cubic structures”. The analysis of radial distribu-
tion function for gold and platinum demonstrates that
the fifth neighbors in these metals are located at the dis-
tance 6.45 and 6.15 A˚ from the given atom, respectively.
These values are slightly smaller than the cutoff values
which we have used in the simulations, see Table I. In
reference [34], hcp metals were described ”... with cutoff
values ranging between
√
11/3d and
√
5 d” where d is the
first-neighbor distance. The original cutoff for titanium,
as formulated in Ref. [34], thus lies in the range from 5.65
to 6.60 A˚ which is smaller than the cutoff used in our
simulations. Similarly, the original cutoff for magnesium
lies in the range between 6.15 and 7.2 A˚ and corresponds
to the value of rc = 7 A˚ which we have adopted in the
simulations.
In theory, a cutoff distance should be set on the
grounds that forces at larger interatomic distances are
negligibly small, so that distant interactions are infinites-
imally weak and could be excluded from consideration.
However, there is no unique way to define the cutoff dis-
tance in a general case; thus, the value utilized in every
simulation defines its accuracy and corresponding com-
putational costs. We found that the ground-state prop-
erties like lattice constants are nicely described even with
small values of cutoff (e.g., rc = 4.2 A˚ for titanium [38]),
while the estimated value of melting temperature turned
out to be cutoff-dependent. Our analysis has demon-
strated that an explicit account of very distant inter-
atomic interactions when using the original EAM-type
potential (3) does not allow for a proper quantitative de-
scription of melting, and the potential modification is re-
quired to bring the calculated melting temperature closer
to the experimental values. In the performed simulations,
the cutoff distance is set to the value at which the mod-
ified potential is equal to zero, thereby significantly re-
ducing cutoff effects in the modified potential compared
TABLE II. Comparison of ground-state parameters of the
modeled crystals for different specifications of the potential.
Uorig Umod exp. Uorig Umod exp.
Ti Mg
a, A˚ 2.92 2.92 2.95 3.20 3.20 3.21
c, A˚ 4.76 4.76 4.68 5.22 5.22 5.21
Ecoh, eV 5.04 4.85 4.87 1.52 1.49 1.52
Au Pt
a, A˚ 4.07 4.05 4.08 3.93 3.91 3.92
Ecoh, eV 3.78 3.80 3.78 5.85 5.84 5.85
to the original approach.
III. RESULTS AND DISCUSSION
To quantify the effect due to the potential modifica-
tion, we have analyzed first the ground-state geometrical
and energetic properties of the samples, namely lattice
parameters and cohesive energy (see table II). The quan-
tity Ecoh represents the cohesive energy per atom of an
infinitely large ideal crystal, which was obtained by ex-
trapolating the binding energies of TiN , MgN , AuN and
PtN (N ≈ 300 − 80 000) nanoparticles to the N → ∞
limit. Table II demonstrates that, similar to the case of
the original potential (the column labeled as ”Uorig”), the
modification of the potential (the column ”Umod”) allows
one to reproduce experimental values [39] with a relative
discrepancy of less than 2%.
As another benchmark of the modified potential, we
have also analyzed vacancy formation energy. This quan-
tity is given by
Evf = EN−1 − N − 1
N
EN . (4)
where EN and EN−1 are the energies of a perfect crystal
and a vacancy-formed structure after relaxation, and N
is the number of atoms in the simulation box. To calcu-
late Evf , the following procedure was adopted. A perfect
crystal was created, which spans at least three cutoff dis-
tances in each direction. The crystal comprisingN atoms
was relaxed using periodic boundary conditions. Then,
one atom was removed from the crystal. The crystal now
comprising N−1 atoms was relaxed again using periodic
boundary conditions. To check the consistency of the
results, we have analyzed the samples of different size,
containing from about 500 up to 2048 atoms.
4Table III presents the vacancy formation energy cal-
culated with the original (the column ”Uorig”) and the
modified (the column ”Umod”) potentials. The calcu-
lated values are compared with available experimental
data and the results of earlier DFT and classical calcu-
lations. This analysis demonstrates that the numbers
obtained with the original EAM-type potential (3) and
its modification (2) are consistent with one another and
agree in general with the existing experimental and the-
oretical values.
Melting temperature of the finite-size nanoparticles
was estimated from analyzing the temperature depen-
dence of the heat capacity, CV = (∂E/∂T )V , defined
as a derivative of the internal energy of the system with
respect to temperature. A sharp maximum of CV was at-
tributed to the nanoparticle melting. The bulk melting
temperature was estimated by extrapolating the obtained
values to the N →∞ limit according to the Pawlow law
[10, 51, 52]. It describes the dependence of the melt-
ing temperature of spherical particles on the number of
atoms they are composed of as Tm = T
bulk
m − αN−1/3,
where T bulkm is the melting temperature of a bulk material
and α is the factor of proportionality. Thus evaluated val-
ues of melting temperature are summarized in Figure 1
and Table IV for all the studied metals.
FIG. 1. Melting temperature of spherical TiN , MgN , AuN ,
and PtN nanoparticles calculated by means of the original, U
(open symbols), and modified, Umod (closed symbols), poten-
tial. Lines represent the linear extrapolation of the calculated
numbers to the bulk (N →∞) limit. Experimental values of
melting temperature are shown by stars.
In Figure 1, symbols illustrate the results of the sim-
ulations for the finite-size nanoparticles. The estimated
values of the bulk melting temperature obtained with the
use of the original potential (3) (open symbols) lead to
a significant deviation of about 300 K from the experi-
mental values which are marked by stars. The situation
changes drastically when introducing the linear correc-
tion to the original potential. Figure 1 illustrates that
the use of the modified force field (closed symbols) leads
to a much better correspondence of the bulk-limit ex-
trapolations with the experimental values for all studied
metals. The extrapolation procedure yields the values
of the melting temperature presented in Table IV are in
good agreement with the reference values with the rela-
tive discrepancy of a few (1− 4%) percent.
In order to shed light on the physical effects which are
behind the above-described improvement, we have ana-
lyzed melting of the studied metal systems in terms of
the Lindemann criterion [14]. It states that melting oc-
curs because of vibrational instability, i.e. a crystalline
structure melts when the average amplitude of thermal
vibrations of atoms is relatively high compared to in-
teratomic distances. This condition can be expressed
as 〈(δu)2〉1/2 > δLd, where δu is the atomic displace-
ment, δL is the Lindemann parameter typically equal to
0.10− 0.15, and d is the interatomic distance [15].
Our analysis has revealed that interatomic interactions
at distances, exceeding the equilibrium distance by a
characteristic vibration amplitude defined by the Linde-
mann criterion, significantly affect the correctness of sim-
ulations. To elaborate on this issue, the following proce-
dure has been adopted. We have analyzed the potential
energy surfaces (PES) for the studied metal systems. As
a case study, we considered large 6 nm-radius nanoparti-
cles with the optimized structure; positions of all atoms
in the system except for a given one were fixed. The mov-
able atom was displaced from its equilibrium position and
the interaction energy was calculated. Then, the energy
of the perturbed system was subtracted from the energy
of the fully optimized system. The resulting PES for
the metal nanoparticles are presented in Figure 2. Each
panel shows several isolines corresponding to a given en-
ergy difference between the optimized and the perturbed
systems. For the sake of clarity, this quantity has been
converted into temperature.
The figure illustrates that the modified potential (solid
curves), due to the additional linear term, makes the re-
sulting potential steeper at large interatomic distances,
as compared to the original EAM-type potential (dashed
curves). For instance, in the case of titanium (left panel),
the displacement of an atom for about 0.3 A˚, that is
approximately 1/10 of the closest interatomic distance
(dTi = 2.95 A˚), results in the energy difference of about
0.17 eV that corresponds to 2000 K. Thus, interatomic
interactions at distances, exceeding the equilibrium dis-
tance by a characteristic vibration amplitude δu, are
overestimated by conventional EAM-type potentials and
should be corrected in order to reproduce the quantita-
5TABLE III. Vacancy formation energy (in eV) calculated with the original (Uorig) and the modified (Umod) potential. The
calculated values are compared with available experimental data and the results of earlier calculations. The experimental
methods comprise positron annihilation (PA), thermal expansion (TE) and quenching (Q) measurements. Earlier theoretical
calculations performed by means of density functional theory are labeled as DFT, and LDA/GGA denote the local density or
generalized gradient approximations. EAM denotes the classical MD simulations performed using an EAM-type potential.
this work
Uorig Umod exp. data calculations
Ti 1.56 1.52 1.55 [40] 1.56 (EAM) [38]
1.27 ± 0.05 (PA) [41] 2.14 (DFT-LDA) [42]
1.97 (DFT-GGA) [43]
Mg 0.60 0.62 0.58 ± 0.01 (TE) [44] 0.88 (EAM) [45]
0.79 ± 0.03 (Q) [46] 0.77−0.80 (DFT-GGA) [47]
Au 0.61 0.64 0.62 − 0.67 (TE) [48] 0.60 (EAM) [28]
0.70 − 1.10 (Q) [48] 0.75 (EAM) [34]
Pt 1.16 1.14 1.35 ± 0.09 (PA) [49] 1.28 (EAM) [28]
1.15 (DFT-LDA) [50]
1.18 (DFT-GGA) [50]
FIG. 2. Potential energy surface for 6 nm-radius metal nanoparticles whose constituent atoms interact via the original (dashed
lines) or the modified (solid lines) potentials. The thick dashed and solid (red) lines denote the energy difference corresponding
to the predicted bulk melting temperatures (see Table IV).
TABLE IV. Melting temperature T bulkm (in kelvin) of different
metals which is evaluated on the basis of the performed MD
simulations.
U Umod exp.
Mg 658 913 923
Au 1030 1284 1337
Ti 1610 1915 1941
Pt 1759 2030 2041
tively correct value of the melting point. A more accurate
description of the interatomic interaction in the region
beyond the equilibrium distance allows one to handle the
problem of the accurate description of thermal properties
of metal materials.
IV. CONCLUSION
In summary, we have formulated a recipe for modify-
ing the embedded-atom method-type potential that rec-
onciles the simulated melting temperature and ground-
state properties of metals by means of molecular dynam-
ics simulations. It has been demonstrated that the mod-
ified many-body potential reduces the gap between the
simulated and the experimental values of bulk melting
temperature of metal systems, such as titanium, magne-
sium, gold and platinum, down to about a few percent
and also does not affect the accuracy of description of
ground-state properties like the lattice parameters, co-
hesive energy and the energy of vacancy formation. The
physical background behind this improvement is that the
modified potential weakens the interatomic interactions
at large distances, which are typically overestimated by
6the conventional embedded-atom method. A proper ac-
count for the long-distance interatomic interactions has
been found to be crucial for a quantitatively accurate
simulation of melting and other excited vibrational state
properties of the system being far from the potential
energy minimum. The introduced modification of the
embedded-atom method-type potential can be utilized
for an accurate modeling of other metals and alloys that
have been treated with the use of this approach so far.
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