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Abstract
The ability to detect unusual events in surviellance
footage as they happen is a highly desireable feature for
a surveillance system. However, this problem remains chal-
lenging in crowded scenes due to occlusions and the clus-
tering of people. In this paper, we propose using the Dis-
tributed Behavior Model (DBM), which has been widely
used in computer graphics, for video event detection. Our
approach does not rely on object tracking, and is robust to
camera movements. We use sparse coding for classifica-
tion, and test our approach on various datasets. Our pro-
posed approach outperforms a state-of-the-art work which
uses the social force model and Latent Dirichlet Allocation.
1. Introduction
In this paper, we propose to use the Distributed Behavior
Model [14] to model social interactions in crowded scenes.
The Distributed Behavior Model [14] was first proposed in
computer graphics to simulate the collective behaviour of
animals. The collective behaviour is the motion of a group
of individuals towards a single goal, while avoiding colli-
sions. For instance, suppose there is a group of honey bees
flying in the garden. The mean of the bee’s motion is usu-
ally toward a single goal such as the location of a patch of
flowers. The motion of an individual follows the group’s
motion, with some adjustments to avoid collisions. Pedes-
trians in a crowded environment usuallly have a very similar
collective behaviour when compared to a group of bees, a
school of fish, or a flock of birds.
The DBM encompasses the following three concepts:1)
Separation: steer to avoid collisions between one another;
2) Alignment: steer to move towards the average motion of
the crowd; 3) Cohesion: steer to move towards the average
position of the crowd.
Figure 1 shows the steering motion of pedestrians on a
Figure 1. Distributed Behaviour Model. Left: separation, cohe-
sion, and alignment. Right: pedestrian’s steering motion. Separa-
tion, cohesion and alignment are marked in red, green and yellow
respectively.
campus. The structure of the building, such as the location
of the doors, drives the group’s motion. Because a lecture
has just ended, a group of students moves towards the door
of the building (Alignment). To avoid collisions, they keep
a distance between each other (Separation). Some students
are talking to each other and thus they stay close together
(Cohesion).
One goal of video surveillance is to identify unusual
events, such as emergencies, suspicious, dangerous and
harmful behaviours. Since it is usually very hard to list
and label all the usual and unusual events beforehand, most
approaches adopt a novelty detection approach by assum-
ing that the unusual events are those in low probability
[15, 1, 7, 18, 11, 22, 21, 20, 17]. However, many approaches
[1, 15, 11, 17] only attempt to detect local abnormalities, ig-
noring interactions among multiple individuals. Other tech-
niques [7, 18, 21, 20] address the problem of modelling in-
1
teractions, by simply defining the interactions as co-existing
events in a global scene, although this is insufficient for cap-
turing rich interactions between people.
Recently, researchers have begun modelling crowd ac-
tivities based on the pedestrian’s collective behaviour and
social interactions. A variety of techniques including the so-
cial force model [13], interaction energy potential [4], fluid
dynamics [2, 19, 12], and Lie Algebraic [9] have been used
for this purpose. In [13], Mehran et al. proposed using
the social force model [6] from complex systems for un-
sual event detection in crowded scenes. In [13], the video
is divided into uniform short video clips and optical flow is
computed in each clip. Particles are located uniformly in the
scene, and the motion of each particle is the average optical
flow in a small spatio-temporal neighbourhood. Particle ad-
vection is performed by tracking the particles and interpo-
lating their motion. The result of particle advection is a set
of trajectories, and derivatives of the trajectories are taken
as the desired velocities in Helbing’s social force model [6],
while the average optical flow represents the particles’ ac-
tual velocity. Let vi be the actual velocity of the ith particle,
and vpi be the desired velocity. The interaction force is com-
puted as [13],
Fint =
1
τ
(vpi − vi)−
dvi
dt
, (1)
where τ is the relaxation time. According to the model
defined in [6], a pedestrian will walk with their desired ve-
locity if not disturbed. However, due to deceleration or
avoidance processes, there is a tendency for the actural ve-
locity to approach the desired velocity within a certain re-
laxation time, τ . According to this model, the desired ve-
locity should be no slower than the actual velocity, and in
the same approximate direction. However, the desired ve-
locity in [13] is the interpolation of a particles’ motion in
a neighbourhood, which is not necessarily faster than the
actual velocity. This is not consistent with the definition of
desired velocity in [6], but consistent with the alignment ve-
locity in the distributed behaviour model. This motivates us
to develop an algorithm to adopt the distributed behaviour
model for unusual event detection in crowded scenes, as the
motion computed from optical flow is a more appropriate
fit for the DBM than it is for the social force model of [13].
More importantly, our approach is robust to the effects of
camera movement, due to the formulation of the DBM.
Figure 2 illustrates the architecture of our algorithm. A
long duration input video is cut into short clips using a tem-
poral sliding window. We apply the distributed behaviour
model to computed motion vectors using the sum of cohe-
sion and separation forces to represent the interaction force.
Statistical properties of the interaction forces in the scene
are used as the feature to train the sparse coding algorithm.
The framework of sparse coding used in this paper follows
Figure 2. Overview of our algorithm
[20]. Our training data only contains normal events. Given
a new observation and the learned basis functions, we com-
pute the sparse coefficients using the Dantzig Selector [3].
Given that the basis functions are learned using the training
data where only normal events appear, the abnormal events
will cause high reconstruction errors. Thus we can detect
the abnormal events based on the reconstruction error. Ben-
efits of our algorithm include: 1) robust to crowded scenes
since it does not rely on object tracking; 2) scene invariance,
allowing the system to be trained and tested in different en-
vironments; and 3) robust to camera movements. Our algo-
rithm is presented in detail in Section 2, and an evaluation
in Section 3 shows that the performance of our proposed
approach is equal to or better than the state of the art. The
paper is concluded in Section 4.
2. Proposed Approach
This section will introduce our proposed algorithm in de-
tail. Section 2.1 describes the distributed behaviour model
and how it is used to extract feature for abnormality detec-
tion, Section 2.2 explains the learning and detection pro-
cesses.
2.1. Extracting Motion Features using the Dis-
tributed Behavior Model (DBM)
Similar to the social force model [13], the DBM con-
siders considers the forces as the underlying factors that
drive the motion in crowded scenes. A video sequence is
cut into uniform video clips using a temporal sliding win-
dow. In order to remove the influence of the background,
we perform frame differencing to locate regions of motion.
Kanade-Lucas optical flow [10] is computed for the fore-
ground pixels using a Gaussian Pyramid1. The flow vectors
are the initial features in this model. A mean filter is ap-
plied temporally to smooth the flow field. Within each video
clip, particles are uniformly located in the scene as in [13].
Then the forces representing the alignment motion, cohe-
sion motion and separation motion are computed. Since in
our surveillance scenes we only consider the pedestrians as
the moving objects, we use the accelerations to represent
the force by assuming that the mass of all particles is the
same.
However, the non-rigid nature of pedestrians in surveil-
lance scenes means that the motion of foreground pixels
has rich variations. The particle may be located on the
pedestrian’s hand, foot, face, and so on, each of which will
have different motion characteristics. In order to capture
the dominant motion of a person, we first need to remove
the variations in motion before locating the particles. Here
we have assumed the variations are Gaussian distributed.
We remove the noise in the optical flow field using a sparse
representation on overcomplete local cosine basis functions
[5]. Once the variations of pixel velocities within the same
person have been reduced to an acceptable level, the par-
ticle’s velocity relates the underlying person’s velocity and
where they are located. Figure 3 illustrates the preprocess-
ing steps.
In order to calculate the alignment motion of the group,
we use a bilinear interpolation strategy which is similar to
[13, 12]. A particle advection process is applied to get the
particle’s trajectories similar to [2, 13, 12, 19]. We denote
the horizontal and vertical initial particle-location maps as
X0and Y0 respectively. Particle trajectories are integrated
using a forward Euler Algorithm 2:
Xt = Xt−1 + U, (2)
Yt = Yt−1 + V, (3)
where t is the time which is represented by the frame
number, and U and V are the interpolated optical flow maps
respectively. We represent the trajectories as a two dimen-
sional time series signal,
S = {(X0, Y0), (X1, Y1), · · · , (XT , YT )}, (4)
where T is the size of the temporal window for each video
clip. We compute the first derivative of S and get the align-
ment velocity ( representing the group’s motion),
1It is unclear which optical flow algorithm is used in [13]. Here we use
an early optical flow algorithm to ensure that improvements are not caused
by using a more advanced approach.
2In other literature such as [2], the Runge-Kutta algorithm is used.
Figure 3. Visualising the preprocessing on the optical flow field.
Left to Right: original image, original optical flow field, flow field
after removing background regions, flow field after Gaussian de-
noising.
valignment =
dS
dt
. (5)
The first derivative of valignment is the alignment accel-
eration,
aalignment =
dvalignment
dt
. (6)
The actual acceleration is the derivative of the optical
flow without interpolation. The interaction acceleration
(which is the sum of the cohesion accelerations and separa-
tion accelerations), can also be represented as the difference
between the actual and alignment accelerations:
ainteraction = acohesion+aseparation = aactual−aalignment.
(7)
The interaction accelerations are used as the feature in
this paper. We filter out the background noise by setting the
interaction acceleration to 0 at locations where the optical
flow magnitude is below a threshold.
The horizontal and vertical accelerations in each frame
are concatenated into a single vector, which forms our initial
feature vector. We perform a PCA (Principal Component
Analysis) whitening process 3 similar to [20]. We subtruct
the mean value of all the training samples from the features,
and then decorrelate the data by performing PCA, followed
by a normalization step. The original vector is location de-
pendent. However, since the PCA transform only preserves
the global statistical properties of the data distribution, the
processed feature does not capture the information about
location. This is how we achieve scene invariance. Scene
invariance can also be achieved through using other trans-
forms such as an FFT. However, we choose PCA as we wish
to perform a dimension reduction as well.
Compared to the social force model in [13], the DBM
proposed in this paper is more robust to camera movements.
Let V1 denotes the alignment velocity, and V2 be the actual
velocity. For the DBM, the interaction force is
3In our evaluation, this PCA whitening process is only used when we
use sparse coding. For evaluations with other models (See Section 3), the
original feature vector is used due to the characteristics of the different
learning models.
F =
dV1
dt
−
dV2
dt
= [V1(t+1)−V1(t)]−[V2(t+1)−V2(t)].
(8)
If the motion is only caused by camera movements, in
the ideal case all pixels in the same image should have the
same velocity. A pixel will have the same velocity as its
neighbour, and also the same as the velocity computed by
the interpolation. Thus, V1(t) = V2(t) and V1(t + 1) =
V2(t + 1). In this case F = 0. Correspondingly, in the
social force model [13], when the panic parameter is set to
0 as used in [13], the interaction force is given by
F =
1
τ
(V1 − V2)−
dV2
dt
. (9)
For camera motion, when V1 = V2, F = −dV2dt =
−[V2(t + 1) − V2(t)]. In this case, the interaction force is
not always 0.
2.2. Sparse Coding for Unusual Event Detection
The learning algorithm we use is the efficient sparse cod-
ing algorithm [8]. The goal of sparse coding is to learn the
overcomplete basis functions such that an input can be rep-
resented as a sparse superposition over the basis functions.
Let y be the feature vector, B be the overcomplete basis
set, and x be the sparse coefficients. The sparse coding al-
gorithm learns the basis functions over all the training data
by
{B, x} = arg min ‖ y −Bx ‖2
2
+λ | x |1 . (10)
Here the first term ‖ y − Bx ‖2
2
is the reconstruction er-
ror and λ | x |1is the sparsity penalty function. In the detec-
tion process, given a new observation and the learned basis
functions, we will compute the coefficients, x. Because B
is overcomplete, this is an underdetermined system. We use
the Dantzig Selector [3] from the literature in compressed
sensing to solve Equation 10, by
min ‖ x ‖1 s.t ‖ B
T (Bx− y) ‖∞≤ ǫ. (11)
This approach has previously been used for event detec-
tion in [20]. Compared to Latent Dirichlet Allocation as
used in [13], sparse coding supports continuous inputs. We
choose to project the data into a higher dimensional space
(overcomplete basis set), since data usually does not lie on
a single low dimensional subspace [16].
3. Evaluation
This section presents the experiments and their results.
Three datasets are used: the UMN dataset4, the Web
4http://mha.cs.umn.edu/movies/crowd-activity-all.avi
Figure 4. UMN dataset. The first row is the normal images. The
second row is the abnormal images.
datasets5, and the PETS 2009 dataset 6. Experiments and
results for each are presented in Sections 3.1, 3.2 and 3.3
respectively.
3.1. Evaluation using the UMN dataset
The UMN dataset contains 11 sequences of crowd ac-
tivity in three environments. Each sequence begins with a
normal state and ends with a rapid escape. Figure 4 shows
example images from this dataset.
In our distributed behaviour model, we set a window size
of 10 frames. Frames are downsampled by 50% to improve
computation speed. The distance between two particles is
10× 10 pixels. In our experiments, we select some normal
frames from the three scenes to train the system 7. The re-
maining frames are used as the test images, similar to [13].
We use the same groundtruth as [21], however, it should
be noted that [21] trains a model for each scene. We com-
pare the performance of the proposed system with Latent
Dirichlet Allocation (LDA), and a One Class Support Vec-
tor Machine (RBF kernel) using the same input feature.
Figure 5 shows the ROC curves for the three learning
models (top) and a comparison between our proposed ap-
proach and [13] (bottom). The approach using LDA is ob-
viously worse compared to the others. The performance
using a one class support vector machine and sparse coding
is almost the same, with AUCs of 0.96775 and 0.96657 re-
spectively. It can also be seen that our proposed algorithm
slightly outperforms the social force model based technique
[13] (AUC: 0.96).
This result is not surprising. LDA only supports dis-
crete inputs, thus quantization errors are expected. Both
sparse coding and one class support vector machines sup-
port continuous inputs. Both of them project the data into
a higher dimensional space. However, sparse coding has
the added benefit of being more easily extended to support
online learning.
5http://www.cs.ucf.edu/˜ramin/?page id=24
6http://www.cvg.rdg.ac.uk/PETS2009/
7they are Frames 1470:1570, 2005:2205, 2865:3065, 3480:3680,
6630:6830, 6892:7192
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Figure 5. Evaluation results on the UMN dataset. The top plot
shows a comparison between the three learning models. The bot-
tom image shows a comparison between the proposed approach
and [13].
3.2. Evaluation using the Web dataset
The web dataset contains 12 video sequences of nor-
mal crowded scenes, and 8 video sequences of abnormal
crowded scenes containing events such as fighting, escape
panics and traffic accidents, captured with some amount of
camera movement. Figure 6 shows sample images from this
dataset. All images are resized to 160×120 before process-
ing. As in 3.1, particles are placed 10 pixels apart horizon-
tally and vertically. Following the evaluation protocol of
[13], we randomly select 10 clips from the normal dataset
as the training data and use the rest as the test data. We con-
duct this process 10 times and get an average ROC curve.
Figure 7 presents the ROC curves for the web dataset
evaluation 8. Our algorithm very clearly outperforms [13],
with the proposed technique reporting an AUC of 0.8135
against 0.73 for [13]. This is because our proposed method
is more robust to the camera movements presented in the
web dataset.
8The blue line in the ROC is taken directly from [13]
Figure 6. Web Dataset. The left column contains images from
normal crowd videos. The right column contains images from ab-
normal crowd videos.
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Figure 7. Web Dataset ROC curves. The proposed method signifi-
cantly outperforms [13].
3.3. Evaluation using the PETS 2009 dataset
A final validation is performed on the PETS 2009
dataset. This dataset contains multiple camera views.
We use the view002 data in S0/City/Center/Time 14-55 as
the training data, and view001, view002 and view003 in
S3/High Level/Time 14-33 as the test data. Thus there is
only one camera view in the training dataset, but three (two
of which are unseen) in the test data. The abnormal event is
a rapid escape. Each test sequence contains 378 frames and
the abnormal frames are from 341 to 378. Figure 8 shows
the dataset. Figure 9 shows the ROC curves for the evalua-
tion. We get very promising results with AUCs of 0.99369,
0.8784 and 0.9779 from view 001, view 002 and view 003
respectively.
Both the view 001 and view 003 report an AUC greater
than 0.97, significantly outperforming view 002 (AUC:
0.8784). Investigation reveals that the frame rate in this
dataset varies, resulting in inaccurate optical flow compu-
tation.
Figure 8. PETS2009 Dataset. The above row shows the training
data. The bottom row shows the abnormal frames in the test data.
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Figure 9. ROC curves for PETS 2009.
4. Conclusion
We have presented a novel algorithm applying the Dis-
tributed Behaviour Model and sparse coding for unsual
event detection in video surveillance. We have evaluated
our algorithm over three benchmark datasets, and achieved
performance equal to or better than a state-of-the-art algo-
rithm [13] which uses the social force model. In particular,
we note that the proposed algorithm offers improved perfor-
mance in the presence of camera movements, and maintains
the scene invariance of [13]. The limitation of this algo-
rithm is that it can’t be used to detect local abnormal events
to solve the problems defined in other benchmark datasets
such as the UCSD dataset [11] or the Subway dataset [1].
References
[1] A. Adam, E. Rivlin, I. Shimshoni, and D. Reinitz. Ro-
bust real-time unusual event detection using multiple fixed-
location monitors. PAMI, IEEE Transactions on, 2008.
[2] S. Ali and M. Shah. A lagrangian particle dynamics ap-
proach for crowd flow segmentation and stability analysis.
In CVPR’07. IEEE Conference on, pages 1–6. IEEE, 2007.
[3] E. Candes and T. Tao. The dantzig selector: statistical esti-
mation when p is much larger than n. The Annals of Statis-
tics, 35(6):2313–2351, 2007.
[4] X. Cui, Q. Liu, M. Gao, and D. Metaxas. Abnormal detection
using interaction energy potentials. In CVPR’ 2011, pages
3161–3167. IEEE, 2011.
[5] M. Elad and M. Aharon. Image denoising via sparse and
redundant representations over learned dictionaries. Im-
age Processing, IEEE Transactions on, 15(12):3736–3745,
2006.
[6] D. Helbing and P. Molnar. Social force model for pedestrian
dynamics. Physical review E, 51(5):4282, 1995.
[7] T. Hospedales, S. Gong, and T. Xiang. A markov clustering
topic model for mining behaviour in video. In ICCV’2009,
pages 1165–1172. IEEE, 2009.
[8] H. Lee, A. Battle, R. Raina, and A. Y. Ng. Efficient sparse
coding algorithms. In In NIPS, pages 801–808. NIPS, 2007.
[9] D. Lin, E. Grimson, and J. Fisher. Modeling and estimat-
ing persistent motion with geometric flows. In CVPR, 2010
IEEE Conference on.
[10] B. Lucas, T. Kanade, et al. An iterative image registration
technique with an application to stereo vision. In Interna-
tional joint conference on artificial intelligence, volume 3,
pages 674–679. Citeseer, 1981.
[11] V. Mahadevan, W. Li, V. Bhalodia, and N. Vasconcelos.
Anomaly detection in crowded scenes. In CVPR 2010, pages
1975–1981, 2010.
[12] R. Mehran, B. Moore, and M. Shah. A streakline represen-
tation of flow in crowded scenes. Computer Vision–ECCV
2010, pages 439–452, 2010.
[13] R. Mehran, A. Oyama, and M. Shah. Abnormal crowd be-
havior detection using social force model. In CVPR 2009.
IEEE Conference on, pages 935 –942, 2009.
[14] C. Reynolds. Flocks, herds and schools: A distributed be-
havioral model. In ACM SIGGRAPH Computer Graphics,
volume 21, pages 25–34. ACM, 1987.
[15] D. Ryan, S. Denman, C. B. Fookes, and S. Sridharan. Tex-
tures of optical flow for real-time anomaly detection in
crowds. In AVSS’ 2011.
[16] M. Soltanolkotabi and E. J. Cande`s. A geometric analysis
of subspace clustering with outliers. CoRR, abs/1112.4258,
2011.
[17] I. Tziakos, A. Cavallaro, and L.-Q. Xu. Event monitoring via
local motion abnormality detection in non-linear subspace.
Neurocomputing, 2010.
[18] X. Wang, X. Ma, and W. E. L. Grimson. Unsupervised ac-
tivity perception in crowded and complicated scenes using
hierarchical bayesian models. TPAMI, 31(3):539–555, 2009.
[19] S. Wu, B. Moore, and M. Shah. Chaotic invariants of
lagrangian particle trajectories for anomaly detection in
crowded scenes. In CVPR’ 2010, 2010.
[20] J. Xu, S. Denman, S. Sridharan, C. B. Fookes, and R. Rana.
Dynamic texture reconstruction from sparse codes for un-
usual event detection in crowded scenes. In Joint ACM Work-
shop on Modeling and Representing Events (J-MRE’11),
2011.
[21] J. L. Yang Cong, Junsong Yuan. Sparse reconstruction cost
for abnormal event detection. In CVPR 2011, 2011.
[22] B. Zhao, L. Fei-Fei, and E. Xing. Online detection of unusual
events in videos via dynamic sparse coding. In CVPR’ 2011,
2011.
