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Abstract
We derive a master formula for chiral SU(2)×SU(2) breaking, based on the Veltman-
Bell equations and the Peierls-Dyson relation. Our approach does not rely on the use of
the soft pion limit or an expansion around the chiral limit, and yields exact results for
on-shell pions. Threshold theorems for πN → πN , γN → πN , πN → ππN , γN → γπN ,
γN → ππN and πN → πγN are recovered, and corrections to them are given. The
reactions π → eνγ, π → eνe+e−, γπ → γπ and γγ → ππ are also discussed. A general
formula for ππ scattering and a new one loop effective action are obtained. The new
effective action reproduces the KSFR relation, and yields specific estimates for the pion
polarisabilities. A detailed comparison with baryon-free chiral perturbation theory to one
loop is made. An extension of our effective action to two loops is outlined.
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1. Introduction
At low energies, chiral symmetry offers a powerful method for dealing with hadronic
processes involving pions. Beginning with the original work of Nambu and coworkers [1],
various approaches have been formulated to assess the consequences of chiral symmetry
and its breaking, such as the infinite momentum limit [2], effective Lagrangians [3, 4, 5],
chiral perturbation theory [6, 7, 8], and gauge-covariant divergence equations [9].
In the infinite momentum limit of Fubini and Furlan, the role of the pion as a Nambu-
Goldstone boson is not emphasized. Instead, the multiplet aspect of an approximate
symmetry is used. The approach relies on the algebraic structure of chiral symmetry
through the use of sum rules.
The effective Lagrangian formulation introduced by Weinberg [5] stems from soft pion
theorems, and emphasizes the character of the pion as a Goldstone boson. The idea is
that since only chiral symmetry is relevant, then any choice of an effective Lagrangian
for the pion as a Golstone mode that accounts for this symmetry and its soft breaking,
as well as the general precepts of unitarity and causality, should yield the same low en-
ergy predictions. In principle, by calculating and renormalizing all loop diagrams using
infinitely many counterterms one has the most general result compatible with the under-
lying symmetries. In practice, this task can only be carried out using chiral perturbation
theory.
In chiral perturbation theory, amplitudes are systematically expanded in the square
of the pion momenta. To leading order, chiral symmetry and covariance uniquely spec-
ify the character of the effective Lagrangian. To maintain unitarity, loop diagrams have
to be included. The latter generate a growing set of divergences at higher momentum
that require the introduction of new counterterms. As such, the effective Lagrangian is
nonrenormalizable. Nevertheless, to any order in chiral perturbation theory, the countert-
erms are usually finite in number, and their coefficients may be extracted from the data.
The power of this construction is that it yields relationships between various processes
at threshold. In a series of papers, Gasser and Leutwyler have systematically used this
scheme to one loop [8]. Their result is an empirically determined effective Lagrangian to
fourth order in the pion momentum. Their work has rekindled interest in the subject and
triggered a flurry of papers in this direction [10].
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In the approach pioneered by Veltman and Bell [9], the gauge covariant divergence
equations as opposed to an effective Lagrangian, are taken as fundamental. In retrospect,
this approach appears to be relatively unknown and thus unexploited. The purpose of
this paper is to develop the method to the point where it gives results comparable to
other methods. In the process, we also derive new results in the form of general formula
for ππ scattering, π → eνγ decay, γγ → ππ fusion, πN reactions, γN reactions, and
finally a new one-loop effective action. Through chiral reduction formulas our approach
allows an exact rewriting of scattering amplitudes in terms of correlation functions and
form factors, some of which are directly measurable. The results embody chiral symmetry
and unitarity to all orders in the pion momentum, and as such provide important insight
beyond the loop expansion or specific models.
The organization of the paper is as follows. In section 2, we spell out our conventions.
In section 3, we derive master formulas based on the Veltman-Bell equations [9] and the
Peierls-Dyson formula [11] in the case where the pion is massless. In section 4, these
formulas are extended to the massive case. In sections 5-17, the chiral reduction scheme
is applied to ππ → ππ, π → eνγ, γπ → γπ, γγ → ππ, πN → πN , γN → πN ,
πN → ππN , γN → γπN , γN → ππN and πN → πγN processes. Our treatment of the
electromagnetic interaction is only of first order in the electric charge. In section 18 the
new one-loop effective action is derived, and shown to reproduce the KSFR relation. This
effective action is used to estimate π → eνγ, π → eνe+e−, ππ → ππ, γγ → ππ, γπ → γπ
and the pion polarisabilities. In section 19, comparison is made with other approaches,
and some open issues are discussed. In Appendix A, we give some other applications
of the Peierls-Dyson formula and related equations. In Appendix B, we introduce some
definitions in relation to the Dirac constraint problem. In Appendix C, we discuss the
Gell-Mann algebra in our context. In Appendix D, we establish some consistency checks
and reformulate the master formula. In Appendix E, we give a general analysis of one-
loop effects. In Appendix F, we summarise some useful one-loop integrals. In Appendix
G, we discuss some unsolved technical issues in chiral perturbation theory as formulated
by Gasser and Leutwyler [8]. In Appendix H, we outline the calculational framework for
a two-loop calculation.
3
2. Conventions
Throughout, isospin indices will be often suppressed using matrix notation and
A ·B = AaBa Aac = ǫabcAb 1ab = δab. (1)
Green’s functions are all normalized to 1/(k2 −m2) in momentum space, so that
(−✷−m2)∆R(x) = (−✷−m2)∆A(x) = (−✷−m2)∆F (x) = δ4(x). (2)
The retarded and advanced Green’s functions satisfy
∆R(x− y) = ∆A(y − x) = 0 (x  y), (3)
where x  y means that x is in the past light-cone of y or spacelike with respect to y. The
Jordan-Pauli distribution ∆ = ∆R −∆A is related to free (incoming) pion fields through
[
πain(x), π
b
in(y)
]
= iδab∆(x− y) = δab 1
(2π)3
∫ d3k
2k0
(
e−ik·(x−y) − e+ik·(x−y)
)
, (4)
where the pion energy is on-shell k0 =
√
~k2 +m2pi. The propagator is given by
〈
0 in|T
(
πain(x)π
b
in(y)
)
|0 in
〉
= iδab∆F (x− y). (5)
The corresponding distributions for the massless case are denoted as usual with D. Cre-
ation and annihilation operators are defined as
πain(x) =
1
(2π)3
∫
d3k
2k0
(
aain(k)e
−ik·x + aa†in (k)e
+ik·x
)
(6)
so that one-pion states are covariantly normalized.
3. The Master Formula : Massless Case
3.1. Veltman-Bell Equations
Our starting point is an action I, invariant under local SU(2) × SU(2) gauged with
external c-number vector and axial vector fields vaµ and a
a
µ. Examples are massless QCD
with two flavors
I = − 1
2g2
∫
d4xTrC
(
GµνG
µν
)
+
∫
d4xqγµ
(
i∂µ +Gµ + v
a
µ
τa
2
+ aaµ
τa
2
γ5
)
q, (7)
4
where the gluon field strength is given by
Gµν = ∂µGν − ∂νGµ − i[Gµ, Gν ]
and the gauged nonlinear sigma model
I =
f 2pi
4
∫
d4xTr
[ (
i∂µU + v
a
µ
[
τa
2
, U
]
+ aaµ
[
τa
2
, U
]
+
)
(
− i∂µU † − vµb
[
τ b
2
, U †
]
+ aµb
[
τ b
2
, U †
]
+
) ]
, (8)
where U is a chiral field. We will assume that the external fields vaµ and a
a
µ are smooth
and fall off rapidly at infinity, so that various operations such as partial integration and
functional differentiation are allowed.
By Noether’s theorem, the currents V and A as defined through
Vµa(x) =
δI
δvaµ(x)
Aµa(x) =
δI
δaaµ(x)
obey the Veltman-Bell equations [9]
∇µVµ + aµAµ = 0 (9)
∇µAµ + aµVµ = 0, (10)
where ∇µ = ∂µ1 + vµ is the vector covariant derivative. In writing (9) and (10) we
have used the fact that the Bardeen anomaly and the Wess-Zumino term vanish for
SU(2) × SU(2). Actually, we should also consider the possibility of global anomalies
associated with the fact that Π4(SU(2)) = Z2 [12]. However, this issue will be ignored in
this paper, and only gauge transformations connected to the identity will be considered.
Introducing the S-matrix S for fixed incoming fields and using the Schwinger action
principle yield
< β in|δS|α in >= i < β in|S
∫
d4x
(
Vµaδvaµ +A
µaδaaµ
)
|α in > . (11)
The completeness of asymptotic states leads to the Peierls-Dyson formula [11] 1
Vµa(x) = −iS† δS
δvaµ(x)
(12)
1See the footnote on p. 147 in particular.
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Aµa(x) = −iS† δS
δaaµ(x)
. (13)
The Veltman-Bell equations (9-10) are then equivalent to
XaV (x)S = 0 (14)
XaA(x)S = 0, (15)
where we have introduced
XaV (x) = ∇acµ
δ
δvcµ(x)
+ aacµ (x)
δ
δacµ(x)
(16)
XaA(x) = ∇acµ
δ
δacµ(x)
+ aacµ (x)
δ
δvcµ(x)
. (17)
Some further related issues to the Peierls-Dyson formula are discussed in Appendix A.
3.2. Algebraization
The relations (14-15) simply express the invariance of the S-matrix under gauge trans-
formations connected with the identity, since (16-17) are the generators of the local
SU(2)× SU(2) symmetry:
[
XaV (x),X
b
V (y)
]
=
[
XaA(x),X
b
A(y)
]
= −ǫabcXcV (y)δ4(x− y). (18)
[
XaV (x),X
b
A(y)
]
=
[
XaA(x),X
b
V (y)
]
= −ǫabcXcA(y)δ4(x− y). (19)
We will assume that S obeys the Bogoliubov causality condition [13]
δ
δvbν(y)
(
δS
δvaµ(x)
S†
)
=
δ
δabν(y)
(
δS
δvaµ(x)
S†
)
= 0 (x  y) (20)
δ
δvbν(y)
(
δS
δaaµ(x)
S†
)
=
δ
δabν(y)
(
δS
δaaµ(x)
S†
)
= 0 (x  y), (21)
which can be rewritten more conveniently in the following form:
δ
δvbν(y)
Vaµ(x) =
δ
δabν(y)
Vaµ(x) = 0 (y  x) (22)
6
δδvbν(y)
Aaµ(x) =
δ
δabν(y)
Aaµ(x) = 0 (y  x). (23)
In other words, for fixed incoming fields, the current at x depends on the external fields
only in the past light-cone of x. The Maurer-Cartan equations
δ
δvbν(y)
Vµa(x)− δ
δvaµ(x)
Vνb(y) = i
[
Vµa(x),Vνb(y)
]
(24)
δ
δabν(y)
Vµa(x)− δ
δvaµ(x)
Aνb(y) = i
[
Vµa(x),Aνb(y)
]
(25)
δ
δabν(y)
Aµa(x)− δ
δaaµ(x)
Aνb(y) = i
[
Aµa(x),Aνb(y)
]
(26)
then imply that the currents are local
[
Vµa(x),Vνb(y)
]
=
[
Vµa(x),Aνb(y)
]
=
[
Aµa(x),Aνb(y)
]
= 0 (x ∼ y). (27)
3.3. Ward-Identities
The relations (12-13) and (22-26) allow us to define time-ordered and retarded products
by
T∗
(
Vµa(x1)...V
νb(xm)A
ρc(xm+1)...A
σd(xn)
)
=
(−i)nS† δ
δvaµ(x1)
...
δ
δvbν(xm)
δ
δacρ(xm+1)
...
δ
δadσ(xn)
S (28)
R∗
[
Vαe(x),Vµa(x1)...V
νb(xm)A
ρc(xm+1)...A
σd(xn)
]
=
(−i)n δ
δvaµ(x1)
...
δ
δvbν(xm)
δ
δacρ(xm+1)
...
δ
δadσ(xn)
Vαe(x) (29)
R∗
[
Aαe(x),Vµa(x1)...V
νb(xm)A
ρc(xm+1)...A
σd(xn)
]
=
(−i)n δ
δvaµ(x1)
...
δ
δvbν(xm)
δ
δacρ(xm+1)
...
δ
δadσ(xn)
Aαe(x). (30)
Differentiating (9,10,14,15) then yields the Ward identities for (28-30), e.g.
∇acµ (x)T∗
(
Vµc(x)Vνb(y)
)
+ aacµ (x)T
∗
(
Aµc(x)Vνb(y)
)
=
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∇acµ (x)R∗
[
Vµc(x),Vνb(y)
]
+ aacµ (x)R
∗
[
Aµc(x),Vνb(y)
]
=
∇acµ (x)T∗
(
Aµc(x)Aνb(y)
)
+ aacµ (x)T
∗
(
Vµc(x)Aνb(y)
)
=
∇acµ (x)R∗
[
Aµc(x),Aνb(y)
]
+ aacµ (x)R
∗
[
Vµc(x),Aνb(y)
]
=
iǫabcδ4(x− y)Vνc(y) (31)
∇acµ (x)T∗
(
Vµc(x)Aνb(y)
)
+ aacµ (x)T
∗
(
Aµc(x)Aνb(y)
)
=
∇acµ (x)R∗
[
Vµc(x),Aνb(y)
]
+ aacµ (x)R
∗
[
Aµc(x),Aνb(y)
]
=
∇acµ (x)T∗
(
Aµc(x)Vνb(y)
)
+ aacµ (x)T
∗
(
Vµc(x)Vνb(y)
)
=
∇acµ (x)R∗
[
Aµc(x),Vνb(y)
]
+ aacµ (x)R
∗
[
Vµc(x),Vνb(y)
]
=
iǫabcδ4(x− y)Aνc(y). (32)
3.4. Asymptotic Condition
So far the discussion has been independent of whether chiral symmetry is manifest or
spontaneously broken. The spontaneous breaking of chiral symmetry can be expressed in
terms of the asymptotic conditions
Aaµ(x)→ −fpi∂µπain,out(x) x0 → ∓∞, (33)
where πin and πout are free incoming and outgoing massless pions, and fpi is the pion
decay constant. In writing (33) we have also assumed the absence of stable axial vector
mesons or other stable pseudoscalars. Analysis of the gauged nonlinear sigma model and
experience with ordinary scalar field theories [14] indicates that the condition (33) can be
conveniently incorporated into the present analysis if we impose the constraint
fpi∇µaµ − J = 0 (34)
Here J is some new function. Some useful concepts regarding the use of (34) as a Dirac
constraint may be found in Appendix B.
With the above in mind, let us introduce a modified action,
Iˆ = I− f
2
pi
2
∫
d4x aµ(x) · aµ(x)−
∫
d4x
(
fpi∇µaµ − J
)
(x) · π(x), (35)
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where π is some suitable pion field. The new S-matrix Sˆ is related to the old S-matrix S
subject to (34) as
Sˆ ≈ Sexp
(
−if
2
pi
2
∫
d4xaµ(x) · aµ(x)
)
. (36)
In general, the new currents
j
µa
V (x) =
δIˆ
δvaµ(x)
j
µa
A (x) =
δIˆ
δaaµ(x)
have no simple relation with the old currents, Vaµ and A
a
µ, since the quark or pion fields
in I and Iˆ obey different equations of motion. However, they can be weakly related as
jaV µ(x) = V
a
µ(x)− fpiaacµ (x)πc(x) (37)
jaAµ(x) ≈ Aaµ(x)− f 2piaaµ(x) + fpi(∇µπ)a(x). (38)
We also observe that the pion field π follows from Iˆ through
πa(x) =
δIˆ
δJa(x)
. (39)
Since (37-38) remain invariant under the analog of (354),
j
µa
V (x) → jµaV (x) + fpi(aµΛ)a(x)
j
µa
A (x) → jµaA (x)− fpi(∇µΛ)a(x)
πa(x) → πa(x)− Λa(x), (40)
we may assume without loss of generality that the asymptotic one-pion components (33)
are contained entirely in the field π and not in the new axial current jA or Λ. As a
result, the transformations (40) may be regarded as the analog of the Nishijima-Gursey
transformations [15] or reparametrizations of the chiral field U in the nonlinear sigma
model.
3.5. Master Formula
Upon substitution of (37-38) into the Veltman-Bell equations (9-10), we obtain the
weak relations
∇µjV µ + aµjAµ + Jπ ≈ 0 (41)
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(
−∇µ∇µ + aµaµ
)
π ≈ −J − 1
fpi
(
∇µjAµ + aµjV µ
)
(42)
The first equation is simply the weak version of the vector conservation law for Iˆ, namely
∇µjV µ + aµjAµ + Jπ = 0. (43)
To solve the second equation, we will introduce the retarded and advanced Green’s
functions (
−∇µ∇µ + aµaµ
)
GR,A(x, y) = δ
4(x− y) 1 (44)
and
K = ∇µ∇µ − aµaµ − ✷ = 2vµ∂µ + (∂µvµ) + vµvµ − aµaµ. (45)
The combination (44-45) obeys a standard identity
GR,A = DR,A +DR,AKGR,A = DR,A +GR,AKDR,A (46)
where we have introduced a condensed notation with space-time integration absorbed into
matrix multiplication. Also,
GabR (x, y) = G
ba
A (y, x) (47)
since the operator −∇µ∇µ + aµaµ is self-adjoint, being associated with the quadratic
action
I0Q =
1
2
∫
d4x
(
(∇µπ) · (∇µπ)− (aµπ) · (aµπ)
)
. (48)
Solving (42) under the asymptotic conditions (33) gives
π ≈
(
1 +GRK
)
πin −GRJ − 1
fpi
GR
(
∇µjAµ + aµjV µ
)
≈
(
1 +GAK
)
πout −GAJ − 1
fpi
GA
(
∇µjAµ + aµjV µ
)
. (49)
Using the Peierls-Dyson formula
j
µa
V (x) = −iSˆ†
δSˆ
δvaµ(x)
j
µa
A (x) = −iSˆ†
δSˆ
δaaµ(x)
πa(x) = −iSˆ† δSˆ
δJa(x)
(50)
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and the Yang-Feldman relation πout = Sˆ†πinSˆ, we may rewrite (49) into the following
form
(
δ
δJ
+
1
fpi
GRXA
)
Sˆ ≈ −iGRJ Sˆ + iSˆ
(
1 +GRK
)
πin (51)
(
δ
δJ
+
1
fpi
GAXA
)
Sˆ ≈ −iGAJ Sˆ + i
(
1 +GAK
)
πinSˆ. (52)
From (43) we also have
TV Sˆ ≡
(
XV + J
δ
δJ
)
Sˆ = 0. (53)
Equations (51-53) constitute the master formulas in the chiral limit, replacing (14-15).
The differential operators on the left-hand side of (51-52) may be checked to be tangent
vectors, so the system is meaningful as a weak relation.
Some insight into these equations may be obtained by expanding the gauged nonlinear
sigma model action (8)
I =
f 2pi
2
∫
d4x aµ(x) · aµ(x) + fpi
∫
d4x(∇µaµ)(x) · π(x) + I0Q +O
(
π3
fpi
)
(54)
Iˆ =
∫
d4xJ(x) · π(x) + I0Q +O
(
π3
fpi
)
, (55)
where I0Q is the quadratic action (48). We note that the above expansion up to and
including quadratic terms is invariant under redefinitions of the pion field, π → π′ =
π + O(π3), which are independent of the external fields and conserve G-parity. It is
worth noting that the system (51-53) is linear in the extended S-matrix Sˆ. This is in
contrast with the unitarity and causality conditions which are quadratic in Sˆ. As shown
in Appendix D, this allows us to associate characteristic curves with the system. The
equations (51-53) may be used to derive various results in the chiral limit. However, we
will proceed to the more realistic case with massive pions.
4. The Master Formula : Massive Case
4.1. Asymptotic Condition
As before, we will assume the asymptotic conditions
Aaµ(x)→ −fpi∂µπain,out(x) x0 → ∓∞, (56)
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which also imply that
∂µAaµ(x)→ +fpim2piπain,out(x) x0 → ∓∞. (57)
For definiteness, we will take the symmetry breaking term to be a scalar-isoscalar that
transforms as the (2, 2) representation of SU(2) × SU(2). Specifically, for QCD we will
take
− mˆ
∫
d4xqq (58)
while for the nonlinear sigma model we will take
+
f 2pim
2
pi
4
∫
d4xTr
(
U + U †
)
. (59)
We may further couple external scalar and pseudoscalar sources s and pa, through
− mˆ
m2pi
∫
d4xq
(
m2pi + s− iγ5τapa
)
q (60)
+
f 2pi
4
∫
d4xTr
(
(m2pi + s− iτapa)U + U †(m2pi + s+ iτapa)
)
(61)
and assume that the sources are again smooth and fall off rapidly enough at infinity.
4.2. Master Formula
From here on, the action I will be understood as the sum of (7) and (60) for QCD,
and (8) and (61) for the nonlinear sigma model. The associated currents and S-matrix
will be denoted by Vaµ, A
a
µ, and S as before. We will define the scalar and pseudoscalar
densities as
σ(x) =
1
fpi
δI
δs(x)
= − i
fpi
S† δS
δs(x)
(62)
πa(x) =
1
fpi
δI
δpa(x)
= − i
fpi
S† δS
δpa(x)
. (63)
Explicitly, these densities for QCD are
σ = − mˆ
fpim2pi
qq πa = +
mˆ
fpim2pi
qiγ5τ
aq (64)
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and for the nonlinear sigma model are
σ = +
fpi
4
Tr
(
U + U †
)
πa = −ifpi
4
Tr
(
τa(U − U †)
)
. (65)
The Veltman-Bell equations (9-10) then read
∇µVµ + aµAµ + fpipπ = 0 (66)
∇µAµ + aµVµ = fpi(m2pi + s)π − fpipσ, (67)
where we have used the fact that no anomaly is generated by adding the densities (64)
to the QCD action. For the nonlinear sigma model, we may take (66-67) as part of the
definition of the theory. By the Peierls-Dyson formula (12-13, 62-63), the Veltman-Bell
equations (66-67) are equivalent to(
XV + p
δ
δp
)
S = 0 (68)
(
XA − (m2pi + s)
δ
δp
+ p
δ
δs
)
S = 0. (69)
Differentiation of these equations yields Ward identities as for the massless case before.
To incorporate the asymptotic conditions (56-57) more efficiently, we introduce as
before a modified action Iˆ
Iˆ = I− f 2pi
∫
d4x
(
s(x) +
1
2
aµ(x) · aµ(x)
)
. (70)
The new S-matrix Sˆ relates to the old S-matrix S through
Sˆ = Sexp
(
−if 2pi
∫
d4x
(
s(x) +
1
2
aµ(x) · aµ(x)
))
. (71)
We further set p = J/fpi −∇µaµ and treat φ = (vaµ, aaµ, s ,Ja) as independent variables.
Modified currents and densities may then be introduced as
j
µa
V (x) =
δIˆ
δvaµ(x)
= −iSˆ† δSˆ
δvaµ(x)
j
µa
A (x) =
δIˆ
δaaµ(x)
= −iSˆ† δSˆ
δaaµ(x)
σˆ(x) =
1
fpi
δIˆ
δs(x)
= − i
fpi
Sˆ† δSˆ
δs(x)
πˆa(x) =
δIˆ
δJa(x)
= −iSˆ† δSˆ
δJa(x)
. (72)
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Applying the chain rule
δ
δvaµ(x)
|p = δ
δvaµ(x)
|J + fpiaµac(x) δ
δJc(x)
(73)
δ
δaaµ(x)
|p = δ
δaaµ(x)
|J − fpi∇µac(x) δ
δJc(x)
(74)
and so on to (70-71) yields
Vaµ(x) = j
a
V µ(x) + fpia
ac
µ (x)πˆ
c(x) (75)
Aaµ(x) = j
a
Aµ(x) + f
2
pia
a
µ(x)− fpi(∇µπˆ)a(x) (76)
σ(x) = σˆ(x) + fpi (77)
πa(x) = πˆa(x). (78)
We observe that jaAµ is again free of the asymptotic one-pion component by (56, 57, 67,
76 ).
Further differentiation also gives
T ∗
(
Vaµ(x)V
b
ν(y)
)
= T ∗
(
jaV µ(x)j
b
V ν(y)
)
+ fpia
ac
µ (x)T
∗
(
πc(x)jbV ν(y)
)
+fpia
bd
ν (y)T
∗
(
jaV µ(x)π
d(y)
)
+ f 2pia
ac
µ (x)a
bd
ν (y)T
∗
(
πc(x)πd(y)
)
(79)
T ∗
(
Vaµ(x)A
b
ν(y)
)
= T ∗
(
jaV µ(x)j
b
Aν(y)
)
+f 2pia
b
ν(y)j
a
V µ(x) + f
3
pia
b
ν(y)a
ac
µ (x)π
c(x)
−ifpiǫabcgµνδ4(x− y)πc(x) + fpiaacµ (x)T ∗
(
πc(x)jbAν(y)
)
−fpi∇bdν (y)T ∗
(
jaV µ(x)π
d(y)
)
− f 2piaacµ (x)∇bdν (y)T ∗
(
πc(x)πd(y)
)
(80)
T ∗
(
Aaµ(x)A
b
ν(y)
)
= −if 2piδ4(x− y)gµνδab
14
+f 4pia
a
µ(x)a
b
ν(y) + f
2
pia
a
µ(x)j
b
Aν(y) + f
2
pi j
a
Aµ(x)a
b
ν(y)
+T ∗
(
jaAµ(x)j
b
Aν(y)
)
− f 3piaaµ(x)∇bdν (y)πd(y)
−f 3pi∇acµ (x)πc(x)abν(y)− fpi∇acµ (x)T ∗
(
πc(x)jbAν(y)
)
−fpi∇bdν (y)T ∗
(
jaAµ(x)π
d(y)
)
+ f 2pi∇acµ (x)∇bdν (y)T ∗
(
πc(x)πd(y)
)
(81)
T ∗
(
Vaµ(x)π
b(y)
)
= T ∗
(
jaV µ(x)π
b(y)
)
+ fpia
ac
µ (x)T
∗
(
πc(x)πb(y)
)
(82)
T ∗
(
Aaµ(x)π
b(y)
)
= T ∗
(
jaAµ(x)π
b(y)
)
+ f 2pia
a
µ(x)π
b(y)− fpi∇acµ (x)T ∗
(
πc(x)πb(y)
)
. (83)
Substitution of (75-78) into (66) gives (43) as before for the vector current and hence
(53). For the axial current, we find
∇µjAµ + aµjV µ = −f 2pi∇µaµ + fpi∇µ∇µπ − fpiaµaµπ
+fpi(m
2
pi + s)π − (J − fpi∇µaµ)(σˆ + fpi). (84)
As before, we may introduce the Green’s functions
(
−∇µ∇µ + aµaµ −m2pi − s
)
GR,A(x, y) = δ
4(x− y) 1 (85)
and
K = ∇µ∇µ − aµaµ + s− ✷ = 2vµ∂µ + (∂µvµ) + vµvµ − aµaµ + s (86)
associated with the quadratic action
IQ =
1
2
∫
d4x
(
(∇µπ) · (∇µπ)− (aµπ) · (aµπ)− (m2pi + s)π · π
)
. (87)
The Green’s functions obey
GR,A = ∆R,A +∆R,AKGR,A = ∆R,A +GR,AK∆R,A (88)
and (47) as before. Integration of (84) under the boundary conditions (56-57) gives
π =
(
1 +GRK
)
πin −GRJ +GR
(
∇µaµ − J/fpi
)
σˆ − 1
fpi
GR
(
∇µjAµ + aµjV µ
)
=
(
1 +GAK
)
πout −GAJ +GA
(
∇µaµ − J/fpi
)
σˆ − 1
fpi
GA
(
∇µjAµ + aµjV µ
)
.
(89)
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The Peierls-Dyson formula and the Yang-Feldman relation may be used as before to
convert (89) into
δ
δJ
Sˆ = −iGRJ Sˆ + iSˆ
(
1 +GRK
)
πin
+
1
fpi
GR
(
∇µaµ − J/fpi
)
δSˆ
δs
− 1
fpi
GRXASˆ
= −iGAJ Sˆ + i
(
1 +GAK
)
πinSˆ
+
1
fpi
GA
(
∇µaµ − J/fpi
)
δSˆ
δs
− 1
fpi
GAXASˆ. (90)
This equation together with (53) constitute the desired master formulas for SU(2)×SU(2)
symmetry with massive pions.
4.3. Chronological Products
The equation (90) allows us to express the Green’s functions involving π fields in terms
of jaV µ, j
a
Aµ, σˆ and πin. Using the infinitesimal variations
δGR,A = GR,A
(
δK
)
GR,A (91)
we find,
T ∗
(
πa(x)jbAβ(y)
)
= −Sˆ† δ
2Sˆ
δJa(x)δaβb(y)
= +iGacR (x, y)a
cd
β (y)ǫ
dbeπe(y) + i∇bcβ (y)
(
GacR (x, y)σˆ(y)
)
+
i
fpi
GacR (x, y)ǫ
cbd
(
jdV β(y) + fpia
de
β (y)π
e(y)
)
+jbAβ(y)
∫
d4x′
(
1 +GRK
)ac
(x, x′)πcin(x
′)
−jbAβ(y)
∫
d4x′GacR (x, x
′)Jc(x′)
+
∫
d4x′GacR (x, x
′)(∇µaµ − J/fpi)c(x′)T ∗
(
σˆ(x′)jbAβ(y)
)
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)T ∗
(
jdAα(x
′)jbAβ(y)
)
+aαcd(x′)T ∗
(
jdV α(x
′)jbAβ(y)
))
(92)
T ∗
(
πa(x)jbV β(y)
)
= −Sˆ† δ
2Sˆ
δJa(x)δvβb(y)
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= +iGacR (x, y)a
cb
β (y)σˆ(y)
+iGacR (x, y)
( ←
∂
∂yβ
ǫcbd − vceβ (y)ǫebd
)
πd(y)
+
i
fpi
GacR (x, y)ǫ
cbd
(
jdAβ(y)− fpi∇deβ (y)πe(y)
)
+jbV β(y)
∫
d4x′
(
1 +GRK
)ac
(x, x′)πcin(x
′)
−jbV β(y)
∫
d4x′GacR (x, x
′)Jc(x′)
+
∫
d4x′GacR (x, x
′)(∇µaµ − J/fpi)c(x′)T ∗
(
σˆ(x′)jbV β(y)
)
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)T ∗
(
jdAα(x
′)jbV β(y)
)
+aαcd(x′)T ∗
(
jdV α(x
′)jbV β(y)
))
(93)
T ∗
(
πa(x)σˆ(y)
)
= − 1
fpi
Sˆ† δ
2Sˆ
δJa(x)δs(y)
= − i
fpi
GacR (x, y)π
c(y)
+σˆ(y)
∫
d4x′
(
1 +GRK
)ac
(x, x′)πcin(x
′)
−σˆ(y)
∫
d4x′GacR (x, x
′)Jc(x′)
+
∫
d4x′GacR (x, x
′)(∇µaµ − J/fpi)c(x′)T ∗
(
σˆ(x′)σˆ(y)
)
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)T ∗
(
jdAα(x
′)σˆ(y)
)
+aαcd(x′)T ∗
(
jdV α(x
′)σˆ(y)
))
(94)
T ∗
(
πa(x)πb(y)
)
= −Sˆ† δ
2Sˆ
δJa(x)δJ b(y)
= +iGabR (x, y) +
i
fpi
GabR (x, y)σˆ(y)
+πb(y)
∫
d4x′
(
1 +GRK
)ac
(x, x′)πcin(x
′)
−πb(y)
∫
d4x′GacR (x, x
′)Jc(x′)
+
∫
d4x′GacR (x, x
′)(∇µaµ − J/fpi)c(x′)T ∗
(
σˆ(x′)πb(y)
)
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)T ∗
(
jdAα(x
′)πb(y)
)
+aαcd(x′)T ∗
(
jdV α(x
′)πb(y)
))
. (95)
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4.4. Ward Identities
Ward identities may also be derived. For instance,
(
−✷x −m2pi −K(x)
)ac(
− ✷y −m2pi −K(y)
)bd
T ∗
(
πc(x)πd(y)
)
= Ja(x)J b(y)
−Ja(x)
(
∇νaν − J/fpi
)b
(y)σˆ(y)− J b(y)
(
∇µaµ − J/fpi
)a
(x)σˆ(y)
+
1
fpi
Ja(x)
(
∇βjAβ + aβjV β
)b
(y) +
1
fpi
J b(y)
(
∇βjAβ + aβjV β
)a
(x)
+i
(
−✷y −m2pi −K(y)
)ba
δ4(x− y)
(
1 +
σˆ(x)
fpi
)
+
i
fpi
(
−∇α∇α + aαaα
)ab
(x)δ4(x− y)σˆ(y)
− i
fpi
(
∇µaµ − J/fpi
)a
(x)πb(x)δ4(x− y)
− i
fpi
∇αac(x)δ4(x− y)abdα (y)ǫdceπe(y)
− i
f 2pi
∇αac(x)δ4(x− y)ǫbce
(
jeV α(y) + fpia
ef
α (y)π
f(y)
)
− i
fpi
aαac(x)
(
δ4(x− y)
( ←
∂
∂xα
ǫbce − vbdα (x)ǫdce
)
πe(x)
)
− i
f 2pi
aαac(x)δ4(x− y)ǫbce
(
jeAα(x)− fpi∇efα (x)πf(x)
)
+(∇µaµ − J/fpi)a(x)(∇νaν − J/fpi)b(y)T ∗
(
σˆ(x)σˆ(y)
)
− 1
fpi
(∇µaµ − J/fpi)a(x)
(
∇αbd(y)T ∗
(
σˆ(x)jdAα(y)
)
+ aαbd(y)T ∗
(
σˆ(x)jdV α(y)
))
− 1
fpi
(∇µaµ − J/fpi)b(y)
(
∇αac(x)T ∗
(
jcAα(x)σˆ(y)
)
+ aαac(x)T ∗
(
jcV α(x)σˆ(y)
))
+
1
f 2pi
(
∇αac(x)∇βbd(y)T ∗
(
jcAα(x)j
d
Aβ(y)
)
+∇αac(x)aβbd(y)T ∗
(
jcAα(x)j
d
V β(y)
)
+aαac(x)∇βbd(y)T ∗
(
jcV α(x)j
d
Aβ(y)
)
+ aαac(x)aβbd(y)T ∗
(
jcV α(x)j
d
V β(y)
))
. (96)
Further results will be given in the next section and in Appendix D.
5. The Goldberger-Treiman Relation
From (76) we have
< N(p2)|Aaµ(x)|N(p1) >= −ifpi(p2 − p1)µ < N(p2)|πa(x)|N(p1) >
+ < N(p2)|jaAµ(x)|N(p1) > (97)
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Introducing the nucleon axial form factor
< N(p2)|Aaµ(x)|N(p1) >= u(p2)
(
γµγ5G1(t) + (p2 − p1)µγ5G2(t)
)
τa
2
u(p1)e
i(p2−p1)·x (98)
with t = (p1 − p2)2, we have
< N(p2)|jaAµ(x)|N(p1) >= u(p2)
(
γµγ5G1(t) + (p2 − p1)µγ5G2(t)
)
τa
2
u(p1)e
i(p2−p1)·x (99)
where G1 and G2 are free of pion poles.
On the other hand, the master formula (89) gives
< N(p2)|πa(x)|N(p1) >= + < N(p2)|πain(x)|N(p1) >
− 1
fpi
∫
d4y∆R(x− y) < N(p2)|∂µjaAµ(y)|N(p1) >
= − 1
fpi
1
t−m2pi
u(p2)
(
2Miγ5G1(t) + itγ5G2(t)
)
τa
2
u(p1) e
i(p2−p1)·x
(100)
This is by definition
− gpiNN(t) 1
t−m2pi
u(p2)iγ5τ
au(p1) e
i(p2−p1)·x (101)
where the minus sign corresponds to the coupling L = gpiNNNiγ5τaN πa in the effective
Lagrangian. Hence,
fpigpiNN(0) = MgA (102)
where gA = G1(0) is the nucleon axial charge. Extrapolating gpiNN to the physical value
gpiNN = gpiNN(m
2
pi) yields the Goldberger-Treiman relation.
6. Chiral Reduction Formula
6.1. Single Commutator
To extract results from the master formula, we multiply (90) by (1 + GAK)
−1 =
1−∆AK to obtain
[
πin, Sˆ
]
= +Sˆ∆
(
1 +KGR
)
Kπin −∆
(
1 +KGR
)
J Sˆ
− i
fpi
∆
(
1 +KGR
)(
∇µaµ − J/fpi
)
δSˆ
δs
+
i
fpi
∆
(
1 +KGR
)
XASˆ. (103)
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The Fourier decompositions (4, 6) then give
[
aain(k), Sˆ
]
= −iSˆ
∫
d4yd4zeik·y
(
1 +KGR
)ac
(y, z)(Kπin)
c(z)
+i
∫
d4yd4zeik·y
(
1 +KGR
)ac
(y, z)Jc(z)Sˆ
− 1
fpi
∫
d4yd4zeik·y
(
1 +KGR
)ac
(y, z)
(
∇µaµ − J/fpi
)c
(z)
δSˆ
δs(z)
+
1
fpi
∫
d4yd4zeik·y
(
1 +KGR
)ac
(y, z)XcA(z)Sˆ (104)
[
Sˆ, aa†in (k)
]
= −iSˆ
∫
d4yd4ze−ik·y
(
1 +KGR
)ac
(y, z)(Kπin)
c(z)
+i
∫
d4yd4ze−ik·y
(
1 +KGR
)ac
(y, z)Jc(z)Sˆ
− 1
fpi
∫
d4yd4ze−ik·y
(
1 +KGR
)ac
(y, z)
(
∇µaµ − J/fpi
)c
(z)
δSˆ
δs(z)
+
1
fpi
∫
d4yd4ze−ik·y
(
1 +KGR
)ac
(y, z)XcA(z)Sˆ. (105)
The master equations in Fourier form have the structure of reduction formulas. In par-
ticular, to lowest order in the external fields φ = (v, a, J, s),
< β in|
[
aain(k),S
]
|α in >= + 1
fpi
kα
∫
d4ye+ik·y < β in|S jaAα(y)|α in > (106)
< β in|
[
S, aa†in (k)
]
|α in >= − 1
fpi
kα
∫
d4ye−ik·y < β in|S jaAα(y)|α in >, (107)
where S = S|φ=0 = Sˆ|φ=0 is the on-shell S-matrix. Equations (106-107) define an off-shell
extension of S. The Adler consistency condition and crossing symmetry are manifest.
6.2. Double Commutator
For the double commutator
[
abin(k2),
[
S, aa†in (k1)
]]
= +
i
fpi
k1α
∫
d4ye−ik1·y
[
abin(k2),
δSˆ
δaaα(y)
]
(108)
we need the result
δ
δaaα(y)
[
abin(k2), Sˆ
]
= − 1
fpi
eik2·yδab
(
− ∂
∂yα
−
←
∂
∂yα
)
δSˆ
δs(y)
+
1
fpi
∫
d4y2e
ik2·y2
∂
∂yβ2
δ2Sˆ
δabβ(y2)δa
a
α(y)
+
1
fpi
eik2·yǫbae
δSˆ
δveα(y)
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= +eik2·yδab
(
∂α + ikα2
)
iSσˆ(y)
− i
fpi
k2β
∫
d4y2e
ik2·y2
δ2Sˆ
δabβ(y2)δa
a
α(y)
+
1
fpi
eik2·yǫbaeiSVαe(y).(109)
to leading order in the external fields. Thus (108) reduces to[
abin(k2),
[
S, aa†in (k1)
]]
=
− i
fpi
m2pi
∫
d4ye−i(k1−k2)·ySσˆ(y)δab +
1
f 2pi
kα1
∫
d4ye−i(k1−k2)·yǫabeSVαe(y)
+
1
f 2pi
k1αk2β
∫
d4y1d
4y2e
−ik1·y1+ik2·y2
δ2Sˆ
δaaα(y1)δa
b
β(y2)
. (110)
For later use, we quote the crossed version of (109)
δ
δabβ(y)
[
Sˆ, aa†in (k1)
]
= e−ik1·yδab
(
∂β − ikβ1
)
iSσˆ(y)
+
i
fpi
k1α
∫
d4y1e
−ik1·y1
δ2Sˆ
δaaα(y1)δa
b
β(y)
+
1
fpi
e−ik1·yǫabeiSVβe(y). (111)
The fact that jaAµ is free of one-pion components also implies
0 = i < 0|
[
abin(k2),Sj
a
Aα(y)
]
|0 >= δ
δaαa(y)
< 0|
[
abin(k2), Sˆ
]
|0 >=
−eik2·yδabk2α < 0|σˆ|0 > + i
fpi
kβ2 e
ik2·y
∫
d4y2e
ik2·y2 < 0|T ∗
(
jaAα(0)j
b
Aβ(y2)
)
|0 >(112)
where we have made explicit use of (109) and translational invariance of vacuum expec-
tation values. The crossed result reads
0 = i < 0|
[
SjbAβ(y), a
a†
in (k1)
]
|0 >=
+e−ik1·yδabk1β < 0|σˆ|0 > − i
fpi
kα1 e
−ik1·y
∫
d4y1e
−ik1·y1 < 0|T ∗
(
jaAα(y1)j
b
Aβ(0)
)
|0 >
(113)
Energy-momentum conservation and (112-113) suffice to guarantee the stability of the
one pion state [S, aa†in (k)]|0 >= 0.
7. Pion-Nucleon Scattering : πN → πN
The equation (110) may be applied to πN scattering. Indeed, sandwiched between
one-nucleon states, it becomes
< N(p2)|abin(k2)(S− 1)aa†in (k1)|N(p1) >=< N(p2)|
[
abin(k2),
[
S, aa†in (k1)
]]
|N(p1) >=
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− i
fpi
m2piδ
ab
∫
d4ye−i(k1−k2)·y < N(p2)|σˆ(y)|N(p1) >
− 1
f 2pi
kα1 k
β
2
∫
d4y1d
4y2e
−ik1·y1+ik2·y1 < N(p2)|T ∗
(
jaAα(y1)j
b
Aβ(y2)
)
|N(p1) >
+
1
f 2pi
kα1
∫
d4ye−i(k1−k2)·yǫabe < N(p2)|Veα(y)|N(p1) > (114)
In (114), we have assumed that abin(k2)|N(p1) >= 0 as well as the stability of the one-
nucleon state S|N(p1) >= |N(p1) >. As a check of (114), we note that the same result
is obtained from the conventional WLSZ reduction formula2 and the Ward identity (96).
We also note that the disconnected part
− i
fpi
m2piδ
ab
∫
d4ye−i(k1−k2)·y < 0|σˆ(y)|0 >< N(p2)|N(p1) >
− 1
f 2pi
kα1 k
β
2
∫
d4y1d
4y2e
−i(k1−k2)·y1 < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)
)
|0 >< N(p2)|N(p1) >
(115)
vanishes by (112-113).
Eq. (114) implies that the part of the amplitude that is even under a↔ b is quadratic
in the momenta k ∼ mpi, while the odd part is linear in the momenta. Since Vaµ reduces
to the isospin operator in the limit of vanishing momentum transfer k1 − k2 → 0, the
amplitude evaluated at threshold gives the Tomozawa-Weinberg relation [17, 3] for the
S-wave scattering lengths aab,
aab =
−i
π
(
M
M +mpi
)
mpi
f 2pi
ǫabc < N |τ c|N > (116)
where M is the nucleon mass. Specifically, if we denote by iT ab(ω) the forward on-shell
πN scattering amplitude (114) for a nucleon at rest,
< N(p)|abin(k)(S− 1)aa†in (k)|N(p) >= (2π)4δ4(p+ k − p− k)iT ab(ω = k0) (117)
then by isospin symmetry
iT ab(ω) = u(p)
(
iT +(ω)δba + iT −(ω) iǫbacτ c
)
u(p) (118)
The even-odd S-wave scattering lengths a± are defined to be
T ±(mpi) = 4π
(
1 +
mpi
M
)
a± (119)
2W stands for Watanabe [16].
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To lowest order a+ = 0 and a− = 8.76 10−2m−1pi in good agreement with a
+(exp) =
(−0.83±0.38)×10−2m−1pi and a−(exp) = (+9.17±0.17)×10−2m−1pi . The empirical results
are extracted from forward πN scattering and pionic atom data.
Combining (116) with the Goldberger-Miyazawa-Oehme sum rule [18]
2
3
(
1
mpi
+
1
M
)(
a1/2 − a3/2
)
= +
1
π
(
gpiNN
2M
)2(
1− m
2
pi
4M2
)−1
− 1
2π2
∫ ∞
mpi
dν√
ν2 −m2pi
(
σpi+p(ν)− σpi−p(ν)
)
(120)
and using the Goldberger-Treiman relation gA = fpigpiNN/M , give
1
g2A
=
(
1− m
2
pi
4M2
)−1
+
1
2π
(
2M
gpiNN
)2 ∫ ∞
mpi
dν√
ν2 −m2pi
(
σpi−p(ν)− σpi+p(ν)
)
(121)
which is one form of the Adler-Weisberger sum rule [19]. Here σpi±p are the total cross
sections for the elastic π±p → π±p reactions. The sum rule (121) can be verified to a
good accuracy using the Karlsruhe-Helsinki data for the elastic cross sections.
8. Pion Photo- and Electro-Production : γN → πN
Another process of interest is the photo- or electro-production reaction. The isovector
part of the amplitude is given by∫
d4y1e
−ik1·y1 < N(p2)|abin(k2)SVaα(y1)|N(p1) >=
+ik2αǫ
baf
∫
d4ye−i(k1−k2)·y < N(p2)|πf(y)|N(p1) >
+
1
fpi
ǫbaf
∫
d4ye−i(k1−k2)·y < N(p2)|Afα(y)|N(p1) >
+
1
fpi
kβ2
∫
d4y1d
4y2e
−ik1·y1+ik2·y2 < N(p2)|T ∗
(
Vaα(y1)j
b
Aβ(y2)
)
|N(p1) > (122)
where we have used (165). We may evaluate (122) for the isospin 3/2 channel, where
there is no contribution from the isoscalar part of the current. The third term involving
jaAµ is one power of momentum higher than the second term with A
a
µ and will be ignored.
The first term with π also carries an extra power of momentum, but it cannot be dropped
since it contains a pole.
Using the axial form factor (98) and factoring out (2π)4δ4(k1 + p1 − k2 − p2), give
+ik2αǫ
baf < N(p2)|πf(0)|N(p1) >
+
1
fpi
ǫbafu(p2)
(
γαγ5G1(t) + (k1 − k2)αγ5G2(t)
)
τ f
2
u(p1) (123)
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At threshold t = −m2pi + k21 + O(mpi/M), we may replace < N(p2)|πf(0)|N(p1) > and
G2(t) by their pole terms
< N(p2)|πf(0)|N(p1) >→ −gpiNN 1
t−m2pi
u(p2)iγ5τ
fu(p1) (124)
G2(t)→ −2fpigpiNN 1
t−m2pi
(125)
and G1(t) by the axial coupling G1(0) = gA = 1.25, to obtain
(
2ik2α − ik1α
)
ǫbaf
gpiNN
2m2pi − k21
u(p2)iγ5τ
fu(p1) +
1
fpi
ǫbafgAu(p2)γαγ5
τ f
2
u(p1) (126)
We note that the pole term simply corresponds to Fig. 1a. Also, it may be checked that
current conservation is satisfied by virtue of the Goldberger-Treiman relation and
u(p2)k2 · γγ5τ fu(p1) = O(m2pi/M) u†(p2) u(p1) (127)
The result (126) is consistent with the Kroll-Ruderman theorem for photoproduction
[20], and shows that the isospin 3/2 amplitudes γp → π+n and γn → π−n are totally
fixed at threshold by chiral symmetry. This is not the case for the isospin 1/2 channel
that is γp → π0p, for which the Kroll-Ruderman term drops. This process also receives
contribution from the isoscalar part of the electromagnetic current and thus requires a full
SU(3)×SU(3) calculation. This will be discussed elsewhere [25]. We note that since our
treatment of electromagnetism is first order in the electromagnetic charge, the Primakoff
term in (126) is absent.
Finally, we would like to note that the neutral pion photoproduction experiments car-
ried out at Saclay [21] and Mainz [22] on proton targets, γp→ π0p, have questioned some
current algebra results at threshold, although the new data from Mainz [23] for π0 electro-
production seems to indicate otherwise. Further data on these issues are expected from
the SAL collaboration at Saskatoon. Given the experimental interest in pion photo- and
electro-production near threshold, there has been some recent theoretical activity in this
direction using heavy-baryon chiral perturbation theory [24]. While our results provide
exact constraints at threshold, our formalism has to be extended to baryon intermediate
states to account properly for near-threshold effects. We will report on some of these
issues elsewhere [25].
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9. Two-Pion Pion-Production : πN → ππN
We may also consider the two-pion production πN → ππN amplitude
< N(p2)|acin(k3)abin(k2)Saa†in (k1)|N(p1) >=
− i
fpi
m2piδ
ab
∫
d4ye−i(k1−k2)·y < N(p2)|acin(k3)Sσˆ(y)|N(p1) > + 2 perm.
+
1
f 2pi
kα2 ǫ
abe
∫
d4ye−i(k1−k2)·y < N(p2)|acin(k3)SVeα(y)|N(p1) > + 2 perm
− i
f 2pi
m2piδ
ac
∫
d4ye−i(k1−k2−k3)·y < N(p2)|πb(y)|N(p1) >
− i
f 2pi
m2piδ
bc
∫
d4ye−i(k1−k2−k3)·y < N(p2)|πa(y)|N(p1) >
+
1
f 3pi
kα1 ǫ
caeǫbef
∫
d4ye−i(k1−k2−k3)·y < N(p2)|Afα(y)|N(p1) >
− 1
f 3pi
kβ2 ǫ
cbeǫaef
∫
d4ye−i(k1−k2−k3)·y < N(p2)|Afβ(y)|N(p1) >
− 1
f 3pi
kα1 k
β
2k
γ
3
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2+ik3·y3
× < N(p2)|T ∗
(
jaAα(y1)j
b
Aβ(y2)j
c
Aγ(y3)
)
|N(p1) >
(128)
where we have used the crossed version of (167). The term with three jaAµ’s is three pion
reduced and cubic in the momenta, so it will be ignored. In the isospin 3/2 channel, the
term with σˆ does not contribute. In the same channel, the contribution involving Vaµ
is quadratic in the momenta, since Vaµ at zero momentum is proportional to the isospin
operator, which does not change the total isospin of the nucleon 1/2. Hence, the dominant
contribution at low momentum is given by the terms with Aaµ and π. Using (98,124,125)
and G1(t)→ gA as before and factoring out the momentum delta function, we obtain for
the isospin 3/2 channel of (128) at threshold
− i
4f 2pi
δacgpiNN u(p2)iγ5τ
bu(p1)
− 1
f 3pi
δbcgAk
α
1 u(p2)γαγ5
τa
2
u(p1)
+
1
f 3pi
δabgAk
α
1 u(p2)γαγ5
τ c
2
u(p1)
+
i
4m2pif
2
pi
δbcgpiNNk1 · (p2 − p1) u(p2)iγ5τau(p1)
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− i
4m2pif
2
pi
δabgpiNNk1 · (p2 − p1) u(p2)iγ5τ cu(p1)
+
(
k1 a↔ −k2 b
)
(129)
which may be checked to be totally symmetric by the Goldberger-Treiman relation.
The process has also been treated by Chang [26] in the soft pion limit. A chiral
calculation has been made by Beringer [27], and heavy-baryon chiral perturbation theory
has been applied by Bernard, Kaiser and Meissner [28].
New data on π+p → π+π+n and π−p → π0π0n reactions are now available in the
threshold region, with pion energies as large as 200 MeV in the lab frame [32]. These new
measurements complement the high statistics measurements of π−p → π−π+n at 17.2
GeV carried out at CERN [29], and the π+n → π+π−p measurement at 5.98 GeV and
11.85 GeV on polarised deuterons also carried out at CERN [30]. We will report on these
calculations and data in the context of our framework including nucleon intermediate
states elsewhere [25].
We note that since the reaction πN → ππN has been conventionally used to extract
the S-wave ππ scattering length [32], we may ask to what extent this extraction depends
on the model used. Indeed our result (128) shows exactly how this amplitude is related to
other pion-nucleon amplitudes under the dictates of chiral symmetry and unitarity. From
(128) it appears that the S-wave ππ scattering amplitude (see below) does not factorize
out of πN → ππN in the t-channel. This means that the present extractions can only
be performed in a scheme dependent way. In fact these extractions have been recently
questioned by Svec [31].
Finally, it has been suggested that the two experiments π−p↑ → π−π+n at 17.2 GeV,
and π+n↑ → π+π−p at 5.98 GeV and 11.85 GeV on polarized targets, show evidence for
a low lying scalar state 0++(750) with a width of 250 MeV [31]. It would be interesting
to see whether this can follow from the general principles we have presently used when
nucleon intermediate states are also included.
11. Pion Emission in Compton Scattering : γN → γπN
The amplitude for the reaction γN → γπN may be written as
+
∫
d4y1d
4y2e
−iq1·y1+iq2·y2 < N(p2)|aain(k)ST ∗
(
Vcµ(y1)V
d
ν(y2)
)
|N(p1) >
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= −
∫
d4y1d
4y2e
−iq1·y1+iq2·y2 < N(p2)| δ
2
δvµc(y1)δvνd(y2)
[
aain(k), Sˆ
]
|N(p1) > (130)
in the isospin 3/2 channel. To evaluate (130) we note that differentiating the one-pion
reduction formula[
aain(k), Sˆ
]
=
1
fpi
∫
d4yd4zeik·y
(
1 +KGR
)ae
(y, z) XeA(z)Sˆ +O
(
J, a, πin
)
(131)
yields
δ2
δvµc(y1)δvνd(y2)
[
aain(k), Sˆ
]
=
+
1
fpi
eik·y1gµνδ
4(y1 − y2)ǫaceǫedf
∫
d4z∆R(y1 − z) ∂
∂zα
iSjfAα(z)
+
1
fpi
eik·y1
(
∂
∂yµ1
− ikµ
)
ǫace∆R(y1 − y2)
(
∂
∂yν2
−
←
∂
∂yν2
)
ǫedf
×
∫
d4z∆R(y1 − z) ∂
∂zα
iSjfAα(z)
+
1
fpi
eik·y1
(
∂
∂yµ1
− ikµ
)
ǫace∆R(y1 − y2)ǫedf iSjfAν(y2)
− 1
fpi
eik·y1
(
∂
∂yµ1
− ikµ
)
ǫace
∫
d4z∆R(y1 − z) ∂
∂zα
ST ∗
(
jeAα(z)V
d
ν(y2)
)
− 1
fpi
eik·y1ǫaceST ∗
(
jeAµ(y1)V
d
ν(y2)
)
+
(
y1 c µ↔ y2 d ν
)
− 1
fpi
∫
d4yeik·y
∂
∂yα
iST ∗
(
jaAα(y)V
c
µ(y1)V
d
ν(y2)
)
+O
(
J, a, πin
)
(132)
Counting ∂ as O(k) and ∆ as O(k−2), the low momentum behaviour of (130) follows from
the first three terms of (132). Using (99) and dividing out by (2π)4δ4(p1+q1−p2−q2−k)
gives
+
gA
fpi
gµνǫ
aceǫedf
1
(k + q2 − q1)2 −m2pi
(p2 − p1)α u(p2)γαγ5 τ
f
2
u(p1)
−gA
fpi
(2kµ − q1µ)(2kν − 2q1ν + q2ν)ǫaceǫedf 1
(k − q1)2 −m2pi
× 1
(k + q2 − q1)2 −m2pi
(p2 − p1)α u(p2)γαγ5 τ
f
2
u(p1)
−gA
fpi
(2kµ − q1µ)ǫaceǫedf 1
(k − q1)2 −m2pi
u(p2)γνγ5
τ f
2
u(p1)
+
(
q1 c µ↔ −q2 d ν
)
(133)
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The threshold contributions (133) are shown in Fig. 2. We note that the (strong) radiative
corrections are subleading effects at threshold. The reaction γp→ γπ+n has been analysed
at Lebedev [33] in the kinematical regime where the t-channel pion pole dominates. The
experiment at Lebedev was used to extract the pion polarisabilities (see below).
11. Two-Pion Photo- and Electro-Production : γN → ππN
Finally, consider the two-pion photo- and electro-production γN → ππN reaction.
The isovector part of the amplitude is given by
∫
d4ye−iq·y < N(p2)|aain(k1)abin(k2)SVaµ(y)|N(p1) >conn.=
< N(p2)|(−i)
∫
d4ye−iq·y
δ
δvµc(y)
[
aain(k1),
[
abin(k2), Sˆ
]]
|N(p1) >conn. (134)
As before, we consider the isospin 3/2 channel where the isoscalar part of the current does
not contribute. Iteration of (104) gives
[
aain(k1),
[
abin(k2), Sˆ
]]
=
−i
[
aain(k1), Sˆ
] ∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)
(
Kπin
)f
(z2)
−iSˆ
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)
[
aain(k1),
(
Kπin
)f
(z2)
]
+
1
fpi
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)X
f
A(z2)
[
aain(k1), Sˆ
]
+O(J, a) (135)
and then
[
aain(k1),
[
abin(k2), Sˆ
]]
=
−Sˆ
∫
d4y1d
4z1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)
(
Kπin
)e
(z1)
×
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)
(
Kπin
)f
(z2)
− i
fpi
∫
d4y1d
4z1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)
(
XeA(z1)Sˆ
)
×
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)
(
Kπin
)f
(z2)
−iSˆ
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)K
fa(z2)
28
−i 1
fpi
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)
(
X
f
A(z2)Sˆ
)
×
∫
d4y1d
4z1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)
(
Kπin
)e
(z1)
− 1
f 2pi
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)
×
∫
d4y1d
4z1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)
[
X
f
A(z2)(∇µaµ)e(z1)
]
δSˆ
δs(z1)
+
1
f 2pi
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)
×
∫
d4y1d
4z1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)X
f
A(z2)
(
XeA(z1)Sˆ
)
+O(J, a) , (136)
where we have used XAK = O(a). We also note that the sixth term of (136) is essentially
symmetric since
[
X
f
A(z2),X
e
A(z1)
]
Sˆ = O(J) (137)
by (18,53). The fifth term may be reduced by
+
1
f 2pi
∫
d4y1d
4z1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)
δSˆ
δs(z1)
×
(
∇µ∇µ
)ef
(z1)
∫
d4y2e
ik2·y2
(
1 +KGR
)bf
(y2, z1) +O(a)
= − 1
f 2pi
m2pi
∫
d4y1d
4z1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)
δSˆ
δs(z1)
×
∫
d4y2e
ik2·y2
(
1 +KGR
)bf
(y2, z1) +O(a, s) (138)
where we have used the fact that δSˆ/δs(z) has no asymptotic component when integrating
by parts.
The sixth term gives two components
+
1
f 2pi
∫
d4y2d
4z1e
ik2·y2
(
1 +KGR
)bf
(y2, z1)∇fhβ (z1)
×
∫
d4y1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)ǫ
ehg δSˆ
δvgβ(z1)
(139)
and
+
1
f 2pi
∫
d4y2d
4z2e
ik2·y2
(
1 +KGR
)bf
(y2, z2)
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×
∫
d4y1d
4z1e
ik1·y1
(
1 +KGR
)ae
(y1, z1)
×∇fhβ (z2)∇egα (z1)
δ2Sˆ
δagα(z1)δa
h
β(z2)
+O(a) (140)
Applying
− i
∫
d4y e−iq·y
δ
δvµc(y)
(141)
the first term in (136) gives no contribution. The second and fourth terms give
−
[
aain(k1),S
] ∫
d4ye−iq·y
[
eik2·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫbcfπfin(y)
]
+
(
k1 a↔ k2 b
)
=
+i
[
aain(k1),S
](
2k2µ − qµ
)
ǫbcf
∫
d4ye+i(k2−q)·yπfin(y) +
(
k1 a↔ k2 b
)
(142)
For photoproduction q2 = 0 with q 6= 0, so that (142) vanishes by energy-momentum
conservation. For electroproduction q2 < 0, we may choose a frame with q0 = 0 so
that k0 − q0 is positive. Only the annihilation part of πin(y) is then picked up, and its
contribution vanishes when sandwiched between nucleon states.
The third term gives
− S
∫
d4ye−iq·y
[
eik2·yǫbca
(
∂
∂yµ
−
←
∂
∂yµ
)
eik1·y
]
(143)
which contributes only to the disconnected part.
(138) and (139) give respectively
+
i
f 2pi
m2pi
∫
d4y e−iq·y
∫
d4z1
[
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace∆R(y − z1)
]
δSˆ
δs(z1)
eik2·z1δbe
+
(
k1 a↔ k2 b
)
+
i
f 2pi
m2pi
∫
d4y e−iq·y
∫
d4zei(k1+k2)·zδab
δ2Sˆ
δs(z)δvµc(y)
= +
i
fpi
m2pi(2k1µ − qµ)ǫacb
1
(k1 − q)2 −m2pi
∫
d4zei(k1+k2−q)·zSσˆ(z)
+
(
k1 a↔ k2 b
)
− i
fpi
m2piδ
ab
∫
d4yd4ze−iq·y+i(k1+k2)·zST ∗
(
Vcµ(z)σˆ(z)
)
(144)
and
− i
f 2pi
∫
d4y e−iq·y
∫
d4z
[
eik2·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫbcf∆R(y − z)
]
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× ∂
∂zβ
(
eik1·zǫafgiSVgβ(z)
)
− i
f 2pi
∫
d4y ei(k1+k2−q)·yǫbchǫahgiSVgµ(y)
− i
f 2pi
∫
d4y e−iq·y
∫
d4zeik2·z
× ∂
∂zβ
([
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
∆R(y − z)
]
ǫaceǫbegiSVgβ(z)
)
+
i
f 2pi
∫
d4y e−iq·y
∫
d4zeik2·z
× ∂
∂zβ
[
eik1·zǫabgST ∗
(
Vcµ(y)V
g
β(z)
)]
= +
1
f 2pi
(2k2µ − qµ)kβ1 ǫbcfǫafg
1
(k2 − q)2 −m2pi
∫
d4zei(k1+k2−q)·zSVgβ(z)
+
(
k1 a↔ k2 b
)
− 1
2f 2pi
(kβ1 − kβ2 )ǫabg
∫
d4yd4ze−iq·y+(k1+k2)·zST ∗
(
Vcµ(y)V
g
β(z)
)
(145)
where we have used the Ward identity
∂
∂zβ
ST ∗
(
Vcµ(y)V
g
β(z)
)
= iǫgceδ4(z − y)SVeµ(z) . (146)
(140) gives
+
i
f 2pi
∫
d4y e−iq·y
∫
d4z2
[
eik2·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫbcf∆R(y − z2)
]
×
∫
d4z1e
ik1·z1
∂
∂z1α
∂
∂z2β
ST ∗
(
jaAα(z1)j
f
Aβ(z2)
)
+
i
f 2pi
∫
d4y e−iq·y
∫
d4z1e
ik1·z1+ik2·yǫbch
∂
∂z1α
ST ∗
(
jaAα(z1)j
h
Aµ(y)
)
+
(
k1 a↔ k2 b
)
− i
f 2pi
∫
d4y e−iq·y
∫
d4z2e
ik2·z2
∫
d4z1e
ik1·z1
× ∂
∂z1α
∂
∂z2β
i3ST ∗
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(y)
)
= − 1
f 2pi
(2k2µ − qµ)k1α(kβ1 − qβ)ǫbcf
1
(k2 − q)2 −m2pi
×
∫
d4z1d
4z2e
ik1·z1+i(k2−q)·z2ST ∗
(
jaAα(z1)j
f
Aβ(z2)
)
+
1
f 2pi
kα1 ǫ
bch
∫
d4yd4z1e
i(k2−q)·y+ik1·z1 ST ∗
(
jaAα(z1)j
h
Aµ(y)
)
31
+
(
k1 a↔ k2 b
)
+
1
f 2pi
kα1 k
β
2
∫
d4yd4z1d
4z2e
−iq·y+ik1·z1+ik2·z2
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(y)
)
(147)
To lowest order in the momentum, the above results yield for the isovector part of the
two-pion photo- and electro-production amplitude
∫
d4ye−iq·y < N(p2)|aain(k1)abin(k2)SVaµ(y)|N(p1) >conn.=
+
1
f 2pi
(2k2µ − qµ)kβ1 ǫbcf ǫafg
1
(k2 − q)2 −m2pi
∫
d4zei(k1+k2−q)·z < N(p2)|Vgβ(z)|N(p1) >
+
1
2f 2pi
ǫbchǫahg
∫
d4zei(k1+k2−q)·z < N(p2)|Vgµ(z)|N(p1) > +
(
k1 a↔ k2 b
)
− 1
2f 2pi
(kβ1 − kβ2 )ǫabg
∫
d4yd4ze−iq·y+i(k1+k2)·z < N(p2)|T ∗
(
Vcµ(y)V
g
β(z)
)
|N(p1) >(148)
where the last term is necessary to maintain current conservation. Fig. 3 illustrates the
various contributions to (148). As before, the result applies to the isospin 3/2 channel
where the isoscalar part of the current does not contribute. Our result is in agreement
with part of the original result derived by Carruthers and Huang [34] in the soft pion
limit.
Since the isovector part of the electromagnetic current is G-parity even, the anoma-
lous process γ → π+π0π− as a t-channel pole is absent from (148). The anomalous
process is expected in the isospin 1/2 channel through the isoscalar part of the electro-
magnetic current. The latter requires a full SU(3) × SU(3) analysis. The extraction of
the γ → π+π0π− amplitude from the γN → ππN reaction, provide an alternative to the
conventional collider experiments using e+e− → π0π+π−.
In the threshold region, the reaction γN → ππN has been studied in the isobar
regime with a particular emphasis on γN → π∆ → ππN [35]. Since our formulation
does not account for baryon dynamics, our results would not be accurate in the resonance
region. However, since the isobar excitation energy is about M∆ −M − 2mpi ∼ 14 MeV,
it would be interesting to see how our results compare with the data within this energy
range, although the width of the isobar and the nearness of the N∗(1520) may cause some
problems.
Finally, we note that a set of interesting and new experiments by the MAMI collabo-
ration are presently being carried out at MAINZ, for two-pion photoproduction on proton
32
targets, measuring directly γp→ π+π−p, γp→ π0π0 and γ∗p→ π+π0n. Also the reaction
γp→ π+π0n will be measured at CEBAF using tagged photons with special emphasis on
the extraction of γπ → ππ0 from the t-channel pole. In light of this and the more recent
calculations in the context of heavy-baryon chiral perturbation theory [36, 37], it would
be interesting to extend the present analysis to baryon dynamics beyond threshold.
12. Radiative Pion-Nucleon Scattering : πN → πγN
The radiative pion-nucleon transition amplitude involves the isovector current in the
form
+ǫµ(q)
∫
d4yeiq·y < N(p2)|abin(k2)SVcµ(y)aa†in (k1)|N(p1) >=
−iǫµ(q)
∫
d4yeiq·y < N(p2)| δ
δvµc(y)
[[
abin(k2), Sˆ, aa†in (k1)
]]
|N(p1) > (149)
This amplitude follows from γN → ππN by crossing k1, q → −k1,−q. The result is the
sum of three terms
− 2i
fpi
m2piǫ(q) · k1ǫacb
1
(k1 − q)2 −m2pi
×
∫
d4zei(−k1+k2+q)·z < N(p2)|σˆ(z)|N(p1) >
+
(
− k1 a↔ k2 b
)
− i
fpi
m2piǫ
µ(q)δab
∫
d4yd4zeiq·y+i(−k1+k2)·z < N(p2)|T ∗
(
Vcµ(y)σˆ(z)
)
|N(p1) > (150)
− 2
f 2pi
ǫ(q) · k2kβ1 ǫbcfǫafg
1
(k2 + q)2 −m2pi
∫
d4zei(−k1+k2+q)·z < N(p2)|Vgβ(z)|N(p1) >
+
1
2f 2pi
ǫµ(q)ǫbchǫahg
∫
d4zei(−k1+k2+q)·z < N(p2)|Vgµ(z)|N(p1) > +
(
− k1 a↔ k2 b
)
+
1
2f 2pi
ǫµ(q)(kβ1 + k
β
2 )ǫ
abg
∫
d4yd4ze+iq·y+i(−k1+k2)·z < N(p2)|T ∗
(
Vcµ(y)V
g
β(z)
)
|N(p1) >
(151)
− 2
f 2pi
ǫ(q) · k2kα1 (kβ1 − qβ)
1
(k2 + q)2 −m2pi
ǫbcf
×
∫
d4z1d
4z2e
−ik1·z1+i(k2+q)·z2 < N(p2)|T ∗
(
jaAα(z1)j
f
Aβ(z2)
)
|N(p1) >
− 1
f 2pi
ǫµ(q)ǫbch
∫
d4yd4z1e
−ik1·z1+i(k2+q)·y < N(p2)|T ∗
(
jaAα(z1)j
h
Aµ(y)
)
|N(p1) >
33
+
(
− k1 a↔ k2 b
)
− 1
f 2pi
kα1 k
β
2 ǫ
µ(q)
∫
d4yd4z1d
4z2e
+iq·y−ik1·z1+ik2·z2
× < N(p2)|T ∗
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(y)
)
|N(p1) >
(152)
The low momentum result is given by (151), and illustrated in Fig. 4.
Radiative pion-nucleus scattering π−A → π−γA has been studied experimentally at
Serpukhov [38], using 40 GeV pions with final π−γ detected in coincidence. In the kine-
matical regime t ∼ 0 the pion scatters off a virtual photon in the Coulomb field of a
fixed nucleus A. The reaction is of the Primakoff type and is equivalent to γπ− → γπ−
on a fixed π− target, with γ’s in the 60 − 600 MeV range. This experiment was used to
determine the pion electric polarizability as we will discuss below. Here we would like to
note that since we are treating the electromagnetic interaction to first order in the electric
charge, the Primakoff term is absent from our result (152). The inclusion of electromag-
netic effects beyond leading order requires the U(1) gauging of (7-8), and a rerun of the
above arguments. This point will be discussed elsewhere.
13. Pion-Pion Scattering : ππ → ππ
We now proceed to the ππ-scattering amplitude.
< 0|adin(p2)abin(k2)
(
S− 1
)
aa†in (k1)a
c†
in(p1)|0 >
= < 0|
[
adin(p2),
[[
abin(k2),
[
S, aa†in (k1)
]]
, ac†in(p1)
]]
|0 >
= (2π)4δ4(k1 + p1 − k2 − p2)iT
(
p2d, k2b← k1a, p1c
)
. (153)
Here we have used the stability of the vacuum and one-particle states, and anticipated
energy and momentum conservation.
13.1. Reduction
For the triple commutator
[[
abin(k2),
[
S, aa†in (k1)
]]
, ac†in(p1)
]
(154)
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we need to evaluate
δ
δaaα(y1)
δ
δabβ(y2)
[
Sˆ, ac†in(p1)
]
=
+iSe−ip1·y1
(
ǫcaeǫebf + ǫcbeǫeaf
)
δ4(y1 − y2)gαβπf(y1)
+
1
fpi
e−ip1·y1δac(∂α1 − ipα1 )
δ2Sˆ
δs(y1)δa
b
β(y2)
+
1
fpi
e−ip1·y2δbc(∂β2 − ipβ2 )
δ2Sˆ
δs(y1)δaaα(y1)
+
1
fpi
e−ip1·y1ǫcae
δ2Sˆ
δveα(y1)δa
b
β(y2)
+
1
fpi
e−ip1·y2ǫcbe
δ2Sˆ
δveβ(y2)δa
a
α(y1)
+
i
fpi
p1γ
∫
d4y3e
−ip1·y3
δ3Sˆ
δaaα(y1)δa
b
β(y2)δa
c
γ(y3)
. (155)
Hence (154) consists of the following five terms
− i
fpi
m2pi
∫
d4ye−i(k1−k2)·yδab
[
Sσˆ(y), ac†in(p1)
]
+
1
f 2pi
kα1
∫
d4ye−i(k1−k2)·yǫabe
[
SVeα(y), a
c†
in(p1)
]
(156)
+
i
f 2pi
Sk1 · k2
∫
d4ye−i(k1−k2+p1)·y
(
ǫcaeǫebf + ǫcbeǫeaf
)
πf (y) (157)
+
i
f 3pi
m2pik2βδ
ac
∫
d4y1d
4y2e
−i(k1+p1)·y1+ik2·y2
δ2Sˆ
δs(y1)δabβ(y2)
− i
f 3pi
m2pik1αδ
bc
∫
d4y1d
4y2e
−ik1·y1+i(k2−p1)·y2
δ2Sˆ
δs(y2)δaaα(y1)
(158)
+
i
f 3pi
k1αk2βp1γ
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2−ip1·y3
δ3Sˆ
δaaα(y1)δa
b
β(y2)δa
c
γ(y3)
(159)
+
1
f 3pi
k1αk2βǫ
cae
∫
d4y1d
4y2e
−i(k1+p1)·y1+ik2·y2
δ2Sˆ
δveα(y1)δa
b
β(y2)
+
1
f 3pi
k1αk2βǫ
cbe
∫
d4y1d
4y2e
−ik1·y1+i(k2−p1)·y2
δ2Sˆ
δaaα(y1)δv
e
β(y2)
. (160)
To obtain a more symmetric representation, we note that
[
Sσˆ(y), aa†in (k1)
]
= − i
fpi
δ
δs(y)
[
Sˆ, aa†in (k1)
]
=
35
− 1
fpi
Se−ik1·yπain(y)−
i
f 2pi
e−ik1·y
∫
d4z∆R(y − z)∂β δSˆ
δaaβ(z)
− i
f 2pi
∫
d4y1e
−ik1·y1
∂
∂yα1
δ2Sˆ
δaaα(y1)δs(y)
=
− 1
fpi
Se−ik1·yπa(y) +
1
f 2pi
k1α
∫
d4y1e
−ik1·y1
δ2Sˆ
δaaα(y1)δs(y)
(161)
Similarly[
abin(k2),Sσˆ(y)
]
= − 1
fpi
Seik2·yπb(y)− 1
f 2pi
k2β
∫
d4y2e
ik2·y1
δ2Sˆ
δabβ(y2)δs(y)
(162)
Hence (158) is equal to
− i
fpi
m2piδ
bc
∫
d4yei(k2−p1)·y
[
Sσˆ(y), aa†in (k1)
]
− i
f 2pi
m2piδ
bc
∫
d4yei(k2−p1−k1)·ySπa(y)
− i
fpi
m2piδ
ac
∫
d4ye−i(k1+p1)·y
[
abin(k2),Sσˆ(y)
]
− i
f 2pi
m2piδ
ac
∫
d4ye−i(k1−k2+p1)·ySπb(y) (163)
In the same manner we have[
SVγe(y), aa†in (k1)
]
= −i δ
δveγ(y)
[
Sˆ, aa†in (k1)
]
=
−Se−ik1·yǫaef
(
∂
∂yγ
−
←
∂
∂yγ
)
πfin(y)
− i
fpi
e−ik1·yǫaef
(
∂
∂yγ
−
←
∂
∂yγ
) ∫
d4z∆R(y − z)∂µ δSˆ
δafµ(z)
− i
fpi
e−ik1·yǫaef
δSˆ
δafγ(y)
− i
fpi
∫
d4y1e
−ik1·y1
∂
∂yα1
δ2Sˆ
δaaα(y1)δv
e
γ(y)
= −ikγ1e−ik1·yǫaefSπf(y) +
1
fpi
e−ik1·yǫaefSAγf (y)
+
1
fpi
k1α
∫
d4y1e
−ik1·y1
δ2Sˆ
δaaα(y1)δv
e
γ(y)
(164)
and [
abin(k2),SV
γe(y)
]
= ikγ2e
ik2·yǫbefSπf(y)
+
1
fpi
eik2·yǫbefSAγf (y)− 1
fpi
k2β
∫
d4y2e
ik2·y2
δ2Sˆ
δabβ(y2)δv
e
γ(y)
. (165)
36
Thus, (160) is equal to
+
1
f 2pi
k2βǫ
cbe
∫
d4yei(k2−p1)·y
[
SVeβ(y), a
a†
in (k1)
]
+
i
f 2pi
k1 · k2ǫcbeǫaef
∫
d4ye−i(k1−k2+p1)·ySπf(y)
− i
f 3pi
k2βǫ
cbeǫaef
∫
d4ye−i(k1−k2+p1)·ySAfβ(y)
− 1
f 2pi
k1αǫ
cae
∫
d4ye−i(k1+p1)·y
[
abin(k2),SV
e
α(y)
]
+
i
f 2pi
k1 · k2ǫcaeǫbef
∫
d4ye−i(k1−k2+p1)·ySπf(y)
+
i
f 3pi
k1αǫ
caeǫbef
∫
d4ye−i(k1−k2+p1)·ySAfα(y). (166)
The pion piece in (166) cancels against (157) to give the following result for the triple
commutator (154)
− i
fpi
m2piδ
ab
∫
d4ye−i(k1−k2)·y
[
Sσˆ(y), ac†in(p1)
]
+ 2 perm.
+
1
f 2pi
kα1
∫
d4ye−i(k1−k2)·yǫabe
[
SVeα(y), a
c†
in(p1)
]
+ 2 perm.
− i
f 2pi
m2piδ
ac
∫
d4ye−i(k1−k2+p1)·ySπb(y)− i
f 2pi
m2piδ
bc
∫
d4ye−i(k1−k2+p1)·ySπa(y)
+
i
f 3pi
k1αk2βp1γ
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2−ip1·y3
δ3Sˆ
δaaα(y1)δa
b
β(y2)δa
c
γ(y3)
+
1
f 3pi
kα1 ǫ
caeǫbef
∫
d4ye−i(k1−k2+p1)·ySAfα(y)
− 1
f 3pi
kβ2 ǫ
cbeǫaef
∫
d4ye−i(k1−k2+p1)·ySAfβ(y). (167)
It is now easy to see that the amplitude is symmetric under permutations (a k1), (b (−k2))
and (c p1). We remark that most of the expressions derived above are quoted to leading
order in the external fields.
13.2. Weinberg Result
To relate the various terms of the amplitude to physical observables, we introduce the
pion scalar form factor
< 0|adin(p2)
[
Sσˆ(y), ac†in(p1)
]
|0 >= δcdFS(t)e−i(p1−p2)·y (168)
and the pion electromagnetic form factor
< 0|adin(p2)
[
SVeα(y), a
c†
in(p1)
]
|0 >= iǫdec(p1 + p2)αFV (t)e−i(p1−p2)·y (169)
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as well as the Mandelstam variables
s = (k1 + p1)
2 = (k2 + p2)
2
t = (k1 − k2)2 = (p1 − p2)2
u = (k1 − p2)2 = (p1 − k2)2. (170)
Inserting (167) into (153), we find that iT is a sum of
− i
fpi
m2piδ
abδcdFS(t) +
i
2f 2pi
(s− u)FV (t)ǫabeǫcde − i
2f 2pi
tδabδcd + 2 perm (171)
and
i
f 3pi
k1αk2βp1γ
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2−ip1·y3 < 0|
[
adin(p2),
δ3Sˆ
δaaα(y1)δa
b
β(y2)δa
c
γ(y3)
]
|0 >
(172)
modulo (2π)4δ(k1 + p1 − k2 − p2).
As a check on (171-172) we may evaluate iT at tree level O(1/f 2pi). In this case,
(172) does not contribute, FS → −1/fpi from (161), and FV → FV (0) = 1 by charge
normalization. Thus
iTtree = i
f 2pi
(t−m2pi)δabδcd +
i
f 2pi
(s−m2pi)δacδbd +
i
f 2pi
(u−m2pi)δadδbc. (173)
which is Weinberg’s standard result.
13.3. General Result
Having checked this, we return to the general result. For that, we need to evaluate
δ3
δaaα(y1)δa
b
β(y2)δa
c
γ(y3)
[
adin(p2), Sˆ
]
(174)
This functional derivative consists of six terms
− 1
fpi
eip2·y1
(
ǫdaeǫebc + ǫdbeǫeac
)
(−gαβ)δ4(y1 − y2)
×∆R(y1 − y3)
(
− ∂
∂y3γ
−
←
∂
∂y3γ
)
δSˆ
δs(y3)
+ 2 perm. (175)
− 1
fpi
eip2·y3δcd
(
− ∂
∂y3γ
−
←
∂
∂y3γ
)
δ3Sˆ
δs(y3)δaaα(y1)δa
b
β(y2)
+ 2 perm. (176)
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+
1
fpi
eip2·y1
(
ǫdaeǫebf + ǫdbeǫeaf
)
(−gαβ)δ4(y1 − y2)
×
∫
d4z∆R(y1 − z) ∂
∂zµ
δ2Sˆ
δafµ(z)δacγ(y3)
+ 2 perm. (177)
+
1
fpi
eip2·y1
(
ǫdaeǫebf + ǫdbeǫeaf
)
(−gαβ)δ4(y1 − y2)∆R(y1 − y3)ǫfcg δSˆ
δvgγ(y3)
+ 2 perm.(178)
+
1
fpi
∫
d4yeip2·y
∂
∂yµ
δ4Sˆ
δadµ(y)δa
a
α(y1)δa
b
β(y2)δa
c
γ(y3)
(179)
+
1
fpi
eip2·y3ǫedc
δ3Sˆ
δveγ(y3)δa
a
α(y1)δa
b
β(y2)
+ 2 perm.
−
(
ǫdaf ǫfbe + ǫdbf ǫfae
)
δ4(y1 − y2) eip2·y1 gαβSjγ cA (y3)πein(y1) + 2 perm. (180)
Applying
i
f 3pi
k1αk2βp1γ
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2−ip1·y3 (181)
and using (111), we find that (175, 177, 178) sum up to
− i
f 3pi
k1 · k2
∫
d4y1d
4ze−i(k1−k2−p2)·y1
(
ǫdaeǫebf + ǫdbeǫeaf
)
∆R(y1 − z)∂µ
[
Sj
f
Aµ(z), a
c†
in(p1)
]
− 1
f 4pi
k1 · k2
∫
d4y1e
−i(k1−k2−p2+p1)·y1
(
ǫdaeǫebc + ǫdbeǫeac
)
δSˆ
δs(y1)
+ 2 perm. (182)
Hence the contribution to iT is
− i
f 3pi
k1 · k2
(
ǫdaeǫebc + ǫdbeǫeac
)
< 0|σˆ|0 > + 2 perm (183)
The contribution to iT from (176) is
+
i
f 3pi
m2pik
α
1 k
β
2 δ
cd
∫
d4y1d
4y2e
−ik1·y1+ik2·y2 < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)σˆ(0)
)
|0 > +2 perm(184)
whereas the contribution from (179) is
+
1
f 4pi
kα1 k
β
2 p
γ
1p
δ
2
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2−ip1·y3
× < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)j
c
Aγ(y3)j
d
Aδ(0)
)
|0 > . (185)
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We observe that the disconnected pieces in (184-185)
+
i
f 3pi
m2pik
α
1 k
β
2 δ
cd
∫
d4y1d
4y2e
−ik1·y1+ik2·y2 < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)
)
|0 >< 0|σˆ|0 >
+
1
f 4pi
kα1 k
β
2 p
γ
1p
δ
2
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2−ip1·y3
× < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)
)
|0 >< 0|T ∗
(
jcAγ(y3)j
d
Aδ(0)
)
|0 > + 2 perm (186)
cancel out by (112-113).
As for (180) it is convenient to relate it back to the electromagnetic form factor (169).
From (164) we have
[
abin(k2),
[
SVγe(y), aa†in (k1)
]]
=
−ikγ1e−ik1·yǫaef
[
abin(k2),Sπ
f(y)
]
+
1
fpi
e−ik1·yǫaef
[
abin(k2),SA
γf (y)
]
+
1
fpi
k1α
∫
d4y1e
−ik1·y1
[
abin(k2),
δ2Sˆ
δaaα(y1)δv
e
γ(y)
]
. (187)
Hence we need,
δ2
δaaα(y1)δv
e
γ(y)
[
abin(k2), Sˆ
]
=
+eik2·yǫbefSjα aA (y1)
(
∂
∂yγ
− ikγ2
)
πfin(y)
+
1
fpi
eik2·yǫbea
(
∂
∂yγ
− ikγ2
)
∆R(y − y1)
(
∂
∂y1α
+
←
∂
∂y1α
)
δSˆ
δs(y1)
− 1
fpi
eik2·yǫbeagαγδ4(y − y1) δSˆ
δs(y1)
+
1
fpi
eik2·y1δab
(
∂
∂y1α
+ ikα2
)
δ2Sˆ
δs(y1)δveγ(y)
+
1
fpi
eik2·yǫbef
(
∂
∂yγ
− ikγ2
) ∫
d4z∆R(y − z) ∂
∂zµ
δ2Sˆ
δafµ(z)δaaα(y1)
+
1
fpi
eik2·yǫbef
(
∂
∂yγ
− ikγ2
)
∆R(y − y1)ǫfag δSˆ
δvgα(y1)
+
1
fpi
eik2·yǫbef
δ2Sˆ
δafγ(y)δaaα(y1)
− i
fpi
k2β
∫
d4y2e
ik2·y2
δ3Sˆ
δaaα(y1)δa
b
β(y2)δv
e
γ(y)
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+
1
fpi
eik2·y1ǫbaf
δ2Sˆ
δvfα(y1)δveγ(y)
. (188)
Substituting this back into (187) and using (111), we find that (187) is equal to
−ikγ1e−ik1·yǫaef
[
abin(k2),Sπ
f(y)
]
+
1
fpi
e−ik1·yǫaef
[
abin(k2),SA
γf (y)
]
+
1
fpi
ǫbefeik2·yk1α
∫
d4y1e
−ik1·y1SjαaA (y1)
(
∂
yγ
− ikγ2
)
πfin(y)
+
i
f 2pi
m2piδ
ab
∫
d4y1e
−i(k1−k2)·y1
δ2Sˆ
δs(y1)δveγ(y)
+
1
fpi
eik2·yǫbef
(
∂
∂yγ
− ikγ2
)∫
d4z∆R(y − z)∂µ
[
Sj
f
Aµ(z), a
a†
in (k1)
]
− 1
f 2pi
e−i(k1−k2)·yǫbea(k1 + k2)
γ δSˆ
δs(y)
+
1
fpi
eik2·yǫbef
[
Sj
γf
A (y), a
a†
in (k1)
]
+
i
f 2pi
e−i(k1−k2)·yǫbef ǫafg
δSˆ
δvgγ(y)
− i
f 2pi
k1αk2β
∫
d4y1d
4y2e
−ik1·y1+ik2·y2
δ3Sˆ
δaaα(y1)δa
b
β(y2)δv
e
γ(y)
+
1
f 2pi
k1αǫ
baf
∫
d4y1e
−i(k1−k2)·y1
δ2Sˆ
δvfα(y1)δveγ(y)
. (189)
Taking the vacuum expectation value gives
+iǫbea(k1 + k2)γFV (t)e
−i(k1−k2)·y =
+iǫbea(k1 + k2)γe
−i(k1−k2)·y − i
fpi
e−i(k1−k2)·yǫbea(k1 + k2)γ < 0|σˆ|0 >
− 1
f 2pi
kα1 k
β
2
∫
d4y1d
4y2e
−ik1·y1+ik2·y2 < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)V
e
γ(y)
)
|0 >
− 1
f 2pi
ǫbafkα1
∫
d4y1e
−i(k1−k2)·y1 < 0|T ∗
(
Vfα(y1)V
e
γ(y)
)
|0 > . (190)
Introducing the vector correlation function
∫
d4xeiq·x < 0|T ∗
(
Vaα(x)V
b
β(0)
)
|0 >= −iδab
(
− gαβq2 + qαqβ
)
ΠV (q
2) (191)
we find that the contribution of (180) to iT is
i
2f 2pi
ǫabeǫcde(s− u)
(
FV (t)− 1 + 1
fpi
< 0|σˆ|0 > − 1
2f 2pi
tΠV (t)
)
+ 2 perm (192)
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Collecting all the terms (171, 183, 184, 185, 192), we find the desired result for the ππ
scattering amplitude
iT
(
p2d, k2b← k1a, p1c
)
= − i
fpi
m2piδ
abδcdFS(t)− i
2f 2pi
tδabδcd + 2 perm.
+
i
f 2pi
ǫabeǫcde(s− u)
(
FV (t)− 1
2
− 1
4f 2pi
tΠV (t)
)
+ 2 perm.
+
i
f 3pi
m2pik
α
1 k
β
2 δ
cd
∫
d4y1d
4y2e
−ik1·y1+ik2·y2 < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)σˆ(0)
)
|0 >conn +2 perm
+
1
f 4pi
kα1 k
β
2 p
γ
1p
δ
2
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2−ip1·y3
× < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)j
c
Aγ(y3)j
d
Aδ(0)
)
|0 >conn . (193)
In the chiral limit, this result reduces to
iT
(
p2d, k2b← k1a, p1c
)
= +
i
f 2pi
ǫabeǫcde(s− u)
(
FV (t)− 2
3
− 1
4f 2pi
tΠV (t)
)
+ 2 perm.
+
1
f 4pi
kα1 k
β
2 p
γ
1p
δ
2
∫
d4y1d
4y2d
4y3e
−ik1·y1+ik2·y2−ip1·y3
× < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)j
c
Aγ(y3)j
d
Aδ(0)
)
|0 >conn (194)
a result which was obtained in an earlier version of this paper [39].
The pion electromagnetic form factor FV (q
2) is measurable from electroproduction
e+e− → ππ for q2 > 4m2pi and from π+e− → π+e− (hydrogen target) for q2 < 0, whereas
the vector correlation function ΠV (q
2) is measurable from electroproduction for q2 > 4m2pi
or semileptonic τ -decays. The first quantity is well described by ρ dominance, whereas the
second requires the ρ and the ρ′. It follows that the ππ scattering amplitude beyond tree
level should display effects of the ρ, in agreement with previous estimates in the context
of chiral perturbation theory [8]. In particular, the ρ contribution through FV and ΠV
is model-independent, a question that has attracted some attention in the literature [40].
It may also be interesting to compare these results with bootstrap approaches.
There is one subtlety in (193). The absence of the one-pion component implies that
jaAµ is O(π3) so that the last term in (193) is nominally three-loop as shown in Fig. 5a.
However, divergences in the subdiagrams require the subtraction of terms such as Fig.
5b, so that effectively the contributions start at one loop.
13.4. Simplification
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For later use, we will record the reduction of the scalar form factor FS , which proceeds
in a similar manner to (187-190). From (161)
[
abin(k2),
[
Sσˆ(y), aa†in (k1)
]]
= − 1
fpi
e−ik·y
[
abin(k2),Sπ
a(y)
]
+
1
f 2pi
k1α
∫
d4y1e
−ik1·y1
[
abin(k2),
δ2Sˆ
δaaα(y1)δs(y)
]
. (195)
Hence we need
δ2
δaaα(y1)δs(y)
[
abin(k2), Sˆ
]
= +eik2·ySjαaA (y1)π
b
in(y)
+
1
fpi
eik2·y∆R(y − y1)δab
(
∂
∂y1α
+
←
∂
∂y1α
)
δSˆ
δs(y1)
+
1
fpi
eik2·y1δab
(
∂
∂y1α
+ ikα2
)
δ2Sˆ
δs(y1)δs(y)
+
1
fpi
eik2·y
∫
d4z∆R(y − z) ∂
∂zµ
δ2Sˆ
δabµ(z)δa
a
α(y1)
+
1
fpi
eik2·y∆R(y − y1)ǫbae δSˆ
δveα(y1)
+
1
fpi
∫
d4y2e
ik2·y2
∂
∂yβ2
δ3Sˆ
δaaα(y1)δa
b
β(y2)δs(y)
+
1
fpi
eik2·y1ǫbae
δ2Sˆ
δveα(y1)δs(y)
. (196)
Substituting this into (195) and using (111), we find that (195) is equal to
− 1
fpi
e−ik1·y
[
abin(k2),Sπ
a(y)
]
+
1
f 2pi
kα1
∫
d4xe−ik1·x+ik2·ySjαaA (x)π
b
in(y)
δSˆ
δvβe(x)
− i
f 3pi
e−i(k1−k2)·yδab
δSˆ
δs(y)
+
i
f 3pi
m2piδ
ab
∫
d4y1e
−i(k1−k2)·y1
δ2Sˆ
δs(y1)δs(y)
+
1
f 2pi
eik2·y
∫
d4z∆R(y − z)∂β
[
SjbAβ(z), a
a†
in (k1)
]
− i
f 3pi
k1αk2β
∫
d4y1d
4y2e
−ik1·y1+ik2·y2
δ3Sˆ
δaaα(y1)δa
b
β(y2)δs(y)
+
1
f 3pi
k1αǫ
bae
∫
d4y1e
−i(k1−k2)·y1
δ2Sˆ
δveα(y1)δs(y)
. (197)
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again, to leading order in the external fields. Taking the vacuum expectation values gives
δabFS(t) = − 1
fpi
δab +
1
f 2pi
δab < 0|σˆ|0 >
− i
fpi
m2piδ
ab
∫
d4ye−i(k1−k2)·y < 0|T ∗
(
σˆ(y)σˆ(0)
)
|0 >conn
− 1
f 2pi
kα1 k
β
2
∫
d4y1d
4y2e
−ik1·y1+ik2·y2 < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)σˆ(0)
)
|0 >conn(198)
where we have used the fact that the disconnected pieces cancel as usual by (112-113).
Finally, we may split the ππ scattering amplitude (193) into the tree contribution
(173), the ρ contribution
iTrho = i
f 2pi
ǫabeǫcde(s− u)
(
FV (t)− 1− t
4f 2pi
ΠV (t)
)
+ 2 perm. (199)
and the rest
iTrest = −2im
2
pi
fpi
δabδcd
(
FS(t) +
1
fpi
− 1
2f 2pi
< 0|σˆ|0 >
)
+ 2 perm.
+
1
f 2pi
m4piδ
abδcd
∫
d4ye−i(k1−k2)·y < 0|T ∗
(
σˆ(y)σˆ(0)
)
|0 >conn. +2 perm.
+
1
f 4pi
kα1 k
β
2 p
γ
1p
δ
2
∫
d4y1d
4y2d
4y3e
−ik1·y2+ik2·y2−ip1·y3
× < 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)j
c
Aγ(y3)j
d
Aδ(0)
)
|0 >conn. (200)
We observe that the rest contains the scalar contribution. We stress that the full ππ
scattering amplitude (173,199,200) is exact, and does not rely on a model approximation.
It follows from chiral symmetry and unitarity. Our result shows explicitly the importance
of the ρ and ρ′ in the P-wave amplitude, and the relevance of scalar correlations in the
S-wave amplitude.
The combination of one-loop chiral perturbation theory and dispersion relations as
advocated by Truong and his collaborators [41] to enforce elastic unitarity to all orders,
reproduces part of the effects in the P-wave channel (the ρ pole for instance). In the
S-channel, the Pade resummation used by these authors leads to spurious poles which are
neither expected from our result nor the data. Also, it is important to note that all the
S-wave effects given by our relation follows from the explicit breaking of chiral symmetry
and vanishes in the chiral limit. This point is absent from the unitarized amplitudes [41].
The latter follow from a theoretical construct that in general tends to blur the role of
chiral symmetry.
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14. Off-Shell Pion Radiative Decay : π → eνγ∗
Besides πN and ππ scattering, there are other amplitudes of some interest which may
be discussed here. One is π → eνγ∗ through the amplitude
i
∫
d4xeiq·x+ik·y < 0|T ∗
(
Vaµ(x)A
b
ν(y)
)
ac†in(p)|0 > (201)
where k = p− q. From (80) we have
T ∗
(
Vaµ(x)A
b
ν(y)
)
= T ∗
(
Vaµ(x)j
b
Aν(y)
)
+fpigµνǫ
badδ4(x− y)πd(y)− fpi ∂
∂yν
T ∗
(
Vaµ(x)π
b(y)
)
(202)
and from (93)
T ∗
(
Vaµ(x)π
b(y)
)
= i∆R(y − x)
←
∂
∂xµ
ǫbadπd(x)
+
i
fpi
∆R(y − x)ǫbadAdµ(x) + T ∗
(
Vaµ(x)π
b
in(y)
)
− 1
fpi
∫
d4z∆R(y − z) ∂
∂zβ
T ∗
(
Vaµ(x)j
b
Aβ(z)
)
(203)
Therefore the amplitude (201) is
+fpigµνǫ
abc − fpi(2pµ − qµ)kνǫabc 1
k2 −m2pi
+i
∫
d4xeiq·x+ik·y < 0|T ∗
(
Vaµ(x)j
b
Aν(y)
)
ac†in|0 >
+ieik·y
∫
d4z
∂
∂yν
∆R(y − z) ∂
∂zβ
∫
d4xeiq·x
× < 0|T ∗
(
Vaµ(x)j
b
Aβ(z)
)
ac†in|0 > (204)
The tree terms proportional to the pion decay constant fpi in (204) are standard [42].
From (188), the remainder of (204) is
−
(
gµν − kµkν
k2 −m2pi
)
ǫabc < 0|σˆ|0 >
−(2pµ − qµ)kνǫabc m
2
pi
(k2 −m2pi)2
< 0|σˆ|0 >
+
i
fpi
(
δβν −
kνk
β
k2 −m2pi
)
ǫcaf
∫
d4xe−ik·x < 0|T ∗
(
j
f
Aµ(x)j
b
Aβ(0)
)
|0 >
− i
fpi
(2pµ − qµ)kαǫcaf
(
δβν −
kνk
β
k2 −m2pi
)
1
k2 −m2pi
45
×
∫
d4xe−ik·x < 0|T ∗
(
j
f
Aα(x)j
b
Aβ(0)
)
|0 >
− i
fpi
pγ
(
δβν −
kνk
β
k2 −m2pi
)∫
d4xd4ze+iq·x−ip·z
× < 0|T ∗
(
Vaµ(x)j
c
Aγ(z)j
b
Aβ(0)
)
|0 >
+
1
fpi
ǫabc
(
δβν −
kνk
β
k2 −m2pi
)(
− gµβq2 + qµqβ
)
ΠV (q
2) (205)
The decay amplitude π → eνγ∗ is sensitive to the way chiral symmetry is broken in the
vacuum through < 0|σˆ|0 >.
15. On-Shell Pion Radiative Decay : π → eνγ
The on-shell π → eνγ decay follows from
iǫµ(q)
∫
d4xeiq·(x−y)+ip·y < 0|T ∗
(
Vaµ(x)A
b
ν(y)
)
ac†in(p)|0 > (206)
The amplitude (206) may be obtained from (204,205) by contracting with the photon
polarization vector ǫµ(q) obeying ǫ · q = 0 and setting the photon on shell q2 = 0. The
result is
+ǫν(q)ǫ
abcfpi +
ǫ(q) · p
p · q (p− q)νǫ
abcfpi
−
(
δµν −
pµkν
k2 −m2pi
+ 2m2pi
pµkν
(k2 −m2pi)2
)
ǫµ(q)ǫ
abc < 0|σˆ|0 >
+
i
fpi
ǫµ(q)ǫcad
(
δαµ − 2
kαkµ
k2 −m2pi
)(
δβν −
kβkν
k2 −m2pi
)∫
d4ye−ik·y < 0|T ∗
(
jdAα(y)j
b
Aβ(0)
)
|0 >
− i
fpi
ǫα(q)pγ
(
δβν −
kβkν
k2 −m2pi
) ∫
d4xd4zeiq·x−ip·z < 0|T ∗
(
Vaα(x)j
c
Aγ(z)j
b
Aβ(0)
)
|0 > (207)
As a check, we note that the apparent double pole cancels by (112-113). Again, we note
that the tree contribution in (207) is sensitive to the way chiral symmetry is broken in
the vacuum through < 0|σˆ|0 >.
16. Photon-Photon Collision : γγ → ππ
The collision of two photons at threshold has attracted considerable attention recently
in the context of chiral perturbation theory [43] and dispersion techniques [45]. These
calculations are interesting in light of the experiments carried out by the MARK II collab-
oration at SLAC [46] and the Crystal Ball collaboration at DESY [47]. Future high-energy
experiments are planned at DAΦNE at Frascati with energies up to 600 MeV.
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While chiral perturbation theory implements unitarity perturbatively, thus giving up
on resonant behaviour, dispersion techniques give up on the consequences of chiral dy-
namics. In this section, we will address this issue from our point of view. The advantage
of our formalism is that our amplitudes are unexpanded. They are rearranged using the
master equation, thus chiral dynamics, with full consistency with analyticity and unitar-
ity. The contributions of the various resonances appear in the form of various vacuum
correlators.
The amplitude for γγ → ππ is given by
+
∫
d4yd4ze−iq1·y−iq2·z < 0|aain(k1)abin(k2)ST ∗
(
Vcµ(y)V
d
ν(z)
)
|0 >
= −
∫
d4yd4ze−iq1·y−iq2·z < 0| δ
2
δvµc(y)δvνd(z)
[
aain(k1),
[
abin(k2), Sˆ
]]
|0 > (208)
The first term of (136) gives
+S
∫
d4yd4ze−iq1·y−iq2·z
(
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫaceπein(y)
)
×
(
eik2·z
(
∂
∂zν
−
←
∂
∂zν
)
ǫbdfπfin(z)
)
+
(
q1 µ c↔ q2 ν d
)
= −S(2k1µ − q1µ)(2k2ν − q2ν)ǫaceǫbdf
×
∫
d4yd4zei(k1−q1)·y+i(k2−q2)·zπein(y)π
f
in(z)
+
(
q1 µ c↔ q2 ν d
)
(209)
The second term in (136) gives
+
i
fpi
∫
d4yd4ze−iq1·y−iq2·z
∫
d4z1e
ik1·z1
∂
∂z1α
δ2
δaαa(z1)δvµc(y)
×
(
eik2·z
(
∂
∂zν
−
←
∂
∂zν
)
ǫbdfπfin(z)
)
+
(
q1 µ c↔ q2 ν d
)
+ ...
= +
i
fpi
(2k2ν − q2ν)kα1 ǫbdf
∫
d4yd4zd4z1e
−iq1·y+i(k2−q2)·z+ik1·z1
×
(
ST ∗
(
jaAα(z1)V
c
µ(y)
))
πfin(z)
+
(
q1 µ c↔ q2 ν d
)
+ ... (210)
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where ... stands for terms with zero vacuum expectation values. Note that (209-210) also
vanish for spacelike photons q21 < 0 and q
2
2 < 0 after taking the vacuum expectation value,
since only the annihilation part of πin(y) is picked up as before.
The third term of (136) gives
+iS
∫
d4yd4ze−iq1·y−iq2·z
×
(
eik2·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫbcf∆R(y − z)ǫfda
(
∂
∂zν
−
←
∂
∂zν
)
eik1·z
)
+S
∫
d4yd4ze−iq1·y−iq2·z
(
eik2·yǫbceǫedaδ4(y − z)eik1·z
)
+
(
q1 µ c↔ q2 ν d
)
+ ....
= +(2π)4iδ4(k1 + k2 − q1 − q2)S (2k2µ − q1µ)(2k1ν − q2ν)ǫbcfǫfda 1
(k2 − q1)2 −m2pi
+(2π)4iδ4(k1 + k2 − q1 − q2)Sǫbcf ǫfdagµν
+
(
q1 µ c↔ q2 ν d
)
+ .... (211)
The fourth term gives (210) with k1, a and k2, b exchanged, and hence zero after taking
the vacuum expectation value.
The term (138) gives
+
1
f 2pi
m2pi gµν
∫
d4yd4ze−iq1·y−iq2·z+ik1·yǫaceǫebdδ4(y − z)
×
∫
d4z1∆R(z − z1)ifpiSσˆ(z1)eik2·z1
+
1
f 2pi
m2pi
∫
d4yd4ze−iq1·y−iq2·z
×
(
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace∆R(y − z)ǫedb
(
∂
∂zν
−
←
∂
∂zν
))
×
∫
d4z1∆R(z − z1)ifpiSσˆ(z1)eik2·z1
+3 perm.
+
1
f 2pi
m2pi
∫
d4yd4ze−iq1·y−iq2·z
×
∫
d4z1
(
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace∆R(y − z1)
)
×
(
eik2·z
(
∂
∂zν
−
←
∂
∂zν
)
ǫbde∆R(z − z1)ifpiSσˆ(z1)
)
+
(
k1 a↔ k2 b
)
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− i
fpi
m2piδ
ab
∫
d4yd4ze−iq1·y−iq2·z
∫
d4z1e
i(k1+k2)·z1ST ∗
(
Vcµ(y)V
d
ν(z)σˆ(z1)
)
= +
i
fpi
m2piǫ
aceǫedb
1
(k1 − q1 − q2)2 −m2pi
∫
d4z1e
i(k1+k2−q1−q2)·z1Sσˆ(z1)
− i
fpi
m2piǫ
aceǫedb(2k1µ − q1µ)(2k1ν − 2q1ν − q2ν) 1
(k1 − q1)2 −m2pi
× 1
(k1 − q1 − q2)2 −m2pi
∫
d4z1e
i(k1+k2−q1−q2)·z1Sσˆ(z1)
+3 perm.
− i
fpi
m2piǫ
aceǫbde(2k1µ − q1µ)(2k2ν − q2ν) 1
(k1 − q1)2 −m2pi
× 1
(k1 − q2)2 −m2pi
∫
d4z1e
i(k1+k2−q1−q2)·z1Sσˆ(z1)
+
(
k1 a↔ k2 b
)
− i
fpi
m2piδ
ab
∫
d4yd4zd4z1e
−iq1·y−iq2·z+i(k1+k2)·z1ST ∗
(
Vcµ(y)V
d
ν(z)σˆ(z1)
)
(212)
Taking the vacuum expectation value at this point leads to ambiguities, and will be
postponed till later.
From (139) we have
+
1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
×
(
eik2·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫbcf
∫
d4z2∆R(y − z2) ∂
∂z2β
×
(
eik1·z2ǫafgST ∗
(
V
g
β(z2)V
d
ν(z)
)))
+
1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z+ik2·y+ik1·yǫbchǫahgST ∗
(
Vgµ(y)V
d
ν(z)
)
+
1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
∫
d4z2e
ik2·z2
∂
∂z2β
×
(
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace∆R(y − z2)ǫebgST ∗
(
V
g
β(z2)V
d
ν(z)
))
+
(
q1 µ c↔ q2 ν d
)
+
i
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
∫
d4z2e
ik1·z2
∂
∂z2β(
eik2·z2ǫabgST ∗
(
V
g
β(z2)V
c
µ(y)V
d
ν(z)
))
+ ...
= − 1
f 2pi
(2k1µ − q1µ)kβ2 ǫaceǫebg
1
(k1 − q1)2 −m2pi
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×
∫
d4zd4z2e
−iq2·z+i(k1+k2−q1)·z2ST ∗
(
Vgµ(y)V
d
ν(z)
)
+
1
f 2pi
ǫbchǫahg
∫
d4yd4zei(k1+k2−q1)·y−iq2·zST ∗
(
Vgµ(y)V
d
ν(z)
)
+3 perm.
+
1
2f 2pi
(kβ2 − kβ1 )ǫabg
∫
d4yd4zd4z2e
−q1·y−iq2·z+i(k1+k2)·z2
×ST ∗
(
V
g
β(z2)V
c
µ(y)V
d
ν(z)
)
+ ... (213)
where we have used the Ward identities (146) and
+
∂
∂z2β
T ∗
(
V
g
β(z2)V
c
µ(y)V
d
ν(z)
)
= +iǫgceδ4(z2 − y)T ∗
(
Veµ(y)V
d
ν(z)
)
+ iǫgdeδ4(z2 − z)T ∗
(
Vcµ(y)V
e
ν(z)
)
(214)
From (140) we have
− 1
f 2pi
gµν
∫
d4yd4ze−iq1·y−iq2·z+ik1·yǫaceǫedgδ4(y − z)
×
∫
d4z1∆R(z − z1)
∫
d4z2e
ik2·z2
∂
∂z1α
∂
∂z2β
×ST ∗
(
j
g
Aα(z1)j
b
Aβ(z2)
)
− 1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
×
(
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace∆R(y − z)ǫedg
(
∂
∂zν
−
←
∂
∂zν
))
×
∫
d4z1∆R(z − z1)
∫
d4z2e
ik2·z2
× ∂
∂z1α
∂
∂z2β
(−)ST ∗
(
j
g
Aα(z1)j
b
Aβ(z2)
)
+3 perm.
+
1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
×
[
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace
∫
d4z1∆R(y − z1)
×
(
eik2·z
(
∂
∂zν
−
←
∂
∂zν
)
ǫbdf
∫
d4z2∆R(z − z2)
)
× ∂
∂z1α
∂
∂z2β
ST ∗
(
j
g
Aα(z1)j
b
Aβ(z2)
)]
+
(
k1 a↔ k2 b
)
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= − 1
f 2pi
ǫaceǫedb(kα1 − qα1 − qα2 )kβ2
1
(k1 − q1 − q2)2 −m2pi∫
d4z1d
4z2e
i(k1−q1−q2)·z1+ik2·z2ST ∗
(
j
g
Aα(z1)j
b
Aβ(z2)
)
+
1
f 2pi
(2k1µ − q1µ)(2k1ν − 2q1ν − q2ν)(kα1 − qα1 − qα2 )kβ2 ǫaceǫedg
× 1
(k1 − q1)2 −m2pi
1
(k1 − q1 − q2)2 −m2pi
∫
d4z1d
4z2e
i(k1−q1−q2)·z1+ik2·z2
×ST ∗
(
j
g
Aα(z1)j
b
Aβ(z2)
+3 perm.
+
1
f 2pi
ǫaceǫbdf (2k1µ − q1µ)(2k2ν − q2ν)(kα1 − qα1 )(kβ2 − q2β)
× 1
(k1 − q1)2 −m2pi
1
(k2 − q2)2 −m2pi∫
d4z1d
4z2e
i(k1−q1)·z1+i(k2−q2)·z2ST ∗
(
jeAα(z1)j
f
Aβ(z2)
)
+
(
k1 a↔ k2 b
)
(215)
and
+
1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
×
(
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace∆R(y − z)ǫedg
)
×
∫
d4z2e
ik2·z2
∂
∂z2β
ST ∗
(
j
g
Aν(z)j
b
Aβ(z2)
)
+
1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
×
[
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace
∫
d4z1∆R(y − z1)ǫbdh
×eik2·z ∂
∂z1α
ST ∗
(
jeAα(z1)j
h
Aν(z)
)]
+
i
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
[
eik1·y
(
∂
∂yµ
−
←
∂
∂yµ
)
ǫace
×
∫
d4z1∆R(y − z1)
∫
d4z2e
ik2·z2
∂
∂z1α
∂
∂z2β
×ST ∗
(
jeAα(z1)j
b
Aβ(z2)V
d
ν(z)
)]
+
1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z+ik1·y+ik2·zǫacgǫbdh
×ST ∗
(
j
g
Aµ(y)j
h
Aν(z)
)
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+
i
f 2pi
∫
d4yd4ze−iq1·y−iq2·z+ik1·yǫacg
∫
d4z2e
ik2·z2
× ∂
∂z2β
ST ∗
(
j
g
Aµ(y)j
b
Aβ(z2)V
d
ν(z)
)
+
(
k1 a↔ k2 b
)
− 1
f 2pi
∫
d4yd4ze−iq1·y−iq2·z
∫
d4z1d
4z2e
ik1·z1+ik2·z2
× ∂
∂z1α
∂
∂z2β
ST ∗
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(y)V
d
ν(z)
)
= − 1
f 2pi
(2k1µ − q1µ)kβ2 ǫaceǫedg
1
(k1 − q1)2 −m2pi
×
∫
d4zd4z2e
i(k1−q1−q2)·z+ik2·z2ST ∗
(
j
g
Aν(z)j
b
Aβ(z2)
)
− 1
f 2pi
(2k1µ − q1µ)(kα1 − qα1 )ǫaceǫbdh
1
(k1 − q1)2 −m2pi
×
∫
d4z1d
4zei(k1−q1)·z1+i(k2−q2)·zST ∗
(
jeAα(z)j
h
Aν(z)
)
− 1
f 2pi
(2k1µ − q1µ)(kα1 − qα1 )kβ2 ǫace
1
(k1 − q1)2 −m2pi
×
∫
d4zd4z1d
4z2e
−iq2·z+i(k1−q1)·z1+ik2·z2ST ∗
(
jeAα(z)j
b
Aβ(z2)V
d
ν(z)
)
+
1
f 2pi
ǫacgǫbdh
∫
d4yd4ze+i(k1−q1)·z1+i(k2−q2)·z2ST ∗
(
j
g
Aµ(y)j
h
Aν(z)
)
+
1
f 2pi
kβ2 ǫ
acg
∫
d4yd4zd4z2e
+i(k1−q1)·y−iq2·z+ik2·z2ST ∗
(
j
g
Aµ(y)j
b
Aβ(z2)V
d
ν(z)
)
+
(
k1 a↔ k2 b
)
+
1
f 2pi
kα1 k
β
2
∫
d4yd4zd4z1d
4z2e
−q1·y−iq2·z+ik1·z1+ik2·z2
×ST ∗
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(y)V
d
ν(z)
)
(216)
The sum of (212) and (215) gives
− i
fpi
ǫaceǫedb gµν
∫
d4z1e
i(k1+k2−q1−q2)·z1Sσˆ(z1)
+
i
fpi
ǫaceǫedb(2k1µ − q1µ)(2k2ν − 2q1ν − q2ν) 1
(k1 − q1)2 −m2pi
×
∫
d4z1e
i(k1+k2−q1−q2)·z1Sσˆ(z1)
+3 perm.
− i
fpi
m2piǫ
aceǫbde(2k1µ − q1µ)(2k2ν − q2ν) 1
(k1 − q1)2 −m2pi
1
(k2 − q2)2 −m2pi
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×
∫
d4z1e
i(k1+k2−q1−q2)·z1Sσˆ(z1)
+
1
f 2pi
ǫaceǫbde(2k1µ − q1µ)(2k2ν − q2ν)(kα1 − qα1 )(kβ2 − qβ2 )
× 1
(k1 − q1)2 −m2pi
1
(k2 − q2)2 −m2pi
×
∫
d4z1d
4z2e
i(k1−q1)·z1+i(k2−q2)·z2ST ∗
(
jeAα(z1)j
f
Aβ(z2)
)
+
(
k1 a↔ k2 b
)
− i
fpi
m2piδ
ab
∫
d4yd4zd4z1e
−iq1·y−iq2·z+i(k1+k2)·z1ST ∗
(
Vcµ(y)V
d
ν(z)σˆ(z1)
)
+.... (217)
There is now no ambiguity in taking the vacuum expectation values. Dividing out
(2π)4δ4(k1 + k2 − q1 − q2), we obtain from (211,212,216,217) respectively,
+i(2k2µ − q1µ)(2k1ν − q2ν)ǫbcfǫfda 1
(k2 − q1)2 −m2pi
+iǫbceǫedagµν +
(
q1 µ c↔ q2 ν d
)
(218)
+
i
f 2pi
(2k1µ − q1µ)(−k2νq22 + k2 · q2q2ν)ǫaceǫebd
× 1
(k1 − q1)2 −m2pi
ΠV (q
2
2)
− i
2f 2pi
ǫbchǫahd(−gµνq22 + q2µq2ν)ΠV (q22)
+3 perm.
+
1
2f 2pi
(kβ2 − kβ1 )ǫabg
∫
d4yd4ze−iq1·y−iq2·z
× < 0|T ∗
(
Vcµ(y)V
d
ν(z)V
g
β(0)
)
|0 > (219)
− 1
f 2pi
(2(k1µ − q1µ)kβ2 ǫaceǫedg
1
(k1 − q1)2 −m2pi
×
∫
d4z2e
+ik2·z2 < 0|T ∗
(
jbAβ(z2)j
g
Aν(0)
)
|0 >
− 1
f 2pi
(2k1µ − q1µ)(kα1 − qα1 )ǫaceǫbdh
1
(k1 − q1)2 −m2pi
×
∫
d4z1e
i(k1−q1)·z1 < 0|T ∗
(
jeAα(z1)j
h
Aν(0)
)
|0 >
− 1
f 2pi
(2k1µ − q1µ)(kα1 − qα1 )kβ2 ǫace
1
(k1 − q1)2 −m2pi
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×
∫
d4z1d
4z2e
+i(k1−q1)·z1+i(k2−q2)·z2 < 0|T ∗
(
jeAα(z1)j
b
Aβ(z2)V
d
ν(0)
)
|0 >
+
1
f 2pi
ǫacgǫbdh
∫
d4ye+i(k1−q1)·y < 0|T ∗
(
j
g
Aµ(y)j
h
Aν(0)
)
|0 >
+
1
f 2pi
kβ2 ǫ
acg
∫
d4yd4z2e
+i(k1−q1)·y+ik2·z2 < 0|T ∗
(
j
g
Aµ(y)j
b
Aβ(z2)V
d
ν(0)
)
|0 >
+
(
k1 a↔ k2 b
)
+
1
f 2pi
kα1 k
β
2
∫
d4yd4z1d
4z2e
−iq1·y+ik1·z1+ik2·z2
× < 0|T ∗
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(y)V
d
ν(0)
)
|0 > (220)
− i
fpi
ǫaceǫedbgµν < 0|σˆ|0 >
+
i
fpi
ǫaceǫedb(2k1µ − q1µ)(2k2ν − q2ν) 1
(k1 − q1)2 −m2pi
< 0|σˆ|0 >
+3 perm.
− i
fpi
m2piǫ
aceǫbde(2k1µ − q1µ)(2k2ν − q2ν)
× 1
(k1 − q1)2 −m2pi
1
(k2 − q2)2 −m2pi
< 0|σˆ|0 >
+
1
f 2pi
ǫaceǫbdf (2k1µ − q1µ)(2k2ν − q2ν)(kα1 − qα1 )(kβ2 − qβ2 )
× 1
(k1 − q1)2 −m2pi
1
(k2 − q2)2 −m2pi
×
∫
d4z1e
i(k1−q1)·z1 < 0|T ∗
(
jeAα(z1)j
f
Aβ(0)
)
|0 >
+
(
k1 a↔ k2 b
)
− i
fpi
m2piδ
ab
∫
d4yd4ze−iq1·y−iq2·z < 0|T ∗
(
Vcµ(y)V
d
ν(z)σˆ(0)
)
|0 > (221)
The photon-photon collision process is sensitive to the way chiral symmetry is broken in
the vacuum through < 0|σˆ|0 >. The expressions (218-221) are our exact result for the
γγ → ππ process. It is important to stress that this result follows only from the dictates
of chiral symmetry and unitarity.
At low energy, we expect the two-point correlation function ΠV to be ρ and ρ’ dom-
inated, while the two-point correlators < jAjA > to be a1 dominated. The three- and
higher-point correlation functions involve more complex structure. We note that the
isoscalar part of the electromagnetic current contributes to both the isospin I = 0, 1
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channels of γγ → ππ. Thus an exact assessment of the various correlation functions en-
tering (218-221) require a full SU(3)×SU(3) treatment. This goes beyond the scope of the
present analysis. An estimation of the various correlators in (218-221) using SU(2)×SU(2)
chiral counting arguments will be given below.
For the process γγ → π+π−, the nearness of the pion pole to the physical region means
that the effects of the high mass resonances ρ , ρ′ , ω , a1 ..., are small. Thus, the process
is dominated by the Born terms. Since our result accounts properly for the Born terms,
we expect overall agreement with the data much like the Born approximation with some
radiative corrections [48], or one-loop chiral perturbation theory [43]. However, the large
discrepancy noted between one-loop chiral perturbation theory and the Crystal Ball data
[47] for γγ → π0π0 shows some evidence of correlations, since the Born terms vanish in
this case. This has been partly confirmed by the inclusion of vector mesons to one-loop
chiral perturbation theory by Ko [44], and the use of dispersion analysis by Morgan and
Pennington and others [45]. At low energy, the ω, the ρ and the a1 play an important
role in the fusion process to neutral pions. These effects are all accounted for in (218-221)
in a model independent way. We also note that some of these correlations do appear
in a recent two-loop calculation by Belluci, Gasser and Sainio in the context of chiral
perturbation theory [49], through pion rescattering and unspecified counter terms. Since
our result (218-221) contains the unexpanded correlation functions as dictated by chiral
symmetry and unitarity, it would be interesting to carry a more systematic comparison
between our results, the approximate estimations and the available data within the 1 GeV
range.
17. Compton Scattering : γπ → γπ
When atoms are immersed in an electromagnetic cavity, their interaction with light
induces a polarisation of the electric charge distributions. These electromagnetic deforma-
tions of an extended object can be characterized by electric and magnetic polarisabilities.
Compton scattering of light off pions through atomic targets via Primakoff effect [33, 38]
and photon-photon collision [46, 47] have led to electric polarisabilities for charged pions
ranging from about 2 10−4 fm3 to 20 10−4 fm3. The order of magnitude discrepancy be-
tween the quoted data illustrates the experimental difficulties encountered in the threshold
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measurements as well as the systematic uncertainties associated to the way the various
extrapolations are performed.
This notwithstanding, there have appeared a number of estimations of the pion po-
larisabilities using various chiral models [50] and chiral perturbation theory [51]. In the
latter the reaction γγ → ππ and its crossed version γπ → γπ were used. While the
γγ → π+π− seems to be well described by one loop chiral perturbation theory (mostly
the Born amplitude though), the reaction γγ → π0π0 is totally off at one loop. Dispersion
techniques and two-loop calculations have been carried out recently to try to account for
the deficiency of the one-loop calculation [52, 49], leading to new estimates for the pion
polarisabilities.
In our approach, Compton scattering off pions will be treated exactly to first order
in the electromagnetic charge. Unitarity will be maintained to all orders, and the strong
correlations in the neutral channel will be expressed in terms of vacuum correlators. The
Compton scattering amplitude follows from the matrix element
∫
d4yd4ze−iq1·y+iq2·z < 0|abin(k2)ST ∗
(
Vcµ(y)V
d
ν(z)
)
aa†in (k1)|0 > (222)
This amplitude follows from the result (205,221) for γγ → ππ by crossing q2 ↔ −q2 and
k1 ↔ −k1. Modulo the overall factor (2π)4δ4(k1 + q1 − k2 − q2) for energy momentum
conservation, the result is
−i(2k2µ − q1µ)(2k1ν − q2ν)ǫbcfǫfda 1
(k2 − q1)2 −m2pi
+iǫbceǫedagµν +
(
q1 µ c↔ −q2 ν d
)
(223)
− i
f 2pi
(2k1µ + q1µ)(−k2νq22 + k2 · q2q2ν)ǫaceǫebd
× 1
(k1 + q1)2 −m2pi
ΠV (q
2
2)
− i
2f 2pi
ǫbchǫahd(−gµνq22 + q2µq2ν)ΠV (q22)
+3 perm.
+
1
2f 2pi
(kβ2 + k
β
1 )ǫ
abg
∫
d4yd4ze−iq1·y+iq2·z
× < 0|T ∗
(
Vcµ(y)V
d
ν(z)V
g
β(0)
)
|0 > (224)
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+
1
f 2pi
(2k1µ + q1µ)k
β
2 ǫ
aceǫedg
1
(k1 + q1)2 −m2pi
×
∫
d4z2e
+ik2·z2 < 0|T ∗
(
jbAβ(z2)j
g
Aν(0)
)
|0 >
− 1
f 2pi
(2k1µ + q1µ)(k
α
1 + q
α
1 )ǫ
aceǫbdh
1
(k1 + q1)2 −m2pi
×
∫
d4z1e
−i(k1+q1)·z1 < 0|T ∗
(
jeAα(z1)j
h
Aν(0)
)
|0 >
− 1
f 2pi
(2k1µ + q1µ)(k
α
1 + q
α
1 )k
β
2 ǫ
ace 1
(k1 + q1)2 −m2pi
×
∫
d4z1d
4z2e
−i(k1+q1)·z1+i(k2+q2)·z2 < 0|T ∗
(
jeAα(z1)j
b
Aβ(z2)V
d
ν(0)
)
|0 >
+
1
f 2pi
ǫacgǫbdh
∫
d4ye−i(k1+q1)·y < 0|T ∗
(
j
g
Aµ(y)j
h
Aν(0)
)
|0 >
+
1
f 2pi
kβ2 ǫ
acg
∫
d4yd4z2e
−i(k1+q1)·y+ik2·z2 < 0|T ∗
(
j
g
Aµ(y)j
b
Aβ(z2)V
d
ν(0)
)
|0 >
+
(
− k1 a↔ k2 b
)
− 1
f 2pi
kα1 k
β
2
∫
d4yd4z1d
4z2e
−q1·y−ik1·z1+ik2·z2
× < 0|T ∗
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(y)V
d
ν(0)
)
|0 > (225)
− i
fpi
ǫaceǫedb < 0|σˆ|0 >
− i
fpi
ǫaceǫedb(2k1µ + q1µ)(2k2ν − 2q1ν − q2ν) 1
(k1 + q1)2 −m2pi
< 0|σˆ|0 >
+3 perm.
+
i
fpi
m2piǫ
aceǫbde(2k1µ + q1µ)(2k2ν + q2ν)
× 1
(k1 + q1)2 −m2pi
1
(k2 + q2)2 −m2pi
< 0|σˆ|0 >
+
1
f 2pi
ǫaceǫbdf (2k1µ + q1µ)(2k2ν + q2ν)(k
α
1 + q
α
1 )(k
β
2 + q
β
2 )
× 1
(k1 + q1)2 −m2pi
1
(k2 + q2)2 −m2pi
×
∫
d4z1e
−i(k1+q1)·z1 < 0|T ∗
(
jeAα(z1)j
f
Aβ(0)
)
|0 >
+
(
− k1 a↔ k2 b
)
− i
fpi
m2piδ
ab
∫
d4yd4ze−iq1·y+iq2·z < 0|T ∗
(
Vcµ(y)V
d
ν(z)σˆ(0)
)
|0 > (226)
which is valid for isospin 0 and 2 channels. Again, we note that the Compton scattering
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process is sensitive to the chiral symmetry breaking term. The expressions(223-226) are
our full result for the Compton process γπ → γπ. Most of the remarks we made above
for the fusion process γγ → ππ apply verbatim to γπ → γπ by crossing. Below we will
give an estimation for (223-226) using SU(2)× SU(2) chiral counting arguments.
The Compton amplitudes for neutral and charged pions can be used for a precise
definition of the pion polarisabilities. Since (208) by crossing yields (222), we define the
neutral (a = b = 3) and the charged amplitude (a = b = 1) to be
Vabµν = +
∫
d4yd4ze−iq1·y−iq2·z < 0|aain(k1)abin(k2)ST ∗
(
V3µ(y)V
3
ν(z)
)
|0 > (227)
Factoring out (2π)4δ4(q1 + q2 − k1 − k2), using covariance and gauge invariance yield [49]
Vµν = A(s, t, u)T1µν +B(s, t, u)T2µν (228)
with generically
T1µν =
s
2
gµν − q1µq2ν
T1µν = 2s∆µ∆ν − ν2gµν − 2ν
(
q1ν∆µ − q2µ∆ν
)
(229)
and ∆µ = (k1 − k2)µ and ν = t− u. The amplitudes A and B are analytic in s, t, u and
symmetric under crossing (t, u) ↔ (u, t). For s ≥ 4m2pi they describe the fusion process,
and for s ≤ 0 they describe the Compton process. In terms of (229), the neutral pion
polarisabilities read [49]
α0pi = +
α
2mpi
(
A0(0, m2pi, m
2
pi) + 16m
2
piB
0(0, m2pi, m
2
pi)
)
β0pi = −
α
2mpi
A0(0, m2pi, m
2
pi) (230)
with α = e2/4π = 1/137. The charged pion polarisabilities follow from (230) by exchang-
ing the upper script 0 → ±, and multiplying the overall result by a minus sign. From
(218-221) we have
αpi = −αmpi
2
lim
s→0
lim
t→m2pi
1
s2
(
V (s, t, u) +
24
ǫ1 · ǫ2 Vˆ (s, t, u)
)
βpi = +
αmpi
2
lim
s→0
lim
t→m2pi
1
s2
V (s, t, u) (231)
with
V = V 33µµ and Vˆ = ǫ
µ
1ǫ
ν
2V
33
µν : γγ → π0π0
V = V 11µµ and Vˆ = ǫ
µ
1ǫ
ν
2V
11
µν : γγ → π+π−
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and
V abµν = +
1
f 2pi
kα1 k
β
2
∫
d4yd4z1d
4z2e
−iq1·y+ik1·z1+ik2·z2
× < 0|T ∗
(
jaAα(z1)j
b
Aβ(z2)V
3
µ(y)V
3
ν(0)
)
|0 >
− i
fpi
m2piδ
ab
∫
d4yd4ze−iq1·y−iq2·z < 0|T ∗
(
V3µ(y)V
3
ν(z)σˆ(0)
)
|0 > (232)
The relation between A,B in (230) and V, Vˆ in (231) is straightforward. An assessment
of the pion polarisabilities in SU(2) × SU(2) will be given below using a new one-loop
effective action as we now discuss.
18. One-Loop Effective Action
To give a quantitative estimate for the unknown terms in ππ → ππ (199-200), π → eνγ
(207), π → eνγ∗ (205), γγ → ππ (219-221) and γπ → γπ (223-226), we will expand the
exact results of the preceding section in 1/fpi. For that we will need power counting. We
recall that for the gauged nonlinear sigma model,
Iˆ = f 2pim
2
pi
∫
d4x+
∫
d4x π(x) · J(x) + IQ +O(π3/fpi) (233)
where the quadratic action IQ has been defined in (87). If we count φ = (v, a, s, J) as
order f 0pi , then π ∼ f 0pi , so that jV µ ∼ f 0pi , and jaAµ ∼ f 0pi , whereas σˆ ∼ f−1pi . We will
assume that the same is true for QCD (or more appropriately the real world). As a
check, we note that this assumption is consistent with (161-162) for the q-number piece,
while < 0|σˆ|0 >∼ f−1pi reproduces the Gell-Mann-Oakes-Renner (GOR) relation
mˆ < 0|qq|0 >= −m2pif 2pi +O(1) (234)
by (64-77).
To leading order, the master formulas are then the strong version of (53) and
δSˆ0
δJ
= iSˆ0
(
1 +GRK
)
πin − iGRJ Sˆ0
= i
(
1 +GAK
)
πinSˆ0 − iGAJ Sˆ0. (235)
The pionic part of the S-matrix to this order Sˆ0 is completely fixed by (53) and (235)
up to a phase factor which may depend on the external fields. The phase factor may be
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determined from the vacuum persistence amplitude
eiZ0[v,a,s,J ] ≡ < 0 in|Sˆ0|0 in >
=
∫
[dπ]exp
(
iIQ + i
∫
d4xπ(x) · J(x)
)
= eiZ0[v,a,s,0] exp
(
−i1
2
∫
d4xd4yJa(x)GabF (x, y)J
b(y)
)
(236)
with
Z0[v, a, s, 0] = −i ln( det(−✷−m
2
pi + i0)
det(−✷−m2pi −K+ i0)
) 1
2
= +
i
2
Trln
(
1−K∆F
)
= − i
2
∞∑
n=1
1
n
Tr(K∆F )
n (237)
where GF is the Green’s function(
−∇µ∇µ + aµaµ −m2pi − s
)
GF (x, y) = δ
4(x− y)1 (238)
with Steuckelberg-Feynman boundary conditions.
Equations (236-237) imply that Z0[v, a, s, J ] gives the Green’s functions of j
a
V µ, j
a
Aµ,
and σˆ to one-loop, while Green’s functions involving π are given to tree level. This is
awkward, but since Green’s functions for π may be expressed in terms of jaV µ, j
a
Aµ, and
σˆ as in section 4, this is not a fundamental difficulty. Z0[v, a, s, 0] is then the desired
one-loop effective action.
In (236-237) s and aaµ appear only in the combination sˆ = s1− aµaµ. We assume the
same is true after renormalization. A general analysis without this assumption is given
in Appendix E. With this in mind, we note that local isospin invariance
XVZ0[v, a, s, 0] = 0 (239)
implies that the sum of graphs with external v-legs only is fixed up to one constant
− c1
4
∫
d4x vµν(x) · vµν(x) (240)
where vµν is the field strength
vµν =
[
∇µ,∇ν
]
= ∂µvν − ∂νvµ + [vµ, vν ]. (241)
For mixed v − sˆ graphs, Fig. 6a is proportional to Tr vµ(x)sˆ(y) = 0, whereas the diver-
gences in Fig. 6b and Fig. 6c cancel. This corresponds to the fact that there are no
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contact terms which obey (239) and have the correct index structure. For the remaining
graphs, the possible tadpole of Fig. 6d is eliminated by (112-113), whereas Fig. 6e gives
another constant
cˆ1
4
∫
d4x Tr
(
sˆ(x)sˆ(x)
)
. (242)
The consistency of the above assumptions may be checked in several ways as we now
discuss.
18.1. Gell-Mann-Oakes-Renner (GOR)
First, we note that < 0|σˆ|0 >= 0 to one loop is compatible with chiral perturbation
theory to one loop. Indeed, using the notation of Gasser and Leutwyler [8] we have [53]
mˆ < 0|uu|0 >= mˆ < 0|uu|0 >0
(
1− 3M
2
pi
32π2F 2pi
lnM2pi
)
= −1
2
F 2M2
(
1− 3M
2
pi
32π2F 2pi
lnM2pi
)
(243)
with [54]
M2pi = M
2
(
1 +
M2
32π2F 2
lnM2 + ...
)
(244)
Fpi = F
(
1− M
2
16π2F 2
lnM2 + ...
)
. (245)
The chiral logarithms are seen to cancel, leaving to one-loop
mˆ < 0|uu|0 >= −1
2
F 2piM
2
pi (246)
which is the GOR relation. At this stage, we should mention that alternatives to the
GOR relation have been advocated by some authors [55]. A way to distinguish between
these various schemes is to increase the accuracy of the S-wave ππ scattering lengths, or
to improve on the empirical analysis of π → eνγ, π → eνγ∗, γγ → ππ or γπ → γπ at
threshold. We note that the GOR relation cannot be tested in pion-nucleon or in photon-
nucleon processes (to leading order in the charge) since < 0|σˆ|0 > drops out from the
connected part of the pertinent amplitudes.
18.2. KSFR-Relation
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The vanishing of the three point function < 0|T ∗
(
jaAα(x)j
b
Aβ(y)V
c
γ(z)
)
|0 >, as well as
< 0|σˆ|0 > to one loop gives
FV (q
2) = 1 +
q2
2f 2pi
ΠV (q
2) +O
(
1
f 4pi
)
(247)
by (190-191). For space-like momenta q2 < 0, the vector form-factor of the pion FV (q
2)
and the vector-isovector correlator ΠV (q
2) may be parameterized as
FV (q
2) =
−m2ρ
q2 −m2ρ + i0
(248)
ΠV (q
2) = −f 2ρ
1
q2 −m2ρ + i0
(249)
where
< 0|Vaµ(x)|ρb(p) >= δabǫµ(p)fρmρe−ip·x. (250)
The result (247) then implies
1 =
f 2ρ
2f 2pi
+O
(
1
f 4pi
)
(251)
which is essentially the KSFR relation [56]. With fpi = 93 MeV and fρ = 144 MeV, we
find
1 = 1.20 +O
(
1
f 4pi
)
. (252)
The 20% discrepancy is somewhat large and may be due to the finite width of the ρ as
well as the strong presence of the ρ’ resonance in ΠV (q
2).
To bring the above result to a more conventional form, we may introduce the transition
amplitude iT for the ρc(p) → πa(k)πb(q) decay. By the mass-shell conditions k2 = q2 =
m2pi, p
2 = m2ρ, and energy-momentum conservation p = k + q, all inner products of the
four vectors p, k, q are fixed. Isospin invariance implies that iT is proportional to ǫabc, so
it is antisymmetric under k ↔ q by Bose statistics. Since the amplitude is linear in the
polarization vector ǫµ(q) of the ρ, it follows that
iT
(
πa(k)πb(q)← ρc(p)
)
= gρpipiǫ
abc(k − q) · ǫ(p) (253)
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which defines the ρππ coupling constant gρpipi. By (250) V
a
µ/mρfρ may be used as an
interpolating field for the the ρ. The WLSZ reduction formula and current conservation
imply
< 0|aain(k)abin(q)SVcµ(y)|0 >=
fρmρgρpipiiǫ
acb(k − q)µ 1
(k + q)2 −m2ρ + i0
ei(k+q)·y + ... . (254)
Comparison with the crossed version of (169) and (248) yields
fρgρpipi = −mρ. (255)
Hence (251) is equivalent to
m2ρ = 2g
2
ρpipif
2
pi +O
(
1
f 2pi
)
(256)
which is the conventional form of the KSFR relation.
18.3. On-Shell Radiative Decay : π → eνγ
A third consequence of our assignment is that the one-loop contribution to the radia-
tive decay of the pion π → eνγ vanishes. It follows that to the same order the structure
dependent axial-vector form factor vanishes. To see this consider the uncontracted am-
plitude (206) with a = 3
T bcνµ(p, q) =
∫
d4xeiq·x < 0|T ∗
(
V3µ(x)A
b
ν(0)
)
ac†in(p)|0 > (257)
Covariance, implies the general decomposition
T bcνµ(p, q) = ǫ3bc
(
A(ν)gµν +B(ν)qνpµ + C(ν)qνqµ +D(ν)qµpν + E(ν)pνpµ
)
(258)
with ν = p · q, p2 = m2pi and q2 = 0. The structure dependent form factors A,B, ..., E
are constrained by gauge invariance qµT bcνµ = 0. Because of the Adler theorem, there is
no pion-pole contribution to A. The non-pole contribution to (257) follows from (207) in
the form
T bcνµ(p, q) = +ǫ3bcgµν
(
fpi− < σˆ >
)
+ǫ3dc
i
fpi
∫
d4ye−ik·y < 0|T ∗
(
jdAµ(y)j
b
Aν(0)
)
|0 >
− i
fpi
pγ
∫
d4xd4zeiq·x−ip·z < 0|T ∗
(
V3µ(x)j
c
Aγ(z)j
b
Aβ(0)
)
|0 > (259)
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Setting
i
∫
d4ye−ik·y < 0|T ∗
(
jdAµ(y)j
b
Aν(0)
)
|0 >= δbd(−gµνk2 + kµkν)ΠA(k2) (260)
with k = p− q, and using (258-260) we obtain
A(ν) = fpi− < σˆ > −k
2
fpi
ΠA(k
2) (261)
Empirically, the axial structure function (261) is fitted to A(ν) = fpi − νa(ν) with finite
a(0). This implies first that
< σˆ >
fpi
= −m
2
pi
f 2pi
ΠA(m
2
pi) ∼ −
m2pi
m2A
∼ −0.01 (262)
suggesting a 1 % deviation from the GOR result, and second that
a(0) = − 2
fpi
ΠA(0) (263)
in agreement with the result derived by Terentev using the soft pion limit [48]. Since to
one-loop the one-pion subtracted correlator (260) does not acquire a transverse part, we
conclude that to the same order the structure dependent axial-vector form factor vanishes,
i.e. a(0) = 0.
We note that ρ Vector Meson Dominance (VMD) as implied by our counting rules,
does not necessarily mean a1 VMD. Indeed, we can write down effective lagrangians which
realize chiral symmetry by ρ → ρπ rather than ρ → a1. Consistency with the chiral
counting arguments presented above implies that the a1 will only appear at two-loops or
higher since a1 ∼ 3π. In this way, we think that the chiral duality arguments as used
in chiral perturbation theory [40] should only make use of the rho effects to one-loop for
consistency. This is more so since the axial-vector correlation function does not generate
a transverse part to one-loop.
We also note that in the soft pion limit, the structure-dependent axial form factor
obeys the Das-Mathur-Okubo theorem [57]
a(0) =
1
fpi
∫ ∞
0
ds
s
(
ρA(s)− ρV (s)
)
+
1
3
fpi < r
2 >V (264)
where < r2 >V= 6F
′
V (0) is the pion-isovector charge radius. The spectral densities in
(264) are understood in the chiral limit. They are given by
ρV (s) =
1
π
ImΠV (s)
ρA(s) =
1
π
ImΠA(s) (265)
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Using resonance saturation in the zero width approximation
ρV (s) = f
2
ρ δ(s−m2ρ)
ρA(s) = f
2
Aδ(s−m2A) (266)
along with the two Weinberg sum rules [3]
∫ ∞
0
ds
(
ρV (s)− ρA(s)
)
= f 2pi +O(m2pi)∫ ∞
0
ds s
(
ρV (s)− ρA(s)
)
= O(mpi2) (267)
that is m2A = 2m
2
ρ and f
2
A = f
2
pi respectively, and the KSFR relation f
2
ρ = 2f
2
pi , we have
fpia(0) =
(
f 2A
m2A
− f
2
ρ
m2ρ
)
+
1
3
f 2pi < r
2 >V=
f 2A
m2A
(268)
We have used < r2 >V= 6/m
2
ρ in the VDM limit (see below). This clearly shows that if
the axial spectral density is set to zero at one-loop as it should, then a(0) = 0 in agreement
with (263).
Dominguez and Sola [58] have estimated a(ν = 0) using (264), duality and the empiri-
cal vector and axial spectral functions as measured from semileptonic decays τ → ντ +nπ
with n = even (vector) and n = odd (axial) up to the kinematical phase space limit t ∼ 3
GeV2. Using < r2 >V= 0.44±0.03 fm2, they have found 2fpia(0) = 0.017±0.001±0.004.
Since the a1 contributes empirically to the isovector-axial correlator, this result provides
an upper bound to ours. Finally, the ratio γ = a(ν = 0)/F (ν = 0) of the structure depen-
dent axial-form factor to the structure-dependent vector form factor has been measured,
with F (ν = 0) = 0.0265 following from π0 → γγ decay [42]. Two values of γ have been
reported : γ = 0.44 ± 0.12 and γ = −2.36 ± 0.12 [42]. Our one-loop result γ = 0 is
incompatible with the second result. The possible relationship between this result and
the charged pion polarisability will be discussed below.
18.4. Off-Shell Radiative Decay : π → eνγ∗
A fourth consequence of our assumption is that the off-shell radiative decay described
by (205) simplifies to
− i
fpi
ǫabc
(
gβν −
kνk
β
k2 −m2pi
)(
− gµβq2 + qµqβ
)
ΠV (q
2) (269)
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and indeed vanishes for q2 = 0. This result is related to the second axial-vector structure
form factor R as measured at SIN [59]. From (269) we have R =
√
2mpiΠV (0)/fpi. Using
ΠV (0) = 2f
2
piF
′
V (0) with F
′
V (0) =< r
2 >V /6, we have R =
√
2mpifpi < r
2 >V /3.
With the empirical value for the isovector radius of the pion quoted above, we obtain
R = 0.069± 0.005 in very good agreement with R(exp) = 0.06± 0.02 as measured at SIN
[59]. Our result agrees with the soft pion result [60].
18.5. Pion-Pion Scattering : ππ → ππ
A fifth consequence of our assumption is the structure of the ππ scattering amplitude.
With our assignments, the one-loop contribution to (200) is contained entirely in
Z0 → 1
4
∫
d4xd4yTr
(
sˆ(x)sˆ(y)
) ∫ d4q
(2π)4
e−iq·(x−y)
(
cˆ1 + J (q2)
)
(270)
where
J (q2) = −i
∫
d4k
(2π)4
(
1
k2 −m2pi + i0
1
(k − q)2 −m2pi + i0
− (q = p = 0)
)
(271)
From Appendix F, we have (q2 ≥ 4m2pi)
16π2J (q2) = 2 +
√
1− 4m
2
pi
q2
(
ln
(√1− 4m2pi/q2 − 1√
1− 4m2pi/q2 + 1
)
+ iπ
)
(272)
The factor 1/16π2 is worth some comment, since it suggests that the expansion parameter
is q2/16π2f 2pi ∼ q2/1GeV2 [61], rather than q2/f 2pi ∼ q2/0.01GeV2, which differs by a factor
of 100.
It follows from (270) that
< 0|T ∗
(
σˆ(x)σˆ(y)
)
|0 >conn= − 3i
2f 2pi
∫
d4q
(2π)4
e−iq·(x−y)
(
cˆ1 + J (q2)
)
(273)
< 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)σˆ(y3)
)
|0 >conn=
− 2
fpi
gαβδ
abδ4(y1 − y2)
∫
d4q
(2π)4
e−iq·(y1−y3)
(
cˆ1 + J (q2)
)
(274)
< 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)j
c
Aγ(y3)j
d
Aδ(y4)
)
|0 >conn= i
(
2δabδcd + δacδbd + δadδbc
)
gαβgγδ
×δ4(y1 − y2)δ4(y3 − y4)
∫ d4q
(2π)4
e−iq·(y1−y3)
(
cˆ1 + J (q2)
)
+ 2 perm. (275)
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FS(t) +
1
fpi
= − 1
f 3pi
(
t− m
2
pi
2
)(
cˆ1 + J (t)
)
(276)
iTrest = +
(
i
f 4pi
m2piδ
abδcd
(
2t− 5
2
m2pi
)(
cˆ1 + J (t)
)
+
i
4f 4pi
(
2δabδcd + δacδbd + δabδbc
)
(t− 2m2pi)2
(
cˆ1 + J (t)
))
+2 perm.+O
(
1
f 6pi
)
(277)
to one loop. As a check, let us introduce the amplitude A(s, t, u)
iT = iδacδbdA(s, t, u) + iδabδcdA(t, u, s) + iδadδbcA(u, t, s) (278)
so that
Atree(s, t, u) =
1
f 2pi
(s−m2pi) (279)
Arho(s, t, u) = +
1
f 2pi
(s− u)
(
FV (t)− 1− t
4f 2pi
ΠV (t)
)
+
1
f 2pi
(s− t)
(
FV (u)− 1− u
4f 2pi
ΠV (u)
)
(280)
Arest(s, t, u) = +
1
2f 4pi
(s2 −m4pi)
(
cˆ1 + J (s)
)
+
1
4f 4pi
(t− 2m2pi)2
(
cˆ1 + J (t)
)
+
1
4f 4pi
(u− 2m2pi)2
(
cˆ1 + J (u)
)
+O
(
1
f 6pi
)
(281)
To one loop
ΠV (q
2) = c1 +
1
72π2
+
1
3
(
1− 4m
2
pi
q2
)
J (q2) (282)
where we have adopted the convention that c1 = cˆ1 = 0 with the BPHZ subtraction
scheme. Then
FV (q
2) = 1 +
1
2f 2pi
(
c1q
2 +
q2
72π2
+
1
3
(
q2 − 4m2pi
)
J (q2)
)
(283)
by (247). It follows that
Arho(s, t, u) + Arest(s, t, u) = B(s, t, u) + C(s, t, u) (284)
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to one loop, where
B(s, t, u) = +
1
2f 4pi
(s2 −m4pi)J (s)
+
1
6f 4pi
(
t(t− u)− 2m2pit + 4m2piu− 2m4pi
)
J (t)
+
1
6f 4pi
(
u(u− t)− 2m2piu+ 4m2pit− 2m4pi
)
J (u) (285)
C(s, t, u) = +
1
4f 4pi
(
c1 +
1
72π2
)(
(s− u)t+ (s− t)u
)
+
1
2f 4pi
cˆ1(s
2 −m4pi) +
1
4f 4pi
cˆ1
(
(t− 2m2pi)2 + (u− 2m2pi)2
)
= − 1
2f 4pi
(
c1 +
1
72π2
)
(s− 2m2pi)2 +
1
2f 4pi
cˆ1(s
2 −m4pi)
+
1
8f 4pi
(
c1 +
1
72π2
+ cˆ1
)(
(t− 2m2pi)2 + (u− 2m2pi)2
)
. (286)
The structure of B(s, t, u) is dictated by unitarity and is in agreement with previous
analyses by various authors.
Amplitudes with fixed isospin I in the s channel are given by
T 0(s, t) = 3A(s, t, u) + A(t, u, s) + A(u, s, t)
T 1(s, t) = A(t, u, s)−A(u, s, t)
T 2(s, t) = A(t, u, s) + A(u, s, t). (287)
In the region of elastic unitarity 4m2pi < s < 16m
2
pi, T
I(s, t) can be expressed in terms of
phase shifts δIl (s) as
T I(s, t) = 32π
∞∑
l=0
(2l + 1)Pl(cosθ)
(
1 +
m2pi
Q2
) 1
2
eiδ
I
l
(s)sin(δIl (s)) (288)
where Pl(cosθ) are the Legendre polynomials, θ is the scattering angle, and Q is the
momentum in the center of mass frame
s = +4(Q2 +m2pi)
t = −2Q2(1− cosθ)
u = −2Q2(1 + cosθ). (289)
Bose symmetry implies that the I = 0, 2 channels contain only even l, while the I = 1
channel contains only odd l.
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The phase shifts at threshold are parameterized as follows
(
1 +
m2pi
Q2
) 1
2
Re
(
eiδ
I
l
(s)sin(δIl (s))
)
= Q2l
(
aIl + b
I
lQ
2 +O(Q4)
)
. (290)
We will refer to the a’s as the scattering lengths, and b’s as the range parameters. It
follows that the tree term (279) contributes only to S and P waves,
a00(tree) = +
7m2pi
32πf 2pi
= +0.16
b00(tree) = +
1
4πf 2pi
= +0.18 m−2pi
a11(tree) = +
1
24πf 2pi
= +0.030 m−2pi
a20(tree) = −
m2pi
16πf 2pi
= −0.045
b20(tree) = −
1
8πf 2pi
= −0.089 m−2pi . (291)
Experimentally, the phase shifts δIl (s) are measurable from the final state interaction in
K− → π+π−e−ν decay and also from πp→ ππp (see above) as well as πp→ ππ∆ decays
by extrapolation to the pion pole in the t-channel. The results are [62]
a00(exp) = 0.26± 0.05
b00(exp) = (0.25± 0.03) m−2pi
a11(exp) = (0.038± 0.002) m−2pi
(2a00 − 5a20)(exp) = 0.614± 0.0028
b20(exp) = (−0.082± 0.008) m−2pi
a02(exp) = (17± 3)10−4 m−4pi
a22(exp) = (1.3± 3)10−4 m−4pi . (292)
where mpi is taken to be the charged pion mass 139.6 MeV. The tree level predictions are
rather off, for instance 40% for a00. This means that the role of the scalar correlation func-
tion following from (200) may be important. This point is presently under investigation
[63].
For the ρ contribution the expressions (248-249) are appropriate for q2 = t or u, but
not for q2 = s, since they do not have the proper threshold behavior. This point may be
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corrected. Since we are working only to one-loop, we may simply use (282-283), so that
Arho(s, t, u) =
1
4f 4pi
(s− u)tΠV (t) + 1
4f 4pi
(s− t)uΠV (u). (293)
The necessary parameter is then c1 = ΠV (0) = f
2
ρ/m
2
ρ = 0.035. Alternativaly, we may
take c1 = 2f
2
piF
′
V (0) = 0.033±0.002 where we have used < r2 >V= 6F′V (0) = 0.439±0.03
fm2. For definiteness we choose the former. Expanding in Q gives
Arho(s, t, u) = +
1
4f 4pi
(s− u)tΠV (0) + 1
4f 4pi
(s− t)uΠV (0)
+
1
4f 4pi
4m2piΠ
′
V (0)t
2 +
1
4f 4pi
4m2piΠ
′
V (0)u
2 +O(Q6)
= +
1
f 4pi
f 2ρ
m2ρ
(
− 6Q4 + 2Q4cos2θ − 4m2piQ2
)
+
1
60π2f 4pi
Q4(1 + cos2θ) +O(Q6) (294)
Arho(t, u, s) = +
1
4f 4pi
(t− u)sΠV (4m2pi) +
1
4f 4pi
4m2piΠ
′
V (4m
2
pi)(s− 4m2pi)(t− u)
+
1
4f 4pi
u(t− s)ΠV (0) + 1
4f 4pi
u2(−4m2pi)Π′V (0) +O(Q6)
= +
1
f 4pi
f 2ρ
m2ρ
(
+ 3Q4 + 6Q4cosθ −Q4cos2θ + 2m2piQ2 + 6m2piQ2cosθ
)
+
1
18π2f 4pi
(Q4 +m2piQ
2)cosθ +
1
6π2f 4pi
Q4cosθ
− 1
120π2f 4pi
Q4(1 + cosθ)2 +O(Q6)
(295)
Arho(u, t, s) = +
1
f 4pi
f 2ρ
m2ρ
(
+ 3Q4 − 6Q4cosθ −Q4cos2θ + 2m2piQ2 − 6m2piQ2cosθ
)
− 1
18π2f 4pi
(Q4 +m2piQ
2)cosθ − 1
6π2f 4pi
Q4cosθ
+
1
120π2f 4pi
Q4(1− cosθ)2 +O(Q6).
(296)
Therefore, the ρ contribution to the scattering lengths is given by
a00(rho) = 0
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b00(rho) = −
m2pi
4πf 4pi
f 2ρ
m2ρ
= −0.014m−2pi
a02(rho) = +
1
60πf 4pi
f 2ρ
m2ρ
+
1
7200π3f 4pi
= +9.3 10−4m−4pi
a11(rho) = +
m2pi
8πf 4pi
f 2ρ
m2ρ
+
m2pi
864π3f 4pi
= +0.0070m−2pi
a20(rho) = 0
b20(rho) = +
m2pi
8πf 4pi
f 2ρ
m2ρ
= +0.0072m−2pi
a22(rho) = −
1
120πf 4pi
f 2ρ
m2ρ
− 1
14400π3f 4pi
= −4.7 10−4m−4pi (297)
Also
Re
(
Arest(s, t, u)
)
= +
1
f 4pi
Q4
(
32
3
cˆ1 − 19
40π2
)
+
1
f 4pi
Q4
(
cos2θ − 1
3
)(
2cˆ1 − 3
40π2
)
+
1
f 4pi
m2piQ
2
(
20cˆ1 +
49
48π2
)
+
1
f 4pi
m4pi
(
19
2
cˆ1 +
15
16π2
)
+O(Q6)
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Re
(
Arest(t, u, s)
)
= +
1
f 4pi
Q4
(
8cˆ1 +
11
360π2
)
+
1
f 4pi
Q4cosθ
(
− 2cˆ1 − 17
240π2
)
+
1
f 4pi
Q4
(
cos2θ − 1
3
)(
3cˆ1 − 19
480π2
)
+
1
f 4pi
m2piQ
2
(
6cˆ1 +
35
96π2
)
+
1
f 4pi
m2piQ
2cosθ
(
2cˆ1 − 1
32π2
)
+
1
f 4pi
m4pi
(
3
2
cˆ1 +
1
8π2
)
+O(Q6)
(299)
Re
(
Arest(u, t, s)
)
= +
1
f 4pi
Q4
(
8cˆ1 +
11
360π2
)
+
1
f 4pi
Q4cosθ
(
2cˆ1 +
17
240π2
)
+
1
f 4pi
Q4
(
cos2θ − 1
3
)(
3cˆ1 − 19
480π2
)
+
1
f 4pi
m2piQ
2
(
6cˆ1 +
35
96π2
)
+
1
f 4pi
m2piQ
2cosθ
(
− 2cˆ1 + 1
32π2
)
+
1
f 4pi
m4pi
(
3
2
cˆ1 +
1
8π2
)
+O(Q6)
(300)
so that
a00(rest) =
63m4pi
64πf 4pi
cˆ1 +
49m4pi
512π3f 4pi
b00(rest) =
9m2pi
4πf 4pi
cˆ1 +
91m2pi
768π3f 4pi
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a02(rest) =
1
20πf 4pi
cˆ1 − 73
57600π3f 4pi
a11(rest) =
m2pi
24πf 4pi
cˆ1 − m
2
pi
1536π3f 4pi
a20(rest) =
3m4pi
32πf 4pi
cˆ1 +
m4pi
128π3f 4pi
b20(rest) =
3m2pi
8πf 4pi
cˆ1 +
35m2pi
1536π3f 4pi
a22(rest) =
1
40πf 4pi
cˆ1 − 19
57600π3f 4pi
. (301)
It follows that cˆ1 can be determined in seven ways
16π2cˆ1 = 16π
264πf
4
pi
63m4pi
(
a00(exp)− a00(tree)
)
− 14
9
= 8± 5
16π2cˆ1 = 16π
24πf
4
pi
9m2pi
(
b00(exp)− b00(tree)− b00(rho)
)
− 91
108
= 3± 1
16π2cˆ1 = 16π
220πf 4pi
(
a02(exp)− a02(rho)
)
+
73
180
= 2± 1
16π2cˆ1 = 16π
224πf
4
pi
m2pi
(
a11(exp)− a11(tree)− a11(rho)
)
+
1
4
= 2± 5
16π2cˆ1 = 16π
232πf
4
pi
3m4pi
(
a20(exp)− a20(tree)
)
− 4
3
= 26± 21
16π2cˆ1 = 16π
28πf
4
pi
3m2pi
(
b20(exp)− b20(tree)− b20(rho)
)
− 35
36
= −1± 2
16π2cˆ1 = 16π
240πf 4pi
(
a22(exp)− a22(rho)
)
+
19
90
= 3± 1
(302)
which is seen to be consistent, to the the possible exception of 16π2cˆ1 = −1 ± 2. The
value 16π2cˆ1 = 26 ± 21 involves a large error bar and should not be taken seriously.
We note, however, that overall consistency can be achieved with 1.1 standard deviation.
Alternatively, one can input either a scattering length or a range parameter to fix cˆ1, and
predict the remaining scattering lengths and range parameters.
Finally, we note that at low energies the partial phase shifts have been usually ex-
tracted from the high statistics experiments carried out both at CERN and Saclay using
Ke4 decays [64]. The near future experiments planned at DAΦNE are expected to give
much better accuracy [65] in the threshold region, allowing for a detailed comparison be-
tween various theoretical proposals. In light of this, we will give elsewhere a comprehensive
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analysis of the phase shifts near threshold as they follow from our exact (expanded) re-
sults, in comparison with one-loop chiral perturbation theory, dispersion methods and the
data [63].
18.6. Fusion Process : γγ → ππ
A sixth consequence of our assumptions is the fusion process γγ → ππ. Specifically,
consider γ(q1)γ(q2) → π(k1)π(k2) in the gauge where the photon polarisabilities satisfy
the condition ǫµ(qi)q
µ
j = 0, with i, j = 1, 2. The Mandelstam variables are
s = (q1 + q2)
2 = 2q1 · q2
t = (q1 − k1)2 = m2pi − 2q1 · k1
u = (q1 − k2)2 = m2pi − 2q1 · k2 (303)
Throughout q21 = q
2
2 = 0 and p
2
1 = p
2
2 = m
2
pi. The case of one or two tagged photons will
not be discussed here. Contracting the photon polarisations with (218-221) and using the
mass shell conditions give
+iǫ1 · ǫ2
(
ǫbceǫeda + ǫbdeǫeca
)
+4iǫ1 · ǫ2
(
1
u−m2pi
ǫbcfǫfda +
1
t−m2pi
ǫbdf ǫfca
)
+
1
2f 2pi
ǫµ1ǫ
ν
2(k2 − k1)βǫabg
∫
d4yd4ze−iq1·y−iq2·z < 0|T ∗
(
Vcµ(y)V
d
ν(z)V
g
β(0)
)
|0 >
+
1
f 2pi
ǫµ1ǫ
ν
2k
α
1 k
β
2
∫
d4yd4z1d
4z2e
−iq1·y+ik1·z1+ik2·z2
× < 0|T ∗
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(y)V
d
ν(0)
)
|0 >
− 1
fpi
m2piδ
abǫµ1ǫ
ν
2
∫
d4yd4ze−iq1·y−iq2·z < 0|T ∗
(
Vcµ(y)V
d
ν(z)σˆ(0)
)
|0 > (304)
We observe that on-shell the a1 contribution through < jAjA > drops. The first and
second term in (304) are the seagull and Born terms respectively. Typical contributions
to the remaining correlators in (304) are shown in Fig. 7. To estimate the various vacuum
correlators entering (304) we will use our one loop effective action.
To one-loop, the contribution to the three-point vector correlator < VVV > contains
a divergent part given by c1 and a finite part. Using (240) we have
< 0|T ∗
(
Vcµ(y)V
d
ν(y)V
e
ρ(z)
)
|0 >= −c1gµνǫcdeδ4(x− z)∂ρδ4(y − z)
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+c1gµνǫ
cdeδ4(y − z)∂ρδ4(x− z)
+ǫcde
∫
d4p
(2π)4
∫
d4q
(2π)4
eiq·x−ip·y−i(q−p)·zJµνρ(q, p)
(305)
with
Jµνρ(q, p) = i
∫
d4k
(2π)4
(
1
k2 −m2pi + i0
1
(k + q)2 −m2pi + i0
1
(k + p)2 −m2pi + i0
×(2kµ + qµ)(2kν + pν)(2kρ + (q − p)ρ) + counterterms
)
(306)
The one-loop contribution to the three-point correlator < VVσˆ > in (304) is finite
since the divergences in Fig. 6b and Fig. 6c cancel out. Thus
< 0|T ∗
(
Vcµ(x)V
d
ν(y)σˆ(z)
)
|0 >conn.=
+
2
fpi
δcdgµνδ
4(x− y)
∫
d4q
(2π)4
e−iq·(y−z)J (q2)
+
2
fpi
δcd
∫
d4p
(2π)4
∫
d4q
(2π)4
eiq·x−ip·y−i(q−p)·zJµν(q, p) (307)
where J (q2) is given by (271-272) and Jµν(q, p) is defined by
Jµν(q, p) = i
∫ d4k
(2π)4
(
1
k2 −m2pi + i0
1
(k + q)2 −m2pi + i0
1
(k + p)2 −m2pi + i0
×(2kµ + qµ)(2kν + pν)− (q = p = 0)
)
(308)
Finally, the four-point function < jAjAVV > is also finite by the same argument as
above, since sˆ = s1− aµaµ. Thus, to one-loop
< 0|T ∗
(
jaAα(z1)j
b
Aβ(z2)V
c
µ(x)V
d
ν(y)
)
|0 >conn.=
−i
(
2δabδcd + δacδbd + δadδbc
)
gµνgαβ
×δ4(x− y)δ4(z1 − z2)
∫
d4q
(2π)4
e−iq·(y−z1)J (q2)
−i
(
2δabδcd + δacδbd + δadδbc
)
gαβδ
4(z1 − z2)
×
∫ d4p
(2π)4
∫ d4q
(2π)4
e+iq·x−ip·y−i(q−p)·z1Jµν(q, p) (309)
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Inserting (305,307,309) into (304) and performing the Fourier transforms yield
+iǫ1 · ǫ2
(
ǫbceǫeda + ǫbdeǫeca
)
+4iǫ1 · k1ǫ2 · k2
(
1
u−m2pi
ǫbcfǫfda +
1
t−m2pi
ǫbdf ǫfca
)
+
1
2f 2pi
ǫabgǫcdg
(
ic1ǫ1 · ǫ2(t− u) + ǫµ1ǫν2(k2 − k1)βJµνβ(q1,−q2)
)
− i
2f 2pi
(s− 2m2pi)
(
2δabδcd + δacδbd + δadδbc
)(
ǫ1 · ǫ2J (s) + ǫµ1ǫν2Jµν(q1,−q2)
)
− 2i
f 2pi
m2piδ
abδcd
(
ǫ1 · ǫ2J (s) + ǫµ1ǫν2Jµν(q1,−q2)
)
(310)
Using the results of Appendix F, we have
+ǫµ1ǫ
ν
2Jµν(q1,−q2) = 2ǫ1 · ǫ2 K(s) (311)
and
+ǫµ1ǫ
ν
2(k2 − k1)βJµνβ(q1,−q2) = −2iǫ1 · ǫ2(t− u)H(s) (312)
Thus,
+iǫ1 · ǫ2
(
ǫbceǫeda + ǫbdeǫeca
)
+4iǫ1 · k1ǫ2 · k2
(
1
u−m2pi
ǫbcfǫfda +
1
t−m2pi
ǫbdf ǫfca
)
+
1
2f 2pi
ǫ1 · ǫ2(t− u)ǫabgǫcdg
(
c1 − 2H(s)
)
− i
2f 2pi
ǫ1 · ǫ2(s− 2m2pi)
(
2δabδcd + δacδbd + δadδbc
)(
J (s) + 2K(s)
)
− 2i
f 2pi
ǫ1 · ǫ2m2piδabδcd
(
J (s) + 2K(s)
)
(313)
The explicit form of J (s), K(s) and H(s) are given in Appendix F.
• γγ → π0π0
For the neutral fusion process γγ → π0π0 the first (seagull), second (Born) and third
terms in (313) drop and the contracted amplitude reduces to
Tγγ→pi0pi0 = −2ie
2
f 2pi
ǫ1 · ǫ2
(
J (s) + 2K(s)
)
(s−m2pi) (314)
75
Using s ≥ 4m2pi
− 16π2
(
J (s) + 2K(s)
)
= 1 +
m2pi
s
(
ln
(√s−√s− 4m2pi√
s +
√
s− 4m2pi
)
+ iπ
)2
(315)
we finally obtain
Tγγ→pi0pi0 = − 2ie
2
16π2f 2pi
ǫ1 · ǫ2(s−m2pi)
(
1 +
m2pi
s
(
ln
(√s−√s− 4m2pi√
s+
√
s− 4m2pi
)
+ iπ
)2)
(316)
in agreement with the result derived using one-loop chiral perturbation theory without
kaon loops [43].
The differential cross section for the neutral fusion process follows from (316) in the
following form
(
dσ
dΩ
)
γγ→pi0pi0
=
α2βV
4s
|mpi
2α
α0pi(s)s|2 (317)
with a neutral polarisation function for the fusion process given by
α0pi(s) =
α
8π2mpif 2pi
(
m2pi
s
− 1
)(
1 +
m2pi
s
(
ln
(√s−√s− 4m2pi√
s+
√
s− 4m2pi
)
+ iπ
)2)
(318)
Here βV βV is the pion velocity in the CM frame.
• γγ → π+π−
For the charged fusion process γγ → π+π− the seagull and Born terms in (313)
contribute. The final contracted amplitude is
Tγγ→pi+pi− = −2ie2ǫ1 · ǫ2
(
1− s
32π2f 2pi
(
1 +
m2pi
s
(
ln
(√s−√s− 4m2pi√
s+
√
s− 4m2pi
)
+ iπ
)2))
−4ie2ǫ1 · k1ǫ2 · k2
(
1
t−m2pi
+
1
u−m2pi
)
(319)
This result is different from the result obtained from one-loop chiral perturbation theory
[43].
The differential cross section for the charged fusion process follows from (319) in the
following form
(
dσ
dΩ
)
γγ→pi+pi−
=
α2βV
4s
(
+|1 + mpi
2α
α±pi (s)s|2
+|B+ mpi
2α
α±pi (s)s|2
)
(320)
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with a charged polarisation function for the fusion process given by
α±pi (s) = −
α
16π2mpif 2pi
(
m2pi
s
− 1
)(
1 +
m2pi
s
(
ln
(√s−√s− 4m2pi√
s+
√
s− 4m2pi
)
+ iπ
)2)
(321)
and a Born contribution
B = −1 + 2sm
2
pi
(t−m2pi)(u−m2pi)
(322)
18.7. Compton Scattering : γπ → γπ
The one-loop Compton scattering amplitudes follow from the one-loop fusion ampli-
tudes by crossing s→ t in the region t ≤ 0.
• γπ0 → γπ0
The differential cross section for the neutral Compton process is
(
dσ
dΩ
)
γpi0→γpi0
=
m2pi
4s
|α0pi(t)t|2 (323)
with again
α0pi(t) =
α
8π2mpif 2pi
(
m2pi
t
− 1
)(
1 +
m2pi
t
ln2
(√t−√t− 4m2pi√
t +
√
t− 4m2pi
))
(324)
For t ≤ 0 the logarithm in (324) may be Taylor expanded
ln2
(√t−√t− 4m2pi√
t+
√
t− 4m2pi
)
= − t
m2pi
− 1
12
(
t
m2pi
)
+O
((
t
m2pi
)3)
(325)
Inserting (325) into (324) yields the neutral pion polarisabilities at t = 0,
α0pi = −β0pi = α0pi(0) = −
α
96π2mpif 2pi
= −0.49 10−4 fm3 (326)
in agreement with the result obtained in the context of one-loop chiral perturbation theory
[66]. In the latter, the kaon loops do not not contribute at threshold. The result (326)
is to be compared with two existing measurements |α0pi(exp)| = (0.69± 0.07± 0.04) 10−4
fm3 [66] and |α0pi(exp)| = (0.8± 2.0) 10−4 fm3 [67]. The first empirical value relies on the
high statistics data from MARK II at SLAC [46], and appears to be more reliable than
the second one.
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• γπ± → γπ±
The differential cross section for the charged Compton process is
(
dσ
dΩ
)
γpi±→γpi±
=
α2
2s
(
+|1 + mpi
2α
α±pi (t)t|2
+|B+ mpi
2α
α±pi (t)t|2
)
(327)
with a charged polarisation function for the charged Compton process given by (321) with
s→ t, and a Born contribution
B = −1 + 2tm
2
pi
(s−m2pi)(u−m2pi)
(328)
From (321) with s → t and the Taylor expansion (325) we conclude that the one-loop
pion charge polarisabilities vanish
α±pi = −β±pi = α±pi (t = 0) = 0 (329)
This result is to be compared with the one-loop chiral perturbation theory result α± = 2.7
10−4 fm3 [48, 52], and the following three empirical results
α+pi (exp) = (20± 12) 10−4 fm3
α+pi (exp) = (6.8± 1.4± 1.2) 10−4 fm3
α+pi (exp) = (2.2± 1.6) 10−4 fm3 (330)
from [68], [69] and [66] respectively. The last measurement follows from the high statistics
data of the MARK II collaboration at SLAC using γγ → π+π−.
The result (329) appears to be compatible with the vanishing of the axial structure
form factor (263) in π → eνγ to one-loop, and thus γ = 0. The possible relationship
between γ and the electric pion polarisability was first suggested by Terentev using the
soft pion limit [48]. From (263) and (231) it appears that the correspondence implied by
the soft pion limit does not hold in general.
We note that the non-vanishing of the axial form factor in one-loop chiral perturbation
theory through the combination of parameters L9 + L10 6= 0 [66, 52], is also what makes
the charged pion electric polarisability nonzero. We have already indicated above that
to one-loop the axial form factor (263) vanishes. The axial correlator does not acquire
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a transverse part, and a priori does not need to be renormalized, thus the consistency
of our two-parameter effective action. The finite a1 ∼ 3π contribution is expected at
two-loops and higher.
Given the large discrepancies in the extracted polarisabilities quoted above, we cannot
conclude whether our estimates for the neutral or charged pion electric polarisabilities, rule
in or out the two-parameter one-loop effective action we have suggested. The forthcoming
measurements of the pion electric polarisabilities at FERMILAB are therefore welcome.
19. Discussion
We have set up a general framework for analyzing the consequences of chiral SU(2)×
SU(2) for both QCD and the nonlinear sigma model. Our derivation in section 4 shows
that the main results (53,104,105) are simply restatements of the the symmetry conditions
(68-69) subject to the boundary conditions (56-57). The latter in turn are equivalent to
< 0|Aaµ(x)|πb(p) >= ifpipµδabe−ip·x (331)
given the absence of stable axial vector mesons or other stable pseudoscalars. Hence any
result which is a consequence of symmetry and (331) as well as general principles such as
unitarity and causality is contained in (53,104,105) plus general principles. We are then
justified in calling them master formulas. The subsequent exact formulas we have derived
prior to any expansion, encompass both the results of few-loops chiral perturbation theory,
dispersion relations or models. They provide important insights to low energy processes
at and beyond threshold. They form the core results of this paper.
The only other non-trivial assumption in our work is power counting in 1/fpi. This
counting is not without problems. Indeed, it is known that the GOR relation (234)
gives rise to the UA(1) problem. It also gives a non-zero contribution to the cosmological
constant, which must be subtracted one way or another. However, if a subtraction is
made, there is no guarantee that the relation will remain operationally meaningful.
The various analyses of sections 5-12 show that the standard results of current alge-
bra (Goldberger-Treiman, Tomozawa-Weinberg, Adler-Weisberger) as well as results on
πN → ππN , γN → ππN , πN → πγN , γN → πN and others do not provide tests of
(234), since < 0|σˆ|0 > appears only in disconnected pieces and gets canceled. The Wein-
berg sum rules or other high-energy results are also insensitive to (234), since free quark
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theory or perturbative QCD do not give rise to symmetry breaking in the chiral limit.
Therefore, a test of (234) must rely on the on- and off-shell radiative decay π → eνγ of
the pion, γγ → ππ fusion, γπ → γπ, or ππ scattering within the present framework 3.
We may note that a few authors [55] have advocated an alternative scenario of chiral
symmetry breaking without the GOR relation (234) and a corresponding generalization of
chiral perturbation theory [70]. However, we have been unable so far to find an expansion
scheme within our framework that is compatible with this alternative.
In any event, there is no doubt that the 1/fpi counting we have assumed is valid for
the non-linear sigma model, so we may compare our results with the work of Gasser and
Leutwyler [8], who also start with the nonlinear sigma model coupled to external fields. At
one-loop level ten parameters : l1, ..., l7 and h1, ..., h3 are then introduced. Among these,
l7 and h3 refer to the densities qiγ5q and qτ
aq , both of which are associated with isospin
breaking that we have ignored. The parameters h1 and h2 do not enter the expression for
physical quantities. Overall, only six parameters are left to compare with. The general
analysis of one-loop effects in Appendix E is overall compatible with this result. However,
we arrive at some different conclusions. In particular, we find that chiral symmetry does
not impose any constraints on ππ scattering at one-loop level other than those already
given by unitarity, causality and the tree result (173), and that all six parameters can be
extracted from pionic data without recourse to SU(3) or other considerations. Also, there
are unresolved issues in the approach suggested by Gasser and Leutwyler, as we discuss
in Appendix G. Finally, since the approach we suggested in section 18 makes use of only
two parameters, a discussion is now needed.
The point is that we are not necessarily forced to entertain the most general possibility
that is compatible with unitarity, causality and (broken) chiral symmetry. A good example
is conventional renormalization theory. Nothing in the general principles of causality,
unitarity and so on forbids the introduction of non-renormalizable counterterms in a
renormalizable theory (at least within a perturbative context), but this is not ordinarily
done.
Similarly, while we pay due respect to unitarity, causality and chiral symmetry, we
may attempt to do so with a minimal number of free parameters. In particular, while
3A possible alternative framework would be the QCD sum rules. However, they suffer from precision
statements and also face the same problem with the cosmological constant.
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the master formulas and the results that follow from it are quite general as we have
seen, the one-loop effective action of section 18 was subjected to the maximum number
of constraints that could reasonably be imposed. These assumptions were theoretically
motivated by simple power counting, and simplified solutions. The major outcome of
these assumptions was the GOR relation and the KSFR relation, giving a motivation a
posteriori. Also we found that in the on-shell radiative decay π → eνγ, the ratio γ (of the
two structure dependent axial and vector currents) vanishes, that in the off-shell radiative
decay the axial structure form-factor R is consistent with the soft pion result, and that
the pion polarisabilities are α0pi = −β0pi = −0.49 104 fm3 and α±pi = −β±pi = 0. The overall
uncertainties in the present measurements of these low-energy parameters, do not allow
for a definite assessment of our new one-loop effective action. Better measurements are
therefore called for.
A feature of our approach which deserves attention is that processes involving nucle-
ons could be discussed as well as purely pionic processes, in contrast with some other
approaches. Moreover, the effects of the vector mesons are unambiguously accounted for.
Also, unlike chiral perturbation theory, it is unnecessary to start from the chiral limit,
once the explicit symmetry breaking term is given. This has allowed us to bypass the is-
sue of chiral logarithms associated with vanishing energy denominators. While such terms
are theoretically interesting and serve as useful checks, their appearance is cumbersome if
the goal is to derive relations between experimentally measurable quantities. Finally, one
aspect of current algebra which is clear from our derivation but not chiral perturbation
theory is that the exact formulas of current algebra alone actually do not constitute a
test of the idea that pions are Nambu-Goldstone bosons in the chiral limit. Indeed, the
formulas are valid even if fpi → 0 or ∞ as mpi → 0. It is only when extra assumptions
such as the possibility of a loop expansion are introduced that the nature of the chiral
limit becomes relevant.
We may also note that in our approach, we could work with finite equations, once it
is known that renormalization does not spoil the current conservation equations through
anomalies. In section 18, we have adopted a conventional analysis in terms of divergent
diagrams, but this could also be avoided in principle since (235) is a finite equation.
In particular, for ordinary scalar theories our approach correctly handles overlapping
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divergences at the two-loop level [14]. Thus, a two-loop calculation in our scheme is
feasible. In fact, it is not difficult to write down the required equations as shown in
Appendix H. We hope to give a detailed account of these equations in the future.
Finally, we would like to point out that there is in principle no difficulty in incorporat-
ing isospin breaking effects into our framework. However, a quantitative analysis requires
the consideration of competing electromagnetic effects, so we will not pursue this point
here. Given the interest in threshold low energy processes beyond leading order, it is
desirable that the present formalism be extended so as to include baryon dynamics. This
and related issues are currently under investigation.
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Appendix A : Quantum Field Theory minus Feynman Streamlined
The advantages of working with the Peierls formula for the commutator (24-26) has
been emphasized by DeWitt [71]. Here, we shall list some further applications of the
Schwinger-Peierls-Bogoliubov relations (12-13,20-30).
One case is when the system is in some pure or mixed state in the remote past, in
which case we immediately obtain the generalized Green-Kubo formula
δ
δvνb(y)
〈Vaµ(x)〉 = i〈R∗
[
Vaµ(x),V
b
ν(y)
]
〉 (332)
where 〈 〉 denotes the ensemble average.
Another case arises if we introduce a c-number source following Schwinger4
I[φ]→ I[φ] +
∫
d4x J(x)φ(x) (333)
We then have
φ(x) = −iS†[J ]
(
δS[J ]
δJ(x)
)
. (334)
We further assume that
φ(x)→ φin,out(x) x0 → ∓∞ (335)
so that we have the Yang-Feldman equations
φ(x) = φin(x) +
∫
d4y∆R(x− y)j(y)
= S†[J ]φin(x)S[J ] +
∫
d4y∆A(x− y)j(y) (336)
j(x) =
(
− ✷−m2
)
φ(x). (337)
Combining (334-337) as in (89-90) and (103-105), yields
[
ain(k),S[J ]
]
= −
∫
d4yeik·y
(
−✷−m2
)
δS
δJ(y)
(338)
[
S[J ], a†in(k)
]
= −
∫
d4ye−ik·y
(
− ✷−m2
)
δS
δJ(y)
. (339)
4Schwinger has subsequently criticised the use of field operators. However, unitarity and causality of
the S-matrix in the presence of a c-number source imply the existence of local field operators, as we have
seen.
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Iteration then gives the generalized WLSZ formula
[
...
[[
S[J ], a†in(k1)
]
a†in(k2)
]
...a†in(kn)
]
= (−1)n
∫
d4y1...d
4yne
−ik1·y1−...−ikn·yn
(
−✷1 −m2
)
...
(
− ✷n −m2
)
δnS[J ]
δJ(y1)...δJ(yn)
= (−i)n
∫
d4y1...d
4yne
−ik1·y1...−ikn·yn
(
− ✷1 −m2
)
...
(
− ✷n −m2
)
S[J ]T ∗
(
φ(y1)...φ(yn)
)
.
(340)
We may also consider the case when the action splits into a free part and an interacting
part
I[φ] = Ifree[φ] +
∫
d4x gLint(φ(x)). (341)
Following Gell-Mann and Low we take g to be variable
I[φ]→ Ifree[φ] +
∫
d4x g(x)Lint(φ(x)). (342)
We then have
δnS[g]
δg(x1)...δg(xn)
= (+i)nS[g]T ∗
(
Lint(φ(x1))...Lint(φ(xn))
)
. (343)
Expansion in a formal power series gives the Lagrangian version of Dyson’s formula
S[g] =
∞∑
n=0
in
n!
∫
d4x1...d
4xn g(x1)...g(xn) T
∗
(
Lint(φin(x1))....Lint(φin(xn))
)
. (344)
We may further combine (333) and (342) to obtain the Gell-Mann-Low formula
T ∗
(
φ(x1)...φ(xm)
)
J=0
= S†[g]
∞∑
n=0
in
n!
∫
d4y1...d
4yn g(y1)...g(yn)
T ∗
(
φin(x1)...φin(xm)Lint(φin(y1))...Lint(φin(yn)
)
. (345)
Another possibility is to use DeWitt’s background field method as discussed by one of us
[14].
Appendix B : Dirac’s Terminology
In this Appendix we introduce some terminology in relation to the constraint problem
discussed in section 3. Let M be the subspace of the functions (v, a, J) defined by (34).
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Following Dirac, we will call an equation weak if it holds onM but not necessarily in its
neighborhood, and denote it by ≈. An equation will be called strong if it holds in some
neighborhood of M, and will be denoted by =. Since the gradient of the constraint
(
δ
δvaµ(x)
(fpi∇νaν − J)b(y), δ
δaaµ(x)
(fpi∇νaν − J)b(y), δ
δJa(x)
(fpi∇νaν − J)b(y)
)
=
(
− fpiǫabcaµc(x)δ4(x− y),−fpiδab∂µδ4(x− y) + fpiǫabcvµc(x)δ4(x− y),−δabδ4(x− y)
)
(346)
is nonvanishing, its components define a set of normals onM. A vector with the compo-
nents (ξaµ, η
a
µ, ζ
a) is tangent to M if and only if
∫
d4x
(
ξaµ(x)
δ
δvaµ(x)
+ ηaµ(x)
δ
δaaµ(x)
+ ζa(x)
δ
δJa(x)
)
(fpi∇µaµ − J)b(y) =
− fpi(aµξµ)b(y) + fpi(∇µηµ)b(y)− ζb(y) (347)
vanishes at least weakly. Following the mathematical literature, we will identify a vector
with the first order linear differential operator
X =
∫
d4x
(
ξaµ(x)
δ
δvaµ(x)
+ ηaµ(x)
δ
δaaµ(x)
+ ζa(x)
δ
δJa(x)
)
. (348)
The condition for X to be a tangent vector is then simply given by
X(fpi∇µaµ − J) ≈ 0. (349)
An example of a tangent vector is
TaV (x) = X
a
V (x) + J
ac(x)
δ
δJc(x)
(350)
which is the generator of local isospin transformations in the extended space (v, a, J)
[
TaV (x),T
b
V (y)
]
= −ǫabcTcV (y)δ4(x− y) . (351)
Now suppose that f is a functional defined on M, and f (1) and f (2) two smooth
extensions to its neighborhood. Since (346) is nonvanishing, we may write
f (1) − f (2) =
∫
d4yλb(y)(fpi∇νaν − J)b(y) (352)
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so that
Xf (1) −Xf (2) ≈
∫
d4yλb(y)X(fpi∇νaν − J)b(y). (353)
It follows that Xf is well defined if X is a tangent vector. On the other hand, individual
partial derivatives are only defined up to the following shifts
δf
δvaµ(x)
→ δf
δvaµ(x)
+ fpi(a
µλ)a(x)
δf
δaaµ(x)
→ δf
δaaµ(x)
− fpi(∇µλ)a(x)
δf
δJa(x)
→ δf
δJa(x)
− λa(x). (354)
We observe that λ plays the role of a Lagrange multiplier associated with the constraint
(34). Time-ordered and retarded products of the original currents Vaµ and A
a
µ may be
obtained by applying the tangent vectors
δ
δvaµ(x)
+ fpia
µac(x)
δ
δJc(x)
δ
δaaµ(x)
− fpi∇µac(x) δ
δJc(x)
(355)
to (36-38).
Appendix C : Four Dimensional Gell-Mann Algebra
The case for which the Dirac’s constraint problem can be solved explicitly is of some
interest. Consider the case of only left handed external fields, vaµ = −aaµ = waµ/2 and
Ja = 0. The Veltman-Bell equation reads
∇µLLµ = 0 Lµ =
1
2
(
Vµ −Aµ
)
(356)
where ∇µL = ∂µ + wµ. For the nonlinear sigma model, Laµ is the Sugawara current [72].
The constraint ∂αwα = 0 may be solved as
waα = ∂
µW aµα W
a
µα = −W aαµ (357)
The appearance of antisymmetric tensor fields is natural within the context of the non-
linear sigma model [73]. This point was the starting point of our early investigation [39]5.
5However, the treatment of Laµ given there is incorrect.
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We have
∂µLν − ∂νLµ = −2 δI
δW µν
= +2iS† δS
δW µν
(358)
with the asymptotic conditions
Lµ(x)→ fpi
2
∂µπin,out(x) (x0 → ∓∞)
∂µLν(x)− ∂νLµ(x)→ 0 (x0 → ∓∞) (359)
Eqn. (358) may be solved for Laν by first imposing the Fock-Schwinger condition
xνLaν = 0. Multiplying by x
µ then gives
xµ∂µL
a
ν + L
a
ν = 2iS† xµ
δS
δW aµν
(360)
Alternativaly, one may employ the Poincare lemma construction. Either way, the result
is
Laν(x) = +
fpi
2
∂νφ
a(x) + 2iS†
∫ x
0
dξµ
δS
δW aµν(ξ)
(361)
where the line integral is over a straight path from 0 to x. Substituting into the Veltman-
Bell equation (356) gives
−∇µL∂µφa(x) = +
4i
fpi
S†∇νL
∫ x
0
dξµ
δS
δW aµν(ξ)
(362)
Introducing the retarded and advanced Green’s functions
−∇µL∂µGR(x, y) = δ4(x− y) 1 (363)
and solving under (359) yield
φa(x) = +
∫
d4z
(
1 +GR,Aw
µ∂µ
)ac
(x, z) πcin , out(z)
+
4i
fpi
S†
∫
d4zGacR,A(x, z)∇κ ceL (z)
∫ z
0
dξα
δS
δW eακ(ξ)
(364)
Hence
S†πain(x)S = πaout(x)
= +
∫
d4z
((
1 +GAw
µ∂µ
)−1(
1 +GRw
ν∂ν
))ac
(x, z)πcin(z)
+
4i
fpi
S†
∫
d4z
((
1 +GAw
µ∂µ
)−1
G
)ac
(x, z)∇κ ceL (z)
∫ z
0
dξα
δS
δW eακ(ξ)
(365)
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where G = GR −GA, and
Laµ(x) = +
fpi
2
∂
∂xµ
∫
d4z
(
1 +GAw
µ∂µ
)ac
(x, z)πcout(z)
+2iS†
∫ x
0
dξα
δS
δW aαµ(ξ)
+2iS† ∂
∂xµ
∫
d4zGacA (x, z)∇κ ceL (z)
∫ z
0
dξα
δS
δW eακ(ξ)
(366)
The commutator of two currents may be computed from (365, 366) by noting that
δGR,A = GR,A δw
µ∂µGR,A (367)
and
[
πout,S†δS
]
= δπout
= +
2
fpi
(
1 +GAw
µ∂µ
)−1
GδwαLα
+
4i
fpi
(
1 +GAw
µ∂µ
)−1
G∇κ
∫
dξµδ
(
S† δS
δW µκ(ξ)
)
(368)
We find
[
Laµ(x),L
b
ν(y)
]
= −i ∂
∂xµ
∫ y
0
dηβGac(x, η)
←
∂
∂ηβ
ǫcbeLeν(η)
+i
∂
∂xµ
∫ y
0
dηβGac(x, η)
←
∂
∂ην
ǫcbeLeβ(η)
−i ∂
∂xµ
∫ y
0
dηβGac(x, η)ǫcbe
(
∂βL
e
ν − ∂νLeβ
)
(η)
−4 ∂
∂xµ
∫
d4zGacR (x, z)∇κceL (z)
∫ z
0
dξα
∫ y
0
dηβ
× δ
δW bβν(η)
(
S† δS
δW eακ(ξ)
)
+4
∂
∂xµ
∫
d4zGacA (x, z)∇κceL (z)
∫ z
0
dξα
∫ y
0
dηβ
× δ
δW eακ(η)
(
S† δS
δW bβν(ξ)
)
−i ∂
∂xµ
∂
∂yν
∫
d4z′GbdA (y, z
′)∇λdfL (z′)
∫ z′
0
dηβ
×Gac(x, η)
←
∂
∂ηβ
ǫcfgLgλ(η)
+i
∂
∂xµ
∂
∂yν
∫
d4z′GbdA (y, z
′)∇λdfL (z′)
∫ z′
0
dηβ
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×Gac(x, η)
←
∂
∂ηλ
ǫcfgLgβ(η)
−i ∂
∂xµ
∂
∂yν
∫
d4z′GbdA (y, z
′)∇λdfL (z′)
∫ z′
0
dηβ
×Gac(x, η)ǫcfg
(
∂βL
g
λ − ∂λLgβ
)
(η)
−4 ∂
∂xµ
∫
d4zGacR (x, z)∇κceL (z)
∫ z
0
dξα
× ∂
∂yν
∫
d4z′GbdA (y, z
′)∇λdfL (z′)
∫ z′
0
dηβ
× δ
δW bλη(η)
(
S† δS
δW eακ(ξ)
)
−
(
x µ a↔ y ν b
)
+
f 2pi
4
∂
∂xµ
∂
∂yν
Gab(x, y)
−4
∫ x
0
dξα
∫ y
0
dηβ
[
S† δS
δW aαµ(ξ)
,S† δS
δW bβν(η)
]
(369)
This may be regarded as a four dimensional extension of the Gell-Mann algebra. Unfor-
tunately, locality is not manifest in (369).
Appendix D : Commutation Relations and Characteristic Curves
This Appendix describes some consistency checks and reformulations of the master
equations. We first note that the retarded version of (89) allows us to calculate the
retarded commutators involving π. Using (91), we find
δπ = +GR
(
δK
)
π −GRδJ +GR
(
∇µaµ − J/fpi
)
+GR
(
∇µδaµ + δvµaµ − 1
fpi
δJ
)
σˆ
− 1
fpi
GR
(
δvµjAµ + δa
µjV µ +∇µδjAµ + aµδjV µ
)
. (370)
Hence
R∗
[
πa(x), jbAβ(y)
]
= −i δπ
a(x)
δaβb(y)
= +iGacR (x, y)a
cd
β (y)ǫ
dbeπe(y) + i∇bcβ (y)
(
GacR (x, y)σˆ(y)
)
+
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(x′), jbAβ(y)
]
89
+
i
fpi
GacA (x, y)ǫ
cbd
(
jbV β(y) + fpia
de
β (y)π
e(y)
)
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)R∗
[
jdAα(x
′), jbAβ(y)
]
+aαcd(x′)R∗
[
jdV α(x
′), jbAβ(y)
])
(371)
R∗
[
πa(x), jbV β(y)
]
= −i δπ
a(x)
δvβb(y)
= +iGacR (x, y)
( ←
∂
∂yβ
ǫcbd − vceβ (y)ǫebd
)
πd(y)
+iGacR (x, y)a
cb
β (y)σˆ(y)
+
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(x′), jbV β(y)
]
+
i
fpi
GacR (x, y)ǫ
cbd
(
jdAβ(y)− fpi∇deβ (y)πe(y)
)
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)R∗
[
jdAα(x
′), jbV β(y)
]
+aαcd(x′)R∗
[
jdV α(x
′), jbV β(y)
])
(372)
R∗
[
πa(x), σˆ(y)
]
= − i
fpi
δπa(x)
δs(y)
= − i
fpi
GacR (x, y)π
c(y)
+
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(x′), σˆ(y)
]
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)R∗
[
jdAα(x
′), σˆ(y)
]
+aαcd(x′)R∗
[
jdV α(x
′), σˆ(y)
])
(373)
R∗
[
πa(x), πb(y)
]
= −iδπ
a(x)
δJ b(y)
= +iGacR (x, y) +
i
fpi
GabR (x, y)σˆ(y)
+
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(x′), πb(y)
]
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)R∗
[
jdAα(x
′), πb(y)
]
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+aαcd(x′)R∗
[
jdV α(x
′), πb(y)
])
(374)
which are consistent with causality.
On the other hand, the advanced version of (89) and (103) allow us to calculate the
full commutators. We may write (103) as
πout = +πin + G˜Kπin
−G˜J + G˜
(
∇µaµ − J/fpi
)
σˆ
− 1
fpi
G˜
(
∇µjAµ + aµjV µ
)
(375)
where
G˜ =
(
1 +GAK
)−1
G = ∆
(
1 +KGR
)
(376)
G = GR −GA. (377)
Noting that
δG˜ = G˜(δK)GR (378)
we find
[
πout, Sˆ†δSˆ
]
= δπout
= +G˜
(
δK
)
π − G˜δJ + G˜
(
∇µδaµ + δvµaµ − δJ/fpi
)
σˆ
+G˜
(
∇µaµ − J
)
δσˆ
− 1
fpi
G˜
(
δvµjAµ + δa
µjV µ +∇µδjAµ + aµδjV µ
)
. (379)
Hence
[
πa(x), jbAβ(y)
]
= +iGac(x, y)acdβ (y)ǫ
dbeπe(y) + i∇bcβ (y)
(
Gac(x, y)σˆ(y)
)
+
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(x′), jbAβ(y)
]
−
∫
d4x′GacA (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
jbAβ(y), σˆ(x
′)
]
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+
i
fpi
Gac(x, y)ǫcbd
(
jdV β(y) + fpia
de
β (y)π
e(y)
)
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)R∗
[
jdAα(x
′), jbAβ(y)
]
+aαcd(x′)R∗
[
jdV α(x
′), jbAβ(y)
])
+
1
fpi
∫
d4x′GacA (x, x
′)
(
∇αcd(x′)R∗
[
jbAβ(y), j
d
Aα(x
′)
]
+aαcd(x′)R∗
[
jbAβ(y), j
d
V α(x
′)
])
(380)
[
πa(x), jbV β(y)
]
= +iGac(x, y)
( ←
∂
∂yβ
ǫcbd − vceβ (y)ǫebd
)
πd(y)
+iGac(x, y)acbβ (y)σˆ(y)
+
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(x′), jbV β(y)
]
−
∫
d4x′GacA (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
jbV β(y), σˆ(x
′)
]
+
i
fpi
Gac(x, y)ǫcbd
(
jdAβ(y)− fpi∇deβ (y)πe(y)
)
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)R∗
[
jdAα(x
′), jbV β(y)
]
+aαcd(x′)R∗
[
jdV α(x
′), jbV β(y)
])
+
1
fpi
∫
d4x′GacA (x, x
′)
(
∇αcd(x′)R∗
[
jbV β(y), jAα(x
′)
]
+aαcd(x′)R∗
[
jbV β(y), j
d
V α(x
′)
])
(381)
[
πa(x), σˆ(y)
]
= − i
fpi
Gac(x, y)πc(y)
+
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(x′), σˆ(y)
]
−
∫
d4x′GacA (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(y), σˆ(x′)
]
− 1
fpi
∫
d4x′GacR (x, x
′)
(
∇αcd(x′)R∗
[
jdAα(x
′), σˆ(y)
]
+aαcd(x′)R∗
[
jdV α(x
′), σˆ(y)
])
+
1
fpi
∫
d4x′GacA (x, x
′)
(
∇αcd(x′)R∗
[
σˆ(y), jdAα(x
′)
]
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+aαcd(x′)R∗
[
σˆ(y), jdV α(x
′)
])
(382)
which are consistent with (371-373) as well as locality. The comparison between the two
also gives
R∗
[
jbAβ(y), π
a(x)
]
= +iGacA (x, y)a
cd
β (y)ǫ
dbeπe(y) + i∇bcβ (y)
(
GacA (x, y)σˆ(y)
)
+
∫
d4x′GacA (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
jbAβ(y), σˆ(x
′)
]
+
i
fpi
GacA (x, y)ǫ
cbd
(
jbV β(y) + fpia
de
β (y)π
e(y)
)
− 1
fpi
∫
d4x′GacA (x, x
′)
(
∇αcd(x′)R∗
[
jbAβ(y), j
a
Aα(x
′)
]
+aαcd(x′)R∗
[
jbAβ(y), j
d
V α(x
′)
])
(383)
R∗
[
jbV β(y), π
a(x)
]
= +iGacA (x, y)
( ←
∂
∂yβ
ǫcbd − vceβ (y)ǫebd
)
πd(y)
+iGacA (x, y)a
cb
β (y)σˆ(y)
+
∫
d4x′GacA (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
jbV β(y), σˆ(x
′)
]
+
i
fpi
GacA (x, y)ǫ
cbd
(
jdAβ(y)− fpi∇deβ (y)πe(y)
)
− 1
fpi
∫
d4x′GacA (x, x
′)
(
∇αcd(x′)R∗
[
jbV β(y), j
d
Aα(x
′)
]
+aαcd(x′)R∗
[
jbV β(y), j
d
V α(x
′)
])
(384)
[
σˆ(y), πa(x)
]
= − i
fpi
GacA (x, y)π
c(y)
+
∫
d4x′GacA (x, x
′)
(
∇µaµ − J/fpi
)c
(x′) R∗
[
σˆ(y), σˆ(x′)
]
− 1
fpi
∫
d4x′GacA (x, x
′)
(
∇αcd(x′)R∗
[
σˆ(y), jdAα(x
′)
]
+aαcd(x′)R∗
[
σˆ(y), jdV α(x
′)
])
.
(385)
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With some further work, we also find
[
πa(x), πb(y)
]
= +iGacR (x, y)−
i
fpi
∫
d4zGacR (x, z)π
c(z)GbdA (y, z)
(
∇µaµ − J/fpi
)d
(z)
+
∫
d4x′d4y′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′)
GbdA (y, y
′)
(
∇µaµ − J/fpi
)d
(y′)R∗
[
σˆ(x′), σˆ(y′)
]
− 1
fpi
∫
d4x′d4y′GacRG
bd
A (y, y
′)
(
∇µaµ − J/fpi
)d
(y′)
×
(
∇αceR∗
[
jeAα(x
′), σˆ(y′)
]
+ aceα (x
′)R∗
[
jeV α(x
′), σˆ(y′)
])
− i
fpi
∫
d4zGbdA (y, z)∇αde(z)
(
GacR (x, z)a
cf
α (z)ǫ
fegπg(z)
)
− i
fpi
∫
d4zGbdA (y, z)(∇α∇α)dc(z)
(
GacR (x, z)σˆ(z)
)
− 1
fpi
∫
d4x′d4y′GacR
(
∇µaµ − J/fpi
)c
(x′)GbdA (y, y
′)
×
(
∇αdeR∗
[
σˆ(x′), jeAα(y
′)
]
+ adeα (x
′)R∗
[
σˆ(y′), jeV α(y
′)
])
− i
f 2pi
∫
d4zGbdA (y, z)∇αde(z)
(
GacR (x, z)ǫ
cef
(
j
f
V α(z) + fpia
fg
α (z)π
g(z)
))
+
1
f 2pi
∫
d4x′d4y′GacR (x, x
′)GbdA (y, y
′)
(
∇αce(x′)∇βdf (y′)R∗
[
jeAα(x
′), jfAβ(y
′)
]
+aαce(x′)∇βdf (y′)R∗
[
jeAα(x
′), jfV β(y
′)
]
+∇αce(x′)aβdf (y′)R∗
[
jeAα(x
′), jfV β(y
′)
]
+aαce(x′)aβdf (y′)R∗
[
jeV α(x
′), jfV β(y
′)
])
− i
fpi
∫
d4zGbdA (y, z)a
αde(z)
(
GacR (x, z)
( ←
∂
∂zα
ǫcef − vcgα (z)ǫgef
)
πf(z)
)
+
i
fpi
∫
d4zGacR (x, z)G
bd
A (y, z)(a
αaα)
cd(z)σˆ(z)
− i
f 2pi
∫
d4zGacR (x, z)G
bd
A (y, z)a
αde(z)ǫcef
(
j
f
Aα(z)− fpi∇fgα (z)πg(z)
)
+
i
fpi
GabR (x, y)σˆ(x)−
(
x a↔ y b
)
(386)
from (89) and (379), which may be checked to be consistent with (374) and (383-385).
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Time-ordered products may be also computed from
T ∗
(
πa(x)jbAβ(y)
)
= R∗
[
πa(x), jbAβ(y)
]
+ jbAβ(y)π
a(x) (387)
and so on. The results coincide with (92-95).
Another type of commutator appears in connection with integrability. We may define
ΥRO = δO
δJ
− iO
(
1 +GRK
)
πin + iGRJO
− 1
fpi
GR
(
∇µaµ − J/fpi
)
δO
δs
+
1
fpi
GRXAO (388)
ΥAO = δO
δJ
− i
(
1 +GRK
)
πinO + iGAJO
− 1
fpi
GA
(
∇µaµ − J/fpi
)
δO
δs
+
1
fpi
GAXAO (389)
for a general operator O. With some further work, we find
[
ΥaR(x),Υ
b
R(y)
]
O = i
(
δ
δJa(x)
∫
d4y′GbdR (y, y
′)Jd(y′)
)
O
− 1
fpi
(
δ
δJa(x)
∫
d4y′GbdR (y, y
′)
(
∇µaµ − J/fpi
)d
(y′)
)
δO
δs(y′)
+i
1
fpi
O
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′)
δ
δs(x′)
∫
d4y′GbdR (y, y
′)Kde(y′)πein(y
′)
− i
fpi
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′)
×
(
δ
δs(x′)
∫
d4y′GbdR (y, y
′)Jd(y′)
)
O
+
1
f 4pi
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′)
×
(
δ
δs(x′)
∫
d4y′GbdR (y, y
′)
(
∇µaµ − J/fpi
)d
(y′)
)
δO
δs(y′)
− 1
f 2pi
∫
d4x′GacR (x, x
′)
(
∇µaµ − J/fpi
)c
(x′)
×
(
δ
δs(x′)
∫
d4y′GbdR (y, y
′)XdA(y
′)
)
O
− i
fpi
O
∫
d4x′GacR (x, x
′)XcA(x
′)
∫
d4y′GbdR (y, y
′)Kde(y′)πein(y
′)
+
i
fpi
∫
d4x′GacR (x, x
′)
(
XcA(x
′)
∫
d4y′GbdR (y, y
′)Jd(y′)
)
O
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− 1
f 2pi
∫
d4x′GacR (x, x
′)
(
XcA(x
′)
∫
d4y′GbdR (y, y
′)
×
(
∇µaµ − J/fpi
)d
(y′)
)
δO
δs(y′)
+
1
f 2pi
∫
d4x′GacR (x, x
′)
(
XcA(x
′)
∫
d4y′GbdR (y, y
′)
)
XdA(y
′)O
−
(
x a↔ y b
)
+
1
f 2pi
∫
d4x′d4y′GacR (x, x
′)GbdR (y, y
′)
[
XcA(x
′),XdA(y
′)
]
O
−O
[(
1 +GRK
)bd
πdin(y),
(
1 +GRK
)ac
πcin(y)
]
=
1
f 2pi
∫
d4zGacR (x, z)G
bd
R (y, z)
(
Jc(z)ΥdR(z)O
−Jd(z)ΥcR(z)O − ǫcde
(
XeV (z) + J
ef(z)
δ
δJf (z)
)
O
)
. (390)
Similarly,
[
ΥaA(x),Υ
b
A(y)
]
= +
1
f 2pi
∫
d4zGacA (x, z)G
bd
A (y, z)
(
Jc(z)ΥdA(z)O
−Jd(z)ΥcA(z)O − ǫcde
(
XeV (z) + J
ef(z)
δ
δJf (z)
)
O
)
(391)
[
ΥaR(x),Υ
b
A(y)
]
= − 1
fpi
∫
d4zGacR (x, z)G
bd
A (y, z)
(
∇µaµ − J/fpi
)c
(z)ΥdA(z)O
− 1
fpi
∫
d4zGacR (x, z)∇cfµ (z)
×
(
GbdA (y, z)
(
ǫdfgaµge + aµdg(z)ǫgfe
)
ΥeA(z)O
)
+
1
fpi
∫
d4zGacR (x, z)a
cf
µ (z)G
bd
A (y, z)ǫ
dfg∇µge(z)ΥeA(z)O
+
1
fpi
∫
d4zGacR (x, z)a
cf
µ (z)Υ
e
A(z)Oǫefg∇µgd(z)GbdA (y, z)
−
(
x , a , R↔ y , b , A
)
− 1
f 2pi
∫
d4zGacR (x, z)G
bd
A (y, z)ǫ
cde
×
(
XeV (z) + J
ef(z)
δ
δJf (z)
)
O. (392)
We may also check that
[
XaV (x) + J
ac(x)
δ
δJc(x)
,ΥbR,A(y)
]
= −ǫabcδ4(x− y)ΥcR,A(y). (393)
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The eqns. (351, 390-393) imply that the master equations (53, 90) constitute an
integrable system. It follows that the solutions of (53,103) can be consistently extended to
solutions of (53,90). Since the space of external fields and Fock space of πin is topologically
trivial, there should be no global obstruction. Eqns. (371-374, 380-382) then guarantee
that causality and locality are duly maintained.
The linear character of the master formula is further emphasized if we introduce co-
herent states,
aain(k)|α in >= αa(k)|α in >
aa†in (k)|α in >= (2π)32k0
δ
δαa(k)
|α in >
< β in|a†ain (k) = < β in|βa∗(k)
< β in|aain(k) = (2π)32k0
δ
δβa∗(k)
< β in|. (394)
The master formula (90) then reads
δ
δJa(x)
< β in|Sˆ|α in >
−i
∫
d3k
∫
d4yeik·y
(
1 +GRK
)ab
(x, y)
δ
δαa(k)
< β in|Sˆ|α in >
− 1
fpi
∫
d4yGabR (x, y)
(
∇µaµ − J/fpi
)b
(y)
δ
δs(x)
< β in|Sˆ|α in >
+
1
fpi
∫
d4yGabR (x, y)X
b
A(y) < β in|Sˆ|α in > −θaR(x) < β in|Sˆ|α in >= 0 (395)
θaR(x) = +i
∫
d4y
(
1 +GRK
)ab
(x, y)
(
1
(2π)3
∫
d3k
2k0
αb(k)e−ik·y
)
−i
∫
d4yGabR (x, y)J
b(y) (396)
δ
δJa(x)
< β in|Sˆ|α in >
−i
∫
d3k
∫
d4ye−ik·y
(
1 +GAK
)ab
(x, y)
δ
δβa∗(k)
< β in|Sˆ|α in >
− 1
fpi
∫
d4y GabA (x, y)
(
∇µaµ − J/fpi
)b
(y)
δ
δs(x)
< β in|Sˆ|α in >
+
1
fpi
∫
d4y GabA (x, y)X
b
A(y) < β in|Sˆ|α in > −θaA(x) < β in|Sˆ|α in >= 0 (397)
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θaA(x) = +i
∫
d4y
(
1 +GAK
)ab
(x, y)
(
1
(2π)3
∫
d3k
2k0
βb∗(k)e+ik·y
)
−i
∫
d4yGabA (x, y)J
b(y). (398)
These equations can be solved as usual by introducing characteristics. For the retarded
equations (395-396)
dJ b(y, τ)
dτ
= +δ4(x− y)δab
dαb(k, τ)
dτ
= −i
∫
d4ye+ik·y
(
1 +GRK
)ab
(x, y, τ)
ds(y, τ)
dτ
= − 1
fpi
GabR (x, y, τ)
(
∇µaµ − J/fpi
)b
(y, τ)
dacµ(y, τ)
dτ
= +
1
fpi
GabR (x, y, τ)
(
−
←
∂
∂yµ
δbc + vbcµ (y, τ)
)
dvcµ(y, τ)
dτ
= +GabR (x, y, τ)a
bc
µ (y, τ) (399)
where x and a are fixed, and GR(x, y, τ) means that s, a
a
µ and v
a
µ in GR(x, y) are replaced
by their running values. The master formula then simplifies to
< β in|Sˆ[τ1]|α[τ1] in >=< β in|Sˆ[τ0]|α[τ0] in > exp
( ∫ τ1
τ0
dτθaR(x, τ)
)
(400)
and a similar relation for the advanced version. So far, we have been unable to ex-
tract practical information from (399), even though it is a system of ordinary differential
equations. This is to be contrasted with the nonlinear partial differential equation for
operator-valued distributions we started from. Another open issue regarding this formu-
lation is whether any useful information could be extracted in the classical limit.
Appendix E : General Analysis of One-Loop Effects
Let us consider the phase change in the S-matrix Sˆ → Sˆeiα, where α may depend on
the external fields φ = (v, a, s, J). Substitution into the causality condition
δ
δφ(y)
(
Sˆ† δSˆ
δφ(x)
)
= 0 (x  y) (401)
gives
δ2α
δφ(y)δφ(x)
= 0 (x  y). (402)
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By symmetry
δ2α
δφ(y)δφ(x)
= 0 x 6= y (403)
There are two types of solutions to (403). One is a constant plus linear terms in φ. The
constant may be eliminated by the normalization < 0|S|0 >= 1. Terms linear in v, a, J
are forbidden by isospin, whereas translation invariance requires the term linear in s to
be of the form
∫
d4x s(x). (404)
The other type of solution is
∫
d4xP (x) (405)
where P (x) is a polynomial in φ(x) and its derivatives. (404) may then be absorbed into
this case. We also note that the space of φ is topologically trivial, so there should be no
Wess-Zumino type terms which require extra coordinates.
The J dependence is fixed by the master equation (90), so we may set J = 0. We
further assume that the theory contains only two scales fpi and mpi, which should be the
case for QCD with two flavors. Then the P ’s with mass dimension 5 or higher in φ and
its derivatives will be accompanied by powers of 1/fpi times some dimensionless function
h(mpi/fpi). The existence of the chiral limit requires h(0) to be finite, so such terms belong
to higher order in the loop expansion.
The analysis must be modified for QCD with three flavors or the linear sigma model,
which contain an extra mass scale mK or mσ. However, if we assume that the theory is
finite as mK/fpi or g = m
2
σ/2f
2
pi go to zero, the same conclusion applies. It is also possible
that the theory contains a heavy scale M . In that case, we assume that the amplitudes
can be expanded in p/fpi, fpi/M and p/M , where p stands for a typical momentum or a
light mass. If the latter two terms can be ignored, we are back to the same result.
Let us apply our results to Sˆ0. Substitution of Sˆ0 → Sˆ0eiα into (235), gives δα/δJ = 0,
in agreement with the explicit representation (236). As we have seen, it is then sufficient
to consider P ’s with dimension 4 or less in φ = (v, a, s) and its derivatives. Besides local
isospin invariance XV α = 0, G-parity requires a
a
µ to appear in even powers, and parity
forbids the use of the Levi-Civita ǫµνρσ.
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There are no terms with three or four derivatives. Ignoring total divergences, there
are three terms with two derivatives
−c1
4
vµν · vµν
+
c2
2
(∇µaν) · (∇µaν)
+
c3
2
(∇µaµ)2 (406)
since the other combination
+ (∇µaν)(∇νaµ) (407)
reduces to the last term of (406) and (408) below up to a total divergence. There is
essentially one term with one derivative
+
c4
2
ǫabcvaµνa
µbaνc (408)
and six terms with no derivatives
+
c5
4
(aµ · aµ)2 ,
+
c6
4
(aµ · aν)(aµ · aν) ,
+
c7
2
saµ · aµ ,
+
c8
2
s2 ,
+
c9
2
m2piaµ · aµ ,
+c10m
2
pis . (409)
The results of section 18 imply that , < 0|σˆ|0 >, < 0|T ∗(jaAα(x)jbAβ(y))|0 > and
< 0|T ∗(jaAα(x)jbAβ(y)Vcγ(z))|0 > at one-loop level are given entirely by the contact terms
above. Specifically,
< 0|σˆ|0 >= c10m
2
pi
fpi
(410)
< 0|T ∗
(
jaAα(x)j
b
Aβ(y)
)
|0 >= +ic2δab gαβ✷δ4(x− y)
+ic3δ
ab∂α∂βδ
4(x− y)
−ic9δabgαβm2piδ4(x− y) (411)
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< 0|T ∗
(
jaAα(x)j
b
Aβ(y)V
c
γ(z)
)
|0 >= +c2ǫabcgαβδ4(x− z)∂γδ4(y − z)
+c3ǫ
abcgαγδ
4(x− z)∂βδ4(y − z)
+c4ǫ
abcgαγδ
4(x− y)∂βδ4(y − z)
+
(
x, α, a→ y, β, b
)
. (412)
Substitution of (410-411) into (112-113) gives
c10 = c2 + c3 + c9 (413)
while substitution into (190-191) gives
FV (t) = 1− m
2
pi
f 2pi
c9 +
t
2f 2pi
(
c4 − c2 +ΠV (t)
)
+O
(
1
f 4pi
)
. (414)
The normalization condition FV (0) = 1 requires
6
c9 = 0. (415)
Combining with (282) then gives
FV (t) = 1 +
t
2f 2pi
(
(c4 + 2c1)− (c2 + c1) + 1
3
(1− 4m
2
pi
t
)J (t) + 1
72π2
)
+O
(
1
f 4pi
)
. (416)
Substitution of (410-412) into (207) also yields
1
fpi
(
(c4 + 2c1)− 2(c2 + c1)
)(
p · qǫν(q)− ǫ(q) · pqν
)
+O
(
1
f 3pi
)
. (417)
We may also compute other quantities. From (81)
< 0|T ∗
(
Aaµ(x)A
b
ν(y)
)
|0 >= −if 2piδ4(x− y)gµνδab
+ < 0|T ∗
(
jaAµ(x)j
b
Aν(y)
)
|0 >
−fpi ∂
∂xµ
< 0|T ∗
(
πa(x)jbAν(y)
)
|0 >
−fpi ∂
∂yν
< 0|T ∗
(
jaAµ(x)π
b(y)
)
|0 >
+f 2pi
∂
∂xµ
∂
∂yν
< 0|T ∗
(
πa(x)πb(y)
)
|0 > (418)
6It is not clear to us, however, why c9 manages to violate FV (0) = 1.
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and from (92)
< 0|T ∗
(
πa(x)jbAν(y)
)
|0 >= iδab ∂
∂yν
∆R(x− y) < 0|σˆ|0 >
− 1
fpi
∫
d4x′∆R(x− x′) ∂
∂x′α
< 0|T ∗
(
jaAµ(x
′)jbAν(y)
)
|0 > . (419)
Also from (92,95) we have
< 0|T ∗
(
πa(x)πb(y)
)
|0 >= +iδab∆F (x− y) + 2i
fpi
δab∆R(x− y) < 0|σˆ|0 >
+
i
fpi
m2piδ
ab
∫
d4x′∆R(x− x′)∆A(y − x′) < 0|σˆ|0 >
+
i
f 2pi
∫
d4x′d4y′∆R(x− x′)∆A(y − y′)
× ∂
∂x′α
∂
∂y′β
< 0|T ∗
(
jaAα(x
′)jbAβ(y
′)
)
|0 > . (420)
Hence
i
∫
d4xeip·(x−y) < 0|T ∗
(
πa(x)πb(y)
)
|0 >=
−δab 1
p2 −m2pi + i0
+
1
f 2pi
δab(c2 + c3) +O
(
1
f 4pi
)
(421)
i
∫
d4xeip·(x−y) < 0|T ∗
(
Aaµ(x)A
b
ν(y)
)
|0 >= +f 2pigµνδab
−f 2piδab pµpν
1
p2 −m2pi + i0
− c2δab
(
− gµνp2 + pµpν
)
+O
(
1
f 2pi
)
. (422)
The contact term proportional to f 2pigµνδ
ab in (418,422) deserves some comment. The
appearance of such a term is natural in the gauged nonlinear sigma model where the
action is quadratic in aaµ, so that A
a
µ contains a term proportional to a
a
µ,
Aaµ(x) = f
2
pia
a
µ(x) + ... . (423)
However, the appearance of such a term is rather surprising for QCD, where the action
is nominally linear in aaµ. Nevertheless such a term must appear if QCD does what it
is supposed to do, namely generate pions. In particular, the Ward identity in the chiral
limit (31) implies
i
∫
d4xeip·(x−y) < 0|T ∗
(
Aaµ(x)A
b
ν(y)
)
|0 >= f 2piδab
(
gµν − pµpν
p2 + i0
)
+ ... . (424)
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We observe that while the problem is related to the short distance behavior of the time-
ordered product, it cannot be seen in perturbative QCD, since dimensional transmutation
implies that fpi ∼ µe−1/g2 , where µ is the renormalization scale and g is the QCD coupling
constant.
To come back to the main issue, we note that two parameters are off shell in the
following sense. The master formulas (53) and (90) are invariant under Sˆ → Sˆeiα, if α is
a linear combination of
−c1
8
∫
d4x
(
FLµν · F µνL + FRµν · F µνR
)
=
−c1
4
∫
d4x
(
vµν · vµν + (∇µaν −∇νaµ) · (∇µaν −∇νaµ)
+ǫabcǫadeabµa
c
νa
µdaνe + 2ǫabcvaµνa
µbaνc
)
=
−c1
4
∫
d4x
(
vµν · vµν + 2(∇µaν) · (∇µaν)− 2(∇µaµ)2
+ǫabcǫadeabµa
c
νa
µdaνe + 4ǫabcvaµνa
µbaνc
)
(425)
and
c3 − c1
2
∫
d4x
(
s2 + 2m2pis+ (∇µaµ − J/fpi)2
)
(426)
where F µνR,L are the field strengths associated with vµ ± aµ respectively. Therefore, such
a phase redefinition will change the Green’s functions only by some polynomials in the
momenta, and will not affect on-shell quantities which are given by pole terms. Therefore
on-shell quantities can depend only on six parameters, which may be chosen to be
c2 + c1, c4 + 2c1, c5 + c1, c6 − c1, c7, c8 − (c3 − c1). (427)
It is easy to see that (416-417) involve only linear combinations of the above. We may
note that the result is essentially independent of the high energy behavior of QCD or
any other model. The only constraint on the high energy behavior is that it should not
destroy the Veltman-Bell equations in the first place.
Comparison of (191, 282) and (413,416,417,421,422) with the corresponding expres-
sions in the work of Gasser and Leutwyler [8] suggests the following identification
c1 +
1
72π2
↔ 1
48π2
(h2 − 1
3
)
103
c10 ↔ 1
8π2
(h1 − l4)
c4 − c2 + c1 + 1
72π2
↔ 1
48π2
(l6 − 1
3
)
c4 − 2c2 ↔ 1
48π2
(l6 − l5)
c2 + c3 ↔ 1
8π2
(h1 − l4)
c2 ↔ 1
48π2
(l5 − h2). (428)
The above results are consistent. In particular, we recover a relation between the pion
electromagnetic form factor (416), the pion radiative decay π → eνγ (417) and the dif-
ference between the vector and axial-vector correlator
< 0|T ∗
(
Vaµ(x)V
b
ν(y)−Aaµ(x)Abν(y)
)
|0 >
as given by (191, 282) and (422). This relation is not necessarily equivalent to the Das-
Mathur-Okubo relation [57], since the spectral function for the axial-vector correlator does
not have a transverse part at one loop as discussed in 18.3. We believe that this remark
applies also to the analysis performed by Gasser and Leutwyler, although it appears to
have been stated otherwise [8]. The correspondence also implies that the parameters
c2 + c4 + c1 and c2 + c1 involving the vector current V
a
µ(x) are relatively large, but the
difference is rather small. Numerically,
16π2(c4 − c2 + c1) = 32π2f 2piF′V (0) = 5.17± 0.35 (429)
The radiative decay π → eνγ gives
16π2(c4 − 2c2) = 0.88± 0.24 (430)
so that
16π2(c2 + c1) = 4.29± 0.42 (431)
Let us now consider ππ scattering again. Equations (273-277) are modified to
< 0|T ∗
(
σˆ(x)σˆ(y)
)
|0 >conn= − 3i
2f 2pi
∫ d4q
(2π)4
e−iq·(x−y) J (q2)− i
f 2pi
c8δ
4(x− y) (432)
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< 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)σˆ(y3)
)
|0 >conn= − 2
fpi
gαβδ
4(y1 − y2)
∫
d4q
(2π)4
e−iq·(y1−y3)J (q2)
− 1
fpi
c7δ
4(y1 − y3)δ4(y2 − y3)gαβδab (433)
< 0|T ∗
(
jaAα(y1)j
b
Aβ(y2)j
c
Aγ(y3)j
d
Aδ(y4)
)
|0 >conn=
i
(
2δabδcd + δacδbd + δabδbc
)
gαβgγδ
×δ4(y1 − y2)δ4(y3 − y4)
∫
d4q
(2π)4
e−iq·(y3−y1)J (q2)
+
(
2ic5gαβgγδ + ic6gαγgβδ + ic6gαδgβγ
)
δabδcd
×δ4(y1 − y2)δ4(y3 − y4)δ4(y1 − y3) + 2 perm. (434)
FS(t) +
1
fpi
= − 1
f 3pi
(
t− m
2
pi
2
)
J (t)
+
m2pi
f 3pi
(c2 + c3 − c8)− 1
2f 3pi
c7(t− 2m2pi) (435)
iTrest = + i
f 4pi
m2piδ
abδcd
(
2t− 5
2
m2pi
)
J (t)
+
i
4f 4pi
(
2δabδcd + δacδbd + δabδbc
)
(t− 2m2pi)2J (t)
+
im2pi
f 4pi
δabδcd
(
m2pi(c8 − c2 − c3) + (t− 2m2pi)c7
)
+
ic5
2f 4pi
δabδcd(t− 2m2pi)2 +
ic6
4f 4pi
δabδcd(s− 2m2pi)2
+
ic6
4f 4pi
δabδcd(u− 2m2pi)2 + 2 perm +O
(
1
f 6pi
)
. (436)
Similarly, equations (281, 283, 286) read
Arest(s, t, u) = +
1
2f 4pi
(s2 −m4pi)J (s)
+
1
4f 4pi
(t−m2pi)2J (t) +
1
4f 2pi
(u− 2m2pi)2J (u)
+
m2pi
f 4pi
(
m2pi(c8 − c2 − c3) + (s− 2m2pi)c7
)
+
1
2f 4pi
c5(s− 2m2pi)2 +
1
4f 4pi
c6(t− 2m2pi)2 +
1
4f 4pi
c6(u− 2m2pi)2
+O
(
1
f 6pi
)
(437)
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FV (q
2) = 1 +
1
2f 2pi
(
(c1 + c4 − c2 + 1
72π2
)q2 +
1
3
(q2 − 4m2pi)J (q2)
)
+O
(
1
f 4pi
)
(438)
C(s, t, u) = − 1
f 4pi
(s− 2m2pi)2(c1 + c4 − c2 +
1
144π2
)
+
1
4f 4pi
(s2 + (t− u)2)(c1 + c4 − c2 + 1
144π2
)
+
m2pi
f 4pi
(
m2pi(c8 − c2 − c3) + (s− 2m2pi)c7
)
+
1
2f 4pi
(c5 + c1)(s− 2m2pi)2 +
1
8f 4pi
(c6 − c1)(s2 + (t− u)2). (439)
At first sight (439) does not agree with Ref. [8] which gives
C(s, t, u) =
1
96π2F 4
(
+ 2(l1 − 4
3
)(s− 2M2)2
+(l6 − 5
6
)(s2 + (t− u)2)− 12M2s+ 15M4
)
. (440)
with only two parameters. However, this is because the tree term in Ref. [8] is taken as
(s −M2)/F 2 rather than (279). If we express M and F in terms of the physical values
mpi and fpi, we pick up an extra contribution to C(s, t, u)
M2
8π2F 4
(s−M2)l4 − M
4
32π2F 4
l3 (441)
so there are four parameters in total.
As a check, comparison of (435) with the corresponding expression in Ref. [8] gives
c7 ↔ 1
8π2
(l4 − 1)
c2 + c3 + c7 − c8 ↔ 1
32π2
(l3 − 1) (442)
while (439-441) give
− (c1 + c4 − c2 + 1
144π2
) +
1
2
(c5 + c1) ↔ 1
48π2
(l1 − 4
3
)
+
1
4
(c1 + c4 − c2 + 1
144π2
) +
1
8
(c6 − c1) ↔ 1
96π2
(l2 − 5
6
)
+c7 ↔ 1
8π2
(l4 − 1)
+(c8 − c2 − c3) ↔ 1
8π2
l4 − 1
32π2
(l3 + 3) (443)
which are seen to be consistent.
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We therefore conclude that chiral symmetry does not yield any constraints on ππ
scattering at one-loop level other than those already given by unitarity, causality and the
tree term. It also follows that all six on-shell parameters can be extracted from the pion
data without recourse to SU(3) or other considerations. Specifically, equations (293, 297,
301) are modified to
Arho(s, t, u) = +
1
4f 4pi
(s− u)tΠV (t) + 1
4f 4pi
(s− t)uΠV (u)
+
1
f 2pim
2
ρ
(s− u)t
(
1− f
2
ρ
2f 2pi
)
+
1
f 2pim
2
ρ
(s− t)u
(
1− f
2
ρ
2f 2pi
)
(444)
a00(rho) = 0
b00(rho) = +
m2pi
4πf 4pi
− m
2
pi
πf 2pim
2
ρ
= −0.010 m−2pi
a02(rho) = −
1
60πf 4pi
f 2ρ
m2ρ
+
1
15πf 2pim
2
ρ
+
1
7200π3f 4pi
= 6.5 10−4 m−4pi
a11(rho) = −
m2pi
8πf 4pi
f 2ρ
m2ρ
+
m2pi
2πf 2pim
2
ρ
+
m2pi
864π3f 4pi
= +0.0049 m−2pi
a20(rho) = 0
b20(rho) = −
m2pi
8πf 4pi
f 2ρ
m2ρ
+
m2pi
2πf 2pim
2
ρ
= +0.0047 m−2pi
a22(rho) = +
1
120πf 4pi
f 2ρ
m2ρ
− 1
30πf 2pim
2
ρ
− 1
14400π3f 4pi
= −3.3 10−4 m−4pi (445)
a00(rest) =
m4pi
32πf 4pi
(
5(c8 − c2 − c3) + 2c7 + 10c6 + 10c5 + 49
16π2
)
b00(rest) =
m2pi
32πf 4pi
(
8c7 + 24c6 + 32c5 +
91
24π2
)
a02(rest) =
1
240πf 4pi
(
8c6 + 4c5 − 73
240π2
)
a11(rest) =
m2pi
96πf 4pi
(
4c7 + 4c6 − 8c5 − 1
16π2
)
a20(rest) =
m4pi
32πf 4pi
(
2(c8 − c2 − c3)− 4c7 + 4c6 + 4c5 + 1
4π2
)
b20(rest) =
m2pi
32πf 4pi
(
− 4c7 + 12c6 + 8c5 + 35
48π2
)
a22(rest) =
1
240πf 4pi
(
2c6 + 4c5 − 19
240π2
)
. (446)
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These results are consistent with the data (292), but the error bars are rather large. For
c7,
16π2c7 = +
64π3f 4pi
m2pi
(
b00(exp)− b00(tree)− b00(rho)
)
−640π3f 4pi
(
a02(exp)− a02(rho)
)
−3200π3f 4pi
(
a22(exp)− a22(rho)
)
− 189
20
= 9.0± 13
16π2c7 = +
384π3f 4pi
m2pi
(
a11(exp)− a11(tree)− a11(rho)
)
−1280π3f 4pi
(
a02(exp)− a02(rho)
)
+3200π3f 4pi
(
a22(exp)− a22(rho)
)
− 19
60
= 7.8± 8
16π2c7 = −128π
3f 4pi
m2pi
(
b20(exp)− b20(tree)− b20(rho)
)
+1280π3f 4pi
(
a02(exp)− a02(rho)
)
+640π3f 4pi
(
a22(exp)− a22(rho)
)
+
19
4
= 13.1± 7
16π2c7 = +
128π3f 4pi
3m4pi
(
a00(exp)− a00(tree)
)
−320π
3f 4pi
3m4pi
(
a20(exp)− a20(tree)
)
− 13
4
= 6.0± 19 (447)
For the remainder we have,
16π2(c6 − c1) = 640π3f 4pi
(
+a02(exp)− a02(rho)− a22(exp) + a22(rho)
)
+
3
5
− 16π2 f
2
ρ
m2ρ
= −2.6± 1.7
16π2(c5 + c1) = 320π
3f 4pi
(
+4a22(exp)− 4a22(rho)− a02(exp) + a02(rho)
)
+
1
60
+ 16π2
f 2ρ
m2ρ
= +7.1± 2.5
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16π2(c8 − c2 − c3) = +512π
3f 4pi
5m4pi
(
+ a00(exp)− a00(tree)
)
−640π3f 4pi
(
a02(exp)− a02(rho)
)
−1280π3f 4pi
(
a22(exp)− a22(rho)
)
−32π
2
5
c7 − 331
30
= 41± 32 (448)
where we have used the average value c7 = 0.057 following from (447) for the last term
in (448).
We note that the pion isoscalar charge radius < r2 >S follows from
FS(t) = FS(0)
(
1 +
t
6
< r2 >S +O(t2)
)
. (449)
Taylor expanding (435) and using the average value c7 = 0.057, we obtain the central
value
< r2 >S=
3
f 2pi
(
c7 − 1
96π2
)
∼ 0.75 fm2. (450)
in agreement with the value 0.7 ± 0.2 fm2 as quoted in Ref. [8]. A better measurement
of the ππ scattering lengths and range parameters are called for, to narrow the accuracy
on the determination of c7 and thus the pion scalar charge radius. The isovector charge
radius of the pion is used as an input in (429).
Finally, we note that the one-loop correction to the radiative decay of the pion for the
general case π → eνγ∗ is no longer (205) but
+
1
fpi
ǫabc
(
gµν(k
2 −m2pi)− kµkν
)
+
1
fpi
ǫabcc2(2pµ − qµ)kν m
2
pi
k2 −m2pi
+
1
fpi
ǫabcc2(2pµ − qµ)pβ
(
gβν −
kνk
β
k2 −m2pi
)
− 1
fpi
ǫabcc4pµqβ
(
gβν −
kνk
β
k2 −m2pi
)
+
1
fpi
ǫabcc4p · q
(
gµν − kµkν
k2 −m2pi
)
− i
fpi
ǫabc
(
gβν −
kνk
β
k2 −m2pi
)(
− gµβq2 + qµqβ
)
ΠV (q
2) (451)
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For on-shell photons q2 = 0, the last term drops. The one-loop correction depends on the
two parameters c2 and c4.
Appendix F : One-Loop Integrals
In this appendix we summarise some one-loop integrals needed in some of the calcu-
lations discussed in section 18.
• J (s)
J (s = q2) = −i
∫ d4k
(2π)4
(
1
k2 −m2pi + i0
1
(k − q)2 −m2pi + i0
− (q = 0)
)
(452)
After Feynman parametrization we have
16π2J (s = q2) =
∫ 1
0
dx
x(1− 2x)q2
x(1 − x)q2 −m2pi + i0
(453)
• Jµν(q, p)
Jµν(q, p) = i
∫
d4k
(2π)4
(
1
k2 −m2pi + i0
1
(k + q)2 −m2pi + i0
1
(k + p)2 −m2pi + i0
×(2kµ + qµ)(2kν + pν) + counterterms
)
(454)
After Feynman parametrisation we have
16π2Jµν(q, p) = +2gµν
∫ 1
0
dx
∫ 1−x
0
dy ln
((
m2pi + (xq + yp)
2 − xq2 − yp2 − i0
)
/m2pi
)
+
∫ 1
0
dx
∫ 1−x
0
dy
(
(1− 2x)qµ − 2ypµ
)(
(1− 2y)pν − 2xqν
)
×
(
m2pi + (xq + yp)
2 − xq2 − yp2 − i0
)−1
(455)
• Jµνρ(q, p)
Jµνρ(q, p) = i
∫
d4k
(2π)4
(
1
k2 −m2pi + i0
1
(k + q)2 −m2pi + i0
1
(k + p)2 −m2pi + i0
×(2kµ + qµ)(2kν + pν)(2kρ + (q − p)ρ)− (q = p = 0)
)
(456)
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After Feynman parametrization we have
16π2Jµνρ(q, p) = −2i
∫ 1
0
dx
∫ 1−x
0
dy
[
gµν
(
(1− 2x)qρ + (1− 2y)pρ
)
+gνρ
(
(1− 2x)qµ − 2ypµ
)
+ gρµ
(
(1− 2y)pν − 2xqν
)]
×ln
((
m2pi + (xq + yp)
2 − xq2 − yp2 − i0
)
/m2pi
)
−i
∫ 1
0
dx
∫ 1−x
0
dy
(
(1− 2x)qµ − 2ypµ
)
×
(
(1− 2y)pν − 2xqν
)(
(1− 2x)qρ + (1− 2x)pρ
)
×
(
m2pi + (xq + yp)
2 − xq2 − yp2 − i0
)−1
(457)
The Feynman integrals appearing in the above can be undone by noting that
I1(s) =
∫ 1
0
dx
x(1− 2x)s
x(1− x)s−m2pi + i0
= 2 +
(
1− 4m
2
pi
s
)1/2(
ln
(√s− 4m2pi −√s√
s− 4m2pi +
√
s
)
+ iπ
)
(458)
and that
I2(s) =
∫ 1
0
dx
x
ln
(
1− s
m2pi
x(1− x)
)
=
∫ 1
x+
0
dx
x
ln
(
1− x
)
+
∫ 1
x−
0
dx
x
ln
(
1− x
)
(459)
with
2x± = 1±
√
1− 4m
2
pi
s
(460)
Since
∫ z
0
dx
x
ln
(
1− x
)
+
∫ z
z−1
0
dx
x
ln
(
1− x
)
=
1
2
ln2
(
1− z
)
(461)
and choosing the branch cut of the logarithm along the Res ≥ 0 axis, we have
I2(s) =
1
2
(
ln
(√s− 4m2pi −√s√
s− 4m2pi +
√
s
)
+ iπ
)2
(462)
With the above in mind, we have
16π2J (s) = 2 +
(
1− 4m
2
pi
s
)1/2(
ln
(
x−
x+
)
+ iπ
)
(463)
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16π2K(s) =
∫ 1
0
dx
∫ 1−x
0
dy ln
(
1− s
m2pi
xy − i0
)
= −3
2
− 1
2
(
1− 4m
2
pi
s
)1/2(
ln
(
x−
x+
)
+ iπ
)
− m
2
pi
2s
(
ln
(
x−
x+
)
+ iπ
)2
(464)
16π2H(s) =
∫ 1
0
dx
∫ 1−x
0
dy (1− 2x) ln
(
1− s
m2pi
xy − i0
)
= −
(
11
18
+
8m2pi
3s
)
+
(
1
3
(
1− 4m
2
pi
s
)3/2
− 1
2
(
1− 4m
2
pi
s
))(
ln
(
x−
x+
)
+ iπ
)
−m
2
pi
2s
(
ln
(
x−
x+
)
+ iπ
)2
(465)
Appendix G : Unresolved Issues in Chiral Perturbation Theory
In this Appendix, we wish to call upon some unresolved technical issues as they appear
in the general context of chiral perturbation theory as discussed by Gasser and Leutwyler
[8, 75]. The first issue is related to the use of the pion equations of motion in the nonlinear
sigma model
(
−∇µ∇µ + aµ · aµ −m2pi − s
)
π + J = O
(
π2
fpi
)
. (466)
In the path-integral approach of Ref. [8], the equation must be solved with Steuckelberg-
Feynman boundary conditions, giving
π = −GF J +O
(
π2
fpi
)
. (467)
The result corresponds to equation (10.21) in Ref. [8]. Explicitly
U i1 = (✷+M
2)−1
(
∂µaiµ + χ
i
)
. (468)
Since GF is complex, π is also complex. This is expected. Indeed, as emphasized by
Faddeev [74], it is in general unjustified to assume that the fields in the path integral
are real. This circumstance does not cause any problems for ordinary scalar theories.
However, for the nonlinear sigma model, a complex π means that the chiral field U
evaluated at the stationary point is non-unitary, that is U U
† 6= 1, which leads to several
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difficulties [39]. The first one is that we will obtain different answers according to whether
we write the original Lagrangian as
+
f 2pi
4
Tr
(
∂µU ∂µU
†
)
, +
f 2pi
4
Tr
(
∂µU ∂µU
−1
)
, −f
2
pi
4
Tr
(
U †∂µU U †∂µU
)
.
The second one is that the integration measure dµ(U) must be redefined. A third one is
that there is an infinite number of terms such as Tr
(
U U
†
)n
which are invariant under
SU(2)× SU(2) and may be added to the Lagrangian.
All such difficulties disappear if we work in Euclidean space. However, the problem
still remain as to whether we should continue U † or U−1 or something else (e.g. Green’s
functions) when coming to Minkowski space.
The second issue arises when multi-loop effects are considered. In his general analysis
of the foundations of chiral perturbation theory, Leutwyler makes use of stationary points
of higher derivative actions [75]. However, it is known that higher derivative actions gen-
erally give rise to pathological effects that are at odd with positivity and causality, thereby
jeoperdizing the main conclusions beyond one loop. The recent two-loop calculation by
Belluci, Gasser and Sainio [49] avoids this problem by using the stationary point of the
minimal derivative action. The minimal stationary point is pathological free and allows
for simple chiral counting. We do not know whether this analysis could be used to revise
Leutwyler’s general analysis. The latter is important for the overall consistency of chiral
perturbation theory beyond one loop.
Overall, we believe that a resolution of the concerns we have raised is desirable for
further comparison between Ref. [8] and our approach.
Appendix H : Elements for a Two-Loop Calculation
In this Appendix, we will outline the necessary elements for extending our one-loop
analysis of section 18 to two loops. To lowest order (103) reads as
[
πin, Sˆ0
]
= Sˆ0G˜Kπin − G˜ J Sˆ0 (469)
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where G˜ is given in (376). We now write
Sˆ = Sˆ0
(
1 +
i
fpi
Θ1 − 1
f 2pi
Θ2
)
where unitarity requires
Θ†1 = Θ1 Θ2 +Θ
†
2 = Θ
2
1. (470)
Substitution into (103) gives
[(
1 + G˜K
)
πin,Θ1
]
= −Sˆ†0G˜∇µaµ
δSˆ0
δs
+ Sˆ†0G˜XASˆ0 (471)
[(
1 + G˜K
)
πin,Θ2
]
= −iSˆ†0G˜ J − Sˆ†0G˜∇µaµ
δSˆ0
δs
Θ1
−G˜∇µaµ δΘ1
δs
+ Sˆ†0G˜(XASˆ0)Θ1 + G˜XAΘ1. (472)
Multiplying by
(
1 + G˜K
)−1
= 1−∆K
(
1 +GAK
)
yields
[
πin,Θ1
]
= −Sˆ†0∆
(
1 +KGA
)
∇µaµ δSˆ0
δs
+ Sˆ†0∆
(
1 +KGA
)
XASˆ0 (473)
[
πin,Θ2 −Θ†2
]
=
[[
πin,Θ1
]
,Θ1
]
− 2iSˆ†0∆
(
1 +KGA
)
J
δSˆ0
δs
−∆
(
1 +KGA
)
∇µaµ δΘ1
δs
+∆
(
1 +KGA
)
XAΘ1. (474)
Equations (469-474) completely fix the pionic part of Θ1 and Θ2 up to c-numbers. Fur-
thermore, (379) to lowest order
[
πout, Sˆ†0δSˆ0
]
= G˜(δK)π − G˜δJ (475)
implies that Sˆ†0δSˆ0 is at most quadratic in πin, so that Θ1 is at most cubic in πin, and
Θ2 −Θ†2 is quintic in πin. These relations are sufficient to extend the present analysis to
two loops. This construction will be discussed elsewhere.
114
Figure Captions
Figure 1 : Threshold contribution to γN → πN without baryon dynamics. (a) is the
pion t-channel pole and (b) the Kroll-Ruderman term.
Figure 2 : Contributions to γN → γπN at threshold, to leading order in the electro-
magnetic charge.
Figure 3 : Contributions to γN → ππN at threshold, to leading order in the electro-
magnetic charge. The solid line (V) refers to the isovector vector-current V.
Figure 4 : Contributions to πN → πγN at threshold, to leading order in the electro-
magnetic charge. The solid line (V) refers to the isovector vector-current V.
Figure 5 : (a) Three-loop contribution to the four-point function < 0|T ∗(jAjAjAjA)|0 >,
where jA is one-pion reduced. (b) Related divergences from the subdiagrams.
Figure 6 : Divergent vsˆ-graphs (a,b,c), sˆ-tadpole (d), and sˆsˆ-graph (e). The divergences
are at the origin of the unspecified parameters in the effective action at one-loop.
Figure 7 : Typical contributions to the vacuum correlators in the process γγ → ππ as
given by (304). The solid V-lines refer to the isovector vector-current V, the solid A-lines
refers to the one-pion reduced isovector axial-current jA, and the solid S-line refers to the
scalar current triggered by σˆ.
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