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THE KP HIERARCHY, BRANCHED COVERS, AND TRIANGULATIONS
I.P. GOULDEN∗ AND D.M. JACKSON†
ABSTRACT. The KP hierarchy is a completely integrable system of quadratic, partial dif-
ferential equations that generalizes the KdV hierarchy. A linear combination of Schur func-
tions is a solution to the KP hierarchy if and only if its coefficients satisfy the Plu¨cker re-
lations from geometry. We give a solution to the Plu¨cker relations involving products of
variables marking contents for a partition, and thus give a new proof of a content product
solution to the KP hierarchy, previously given by Orlov and Shcherbin. In our main result,
we specialize this content product solution to prove that the generating series for a general
class of transitive ordered factorizations in the symmetric group satisfies the KP hierar-
chy. These factorizations appear in geometry as encodings of branched covers, and thus
by specializing our transitive factorization result, we are able to prove that the generating
series for two classes of branched covers satisfies the KP hierarchy. For the first of these,
the double Hurwitz series, this result has been previously given by Okounkov. The second
of these, that we call the m-hypermap series, contains the double Hurwitz series polyno-
mially, as the leading coefficient in m. The m-hypermap series also specializes further, first
to the series for hypermaps and then to the series for maps, both in an orientable surface.
For the latter series, we apply one of the KP equations to obtain a new and remarkably
simple recurrence for triangulations in a surface of given genus, with a given number of
faces. This recurrence leads to explicit asymptotics for the number of triangulations with
given genus and number of faces, in recent work by Bender, Gao and Richmond.
1. INTRODUCTION AND BACKGROUND
1.1. The KP hierarchy. The KP (Kadomtsev-Petriashvili) hierarchy is a completely inte-
grable system of quadratic, partial differential equations for an unknown function F , that
generalizes the KdV hierarchy. Over the last two decades, there has been strong interest
in the relationship between integrable systems and moduli spaces of curves. This began
with Witten’s Conjecture [W] for the KdV equations, proved by Kontsevich [Ko] (and
more recently by a number of others, including [KL]). Pandharipande [P] conjectured
that solutions to the Toda equations arose in a related context, which was proved by Ok-
ounkov [Ok], who also proved the more general result that a generating series for what
he called double Hurwitz numbers satisfies the KP-hierarchy. Kazarian and Lando [KL],
in their recent proof of Witten’s conjecture, showed that it is implied by Okounkov’s re-
sult for double Hurwitz numbers. More recently, Kazarian [Ka] has given a number of
interesting results about the structure of solutions to the KP hierarchy.
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To fix ideas, the first few of the countable equations in the KP hierarchy are
(1) F2,2 − F3,1 + 1
12
F14 +
1
2
F 212 = 0,
F3,2 − F4,1 + 1
6
F2,13 + F1,1F2,1 = 0,
F4,2 − F5,1 + 1
4
F3,13 − 1
120
F16 + F12F3,1 +
1
2
F 22,1 −
1
8
F 213 −
1
12
F12F14 = 0,
where
Frar ,...,1a1 :=
∂ar+···+a1
∂parr · · ·∂pa11
F.
We have found [MJD] to be an accessible source for the KP hierarchy, and note that
the variables pi that we use in this paper are related to the variables used in [MJD] by
pi = i xi, i ≥ 1. Thus the partial derivatives in our equations (with respect the pi’s) are
scaled differently from those in [MJD] (which are with respect to the xi’s).
There is a powerful characterization of the solutions to the KP hierarchy that is par-
ticularly convenient from an algebraic combinatorics or geometric point of view. This is
well-known in the integrable systems literature (see, e.g., Ch. 10 of [MJD]), and concerns
linear combinations of Schur symmetric functions (here the variables p1, p2, . . . are the
power sum symmetric functions). The characterization states that the coefficients in the
linear combination of Schur functions satisfy the Plu¨cker relations from geometry. In the
remainder of Section 1 (Sections 1.2 – 1.4), we give the background required to state this
characterization precisely (Theorem 1.3).
In Section 2, we apply the Schur function characterization to give an explicit solution
to the KP hierarchy (as Theorem 2.3) in terms of products of a countable set of variables
indexed by the integers, recording content. Content is a combinatorial parameter for par-
titions that often appears in expressions for symmetric functions (which are themselves
naturally indexed by partitions). We establish this result as an immediate corollary of
Theorem 2.2, in which we give a content product solution to the Plu¨cker relations. The
content product solution to the KP hierarchy has previously been given by Orlov and
Shcherbin [OS], using different methods. In Section 3 we turn to algebraic combinatorics.
We consider a general set of transitive ordered factorizations in the symmetric group, and
prove that a particular generating function for the numbers of such factorizations satis-
fies the KP hierarchy. This is our main result, given as Theorem 3.1. In Section 4, we
consider the geometrical interpretation of transitive ordered factorizations, in terms of
branched covers. Thus in Section 4.2, as a corollary of our main result, we obtain Ok-
ounkov’s [Ok] result, that the generating series for double Hurwitz numbers satisfies the
KP hierarchy (Theorem 4.1). In Section 4.3 we consider a new class of geometric num-
bers, calledm-hypermap numbers, and prove that the generating series for these satisfies
the KP hierarchy (Theorem 4.2). In Section 4.4, we prove that the m-hypermap num-
bers are polynomials in m, with the double Hurwitz numbers as the leading coefficient
(Theorem 4.3), and speculate that the rich geometry for the latter might extend to the for-
mer. Then in Section 5, we specialize further to establish that generating series for the
numbers of rooted hypermaps (Theorem 5.1) and rooted maps in an orientable surface
(Theorem 5.2) are solutions to the KP hierarchy. In Section 5.3, we conclude by using one
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of the KP equations to give a new and remarkably simple recurrence for triangulations in
an orientable surface of specified genus, with a given number of faces (Theorem 5.4).
1.2. The Plu¨cker relations. If λ1, . . . , λn are integers with λ1 ≥ · · · ≥ λn ≥ 1 and λ1+ · · ·+
λn = d, then λ = (λ1, . . . , λn) is said to be a partition of |λ| := d (indicated by writing λ ⊢ d)
with l(λ) := n parts. The empty list ε of integers is to be regarded as a partition of d = 0
with n = 0 parts, and let P denote the set of all partitions. If λ has fj parts equal to j for
j = 1, . . . , d, then we also write λ = (dfd, . . . , 1f1), where convenient. Also, Aut λ denotes
the set of permutations of the n positions that fix λ; therefore |Aut λ| =∏j≥1 fj !.
We consider a set {bλ ∈ Q[u1, u2, . . .] : λ ∈ P}, where (u1, u2, . . .) is a list of indetermi-
nates independent of p1, p2, . . .. It is convenient to adopt two conventions for evaluating
bλ in certain cases when λ is not a partition.
Convention 1: For λ = (λ1, . . . , λn), where λ1 ≥ · · · ≥ λn and λn ≤ 0, then
(2) bλ := 0, if λn < 0; bλ := a(λ1...,λn−1), if λn = 0.
The second convention concerns arbitrary lists λ = (λ1, . . . , λn) of integers (i.e., not
necessarily in weakly decreasing order). For such a list, we define the operator ∆j, for
each j = 1, . . . , n− 1, by
(3) ∆j λ = (λ1, . . . , λj−1, λj+1 − 1, λj + 1, λj+2, . . . , λn).
Convention 2:
(4) bλ := −b∆j λ, j = 1, . . . , n− 1.
Note that if ∆j λ = λ, which is equivalent to λj+1 = λj + 1, then (4) implies that
(5) bλ = −bλ = 0.
It is now straightforward to determine the value of bλ for any list λ = (λ1, . . . , λn) of
integers: if λ is not in weakly decreasing order, then we apply (4) until we either can
apply (5), or until we have a list that is weakly decreasing; then we finish with (2) to
remove any terminal 0’s.
Let α, β ∈ P , where α and β have i and j parts, respectively, for some i, j ≥ 0, (i, j) 6=
(0, 0), and suppose α = (α1, . . . , αi) and β = (β1, . . . , βj). Letm = max{i+ 1, j − 1, 2}, and
set αi+1 = · · · = αm−1 = βj+1 = · · · = βm+1 = 0. Then we say that {bλ ∈ Q[u1, u2, . . .] : λ ∈
P} satisfies the Plu¨cker relations if it satisfies the equation
(6)
m∑
k=0
(−1)kb(α1−1,...,αm−1−1,βk+1+m−k) · b(β1+1,...,βk+1,βk+2,...,βm+1) = 0,
for each such pair of partitions α, β, subject to (2) and (4). Note that partitions are repre-
sented byMaya diagrams in [MJD], and the statement of the Plu¨cker relations given above
is a translation of the Maya diagram notation used in [MJD].
1.3. Schur functions and characters of the symmetric group. We recall a number of basic
facts about symmetric functions (see [S]), where x1, x2, . . . are the underlying indetermi-
nates. The ith power sum symmetric function is pi =
∑
j≥1 x
i
j , for i ≥ 1, with p0 := 1. The
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ith complete symmetric function hi is defined by
∑
i≥0 hit
i =
∏
j≥1(1−xjt)−1 and is related
to the power sums through
(7)
∑
i≥0
hit
i = exp
∑
k≥1
pk
k
tk.
The Schur function sλ may be expressed in terms of the complete symmetric functions
through the Jacobi-Trudi formula
(8) sλ = det (hλi−i+j)i,j=1,...,n ,
(with the convention that hi = 0 for i < 0). We write hi(p1, p2, . . .) to denote the ith
complete symmetric function of indeterminates for which the power sums are given by
p1, p2, . . ., and similarly for sλ(p1, p2, . . .).
Let χλµ denote the character of the irreducible representation of Sd indexed by λ, eval-
uated at any element of the conjugacy class Cµ (we usually refer to χλµ informally as an
irreducible character). Then, for λ ⊢ d, the explicit expressions expressing the Shur func-
tions and the power sums in terms of each other are
(9) pλ =
∑
µ⊢d
χµλsµ, sλ =
∑
µ⊢d
|Cµ|
d!
χλµpµ.
It is convenient to consider a particular scaling of the irreducible characters, given by
(10) gλµ = |Cµ|
χλµ
χλ
(1d)
, λ, µ ⊢ d.
The following enumerative result is well-known, and is included here since it will be
applied later.
Proposition 1.1. For µi ⊢ d ≥ 1 and σi ∈ Cµi , i = 1, . . . , k, the number of k-tuples (σ1, . . . , σk),
that satisfy the equation σ1 · · ·σk = ι (where ι is the identity permutation) is
1
d!
∑
λ⊢d
(
χλ(1d)
)2
gλµ1 · · · gλµk .
1.4. A characterization of solutions to the KP hierarchy. For any solution F to the KP
hierarchy, the series eF is called a τ -function of the KP hierarchy. The following result gives
a characterization of τ -functions that is well-known in the integrable systems literature
(see, e.g., Ch. 10 of [MJD]).
Theorem 1.2. The series ∑
λ
bλsλ(p1, p2, . . .)
is a τ -function for the KP hierarchy if and only if {bλ ∈ Q[u1, u2, . . .] : λ ∈ P} satisfies the
Plu¨cker relations (6).
An obviously equivalent statement is the following.
Theorem 1.3. The series
log
∑
λ
bλsλ(p1, p2, . . .)
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is a solution to the KP hierarchy if and only if {bλ ∈ Q[u1, u2, . . .] : λ ∈ P} satisfies the Plu¨cker
relations (6).
The coefficients bλ in Theorems 1.2 and 1.3 are called the Plu¨cker coordinates of the cor-
responding solution to the KP hierarchy.
2. A CONTENT PRODUCT SOLUTION TO THE KP HIERARCHY
2.1. Content products for partitions. Some preliminary results about Ferrers diagrams
of partitions are required. The Ferrers graph for a partition λ is an array of unit boxes,
called its cells, with the ith row from the top containing λi boxes, in columns (indexed
from the left) 1, . . . , λi, for i = 1, . . . , n. The content c(w) of the cell w in row i and column
j is c(w) := j − i. For indeterminates yi, where i is an arbitrary integer, the content product
for λ is
(11) C(λ) :=
∏
w∈λ
yc(w),
where the the product is over all cellsw of the Ferrers graph of λ. For example,C(5, 3, 3, 2) =
y−3y
2
−2y
2
−1y
3
0y
2
1y2y3y4. It is to be remembered throughout that the indeterminates yi may
have negative suffices. Perhaps the best known formula involving contents is
(12) sλ|pi=x,i≥1 =
d!
χλ
(1d)
∏
w∈λ
(x+ c(w)),
known as the principal specialization of the Schur function (see, e.g., [S]), which has been
recorded here since it will be applied later.
In addition, it will be convenient to consider other products of the yi’s. For pairs of
integers m, k, we define Y (m, k) by
(13) Y (m, k) :=

∏k
j=1 ym+1−j , if k ≥ 1,
1, if k = 0,
Y (m− k,−k)−1, if k ≤ −1.
Clearly, for all integers m, j, k we have
(14)
Y (m, k)
Y (m, j)
= Y (m− j, k − j) = 1
Y (m− k, j − k) .
Proposition 2.1. Let
(15) Y(λ) :=
n∏
i=1
Y (λi − i+ 1, λi).
where λ is a list of integers of length n ≥ 2. Then, for ∆j defined in (3), we have
Y(∆j λ) = Y(λ), j = 1, . . . , n− 1.
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Proof. From (15), (3) and (14), we have
Y(∆j λ)
Y(λ) =
Y (λj+1 − j, λj+1 − 1)Y (λj − j + 1, λj + 1)
Y (λj − j + 1, λj)Y (λj+1 − j, λj+1)
=
Y (λj − j + 1, λj + 1)
Y (λj − j + 1, λj)
Y (λj+1 − j, λj+1 − 1)
Y (λj+1 − j, λj+1)
= Y (−j + 1, 1) 1
Y (−j + 1, 1) = 1,
giving the result. 
Note that if λ is a partition then
(16) Y(λ) = C(λ).
2.2. A content product solution to the Plu¨cker relations. The following result gives an
explicit class of solutions to the Plu¨cker relations, involving the content product C(λ)
defined in (11). We have been unable to find this result stated explicitly in the literature.
Theorem 2.2.
{sλ(q1, q2, . . .)
∏
w∈λ
yc(w) : λ ∈ P}
satisfies the Plu¨cker relations.
Proof. For an arbitrary list λ of integers, we define fλ by fλ := Y(λ) sλ(q1, q2, . . .), through (8)
and (15). We prove that {fλ : λ ∈ P} satisfies the Plu¨cker relations (6). Here the indeter-
minates for the fλ’s are yi for integers i, together with the qj ’s for positive integers j. Note
that the fλ’s satisfies conventions (2), immediately from (8), and (4) immediately from
Proposition 2.1 and (8).
Local to this proof, we introduce the notation
γ(k) := (α1− 1, . . . , αm−1− 1, βk+1+m− k), δ(k) := (β1 + 1, . . . , βk +1, βk+2, . . . , βm+1),
for k = 0, . . . , m, and
α′ := (α1, . . . , αm−1), and β
′ := (β1, . . . , βm+1).
Then, for k = 0, . . . , m, we obtain, applying (15) and (14),
Y(γk)Y(δk) = Y(α′ − 1)Y(β ′ + 1)Y(βk+1 − k + 1, βk+1 +m− k)Y(βk+1 − k + 1, βk+1 + 1)
m+1∏
i=k+2
Y(βi − i+ 2, βi)
Y(βi − i+ 2, βi + 1)
= Y(α′ − 1)Y(β ′ + 1) Y(−k,m− k + 1)∏m+1
i=k+2Y(−i+ 2, 1)
= Y(α′ − 1)Y(β ′ + 1)y−11−m,
where α′ − 1 is the list obtained from α′ by subtracting 1 from every entry, and β ′ + 1 is
the list obtained from β ′ by adding 1 to every entry. In particular, we have proved that
Y(γk)Y(δk) is independent of k, so in checking the Plu¨cker relations (6), we have
(17)
m∑
k=0
(−1)kfγ(k) · fδ(k) = Y(α′ − 1)Y(β ′ + 1)y−11−m
m∑
k=0
(−1)ksγ(k) · sδ(k).
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Now, form ≥ 1 consider the matrices
A = (hαi−i+j−1)
n
i=1,...,m−1
j=1,...,m
, and B = (hβi−i+j+1)
n
i=1,...,m+1
j=1,...,m
,
where the hk are in the power sums q1, q2, . . .. Let M be the 2m × 2m matrix given in the
following partitioned form:
M =
(
A 0
B B
)
,
where 0 is an (m− 1)×m zero matrix. Then rank(M) ≤ 2m− 1, so det(M) = 0, and using
the Laplace expansion with the columns partitioned into {1, . . . , m} and {m+ 1, . . . , 2m},
we obtain
0 = det(M) =
m∑
k=0
(−1)ksγ(k) · sδ(k) ,
from (8). Together with (17), (16) and (11), this implies the result. 
2.3. A solution to the KP hierarchy. As an immediate corollary to the content product
solution for the Plu¨cker relations given in Theorem 2.2, we now give a content product
solution to the KP hierarchy. This result has been previously obtained using different
methods by Orlov and Shcherbin [OS] (see also Orlov [Or], equation (1.19)).
Theorem 2.3. The series
(18) Φ := log
∑
λ
(∏
w∈λ
yc(w)
)
sλ(q1, q2, . . .)sλ(p1, p2, . . .).
is a solution to the KP hierarchy (in the variables p1, p2, . . .).
Proof. The result is immediate from Theorem 1.3 and Theorem 2.2. 
3. TRANSITIVE ORDERED FACTORIZATIONS AND THE MAIN RESULT
In this section we consider the following general set of transitive ordered factorizations
of permutations. For a1, a2, . . . ≥ 0 and partitions α and β of d ≥ 1, let B(a1,a2,...)α,β be the set
of tuples of permutations (σ, γ, pi1, pi2, . . .) on {1, . . . , d} such that
C1: σ ∈ Cα, γ ∈ Cβ , and d− l(pii) = ai for i ≥ 1, where l(pii) is the number of cycles in
the disjoint cycle decomposition of pii;
C2: σγpi1pi2 · · · = ι;
C3: 〈σ, γ, pi1, pi2, . . .〉 acts transitively on {1, . . . , d}.
Let b
(a1,a2,...)
α,β be the number of tuples in B(a1,a2,...)α,β , and let b˜(a1,a2,...)α,β be the number of these
tuples in the case in which condition C3 is not invoked. Instances of such transitive fac-
torizations appear in the combinatorial literature in many places (see, e.g., [LZ], where
they are called constellations).
As a corollary of Theorem 2.3, we now prove our main result, that a particular generat-
ing series for the numbers b
(a1,a2,...)
α,β of transitive ordered factorizations is a solution to the
KP hierarchy.
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Theorem 3.1. The series
(19) B :=
∑
|α|=|β|=d≥1,
a1,a2,···≥0
1
d!
b
(a1,a2,...)
α,β pαqβ u
a1
1 u
a2
2 · · ·
is a solution to the KP hierarchy (in the variables p1, p2, . . .).
Proof. From the exponential formula for exponential generating series (see, e.g., [GJ1];
interestingly, Hurwitz seems to have been the first person to write this down clearly), we
have
(20) B = log(B˜)
where
B˜ := 1 +
∑
|α|=|β|=d≥1,
a1,a2,···≥0
1
d!
b˜
(a1,a2,...)
α,β pαqβ u
a1
1 u
a2
2 . . . .
But, from Proposition 1.1, (9) and (10) we obtain
B˜ =
∑
α,β,λ⊢d≥0
1
d!2
(
χλ(1d)
)2
pα qβ g
λ
α g
λ
β
∏
i≥1
(∑
µi⊢d
gλµi u
d−l(µi)
i
)
=
∑
λ⊢d≥0
sλ(q1, q2, . . .) sλ(p1, p2, . . .)
∏
i≥1
(∑
µi⊢d
gλµi u
d−l(µi)
i
)
.
It is now immediate from (9) and (12) that∑
µi⊢d
gλµi u
d−l(µi)
i =
d!udi
χλ
(1d)
sλ
∣∣∣∣∣
pj=u
−1
i , j≥1
= udi
∏
w∈λ
(
u−1i + c(w)
)
=
∏
w∈λ
(1 + ui c(w)).
This, together with (18), (19) and (20), gives
(21) B = Φ|yj=Qi≥1(1+j ui), j∈Z
and the result now follows from Theorem 2.3. Note that
(22)
∏
i≥1
(1 + j ui) = 1 +
∑
k≥1
ek(u1, u2, . . .) j
k,
where ek(u1, u2, . . .) is the kth elementary symmetric function in u1, u2, . . .. 
4. BRANCHED COVERS, DOUBLE HURWITZ NUMBERS AND m-HYPERMAP NUMBERS
4.1. Branched covers. The transitive ordered factorizations in B(a1,a2,...)α,β also have geo-
metric significance for, by an encoding due to Hurwitz [H], they correspond to branched
covers of C P1 with fixed branched points, say 0,∞, andXi, i ≥ 1. We require the branch-
ing over 0 and ∞ to be α and β, respectively, and the branching over Xi to have d − ai
cycles in the disjoint cycle decomposition, i ≥ 1. Thus, in [C1], the permutations σ and γ
encode the branching over 0 and∞, respectively, and pii encodes the branching over Xi,
i ≥ 1. [C2] is a monodromy condition and [C3] makes the covers connected. The genus g
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of these branched covers follows from the Riemann-Hurwitz formula, which in this case
gives
(23) a1 + a2 + · · · = rgα,β,
where, for partitions α, β, and non-negative integer g,
(24) rgα,β = l(α) + l(β) + 2g − 2.
4.2. Double Hurwitz numbers. Double Hurwitz numbers arise in the enumeration of
branched covers (see [Ok], [GJV]), where they correspond to transitive ordered factoriza-
tions in B(a1,a2,...)α,β , in which the branching over each point Xi is simple (a transposition)
for i = 1, . . . , rgα,β, and trivial (the identity permutation) for i > r
g
α,β . Thus, rescaled for
geometric reasons, as in [GJV], the double Hurwitz number Hgα,β is defined by
(25) Hgα,β =
1
d!
|Aut α||Aut β|b(a1,a2,...)α,β , α, β ⊢ d ≥ 1, g ≥ 0,
where ai = 1 for i = 1, . . . , r
g
α,β, and ai = 0 for i > r
g
α,β, and g is defined by (24). Among the
results known for double Hurwitz numbers, there is the beautiful and explicit formula for
the case β = (1d) and g = 0 (see, e.g., [GJ2])
(26) H0α,(1d) = d! d
l(α)−3(d+ l(α)− 2)!
l(α)∏
i=1
ααii
αi!
.
We now prove that a particular generating series for double Hurwitz numbers is a
solution to the KP hierarchy, as a corollary of Theorem 3.1. This result was first proved
by Okounkov [Ok], using a different method, and then more recently by Orlov [Or], and
Kazarian [Ka].
Theorem 4.1. The double Hurwitz series
(27) H =
∑
|α|=|β|≥1,
g≥0
Hgα,β
|Aut α||Aut β|pαqβ
tr
g
α,β
rgα,β!
is a solution to the KP hierarchy (in the variables p1, p2, . . .).
Proof. From (19), (25) and (27), we obtain[
tr
g
α,β
rgα,β!
]
H =
[
u1 · · ·urg
α,β
]
B.
But, from [GJ1] (Lemma 4.2.5(1), p. 233), this implies that
H = B|
ek(u1,u2,...)=
tk
k!
,k≥1
,
and the result follows from Theorem 3.1. Note that, in terms of the series Φ, we have
(28) H = Φ|yj=ejt,j∈Z ,
from (21) and (22). 
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4.3. m-Hypermap numbers. Letm be a fixed positive integer. Define c
(g,m)
α,β by
(29) c(g,m)α,β :=
∑
b
(a1,a2,...)
α,β ,
where the sum is over all (a1, a2, . . .) with ai = 0 for i > m, and
(30) a1 + · · ·+ am = rgα,β.
Thus we are considering genus g branched covers with branching over 0 and∞ specified
by α and β, respectively, and arbitrary branching at m other points X1, . . . , Xm. For geo-
metric reasons, we scale these numbers in the same way as for double Hurwitz numbers
above. Hence we define them-hypermap number N
(g,m)
α,β by
(31) N
(g,m)
α,β :=
1
d!
|Aut α||Aut β|c(g,m)α,β , α, β ⊢ d ≥ 1, g ≥ 0.
We use the term m-hypermap number because the case m = 1 yields rooted hypermaps, as
discussed in a later section. The case β = (1d) and g = 0 has been considered by Bousquet-
Me´lou and Schaeffer [BMS], where they obtained the beautiful and explicit formula
(32) N
(0,m)
α,(1d)
= d!m
((m− 1)d− 1)!
((m− 1)d− l(α) + 2)!
l(α)∏
i=1
(
mαi − 1
αi
)
.
As a second corollary of Theorem 3.1, we now prove that a particular generating series
for m-hypermap numbers is a solution to the KP hierarchy.
Theorem 4.2. Them-hypermap series
(33) N (m) =
∑
|α|=|β|=d≥1,
g≥0
N
(g,m)
α,β
|Aut α||Aut β|pαqβt
rg
α,β .
is a solution to the KP hierarchy (in the variables p1, p2, . . .).
Proof. From (19), (31) and (33), we obtain
N (m) = B|u1=···=um=t,uj=0,j>m ,
and the result follows from Theorem 3.1. Note that, in terms of the series Φ, we have
(34) N (m) = Φ|yj=(1+jt)m,j∈Z ,
from (21). 
4.4. A direct relationship between Hurwitz numbers and m-hypermap numbers. One
relationship between Hurwitz numbers andm-hypermap numbers arises from inclusion-
exclusion, as follows. It is straightforward that the summation on the right hand side
of (29), subject to (30), and the further restriction that none of a1, . . . , am is equal to 0, is
given by
(35)
∑
j≥0
(−1)jc(g,m−j)α,β .
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But this forces ai ≥ 1 for all i = 1, . . . , m, and so in the case m = rgα,β, we must have
ai = 1 for all i = 1, . . . , m. This implies that branching over each such Xi is simple, and
so, rescaling as in (25) and (31), we have∑
j≥0
(−1)jN (g,r
g
α,β
−j)
α,β = H
g
α,β.
This inclusion-exclusion argument was given in [BMS] for the case g = 0 and β = (1d),
and enabled them to obtain (26) from (32).
The following result gives another relationship, perhaps more direct, obtained by com-
paring the generating series H and N (m) in (27) and (33).
Theorem 4.3. For g ≥ 0 and partitions α and β of d ≥ 1, N (g,m)α,β is a polynomial in m of degree
rgα,β, over Q. Moreover, [
mr
g
α,β
rgα,β!
]
N
(g,m)
α,β = H
g
α,β.
Proof. The result follows immediately by comparing (28) and (34). 
For example, it is straightforward to check that Theorem 4.3 holds in the case β = (1d)
and g = 0, using the explicit expressions given for these particular double Hurwitz and
m-hypermap numbers in (26) and (32), respectively.
We do not know an elementary direct proof of Theorem 4.3. There is a remarkably rich
literature on the geometry associated with Hurwitz numbers (the case β = (1d) of double
Hurwitz numbers). The fact that Hurwitz numbers arise in Theorem 4.3 as the leading
coefficient of m-hypermap numbers (where we can specialize to β = (1d) in the same
way) causes us to speculate that much of the geometry associated with Hurwitz numbers
may extend to m-hypermap numbers.
5. HYPERMAPS, MAPS AND TRIANGULATIONS IN ORIENTABLE SURFACES
5.1. Hypermaps in orientable surfaces. A connected graph embedded in an orientable
surface partitions the surface into regions called faces, and for two-cell embeddings, which
are considered here, the faces are homeomorphic to open discs. If the faces are prop-
erly two-colourable, so faces of the same colour intersect only at vertices (using colours
black and white) the embedded graph is called a hypermap, where the black faces are
hyperedges and the white faces are hyperfaces. The degree of a vertex is the number of ad-
jacent hyperedges, and the degree of a hyperedge or hyperface is the number of sides of
edges encountered when traversing the boundary once. We consider rooted hypermaps,
in which an arrow is drawn on one edge from a tail vertex to a head vertex, so that, mov-
ing around the tail vertex, there is a white face to the counterclockwise side of the root
edge. For example, on the left side of Figure 1, marked as “a”, we give a rooted hypermap
in the sphere, in which there are three faces of each colour (the black faces have shaded
interiors).
Let Mgα,β denote the number of rooted hypermaps in an orientable surface of genus g,
with vertex-degrees specified by the parts of the partition α, and hyperedge (black face)
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FIGURE 1. A rooted hypermap on the sphere.
degrees specified by the parts of β. It is well-known (see, e.g., [JV1], [JV2], [LZ], [T]) that
(36) Mgα,β =
1
(d− 1)!c
(g,1)
α,β , α, β ⊢ d ≥ 1, g ≥ 0.
Indeed, this explains the use of the termm-hypermap numbers forN
(g,m)
α,β (which is simply
a rescaling of c
(g,m)
α,β , via (31)). The (d − 1)! : 1 correspondence implicit in (36) is described
as follows: Label the corners of the white faces 1, . . . , d so that 1 is assigned to the cor-
ner on the counterclockwise side of the root edge, as encountered when moving around
the tail vertex. The remaining d − 1 labels may be placed arbitrarily, to give the factor
(d − 1)!. From this labelled hypermap, we obtain three permutations in Sd: σ, γ and pi.
Each disjoint cycle of σ gives the labels encountered when moving around a vertex in a
counterclockwise direction. Each disjoint cycle of pi gives the labels encountered when
traversing the interior boundary of a hyperface in a counterclockwise direction. Define
the label of a black corner (i.e., a corner of a hyperedge) to be the label of the white corner
that is encountered in the clockwise direction whenmoving around their common vertex.
Based on this labelling convention, each disjoint cycle of γ gives the labels encountered
when traversing the interior boundary of a hyperedge in a counterclockwise direction.
Given a rooted hypermap counted by Mgα,β, it is clear by construction that σ ∈ Cα and
γ ∈ Cβ, and that σγpi = ι. Moreover, 〈σ, γ, pi〉 acts transitively on {1, . . . , d}, because
the underlying graph is connected. This is clearly reversible, and specifies the required
(d− 1)! : 1 correspondence.
For example, on the right side of Figure 1, marked as “b”, is one of the labellings of the
hypermap given on the left side. For this example, we obtain
σ = (1 7)(2 5)(3)(4 8 9)(6), γ = (1 8 5)(2 4 3)(6 7 9), pi = (1 6 9)(2 8)(3 4 7 5),
and it is easy to verify that, in this case, we have σγpi = ι.
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It is instructive to consider the genus g in (23), which gives the genus for the corre-
sponding branched cover. In terms of the hypermap in the present case (with m = 1),
condition (23) gives
(37) d− l(pi) = l(α) + l(β) + 2g − 2.
Now, in the terminology of Euler’s polyhedral formula, the hypermap has V = l(α) ver-
tices, E = d edges, and F = l(β) + l(pi) faces, so a straightforward rearrangement of (37)
gives
l(α)− d+ (l(β) + l(pi)) = 2− 2g,
or V −E + F = 2− 2g, which is Euler’s formula. Our use of genus is therefore consistent
for covers and hypermaps.
As a specialization of Theorem 4.2, we now prove that a particular generating series for
the rooted hypermap numbersMgα,β is a solution to the KP hierarchy.
Theorem 5.1. The rooted hypermap series
(38) M :=
∑
|α|=|β|=d≥1,
g≥0
Mgα,β
d
pαqβt
rg
α,β
is a solution to the KP hierarchy (in the variables p1, p2, . . .).
Proof. From (31), (33) and (36), we haveM = N (1), and the result follows immediately, as
the specialization of Theorem 4.2 tom = 1. 
Note that the hypermap series M enables us to record vertex degrees and hyperedge
degrees separately but not hyperface degrees, so only the total number of hyperfaces
(through Euler’s formula) is recorded. The analogous series in which hyperface degrees
(in addition to vertex and hyperedge degrees) are recorded is not a solution to the KP
hierarchy.
5.2. Maps in orientable surfaces. The specialization from rooted hypermaps to rooted
maps is by requiring each hyperedge to be of degree 2, and then “collapsing” each hyper-
edge (black face) to a single edge where, for the hyperedge containing the directed root
edge, the collapsed single edge has the same direction as the directed edge. The result is
a rooted map with the collapsed singled edges as its edges and the hyperfaces as its faces.
Let R
(n,m)
α denote the number of rooted maps in an orientable surface with n edges, m
faces, and vertex degrees specified by the parts of α. Thus α is a partition of 2n, and the
genus g of the surface, by Euler’s formula, is given by l(α)−n+m = 2−2g. Note that, by
duality, R(n,m)α is also equal to the number of rooted maps in an orientable surface with n
edges,m vertices, and face degrees specified by the parts of α.
As a specialization of Theorem 5.1, we now prove that a particular generating series for
the rooted map numbers R
(n,m)
α is a solution to the KP hierarchy.
Theorem 5.2. The rooted map series
(39) R :=
∑
n,m≥1
∑
α⊢2n
R
(n,m)
α
2n
pαw
mzn
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is a solution to the KP hierarchy (in the variables p1, p2, . . .).
Proof. Comparing (38) and (39) and applying Euler’s formula and (24), we have β = (2n)
andm = 2n− rgα,β, so
R = M |q2=w2z,t=w−1
qi=0,i6=2
, .
The result follows immediately from Theorem 5.1. 
For results that correspond to Theorems 5.1 and 5.2 when the generating series are
expressed as matrix models see, e.g., [Or] (and for the connection between matrix models
and generating series for rooted maps in an orientable surface see, e.g., [J].)
5.3. Triangulations in an orientable surface of arbitrary genus. In this final section, we
apply Theorem 5.2 to obtain a recurrence equation for rooted cubicmaps (all vertices have
degree 3) in an orientable surface. By duality, these are equivalent to rooted triangulations,
an important class of maps for the study of surfaces in general.
We begin by defining, for any µ ⊆ {1, 2, 3}, the generating series Vµ(pµ, w, z) by
(40) Vµ(pµ, w, z) := 2z
∂
∂z
R
∣∣∣∣
pi=0,i/∈µ
.
In the next result, we obtain combinatorial relationships between various Vµ.
Proposition 5.3.
(i) V{1,2,3}(p1, p2, p3, w, z) =
p2w2z
1−p2z
+ 1
1−p2z
V{1,3}
(
p1, p3, w,
z
1−p2z
)
,
(ii) V{1,3}(p1, p3, w, z) = wz
−1T 2 + 4p1p3w
2z2
1−4p1p3z2
+ 1
1−4p1p3z2
V{3}
(
p3, w,
z√
1−4p1p3z2
)
,
where T is the formal power series solution to
(41) T = z(p1 + p3T
2).
Proof. Comparing (40) and (39), we obtain
Vµ =
∑
n,m≥1
∑
α⊢n
R(n,m)α pαw
mzn,
with the restriction in the sum over α that all parts of α are contained in µ. Thus, Vµ is the
ordinary generating series for the set V of rooted maps in an orientable surface in which
all vertex degrees are contained in µ.
For Part (i): There are two cases for the maps in V{1,2,3} :
Case 1: All vertices are of degree 2;
Case 2: Some vertex has degree 1 or 3.
In Case 1, there is exactly one map with k edges for each k ≥ 1, namely the k-cycle
embedded in the sphere. This accounts for the first term on the right hand side of Part (i)
of the result.
In Case 2, each such map in V{1,2,3} can be uniquely created by subdividing the edges
of maps in V{1,3}, replacing them by paths in which all internal vertices have degree 2.
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The number of faces is unchanged in this construction. This accounts for the second term
on the right hand side of Part (i) of the result, where the external factor (1 − p2z)−1 is an
adjustment for the root edge.
For Part (ii): There are three cases for the maps in V{1,3}:
Case 1: The map has 0 cycles;
Case 2: The map has 1 cycle;
Case 3: The map has at least 2 cycles.
In Case 1, these maps are rooted trees in the sphere, in which all vertices have degree 1
or 3 (each of these has 1 face). If we “cut” the root edge, then such trees decompose into an
ordered pair of trees from T , which consists of rooted ordered trees on at least one vertex,
in which every vertex has up-degree 0 or 2. Let T ni1,i3 denote the number of trees in T with
i1 vertices of up-degree 0, i3 vertices of up-degree 2, and n edges (so n = i1 + i3 − 1), and
let
T :=
∑
n,i1,i3≥0
n=i1+i3−1
T ni1,i3p
i1
1 p
i3
3 z
n+1.
Then, T clearly satisfies the functional equation (41), and so we obtain the first term on
the right hand side of Part (ii) of the result.
In Case 2, these are embedded in the sphere, with 2 faces, and each vertex on the cycle
has degree 3. The edge incident with this vertex that does not lie on the cycle is either
inside or outside the cycle, and is also incident with the root vertex of a tree in T . Thus
the contribution to V{1,3} in this case is
(42) w2
2p3zT
1− 2p3zT + w
2 2p3z
z∂
∂z
T
1− 2p3zT ,
where the first term in (42) is for maps with root edge on the cycle (in a canonical, say
clockwise direction), and the second term in (42) is for maps with root edge off the cycle.
For this second term, we place the root edge on some canonical side of the cycle, say
outside, and then direct it in either of the 2 possible directions. But, applying z∂
∂z
to (41),
we obtain
(43)
z∂
∂z
T =
T
1− 2p3zT ,
and solving (41) as a quadratic equation in T , we obtain
T =
1−
√
1− 4p1p3z2
2p3z
,
where we have rejected the other root since it is not a formal power series. But this explicit
expression for T gives
(44)
1
1− 2zp3T =
1√
1− 4p1p3z2
.
Simplifying (42) by means of (43) and (44), we obtain the second term on the right hand
side of Part (ii) of the result.
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In Case 3, each such map in V{1,3} can be uniquely created by subdividing the edges
of maps in V{3}, replacing them by paths in which each internal vertex has degree 3. The
edge incident with this vertex that does not lie on the path is in the face on either side of
the path, and is also incident with the root vertex of a tree in T . The number of faces is
unchanged in this construction. The contribution to V{1,3} in this case is(
1
1− 2zp3T +
2p3z
z∂
∂z
T
1− 2zp3T
)
V{3}
(
p3, w,
z
1− 2zp3T
)
,
where the external factor is an adjustment for the root edge. Simplifying by means of (43)
and (44), we obtain the third term on the right hand side of Part (ii) of the result. 
Now let S = {(n, g) ∈ Z×Z : n ≥ −1, 0 ≤ g ≤ n+1
2
}, and define f(n, g) by the quadratic
recurrence equation
(45) f(n, g) :=
4(3n+ 2)
n+ 1
(
n(3n− 2)f(n− 2, g − 1) +
∑
f(i, h)f(j, k)
)
,
for (n, g) ∈ S \ {(−1, 0), (0, 0)}, where the summation is over (i, h) ∈ S, (j, k) ∈ S with
i+ j = n− 2 and h+ k = g, subject to the initial conditions
f(−1, 0) = 1
2
, f(n, g) = 0, (n, g) /∈ S.
In the next result, we show that the solution to this quadratic recurrence, when rescaled
in a simple way, gives the number of rooted triangulations with given genus and number
of faces.
Theorem 5.4. The number of rooted triangulations of genus g, with 2n faces, is given by
F (n, g) =
1
3n+ 2
f(n, g), (n, g) ∈ S \ {(−1, 0), (0, 0)}.
Proof. Let F (n, g) be the number of rooted triangulations of genus g, with 2n faces, for
n ≥ 1, g ≥ 0. These have 3n edges, since the sum of the face degrees is twice the number
of edges (which also explains why triangulations must have an even number of faces).
They also have n+ 2− 2g vertices, which follows from Euler’s formula. Thus
(46) V{3} =
∑
n≥1
0≤g≤(n+1)/2
F (n, g)p2n3 w
n+2−2gz3n,
where duality has been used to interchange the numbers of vertices and faces. Now let
Ψ(p1, p2, p3, w, z) :=
∫
V{1,2,3}(p1, p2, p3, w, z)
dz
2z
.
Then from Theorem 5.2 and (40), we know thatΨ satisfies (1), in which all partials are with
respect to p1, p2, p3 (so setting pi = 0 for i ≥ 4 is permissible even before differentiation).
Let θ denote the substitution operator p1 7→ 0, p2 7→ 0. Now apply θ to (1), to obtain
(47) θF2,2 − θF3,1 + 1
12
θF14 +
1
2
(θF1,1)
2 = 0,
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where, from Proposition 5.3 and (46), the corresponding terms for the solutionΨ are given
by
θΨ2,2 =
1
2
w2z2 +
∑
n≥1
0≤g≤(n+1)/2
3n+ 1
2
F (n, g)p2n3 w
n+2−2gz3n+2,
θΨ3,1 = w
2z2 +
∑
n≥1
0≤g≤(n+1)/2
(2n + 1)F (n, g)p2n3 w
n+2−2gz3n+2,
θΨ1,1 = wz + 4p
2
3w
2z4 +
∑
n≥1
0≤g≤(n+1)/2
2(3n+ 2)F (n, g)p2n+23 w
n+2−2gz3n+4,
θΨ14 = 12p
2
3wz
5 + 384p43w
2z8 +
∑
n≥1
0≤g≤(n+1)/2
8(3n+ 2)(3n+ 4)(3n+ 6)F (n, g)p2n+43 w
n+2−2gz3n+8.
Many of the initial terms may be absorbed into the summations above by using the set S.
For example,
θΨ14 =
∑
(n,g)∈S
8(3n+ 2)(3n+ 4)(3n+ 6)F (n, g)p2n+43 w
n+2−2gz3n+8.
The result follows by substituting the summation expressions for the four partials into (47),
equating the coefficients of p2n3 w
n+2−2gz3n+2 on both sides of the resulting equation, and
rescaling to (3n+ 2)F (n, g) = f(n, g). 
For example, applying (45) recursively, Theorem 5.4 gives F (0, 0) = 1, and
F (1, 0) = 4, F (1, 1) = 1, F (2, 0) = 32, F (2, 1) = 28,
which are consistent with the tables given in [JV3]. Jason Gao (private communication)
has checked that the recurrence correctly gives the first 40 terms in genus 0 and 1. The
recurrence (45) for triangulations (scaled by 3n + 2 as in Theorem 5.4), appears substan-
tially simpler that the one that has appeared in [G], but we do not not know of a direct
combinatorial argument for this recurrence.
Bender, Gao and Richmond [BGR] have been able to use this new recurrence to obtain
the explicit asymptotics for triangulations with fixed n and g. Previously, the most explicit
asymptotic form for triangulations had been given by Gao [G], which involved a scalar tg
depending only on the genus g. The asymptotics for many classes of rooted and unrooted
maps in an orientable surface of genus g was also known up to the same scalar tg. Thus
the fact that the explicit form in [BGR] determines tg explicitly means that the asymptotics
for all these classes of maps are now known explicitly.
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