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Interlayer coupling in spin valves studied by broadband ferromagnetic resonance
D. E. Gonzalez-Chavez, R. Dutra, W. O. Rosa, T. L. Marcondes, A. Mello, and R. L. Sommer
Centro Brasileiro de Pesquisas F´ısicas,22290-180 Rio de Janeiro, RJ, Brazil
(Dated: July 11, 2018)
Magnetization dynamic response of coupled and uncoupled spin valves with structure
NiFe(20nm)/Cu(tCu)/NiFe(20nm)/IrMn(10nm) is probed using broadband ferromagnetic resonance
absorption measurements. The coupling intensity between the free and pinned layers is tailored by
varying the Cu thickness tCu. Broadband spectra exhibit two resonant modes for each value of
applied field. It is observed that the coupling among NiFe layers modifies the amplitude of the
absorption peaks and also the shape of the dispersion relations for each mode, which becomes
particularly distorted at the anti-parallel magnetization state. The observed phenomena is well
described by applying a semianalytical model that properly takes into account the coupling inter-
actions and allows an efficient numerical calculation of the absorption peak amplitudes, and the
dispersion relation shapes.
I. INTRODUCTION
Interlayer coupling is an important ingredient for
several devices as spin valves1,2 and magnetic tunnel
junctions3–6 (MTJ), multilayered materials and any sys-
tems based on two or more ferromagnetic layers separated
by a nonmagnetic spacer.
On spin valves and MTJ, a strong interlayer coupling
is a key issue for devices using synthetic free or pinned
layers7–9, while a weak coupling is usually observed be-
tween the free and pinned layers10–12. In both cases the
dynamical behavior is influenced by the strength of in-
terlayer coupling, both, in saturated and not saturated
magnetic states.
This coupling was extensively studied in the past by
several experimental techniques as magnetization mea-
surements and magneto-resistance13,14, ferromagnetic
resonance15–18, Brillouin light scattering (BLS)19–21, and
others22,23.
An interesting and recent approach to study the effect
of interlayer coupling on the high frequency response is
the use of broadband ferromagnetic resonance. This tech-
nique is based on the use of a vector network analyser
(VNA), and is usually known as VNA-FMR24. Using this
technique we are able to measure the dynamic properties
(permeability or absorption) in a frequency range from a
few MHz to dozens of GHz. Moreover, all measurements
can be performed in the range −Hmax ≤ 0 ≤ +Hmax,
where Hmax can be adjusted from a few Oe to several
kOe. Therefore, besides measuring the saturated states
as in traditional FMR, a broadband measurement can
be performed on non saturated states, and eventually at
zero field.
In this work, we study the static and dynamic prop-
erties of spin-valve systems using VNA-FMR and mag-
netometry measurements. Our samples are consisted of
Py/Cu/Py/IrMn layers described as follows. The bottom
Py = permalloy (Ni81Fe19) layer acts as a free magnetic
layer (F) while the top Py layer is coupled to an antifer-
romagnet (Ir20Mn80) and behaves as a pinned layer (P).
We are able to address the behavior of each layer and
the effect of the interaction mediated by the Cu spacer.
By varying Cu layer thickness we are able to control the
interaction between the Py layers, which produces new
features on broadband spectra at non-saturated magnetic
states. In particular, we observe complex dispersion re-
lations, including frequency jumps and absorbed power
intensities depending on the oscillation modes.
A semianalytical model based on the magnetic free en-
ergy for the macro spins, together with the Landau Lif-
shitz Gilbert equation (LLG) is proposed and applied to
these systems. This model allows an efficient numerical
calculation of the broadband absorption amplitudes and
dispersion relations describing remarkably well the ex-
perimental results. Moreover, the model provide further
insights on the magnetization dynamics of spin-valve like
systems in both, saturated and non-saturated magnetic
states.
II. EXPERIMENT
We produced spin-valves with structure
Py(20nm)/Cu(tCu)/Py(20nm)/IrMn(15 nm), where
tCu = 0.75 nm, 1.0 nm and 2.5 nm, were produced using
a Magnetron Sputtering system onto a Si(100) sub-
strate with both buffer and capping layers of Ta(5 nm).
Chamber pressure condition for such depositions was
5mTorr/50 sccm Ar pressure/flow, after a 5× 10−8 Torr
base pressure in the whole chamber. A RF power source
was used for Py depositions, while DC sources were used
for Ta, Cu and IrMn depositions. All deposition rates
were calibrated using low angle x-ray reflectometry.
During the growth process, an in-plane magnetic field
of about 200Oe was applied in order to induce an
unidirectional anisotropy at the FM/AFM interface,
leading to the pinning of the top FM layer through
exchange bias effect.
We performed static magnetic measurements (M vs.
H) using a VSM under DC fields of ± 300Oe. For
the dynamic measurements, we used a broadband ferro-
magnetic resonance setup composed by a Rhode&Shwarz
ZVA24 Vector Network Analyser, combined with a copla-
nar waveguide for frequencies in the range of 0.1 - 7.0
2GHz and DC magnetic fields in range of ± 300Oe. For
these measurements, each sample was placed on top of a
two port coplanar waveguide, where the external field H
was applied along the propagation direction, as shown in
Fig. 1. The transmission S21 and reflection S11 coeffi-
cients were measured in such specified field and frequency
range. The absorbed power ratio in the waveguide was
calculated using25
PLoss/PIn = 1− |S11|
2 − |S21|
2. (1)
The ferromagnetic resonant spectra (magnetic absorp-
tion) were obtained by measuring this ratio with respect
to a reference measurement of the dielectric losses, ac-
quired with the sample saturated along the direction of
the rf field.
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FIG. 1. Schematic diagram of the coplanar waveguide (CPW)
structure and a sample placed on top of it. The central con-
ductor of the CPW is about 260µm wide. High-frequency
micro-probes and coaxial cables (not shown) were used to
connect the structure through VNA. The sample’s anisotropy
axis (a.a.) is aligned to the direction of the applied external
field H.
III. EXPERIMENTAL RESULTS
Our samples were engineered in order to have different
coupling intensities between the FM layers. From the
static hysteresis loops, measured with the external field
applied along the easy axes (as shown in Fig. 2), we can
clearly note how the thickness of Cu spacer intermedi-
ates the intensity of the coupling among the FM layers.
The sample with tCu = 2.5 nm (Fig. 2(a)) has showed the
typical spin-valve behavior, with well-known parallel and
anti-parallel magnetization states, displaying a shifted re-
sponse for P and a centered response for F layers. Such
features indicate non appreciable coupling between the
FM layers. On the other hand, for tCu = 1.00 nm (Fig.
2(b)), the coupling now manifests itself as a small shift
in the response of the F layer. A larger coupling is ob-
tained for tCu = 0.75nm, where the shift of the F layer
is larger and the anti-parallel state is no longer observed.
Instead of that, a gradual rotation of the magnetization
is actually the main switching process.
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FIG. 2. Measured and calculated magnetic hysteresis loop
(left) and the broadband FMR spectra (right) for tCu =
2.50 nm (top) tCu = 1.00 nm (middle) and tCu = 0.75 nm (bot-
tom). The symbols correspond to the experimental data and
the solid line to the calculated curve.
The right side of Fig. 2 shows the measured absorbed
power spectra for our samples. The color scale denotes
the amplitude from blue (minimum) to red (maximum).
The maximum amplitude on branches correspond to the
resonant modes. In these measurements, we are able to
observe two clear resonant responses (Fig. 2(d)) for the
sample without coupling (tCu = 2.50 nm), one centered
and the other field shifted, corresponding to F and P lay-
ers, respectively. As already observed26 in simple or ex-
change biased magnetic systems, the change in the slopes
of the branches occurs at the switching fields of the re-
spective layers. On the other hand, for the samples with
coupled FM layers (tCu = 1.00 nm and tCu = 0.75 nm), a
pair of resonant branches is still observed in parallel mag-
netization states, while a completely different and a new
behavior is observed in non-saturated states, including
frequency jumps in the resonant branches for both layers
at their switching fields. These features will be addressed
in the following section V, after we present our model and
numerical calculations for these systems. In all cases (sat-
urated and non-saturated samples) we observe different
absorption intensities on the resonant branches. In order
to get a further insight on the absorption of the saturated
states, we plot the absorption profile for these samples at
3.7 GHz in Fig. 3. In this figure, four absortion peaks
are observed for all samples. In the uncoupled case (Fig.
33(a)), the small peaks correspond to the oscillation of the
P layer, while the larger peaks are associated to the res-
onance of the F layer. Therefore, the difference in the
height of peaks is clearly ascribed to the larger damp-
ing parameter α for the exchange biased P layer27. For
the samples with interaction between the FM layers (Fig.
3(b-c)), the inner peak amplitudes decrease with respect
to the outer peaks. Such decreasing seems to depend on
the coupling intensity and it will be explained onward by
our model and numerical calculations.
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FIG. 3. Absorbed power profiles at 3.7GHz for the samples
with different Cu spacer thicknesses (a) tCu = 2.5 nm, (b) tCu
= 1.0 nm and (c) tCu = 0.75 nm. The symbols correspond
to the experimental data and the solid line to the calculated
curve. Arrows represent the oscillating vectors, see Fig 5 for
further details.
IV. SEMIANALYTICAL MODEL AND
NUMERICAL CALCULATIONS
In order to understand the features observed in our
M vs. H curves and broadband measurements, we have
adopted a macro spin model which takes into account
the usual free energy density terms for each ferromag-
netic layer plus a term describing the effective interaction
between the free (F) and pinned (P) layers, as follows:
E = EPinned + EFree + EInteraction (2)
The free energy density for each layerEPinned andEFree
incorporate the Zeeman, in-plane uniaxial anisotropy,
FIG. 4. Schematic diagram of the theoretical system con-
sidered for the numerical calculations. The magnetization
vectors (filled arrows) lay on the plane of the samples, their
orientations are defined by the θ and ϕ angles measured from
the sample’s normal and the anisotropy axis (a.a.), respec-
tively. The oscillating vectors (empty arrows) are parallel to
the ϕˆ directions (not show). The radio frequency field hrf is
also parallel to the sample and perpendicular to a.a.
shape anisotropy and out-of-plane anisotropy terms.
EPinned includes also the exchange bias interaction term
that keeps the corresponding layer pinned and the related
rotatable anisotropy27. In our system, as shown in Fig. 4,
both layers have the same thickness t and saturation mag-
netizationMS and we express the energy density in terms
of the polar θ and azimuthal ϕ angles of the magnetiza-
tions and the anisotropy axes. Since the shape anisotropy
energy is the dominant in our system, the magnetization
vector always lays on the plane of thin films, therefore
θ = pi/2. Considering also that the anisotropies have
an in-plane easy axis direction that is parallel to ϕ = 0
and having the external field H applied at ϕH, then the
normalized free energy density (η = E/MS) for F and
P layers, keeping only the ϕ dependent terms, can be
written as follows:
ηPinned =−Hcos(ϕH − ϕP)−HEB cos(ϕP)
−
1
2
HPk cos
2(ϕP)
ηFree =−Hcos(ϕH − ϕF)−
1
2
HFk cos
2(ϕF)
(3)
where HPk , H
F
k , ϕP and ϕF are the uniaxial anisotropy
fields and the in-plane magnetization angles of the P and
F layers, respectively; HEB is the exchange bias field act-
ing on the pinned layer. The adopted interaction energy
density reads:
ηInt = −H
J
1 cos(ϕP − ϕF) + H
J
2 cos
2(ϕP − ϕF) (4)
with HJ1 =
J1
tMS
and HJ2 =
J2
tMS
, where J1 and J2 are the
bilinear and biquadratic interaction constants between
the two layers, respectively.
By minimizing η = ηPinned+ ηFree+ ηInt for a given H,
the equilibrium angles ϕP and ϕF of the magnetization
vectors can be obtained.
The magnetization dynamics in our system is described
by the Landau-Lifschitz-Gilbert equation (LLG) adapted
4to our purpose:
dMi
dt
= −γ(Mi ×Hi) +
αi
MS
(Mi ×
dMi
dt
) (5)
with i = F, P. One should expect that each layer fol-
lows independently this equation, hence in angular coor-
dinates it can be expressed as:
dθi
dt
=
γ
(1 + α2i )
(Hϕi + αiHθi)
sin θi
dϕi
dt
=
γ
(1 + α2i )
(αiHϕi −Hθi)
(6)
where Hϕ and Hθ are the azimuthal and polar compo-
nents of the effective field, α the dimensionless damping
parameter and γ is the gyromagnetic ratio, which is the
same for both layers. The effective field components can
be expressed as:
Hθi =−
1
MS
∂E
∂θi
+ hrf · θˆi
Hϕi =−
1
MS sin θi
∂E
∂ϕi
+ hrf · ϕˆi
(7)
where hrf is the dynamic component of the applied exter-
nal field, θˆi = cosϕi cos θixˆ + sinϕi cos θiyˆ − sin θizˆ and
ϕˆi = − sinϕixˆ+ cosϕiyˆ
In our specific case sin θP = sin θF = 1, which means
that we are able to rewrite Eq.6, for the F and P layers,
as follows:

θ˙P
ϕ˙P
θ˙F
ϕ˙F

 = − γMS [Λ]


∂E/∂θP
∂E/∂ϕP
∂E/∂θF
∂E/∂ϕF

+ γ[Λ]


hrf · θˆP
hrf · ϕˆP
hrf · θˆF
hrf · ϕˆF

 (8)
where
[Λ] =


1
1+α2
P
(
αP 1
−1 αP
)
0
0 1
1+α2
F
(
αF 1
−1 αF
)

 (9)
A. Susceptibility tensor
The differential susceptibility tensor [χ] = dM/dH
characterizes the dynamic magnetic response of as sys-
tem to an external field. In our system, [χ] gives us the
relation between the radio frequency field hrf and the
oscillating part M˙ of the magnetization vectors
M˙F + M˙P = [χ]h˙
rf (10)
where M˙i = MS[sin θiθ˙iθˆi+ ϕ˙iϕˆi] for each layer. In order
to give an equivalent expression in function of the angular
coordinates, we define Ω = (θP, ϕP, θF, ϕF), with Ω =
Ω0 + δΩ
rf , where δΩrf ∝ ejωt are the small deviations
around the equilibrium positions Ω0. The magnetization
deviations δΩrf are driven by the radio frequency field
hrf , thus they oscillate at the same frequency ω. The
projections hrf
Ω
= hrf ·Ωˆ0 are related to the magnetization
oscillations by a pseudo susceptibility tensor [X] defined
by:
δΩrf = [X]hrfΩ (11)
then, if we expand the energy terms around Ω0 as in
∂E/∂Ωrfk =
∑
l
∂2E
∂Ωk∂Ωl
δΩrfl , Eq. 8 can be expressed as:
−
γ
MS
[Λ][EΩΩ][X]h
rf
Ω
+ γ[Λ]hrf
Ω
= jω[X]hrf
Ω
(12)
where the matrix [EΩΩ] has elements EΩΩkl =
∂2E
∂Ωk∂Ωl
.
For our particular system, the non-zero values of [EΩΩ]
are:
EθPθP =MS [4piMS −H⊥ +Hcos(ϕH − ϕP)
+ HPk cos
2 ϕP +HEB cosϕP +HR
+HJ1 cos(ϕP − ϕF)
− 2HJ2 cos
2(ϕP − ϕF)]
EϕPϕP =MS [H cos(ϕH − ϕP)
+ HPk cos(2ϕP) + HEB cosϕP +HR
+HJ1 cos(ϕP − ϕF)
− 2HJ2 cos(2(ϕP − ϕF))]
EθFθF =MS [4piMS −H⊥ +Hcos(ϕH − ϕF)
+ HFk cos
2 ϕF
+HJ1 cos(ϕP − ϕF)
− 2HJ2 cos
2(ϕP − ϕF)]
EϕFϕF =MS [H cos(ϕH − ϕF) + H
F
k cos(2ϕF)
+ HJ1 cos(ϕP − ϕF)
− 2HJ2 cos(2(ϕP − ϕF))]
EθPθF =EθFθP
= −MS[H
J
1 + 2H
J
2 cos(ϕP − ϕF)]
EϕPϕF =EϕFϕP
= −MS[H
J
1 cos(ϕP − ϕF)
+ 2HJ2 cos(2(ϕP − ϕF))]
(13)
where HR and H⊥ are the effective rotatable and per-
pendicular anisotropy fields. For an arbitrary field hrf
oscillating at a frequency ω we can obtain the pseudo
susceptibility tensor using:
[X] =
(
j
ω
γ
[Λ]−1 + [EΩΩ]
)−1
(14)
This equation can be efficiently solved by standard nu-
merical methods, resulting in the susceptibility tensor for
each applied external field H and excitation frequency ω.
5B. Resonant Frequencies
One of the important features in our systems are the
resonant frequencies. These can be obtained from:
γ
MS
[Λ][EΩΩ]δΩ = −jωrδΩ (15)
This equation can be solved as an eigensystem using
numerical methods. The eigenvalues provide us the
resonant frequencies ωr and the eigenvector values of
δΩ at that frequency. Two positive values of ωr are
found for each external field H. The acquired values of
δΩ = (δθP δϕP δθF δϕF) show that the amplitude of
the out-of-plane oscillations is negligible, i. e., almost
zero (δθP ≈ δθF ≈ 0) as expected. The analysis of the
in-plane oscillations δϕP and δϕP of a given eigenvector
allows us to determine which is the most oscillating layer
at the frequency of the corresponding eigenvalue. When
|δϕP| > |δϕF|, we associate the obtained eigenvalue to
the natural resonant frequency ωP of the pinned layer.
The opposite case (|δϕP| < |δϕF|) is associated to the
natural frequency ωL of the free layer. One must notice
that δΩ values obtained by this method are multiplied
by an unknown amplitude and phase, thereafter they are
not suitable for calculating the absorbed power or to com-
pare them at different fields H. However, they provide
relevant information on the relative phase and amplitude
of oscillation of each layer over the dispersion relation.
C. Absorbed Power
In order to compare directly our calculations to the
experimental results, it is important to write down the
average power absorbed by our system at a given field and
frequency. To proceed, we start describing the instant
power, per unit of volume, absorbed by our system:
P = −hrf · (M˙F + M˙P) (16)
It must be noticed that the amplitude of P depends on
three factors: (a) the relative orientation between hrf and
the oscillating vectors M˙i; (b) the temporal phase differ-
ence between M˙F and M˙P; (c) the relative orientation
of the oscillating vectors that depends on the direction
of the magnetization at the equilibrium position for each
layer. A graphical representation of several possible cases
are presented in Fig. 5.
The average absorbed power, per unit of volume, over
an oscillatory cycle will also depends on the temporal
phase difference between hrf and the magnetization re-
sponse, which can be calculated by:
< P >=− ωMS Im
[∑
p
hrfΩpδΩ
rf
q
]
=− ωMS Im
[∑
p,q
hrfΩpXpqh
rf
Ωq
] (17)
FIG. 5. Geometrical representation of the magnetization vec-
tors (filled arrows) and oscillating vectors (empty arrows).
Magnetizations are shown in parallel states (a and b), anti-
parallel state (c) and noncollinear states (d and e). The os-
cillations are in phase in a, c and d or out of phase in b and
e. If hrf is along the vertical direction, a and e should have
larger absorbed power than b c or d
V. DISCUSSION
Here we separate the discussion in samples that exhibit
coupling between the ferromagnetic layers and the sam-
ple with uncoupled layers. The coupling strength were
obtained by comparing the calculated and experimental
data. All the simulation parameters are resumed in table
I
TABLE I. Parameters used in simulations.
Common parameters to all samples
MS (emu/cm
3) 80028 HFK (Oe) 5
γ (MHz/Oe) 17.5928 HPK (Oe) 15
αPinned 0.018 HR (Oe) 9
αFree 0.010
Sample dependent parameters
tCu 2.5 nm 1.0 nm 0.75 nm
HEB (Oe) 70 83 81
HJ1 (Oe) 0 13 35
HJ2 (Oe) 0 1.0 4.5
H⊥ (Oe) 0 600 600
ϕH 4
◦ 2◦ 5◦
We choose the damping constants values in such a way
that they reproduce the field widths observed at 3.7 GHz
(see Fig. 3). No frequency dependence of the damping
parameters were considered in this work.
A. No coupling
When there is no coupling between the FM layers, our
system behaves as two independent systems. The hys-
teresis loop can be treated as the sum of two square
loops, one (centered) corresponding to F and the other
one field shifted by HEB corresponding to P. The broad-
6band response is also the addition of the individual re-
sponse of each layer. In our model, the matrix [EΩΩ] is
then formed by two independent block of matrices along
the main diagonal. Thus, an independent solution can be
found for each block, corresponding to the F and P layers
of our samples. The solutions for the resonant frequen-
cies, when the damping is neglected, are the well-known
Kittel relations:
ωPr =γ
√
4piMS −H⊥ ±H±HEB +HPk +HR
×
√
±H±HEB +HPk +HR
ωLr =γ
√
4piMS −H⊥ ±H+HFk
√
±H+HFk
(18)
the ± sign should be chosen accordingly to the direc-
tion of the respective magnetic layer, + for ϕ = 0 and
− for ϕ = pi corresponding to the right or left reso-
nant branches experimentally observed. The resonant
branches cross each other when the layers are in the anti-
parallel state and where the external field is
H = H0 −
1
2
(HEB +H
P
k +HR −H
F
k ) (19)
At this point, the total absorbed power is the sum of the
individual absorbed powers of each layer.
B. Coupled FM layers
In this subsection, Fig. 6 resumes both the experi-
mental and numerical results in a expanded H scale. In
this figure, the colors were assigned red and blue for the
pinned and free layers, respectively. Also, the filled ar-
rows represent the magnetization vectors whilst empty
arrows represent the oscillating vectors.
Having Fig. 6 in mind, we realize that the hysteresis
response of the F layer is no longer centered. For a pos-
itive bilinear interaction (J1 > 0), the loops of each F
layer are field shifted toward the position of the P layer
loop. If the coupling is not large, as for the sample with
tCu = 1.0 nm, the square shape the loops is maintained,
indicating that the magnetization flips between the paral-
lel and anti-parallel direction with respect to the external
field. For the sample with tCu = 0.75nm, whose coupling
intensity is larger, the hysteresis loop is no longer square,
but instead acquires a rounded shape due the simultane-
ous rotation of the FM layers (see Fig. 6(d)).
When excited by an external rf field, the magnetization
of each layer does not oscillate independently. Instead,
they oscillate coherently but with correlated amplitude
and phase difference. In this case, we find that for a
resonant mode with frequency ωr, the phase difference
of the oscillations ∆φ = arg[δϕF]− arg[δϕP] depends on
the natural frequency of the companion layer: a natural
frequency higher or lower than ωr gives rise to a phase
difference φ ≈ 0◦ or φ ≈ 180◦ for each case, respectively.
This behavior has the effect of changing the the resonant
peak amplitudes as seen in Fig. 3.
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FIG. 6. Experimental and simulation details in the non-
saturated states for tCu = 1.0 nm (left) and tCu = 0.75 nm
(right). Experimental broadband spectra (a and b), simu-
lated magnetization curves (single branch) (c and d), sim-
ulated dispersion relation (e and f), relative phase between
the oscillations (g and h) and simulated broadband average
absorbed power (i and j). Filled arrows represent the mag-
netization vectors and empty arrows represent the oscillating
vectors.
Independently of the coupling intensity, there is an ex-
ternal field value H0 where both layers oscillate at the
same frequency (see the dashed line in Fig. 6). As long
as the anti-parallel state holds, which is the case of tCu
= 1.0 nm, this field takes the same value as in the un-
coupled case (see Eq.19). In all other cases, as for tCu
= 0.75 nm, the magnetization angles must be taken into
account for calculating H0, giving a complicate analyti-
cal expression. The resulting values are, however, usually
close to the former cases (see the dotted line on the right
panel of Fig. 6).
At this field H0, two resonant frequencies, rather than
one as in the uncoupled case, are found. The gap between
7these frequencies is proportional to the intensity of the
given coupling. At this magnetization state, both layers
oscillate with the same amplitude (|δϕP| = |δϕF|) at any
given frequency. This may indicates that the dominant
interaction at this state is the coupling energy.
From Fig. 6(a-b), we notice two arc-shaped (lower and
upper) branches over the non saturated regime. These
features can be reproduced by our model, which results
in the dispersion relations and the simulated broadband
average absorbed power shown in Fig. 6. Besides, our
model allow us to identify that these branches are formed
by both oscillating modes, corresponding to the F and
P layers respectively. The frequency gap between the
branches correspond to the frequency jump at H0.
We calculated the oscillating vectors by taking into
account both the magnetization state and the relative
phase ∆φ (shown in Fig. 6(g-h)).
Interestingly, for tCu = 1.0nm, the absorption in the
lower arc is favoured when the oscillating vectors are in
the same direction. In this case, the oscillating vectors
are also in the same direction of the rf field. On the other
hand, the sample with tCu = 0.75nm shows an apprecia-
ble absorption only in the upper inverted arc. Here the
oscillating vectors (calculated at H0) are no longer par-
allel to the rf field. Instead, their vector sum is nearly
parallel to the rf field for the upper branch and nearly
perpendicular to the rf field for the lower arc.
VI. CONCLUSIONS
In summary we reported the broadband reso-
nance spectra in coupled and uncoupled magnetic
layers in a single spin-valve configuration, namely
NiFe(20 nm)/Cu(tCu)/NiFe(20 nm)/IrMn(15 nm) where
tCu = 0.75 nm, 1.0 nm and 2.5 nm controls the coupling
intensity. For coupled cases, we observed that, at low
field, the experimental broadband spectra is complex,
while at high field the spectra show the typical behavior
of coupled saturated samples. The coupling between the
ferromagnetic layers was observed to modify the relative
amplitudes of the absorption peaks.
We were able to reproduce remarkably well the broad-
band experimental results, both in saturated and non-
saturated states, by using our numerical method based
on the macro spin approximation, obtaining the disper-
sion relations from Eq.15 and the broadband average ab-
sorbed power from Eq.17. The method provide further
insights on the magnetization dynamics in coupled sys-
tems, predicting frequency gaps and complex dispersion
relations in non-saturated magnetic states. Such states,
besides of their importance in applications, are usually
neglected by the traditional descriptions of both regular
FMR and broadband FMR experiments.
As final comments we would like to point that our ma-
trix mathematical approach allows any one to easily de-
scribe magnetic systems with an arbitrary number of in-
teracting macro spins. It also allows us an easy and fast
software implementation of the method by using well es-
tablished numerical subroutines29.
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