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To date, most speech synthesis techniques have relied upon the representation of the vocal tract by some form of filter, a typical
example being linear predictive coding (LPC). This paper describes the development of a physiologically realistic model of the
vocal tract using the well-established technique of transmission line modelling (TLM). This technique is based on the principle of
wave scattering at transmission line segment boundaries and may be used in one, two, or three dimensions. This work uses this
technique to model the vocal tract using a one-dimensional transmission line. A six-port scattering node is applied in the region
separating the pharyngeal, oral, and the nasal parts of the vocal tract.
Copyright © 2007 A. Benkrid et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
The introduction of fast digital signal processors has made
possible the construction of computing platforms capable of
modelling problems in real time. This presents a challenge in
two fields, firstly in the design of the hardware necessary to
build such a platform and secondly in the formulation of the
problem to be modelled in such a way that it can take full
advantage of the processing speed available. Modelling of the
human vocal tract is one area, where the ability to generate
real-time output is of significant advantage as it is then pos-
sible to listen to the output directly. This paper shows how
transmission line modelling (TLM) may be used to model
the human vocal tract in such a way that full advantage may
be taken of a multi-DSP processing platform built by the au-
thors. The formulation of the TLM algorithm makes it ide-
ally suited to the DSP chips which were emerging in the mid-
1980s. The first family of DSPs to become established as an
industry standard was the TMS320 series.
Most speech synthesis techniques developed to date have
relied upon the representation of the vocal tract by some
form of filter, a typical example being linear predictive coding
(LPC) [1]. The aim of this research work is to develop a phys-
iologically realistic model of the vocal tract, capable of run-
ning in real-time, using transmission line modelling (TLM)
[2]. The relative computational simplicity of this modelling
technique opens up the possibility of using the latest gener-
ation of digital signal processors to build a multiprocessor
platform.
The hardware used to run the model is based on a num-
ber of TMS320’s processors working in parallel and being
supported by an IBM PC compatible computer acting as
host. Before the model may be run, the code for the task to be
performed by each processor must be loaded from the host.
When the model is running each time frame is begun by the
host passing the coeﬃcients to be used for that frame to each
processor. At the end of each time-step, the output generated
by one processor must be passed to the processor respon-
sible for an adjacent section of the model. Consequently, it
can be appreciated that communication between the various
processors is an important consideration in the design of the
hardware. There are several solutions to this problem; the use
of global memory to which all processors have access or di-
rect processor-to-processor communication using, for exam-
ple, input-output ports are two alternatives. The nature of
TLM [3] allows direct communication to be used to advan-
tage, whereas global memory may be a more flexible alterna-
tive for general problems. This paper is concerned primarily
with the formulation of the model such that full advantage of
the multiprocessor platform can be realised rather than with
the detail of that platform.
The TLM technique has previously been used by other
workers to solve a wide range of field problems eﬃciently
[4–8], with a rapid rate of convergence and unconditional
stability. TLM simulates the analogue process of the system
under study by splitting it into a number of sections which
are separated from each other by scattering nodes. It can be
applied in one, two, or three dimensions depending on the
nature of the problem and the accuracy required from the
model.
In order to guarantee the performance of the vocal tract
model, it is essential to calculate the number of sections
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which are required to model the system with an acceptable
degree of accuracy. It is necessary to establish the precision
at which the TLM model has to be used to minimise the
error arising only from the ability of the transmission line
model to represent the system and not from the numerical
solution of the model [9]. In order to do this successfully
three conflicting demands have to be satisfied. These are the
programme run-time, the accuracy of the model output, and
the length of the time-step. In this particular case, however,
there is the additional demand that the model must run in
real-time.
The vocal tract is a multiple cavity whose first four
resonances are centred at 500 Hz, 1500 Hz, 2500 Hz, and
3500 Hz. However, as the articulators move, these resonances
vary. Thus, the speech spectra are not completely arbitrary
but are characterised by resonant peaks called formants and
most of the energy of a typical speech signal is contained
within a limited bandwidth. All the formants characterising
the diﬀerent phonemes, with an acceptable audibility, are in-
cluded within a bandwidth of about 3.5 kHz. Indeed the tele-
phone system uses a bandwidth of 300 to 3.3 kHz to transmit
speech with an acceptable clarity.
Conventionally, for acceptable performance of a TLM
model, the node spacing should be about one tenth of the
smallest wavelength to be modelled. With a maximum fre-
quency of 3.4 kHz (λmin = 100 mm) the section lengths will
be about 10 mm [10]. A typical vocal tract is 175 mm long so
using sixteen sections produces a model of acceptable reso-
lution and gives a time-step (T) of 32 μs. Including the nasal
tract, which is typically 120 mm long, the model would in-
crease in size and contain a total of 27 scattering nodes as
illustrated in Figure 1. With a real-time model the output
samples must be produced at a rate which is greater than the
Nyquist limit; for a signal bandwidth of 3.4 kHz this would be
about 147 μs [10]. This indicates that the model is approx-
imately four times oversampled. A TMS32020 DSP with a
clock speed of 20 MHz requires about 4 μs for a simple node
calculation. The model proposed above requires 27 such cal-
culations to be performed in a single time-step which would
take about 100 μs. This is about a factor of three greater than
the required time-step and has also excluded the time re-
quired for the six-port calculation at the pharynx, reflection
coeﬃcient update, generation of the excitation waveform,
and other housekeeping tasks. The task, therefore, cannot be
achieved in real-time by a single processor, it is thus neces-
sary to use a multiprocessor system.
2. MODELLING OF THE SYSTEM
The length of the vocal tract is comparable to the wavelength
of the sound at audio frequencies. It is, therefore, possible
to represent the tract as a one-dimensional acoustic tube of
variable cross-sectional area. This makes it convenient to ap-
ply TLM to the vocal tract.
The mathematical treatment of the sound production
process involves the following successive operations. The vo-
cal tract must first be viewed terms of an area function, S,
which describes the sectional area, perpendicular to the air
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Figure 1: Vocal tract model.
stream, from the glottis to the radiating surface at the lips.
Secondly, this function has to be approximated by a suﬃcient
number of successive parts, each of a constant cross-sectional
area. Lastly, the model is excited by an appropriate input and
an output obtained which is characteristic of the shape of vo-
cal tract.
A set of partial diﬀerential equations can be obtained that
describe the motion of air in such a system [12–16]. So long
as the greatest cross-sectional dimension of the system is ap-
preciably less than the wavelength and the internal wave re-
flection is well known, it has been shown [13] that sound
waves in the system satisfy the following pair of equations:
∂P
∂x
= ρ∂(U/S)
∂t
,
∂U
∂x
= 1
ρc2
∂(P·S)
∂t
+
∂S
∂t
,
(1)
where
(i) P(x, t) is the pressure at position x and time t;
(ii) U(x, t) is the volume velocity at position x and time t;
(iii) ρ is the density of the air in the tube;
(iv) c is the velocity of the sound;
(v) S(x, t) is the area function of the tube.
A complete solution of the diﬀerential equations requires
that pressure and volume velocity must be worked out for
x and t between the glottis and the lips, taking into consid-
eration the boundary conditions. The sectional areas which
are changing, not only along the vocal tract but also in time,
must be known. Measurements of S(x, t) are diﬃcult to ob-
tain even for continuant sounds, when the vocal tract shape
can be reasonably assumed not to change with time.
Historically, the use of X-ray motion pictures has pro-
vided data of this form [15]. A more modern technique
uses magnetic resonance imaging [16]. It is supposed that
during a certain number of time-steps, the areas will not
have enough time to change. Taking this into consideration,
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(1) becomes
−∂P
∂x
= ρ1
S
∂U
∂t
,
−∂U
∂x
= S
ρc2
∂P
∂t
.
(2)
The above relations are comparable to those defining an elec-
trical lossless transmission line [17, 18]:
−∂V
∂x
= L∂I
∂t
,
− ∂I
∂x
= C∂V
∂t
,
(3)
where
(i) V(x, t) is the voltage in the line;
(ii) I(x, t) is the current in the line;
L and C are, respectively, the inductance and the capaci-
tance of the transmission line.
The electrical analogue of an acoustic tube is an electri-
cal transmission line in which the current is analogous to the
volume velocity and the voltage is analogous to the sound
pressure [19]. The characteristic impedance at a point on the
analogous electrical line depends upon the cross-sectional
area at the corresponding point on the acoustic line. The
characteristic impedance of an electrical line is given by [10]
Zel =
√
L
C
. (4)
The equivalent acoustic impedance is equal to
Zac = ρc
S
. (5)
The volume velocity, U(x, t), and pressure, P(x, t), in an
acoustic tube may be represented by forward and reverse
waves, u+(t − x/c) and u−(t + x/c) [20] as follows [10]:
U(x, t) = u+
(
t − x
c
)
− u−
(
t +
x
c
)
,
P(x, t) = ρc
S
[
u+
(
t − x
c
)
+ u−
(
t +
x
c
)]
.
(6)
An acoustic tube may be divided into a number of cascaded
transmission line segments. Using TLM all segments are of
equal length and within a segment the area remains constant.
The time step of the model, δt, is therefore given in terms
of the segment length, l, and wave velocity, c, as δt = l/c.
Figure 2 illustrates two adjacent segments of diﬀerent char-
acteristic area S[i] and S[i+1] carrying volume velocity waves
in the forward direction u+i (t), u
+
i+1(t) and reverse direction,
u−i (t), u
−
i+1(t). The reflection coeﬃcient, ρ, for the volume
velocity waves (analogous to a current wave) is given by [10]
ρ = S[i + 1]− S[i]
S[i + 1] + S[i]
. (7)
l
l
u+i (t − δt)
u−i (t + δt)
u+i (t)
u−i (t)
u+i+1(t) u
+
i+1(t + δt)
u−i+1(t) u
−
i+1(t − δt)
S[i] S[i + 1]
Figure 2: The junction between two transmission line segments of
area S[i] and S[i + 1] showing the incident and reflected waves.
The pressure and volume velocity may be calculated at the
junction between the ith and (i + 1)th section [19],
Ui(x, t) = u+i
(
t − x
c
)
− u−i
(
t +
x
c
)
,
Pi(x, t) = ρc
S[i]
[
u+i
(
t − x
c
)
+ u−i
(
t +
x
c
)]
.
(8)
As the pressure and volume velocity must be continuous in
both time and space everywhere in the system, (8) may be
rewritten [19]:
u−i+1(t) =
(
1 + ρi
)
u+i (t − δi) + ρiu+i+1(t),
u−i (t + δi) = −ρiu+i (t − δi) +
(
1− ρi
)
u+i+1(t).
(9)
As long as the interest is only in values of pressure and vol-
ume velocity at the input and output of the sections consti-
tuting the vocal tract system, relations (9) describe totally
each section of the system. This is not restrictive since the
aim is to relate the output of the last section and the input of
the first section.
The model is extended to consider a representation of the
nasal cavity. This is necessary for generating sounds such as
/m/, /n/, and /ng/, when the area of part of the oral tract is
reduced to zero and the nasal path is the dominant sound
transmission channel. The three port matrix between the
pharyngeal, oral, and the nasal part is calculated [10] by con-
sidering the continuity of the volume velocity and the pres-
sure (Figure 3);⎡
⎢⎢⎣
C[i]
D[k]
D[i]
⎤
⎥⎥⎦ = 1W
⎡
⎢⎢⎣
G 2S[i] 2S[i]
2S[k] R 2S[k]
2S[i + 1] 2S[i + 1] H
⎤
⎥⎥⎦
⎡
⎢⎢⎣
A[i]
B[k]
B[i]
⎤
⎥⎥⎦ ,
(10)
where, G = S[i]− S[i + 1]− S[k], R = S[k]− S[i]− S[i + 1],
H = S[i+1]−S[i]−S[k], W = S[i]+S[i+1]+S[k], C[i], D[k]
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D[i]
B[k]S[k]D[k]
A[i]
S[i] S[i + 1]
B[i]C[i]
Figure 3: Scattering node between the pharynx, oral, and nasal
tracts.
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Figure 4: The input samples of the glottal waveform.
and D[i] are the backward waves and A[i], B[k], and B[i]
are the forward waves in the six-port junction according to
Figure 3.
The total energy within a section of an electrical trans-
mission line of inductance, L, and capacitance, C, is given by
[10]
Ee = 12
(
Li2 + Cv2
)
, (11)
where i and v are the current and voltage within the section.
The corresponding energy within an acoustic tube of
area, S, is equal to [10]
Ea = ρ
S
U2, (12)
where, U , is the volume velocity and ρ is the density of the
air.
During speech generation, the articulators: tongue,
mouth, and so forth move and the cross-sectional area of
the vocal tract changes with time. In order to model these
changes the cross-sectional areas of the model segments must
gradually change. This change, however, can only be per-
formed at the end of a time-step. As the change in area takes
place on a much slower time-scale than the acoustic model,
a small change in area is made after a number of model it-
erations. When the area is changed suddenly at the end of a
time-step there will be no time for the mass of air within that
section to change and so this is the quantity which should
be preserved. This is comparable to conserving the charge
on a changing electrical transmission line. However, it could
also be argued that the change occurs rapidly and so there is
no time for energy exchange with the travelling wave, in this
case the total energy within each section will be preserved.
In either case, the magnitude of the forward and backward
waves must be adjusted to account for the change in charac-
teristic impedance. As long as the forward and reverse wave
are independent of each other, the ratios ui+1−(t)/
√
S and ui−
(t+δt)/
√
S should remain unchanged during any change of
the vocal tract profile [10]. Consequently, the ui+1−(t) and
ui(t + δt) will be modified as a result of the change in S, by
keeping the ratios ui+1− (t)/
√
S and ui− (t+δt)/
√
S constant.
The radiation model at the lips considers the free space
impedance. The specific series impedance can be put in terms
of equivalent parallel resistance and inductance. It has been
shown [19, 21, 22] that the radiating impedance can be ex-
pressed in a normalised form,
Zl(ω) = jω LpRp
Rp + jωLp
, (13)
where Rp = 128/9π2 is the radiation resistance, Lp = 8r/3πc
is the radiation inductance, and r is the radius of a circular
orifice having the same area as the lips opening.
The radiating impedance Zl(w) is modelled by a trans-
mission line of infinite length in parallel with a short circuit
stub. The characteristic impedance of this infinite line corre-
sponds to a tube of an area given by (14). The length of the
short circuit stub is equal to half that of the sections in order
to allow the pulse to travel to the end of the stub and back
again in one time-step [10]. Its corresponding area is given
by relation (15);
Apr = ρc
Rp
= 9π
2
128
√
An, (14)
Apl = 3π
√
π
16
√
An
N
l. (15)
The determination of the glottal wave Ug(t) is treated only in
several papers [20, 22–24]. It is known [22] that the shape
and the periodicity of the glottal vocal cord excitation are
subject to large variations. The glottal waveform is charac-
terised by closure, rising, and falling phases. In this work, the
natural glottal waveform is replaced by a periodic wave, as il-
lustrated in Figure 4. The equation representing one period
is given by [24]
Ug(t) = a2
(
1− cosπm
N1
)
0 ≤ m < N1,
= a cos
(
π
m−N1
2N2
)
N1 ≤ m < N2,
= 0 elsewhere.
(16)
3. MODEL TIME-STEP
The resolution of the system corresponds to the time-step
which is equal to the time taken by the wave to travel from
one section to its neighbour. As part of the modelling process
the vocal tract is divided into a number of sections of equal
length and the velocity of sound is constant; this is necessary
in order that all sections of the model have the same time in-
terval (time-step). As the number of sections in the model is
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increased, the accuracy of the model will also increase. How-
ever, when the number of sections is increased, the time-step
is reduced but the time required to perform the calculation
is increased. As it is necessary to perform all the calculations
within a single time-step increasing the number of sections
means that an increased computational load must be per-
formed in a shorter time. Conversely, the introduction of
parallel sections to model the nasal tract will increase of the
number of node calculations but will not aﬀect the time-step.
The relative computational simplicity of the TLM modelling
technique allows the level of parallelism to be increased as
the number of sections is increased and allows the use of dig-
ital signal processors to develop a multiprocessor platform.
The availability of low cost, high-power microprocessors has
made possible the use of multiple parallel processors to per-
form complex computations. The appearance of digital sig-
nal processing chips, such as TMS32020 [25] has made pos-
sible the implementation of algorithms allowing computers
to generate speech in real-time with an acceptable degree of
accuracy.
4. HIERARCHICAL STRUCTURE
The development of a multiprocessor platform commenced
with work on a single TMS32020, provided as a development
system from Loughborough Sound Images (LSI) [26], sup-
ported by a PC host. This allowed easy development and test-
ing of the programs. Initially a real-time model which would
run on a single processor was developed. This consisted of
a total of twelve sections including four for the nasal tract.
The tools provided by the development system allowed the
code for the model to be downloaded from the PC to the
TMS32020. At the start of the modelling program the re-
flection coeﬃcients are passed from the PC to the TMS320’s
using external (oﬀ-chip) memory as illustrated in Figure 5.
The model is then allowed to run for the duration of one
time frame before the reflection coeﬃcients are updated.
This time frame is typically 10 milliseconds in duration. At
the start of a time frame the new reflection coeﬃcients are
moved from oﬀ-chip to on-chip memory by the TMS32020,
the forward and reverse waves are adjusted and the model
proceeds generating an output from the on-board digital to
analogue converter (D/A) every time-step which for a twelve
section model is 64 microseconds.
Once the performance of the model on a single processor
was established, a second processor board was added to that
from LSI. This allowed the size of the model to be increased
to seventeen sections and the interprocessor communication
to be thoroughly checked. In this model, five sections were
used for the pharyngeal and oral tracts, and seven sections
for the nasal tract, and Figure 6(a) represents the vocal tract
shape characterising the nasal sound /m/. The LSI board was
used to generate the excitation waveforms to model the first
four sections of the pharyngeal tract and the last four of the
oral tract, and also to calculate the output for the D/A con-
verter from the output of the oral and nasal tracts. The sec-
ond processor calculated the remaining parts of the model
including the six-port junction. Reflection coeﬃcients were
passed from the PC to both processor boards at the start of
PC
Oﬀ-chip memory
On-chip memory
D/A converter
T
M
S3
20
20
Figure 5: Overview of memory layout on TMS32020.
each time frame using oﬀ-chip memory in a similar manner
to the single processor case.
The output from the two-processor model is shown in
Figure 6(b). From Figure 6(c) formants can be observed at
270, 1090, and 2030 Hz which is in agreement with those of
natural speech for this utterance [17]. Figure 7(a) shows the
tract profile adopted for the fricative sound /s/ which is gen-
erated by using random noise as an excitation source. The
output from this model is shown in Figure 7(b) and the spec-
trum in Figure 7(c).
The two-processor model was used to generate the utter-
ance “summer” by downloading a sequence of reflection co-
eﬃcient values from the PC to the two processors. The sound
/s/ is generated as explained previously. Then, the sound /a/
is produced by injecting a glottal wave into the model. The
nasal sound /m/ is generated by a closing of the lips and a
lowering of the velum and lastly the energy built into the
model is released without any additional excitation. Figure 8
shows the frequency-time intensity domain plot of the word
“summer.”
Further development of the platform has taken place to
include six TMS32020 processors. The LSI board may now be
used as a master with five slave processors thus allowing the
PC to be used for general housekeeping tasks, a schematic
of this arrangement is shown in Figure 9 [27]. This has not
only allowed the size of the model to be incised but has also
allowed other processing to be introduced. For example, the
model may be run on two of the slave processors, while the
LSI board is used for output generation via its D/A converter.
The samples may also be converted into the frequency do-
main using a real-time FFT running in parallel on a further
slave. This opens up the possibility of using the model to
search for the vocal tract profile which matches a given ut-
terance as defined by its frequency-time intensity data [28].
5. CONCLUSION
This work has demonstrated the feasibility of using transmis-
sion line modelling for the development of a physiologically
realistic model of the vocal tract running in real-time. As well
as showing that the TMS320’s digital signal processor can be
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(c) 256-point FFT from the output shown above. The resolution of the
FFT is equal to 78 Hz
Figure 7
used as the basis of a multiple processor platform for running
the model.
The coupling of the nasal tract has the eﬀect of introduc-
ing zeros into the model when the oral tract is terminated by
an acoustic short circuit. This is in contrast to the LPC tech-
nique which uses an all-pole filter to approximate the vocal
tract. The major problem associated with LPC is in the gener-
ation of the predictor coeﬃcients from the speech data. This
is principally due to the need to test whether a particular pre-
dictor will lead to a stable filter and the minimisation of the
output energy which is a nonlinear problem [5].
Using a real-time model allows the eﬀect of a change
in the tract shape on the utterance to be tested quickly and
also opens up the possibility of using iterative techniques to
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Figure 8: Frequency-time plot of the word summer.
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Figure 9: Overview of multiprocessor system architecture.
obtain a vocal tract area profile from an utterance. A further
increase in the number of processors will allow the model
to be run faster than real-time making the use of iteration
a feasible proposition. The appearance of DSP chips with
increased word size, floating point capability, and increased
support for parallelism would permit the construction of yet
more powerful systems with higher performance, and the
architecture of the diﬀerent boards are similar to those ex-
plained elsewhere [10].
The authors believe that the use of the transmission line
modelling technique to simulate the vocal tract has advan-
tages as this technique exhibits a close relationship between
the model parameters and the mechanisms of wave propaga-
tion in the vocal tract. It is also straightforward to formulate
and programme in real-time using currently available digital
signal processing chips.
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