On the existence of 1-separated sequences on the unit ball of a finite
  dimensional Banach space by Glakousakis, Eytyhios & Mercourakis, Sophocles
ar
X
iv
:1
31
2.
28
96
v3
  [
ma
th.
FA
]  
30
 Se
p 2
01
4 On the existence of 1-separated sequences on the
unit ball of a finite dimensional Banach space
E. Glakousakis and S. Mercourakis
April 19, 2018
Abstract
Given a finite dimensional Banach space X and an Auerbach basis
{(xk, x∗k) : 1 ≤ k ≤ n} of X , it is proved that there exist n + 1 linear
combinations z1, . . . , zn+1 of x1, . . . , xn with coordinates 0,±1, such
that ‖zk‖ = 1, for k = 1, 2, . . . , n + 1 and ‖zk − zl‖ > 1, for 1 ≤ k <
l ≤ n+ 1.
Introduction
In 1975 C. Kottman [3] proved that in each infinite dimensional Banach
space X there exists an infinite subset ∆ of SX (the unit sphere of X) such
that ‖x− y‖ > 1 for every pair x, y ∈ ∆ with x 6= y. Actually, he proved
that such a set always can be found in the set of linear combinations with
coordinates 0, 1,−1 of any Auerbach system in X.
Let us denote by c00 the linear space of real sequences which are eventu-
ally zero and by e1, . . . , ek, . . . its usual basis. We also set U = c00
⋂ {0,±1}N.
The core of Kottman’s argument is the following lemma.
Lemma. (Kottman) There is no subset A of U such that
(a) ek ∈ A, for k = 1, 2, . . .
(b) A is symmetric, that is, if x ∈ A, then −x ∈ A and
(c) if B is any infinite subset of A, then there exist x, y ∈ B with x 6= y
such that x− y ∈ A.
It is immediate that the above Lemma can be stated as follows.
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If A is any subset of U satisfying conditions (a) and (b), then there ex-
ists an infinite B ⊆ A such that if x, y ∈ B and x 6= y, then x−y /∈ A. Thus
A contains an infinite subset B which is difference free with respect to A.
The aim of this note is to investigate the validity of analogous results in
finite dimensional spaces. The note is divided in two sections. The main
results of the first section are the following.
Theorem 1. For every n ∈ N, there is no subset of A of the cube Cn =
{0,±1}n such that
(a) ek ∈ A, for 1 ≤ k ≤ n,
(b) A is symmetric, that is, if x ∈ A, then −x ∈ A and
(c) for every subset B of A with |B| = n+ 1 there exist distinct x, y ∈ B
such that x− y ∈ A.
So if n ∈ N and A is any subset of Cn satisfying conditions (a) and
(b), then there exists B ⊆ A with |B| = n + 1 which is difference-free with
respect to A.
Subsequently using Theorem 1 we can prove in a similar way as Kottman
proved his main result, the following separation result for finite dimensional
Banach spaces.
Theorem 2. Let X be a finite dimensional Banach space with dimX = n.
Then for any Auerbach basis {(xk, x∗k) : 1 ≤ k ≤ n} of X, there exist n + 1
linear combinations z1, . . . , zn+1 of the vectors x1, . . . , xn with coordinates
0,±1 such that ‖zk‖ = 1, for 1 ≤ k ≤ n+ 1 and ‖zk − zl‖ > 1, for 1 ≤ k <
l ≤ n+ 1.
In the final part of section 1, we investigate the relationship between
Kottman’s Lemma and its finite version, which is Theorem 1. (See Prop.
1.9 and the proof of Kottman’s Lemma by Prop. 1.5.)
In the second section we are concerned with some other versions of Theorem
1, that is, its dual version concerning sum-free sets (see Theorem 3 below)
and a complex version of it (Theorem 2.9). These results have consequences
similar to Theorem 2 (see Theorems 2.3 and 2.10).
Theorem 3. For any n ∈ N and each A ⊆ Cn satisfying conditions:
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(a) ei ∈ A, for i = 1, . . . , n and
(b) A is symmetric.
There exist a subset B ⊆ A such that |B| = n and x + y /∈ A for every
x, y ∈ B. (That is, B is sum-free with respect to A.)
Regarding Theorem 2 we mention here that in [4] it was shown that,
in every finite dimensional Banach space “most” of the pairs of points in
the unit ball (endowed with normalized Lebesgue measure) are separated
by more than
√
2(1 − ε). In particular we may find an exponentially large
number of points on the unit sphere any two of which are separated so. This
fact was proved by Bourgain using another method. We also remark that
Elton and Odell [1], improving the result of Kottman (Theorem 1.2 below)
have proved that the unit sphere of every infinite dimensional Banach space
contains a (1 + ε)-separated sequence.
1 A finite version of Kottman’s Lemma
We start by proving Kottman’s separation theorem using his Lemma.
We first remind the following definition.
Definition 1.1. Let X be a Banach space. A system of pairs
{
(xγ , x
∗
γ) : γ ∈ Γ
} ⊆
X ×X∗ is said to be an Auerbach system if
(a) it is biorthogonal, i.e. x∗α(xβ) = δαβ , for α, β ∈ Γ and
(b) ‖xγ‖ =
∥∥x∗γ
∥∥ = 1, for γ ∈ Γ.
It is a classical fact that every finite dimensional Banach space X has an
Auerbach basis, that is, an Auerbach system {(xk, x∗k) : 1 ≤ k ≤ n} where
n = dimX. By a result of Day, in any infinite dimensional Banach space X
we can always find an Auerbach system {(xk, x∗k) : k ∈ N} [2].
Theorem 1.2. (Kottman) Let X be a Banach space with dimX = ∞ and
{(xk, x∗k) : k ∈ N} an Auerbach system in X. Let also E = {x =
∑n
k=1 akxk :
n ∈ N, ‖x‖ = 1 and ak ∈ {0,±1}}. Then there is an infinite subset ∆ of E
such that ‖x− y‖ > 1 for every x, y ∈ ∆ with x 6= y.
Proof. Let Y be the linear span of the set {xk : k ∈ N}, we define the oper-
ator T : Y → (c00, ‖·‖∞) by T (x) = (x∗k(x)), for x ∈ Y . It is easy to check
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that T is a linear one to one operator such that T (E) ⊆ U and ‖T‖ = 1. So
we have that
‖T (x)− T (y)‖∞ ≤ ‖x− y‖ , for x, y ∈ Y.
Through the above inequality we observe that if x, y ∈ E with x 6= y and
‖x− y‖ ≤ 1, then x− y ∈ E. We put A = T (E) then A satisfies conditions
(a) and (b) of Kottman’s Lemma, therefore, by its restatement, there exists
an infinite subset B of A such that, if ∆ = T−1(B), then we have: x, y ∈ ∆
and x 6= y, then T (x)−T (y) /∈ A, which clearly implies that ‖x− y‖ > 1.
Since the proof of Theorem 2 follows the lines of the proof of Theorem
1.2, we give a brief description of it.
Proof of Theorem 2. Let {(xk, x∗k) : 1 ≤ k ≤ N} be any Auerbach basis of
X. We set EN =
{
x =
∑N
k=1 akxk : ‖x‖ = 1 and ak ∈ {0,±1}
}
and con-
sider the invertible linear operator T : X → lN∞, defined by T (x) = (x∗k(x)),
for x ∈ X. We observe that T (EN ) ⊆ CN and simply apply Theorem 1 to
get the conclusion.
In order to prove Theorem 1, we are going to use the following.
Notation and terminology 1.3. (1) Let l ≥ 2, for N ≥ 2 we write N → l
if there is no subset A of CN such that:
(a) ek ∈ A, for k = 1, . . . , N
(b) A is symmetric and
(c) for every subset B of A with |B| = l there exist x 6= y ∈ B such that
x− y ∈ A.
(2) The Kottman function K(l), for l ≥ 2 denotes the minimal N ∈ N such
that N → l. It is easy to see that 1 = K(1) ≤ K(l) ≤ K(l + 1), for l ∈ N.
(3) Let A ⊆ Cm, for n ≤ m we denote by prnA the projection of A at the
first n-coordinates. For x = (x1, . . . , xn) ∈ prnA any vector of the form
(x, ξ) = (x1, . . . , xn, ξ) ∈ A will be called an extension of x in A. The
notation prnA for any subset A of U has a similar meaning.
Fact 1.4. Let A ⊆ CN+1 and x 6= y ∈ prNA such that x− y /∈ prNA. Then
for any extensions (x, ξ), (y, ζ) of x and y in A, (x, ξ)− (y, ζ) /∈ A.
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Proof. Assuming the contrary we would have that (x − y, ξ − ζ) ∈ A and
consequently that x− y ∈ prNA, a contradiction.
Proposition 1.5. Let N, l ∈ N and suppose that N → l. Let also A be a
subset of CN+1 satisfying (a) and (b) and B = {x1, . . . , xl} a subset of prNA
such that xi − xj /∈ prNA, for 1 ≤ i < j ≤ l. Then there exist extensions
(x1, ξ1), . . . , (xl, ξl) of the elements of B in A and z ∈ A such that x−y /∈ A,
for every x 6= y ∈ B′ = {(x1, ξ1), . . . , (xl, ξl), z}.
Proof. Suppose that for any extensions of the elements of B in A and for
any z ∈ A for the corresponding set B′ we have that there exist x 6= y ∈ B′
such that x− y ∈ A (1).
Claim 1. There exists x ∈ B such that (x, 1) ∈ A.
Proof of Claim 1. We assume that (x, 1) /∈ A, for every x ∈ B. For
1 ≤ i ≤ l we consider an extension (xi, ξi) of xi in A and put B1 =
{(x1, ξ1), . . . , (xl, ξl), (0, 1)} (of course ξi must belong to {0,−1} for 1 ≤
i ≤ l). By (1) we take that there exist x 6= y ∈ B1 such that x − y ∈ A
and from Fact 1.4 that means that there exists 1 ≤ i0 ≤ l such that
(xi0 , ξi0) − (0, 1) ∈ A. Since ξi ∈ {0,−1}, for 1 ≤ i ≤ l it is immediate
that ξi0 must be 0. Now put
{x1, . . . , xk} = {x ∈ B : (x, 0), (x,−1) ∈ A}
{xk+1, . . . , xm} = {x ∈ B : (x, 0) ∈ A, (x,−1) /∈ A}
{xm+1, . . . , xl} = {x ∈ B : (x, 0) /∈ A, (x,−1) ∈ A}
and
ζi = −1, for 1 ≤ i ≤ k or m+ 1 ≤ i ≤ l and ζi = 0, for k + 1 ≤ i ≤ m.
Then (xi, ζi) ∈ A, for 1 ≤ i ≤ l. Considering the set B2 = {(x1, ζ1), . . . , (xl, ζl), (0, 1)}
we conclude, as before, that there exists 1 ≤ i ≤ l such that (xi, ζi− 1) ∈ A,
which is a contradiction due to the choice of ζi.
Claim 2 There exists x ∈ B such that (x, ξ) ∈ A for ξ ∈ {0,±1}.
Proof of Claim 2. From Claim 1 we have that {x ∈ B : (x, 1) ∈ A} 6= ∅.
Then there exist 1 ≤ k < m ≤ l such that
{x1, . . . , xk} = {x ∈ B : (x, 1) ∈ A}
{xk+1, . . . , xm} = {x ∈ B : (x, 1) /∈ A, (x,−1) ∈ A}(1.1)
{xm+1, . . . , xl} = {x ∈ B : (x, 1) /∈ A, (x,−1) /∈ A, (x, 0) ∈ A} .
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Now for 1 ≤ i ≤ l we put ξi = 1, for 1 ≤ i ≤ k, ξi = −1, for k + 1 ≤ i ≤ m
and ξi = 0, for m + 1 ≤ i ≤ l. Further we consider the subset of A,
B3 = {(x1, ξ1), . . . , (xl, ξl), (0, 1)}. Again by (1) we have that there exists
1 ≤ i ≤ l such that (xi, ξi−1) ∈ A. From (1.1) and the choice of ξi it follows
that
(1.2) i ≤ k.
From the last we take that there exists also 1 ≤ n ≤ k such that
{x1, . . . , xn} = {x ∈ B : (x, 1), (x, 0) ∈ A}
{xn+1, . . . , xk} = {x ∈ B : (x, 1) ∈ A, (x, 0) /∈ A}(1.3)
{xk+1, . . . , xm} = {x ∈ B : (x, 0) ∈ A, (x,−1) /∈ A}
{xm+1, . . . , xl} = {x ∈ B : (x, 0) /∈ A, (x,−1) ∈ A} .
We put now ζi = 0, for 1 ≤ i ≤ n, ζi = 1, for n + 1 ≤ i ≤ k, ζi = 0,
for k + 1 ≤ i ≤ m and ζi = −1, for m + 1 ≤ i ≤ l. Then the set
B4 = {(x1, ζ1), . . . , (xl, ζl), (0, 1)} is a subset of A and from (1) follows that
there exists 1 ≤ i0 ≤ l such that (xi0 , ζi0 − 1) ∈ A. Finally, (1.3) and the
choice of ζi yield that i0 ≤ n and so (xi0 , ξ) ∈ A, for every ξ ∈ {0,±1}.
Having proved Claim 2, we may assume that (x1, ξ) ∈ A, for ξ ∈ {0,±1}. We
consider now extensions of the rest elements of B in A, (x2, ξ2), . . . , (xl, ξl)
and the set B′ = {(x1, 1), (x1,−1), (x2, ξ2), . . . , (xl, ξl)}. Fact 2.4 and (1)
yield now (0, 2) = (x1, 1)− (x1,−1) ∈ A, a contradiction.
Corollary 1.6. Let N, l ∈ N.
(a) If N → l, then N + 1→ l + 1.
(b) Suppose that the number K(l) exists, then N → l, for every N ≥ K(l).
(c) K(l) is well defined, moreover K(l) ≤ l − 1, for l ≥ 2.
Proof. The proof of (a) is immediate from Proposition 1.5. Also it is imme-
diate that (a) yields (b). For (c) just observe that K(2) = 1 and proceed
inductively using (a).
In Corollary 1.6 we proved that the function K(l) is well defined and has
the number l− 1 as an upper bound. Actually the number l− 1 is the exact
value of K(l). To prove that we will need the following Lemma.
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Lemma 1.7. For x = (k,m) ∈ {1, . . . , n}2 \ {(k, k) : 1 ≤ k ≤ n} we denote
with suppx the set {k,m}. Let B be a subset of {1, . . . , n}2\{(k, k) : 1 ≤ k ≤ n}
with the following property:
(∗) for x 6= y ∈ B either
(1.4) suppx ∩ suppy = ∅, or
(1.5) suppx ∩ suppy 6= ∅
and if k ∈ suppx ∩ suppy, then k is the first coordinate of either x or
y and the second of the other.
Then we have
(a) |B| ≤ n and
(b) if |B| = n, then for every k ∈ {1, . . . , n} there exist x 6= y ∈ B such
that k ∈ suppx ∩ suppy.
Proof. For k ∈ {1, . . . , n} we consider the vertical lines Lvk = {(k,m) :
m ∈ {1, . . . , n}} and the parallel lines Lpk = {(m,k) : m ∈ {1, . . . , n}}. Let
B be a subset of {1, . . . , n}2 \{(k, k) : k ∈ {1, . . . , n}} with the property (∗).
(a) It is direct from (1.5) that B has at most one point in any vertical or
parallel line, so |B| ≤ n.
Now we observe that B intersects the same number of parallel and
vertical lines. Indeed if B intersects k vertical and m parallel lines
with k < m, then by (1.5) one of the vertical lines contains at least
two points of B, a contradiction. A set of maximum cardinality with
the property (∗) is the following {(1, 2), . . . , (n− 1, n), (n, 1)}.
(b) Let B be a subset of {1, . . . , n}2 \{(k, k) : k ∈ {1, . . . , n}} of maximum
cardinality |B| = n, with the property (∗). It follows that B has at
most one point in every vertical line and exactly one point in every
parallel line. The last yields assertion (b).
It should be clear now, given the notation we have used, that Theorem
1 of the introduction is an easy consequence of the following.
Theorem 1.8. K(n+ 1) = n, for n ∈ N.
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Proof. Set l = n + 1. By Corollary 1.6 we have that K(l) ≤ l − 1, for
every l ≥ 2. So it is enough to show that l − 2 < K(l), for every l > 2 or
equivalently that for every l ≥ 2 there exists a subset A of Cl−2 such that
(1) ei ∈ A, for 1 ≤ i ≤ l − 2
(2) A is symmetric
(3) there is no subset B of A with |B| = l and x − y /∈ A, for every
x 6= y ∈ B.
Suppose the contrary, so there exists l > 2 such that for every subset A
of Cl−2 which satisfies conditions (1) and (2) there is a subset B of A
such that |B| = l and x − y /∈ A for every x 6= y ∈ B. Let l > 2
be as above. We consider the sets A1 = {±ei : 1 ≤ i ≤ l − 2} and A2 =
{ei − ej : 1 ≤ i 6= j ≤ l − 2}. It is direct to see that A1 ∩ A2 = ∅ and that
the set A = A1∪A2 is a subset of Cl−2 which satisfies conditions (1) and (2).
For x ∈ A and i ∈ suppx we will say that ei is of positive (resp. negative)
sign in x if x is of the form ei (resp. −ei) or ei − ej (resp. ej − ei) for
some j ∈ {1, . . . , l − 2}. Let now B be a subset of A such that |B| = l and
x − y /∈ A for every x 6= y ∈ B. We observe that |B ∩ A1| ≤ 2. Indeed as-
suming that there exist distinct x, y, z ∈ B∩A1 then two of them, say x and
y, have the same sign, so we have that either x = ei and y = ej or x = −ei
and y = −ej . Any possible result we take is x− y ∈ A, a contradiction. The
above observation yields that |B ∩A2| ≥ l − 2 (1.3).
Claim. Let x 6= y ∈ A2, then x− y /∈ A if and only if
either (a) suppx ∩ suppy = ∅
or (b) suppx ∩ suppy 6= ∅ and if i ∈ suppx ∩ suppy, then ei is of posi-
tive sign in either x or y and of negative sign in the other.
Proof of the Claim. For the direction (⇒) it is enough to show that if
assertion (a) does not hold, then assertion (b) holds. Let x 6= y ∈ A2 such
that suppx ∩ suppy 6= ∅. Let i ∈ suppx ∩ suppy. If ei is of the same sign in
x and y, let us assume of positive sign, we have that x = ei− ej, y = ei− ek,
for some j 6= k and consequently that x− y = ek − ej ∈ A, a contradiction.
Should we have that suppx ∩ suppy = ∅ for some x, y ∈ A2 it is direct to
show that x − y /∈ A. So for the converse implication it is enough to show
that if x 6= y ∈ A2 for which assertion (b) holds, then x− y /∈ A. The last is
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just a matter of calculations.
We consider the mapping f : A2 → {1, . . . , l − 2}2,
f(ei − ej) = (i, j).
It is easy to check that f is an one-to-one mapping and that by the above
Claim the image f(B ∩ A2) of B ∩ A2 satisfies (∗) of Lemma 1.7. So by
Lemma 1.7, |B ∩ A2| ≤ l − 2. Now by (1.3) we take |B ∩ A2| = l − 2 and
|B∩A1| = 2. Let i ∈ {1, . . . , l − 2} such that ei ∈ B∩A1. Again by Lemma
1.7 we take that there exists 1 ≤ i 6= j ≤ l − 2 such that ei − ej ∈ B ∩ A2.
Then ei − (ei − ej) = ej must not belong to A, a contradiction.
The following two results concern the connection between Kottman’s
Lemma and the discussed above finite version of it. First in Proposition 1.9
we prove using Kottman’s Lemma, that the function K(l) is well defined,
then we give an alternative proof of Kottman’s Lemma using Proposition
1.5. These results show that our approach based on Proposition 1.5, is
somewhat stronger than this of Kottman.
Proposition 1.9. The function K(l) is well defined.
Proof. Assume that there is an l ≥ 2 such that N 9 l for every N ≥ l.
So for N ≥ l we can choose AN ⊆ CN which satisfies the conditions
(a), (b) and (c) of 1.3. Now for N ≥ l and l ≤ m ≤ N put AmN =
{x ∈ AN : max suppx ≤ m}. We can consider the set AmN as a subset of
Cm which satisfies the conditions (a), (b) and (c) of 1.3 for any l ≤ m ≤ N .
Since for every N ≥ l, AlN is a subset of Cl and the powerset of Cl is finite,
we can choose an infinite subset M0 of N and a subset Γ0 of Cl such that
AlN = Γ0, for every N ∈M0.
By the same argument we can inductively choose a decreasing sequence
(Mj)j≥0 of infinite subsets of N and an increasing sequence of sets (Γj)j≥0
such that
(1) Γj ⊆ Cl+j, for every j ≥ 0
(2) Al+jN = Γj , for every N ∈Mj .
For j ≥ 0, we can consider the set Γj as a subset of c00 by adding zero
coordinates after the (l+ j)-th coordinate of x, for every x ∈ Γj . Under this
consideration we can easily check that
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(3) ei ∈ Γj , for 1 ≤ i ≤ l + j (we now refer to ei ∈ c00)
(4) Γj satisfies the conditions (b) and (c) of 1.3 for j ≥ 0.
Now putting Γ =
⋃∞
j=0 Γj we observe that
(5) ei ∈ Γ, for i ∈ N
(6) Γ is symmetric.
Let B be an infinite subset of Γ and B′ any subset of B with |B′| = l.
By the construction of Γ there must be j ≥ 0 such that max suppx ≤ l + j,
for every x ∈ B′. So B′ ⊆ Γj. Since Γj satisfies (c) of 1.3 there must be
x 6= y ∈ B′ ⊆ B such that x− y ∈ Γj ⊆ Γ, which is a contradiction by (5),
(6) and Kottman’s Lemma.
Proposition 1.10. Proposition 1.5 implies Kottman’s Lemma.
Proof. Let A be a subset of U such that satisfies conditions (a) and (b) of
Kottman’s Lemma. We put An = prnA, for n ∈ N. It is direct that if
n ≤ m, then prnAm = An. Notice that An is a symmetric subset of Cn such
that ek ∈ An, for every 1 ≤ k ≤ n. We next define a sequence of sets (Bn)
such that
(1.6) Bn ⊆ An, for every n ∈ N
(1.7) |Bn| = n+ 1 and x− y /∈ An, for every x 6= y ∈ Bn
(1.8) if n ≤ m,Bn ⊆ prnBm
Suppose that Bn has already been defined. Since prnAn+1 = An property
(1.7) and Proposition 1.5 yield that there exists Bn+1 ⊆ An+1 comprised
from extensions of elements of Bn in An+1 and an element of An+1 such
that x − y /∈ An+1 for every x 6= y ∈ Bn+1. Put B = {x ∈ A : prnx ∈ Bn
eventually for every n}, then B is an infinite subset of A. Now it suffices
to show that x−y /∈ A, for every x 6= y ∈ B. Indeed assume that there exist
x 6= y ∈ B such that x−y ∈ A. Choose n ∈ N such that prnx, prny ∈ Bn and
prnx 6= prny. Since x− y ∈ A we have that prn(x− y) = prnx− prny ∈ An,
a contradiction.
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2 The sum-free and the complex version of Kottman’s
Lemma
In this section we state and prove results in the spirit of Theorems 1 and
2 of the introduction, the sum-free sets case and the complex case.
We remind the definition of a sum-free set.
Definition 2.1. Let (G,+) be an abelian group and A a non empty subset
of G. A non empty subset B of A will be called sum-free with respect to A
if x+ y /∈ A, for every x, y ∈ B with x 6= y.
It should be clear that Theorem 2.2 below is a stronger version of The-
orem 3 of the introduction. For the needs of this theorem we will use the
following notation.
For N, l ∈ N, we will write N −→
s
l, if there is no subset A of CN such
that:
(a) ek ∈ A, for 1 ≤ k ≤ N
(b) A is symmetric
(c) for every subset B of A with |B| = l there exist x, y ∈ B such that
x+ y ∈ A.
S(l) denotes the minimal N ∈ N such that N −→
s
l. It is clear that if N ≥ S(l)
then every subset A of CN satisfying (a) and (b) contains a subset B with
|B| = l, which is sum-free with respect to A. We notice that 1 = S(1) ≤
S(l) ≤ S(l + 1), for l ∈ N.
Theorem 2.2. (1) Let l ∈ N. If N −→
s
l, then N + 1 −→
s
l + 1.
(2) S(l) = l, for every l ≥ 1.
Proof. (1) Assume that N −→
s
l and N + 1 9s l + 1. Then there exists a
subset A of CN+1 satisfying conditions (a), (b) and (c). Observe that prNA
is a subset of CN satisfying conditions (a) and (b). Since N −→
s
l there exists
a subset B of prNA such that |B| = l and x+ y /∈ prNA, for every x, y ∈ B.
Claim There exists x ∈ B such that (x, 1) ∈ A.
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Proof of Claim. The proof of this Claim is similar to the proof of Claim
1 of Proposition 1.5 so it is omitted.
It follows from the Claim that there exists 1 ≤ k ≤ l such that
(I) {x1, . . . , xk} = {x ∈ B : (x, 1) ∈ A}.
Let m > k such that
(II) {xk+1, . . . , xm} = {x ∈ B : (x, 1) /∈ A and (x, 0) ∈ A}
{xm+1, . . . , xl} = {x ∈ B : (x, 1), (x, 0) /∈ A and (x,−1) ∈ A} .
Notice that the sets defined in (II) may be empty. Put now ξi = 1, for
1 ≤ i ≤ k, ξi = 0, for k + 1 ≤ i ≤ m and ξi = −1, for m+ 1 ≤ i ≤ l. Then
(xi, ξi) ∈ A, for 1 ≤ i ≤ l. So the set B′ = {(x1, ξ1), . . . , (xl, ξl), (0, 1)} is
a subset of A with |B′| = l and consequently there must be x, y ∈ B′ such
that x+ y ∈ A. As in Fact 2.4, it can be proved that (xi + xj, ξi + ξj) /∈ A
for every 1 ≤ i, j ≤ l which yields that there exists 1 ≤ i ≤ l such that
(xi, ξi + 1) ∈ A, a contradiction due to (I), (II) and the choice of ξi.
(2) From (1) we take that S(l) ≤ l for l ≥ 2, also notice that S(2) = 2.
So it suffices to show that S(l) > l − 1 for l > 2. Assuming the contrary
there exists l > 2 such that for every subset A of Cl−1 satisfying conditions
(a) and (b) there exists a subset B of A, with |B| = l, such that x+ y /∈ A
for every x, y ∈ B. Put A = {±ei : 1 ≤ i ≤ l − 1}∪{0}. Now, as we may, we
choose a subset B of A such that |B| = l and x+ y /∈ A for every x, y ∈ B.
Observe that 0 /∈ B so B is a subset of {±ei : 1 ≤ i ≤ l − 1}. We claim that
there exists at least one 1 ≤ i ≤ l − 1 such that ei,−ei ∈ B. Indeed differ-
ently the cardinality of B would be at most l − 1, a contradiction. Finally
choosing 1 ≤ i ≤ l−1 such that ei,−ei ∈ B we take that 0 = ei+(−ei) /∈ A,
a contradiction again.
As Theorem 2 comes as a consequence of Theorem 1, essentially with
the same proof the next theorem is a consequence of Theorem 3.
Theorem 2.3. Let X be a finite dimensional Banach space with dimX = n.
Then for any Auerbach basis {(xk, x∗k) : 1 ≤ k ≤ n} of X there exist n-linear
combinations z1, . . . , zn of the vectors x1, . . . , xn with coordinates 0,±1 such
that ‖zk‖ = 1 for 1 ≤ k ≤ n and ‖zk + zl‖ > 1 for 1 ≤ k < l ≤ n.
We now investigate the complex version of Theorem 1. For this purpose
we introduce (again) the proper notation.
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Notation and terminology 2.4. Let N, l ∈ N. We will write N −→
C
l, if
there is no subset A of VN = {0,±1,±i}N , where i =
√−1 such that:
(a) ek ∈ A, for 1 ≤ k ≤ N
(b) if x ∈ A, then ix ∈ A
(c) for every subset B of A with |B| = l there exist x 6= y ∈ B such that
x− y ∈ A.
KC(l) denotes the minimal N ∈ N such that N −→
C
l. We notice that KC(1) =
KC(2) = KC(3) = KC(4) = 1 and that KC(l) ≤ KC(l + 1), for l ∈ N.
Proposition 2.5. The function KC(l) is well defined. Moreover KC(l) ≤
l−1
2
for every odd number l ≥ 3.
Proof. Let n ∈ N and A be a subset of Vn satisfying conditions (a) and (b)
of 2.4. We consider the R-linear isomorphism f : Cn → R2n with
f(a1 + b1i, . . . , an + bni) = (a1, b1, . . . , an, bn).
It is obvious that f(Vn) ⊆ C2n. Since A satisfies conditions (a) and (b) of
2.4, it is easy to check that f(A) ⊆ C2n and that f(A) satisfies conditions
(a) and (b) of 1.3. So by Theorem 1.8 there exists B ⊆ f(A) such that
|B| = 2n + 1 and x − y /∈ f(A) for every x 6= y ∈ B. Now it is direct that
x − y /∈ A for every x 6= y ∈ f−1(B). Thus we have that n −→
C
2n + 1 and
consequently that KC(n) ≤ KC(2n + 1) ≤ n, for n ∈ N.
Proposition 2.6. KC(2n + 1) = n, for n ≥ 1.
Proof. Let l = 2n + 1. If n = 1, we observe that KC(3) = 1. Let n > 1 and
assume that KC(l) <
l−1
2
. Then
(2.1) KC(l) ≤ l − 1
2
− 1 = l − 3
2
Let now A be a subset of C l−3
2
satisfying conditions (a) and (b) of 2.3 such
that 0 /∈ A. We put ∆ = A ∪ iA. The set ∆ has the following properties:
(2.2) ek ∈ ∆, for 1 ≤ k ≤ l − 3
2
(2.3) if x, y ∈ ∆, then ix ∈ ∆
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(2.4) if x, y ∈ ∆ such that x− y ∈ ∆, then either x, y ∈ A or x, y ∈ iA.
Properties (2.2) and (2.3) are immediate from the definition of ∆. For
property (2.4) let x, y ∈ ∆ such that x − y ∈ ∆. Since ∆ = A ∪ iA and A
is a subset of Cn the coordinates of x − y can be either real or imaginary.
Therefore either the coordinates of x and y are real or the coordinates of x
and y are imaginary. The last yields the conclusion.
Let B be a subset of ∆, with |B| = l such that x− y /∈ ∆, for every x 6=
y ∈ B. Then |B| = |B ∩A|+ |B∩ iA|. Since A is a subset of C l−3
2
satisfying
conditions (a) and (b) of 1.3, we have that |B ∩ A|, |B ∩ iA| ≤ l−3
2
+ 1. So
|B| ≤ 2( l−3
2
+ 1) = l − 1, a contradiction.
Proposition 2.7. KC(2n + 2) ≤ n, for every n ∈ N.
Proof. As in the preceding proof we consider a subset A of Cn satisfying
conditions (a) and (b) of 1.3 such that 0 /∈ A. Observe that A ∩ iA = ∅ and
consider the set ∆ = A ∪ iA. Theorem 1.8 yields that there exists a subset
B of A, with |B| = n+1, such that x− y /∈ A, for every x 6= y ∈ B. Putting
Γ = B ∪ iB, observe that x− y /∈ ∆ for every x 6= y ∈ Γ. Since |Γ| = 2n+2,
we take that KC(2n + 2) ≤ n.
Theorem 2.8. KC(2n + v) = n, for every n ∈ N and v = 1, 2.
Proof. The conclusion follows easily from Propositions 2.6, 2.7 and the in-
equality KC(2n + 1) ≤ KC(2n + 2).
As an immediate consequence of Theorem 2.8 we get the following.
Theorem 2.9. For every n ∈ N and each subset A of Vn satisfying condi-
tions
(a) ek ∈ A for 1 ≤ k ≤ n and
(b) if x ∈ A, then ix ∈ A,
there exists a subset B of A with |B| = 2n + 2 which is difference-free with
respect to A.
As in the cases of Theorem 2 and Theorem 2.3 the above results imply
the following Theorem.
Theorem 2.10. Let X be a finite dimensional complex Banach space with
dimX = n. Then for any Auerbach basis {(xk, x∗k) : 1 ≤ k ≤ n} of X there
exist (2n+2)-linear combinations z1, . . . , z2n+2 of the vectors x1, . . . , xn with
coordinates 0,±1,±i such that ‖zk‖ = 1, for 1 ≤ k ≤ 2n+2 and ‖zk − zl‖ >
1 for 1 ≤ k < l ≤ 2n + 2.
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Remarks. (1) Theorem 2.10 applied to complex Banach spaces of dimen-
sion n, gives more information that Theorem 2 for real Banach spaces of
dimension 2n. Indeed, let X be a complex Banach space with dimX = n.
Then by Theorem 2.10 we can find at least 2n + 2 norm-one vectors which
are 1-separated. On the other hand, if we apply Theorem 2 on the under-
lying real Banach space X (which has dimension 2n over R) we can find at
least 2n+ 1 norm-one vectors which are 1-separated.
(2) The uncountable analogue of Kottman’s Lemma (and of its consequence
which is Theorem 1.2) is false. Indeed, it can be shown using ∆-system
Lemma as in Remark (2) of [1] that, if Γ is any infinite set and {xα : α ∈ A}
is any set of norm-1 finitely supported vectors of c0(Γ) with ‖xα − xβ‖ > 1,
for α 6= β ∈ A, then A must be countable. On the other hand, if Γ is
uncountable it can be shown by transfinite induction, the existence of an
ω1-sequence {xα : α < ω1} in the unit sphere of c0(Γ) so that ‖xα − xβ‖ > 1,
for α < β < ω1.
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