Abstract. We study the semilinear wave equation in Schwarzschild metric (3 + 1 dimensional spacetime). First, we establish that the problem is locally wellposed in H σ for any σ 1; then we prove the blow up of the solution for every p > 1 and nonnegative initial data.
Introduction
The Schwarzschild metric can be represented in the exterior domain Ω = {x ∈ R 3 : |x| > 2M } as follows (see chapter V in [2] or chapter 31 in [12] ):
where F (r) = 1 − 2M r , the constant M > 0 has the interpretation of mass and dω 2 is the standard metric on the unit sphere S 2 . The D'Alembert operator associated with the metric g is
where ∆ S 2 denotes the standard LaplaceBeltrami operator on S 2 . Our goal in this work is to study the Cauchy problem for the corresponding semilinear equation
This problem can be considered as a natural analogue of the classical semilinear wave equation It is wellknown (see [7] , [8] , [6] , [14] , [15] , [16] , [5] , [10] or the review in [4] for a more complete list of references on the subject) that for any space dimension n 2 there exists a critical value p 0 = p 0 (n) > 1 such that the Cauchy problem for (1.3) admits a global small data solution provided p > p 0 (n). The existence of such a global small data solution depends essentially on the dispersive properties of the linear wave equation in at spacetime.
For subcritical values of p p 0 (n), a blowup phenomenon is manifested. In the case of space dimension n = 3, the critical exponent is p 0 (3) = 1+ √ 2, while in the general case of space dimension n 2, the critical exponent is dened as the positive solution to
The blow up results in [7] , [8] , [6] , [14] , [15] require a suitable comparison principle for the free wave equation. One further remark is connected with the fact that the critical exponent p 0 (n) is the same for the smaller class of radially symmetric solutions. Our main goal in this work is to study the semilinear wave equation in the presence of Schwarzschild metric.
The rst step is to study the local (in time) Cauchy problem and to show the wellposedeness in suitable Sobolev spaces.
Introducing the coordinate
we can rewrite equation (1.2) as (see section 2)
where
r(s) and r(s) is the function inverse to (1.5).
For simplicity we shall restrict our considerations to the case of solutions of the form u = u(t, s). Then (1.6) is simplied to the following equation:
Making further the substitution (see section 2)
we obtain the semilinear problem 3 . First, we look for the local existence of the solution to the Cauchy problem (1.10)
Our rst result states that the problem is locally wellposed in H σ for any σ 1. Theorem 1.1. Given any σ 1 and any real number R > 0, one can nd
then the Cauchy problem (1.10) has a unique solution
One natural question is to nd a critical exponent p g > 1 similar to the critical exponent in the at case (i.e. such that a global small data solution exists for p > p g and the solution blows up for p p g ). As we shall see below, the answer to this question is negative, i.e. for any p > 1 the local solutions of theorem 1.1 cannot be extended globally.
To study the maximal time interval of existence of solutions to the wave equation in Schwarzschild metric
in Ω,
we suppose that our initial data satisfy (u 0 , u 1 ) ∈ H 2 (Ω) × H 1 (Ω) and that there exists a compact K ⊂ Ω so that (1.12) 
satisfy (1.12) for p > 1. Then there exists a positive number T < ∞ and a
In particular, we will prove that
The above result means that the curved metric has weaker dispersive properties compared with the at Minkowski ones. As a consequence, one can conclude that the dispersive estimates of F. John type obtained in [7] , [8] are false in the case of Schwarzschild metric. One possible interpretation is connected with the fact that this metric has trapped geodesics (more precisely, geodesics that have the black hole r = 2M as attractor). In the at case (i.e. in the case M = 0), it is trivial that (1.14) has a bounded solution (all constants are bounded solutions). However, in the case of M > 0, we shall nd a special solution satisfying the following conditions at innity: 
In this way, we are able to handle the domain near the black hole and to show that the assumptions of Kato's lemma are satised.
Reformulation of the problem and local existence result.
The D'Alembert operator in the metric (1.1) has the form
we have the relation r r − 2M dr = ds and the metric (1.1) becomes
and r(s) denotes the function inverse to (2.2). Hence the Schwarzschild metric g is conformal to the metric
In the sequel, we shall need the following asymptotic estimates for the functions r(s), F (s), Λ(s) (which follow trivially from (2.2)).
Lemma 2.1. There exist positive constants
satisfy the estimates
if s −2;
(2.8)
Further, we have the relations F ∂ r = ∂ s and
and this implies
In this way, we obtain the relation (2.10)
and the problem (1.2) takes the form (1.6), i.e.
Now, we make the change (2.12) u = wv,
will be chosen appropriately. We have the relations
and from (2.11) we obtain the equation
(2.13)
If we want to cancel the coecient
then a simple computation shows that we have to take (2.14)
moreover, with this choice, we have
w.
These calculations enable us to rewrite (2.13) as follows:
At this point, with no loss of generality, we can restrict our attention to the class of solutions of the form v = v(t, s). Then equation (2.15) can be simplied further to the following one: 
Then, for each p > 1, there exists a positive number T < ∞ and a solution
of (2.18) such that
More precisely, we will show that
It is not dicult to see that G is a nonnegative symmetric operator in the Hilbert space L 2 (R, ds) with dense domain H 2 (R). Thus the estimates of lemma 2.1, together with the KLMNtheorem (see theorem 10.17 in [13] ), imply that G is a nonnegative selfadjoint operator.
Indeed, one can consider the quadratic form
To apply the KLMNtheorem, it is sucient to verify the estimate
with 0 ≤ a < 1,
and h ∈ H 1 (R). This estimate follows from lemma 2.1 with a = 0. Let consider the Cauchy problem
then the solution can be represented in the form
From this representation, we nd
and for any σ ≥ 1 we have
thus, using the equivalence
we arrive at the energy estimate
for any σ 1 and a suitable constant C > 0. From this energy estimate and the Sobolev embedding H 1 (R) ⊂ L ∞ (R), we easily obtain the desired local existence result (theorem 1.1).
Proof of theorem 2.1
As we shall prove in the next section (lemmas 4.2 and 4.3), there exist two nonnegative functions ϕ 0 and ϕ 1 belonging to C 2 (R) with the following properties:
Here and below, we shall use the notation
where f (s), g(s) are given functions, if there exist two positive constants C > 1 and N > 0 such that g(s) = 0 for ±s N and
On the other hand, the notation f (s) g(s),
where f (s), g(s) are given functions, means that there exists a positive con-
be a nonnegative (almost everywhere) solution of (2.18); we set (see [9] , [10] )
where χ is a smooth positive function such that
Note that the above functions F 0 , F 1 are welldened (thanks to the assumptions on the initial data) nonnegative functions and F 0 ∈ C 2 due to the assumption
Applying the technical lemma 4.4 from the appendix (section 4), we nd
We shall use in the sequel the following Kato's lemma (see [11] 
for a positive constant R, then T < ∞.
We want to apply this lemma with V = F 0 , a = 2, q = 2(p − 1), while p and R are as stated in theorem 2.1. Note that this choice guarantees that the inequalities involving p, q and a in the above lemma are trivially satised.
First of all, we prove estimate (3.4). We multiply equation (2.18) by ϕ 0 , integrate on R and then integrate by parts:
from Gϕ 0 = 0, we obtain
Now we need an estimate from below for the right side. Let note that as r goes from 1 to ∞, s varies in the whole real line. Moreover, s(r) is strictly increasing, thus the same holds for r = r(s) and from (2.6) we have
and hence
Thus, from the Hölder's inequality, we obtain
taking the power p in both sides and substituting in (3.5) yields
that is the needed estimate (3.4).
To get the other inequality, we begin by estimating F 1 :
Then we use (3.5) for the rst factor, while for the second one we have
Integrating twice and observing that F 0 (0), F 0 (0) 0, we get
for t > 0, that is estimate (3.3). Now, considering the asymptotic behaviours of χ and ϕ 0 , we obtain
and hence, thanks to the CauchySchwartz inequality, we get
This concludes the proof, assuming the statements of the following section.
Appendix
Our rst step in this section is to consider the problem (4.1)
where the potential H(s) is assumed to satisfy
for some a ∈]2, 3]. Our rst result is the following.
Lemma 4.1. There exists a real number b < 0 such that the problem (4.1) has a nonnegative solution ϕ 0 ∈ C 2 (R).
Proof. Consider the Cauchy problem
This Cauchy problem has a unique solution y(s) ∈ C 2 (R). 
We shall show that
Since our assumption (4.2) is invariant under the symmetry s → −s, it is sucient to show (4.6) only for s > 0. The assumption (4.2) shows that the integral operator I(y)(s) is well dened and satises the estimate From this inequality, the assumption (4.2) and Gronwall's lemma, we derive
and (4.8) yields
On the other hand, combining (4.4) and (4.9), we get
But, for each a ∈]2, 3], we have also
and thus we deduce
From this equation and (4.9), we nally obtain the precise asymptotic estimate (4.6). It is important to note that d + > 0 and
In a similar way, we can consider the Cauchy problem Note that e + > 0 and
we take advantage of (4.6) and (4.12), and conclude that 
This contradicts (4.13) and shows that ϕ(s) 0 for all s > 0. It is easy to see that ϕ (s) has at most one zero for s > 0, so ϕ(s) > 0 and ϕ (s) > 0 for s > 0 large. Hence ϕ(s) 1 for s suciently large. This completes the proof.
Lemma 4.2. There exists a nonnegative function ϕ 0 ∈ C 2 (R) such that
Gϕ 0 = 0 in R and
Proof. Let ϕ satisfy
Using the asymptotic estimates (2.6), (2.7) of lemma 2.1, we nd
and the claim follows immediately from the previous lemma (with a = 3).
Now we state a corollary of the Levinson's theorem (see [3] , page 49, chapter 2 5.4), which we shall apply to get the estimate for ϕ 1 .
Proposition 4.1. Consider the equation
where α k (s) ∈ C ∞ (R + ) are complexvalued functions such that
and let q 1 , q 2 , . . . , q n be the distinct roots of the equation
Then equation (4.16) has n linearly independent solutions
having the asymptotic expansion
where j, k = 1, 2, . . . , n. The right side of this identity is greater than a positive constant (since ϕ 1 > 0 and v 0 ds > 0), so we get F * (τ ) + 2F * (τ ) 1. 1, because F * (0) = v 0 ϕ 1 > 0. But χ > 0, thus we have also F 1 (t) 1 and the claim is established.
Now

