I. INTRODUCTION

DS-CDMA [I]
constitutes an attractive multiuser scheme that allows users to transmit at the same carrier frequency in an uncoordinated manner. However, this creates multiuser interference (MUI) which, if not controlled, can seriously degrade the quality of reception. A variety of MUDs have been proposed for combating MU1 [11- [10] . Multi hits per symbol modulation schemes can better utilize precise handwidth. In this paper, we consider DS-CDMA systems which employ M-PAM modulation scheme. Within the class of linear MUDs, the MMSE detector [SI, [ IO] is popular, as it often performs adequately and has simple adaptive implementation. However, it is well known that in general the MMSE solution is not the minimum bit error rate (MBER) solution.
For a binary modulation scheme, it has been demonstrated that a linear detector that minimizes the bit error rate (BER) can outperform the MMSE detector considerably at least in certain situations and adaptive LMS style MBER algorithms can be derived training data, a stochastic gradient algorithm call the LSER is developed for training linear detector. Three versions of the LSER algorithm are presented, each in tum having simpler complexity. The simplest version has a complexity similar to that of the very simple AMBER algorithm. The AMBER algorithm can also be extended to the M-PAM case, and we refer to the resulting algorithm as the AMSER. In simulation, we compare the performance of the LSER linear detector with that of the AMSER one. 
SYSTEM MODEL
The down-link synchronous DS-CDMA system with N users and L chips per symbol is depicted in Fig. I , where s,(k) denotes the IC-th symbol of user i, which is assumed to take the value from the symbol set 
+ e ( k ) ( 6 ) where w = [tul . . . wLIT is the detector weight vector, (0
Similarly, g ( k ) can only take value from the set Y = {yj = wTPsj, 1 5 j 5 A'*}, which can he partitioned into M snhset depending on the value of s;(k): .
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ql.T,tl) (17) is given by where the radius parameter p,, is related to U,,. from this estimated p.d.f., the estimated SER is given by j i = wTpi, and pi an estimate of pi. With 0 P~( w ) , the block-data adaptive steepest-descent or conjugate gradient algorithm can be derived.
Using a single-sample estimate of p , , ( l~. ) , a sample-bysample stochastic gradient adaptive algorithm can he derived, which is referred to as the LSER. Three versions of the LSER algorithm are presented, each involving a different level of approximation. where 0 < A < 1 is a step size. Using a re-scaling after each update to ensure wT(k)w(k) = 1 and further assuming that 0; does not depend on w leads to a simplified stochastic gradient , "..,
,(k) is updated using the moving average (24), and the indication function I k ( 7 ) is defined by:
The adaptive gain 11 and the nonnegative threshold T are the two algorithm parameters. In terms of computational requirements, the versions 1 and 2 of the LSER are more complex than the AMSER, while the version 3 of the LSER has a similar complexity to the AMSER. { V. SIMULATION RESULTS Example 1. This was a two-user system employing 4-PAM modulation with 4 chips per symbol. The two code sequences were (+l,+l,-l,-l) and ( + l , -l , -l , + l ) , respectively, and the CIR at chip rate was qi) '= 0.8 + 0 2 -3 (32)
The two users had equal signal power, that is, the user 1 signal to noise ratio SNRI was equal to S N R z of user 2. Fig. 3 compares the SER performance of the MMSE linear detector with that of the MSER one for user I , given a range of SNRl.
Convergence performance of the LSER and AMSER algorithms were investigated given SNRl = 30 dB. For the version 1 of the LSER, the receiver was assumed to know the CIR h, and the two algorithm parameters were chosen to be / J = 0.001 and pn = 1.50,. For the versions 2 and 3, the same I,, = 0.001 and pn = 1.50, were used with X = 0.02 for moving average updating of j,(k). Only the versions 1 and 2 employed a weight normalization after each updating.
The AMSER had a same X = 0.02 with the two algorithm parameters given by 11, = 0.001 and T = 0.4. Fig. 4 depicts the convergence performance of these four stochastic gradient adaptive algorithms, where the results were averaged on 100 runs. It can be seen that for this example the very simplified version 3 of the LSER algorithm was only slightly inferior to the full LSER'algorithm of version 1, and it had better performance than the AMSER algorithm in terms of convergence rate and steady-state SER misadjustment.
Example 2.
This was a 4-user system employing 4-PAM modulation with 8 chips per symbol. The four code sequences were ( + l , + l , + l , + l , -~, -l , -l , -l ) , ( + l , -l , + l , -l , -1,+l, -l , + l ) , ( + l , + l , -l , -l , -L -l , + l , + l ) and (+I,-1,-l,+l,-l,+l,+l,-1) , respectively, and the CIR was
(33)
The 4 users had equal signal power. Fig. 5 With SNRl = 36 dB, learning curves of the LSER and AMSER algorithms for user 1 are depicted in Fig. 6 , where the results were averaged over 10 runs. For the version I of the LSER, again the receiver was assumed to know the CIR h, and the two algorithm parameters were set to p = 0.0001 and pn = 5u,. For the versions 2 and 3, the It can be seen that the three versions of the LSER algorithm had similar convergence performance, which were better than that of the AMSER algorithm.
VI. CONCLUSIONS
A stochastic gradient MSER adaptive algorithm has been derived for DS-CDMA systems with M-PAM modulation scheme. The algorithm has been motivated from the kernel density estimation of the SER as a smooth function of training data, and three versions of this LSER algorithm have been presented. The most simplified version of the algorithm is computationally very simple, and a desired feature of this stochastic gradient algorithm is that the amount of the weight updating is a continuous and decreasing function of a soft distance from the decision boundary. Simulation results indicate that this adaptive LSER linear detector outpetforms an existing adaptive MSER detector called the AMSER.
