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Abstract
We study linear complexity inversion algorithms for diagonal plus semiseparable operator
matrices. Applications to integral and differential equations and block matrices are obtained.
Comparison of different algorithms is performed, complexity, choice of parameters and results
of numerical experiments are analyzed.
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1. Introduction
In this paper we continue the study of linear complexity inversion algorithms
for a class of structured matrices. We consider diagonal plus semiseparable operator
matrices of the form
R =


A1 g1h2 g1h3 · · · g1hN
p2q1 A2 g2h3 · · · g2hN
p3q1 p3q2 A3 · · · g3hN
...
...
...
.
.
.
...
pNq1 pNq2 pNq3 · · · AN

 . (1.1)
The entries of this matrix are composed of linear bounded operators. To describe
them we start with a Hilbert space partitioned as a direct sum H = H1 ⊕H2 ⊕ · · · ⊕
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HN of Hilbert spaces H1, . . . , HN . It is assumed that Ai : Hi → Hi (i = 1, . . . , N),
pi : Cn1 → Hi (i = 2, . . . , N), qj : Hj → Cn1 (j = 1, . . . , N − 1), gi : Cn2 → Hi
(i = 1, . . . , N − 1) and hj : Hj → Cn2 (j = 2, . . . , N). The case of order one, i.e.
n1 = n2 = 1 was considered in our previous paper [5]. As an application of our
results we obtain algorithms for the numerical solution of integral and differential
equations. This is based on an approach suggested by Greengard and Rochlin [10]
and developed by Starr and Rochlin [14] in which quadrature methods of high ac-
curacy for solution of integral equations on small segments with a small number of
nodes were combined with exact formulas for the inversion of operator matrices.
We develop further this idea and present three different fast algorithms for inversion
of operator matrices of the form (1.1) and their applications to numerical solution
of integral and differential equations and inversion of block matrices. We compare
different algorithms and also analyze their complexity and the choice of parameters.
Each of the algorithms is applicable only in the corresponding limitations. These
limitations are the conditions of invertibility of the diagonal entries of the operator
matrix in one of the algorithms and of their finite-dimensional perturbations in two
others. A simple analysis shows that these operators are different for each of the
algorithms and thus every algorithm has its own area of stability. This fact may be
used in each application to choose an algorithm which is the most appropriate from
the point of view of stability. The examples when some of the algorithms are stable
and the others are not are discussed in our previous papers (see [5] for the case of
integral equations and [3] for the case of diagonal plus semiseparable matrices).
In Section 2 we present the definition of the class of operator matrices and gen-
eral idea of the approach. In Sections 3–5 we study the algorithms and in Section
6 we give expressions for their complexities. In Section 7 we discuss applications
to integral and differential equations and describe the quadrature method which is
used. Section 8 is concerned with results of numerical experiments and analysis of
parameters of the algorithms.
2. Definitions and general description
Let H be a Hilbert space partitioned as a direct sum H = H1 ⊕H2 ⊕ · · · ⊕HN
of Hilbert spaces H1, . . . , HN . We consider operator matrices of the form
R =


A1 g1h2 g1h3 · · · g1hN
p2q1 A2 g2h3 · · · g2hN
p3q1 p3q2 A3 · · · g3hN
...
...
...
.
.
.
...
pNq1 pNq2 pNq3 · · · AN

 . (2.1)
HereAi : Hi → Hi (i = 1, . . . , N), pi : Cn1 → Hi (i = 2, . . . , N), qj : Hj → Cn1
(j = 1, . . . , N − 1), gi : Cn2 → Hi (i = 1, . . . , N − 1) and hj : Hj → Cn2 (j =
2, . . . , N) are linear bounded operators. Thus the matrix (2.1) defines a bounded lin-
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ear operator R : H → H . For convenience we define also operators p1 : Cn1 → H1,
qN : HN → Cn1 , gN : Cn2 → HN , h1 : H1 → Cn2 setting them to be zeros. The
matrices of the form (2.1) are called diagonal plus semiseparable of order (n1, n2).
We consider three algorithms for the fast solution of the operator equation Rx =
y, y ∈ H . In accordance with the given partition of the space H we represent the
vectors x, y in the form x = col(xi)Ni=1, y = col(yi)Ni=1, xi, yi ∈ Hi . In all three
algorithms we obtain for solution the representations of the form
xk = ηk − ψkβk − ϕkχk, k = 1, . . . , N. (2.2)
Here the elements of the representation (2.2) are the operators ψk : Cn1 → Hk , ϕk :
Cn2 → Hk and the vectors ηk ∈ Hk , βk ∈ Cn1 , χk ∈ Cn2 . The elements ψk , ϕk , ηk
are determined via the relations
ηk = B−1k yk, ψk = B−1k pk, ϕk = B−1k gk, (2.3)
where the operators Bk coincide with Ak in the first algorithm and are finite-
dimensional perturbations of Ak in two others. Eqs. (2.3) are solved using standard
methods. Thus in order to compute the elements xk one should find the finite-
dimensional vectors βk , χk . We obtain these vectors as a solution of a system of
difference equations with boundary conditions. Such a system is different for each
of the algorithms.
3. The diagonal inversion method
The approach we use here is similar to one suggested by Koltracht [11] in the case
of scalar matrices. Using the definition (2.1) of the matrix R one can derive easily
that the coordinates of the vector y = Rx satisfy the relations
yk = pk
k−1∑
j=1
qjxj + Akxk + gk
N∑
j=k+1
hjxj , k = 1, . . . , N. (3.1)
Let us define the variables βk ∈ Cn1 , χk ∈ Cn2 as follows:
β1 = 0, βk =
k−1∑
j=1
qjxj , k = 2, . . . , N; (3.2)
χN = 0, χk =
N∑
j=k+1
hjxj , k = N − 1, . . . , 1. (3.3)
The relations (3.1) one can write down in the form
yk = pkβk + Akxk + gkχk, k = 1, . . . , N. (3.4)
Assume that all the operators Ak (k = 1, . . . , N) are invertible. Then from (3.4)
it follows that
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xk = ηk − ψkβk − ϕkχk, k = 1, . . . , N, (3.5)
where the vectors ηk ∈ Hk and the operators ψk : Cn1 → Hk , ϕk : Cn2 → Hk are
given by the relations
ηk = A−1k yk, ψk = A−1k pk, ϕk = A−1k gk. (3.6)
It is easy to see that the equalities (3.2) and (3.3) are equivalent to the recursive
relations
β1 = 0, βk+1 = βk + qkxk, k = 1, . . . , N − 1; (3.7)
χN = 0, χk−1 = χk + hkxk, k = N, . . . , 2. (3.8)
Substituting (3.5) in (3.7) and (3.8) we obtain

βk+1 = (In1 − ak)βk − bkχk + rk, k = 1, . . . , N − 1,
χk−1 = −ckβk + (In2 − dk)χk + ek, k = N, . . . , 2,
β1 = 0, χN = 0.
(3.9)
The data of the system which are the matrices ak , bk , ck , dk of the sizes n1 × n1,
n1 × n2, n2 × n1, n2 × n2 and the vectors rk ∈ Cn1 , ek ∈ Cn2 are defined by the
relations
ak = qkψk, bk = qkϕk, ck = hkψk,
dk = hkϕk, rk = qkηk, ek = hkηk. (3.10)
Let us write down the system (3.9) in the form

β1 = 0,
bkχk + (ak − In1)βk + βk+1 = rk, k = 1, . . . , N − 1,
χk−1 + ckβk + (dk − In2)χk = ek, k = 2, . . . , N,
χN = 0.
Hence it follows that the system (3.9) can be rewritten as the following system of
linear algebraic equations:

I 0 0 0 0 · · · 0 0
a1 − I b1 I 0 0 · · · 0 0
0 I c2 d2 − I 0 · · · 0 0
0 0 a2 − I b2 I · · · 0 0
0 0 0 I c3 · · · 0 0
0 0 0 0 a3 − I · · · 0 0
...
...
...
...
...
.
.
.
...
...
0 0 0 0 0 · · · cN dN − I
0 0 0 0 0 · · · 0 I




β1
χ1
β2
χ2
β3
χ3
...
βN
χN


=


0
r1
e2
r2
e3
r3
...
eN
0


(3.11)
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with a block tridiagonal matrix. Thus we have reduced the problem of inversion of
the operator R to inversion of a finite matrix. More precisely the following assertion
holds.
Theorem 3.1. Let the operator R : H → H be given relative to the partition H =
H1 ⊕H2 ⊕ · · · ⊕HN by the operator matrix (2.1) such that all the operators Ak
(k = 1, . . . , N) are invertible. By the elements of the representation (2.1) define the
matrices ak, bk, ck, dk via the relations (3.6) and (3.10).
The operator R is invertible if and only if the matrix in (3.11) is invertible. More-
over if the last condition holds then for any y ∈ H the solution x of the equation
Rx = y is given by the relations (3.5), (3.6) and (3.10).
Proof. Let the matrix in (3.11) be invertible. For any y ∈ H we define the vec-
tors rk = qkA−1k yk , ek = hkA−1k yk and obtain the solution βk , χk (k = 1, . . . , N)
of (3.11) which is a solution of (3.9). Using (3.10) one can rewrite the system (3.9)
in the form

βk+1 = βk + qk(ηk − ψkβk − ϕkχk), k = 1, . . . , N − 1,
χk−1 = χk + hk(ηk − ψkβk − ϕkχk), k = N, . . . , 2,
β1 = 0, χN = 0.
(3.12)
Let us define the vector x ∈ H via the relations (3.5) which are equivalent to (3.4).
From (3.12) we obtain the relations (3.7) and (3.8) which are equivalent to (3.2) and
(3.3). From (3.2)–(3.4), we obtain equalities (3.1) which imply Rx = y.
Let Rx = 0. Substituting yk = 0, k = 1, . . . , N to (3.5), (3.6) and (3.10) we
obtain for such a vector x the relations
xk = −ψkβk − ϕkχk, k = 1, . . . , N (3.13)
with βk , χk satisfying (3.9) with rk = 0, ek = 0. The last means that βk , χk is a
solution of (3.11) with the right hand part equal to zero. By the assumption it means
that βk = 0, χk = 0, k = 1, . . . , N which by virtue of (3.13) yields xk = 0, k =
1, . . . , N .
Assume that the operatorR is invertible and let βk , χk , k = 1, . . . , N be a solution
of (3.11) with the zero right-hand part. It means that βk , χk satisfy (3.9) with rk = 0,
ek = 0, i.e.

βk+1 = βk + qk(−ψkβk − ϕkχk), k = 1, . . . , N − 1,
χk−1 = χk + hk(−ψkβk − ϕkχk), k = N, . . . , 2,
β1 = 0, χN = 0.
(3.14)
Let us define the vector x = (xk)Nk=1 by the relations (3.13). From (3.14) we obtain
the relations (3.7) and (3.8) which are equivalent to (3.2) and (3.3), and moreover
(3.14) means that
pkβk + Akxk + gkχk = 0, k = 1, . . . , N.
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The last equalities together with (3.2), (3.3) and (3.1) mean that Rx = 0. By the
assumption we have x = 0, i.e. xk = 0, k = 1, . . . , N which by virtue of (3.7), (3.8)
implies βk = 0, χk = 0, k = 1, . . . , N. 
There exist various fast methods for solution of the systems of the form (3.11). We
may consider the matrix in (3.11) as a band matrix with the bandwidth n1 + n2 − 1
and use a method described for instance in [15, p. 202–207]. However we may use
the block tridiagonal form of the matrix and identity entries in the lower subdiagonal
in order to simplify the algorithm. Eq. (3.11) is equivalent to the relations β1 = 0,
χN = 0 and the equation

b1 I 0 0 0 · · · 0 0
I c2 d2 − I 0 0 · · · 0 0
0 a2 − I b2 I 0 · · · 0 0
0 0 I c3 d3 − I · · · 0 0
0 0 0 a3 − I b3 · · · 0 0
...
...
...
...
...
.
.
.
...
...
0 0 0 0 0 · · · I cN




χ1
β2
χ2
β3
χ3
...
βN


=


r1
e2
r2
e3
r3
...
eN


(3.15)
with the matrix obtained from the matrix (3.11) by deleting the first and the last col-
umns and rows. We proceed as in the method of Gaussian eliminations. We consider
the extended matrix R¯ which corresponds to Eq. (3.15). In the first stage we take the
first three rows of R¯
b1 I 0 0 · · · 0 r1I c2 d2 − I 0 · · · 0 e2
0 a2 − I b2 I · · · 0 r2


and perform the following transformations. Multiplying the second row by b1, sub-
tracting the result from the first one and next changing the first and the second rows
we obtain the matrix
I c2 d2 − I 0 · · · 0 e20 b′2 b′′2 0 · · · 0 r ′′2
0 a2 − I b2 I · · · 0 r2

 ,
where b′2 = I − b1c2, b′′2 = b2(I − d2), r ′′2 = r1 − b1e2. Next applying Gaussian
eliminations with partial pivoting to the two last rows we transform the matrix to
the upper triangular form
I c2 d2 − I 0 · · · 0 e20 λ2 ρ2 w2 · · · 0 r˜2
0 0 b˜2 v2 · · · 0 r ′2


with the upper triangular λ2, b˜2. Taking the last row from this matrix and the two
next rows from R¯ we obtain the matrix
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0 0 b˜2 v2 0 0 · · · 0 r ′20 0 I c3 d3 − I 0 · · · 0 e2
0 0 0 a3 − I b3 I · · · 0 r3

 .
For such matrix we may proceed as above and so on. In every stage except the last
one we obtain the matrix of the form
0 · · · b˜k−1 vk−1 0 0 · · · 0 r ′k−10 · · · I ck dk − I 0 · · · 0 ek
0 · · · 0 ak − I bk I · · · 0 rk

 , k = 2, . . . , N − 1.
Such a matrix is reduced to the form
I ck dk − I 0 · · · 0 ek0 λk ρk wk · · · 0 r˜k
0 0 b˜k vk · · · 0 r ′k


with the upper triangular λk , b˜k . In the last stage we deal with the last two rows
of the transformed matrix which are[
0 0 · · · b˜N−1 vN−1 r ′N−1
0 0 · · · I cN eN
]
.
Multiplying the second row by b˜N−1, subtracting the result from the first one and
next changing the first and the second rows we obtain the matrix[
0 0 · · · I cN eN
0 0 · · · 0 λN r˜N
]
,
where λN = vN−1 − b˜N−1cN , r˜N = r ′N−1 − b˜N−1eN .
Thus Eq. (3.15) is reduced to the form

I c2 d2 − I 0 0 · · · 0 0
0 λ2 ρ2 w2 0 · · · 0 0
0 0 I c3 d3 − I · · · 0 0
...
...
...
...
...
.
.
.
...
...
0 0 0 0 0 · · · I cN
0 0 0 0 0 · · · 0 λN




χ1
β2
χ2
β3
χ3
...
βN


=


e2
r˜2
e3
r˜3
...
eN
r˜N


.
The last equation may be solved easily.
Thus we obtain the following algorithm.
Algorithm 3.2. Let the invertible operator R : H → H be given relative to the par-
tition H = H1 ⊕H2 ⊕ · · · ⊕HN by the operator matrix (2.1) such that all the oper-
ators Ai (i = 1, . . . , N) are invertible.
Then the solution x of the equation Rx = y is obtained as follows:
1. For i = 1, . . . , N perform the following operations: find solutions ψi , ϕi , ηi
of the operator equations
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Aiψi = pi, Aiϕi = gi, Aiηi = yi,
compute
ai = qiψi, bi = qiϕi, ci = hiψi, di = hiϕi, ri = qiηi, ei = hiηi .
2. Solve the system (3.11) to obtain the values βi, χi (i = 1, . . . , N) as follows:
2.1.1. Set β1 = 0n1×1, χN = 0n2×1, v1 = In1 , r ′1 = r1, b˜1 = b1.
2.1.2. For k = 2, . . . , N − 1 perform the following: compute
b′k = vk−1 − b˜k−1ck, b′′k = b˜k−1(In2 − dk), r ′′k = r ′k−1 − b˜k−1ek,
using Gaussian eliminations with partial pivoting transform the matrix[
b′k b′′k 0 r ′′k
ak − In1 bk In1 rk
]
to the form[
λk ρk wk r˜k
0 b˜k vk r ′k
]
.
2.1.3. Compute λN = vN−1 − b˜N−1cN , r˜N = r ′N−1 − b˜N−1eN .
2.2.1. Find solution βN of the equation λNβN = r˜N , compute χN−1 = eN −
cNβN .
2.2.2. For k = N − 1, . . . , 2 find solution βk of the equation λkβk = r˜k − ρkχk −
wkβk+1 and compute χk−1 = ek − ckβk − (dk − In2)χk .
3. For i = 1, . . . , N find the components of the solution
xi = ηi − ψiβi − ϕiχi.
4. Obtain the solution as x = col(xi)Ni=1.
4. Reduction to the shooting method
The requirement of invertibility of the operators Ak may be replaced by the con-
dition of invertibility of the perturbations of the operators Ak of the form δk = Ak −
gkhk (k = 1, . . . , N). In the applications to integral equations the operators δk turn
out to be operators of the form identity plus Volterra and thus they are always in-
vertible. The method presented here is a development of the method suggested in [9]
and developed in [4] for finite structured matrices.
Using the operators δk one can write down the relations (3.1) in the form
yk = pk
k−1∑
j=1
qjxj + δkxk + gk
N∑
j=k
hjxj , k = 1, . . . , N. (4.1)
Y. Eidelman, I. Gohberg / Linear Algebra and its Applications 371 (2003) 153–190 161
Let us define the variables βk ∈ Cn1 , χk ∈ Cn2 as follows:
β1 = 0, βk =
k−1∑
j=1
qjxj , k = 2, . . . , N + 1; (4.2)
χN+1 = 0, χk =
N∑
j=k
hjxj , k = N, . . . , 1. (4.3)
The equalities (4.1) one can write down in the form
yk = pkβk + δkxk + gkχk, k = 1, . . . , N. (4.4)
Assume that all the operators δk (k = 1, . . . , N) are invertible. Then from (4.4) it
follows that
xk = ηk − ψkβk − ϕkχk, k = 1, . . . , N, (4.5)
where the vectors ηk ∈ Hk and the operators ψk : Cn1 → Hk , ϕk : Cn2 → Hk are
given by the relations
ηk = δ−1k yk, ψk = δ−1k pk, ϕk = δ−1k gk. (4.6)
It is easy to see that the equalities (4.2) and (4.3) are equivalent to the recursive
relations
β1 = 0, βk+1 = βk + qkxk, k = 1, . . . , N; (4.7)
χk+1 = χk − hkxk, k = 1, . . . , N, χN+1 = 0. (4.8)
Substituting (4.5) in (4.7) and (4.8), we obtain the system of difference equations

βk+1 = (In1 − ak)βk − bkχk + rk, k = 1, . . . , N
χk+1 = ckβk + (In2 + dk)χk − ek, k = 1, . . . , N
β1 = 0, χN+1 = 0.
(4.9)
The data of the system which are the matrices ak , bk , ck , dk of the sizes n1 × n1, n1 ×
n2, n2 × n1, n2 × n2 and the vectors rk ∈ Cn1 , ek ∈ Cn2 are defined by the relations
ak = qkψk, bk = qkϕk, ck = hkψk,
dk = hkϕk, rk = qkηk, ek = hkηk. (4.10)
The system (4.9) is equivalent to the system of linear algebraic equations

I 0 0 0 0 · · · 0 0
a1 − I b1 I 0 0 · · · 0 0
0 I + d1 c1 −I 0 · · · 0 0
0 0 a2 − I b2 I · · · 0 0
0 0 0 I + d2 c2 · · · 0 0
0 0 0 0 a3 − I · · · 0 0
...
...
...
...
...
.
.
.
...
...
0 0 0 0 0 · · · cN −I
0 0 0 0 0 · · · 0 I




β1
χ1
β2
χ2
β3
χ3
...
βN+1
χN+1


=


0
r1
e1
r2
e2
r3
...
eN
0


(4.11)
with a block tridiagonal matrix.
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Theorem 4.1. Let the operator R : H → H be given relative to the partition H =
H1 ⊕H2 ⊕ · · · ⊕HN by the operator matrix (2.1) such that all the operators δk =
Ak − gkhk (k = 1, . . . , N) are invertible. By the elements of the representation (2.1)
define the matrices ak, bk, ck, dk via the relations (4.6) and (4.10).
The operator R is invertible if and only if the matrix in (4.11) is invertible. More-
over if the last condition holds then for any y ∈ H the solution x of the equation
Rx = y is given by the relations (4.5), (4.6) and (4.9), (4.10).
The proof of Theorem 4.1 is similar to the proof of Theorem 3.1 with the changing
of the operators Ak by the operators δk .
Thus in order to solve the operator equation Rx = y we should solve the system
(4.11). The conditions of invertibility of the matrix in (4.11) may be expressed as
follows.
Theorem 4.2. The matrix in (4.11) is invertible if and only if the n2 × n2 matrix V
given by the relations
V = KT0 αN · · ·α1K0, (4.12)
where
αk =
(
In1 − ak −bk
ck In2 + dk
)
, K0 =
(
0n1×n2
In2
)
, (4.13)
is invertible.
Proof. Invertibility of the matrix in (4.11) is equivalent to the existence of unique
solution of (4.9). Define the matrices αk , K0, L0 and the vectors wk by the relations
(4.13) and the equalities
L0 =
(
In1
0n2×n1
)
, wk =
(
rk
−ek
)
.
The system (4.9) may be written down in the equivalent form{
uk+1 = αkuk + wk, k = 1, . . . , N,
LT0u1 = 0, KT0 uN+1 = 0,
(4.14)
where uk =
(
βk
χk
)
, i.e. βk = LT0uk , χk = KT0 uk .
By virtue of the first boundary condition we have u1 =
(0
c
) = K0c, where c is
an unknown n2-dimensional vector. Let us define (n1 + n2)× n2 matrices Gk and
n1 + n2-dimensional vectors φk by the recursions
G1 = K0, Gk+1 = αkGk, k = 1, . . . , N, (4.15)
φ1 = 0, φk+1 = αkφk + wk, k = 1, . . . , N. (4.16)
It is proved easily by induction that the solution of the difference equation (4.14)
satisfying the first boundary conditions is defined by the relations
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uk = Gkc + φk, k = 1, . . . , N + 1 (4.17)
and moreover the equality Gk = αk−1 · · ·α1K0 holds. For k = N + 1 by virtue
of (4.17), (4.12) and the second boundary condition we obtain the equation for
the unknown c:
V c = −KT0 φN+1. (4.18)
Assume that detV /= 0. Then we determine c from Eq. (4.18) and substituting
it in (4.17) obtain the solution of the system. This solution is unique. Indeed for
wk = 0 (k = 1, . . . , N + 1) from (4.16) follows that φk = 0 (k = 1, . . . , N + 1) and
moreover by virtue of (4.18) we have c = 0. Substituting in (4.17) we obtain uk = 0
(k = 1, . . . , N + 1).
Assume that V c = 0 with c /= 0. Set u1 =
(0
c
)
, uk = αk−1 · · ·α1u1 (k = 2, . . . ,
N + 1). We obtain a non-zero solution of the system (4.14) with wk = 0. 
In the case under consideration one can obtain an explicit inversion formula for
the operator R given by a matrix of the form (2.1).
Theorem 4.3. Let operator R be given relative to the partition H = H1 ⊕H2 ⊕
· · · ⊕HN by the matrix (2.1) and let the operators δk = Ak − gkhk (k = 1, . . . , N)
be invertible. Define the matrix V by (4.12), (4.13) and assume that detV /= 0.
The operator R is invertible and the inverse operator R−1 is given relative to
the same partition by the matrix
R−1 = diag{δ−1i }Ni=1 + [R˜ij ]Ni,j=1,
where
R˜i,j =
{
Ci
(
Fiα
×
N+1,j − α×ij
)
Bj , 1  j < i  N,
CiFiα
×
N+1,jBj , 1  i  j  N.
Here
Ci =
[
ψi ϕi
]
, Bj =
[
qj
−hj
]
δ−1j ,
α×ij = αi−1 · · ·αj+1 for i > j + 1, α×i+1,i = 1,
ψi = δ−1i pi, ϕi = δ−1i gi,
ai = qiψi, bi = qiϕi, ci = hiψi, di = hiϕi,
Fi = α×i0K0V −1KT0 .
Proof. From Theorems 4.1 and 4.2 it follows that the operator R is invertible. Let
us show the validity of the inversion formula. It easily follows by induction from
(4.15) and (4.16) that
Gk = α×k0K0, φk =
k−1∑
j=1
α×kjwj , k = 1, . . . , N + 1
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and moreover from (4.18) we obtain
c = −V −1KT0
N∑
j=1
α×N+1,jwj .
Substitution of these expressions in (4.17) yields
uk = −α×k0K0V −1KT0
N∑
j=1
α×N+1,jwj +
k−1∑
j=1
α×kjwj , k = 1, . . . , N.
From here using the definition of the matrices Fk we obtain
uk = −Fk
k−1∑
j=1
α×N+1,jwj +
k−1∑
j=1
α×kjwj − Fk
N∑
j=k
α×N+1,jwj , k = 1, . . . , N.
(4.19)
Next using the definition of the elements Ck the equality (4.5) one can write down in
the form
xk = ηk − Ckuk. (4.20)
By virtue of the definitions of the vectors Bj , wj and ηk we obtain
ηk = δ−1k yk, wj = Bjyj . (4.21)
From the relations (4.19)–(4.21) we conclude that
xk = δ−1k yk +
k−1∑
j=1
Ck
(
Fkα
×
N+1,j − α×kj
)
Bjyj +
N∑
j=k
CkFkα
×
N+1,jBjyj ,
k = 1, . . . , N.
Hence the inversion formula follows. 
The solution of the equation Rx = y may be determined by solving the system
(4.9) and substitution of the solution βk , χk in the formula (4.5). The formulas
(4.15)–(4.18) yield an algorithm for solution of the system (4.9). However the di-
rect computation by this algorithm for large N may lead to considerable errors. It
occurs because of large entries in the elements Gk , φk and the fact that the matrix
Gk becomes close to a matrix of rank one which leads to large errors in the inversion
of the matrix KT0 GN+1. To improve the algorithm we apply the orthogonalization
procedure which is used in the shooting method for differential equations (see [1, pp.
155–164]). The idea we take from this method is to use the equivalent representation
uk = kc′k + vk, 1  k  N + 1, (4.22)
where the matrix k has orthonormal columns and the vector vk is orthogonal to
them, on every step instead of (4.17).
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On the first step we set 1 = G1 = K0, v1 = φ1 = 0, c′1 = c. The matrix 1 has
orthonormal columns and the vector φ1 is orthogonal to them. Next in accordance
with (4.15) and (4.16) we defineG′2 = G2 = α11, φ′2 = φ2 = α1v1 + w1. By using
a standard orthogonalization procedure one can perform QR factorization for the
(n1 + n2)× n2 matrix G′2, i.e. represent G′2 as G′2 = 2λ2, where the (n1 + n2)×
n2 matrix2 has orthonormal columns and the n2 × n2 matrix λ2 is upper triangular.
Then the orthogonal to the columns of 2 vector v2 is determined by the relation
v2 = φ′2 − 2∗2φ′2,
where ∗ means conjugate transpose to . One can check directly that
u2 = G2c + φ2 = 2c′2 + v2
with c′2 = λ2c′1 + ∗2φ′2.
We then go on and obtain the chain:
G′k+1 = αkk, φ′k+1 = αkvk + wk,
G′k+1 = k+1λk+1, k+1 has orthonormal columns and λk+1 is upper triangular,
vk+1 = φ′k+1 − k+1∗k+1φ′k+1,
c′k+1 = λk+1c′k + ∗k+1φ′k+1, 1  k  N.
Validity of (4.22) is easily proved by induction.
Thus we obtain the following algorithm.
Algorithm 4.4. Let the invertible operator R : H → H be given relative to the par-
tition H = H1 ⊕H2 ⊕ · · · ⊕HN by the operator matrix (2.1) such that all the oper-
ators δk = Ak − gkhk (k = 1, . . . , N) are invertible.
Then the solution x of the equation Rx = y is obtained as follows:
1. For i = 1, . . . , N perform the following operations: set δi = Ai − gihi , find
solutions ψi , ϕi , ηi of the operator equations
δiψi = pi, δiϕi = gi, δiηi = yi,
compute
ai = qiψi, bi = qiϕi, ci = hiψi, di = hiϕi, ri = qiηi, ei = hiηi .
2.1. Start with
1 = K0 =
(
0n1×n2
In2
)
, v1 =
(
0n1×1
0n2×1
)
and for i = 1, . . . , N perform the following operations: set
αi =
(
In1 − ai −bi
ci In2 + di
)
, wi =
(
ri
−ei
)
,
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compute
G′i+1 = αii , φ′i+1 = αivi + wi,
2.2. By using a standard orthogonalization procedure determine the matrix i+1
with orthonormal columns and the upper triangular matrix λi+1 such that G′i+1 =
i+1λi+1.
2.3. Compute
ρi+1 = ∗i+1φ′i+1, vi+1 = φ′i+1 − i+1ρi+1.
3. Compute
c′N+1 = −
[
KT0N+1
]−1(
KT0 vN+1
)
.
4. For i = N, . . . , 1 compute
c′i = λ−1i+1(c′i+1 − ρi+1),
ui = ic′i + vi,
βi =
(
In1 0n1×n2
)
ui, χi =
(
0n2×n1 In2
)
ui.
5. For i = 1, . . . , N find the components of the solution
xi = ηi − ψiβi − ϕiχi.
6. Obtain the solution as x = col(xi)Ni=1.
5. The method of consecutive inversion
In this section we present an inversion method for an operator matrix R of the
form (2.1) in the assumption of its strong regularity, i.e. invertibility of all its princi-
pal leading submatrices
Rk =


A1 · · · g1hk
...
.
.
.
...
pkq1 · · · Ak

 , k = 1, . . . , N. (5.1)
By the elements qk , gk of the representation (2.1) we define for k = 1, . . . , N the
operators
Qk =
(
q1 · · · qk
) : H1 ⊕ · · · ⊕Hk → Cn1 ,
Gk =


g1
...
gk

 : Cn2 → H1 ⊕ · · · ⊕Hk. (5.2)
From the definition (2.1) follows that each principal leading submatrix Rk of the
matrix R may be represented in the form
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R1 = A1; Rk =
(
Rk−1 Gk−1hk
pkQk−1 Ak
)
, k = 2, . . . , N. (5.3)
Invertibility of the operators Rk−1, Rk implies invertibility of Schur complements
γk = Ak − pkzk−1hk . Here zk−1 = Qk−1R−1k−1Gk−1 are n1 × n2 matrices. It turns
out that the elements γk , zk satisfy very useful recursive relations.
Lemma 5.1. Let R : H → H be a linear operator given relative to the partition
H = H1 ⊕H2 ⊕ · · · ⊕HN by the strongly regular operator matrix of the form (2.1).
Let us define the operators Qk, Gk by the relations (5.2), the matrices zk of sizes
n1 × n2 and the operators γk : Hk → Hk as follows:
z0 = 0, zk = QkR−1k Gk, k = 1, . . . , N; (5.4)
γ1 = A1, γk = Ak − pkzk−1hk, k = 2, . . . , N. (5.5)
Next introduce the operators ψk : Cn1 → Hk, ϕk : Cn2 → Hk and the matrices ak,
bk, ck, dk, lk of the sizes n1 × n1, n1 × n2, n2 × n1, n2 × n2, n1 × n1 by the rela-
tions
ψk = γ−1k pk, ϕk = γ−1k gk, (5.6)
ak = qkψk, bk = qkϕk, ck = hkψk, dk = hkϕk, (5.7)
lk = In1 + zk−1ck − ak. (5.8)
Then the recursive relations
zk = bk + lkzk−1 − zk−1dk (5.9)
hold.
Proof. For k = 1 we have Q1 = q1, G1 = g1, R1 = A1 which implies z1 = q1A−11
g1 = b1, i.e. (5.9) holds. For k > 1 we apply the Frobenius formula to the matrix Rk
given by (5.3) and using the definitions of the elements ψk and ck obtain
R−1k =
(
R−1k−1 + R−1k−1Gk−1ckQk−1R−1k−1 −R−1k−1Gk−1hkγ−1k
−ψkQk−1R−1k−1 γ−1k
)
,
k = 2, . . . , N. (5.10)
From (5.10) using the representation Qk = (Qk−1 qk) and the definitions of the
elements zk , ak , lk we obtain
QkR
−1
k =
(
lkQk−1R−1k−1 −zk−1hkγ−1k + qkγ−1k
)
. (5.11)
From here using the representation Gk =
(
Gk−1
gk
)
and the definitions of the ele-
ments zk , bk , dk we obtain
zk = QkR−1k Gk =
(
lkQk−1R−1k−1 −zk−1hkγ−1k + qkγ−1k
) (Gk−1
gk
)
= lkzk−1 + bk − zk−1dk. 
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Let us pass to justifying the algorithm. We solve the operator equation Rx = y.
We represent the vectors x, y in the form x = col(xi)Ni=1, y = col(yi)Ni=1, xi, yi ∈
Hi . We consider also the vectors x˜k = col(xi)ki=1, x¯k = col(xi)Ni=k , y˜k = col(yi)ki=1.
At first we will obtain for the solution x the representations of the form (2.2). By the
elements hk of the representation (2.1) we define for k = 1, . . . , N the operators
Hk =
(
hk · · · hN
) : Hk ⊕ · · · ⊕HN → C
and the vectors χk ∈ Cn2 by the relations
χN = 0, χk =
N∑
j=k+1
hjxj =Hk+1x¯k+1, k = N − 1, . . . , 1. (5.12)
Let R(k) be submatrix of the matrix R composed of its k first rows. For k = 1 by vir-
tue of (2.1) we have R(1) = (A1 g1H2) and hence using the equalities R(1)x = y1,
x = (x1
x¯2
)
and the definition of χk we conclude that
A1x1 + g1χ1 = y1. (5.13)
Next for k = 2, . . . , N by virtue of (2.1) we have
R(k) =
(
Rk−1 Gk−1hk Gk−1Hk+1
pkQk−1 Ak gkHk+1
)
.
Using the relations
R(k)x = y˜k, x =

x˜k−1xk
x¯k+1

 , y˜k =
(
y˜k−1
yk
)
and the definition of the elements χk we conclude that
Rk−1x˜k−1 +Gk−1hkxk +Gk−1χk = y˜k−1, (5.14)
pkQk−1x˜k−1 + Akxk + gkχk = yk. (5.15)
From (5.14) we obtain
x˜k−1 = −R−1k−1Gk−1hkxk − R−1k−1Gk−1χk + R−1k−1y˜k−1.
Substituting the last expression in (5.15) and taking into consideration (5.4) and (5.5)
we obtain the relations
pk
(
Qk−1R−1k−1y˜k−1 − zk−1χk
)+ γkxk + gkχk = yk, k = 2, . . . , N. (5.16)
Let us define the vectors βk ∈ Cn1 by the relations
β1 = 0, βk = Qk−1R−1k−1y˜k−1 − zk−1χk, k = 2, . . . , N. (5.17)
The relations (5.13) and (5.16) one can write down in the form
pkβk + γkxk + gkχk = yk, k = 1, . . . , N. (5.18)
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Define the elements ηk ∈ Hk , rk ∈ Cn1 , ek ∈ Cn2 by the relations
ηk = γ−1k yk, rk = qkηk, ek = hkηk. (5.19)
Taking into consideration the equalities (5.6) and (5.7) we obtain from (5.18) the
representations
xk = ηk − ψkβk − ϕkχk, k = 1, . . . , N. (5.20)
It remains to obtain a system of difference equations for the elements βk , χk .
Introduce the auxiliary variables wk ∈ Cn1 by the formulas wk = QkR−1k y˜k (k =
1, . . . , N − 1). Then we may write down the relations (5.17) in the form
β1 = 0, βk = wk−1 − zk−1χk, k = 2, . . . , N. (5.21)
Let us show that the elements wk satisfy the recursions
w1 = r1, wk = lkwk−1 − zk−1ek + rk, k = 2, . . . , N − 1. (5.22)
Indeed for k = 1 we have Q1 = q1, y˜1 = y1, R1 = A1 = γ1 and hence w1 = q1γ1
y1 = r1. For k  2 by virtue of (5.11) and (5.19) we obtain
wk = QkR−1k y˜k =
(
lkQk−1R−1k−1 −zk−1hkγ−1k + qkγ−1k
) (y˜k−1
yk
)
= lkwk−1 − zk−1ek + rk.
Finally consider the variables χk . The relations (5.12) are equivalent to the recursions
χN = 0, χk−1 = χk + hkxk, k = N, . . . , 2. (5.23)
Substitution of (5.20) in (5.23) yields
χN = 0, χk−1 = −ckβk + (In2 − dk)χk + ek, k = N, . . . , 2.
Next substituting the expression for βk from (5.21) we obtain
χN = 0, χk−1 = (In2 − dk + ckzk−1)χk − ckwk−1 + ek, k = N, . . . , 2.
(5.24)
The relations (5.21), (5.22) and (5.24) yield the system of difference equations

w1 = r1, wk = lkwk−1 − zk−1ek + rk, k = 2, . . . , N − 1,
χN = 0, χk−1 = (In2 − dk + ckzk−1)χk − ckwk−1 + ek, k = N, . . . , 2,
β1 = 0, βk = wk−1 − zk−1χk, k = 2, . . . , N.
(5.25)
The matrix which corresponds to the system (5.25) has the form
L˜ 0 0C˜ D˜ 0
x˜ Z˜ I

 ,
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where
L˜ =


I 0 · · · 0 0
−l2 I · · · 0 0
...
...
.
.
.
...
...
0 0 · · · I 0
0 0 · · · −lN−1 I

 , C˜ =


c2 · · · 0
...
.
.
.
...
0 · · · cN
0 · · · 0

 ,
D˜ =


I d˜2 · · · 0 0
0 I · · · 0 0
...
...
.
.
.
...
...
0 0 · · · I d˜N
0 0 · · · 0 I

 , X˜ =


0 · · · 0
−I · · · 0
...
.
.
.
...
0 · · · −I

 ,
Z˜ = diag(−zk)Nk=1, d˜k = −In2 + dk − ckzk−1
and thus the system is solved easily.
Thus the following algorithm is obtained.
Algorithm 5.2. Let R : H → H be a linear operator given relative to the partition
H = H1 ⊕H2 ⊕ · · · ⊕HN by the strongly regular matrix of the form (2.1) and the
vector y ∈ H is given relative to this partition as y = col(yi)Ni=1.
Then the solution x of the equation Rx = y is obtained as follows:
1. Set z0 = 0n1×n2 and for k = 1, . . . , N perform the following: set γk = Ak −
pkzk−1hk , find solutions ψk , ϕk , ηk of the operator equations
γkψk = pk, γkϕk = gk, γkηk = yk,
compute
ak = qkψk, bk = qkϕk, ck = hkψk, dk = hkϕk, rk = qkηk, ek = hkηk;
compute
lk = In1 + zk−1ck − ak, zk = bk + lkzk−1 − zk−1dk.
2. Start with w1 = r1 and for k = 2, . . . , N − 1 compute
wk = lkwk−1 − zk−1ek + rk.
3. Start with χN = 0n2×1 and for k = N, . . . , 2 compute
χk−1 = (In2 − dk + ckzk−1)χk − ckwk−1 + ek.
4. Start with β1 = 0n1×1 and for k = 2, . . . , N compute
βk = wk−1 − zk−1χk.
5. For k = 1, . . . , N find the components of the solution
xk = ηk − ψkβk − ϕkχk.
6. Obtain the solution as x = col(xi)Ni=1.
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6. Complexity
We consider here the costs of computations in algorithms presented above.
In expressions for complexity we use the following notations:
• ν—complexity of the solution of the corresponding operator equations, i.e.Akxk =
yk in Algorithm 3.2, δkxk = yk in Algorithm 4.4 and γkxk = yk in Algorithm 5.2;
• 9—complexity of the computing of a scalar product in the subspace Hk;
• ω—complexity of computing the product of a vector by a scalar in the subspace
Hk;
• ;(m)—complexity of the solution of a system of linear algebraic equations with
m×m matrix using the standard Gauss method;
• ϑ(m)—complexity of the solution of a system of linear algebraic equations with
m×m triangular matrix;
• ζ(m, n)—complexity of transforming m× n matrix to an upper triangular form
using Gaussian eliminations;
• ξ(m, n)—complexity of QR factorization for m× n matrix.
A direct calculation shows that the number of flops, i.e. arithmetic operations
of the form a ± bc, which is required for each of the obtained algorithms is given
by the following expressions:
N
[
(n1 + n2 + 1)ν + (n1 + n2)(n1 + n2 + 1)9 + (n1 + n2)ω + (n1 + n2)2
+ n32 + n21n2 + n1n2 + ζ(2n1, 2n1 + n2 + 1)+ ϑ(n1)
]
for Algorithm 3.2,
N
[
(n1 + n2 + 1)ν + (n1 + n2)(n1 + n2 + 1)9 + (n1 + n2)ω + (n1 + n2)2
× (n2 + 1)+ 3(n1 + n2)n2 + ξ(n1 + n2, n2)+ ϑ(n2)
]+ ;(n2)
for Algorithm 4.4,
N
[
(n1 + n2 + 1)ν + (n1 + n2)(n1 + n2 + 1)9 + (n1 + n2)ω + 2n21n2
+ 2n1n22 + n21 + n22 + 3n1n2
]
for Algorithm 5.2.
One can see that complexity of all three algorithms is about the same. This fact
is confirmed by measuring the time in numerical experiments.
One can see also that complexity of all three algorithms is linear in N . So for
instance for block diagonal plus semiseparable matrices with the orders n1 = n2 = 2
and with the 2 × 2 blocks the complexity of Algorithm 5.2 equals 162N in contrast
to 8N3/3 for the Gaussian eliminations.
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7. Applications to integral and differential equations
As a main example of an application of obtained methods we consider the nu-
merical solution of integral equations. We use the notation Lm2 ([a, b]) for the space
of vector-valued functions f (x) = (fi(x))mi=1 with the entries from L2([a, b]). We
consider equations
Rσ = y (7.1)
with operator R : Lm2 ([a, b]) → Lm2 ([a, b]) given by
(Rσ)(x) = σ(x)+
∫ b
a
k(x, t)σ (t) dt, a  x  b,
where
k(x, t) =
{
p(x)q(t), t < x.
g(x)h(t), x < t.
Here p(x) = (pij (x))m,n1i,j=1, q(x) = (qij (x))n1,mi,j=1, g(x) = (gij (x))m,n2i,j=1, h(x) =
(hij (x))
n2,m
i,j=1 are the matrix-valued functions with the entries from C([a, b]) and
y ∈ Lm2 ([a, b]). Let us define a partition of the segment [a, b] on N parts: [a, b] =⋃N
i=1 Bi , where Bi = [ti−1, ti], a = t0 < t1 < · · · < tN = b. Then Eq. (7.1) may be
given in the form
(Rσ)(x) ≡ σ(x)+ p(x)
∫ ti−1
a
q(t)σ (t) dt +
∫ ti
ti−1
k(x, t)σ (t) dt
+ g(x)
∫ b
ti
h(t)σ (t) dt = y(x), ti−1  x  ti , i = 1, . . . , N
which may be written down as
y(x) = σ(x)+ p(x)
i−1∑
j=1
∫ tj
tj−1
q(t)σ (t) dt +
∫ ti
ti−1
k(x, t)σ (t) dt
+ g(x)
N∑
j=i+1
∫ tj
tj−1
h(t)σ (t) dt, ti−1  x  ti , i = 1, . . . , N.
(7.2)
Set H = Lm2 ([a, b]) and Hi = Lm2 (Bi) (i = 1, . . . , N). We obtain the partition
H = H1 ⊕H2 ⊕ · · · ⊕HN . In accordance with this partition for σ ∈ H , y ∈ H set
σ = col(σi)Ni=1, y = col(yi)Ni=1, where σi ∈ Hi , yi ∈ Hi and define operators Ai :
Lm2 (Bi) → Lm2 (Bi), qi : Lm2 (Bi) → Cn1 , hi : Lm2 (Bi) → Cn2 , pi : Cn1 → Lm2 (Bi),
gi : Cn2 → Lm2 (Bi) (i = 1, . . . , N) by the relations
(Aiσ )(x) = σ(x)+
∫
Bi
k(x, t)σ (t) dt, σ ∈ Lm2 (Bi), (7.3)
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qiσ =
∫
Bi
q(t)σ (t) dt, hiσ =
∫
Bi
h(t)σ (t) dt, σ ∈ Lm2 (Bi),
piα = p(t)
∣∣
Bi
α, giβ = g(t)
∣∣
Bi
β, α ∈ Cn1 , β ∈ Cn2 .
By virtue of (7.2) we obtain
yi = pi
i−1∑
j=1
qjσj + Aiσi + gi
N∑
j=i+1
hjσj , i = 1, . . . , N.
It means that the operator R may be represented by a matrix of the form (2.1). Hence
we can apply to solution of Eq. (7.1) the algorithms presented in Sections 3–5.
7.1. Chebyshev quadratures and Nystrom method
In order to apply the algorithms discussed above to the integral equation (7.1)
we use the method based on Chebyshev quadratures. This method was suggested
by Greengard and Rochlin [10] and then used by Starr and Rochlin [14], by Lee
and Greengard [12] and by the authors in [5]. Let us consider the corresponding
computations in detail. The general references for this material are contained for
instance in the books [6,13], for a more detailed treatment for our purposes see [5].
Let f (x) be a smooth scalar function defined on the segment [a, b]. Let us con-
sider an approximation of f (x) by a polynomial of degree n− 1 at most, n is a given
number. This polynomial is obtained by the interpolation method by values of f (x)
in the Chebyshev nodes
xk = b − a2 cos
(

2k − 1
2n
)
+ a + b
2
, k = 1, . . . , n.
Set fk = f (xk), k = 1, . . . , n, fˆ = (fk)nk=1.
Let us consider the indefinite integrals
∫ x
a
f (t) dt ,
∫ b
x
f (t) dt and the integral∫ b
a
f (t) dt . For their computation we use the approximations∫ x
a
f (t) dt ≈ Fl(x) =
∫ x
a
Pn−1(t) dt,
∫ b
x
f (t) dt ≈ Fr(x) =
∫ b
x
Pn−1(t) dt,
∫ b
a
f (t) dt ≈ I0 =
∫ b
a
Pn−1(t) dt.
In order to compute the values Fl(x), Fr(x) at the points xk , k = 1, . . . , n and the
integral I0 the following auxiliary matrices are used: the matrix C = {cij }ni,j=1 of
the cosine transform given by the relations
c1j = 1
n
, j = 1, . . . , n;
cij = 2
n
cos
(i − 1)(2j − 1)
2n
, i = 2, . . . , n, j = 1, . . . , n;
(7.4)
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the left integration matrix Sl = {slij }n+1,ni,j=1 which is given as follows:
sl11 = 1, sl12 = −
1
4
, sl1j = (−1)j
(
1
2j − 4 −
1
2j
)
, j = 3, . . . , n;
sl21 = 1, sl23 = −
1
2
; sli,i−1 =
1
2i − 2 , s
l
i,i+1 = −
1
2i − 2 , i = 3, . . . , n− 1;
sln,n−1 =
1
2n− 2 ; s
l
n+1,n =
1
2n
; slij = 0 for the rest of entries (7.5)
and the right integration matrix Sr = {srij }n+1,ni,j=1 which is given as follows:
sr11 = 1, sr12 =
1
4
, sr1j = −
1
2j − 4 +
1
2j
, j = 3, . . . , n;
sr21 = −1, sr23 =
1
2
; sri,i−1 = −
1
2i − 2 , s
r
i,i+1 =
1
2i − 2 , i = 3, . . . , n− 1;
srn,n−1 = −
1
2n− 2 ; s
r
n+1,n = −
1
2n
; srij = 0 for the rest of entries. (7.6)
In the case n = 1 we set
C = 1, Sl =
[
1
1
]
, Sr =
[
1
−1
]
.
The following relations are valid (see [5,6,13] for a more detailed description):
(Fl(xk))
n
k=1 =
b − a
2
C−1S′lCfˆ , (Fr(xk))nk=1 =
b − a
2
C−1S′rCfˆ , (7.7)
∫ b
a
Pn−1(t) dt = b − a2 l0SlCfˆ . (7.8)
Here n× n matrices S′l , S′r are obtained from the matrices Sl , Sr by truncating of
the last row; l0 is the n+ 1-dimensional row with unit entries.
Now we assume f (x) to be a vector-function, f (x) = (fi(x))mi=1. By the values
of f (x) at the points xk , k = 1, . . . , n we define the mn-dimensional column vector
f˜ = col(col(fi(xk))mi=1)nk=1. We approximate the coordinates fi(x), i = 1, . . . , m
by the interpolation polynomials P (i)n−1(x), i = 1, . . . , m with the nodes xk , k =
1, . . . , n and thus obtain approximations of the indefinite integrals
∫ x
a
f (t) dt ,∫ b
x
f (t) dt , i = 1, . . . , m by the integrals of the corresponding polynomials:∫ x
a
fi(t) dt ≈ F (i)l (x) =
∫ x
a
P
(i)
n−1(t) dt,∫ b
x
fi(t) dt ≈ F (i)r (x) =
∫ b
x
P
(i)
n−1(t) dt, i = 1, . . . , m.
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By the values of the functions F (i)l (x), F
(i)
r (x), i = 1, . . . , m at the points xk ,
k = 1, . . . , n we define the mn-dimensional column vectors
F˜l = col
(
col
(
F
(i)
l (xk)
)m
i=1
)n
k=1, F˜r = col
(
col
(
F (i)r (xk)
)m
i=1
)n
k=1.
Next we introduce the notations S˜l = {s˜lij }ni,j=1, S˜r = {s˜rij }ni,j=1 for the products in
the formula (7.7):
S˜l = C−1S′lC, S˜r = C−1S′rC (7.9)
and define the mn×mn matrices Tl = {t lij }ni,j=1, Tr = {t rij }ni,j=1 elements of which
are m×m blocks t lij = diag(s˜lij ), t rij = diag(s˜rij ). From (7.7) one can derive easily
that
F˜l = b − a2 Tlf˜ , F˜r =
b − a
2
Tr f˜ . (7.10)
For the definite integral
∫ b
a
f (t) dt we obtain the approximation∫ b
a
f (t) dt ≈ J0 = col
(∫ b
a
P
(i)
n−1(t) dt
)m
i=1
.
We introduce the notation S0 = {s(0)j }n+1j=1 for the product in (7.8), i.e.
S0 = l0SlC (7.11)
and define the m×mn matrix T0 = (t(0)j ), j = 1, . . . , n elements of which are m×
m blocks t (0)j = diag(s(0)j ). From the formula (7.8) we conclude that
J0 = b − a2 T0f˜ . (7.12)
Now we apply the obtained representations to the discretization of the integral
operator
(Kf )(x) = p(x)
∫ x
a
q(t)f (t) dt + g(x)
∫ b
x
h(t)f (t) dt,
where f (x) = col(fi(x))mi=1 is a vector-function, p(x), q(x), g(x), h(x) are matrix-
valued functions which values are matrices of the sizes m× n1, n1 ×m, m× n2,
n2 ×m. By the values of the functions q(x)f (x), h(x)f (x) at the points xk , k =
1, . . . , n we define the vectors fq = col(q(xk)f (xk))nk=1, fh = col(h(xk)f (xk))nk=1
of the sizes n1n, n2n correspondingly. It is easy to see that
fq = Qf˜ , fh = Hf˜ , (7.13)
where Q = diag(q(xk))nk=1, H = diag(h(xk))nk=1. Similarly for vector-functions
r(x) = col(ri(x))n1i=1, w(x) = col(wi(x))n2i=1 we have
col(p(xk)r(xk))nk=1 = P col(r(xk))nk=1,
col(g(xk)w(xk))nk=1 = G col(w(xk))nk=1,
(7.14)
where P = diag(p(xk))nk=1, G = diag(g(xk))nk=1.
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Let (J (qf ))(t), (J (hf ))(t) be approximations of the vector functions q(t)f (t),
h(t)f (t) by interpolation polynomials as described above. Then we obtain the ap-
proximation of the operator K by the finite rank operator K0 defined as follows:
(K0f )(x) = p(x)
∫ x
a
(J (qf ))(t) dt + g(x)
∫ b
x
(J (hf ))(t) dt.
By the formulas (7.10), (7.13) and (7.14) we obtain
col((K0f )(xk))nk=1 =
b − a
2
(PTlQf˜ +GTrHf˜ ).
Here Tl = {t lij }ni,j=1, Tr = {t rij }ni,j=1 are matrices of the sizes n1n× n1n, n2n× n2n
correspondingly elements of which are the blocks t lij = s˜lij In1 , t rij = s˜rij In2 , the ele-
ments s˜lij , s˜
r
ij are defined in (7.9).
Now let us consider the integral equation
f (x)+ (Kf )(x) = y(x), a  x  b.
Following the Nystrom method we compute the approximate solution f¯ (x) which is
an exact solution of the equation
f¯ (x)+ (K0f¯ )(x) = y(x), a  x  b.
We find the values of f¯ (x) at the points xk , k = 1, . . . , n from the system of linear
algebraic equations
Rf˜ = y˜,
where y˜ = col(y(xk))nk=1, f˜ = col(f¯ (xk))nk=1 and
R = Imn + b − a2 (PTlQ+GTrH).
7.2. Preliminary computations and computational grid
The computational grid is defined as follows. We defineN subintervalsB1, B2, . . . ,
BN on [a, b] by choosing a sequence of boundary points a = t0 < t1 < · · · < tN = b.
Next we choose an integer n  1 which is a number of Chebyshev nodes on each
interval Bi = [ti−1, ti] (i = 1, . . . , N). These nodes are determined by the relations
τ
(i)
k =
ti − ti−1
2
cos
( (2n− 2k + 1)
2n
)
+ ti + ti−1
2
, k = 1, . . . , n.
Thus we obtain the grid {τ (i)k ; k = 1, . . . , n; i = 1, . . . , N}.
Before starting the algorithms we perform the following operations. We deter-
mine the matrices C, Sl , Sr by the relations (7.4)–(7.6) and the matrices S′l , S′r by
truncating of the last row in the matrices Sl , Sr . Next we compute the matrices S˜l =
{s˜lij }ni,j=1, S˜r = {s˜rij }ni,j=1 and the vector row S0 = {s(0)j }n+1j=1 by the formulas
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S˜l = PJC−1S′lCPJ , S˜r = PJC−1S′rCPJ , S0 = l0SlCPJ
and using them define the matrices Tl = {t lij }ni,j=1, Tr = {t rij }ni,j=1; L(1) = (l(1)j )nj=1,
L(2) = (l(2)j )nj=1 of the sizes n1n× n1n, n2n× n2n, n1 × n1n, n2 × n2n correspond-
ingly elements of which are the blocks t lij = s˜lij In1 , t rij = s˜rij In2 , l(1)j = s(0)j In1 , l(2)j =
s
(0)
j In2 . Here PJ is the n× n permutation matrix
PJ =


0 · · · 1
...
.
.
.
...
1 · · · 0


and l0 is the n+ 1-dimensional row with unit entries.
7.3. The diagonal inversion algorithm
Using Algorithm 3.2 we obtain the following algorithm for solution of the integral
equation (7.1). This method was used earlier in the papers [7,8] for solution of some
equations of mathematical physics.
Algorithm 7.1. A. For i = 1, . . . , N perform the following:
A.1. For k = 1, . . . , n compute
y
(i)
k = y
(
τ
(i)
k
)
, p
(i)
k = p
(
τ
(i)
k
)
, q
(i)
k = q
(
τ
(i)
k
)
,
g
(i)
k = g
(
τ
(i)
k
)
, h
(i)
k = h
(
τ
(i)
k
)
,
set
yi = col
(
y
(i)
k
)n
k=1, pi = col
(
p
(i)
k
)n
k=1, gi = col
(
g
(i)
k
)n
k=1,
Pi = diag
(
p
(i)
k
)n
k=1, Qi = diag
(
q
(i)
k
)n
k=1,
Gi = diag
(
g
(i)
k
)n
k=1, Hi = diag
(
h
(i)
k
)n
k=1.
A.2. Compute mn×mn matrix Ri and matrices L(1)i , L(2)i of the sizes n1 × n1n,
n2 × n2n by the formulas
Ri = Imn + ti − ti−12 [PiTlQi +GiTrHi],
L
(1)
i =
ti − ti−1
2
L(1), L(2)i =
ti − ti−1
2
L(2).
A.3. Compute matrices ψi , ϕi and vectors ηi solving the linear systems
Riψi = pi, Riϕi = gi, Riηi = yi.
A.4. Compute
ai = L(1)i Qiψi, bi = L(1)i Qiϕi, ci = L(2)i Hiψi,
di = L(2)i Hiϕi, ri = L(1)i Qiηi, ei = L(2)i Hiηi .
Thus we have prepared all the data for stage 2 of Algorithm 3.2.
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B. Perform the stage 2 of Algorithm 3.2 and obtain the vectors βi , χi .
C. For i = 1, . . . , N compute the vectors σi = col(col(σ (i)jk )mj=1)nk=1 by the
formula
σi = ηi − ψiβi − ϕiχi
and set σ (i)k = col(σ (i)jk )mj=1.
D. Obtain the solution on the grid
σ = (σ (i)k ), k = 1, . . . , n; i = 1, . . . , N.
7.4. Reduction to the shooting algorithm
Here we apply Algorithm 4.4 to the solution of the integral equation (7.1). In this
algorithm we solve equations with operators δi = Ai − gihi (i = 1, . . . , N). From
(7.3) follows that the operators δi have the form
(δiσ )(x) = σ(x)+ p(x)
∫ x
ti−1
q(t)σ (t) dt + g(x)
∫ ti
x
h(t)σ (t) dt
− g(x)
∫ ti
ti−1
h(t)σ (t) dt.
This expression may be written down in the form
(δiσ )(x) ≡ σ(x)+
∫ x
ti−1
p(x)q(t)σ (t) dt −
∫ x
ti−1
g(x)h(t)σ (t) dt,
ti−1  x  ti , i = 1, . . . , N.
Algorithm 7.2. A. For i = 1, . . . , N perform the following:
A.1. For k = 1, . . . , n compute
y
(i)
k = y
(
τ
(i)
k
)
, p
(i)
k = p
(
τ
(i)
k
)
, q
(i)
k = q
(
τ
(i)
k
)
,
g
(i)
k = g
(
τ
(i)
k
)
, h
(i)
k = h
(
τ
(i)
k
)
,
set
yi = col
(
y
(i)
k
)n
k=1, pi = col
(
p
(i)
k
)n
k=1, gi = col
(
g
(i)
k
)n
k=1,
Pi = diag
(
p
(i)
k
)n
k=1, Qi = diag
(
q
(i)
k
)n
k=1,
Gi = diag
(
g
(i)
k
)n
k=1, Hi = diag
(
h
(i)
k
)n
k=1.
A.2. Compute mn×mn matrix Ri and matrices L(1)i , L(2)i of the sizes n1 × n1n,
n2 × n2n by the formulas
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Ri = Imn + ti − ti−12 [PiTlQi +GiTrHi],
L
(1)
i =
ti − ti−1
2
L(1), L(2)i =
ti − ti−1
2
L(2).
A.3. Compute matrices ψi , ϕi and vectors ηi solving the linear systems
Riψi = pi, Riϕi = gi, Riηi = yi.
A.4. Compute
ai = L(1)i Qiψi, bi = L(1)i Qiϕi, ci = L(2)i Hiψi,
di = L(2)i Hiϕi, ri = L(1)i Qiηi, ei = L(2)i Hiηi .
Thus we have prepared all the data for stage 2 of Algorithm 7.1.
B. Perform the stages 2–4 of Algorithm 4.4 and obtain the vectors βi , χi .
C. For i = 1, . . . , N compute the vectors σi = col(col(σ (i)jk )mj=1)nk=1 by the
formula
σi = ηi − ψiβi − ϕiχi
and set σ (i)k = col(σ (i)jk )mj=1.
D. Obtain the solution on the grid
σ = (σ (i)k ), k = 1, . . . , n; i = 1, . . . , N.
7.5. The algorithm of consecutive inversion
Finally we consider the application of Algorithm 5.2. In this algorithm we solve
equations with operators γi = Ai − pizi−1hi (i = 1, . . . , N), where the variable
zi−1 is determined in the algorithm. From (7.3) follows that the operators γi have
the form
(γiσ )(x) = σ(x)+ p(x)
∫ x
ti−1
q(t)σ (t) dt + g(x)
∫ ti
x
h(t)σ (t) dt
−p(x)zi−1
∫ ti
ti−1
h(t)σ (t) dt.
This expression may be written down in the form
(γiσ )(x) = σ(x)+ p(x)
∫ x
ti−1
q˜(t)σ (t) dt + g˜(x)
∫ ti
x
h(t)σ (t) dt,
ti−1  x  ti , i = 1, . . . , N,
where q˜(t) = q(t)− zi−1h(t), g˜(x) = g(x)− p(x)zi−1. Thus we obtain the follow-
ing algorithm.
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Algorithm 7.3. A. For i = 1, . . . , N perform the following:
A.1. For k = 1, . . . , n compute
y
(i)
k = y
(
τ
(i)
k
)
, p
(i)
k = p
(
τ
(i)
k
)
, q
(i)
k = q
(
τ
(i)
k
)
,
g
(i)
k = g
(
τ
(i)
k
)
, h
(i)
k = h
(
τ
(i)
k
)
,
set
yi = col
(
y
(i)
k
)n
k=1, pi = col
(
p
(i)
k
)n
k=1, gi = col
(
g
(i)
k
)n
k=1,
Pi = diag
(
p
(i)
k
)n
k=1, Qi = diag
(
q
(i)
k
)n
k=1,
Gi = diag
(
g
(i)
k
)n
k=1, Hi = diag
(
h
(i)
k
)n
k=1.
A.2. Compute mn×mn matrix Ri and matrices L(1)i , L(2)i of the sizes n1 × n1n,
n2 × n2n by the formulas
Ri = Imn + ti − ti−12
[
PiTl(Qi − zi−1Hi)+ (Gi − Pizi−1)TrHi
]
,
L
(1)
i =
ti − ti−1
2
L(1), L(2)i =
ti − ti−1
2
L(2).
A.3. Compute matrices ψi , ϕi and vectors ηi solving the linear systems
Riψi = pi, Riϕi = gi, Riηi = yi.
A.4. Compute
ai = L(1)i Qiψi, bi = L(1)i Qiϕi, ci = L(2)i Hiψi,
di = L(2)i Hiϕi, ri = L(1)i Qiηi, ei = L(2)i Hiηi .
A.5. Compute
li = In1 + fi−1ci − ai, zi = bi + lizi−1 − zi−1di.
Thus we have prepared all the data for stage 2 of Algorithm 5.2.
B. Perform the stages 2–4 of Algorithm 5.2 and obtain the vectors βi , χi .
C. For i = 1, . . . , N compute the vectors σi = col(col(σ (i)jk )mj=1)nk=1 by the
formula
σi = ηi − ψiβi − ϕiχi
and set σ (i)k = col(σ (i)jk )mj=1.
D. Obtain the solution on the grid
σ = (σ (i)k ), k = 1, . . . , n; i = 1, . . . , N.
7.6. Solution of differential equations
As was proposed in [14] the methods obtained for integral equations can be ap-
plied to the solution of two-point boundary value problems for systems of differential
equations of the form
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φ′(x)+ α(x)φ(x) = y(x), M1φ(a)+M2φ(b) = 0 (7.15)
with φ : [a, b] → Cm in C1([a, b]), α : [a, b] → Cm×m, y : [a, b] → Cm continu-
ous, M1, M2 are m×m matrices. We consider here the case
M1 =
(
In1 0
0 0n2
)
, M2 =
(
0n1 0
0 In2
)
, n1 + n2 = m.
Following [14] we look for the solution in the form
φ(x) =
∫ b
a
G0(x, t)σ (t) dt, (7.16)
where σ(t) : [a, b] → Cm is a new unknown function to be determined and G0(x, t)
is the Green function for the boundary value problem
φ′(x) = y(x), M1φ(a)+M2φ(b) = 0,
i.e.
G0(x, t) =
{
M1, a  t < x  b,
−M2, a  x < t  b.
Substituting (7.16) in (7.15) we obtain the integral equation
σ(x)+ α(x)
∫ b
a
G0(x, t)σ (t) dt = y(x). (7.17)
The m×m matrix α(x) one can write down in the form
α(x) =
(
α11(x) α12(x)
α21(x) α22(x)
)
with the entries αij (x) of the sizes ni × nj , i, j = 1, 2. Moreover the matrix function
α(x)G0(x, t) may be represented in the form
α(x)G0(x, t) =
{
p(x)q, a  t < x  b,
g(x)h, a  x < t  b
with
p(x) =
(
α11(x)
α21(x)
)
, q = (In1 0n1×n2),
g(x) =
(
α12(x)
α22(x)
)
, h = −(0n2×n1 In2).
Thus Eq. (7.17) is represented in the form (7.1). Solving Eq. (7.17) and substituting
the solution σ(x) in (7.16) we obtain the solution of the problem (7.15).
For finding σ(x) we can use one of the three Algorithms 7.1–7.3. We obtain
values σ(x) on the grid and via these values compute values of the solution φ(x)
of the problem (7.15). We compute the integral in (7.16) at the points of the grid via
the relations
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φ
(
τ
(i)
k
) = p0
∫ ti−1
a
qσ (t) dt + p0
∫ τ (i)k
ti−1
qσ(t) dt + g0
∫ ti
τ
(i)
k
hσ (t) dt
+ g0
∫ b
ti
hσ (t) dt, k = 1, . . . , n, i = 1, . . . , N; τ (i)k ∈ [ti−1, ti],
where
p0 =
(
In1
0n2×n1
)
, g0 =
(
0n1×n2
In2
)
.
The integrals
∫ τ (i)k
ti−1 qσ(t) dt ,
∫ ti
τ
(i)
k
hσ (t) dt are computed by the formulas (7.10). The
integrals
∫ ti−1
a
qσ (t) dt ,
∫ b
ti
hσ (t) dt we represent in the form
∫ ti−1
a
qσ (t) dt =
i−1∑
j=1
∫ tj
tj−1
qσ(t) dt,
∫ b
ti
hσ (t) dt =
N∑
j=i+1
∫ tj
tj−1
hσ(t) dt.
The integrals
∫ tj
tj−1 qσ(t) dt ,
∫ tj
tj−1 hσ(t) dt are computed by the formula (7.12). Thus
we obtain the following algorithm.
Algorithm 7.4. 1. Using one of the Algorithms 7.1–7.3 compute the values on the
grid σ = (σ (i)k ), k = 1, . . . , n; i = 1, . . . , N of the solution of integral equation (7.1)
with the data
p(x) =
(
α11(x)
α21(x)
)
, q = (In1 0n1×n2),
g(x) =
(
α12(x)
α22(x)
)
, h = −(0n2×n1 In2)
and α(x), y(x) from (7.15).
2. For k = 1, . . . , n set
pk =
(
In1
0n2×n1
)
, qk =
(
In1 0n1×n2
)
,
gk =
(
0n1×n2
In2
)
, hk = −
(
0n2×n1 In2
)
,
set
P0 = diag(pk)nk=1, Q0 = diag(qk)nk=1,
G0 = diag(gk)nk=1, H0 = diag(hk)nk=1.
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3. For i = 1, . . . , N perform the following:
3.1. Compute mn×mn matrix R˜i and matrices L(1)i , L(2)i of the sizes n1 × n1n,
n2 × n2n by the formulas
R˜i = ti − ti−12 (P0TlQ0 +G0TrH0),
L
(1)
i =
ti − ti−1
2
L(1), L(2)i =
ti − ti−1
2
L(2).
3.2. Set σi = col(σ (i)k )nk=1 and compute the vector φ˜i = col(col(φ˜(i)jk )mj=1)nk=1
by the formula φ˜i = R˜iσi . Set φˆ(i)k = col(φ˜(i)jk )mj=1, k = 1, . . . , n.
4.1. Start with β1 = 0n1×1 and for i = 1, . . . , N − 1 compute βi+1 = βi + L(1)i
Q0σi .
4.2. Start with χN = 0n2×1 and for i = N, . . . , 2 compute χi−1 = χi + L(2)i H0σi .
5. For i = 1, . . . , N
for k = 1, . . . , n compute the vectors φ(i)k by the formulas
φ
(i)
k = φˆ(i)k + piβi + giχi .
6. Obtain the solution on the grid
φ = (φ(i)k ), k = 1, . . . , n; i = 1, . . . , N.
We consider also boundary value problems with non-homogeneous boundary
conditions
φ′(x)+ p(x)φ(x) = y(x), M1φ(a)+M2φ(b) = γ
with γ ∈ Cm. Such a problem is reduced to the problem (7.15) setting φ0(x) =
φ(x)− γ . One can check easily that φ0(x) is a solution of the problem
φ′0(x)+ p(x)φ0(x) = y(x)− p(x)γ, M1φ0(a)+M2φ0(b) = 0.
7.7. On the doubling method
We discuss here the method suggested by Greengard and Rochlin [10] and by
Starr and Rochlin [14] for numerical solution of the integral equation of the form
(7.1). In the framework of our considerations the method of [10,14] may be treated
as follows. Set N = 2m and consider the operator matrix (2.1). For the space H
we introduce recursively the sequence of partitions H = H(k)1 ⊕ · · · ⊕H(k)Nk , where
H 0i = Hi , i = 1, . . . , N ; H(k)i = H(k−1)2i−1 ⊕H(k−1)2i , k = 1, . . . , m; i = 1, . . . , Nk =
N/2k . Relative to each of these partitions the operator R is given by the matrix
of the form (2.1)
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R =


A
(k)
1 g
(k)
1 h
(k)
2 g
(k)
1 h
(k)
3 · · · g(k)1 h(k)Nk
p
(k)
2 q
(k)
1 A
(k)
2 g
(k)
2 h
(k)
3 · · · g(k)2 h(k)Nk
p
(k)
3 q
(k)
1 p
(k)
3 q
(k)
2 A
(k)
3 · · · g(k)3 h(k)Nk
...
...
...
.
.
.
...
p
(k)
Nk
q
(k)
1 p
(k)
Nk
q
(k)
2 p
(k)
Nk
q
(k)
3 · · · A(k)Nk


. (7.18)
Assume that for each of these partitions the diagonal blocks A(k)i , k = 0, . . . , m;
i = 1, . . . , Nk are invertible. It turns out that the inverse to an operator A(k)i may
be expressed easily via the operators (A(k−1)2i−1 )−1, (A
(k−1)
2i )
−1 which are assumed to
be known from the previous step of an algorithm (for a more detail description see
[5]). This procedure lies in the basis of the method suggested in [10,14] which we
call the doubling method. The natural conditions for application of such a method
are invertibility of all the diagonal operators A(k)i , k = 0, . . . , m; i = 1, . . . , Nk .
Thus as compared with Algorithm 3.2 described above the doubling method contains
additional limitations which may be a source of instability.
Let us consider the integral equation
R0σ = y
with operator R0 : L2([0, 1]) → L2([0, 1]) given by
(R0σ)(x) = σ(x)+ p(x)
∫ x
0
q(t)σ (t) dt + g(x)
∫ 1
x
h(t)σ (t) dt.
Here p(x) = −λ2(b− x), g(x) = −λ2(x − a), q(t) = (t − a)/(b− a), h(t) = (b −
t)/(b − a), a = 1/4, b = 1/2, λ = /(b − a). We showed in [5] that the operator
R0 is invertible but its projection on L2([a, b]), i.e. the operator Rab : L2([a, b]) →
L2([a, b])
(Rabσ )(x) = σ(x)+ p(x)
∫ x
a
q(t)σ (t) dt + g(x)
∫ b
x
h(t)σ (t) dt
is not. It means that forN > 2 the corresponding operatorA(k)i in the doubling method
is not invertible. Thus for the integral equation R0σ = y the doubling method fails
but the diagonal inversion Algorithm 3.2 proceeds successfully. This fact is con-
firmed also by numerical tests.
8. Numerical experiments
We present here the results of computer experiments with designed algorithms.
We use the following notations for the algorithms:
(1) DI Algorithm 3.2 obtained by the diagonal inversion method.
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(2) RS Algorithm 4.4 obtained by reduction to the shooting method.
(3) CI Algorithm 5.2 obtained by the method of consecutive inversion.
All the algorithms were implemented in the system MATLAB, version 5.3.1.29215a
with unit round-off error 2.2204 × 10−16.
8.1. Integral and differential equations
In the first part of the numerical experiments we solved boundary value problems
for differential equations using reduction of the boundary value problem to the in-
tegral equation. The computational grid was defined in Section 7.2. The accuracy is
estimated by the relative L2 error of the numerical solution as compared with the
analytically obtained one. The first column in each table contains the total number
N0 of nodes on the whole interval. The notation n means the number of nodes on
each subinterval.
In order to compare our experiments with the experiments performed by Starr and
Rochlin we took the examples from [14] with the same partition of the interval and
the same choice of nodes.
(1) In the first series of numerical experiments we solved the system of differential
equations
φ′1 − (a − 2)φ1 − (2a − 2)φ2 = 2x,
φ′2 + (a − 1)φ1 + (2a − 1)φ2 = x
(8.1)
with the boundary conditions
φ1(0) = 1, φ2(1) = 5e−a − 6e−1 + 4
a
(a − 1
a
+ 1
a
e−a
)
(8.2)
with a = 1000. The exact solution is
φ(x) = C1e−ax
(
1
−1
)
+ C2e−x
(
2
−1
)
+

 6a−4a x + 4−6a2a2
4−3a
a
x + 3a2−4
a2


with C1 = −(5a2 + 4)/a2, C2 = 6. The problem (8.1) and (8.2) is reduced to the
problem with homogeneous boundary conditions
φ′0(x)+ pφ0(x) = y0(x), φ(1)0 (0) = φ(2)0 (1) = 0,
where
φ0(x) =
(
φ
(1)
0 (x)
φ
(2)
0 (x)
)
, p =
(
2 − a 4 − 2a
a − 1 2a − 1
)
,
y0(x) =
(
2x
x
)
− p
(
1
5e−a − 6e−1 + 4
a
(
a−1
a
+ 1
a
e−a
)) .
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The corresponding integral equation is
σ(x)+ p
∫ x
0
M1σ(t) dt + p
∫ 1
x
(−M2)σ (t) dt = y0(x), 0  x  1,
where
M1 =
(
1 0
0 0
)
, M2 = −
(
0 0
0 1
)
,
with the exact solution
σ(x) = −aC1e−ax
(
1
−1
)
− C2e−x
(
2
−1
)
+
(
6a−4
a
4−3a
a
)
.
The results of experiments are presented in Table 1. In this table εi means the
L2 relative error for the numerical solution of the integral equation and εd denotes
the corresponding error for the differential equation.
(2) In the second series of numerical experiments with the same algorithms
we solved the system of differential equations
φ′′1 (x)+
x2 − ν2 − ν
x2
· φ1(x)+ 1
x
· φ2(x) = 0,
φ′′2 (x)+
x2 − ν2 + ν
x2
· φ2(x)+ 1
x
· φ3(x) = 0,
φ′′3 (x)−
1
x
· φ2(x)+ x
2 − ν2 + 5ν − 6
x
· φ3(x) = 0
(8.3)
on the interval [0, 600] with the boundary conditions
φ1(0) = φ2(0) = φ3(0) = 0,
φ′1(600) = α = 0.0305981702903728,
φ′2(600) = β = 0.0154167212574920,
φ′3(600) = γ = −0.0255265039918129
(8.4)
Table 1
n = 8
N0 DI RS CI
εi εd ε εy ε εy
32 4e−0 1e−1 4e−0 1e−1 4e−0 1e−1
64 1e−0 7e−2 1e−0 7e−2 1e−0 7e−2
128 3e−1 3e−2 3e−1 3e−2 3e−1 3e−2
256 1e−1 9e−3 1e−1 9e−3 1e−1 9e−3
512 1e−2 7e−4 1e−2 7e−4 1e−2 7e−4
1024 3e−4 2e−5 3e−4 2e−5 3e−4 2e−5
2048 2e−6 1e−7 2e−6 1e−7 2e−6 1e−7
4096 1e−8 5e−10 1e−8 5e−10 1e−8 5e−10
8192 3e−11 1e−12 3e−11 1e−12 3e−11 1e−12
16384 2e−12 2e−12 4e−13 4e−13 6e−14 2e−14
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and ν = 100. The exact solution is the Bessel functions (see, for instance [2, p. 361])
φ1(x) = Jν(x), φ2(x) = Jν−1(x), φ3(x) = Jν−2(x). The problem (8.3) and (8.4) is
reduced to a boundary value problem for a system of the first order in a standard
way. We set φ4(x) = φ′1(x), φ5(x) = φ′2(x), φ6(x) = φ′3(x) and obtain the system
with boundary conditions
φ′(x)+ p(x)φ(x) = 0, M1φ(0)+M2φ(600) = , (8.5)
where φ(x) = col(φi(x))6i=1,
p(x) =


0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
a(x) b(x) 0 0 0 0
0 c(x) b(x) 0 0 0
0 −b(x) d(x) 0 0 0


,  =


0
0
0
α
β
γ


,
a(x) = x
2 − ν2 − ν
x2
, b(x) = 1
x
,
c(x) = x
2 − ν2 + ν
x2
, d(x) = x
2 − ν2 + 5ν − 6
x
,
M1 =
(
I3 0
0 0
)
, M2 =
(
0 0
0 I3
)
.
Setting φ0(x) = φ(x)−  we reduce the problem (8.5) to the problem with homo-
geneous boundary conditions
φ′0(x)+ p(x)φ0(x) = −p(x), M1φ0(0)+M2φ0(600) = 0.
The results of experiments are presented in Table 2. The data of the table are the
L2 relative error of the numerical solution of the problem (8.3) and (8.4) as compared
with the exact solution.
In these examples the accuracy of the three algorithms is about the same. The time
required for performance of all three algorithms is also about the same. The results
of experiments are comparable and better than in [14].
Table 2
Bessel equation, n = 16
N0 DI RS CI
256 1e−3 1e−3 1e−3
512 7e−9 7e−9 7e−9
1024 4e−13 6e−11 7e−13
2048 2e−13 6e−11 7e−13
4096 2e−13 2e−10 1e−12
8192 2e−13 2e−10 5e−12
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8.2. About parameters
In the implementation of the algorithms we use two main parameters: the number
N of subintervals and the number n of nodes on each subinterval.
Let us consider expressions for complexities obtained in the Section 6. The main
part of the computational work is expressed by the values ν, 9, ω which are the
complexities for solution of the corresponding operator equation, computing of a
scalar product and multiplication of a vector by a scalar in the subspace Hk . For
Algorithms 7.1–7.3 the values ν, 9, ω depend on n and have the orders O(n3), O(n),
O(n) correspondingly. This fact plays an essential role in the choice of parameters
and clarifies why in general it is not convenient to take n large. As is explained below
choosing n to be very small also has its inconvenience.
In the numerical experiments presented above we choose n = 8 in the first series
and n = 16 for the case of an equation with singularity in the second series. The
parameter N was increased until we achieved a good accuracy of computations.
There are two extreme cases for choosing the parameters: one is n = 1 and the
second is N = 1. For n = 1 the accuracy may be achieved by choosing rather large
values ofN . In this case convergence turns out to be very slow. So in the first series of
experiments for N = 10000 we obtain an accuracy of the order e−5. For N = 1 we
have a pure Nystrom method. The accuracy is achieved by choosing a large number
n. The complexity which is O(n3) in this case may be very large. So to achieve ac-
curacy of the order e − 12 we have to take n = 160 in the first series of experiments
and n = 420 in the second series.
One can notice also that if N is large enough then the substituting of Ak to be
identities in the appropriate spaces also does not lead to good results since in this
case the convergence is very slow.
8.3. Systems of linear algebraic equations
We consider here the application of the algorithms discussed above to the solution
of linear algebraic equations with block matrices. It means that we consider the case
of finite-dimensional subspaces H1, . . . , HN . The algorithms RS, CI in the matrix
case are slight modifications of the corresponding algorithms obtained in [4]. The
algorithm DI for the matrix case may be treated as a generalization of the algorithm
suggested by Koltracht in [11]. For comparison we also used algorithm of Gaussian
eliminations with partial pivoting which is denoted by GEPP.
We present below in Table 3 results of numerical experiments in which we solved
linear systems Rx = y with N ×N matrices with block entries of sizes m×m.
The last means that all the subspaces H1, . . . , HN have the dimension m. The input
data p, q, g, h, d , y were taken randomly using the random function. The values
of elements p, q, g, h, y were chosen in the range of 0–10, the values of the diago-
nal d were taken from the range of 0–100.
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Table 3
m = 2, n1 = n2 = 2
N κ2(R) GEPP DI RS CI
ε εy ε εy ε εy ε εy
20 3e+3 8e−15 1e−15 2e−14 2e−13 2e−13 2e−13 1e−14 e−14
50 5e+3 7e−15 2e−15 7e−15 3e−15 9e−15 1e−14 7e−13 4e−13
100 3e+6 3e−12 6e−13 2e−12 2e−12 2e−12 2e−11 7e−11 5e−10
200 5e+6 1e−12 3e−13 2e−12 4e−13 2e−12 3e−12 2e−12 3e−12
500 8e+7 2e−12 2e−12 3e−12 7e−10 2e−12 9e−12 1e−11 3e−11
1000 1e+8 1e−11 6e−12 5e−12 1e−10 5e−12 3e−11 8e−11 2e−10
The accuracy of the solutions obtained was estimated by the relations
ε = ‖x − xQR‖‖xQR‖ , εy =
‖Rx − y‖
‖y‖ ,
where x is the solution obtained by the corresponding algorithm, xQR is the solu-
tion obtained using QR factorization which we assume to be exact. In each case
the condition number κ2(R) of the original matrix was also computed.
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