We consider a Piecewise Deterministic Markov Process given by random switching between finitely many vector fields vanishing at 0. It has been shown recently that the behaviour of this process is mainly determined by the signs of Lyapunov exponents. However, results have only been given when all these exponents have the same sign. In this note, we consider the degenerate case where the process leaves invariant some face and results are stated when the Lyapunov exponents are of opposite signs. Applications are given to Lorenz vector fields with switching, and to SIRS model in random environment.
Introduction
In this paper, we consider a Markov process obtained by random switching between finitely many vector fields F i : R d → R d , sharing a common equilibrium point q. It has been shown in [BS18] that the behaviour of the obtained system near q is determined by the sign of quantities linked to classical Lyapunov exponents. These exponents depend on the Jacobian matrices A i = DF i (q) and the switching mechanism. There might be 1 to d distinct exponents. In [BS18] , results are only given in the case where all the Lyapunov exponents have the same sign. Briefly put, it they are all negative, the system converges to q with positive probability provided the initial condition is close to q; while when they are all positive, the process admits an invariant probability measure that gives no mass to q. In the present paper we consider the degenerate situation, where the process leaves invariant a face {0} × R m ⊂ R d containing q so that the Jacobian matrices have the form
We show that if both maximal Lyapunov exponents associated with B i and D i are negative, then the process converges to q; while if all the Lyapunov exponents associated to B i are positive and those to D i are negative, the process admits an invariant probability measure that gives no mass to {0} × R m ⊂ R d , and hence no mass to q. We also notice that in this last case, the Lyapunov exponents associated to A i take positive and negative values, so that the results of [BS18] cannot be applied. The paper is organised as follows. In section 2, the main results are stated. The proofs are postponed to section 4. In section 3, we give several applications. In particular, our result enables us to close a gap in a discussion on random switching between two Lorenz vector fields in [BH12] . We also recover and slightly extend the results on SIRS models with Markov switching given in [LLC17] .
Notations and results
Let d ≥ 1, E = {1, . . . , N } a finite set and for all i ∈ E, F i : R d → R d a C 2 globally integrable vector field. We denote by ϕ i the flow induced by F i and we assume that there exists a closed set M which is forward invariant for all the vector fields, that is
For all x ∈ M , we are given an irreducible rate matrix (a ij (x)) i,j∈E , continuous in x. We consider a Markov process (Z t ) t≥0 = (X t , I t ) t≥0 ∈ M × E, where X evolves according to
and I is a continuous time jump process taking values in E controlled by X :
where F t = σ((X s , I s ) : s ≤ t}). It can be shown (see e.g [BLBMZ15] ) that the infinitesimal generator of Z is the operator L acting on functions g : M × E → R, smooth in the first variable, according to the formula
where g i (x) stands for g(x, i). The process Z belongs to the class of Piecewise Deterministic Markov Processes (PDMP), as introduced by Davis in [Dav84] . Without loss of generality, we assume that q = 0. For n, m such that n + m = d, and x ∈ R d = R n × R m , we set x = (x n , x m ). The notation 0 k for k = n, m refers to the zero vector of R k . We also write F i (x) = (F i n (x), F i m (x)). Our standing assumption is :
Hypothesis 2.1
1. The origin lies in M and for all i ∈ E, F i (0) = 0.
2. For all x m ∈ R m and all i ∈ E, F i n (0 n , x m ) = 0.
3. The set M intersects the face
The set M is compact and locally star shaped around the origin : there exists δ > 0 such that
The second assumption implies that the face {0 n } × R m is invariant under each ϕ i : for all t ≥ 0, ϕ i t (x) ∈ {0 n }×R m if and only if x ∈ {0 n }×R m . We set M + = {(x n , x m ) ∈ M : x n = 0} and M 0 = M \ M + . Both M 0 and M + are non empty, and M 0 is invariant for all the flows ϕ i . For all i ∈ E, set A i = DF i (0), the Jacobian matrix of F i at 0. The second assumption has also the consequence that A i is block lower triangular :
Notation
Throughout the paper we will adopt the following notation : ·, · denotes the Euclidean inner product in R k , for k = n, m, d; · the associated norm, and S k−1 = {x ∈ R k : x = 1} the unit sphere. For a metric space (X , d), we will denote by B(X ) the set of Borel sets of X , and by P(X ) the set of probability measures on B(X ). If (Z t ) t≥0 is a Markov process on X and ν ∈ P(X ), we set, as usual, P Z ν for the law of the process Z with initial distribution ν and E Z ν for the associated expectation. If ν = δ x for some x ∈ X , we write P Z x for P Z δx . We denote by (P Z t ) t≥0 the semigroup of Z acting on bounded measurable function f : X → R as
When there is no ambiguity on the process considered, we drop the exponent Z. An invariant distribution for the process Z is a probability µ ∈ P(X ) such that µP t = µ for all t ≥ 0. We let P Z inv denote the set of all the invariant distributions of Z and for N ⊂ X , let P Z inv (N ) denote the (possibly empty) set of invariant probabilities giving mass 1 to the set N . For i = (i 1 , . . . , i k ) ∈ E k and u = (u 1 , . . . , u k ) ∈ R k + , we denote by Φ i u the composite flow :
. For x ∈ M and t ≥ 0, we denote by γ + t (x) (resp. γ + (x)) the set of points that are reachable from x at time t (resp. at any nonnegative time) with a composite flow:
We will say that a point x * ∈ M is accessible from B ⊂ M if x * ∈ ∩ x∈B γ + (x).
Linear system and Lyapunov exponents
For a given set of matricesÂ = (Â i ) i∈E of size k × k, we consider the linear system (Y, J) where Y evolves according to
and J is a continuous time Markov chain on E with transition rate matrix (a ij (0)) i,j∈E . By irreducibility of (a ij (0)) i,j∈E , J admits a unique invariant probability measure on E denoted by p. Whenever the initial condition y 0 is not zero, the angular part of Y t , Θ t =
Yt
Yt is well defined, and evolves according to
This defines a differential equation on S k−1 and the process (Θ t , J t ) t≥0 is a PDMP on S k−1 ×E. When we need to emphasis the dependence on (Â i ) i∈E , we denote by Θ(Â) the solution of (4). For an invariant probability µ of (Θ(Â), J), we define the µ-average growth rate as
where µ i (·) is the measure on S k−1 defined by
We let Λ(Â) be the set of all the ΛÂ(µ) for µ invariant probability of (Θ(Â), J). As in [BS18] , we define the extremal average growth rates as the numbers
In [BS18] , we show that Λ(Â) is composed of Lyapunov exponents in the sense of Oseledet's Multiplicative Ergodic Theorem (see e.g [Arn98, Theorem 3.4.1] and Section 4). In particular, Λ(Â) is actually a finite set, and the supremum and the infimum in equation (6) are maximum and minimum. We start with a lemma.
Lemma 2.2 Assume that all the A i have the block triangular form (3).Then, with the above notations, Λ(D) ⊂ Λ(A).
Proof Let λ ∈ Λ(D) andμ be an invariant probability of (Θ(D), J) such that λ = Λ D (μ). For Θ ∈ S d−1 , we write Θ = (Θ n , Θ m ). We this notation, (4) becomes :
The same proof shows that in case where the A i are block diagonal, that is C i = 0, then Λ(B) ⊂ Λ(A). However, this is not true in general. Here is a counter example in dimension d = 2. Let A i , i = 0, 1 be two 2 × 2 matrices defined by
and assume that b i < d i for i = 0, 1 as well as c 0 (
We show that in this case, the set of invariant probability measures of (Θ(A), J) reduces to δ (0,1) ⊗ p and
Now it is easily checked that the region between θ 0 and θ 1 is transient for Θ(A) and that when the process leaves this region, Θ t (A) converges to (0, 1) or (0, −1).
We prove in Section 4 that the result given in the preceding remark can be generalized as follows :
Proposition 2.4 Assume that all the A i have the block triangular form (3). If Λ
Using a result from Hennion [Hen84] , we have the following proposition, whose proof is given in Section 4. Example 2.6 We describe completely the two dimensional case. Let (A i ) i∈E be a family of 2 × 2 upper triangular matrices :
We have the following :
In case where Λ B > Λ D , then Λ + A = Λ B by Proposition 2.5 and since by Lemma 2.2,
If Λ B = Λ D , the set of Lyapunov exponents of (A i ) i∈E in the sense of ergodic theory reduces to Λ B , hence the result (see proof of Proposition 2.4 in Section 4). Now assume that for all i = j, c i (
) is an eigenvector of A i associated with b i , and since c i (
and Λ A (µ) = Λ B . This combined with Lemma 2.2 proves point 3. Finally assume that Λ B < Λ D . It implies that there exists i 0 ∈ E such that b i 0 < d i 0 . Thus, {(0, 1), (0 − 1)} is accessible from every point in S d−1 \ {θ * } where θ * is defined as before. Now there exist j ∈ E such that θ * is not an eigenvector for A j . In particular, we can reach S d−1 \ {θ * } from θ * by following A j . Hence {(0, 1), (0 − 1)} is accessible from S d−1 and the result follows from Proposition 2.4.
Main Results
The first theorem is an immediate consequence of Proposition 2.5 and Theorem 3.1 in [BS18] .
Then there exists a neighborhood U of 0 and η > 0 such that for all x ∈ U and i ∈ E P x,i (lim sup
If furthermore 0 is accessible from M, then for all x ∈ M and i ∈ E P x,i (lim sup
The next theorem is the main result of this paper. It gives results when the Lyapunov exponents are of opposite signs. We let
denote the empirical occupation measure of the process Z. For every Borel set
is then the proportion of the time spent by Z in A up to time t. Recall that M + = {(x n , x m ) ∈ M : x n = 0}, and for δ > 0, set (i) For all ε > 0 there exists δ > 0 such that for all x ∈ M + , i ∈ E, P x,i almost surely,
In particular, for all x ∈ M + , P x,i almost surely, every limit point (for the weak* topology) of (Π t ) belongs to P inv (M + × E).
(ii) There exist positive constants θ, K such that for all µ ∈ P inv (M + × E)
(iii) Let ε > 0 and τ ε be the stopping time defined by
There exist ε > 0, b > 1 and c > 0 such that for all x ∈ M + and i ∈ E, As in [BS18] , we give the following theorem ensuring uniqueness of the invariant probability giving no mass to M 0 × E which is a consequence of results in [BLBMZ15] (see also [BH12] ).
is the Lie bracket operation. We say that the weak bracket condition holds at x ∈ M provided the vector space spanned by the vectors {V (x) : V ∈ ∪ k≥0 F k } has full rank. We let Leb denote the Lebesgue measure on
Theorem 2.10 In addition to the assumptions of Theorem 2.8, suppose that there exists a point y ∈ M + accessible from M + at which the weak bracket condition holds. Then (i) The set P Z inv (M + × E) reduces to a single element, denoted Π;
(ii) Π is absolutely continuous with respect to Leb ⊗ ( i∈E δ i );
(iii) For all x ∈ M + and i ∈ E, lim t→∞ Π t = Π P Z x,i almost surely.
We say that the strong bracket condition holds at x ∈ M provided the vector space spanned by the vectors {V (x) : V ∈ ∪ k≥0 F k } has full rank.
Theorem 2.11
In addition to the assumptions of Theorem 2.8, suppose that one of the two following holds :
(i) The weak bracket condition is strengthened to the strong bracket condition; or (ii) There exist α 1 , . . . , α N ∈ R with α i = 1 and a point e ∈ M + accessible from M + such that α i F i (e ) = 0.
Then there exist κ, θ > 0 such that for all x ∈ M + and i ∈ E,
Examples
In this section we give several examples of applications of our results.
Lorenz Vector Fields
In [BH12] , the authors consider a random switching between two Lorenz vector fields F i , i = 0, 1 :
with σ 0 = σ 1 = 10, b 0 = b 1 = 8/3, r 0 = 28, and r 1 = r 0 close to 28. It is known since the proof of Tucker [Tuc99] that F 0 admits a robust strange attractor Γ 0 . Thus for r 1 close to r 0 , F 1 shares this property. In [BH12] , it has been shown that the compact set M = {(x, y, z) ∈ R 3 : 2r 0 σ(x 2 + y 2 ) + 2σb(z 0 − r 0 ) 2 ≤ 2σbr 2 0 } is forward invariant, and that Γ 0 is accessible from every point that does not lie on the z-axis. Moreover they proved that the strong bracket condition holds at any point which is not on the z-axis. Then they argue that by compactness of M , there exists an invariant probability, and that it has to be absolutely continuous with respect to the Lebesgue measure due to the bracket condition. However, this argument is not sufficient : there exists indeed an invariant probability measure on M , which is δ 0 ⊗ p. However, this measure is not absolutely continuous. We explain how our results apply to that situation and fill in this gap in the proof of [BH12] . In particular, we prove the following result :
Proposition 3.1 Let F i , i = 0, 1 be two Lorenz vector fields defined by (8) with σ 0 = σ 1 = 10, b 0 = b 1 = 8/3, r 0 = 28, and r 1 = r 0 close to 28. Then the process Z admits a unique invariant probability measure Π such that Π(M \ {x = y = 0}) = 1. Moreover, Π is absolutely continuous with respect to the Lebesgue measure, and there exist κ, θ > 0 such that for all x 0 = (x, y, z) ∈ M such that (x, y) = 0 and i ∈ E,
Proof One can note that the z-axis is invariant, and that assumption 2.1 holds with n = 2 and m = 1. Moreover, we have
where 
Here, T r(B i ) = −11 for i = 0, 1, and B 0 12 B 0 21 = √ 280 > 11/2. Since r 1 is close to r 0 , we also have that B 1 12 B 1 21 > 11/2, hence Λ − B > 0. The result follows from Theorem 2.11 due to the strong bracket condition proved in [BH12] .
In Figure 1 , we show a trajectory of X t with initial condition (0, 0.05, 0.05) for the vector fields F 0 and F 1 given by the above values of parameters and r 1 = 35. The z-axis is drawn in black. 
Epidemiological SIRS models
In this section, we show how our result enables to recover and extend those found in [LLC17] . In this paper, the following SIRS model with random switching is studied :
for k ∈ E = {1, . . . , N }, where G k is a regular function such that G k (0) = 0. The reader is referred to [LLC17] for the epidemiological interpretation of the different constants. The authors study the specific case where only β is allowed to depend on k and where the discrete component (r t ) t≥0 is an irreducible Markov chain on E, that is the rate matrix a does not depend on the position. Here we assume that the positive constants λ k , α k , δ k and the functions G k may depends on k and that a could depend on the position. We still let Λ and µ be constant : they are the intrinsic birth and death rates, and are not related on how the disease spread among the population. Thus the point q = ( Λ µ , 0, 0) is a common equilibrium for the F k . Set (Z t ) t≥0 = (X t , r t ) t≥0 , with X t = (S t , I t , R t ). Write R 3 + = {x ∈ R 3 : x i ≥ 0, i = 1, 2, 3} and R 3 ++ = {x ∈ R 3 : x i > 0, i = 1, 2, 3}. It is easily seen that R 3 + and R 3 ++ are positively invariant for all the F k . Moreover, one can check that the compact set M = {x ∈ R 3 + : x 1 + x 2 + x 3 ≤ Λ/µ} is also positively invariant for all the F k . Furthermore, there are two invariant sets : the S-axis and the (S, R) -plane. We set M 0 = {(S, I, R) ∈ M : I = 0}. We make the following assumptions, that are taken from [LLC17] :
For convenience, we reorder the coordinates as (I, R, S) and set q = (0, 0,
If we denote by D k the matrix
, with
Hence Λ + D = −µ < 0, and by Theorem 2.7, on M 0 , the process converges to q. Now if
Note that R 0 < 1 (respectively R 0 > 1) if and only if Λ − B < 0 (resp. Λ − B > 0). In particular, Theorems 2.7 and 2.8 imply the following statement, that recovers and slightly extends Theorems 4, 8 and 9 in [LLC17] .
Theorem 3.3 With the above notation, the following hold.
(i) Assume that R 0 < 1. Then, for all z 0 = (s 0 , i 0 , r 0 , k 0 ) ∈ M × E, one has
where
(ii) Assume that R 0 > 1. Then the process Z admits an invariant probability measure Π such that Π(M \ M 1 0 × E) = 1.
(iii) Assume in addition to R 0 > 1 that the weak bracket condition holds at an accessible point. Then Π is unique and there exist κ, θ > 0 such that for all x = (s, i, r) ∈ M + and k ∈ E,
In addition, for all x ∈ M + and k ∈ E,
Proof If R 0 < 1, then Λ + B < 0 and thus there exists k 0 ∈ E such that
We show that this implies that q is accessible from M + . Let x 0 ∈ M + and denote by x t = (s t , i t , r t ) the solution of
with initial condition x 0 . Now by assumption 3.2 and the fact that
Since
It is easy to check that on M 0 , (s t , r t ) converges to ( Λ µ , 0), thus x t converges to q. Hence q is accessible, and (i) follows from Theorem 2.7. Point (ii) is an immediate consequence of Theorem 2.8. Now if
By assumption 3.2, this implies that F k 0 admits an accessible equilibrium x * ∈ M + . Point (iii) follows then by Theorems 2.10 and 2.11.
Proofs

Proof of Theorem 2.8
The idea of the proof is similar to that used in [BS18] , and also relies on results of [Ben18] . In [BS18] , we rewrite the process in spheric coordinates on R + × S d−1 . Here the idea is to only write the spheric coordinates for the part of X t living in R n . That is, we consider the map Ψ :
xn xn , x m , i). We set X + = Ψ(M + × E). When (x, i) ∈ M + × E, the processZ t = Ψ(Z t ) = (ρ t , Θ t , X m t , I t ) is well defined and satisfies
where for all (ρ, θ,
Since F i n is C 2 and F i n (0, x m ) = 0, the mapF i n extends to a C 1 map on R + × S n−1 × R m by settingF
Thanks to this definition, we can extend (11) to X := X + = X + ∪ X 0 where X 0 = {0} × S n−1 × R m × E. This induces a PDMP (still denotedZ) on X , whose infinitesimal generatorL acts on functions f : X → R smooth in (ρ, θ, x m ) according tõ
The set X 0 is invariant, and we identify it with S n−1 × R m × E. On this set, the process (Θ, X m , I) satisfies
Lemma 4.1 For all (θ, x m , i) ∈ X 0 , one has
Proof On X 0 , the process (X m , I) evolves independently from Θ. It is a PDMP with vector fieldsF i : R m → R m and transition rate matrix (â ij ) defined for all x ∈ R m respectively byF Note that on {0} × S n−1 × {0 m } × E, (Θ, I) is equal to the PDMP (Θ(B), J) defined in section 2.2. Therefore, we have : Lemma 4.2 Let µ be an invariant probability ofZ on X 0 . Then µ(dθ, dx, di) = δ 0 (dx) ⊗ µ(dθ, di) whereμ is an invariant probability of (Θ(B), J).
Proof Let (Q t ) t≥0 be the semigroup of (Θ, X m , I) on X 0 . Let f : R m → R be a continuous bounded function and definef : X 0 → R byf (θ, x, i) = f (x). By invariance of µ, µQ tf = µf for all t ≥ 0. Now, µf =μf whereμ is the marginal of µ on R m and by Lemma 4.1 and dominated converge, µQ tf → f (0) when t → ∞. Thusμ = δ 0 . Since the marginal law is a Dirac mass, this implies that µ is a product measure : µ = δ 0 ⊗μ, whereμ is the marginal of µ on S n−1 × E. The result follows from the remark preceding this lemma.
Define H : X → R by H(ρ, θ, x m , i) = − θ,F i n (ρ, θ, x m ) . The following lemma is immediate from Lemma 4.2 and the definition of H. Lemma 4.3 Let µ be an invariant probability on X 0 . Then with the notation of Lemma (4.2), µH = −Λ B (μ). Now we proceed to the proof of Theorem 2.8. Letting V : X + → R + be a smooth function coinciding with − log(ρ) for all (ρ, θ, x m , i) ∈ X such that ρ ≤ 1, the end of the proof is verbatim the same as in [BS18, Section 5] by noting thatLV = H (in a weak sense, see [BS18] or [Ben18] for details).
Proof of Proposition 2.4
The proof is really similar to the one of Theorem 2.8, so we do not give all the details. Recall from proof of Lemma 2.2 that we rewrite (4) as 
