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The Deslauriers–Dubuc symmetric interpolation process can be considered as an inter-
polatory prediction scheme within Harten’s framework. In this paper we express the
Deslauriers–Dubuc prediction operator as a combination of either second order or ﬁrst
order differences. Through a detailed analysis of certain contractivity properties, we arrive
to speciﬁc l∞-stability bounds for the multiresolution transform. A variety of tests indicate
that these l∞ bounds are closer to numerical estimates than those obtained with other
approaches.
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1. Introduction
Subdivision schemes are extensively used in computer graphics and constitute a large class of recursive algorithms for
the computation of curves and surfaces. Subdivision schemes are intrinsically related to multiresolution algorithms.
Harten’s framework for multiresolution provides an adequate setting for the design of discrete multiresolution represen-
tations [11]. Different settings can be considered depending on the linear discretization operator that produces the data.
Classical settings are provided by the sampling operator (point value setting) or the averaging operators (spline settings).
Linear multiresolution representations, such as wavelet decompositions, are related to data-independent reconstruction op-
erators, and therefore linear prediction operators (see [3], for more details).
One main issue about multiresolution schemes is to prove the stability of the decoding algorithm. The stability of linear
multiresolution representations is related to the properties of the underlying ‘wavelet’ basis [6,7,11]. However working
stability bounds are sometimes diﬃcult to ﬁnd. In addition, the simplest multiresolution setting, the interpolatory setting,
does not ﬁt into the classical wavelet theory and has to be treated separately [9]. This is one reason why stability issues are
frequently studied in the context of the l2 norm and not in the l∞ norm, as it will be considered in this paper.
The purpose of this paper is to derive speciﬁc stability bounds for certain classical linear interpolatory multiresolution
algorithms within Harten’s framework which are based on piecewise polynomial centered Lagrange interpolation.
These multiresolution transformations were studied by Donoho [9], who derived them from the symmetric iterative
interpolation of Deslauriers and Dubuc [8]. Within Harten’s framework, the stability of these multiresolution schemes has
also been studied (see e.g. [3,4]).
The paper is organized as follows: In Section 2 we rewrite the linear interpolatory prediction operator based on piecewise
polynomial centered Lagrange interpolation in a convenient way for the forthcoming study. In Section 3 we study the
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S. Amat et al. / J. Math. Anal. Appl. 358 (2009) 18–27 19stability issues. In Section 4 we consider other possible approaches. In Section 5 we give some numerical examples. Finally,
we present some conclusions in Section 6.
2. Linear interpolatory prediction operator based on piecewise centered Lagrange interpolation
Let us consider the centered Lagrange interpolatory polynomials of degree r = 2s − 1 based on the set of 2s points
{x j−s+1, . . . , x j, x j+1, . . . , x j+s} and the corresponding values { f j−s+1, . . . , f j, f j+1, . . . , f j+s}. Then, the prediction at the mid
point takes the form
P j(x j+ 12 ) =
s∑
i=−s+1
f j+i Li(x j+ 12 ), (1)
where Li(x) stands for the classical Lagrange polynomials.
In terms of the differences Dfi , expression (1) can be rewritten as
P j(x j+ 12 ) =
f j + f j+1
2
+
−1∑
i=−s+1
Ai
(
Df j+i+1 + Df j−i
2
)
, (2)
where the coeﬃcients Ai , i = −s + 1, . . . ,−1, are computed by solving the following linear system of equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2L−s+1(x j+ 12 ) = A−s+1,
2L−s+2(x j+ 12 ) = −2A−s+1 + A−s+2,
2L−s+3(x j+ 12 ) = A−s+1 − 2A−s+2 + A−s+3,
.
.
.
2L−2(x j+ 12 ) = A−4 − 2A−3 + A−1,
2L−1(x j+ 12 ) = A−3 − 2A−2 + A−1.
(3)
This system is built directly from relations (1) and (2) by imposing that the coeﬃcients of f j+i , i = −s+ 1, . . . , s, are the
same in both expressions.
3. Stability bounds derived from the contractivity of the second differences
Here we follow the path laid out in [1,2] to obtain stability bounds for the linear subdivision and multiresolution algo-
rithms based on piecewise centered Lagrange interpolation. As we shall see, these bounds derive from certain contractivity
properties of the second difference operator.
We focus ﬁrst on the subdivision scheme S associated to the prediction based on the piecewise polynomial Lagrange
interpolation described in the previous section. S is deﬁned as follows
f k−1 → S( f k−1),
where k represents the resolution level and{
S
(
f k−1
)
2 j+1 = P j
(
xk
j+ 12
)
,
S
(
f k−1
)
2 j = f k−1j .
(4)
For the case of piecewise polynomial centered Lagrange interpolation we have the following one step contraction prop-
erty:
Proposition 1. If, removing k for simplicity, fˆ = S( f ), gˆ = S(g), and C1 = 2(∑−1i=−s+1 |Ai|), C2 = (| 12 + A−1| +∑−2i=−s+2 |Ai +
Ai+1| + |A−s+1|), then
(1) |D fˆ j | C1‖Df ‖∞, for j = 2n + 1,
|D fˆ j | C2‖Df ‖∞, for j = 2n,
(2)
∣∣D( fˆ j − gˆ j)∣∣ C1∥∥D( f − g)∥∥∞, for j = 2n + 1,∣∣D( fˆ j − gˆ j)∣∣ C2∥∥D( f − g)∥∥∞, for j = 2n, (5)
where D is the second difference operator D f j = f j+1 − 2 f j + f j−1 .
Proof. • We ﬁrst prove (1). Even and odd values of j should be treated separately:
(a) j = 2n + 1.
Since the prediction is interpolatory we have
fˆ j+1 − 2 fˆ j + fˆ j−1 = fn+1 − 2 fˆ j + fn,
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Constant C as deﬁned in Proposition 1, and constant C3, as deﬁned
in Proposition 3, for increasing order of interpolation.
n = 2s C C3
4 0.5000 0.6250
6 0.7969 0.6953
8 0.8066 0.7441
10 0.8271 0.7815
12 0.8333 0.8118
14 0.8384 0.8384
16 0.8418 0.8418
18 0.8444 0.8444
20 0.8464 0.8464
40 0.8552 > 1
280 > 1 > 1
with, (2),
fˆ j = fn + fn+12 +
−1∑
i=−s+1
Ai
(
Dfn+i+1 + Dfn−i
2
)
. (6)
Using the triangular inequality we get
| fn+1 − 2 fˆ j + fn| 2
( −1∑
i=−s+1
|Ai |
)
‖Df ‖∞ = C1‖Df ‖∞.
(b) j = 2n.
Again, due to the interpolatory property, we get
fˆ j+1 − 2 fˆ j + fˆ j−1 = fˆ j+1 − 2 fn + fˆ j−1.
From the deﬁnition of the subdivision scheme, we get
| fˆ j+1 − 2 fn + fˆ j−1| =
∣∣∣∣∣12 Dfn +
−1∑
i=−s+1
Ai
(
Dfn+i+1 + Dfn−i
2
+ Dfn+i + Dfn−i−1
2
)∣∣∣∣∣

(∣∣∣∣12 + A−1
∣∣∣∣+ −2∑
i=−s+2
|Ai + Ai+1| + |A−s+1|
)
‖Df ‖∞ = C2‖Df ‖∞.
• The proof for (2) works similarly:
(a) j = 2n + 1.
| fn+1 − 2 fˆ j + fn − gn+1 + 2gˆ j − gn| = 2
∣∣∣∣∣
−1∑
i=−s+1
Ai
(
Dfn+i+1 + Dfn−i
2
)
−
−1∑
i=−s+1
Ai
(
Dgn+i+1 + Dgn−i
2
)∣∣∣∣∣
 2
( −1∑
i=−s+1
|Ai |
)
‖Df − Dg‖∞ = C1‖Df − Dg‖∞.
(b) j = 2n.
| fˆ j+1 − 2 fn + fˆ j−1 − gˆ j+1 + 2gn − gˆ j−1|
(∣∣∣∣12 + A−1
∣∣∣∣+ −2∑
i=−s+2
|Ai + Ai+1| + |A−s+1|
)
‖Df − Dg‖∞
= C2‖Df − Dg‖∞. 
When the constant C = max{C1,C2} < 1, we ensure contractivity of the second difference operator, which, as in [1,2],
will be the key point in the coming proofs for stability. We have computed numerically these values for increasing orders
and we display some results in Table 1. We ensure contractivity for the orders which are normally used in practice. Order
n = 280 is the ﬁrst case where the contractivity of S cannot be ensured.
We now consider the corresponding linear multiresolution algorithm which is derived from S by adding the details
needed to go from scale k − 1 to scale k. We ﬁrst give the following result involving the details d( f ), d(g), and the values
of the samples at two consecutive scales:
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(1) |D f˙ j | C1‖Df ‖∞ +
∥∥Dd( f )∥∥∞, for j = 2n + 1,
|D f˙ j | C2‖Df ‖∞ +
∥∥Dd( f )∥∥∞, for j = 2n,
(2)
∣∣D( f˙ j − g˙ j)∣∣ C1∥∥D( f − g)∥∥∞ + ∥∥Dd( f ) − Dd(g)∥∥∞, for j = 2n + 1,∣∣D( f˙ j − g˙ j)∣∣ C2∥∥D( f − g)∥∥∞ + ∥∥Dd( f ) − Dd(g)∥∥∞, for j = 2n, (7)
where C1 = 2(∑−1i=−s+1 |Ai |), C2 = (| 12 + A−1| +∑−2i=−s+2 |Ai + Ai+1| + |A−s+1|).
Proof. • We ﬁrst prove (1).
We work separately with odd and even indexes.
(a) j = 2n + 1.
We have
|D f˙ j | =
∣∣D(S( f )) j + Dd( f ) j∣∣ ∣∣D(S( f )) j∣∣+ ∣∣Dd( f ) j∣∣ C1‖Df ‖∞ + ∥∥Dd( f )∥∥∞,
by applying Proposition 1.
(b) j = 2n.
In a similar way we get
|D f˙ j |
∣∣D(S( f )) j∣∣+ ∣∣Dd( f ) j∣∣ C2‖Df ‖∞ + ∥∥Dd( f )∥∥∞.
• We now prove (2).
Again, even and odd values of j are treated separately. The result is easily derived as in (1), due to the linearity of the
operator D . 
We are then able to prove the following theorem that establishes the l∞-stability of the decoding process
{ f 0,d0, . . . ,dL−1} → f L , and provides speciﬁc stability bounds for the cases in which the contractivity property for S is
satisﬁed:
Theorem 1. For any pair of elements f L, f˜ L ∈ l∞(Z) and their corresponding multiscale representations based on piecewise polyno-
mial centered Lagrange interpolation { f 0,d0, . . . ,dL−1} and { f˜ 0, d˜0, . . . , d˜L−1}, we have:
∥∥ f L − f˜ L∥∥∞  1+ 2C1 − C1− C
(∥∥ f 0 − f˜ 0∥∥∞ + L−1∑
k=0
∥∥dk − d˜k∥∥∞
)
, (8)
where C1 = 2(∑−1i=−s+1 |Ai |), C2 = (| 12 + A−1| +∑−2i=−s+2 |Ai + Ai+1| + |A−s+1|), and we are working for the cases with C =
max{C1,C2} < 1.
Proof. Using the deﬁnition of the linear multiresolution f k+1 = S( f k) + dk or, more precisely,
f k+12 j = f kj , f k+12 j+1 =
f kj + f kj+1
2
+
−1∑
i=−s+1
Ai
( Df kj+i+1 + Df kj−i
2
)
+ dk2 j+1,
subtracting the similar expression for f˜ , and using norm inequalities and the fact that
∑−1
i=−s+1 |Ai| = C12 we have∥∥ f k+1 − f˜ k+1∥∥∞  ∥∥ f k − f˜ k∥∥∞ + C12 ∥∥D( f k − f˜ k)∥∥∞ + ∥∥dk − d˜k∥∥∞.
Thus,
∥∥ f L − f˜ L∥∥∞  ∥∥ f 0 − f˜ 0∥∥∞ + C12
L−1∑
k=0
∥∥D( f k − f˜ k)∥∥∞ + L−1∑
k=0
∥∥dk − d˜k∥∥∞. (9)
Using Proposition 2 we can derive the following inequality:
∥∥D( f k − f˜ k)∥∥∞  Ck∥∥D( f 0 − f˜ 0)∥∥∞ + k−1∑
i=0
Ci
∥∥D(dk−1−i − d˜k−1−i)∥∥∞,
and plugging this inequality into Eq. (9) and using
∞∑
Cn = 1
1− C ,
n=0
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Stability constant 1+2C1−C1−C using second order differences, stability constant
C
1−C using ﬁrst order
differences, and stability constant 2D‖ϕs‖∞ in [4] for increasing order of interpolation.
n = 2s 1+2C1−C1−C C1−C 2D‖ϕs‖∞
4 2.0000 1.6667 6
6 4.3846 2.2821 10
8 5.1616 2.9084 14
10 6.1479 3.5772 18
12 6.7447 4.3137 22
14 7.2699 5.1444 26
16 7.7013 6.1017 30
18 8.0775 7.2286 34
20 8.4078 8.5852 38
and ∥∥D(g − g˜)∥∥∞  4‖g − g˜‖∞,
we get the desired estimate. 
We give some values of the stability constant 1+2C1−C1−C computed for increasing orders of interpolation in the second
column of Table 2.
4. Other approaches to the study of stability and convergence of the linear subdivision and multiresolution schemes
The stability bounds obtained in Theorem 1 have been derived from the expression of the prediction operator in terms of
the second difference operator D . This study was motivated by [1,2]. There are other approaches to the study of the stability
of the linear schemes that also come from the classical subdivision theory [10,5].
Another approach closely related to our development consists in studying the behavior of the subdivision scheme for
the ﬁrst differences [10]. This approach amounts to re-writing the prediction operator in terms of the ﬁrst order differences
instead. In fact, it is easy to see that the prediction operator associated to centered Lagrange interpolation can be expressed
as
P j(x j+ 12 ) =
f j + f j+1
2
+
−1∑
i=−s+1
Bi(δ f j+i − δ f j−i), (10)
where δ f i = f i+1 − f i , and the coeﬃcients Bi satisfy Bi = −∑il=−s+1 Ll(x j+ 12 ) with Ll(x) the Lagrange polynomials. In this
case the computation of the coeﬃcients in expression (10) is much simpler. As it turns out, we can carry out a similar
analysis based now on the contractivity properties of the ﬁrst difference operator, that leads to new stability bounds for
the subdivision scheme and for the associated MR algorithm. The results which follow are similar to those proven for the
second order differences, and we give them without proof.
Proposition 3. If, removing k for simplicity, fˆ = S( f ), gˆ = S(g), and C3 = 12 + 2(
∑−1
i=−s+1 |Bi |), then
(1) ‖δ fˆ ‖ C3‖δ f ‖∞,
(2)
∥∥δ( fˆ − gˆ)∥∥ C3∥∥δ( f − g)∥∥∞. (11)
When the constant C3 < 1, then we ensure the contractivity for the ﬁrst difference operator, which will be the key point,
as with the second order differences, in the coming proofs for stability. We have computed numerically these values for
increasing orders and we display some results in Table 1. Order n = 40 is the ﬁrst case in which contractivity cannot be
ensured.
Remark 1. Using ﬁrst order differences we can only ensure the contractivity property until order n = 38 while using second
order differences we get it until order n = 278.
Remark 2. It is possible to derive the contractivity property in two steps of the subdivision process, i.e., considering
fˆ = S( f ), f¯ = S( fˆ ), gˆ = S(g), g¯ = S(gˆ), and proving an inequality either of the type∥∥δ( f¯ − g¯)∥∥∞  C3∥∥δ( f − g)∥∥∞
for the ﬁrst differences, or an equivalent one for the second differences. The constants in this case are more diﬃcult to
obtain but seem to be smaller.
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Proposition 4. If, removing k for simplicity, f˙ = S( f ) + d( f ), and g˙ = S(g) + d(g), then
(1) ‖δ f˙ ‖∞  C3‖δ f ‖∞ +
∥∥δd( f )∥∥∞,
(2)
∥∥δ( f˙ − g˙)∥∥∞  C3∥∥δ( f − g)∥∥∞ + ∥∥δd( f ) − δd(g)∥∥∞, (12)
where C3 = 12 + 2(
∑−1
i=−s+1 |Bi |).
We then easily obtain the following theorem:
Theorem 2. For any pair of elements f L, f˜ L ∈ l∞(Z) and their corresponding multiscale representations based on piecewise polyno-
mial centered Lagrange interpolation { f 0,d0, . . . ,dL−1} and { f˜ 0, d˜0, . . . , d˜L−1}, we have:
∥∥ f L − f˜ L∥∥∞  C1− C
(∥∥ f 0 − f˜ 0∥∥∞ + L−1∑
k=0
∥∥dk − d˜k∥∥∞
)
, (13)
where C = 12 + 2(
∑−1
i=−s+1 |Bi |), and we suppose that we are in the cases where C < 1.
In the third column of Table 2 we give the values of the stability constant C1−C computed numerically for increasing
orders of interpolation.
For the sake of comparison, we mention also that in [4] stability of the inverse transform is obtained from the following
expression
∥∥ f L − f˜ L∥∥∞  2D‖ϕs‖∞
(∥∥ f 0 − f˜ 0∥∥∞ + L−1∑
k=0
∥∥dk − d˜k∥∥∞
)
, (14)
where D = 2s−1, and ‖ϕs‖∞ stands for the inﬁnity norm of the Deslauriers–Dubuc limit function obtained from successive
prediction of a discrete δ-sequence. We show some values of this stability constant for the centered case in the last column
of Table 2.
Clearly, relations (8), (13) and (14) all prove l∞-stability of the inverse transformation, but, in addition, they can be used
in practical applications to obtain a priori estimates on the accuracy of the decoded signal. In such case, it is important
to derive optimal or near optimal bounds. In Table 2 we compile the bounds obtained for (8) (ﬁrst column), (13) (second
column), and (14) (third column) for increasing orders of interpolation. We observe that we obtain smaller stability bounds
for orders of interpolation up to n = 18 when using ﬁrst order differences. When using second order differences we obtain
slightly better bounds for higher orders. Moreover it allows us to prove contractivity up to order n = 280, while with ﬁrst
order differences the contractivity is not ensured already for n = 40 (see Table 1). For practical purposes the stability bounds
obtained with the ﬁrst difference operator are more operative, since orders larger than n = 8 or n = 10 are not commonly
used.
5. Numerical tests
We start out with a test that is geared towards the evaluation of the stability constants derived in the previous section in
terms of optimality. In order to estimate numerically the stability constant for the l∞ norm, thus allowing the comparison
with the theoretical values of the constants displayed in Table 2, we consider the following setup: Given a function f (x),
we discretize the function in [0,1] with 2048 points to get the discrete sequence f L = ( f Lj ). Then, we descend in the
multiresolution pyramid obtaining its MR representation Mf L = { f 0,d0, . . . ,dL−1} (L = 4 in our numerical test). We perform
a random perturbation of this representation to obtain { f˜ 0, d˜0, . . . , d˜L−1}, and we measure the size of the perturbation by
p =
∥∥ f 0 − f˜ 0∥∥∞ + L−1∑
k=0
∥∥dk − d˜k∥∥∞. (15)
Next, we use the decoding algorithm to obtain an approximation f˜ L = M−1{ f˜ 0,d0, . . . ,dL−1} to the original discrete se-
quence. We measure the error committed as
Ea =
∥∥ f L − f˜ L∥∥∞. (16)
A numerical estimation of the stability constant found in (8), (13) and (14) is provided by the ratio Cs = Eap . In Table 3
we display the results of our numerical test. We remark that in this test, the random perturbation is quite large, compared
with the usual perturbations due to data compression, which will be address in a separate test.
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Inﬁnity norm of the initial perturbation, inﬁnity norm of the approximation error, and esti-
mation of the stability constant for interpolation of orders 4, 6 and 8 for the test function f .
r f
p Ea Cs
4 1.1582 0.6604 0.5702
6 1.2085 0.7321 0.6067
8 1.2588 0.7835 0.6224
Fig. 1. Upper-left function f , upper-right LIN4 decoded signal after perturbation of the multiresolution representation, bottom-left LIN6, bottom-right LIN8,
L = 4.
Our test function is
f (x) = sin2πx. (17)
Once the multiresolution representation of the discrete values associated with the function f (x) is computed, we perturb
this representation by adding it white noise of mean μ = 0 and variance σ 2 = 0.01.
In Fig. 1 we see the original function and the reconstruction using the perturbed multiresolution representation as input
of the decoding algorithm. In Table 3 we give the estimated values of the stability constant, Cs . Similar values are obtained
with other test functions.
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Comparing the experimental values of Cs in Table 3 with the theoretical stability constants in Table 2, we see that they
are of the same order of magnitude.
More often perturbations in Mf L occur because of data compression, i.e., { f˜ 0, d˜0, . . . , d˜L−1} is obtained after trunca-
tion or quantization of the detail coeﬃcients, and f˜ 0 = f 0. We perform next several tests involving compression with
real images. For each image, we carry out the following experiment. We consider a row of the given matrix, which
gives us a one-dimensional vector, and then, as before, we compute its multiresolution version { f 0,d0, . . . ,dL−1}. We
truncate the detail coeﬃcients of this representation which are larger than a certain tolerance parameter tol according
to
tr
(
dkj, tol
)= {0 if |dkj | < tol,
dkj otherwise,
(18)
obtaining the perturbed representation { f˜ 0, d˜0, . . . , d˜L−1}. From this, we get an approximation to the original image row
by applying the decoding multiresolution algorithm. Using the deﬁnition of p in (15) and of Ea in (16) we estimate the
stability constant Cs .
Notice that this experiment is essentially different from the previous one, since the perturbation of the mul-
tiresolution representation of the data is carried out here by means of (18). Thus, we are not in the general case,
where the whole multiresolution representation is modiﬁed. However, we consider this case due to its practical rele-
vance.
We consider the two images in Fig. 2. Notice that the ﬁrst one is a purely geometrical image and the other corre-
sponds to a real scene with ﬁshing boats. We take for example the row number 300 of each image (we display them
in Figs. 3, 4), and we apply to them the procedure mentioned above. The results appear in Table 4. Also in these more
realistic cases we see that the theoretical values of the stability constants are of the same order as the experimental
ones.
6. Conclusions
Explicit error bounds for 1D interpolatory multiresolution transformations based on piecewise polynomial centered La-
grange interpolation can be computed by expressing the prediction operator as combination of second order differences or
as combination of ﬁrst order differences. Both strategies lead, through a detailed analysis of certain contractivity properties
in the associated subdivision scheme, to speciﬁc stability bounds for the multiresolution transformation. We observe that
for polynomials up to degree 18 we get better stability bounds using the ﬁrst order differences analysis. However, with
second order differences we can prove contractivity for the subdivision scheme for higher interpolation orders, where the
contractivity with the ﬁrst order differences cannot be ensured. These two approaches share some analogies with the study
carried out in [10] through the subdivision scheme associated to the differences, which is well deﬁned under the condition
of reproduction of constants.
26 S. Amat et al. / J. Math. Anal. Appl. 358 (2009) 18–27Fig. 3. Upper-left row number 300 of the geometrical image, upper-right LIN4 decoded signal after perturbation of the multiresolution representation,
bottom-left LIN6, bottom-right LIN8, L = 4.
Fig. 4. Upper-left row number 300 of the ﬁshing boats, upper-right LIN4 decoded signal after perturbation of the multiresolution representation, bottom-left
LIN6, bottom-right LIN8, L = 4.
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Inﬁnity norm of the truncated multiresolution representation (tol = 10), inﬁnity norm of the approximation error, and estimation of the stability constant
for interpolation of orders 4, 6 and 8 for the row number 300 of the two test images.
r geometrical ﬁshing boats
p Ea Cs p Ea Cs
4 37.5625 18.1366 0.4828 38.3125 16.0874 0.4199
6 26.0625 8.7323 0.3351 38.6875 16.9152 0.4372
8 30.1816 9.2337 0.3059 39.1455 17.2783 0.4414
Several numerical experiments allow us to conclude that the theoretical bounds obtained from our approach seem to be
of the same order of magnitude as the experimental bounds.
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