We have undertaken the study of methods for avoiding catastrophic forgetting in feedforward neural networks, without sacrifying the benefits of distributed representations. We formalize the problem as the minimization of the error over the previously learned input-output (i-o) patterns, subject to the constraint of perfect encoding of the new pattern. Then we transform this constrained optimization problem into an unconstrained one. This new formulation naturally leads to an algorithm for solving the problem, wihch we call Minimally Disturbing Learning (MDL). Some experimental comparisons of the performance of MDL with back-propagation are provided which, besides showing the advantages of using MDL, reveal the dependence of forgetting on the learning rate in back-propagation.
I. Introduction
In the last years great advances are taking place in the field of learning with multilayer networks. New algorithms have been developed which have proved to be able to tackle some interesting problems [Torras 1989 ]. The most popular and representative of them are back-propagation [Rumelhart et al. 1986 ] and its variants. However, for a widespread use of neural networks in real world applications, some lacks and drawbacks must be overcome. This paper deals with one of these often noticed, but almost never attended. Algorithms of the back-propagation type are not well suited for applications where learning cannot be confined to a previous phase. Generally the procedure with these algorithms is to train the network with a representative set of input-output patterns up to a certain criterium, and then make real use of the network in a separate stage. If a very different and representative input-output pattern needs to be learned after the training of the main set of patterns has been completed, one gets into trouble. There are two possibilities: -To train the network with the new pattern isolatedly. This will produce catastrophic forgetting of the old information. Then one has to retrain the network with the old information and the new pattern. Although the perfomance will recover quicker than learning from scratch, the net will still behave very poorly for a long period of time.
-To retrain the network directly with the new and the old patterns together. The net will not suffer from catastrophic forgetting, but a correct response to the new pattern will be available only after a long time. Even more, the time to recover similar degrees of performance over the learning set increases greatly with the growth of this set. It seems clear that to succeed in an application of this kind it is necessary to mitigate forgetting. Up to our knowledge, very few works have tackled this issue. Ratcliff (1990) , after a lot of systematic studies, simply arrives to the conclusion that this problem cannot be satisfactorily solved. French ( 1991 ) tries to reduce its effects by modifying back-propagation to produce semi-distributed representations. He claims that the cause of forgetting is the overlap between the representations of the different patterns. But reducing the distributedness of the representations has also the very undesirable effect of losing some of the more interesting neural networks properties, like generalization (as French himself points out) and damage resistency.
Our approach does not require information to be stored in special types of representations. In fact we even try to take advantage of the distributed ones. We simply investigate what can be reasonably done to introduce a new pattern into a previously trained network, while increasing minimally the error in the previously trained items. An algorithm, which we call MDL for "minimally disturbing learning", is developed to accomplish this task efficiently in a general feedfordward net.
Formalization of the problem
First one has to model the error function on the previously trained patterns (E, from now on). The problem then becomes the minimization of this function constrained by the pattern equation P(W)=0, which expresses that the weights W must be such that the error for the new pattern is zero. The most complex model we can reasonably aspire to is a second order function without cross-terms in the weights of the network. A linear model is not feasible, as we will see later, and whatever the approach followed, considering cross-terms results in excessive complexity and non local-rules. It is convenient to consider the actual weights as constants and then put everything as a function of their increments. Our constrained optimization problem can be expressed then as:
]~a F(AW) = ~ ciAwi2 + ~ biAw i P(AW) = 0 Wberc F is the cost function that estimates the error increment in E, c i and b i being constants. A usual way to approach this problem with neural networks is to add the error function of the new pattern to the F function:
Min g F(AW) + B P(AW) and then back-propagate this new error function. In the minimization of this function, there is a trade-off between P and F that depends on I.t and B, and the error in the new pattern will not be 0 unless the B/g relation tends to infinite with time. In practice this is impossible and it is approximated through an appropriate schedule for changing g and B. The algorithm we have developed avoids this approximation by converting the uncostrained minimization problem into an unconstrained one, thus tackling the problem in a more direct and efficient manner. me activation unction of unit j. An individual weight will be called Wji ( from unit i to unit j) or simply w r I d and O d denote the input vector and the output vector of the new pattern. I and O stand for the sets of network input and output vectors. From now on we consider the current weights as constants. Then we define ta: AW > H, H being the hidden units activation vector set, AW the weight increment set and P the function which produces the vector of hidden units activations originated by a certain AW, given I d as network input. We define also f2: (AW, H)
) O as the function which returns the net output vector originated by a set of increments and hidden units activations, under I d as net input. Notice that the function is only defined for (AW, H) such that P(AW) =H.
Finally our most important function: D: H > AW s.t. F(D(H)) = min F(AW)
