ABSTRACT. This article provides an overview of STANMOD, a Windows
he solution of many subsurface contaminant transport problems requires the use of appropriate modeling tools consistent with the application. While many field problems require comprehensive numerical models simulating transient water, heat, and/or solute transport (e.g., Šimůnek et al., 2012) , some solute transport problems may well be addressed using simplified one-dimensional or multi-dimensional analytical models. As pointed out by Javandel et al. (1984) , Leij et al. (1991) , Bauer et al. (2001) , Vanderborght et al. (2005) , Perez- Guerrero et al. (2009) , and many others, analytical models are useful for a variety of applications, such as for providing initial or approximate analyses of alternative pollution scenarios, conducting sensitivity analyses to investigate the effects of various parameters or processes on contaminant transport, extrapolating results over large times and spatial scales where numerical solutions become impractical, serving as screening models, estimating transport parameters from laboratory or well-defined field experiments, providing benchmark solutions for more complex transport processes that cannot be solved analytically, and for validating more comprehensive numerical solutions of the governing transport equations. At the same time, it is also important to recognize the limitations of analytical transport modeling. For example, analytical models are restricted to linear or linearized problems involving homogeneous profiles subject to a uniform unidirectional flow field that is constant in time and space (e.g., no layered profiles or any root water uptake can be considered). In addition, model parameters generally must be constant, while only relatively simple initial and boundary conditions are permitted.
To have flexibility in optimally addressing different transport problems, one may need a toolbox containing a range of computer programs of varying degrees of complexity and dimensionality. Here we describe the Windowsbased STANMOD computer software package, which combines a large number of analytical solute transport models that were developed during the past 30 years or more. Most of the models within STANMOD were developed jointly by the U.S. Salinity Laboratory and the University of California, both in Riverside, California, and placed in the public domain (Šimůnek et al., 1999 ; webbased updates available at www.pc-progress.com/ en/Default.aspx?stanmod). The objective of this article is to briefly describe the various codes integrated within STANMOD, which stands for "STudio of ANalytical MODels," and to illustrate typical laboratory-and fieldscale applications. Table 1 gives an overview of the different codes incorporated thus far in STANMOD, along with references for the original codes. The models include the CFITM code for predicting or analyzing measured solute breakthrough data (concentration curves versus time) in terms of the onedimensional equilibrium advection-dispersion equation (ADE), the CFITIM code for similar problems permitting both physical or chemical nonequilibrium transport, the CXTFIT code allowing predictions and analyses of equilibrium and nonequilibrium transport in time and/or space (including probabilistic analyses of solute transport using stream tube models), the CHAIN code for predicting the transport of solutes subject to consecutive first-order decay chain reactions, the SCREEN code for environmental assessments (transport, degradation, adsorption, and volatilization) of soil-applied organic chemicals, and the 3DADE and N3DADE codes for analyses of multi-dimensional transport problems assuming equilibrium and nonequilibrium conditions, respectively.
STANMOD DESCRIPTION
All programs within STANMOD are for forward problems in that solute concentrations can be predicted for a prescribed set of transport parameters, such as the porewater velocity, the dispersion coefficient and, if applicable, zero-order production and first-order degradation coefficients. Several codes (CFITM, CFITIM, CXTFIT, and 3DADE) also permit inverse analyses, in which selected transport parameters can be estimated from observed concentration distributions versus time and/or distance. Parameter estimation in STANMOD is accomplished using a Marquardt-Levenberg type weighted nonlinear leastsquares optimization approach (Marquart, 1963 ) that minimizes the objective function O:
where n is the number of concentration measurements; c i * (x, t) are observed concentrations at time t and location x (in one, two, or three dimensions); c i (x, t; b) represent corresponding model predictions for the vector b of unknown transport parameters; and w i are weights associated with a particular concentration data point.
The Marquardt-Levenberg parameter estimation approach as implemented in the STANMOD codes assumes that the variance-covariance (weighting) matrices, which provide information about the measurement accuracy, are diagonal (Šimůnek and Hopmans, 2002) . The method uses a local optimization gradient procedure that requires initial estimates of the parameters to be optimized. The behavior of objective function O in the neighborhood of this initial estimate is used to select a direction vector, from which updated values of the unknown parameter vector b in equation 1 are determined. Depending upon the problem being considered (i.e., the magnitude of the measurement errors and the number of parameters being optimized), the objective function may sometimes lack a well-defined global minimum, or may have several local minima in parameter space. The optimization may then become sensitive to the initial values of the optimized parameters. Depending on the initial estimate, the final solution of the calibration in such cases may then not be the global minimum but instead a local minimum. Consequently, we generally recommend repeating the minimization problem with different initial estimates of the optimized parameters, and then selecting those parameter values among the different runs that pro- Leij and Toride (1997) vide the lowest value of the objective function O(b). Generally, however, the parameter estimation approach in STANMOD has proven to be very robust for most transport problems, unless a large number of parameters are determined simultaneously (e.g., for nonequilibrium transport) from data that are noisy or that are not providing good resolution of the expected concentration distribution, or when the inverse solution shows strong correlation between some of the estimated parameters (such as sometimes is the case between the pore-water velocity and the retardation factor). Not further discussed in this article is the general issue of model validation as applied to analytical solutions. Many references are provided showing a wide range of applications of the various codes within STANMOD, including comparisons with observed data versus distance and/or time. Still, as mentioned earlier, the codes in most cases are restricted to very specific situations, such as homogeneous soils and constant fluid flow regimes typical of analytical solutions. Validation of simplified or approximate models is inherently problematic in that results cannot be extrapolated to more general transient flow conditions generally encountered in the field. We also refer to discussions by Konikow and Bredehoeft (1992) and Oreskes et al. (1994) , among many others later, about the presumed difficulties of model validation in general. Still, we note that the mathematical accuracy of all solutions and codes within STANMOD has been tested thoroughly ("mathematically verified") through comparisons with other codes, against numerical software such as the HYDRUS codes (Šimůnek et al., 2012) , or otherwise as documented in the various manuals.
We next briefly describe the different analytical solute transport models included in STANMOD and discuss some typical examples, most of which are installed with the software. The software itself can be downloaded freely from the STANMOD homepage (www.pc-progress.com/ en/Default.aspx?stanmod). Detailed descriptions of most or all models are given in the original manuals, which can be downloaded from several websites, including the STANMOD site. The manuals provide complete descriptions of the governing transport equations, applicable initial and boundary conditions, the derived analytical solutions, listings of the older FORTRAN programs, as well as detailed descriptions of illustrative examples. The graphicsbased user-interface of STANMOD is for MS Windows environments and is mostly based on libraries developed for the HYDRUS-1D and HYDRUS (2D/3D) software packages (Šimůnek et al., 2008a, 2008b; Šejna et al., 2011) . All computational programs within STANMOD were written in FORTRAN (essentially identical to the original codes) and the graphical user interfaces in MS Visual C++.
THE CFITM CODE
The CFITM code (van Genuchten, 1980) may be used to analyze observed solute concentration distributions versus time using analytical solutions of the one-dimensional equilibrium advection-dispersion equation given by:
where c is the solution concentration, x is distance, t is time, D is the dispersion coefficient, v is the average pore water velocity (water flux q divided by the water content θ), and R is the retardation factor, defined as:
where ρ is the dry soil bulk density, and k (sometimes denoted as K d ) is a linear partitioning or distribution coefficient of the solute between the liquid and solid phases. The CFITM code assumes the use of dimensionless parameters, in which the initial and input (boundary) concentrations are scaled to zero and one, respectively. Initial applications of the code focused on the analyses of the observed effluent curves from finite laboratory columns of length L. Introduction of the column Peclet number, P, given by:
leads then to the dimensionless ADE as follows:
where dimensionless time T (often referred to as pore volume) and distance X are given by:
and c is the normalized concentration, in contrast with equation 2. CFITM provides analytical solutions of equation 5 subject to both first-type (Dirichlet or concentration type) and third-type (Cauchy or flux type) boundary conditions at the inlet (x = 0), and either a zero concentration gradient at the outlet of the finite column (0 ≤ x ≤ L) or assuming that the finite column is part of a semi-infinite system (0 ≤ x < ∞). The concentration at the outlet is then assumed not to be affected by the exit boundary. As shown elsewhere (e.g., van Genuchten and Parker, 1984; Skaggs and Leij, 2002) , the proper mass-conservative analytical solution to use is the classical solution of Lapidus and Amundson (1952) for the flux-averaged concentration leaving the column at x = L:
where erfc is the complementary error function.
Here we give two example applications using CFITM. Figure 1 is for a relatively simple forward problem in which solute breakthrough curves (BTCs) are calculated using equation 7 for different values of the retardation factor (R) and assuming a value of 50 for the Peclet number (P). Figure 2 is for an inverse problem in which equation 7 is fitted to observed Cr 6+ data (Wierenga, 1980, unpublished data; van Genuchten, 1980) . This is actually one of the CFITM examples (EXAMPLE2) installed with STANMOD. The analytical solution in this case was for a finite medium assuming a third-type input boundary condition and a zero concentration gradient at the exit boundary (solution not further given here), in which case the resident and flux concentrations at the outlet become identical (van Genuchten and Parker, 1984) . The example illustrates the convenient way in which transport parameters can be determined from concentration distributions by fitting analytical solutions to the observed data. The unknown parameters in this case were the column Peclet number (P) and the retardation factor (R) but could also include as needed the dimensionless pulse time (T o = vt o /L) when a finite solute pulse of duration t o is applied, rather than a single-step input function. The solution for the flux concentration leaving the column is then given by:
A X T t t c X T = A X T A X T T t t
where A(x,t) is the solution for the constant inlet concentration (van Genuchten, 1980) .
THE CFITIM CODE
The CFITIM code (van Genuchten, 1981a ) is similar to CFITM but extended to analytical solutions for physical or chemical nonequilibrium transport problems. As opposed to CFITM, however, CFITIM only considers solutions for semi-infinite media. Physical nonequilibrium refers to situations in which physical phenomena such as the presence of immobile water pockets in the medium (e.g., as in aggregated soils or fractured rock) are responsible for the nonequilibrium situation. The governing equations in this case are (van Genuchten and Wierenga, 1976) :
where the subscripts m and im refer to the mobile and immobile regions of the soil, f is the fraction of sorption sites located in the mobile region, α is a first-order mass transfer coefficient, and v m is the pore-water velocity for the mobile phase (q/θ m ). Models based on equations 9a and 9b are alternatively referred to as mobile-immobile transport models, dual-porosity transport models, or two-region models. Similar to equation 5, equations 9a and 9b can be put in dimensionless form as follows:
where R is the same as before, and additionally:
The analytical solution of equations 10a and 10b, again in terms of the flux-averaged concentration applicable to column effluent curves, is given by equation 8 with A(x,t) now defined as (Skaggs and Leij, 2002, among others) :
where J(b,a) is Goldstein's J function, and: 
Mathematically, very similar equations can also be formulated for chemical nonequilibrium based on the assumption that adsorption does not proceed at an equal rate for all sorption sites on the solid phase. The one-site and two-site nonequilibrium transport equations are examples of this approach. The dimensionless equations are then exactly the same as given by equation 10 (van Genuchten and Wierenga, 1976) but with a different definition of the dimensionless parameter β.
The dimensionless transport model given by equations 10a and 10b contains four dimensionless parameters that can be fitted to observed data: the column Peclet number (P m ), the retardation factor (R), a dimensionless nonequilibrium partitioning coefficient (β) having values between 0 (all nonequilibrium) and 1 (all equilibrium), and a dimensionless mass transfer coefficient (ω). Additionally, again, the dimensionless pulse time (T o ) could be fitted to the data if the amount of solute mass entering the column must also be estimated. Refer to the manual (van Genuchten, 1981a) for a detailed discussion of the governing equations.
Here we show an example CFITIM application, based on figure 7.9b of van Genuchten (1981a), but with a first-type input boundary condition appropriate for flux-averaged concentrations typical of column effluent curves. In this case, the dimensionless nonequilibrium transport model was fitted to observed boron effluent data from a 30 cm long soil column (van Genuchten, 1974) . Figure 3 shows the CFITIM window where the current project and its boundary conditions are defined, including the option of running an inverse problem (lower left corner of fig. 3 ), the maximum number of permitted iterations in the inverse problem (20 in this case), and the number of data points that are fitted (30 in this example). Figure 4 shows the results of this application, including values of the fitted parameters.
THE CXTFIT CODE
To our knowledge, CFITM and CFITIM were the first computerized parameter estimation codes that considered inverse analyses of laboratory soil column breakthrough data in terms of equilibrium and nonequilibrium transport models. The models were updated later in very significant ways, first by Parker and van Genuchten (1984) and subsequently by Toride et al. (1999) , to produce the widely used CXTFIT code. CXTFIT allows analyses of concentration distributions versus time as well as versus depth (both forward and inverse problems), permits the use of the standard equilibrium and nonequilibrium transport formulations, and includes a variety of stochastic stream tube models that consider the effects of areal variations in the pore-water velocity on field-scale transport. The code can be applied to a broad range of laboratory and field data due to the implementation of very flexible initial and boundary conditions, the inclusion of general zero-order production and firstorder degradation processes, and by considering both equilibrium and nonequilibrium transport in the stochastic stream tube models.
Examples included in the CXTFIT code are divided into three separate groups (workspaces). The first group (Direct) contains direct problems, the second group (Inverse) involves inverse problems, and the third group (Stochast) contains stochastic stream tube applications. Most examples were taken from the most recent CXTFIT manual , and book chapters by van Genuchten and Cleary (1979) and Leij and Toride (1998) . Here we give one example for each of the three workspaces. Hundreds of other examples can be retrieved readily from the peerreviewed literature, with applications involving the transport of broad range of chemicals, including nonadsorbing tracers, pesticides, heavy metals, radionuclides, and other organic and inorganic chemicals. We list here rather arbitrarily a few publications in which the CXTFIT codes have been used successfully to estimate transport parameters from observed concentration distributions versus time and/or distance: Gamerdinger et al. (1990) , Jacobsen et al. (1992a Jacobsen et al. ( , 1992b , Pivetz and Steenhuis (1995) , Spurlock et al. (1995) , Huang et al. (1995) , Jensen et al. (1996) and Koestel et al. (2011) 
DIRECT CXTFIT APPLICATION
The CXTFIT code comes with many preprogrammed forward problems, such as showing the effects of various parameters, including of productions and decay, on distributions versus distance or time. Here we consider a direct problem showing the effect of first-order degradation on concentration distributions versus distance. The governing transport equation for this case is given by:
where μ is a first-order degradation rate constant, and γ is a zero-order production term. Assuming a pulse type solute application with concentration C o to a profile having an initial concentration C i , the analytical solution for the volumeaveraged (resident) concentration is given by (van Genuchten and Alves, 1982; Toride et al., 1999) : 
C B x t C A x t t t A x t B x t c x t = C B x t B x t t C A x t t t A x t B x t
Equation 15 holds for nonzero values of the first-order degradation coefficient (μ). When μ = 0, the solution reduces to (van Genuchten and Alves, 1982) : 
x t t t B x t R c x t = C A x t A x t t t t C A x t B x t R
The above solutions are given in a structure that reflects the derivation of the analytical solutions using superposition principles as well as entry of the model input parameters into CXTFIT using its graphical interface. They consist of the sum of solutions for a boundary value problem (the terms containing the input concentration C o in eqs. 15 and 19), an initial value problem (the terms containing the initial condition C i ), and a production value problem (the terms containing the zero-order production coefficient γ). Figure 5 shows results for one example of a forward problem with CXTFIT (FIG71 of the Direct workspace). Calculated resident concentrations are presented versus distance 7.5 days after starting the application of a 5-day solute pulse (t o = 5 d) with a concentration C o = 1 mg L -3 to an initially solute-free medium (C i = 0) and assuming degradation . As expected, results indicate decreasing concentrations as the degradation coefficient increases.
INVERSE CXTFIT APPLICATION
In this example, the pore-water velocity (v) and dispersion coefficient (D) are estimated from observed concentrations at three different depths (11, 17, and 23 cm) measured with four-electrode conductivity sensors (Shiozawa, 1988, unpublished data) . The experiments involved the continuous application of a 0.01 M NaCl solution to an initially solutefree saturated sand (θ = 0.30), followed by leaching with solute free-water during unsaturated conditions (θ = 0.12). The analytical solution for the resident concentration in this case is given by equations 19 through 21 with γ = 0 (Lindstrom et al., 1967) . Results for this example (projects FIG73A and FIG73B of the Inverse workspace of CXTFIT) are shown in figure 6 , along with the fitted parameter values for v and D (R was assumed to be unity). Fitting all three curves simultaneously (either the breakthrough curves or the leaching curves) with CXTFIT yielded about the same results as fitting v and D separately for each curve at the three depths. However, the dispersivity (D/v) for the unsaturated sand was found to be about 3 times larger than the dispersivity for the saturated experiment (Toride et al., , 2003 .
STOCHASTIC CXTFIT APPLICATION
CXTFIT also contains several examples demonstrating the use of stochastic stream tube models . The modeling approach assumes that a field may be viewed as a collection of independent vertical soil columns, often referred to as "stream tubes" (Dagan, 1993; Toride and Leij, 1996a; Vanderborght et al., 2006) . Local-scale transport in each stream tube can be described deterministically using one of several transport models. In CXTFIT, these are the traditional equilibrium and nonequilibrium transport models, as discussed earlier. Transport at the field scale is then modeled by assuming that selected parameters in these transport models for each tube are the realization of a stochastic process, with the mean solute concentration of the entire field given by the ensemble average of the local concentrations of all stream tubes. Stochastic variables in the CXTFIT stream tube models are the pore-water velocity (v) in combination with either the dispersion coefficient (D), the partitioning coefficient for linear sorption (k), or the first-order rate coefficient for nonequilibrium adsorption (α). The three different pairs of random variables are described using bivariate lognormal joint probability density functions denoted as f (v,D), f(v,k) , and f(v,α) Leij, 1996a, 1996b) , Two additional stochastic parameters can be included, provided they are perfectly correlated with v.
We show here one forward and one inverse problem. The forward problem demonstrates the effect of correlation (ρ vk = -1, 0, +1) between the pore water velocity (v) and the distribution coefficient (k) on calculated field-scale resident concentration (c r ) profiles (project FIG713 of the Stochast workspace; figure 7.13 of Toride et al., 1999) . , where < > indicates an ensemble average, σ v is the standard deviation of the log transform of v, and σ k is the standard deviation of the log transform of k. Results, shown in figure 7, indicate that negative correlation between v and k (which implies that v and R are inversely correlated) leads to increased spreading in the field-scale concentrations. More details of this example are given by Toride and Leij (1996a) and Toride et al. (1999) .
The stochastic option of CXTFIT, together with parameter estimation, is demonstrated with the FIG712 project of the Inverse workspace. The example (figure 7.12 of Toride et al., 1999) concerns the analyses of observed resident concentrations in a 0.64 ha field to which a bromide pulse was applied for 1.69 d, followed by leaching with solutefree water (Jury et al., 1982) . The stream tube model was used to estimate the mean pore-water velocity <v>, the 
THE CHAIN CODE
The CHAIN code (van Genuchten, 1985) may be used to analyze the advective-dispersive transport of solutes subject to sequential first-order decay reactions. Examples are the subsurface transport of various interacting nitrogen species, pesticides, chlorinated hydrocarbons, radionuclides, pharmaceuticals, and explosives. The CHAIN code considers the transport of up to four species involved in these types of decay chains. The governing transport equations for such a system are given by:
where the subscript i refers to the ith member of the decay chain. Like equation 14, equations 22a and 22b hold for situations where degradation occurs only in the liquid phase. When radionuclides are considered, decay occurs equally in the liquid and adsorbed phases, which means that retardation factors must be added to the first-order terms, i.e., each μ i in equations 22a and 22b must be replaced by μ i R i (van Genuchten, 1981b (van Genuchten, , 1985 . This option is directly available in CHAIN. For situations with unequal degradation rates in the liquid and solid phases, the value of each μ i must be adjusted and defined by the user upon input. The analytical solutions in CHAIN hold for very general first-and third-type inlet boundary conditions and a solutefree initial semi-infinite soil profile. For a third-type inlet condition applicable to resident concentrations, the boundary condition is of the form: 
in which the coefficients λ i (i = 1,4) and B i (i = 1,10) are all constants. The multiple terms of equation 24 are a consequence of decay reactions within the waste site itself (e.g., an industrial waste site, landfill, or nuclear waste repository), and the slow release of the solutes from the waste into the soil profile (van Genuchten, 1985) . Many scenarios can be accounted for with the above boundary conditions. For one particular release process, the constants B j are related to each other through the Bateman equations (Bateman, 1910; Higashi and Pigford, 1980) . Refer to the article by van Genuchten (1985) for a detailed discussion of the decay chain boundary conditions, as well as the resulting analytical solutions. Because of their complexity, these solutions are not repeated here. Here we provide only one relatively simple example involving the three-species nitrification chain NH 4 + → NO 2 -→ NO 3 (project NITROG in the CHAIN workspace of STANMOD). Results are shown in figure 9 for the following parameter values: v = 1 cm h -1 , D = 0.18 cm 2 h -1 , t = 100 d, R 1 = 2, R 2 = R 3 = 1, μ 1 = 0.01 h -1 , μ 2 = 0.1 h -1 , μ 3 = 0, B 1 = 1, B i = 0 (i = 2 through 10), λ i = 0 (i = 1 through 4), and t = 200 h.
The above example is a classic application of consecutive decay chains, first published by Cho (1971) . A few other studies in which the CHAIN model within STANMOD, or some of its predecessors, have been used for various solutes and applications are described by Wernberg (1998) , Pontedeiro et al. (2007) , Srinivasan and Clement (2008) , Perez-Guerrero et al. (2009 , and Kasteel et al. (2010) .
THE SCREEN CODE
The SCREEN code is based on a behavior assessment model developed by Jury et al. (1983) to describe the fate and transport of soil-applied organic chemicals. The model assumes linear, equilibrium partitioning between the liquid, solid, and gaseous phases, first-order degradation, and chemical losses to the atmosphere by volatilization through a stagnant air boundary layer above the soil surface. The model is intended to classify and screen organic chemicals for their relative susceptibility to different loss pathways (volatilization, leaching, and degradation) in soil and air. SCREEN requires knowledge of the organic carbon partition coefficient (K oc ), Henry's constant (K h ), and a net first-order degradation rate coefficient (μ) or the chemical half-life. Jury et al. (1983) formulated their transport equations in terms of the total concentration c T (= θR T c) as follows:
where R T is the total retardation factor given by:
in which a is the air content, K H is Henry's law constant accounting for linear equilibrium partitioning between the liquid and air phases, and D e and v e are the effective dispersion coefficient and pore-water velocity: Jury et al. (1983) solved the transport model assuming that the chemical is uniformly incorporated at concentration C i within the upper part (0 ≤ x ≤ L) of a semi-infinite profile (zero concentration below x = L) and subject to a thirdtype boundary condition at the soil surface that accounts for volatilization into the air:
in which D a is the gaseous diffusion coefficient. Equation 28 accounts for diffusion from the soil surface through a stagnant boundary layer of thickness d. The analytical solution of the above problem is (Jury et al., 1983) : 
Here we give one example of the type of calculations that are typically carried out with SCREEN. The example is a slight modification of the TEST3 project that comes with the software. Various physical and solute transport parameters are entered in a window, as shown in figure 10, while figure 11 shows chemical parameter values, which can be selected from a database or provided upon input. The pa- rameter K oc in figure 11 is used to estimate the distribution coefficient (k) from the fraction of organic matter (f oc ) using k = f oc K oc .
Results of the transport model using the parameters from figures 10 and 11 are shown in figure 12 . The example illustrates the interplay of sorption (more downward movement with lower K oc values), degradation (lower maximum concentrations with increased degradation), and volatilization (lower total amount of mass in the profile and a more dispersed distribution, such as for PCE). Refer to articles by Jury et al. (1983 Jury et al. ( , 1984a Jury et al. ( , 1984b for detailed descriptions and several applications of their screening model.
THE 3DADE CODE
The 3DADE code (Leij and Bradford, 1994) may be used to evaluate analytical solutions for three-dimensional equilibrium solute transport in the subsurface. The solutions pertain to selected cases of three-dimensional transport during steady unidirectional water flow in porous media having uniform flow and transport properties. The transport equation contains terms to account for solute movement by advection and dispersion, as well as for solute retardation, first-order decay, and zero-order production. Like CXTFIT, the 3DADE code can be used to solve direct problems, in which concentrations are calculated as a function of time and space for specified model parameters, and for inverse problems, in which the program estimates selected parameters by fitting one of the analytical solutions to specified experimental data. Analytical solutions are provided in either Cartesian or cylindrical coordinate systems. Figure 13 shows available simulation options that can be considered, in this case a rectangular source at the soil surface (or in groundwater perpendicular to the lateral flow direction). The governing transport equation for this example is given by:
with the initial and boundary conditions:
where x, y, and z are the three spatial coordinates, with flow occurring in the x direction; D x is the longitudinal dispersion coefficient; D y and D z are transverse dispersion coefficients; and a and b define the lateral extent of the source at the inflow boundary. The analytical solution for this example is as follows (Leij et al., 1991) : Figure 14 shows graphical output (x-y planar distributions for z = 0) obtained for this problem (EXAMPLE3 of 3DADE; figure 4 of Leij et al., 1991) assuming the following values for the geometry and input parameters: v = 10 cm d
, a = b = 7.5 cm, and t = 1 d. Several other examples, including for circular coordinate systems, are discussed by Leij et al. (1991) and Leij and Bradford (1994) .
THE N3DADE CODE
The N3DADE code of Leij and Toride (1997) is very similar to 3DADE, except that analytical solutions are evaluated for three-dimensional nonequilibrium solute transport. Similar to 3DADE, N3DADE evaluates analytical solutions for three-dimensional transport during steady unidirectional water flow in macroscopically uniform porous media of semi-infinite length in the longitudinal direction, and of infinite length in the transverse directions. However, unlike 3DADE, only direct (forward) problems are considered in N3DADE.
As for the CFITIM and CXTFIT codes, nonequilibrium transport can be simulated in terms of physical (mobileimmobile or dual porosity) formulations, and chemical nonequilibrium assuming two sites (partial equilibrium, partial kinetic sorption). The formulations as such are extensions of the CFITIM and CXTFIT one-dimensional nonequilibrium transport equations to three dimensions. Refer to the article by Toride et al. (1993) and the N3DADE manual by Leij and Toride (1997) for detailed discussions of the governing transport equations, the analytical solutions, and several direct applications. Comprehensive sets of specific solutions are presented in these publications using Dirac, Heaviside, and exponential functions to describe a variety of initial, boundary, and production profiles. A rectangular or circular inflow area is specified for boundary value problems, while for initial and production value problems the respective initial and production profiles are defined for parallelepipedal, cylindrical, or spherical regions of the soil. Because of their complexity, these solutions are not restated here.
The N3DADE code within STANMOD comes with five preprogrammed examples, all taken from Leij and Toride (1997) . They are for calculated concentration distributions, versus time or spatially, for instantaneous solute application from a disk at the soil surface (a problem with circular geometry), solute application from a rectangular source at the soil surface (Cartesian geometry), and several initial and production value problems where the solute is initially located or produced within some finite circular or rectangular source within the transport domain. We further note two other applications of N3DADE to transport of a nonadsorbing dye (rhodamine) and cadmium in an alluvial aquifer by Close (1999a, 1999b) .
FUTURE DEVELOPMENTS
Notwithstanding their limitations in terms of being restricted to linear problems (and hence homogeneous profiles, unidirectional flow that is constant in time and space, and the use of simplified initial and boundary conditions), analytical solutions likely will remain popular for a large number of applications. As shown also by many of the examples in this STANMOD overview, possible applications include initial or approximate analyses of subsurface transport, providing a better understanding of alternative transport processes and the effects of key transport parameters, predicting transport for large spatial or time scales, and estimating model parameters using inverse methods. The individual codes discussed in this review and included in STANMOD were developed for exactly those types of applications. The primary contribution of STANMOD is to include all of these codes in an easy-to-use, Windowsbased framework for possible use by practitioners not necessarily familiar with the mathematical complexities of the separate programs. The GUIs of STANMOD are for this purpose very intuitive. They are used to manage the input data required to run STANMOD, as well as for editing, parameter allocation, problem execution, and visualization of results.
All computational programs were written in FORTRAN, and the graphical interfaces were written in MS Visual C++. The pre-processing unit includes specification of all necessary parameters to successfully run the FORTRAN codes. All post-processing is also carried out in the GUI. The post-processing unit consists of simple x-y plots for graphical presentation of the results (and data) and a dialog window that displays an ASCII output file. The multidimensional 3DADE and N3DADE codes are further supported with output graphics that include 2D contours (isolines or color spectra, as shown in this article) in real or cross-sectional views for equilibrium, nonequilibrium, and total concentrations. Output also includes animation of graphic displays at sequential time steps, and line graphs for selected boundary or internal sections, as well as for plots of variables versus time. Areas of interest can be zoomed into, and the vertical scale can be enlarged for cross-sectional views.
STANMOD is in public domain and can be downloaded freely (www.pc-progress.com/en/Default.aspx?stanmod). The software is supported by a discussion forum where users can submit questions or suggestions about the models. All projects included within STANMOD can also be downloaded separately form the website. While no definite plans exist at present, new codes geared toward analytical models may be included in the future. In all, we believe that the different codes within STANMOD are serving an important role in the transfer of software technologies to both the scientific community and practitioners.
