We establish universality at the hard edge for general beta ensembles provided that the background potential V is a polynomial such that x → V (x 2 ) is uniformly convex and β ≥ 1. The method rests on the corresponding tridiagonal matrix models, showing that their appropriate continuum scaling limit is given by the Stochastic Bessel Operator. As conjectured in [10] and rigorously established in [18] , the latter characterizes the hard edge in the case of linear potential and all β (the classical "beta-Laguerre" ensembles).
Introduction
We prove a universality result for the limiting distribution of the smallest points for a family of coulomb gas measures. With any β > 0 and a > −1 these measures are prescribed through the joint densities of n points {λ 1 , . . . , λ n } on the positive half-line:
w(λ i ), w(λ) = λ β 2 (a+1)−1 e −βnV (λ) .
(1.1) a = 0, 1, 2, . . . ) a closed form for these distributions was discovered by Tracy and Widom [21] , with results for the real and quaternion cases following in [22] . Keeping with the Gaussian-type potential (V (x) = x/2), but now allowing all possible values of β and a, the densities (1.1) define the extensively studied "beta-Laguerre" ensembles. Based on a corresponding tri-diagonal matrix model of Dumitriu and Edelman [9] , Edelman and Sutton [10] conjectured that the limiting beta-Laguerre hard edge should be described by a certain random differential equation which they tagged the Stochastic Bessel Operator. This was subsequently proved in [19] . The Stochastic Bessel Operator (SBO β,a ) takes the form:
SBO β,a = − e at the origin. Viewed as a random diffusion generator symmetric with respect to m(dx), one sees that SBO β,a has almost surely discrete spectrum [19] .
Here we show that SBO β,a is a universal object, characterizing the hard-edge scaling limit for β-ensembles (1.1) with a certain class of polynomial potentials. Theorem 1. Consider the ordered points 0 < λ 1 < λ 2 < · · · drawn from the β-ensemble (1.1) where V is a polynomial such that x → V (x 2 ) is uniformly convex and β ≥ 1. Denote by 0 < Λ 1 < Λ 2 < · · · the ordered eigenvalues of SBO β,a . Then, there is a constant c V,β,a such that: as n → ∞, c V,β,a n 2 (λ 1 , λ 2 , . . . ) ⇒ (Λ 1 , Λ 2 , . . . ), (1.3) in the sense of finite dimensional distributions.
The restriction to β ≥ 1 is an additional convexity assumption, as we will explain below. Our proof builds on the method in which the SBO β,a limit was originally established in the simpler β-Laguerre setting. We identify a family of tridiagonal matrix models which realize (1.1) as their eigenvalue densities, and then demonstrate that SBO β,a serves as their appropriate continuum operator limit. Along the way we will see that hard-edge universality is a consequence of a certain functional central limit theorem. The whole program is similar to the recent soft-edge universality proof using the characterizing Stochastic Airy Operator [14] , as we will also explain in greater detail below.
Hard edge universality has previously been addressed at β = 1, 2, 4 via the RiemannHilbert Problem method: for β = 2 quite general potentials V are treated in [15] , while for β = 1 and 4 reference [7] considers potentials that are asymptotically monomial. At these values of β the laws (1.1) correspond to eigenvalue densities for nonnegative definite matrices M drawn according to the law with density proportion to (det M) γ e −trV (M ) dM (for choice of γ > −1). There are also further special values of β (outside of 1, 2, and 4) for which the hard-edge of β-Laguerre can be accessed through multivariate special functions (without appealing to SBO β,a ), see for example [12] . At the soft edge, besides again β = 1, 2, 4 results using the Riemann-Hilbert Problem method [6] and the operator approach of [14] , there are the results of Bekerman-Figalli-Guionnet [1] and Bourgade-Erdös-Yau [3] which hold for a far more general class of potentials. While these methods most likely extend to the hard edge, the emphasis here (as in [14] ) is to demonstrate a simple mechanism for edge universality of random matrices.
Tridiagonals and operator limits
Let B = B(x, y) denote the n × n lower bi-diagonal matrix on (R + ) 2n−1 . Then, the key fact is that the random tridiagonal B(X, Y )B(X, Y ) T has joint eigenvalue density given by (1.1) . This is the general potential analogue of the EdelmanDumitriu result [9] . When V is linear (1.5) reduces to their representation of β-Laguerre: all X i and Y i are independent with X i ∼ 1 √ nβ χ β(i+a) and Y i ∼ 1 √ nβ χ βi (χ r denoting a chi variable of parameter r > 0). The proof is much the same as that in [9] , and for completeness is included in the appendix.
Next we recall (from [19] ) that SBO β,a is best understood through its inverse, which has a similar decomposition to the the matrix model (BB [nB] −1 converges to K in a suitably strong sense.
1 Throughout we use the same notation for any integral operator and its corresponding kernel.
Now to be completely concrete we specify V (x) = In terms of φ, we also define
, with κ = κ V,β,a chosen so that θ(1) = 1.
(1.8)
That φ has the claimed properties and is such that θ is finite requires some verification. Granted this however our main technical result is the following. to itself. Then, for any sequence n → ∞ there is a subsequence n ′ → ∞ and a probability space on which K n ′ converges to the integral operator K with kernel 9) almost surely in Hilbert-Schmidt norm.
K(s, t) = 1 φ(s)φ(t) θ(s) θ(t)
One observes that when V (x) = x/2, the definitions (1.7) and (1.8) yield φ(t) = √ t and θ(t) = t, and (1.9) reduces to the advertised kernel K in (1.6) . In general we have that K(θ(s), θ(t)) θ ′ (s)θ ′ (t) = 2κK(s, t), (1.10) with κ as in (1.8) . In other words, the eigenvalues of K T K and K T K, defined with the same Brownian motion, agree up to an overall multiple of 4κ 2 , identifying the (V, β, a)-dependent scaling constant c V,β,a = 4κ 2 in (1.3). Here we are using, as is implicit the statement of Theorem 2, that K and K are almost-surely Hilbert-Schmidt. To conclude Theorem 1 is more or less immediate. In the subsequential coupling of Theorem 2 one has K T n K n → KK T in trace norm. Hence, the finite parts of the spectrum of (nBB T ) −1 converge to those of K T K in this manner and so also in distribution. In particular we have as well the convergence in distribution of (any fixed number) of the eigenfunctions as elements of L 2 [0, 1].
Remark 1. Rather than embedding [nB]
−1 according to the "flat" basis
and performing the change of variables (1.10) after the fact, we could work instead with the suitably weighted 1 [θ(k−1/n),θ(k/n)) basis functions to define the embedding. Then, after scaling by 4κ 2 , the corresponding discrete kernels will converge to K itself.
Remark 2. The introduced function φ turns out to provide a first order approximation for the appropriate energy function (Hamiltonian) associated with P . It can also be described through a "time-dependent" version of the equilibrium measure for the eigenvalue law (1.1).
In particular, let V t = t −1 V for t ∈ (0, 1] and consider
where M is the space of probability measures of the half-line. It is the case that µ t has support [0, φ(t)].
Overview of the proof
Using the explicit inversion formula for bidiagonal matrices, the basic object of study is now understood to be the random kernel operator
Here Γ ij is the set on which
, and s < t, when i = j the product in (1.11) is understood to equal one. Given this expression, that spec([
can be checked by hand. The measure P under which K n is drawn has the form 1 Z e −nβH dxdy with Hamiltonian
Our assumptions imply that P is uniformly log-concave, that is (∇ 2 H)(x, y) ≥ cI for some c > 0 and all (x, y) ∈ R 2n−1 +
. In particular, with β ≥ 1 each of the log terms in (1.12) has nonnegative second derivative. One then concludes by noting that,
and applying C. Davis' theorem [5] : a (uniformly) convex function of a Hermitian matrix is (uniformly) convex as a function of its entries. Since (1.11) is a simple functional of the process k → (X k , Y k ), one is left to quantify the anticipated Gaussian fluctuations of (X k , Y k ) about the minimizer (x o k , y o k ) of the Hamiltonian H. In Section 2 we develop a fine (out to o(n −1 )) approximation of the minimizer which allows us to establish the correct centering:
for all fixed s, t with 0 < s < t < 1. Granted this, the limiting kernel (1.9) is identified by showing that
in the Skorohod topology on (0, 1]. Here the polynomial assumption on V is important as it gives P a Markov field property: for example, (X i , Y i ) and (X j , Y j ) with |i − j| > d are conditionally independent given any intervening block of variables of length d. The implied decorrelation is quantified in a deterministic way, by showing a decay of dependence of the minimizers of conditional versions of the Hamiltonian H with respect to boundary conditions. These estimates also appear in Section 2. Section 3 builds up further properties of the measure P , in particular demonstrating Gaussian concentration about the minimizer in terms of tail properties as well as Gaussian approximation of the expectation of various test functions. Given all this, the proof of (1.14) appears in Section 4. Together (1.13) and (1.14) provide point-wise convergence (in law) of K n to K. To prove that
2 ) kernels. This is carried out in Section 5.
Comparison with the soft edge
Before getting on with it, we have a few comments on the technical differences between the present result and the program carried out in [14] for the soft edge. While the Stochastic Airy Operator is a more delicate object than our integral operator K, being a differential operator and so "local", to understand the underlying operator convergence of the tridiagonal models one only requires fine information on the first O(n 1/3 ) entries of those matrices. For the hard edge we have in a sense to resolve O(n) of n variables. This requires a much more elaborate estimate on the minimizers of H, as well as a better handle on the decorrelation between separate stretches of variables under P . While our functional central limit theorem in Section 4 follows a standard blocking strategy, the corresponding calculation in [17] is really a "oneblock" estimate. This also in part explains why the allied method in [14] works for all β > 0. For us the issue is near "the singularity", or for X and Y of small index where the measure P becomes less coercive. Or, said another way: where, when β < 1, the Hamiltonian fails to be convex. While the same issue appears in the soft edge, the troublesome indices are beyond the O(n 1/3 ) cutoff and one can get by with rather rough estimates on that part of the field. Again, for the present calculation we simply need more precise control of these entries (as evidenced in particular in the operator norm estimates of Section 5). Assuming β ≥ 1 covers the classical cases, and makes an already technical paper a little less so.
Minimizers
As indicated above, the function φ introduced in (1.7) serves as a first order approximation to the minimizer (x o , y o ) of the Hamiltonian H. The idea is to focus about a fixed index k at a continuum position t = k/n, ignoring the additional (a/n−1/nβ) and (−1/nβ) multipliers of the log x k and log y k terms in (1.12) . Then from the potential we keep only those terms in tr V (MM T ) which involve (x k , y k ). Assuming that the minimizer is locally constant (i.e.,
we posit all x ℓ and y ℓ for |ℓ − k| ≤ d equal some x and y), we arrive at the following "coarse Hamiltonian" (at fixed t ∈ [0, 1]):
Plainly H t is symmetric in x and y, its common "coarse minimizer" x(t) = y(t) defining φ(t).
Note that the relation (1.7) is simply the equation for a critical point of H t . A similar approximation was employed in [14] where the analogous objects are referred to as the local Hamiltonian and corresponding local minimizer. Here though we require a sharper approximation. In particular, to pin down the limiting mean of the log potential, recall (1.13), one must refine (
Definition: In terms of φ define the functions t → x (1) (t) and t → y (1) (t) via:
Then, for i ∈ [1, n], set
We will refer to (x , y ) as the "fine minimizer".
Proposition 8 proved below in this section shows that for bulk indices |x
, from which the desired appraisal (1.13) follows.
The identification of (x , y ) relies on uniform convexity in an essential way. Indeed, a characterization equivalent to Hess H(x, y) ≥ cI for all (x, y) ∈ R 2n−1 + is that
for all (x, y) and (
, the undetermined true minimizer, and applying the Cauchy-Schwartz inequality (2.4) implies that
The point is that the fine minimizer (x , y ) has been engineered so that ∇H(x , y ) vanishes to sufficiently high order.
Identifying the fine minimizer
The goal of this subsection is to establish the following.
with a constant c depending on V, β and a. For i ∈ [n − d, n] the right hand side of (2.6) can be replaced by O(1).
Before this however we go back and verify that the coarse minimizer has the various properties claimed above, and also provide an estimate on its shape near the singularity which will be needed for the proof of Lemma 3.
Lemma 4. The coarse minimizer φ(t) is unique, positive and increasing, and satisfies
for a constant c and all small enough t > 0.
Proof. Uniqueness can be seen from the following alternative description of H t . Let C be the circulant version of our bidiagonal matrix B in variables x 1 , . . . x m and y 1 , . . . , y m (with m > d) and consider minimizing
By another application of C. Davis' theorem, this is a convex function. It is also invariant under rotations of the indices, and so its minimizer satisfies x k ≡ x and y k ≡ y for some x and y and all k. But making this substitution one finds that the right hand side of (2.8) equals mH t (x, y). Showing that t → φ(t) is positive and increasing comes down to showing that the right hand side of (1.7) is increasing as a function of φ. Rewrite that expression as in
is increasing. The integral on the right hand side of (2.9) is therefore a weighted average of such increasing functions, which yields the claim.
As for (2.7), again by uniform convexity we have that g 1 > 0, and so for small t the relation (1.7) takes the form t = 2g 1 φ 2 (1 + o (1)). This shows that φ(t) is bounded above and below by a multiple of √ t for small t. The estimates on φ ′ and φ ′′ follow suit by considering successive derivatives of (2.7).
Proof of Lemma 3. The starting point is a lattice path representation for the diagonal entries of powers of
Here P m denotes the collection of random walk paths of length 2m beginning and ending at height 0 and constrained as follows. At odd-timed steps j (corresponding to selecting an entry from B), the path can either take a step of type → and remain at p(j) or take a step of type ց and p(j + 1) = p(j) − 1. At even-timed steps j (corresponding to selecting an entry from B T ) the step can either be again of type → or of type ր , in which case
, n] certain paths will be truncated, resulting in a more cumbersome expression.
From (2.10) it is easy to see that:
where now P m,r is the subset of P m comprised of those paths that posses exactly r steps of type → at height zero. The next step is to substitute the values of the fine minimizer into (2.11). These are used in the form: for |k| ≤ d and i + k ∈ [1, n],
with a like expression for y (i + k). To see (2.12), φ(t + k/n) and x (1) (t + k/n) are expanded out to second and first order, respectively. 
where the functions φ, φ ′ , x (1) and y (1) are all evaluated at i/n, and
14)
Putting off the derivations behind (2.14) we can complete the proof.
For the x i -derivative of the logarithmic term in the Hamiltonian we have that,
And if we instead consider
we arrive at formulas similar to (2.13) and (2.15) where: in the analog of the former, B m and C m change roles and D m changes sign, while in the latter y (1) replaces x (1) on the right hand side and a is set to zero. The claim then is that the formulas for x (1) and y (1) are equivalent to:
in which t = i/n, the A m terms having dropped out by the definition (1.7) of φ. Now adding the rows of (2.16) we find that the expression for
but this is another consequence of (1.7). The expression for x (1) (t) − y (1) (t) is checked in a similar way. We remark that while this exact vanishing cannot hold for indices
Lemma 4 implies that the right hand sides of both (2.13) and (2.15) are O(1/ √ n) allowing the estimate (2.6) to be extended to the lower range.
We now go back and derive the coefficients (2.14). In counting weighted P m,r paths it is convenient to introduce the following bijection. Denote byP m,r those paths in P m,r for which the first step is of type →, and define (p, j) ∈ P m,r × {1, . . . , r} → (p, q) ∈P m,r × {0, . . . , 2m − 1}, (2.17) wherep is obtained by shifting p to the left so the the j th height-zero step of type → of p becomes the first step ofp. The number q tracks how far p is shifted to producep. For A m we select the same factor (the φ(i/n) from (2.12)) in each factor in the inner product of (2.13), and so
The second equality uses (2.17) withP m denoting the union over allP m,r , that is, those paths just constrained to start with a → step. 
Similar to before we can rewrite the above as Finally turning to D m , note that any appearance of φ ′ is weighted by the relative height of the path, and we have that
where we have used that the corresponding weight is always the smaller of the heights across any step. To evaluate the last sum in (2.19) we use a method which we learned from [11] (see in particular Prop. 4.2):
In line one, i 1 and k 1 count the running number of type ր and ց steps, respectively. In line two, we have used the notation [x p ]f (x) for the p th coefficient of the Taylor expansion of the (analytic) function x → f (x). The remaining evaluations are straightforward.
Minimizers and boundary conditions
Here we consider the Hamiltonian H subject to certain boundary conditions. To be more precise, start by fixing an interval
and denote by ∂I (the boundary of I) the at most d indices to the left/right of I. That is, ∂I = (
View H as a function of (x, y) ∈ I with those coordinates whose indices lie in ∂I prescribed to equal some values q. By the assumptions on V , those (x, y) ∈ I ∪ ∂I decouple from the (x, y) ∈ I given q. This restricted function is referred to as the "conditional Hamiltonian" H q with boundary conditions q. The goal is to quantify at what rate the minimizers of H q become independent of q as one moves away from the boundary.
Proposition 5.
For an interval I ⊂ [1, n] consider the conditional Hamiltonian H q , i.e., H restricted to I with the coordinates in ∂I set equal to some values q. Assume q ∞ ≤ c ′ .
Then, with (x q , y q ) the minimizer of H q , it holds that
there is also the bound,
21)
for any i ∈ I.
Proposition 5 is a deterministic version of decorrelation, and will play an important role in the blocking estimates behind the functional central limit theorem in Section 4. More presently it used to turn the calculation of Lemma 3 into a fairly optimal estimate on the distance between the true and fine minimizers (Proposition 8 in the next subsection).
The proof of Proposition 5 is based on the following two lemmas. The first, Lemma 6, is a direct consequence of the uniform convexity criteria (2.4) -(2.5). This is then bootstrapped to yield the proposition with the help of Lemma 7, which is a kind of discrete Gronwall inequality. The proof of the latter is a simple inductive argument which is not reproduced here.
The program is quite similar to that in Sections 6-7 of [14] . However, the use of (2.4) -(2.5) streamlines things considerably, bypassing for example the a priori lower bounds on minimizers required in [14] .
where ρ(q) is polynomial of degree 2d in the boundary variables q (with bounded coefficients depending only on V, β, and a). 
Proof of Lemma 6. We first observe that (x o , y o ) is bounded in sup-norm, independent of the dimension. By (2.5): with a different constant c,
and this is O(1) by Lemma 3. The explicit formulas (2.2) and (2.3) then show that (x , y ) ∞ is bounded independently of n which yields the claim. Similarly,
For the remaining 2d terms denote by P V the polynomial part of H and note: with again z i = x i or y i ,
where the notation indicates that coordinates in ∂I are evaluated at either the entries of (x o , y o ) or the corresponding q. But by pairing entries the above is bounded by a sum of |q − z i | 2 terms with coefficients that are polynomials (of degree at most 2d) in (x o , y o , q). As we have just shown that (x o , y o ) ∞ is uniformly bounded, all these polynomial factors can be further controlled above by a ρ(q) with the claimed properties. For (2.23) we basically repeat the argument. The key difference being that in the estimate corresponding to (2.24), the sum over i ∈ I : dist(i, ∂I) > d on the right hand side does not vanish, but instead produces a multiple of i∈I 1 ni 3 , courtesy Lemma 3. This also explains the restriction of I in this case to [ 
Proof of Proposition 5. Consider first (2.21). The idea is to apply the inequality (2.23) of Lemma 6 to a well-chosen collection of subintervals of I.
Fix an index i ∈ I and decompose I ∪ ∂I into consecutive blocks I −m , . . . , I m with ∂I = I −m ∪ I m such that i ∈ I 0 and each I j for j = 0 is of length d. Denote J k = ∪ |j|≤k I j and ∂J k = I −k−1 ∪ I k+1 . Then, as a consequence of (2.23), we have that
Two remarks are in order. First, a direct application of (2.23) would have the constant c multiplying (
by a polynomial in the variable (x q , y q ) appearing in J k . But (2.23) (or (2.22)) also shows that every |x q | and |y q | is bounded by the same polynomial in the variables q. By assumption the q are bounded, and so it is possible to use the same constant c (for all k) throughout (2.25). Second, in case the definition of any I j places it outside of {1, n − d} the corresponding sum is simply taken as empty. This allows the conclusion to extend to one-sided minimizers; when for example I is of the form
Returning to (2.25), this system is exactly as in the hypothesis of Lemma 7 with
and so there is a constant c ′ for which
This is recognized as (2.21) upon noting:
. The proof of (2.20) is identical save that in that case b j ≡ 0.
The limiting mean
The results of the previous subsection yield the following.
with a constant c ′ depending on c. It follows that
For fixed s < t bounded away from 0 and 1, the error term on the righthand side of (2.27) reduces to O(1/n) and we have advertised limiting mean in line one, recall (1.13). The estimate is stated in this more complete form for use in Section 5.
Proof. For (2.26) start with the case that i is a distance O(log n) away from both 1 and n. Let I = [i − c log n, i + log n] and consider the conditional Hamiltonian H q with q = (x o , y o )
on ∂I. The conditional minimizer is then the true minimizer through I and we can apply (2.21) of Proposition 5 with ( Then the boundary component in the analog of (2.28) can be made smaller than any inverse power of n, but the O(n −1/2 ) stemming from i 0 = 1 cannot be beat.
Moving to (2.27) we start by noting that log 
where the integral equals the right hand side of the first line in (2.27). The error here follows from the standard Riemann sum bound given that
u > 0, again by Lemma 4. The remaining overall error term is (the sum of)
Here we have used (2.26) and the fact that x k , y k = O( k/n) for small k. The first and third bounds on the right hand side explain the final terms in line two of (2.27).
Gaussian concentration and approximation
We build up yet more technical machinery. First we establish a sharp form of Gaussian concentration for P about the minimizer (x o , y o ) of the Hamiltonian H. Along the way we see that similar concentration holds for the conditional distributions of P , or those measures of the form P q with density proportional e −nβHq(x,y) restricted to the corresponding interval I. Here H q is the conditional Hamiltonian with boundary conditions q on ∂I introduced in the last section. These estimates are then used to establish approximations of certain P expectations by their Gaussian counterparts.
Concentration
We re-emphasize that we are assuming β ≥ 1. Our main Gaussian concentration result is the following.
Proposition 9.
There is a constant c ′ depending on V, β, and a such that for t >
for any k ∈ [1, n] and c depending on c ′ .
This serves as a refinement of the Brascamp-Lieb type inequality proved as Lemma 8.1 of [17] :
cally dominated by G 2 where G is the Gaussian vector on R 2n−1 with density proportional to e −cn g 2 2 /2 . Additionally, under any P q we have that (X, Y ) − (x q , y q ) 2,I is similarly dominated by the norm of a Gaussian vector in dimension 2|I| with entry variance (cn) −1 .
Note that [17] states the above in a far more general way. What is important for the present application is that the convexity constant for any conditional H q can be bounded below by that of H. Lemma 10 may be iterated to produce increasingly better tail estimates on local scales (or shorter stretches of indices). While this sufficed for the soft edge problem in [17] , for the control required below it is more efficient to take a different approach.
Here we rely on the fact that, with β ≥ 1, P satisfies a Logarithmic Sobolev Inequality (see for example [2] ). Given that, "Herbst's argument" (see Theorem 5.3 of [16] ) yields:
Applied to F (x, y) = x k or y k this produces an inequality of the form (3.1) for all t > 0, though centered at the mean rather than at the minimizer. Proposition 9 then follows from the next estimate, which actually makes essential use of the old Gaussian concentration result Lemma 10.
Lemma 12. It holds that
for any k ∈ [1, n] and c = c(V, β, a).
Proof. Throughout we use the shorthand Z (or z) to denote the pair of variables (X, Y ) (or (x, y)).
To start we fix an interval D = {k ∈ [ℓ − d/2, ℓ + d/2]}, and for a choice of m (to be determined) let I be the interval made up of D and the (at most) m indices to the left/right. As usual ∂I will denote the d indices to the left and/or right of I. If any part of D, I, or ∂I falls outside of [1, n] , it is truncated in the obvious way or viewed as empty. Then, with E q the conditional expectation with respect to the variables q ∈ ∂I we write
Here z q denotes the conditional minimizer of H q on I (with boundary conditions q). By passing the randomness onto the variables q (for which we continue to use lower case) we will be able to iterate this inequality. Further bounding (3.2) above we have that
by Lemma 10. And by Proposition 5 we also have the bound: with Q ∂I the event that
for a c = c ′ (b). And using Lemma 6 on the complement of Q ∂I :
By Holder's inequality and another application of Proposition 10 we can control the second term on the right hand side by a constant multiple of
Adjusting constants and substituting this last estimate along with (3.3) into (3.2) gives
At this point we can choose m large enough (but independent of n) so that ce −m/c < 1/4
and then for large enough n absorb the final term on the right hand side into the first. Then (3.5) may be schematized as in:
Here a k is E max i∈D |Z i − z o i | for whatever interval D centered at k with a ℓ = 0 for ℓ ≤ 0 or ℓ ≥ n. In this interpretation, the q in the expectation on the right hand side of (3.5) stands in for the corresponding (random) Z variable while ∂I serves as a shifted copy of D.
The claim is that (3.6) (along with its corresponding side conditions) implies all the a k = a k (n) are bounded by a constant multiple of n −1/2 . After a scaling the problem can be summarized thus: Given an array
. . , L which is nonnegative, finite and satisfies (for each L),
there is a constant which bounds all b k independently of L. This can be seen by contradiction: if for some j we have that say b j ≥ 4, any such solution must grow exponentially to either the left or right of j. But this would violate the Dirichlet boundary conditions imposed at j = 0 or j = L.
Laplace estimates
Along with P q (dx, dy) =
1 Zq e −nβHq(x,y) dxdy introduce the natural Gaussian measure approximating P q over the same interval I: 8) where H q denotes the Hessian of H q evaluated at (x q , y q ). We also bring in the mixture of ν q over boundary conditions in "typical" position, defined by
with δ n = log n n . To determine the statistics of the field for bulk indices, we have the following estimate which relates the P -expectation of certain polynomial test functions to those of averaged Gaussians. 
Of course, c and c ′ figure into the implied constants in the error terms and the estimate (3.10) presumes that |K|(log n) 3/2 n −1/2 = o(1).
As a consequence of Proposition 13 the limiting variance of the field k → (X k , Y k ) will be determined through: 
where the implied constant in the error term depends only on δ, V, β, a, c, c ′ . In particular, the same estimate holds with E in place of E q .
Last, we will require the more particular control for indices down to O(log n) away from the singularity. 12) and
Corollary 15. It holds that
uniformly for k ∈ [c log n, n − c log n] with c = c(V, β, a) sufficiently large.
While Corollary 14 is a direct calculation based on Proposition 13, the proof of Corollary 15 entails that a higher order expansion be made than that behind the estimate (3.10).
(The unattractive log factors in (3.12) and (3.13) could be improved by yet a higher order expansion, but the above suffices for what we will need.)
Proof of Proposition 13. To be concrete, we will assume that there are constants p, q so that
It will be clear in the course of the argument that other choices of (bounded coefficient and bounded degree) polynomial F I will only alter the choices of c ′ and c made along the way.
With F I as specified and
}, we first claim that by choice of c ′ and c:
where (x q , y q ) refers to the minimizer of the corresponding H q on the larger interval K.
(Note: if the right edge of support of I is less than c log n away from n, we are considering a one-sided minimization with boundary conditions placed to the left of K.) For line one, Lemma 10 shows EF q ∈ Q ∂K . A second application of Cauchy-Schwartz using Lemma 10 to control the E q expectation of powers of F I (x q , y q ) produces the estimate.
At the expense of another O(n −2 ) error, we can now further restrict the inner E q expectation in (3.14) to the event Q K on which
for all i ∈ K for some c ′′′ . This is a repetition of the argument employed in the first estimate of (3.14) coupled with the fact that Proposition 5 gives that |x
with the sharper estimate used just above holding on I)
Now we are in position to approximate P q by the Gaussian measure ν q = ν K,q introduced in (3.8). If necessary we can adjust Z q (the P q normalizer) so that H q (x q , y q ) = 0. Then,
Taylor's formula gives that
Here ρ k = ρ V,k indicates a (positive) polynomial of fixed degree in the variables (x i (t),
while (x(t), y(t)) draws out the line between (x q , y q ) and (x, y). We use the fact that trV (BB T ) is finite-range, so there are fixed number of mixed third-partial derivative involving any index k ∈ K stemming from the polynomial of H q . For the factors corresponding to the third derivatives of the log terms in H q , note that any k ∈ K under consideration is large enough so that 4k ≥ 2(k + |a| + 1/β). Further, with the left endpoint of K at least δn/2, the results of the Section 2 gives that: restricted to Q K , (x q , y q ), and so also (x(t), y(t)), are bounded above and below independently of n or q ∈ Q ∂K . Therefore,
with γ depending only on the parameters δ, c, V, β, a. This allows the conclusion that 18) which is effectively the claim. Here we have used that, with η the right hand side of (3.17),
The Logarithmic Sobolev Inequality for Gaussian measures gives that ν q (Q K ) is the same order as P q (Q K ) (the measures were built to have the same convexity constant). That is, with each of these factors a negative power of n, the upper and lower bounds in (3.19) are controlled by e ±η = 1 + O(η) with η = o(1).
Proof of Corollary 14. Denoting by S I (x o , y o ) the squared sum within the expectation of (3.11), the (beginning of) the proof of Proposition 13 yields
(for choice of c ′ ). Continuing, the same proposition gives that
and we will show that the advertised appraisal (3.11) holds for the remaining ν q integral. This is enough since the multiplicative error in (3.20) , can be combined with the O(n −1 |K|) leading order term in (3.11) to be absorbed into a second o((log n) 2 /n) additive error. Note that the factor φ 2 (i 0 /n)
is of order one. Next compute:
where the right hand side is read as follows. Indexing the integral (and so H q ) according to ( q by its "coarse" version and find an exact eigenvalue problem. Here is where we will use the assumption that I is supported O(log n) away from n.
Recall the coarse Hamiltonian on K at position t = (k 0 +k 1 ) 2n
introduced in (2.8),
Here C is the m × m circulant version of the matrix B(x, y). Then, with H * the Hessian of H K at its minimizer x k = y k = φ(t) for k ∈ K, the needed fact is: q w appearing in (3.21) . Comparing this to the statement (3.11), note that there we sample φ and θ at the initial point i 0 /n rather than the midpoint (i 0 + i 1 )/n − the error in going back in forth between this two is easily seen to be of sufficiently lower order.
To see (3.22) , note that H K is circulant Toeplitz, and hence has v as an eigenvector. With λ the corresponding eigenvalue:
, where we bring back our initial definition of the coarse Hamiltonian H t from (2.1). Using that formula we find that
.
The middle equality follows from the definition (1.7) for φ upon multiplying both sides of that identity by φ ′ (t)φ −2 (t) and integrating by parts.
It remains to show that
Consider the matrix H formed by setting all entries in the O(1) blocks in the upper right and lower left corners of H * to zero. Clearly we have that
On the other hand H q and H are also nearly the same. They are 2d-banded with corresponding entries built from the same functions − except along the diagonal − evaluated at either (x q , y q ) or (φ(t), φ(t)). Along the diagonal the functional entries differ only in the coefficients of the terms corresponding to the second derivatives of the logarithm in H q or H K,t : there one must compare tφ
But these coefficients (t and (k + a − 1/β)/n or (k − 1/β)/n) are no more than O(|K|n
Further, restricted to Q K the values of (x q , y q ) and (φ(t), φ(t)) are no more than O( log n n ) apart (and are uniformly bounded below). It follows that
Convexity of H q provides a constant upper bound on H Proof of Corollary 15. The idea is similar to that behind Proposition 13, though now for each k ∈ [c log n, n − c log n] we let K be the interval of length c log k centered at k for the constant c to be chosen momentarily. Let again q denote the coordinates in ∂K, but now let Q ∂K be the event that ||q −
. By choice of c ′ and Proposition 9,
Both estimates are uniform in k. And so, by the Cauchy-Schwartz (and Jensen's) inequality
, and likewise in the y-variable. Next, for any given q in a
given Q ∂K , we can select the c = c(β, V, a) so that Proposition 5 gives |x
). The conclusion is that: for p = 1 or 2,
uniformly in k. Here we have made the definition,
and
That we can restrict the E q integral in (3.25) to Q K with the stated level of error, follows from the same argument used at the analogous step in the proof of Proposition 13. Turning to an estimate on
we start with the case p = 2. Under the approximating Gaussian measure ν q = ν K,q we have that
The first term is an exact Gaussian computation, after removing the restriction to Q k . The error term uses that by choice of c
indices of the ν q integral and the matrix H q are indexed x k 0 , y k 0 , x k 0 +1 , y k 0 +1 , ..., as before.
Next recall that the proof of Corollary 14 introduces a banded Toeplitz approximate H to H q (H is the Hessian of the coarse Hamiltonian H K on K, with the corner entries which make the latter circulant removed), and would like to replace the appearances of H q in (3.26) with this approximate. Since (H −1 ) ii = (H −1 ) jj for all i, j ∈ K and, by convexity, H −1
is controlled by a constant multiple of H q − H , this norm must now be estimated for K possibly within log n of the singularity.
In the current setting we have that: with t = k/n and so φ(t) the common variable where the entries of H are evaluated, |x 
Hence the difference between any off diagonal of H and H q are also controlled by O( log k/n). The more delicate issue is now the diagonals where one has to consider the absolute differences |φ(t)
Here we use that in general we have that φ(t) ≥ δ k/n, and so the given x q i and y q i for i ∈ K satisfy the same lower bound. But since any of these diagonal components are multiplied by coefficients which are O(k/n) throughout K, the corresponding entry differences are actually O( log k/k) and we have that
compare (3.24). Therefore, (3.26) can be continued as in
To finish, write
where once more Z ′ q and Z q denote the normalizers for ν q and P q , respectively. Now recalling (3.16) from the proof of Proposition 13, the estimate (3.17) can be replaced by
for another constant γ = γ(V, β, a, c, c ′ ). Here we have used the current definition of Q K which restricts (x q , y q ) − (x, y)
, that now |K| = c log k, and a worse case upper bound of O((n/k) 3/2 ) on any of the x i (t) −3 or y i (t) −3 for i ∈ K (recall that these are the interpolants from (x q i , y q i ) to (x i , y i ) ∈ Q K ). Next, since the right hand side of (3.30) is o(1) for k ≥ c log n, (3.19) shows the ratios Z ′ q /Z q are bounded above and below by constants only depending on c, c ′ and V, β, a. Finally then, using that |e ζ − 1| ≤ 2|ζ| for |ζ| ≤ 1 (applied to ζ = nβH (3) q restricted to Q K ) and |△ 2 |dν q = O(n −1 ), we find for the second term in (3.29) that
This is the estimate reported in (3.13).
For the difference of the means, one has to consider an additional order. We now write,
for which we readily have the following:
The first of these is due: 
q | on Q K is controlled by the square of the right hand side of (3.30). As we have noted, Z ′ q /Z q is of constant order (uniformly for all K and choices of "good" boundary conditions q), and so it remains to consider n Q K △ 1 H (3) q dν q . For this we first schematize H (3) q as in
Here P V,q represents the appropriate sum of third derivatives of the potential term, while with
the sum over centered cubics corresponds to the (third derivatives of the) logarithmic terms of H q . Since a i and b i are complicated functions of (x, y), to perform the desired integral we first note: on Q K ,
Hence, if we replace all appearances of a i and b i in (3.33) by c i , we make an O(log k ×
) sup-norm error (granted we working on Q K ) to H
q , and so a O(
Similar preprocessing is required for the integral involving P V . However, that integral will clearly be subdominant compared with that over the second term in (3.33) since both a i and b i are as large as O( n/i). We will therefore only detail how to deal with this term. After making the substitution just described, we have the evaluation:
It is by now understood that we can go from this full-space integral to that restricted to Q K making further subdominant errors. Things are at long last wrapped in the same way that (3.26) was treated. First observe that, if we could replace H q with its approximate H throughout (3.34), the quantity within the square brackets vanishes on account that H is Toeplitz. Since again all entries of H −1 q and H −1 are uniformly bounded, a computation using (3.27) shows that the the error incurred in making that substitution in (3.34) is O(
). As this lies under the larger of the error estimates in (3.32) − which is what is reported in (3.12) − the proof is finished.
Central limit theorem
Here we complete the identification of the limit of the K n kernel by proving:
in the Skorohod topology on (0, 1].
Recall (1.14). Note that Gaussian concentration plus the formulas for the minimizer developed in the last two sections already give that X ⌊nt⌋ ⇒ φ(t) as processes on [δ, 1] for any δ > 0.
Linearizing
As a first step we have the following.
Lemma 17. For Proposition 16 it is sufficient to show that
Proof. We fix a (small) δ > 0, and show the claim for all processes restricted to t ∈ [δ, 1]. Afterwards it will be clear that the choice of δ is arbitrary. Again denote
with c chosen so that P (Q c ) ≤ n −4 for all n large enough (Proposition 9). Certainly it is enough to work with the process 1 Q n k=⌊nt⌋ log
At the same time,
uniformly for k ∈ [nδ, n] with probability one. Here ǫ can be chosen as small as one likes subject to the implied constant on the right hand side depending on ǫ. This follows as | log(1 + t) − t + t 2 /2| ≤ |t| 3 for all |t| ≤ 1/2 while, with (Z, z) = (X, x) or (Y, y): on Q all
k is uniformly bounded below for k > δn, and |
) throughout the same range of indices. For the last two facts see Proposition 8. So, with the left hand side of the above display denoted by η k,n we have that t → n ⌊nt⌋ η k,n converges to the zero process.
Consider next
The proof will be finished by showing that max m∈[δn,n] |ζ n m | goes to zero with probability one. We actually take the approximation
for ψ(z) = z 2 for |z| ≤ c log n n outside of which ψ is taken to be constant. Obviously,ζ n m and ζ n m agree on Q, while as a map from x m , y m , . . . x n , y n − 1 to R, we have that |∇ζ n m (x, y)| 2 ≤ c ′ log n with c ′ depending on δ. Lemma 11 then implies that 
Finite dimensional convergence
We employ a classical blocking argument, with the limit being understood through the sum over "good blocks" (of length O(n 1/6 )) of the variables, each such block separated by O(log n)
"buffers". That the minimizer of any conditional Hamiltonian becomes independent of the boundary in O(log n) steps will produce the required decorrelation between adjacent blocks. Define recursively the times,
and corresponding good blocks and buffers: for i = 1, 2, . . . ,
2)
Here we made one more approximation in pulling the φ −1 of smallest index out of each block sum. By the continuity of φ it will be clear that this will make no difference in what follows. Also, truncating the final G i sum if necessary we can always assume that the stretch [n − c log n, n] is buffer. With this setup the result is:
. Then as n → ∞, there is a suitable choice of c = c(V, β, a) in (4.2) so that for any k and 0 < t 1 
, . . . , B n t k ), converge in law to a centered Gaussian vector with covariance
and the zero vector, respectively. Proof. We start by estimating Ee iτ G n t for t fixed. With I i the support of any corresponding G i figuring into G n t , denote by K i the interval formed by adjoining the (c/3) log n length stretches of indices to the left/right of I i . The parameter c is chosen large enough so that the strategy of Proposition 13 can be followed (the length c log n buffer about I i is now length (c/3) log n, but c is chosen as needed in both cases). In particular, boundary values set at ∂K i will have weak influence on the statistics of G i .
With q i the variables in ∂K i we by now understand that
where Q is the event that
for suitably large c ′ . Further,
by Proposition 13 (or rather its proof). Similarly, by Corollary 15 we have that
. Combining these facts with Corollary 14 we find that
Substituting back into (4.3) we recognize the Riemann sum for
The same considerations apply to B n t , with the right hand side of (4.4) modified by shifting 2i to 2i − 1. But (m 2i − m 2i−1 )n −1 = o(△) while there are still △ −1 factors in the analog of (4.
3) The outcome is that Ee iτ B n t → 1 as n → ∞. To be precise we note that while Corollaries 14 and 15 do not apply to the final block B i(n) in B n t (as it is constructed to be supported on [n − c log n, n], a more crude estimate by Proposition 13 gives that
The convergence of k-point marginals follows from the asymptotic independence of increments for t → G n t which is immediate from the necessary version of (4.3). Taking k = 2 gets the point across. With s < t and any τ and ν,
and the exponent reads (− 1 2β
) as desired. In line one above we simply use that no G i is included in both (G n s − G n t ) and G n t − the convention being it belongs to the sum in which its left-most point of support lies. Thus the conditionings variables q and q ′ can be chosen not to overlap, and to be a distance O(log n) from any of the corresponding G i 's within. Now we simply apply the strategy inherent in (4.4) to the E q and E q ′ expectations separately.
Pathwise convergence
To lift the convergence from marginal distributions to convergence in the space of continuous paths we show the following.
Lemma 19. With ζ n t either equal to G n t or B n t defined in the statement of Lemma 18 and all 0 ≤ r ≤ s ≤ t ≤ 1:
for a constant c and all large enough n.
This suffices for the tightness of t → G n t and t → B n t due to Theorem 13.5 of [4] . To compare the above with that statement, note that we are using the latter in the case that the limit process is continuous, the α and β parameters defined there equal to one, and choice of F (t) = − √ c log θ(t) (our time-like parameter naturally runs "in reverse"). We can then conclude the full convergence of the desired process t → G
by Slutsky's Lemma.
Proof. We show the inequality (4.5) holds for the process of good blocks G n t . A similar calculation will apply to B n t . To start write 6) recalling (4.2). The main contribution stems from terms on the right hand side of (4.6) in which i 1 = i 2 and j 1 = j 2 . For any such term we have that: with δ n = c ′ log n n and large enough c ′ ,
by reasoning used several times before. And as in all such cases, we can choose the supports of the disjoint boundary q i and q j a large multiple of log n away from the respective supports of G i and G j . The inequality in (4.7) is then a direct consequence of Corollary 14. Summed over all O(n 2 |m 2k+1 − m 2k | −2 ) = O(n 5/3 ) possible i and j we get a constant multiple of upper bound for the corresponding subsum of (4.6). Terms of type i 1 = i 2 or j 1 = j 2 in (4.6) are easily seen to be subdominant given, in this regime of indices,
). This is a byproduct of the proof of Corollary 15.
Convergence in norm
The results of the previous section imply the pointwise convergence of K n (s, t) to K(s, t), at least over subsequences on a suitable probability space. The proof of the convergence of the corresponding operators in Hilbert-Schmidt norm (and in the same subsequential coupling) would follow if we could build a dominating kernel K (that is, K n (s, t) ≤ K(s, t)) which lies almost surely in L 2 ([0, 1] 2 ). Note that one readily checks that 1 0 t 0 |K(s, t)| 2 dsdt < ∞ with probability one. The next proposition provides such an estimate, but only away from the singularity at the origin.
Proposition 20. For sufficiently large c = c(V, β, a) and any ǫ > 0,
in which C n = C n (c, ǫ) is a tight random sequence.
The point is that, denoting the deterministic part of the right hand side of (5.1) by
2) a calculation shows that
. To bridge the gap for small values of s and t, we will show the following.
in probability.
We mention that in establishing the convergence of the classical β-Laguerre matrix model to SBO β,a in [18] a single dominating kernel was relatively easy to come by. On the other hand, for the "spiked" hard edge considered in [19] in which case one deals with matrix kernel operators a similar cutoff procedure was required O(log n) steps away from the singularity.
In any case, one may now argue as follows. Given any subsequence of operators K n , choose a further subsequence K n ′ and a probability space on which (5.3) takes place almost surely and the bound (5.1) holds almost surely with the tight sequence C n ′ replaced by some deterministic constant (bounding the chosen subsequential limit of tight the prefactors). Presuming the pointwise convergence K n ′ → K of kernels also takes place almost surely on the same space (which may be achieved by taking yet a further subequence), it follows that
2 dsdt → 0 with probability one. This completes the proof of Theorem 2 and hence the main result. The proofs of Propositions 20 and 21 occupy the next two subsections.
Tight kernel bound away from the singularity
Proposition 20 is a consequence of the following.
p . Then for any p ∈ (1/2, 1) and c = c(V, β, a) large enough, the sequence
is tight.
The results of Sections 2 and 3 (concentration about the minimizers and proximity of the coarse and true minimizers) show that max k>c log n (φ(k/n)/X k ) is also tight, controlling the prefactor to the random product appearing in the definition of K n (s, t). In particular then there is a tight random sequence C n such that 1/X k ≤ C n /φ(k/n) and n j=k log(
, at least for k in the prescribed range. But that means that
, for s, t > c log n n .
(5.5)
Here we have used that:
for nt > c log n and some constant c ′ , recall Proposition 8. This last (error) term is then absorbed into the C n φ(t) ǫ in (5.5). That estimate in turn implies the claimed inequality 
. This is not quite accurate, compare the definition (1.11), but can be considered a convenient shorthand and will not make any difference for the level of estimate required here.
As for Lemma 22 we need one last ingredient. This is due to Dudley [8] (though see Proposition 2.2.10 of [20] for a succinct proof).
Proposition 23. Consider a metric space (T, d) and a centered process (Z t ) t∈T with law P satisfying
for all λ > 0. Then there is a universal constant c such that
in which e q (T ) = inf sup t∈T d(t, T q ) and the infimum is over all T q ⊂ T of cardinality ≤ 2 2 q .
Proof of Lemma 22. The first step is to truncate the logarithm. With c ′ > 1 to be chosen momentarily let δ n = c ′ log n n , and for each j ∈ [c log n, n], where c ≥ c ′ will also be chosen along the way, define: 
These bounds at least guarantee that (5.8) is sensible. Further, for all k in the range of interest the sum
And then once again Proposition 9 along with a union bound implies
is chosen large enough. Hence, to prove the claim it suffices to show that max
Where now c = c(V, β, a) is fixed after an appropriate choice of c ′ .
Next we note that, as a map taking (x k , . . . x n ; y k , . . . y n ) → R, S k has square Lipschitz norm bounded as in 12) where the second inequality in (5.9) is used. Therefore, by Lemma 11
for all λ > 0 and all k ≥ c log n with yet another constant c ′′ = c ′′ (V, β, a)
Turning to (5.11), we introduce 14) and, noting that it is only the small (as in o(n)) values of k which really require attention, estimate as follows:
The second inequality is due to (5.13) along with the fact that the maximum function has Lipschitz norm one. Recalling that p > 1/2, the proof will be finished by showing that EF m is uniformly bounded in m and n (in which case the right hand side above can be made as small as one likes by taking λ ↑ ∞). This is where Proposition 23 comes in. Another application for (5.13) shows that the condition (5.6) of that Proposition is satisfied with the discrete process k → S k −ES k in the role of t → Z t with T = [ne −m−1 , ne −m ] and metric d(k, ℓ) equal to a constant (i.e., independent of both n and m) multiple of | log k/ℓ|. In particular, T = T (m, n) has diameter bounded independently of n or m. Thus, the e q (T ) in the punchline (5.7) can be bounded by sup k∈T d(k, T q ) for an equally spaced T q , with the result that e q = O(2 −2 q ) and
where c ′′′ can be chosen fixed for all n and m.
It is left is to demonstrate that sup k>c log n ES k is similarly bounded. Since
after restoring the integrals to the full domain (from Q) and using that
and once more that z o k ≥ c k/n in the last term. But by Corollary 15 we have for example,
with a similar conclusion for the sum of the mean-square differences.
Near the singularity
Proposition 21 actually uses Proposition 20 as input, in addition to the next rough estimate. Again the strategy is similar to that in [19] (see Sections 3.5-3.6 there).
Lemma 24. For any c > 0 there exist events B n of probability tending to one on which
with a constant c ′ = c(V, β, a, c) and κ n = c ′ n log 2 n.
Granted this we will first prove the proposition and return to the proof of Lemma 24 afterwards.
Proof of Proposition 21. As the integral in question in (5.3) is increasing in c we may as well assume that it is large enough so that Proposition 20 is in place. In addition, we will invoke that proposition in the following way. Denote by A n the event that the random sequence C n appearing (5.1) exceeds some c ′ . By choice of c ′ we can take the probability of A n as close to one as we like. We are left to show that the appraisal (5.3) takes place on the intersection of A n and B n . Now denoting δ n = c log n n and on B n , Lemma 24 gives that,
The first inequality uses (5.16) along with the fact that φ(t) is bounded above and below by constant multiples of √ t for t ≪ 1 (and absorbs these constants into an adjusted c ′ ). The second inequality is an elementary Laplace approximation.
On the remaining domain of integration write
which, restricted to the event A n ∩ B n , is bounded above as in
The first line employs the same arguments used in the first line of (5.17), as well as the observation that the proof of Lemma 24 includes the bound Proof of Lemma 24. The events B n are constructed so that the inequality
holds for all indices k ≤ c log n with a fixed constant c ′ = c ′ (c, β, a, V ). Granted this one has that X ⌊nt⌋ K n (s, t) =
for s, t ≤ c log n n , simply due to (1 + a) ≤ e a for a ≥ 0. Further estimating above the obvious Riemann sum produces the exponential factor in the advertised (5.16 ). An appropriate upper bound on the (X ⌊nt⌋ ) −1 prefactors will follow in the coarse of establishing (5.19).
To begin, using Proposition 9 yet again we have that
′ log 2 n n for any k ≤ c log n ≤ c log n × (log n) −γ(c ′ ) , (5.20) where γ can be made large by choice of c ′ . On the other hand we also have that
for k ≤ c log n. The latter follows from the established O(1/ √ n) closeness of the true and fine minimizers for k ≤ c log n (Proposition 8) coupled with the explicit formulas for the fine minimizers. Now set B (1) n = |(X k , Y k ) − (φ(k/n), φ(k/n))| ≤ c ′ log 2 n n for c ′′ log 2 n ≤ k ≤ c log n with a c ′′ to be chosen momentarily. We have just explained why P (B , granted that c ′ log 2 n √ nφ(k/n) < 1 2 , which can be guaranteed by taking c ′′ large depending on c ′ . This is (5.19), after a readjustment of c ′ .
Moving to the range k ≤ c ′′ log 2 n first observe that for such indices the right hand side of (5.19) can be replaced by a constant multiple of log 2 n k
. Here we select a small δ > 0 such that
and define
B
(2) n = |Y k − φ(k/n))| ≤ c ′ log 3 n n for k ≤ c ′′ log 2 n ∩ X k > δ 2 φ(k/n) for log 4 n ≤ k ≤ c ′′ log 2 n, X k > 1 n log 3 n for k ≤ log 4 n .
With the corresponding restrictions on X k and Y k in place it holds that Leaving aside the verification that P (B
n ) = 1 − o(1), the claim is that the proof is complete by choosing B n = B For smaller values of k the bound available from the definition of B (2) n is off by a factor of log 3 n k . But this is readily absorbed into the upper bound on Y k /X k provided by (5.25).
Returning to the probability of B
2 , that
holds by the same reasoning behind (5.20) and (5.21). The twist is the different type of restriction placed on X k from below for k in this range, the lower bound provided by Gaussian concentration now being cumbersome. For k ∈ [log 4 n, c ′′ log 2 n] we require an upper bound on P X k ≤ δ 2 φ(k/n) ≤ P X k ≤ δ k/n .
As Lemma 25 below shows, this probability is less than a constant multiple of P (ζ ≤ ǫEζ) in which ζ ∼ χ β(k+a) and ǫ = ǫ(δ, a, β) can be taken less than 1/2 granted that δ ≪ 1. Here we use that k ≫ 1 and that for any χ r random variable r − 1/2 ≤ Eχ r ≤ √ r as long as r ≥ 1. Next bring in the following tail inequality: again with χ r denoting a random variable of the indicated law and r ≥ 1,
This is a consequence of the Logarithmic Sobolev Inequality for measures with strictly logconcave densities (Chapter 5 of [16] ) along with the mentioned upper/lower bounds on Eχ r . Combining these remarks the conclusion is that P X k ≤ δ 2 φ(k/n), for some k ∈ [log 4 n, c ′′ log 2 n] ≤ c which tends to zero as n → ∞. Finally, for k ≤ log 4 n (with the real problem being when k is order one) the inequality (5.26) becomes ineffective, but we get by with the more elementary P (χ r ≤ δ) ≤ κδ r where κ is fixed (for r ≥ 1). This simple estimate yields P X k ≤ 1 n log 3 n , for some k ≤ log 4 n ≤ in which ζ is a χ β(k+a) random variable and c ′ depends on c (and β, a, V ).
Proof. First, conditioned on all the other variables X k has density function proportional to, f (x; z) = x β(k+a)−1 e −nγx 2 +nΓ(x,z) , where γ > 0 is a constant and Γ(x, z) is polynomial in x and the other coordinates z j ∈ I k . Note that the exponent of any variable in Γ is at least two. Hence, with p(t) denoting the left hand side of (5.27) we have that The proof is completed by a standard stationary phase calculation which shows that the integral in the denominator can be bounded below (independently of of n, k ≤ n, β or a) by a constant multiple of 
