This paper presents the summary of the image processing of a vision-based three-axis attitude determination sensor, which observes a solar system oblate body such as a planet or a planet's moon. From the observed image it is possible to extract two independent directions and, consequently, to estimate the three-axis spacecraft attitude. By measuring two independent directions, the sensor can operate in a stand-alone configuration. In this paper, algorithms to determine the required parameters using the observed image are briefly described. Sensitivity is investigated by giving correlation results associated with image translation and rotation, two required process to derive the sensor attitude data.
Introduction
The definition of attitude determination is to estimate the attitude parameters of the Bodyfixed Reference Frame (BRF), which is fixed to a vehicle body, with respect to a reference coordinate frame, such as the Earth Centered Inertial (ECI) reference system. Due to the sensor type, attitude determination algorithms are largely divided into two approaches: static methods and filtering methods. Static methods give a point-by-point attitude solution, while filtering methods combine dynamic and/or kinematic models. Both methods use the measurements of the attitude sensors, such as Sun sensor, Earth sensor, magnetometers, and star trackers. Vector observation methods usually use Line-Of-Sight (LOS) vectors as measurements. All static methods provide an attitude information without a priori information when at least two independent and unparallel LOS vector measurements are available. Usually, any attitude sensor measures a single LOS vector. Therefore, a minimum of two different sensors are required for three-axis attitude estimation. The only exception is the wide Field-Of-View (FOV) star tracker which, in turn, is the most expensive, heavy, and complex or by applying a simple equation which uses only the spacecraft-to-Moon direction and the phase angle [5] .
Many algorithms developed for the MSAS could be adapted to an Earth-Sun Attitude Sensor (ESAS) with few modifications [8] . Moreover, for the ESAS we have the advantage that it does not need tracking systems if the camera optical axis is aligned with the nadir direction. This can be done in the large class of spacecrafts having a direction constantly pointed to the Earth (e.g. the gravity-gradient stabilized spacecraft).
Image Processing Outline
The MOI and the MRI are substantially identical. In general, they appear displaced by translation and rotation with respect to each other. The optimal translation and rotation are identified by evaluating the correlation coefficient between these two images. The correlation between two images, I and J, is quantified by the correlation coefficient
whereĪ andJ are the mean of the values of the two images I and J, respectively. Any translation or rotation of the actual image with respect to the reference image gives a varying correlation coefficient r. The peak of the correlation function corresponds to the best match between the two images; hence, the angle of rotation needed to get the maximum corresponds to the phase angle. In order to perform the correlation, a translation of the actual image to overlap the centers is applied, followed by a rotation around the common center. Figure 1 represents an outline of the image processing used to estimate the phase angle.
The image process begins with a Moon image, as the one shown in Fig. 2 . After a 3 × 3 median filtering ¶ to reduce "salt and pepper" noise (On/Off pixels) we obtain Fig. 3 . Then, the image is converted to a binary image by thresholding obtaining Fig. 4 . Unfortunately, binary conversion creates isolated spikes that can be removed. This is done by a "majority" morphological operation, obtaining Fig. 4 , by setting a pixel to 1 if five or more pixels in its 3 × 3 neighborhood are 1's; otherwise, it sets the pixel to 0.
At this point the edge detection is performed to extract the Moon contour. The next step is the estimation of the Moon center using the contour data, then perform image translation and, finally, the evaluation of the rotation amplitude needed to reach the maximum correlation between MOI and MRI, namely, the phase angle. This angle is nothing else than the slope angle of the axis of symmetry of the illuminated image. However, maximizing the correlation provides, in general, a more accurate result. ¶ A m × n median filter provides a picture where each output pixel contains the median value in the m × n neighborhood around the corresponding pixel in the input image. Median filtering is more effective than convolution when the goal is to simultaneously reduce noise and preserve edges. Using a digital monochromatic camera, the rotation and correlation are performed using gray-scale images, black and white images, and contour images. The obtained correlation results are given. In the case of full Moon, however, the correlation of the contour images is meaningless, since both images are about circular. In this case a reference feature on the Moon surface is used (the Crisium sea) in both the actual and in the reference images. Rotation and correlation are performed using black images, where only the Crisium sea is evidenced in white.
Edge extraction
Most of the parameter estimation techniques, such as the center and phase angle estimation, use the Moon's contour coordinates. Therefore, the most important aspect of the entire MSAS data processing is the Moon's edge detection. The method used for the Moon's edge detection is an approximation of the Canny approach [12] . In order to find edges the gradient of the image I(x, y) in the x and y directions is computed: let them be I x = ∂I ∂x and I y = ∂I ∂y respectively. The modulus of the gradient can then be computed with the relation ∇I(x, y) = I 2 x + I 2 y . A point (x, y) is considered belonging to an edge if the value of the modulus of the gradient is higher than a pre-defined threshold.
Since the image I[x, y] is a discrete 2-D function obtained through sampling, in order to take derivatives we need to rebuild the original continuous function, then take the derivative and finally sample it. Using the Nyquist's theorem, the reconstruction can be done through convolution with an ideal 2-D sync function. Let h(x, y) = sync(x, y), h(x) = sync(x) and 
where the asterisk " * " denotes the convolution operation. Therefore the sampled gradient will be
using a discrete convolution. The prime denotes the derivative with respect to the argument.
The ideal sync function can not be implemented in a real filter and its truncation leads to poor results, therefore h(x) and h (x) are usually approximated using a gaussian function g(x) and its derivative g (x). The gaussian filter has the additional benefit of smoothing the image prior to taking the gradient, thus reduces the effect of noise [13] . The length of h[x] and the variance σ 2 have been derived experimentally. Once the filtering is completed, in order to get a connected Moon edge without interruptions or isolated pixels, an edge linking procedure is applied to the gradient image.
Estimation of the Body Center
Once the image data associated with a body's contour is available, then the center of the body (x c , y c ) in the BRF can be estimated. This is done by a simple or a constrained nonlinear least squares estimation. When the observed body has small oblateness such as the Mercury, the Moon, and the Venus then the adopted least square function can be circle (two parameter estimation), while when the oblateness is not negligible, the function is an oriented ellipse, which implies to estimate five parameters.
Least squares estimation
In the case of full Moon, the estimation of the body center can easily be performed by a simple least squares. Based on the knowledge of the camera focal length f and on the spacecraft-Moon relative distance, the Moon radius R can be estimated in pixel coordinates. The pixels belonging to the Moon edge can be fitted by the function
where (x i , y i ) are the coordinates of the i-th pixel associated with the edge, and (x c , y c ) are the unknown coordinates of the center. The body center is then evaluated by using the Nelder-Mead simplex method, where the minimization is performed with respect to x c and y c .
The minimization of the standard deviation (instead of the usual mean square value) gives better performance in presence of spurious pixels that can arise in the case of partial illumination. An alternative approach is the minimization of the weighted quadratic loss function
where the α i are relative weights proportional to the absolute gradient. When the body oblateness is not negligible the body center is estimated by a constrained non-linear least 
can be used, where R po ≤ R ≤ R eq is the constraint, and ϑ the angle identifying the semimajor axis. However, in the general case, the body is not fully illuminated and the body edge is made of two distinct edges (see Fig. 7 ): one is the actual body edge, while the other is the Sun terminator, which is a projected ellipse. To obtain the Body center, we must apply the above given least squares procedure only to the pixels of the real edge (circular or elliptical). To this end, the identification of the terminator can be done as follows.
1. Consider the image obtained by filling the body illuminated area with white pixels, leaving the outside black (Fig. 7) . We can compute the axis of symmetry of the white figure by considering the image as a planar uniform mass: white pixels have mass one, black pixels have mass zero. As a consequence, the symmetry axis can be identified as the eigenvector associated to the largest eigenvalue of the figure inertia tensor
where
moments of inertia, and the summations are extended to all the internal pixels. This direction gives us the orientation of the axis of symmetry. The axis of symmetry passes through the figure's barycenter. 8 ). The intersections of these lines with the body edge, give two triplets of points. We can compute the circle passing through each triplet and select the one giving the radius closest to the estimated one. The center of the selected circle represents a rough estimation of the center.
3. Now consider a circle C of radius r, whose center coincides with the rough center obtained in the previous step (see Fig. 9 ). The radius r is slightly less than the body radius R. We delete the pixels of the edge inside the circle C. So, we leave only the pixels of the circular part, along with some spurious pixels at the borders of the terminator; to these pixels we can apply the least squares method to obtain an accurate centre estimate.
To ascertain the accuracy of the method we compute the correlation between the circular part and the circular part rotated around the center, computed as explained above. An example comparison of the behavior of the correlation with respect to the rotation angle is shown in Fig. 10 . The correlation decreases smoothly while increasing the angle, denoting an accurate estimate of the center. If the center of rotation is incorrect, the correlation rolls off rapidly, since the two circles do not overlap. For the sake of comparison, the correlation obtained rotating the circular part around the incorrect center is shown in Fig. 10 (dotted line). 
Image translation
The observed images are discrete, being collected by a CCD camera; so, translation by a discrete amount of pixels seems a reasonable choice. However, the coordinates of the body center do not correspond to an integer number of pixels; so, discrete translation entails a loss of accuracy in the superposition of the two body images. To avoid this effect a continuous translation algorithm is adopted and explained hereafter.
The translation of an image by a non integer number of pixels can be performed in two steps: a translation of an integer number of pixels, followed by a translation of a fraction of pixel. The first operation is very simple, since the image is stored in a matrix; it is sufficient to move the matrix elements of the given number of rows and columns, while the case of fractional translation is more involved (see Fig. 11 ).
Let f R < 1 and f L < 1 be the fractional translations to right and to down, respectively. In this case there is a partial overlap of four neighboring pixels over the "new" pixel (i, j); the overlapping pixels are (i − 1, j − 1), (i − 1, j), (i, j − 1), and (i, j) themselves. The intensity of pixel (i, j), after translation, can be computed as a weighted sum of four contributions
Using the above formula for every pixel in the original image, and rounding the results to the nearest gray levels, we obtain the translated image. A consequence of analog translation is a smoothing effect, due to the distribution of pixel intensities on the neighboring pixels.
In spite of this, we adopted analog translation taking into account the following aspects: 1) Figure 11 : Fractional Translation smoothing is absent if the amount of translation is integer or near integer, and 2) analog translation corresponds to good correlation properties, as shown in the following.
Image rotation
As for the image rotation (about a generic point), let us consider the pixel gray level as a lumped mass M centered at the pixel center. The rotation mechanism implies the pixel mass be moved into a new position P (see Fig. 12 ). Let O be the center of rotation, we have the following formulae x = x cos ϕ − y sin ϕ and y = x sin ϕ + y cos ϕ
being (x, y) the coordinates of the pixel center P . The angle ϕ is assumed positive if counterclockwise.
The original pixel "affects" four pixels in the rotated image (see Fig. 13 ); their coordinates are (m, n), (m + 1, n), (m, n + 1), and (m + 1, n + 1), where m = x , and n = y , and where u denotes the maximum integer less than u. Then, we distribute the pixel "mass" M (i.e. the gray level) among the four pixels, so that the center of gravity of the resulting four masses coincides with the rotated center P . Assuming α = m + 1 − x , and β = n + 1 − y
we compute the new gray levels, due to the rotation of P , as follows. First we distribute the mass in the horizontal direction
Then we distribute the mass in the vertical direction
The sum of the four masses αMβ
validates the correctness of the above formulae (equal to the "mass" of the rotated pixel). The coordinates of the center of gravity of the four masses are
Adding the effects of every pixel in the original image, and rounding the results to the nearest gray levels, we obtain the rotated image.
Correlation results
In order to quantify the accuracy of the proposed methods, some numerical tests have been performed. The correlations are computed between the original images and the rotated counterparts about the estimated centers obtained by the least squares. Figure 14 shows the correlation comparison using four types of images, the grey tone Moon image, the black and white (BW) Moon image, the contour of the Moon, and the circular part of the Moon contour.
As can be seen in Fig. 14 , the sensitivity of the correlation coefficient depends on the rotation angle. This confirms the validity of the proposed algorithms for center computation and image rotation. From the comparison, the correlations of the grey tone or the BW Moon image vary slow while those of the contour line vary fast. Thus, it provides the better accuracy. However, an accurate edge detection of the terminator is a difficult task so that only the circular of the contour is then used. The result, the dotted line in Fig. 14, shows a similar behavior for small angles. Note that the correlation function is not monotone for large angles, since the circular part is not exactly circular. Figure 15 shows the detail around the maximum. In practice, the reference image and the actual image are slightly different, so the maximum will be less than unity. As can be seen, the best behavior is obtained using only the circular part of the Moon contour.
Full Moon
The case of full Moon deserves a particular attention, since, due to the circular form, we cannot use neither the black and white image nor the contour. The gray scale image can be used as before to detect the rotation angle. Using the Moon image in Fig. 16 , we obtain the correlation coefficient in Fig. 17 .
The correlation coefficient is similar to that corresponding to the gray-scale image of the half Moon. However, the behavior near the maximum is too smooth. In order to obtain a more peaked correlation, a different approach based on the detection of a particular feature on the Moon surface, has been implemented. We detect this feature both on the reference image and on the actual image; then, this feature is evidenced in white by using a mask on the two images, leaving a black background. Rotation and correlation is then applied to these masked images.
The Moon surface is characterized by several elements with different shapes and dimensions, like seas, craters, cracks, and mountains. Among the existing elements, we have chosen the Crisium sea, evidenced in Fig. 16 , because: 1) it is always present on the visible Moon The selection of the Crisium sea is based on the following steps:
1. contrast enhancement, 2. transformation in a black and white image, 3. transformation in the negative image (i.e. white spots on a black background), 4. elimination of small spots and filling holes in the larger spots, 5. image sampling every 40 pixels and detection of white spots, 6. computation of the area and comparison with that of the Crisium sea (known), 7. if the area is different the pixels of the Crisium sea are changed in black, and 8. edge detection.
Using the Moon image in Fig. 16 as starting point, the above procedure provides the image given in Fig. 18 . The correlation coefficient between the image in Fig. 18 and its rotated version, is shown in Fig. 19 . Figure 19 is the counterpart of Fig. 17 in the case of full Moon. As a final test, we consider the effect of continuous translation. As explained above, translation of a non integer number of pixels entails a smoothing effect; as a consequence, the translated image is slightly different from the original image. Consider a Moon image I: we translate it by a non integer number of pixels, then translate it back to the initial position obtaining a new image I . Finally, we 
Mars-Sun Sensor Applications
The recent interest in new Moon (or Mars) missions, however, refocuses the attention to the MSAS which can be used to keep an axis constantly pointed to the Moon (or to Mars). Furthermore, this idea can be applied to almost all planets. Table 1 shows the percentage relative variation between equatorial (R eq ) and polar (R po ) radii, as 100(R eq −R po )/R eq , for the solar system planets and for our Moon. Since the planet oblateness plays a key role in the MSAS type sensor image processing, some tests have been performed to quantify how much the oblateness affects the estimation of the body center. Figure 22 shows the precision enhancement obtained by estimating the Mars body center using an ellipse function when ±1 pixel noise is applied.
The same data processing can be directly applied to Mars. As can be seen in the following Figs. 23 and 24, the contour of Mars can be evaluated with similar procedure applied to Moon observing sensor. The main difference is that, due to the Mars oblateness, the Mars center must be estimated using the ellipse given in Eq. (7) instead that the circle of Eq. (5).
Conclusion
This paper describes the main steps of the data processing associated with an attitude sensor observing the illuminated part of a planet or a moon. The data processing outputs two independent directions from which the complete three axis spacecraft attitude can be derived. This implies the important property that this sensor can be used in a stand-alone configuration. Correlation results have been given to show the sensitivity of the proposed sensor in image translation and rotation. Both translation and rotation are required to estimate the body center and the axis of symmetry. Planet oblateness is taken into consideration and the This paper wants to give just an outline of the problems and procedures associated with the data processing of the proposed sensor and not to be an exhaustive resource for the associated problems. In order to fit as a conference paper, not all the details are included and important work is still to be done. Most of the image processing tasks can be performed, in a very fast way, if APS digital technology can be used. Otherwise, simplified and slower data processing schemes can be proposed for any onboard digital camera observing a planet or moon in the solar system. 
