In packet switched computer networks, data are routed along communication links making up the network, the problem arises of how to determine the shortest paths to route the data. Each link has a cost representing the desirability of using that particular link. The shortest path then becomes the path in which the total link cost froma source node to a destination node is minimized. While there are many conventional algorithms available, non of them are without drawbacks [l]. In order to find a better solution, the use of Hopfield neural network as a routing algorithm is explored in this paper. This approach is based on a solution proposed for the Traveling Salesman Problem (TSP) as given in [I]. The routing problem is considerably similar to the TSP problem in that it is concerned with finding an optimal route which connects a source node with a destination node. The neural network architecture is implemented and tested, and a comparison between the neural solution and the conventional routing algorithms is also presented. The neural network gives approximately 97.3% of optimum routes, this represents a significant improvement over other neural network approaches already implemented.
Introduction
There are many routing algorithms in use with different levels of sophistication and efficiency [I] . A routing algorithm can be a centralized, distributed, or localized. In centralized algorithms, all route choices are made at a central node, while in distributed algorithms, the computation of routes is shared among the network nodes with information exchanged between nodes as necessary. In localized routing algorithms, each node needs to know the current network connectivity and computes the routes to all possible destination nodes based on this information. In order to know the most current network connectivity, all network nodes broadcast their connectivity to neighboring nodes to each other. The Dijkstra's algorithm [l] can be considered as a localized algorithm.
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In distributed routing each node makes its own routing decisions based on the local information it receives from its neighbors. Looping of packets and deadlocks might happen due to inconsistent routing paths. The most commonly used distributed routing algorithm is the distributed Bellman-Ford algorithm [ 11.
The recent resurgence of interest in neural networks has its roots in the recognition that the brain performs computation in a different manner than conventional digital computers. Computers are extremely fast and precise at executing sequences of instructions designed for specific algorithms. A human information processing system is composed of many neurons (i.e., processing elements) switching at speeds about a million times slower than computer gates. Yet humans are more efficient than computers at computationally complex tasks such as speech understanding, visual recognition, etc. Artificial neural networks are designed to exploit this unique computational power of the human brain. A neural network is a parallel, distributed information processing structure consisting of many processing elements interconnected via weighted connections. For some problems, the neural VLSI chip can indeed produce solutions better and faster than the conventional approaches. It is the intent of this paper to investigate the possibility of using a neural network as a router. Each node in the network can be equipped with a neural network, and all network nodes can train and later use the neural networks to obtain optimal or near-optimal routes at the same time.
Neural Networks and Optimization
Neural networks have been used to solve a variety of constrained optimization problems [2, 3, 4, 5] . Due to their massive parallelism and fast network convergence to optimal solutions, they reduce the time that usually arise in most sequential algorithms. Solving optimization problems requires minimization of some cost functions subject to a set of.constraints. These cost functions are known as energy functions, and the neural network will produce good solutions by minimizing an energy function. It has been shown [6] that for a symmetric weight matrix W , and if the gains of the amplifiers are high then the dynamics of the neurons follow a gradient descent of the quadratic energy function
In terms of the energy function (2.2), the motions of the ith neuron are described by
The transfer function for Hopfield module is given by
Where his a constant called the gain parameter.
Routing Using Hopfield Neural Network
The proposed model is organized in an ( n x n ) matrix, with all diagonal elements removed, since they are not needed. Each element in the matrix is represented by a neuron which is described by double indices (x,i). The computational network requires n(n -1) neurons, and the output of a neuron (x, i) is defined as follows:
V , = 1 if the link from node x to node i is in the shortest path = Ootherwise A connection matrix also defined as follows: P , = 1 ifthe arc from node x to node i doesnot exist
In addition the cost of a link from node x to node i is denoted by C,, a finite real positive number. For nonexisting links this cost is assumed to be zero.
The Energy Function, Weight Matrix, and Biases
In order to solve the routing problem, using the Hopfield model, we first have to define an energy function whose minimization process drives the neural network into its lowest energy state. This stable state will correspond to the routing solution. In this paper we use the same energy function given in [5] without the fifth term which forces a link from the destination to the source producing a loop; we think that such a link is unnecessary since the shortest path should goes only from a source node to a destination node. The energy function then is constructed as follows:
1. The first term minimizes the total cost of a path by taking into account the cost of existing links. 
3.
The third term makes sure that if a node has been entered it will also be exited by a path i#x i#x
This term is zero if the constraints is satisfied, and the number of incoming direction links equals the number of outgoing direction links.
4. The last term enforces the state of the neural network to converge to a valid route defined by v,. E {0,1} .
Finally, the total energy function of the network is : The final solution will be a directed path from source to destination. If there are no zero length loops in the network, then the TI and T2 terms will ensure that there will be at most a single 1 at each row and at each column. This guarantees that there will be one to one relationship between the paths and the neural network 
where 6 is the Kronecker delta defined by 6,,=l i f a = b
= O otherwise
The connection weights and the biases are then given as:
The first term in ( 3 . 5 ) represents excitatory self-feedbacks, and the second and third terms represent local inhibitory connections among neurons in the same row and in the same column, respectively. The last two terms represent excitatory cross-connections among neurons.
One advantage of the proposed representation scheme is the flexibility reflected by the fact that the link costs Cxi ' s and the network topology information Pxi ' s , can be changed through the biases. If the topology of the network or the costs are changed, the changes can be represented to the neural network using the biases. Hence we do not have to modify the internal parameters of the neural network architecture. Also the interconnection weights do not depend on a particular source destination. Hence the neural network can find the route between any given two nodes by properly choosing the input biases as given in (3.6).
Simulation Results
The simulation program is written in C++. The values of T, , T 2 , T3, T4 and hare set to 550,2550,215,250, and 1
respectively. The time constant z of each neuron is set to 1. The simulation consisted of observing and updating the neuron output at incremental time steps At, simulations have shown that a good value for At is The inputs to the network are chosen arbitrarily. If, as a consequence of the choice of the inputs, the activations work out to give outputs that add up to the number of nodes, an initial solution for the problem, a legal route, will result. A problem may also arise that the network will get stuck at a solution corresponding to local minimum. To avoid such an occurrence, random noise can be added.
Usually the input at each neuron is taken as a constant times the number of nodes and this is adjusted by adding a random number, which may be different for different neurons
For demonstration purposes, the ten-node network shown in Figure 1 is considered. The source node is set to 1 and the destination node is set to 10. The simulation is conducted with two goals in mind: first to test the performance of the proposed neural network algorithm and second to investigate the impact 'of various parameters on the quality of the solution. The output of the neural network is shown in Table 1 . The neural network used shows significant improvement in terms of both number of iterations and optimality of the output. Furthermore our parameters setting has been kept unchanged in spite of changes in the network topology and in the source and destination nodes. This is a valuable step toward a practical application based on this approach to a real problem.
Conclusions
A new solution to the routing problem is proposed using a Hopfield neural network. 
