ABSTRACT: Text information embedded in video frames play an important role in content-based multimedia indexing and retrieval, as a result the automatic detection of texts from videos has gained wide attention in recent years. However,large variations in size, color, orientation and background complexity makes video text detection and extraction a challenging problem. In this paper an effective method for text detection and localization approach based on Log Gabor filter and Block Eigen map analysis is proposed. Log Gabor filter response is used to identify candidate text regions and Block wise Eigen map analysis is used to classify pixels as true text pixels. Finally,a heuristic based on gray scale pixel co-occurrence to eliminate false positives from the frame is used. Experimental results show the promising overall performance of the proposed method against the best features reported in the literature for the standard databases.
Introduction
With growing advancements in Data communication, video generation, storage and transmission have received tremendous attention in research community. Semantic video analysis and management, which include video indexing and retrieval procedures, are necessary for effective utilization of video repositories. Textual information in videos proves to be an important source of high-level semantics for content based video analysis and hence text information is utilized for automatic annotation, indexing, summarization and searching in videos [1] , [2] , [3] . There exist mainly two kinds of text occurrences in videos, first being the artificial text [4] in which text is artificially added in order to describe the content of the video or to give additional information related to it, which makes it highly useful for building keyword indexes. Second is the scene text that is captured by a camera as part of a scene such as text on T-shirts, Road signs, Warnings such as FIRE and EXIT, Name Plates [5] finds its importance in Navigation, Video Surveillance, Sports Video Indexing etc. In case of graphics text or artificial text, we can expect uniform color pixels, high contrast compared to its background and horizontal or vertical direction while scene text can have multiple color pixels, different fonts, contrast and orientation etc.
Basically there exist three approaches for video text detection as described below: The first approach consists of Connected Component (CC)-based methods [4] , [6] , [7] which assume uniform color text regions and uniform size, shape, and spatial alignments. The extracted text is thus of monotonous colors which follow certain size constraints and horizontal alignment constraints. Because of these constraints, these methods are not effective for the video images having complex background and too low contrast text. The second approach is the Edgebased methods [8] , [9] , [10] , [11] which require text to have a considerably high contrast to the background in order to detect the edges. This approach is faster than CC-based methods Sudir Prakash, M. Ravishankar Dayanand Sagar College of Engineering India {sudirhappy, ravishankarmcn}@gmail.com but produces many false alarms because of strong contrast background.The texture based approach such as [4] , [12] , [13] , [14] , [15] considers the appearance of text pattern as a special texture property overcoming the problems of the CC and Edge based methods. Gabor filters, FFT, Wavelets are mainly employed to exploit the textural properties. Celina Mancas et al. [16] proposed a system for Character Segmentationby-Recognition using Log-Gabor Filters to take advantage simultaneously of gray-level variation and Spatial location. Guru et al. [15] proposed a Eigen Analysis based text detection scheme on gradient images.This method basically fails in fixing proper threshold value to find potential text candidate blocks and hence gives a high false positive rate and low precision. Overall texture based methods work well for complex background with less false positives but at the cost of increased computations due to use of expensive classifier and samples for training. Apart from the superimposed video text detection methods,there are methods available in the literature for text detection from natural scene images [16] , [17] , [18] . Though these methods work well for complex scene images, we cannot use the same methods directly for Artificial video text detection due to the presence of both low and high contrast text.We also noted that there are methods for multi-oriented text detection in video which detect both horizontal and non-horizontal text. However, these methods use expensive transform and theory to handle the problem of orientations [19] , [20] , [21] , [22] . Achieving good detection rate for the video images having both graphics and scene text is challenging and interesting. Most of the existing methods focus on either graphics text or scene text but not both to achieve better accuracy. Therefore, there is room for developing a method for detecting both graphics text and scene text in video.Restricting the scope to horizontal and vertical text we propose a new method based on Log Gabor filter and Eigen value analysis to detect text of both graphics and scene text in video. The Log Gabor helps in extracting prominent text pixels in different orientations and the Eigen value analysis over Log Gabor feature helps greatly in distinguishing between text and non-text pixels. Proposed method is the first work that considers the combination and concept of Log Gabor and Eigen value analysis for Video Text Detection and Extraction. This is the main contribution of our work.
Proposed Approach
Drawing inspiration from texture based methods which show good accuracy for images having complex background a Log Gabor based method is proposed to achieve better accuracy without using any classifier. Observing that strong responses in vertical, horizontal and diagonal directions of text pixel give strong clue about the presence of the text the Log Gabor filter detects text in different directions. As it is stated in [15] the Eigen value analysis highlights text pixel when it performed on gradient of the input image. This analysis motivated us to use Eigen value analysis on Log Gabor filtered image. The output of Eigen value analysis gives sufficient difference between text and non-text pixels. Finally,the Gray Level Co-Occurrence Matrix (GLCM) of the text region is used for false positive elimination. The process of algorithm is outlined with the help of block diagram as shown in Figure 1 .
Identification of Text Regions
Gabor Filters [23] , [24] , [25] are orientation sensitive local frequency detectors. Gabors work synthesizes the studies of Nyquist in Communication Theory in 1924 and Heisenberg in Quantum Mechanics in 1927, by which he proposes the Gaussian shape as an optimal envelope for time-frequency representation turning the uncertainty principle from inequality to equality. Gabor Filters provide spatial and frequency information for text localization in images but since the maximum bandwidth captured by a Gabor filter cannot exceed more than one octave it limits the feature size that can be captured for text detection. To overcome this problem, we propose Log-Gabor function [26] based text detection method. Log-Gabor filters make it possible to vary the bandwidth from one to three octaves. The features used become more informative, effective and reliable. Hence the focus is on the Logarithmic frequency scale instead of linear frequency scale. Log-Gabor Filters have null DC component and can be constructed with an arbitrary bandwidth which can be optimized to produce a filter with minimal spatial extent.On the linear frequency scale the Log-Gabor function has a transfer function of the form where ω 0 is the centre frequency of the filter and the bandwidth is determined by the k /ω 0 term. To obtain constant shape ratio filters the term k /ω 0 must be held constant for varying ω 0 . More Specifically Log-Gabor filters in frequency domain for a nxn image can be defined by the polar coordinates by
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where (ρ, θ) are the Log-polar coordinates, n s is the scale of the multiresolution scheme, n t is the number of orientations. s ∈ (1,.., n s ) and t ∈ (1,.., n t ) indexes the scale and the orientation of the filter respectively. (ρ s , θ (s, t)) are the coordinates of the center of the filter and (σ ρ , θ) are the bandwidths in and θ common for all filters. The proposed approach chooses wavelet scale n s = 1 sufficient to describe an image and filter orientations is choosen as n t = 4 or 8.
Illustration for responses given by Log Gabor is shown in Figure 2 where for the input image shown in Figure 2 (a), Gradient Image output is shown in Figure 2 (b) and the responses in different directions are shown respectively in Figure 2 (c-f). It is observed that text pixels show strong responses in the respective directions. It is also observed that Log Gabor filter also enhances high contrast background information which looks like text. To solve this problem, we propose Eigen value analysis on Log Gabor filter images, which is capable of preserving the magnitude of text region of maximum variance. The potential candidate text blocks are found by generating Dominant Eigen map.
Dominant Eigen Map generation
Each filters response is subdivided into k × k blocks of size m × m where m is power of two. For each k block, the covariance matrix is computed given by
where k j is the intensity value in every j th column and k is the mean of all elements in k th block.The Eigen values λ ij of the covariance matrix Ψ of the block are computed. Maximum Eigen value of each block is stored in a k × k matrix and is called an Eigen map. Figure 3 shows the Eigen maps for all the 4 filter responses and is denoted by EM Ω where Ω = 0, 45, 90, 135. The four Eigen maps generated as shown in Figure 3 
Adaptive Local Thresholding
The Global thresholding technique is not satisfactory for video text detection as complex background video frames exhibit local variance whereas adaptive thresholding changes the threshold dynamically over the image. It is noted from the literature [27] , [28] , [29] that Adaptive local thresholding can accommodate changing lighting conditions in the image, for example, those occurring as a result of a strong illumination gradient or shadows. Adaptive local thresholding dramatically 
False Positive Elimination
A statistical method of examining texture that considers the spatial relationship of pixels is the Gray-Level Co-occurrence Matrix (GLCM) [30] , also known as the gray-level spatial dependence matrix. The GLCM functions characterize the texture of an image by calculating how often pairs of pixels with specific values and in a specified spatial relationship occur in an image, creating a GLCM, and then extracting statistical measures from this matrix. Given an image I, of size N × N, the co-occurrence, matrix P can be defined as
Performance Evaluation Metrics
The Performance of Text detection is compared with existing methods using metrics Recall, Precision, Fmeasure, MissDetection Rate (MDR), Average Processing Time (APT) [31] . Precision defines how many percents of the detected video text regions are correct. Recall evaluates how much percent of all ground-truth video text regions are truly detected. F-measure (false alarm rate) measures how much percent of the detected video text regions are wrong. The Detected block is represented by bounding box.
In this experiment, we treat all bounding boxes within the same horizontal text line as one text block to evaluate the performance of the methods. Due to the challenges of scene text and the arbitrary orientation of the text lines, it is difficult for a method toalways enclose a full text line in a block. Sometimes it misses some characters of very low contrast and detects only parts of a line. Since the goal of this paper is text detection (how well a method locates potential text blocks), partial detection (even to the extent of just a few true characters) is still acceptable because it shows that a method is able to locate a block (albeit partially).
Here, the offset (∆x, ∆y), specifies the distance between the pixel-of-interest and its neighbor. GLCM analyzes pairs of horizontally adjacent pixels in a quantized version of region within Bounding Box. We arrive at this threshold formula based on experimental study on different datasets. This approach outperforms traditional false positive elimination approach based on Size, Color, Aspect ratio, Edge density, Corner Density etc. as evident in Table 1 The following measures for each detected block by text detection method are defined.
• Truly Detected Block (TDB): A detected block that contains at least one true character. We define that a detected text region is true on the condition that the intersection of the detected text region and ground-truth text region exceed 80%.
• False Detected Block (FDB): A Detected block that do not contain text.
• Text Block with Missing Data (MDB):
A Detected block that misses more than 20% of the characters of a text line. We choose 20% based on instructions given in the papers [15] , [19] , [20] , [32] for calculating misdetection rate.
• Average Processing Time (APT): Processing time per frame required for detecting text in images (in seconds).
For each image in the dataset, The Actual Text Blocks (ATB) are counted manually, i.e. ground truth data. The performance measures are defined as follows.
Datasets
Due to non-availability of standard video database, a database of 100 MPEG-I Video sequences with 320 × 240 resolutions from various news channels (Tv9, NDTV, Times Now, BBC ) was created to evaluate the validity of our proposed method. There were a total of 3000 frames with 2750 overlay text events consisting of variety of texts in different font-size, font-color and languages, text in textured background, poor quality text etc. Video sequences were captured at 30 frames per second. Apart from own database, the proposed algorithm is tested on publicly available datasets such as Hua0s (Microsoft Asia Database) dataset [31] which contains 45 images (33 for graphics text and 12 for scene text). Though it is a small dataset, it provides an objective study for the proposed method. We consider this publicly available video data as a standard and benchmark data to evaluate the proposed method performance. Though our focus is on text detection in video, we test the proposed method on camera based scene data which is available publicly to show the effectiveness and advantage of the proposed method. ICDAR 2003/05 Dataset [5] which contains 251 Camera images and ICDAR 2011 Robust Reading Competition Dataset [32] which consists of 255 images are considered . The text characters in these images include English and numeral characters. The proposed approach is implemented using MATLAB running on a PC with Pentium IV 1 GHz processor. The proposed method is processed in frames. Since the images in the ICDAR dataset are of high resolution, they are resized to a standard width and height of 256 × 256 to save computational costs.
Experiments Results

Performance Analysis on Our Dataset
Proposed Work is compared with the method in [15] because it uses gradient and Eigen value analysis similar to the proposed method and it is a recent method. To show the effectiveness of the different directions of Log Gabor filter, we conduct experiments for four directions and eight directions as shows in Figure 5 where (a), (b) are the input video images, Figure 5 Table 1 , one can observe that the proposed method outperforms the existing method [15] in terms of recall, precision F-measure, MDR and Average Processing Time (APT).
Performance Analysis on ICDAR 2003/05 and 2011 Dataset
Experiments conducted shows that the proposed method is capable of detecting text in natural scene images which are Figure 6 where (a)-(c) are the output of the proposed method and (d)-(f) are the results of the existing method [15] . It is noticed from Figure 6 that the proposed method detects almost all text lines in the input images while the existing method fails to detect text in all the images. The results reported in Table 2 show that the proposed method is better than the existing methods in terms of Recall, Precision, F-measure and Average Processing Time. [15] , [20] , [31] , [34] . Hence, to maintain consistency, we use the same criteria that used for video to calculate measures for ICDAR data. The sample results of the proposed method for ICDAR 2003/05 and ICDAR 2011 are shown in Figure 7 where one can notice that the proposed method works well for even ICDAR data with few false positives and misdetections. The proposed method has the Highest Recall rate, Good Precision rate and Highest F-Measure (almost the same as that of the Nabins method). This shows the advantage of the proposed method because it achieves good results while making fewer assumptions about text. The existing method can remove false positives more easily by using GLCM based approach irrespective of size and Aspect ratio of the CCs. In addition, the computational time is also quite low as compared to other methods which use many more and more costly classifiers like SVM and NN to classify text and non-text Overall the proposed method is effective since it works well for video data and ICDAR data as well when compared to existing methods.
Conclusion
This paper presents a novel method based on Log Gabor filter and Eigen value analysis for text detection in video. We have explored the combination of Log Gabor Eigen values analysis to achieve better accuracy in text detection. It is shown that the proposed method is good enough to handle both graphics and scene text in video because of the advantages of 8 directions of Log Gabor filter and Eigen values analysis. It is also shown that the proposed method works well for both video data and camera based scene images. To improve the precision, the method explores gray level co-occurrence matrix to eliminate false positives efficiently. As a result, the proposed method outperforms the existing methods in terms of recall, precision, Fmeasure and average processing time for all dataset. However, the method has not been tested on multi-oriented and arbitrary oriented text lines in video. It is considered as our future work.
