This paper focuses on a nonparametric regression technique known as locally-weighted regression or LOESS. LOESS is a computationally intensive technique which makes it naturally amenable to exploiting high performance computers. In this paper, we explore domain decomposition techniques for LOESS and study the performance of our algorithm on an Intel Paragon XP/S A4 machine. We study both speedup and efficiency as a function of the number of nodes. Certain segments of the LOESS computation are shown to be fruitfully parallelized while others are essentially sequential and cannot be parallelized effectively.
Introduction
Regression analysis is a statistical methodology used to predict values of one or more response variables from a group of predictor variables. This methodology results in the following model Y = Xß + e, with ß = QPXyXTY where Y is the response variables, X are the predictor variables, ß is the vector of regression coefficients, and e are the error terms. The purpose of regression analysis is to find the estimate of ß that best fit the data. The regression coefficients are selected using a least squares criterion and referred to as the least squares estimates of ß. [2] Locally-weighted regression, or loess, is a non-parametric method for fitting a regression surface using multivariate smoothing. Instead of a single fit over all X, a local neighborhood of size k is determined for each x, and a weighted-regression model is formed for that neighborhood. This model is similar to the regression model and can be expressed as Y = Xß + e, where ß = (XJYf^X^Y and kxk W 1 " w,
WL
W, is a diagonal matrix of weights where w, is the weight of the/th observation in the neighborhood of x ; .The weights are determined so that points closer to x, are weighted more than those further away from x,, The size of the local neighborhood is a fraction of the total sample size, «. [3] To calculate a loess estimate, n regression models must be formed. When the sample size is small, the algorithm can quickly calculate the fitted value for each data point. When the sample size becomes large, the number of computations performed requires an extensive amount of computer time. This paper demonstrates the use of parallel computing to reduce the time for computing fitted regression estimates for each data point in large-scale problems.
Constructing a Parallel Algorithm
The code for the local regression routine was obtained from AT&T Bell Labs at netlib.att.com. It originated from research by William S. Cleveland, Eric Grosse, and Ming-Jen Shyu and is the loessO routine used by S-Plus, a statistical software package from StatSci. The code consists of both C and Fortran subroutines. Only the portion of code for computing exact regression estimates was used for this project.
The first step towards parallelizing the problem was to examine the code in a purely sequential setting. The program was split into several sections. As illustrated in Figure 1 , each section represents either sequential processes or candidate processes for parallelization. The sequential processes handled the setup and cleanup of internal working storage, computation of residuals, and residual diagnostics. The candidate processes were the computation of the fitted regression values and the degrees of freedom (or effective number of parameters). These portions of code perform repetitive computations, require a longer time to compute, and can easily be translated to a parallel environment. Table 1 shows the breakdown of computation time for the sequential processing of the complete application using a sample size of 500. Table 1 : Breakdown of sequential time for 500 data points.
As seen in the table, the largest computation time occurs when the degrees of freedom are computed. In Figure 2 , it also can be seen that the time required for computing the degrees of freedom increases at a much fester rate than that of computing the fitted values. This is because the On the other hand, the computation of the fitted values requires a much smaller number of calculations. This may be surprising since a regression model is being fitted for every data point, but given the fact that the model is fitting only a small number of points in the local neighborhood, the number of calculations is of 0(n k ) where n k is the size of the local neighborhood. This keeps the computation time small. For purposes of this paper, both the processes will be moved to a parallel environment. However, the benefit in parallelizing the computation of fitted values will be small.
After the candidate processes were determined, each section of code was examined to decide the best approach to take in parallelizing the routines. As the outlines show, the data are processed in a sequential manner in both candidate processes; i.e. a loop from 1 to n. In addition, no information from a calculation in one iteration of the loop is required at the next iteration. This means that the calculations can be performed on separate nodes.
Candidate Process #1 -Compute Fitted Values
The loess estimate for a point XQ is computed in the following way. There are several ways to parallelize these algorithms. The calculations for each data point requires the multiplication of several matrices. The matrix algebra could be vectorized but the time required for the matrix calculations at each data point is minimal and the communication overhead
for number of calculations required would probably increase the computation time. Since vectorization is not practical, the best approach would be to distribute the data across the nodes if the data set is extremely large.
Implementation of the Algorithm
To determine the computation time of the parallelized routines, five samples of 100, 200, 300, 400, and 500 data points with two parameters were used. These points were generated from random variables where X^ ~ N(0,1), X2 ~ E(l), andY ~ N(0,1). Each sample was processed across anodes for N=l,2,..,56. The timings that were collected during the runs were based on elapsed system time. The candidate processes to be parallelized are the computation of fitted regression values and the computation of degrees of freedom.
Each candidate process was evaluated to determine the speedup and efficiency due to the parallelization. The speedup (5) of the program is defined as the ratio of the time it takes for the application to execute on a single node (Tj) and the time it takes for the application to execute over p nodes (T"). This says that the ideal time for each node to process is T,/p, which implies that 
Results
As illustrated in Figure 4 , the computation of fitted values showed some improvement as the number of nodes increased but after the addition of more than four nodes, the speedup of the process began to decline. Eventually, running the process across a large number of nodes resulted in worse times than running it on a single node. It is suspected that the communication overhead is having an effect on the computation time. It is interesting to note that as the sample size increases the speedup decreases over all nodes. This indicates that this process has better performance in a sequential environment.
On the other hand, the computation of the degrees of freedom showed a dramatic had a dramatic improvement in speedup, as seen in Figure 5 . But like the first process, the speedup begins to drop off as the number of nodes increases past some maximum speedup value. As the While the speedup of the process has been greatly improved, at no time does it reach its ideal value. Since the code was not optimized for a parallel environment, there is probably some overhead in the software that effects the speedup. In addition, there is certain to be communication overhead as the number of nodes increases.
In the first approach at parallelizing the second algorithm, the times seemed to have a lot If we look at efficiency, in Figures 7 & 8 , it is easily seen that efficiency drops off fairly quickly when more nodes are added. However, as the sample size increases, the efficiency tends to increase overall the nodes. This means that while we do get a significant speedup using a large number of nodes, the algorithm is not performing as well as expected in the parallel environment.
The algorithm was not optimized for parallelization and this may have an impact on the efficiency. This effect may be a result of how the algorithm is processed by the node, the quantity of data passed, or some other system dependent factor. [4] An interesting phenonmenon occurs when comparing the crossover points of each sample size (see Figure 10) . The points where speedup and efficiency lines cross for each sample size appear at exactly the same node for each sample size.
This indicates that there is some system interaction with the algorithm that is not data dependent.
Additional research is required to determine the cause of this system interaction.
Conclusions
The results of this study show that parallelizing the computation of the degrees of freedom significantly improves the performance of the application for large sample sizes it demonstrated the impact of load balancing on the speedup and efficiency of an application. A maximum speedup value occurs at a particular number of nodes used. Futhermore, an increase in the number of nodes may not always improve the performance of the application. While the samples sizes used in the study were relatively small, the increase in speedup over the selected sample sizes seems to indicate that for sample sizes of 1000 or 10000 there will still be a significant increase in the speedup of the computations.
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