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ABSTRACT
Though steady fluid flow through porous media is relatively well understood, fundamen-
tal questions remain for the case of unsteady fluid flow through porous media. Such flows
occur in many environmental, industrial, and bio-mechanical applications. Examples include
the turbulent atmospheric boundary layer over a forest canopy, enhanced oil recovery, and
wave interactions with permeable coastal structures. Though there have been numerous at-
tempts in previous literature to model unsteady flow through porous media, the validity and
accuracy of these attempts are not well understood, and muddied by the lack of experimental
or numerical data against which they can be validated or fitted. A particularly complicated
case arises for unsteady flows through high permeability media, in which there are simul-
taneous interactions between unsteady, viscous, and nonlinear inertial effects that remain
little studied. The aim of the current work is to investigate these compounding effects by
exploring the pore-scale flow fields and macroscopic relationships between the applied pres-
sure gradient and velocity. Our objective is to establish clearer limits for the validity of the
existing models of unsteady flow through porous media, and produce parametric maps for
the validity of the quasi-steady assumption when porous media are subject to unsteady pres-
sure gradients. To achieve these goals, we perform pore-scale direct numerical simulations of
steady and unsteady, single-phase, Newtonian, incompressible flow through infinite periodic
arrays of cylinders.
Using our steady simulations, we perform a comprehensive parametric study of the var-
ious macroscopic flow regimes as a function of porosity, pressure gradient, and cylinder ar-
rangement. Using the results of over 1000 steady simulations, we develop parametric maps
of the various flow regimes and the validities of popular macrscopic relationships for steady
flow through porous media. Such comprehensive and detailed maps have been lacking in
the literature to date, and we expect they will significantly contribute to the future develop-
iii
ment of improved macroscopic relationships using more formal upscaling methods, such as
volume-averaging and homogenization.
Using our unsteady simulations, we perform a parametric study of the validity of both
the quasi-steady Darcy Equation and a popular unsteady form of the Darcy Equation. The
validities of these Equations are explored as a function of the porosity and the driving
pressure gradient amplitude and frequency. Our results show that the validity of the quasi-
steady assumption decreases with increasing pressure gradient, frequency and amplitude, due
to compounding effects of the unsteady and nonlinear inertial effects. Our results support
the usefullness of a popular unsteady form of the Darcy Equation, but show that its validity
is also limited to sufficiently small frequencies and amplitudes.
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Non-dimensional coordinates, x̂ = x/D and ŷ = y/D. . . . . . . . . . . . . . . . . . . x̂, ŷ
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Unsteady flow through porous media occurs in diverse applications to coastal engineer-
ing [2–12], acoustics [13–17], groundwater flows through high-permeability fractured aquifers
[18–26], canopy flows [27–29], transpiration cooling [30], and flow control [31–33]. Applica-
tions to petroleum engineering include rapid pressure drops in near-well regions [34], high-
velocity gas flows [35–37], and harmonic pulse testing [38–43]. Modeling such applications
is hampered by the fact that unsteady flow through porous media is not fully understood,
particularly in high-permeability porous media for which the pore-scale flow is not well ap-
proximated as Stokes flow. In fact, even for steady flow through porous media, the roles of
nonlinear inertial effects remain not fully understood. Numerous studies attempt to model
unsteady flow through porous media macroscopically by adding an unsteady term to the
Darcy or Forchheimer Equations. Such terms are typically introduced ad-hoc, and are not
fully supported by formal volume-averaged derivations [44]. Though there is an established
tradition in the porous flow community of leveraging intuition to propose ad-hoc macro-
scopic Equations, their accuracy for unsteady flows is unclear, and muddied by the lack of
experimental or numerical data against which they can be validated or fitted.
Thus motivated, our overarching objective is to explore the competing roles of viscous and
nonlinear inertial effects in both steady and unsteady incompressible flows through porous
media. For that purpose, we consider flow through infinite periodic arrays of circular cylin-
ders, as sketched in Figure 1.1. We consider both inline arrays (panel a) and staggered arrays
(panel b). We investigate the pore-scale flow by simulating the unsteady Navier-Stokes and
continuity Equations using finite volume methods with an efficient projection method in
time and an immersed boundary method for the cylinder surfaces. In addition to exploring
pore-scale flows through streamlines, vorticity, and drag coefficients, we upscale the velocity
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Figure 1.1: Geometries of 2D unit cell for (a) square; (b) staggered arrays of circular cylin-
ders. The dashed red lines show the boundaries of the computational domain on which
periodic boundary conditions are applied. The computational domain in panel (a) has one
cylinders at the center of the domain, and in (b) has one cylinder at the center of the domain
with four quarters at the corner of the domain. The center-to-center distance between two
adjacent cylinders is L.
and pressure fields using volume-averaging to explore the macroscopic relationships between
the velocity and driving pressure gradient. Our study is then divided into two manuscripts.
The first manuscript explores the pore-scale and macroscopic flow regimes for steady flows
through porous media. This manuscript is submitted, and has been recommended for publi-
cation by all reviewers. The second manuscript explores the validity of popular macroscopic
models of unsteady flow through porous media. That manuscript is ongoing, and expected
to submitted in August 2020.
1.1 Steady flow through porous media (Manuscript 1)
Steady flow through periodic cylinder arrays have been studied extensively for porous
media [1], chemical engineering [45–47], fluid-structure interactions [48, 49], nuclear reactors
[50], separation processes [51], flows through natural and urban environments [52], and to
explore the stability of bluff body flows [53]. They are also useful for validating lattice-
Boltzman [54], immersed boundary [55, 56], and smoothed particle hydrodynamics methods
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[57]. Despite the considerable literature to date, the appearance of various pore-scale and
macroscale flow-regimes with variations in porosity, driving pressure gradient, and cylinder
arrangements remains not fully explored. A comprehensive mapping of these regimes would
help elucidate the competing roles of pore-scale viscous and inertial effects, and influence the
development of more formal macroscopic models using volume-averaging and homogeniza-
tion methods. The mapping would also provide a useful database, lacking to date, for the
numerous applications listed above. More importantly, however, a clear understanding of
the competing roles of viscous and inertial effects in steady flows is prerequisite to exploring
their more complicated roles in unsteady flow.
We consequently perform a thorough parametric study of such regimes for both inline
and staggered arrays of circular cylinders, as sketched in Figure 1.1. We vary the porosity
from minimum values for which cylinders nearly touch, to values approaching unity. We
vary the Reynolds number from values producing Stokes flow to those producing pore-scale
vortex shedding. Using the results of over 1000 simulations, we explore how competition
between viscous and inertial effects produces five macroscopic flow regimes. We document
the validity limits of each regime, and explore how they impact the modelling of non-Darcy
flow regimes. We find the practice of fitting Forchheimer-type Equations to data from a
wide range of Reynolds numbers produces conflicting results in the literature. For inline
arrays, the Forchheimer regime is not always present, and has a smaller validity regime than
alternative models. For staggered arrays, the Forchheimer regime has a strong presence, but
care must be taken to account for the presence of two different Forchheimer-type regimes.
We also show that transition to vortex shedding is sensitive to the numerical domain size,
because the mode of instability need not be periodic over the same unit cell as the steady
flow. This significantly complicates the study of vortex shedding.
1.2 Unsteady flow through porous media (Manuscript 2)
A review of literature finds there are currently three methods of modelling unsteady flow
through porous media. Method 1, the quasi-steady assumption: At low velocity and
3
permeability, quasi-steady flow can be modelled using Darcy’s law [58],
−∇P − µ
K
U = 0, (1.1)
where µ is the fluid viscosity, K is the permeability, and U and P are upscaled (volume
averaged) forms of the fluid velocity and pressure. Darcy’s law represents a balance between
a driving pressure gradient, ∇P and viscous effects, µU/K. As the velocity and permeability






U2 = 0, (1.2)
where the nonlinear term represents the pore-scale inertial effects, and Cf is the Forchheimer
coefficient.
The drawback to modelling unsteady flow using Equations (1.1) and (1.2) is that they
assume quasi-steady flow [44, 58–60]. Experimental and numerical studies show that they
fail to accurately model flows varying rapidly in time. In addition, precise validity limits are
also not fully understood, particularly for high-permeability media in which inertial effects
are also important.
Method 2, the dynamic permeability: Studies [61–63] show that when porous me-
dia are subjected to low-amplitude pressure oscillations ∇P eiωt, the flow satisfies Darcy’s





where U , P and Kω are generally complex. Note that in this case, the velocity and pressure
can also be out-of-phase. Though the dynamic permeability can be derived using formal
upscaling procedures [64], its applicability is limited to low-permeability media in which the
frequency is known a priori. It is not clear how such an approach can be extended to un-
steady flows that are not purely oscillatory.
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Method 3, addition of an unsteady term: Unsteady flows through high-permeability
media are particularly challenging to model because inertial and unsteady effects are simul-
taneously important. For this situation, numerous studies propose the addition of an ad-hoc









U2 = 0, (1.4)
where the coefficient CT is either a fitting parameter or proposed using some sort of physical
argument. Unfortunately, the validity of Equation (1.4) is unclear, due both to a lack of
experimental data and the lack of a formal derivation. In practice, one finds that CT is often
set without clear justification or motivating experimental data.
We consequently perform a numerical study of unsteady flow through spatially periodic
arrays of circular cylinders, as sketched in Figure 1.1. The flow is driven by applying an
oscillatory pressure gradient dP/dx = β cos(2πft), where β and f are the oscillation mag-
nitude and frequency, respectively. We simulate the pore-scale, unsteady, incompressible
Navier-Stokes and continuity Equations using finite-volume methods with immersed bound-
aries. We vary the importance of nonlinear inertial effects (i.e. the advection terms in the
Navier-Stokes Equations) by varying the oscillation amplitude β. We vary the importance
of unsteady effects by varying the frequency f . Finally, we vary the porosity by varying the
ratio D/L, where D and L are the cylinder diameter and spacing, respectively, sketched in
Figure 1.1. For each combination of the control parameters (β, f, φ), we investigate the pore-
scale flow fields and the macroscopic relationship between the applied pressure gradient and
velocity. We also produce parametric maps for the validity of the quasi-steady assumption
and explore the validity of proposed ad-hoc terms.
1.3 Organization of thesis
The remaining study is organized as following: Chapter 2 provides background theory
on steady and unsteady flow through porous media and summarizes the method of volume
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averaging. Chapter 3 presents our numerical methods of simulating flow through periodic
arrays of circular cylinders. Chapters 4 and 5 present our two manuscripts. We present our




This chapter provides a historical review of single-phase flow through porous media. We
begin, in section 2.1 by discussing steady flow through porous media. Section 2.2 summarizes
the method of volume averaging. Section 2.3 summarizes previous pore-scale simulations.
Section 2.4 provides a discussion of unsteady flow through porous media.
2.1 Steady flow through porous media
The two most popular models of steady single-phase flow through porous media are
Darcy’s law and the Forchheimer Equation. Both were originally proposed to reflect exper-
imental data. The earliest study of flow through porous media is likely a report published
by Henry Philibert Gaspard Darcy in 1856 [68]. Darcy performed a series of experiments
to investigate steady flow of water through a column of sand. Though different from his
original experiment, we illustrate his result with respect to the sketch in Figure 2.1, which
shows steady flow of water through a layer of sand between two plates. For this flow, Darcy’s









In Equation (2.1), U = Q/A is the mean fluid velocity, where Q is the volumetric flow
rate and A is the cross sectional area of the column of sand. U is often referred to as the
“Darcy velocity.” On the right-hand-side of Equation (2.1), dP/dx = (Pout − Pin)/L is the
macroscopic pressure gradient, gx is the component of gravity in the direction of flow, µ
and ρ are the fluid viscosity and density, respectively, and K is the permeability of the
sand. The permeability has SI units m2, and measures the resistance to fluid flow. An
impermeable material has a zero permeability, K = 0. Equation (2.1) assumes the sand is
homogeneous and isotropic. More generally, heterogeneous anisotropic porous media require
7
Figure 2.1: Creeping flow through porous medium.
the introduction of a permeability tensor that varies in space. Note that we use uppercase
U and P in Equation (2.1) to stress that these are macroscopic quantities, as opposed to the
pore-scale velocity and pressure.
Darcy’s law is only valid for incompressible, isothermal, low speed flow of a Newtonian
fluid through a low permeability material [68]. In this case, the pore-scale flow is governed
by the Stokes Equation
0 = −∇p+ ρg + µ∇2u, (2.2)
where u and p are the pore-scale fluid velocity vector and pressure, respectively, and g is
the gravity vector. Stokes Equation (2.2) represents a balance between viscous, pressure,
and gravitational forces, which occurs when inertial effects are negligible. Darcy’s law can







Comparing Equations (2.2) and (2.3), we see that the term µU/K in Equation (2.3) repre-
sents an average viscous drag that a fluid experiences as it passes through the pores of the
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material [59, 69]. For this reason, the term µU/K is often called the “Darcy drag.”
The permeability of homogenous, isotropic, granular materials at moderate porosities are
often approximated using the Carman-Kozeny relationship [70]
K =
φ3d2p
A(1− φ)2 , (2.4)
where A is an empirical constant, dp is the average particle diameter, and φ = Vf/V is the
porosity, where Vf is the volume of fluid contained in a porous medium of total volume V.
Note that 0 ≤ φ ≤ 1. Depending on the porous media, experiments find that the constant
A varies between 80 and 320, and is 180 for randomly packed spherical beads [71]. Equation
(2.4) is derived by modeling the pore scale flow as fully-developed laminar flow through a
bundle of capillary tubes [70].
As the average velocity and permeability increase, pore-scale inertial effects become im-
portant, and Darcy’s law fails to reproduce experimentally observed measurements of dP/dx










where Cf is called the Forchheimer coefficient. This non-Darcy regime arises due to the
increasing importance of the nonlinear advection term (ρu · ∇u) in the Navier-Stokes Equa-
tion governing the pore-scale flow. Though early studies postulated that the departure from
Darcy’s law arose due to pore-scale turbulent effects, it has since become evident that flow in
the Forchheimer regime is typically laminar and steady. Note that Equation (2.5) is written
assuming 1-D flow in the positive x-direction, as illustrated in Figure 2.1. More generally, the
quadratic term in Equation (2.5) is often written as |U |U to account for flow in the negative
and positive x-direction. The quadratic terms is often interpreted physically by comparing it
to the pressure drag (also called form drag) that arises in flows over bluff bodies at moderate
Reynolds numbers for which boundary layer separation causes the formation of a laminar
low-pressure wake downstream of the body [59, 68].
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Numerous experimental, theoretical, and numerical studies have suggested expressions
for the Forchheimer coefficient, Cf . In a famous experimental study of flow through packed








where A = 150 and B = 1.75. Subsequent studies have shown that the coefficients A and B
depend on the bed size and packing [73–76].
Studies of flow through packed beds of non-spherical particles, such as sand, gravel, and
fibrous media, find that the Ergun relation under-predicts the pressure drop [70, 77, 78].
The increase in pressure drop for non-spherical particles is often ascribed to an increase in
tortuosity and wetted surface area [74]. Tortuosity is defined as the ratio τ = Lf/L, where
Lf is the pore-scale length a fluid parcel must travel to connect two points separated by the
straight-line distance L. An experimental study by Macdonald et al. [73] extended the Ergun
relation to non-spherical media by replacing dp with the Sauter mean diameter ds, defined as






where Vp and Ap are the volume and the surface area of the particle, respectively. Macdonald
et al. [73] found that A = 180, while B varied in the range 1.8 ≤ B ≤ 4 depending on the
particle roughness.
A subsequent study by Li and Ma [79] further generalized the Ergun relation by replacing
dp with the equivalent diameter deq = Ψds, where the shape factor Ψ is defined as the ratio










The empirical constants A and B remained the same as in the Ergun Equation (2.6). Li
and Ma [79] found that deq fits experimental data better than the Sauter mean diameter, ds,
which tends to underestimate pressure drops.
Predicting transition from Darcy to Forchheimer flow remains a topic of discussion in the
literature. Many experimental and numerical studies attempt to predict transition to non-
Darcy flow through some sort of Reynolds number. For that purpose, there is some ambiguity
in the choice of characteristic length scale and velocity, which complicates comparison among
studies. Common length scales include the square root of the permeability [75, 81, 82],
average particle diameter [76, 83], and average pore diameter [84, 85]. Common characteristic
velocities include the Darcy velocity U and the ratio U/φ. The latter is often called the
intrinsic velocity because it estimates the magnitude of the fluid velocity within the pores of
the material. The concept of intrinsic velocity is discussed in detail in section 2.2.
Predicting transition from Darcy flow to Forchheimer flow is further complicated by the
fact that the transition is gradual, due to the progressive increase in pore-scale inertial effects
with Reynolds number. In fact, between the two flow regimes, there is a weak inertial regime










where γ is a dimensionless coefficient.
Table 2.1 summarizes the results of five different studies reporting results for the tran-
sition from Darcy to Forchheimer flow. Ergun [72] reported that the onset of Forchheimer
flow in packed spheres occurred between 3 ≤ Rep ≤ 10, where Rep = ρUdp/µ was based on
the bead diameter dp. Dybs and Edwards [84] reported the onset in porous media consist-
ing of spheres in a hexagonal packing and rods arranged in 3D between 1 ≤ Repore ≤ 10,
where Repore = ρUdpore/µ was based on average pore size. Fand et al. [76] reported on-
set in randomly packed spheres to be Rep = 2.3. Koch and Ladd [54] reported that the
onset of Forchheimer flow in periodic arrays of cylinders started at ReD = 3, and between
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2 < ReD < 5 for random arrays of cylinders,where ReD = ρUD/µ based on the diameter
of the cylinder. Comiti [85] reported in onset in fixed beds of various structures ocurred
between 0.83 ≤ Rem ≤ 4.3, where Rem = ρUdpore/(1−φ)µ. Kundu et al. [88] reported onset
occurred in the range 0.006 ≤ Re√K ≤ 0.2, where Re√K = ρU
√
K/µ.
Table 2.1: Summary of previous results for transition to Forchheimer flow.
Authors Reynolds Number Critical Re
a) Ergun (1952) [72] Rep =
ρUdp
µ
Rep = [3− 10]












e) Comiti et al. (2000) [85] Rem =
ρUdpore
(1− φ)µ Rem = [0.83− 4.3]





Re√K = [0.006− 0.2]
2.2 The volume averaged Navier-Stokes and continuity Equations
The method of volume averaging is a technique of rigorously deriving macroscopic Equa-
tions for flows through porous media. Consider an incompressible flow through a porous
medium, as shown in Figure 2.2. The flow is governed by the Navier-Stokes and continuity




+ v · ∇v) = −∇p+ µ∇2v, (2.10)
∇ · v = 0, (2.11)
v = 0 at Afs, (2.12)
where Afs is the area of the fluid-solid interface. To spatially average this pore-scale prob-
lem, we adopt Whitaker’s convention [69], which defines the superficial volume average of a
spatially varying flow quantity as
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where ψ is a quantity such as velocity or pressure, and Vf represents the volume of fluid






Note that the superficial average is averaged over the full volume V , while the intrinsic is
only averaged over the fluid volume Vf contained in V . The two averages are related by
〈ψ〉 = φ〈ψ〉f , (2.15)





We stress that average quantities are associated with the centroid of the averaging volume,






ψ(x+ yf )dVy, (2.17)
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where x and yf represent the position vector of the centroid of the averaging volume, V, and
the position vector of points relative to the centroid, as displayed in Figure 2.2.
Volume averaging makes frequent use of the following spatial averaging theorem that
allows us to express the average of a gradient as the gradient of an average,




nfs ψ dA, (2.18)
where nfs is the unit normal vector directed from the fluid into the solid. The theorem also
allows us to express the average of a divergence in vector form as





nfs · af dA (2.19)
where af is any vector quantity associated with the fluid.
2.2.1 The volume averaged continuity Equation
To derive a volume-averaged form of the continuity Equation, we apply the superficial
average to the pore-scale Equation (2.11) and apply theorem (2.19),




nfs · v dA = 0. (2.20)
Applying the no-slip condition to the velocity, we find that the superficial velocity is solenoidal,
∇ · 〈v〉 = 0. (2.21)
For this reason, the superficial velocity is the preferred representation of the macroscopic
velocity. The intrinsic form of the continuity Equation can be expressed using Equation
(2.14) as
∇ · 〈v〉f = −φ−1f ∇φf · 〈v〉f . (2.22)
2.2.2 The volume averaged Navier-Stokes Equation
Here, we briefly summarize the derivation of the volume-averaged Navier-Stokes Equa-
tion, which has been considered in detail by Whitaker [44, 69]. We begin by taking the





+ ρ〈∇ · (vv)〉 = −〈∇p〉+ 〈ρg〉+ µ〈∇2v〉, (2.23)
where we have assumed that ρ and µ are constant, and we have leveraged the fact that the
limits of volume integration are independent of time so as to bring the temporal derivative
outside the volume-average. Note that we have also written the convective term as v ·∇v =
∇ · (vv).
The averaging theorem allows us to express the convective term as




nfs · vv dA = ∇ · 〈vv〉 (2.24)
where we have applied the no slip condition, v = 0 on Afs. Next, we decompose the pore-
scale velocity and pressure as [89]
v = 〈v〉f + ṽ, p = 〈p〉f + p̃, (2.25)
where ṽ and p̃ are called the deviation velocity and pressure, respectively. The decomposition
is useful because we can neglect the average of the deviation velocity 〈ṽ〉 = 0 and simplify
the average of a product as [69]
〈vv〉 = 〈v〉f〈v〉f + 〈ṽṽ〉. (2.26)
These simplifications require the length-scale constraint
lf , ls << L. (2.27)
where lf and ls are characteristic length scales describing the fluid and solid phases within
the averaging volume, respectively, and L is a characteristic macroscopic length-scale in
Figure 2.2. After considerable algebra, the volume averaged momentum Equation can be




















Note that the intrinsic average is the preferred representation of the pressure. When inertial





nfs · (−Ip̃+ µ∇ṽ)dA = −µK−1 · 〈v〉, (2.29)
where K is the permeability tensor [69]. This simplification of Equation (2.28) produces
Darcy’s law with the Brinkman term,
0 = −∇〈p〉f + µ∇2〈v〉f︸ ︷︷ ︸
Brinkman term
−µK−1 · 〈v〉︸ ︷︷ ︸
Darcy term
. (2.30)
The Brinkman term can usually be ignored, [69]. When the inertial effects are important,





nfs.(−Ip̃+ µ∇ṽ)dA = −µK−1.〈v〉 − µK−1 · F · 〈v〉, (2.31)
where F is the Forchheimer tensor [44]. The proof requires, however, that one approximate
the flow as quasi-steady. Substituting Equation (2.31) into Equation (2.28) produces the
following volume averaged Navier-Stokes Equation
0 = −∇〈p〉f − µK−1 · 〈v〉 − µK−1 · F · 〈v〉 (2.32)
where the Forchheimer correction tensor,F, is a linear function of velocity 〈v〉 [44], producing
a Forchheimer term that is quadratic. Whitaker [69] found that the convective terms ∇·〈ṽṽ〉
and 〈v〉 · ∇〈v〉/φ are of the same order of magnitude, and are both much smaller than the
Darcy, µK−1 · 〈v〉 and Forchherimer terms µK−1 · F · 〈v〉.
2.3 Pore-scale simulations of flow through porous media
With advances in computing power and CFD methods, pore-scale simulations of porous
media are becoming increasingly common. Table 2.3 summarizes some numerical studies in
terms of different methods used to model the solid and fluid domain, common porous media
structure, and the behavior of the flow (steady and unsteady flow, laminar and turbulent).
In literature, several structures of porous media are presented, the choice of porous media
structure depending on the purpose of the study. Periodic arrays of circular or square cylin-
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ders are well studied [1, 54, 57, 90–98]. Periodic arrays of cylinders are used to investigate
wind around building [99], hydrodynamic dispersion [100], heat transport processes [1] and
mass transport of pollutant species [101]. Additionally, staggered arrays of circular cylinders
are widely investigated [56, 86, 88, 91, 93, 98, 102–111]. The staggered arrays of circular
cylinders have been used to study the design of heat exchangers [104], and cooling systems
[112]. Random arrays of circular cylinders have been discussed in many works [113–115].
Random arrays of circular cylinders are used to understand transport properties of porous
media in chemical, mechanical and petroleum industries [116]. We observe three main ap-
proaches in the literature to accommodating the solid-fluid surfaces in simulations of porous
media. Early work simulated solid surfaces using body-fitted grids [117–119]. Building such
grids is time-consuming, sometimes exceeding the actual simulation time. This limits the
number of geometries that can be considered. Consequently, pore scale simulations of porous
media increasingly rely on either immersed boundary methods or lattice Boltzmann methods.
Immersed boundary methods use simple Cartesian grids that do not conform to the solid sur-
face. Rather, a body force is applied on or around solid surface to approximately enforce the
no-slip and no-penetration boundary conditions. Immersed boundary methods were initially
proposed by Peskin [120], and have become commonplace in such fields as fluid structure
interaction [121], in biological flows [122], fluidized beds and suspensions [123, 124]. The
Lattice-Boltzmann method is another popular method of simulating porous media because
it efficiently handles complex boundary conditions, and it is straightforward to parallelize on
a computer cluster. Unlike traditional computational fluid dynamics methods that solve the
Navier-Stokes Equations directly, the LBM solves a Boltzmann Equation on a “mesoscale”
between the molecular and continuum levels [125, 126].
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Table 2.2: Different numerical simulations studies on pore scale of flow through porous media
Thom and Apelt [102] Staggered circular
tube
Finite difference 2D laminar and turbulent




Finite difference 2D laminar and turbulent
Le Feuvre [127] In-line tube banks Finite difference 2D steady
Launder and Massey [104] Staggered square tube
banks
Finite difference 2D laminar and turbulent
Sangani and Yao [113] Random arrays of
cylinder
Developed method 2D Stocks flow
Edwards et al. [91] Square and hexagonal
arrangement of circu-
lar cylinders
Finite element 2D 0 < Re < 200
Edwards et al. [128] Periodic array of cir-
cular cylinders
Finite element 2D Creeping flow
Bruschke and Advani [92] Periodic arrays of cir-
cular cylinders
2D Steady
Nagelhout et al. [97] Periodic array of cir-
cular cylinders
finite element 2D 0 < Red < 40
Ghaddar [129] Random arrays of cir-
cular cylinders
Parallel finite element 2D Steady and unsteady
Koch and Ladd [54] Periodic and random
arrays of circular
cylinders
Lattice-Boltzmann 2D Steady and unsteady
Alcocer et al. [130] Periodic array of cir-
cular cylinders
Finite-element 2D Creeping flow








Study Porous Structure Methods dime. flow
Papathanasiou et al. [93] Square and hexago-
nal arrays of uniform
fibers
Finite Element 2D 0 < Repore < 160
Alcocer and Singh [94] Periodic array of cir-
cular cylinders
Finite element 2D Creeping flow








Narváez et al. [109] Random arrays of cir-
cular cylinder


























Agnaou et al. [96] Periodic and random
arrays of square cylin-
ders
Finite volume 2D Steady and unsteady
19
Table 2.3: Different experimental studies on pore scale of flow through porous media
Weaver and Abd-Rabbo
[132]
Square array of tubes A visualization tech-
nique
Unsteady
Ziada and Oengören [133] In-line tube bundle Wind tunnel Unsteady
Polak and Weaver [134] Triangle tube arrays Hot wire measure-
ments and a visualiza-
tion technique
7.6×102 < Re < 4.9×
104
Price et al. [135] Triangular and ro-




80 < Re < 1300
Oeng and Ziada [136] Triangular and ro-




80 < Re < 1300













2.4 Unsteady flow through porous media
A literature review reveals three dominant approaches to modeling unsteady flow through
porous media. To simplify our discussion, suppose the macroscopic flow occurs in the x-







Though likely valid for many such applications, the validity bounds of the quasi-steady
assumption are not always clear, particularly in high-permeability well-regions [34–37] and
fractured media [138–140] where there is potential for compounding interactions between
unsteady effects and pore-scale nonlinear inertial effects.
The second approach considers the special case of unsteady flow through low-permeability
media driven by purely oscillatory pressure gradients. Numerous experimental and numeri-
cal studies [15–17, 61, 141–145] show that Darcy’s law can be extended to that special case
by replacing the steady-state permeability with a complex frequency-dependent permeability
k(f) = kr(f) + iki(f), where i =
√
−1. The complex permeability, often called the “dy-
namic permeability,” accounts for the fact that with increasing permeability, the velocity
oscillations are increasingly out of phase with the pressure oscillations. The magnitude of
the velocity oscillations also decreases from that predicted by the steady Darcy Equation.
Formal upscaling methods [64, 146] show that these phenomena arise due to the violation of





= −∇p+ µ∇2v, (2.34)
Though the dynamic permeability can be rigorously derived using formal upscaling proce-
dures, its applicability is limited to low-permeability media in which the frequency is known
a-priori. To our knowledge, it has not been extended to high-permeability media for which
non-linear pore-scale effects are important. It is also not clear how it can be extended to
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unsteady flows that are not purely oscillatory.
The third approach models unsteady flow through porous media by adding an ad-hoc









where we refer to Ct as the “unsteady coefficient.” When Ct = 1, the unsteady term on
the left-hand-side of Equation (2.35) mimics that in the Navier-Stokes Equation. With the











where α is the Forchheimer coefficient. Note that the dependence on U2 in the Forchheimer
term is written as |U |U, to ensure the drag term always acts opposite the flow direction.
Equations similar to (2.35) and (2.36) have been used extensively for applications to flow
control [31–33, 147–151] and coastal engineering [2–12]. A recent analysis of the unsteady
Darcy Equation (2.35) by Zhu and Manhart [152] supports the use of the unsteady term,
provided one can find the proper value of Ct. Within the flow control community, the
unsteady coefficient is typically set to Ct = 1/φ, where φ = Vf/V is the porosity of the
porous medium. This choice is primarily motivated by a derivation of the Forchheimer
Equation performed by Whitaker [44] using volume-averaging theory. Though his derivation
suggests Ct = 1/φ, it also requires the pore-scale flow to be quasi-steady. This contradiction
motivated Whitaker to drop the unsteady term entirely in the final form of his Forchheimer
Equation [44]. One nevertheless finds numerous claims that Equations (2.35) and (2.36) are
theoretically robust, including work by the current authors [31, 32, 149].
The coastal engineering community tends to link Ct to the concept of virtual mass
[62, 153–156]. A review by Burcharth and Anderson [62] shows that this has produced numer-
ous conflicting relationships for Ct, ranging from relatively simple to complex. The validity
of these expressions is muddied by the scarce experimental data [6, 155, 157, 158]. The few
experimental studies that have been performed in the coastal engineering community also
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tend to focus on course granular media in which turbulence is important. Hall et al. [8] ex-
perimentally investigated the unsteady Forchheimer Equation (2.36) using high-permeability
packed rocks and spheres in an oscillating water tunnel. In addition to observing hysteresis
between dP/dx and U , the author’s work suggested that the permeability and Forchheimer
coefficient in Equation (2.36) may differ from their steady state values. Moreover, it was not
clear that Ct is constant in time. They did observe that Ct increases with decreasing porosity
φ. Rehbinder [159] investigated the unsteady Darcy Equation (2.35) in an oscillating u-tube
with packed spheres. Though Rehbinder concluded that Ct differed significantly from the
value Ct = 1/φ, this conclusion is unclear, because our analysis found that Rehbinder’s flow
rates and bead diameters correspond to flow regimes in the non-Darcy Forchheimer regime.




This chapter presents our numerical methods. Section 3.1 presents the geometry and
governing Equations considered by our numerical simulations. Section 3.2 presents our nu-
merical methods.
3.1 Pore-scale Simulations
We model the porous material as an infinite 2D array of cylinders, as sketched in Fig-
ure 3.1. We consider both square arrays (panel a) and staggered arrays (panel b). The red
dashed lines show the boundaries of the computational domain on which periodic boundary
conditions are applied. The length and height of the computational domain are both L. The
unit cell for square arrays contains one cylinder at the center of the domain. The unit cell
for staggered arrays contains one cylinder at the center and four quarters at each corner. We
chose our 2D pore-scale geometry for several reasons. First, the 2D arrays allows us to per-
form a comprehensive parametric study that would be otherwise unfeasible in 3D. Secondly,
the ordered array allows us to systematically vary the permeability and porosity by varying
the ratio D/L. Though random arrays are also considered in the literature, such arrays
would have added the additional challenge of statistical analysis, rendering our parametric
study unfeasible. Finally, square and staggered arrays are well studied in the literature,
allowing us to compare our results to previous results. Nevertheless, though cylinder arrays
are well studied, we found no comprehensive study of the steady and unsteady macroscopic
flow regimes as a function of porosity and Reynolds number.
The flow is governed by the Navier-Stokes and continuity Equations with periodic con-




+ v · ∇v) = −∇p+ µ∇2v, ∇ · v = 0, (3.1)
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Figure 3.1: 2D unit cell for (a) square and (b) staggered arrays of circular cylinders. The red
dashed lines show the boundaries of the computational domain on which periodic boundary
conditions are applied.
and no-slip conditions at the fluid-solid interface. To drive the flow, we express the pressure
in Equation (3.1) in terms of the intrinsic average using the decomposition discussed in




+ v · ∇v) = −∇〈p〉f −∇p̃+ µ∇2v, (3.2)







where the magnitude, direction and frequency of the oscillations are set by prescribing Bx,
By and f . For f = 0, the driving pressure gradient is steady. Note that due to the potential
for unsteady vortex shedding, the pore-scale velocity field can be unsteady even when f = 0.
Equation (3.2) is then solved by treating ∇〈p〉f as a body force [160], and p̃ as a pressure,
though subject to the constraint, 〈p̃〉 = 0. More details are provided in section 3.2.2. The
superficial velocity is computing by averaging the pore-scale velocity over the unit cell (red







where A is the area of the unit cell (L2) and Af is the area of fluid contained within the cell.
We characterize the flow using three non-dimensional parameters: the porosity (φ),
Reynolds number (Re) and Strouhal number (St). For both square and staggered cylin-
der arrays, we vary the geometric ratio L/D to consider porosities between φmin < φ < 1,





y of the pressure gradient to vary the Reynolds number between small val-
ues characteristic of pore-scale Stokes flow (Re ≪ 1) to large values Re > 100 for which
the pore-scale flow exhibits unsteady vortex shedding. We define the Reynolds number as
Re = UD/ν, where U is the magnitude of the superficial velocity, U = |〈u〉|. Finally, we vary
the frequency f so as to vary the Strouhal number St = fD/U between small values St≪ 1
for which the flow is quasi-steady, up to large values for which the Darcy and Forchheimer
Equations fail.
3.2 Numerical methods
We compared two methods of simulating the Navier-Stokes and continuity Equations.
The first uses a Fourier spectral method with an immersed boundary methods called “volume
penalization.” The second uses finite volume methods with an immersed boundary method
called “direct forcing.”
3.2.1 Fourier Method
The Fourier method expands the velocity and pressure fields in expansions of the form
[161, 162],







where v̂lm(t) are time-dependent Fourier coefficients, and l and m are the wave numbers in
the x and y directions, respectively. Fourier methods are simple to code and very efficient
because they make use of Fast Fourier Transforms such that they never require the solution
of a matrix problem. Applying Fourier methods to complicated geometries, however, is
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(a) (b)
Figure 3.2: (a) Relationship between penalization term η and number of grid points N , and
(b) the order of accuracy for Fourier method.
not straightforward. For that purpose, we explored an immersed boundary method called
volume penalization that introduces a body force in the governing Equations to force the
fluid velocity to zero within the solid [55, 163]. The basic idea in the penalisation approach
is to model a solid region as a porous material whose permeability approaches zero [55]. For
that purpose, we add the forcing term
χ
η




+ v · ∇v) = −∇p+ µ∇2v − χ
η
v, (3.6)
where χ is a mask function that is unity inside the solid and zero in the fluid. The parameter
η mimics the permeability of the porous region. As η tends to small values, η → 0, the body
force dominates the advection and viscous terms, such that the Navier-Stokes Equation
behaves like Darcy’s law.
As we found that the Fourier method did not perform well, we do not report the details
of its implementation, beyond noting that it was similar to that of Schneider [55]. The
poor performance arises because the penalization parameter (η) and number of grid points
(N2) must vary as η ∼ 1/N2, as demonstrated in Figure 3.2 (a). Furthermore, because the
penalization term is implemented explicitly in the temporal scheme, the time step must vary












Figure 3.3: (a) Staggered grid distribution. In panel (a), the pressure cell is shaded grey. In
panel (b), the cell for x-momentum is shaded grey.
small time steps.
Note that these issues arose due to the penalization method. More recent work in the
literature has shown that other immersed boundary methods can be coupled with Fourier
methods so as to increase spatial accuracy to fourth-order [164]. Such methods may be
considered in future work.
3.2.2 Finite volume method
The finite volume method (FVM) considers the integral formulation of the conservation
of mass and momentum Equations,
∫
cs


















We discretize Equations (3.7) and (3.8) spatially using second-order finite-volume methods
on a staggered grid with uniform mesh size, as shown in Figure 3.3 (a). We demonstrate our
discretization of the momentum Equation for the velocity component u, which is discretized




ρu(u · n) ds = ρueuedy + ρunvndx− ρuwuwdy − ρusvsdy (3.9)
where the subscripts denote the velocity components on the midpoint of each face, as sketched




(uP + uE), vn =
1
2
(vnw + vne). (3.10)



















































The forcing term is discretized as
∫
cv
B dV = Bdx dy. (3.14)
where B is the body force and it equivalent to 〈p〉f Equation (3.3).
The Navier-Stokes and continuity Equations are integrated temporally using the projec-
tion method of Choi and Moin [165]. The method begins by computing a predicted velocity
field u∗ by solving the momentum Equation with the pressure from the previous time step.
For this purpose, we use a semi-implicit temporal discretization in which the viscous term
is discretized using second-order backwards Euler, and the nonlinear terms are discretized
using a second-order explicit Adams-Bashforth method,
ρ
[
3u∗ − 4un + un−1
2dt
]
dx dy+2NLun −NLun−1︸ ︷︷ ︸
Adams-Bashforth
= −G p̃n + Lu∗︸︷︷︸
Backward Euler
+Bndx dy, (3.15)
where NL and L denote the spatial discretizations of the nonlinear advection terms and






Surface point Forcing point Neighboring point
Figure 3.4: Linear interpolation between the fluid-solid interface and the two neighboring
velocity points.
The predicted velocity u∗ does not satisfy conservation of mass. To correct this error, we
consider the Navier-Stokes for un+1 and pn+1,
ρ
[
3un+1 − 4un + un−1
2dt
]
dx dy + 2NLun −NLun−1︸ ︷︷ ︸
Adams-Bashforth




Subtracting Equations (3.15) from (3.16) and neglecting the difference between Lu∗ and
Lun+1, we find that
− 3ρ
2dt
[un+1 − u∗] = −G(p̃n+1 − p̃n) (3.17)
Taking the divergence of Equation (3.17), we find that
3ρ
2dt
∇ · u∗ = ∇2Φ, (3.18)
where Φ = p̃n+1 − p̃n. Note that Equation (3.18) is derived from the discrete divergence
operator, as outlined in [166, 167]. After solving Equation (3.18), the final velocity and
pressure are computed as
un+1 = u∗ − 2dt
3ρ
∇Φ, (3.19)


















Figure 3.5: (a) Schematic of the stair step, forcing points, interpolation points, and surface
points, and (b) Treating pressure cells on the stair-stepped surface
The cylinder surfaces are simulated using an immersed boundary method similar to
that of Fadlun et al. [168], with several modifications to improve the smoothness of the
velocity and pressure fields near the cylinder surface. Fadlun simulated solid surfaces by
first identifying grid points adjacent to the solid surface, but within the fluid, as schematic
in Figure 3.4. At these “forcing points,” the velocity was set such that linear extrapolation
with neighboring fluid points would enforce the no-slip condition on the solid surface to
within second-order spatial accuracy.
Our method differs from that of Fadlun in several respects. We begin by representing
the cylinder using the distance function defined as
g(x, y) =
√
(x− xc)2 + (y − yc)2 − rc, (3.21)
where xc, yc, and rc are center and radius of the cylinder. The function g(x,y) is positive in
the fluid, negative within the cylinder, and zero on the cylinder surface. The magnitude |g| is
equal to the shortest distance from (x, y) to the cylinder surface. Using the distance function,
we identify whether velocity grid points reside in the fluid or solid, and we approximate
the cylinder surface as a stair step, as sketched in Figure 3.5 (a). For this purpose, we
consider that each pressure cell has four velocity grid points on its faces (one on each face).
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Any pressure cell with at least one velocity grid point in the solid and one velocity grid
point in the fluid is labelled a surface cell (shaded grey in Figure 3.5 (a) ). All remaining
cells are labelled as fluid cells (labelled white) and solid cells (labelled green). The surface
cells and solid cells are removed from the grid entirely, so they do not lead to unnecessary
computations. The interface between the fluid and surface cells (labeled as a dashed red line)
is then treated as the new grid boundary. The velocity on the stair stepped surface is then
set by prescribing the velocity at the forcing points (labelled as red squares and triangles). If
these were chosen so as to apply the no-slip and penetration conditions on the stair-stepped
surface, the method would only simulate the cylinder surface to first-order spatially. To
simulate the actual cylinder surface to within second-order spatial accuracy, the velocities
at the forcing points are set such that linear interpolation or extrapolation from the fluid
points labelled in blue forces the velocity on the cylinder surface to zero. The location of
the surface points (red crosses) are computed by interpolating the distance function.
While the method of Fadlun et al. [168] includes no special treatment of pressure cells
at the cylinder surface, our method treats pressure cells on the stair-stepped surface as
outlined in Figure 3.5 (b). Without special treatment, the solution of the Poisson Equation
(3.18) at the node labelled P would depend on the pressure nodes E and S. As these nodes
are unphysical, we found their inclusion degraded the velocity and pressure fields near the
cylinder surface. On such nodes, we derive the Poisson problem from the conservation of
mass Equation,
vn+1n dx− un+1w dy = un+1e dy − vn+es dx, (3.22)
where we set un+1e and v
n+1
s to the forced velocities.
The Poisson Equation (3.18) only defines the pressure p̃ up to a constant. To fix the
constant such that 〈p̃〉=0, we add a Lagrange multiplier. The Lagrangian Multiplier basically
put an extra constraint for the pressure field. In this way, the unknown constant of the




Figure 3.6: (a) Schematic of shear stress and pressure forces on cylindrical coordinates,
and (b) Extrapolation between the fluid-solid interface and the two neighboring points to
compute pressure and velocity on the cylinder surface
3.2.3 Post processing of results




, v = −dΨ
dx
. (3.23)
From the pore-scale simulations, the velocities u and v are known. To compute the stream-
function numerically, we integrate known velocities u and v with respect to y and x, respec-
tively, using the second-order trapezoidal rule. We then generate streamlines by plotting







using centered difference formulas. We then plot vorticity iso-contours using Matlabs contour
function.
Shear stress and pressure forces on the surface of the cylinder are shown in Figure 3.6
(a). Since we deal with 2D cylinder, two components of shear stress (σθr) and pressure (σrr)
forces in cylindrical coordinates are considered as
σrr = −p+ 2µ
∂Vr
∂r














where p is the pressure on the cylinder, r is the radius of the cylinder, and µ is the viscosity
of the fluid. Applying the no slip Vθ = 0, no penetration Vr = 0 boundary conditions on the
surface of the cylinder simplifies Equation (3.25) to




Term ∂Vr/∂r = 0 of Equation (3.25) is due to substituting the boundary conditions in
continuity Equation. Numerically, Equation (3.26) is used to compute shear stress and
pressure on the surface of the cylinder. We begin by divided the surface of cylinder into
evenly spaced points (red dot) in the angular coordinate, as illustrated in Figure 3.6 (b).
Consider two of those points (square blue): First point is dr distance from the surface of
the cylinder; second point is 2dr from the surface of cylinder in the radial direction. The
differential radial length dr satisfies the condition that dr > dx, so the code stays stable
where dx is the distance between two points in x-direction. Then, using Matlab interp
function to compute pressure p and velocityies u and v at those points. Extrapolate pressure
p to surface points to ensures p on the cylinder surface is extrapolated from data in the fluid
only (square blue points). If we had used Matlab to interp to the surface points directly,
the interp function would have used unphysical pressure from inside the solid. We assume
u and v are zero on the surface points (red dot), and compute ∂Vθ/∂r using standred finite
difference forward one-sided second order. Now, we can compute the friction coefficient cf








Where U is the superficial average velocity. From that, separation and stagnation points are
computed as the friction coefficient cf = 0. The net drag coefficient from the shear stress
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4.1 Abstract
Flows through periodic cylinder arrays have been studied extensively for applications
to heat exchangers, porous media, chemical reactors, and computational fluid mechanics.
Nevertheless, the variation of the pore and macro-scale flow-regimes with porosity, driving
pressure gradient, and cylinder arrangement remains not fully explored. We consequently
perform a thorough parametric study of such regimes for both inline and staggered arrays
of circular cylinders. The Navier-Stokes and continuity Equations are solved using finite-
volume and immersed boundary methods. We vary the porosity from minimum values for
which cylinders nearly touch, to values approaching unity. We vary the Reynolds number
from values producing Stokes flow to those producing pore-scale vortex shedding. Using the
results of over 1000 simulations, we explore how competition between viscous and inertial
effects produces five macroscopic flow regimes. We document the validity limits of each
regime, and explore how they impact the modelling of non-Darcy flow regimes. We find
the practice of fitting Forchheimer-type Equations to data from a wide range of Reynolds
numbers produces conflicting results in the literature. For inline arrays, the Forchheimer





staggered arrays, the Forchheimer regime has a strong presence, but care must be taken
to account for the presence of two different Forchheimer-type regimes. We also show that
transition to vortex shedding is sensitive to the numerical domain size, because the mode of
instability need not be periodic over the same unit cell as the steady flow. This significantly
complicates the study of vortex shedding.
keyword : Pore-scale simulations, non-Darcy flow, cylinder arrays
4.2 Introduction
Incompressible, single-phase, fluid flows through periodic cylinder arrays have been stud-
ied extensively for porous media [1], chemical engineering [45–47], fluid-structure interactions
[48, 49], nuclear reactors [50], separation processes [51], flows through natural and urban en-
vironments [52], and the stability of bluff body flows [53]. They are also useful for validating
lattice-Boltzman [54], immersed boundary [55, 56], and smoothed particle hydrodynamics
methods [57]. Despite the considerable literature to date (see section 4.3), the appearance of
various pore-scale and macroscale flow-regimes with variations in porosity, driving pressure
gradient, and cylinder arrangements remains not fully explored. A comprehensive mapping
of these regimes would help elucidate the competing roles of pore-scale viscous and inertial
effects, and influence the development of more formal macroscopic models using volume-
averaging and homogenization methods. The mapping would also provide a useful database,
lacking to date, for the numerous applications listed above.
Thus motivated, we perform a comprehensive numerical study of pore-scale and macro-
scopic flow through periodic arrays of circular cylinders in both inline and staggered arrange-
ments, as sketched in Figure 4.1. We simulate the unsteady incompressible Navier-Stokes
and continuity Equations using finite-volume methods with immersed boundaries. We vary
the porosity from minimum values for which adjacent cylinders nearly touch, to values ap-
proaching unity. We vary the Reynolds number to produce pore-scale flows spanning Stokes
flow to unsteady laminar vortex shedding. We do not explore the subsequent transition of










Figure 4.1: We consider both inline (panel a) and staggered (panel b) cylinder arrays. The
square computational domains are shaded grey. The average flow velocity is in the positive
x-direction.
we refer to Jouybari and Lundström [169]. We explore how pore-scale viscous and inertial
effects give rise to five macroscopic flow regimes, and we examine the accuracy of popular
Darcy and non-Darcy models. We summarize the validity of these models as a function of
porosity and Reynolds number using parametric maps.
Our work complements theoretical efforts to understand the competition between viscous
and inertial effects using formal volume-averaging [44] and homogenization [60, 87, 170]
methods. Though we solve the governing Navier-Stokes and continuity Equations directly,
it is worth noting that one can alternatively solve a non-linear closure problem predicted
by volume-averaging [44], as in the study of Lasseux et al. [98]. Furthermore, though the
current study focuses on flows driven by steady pressure gradients, we are in fact motivated
by ongoing study of flows driven by unsteady pressure gradients. Such flows are not well
understood [6, 8, 11, 62, 152, 159, 171–174], and an important barrier to understanding them
is gaining a more comprehensive mapping of the steady flow regimes.
The remaining article is organized as follows. Section 4.3 reviews previous literature, with
a focus on numerical work. Experimental work is summarized in Appendix B.1. Section 4.4
presents our governing equations and numerical methods. Sections 4.5 and 4.6 present the










Figure 4.2: Sketch (not to scale) demonstrating flow through a porous material.
4.7.
4.3 Literature Review
Numerous sources discuss the various regimes of flow through porous media [54, 68,
84, 88, 98, 175], including the classic experimental study of Dybbs and Edwards [84] and
numerical study of Koch and Ladd [54]. For review, Figure 4.2 illustrates a hypothetical
experiment in which fluid flows with mean velocity U through a porous material (shaded
grey) subject to the pressure gradient dP/dx = (P2 −P1)/h. In the absence of gravitational
effects, experiments find that when the pore-scale flow is in the Stokes regime, U and dP/dx






where µ is the fluid viscosity and K is the permeability (SI units m2) of the porous medium.
We use the uppercase symbols U and P to stress these are macroscopic quantities. Volume-













where u is the pore-scale velocity in the x-direction, p is the pore-scale pressure, and Vf
is the fluid volume in the averaging volume V , see Figure 4.2. U is called the superficial
38
volume-averaged velocity because it is averaged over V , while P is called the intrinsic volume-
averaged pressure because it is averaged over Vf .
When porous media are modeled as capillary bundles, the Darcy Equation (4.1) is often
interpreted as a balance between the pressure gradient dP/dx and an average viscous drag
µU/k, called the “Darcy drag.” Note that for most porous media, however, pressure forces
also contribute significantly to the Darcy drag. With increasing velocity U , pore-scale inertial








where ρ is the fluid density, and α is a unitless constant, hereafter called the Forchheimer
coefficient. Transition from the Darcy to Forchheimer regime is often attributed to the
formation of boundary layers on the pore walls, as observed in the experimental study of
Dybbs and Edwards [84]. The quadratic term ραU2/
√
K is also often compared physically
to the pressure drag in bluff body flows with boundary layer separation [59]. While most
studies assume the permeability K in Equation (4.3) is equal to that in the Darcy Equation
(4.1), others find the accuracy of Equation (4.3) improves using a different value, which we
denote as KF [129, 176–179]. Note that for a general three-dimensional flow, the Darcy and
Forchheimer Equations are often written in vector form as
U = −K
µ
· ∇P − F ·U, (4.4)
where U is the volume-averaged velocity vector, K is the second-order permeability tensor,
and F is the second-order Forchheimer correction tensor, which is itself a function of U [44].
Studies typically predict transition to Forchheimer flow using a Reynolds number, for
which there is some ambiguity in the choice of length-scale. Common choices include
√
K
[75, 81, 82] or an average particle or pore diameter [76, 83–85]. Predicting transition is
further complicated by the fact it is gradual. In fact, between the Darcy and Forchheimer










where γ is a unitless constant coefficient [54, 86, 87]. We refer to Equation (4.5) as the “tran-
sition Equation,” though one also often finds it called the “weak inertia regime.” In addition
to the Forchheimer and transition Equations above, a review finds occasional attempts to fit
a more general cubic Equation of the form
dP
dx
= c1U + c2U
2 + c3U
3, (4.6)
where c1, c2, and c3 are coefficients. For additional discussion, we refer readers to Lasseux
and Valdés-Parada [180] and Panfilov and Fourar [181].
With increasing Reynolds number, the Forchheimer Equation fails to fit experimental
and numerical data. Though some studies attribute this to onset of pore-scale turbulence,
this likely depends on the porous media under consideration [62, 76, 157, 182]. For cylinder
arrays, there are at least two laminar regimes after the Forchheimer Equation. In the first,
which we refer to as the “post-Forchheimer” regime, the pore-scale flow is laminar and steady,
and the macroscale flow satisfies a power-law [88, 183]. With increasing Reynolds number,
the pore-scale flow eventually transitions to unsteady laminar vortex shedding. Fand et al.
[76] found the macroscale flow in this regime satisfies a Forchheimer-type Equation with
different values of permeability and Forchheimer coefficient.
Pore-scale simulations of porous media are now commonplace, with early studies dating
to Sparrow and Loeffler [90], Happel [184], and Kuwabara [185]. Table 4.1 lists simulations
of cylinder arrays. The abbreviations in the second and third columns denote the considered
pore structures and flow regimes, respectively. Ordered arrays of circular cylinders dominate
the literature. Within those studies, the two most common arrangements are the inline
and staggered arrangements in Figure 4.1. A third common arrangement is that in which
adjacent cylinders form equilateral triangles [90, 106, 186–188].
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Another popular class of pore geometries, not included in table Table 4.1, is that of wavy,
corrugated, or baffled channels and pipes [181, 189]. Table 4.1 also does not include the many
pore-scale simulations of flow through packed spheres. For discussion of such work, we refer
readers to references [190–193].
Despite considerable literature, we found no comprehensive review of how the pore-scale
and macro-scale flow regimes vary with porosity, Reynolds number, and pore-structure. Nu-
merous studies investigate the variation of permeability with porosity and cylinder arrange-
ment [116, 129, 194–201]. Others identify the various macroscopic relationships between U
and dP/dx [76, 84, 88, 182, 202–204]. The bounds for each regime depend on the pore-scale
structure and definition of the Reynolds number. Studies have also investigated the critical
Reynolds number for transition to vortex shedding [54, 84, 96, 129, 205]. As demonstrated
by Agnaou et al. [96], simulations of shedding are complicated by the fact that the instability
need not be periodic over the same unit cell as the steady flow.
Table 4.1: Pore-scale simulations of flow through cylinder arrays. The second column dis-
tinguishes between two-dimensional (2D) and three-dimensional (3D) simulations of ordered
(O) and disordered (Dis) arrays of circles (C), ellipses (E), squares (Sq), rectangles (R), and
rhomboids (Rh). The third column distinguishes between the considered regimes of Stokes
(Stk), laminar (L), turbulent (T), steady (S), and unsteady (U) flow.
Authors Pore structure Regime
Sparrow and Loeffler [90] 2D, O, C L,S
Happel [184] 2D/3D, O, C Stk
Kuwabara [185] 2D/3D, Dis, C Stk
Thom and Apelt [102] 2D,O, C L-T
Gosman and Victoria [103] 2D,O, C L-T
Ahmed and Sunada [206] 2D, O/Dis, Sq L,S
Zukauskas [207] 2D, O, C L-T
Le Feuvre [127] 2D, O, C L,S
Launder and Massey [104] 2D, O, C L-T
Gordon [208] 2D, O, C L
Sangani and Acrivos [1] 2D, O, C Stk
Larson and Higdon [209, 210] 2D, O, C Stk-L,S
Rubinstein and Keller [211] 2D/3D, O/Dis, C Stk
Coulaud et al. [202] 2D, O, C L
Continued on next page
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Table 4.1: Continued.
Authors Pore structure Regime
Sangani and Yao [113] 2D, O, C Stk
Coulaud et al. [202] 2D, O, C L,S
Ganoulis et al. [212] 2D, O, C L,S-L,U
Edwards et al. [91, 100, 128] 2D, O, C Stk-L
Tezduyar and Liou [213] 2D, O, C L
Moretti [214] 2D, O, C L,S-L,U
Johnson et al. [112] 2D, O, C L
Bruschke and Advani [92] 2D, O, C L,S
Braun and Kudriavtsev [215, 216] 2D, O/Dis, C L-T
McCarthy [217] 2D, O, Rh Stk
Nagelhout et al. [97] 2D, O, C Stk-L
Ghaddar [129] 2D, O/Dis, C Stk-L
Fugmann et al. [218] 2D, O, C Stk
Papathanasiou and Lee [219] 2D, O/Dis, C Stk
Clague and Phillips [220] 2D, O/Dis, C L,S-L,U
Souton and Moyne [221, 222] 2D, O, C/Sq Stk-L
Koch and Ladd [54] 2D, O/Dis, C L
Lee and Yang [223] 2D, O, C L
Zhang et al. [46] 2D, O, R L,S-L,U
Rojas and Koplik [203] 2D, O/Dis, C L,S
Martin et al. [106] 2D/3D, Dis, C Stk-T
DeJong et al. [224] 2D, O, R L-T
Wang [225] 2D, O, C Stk
Alcocer et al. [130] 2D, O, C Stk
Andrade Jr et al. [226] 2D, Dis, Sq L,S
Skjetne and Auriault [227] 2D, O/Dis, C/Sq L,S
Zhu et al. [57] 2D, O, C Stk
Clague et al. [228] 2D/3D, O, C Stk
Kevlahan and Ghidaglia [229] 2D, O, C Stk-L
Wang [201] 2D, O, R Stk
Spelt et al. [230] 2D, O, C Stk-L
Graham and Higdon [172, 173] 2D, O, C L,S
Papathanasiou et al. [93] 2D, O, C L,S-L,U
Alcocer and Singh [94] 2D, O, C Stk
Markicevic and Papathanasiou [231] 2D, O, E L
Schneider [55] 2D/3D, O, C L,S-L,U
Breugem and Boersma [232] 3D, O, Sq T
Lowe et al. [27] 3D, O, C T
Liang and Papadakis [233] 2D, O, C T
Zhang and Balachandar [205] 2D, O, C L,S-L,U
Breugem et al. [234] 3D, O, C T
Continued on next page
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Table 4.1: Continued.
Authors Pore structure Regime
Panfilov and Fourar [181] 2D, O, R L,S-L,U
Benyahia et al. [235] 3D, Dis, C L,S
Hlushkou and Tallarek [236] 3D, Dis, C L-T
Sobera and Kleijn [194] 2D/3D, O, C/Sq Stk
Huang et al. [237] 2D, O, C L,S
kevlahan [238] 2D, Dis, C L,S-L,U
Liang and Papadakis [239] 2D, O, C L,S-T
Liang et al. [240] 2D, O, C L,S
Kursun and Kapat [241] 2D, O, C Stk
Kim and Ghiaasiaan [242] 2D, O, Sq L,S
Hellstrom et al. [196] 2D, O, C L-T
Nabovati et al. [107] 3D, O, C Stk
Iervolino et al. [243] 2D, O, Sq L,S-L,U
Chai et al. [204] 2D, Dis, C L,S
Rocha and Cruz [197] 3D, O, C Stk-L
Alshare et al. [115] 2D, O, Sq L,S-L,U
Yazdchi et al. [108, 116, 244] 2D/3D, Dis/O, C Stk-L,S
Lasseux et al. [98] 2D, O, Sq L,S
Penha et al. [245] 2D, O, Sq L,S-T
Bao et al. [246] 2D, O, Sq L
Hendrick et al. [247] 2D, Dis, C Stk
Tamayol et al. [199] 2D/3D, O, C L
Chern et al. [248] 2D, O, C L,S-L,U
Bao et al. [246] 2D, O, C L
DeGroot and Straatman [249] 2D/3D, O, Sq/C L
Pathak et al. [250] 2D, O, Sq L,S-L,U
Grucelski and Pozorski [188] 2D, O/Dis, C L,S-L,U
Khabbazi et al. [198] 2D/3D, O, C Stk
YU et al. [251] 2D, O, C L-T
Narváez et al. [109] 2D, O, C Stk
Matsumura and Jackson [56, 252] 2D, O/Dis, C L,S-L,U
Matsumura et al. [253] 2D, O/Dis, C/E L,S-L,U
Zhu et al. [67] 2D/3D, O/Dis, C L,S-L,U
Zhu and Manhart [152] 2D/3D, O/Dis, C Stk
Zhao et al. [254] 2D, O, C LS
Malico et al. [110] 2D, O, Sq L,S
Chamsri and Bennethum [95] 3D, Dis, C Stk
Jin et al. [255] 3D, O, Sq T
Dorai et al. [131] 3D, Dis, C/Sq L,S
Kudaikulov et al. [200] 2D, O, C Stk
Uth et al. [256] 2D/3D, O, Sq/C L-T
Continued on next page
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Table 4.1: Continued.
Authors Pore structure Regime
Zhao et al. [257] 2D, O, C L
Joshi et al. [258] 2D, O, C Stk-L
Agnaou et al. [96] 2D, O, Sq L,S-L,U
Kundu et al. [259] 3D, O, C L-T
Crowdy [260] 2D, O, C Stk
Ricardo et al. [261] 2D, Dis, C T
Ozturk et al. [262] 2D, O, C L-T
Pasinato et al. [111] 3D, Dis, C T
Eshghinejadfard et al. [263] 3D, Dis, C L,S
Kim et al. [264] 2D, O, C L-T
Hsu et al. [265] 2D, O, C L
Etminan et al. [266] 3D, Dis, C L-T
Zhan et al. [267] 2D, Dis, C L
Islam et al. [268] 2D, Dis, C L
Sonnenwald et al. [269] 3D, Dis, C L-T
Gorman et al. [270] 2D, O, C L-T
Saha and Chanda [271] 2D, O, Sq L,S-L,U
Lasseux et al. [174] 2D, O, Sq L,S-L,U
4.4 Methodology
We consider two-dimensional, incompressible, Newtonian flow through an infinite periodic
array of cylinders of diameter D, see Figure 4.1. We consider inline (a) and staggered
arrays (b). The staggered array is equivalent to the inline array rotated by 45◦. For both








where A and Af are the total area and fluid area, respectively, in the computational domains
(shaded grey in Figure 4.1).





+ v · ∇v
]
= −∇p+ ρg + µ∇2v, ∇ · v = 0, (4.8)
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where g is the gravity vector. We apply v = 0 on the cylinders, and periodicity on all other
boundaries. We drive the flow by decomposing p into the sum of the average pressure P and
a deviation pressure, p̃, whose average is zero,
p = P + p̃, where
∫
Af
p̃ dA = 0. (4.9)
This is often called “Gray’s decomposition” [69, 89]. We then drive the flow in the positive
x-direction by setting
∇P = −Bi, B > 0, (4.10)
where i is the unit vector in x-direction. We apply ∇P by setting ρg = Bi, and treating
p̃ as the usual pressure. This common approach [53] avoids the need to otherwise compute
∇P by averaging the pore-scale pressure. For ordered porous media, that requires a “doubly
averaged” pressure [160].
We discretize Equations (4.8) spatially using standard second-order finite-volume meth-
ods with centered difference approximations on a staggered uniform grid [272]. We discretize
the Equations temporally using the second-order backwards Euler method for linear terms,
and the Adams-Bashforth method for nonlinear terms. The Navier-Stokes Equation then
can be written as
ρ
3vn+1 − 4vn + vn−1
2δt
+ 2N(vn)−N(vn−1) = −∇p̃n+1 +Bi+ µ∇2vn+1, (4.11)
where δt is the time step, vn and p̃n are the velocity and pressure, respectively, at time
t = nδt, and N(vn) = vn · ∇vn. The pressure is integrated temporally using the fractional-
step method of Choi and Moin [165]. The cylinders are simulated using the immersed
boundary method presented in Appendix A.1.
We set L = 0.001 m, µ = 0.001 Pa·s, and ρ = 1000 kg/m3, and initiate simulations with
v0 = p0 = 0. We integrate in time to steady-state or vortex shedding and then compute U








We found that U remained virtually steady in the vortex shedding regime, varying on the
order of 0.1% with time.
We define the Reynolds number as Re = ρUD/µ. To compute the critical Reynolds
numbers Rec for transition to vortex shedding, we determine a pair of Reynolds numbers
Re1 and Re2, for which Re2−Re1 ≤ 10, and for which the flow is steady at Re1 and unsteady
at Re2. The critical Reynolds number is then set to Rec = (Re1 +Re2)/2. For inline arrays,
we first compute Rec for the unit cell, and then repeat the procedure for larger domains to
determine whether Rec depends on the numerical domain. As suggested by Agnaou et al.
[96], we consider up to 5 downstream cylinders and to 3 spanwise cylinders. For staggered
arrays, we limit the computations to the unit cell, as the simulation time otherwise becomes
untenable.
4.5 Results For Inline Arrays
We perform a parametric study that mimics an experiment that measures a porous
material’s permeability by varying the pressure gradient dP/dx and measuring U . We fix
the material’s properties by setting the porosity, and then run simulations for a wide range
of dP/dx. For each simulation, we compute pore-scale streamlines, vorticity isocontours













where τs is the surface shear stress and θ is measured counter-clockwise from the leading
edge, as sketched in Figure 4.6. The reference pressure p0 is measured at the leading edge











, CD = Cf + Cp, (4.14)
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where Ff and Fp are the net drag forces per unit cylinder length due to skin friction and
pressure, respectively.
To identify macroscopic flow regimes, we define the non-dimensional pressure gradient
G = −(dP/dx)D2/(µU) and Reynolds number Re = ρUD/µ. These definitions, motivated
by Beavers et al. [273] and Koch and Ladd [54], allow the Darcy and Forchheimer Equations











respectively. The symbols σ = K/D2 and σF = KF/D
2 are the non-dimensional Darcy
and Forchheimer permeabilities, respectively. In this form, a plot of G versus Re produces
the horizontal line G = 1/σ in the Darcy regime, and a line of constant slope α/
√
σF in






producing a straight line when G is plotted versus Re2. Note that we found the permeabilities
in the Darcy and transition Equations were equal.
4.5.1 Reynolds number effects
We begin by investigating the effects of Reynolds number on flow through an inline
array of porosity φ = 0.6. Figure 4.3(a) and Figure 4.3(b) show pore-scale streamlines and
vorticity isocontours, respectively, when Re = 9.83×10−3. The axes are non-dimensionalized
as ŷ = y/D and x̂ = x/D. As expected for Stokes flow, the streamlines are symmetric about
horizontal and vertical lines passing through the cylinder centers. Each cylinder has six
stagnation points from which stagnation streamlines join adjacent downstream cylinders.
Between the stagnation streamlines are pairs of counter-rotating vortices. As there is no
net downstream flow within these regions, the macroscopic flow is due to that outside the






Figure 4.3: Pore scale streamlines (left column) and vorticity isocontours (right column)
for steady flow through inline arrays of porosity φ = 0.6 and Reynolds numbers Re = 9.83
×10−3 (first row), Re = 9.64 (second row), and Re = 115 (third row). The axes are non-
dimensionalized as x̂ = x/D and ŷ = y/D.
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the cross-sectional flow area is minimized and the shear stress is maximized.
Figure 4.4(a) shows the corresponding variation of the skin friction cf (solid line, left
axis) and pressure coefficient cp (dashed line, right axis) with θ when Re = 9.83 × 10−3. In
the recirculation regions (shaded grey), cf is small and negative. Outside the recirculation
regions, cf is positive with a maximum at θ = 90
◦, thereby applying a net downstream drag
force. The pressure coefficient is positive on most of the front surface (θ < 60◦), but strongly
negative on the rear surface, thereby also applying a net downstream drag.
Figure 4.3 also shows streamlines and vorticity contours when Re = 9.64 (second row)
and Re = 115 (third row). With increasing Re, the flow loses symmetry about the vertical
centerlines, and the recirculation regions grow significantly, covering most of the front and
rear surfaces. The regions of maximum vorticity generation move slightly upstream from θ =
±90◦, and the downstream advection of vorticity increases. Figure 4.4(b) and Figure 4.4(c)
show the corresponding results for cf and cp when Re = 9.93 and 115, respectively. As
expected, the location of maximum cf shifts upstream of θ = 90
◦, and the rear recirculation
region grows more rapidly with Re than the front region. Both coefficients experience their
greatest variations outside the recirculation regions. In the front region, cf and cp are both
small. In the rear, cf is again small, while cp plateaus to a significant negative value, thereby
applying a net downstream pressure force.
The streamlines in Figure 4.3 are similar to those observed in studies of corrugated
channels and pipes [172, 181, 189]. Those studies often attribute the onset of macroscopic
non-Darcy flow to the formation and growth of separation regions that narrow the effec-
tive flow passage with increasing Reynolds number [189]. This effect is demonstrated in
Figure 4.5(a), which shows the variation of u(x) along the horizontal streamline passing
through the center of the pore throats. The profiles are normalized with their maximum
values. When Re = 9.83 × 10−3 (solid line), the velocity is minimized at x = 0, where the
cross-sectional flow area is maximized. The velocity then doubles as it passes through the







Figure 4.4: The friction coefficient cf (solid line, left axis) and pressure coefficient cp (dashed
line, right axis) for inline arrays of porosity φ = 0.6 when Re = 9.83× 10−3 (panel a), Re =
9.64 (panel b), and Re = 115 (panel c.) The recirculation regions are shaded grey.




Figure 4.5: Flow profiles of u(x, y) when Re = 9.83 × 10−3 (solid lines) and Re = 115
(dashed lines). The profiles are normalized with their maximum values. (a) Variation of
u along the horizontal streamline passing through the center of the pore throat, i.e. mid-
distance between two adjacent cylinders. (b) Variation of u across the pore-throat between
two adjacent cylinders (i.e. at θ = 90◦).
Studies also often attribute the onset of macroscopic non-Darcy flow to the formation of
an “inertial core” that flattens the flow profiles far from the solid surfaces, and the formation
of boundary layers that increase the velocity gradients and shear stresses at the pore surfaces
[84, 236]. Figure 4.5(b) shows streamwise flow profiles u(y) across the pore-throat between
two adjacent cylinders (i.e. at θ = 90◦) when Re = 9.83 × 10−3 (solid line) and Re = 115
(dashed line). We indeed observe a flattening of the profile in a core-region, and an increase
in the gradient near the solid surfaces. That being said, viscous effects remain important
within the inertial core, such that it should not be confused with an “inviscid core.”
Figure 4.6 shows the variation of the drag coefficients CD (solid line), Cf (dashed line), and
Cp (dash-dotted) with Re. The plot was computed by performing 73 simulations between
0.001 ≤ Re ≤ 126. The pressure drag always exceeds Cf , particularly for Re > 1. For
example, Cp is consistently 2.6 Cf for Re ≤ 1, but increases to 5.7 Cf when Re = 126. This
likely occurs due to the growth of the low-pressure rear recirculation region for Re > 1. This
may also explain why the data lies in approximately two regimes. In the first (Re ≤ 10),
the following fits agree with the simulations to within 0.1 % relative error when Re ≤ 1 and
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Figure 4.6: Variation of the drag coefficients CD (solid line), Cτ (dashed line), and Cp (dash-
dotted) with Re for steady flow through an inline array of porosity φ = 0.6. The solid dots
show CD = 411/Re for Re ≤ 10 and the open squares show CD = 304Re−0.86 for Re > 10.
within 4 % when Re ≤ 10,
Cf = 95.9Re−1, Cp = 315Re−1, CD = 411Re−1. (4.17)
In the second (10 < Re ≤ 126), the following fits produce errors below 1 %,
Cf = 111Re−1.06, Cp = 215Re−0.818, CD = 304Re−0.86. (4.18)
The fits for CD are shown as symbols in Figure 4.6. We observe that the change in exponent
for CD from −1 in the first regime to −0.86 in the second is due primarily to Cp, which
experiences a similar change in exponent.
For the porosity φ = 0.6, vortex shedding appears at Rec = 131± 4.5, and is insensitive
to the numerical domain size. Figure 4.7 shows streamlines for Re = 142 at times (a)
t1 = 3 s and (b) t ≈ t1 + T/2, where T is the period. The separation points are labelled
1 to 6. The front point 1 and rear point 4 oscillate the most, between −25◦ ≤ θ1 ≤ 25◦
and 160◦ ≤ θ4 ≤ 200◦, respectively. Meanwhile, points 3 and 5 oscillate little, between
115◦ ≤ θ3 ≤ 118◦ and 242◦ ≤ θ5 ≤ 245◦, respectively. Finally, points 2 and 6 oscillate
between 48◦ ≤ θ2 ≤ 57◦, and 301◦ ≤ θ6 ≤ 312◦, respectively. Though we are using the















Figure 4.7: Results for inline array of φ = 0.6 at Re=142. (a) Streamlines at t1 = 3 s. The
black dots mark the six separation points. (b) Streamlines at subsequent time t ≃ t1 + T/2,
where T is the period. (c) CD vs t. (d) Spectra of CD (solid line), u (dashed line), and v
(dash dotted line) when u and v are measured at the location marked with a square symbol
in (a).
streamwise direction such that the lower and upper vortices are out of phase, much like the
staggered vortices in a vortex street.
Figure 4.7(c) shows a plot of CD with time. The alternation in peak values is charac-
teristic of the superposition of a fundamental frequency and harmonic. A Fourier transform
of CD produces the spectrum (solid line) in panel (d), showing the fundamental frequency
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f0 = 327.5 Hz and first harmonic f1 = 655 Hz. The figure also shows the spectra for u (dashed
line) and v (dash-dotted line) recorded at (x, y) = (L/2, 0). It is interesting to note that the
amplitudes of the first-harmonic exceeds that of the fundamental in the spectra for CD and
u. The Strouhal number St = f0D/U equals 1.18, which agrees with St = 1.19 reported by
Koch and Ladd [54] for Re = 155. We computed Strouhal numbers for 135 ≤ Re ≤ 157, and
observed only a slight increase with Re. This agrees with experimental studies that find St
is nearly constant [48, 135, 274, 275].
Turning our attention to the macroscopic flow, the solid dots in Figure 4.8(a) show our
results for the nondimensional pressure gradient G for Re ≤ 30. Using the data point for
the smallest Reynolds number (Re = 0.00328) produces the Darcy Equation G = 111 (solid
line) and dimensional permeability k = 4.59 × 10−9 m2. To interpret this result in terms
of the drag coefficient CD, we note that for steady flow, the force balance in Appendix C.1
predicts
G ≈ 2(1− φ)
π
ReCD. (4.19)
Substituting our fit CD = 411/Re from Equation (4.17) produces G = 105. We define the
Darcy regime as the Reynolds numbers Re ≤ ReD for which the Darcy Equation agrees with
the simulations to within 1 % relative error. In Figure 4.8(a), we find ReD = 4.67, producing
the regime shaded grey.
We fit the Forchheimer Equation by computing linear best fits to G for all possible com-
binations of 10 sequential data points (Re,G). We then select the fit with the maximum
coefficient of determination. We adopt this procedure because the Forchheimer regime is
not clearly present for some porosities, such that determining the Forchheimer permeability
and coefficient is somewhat subjective. Section 4.5.2 demonstrates that our procedure pro-
duces far cleaner results for the variation of the Forchheimer Equation with porosity than in
previous literature. The dashed line in figure Figure 4.8(a) shows the result
G = 107 + 0.852Re, (4.20)
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(a) (b)
Figure 4.8: Numerical results for G (solid dots) in an inline array of porosity φ = 0.6 when
Re ≤ 30. (a) G vs. Re. The lines show the best-fit Darcy (solid-line) and Forchheimer
(dashed-line) Equations. The Darcy regime is shaded grey. (b) G vs. Re2. The best-fit
transitional Equation (4.16) is shown as a solid line. The transition region is shaded grey.
from which we extract the Forchheimer permeability KF = 4.76× 10−9 m2 and Forchheimer
coefficient α = 0.0824. We define the Forchheimer regime as the Reynolds numbers ReF1 ≤
Re ≤ ReF2 for which the Forchheimer Equation agrees with the numerical data to within 1
% relative error. For inline arrays of porosity φ = 0.6, we find ReF1 = 4.62 and ReF2 = 29.5,
which corresponds to nearly the full unshaded region in Figure 4.8(a).
Figure 4.8(b) shows the numerical results for G (solid dots) versus Re2 when Re ≤ 15.
The solid line shows the best fit to the transition Equation (4.16),
G = 111 + 0.0499Re2, (4.21)
which agrees with the simulations to within 1 % relative error for all Reynolds numbers
below ReT = 12.6. We define the transition regime as Re ≤ ReT , which is shaded grey in
Figure 4.8(b).
The solid dots in Figure 4.9(a) shows G vs. Re in the range 5 ≤ Re ≤ 160 using a
logarithmic scale. For the Reynolds numbers 12.9 ≤ Re ≤ 131 (shaded grey), the data agree
with the power law
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(a) (b)
Figure 4.9: Numerical results for G (solid dots) in an inline array of porosity φ = 0.6 when
5 ≤ Re ≤ 160. (a) G vs. Re using a logarithmic scale for both axes. The solid line shows
the best-fit power law G = 82.7Re0.135. The power-law regime is shaded grey. (b) G vs. Re
when 134 ≤ Re ≤ 150. The solid line shows the best fit G = 72.5 + 0.662Re.
G = 82.7Re0.135, (4.22)
(solid line) to within 1 % relative difference. This result is also predicted by the best fit
CD = 304Re
−0.86 in Equation (4.18), which produces G = 77.4Re0.14. We refer to Equation
(4.22) as the post-Forchheimer Equation, and we refer to the shaded regime 12.9 ≤ Re ≤ 131
as the post-Forchheimer regime. Note, however, that due to the adjacent limits of the
transition and post-Forchheimer regimes, the full range of Reynolds numbers Re ≤ 131
is accurately modelled using the transition Equation (4.21) for Re ≤ 12.6 and the post-
Forchheimer equation for 12.6 ≤ Re ≤ 131, bypassing the Forchheimer Equation altogether.
Figure 4.9(b) shows that for the supercritical Reynolds numbers 131 ≤ Re ≤ 150, the
nondimensional pressure gradient approximately satisfies the linear relationship G = 72.5 +
0.662Re. This is a Forchheimer-type Equation with different values for the permeability
and α. We do not explore the upper bound of this regime, because it likely depends on
three-dimensional effects. The scatter in the data may arise from a decrease in spatial
accuracy, though we used fine grids of 5122 volumes. Though U does oscillate for Re > Rec,
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the oscillation amplitude is around 0.1%. Consequently, we did not average over time.
Nevertheless, these small oscillations likely contribute to the scatter.
4.5.2 Porosity effects
We investigate porosity effects by repeating the procedure demonstrated in section 4.5.1
for the porosities 0.3 ≤ φ ≤ 0.9 in increments of 0.1. Between 70 to 100 simulations are
required for each porosity to capture the regime limits and explore the sensitivity of Rec
to the domain size. Figure 4.10 shows streamlines in an array of porosity φ = 0.3 for the
Reynolds numbers Re = 0.006 (a) and Re = 121 (b). For this small porosity, the gap
between downstream cylinders behaves like a lid-driven cavity whose width-to-depth ratio
is sufficiently small to create two stacks of counter-rotating vortices [see the cavity studies
276, 277]. As a result, a large portion of the cylinder is covered by low-shear recirculation
regions. Figure 4.10(e) shows that the viscous drag coefficient, Cf (dashed line), is conse-
quently one order-of-magnitude smaller than Cp (dash-dotted) and CD (solid line), which are
indistinguishable in the figure. Figure 4.10(c) and Figure 4.10(d) show streamlines for an ar-
ray of porosity φ = 0.9 when Re = 0.143 and Re = 116, respectively. For this high-porosity,
recirculation regions are only observed in the non-Stokes regime. As a result, Figure 4.10(f )
shows that Cf , Cp, and CD are equal order, though the contribution of pressure clearly in-
creases for Re > 1.
Figure 4.11(a) shows the variation of G with Reynolds number when φ = 0.3 (solid line),
φ = 0.6 (dashed line), and φ = 0.9 (dash-dotted line). G is normalized with its Darcy value
GD = 1/σ. We observe that with increasing porosity, the initial increase of G/GD from
unity increases and the validity domains of the Darcy and transition regimes decrease. The
presence of a clearly distinguishable Forchheimer regime, in which G varies linearly, also
decreases. To aid the visualization, the solid dot and square symbols show the lower and
upper bounds of the Forchheimer regime, respectively. There is no solid dot for φ = 0.9,






Figure 4.10: Panels (a)–(d) show steady-state streamlines for inline arrays when (a) φ = 0.3
and Re = 0.006, (b) φ = 0.3 and Re = 121, (c) φ = 0.9 and Re = 0.143, (d) φ = 0.9 and
Re = 116. Panels (e) and (f ) show the variation of CD (solid lines), Cf (dashed lines) and
Cp (dash dotted lines) with Re when φ = 0.3 (panel f ) and φ = 0.9 (panel f ).
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(a) (b)
Figure 4.11: (a) G vs. Re in an inline array of porosity φ = 0.3 (solid line), φ = 0.6 (dashed
line), and φ = 0.9 (dash-dotted line) line. The solid dot and square symbols show the lower
and upper bounds of the Forchheimer regime, respectively. (b) A parametric map of the
Darcy, Forchheimer, post-Forchheimer, and vortex shedding regimes as a function of Re and
φ.
Table 4.2: For the porosity shown in the left column, the remaining columns show
the Reynolds numbers defining the limits of the Darcy, transitional, Forchheimer, post-
Forchheimer, and vortex shedding regimes.
φ ReD ReT ReF1 ReF2 ReP1 Rec (unit cell) Rec (3 cylinders)
0.3 11 53.2 25.6 89.7 49.2 125±4 136 ±4.8
0.4 7.38 25.6 11.5 57.4 23.6 138±2 139 ±1.1
0.5 5.68 19.3 6.29 42.7 16.0 160±2.5 141 ±2
0.6 4.67 12.6 4.62 29.5 12.8 131±4.5 131 ±4.5
0.7 3.79 10.4 2.19 23.6 9.71 117±2.5 103 ±3.2
0.8 2.92 7.04 1.18 17.7 6.55 118±1.5 49 ±1
0.9 1.84 4.55 0.39 11.7 4.02 119±3 17.4 ±4.75
The impacts of porosity on the Darcy, Forchheimer, and post-Forchheimer regimes are
summarized in Figure 4.11(b). The Reynolds numbers defining the limits of the five macro-
scopic regimes are also listed in Table 4.2 for 0.3 ≤ φ ≤ 0.9. As expected, the importance
of inertia increases with porosity. We also stress that for all porosities, we found that the
full range of Reynolds numbers between 0 ≤ Re ≤ Rec, can be accurately modelled using
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the transition Equation (4.21) for Re ≤ ReT and the post-Forchheimer Equation (4.22) for
ReT ≤ Re ≤ Rec.
(a) (b)
(c)
Figure 4.12: (a) Rec for a unit cell (solid line) and for 1× 3 cells (dashed line) in an inline
array. The dashed-dot line shows the critical Reynolds number for an isolated cylinder. (b)
Streamlines for the simulation of a unit cell of porosity φ = 0.9 at Re =120. (c) Streamlines
for the simulation of a 1× 3 domain of porosity φ = 0.9 at Re = 22.
Table 4.2 reports the critical Reynolds number when the simulations consider a unit cell
(column 7) and a larger domain with 3 downstream cylinders. Our results for a unit cell of
porosity φ = 0.8 agree with the value Rec = 118.45 ± 4.92 reported by Agnaou et al. [96]
and Rec = 122.9 ± 2.4 reported by Koch and Ladd [54]. We also find, however, that for
porosities above 0.6, the domain size has a significant impact on the mode of instability and
critical Reynolds number. Our results for Rec are also plotted in Figure 4.12(a), where the
solid line shows Rec for a unit cell, and the dashed line shows Rec for 3 cylinders. When
φ = 0.9, the value Rec = 119 predicted by the unit cell is more than 5 times larger than
the value Rec = 17.4 predicted by 3 cylinders. Figure 4.12(b) and Figure 4.12(c) compare
pore-scale streamlines produced by these two domains. Restricting the simulation to a unit
cell selects a perturbation concentrated in the wakes. Simulating three cylinders, however,
selects a disturbance that is not periodic over a unit cell. This disturbance significantly
perturbs the flow in the entire numerical domain. The dashed line in Figure 4.12(a) predicts
a non-monotonic variation of Rec, in which Rec is maximized at φ = 0.5, and drops to
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Table 4.3: For inline arrays with the porosity shown in the left column, the remaining
columns show the coefficients used in the Darcy (G = σ−1), transitional (G = σ−1 + γRe2),
Forchheimer (G = σ−1F + ασ
−1/2
F Re), post-Forchheimer (G = aRe
b), and vortex shedding
(G = q + rRe) Equations.
φ σ−1 γ σ−1F α a b q r
0.3 11900 0.990 10600 0.730 4150 0.315 2100 128
0.4 1350 0.250 1260 0.261 745 0.213 978 8.26
0.5 339 0.0946 325 0.133 228 0.164 340 1.14
0.6 111 0.0499 107 0.0824 82.7 0.135 72.5 0.662
0.7 39.3 0.0249 38.4 0.0503 31.7 0.112 37.2 0.149
0.8 13.1 0.0149 12.9 0.0337 11.3 0.0943 12.5 0.0450
0.9 3.16 0.0083 3.11 0.0234 2.88 0.0866 3.55 0.00700
only 17.4 at φ = 0.9. In comparison, the critical Reynolds number for a single cylinder in
an infinite domain is approximately Rec = 49 [278]. Our computed trend for Rec differs
from that reported by Agnaou et al. [96] for square cylinders. In that case, Rec decreases
monotonically with φ. Results similar to ours have been observed, however, by Zhang and
Balachandar [205] for flow through a single column of cylinders oriented transverse to the
downstream direction.
Table 4.3 presents our results for the coefficients in the macroscopic Equations. Fig-
ure 4.13(a) shows that our computed nondimensional permeability (solid dots) increases
monotonically with porosity. The circle and square symbols show that our results agree with
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− 1.476 + 2φ− 0.796φ
2
1 + 0.489φ− 1.605φ2
]
. (4.24)
The dashed line shows that our results agree favorably with the Ergun Equation σ =
φ3/150(1− φ2) [72] for the porosities φ ≥ 0.5.
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(a) (b)
Figure 4.13: Numerical results for (a) σ (solid dots), and (b) α (solid dots) as a function of
porosity. In panel (a), the dashed line, circles, and squares show the predictions of [72], [279],
and [186], respectively. In panel (b), the dash line shows the power law α = 0.0148Re−3.15.
The square and circle symbols show the predictions of [93] and [199].
The solid dots in Figure 4.13(b) show that our computed Forchheimer coefficient satisfies
the power law α = 0.0148φ−3.15. The symbols show the relationships α = 0.08(1 − φ)/φ
(squares) and α = (−5.32 + 18.42φ)−1/0.532 (circles) suggested by Papathanasiou et al. [93]
and Tamayol et al. [199], respectively. Besides some qualitative agreement in the range 0.5 ≤
φ ≤ 0.8, the relationships differ significantly. This likely occurs because the Forchheimer
coefficient depends on the range of Reynolds numbers used in the fitting process. Tamayol
et al. [199] developed their relationship using data in the range 0.001 ≤ Re ≤ 200. Our results
suggest this includes data outside the Forchheimer regime. The coefficient also depends
on whether the permeability is set to the Darcy value or an effective Forchheimer value.
To our understanding, Papathanasiou et al. [93] and Tamayol et al. [199] used the Darcy
value. Overall, our results suggest the Forchheimer Equation may be inappropriate for inline
cylinder arrays. The Forchheimer regime is not always clearly present, and forcing it to data
produces conflicting results in the literature. Meanwhile, a much broader range of Reynolds
numbers is accurately modeled using the transition and post-Forchheimer Equations. We
also report that the coefficients γ, a, and b approximately vary as power laws
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γ = 0.0054φ−4.26, a = 2.48φ−6.32, b = 0.076φ−1.15. (4.25)
These produce errors on the order of 8%, 20 % and 3 %, respectively.
(a) (b)
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Figure 4.14: The solid lines show numerical data for G vs. Re when φ = 0.3 and 0.9 (labelled
in figure). The dashed lines show (a) the quadratic relation (4.27), and (b) the cubic relation
(4.28). In both panels, ReF2 is shown as a square symbol.
Finally, in addition to the Darcy, transition, Forchheimer, and power-law relationships
summarized in Table 4.3, we consider the more general cubic relationship
dP
dx
= c1U + c2U
2 + c3U
3, (4.26)
which is occasionally encountered in previous literature. In non-dimensional form, this pro-
duces a quadratic relation for G,
G = ĉ1 + ĉ2Re+ ĉ3Re
2, (4.27)
where ĉ1, ĉ2, and ĉ3 are nondimensional coefficients. We fit this relation to our numerical
data in the transition and Forchheimer regimes, Re ≤ ReF2. Figure 4.14(a) compares the
fits (dashed lines) with the numerical data (solid lines) for φ = 0.3 and 0.9. Overall, the
results are unconvincing, and quite poor compared to the other macroscopic laws discussed.
For completeness, we also considered the cubic relation




Table 4.4: The coefficients of Equation (4.28) as a function of porosity for inline arrays of
cylinder.
φ C1 C2 C3 C4
0.3 11900 -4.05 1.49 −9.06× 10−3
0.4 1350 6.61× 10−3 0.301 −3.05× 10−3
0.5 339 0.219 0.1 −1.41× 10−3
0.6 111 0.0539 0.0503 −1.01× 10−3
0.7 39.3 0.0494 0.0223 −5.86× 10−4
0.8 13.1 0.0338 0.0101 −3.74× 10−4
0.9 3.15 0.0152 4.96× 10−3 −2.89× 10−4
The corresponding results for that relation are shown in Figure 4.14(b). We see that the
cubic relation (4.28) produces excellent results for Re ≤ ReF2, after which it diverges rapidly
and unphysically, producing a sudden drop in G with increasing Reynolds number. This
suggests the relation is simply a polynomial best fit that does not reflect any deeper physical
mechanisms. Nevertheless, if one is careful to limit Re < ReF2, such fits could be useful in
practice, because they provide a single relation for the Darcy, transition, and Forchheimer
Equations. We consequently summarize the coefficients for inline arrays in Table 4.4.
4.6 Results For Staggered Arrays
Figure 4.15(a) and Figure 4.15(b) show streamlines and vorticity isocontours, respec-
tively, for a staggered array of porosity φ = 0.6 when Re = 0.0655. As expected for Stokes
flow, the streamlines are symmetric about horizontal and vertical centerlines. In contrast to
inline arrays, however, there are no recirculation regions, such that the full fluid region con-
tributes to the macroscopic flow. Panel (b) shows that vorticity is again primarily generated
where the cross-section flow area is minimized, i.e. θ = ±45◦ and θ = ±135◦. Figure 4.15(c)
and Figure 4.15(d) show the streamlines and vorticity isocontours, respectively, when the
Reynolds number is increased to Re = 57. Note that the flow transitions to vortex shedding
at Rec = 58.4 ± 1.33. At Re = 57.0, inertial effects only generate a single pair of trailing




Figure 4.15: Streamlines (left column) and vorticity isocontours (right column) for steady
flow through staggered arrays of porosity φ = 0.6 and Reynolds numbers Re = 0.0655 (first
row), and Re = 57 (second row). The arrows in panel (a) are discussed in the text.
verging nozzle that draws the streamlines towards the centerline. Vorticity is predominantly
generated at the two upstream locations θ = ±45,◦ from which viscous effects are advected
downstream.
Figure 4.16 shows streamlines at the supercritical Reynolds number Re = 59.8 at the
time (a) t1 = 4.5 s and (b) t ≃ t1 + T/2. During an oscillation, the front point 1 oscillates
















Figure 4.16: Streamlines in a staggered array of porosity φ = 0.6 for Re = 59.83. Panel (a)
shows a still at time t1 = 4.5 s. The solid dots mark the two separation points. Panel (b)
shows a still at t ≈ t1 + T/2.
Re = 59.8, we computed St = 0.65, which is roughly 50 % that of the inline array. We
computed Strouhal numbers for 59.8 ≤ Re ≤ 92.2, and observed only a slight increase with
Re.
Figure 4.17(a) shows our results for G when Re ≤ 70. Figure 4.17(b) compares the
results for staggered (solid line) and inline (dashed line) arrays. Both produce the same
Darcy Equation G = 111 (solid line in panel a), because the linearity of Stokes flow ensures
that flow through the staggered array is equivalent to the sum of flow through an inline
array oriented at 45◦ and another at −45◦, as indicated by the arrows in Figure 4.15(a).
For the staggered array, the Darcy regime extends to ReD = 4.48, after which the transition
Equation G = 111 + 0.0599Re2 extends to ReT = 9.4.
The dashed line in Figure 4.17(a) shows the Forchheimer Equation,
G = 104 + 1.04Re, (4.29)
which extends from Re = 10.7 to 54. The resulting Forchheimer coefficient, α = 0.102, is
approximately 25 % greater than that for the inline array. In panel (b), this produces a more
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(a) (b)
Figure 4.17: (a) Numerical results for G (solid dots) in a staggered array of porosity φ = 0.6
when Re ≤ 70. The lines show the best-fit Darcy (solid line), Forchheimer (dashed line),
and vortex shedding (dash dotted) Equations. The Darcy regime is shaded grey. (b) G vs.
Re for inline (dashed line), and staggered (solid line) arrays of porosity φ = 0.6.
rapid increase in G for the staggered array, such that the results for inline and staggered
arrays diverge. The divergence also occurs because the inline array transitions to the post-
Forchheimer regime at Re = 29.5. In contrast, we observe no post-Forchheimer regime for
the staggered array. Rather, the flow transitions from the Forchheimer regime to vortex
shedding at Rec = 58.44± 1.33, after which G satisfies,
G = 58.3 + 1.87Re, (4.30)
shown as a dash-dotted line in Figure 4.17(a). The net result is the presence of two
Forchheimer-type regimes one after the other.
To explore the effects of porosity, we repeated our analysis for 0.3 ≤ φ ≤ 0.9. Fig-
ure 4.20(a) and Figure 4.20(b) show streamlines when φ = 0.3 and Re = 0.0014 and Re =
23.7, respectively. With increasing Reynolds number, we observe only a small recirculation
zone. The flow then transitions to vortex shedding at Rec = 25± 1. Figure 4.20(c) and Fig-
ure 4.20(d) show streamlines for an array of porosity φ = 0.9 when Re = 0.072 and Re = 26,
respectively. For this high porosity, the trailing vortices are much larger, covering roughly
1/3 of the cylinder surface. The flow then transitions to vortex shedding at Rec = 27.09± 1.
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(a) (b)
Figure 4.18: Numerical results for G (solid dots) in a staggered array when (a) φ = 0.3 and
Re ≤ 30. The solid line shows the Darcy equation. The Darcy regime is shaded grey. (b)
φ = 0.9 and Re ≤ 45. The lines show the Darcy (solid-line), Forchheimer (dashed-line), and
vortex shedding (dash-dotted) equations. The Darcy regime is shaded grey.
Figure 4.18(a) show G versus Re in a staggered array of φ = 0.3. For this small porosity,
we observe a Darcy regime for 0 ≤ Re ≤ 16 and a transition regime from 0 ≤ Re ≤ 24.7.
The flow then transitions directly to vortex shedding at Rec = 25 ± 1.17, such that we
never observe a Forchheimer regime with steady pore-scale flow. Transition also creates a
sudden increase in G. Figure 4.18(b) shows G versus Re when φ = 0.9. For this porosity, we
observe all five possible regimes: (i) the Darcy regime for Re < 0.8, (ii) the transition regime
for Re < 3, (iii) the Forchheimer regime for Re < 9, (iv) the post-Forchheimer regime for
Re < 27, and (v) vortex shedding for Re > 27.
Figure 4.19(a) and Table 4.5 summarize the influence of porosity on the flow regimes for
staggered arrays. For porosities in the range 0.4 ≤ φ ≤ 0.8, we observe no post-Forchheimer
regime, and the macroscopic flow is well modeled using the transition Equation for Re ≤ ReT
and the Forchheimer Equation for ReT ≤ Re ≤ Rec. Figure 4.19(a) shows that while the
Forchheimer regime increases with decreasing porosity from φ = 0.9 to φ = 0.4, there is a
sudden change in behavior between φ = 0.4 and φ = 0.3, such that no Forchheimer regime is
observed for φ = 0.3. Figure 4.19(b) shows this may occur due to a dramatic drop in critical
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(a) (b)
Figure 4.19: (a) A parametric map of the Darcy, transition, Forchheimer, and vortex shed-
ding regimes as a function of Re and φ. (b) The critical Reynolds number for a unit cell for
staggered array as a function of porosity.
Reynolds number from Rec = 95.2 at φ = 0.4 to only Rec = 25 at φ = 0.3.
The drop in Rec occurs due to a switch in the mode of instability. Figure 4.21 compares
supercritical streamlines for φ = 0.3 (a) and φ = 0.4 (b). For φ = 0.4, the vortex pairs
oscillate strongly, and out-of-phase, in a large wake. For φ = 0.3, the vortices oscillate
only slightly in a small wake. The flow outside the wake is nearly steady. The closeups
in panels (c) and (d) show streamlines in the upper half of the wake. The lower axes
overly the horizontal streamline separating the upper and lower vortices. The upper and
lower vortices oscillate in phase, maintaining symmetry about the horizontal streamline.
To generate the closeups, we computed the streamfunction by integrating the velocity field
around the cylinder surface, excluding the cells in the solid. This creates the stair-stepped
streamline at the solid surface, but produces very clean streamlines in the fluid. All other
streamlines in our study were generated by integrating the velocity field through both the
fluid and solid. This simpler approach does not produce the stair-stepped lines, but generates




Figure 4.20: Streamlines for staggered arrays when (a) φ = 0.3 and Re = 0.0014, (b) φ = 0.3




Figure 4.21: Streamlines for (a) φ = 0.3 and Re = 29.6 and (b) φ = 0.4 at Re = 101. Panels
(c) and (d) show closeup snapshots for the upper vortex in panel (a) at time t1 = 1.7 s and
t ≃ t1 + T/4, respectively.
Table 4.6 reports the various coefficients used in the macroscopic Equations. The perme-
abilities for staggered arrays agree with those for inline arrays to within 1% relative error. For
the staggered arrays, however, we do not observe a power law variation of the Forchheimer
coefficient α with porosity. Rather, the coefficient is relatively constant, around α ≈ 0.1.
Finally, we report that we again found the cubic relation For completeness, we also
considered the cubic relation
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Table 4.5: For staggered arrays with the porosity shown in the left column, the remain-
ing columns show the limits of the Darcy, transitional, Forchheimer, and vortex shedding
regimes.
φ ReD ReT ReF1 ReF2 Rep1 Rep2 Rec
0.3 15.7 24.7 – – – – 25 ±1
0.4 9.44 20.6 24.4 105 – – 95.2 ±5.68
0.5 6.44 12.4 17.27 70.6 – – 72.7 ±1.72
0.6 4.48 9.39 10.7 54.0 – – 58.4 ±1.33
0.7 2.81 7.87 7.46 47.5 – – 49.1 ±2.05
0.8 1.52 7.08 2.15 45.0 – – 44.9 ±2.55
0.9 0.775 2.55 1.41 8.77 4.50 23.8 27.1 ±1.00
Table 4.6: For staggered arrays with the porosity shown in the left column, the remaining
columns show the coefficients used in the Darcy (G = σ−1), transitional (G = σ−1 + γRe2),
Forchheimer (G = σ−1F + ασ
−1/2
F Re), and vortex shedding (G = q + rRe) Equations.
φ σ−1 γ σ−1F α a b q r
0.3 12100 0.529 – – – – 12100 29.4
0.4 1350 0.163 1240 0.200 – – 941 10.3
0.5 340. 0.0914 319 0.114 – – 197 3.78
0.6 111 0.0599 208 0.102 – – 58.3 1.87
0.7 39.3 0.0492 36.0 0.118 – – 29.2 0.875
0.8 13.1 0.0428 12.5 0.119 – – 19.7 0.268
0.9 3.16 0.0514 2.93 0.123 2.39 0.317 1.65 0.204
G = ĉ1 + ĉ2Re+ ĉ3Re
2 + ĉ4Re
3, (4.31)
provides excellent fits to the data when the Reynolds number is limited to Re ≤ ReF2 and
φ ≥ 0.4, The coefficients are summarized in Table 4.7.
4.7 Conclusions
We found that inline cylinders experience large recirculation regions on their front and
rear surfaces, such that the macroscopic velocity U arises from the high-velocity flow in the
channel-like regions between rows. The recirculation regions grow with Reynolds number
and decreasing porosity, producing a strong pressure drag that exceeds skin-friction. At low
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Table 4.7: The coefficients of equation (4.28) as a function of porosity for inline arrays of
cylinder.
φ C1 C2 C3 C4
0.3 - - - -
0.4 1350 1.15 0.0918 −4.16× 10−4
0.5 339 0.614 0.0307 −2.04× 10−4
0.6 111 0.295 0.0233 −2.13× 10−4
0.7 38.9 0.319 0.0145 −1.55× 10−4
0.8 12.9 0.221 0.0164 −3.75× 10−4
0.9 3.15 0.0368 0.0396 −2.71× 10−3
porosities, the pressure drag dominates completely, and the small gap between downstream
cylinders behaves like a cavity with stacks of counter-rotating vortices.
We found that inline arrays produce five macroscopic flow regimes. At low Reynolds
numbers, Stokes flow produces a Darcy regime in which dP/dx varies linearly with U . With
onset of inertial effects, this is followed by a transition regime with a cubic dependence, a
Forchheimer regime with quadratic dependence, and then a post-Forchheimer regime with a
power law. Finally, pore-scale vortex shedding produces a second Forchheimer-type regime,
but with different values for the effective permeability and Forchheimer coefficient.
Though inline cylinder arrays are a popular model of porous media, we found they pro-
duce confusion regarding the Forchheimer regime. First, the applicability of the Forchheimer
Equation to inline arrays is open to doubt, because the macroscopic flow is better modeled
using the transition and post-Forchheimer Equations. Second, the presence of a Forchheimer
regime decreases with increasing porosity, making it difficult to objectively fit to data. We
showed that our fitting procedure produces Forchheimer coefficients α that vary with porosity
as a simple power law not been previously observed in literature.
For inline arrays, Rec varies non-monotonically with porosity and is sensitive to the
domain size. Simulating the unit cell produces high critical Reynolds numbers with dis-
turbances concentrated in the wakes. Simulating larger domains selects a lower critical
Reynolds number disturbance that is periodic over three unit cells and strongly perturbs the
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full domain.
We found that recirculation regions play a smaller role in staggered arrays because the
downstream cylinders form a converging nozzle that limits the downstream wake growth.
Though staggered and inline arrays recover the same Darcy law, ensuing inertial effects
produce sharply different non-Darcy behavior. For 0.4 ≤ φ ≤ 0.8, staggered arrays have
no post-Forchheimer regime, because the flow transitions from the Forchheimer regime to
vortex shedding. The Forchheimer regime also grows significantly as the porosity decreases.
We conclude that in this range of porosities, the flow is well modeled for Re ≤ Rec by
the transition and Forchheimer Equations. We also found the Forchheimer coefficient is
relatively constant (α ≈ 0.1), in contrast to inline arrays.
Two exceptions are observed at low and high porosities. At φ = 0.9, we observe all five
regimes. This likely occurs as the “nozzle effect” decreases and interactions with the inline
cylinder further downstream increases. At φ = 0.3, the flow transitions directly from the
transition regime to vortex shedding, such that there is no Forchheimer regime with steady
pore-scale flow. This likely occurs due to a switch in the mode of instability, causing a
sudden drop in critical Reynolds from Rec = 95.2 for φ = 0.4 to only Rec = 25 for φ = 0.3.
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A.1 Appendix Numerical Methods
We simulate cylinders using a method similar to Fadlun et al. [168]. We represent the
cylinders using the signed distance function,
d =
√
(x− xc)2 + (y − yc)2 − rc, (A.1)
where xc, yc, and rc are the cylinder center and radius, respectively. Using the distance















Figure A.1: (a) Sketch (not to scale) demonstrating the method of direct forcing. Square
symbols denote grid points for u. Triangle symbols denotes grid points for v. (b) Sketch
demonstrating the application of Neumann boundary conditions to the pressure.
with at least one velocity grid point in the solid and one velocity grid point in the fluid
is labelled a surface cell (shaded grey). The stair-stepped surface is then treated as the
new grid boundary. To simulate the cylinder surface to second-order spatial accuracy, the
velocities at the forcing points (labelled as solid squares and triangles) are set such that
linear interpolation or extrapolation from adjacent fluid points (labelled as open squares and
triangles) forces the velocity on the cylinder surface to zero. While Fadlun et al. [168] solve
for pressure without accounting for the immersed boundary, we apply Neumann conditions
to the pressure along the stair-stepped surface. In Figure A.1(b), for example, the pressure
grid points E and S are set to force Neumann conditions on the right and lower surface of
the cell labelled P .
We verified the numerical method with respect to the manufactured solution,
ue = S(x)C(y)C(ωt), ve = −C(x)S(y)C(ωt), pe = S(x)S(y)C(ωt), (A.2)
where S = sin and C = cos. The solution satisfies the Navier-Stokes Equations with the
addition of an artificial body force. We considered a square domain of dimensions 2π × 2π
with an immersed cylinder of diameter π in the center. On the cylinder surface, we forced






















Figure A.2: Plots showing the second-order decrease in error with (a) N and (b) δt. The
dashed lines shows second-order slopes.
initial conditions to steady-state using N cells in each direction. We then measure the error
as E = ‖ue − uN‖∞, where uN is the numerical solution. We test temporal accuracy by
setting ω = 4π and initiate simulations with the exact initial condition (v0, p0) = (v0e , p
0
e).
The Equations are integrated from t = 0 to t = 1, and the error is measured as for the spatial
error. Figure A.2 shows second order spatial and temporal accuracy. We further validate
our code by comparing our computation of CD in the Stokes regime with the results of [1].
Table A.1 shows good agreement.
Table A.1: Comparison of our results for CD with Sangani and Acrivos [1].
φ CD (Sangani) CD (NS)
0.3 1.35× 104 1.35× 104







B.1 Appendix Review of Experimental Work
Table B.1: Review of different experimental studies on pore scale of flow through porous
media. Where: C=circle, E=ellipse, Sq=square, R=rectangular,Rh=rhomboid, O=ordered,
Dis=discorded, L=laminar, T=turbulent, STK= Stokes, S=steady, U=unsteady
Authors Pore structure Re
Blick [280] 3D, O, C L-T
Chen [281] 3D, O, C L-T
Stevenson and Tang [282] 3D, O, C L-T
Grover and Weaver [283] 3D, O, C T
Weaver and Abd-Rabbo [132] 3D, O, C L-T
Weaver et al. [274] 3D, O, C LS-LU
Ganoulis et al. [212] 3D, O, C LS-LU
Zdravkovich and Namork [284] 3D, O, C T
Zdravkovich and Stonebanks [285] 3D, O, C T
Braun and Kudriavtsev [215], Braun et al. [286] 3D, O, C T
Murray [287] 3D, O, C L-T
Weaver et al. [275] 3D, O, C T
Ziada and Oengören [133, 288] 3D, O, C LS-LU
Polak and Weaver [134] 3D, O, C LS-LU
Price et al. [135] 3D, O, C L-T
Oeng and Ziada [136] 3D, O, C LS-LU
Konstantinidis et al. [49, 137] 3D, O, C LS-LU
Tomadakis and Robertson [289] 1D/2D/3D, Dis, C STK
Prastianto et al. [290] 3D, O, C T
Konstantinidis et al. [49, 137] 3D, O, C L-T
Yeom et al. [291] 3D, O, C STK
Li and Ma [79] 3D, O, C/sph T
Ostanek and Thole [292] 3D, O, C T
Tamayol et al. [293, 294] 2D/3D, O, C STK
Allen et al. [295] 3D, O, C LS
Hooman and Dukhan [296] 3D, O, C LS
Zhong et al. [297] 3D, O, C LS
Zhao and Shi [298] 3D, O, C L-T
da Silva et al. [299] 3D, O, C/sph L-T
Tang et al. [300] 2D/3D, O, C LU
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Figure C.1: Force balance on a unit cell.
C.1 Appendix Approximate relationship for G
To derive Equation (4.19), we consider a unit cell that has dimensions of b × l × l, and




ρu(u · n)dA =
∑
F, (C.1)
where F is the net force applied on the control surface. From Figure C.1, we see that
mass only crosses enters the control surface on the upstream and downstream faces. The
momentum flux through these faces cancels, such that
∑
F = Plb− (P +△P )lb− FDb = 0, (C.2)
where FD is the drag force per unit length, P is average pressure on the left face, and △P
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5.1 Abstract
Unsteady flows through porous media occur in many environmental, industrial, and bio-
mechanical applications. Nevertheless, the issue of how to best model unsteady flows through
porous media remains an open question. A review finds several competing macroscopic mod-
els whose validity and accuracy are not well understood. A particularly complicated case
arises for unsteady flows through high permeability media, in which there are simultane-
ous interactions between unsteady, viscous, and nonlinear inertial effects that remain little
studied. Thus motivated, we perform a parametric study of such flows for inline arrays of
circular cylinders. The flow is driven by an oscillatory pressure gradient. The Navier-Stokes
and continuity Equations are solved using finite-volume and immersed boundary methods.
We vary the oscillation amplitude and frequency of the pressure gradient to vary the the
importance of nonlinear inertial effects and unsteady effect. We explore the validity of steady
and unsteady Darcy models in terms of the porosity, the driving pressure gradient amplitude
and frequency.











Figure 5.1: Cylinder array considered in the current study. The computational domain is
shaded grey.
5.2 Introduction
Unsteady flow through porous media occurs in diverse applications to coastal engineer-
ing [2–12], acoustics [13–17], groundwater flows through high-permeability fractured aquifers
[18–26], canopy flows [27–29], transpiration cooling [30], and flow control [31–33]. Applica-
tions to petroleum engineering include rapid pressure drops in near-well regions [34], high-
velocity gas flows [35–37], and harmonic pulse testing [38–43]. Modeling such applications
is hampered by the fact that unsteady flow through porous media is not fully understood,
particularly in high-permeability porous media for which the pore-scale flow is not well
approximated as Stokes flow. Numerous studies attempt to model unsteady flow through
porous media macroscopically by adding an unsteady term to the Darcy or Forchheimer
Equations. Such terms are typically introduced ad-hoc, and are not fully supported by for-
mal volume-averaged derivations [44]. Though there is an established tradition in the porous
flow community of leveraging intuition to propose ad-hoc macroscopic Equations, their ac-
curacy for unsteady flows is unclear, and muddied by the lack of experimental or numerical
data against which they can be validated or fitted.
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Thus motivated, we perform a numerical study of unsteady flow through spatially peri-
odic arrays of circular cylinders, as sketched in Figure 5.1. The flow is driven by applying an
oscillatory pressure gradient dP/dx = β cos(2πft), where β and f are the oscillation mag-
nitude and frequency, respectively. We simulate the pore-scale, unsteady, incompressible
Navier-Stokes and continuity Equations using finite-volume methods with immersed bound-
aries. We vary the importance of nonlinear inertial effects (i.e. the advection terms in the
Navier-Stokes Equations) by varying the oscillation amplitude β. We vary the importance
of unsteady effects by varying the frequency f . Finally, we vary the porosity by varying the
ratio D/L, where D and L are the cylinder diameter and spacing, respectively, sketched in
Figure 5.1. For each combination of the control parameters (β, f, φ), we investigate the pore-
scale flow fields and the macroscopic relationship between the applied pressure gradient and
velocity. We also produce parametric maps for the validity of the quasi-steady assumption
and explore the validity of proposed ad-hoc terms.
The remaining article is organized as follows: Section 5.3 reviews previous literature, with
a focus on numerical and experimental work. Section 5.4 presents our governing Equations
and numerical methods. Sections 5.5 presents our results. Section 5.6 presents our ongoing
work. We present our conclusions in section 5.7.
5.3 Literature Review
A literature review reveals three dominant approaches to modeling unsteady flow through
porous media. To simplify our discussion, suppose the macroscopic flow occurs in the x-







where µ is the fluid viscosity andK is the permeability (SI units m2). The uppercase symbols
U and P denote the macroscopic velocity and pressure, respectively. Volume-averaging













where u is the pore-scale velocity in the x-direction, p is the pore-scale pressure, and Vf is the
fluid volume in the averaging volume V . U is called the superficial volume-averaged velocity
because it is averaged over V , while P is called the intrinsic volume-averaged pressure
because it is averaged over Vf . Darcy’s law assumes the pore-scale flow is governed by the
steady Stokes Equation,
0 = −∇p+ µ∇2v, (5.3)
where v is the pore-scale velocity vector. The quasi-steady approach is common in subsurface
flows relevant to hydrology and petroleum engineering. Though likely valid for many such
applications, the validity bounds of the quasi-steady assumption are not always clear, partic-
ularly in high-permeability well-regions [34–37] and fractured media [138–140] where there
is potential for compounding interactions between unsteady effects and pore-scale nonlinear
inertial effects.
The second approach considers the special case of unsteady flow through low-permeability
media driven by purely oscillatory pressure gradients. Numerous experimental and numeri-
cal studies [15–17, 61, 141–145] show that Darcy’s law can be extended to that special case
by replacing the steady-state permeability with a complex frequency-dependent permeability
k(f) = kr(f) + iki(f), where i =
√
−1. The complex permeability, often called the “dy-
namic permeability,” accounts for the fact that with increasing permeability, the velocity
oscillations are increasingly out of phase with the pressure oscillations. The magnitude of
the velocity oscillations also decreases from that predicted by the steady Darcy Equation.
Formal upscaling methods [64, 146] show that these phenomena arise due to the violation of





= −∇p+ µ∇2v, (5.4)
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Though the dynamic permeability can be rigorously derived using formal upscaling proce-
dures, its applicability is limited to low-permeability media in which the frequency is known
a-priori. To our knowledge, it has not been extended to high-permeability media for which
non-linear pore-scale effects are important. It is also not clear how it can be extended to
unsteady flows that are not purely oscillatory.
The third approach models unsteady flow through porous media by adding an ad-hoc









where we refer to Ct as the “unsteady coefficient.” When Ct = 1, the unsteady term on
the left-hand-side of Equation (5.5) mimics that in the Navier-Stokes Equation. With the











where α is the Forchheimer coefficient. Note that the dependence on U2 in the Forchheimer
term is written as |U |U, to ensure the drag term always acts opposite the flow direction.
Equations similar to (5.5) and (5.6) have been used extensively for applications to flow
control [31–33, 147–151] and coastal engineering [2–12]. A recent analysis of the unsteady
Darcy Equation (5.5) by Zhu and Manhart [152] supports the use of the unsteady term,
provided one can find the proper value of Ct. Within the flow control community, the
unsteady coefficient is typically set to Ct = 1/φ, where φ = Vf/V is the porosity of the
porous medium. This choice is primarily motivated by a derivation of the Forchheimer
Equation performed by Whitaker [44] using volume-averaging theory. Though his derivation
suggests Ct = 1/φ, it also requires the pore-scale flow to be quasi-steady. This contradiction
motivated Whitaker to drop the unsteady term entirely in the final form of his Forchheimer
Equation [44]. One nevertheless finds numerous claims that (5.5) and (5.6) are theoretically
robust, including work by the current authors [31, 32, 149].
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The coastal engineering community tends to link Ct to the concept of virtual mass
[62, 153–156]. A review by Burcharth and Anderson [62] shows that this has produced numer-
ous conflicting relationships for Ct, ranging from relatively simple to complex. The validity
of these expressions is muddied by the scarce experimental data [6, 155, 157, 158]. The few
experimental studies that have been performed in the coastal engineering community also
tend to focus on course granular media in which turbulence is important. Hall et al. [8] ex-
perimentally investigated the unsteady Forchheimer Equation (5.6) using high-permeability
packed rocks and spheres in an oscillating water tunnel. In addition to observing hysteresis
between dP/dx and U , the author’s work suggested that the permeability and Forchheimer
coefficient in Equation (5.6) may differ from their steady state values. Moreover, it was not
clear that Ct is constant in time. They did observe that Ct increases with decreasing porosity
φ. Rehbinder [159] investigated the unsteady Darcy Equation (5.5) in an oscillating u-tube
with packed spheres. Though Rehbinder concluded that Ct differed significantly from the
value Ct = 1/φ, this conclusion is unclear, because our analysis found that Rehbinder’s flow
rates and bead diameters correspond to flow regimes in the non-Darcy Forchheimer regime.
Consequently, these effects are likely lumped into the reported values for Ct.
5.4 Methodology
We consider two-dimensional, incompressible, Newtonian flow through an infinite, peri-









where Af is the fluid area within the computational domain of area A = L
2. The compu-
tational area is shaded grey in Figure 5.1. To explore the effects of porosity, we consider
φ = 0.4, 0.6 and 0.9.






+ v · ∇v
]
= −∇p+ ρg + µ∇2v, ∇ · v = 0, (5.8)
where g is the gravity vector. We apply v = 0 on the cylinder surfaces, and periodic
conditions on all other boundaries. We drive the flow by decomposing p into the sum of the
average pressure P and a deviation pressure, p̃, whose average is zero,
p = P + p̃, where
∫
Af
p̃ dA = 0. (5.9)
This is often called “Gray’s decomposition” [69, 89]. We subject the flow to a purely oscil-
latory pressure gradient in the x-direction,
dP
dx
= −β cos(2πft), dP
dy
= 0, (5.10)
where i is the unit vector in x-direction, and β and f are the oscillation amplitude and
frequency, respectively. Our numerical solver implements ∇P by applying ρg = −∇P and
treating p̃ as the usual pressure. This common approach [53] avoids the need to otherwise
compute ∇P by averaging the pore-scale pressure, which is not straightforward for ordered
media [160].
We discretize Equations (5.8) spatially using standard second-order finite-volume meth-
ods with centered difference approximations on a staggered uniform grid. We discretize the
Equations temporally using the second-order backwards Euler method for linear terms, and
the Adams-Bashforth method for nonlinear terms. The cylinders are simulated using an
immersed boundary method. Details are provided in Khalifa et al. [301]. We set the domain
size to L = 0.001 m, and the thermophysical properties to those of water (µ = 0.001 Pa·s,
ρ = 1000 kg/m3). Simulations are initiated with v0 = p0 = 0, and integrated in time until
the fields become periodic in time. We then use the resulting flow fields as initial conditions
for a second simulation run for a single period T = 1/f . We use the resulting data to explore
the relationship between dP/dx and the instantaneous volume-averaged averaged velocity







u(x, y, t) dV. (5.11)
We present our macroscopic results with respect to the non-dimenionsal pressure gradient
G(t),




where B is the non-dimensional amplitude of the oscillating pressure gradient. This non-
dimensionalizes dP/dx with respect to the characteristic gradient (−µ/ρD3). We also define








Note that Re(t) is positive when the macrosopic flow U is rightwards, and negative when U
is leftward.
Table 5.1: For arrays of circular cylinders with the porosity shown in the left column, the
remaining columns show the non-dimensional pressure gradient defining the limits of the
Darcy, transition, and Forchheimer Equations and their corresponding coefficients.
φ BD BT BF1 BF2
0.4 1.0× 104 3.83× 104 1.59× 104 1.01× 105
0.6 523 1490 518 3850
0.9 5.87 15.0 41.7 3.56
Table 5.2: For arrays of circular cylinders with the porosity shown in the left column,
the remaining columns show the coefficients used in Darcy (G = Re/σ), transition (G =
Reσ−1 + γRe3), and Forchheimer (G = Reσ−1F + α/
√
σF |Re|Re) Equations.
φ σ−1 γ σ−1F α
0.4 1350 0.250 1260 0.261
0.6 111 0.0499 107 0.0824






Figure 5.2: Numerical results for steady flow through inline arrays of porosity φ = 0.6 and
frequency f = 0. (a) Re vs. G. Symbols show Re = 9.83 ×10−3 (circle), Re = 9.64 (square)
and Re = 28 (diamond). Pore scale streamlines for (b) Re = 9.83 ×10−3, (c) Re = 9.64,
and (d) Re = 28. The axes are non-dimensionalized as x̂ = x/D and ŷ = y/D.
Steady flow (f = 0) through inline cylinder arrays has been studied in detail by Khalifa
et al. [301] for the porosities 0.3 ≤ φ ≤ 0.9. Figure 5.2(a) shows their results for G as
a function of Re when Re ≤ 40 and φ = 0.6. Note that for steady flow, G = B. The
results in Figure 5.2(a) appear different from those reported in Khalifa et al. because they
define the non-dimensional pressure gradient as Ĝ = −(dP/dx)D2/(µU). Though their
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non-dimensionalization shows the steady flow regimes more clearly, we define G to avoid the
division by U . With increasing pressure gradients, Khalifa et al. [301] observe up to 5 laminar
flow regimes. We limit our analysis to pressure gradients lying in the first three, called the
Darcy, transition, and Forchheimer regimes. Steady flow regimes through porous media are
usually characterized in terms of critical Reynolds numbers, as in Khalifa et al. [301]. In
the current study, however, our numerical procedure mimics an experiment in which the
instantaneous Reynolds number is measured in response to a prescribed pressure gradient
amplitude B and frequency f . We consequently find it more convenient to to delineate the
macroscopic flow regimes in terms of critical non-dimensional pressure gradients, B. These
limits are summarized for φ = 0.4, 0.6, and 0.9 in Table 5.1.
In the Darcy regime (valid for B ≤ BD), the steady macroscopic flow satisfies the follow-





where σ = K/D2 is the non-dimensional permeability. Figure 5.2(b) shows pore-scale stream-
lines in the Darcy regime. As expected for Stokes flow, the streamlines are symmetric about
horizontal and vertical lines passing through the cylinder centers. Counter-rotating vortices
appear on the front and back of the cylinders. Because there is no net downstream flow
within these regions, the macroscopic flow is due to that outside the recirculation zones.
As the pressure gradient exceeds the Darcy limit BD, the onset of weak nonlinear effects





As Re→ 0, the cubic term in Equation (5.15) becomes negligibly small, thereby recovering
the Darcy Equation (5.14). Khalifa et al. [301] found relation (5.15) produces 1% relative
errors for all pressure gradients B ≤ BT . We refer to the range of pressure gradients BD ≤
B ≤ BT as the transition regime. Figure 5.2(c) shows that in this regime, the pore-scale
flow loses symmetry about the vertical centerlines, and the recirculation zones grow.
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As the pressure gradient exceeds BT , the onset of strong nonlinear effects causes G to








Note that the accuracy of the Forchheimer Equation improves using a permeability KF ,
distinct from the Darcy value K. The symbol σF in Equation (5.16) is the non-dimensional
Forchheimer permeability σF = KF/D
2. As a result, the Forchheimer Equation (5.16) does
not recover the Darcy Equation (5.14) as Re → 0. The streamlines in Figure 5.2(d) show
that growth of the recirculation regions in the Forchheimer regime cover much of the front
and rear surfaces of the cylinders, confining downstream flow to the small channel region
between adjacent cylinder rows. The coefficients σ, σF , α, and γ are summarized in Table 5.2
for φ = 0.4, 0.6, and 0.9.
5.5 Results for unsteady flow in the Darcy regime
We explore unsteady flow in the Darcy regime for porosity φ = 0.6. We then investigate
the effects of porosity on pore-scale and macroscopic scale.
5.5.1 Results for φ = 0.6
To investigate unsteady flow in the Darcy regime, we begin by considering a cylinder
array of porosity φ = 0.6, and we set the amplitude of the driving pressure gradient to
B = 7.27. This produces a steady-state Reynolds number Re = 0.0655 when f = 0, which
is well within the Stokes regime. We then vary the driving frequency f to produce Strouhal
numbers between 0 ≤ St ≤ 162.
The first row of Figure 5.3 shows the variation of G(t) (solid line) and Re(t)/σ (dashed
line) over one period when St = 0.811 (panel a), St = 8.11 (panel b) and St = 81.1 (panel
c). Note that G(t) and Re(t)/σ are the left and right-hand-sides of the Darcy Equation
(5.14), and are indistinguishable when St = 0. We observe that with increasing frequency,









Figure 5.3: Numerical results when φ = 0.6, B = 7.27, and St = 0.811 (first column),
St = 8.11 (second column) and St = 81.1 (third column). The first row shows G (solid
line) versus Re(t)/σ (dashed line). The square symbols show when Re(t) = Remax. The
diamond symbols show when Re(t) = 0. The second and third rows show instantaneous
streamlines and vorticity isocontours when Re(t) is maximized, respectively. The fourth
row shows velocity profiles of u across the pore-throat when Re(t) = Remax (solid lines)
and Re(t) = 0 (dashed lines). The profiles are normalized with respect to the maximum




Figure 5.4: (a) G vs. Re when φ = 0.6 and B = 7.27. (b) Maximum Reynolds number
(Remax) vs. St where Remax is computed over one cycle. (c) Solid dots show the numerical
results for phase shift Φ (in degrees) vs. St. Dash-line shows the best-fit, satisfying Φ = aSt,
where a = −9.3. Panels (b) and (c) are in log-log scale.
and there is an increasing phase-shift between G and Re. The second row of Figure 5.3
shows instantaneous streamlines, computed when Re(t) reaches its maximum value, Remax.
The times are marked with square symbols in the first row of Figure 5.3. Note that x and
y are non-dimensionalized as x̂ = x/D and ŷ = y/D. We observe that with increasing
frequency, the recirculation zones gradually disappear. This may occur due to the gradual
concentration of viscous effects into a boundary layer region around the cylinder. This is
evident in the third row of Figure 5.3, which shows instantaneous isocontours of vorticity,
when Re = Remax. Each panel contains four isocontours of ω/ωmax = 0.2, 0.4, 0.6 and 0.8,
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Figure 5.5: B vs. St for φ = 0.6. Solid and dash lines show the limit of Darcy regime
when the difference between nondimensional equation (5.14) and nondimensional oscillatory
pressure gradient (5.12) from our simulations agree to within 1 % and 5 % relative error,
respectively.
where ωmax is the maximum vorticity. We see that with increasing frequency, the vorticity
(and consequently the viscous effects) is increasingly concentrated near the surface cylinder,
particularly at St = 81.1 (panel i). This behaviour is also evident in the fourth row of
Figure 5.3, which shows velocity profiles of u across the pore-throats when Re(t) = Remax
(solid lines) and Re(t) = 0 (dashed lines). At the lowest Strouhal number, St = 0.81, the
profile is nearly parabolic when Re(t) = Remax, and essentially zero when Re(t) = 0, which
is characteristic of quasi-steady flow. At the highest Strouhal number, St = 81.1, the profile
at Re(t) = Remax shows the formation of an inviscid core and the concentration of viscous
effects near the cylinder surfaces. Meanwhile, the profile for Re(t) = 0 shows simultaneous
regions of rightward and leftward flow. Similar behaviour is well documented for oscillating
plates and oscillatory channel flows [302].
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Turning our attention to the macroscopic flow. Figure 5.4(a) shows the non-dimensional
pressure gradient G(t) versus Re(t) when φ = 0.6 and B = 7.27. The solid line shows that
when St = 0, the flow satisfies the Darcy Equation (5.14). With increasing Strouhal number,
the unsteady flow exhibits increasing hysteresis, following the counterclockwise paths marked
with arrows. Panel (b) and (c) show that with increasing Strouhal number, the maximum
Reynolds number tends to Remax → 0 (panel a) and the phase shit tends to Φ → 90◦ (panel
b). This behavior is well documented in studies of dynamic permeability [15, 16, 141, 144]
and by Zhu and Manhart [152]. It is worth noting that at St ≤ 1, Remax is approximately
constant. It is also interesting to see that the numerical results for phase shit (solid dots)
vary linearly with St when 0.03 ≤ St ≤ 2, satisfying the best-fit (dash line), Φ = aSt, where
the constant a equals −9.3.
To explore the validity of the quasi-steady assumption, we repeated the procedure demon-
strated above for pressure gradients and Strouhal numbers in the range B ∈ [0, 2500] and
St ∈ [0, 1]. For each combination of (B, St), we compute the critical Strouhal numbers St1
and St5 below which the numerical data agree with the steady Darcy Equation (5.14) to
within 1% and 5% relative error, respectively. For that purpose, we measure the average












where Gn and Gmax are the numerical results for the instantaneous and maximum G, and
GD(t) is the instantaneous pressure gradient predicted by the Darcy Equation (5.14). Fig-
ure 5.5 shows the results for St1 (solid line) and St5 (dashed line). The steady Darcy Equa-
tion produces errors below 1% in the region shaded dark grey, and below 5% in the region
shaded light grey. We find that St1 and St5, and consequently the validity of the quasi-
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(a) (b)
Figure 5.6: Numerical results (solid dots) for an array of cylinders when φ = 0.6 and B = 7.27
for: (a) Nondimensional permeability σ = K/D2 vs. non-dimensional frequency St. (b)
Unsteady coefficient Ct as a function of St. Dash-line shows the best-fit, satisfying St = 2.85.
steady assumption, decrease with increasing pressure gradient B. This likely occurs due to
interactions between unsteady effects and the onset of weak nonlinear effects. Intuitively,
one would expect St1 to tend to zero at the critical gradient BD, where the steady Darcy
Equation produces an error of 1% for even steady flows. However, our definition of error
in Equation (5.17) averages the instantaneous error over a full period, and is consequently
more forgiving than the definition of error used in Khalifa et al. [301].










we substitute the relations dp/dx = −β cos(2πft) and U = Umax cos(2πft+Φ), where Umax








Figure 5.6(a) shows our numerical results for σ as a function of St. We observe that






Figure 5.7: B vs. St for φ = 0.6. Areas numbered 1 and 2 show the limit for steady Darcy
Equation, and areas 3 and 4 show the expected validity for unsteady Darcy Equation. Square
and circle symbols show the critical Strouhal number St∗1 and St
∗
5 for 1 % (solid line) and 5
% (dash line) relative error, respectively.
monotonically. Similar behavior is observed in studies of dynamic permeability [15, 16, 141,
144, 152]. Figure 5.6(b) shows our corresponding results for Ct. The scatter for small St is
due to the indeterminate limit of relation (5.20) as St → 0. Using our earlier result that













Overall, our results suggest that Ct is approximately constant for St ≤ 4, the average value
(dash-line) is around Ct = 2.85.
The square symbol in Figure 5.7 shows the critical Strouhal number St∗1 for which the
unsteady Darcy Equation produces an error of 1% in comparison to our simulations. The
circle symbol shows the later Strouhal number ST ∗5 at which this error increases to 5%. As
observed for the steady Darcy Equation, we expect St∗1 and St
∗
5 to decrease with increasing
gradient B producing two more shaded regions mapping the validity of the unsteady Darcy







Figure 5.8: Numerical results when φ = 0.4, B = 13.4, and St = 1.22 (first column),
St = 12.2 (second column) and St = 122 (third column). The first row shows G (solid line)
versus Re(t)/σ (dashed line). The square symbols show when Re(t) = Remax. The diamond
symbols show when Re(t) = 0. The second and third rows show instantaneous streamlines
and vorticity isocontours when Re(t) is maximized, respectively. The fourth row shows
velocity profiles of u across the pore-throat when Re(t) = Remax (solid lines) and Re(t) = 0
(dashed lines). The profiles are normalized with respect to the maximum pore-scale velocity






Figure 5.9: Numerical results when φ = 0.9, B = 0.909, and St = 0.202 (first column),
St = 2.03 (second column) and St = 20.3 (third column). The first row shows G (solid
line) versus Re(t)/σ (dashed line). The square symbols show when Re(t) = Remax. The
diamond symbols show when Re(t) = 0. The second and third rows show instantaneous
streamlines and vorticity isocontours when Re(t) is maximized, respectively. The fourth
row shows velocity profiles of u across the pore-throat when Re(t) = Remax (solid lines)
and Re(t) = 0 (dashed lines). The profiles are normalized with respect to the maximum
pore-scale velocity over a full cycle.
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5.5.2 Porosity effects
To explore the effects of porosity, we repeat the analysis of the previous section 5.5.1 for
φ = 0.4 and φ = 0.9. The first row of Figure 5.8 shows G(t) (solid line) and Re(t)/σ (dashed
line) varying over one cycle when St = 1.22 (panel a), St = 12.2 (panel b) and St = 122
(panel c) for an array of φ = 0.4 and B = 13.4. The second and third rows show streamlines
and vorticity isocontours, respectively, when Re(t) = Remax. Overall, we observe similar
results to those for φ = 0.6. With increasing St, the Reynolds number shows an increasing
phase shift and decreasing magnitude. Meanwhile, the recirculation zones decrease in size,
as viscous effects concentrate nearer the cylinder surfaces. Due to the close proximity of the
cylinders, however, we do not observe the complete disappearance of the recirculation zones
observed for φ = 0.6. The fourth row of Figure 5.8 shows instantaneous velocity profiles
across the pore-throats when Re(t) = Remax (solid lines) and Re(t) = 0 (dashed lines). In
contrast to the results for φ = 0.6, the close proximity of the cylinders prevents the formation
of an inviscid core. At Re = 0, however, we observe the formation of simultaneous regions
of rightward and leftward flow, as for φ = 0.6.
Figure 5.9 shows our corresponding results for an array of porosity φ = 0.9 when B =
0.909. Results are shown for St = 0.202 (first column), St = 2.03 (column 2) and St =
20.3 (column 3). Overall, the results show that high-porosity arrays are more prone to
unsteady effects at lower Strouhal numbers than low-porosity arrays. The results for G(t)
and Re(t)/σ (row 1) shows a rapid decrease in Remax and increase in offset (Φ). The second
row of Figure 5.9 shows that the large inter-cylinder distance precludes the formation of
recirculation zone for all Strouhal numbers. The large spacing also strengthens the formation
of a clearly defined inviscid core and concentration of viscous effects near the cylinder surface.
5.6 Onset of non-linear inertial effects
Ongoing work is repeating our analysis of section 5.5 to the transtion and Forchheimer
regimes. Due to the considerable results already presented for the Darcy regime in section
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5.5, we will decide whether section 5.6 should remain in the current manuscript, or become
the focus of a third manuscript.
5.7 Conclusions
We found that with increasing Strouhal number, the maximum Reynolds number Remax
decreases from that predicted by the steady Darcy Equation. There is also increasing phase
shift Φ between the pressure gradient G(t) and the instantaneous Reynolds number Re(t).
In the limit of large Strouhal number, we observed that φ tends to 90 ◦ and Remax tends
to zero. This behaviour is well documented in the dynamic permeability literature [15, 16,
141, 144]. On a pore-scale, we observed a gradual concentration of viscous effects near
the cylinder surfaces and the formation of an inviscid core. At low porosities, the close
proximity of cylinders delays the formation of an inviscid core, thereby also delaying the
impact of unsteady effects to higher Strouhal numbers. The converse is true in high-porosity
arrays for which the large inter-cylinder distances promote the formation of inviscid cores.
For the porosity φ = 0.6, we performed a parametric study in which we varied the
pressure gradient magnitude B and frequency St between B ∈ [0, 2500] and St ∈ [0, 162]. For
this parameter range, we explored the validity of the steady Darcy Equation by computing
the maximum Strouhal numbers St1 and St5 below which the Darcy Equation predicts
numerical results to within 1% and 5%, respectively. We found that St1 and St5 decrease
with increasing gradient magnitude B due to the onset of weak nonlinear effects. We similarly
explored the validity of the ad-hoc unsteady term Ct . We observed that there is indeed
a regime of sufficiently small Strouhal numbers below which Ct and σ are approximately
constant. Ongoing work is expanding our parametric study to higher Strouhal numbers in
order to map the validity of the unsteady Darcy Equation in the (B, St) parameter plane.
Ongoing work is also expanding our parametric studies to the porosities of φ = 0.4 and 0.9.
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CHAPTER 6
CONCLUSION AND ONGOING WORK
We performed pore-scale direct numerical simulations of steady and unsteady, single-
phase, Newtonian, incompressible flow through infinite periodic arrays of cylinders.
6.1 Conclusion from Manuscript 1
For cylinder arrays subject to steady pressure gradients, we found that inline arrays
produce five macroscopic flow regimes. At low Reynolds numbers, Stokes flow produces a
Darcy regime in which pressure gradient varies linearly with velocity. With onset of inertial
effects, this is followed by a transition regime with a cubic dependence, a Forchheimer regime
with quadratic dependence, and then a post-Forchheimer regime with a power law. Finally,
pore-scale vortex shedding produces a second Forchheimer-type regime, but with different
values for the effective permeability and Forchheimer coefficient.
The validity limits of each regime and how they impact the modelling of non-Darcy flow
regimes are documented. We found that the presence of up to five laminar regimes has
produced some confusion in previous literature regarding the Forchheimer regime. First,
the applicability of the Forchheimer Equation to inline arrays is open to doubt, because the
macroscopic flow is better modeled using the transition and post-Forchheimer Equations.
Second, the presence of a Forchheimer regime decreases with increasing porosity, making it
difficult to objectively fit to data. We addressed this issue by proposing a fitting procedure
that produces Forchheimer coefficients α that vary with porosity as a simple power law,
which has not been previously observed in literature.
While the inline cylinders experience large recirculation regions on their front and rear
surfaces, recirculation regions play a smaller role in staggered arrays because the downstream
cylinders form a converging nozzle that limits the downstream wake growth. Though stag-
gered and inline arrays recover the same Darcy law, ensuing inertial effects produce sharply
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different non-Darcy behavior. For 0.4 ≤ φ ≤ 0.8, staggered arrays have no post-Forchheimer
regime, because the flow transitions from the Forchheimer regime to vortex shedding. The
Forchheimer regime also grows significantly as the porosity decreases. We conclude that in
this range of porosities, the flow is well modeled for Re ≤ Rec by the transition and Forch-
heimer Equations. Two exceptions are observed at low and high porosities. At φ = 0.9, we
observe all five regimes. This likely occurs as the “nozzle effect” decreases and interactions
with the inline cylinder further downstream increases. At φ = 0.3, the flow transitions di-
rectly from the transition regime to vortex shedding, such that there is no Forchheimer regime
with steady pore-scale flow. This likely occurs due to a switch in the mode of instability,
causing a sudden drop in critical Reynolds number.
6.2 Conclusion from Manuscript 2
We found that with increasing Strouhal number, the maximum Reynolds number Remax
decreases from that predicted by the steady Darcy Equation. There is also increasing phase
shift Φ between the pressure gradient G(t) and the instantaneous Reynolds number Re(t).
In the limit of large Strouhal number, we observed that φ tends to 90 ◦ and Remax tends
to zero. This behaviour is well documented in the dynamic permeability literature[15, 16,
141, 144]. On a pore-scale, we observed a gradual concentration of viscous effects near
the cylinder surfaces and the formation of an inviscid core. At low porosities, the close
proximity of cylinders delays the formation of an inviscid core, thereby also delaying the
impact of unsteady effects to higher Strouhal numbers. The converse is true in high-porosity
arrays for which the large inter-cylinder distances promote the formation of inviscid cores.
For the porosity φ = 0.6, we performed a parametric study in which we varied the
pressure gradient magnitude B and frequency St between B ∈ [0, 2500] and St ∈ [0, 162]. For
this parameter range, we explored the validity of the steady Darcy Equation by computing
the maximum Strouhal numbers St1 and St5 below which the Darcy Equation predicts
numerical results to within 1% and 5%, respectively. We found that St1 and St5 decrease
with increasing gradient magnitude B due to the onset of weak nonlinear effects. We similarly
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explored the validity of the ad-hoc unsteady term Ct . We observed that there is indeed
a regime of sufficiently small Strouhal numbers below which Ct and σ are approximately
constant. Ongoing work is expanding our parametric study to higher Strouhal numbers in
order to map the validity of the unsteady Darcy Equation in the (B, St) parameter plane.
Ongoing work is also expanding our parametric studies to the porosities of φ = 0.4 and 0.6.
6.3 Impact of this work and ongoing work
This work addresses several long-standing issues within the porous flow community. To
the best of our knowledge, our analysis of steady flow through cylinder arrays provides
the most comprehensive map of the various laminar flow regimes in porous media. We
expect this mapping to significantly impact parallel attempts in the community to derive
macroscopic laws for non-Darcy flow regimes using more formal upscling methods such as
homogenization and volume-averaging. Beyond the porous flow community, we expect our
steady analysis to provide a useful database for related work chemical engineering [45–47],
fluid-structure interactions [48, 49], nuclear reactors [50], separation processes [51], flows
through urban environments [52], and the stability of bluff body flows [53]. The database
will also prove usefull in the CFD community for validating lattice-Boltzman [54], immersed
boundary [55, 56], and smoothed particle hydrodynamics methods [57].
Though still ongoing, we expect our work on unsteady flow through cylinder arrays
will provide the first clear evidence for the validity of quasi-steady and unsteady Darcy and
Forchheimer Equations, bridging a critical gap in the porous flow community. we also expect
to provide a much clearer understanding of the variation of the unsteady coefficient Ct with
porosity and flow regime. As tru for our steady analysis, we expect these results to be critical
in helping parallel work in the community to derive more formal macroscopic unsteady flow
models using formal homogenization and volume averaging methods.
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