Recently graduated university students from all Australian Universities rate their overall departmental and university experiences (DUEs), and their responses (N ϭ 44,932, 41 institutions) are used by the government to benchmark departments and universities. We evaluate this DUE strategy of rating overall departments and universities rather than individual teachers, and we juxtapose it with the traditional use of student ratings to evaluate individual teachers (SETs). Multilevel analyses of DUE overall ratings were not able to discriminate well between universities or departments-few universities or departments differed significantly from the grand mean. Although the a priori 5-factor structure for this DUE instrument was reasonably well-defined at the individual student level, none of the 5 factors separately or in combination discriminated well between departments or universities. In contrast to this pattern of results, we review studies showing that SETs do reliably differentiate between teachers and are valid in relation to many criteria of effective teaching. However, casual reviews of these research literatures should not use this support for SETs to justify the use of DUE-type strategies. We conclude that DUE-type ratings should be used with great caution, if at all, and should not be seen as an alternative to SETs.
Students' evaluations of educational effectiveness are widely used to evaluate teaching effectiveness and educational quality in many countries across the world. These evaluations are important as feedback to students, teachers, departments, university administrators, governmental policymakers, and researchers. Hence, it is not surprising that substantive and methodological studies in this area have resulted in a huge research literature, one of the most widely studied topics in educational psychology.
The vast majority of this research is based on the traditional approach to students' evaluations of teaching, in which students in a specific class taught by a specific teacher evaluate the teaching effectiveness of their teacher, typically near the end of the term. 1 Ratings by all students within the class are aggregated to form class-average ratings that are used as feedback to teachers to improve their effectiveness; the ratings are sometimes also used for personnel decisions by administrators, coursework selection by 1 For purposes of clarity, we use the following terminology: Class is a particular teacher teaching a particular group of students over a teaching term (e.g., Professor Jones teaching Psychology 101 to a group of 30 students across the fall semester), department is an academic department within a particular university (e.g., the psychology department within ABC University), and discipline is a generic term for the subject matter that is not specific to a particular university (e.g., psychology as a discipline) or an aggregate of departments devoted to the same discipline across all universities. We avoid use of the term course because it can ambiguously be used to refer to a particular class (as is typical in North America) or to a department or discipline (as is typical in Australia and the United Kingdom). students, and research (Marsh, 2007b) . Hereafter, we refer to this approach as SETs.
More recently, use of student ratings of their overall experience in relation to an entire department or university-hereafter referred to as departmental and university experiences (DUEs)-has increased. Increasingly, the purposes of DUEs are to rank different universities or departments within universities across all universities within a given country or educational system or to rank departments within particular universities or across universities. The intended uses of DUEs are to provide information for prospective students to use in selecting universities and departments through published summaries of the results, present diagnostic feedback to universities and departments that is useful in improving educational experiences, and help governments to reward excellence by benchmarking universities. There is considerable interest in the use of DUEs because they are much more cost effective than SETs (e.g., students need only complete one survey at the end of their educational experience rather than surveys in each of their classes every year), DUEs can be standardized across a large number of different universities and departments (SETs are typically at least somewhat idiosyncratic to different universities), and they can be centrally organized and mandated by governmental agencies for benchmarking universities.
Both SETs and DUEs are based on student ratings, but there are critical differences between the two approaches. In traditional SET research, the teacher in a particular class is the primary unit of analysis: Students rate a particular teacher teaching a particular class, and then ratings are aggregated to provide class-average ratings across students within the class for that teacher. Hence, critical research issues are (a) the extent to which the SET ratings reliably distinguish between individual teachers, (b) whether the ratings of a single teacher in a particular class are stable and generalizable in relation to other classes taught by the same teacher, and (c) if differences between teachers have construct validity in relation to other indicators of teaching effectiveness at the teacher level.
In DUE studies, the university or department is the primary unit of analysis; ratings are aggregated across students within a department or university. Here critical research questions are (a) the extent to which student ratings can reliably differentiate between different departments or universities and (b) whether these differences have construct validity in relation to other measures of educational effectiveness. This is a critical distinction, because SET research has given little attention to comparisons across universities, whereas DUE research gives little attention to individual teachers (and, typically, instructs students not to consider them). The juxtaposition between SET and DUE approaches is a central focus of the present investigation. Is it better to focus on the effectiveness of individual teachers or on the overall educational experience at the level of the department or university; or are the two approaches complementary?
In an overarching review of student rating instruments used to collect feedback about effectiveness in higher education, Richardson (2005) concluded It is clearly necessary that such a questionnaire should be motivated by research evidence about teaching, learning and assessment in higher education and that it should be assessed as a research tool. The only existing instruments that satisfy these requirements are the SEEQ [Student Evaluation of Educational Quality; Marsh, 1984 Marsh, , 1987 (for evaluating individual teachers and course units) and the CEQ [Course Experience Questionnaire; Ramsden, 1991a Ramsden, , 1991b (for evaluating programmes). (p. 404) Following Richardson's (2005) evaluation, we consider the SEEQ to be a prototypical SET instrument (designed to evaluate the teaching effectiveness of individual teachers) and the CEQ to be a prototypical DUE instrument (designed to evaluate university/ department experiences). Our goal in the present investigation is to evaluate the CEQ instrument that is used in the Australian DUE program and to juxtapose these results with those from traditional SET research. The Australian program is one of the oldest of its kind and has served as a model for other DUE programs. Although we focus on the CEQ, it is important to emphasize that our real interest is in the evaluation of the DUE approach more generally.
We note that the history of SET research reflects a substantivemethodological synergy approach (Marsh & Hau, 2007) , which addresses long-standing, complex, and unresolved substantive issues through the application of new and emerging quantitative research methodology. However, the corresponding DUE research literature is sparse, and current best practice analyses are not routinely applied (see Cheng & Marsh, 2010) . Hence, not only do our findings have important theoretical and practical implications for monitoring and improving educational effectiveness, they also demonstrate evolving methodology to address these critical substantive issues. In pursuit of these aims, we begin with a selective review of SET research, juxtapose SET and DUE research, develop theoretical and methodological frameworks for the evaluation of DUEs, and then provide empirical results that are based on this framework.
An appropriate multilevel perspective is a critical aspect of the present investigation. In educational psychology and educational research more generally, the use of multilevel (or hierarchical) modeling is broadly acknowledged as the most appropriate approach for evaluating hierarchical data (e.g., Goldstein, 1995; Raudenbush & Bryk, 2002) . Almost all educational data are multilevel: Students are nested within classes, classes are nested within departments, departments are nested within universities, and so forth. Students do not rate educational and teaching effectiveness in a vacuum; they do so in the context of particular classes, departments, and universities. As illustrated in previous DUE research (Cheng & Marsh, 2010; Marsh, Rowe, & Martin, 2002) , in educational psychology research more generally (e.g., and in the present investigation, research, policy questions, data, and statistical analyses that are appropriate at one level of analysis may be inappropriate or even misleading when evaluated at the wrong level of analysis. Thus, whenever the data have a multilevel structure, multilevel modeling should be the statistical technique of choice. Thus, for both SET and DUE approaches, it is inappropriate to conduct single-level analyses that focus on individual students as the sole unit of analysis. Construct validity, reliability, and usefulness of the scores cannot be evaluated only at the level of individual students.
SETs in Higher Education
In higher education, there is a long history of research and much debate into the appropriate use of SETs (e.g., d 'Apollonia & Abrami, 1997; Feldman, 1997 Feldman, , 1998 Greenwald & Gillmore, 1997; Marsh, 1980 Marsh, , 1982 Marsh, , 1984 Marsh, , 1987 Marsh, , 1991 Marsh, , 2007b Marsh & Roche, 1997 McKeachie, 1997) . Within the SET literature, there is consensus that the rating of one teacher in one class, averaged across responses by students in that class, is the appropriate unit of analysis rather than individual student ratings (e.g., Marsh, 1987 Marsh, , 2007b . Thus, support for the construct validity of SETs can only be demonstrated at the class-average level, and the reliability of responses is most appropriately determined from studies of interrater agreement that assess error due to the lack of agreement among different students within the same class (for further discussion, see Gillmore, Kane, & Naccarato, 1978) .
Effective teaching is a hypothetical construct for which there is no adequate single indicator. Hence, the validity of SETs or of any other indicator of effective teaching must be demonstrated through a construct validation approach. Extensive reviews of this research (e.g., Abrami, d'Apollonia, & Cohen, 1990; Cashin, 1988; Cohen, 1980; Feldman, 1989a Feldman, , 1989b Feldman, , 1997 Feldman, , 1998 Marsh, 1982 Marsh, , 1984 Marsh, , 1987 Marsh, , 2007b Marsh & Dunkin, 1997; McKeachie, 1979 McKeachie, , 1997 have consistently shown that with careful attention to measurement and theoretical issues, SETs are (a) multidimensional, reliable, and stable; (b) primarily a function of the instructor who teaches a class rather than the class that is taught; (c) relatively valid against a variety of indicators of effective teaching; (d) relatively unaffected by a variety of variables hypothesized as potential biases (e.g., expected class grades, class size, workload, and prior subject interest); and (e) demonstrably useful in improving teaching effectiveness when coupled with concrete enhancement strategies in specific areas that teachers target for improvement.
The correlation between responses by any two students in the same class (i.e., single-rater reliability or variance component at the individual student level; Marsh, 1987 Marsh, , 2007b ) is typically in the .20s for different SEEQ items, but the reliability of the classaverage response depends on the number of students rating the class: .95 for 50 students, .90 for 25 students, .74 for 10 students, and .60 for five students. This research demonstrates that students responding to SETs are very good at differentiating between teachers in terms of teaching effectiveness (Marsh, 1987 (Marsh, , 2007b so long as at least 10 students are in the class or several classes are taught by the same teacher, even if there are fewer than 10 students in each class. Indeed, SETs of the same teacher are highly stable over time when evaluated by successive cohorts of students. Thus, Marsh (2007a) found almost no systematic changes in students' ratings of 195 teachers over a 13-year period. Marsh and Bailey (1993) further demonstrated that each teacher had a characteristic profile on the different SET factors (e.g., high on organization and low on enthusiasm) that was distinct from the profiles of other teachers and generalized across classes over a 13-year period. Hence, not only is the overall level of SETs stable over time (i.e., a given teacher consistently gets high or low ratings) but even the profile of SETs (e.g., high in enthusiasm, but low in organization) is consistent over time.
Over time, the same teacher is likely to teach many different classes and the same class is likely to be taught by many different teachers. Hence, it is also important to determine how much of the SETs are a function of the teacher who teaches a class and of the class that is taught. In trying to separate the effects of the teacher and the class, Marsh (1987; Marsh & Dunkin, 1997) reported that the correlation between overall teacher ratings of different instructors teaching the same class (i.e., a class effect) was Ϫ.05, whereas correlations for the same instructor in a different class (.61) and in two different offerings of the same class (.72) were much larger. This suggests that SETs are a function of the person teaching the class rather than the particular class being taught. These results support the validity of SETs as a measure of teacher effectiveness but not as a measure of course quality that is independent of the teacher.
Although some research suggests discipline differences (e.g., a weak tendency for higher ratings in humanities and lower ratings in sciences; see Centra, 1993) , these effects account for very little variance, and there is ongoing debate about how these differences should be interpreted. Indeed, in many SET programs, ratings for a given class are normed in relation to similar classes (in terms of student composition, level, and discipline), implying that such differences are not seen as important. Although the existence of a well-developed SET program is an appropriate quality assurance indicator at the university level, there is little evidence that aggregating SETs to the level of departments or whole universities provides an appropriate measure of effectiveness at the department or university level. Indeed, research suggests that responses to typical instruments are not even very effective at differentiating between specific classes (independent of the teacher who teaches the class; Marsh, 2007b) , let alone departments or whole universities.
DUEs
Universities throughout the world are undertaking benchmarking exercises, measuring performance on specific indictors on a common metric that allows systematic comparison (McKinnon, Walker, & Davis, 2000) . This is done so universities can compare themselves with other universities on appropriate indices to establish their current levels of performance and to initiate selfimprovement. Benchmarking exercises require a comprehensive set of benchmark indicators that focus on outcomes, measure functional effectiveness, are systematically developed so as to have good construct validity, and appropriately differentiate between universities (or departments within universities). Although such benchmarking exercises are often based on indicators of research productivity, the DUEs benchmark universities and departments in relation to student perceptions of their educational experiences. As noted earlier, the CEQ is a prototypical DUE instrument.
CEQ
The CEQ (see review by Richardson, 2005 ) is designed to assess student experience of their overall educational experience on the basis of responses to 23 items covering five domains (good teaching, clear goals and standards, appropriate workload, appropriate assessment, generic skills development) and one additional overall satisfaction item (also see the wording of CEQ items in Supplemental Table 1 of the supplemental materials). The theoretical basis of the CEQ came from Ramsden's (1991a Ramsden's ( , 1991b Ramsden's ( , 1992 ; also see Entwistle & Ramsden, 1983) research that contrasted surface (memorization and reproducing) and deep (meaning) elements of intellectual growth in relation to learning, teaching, and curriculum design in higher education.
The CEQ was derived from an earlier instrument (the Course Perceptions Questionnaire; Entwistle & Ramsden, 1983; Ramsden, 1979) that reflected how students' perceptions of the academic context-including experiences of teaching, assessment, and programs as integrated entities-relate to their approaches to learning. Initial item development was based on interviews with U.K. students from Lancaster University about their perceptions of the academic context, which suggested functional relationships between perceptions of the academic context and subsequent approaches to study (Entwistle & Ramsden, 1983; Ramsden, 1976) . Analyses of responses from 2,208 participants across 66 U.K. university departments (Ramsden & Entwistle, 1981) revealed eight broad factors, including Good Teaching (e.g., clarity of explanations, appropriate pitching of materials, teaching staff enthusiasm, and helpfulness of staff), Openness With Students, Independence in Learning, Clear Goals and Standards, and Appropriate Workload. However, correlations of the Course Perceptions Questionnaire scale scores with students' reports of approaches to study were relatively small, a finding replicated by Parsons (1988) .
These limitations motivated the subsequent development of the CEQ (Elphinstone, 1990 ) and a national trial of a revised, shortened, 30-item version of the CEQ to test its suitability as a performance indicator in the Australian context (Ramsden, 1991a (Ramsden, , 1991b . The overarching aim of the CEQ was to produce "quantitative data which permit ordinal ranking of units in different institutions, within comparable subject areas, in terms of perceived teaching quality" (Ramsden, 1991a, pp. 132-133) . Subsequently, in the benchmark exercise conducted by McKinnon, Walker, and Davis (2000) , the CEQ was specifically recommended to benchmark departments and universities in relation to student experiences of teaching, goals and standards, assessment practices, workload, generic skills, and overall satisfaction (i.e., Benchmark 6.10). McKinnon et al. also noted that "Inter-university comparisons are most sensibly made across like fields of study and disciplines, or with universities that have broadly comparable profiles" (p. 86). On the basis of Ramsden's (1991a Ramsden's ( , 1991b research, the Australian government mandated that the CEQ be completed by all graduates from all Australian universities within a few months of graduation.
Exploratory factor analysis (EFA) and confirmatory factor analyses (CFA) of responses to the CEQ items reported by the Graduate Careers Council of Australia (GCCA, 2002) consistently identified the five CEQ factors, in support of the a priori design of the CEQ and previous research. Although the GCCA (2002) report did not summarize the goodness of fit for the EFA, the fit for the CFA was only moderate in relation to current standards of a good fit (e.g., CFI ϭ .88), apparently reflecting several nonzero crossloadings identified in EFA. The GCCA suggested that the use of separate scales might be warranted for some specific purposes, but the major emphasis in summaries of CEQ responses has been on the CEQ overall satisfaction rating and, sometimes, the good teaching scale. Wilson, Lizzio, and Ramsden (1997) summarized correlations between the CEQ scores and approaches to study, satisfaction, self-reports of generic skills development, and academic achievement across multiple studies as evidence for the validity of the CEQ scales (for a recent review of CEQ scale correlates, see Watkins, 2001 ).
The GCCA (2002) report thus provides evidence of the reliability of the five CEQ factors at the level of the individual student. However, this report did not pursue more appropriate multilevel analyses to assess the extent to which CEQ responses were able to differentiate between universities that would support their use in benchmarking. Nevertheless, other research (Badhni & Aungles, 2002; Patrick, 2003) suggests that CEQ responses are not able to distinguish between universities. This suggests that the CEQ ratings are not able to differentiate between universities.
The GCCA reports have given more attention to the question of whether CEQ responses can differentiate between departments within universities. Thus GCCA (2003) 
noted that
Graduates may find it difficult to condense their experiences of an entire course into the single response required for each item. In addition, if the results are averages of course experience there is the real possibility that the items will fail to discriminate between courses. Nevertheless, even though the result is a broad-brush measure, it does not appear to be a problem for respondents. (p. 21) GCCA (2002) evaluated differences between 10 broad disciplines of study and differences between departments within universities in separate analyses for each discipline. Nevertheless, across the 10 disciplines, variance in the CEQ ratings explained by the differences between universities remained low and varied from 1.0% to 6.8% (M ϭ 3.2%). In addition, consistent with results based on DUE studies in the United Kingdom (Cheng & Marsh, 2010) and Australia (Marsh et al., 2002) , the GCCA also found that there was little variance in the CEQ responses that could be explained by student background characteristics. Particularly given that these CEQ results were based on single-level analyses that ignored the multilevel structure of the data and are likely to bias the results in favor of showing greater differentiation, this issue warrants further consideration with more appropriate multilevel analyses.
As one of the first instruments to be used in a large-scale DUE program, the CEQ served as a model for similar undertakings in Australia (e.g., the Postgraduate Research Experience Questionnaire [PREQ]; Australian Council for Educational Research [ACER], 2000; also see Marsh et al., 2002) and DUEs developed in other countries (e.g., the National Student Survey [NSS] Barrie & Ginns, 2007) . The intent of the CEQ, like that of the DUEs that followed it, was to provide an overall perspective of student experience at the level of the department or university, and the results of this exercise are broadly available, for example, through The Good Universities Guide to Australian Universities (http://www.gooduniguide.com.au/) used by potential students to select universities. Hence, an evaluation of CEQ in relation to its ability to differentiate between departments and universities is important in substantive and policy issues specific to the use of the CEQ, but it also has important implications for more general DUE strategies that have been implemented elsewhere.
PREQ: Unit of Analysis Issue
Critical concerns in the evaluation of the PREQ were (a) the ability of DUEs to differentiate between universities and departments and (b) the appropriate unit of analysis (ACER, 2000; Marsh et al., 2002) . In part on the basis of the success of the CEQ, where the focus was primarily on undergraduate teaching programs, the Australian government commissioned the development and evaluation of the PREQ (ACER, 2000) to provide a measure of the experience of postgraduate research students (e.g., doctoral candidates and research masters) as part of a large-scale national benchmarking exercise of the postgraduate research programs of Australian universities. The PREQ was sent to all graduating research students to evaluate their research experiences.
The intent of the PREQ, like the other DUE instruments, was to compare whole universities and departments rather than individual supervisors (students were specifically instructed not to name their supervisor). On this basis, Marsh et al. (2002) argued that PREQ responses should minimally be able to differentiate between universities and departments. They found that PREQ responses had reasonable psychometric properties (factor structure and reliability) at the level of the individual student. However, multilevel statistical models showed that responses from students attending 32 Australian and New Zealand universities did not reliably differentiate between universities or departments. They concluded that PREQ responses should not be used to benchmark universities or departments. On the basis of this research, Richardson (2005) similarly concluded that the PREQ " did not discriminate among different universities or among different disciplines at the same university" (p. 399), leading to "considerable skepticism about whether it provides an adequate basis for benchmarking universities or disciplines" (p. 399).
United Kingdom NSS
In the United Kingdom, the NSS is used to gather feedback from final year university students about their department and university experience. Begun in England, it has become a United Kingdomwide initiative in which all publicly funded higher education institutions are mandated to participate annually (HEFCE, 2003) . In 2001, HEFCE proposed a new method for evaluating quality assurance in teaching and learning in higher education and established a task group to further develop their objectives of promoting teaching and learning; to provide appropriate information to students, employers, and others about the quality at each higher education institution; and to provide each higher education institution information to use in their enhancement activities. Suggestions were provided to achieve a level of consistency across all U.K. universities by administering a national student questionnaire modeled on the Australian CEQ. The task group proposed and ran trial pilot versions in 2003 and 2004 before launching the NSS in 2005. It has since been administered annually and is intended to be used in the foreseeable future.
Cheng and Marsh (2010; also see Marsh & Cheng, 2008 ) evaluated the ability of the NSS overall rating to differentiate between universities and departments. On the basis of the nature of the NSS data and previous research (Marsh et al., 2002) , they argued that the most appropriate analysis should be based on a multilevel model with three levels (students, departments, and universities). In their analyses of NSS responses they found that differences between universities were highly significant from a statistical perspective, primarily because of the very large sample sizes (Ns ϭ 171,290 and 157,342 students in 2005 and 2006, respectively) . However, differences between universities explained only about 3% of the variance in individual student responses to the overall rating, and this estimate was further reduced (to about 2.5%) after controlling for discipline and student background characteristics. Hence, there was much more variation in responses by students within each university than there was between the different universities.
Differences between departments in the Cheng and Marsh (2010) study were more complex to interpret. Although more variance was explained by differences between departments than between universities, the number of students in different departments was necessarily much smaller. Hence, few departments significantly differed from the grand mean. Although Cheng and Marsh also evaluated effects of a variety of student background differences, these had little effect on overall ratings and almost no effect on the ability of NSS responses to differentiate between universities and departments. Cheng and Marsh thus recommended that NSS ratings should be used with caution, if at all, for comparisons between U.K. universities, departments within the same university, or departments across universities.
Present Investigation
Each year, approximately four months after completing a university coursework degree, all Australian university students were invited by their university and the GCCA to complete the CEQ. Participation in the data collection is mandated by the Australian government. Instruments are sent to all graduating students from all Australian universities-this is not a voluntary sample of convenience. Students are strongly encouraged to participate, and response rates (57% in the present investigation) are very good for mail-survey studies. Although the data collection is conducted separately by each institution according to standardized procedures, the actual analysis and reporting of the results is conducted centrally by the GCCA and the ACER (see GCCA, 2002) .
The primary purpose of the CEQ is to provide student ratings of their educational experience across all Australian universities, and student responses are used for benchmarking departments and universities. A critical initial question that has not previously been addressed from an appropriate multilevel perspective is whether CEQ responses can reliably differentiate between universities or departments. If they are not able to do so, then their use in benchmarking exercises and publication in The Good Universities Guide to Australian Universities is questionable. Hence, the results of the present investigation have important implications for the appropriate use of the CEQ ratings and of the DUE approach more generally, associated public policy, and the research literature on educational quality assurance.
In the present investigation, we initially focus on the overall rating item as a single best indicator of students' overall educational experience. Although it might also be appropriate to use a simple average response to all CEQ items for this purpose, this approach implicitly assumes that each of the specific CEQ factors (or items) is equally important. Also, the use of this unweighted average further assumes that there are no additional aspects of satisfaction with educational experience beyond those that have been measured by the CEQ. Clearly, each of these implicit assumptions is problematic and requires further consideration (see related discussion by Cheng & Marsh, 2010) . In support of this rationale based on the NSS (Cheng & Marsh, 2010) , higher order factor analyses of NSS responses indicated that there was a single higher order factor, that the factor loadings of first-order factors on the higher order factor were quite varied, and that the strongest relation was with the single overall rating. In supplemental analyses based on CEQ ratings (see Appendix 1 in the supplemental materials), we also found that there was a single higher order factor and that the highest factor loading was for the CEQ overall rating item. Furthermore, the CEQ's overall rating item is also the primary source of information used in ranking universities and departments in policy-related applications. Although Cheng and Marsh argued that the overall rating item provided the best overall summary, they also conceded that ratings of specific factors might provide more useful information than is available from the overall rating item. Following from this earlier DUE research, we also begin with an initial focus on the CEQ overall rating item but then evaluate in more detail whether results based on the overall rating item generalize to the specific CEQ factors, whether some specific CEQ factors are better at differentiating between universities or departments than the overall ratings, and whether some universities or departments have a distinctive profile of CEQ factors.
Method Participants
In 2001, the CEQ was completed by recently graduated undergraduate (bachelor degree) students from all Australian universities (N ϭ 44,932 students, 41 institutions, 57% response rate). Excluded were students who completed the CEQ items in relation to a postgraduate degree or who did not complete the CEQ items (the CEQ was part of a larger package of materials and some students did not complete the CEQ section). Analysis of disciplines (across universities) and departments (within universities) is based on three alternative classification schemes used by the GCCA to summarize the results that differ in terms of the number of categories (10, 43, or 186 categories). A majority of the respondents were female (59%). Although respondents varied from 19 to 81 years of age, most (69%) were less than 25 years old (mean age ϭ 26.2 years). In addition to CEQ ratings, students completed a questionnaire regarding background-demographic characteristics. Although these are potentially important in their own right, our primary focus is the extent to which these student background differences contributed to apparent differences between universities and departments. The set of 12 background variables were employment (the presence or absence of paid work in the final year of school), gender, age, Aboriginal or Torres Strait Islander, nonEnglish-speaking background, presence of disability, highest level of previous education, mode of study (residential or external), mode of attendance (part time or full time), mode of fee payment (fee deferred, Australian fee paying, overseas fee paying, other), mobility (changed city or changed state to attend university), and country of permanent residence (for further discussion of these variables and their effects, see GCCA, 2002) .
Instruments
The CEQ is designed to assess students' educational experience on the basis of responses to 23 items covering five domains (good teaching, clear goals and standards, appropriate workload, appropriate assessment, and generic skills development) and one additional overall satisfaction item ("Overall, I am satisfied with the quality of this course"). Graduates are asked to think about their educational program as a whole rather than individual classes or teachers. They are also assured that their individual responses are confidential, but the database of anonymized responses from all students is made publicly available. Graduates responded to each question on a 5-point Likert-type scale ranging from 1 (strongly disagree) to 5 (strongly agree). The CEQ was administered to graduates 4 months after their degree completion (April for the majority who completed their degree at the end of the calendar year and October for a smaller proportion of students who completed their degree midyear).
Statistical Analyses
Statistical analyses were conducted with the MLwiN 2.02 statistical package (Rasbash, Steele, Browne, & Prosser, 2005) . Consistent with the design and intent of the CEQ and consistent with previous DUE studies (e.g., Cheng & Marsh, 2010; Marsh et al., 2002) , we evaluated a multilevel model with three levels (L1 ϭ students, L2 ϭ departments, L3 ϭ university) that included fixed effects to control for student background characteristics and differences between disciplines that generalize across universities. In preliminary factor analyses (presented in detail in Appendix 1 of the supplemental materials), we evaluated a priori five-factor structural model of CEQ responses. We used CFA and newly developed exploratory structural equation modeling (ESEM) techniques that integrate many of the best features of confirmatory and exploratory approaches to factor analysis . A comparison of the two approaches (see Appendix A) shows that both analyses identified the five a priori factors. However, the ESEM fit was much better than the CFA fit, reflecting the finding that several CEQ items had moderate cross-loadings that were constrained to be zero in the CFA. On the basis of these preliminary analyses, for purposes of the present investigation, the five CEQ specific factors are represented as ESEM factor scores (produced by the Mplus statistical package; .
For large-scale studies, the inevitable missing data represents a potentially important problem, particularly when the amount of missing data exceeds 5% (e.g., Graham, 2009; Graham & Hofer, 2000) . Here, however, the amount of missing data was extremely small (0.3% for the overall rating and only 0.8% across all CEQ items), so that it was unlikely to be a serious problem. Nevertheless, a growing body of research has emphasized potential problems with traditional pairwise, listwise, and mean substitution approaches to missing data (e.g., Graham, 2009; Graham & Hofer, 2000) , leading us to implement the expectation maximization algorithm, a widely recommended approach to imputation for missing data, as operationalized using missing value analysis in SPSS (Version 17). For present purposes, all student background variables were categorical and represented by a set of dummy variables. For these categorical variables, we added an additional category for missing data (see Cheng & Marsh, 2010) . Thus, for example, gender was categorized into three categories (1 ϭ male, 2 ϭ female, 3 ϭ missing) and represented by two (1 degree of freedom) contrasts: (a) males versus females and (b) missing versus males and females. In this way, we did not need to impute missing values for categorical variables and we were able to assess whether students with missing data on each categorical variable differed from those who did not.
Results and Discussion

Do Global Satisfaction Ratings Differentiate Between Universities and Departments?
We evaluate this overarching question in relation to variance components associated with departments and universities and with a graphic representation of these differences (caterpillar plots). Both variance components and the corresponding caterpillar plots are based on a set of 12 three-level models (wherein Level 1 ϭ students, Level 2 ϭ departments, and Level 3 ϭ university) consistent with the hierarchical structure of the CEQ data (see Table 1 ). The models differ in terms of the number of department classifications included as random effects (10, 43, or 186 classifications), the number of discipline classifications included as fixed effects (0, 10, 43, or 186 classifications), and the inclusion or noninclusion of the set of 12 student characteristics as fixed effects.
Differentiation between universities.
We begin with the variance components associated with universities for the models that do not control for discipline or student characteristics (Model 1; see Table 1 ) but vary in the number of department classifications considered within universities: 10 (Model 1A), 43 (Model 1B), or 186 (Model 1C). Although there is some variation in the results depending on the model, the variance components for differences between universities are all close to .01 (.009 in Model 1A, .013 in Model 1B, .014 in Model 1C). Thus, only about 1% of the variance in CEQ responses is explained by differences between universities.
What does it really mean that differences between universities explain only 1% of the variance in CEQ ratings (i.e., variance components of .01)? The results are clearly significant from a statistical perspective, but are even these small differences substantively meaningful? It might be possible to posit subjective classifications of variance components with labels such as trivial, small, medium, or large. However, these subjective labels would be highly idiosyncratic to the particular application and actually provide less information than the variance-explained metric that is more objective. Instead, we use caterpillar plots (see Figure 1 , based on a selection of models already considered in Table 1 ) to provide a particularly useful graphical approach to evaluating substantive meaningfulness in multilevel data.
Consider initially the first caterpillar plot for universities (Model 1A for universities in Figure 1 ). The universities are ranked from left to right in terms of CEQ global satisfaction rating. For each university, the university estimate and an error bar (95% confidence interval) are presented. The sizes of these error bars reflect unreliability in the ratings: They are smaller (indicating less error) when the agreement among students within a given university is better and when the number of students responding from that university is larger. Because these are residuals based on standardized (M ϭ 0, SD ϭ 1) values, the differences are in terms of standard deviation units with a mean of zero across all universities (the dashed line in Figure 1 ). If a university has an error bar completely above or completely below the mean of all universities (i.e., the dashed line), it is significantly above or below average in a statistical sense. If the error bar contains the grand mean (i.e., Note. A series of multilevel models with three levels (Level 1 ϭ universities, Level 2 ϭ departments within universities, Level 3 ϭ students) were conducted on the overall satisfaction rating as the outcome variable, Models vary in terms of the fixed effects. Model 1 is a variance component null model with no fixed effects. Models 2-4 include background (i.e., student demographic characteristics discussed earlier; Model 2), discipline (Model 3), or both background and discipline (Model 4) variables as fixed effects. For each of these models, the classification of departments and disciplines varied such that the number of disciplines was 10 (Model A), 43 (Model B), and 186 (Model C). Figure 1 . Selected caterpillar plots showing differentiation between departments and universities for models with no fixed effects (Model 1) and for models with discipline and student characteristics as fixed effects (Model 4). Also see Table 1. overlaps the dashed line), then the university is not significantly different from the mean of all universities. For Model 1A, the 95% confidence intervals for almost all the universities contain the overall mean. Some of the variation attributed to universities is likely to be due to discipline differences that generalize across universities (i.e., different universities have a different mix of disciplines) as well as differences in student characteristics. To explore these possibilities, we consider variance components associated with the same set of models in which we control student background characteristics (Model 2 in Table 1 ), disciplines (Model 3), or both discipline and student characteristics (Model 4). Variance components associated with differences in universities are systematically smaller in models that control for student characteristics and discipline fixed effects. However, because so little variance was explained by differences between universities to begin with, these reductions are not large. For example, the largest variance component is for Model 1C (.014) when no fixed effects are controlled. Controlling for either student characteristics (Model 2C) or discipline fixed effects (Model 3C) reduces the variance component to .010, whereas controlling for both student characteristics and disciplines further reduces the variance component to .007 (Model 4C). Across all of the caterpillar plots, the results are consistent. Only a few universities are significantly above average and only a few universities are significantly below average, but most universities do not differ significantly from the average across all universities. Furthermore, even if these small differences in the most extreme universities are significant from a statistical perspective (because of the large sample sizes), these differences are very small; they would not be significant with a more demanding test of statistical significance (e.g., 99% confidence intervals) or if the sample size was smaller, and they are apparently too small to be of practical significance (but see subsequent discussion in the Implications section). In summary, consistent with results based on the corresponding variance components (see Table 1 ), the caterpillar plots results show that CEQ responses are not very good at differentiating between universities-their primary purpose.
Differentiation between departments. Are CEQ responses able to differentiate between departments? Again, it is relevant to evaluate variation attributed to departments after controlling student background characteristics (Model 2 in Table 1 ), disciplines 2 (Model 3), or both discipline and student characteristics (Model 4). Controlling for student characteristics had almost no effect on variance components (i.e., comparison of Models 1 and 2 or of Models 3 and 4). However, the variance components associated with departments decreased systematically for models controlling for discipline fixed effects (Models 2 and 4). Thus, for the models that control disciplinary differences, the variance components were small (e.g., .032 in Models 3C and 4C). Although discipline fixed effects (i.e., discipline differences that generalize over universities) are of interest in their own right (for further discussion, see GCCA, 2002), our focus is on how their inclusion influences the variance components associated with departments. The results show that close to half of the variance due to differences between departments can be explained in terms of discipline effects that generalize across universities.
Next, we consider caterpillar plots for departments. These differ from the university caterpillar plots in several ways. It is important to note that differences between departments (i.e., the corresponding variance component) are larger than differences between universities. However, the error bars associated with departments are much wider (reflecting more error due primarily to the number of students in each department within a particular university necessarily being much smaller than the total number of students from the university). Hence, even though differences between departments are larger than differences between universities, the vast majority of departments do not differ significantly from the grand mean (i.e., the dashed line). Furthermore, although differences between departments increase as the number of classifications increases, the sizes of the error bars increase even more (because of the smaller numbers of students). Hence, differentiation between departments is not improved by use of a more detailed department classification.
Do CEQ Specific Factors Responses Reliably Differentiate Between Universities and Departments?
Results presented thus far are based on the global satisfaction ratings. Although clearly defensible in terms of the intended use of CEQ ratings and current practice that emphasizes the CEQ overall rating, the CEQ was also designed to measure five a priori factors based on 23 items. Hence, in this second set of analyses, we applied a subset of the models considered for the global satisfaction rating separately for each of the five specific CEQ factors. In particular, we are interested in whether evidence for differentiation among universities or departments is any greater for the specific factors than it is for the global satisfaction rating already considered in detail. We begin with separate analyses of each of the five CEQ factors-based on factor scores-and then consider the multivariate profiles of the factors.
On the basis of results reported earlier for the global satisfaction ratings, we chose a subset of three multilevel models and applied each of these models to the five specific CEQ factors. Model 1 is a simple three-level variance components model (wherein Level 1 ϭ students, Level 2 ϭ departments, and Level 3 ϭ universities) with no fixed effects. Although the variance components for the university for the five CEQ factors (.002-.047, Mdn ϭ .015; Table  2 ) are marginally larger than for the global ratings already discussed, they are still small, indicating little differentiation at the level of the university.
Variance components for the department are at least moderate in size for some CEQ factors. However, after controlling discipline and student characteristics, we found that variance components for the five specific CEQ factors in Model 4 (.013-.037; Mdn ϭ .024) are comparable to that reported for the corresponding analysis of the CEQ global rating (see Table 1 ). Our interpretation of these results, consistent with earlier discussion and results with the global satisfaction rating, is that although there are significant variance components in specific CEQ factors associated with different departments, much of this variance generalizes across universities (i.e., is attributable to disciplines).
In supplemental analyses (see Appendix 2 in the supplemental materials), we also evaluated whether there are unique profiles of CEQ factors that are able to differentiate between universities or departments. However, this profile analysis indicated that neither universities nor departments are meaningfully differentiated in relation to either the average of the five CEQ factors (a level effect in profile analysis) or the unique profiles of CEQ factors (a shape effect in profile analysis).
In summary, conclusions based on separate analyses of each of the specific CEQ scales are largely consistent with those based on the global satisfaction rating. There is little evidence that any of the five specific CEQ factors are able to differentiate reliably between universities or departments-their primary purpose for which they are currently used by the Australian government and publications like the The Good Universities Guide to Australian Universities.
Summary, Implications, and Issues for Further Research
The minimum condition for evaluating the appropriateness of the CEQ responses for purposes of benchmarking universities is that they should be able to clearly discriminate between universities or departments. This is particularly important because there is surprisingly little appropriate research on this issue in the very large SET research literature (Marsh, 2007b) or even in the small but growing DUE research literature. Hence, our purpose in this article was to evaluate the ability of CEQ (and, more generally, DUE-type instruments) to differentiate between universities and departments. On the basis of Australian research of doctoral students' evaluations of their research experience, Marsh et al. (2002) argued that the appropriate unit of analysis for benchmarking exercises should be either universities or departments. Cheng and Marsh (2010) offered a similar argument for NSS ratings by U.K. students. Following this previous research, we argued that the most appropriate analysis should be based on a three-level multilevel model (wherein Level 1 ϭ students, Level 2 ϭ departments, and Level 3 ϭ university).
Variance components at the university level were highly significant from a statistical perspective, primarily because of the very large sample sizes in nearly all universities. However, differences between universities explained very little variance in individual students' responses, and this estimate was further reduced when controlling the effects of discipline and student characteristics. Consistent with these results, caterpillar plots showed that very few universities had ratings that differed significantly from the grand mean. The results were consistent across the overall rating item, each of the five specific CEQ Note. A series of multilevel models with three levels (Level 1 ϭ universities, Level 2 ϭ departments, Level 3 ϭ students) were conducted for each of the specific Course Experience Questionnaire factors. Models considered here are a subset of models used with the overall satisfaction rating (see Table 1 ).
factors considered separately, and unique combinations of the specific CEQ factors. Variance components at the level of departments are more complex to interpret. Not surprisingly, more variance is explained by differences among departments than by differences between universities. Within each university, there are systematic differences in the levels of satisfaction for students in different departments. However, inspection of caterpillar plots revealed that the error bars associated with departments were also much larger than those based on universities (because the numbers of students within departments is smaller than than the number of students within universities). Hence, very few departments differed significantly from the grand mean. Similarly, variance components for departments were larger when more detailed classifications were considered (i.e., 41 or 186 categories rather than 10 categories). However, reliable differentiation between departments requires not only large differences between groups but also a sufficiently large number of students within each group so that these differences are reliable. Particularly for the more detailed classifications, the number of students within each department is too small to reliably differentiate between departments. In summary, meaningful differentiation among departments is no better, and may perhaps be worse, than for universities. Again, the results were consistent across the overall rating item, the five specific CEQ factors, and unique combinations of the specific CEQ factors.
What do our results have to say about the DUE strategy more generally? Are our findings likely to be idiosyncratic to the CEQ instrument or the Australian setting, or are they likely to generalize to other DUE-type instruments? Because the CEQ program is the oldest DUE-type program and one basis of many other DUE programs, these results are important. Furthermore, our results replicate and extend findings based on entirely different instruments used among Australian postgraduate students (the PREQ; Marsh et al., 2002) and U.K. undergraduate students (the NSS; Cheng & Marsh, 2010) . In summary, a growing body of research based on appropriate multilevel models calls into question the ability of DUE-like instruments to meaningfully differentiate between universities or departments.
An important overarching theme of the present investigation is that DUE-type and SET-type strategies are very different approaches to evaluating educational effectiveness. Furthermore, they have distinct research literatures that have quite different implications. Although the approaches might be complementary, there has been surprising little attempt to juxtapose the two approaches. Hence, it is important that casual reviews of these two research literatures do not fall into the trap of using support for SETs to justify the use of DUE-type strategies or the nonsupport of DUEs to oppose SETs.
Juxtaposition of SETs and DUEs
In an overarching review of student feedback instruments on teaching effectiveness in higher education, Richardson (2005) distinguished between SET-type instruments for evaluating individual teachers and DUE-type instruments like the CEQ for evaluating entire programs, noting that it is clearly sensible to seek feedback at a level that is appropriate to one's basic goals. If the aim is to assess or improve the quality of particular teachers, they should be the subject of feedback. If the aim is to assess or improve the quality of particular programs, then the latter should be the subject of feedback. Logically, there is no reason to think that obtaining feedback at one level would be effective in monitoring or improving quality at some other level (nor any research evidence to support this idea, either). (p. 401) Nevertheless, Richardson (2005) went on to pose the question "Would a single questionnaire be suitable for all students?" (p. 401). In addressing this question in this final section, we briefly juxtapose SET and DUE research.
On the basis of reviews of the SEEQ responses and other well-designed SET-type instruments, student ratings of individual teachers teaching a specific class in which the students are enrolled are good at reflecting differences between individual teachers; they provide highly reliable, consistent, and stable differentiation between teachers (e.g., Marsh, 2007b) . Furthermore, there is good evidence that SETs are valid in relation to a variety of indicators of effective teaching (student learning based on the multisection validity paradigm, teacher self-evaluations of their own teaching, observations of trained external observers, and the retrospective ratings of former students). They are also useful for improving teaching, personnel decisions, and student choice of teachers. In a study of the long-term stability of SEEQ responses, Marsh et al. (2007a) evaluated responses by a group of 195 teachers who had been evaluated continuously over 13 years (an average of 2.5 classes per year). He found that SEEQ responses systematically discriminated between good and poor teachers and that these differences were highly consistent over an extended period of time. A multilevel caterpillar plot based on these data (see Figure 2) shows that most teachers are consistently above average or con- Figure 2 . One hundred ninety-five individual teachers ranked from lowest to highest on overall rating of teaching effectiveness. Each teacher was evaluated continuously over 13 years (an average of more than 30 sets of ratings per teacher). Marsh (2007a) used multilevel growth modeling to show that ratings were highly stable over time. Here, we present a caterpillar plot based on a multilevel analysis to show that the mean ratings for the teachers (the 195 triangles) are highly differentiated and that the 95% confidence intervals are narrow relative to differences between teachers. Over the 13-year period, most teachers were consistently above average, below average, or close to average. These results are in contrast to caterpillar plots of Course Experience Questionnaire ratings (see Figure 1) showing little discrimination in relation to universities and courses of study within universities. sistently below average. This differentiation between good and poor teachers is in stark contrast to the almost complete lack of differentiation between universities and departments based on CEQ responses (see Figure 1) .
SETs are apparently not very good at benchmarking universities and departments. Indeed, existing research (Marsh & Bailey, 1993) suggests that they are not very good at differentiating even between classes independent of the teachers who teach the classes. Implications of these results are a double-edged sword. Because the intent of SETs is to measure the teaching effectiveness of individual teachers, these results highlight an important strength of SETs. Indeed, if SET responses were substantially confounded by the class that is being taught rather than the teacher who teaches the class, it would severely complicate the interpretation of the results in terms of the teaching effectiveness of individual teachers. However, this same characteristic reflects a weakness in terms of evaluating classes independent of the teachers who teach them, departments, or universities. This apparent limitation with SETs is one basis for proposing DUE-type instruments such as the CEQ. However, the results of the present investigation add to the existing research demonstrating that DUEs are not able to adequately differentiate universities or departments. On this basis, it seems that even this minimal basis of support for DUEs is lacking.
The results of the present investigation lead us to conclude that there is no support at all for the use of DUEs instead of SETs as a basis of diagnostic feedback to individual teachers or associated personnel decisions. Although SETs are also apparently ineffective in discriminating between universities and departments, there is little support for DUEs in relation to this purpose. Indeed, there is no evidence that DUEs are any better than SETs at discriminating between universities and departments.
Construct Validity of DUE-Type Responses: The Big Picture
Similar to the present investigation, DUE studies have focused on the ability of DUE-type responses to differentiate universities and departments. These studies clearly fall near the reliability end of the reliability-validity continuum. Reliable differentiation requires a combination of good agreement among students within each department or university and large numbers of students within each department or university.
3 However, the real construct validation issue is whether this differentiation is meaningfully related to other indicators of educational effectiveness. Reliable differentiation is not useful unless the differences can be interpreted meaningfully within a nomological network of other constructs.
Apparently, there is almost no appropriate research that even considers the construct validation of DUE-type ratings in relation to external criteria of effectiveness at the level of the university or department. What is needed is a systematic evaluation of the construct validity of DUEs, evaluating support for their convergent and discriminant validity in relation to external validity criteria (along the lines of the construct validity approach used to validate SETs; Marsh, 2007b) . A limited amount of research suggests that students who give higher DUE ratings differ from other students on self-perceptions of student learning (e.g., Lizzio, Wilson, & Simons, 2002; Ramsden, 1991a Ramsden, , 1991b . However, as has been clearly demonstrated in SET research, findings at the level of individual students are largely irrelevant to construct validation at the level of teachers, departments, or universities-particularly when based on self-report responses by the same students. Thus, for example, Marsh et al. (2002) argued that aggregate university measures of PREQ ratings by research-degree students should be validated in relation to external criteria such as standardized measures of university research performance, number of Australian postgraduate research fellowships, attrition rates in doctoral programs, and related criteria such as those used by the Australian government to fund doctoral research programs. However, none of these external criteria were significantly related to PREQ ratings. Marsh et al. (2002) argued that given the lack of reliability of the PREQ ratings in relation to discriminating between universities, it is hardly surprising that PREQ ratings also lack validity in relation to these or other meaningful external criteria at the university level. Although we do not argue that these findings invalidate DUEs ratings of coursework degrees, the limited ability of CEQ responses to reliably discriminate between universities and departments does not augur well for more demanding tests of their construct validity in relation to external criteria.
Alternative Interpretations of CEQ Results
Lack of differentiation. Our results suggest that DUE-type responses are not very good at differentiating between universities. This pattern of results is consistent across three studies: the Australian PREQ (Marsh et al., 2002) , the UK NSS (Cheng & Marsh, 2010) , and the CEQ in the present investigation. We interpreted this as a shortcoming in the usefulness of the DUE approachparticularly for benchmarking universities. However, an alternative perspective might be that there really are almost no differences between universities and departments in terms of student experience, and this true lack of differentiation is accurately reflected in the DUE responses. Indeed, one could argue that in an ideal national system of universities with a focus on equity, there should be little or no difference between universities. Thus, the observed lack of differentiation should be a cause for celebration.
However, several arguments undermine this interpretation. Given that there are clear differences between universities and departments in relation to many indices of quality, this interpretation is implausible. Indeed, in a Higher Education Policy Institute report for the United Kingdom, Brown (2010) noted that Given the extraordinarily high previous educational attainment of students attending, say, Oxford or Cambridge, the substantially greater resources devoted to them, the greater intensity of study that they undergo, and other factors, it would in fact be a surprise if the outcomes of students from those universities were no higher than those of students from other universities who have far lower prior attainment, resources devoted to them, and so on. (p. 10) Similarly, the Australian PREQ study showed that there were systematic differences between universities on objective indicators of quality that were not reflected in the PREQ ratings.
In contrast to the DUE strategy, we note that within the SET literature based on ratings of individual teachers, there is good evidence that student ratings do differentiate between good and poor teachers. Furthermore, this differentiation between teachers is stable, generalizable, and valid in relation to many indicators of good teaching. Why is there such a large difference between the two strategies? Students have been exposed to a wide variety of teachers, some good and some bad. Hence, they have a reasonable frame of reference against which to evaluate individual teachers. In contrast, students have typically experienced only a single department within a single university. Hence, they have no frame of reference against which to evaluate their experience with their department and university. Indeed, if the purpose of a quality control exercise is to compare different universities, it is illogical to base these comparisons on the judgments of persons who have no experience of different universities.
We also note that that this counterinterpretation would be stronger if there were relatively good agreement among students within departments and universities. However, this is not the case. There is considerable variation among DUE ratings at the level of the individual student, but these differences are not explained by the student's particular department (or by a wide variety of different student background characteristics). So what is the meaning of these large differences in DUE ratings at the individual student level? In the statistical models used here, these differences are interpreted as random error. Although it is always possible that additional research will support the construct validity of DUE ratings-and thus justify the interpretation of small differences as a desirable outcome-the onus for such evidence lies with those who advocate their usefulness. We argue that this explanation is improbable.
Finally, we note that even if this counterinterpretation were valid, it would not support the current use of DUE ratings to benchmark universities and departments, to differentially reward universities, or to provide potential students with information in the selection of universities.
Identification of outliers. Even if the DUE-type ratings are not very effective at differentiating between most universities and departments, perhaps they are useful in identifying outliers-the very best to be rewarded and the very worst to be improved (or eliminated). However, there are also problems with this application of DUEs.
Even if there were absolutely no differences between universities or departments, it would be possible to rank universities or departments such that there were a few highest and a few lowest. Particularly when the number of groups is large, there is an inevitable capitalization on chance-the highest and lowest ranked groups are so ranked in part due to good and bad luck. Regression to the mean implies that both highest and lowest ranked groups are really not so extreme and would not turn out to be so extreme when the exercise is repeated.
How large would differences have to be to be meaningful? Caterpillar plots of differences between departments and universities-even at the extreme-are very small. For example, even the most extreme universities are only about two tenths of a standard deviation above or below the grand mean. Furthermore, at least some of these even small differences are due to capitalization on chance. Although the differences at the level of the department are somewhat larger, the extent of capitalization on chance is also larger (i.e., error bars are larger and there are many more groups). Hence, at least from the perspective of a summative evaluation, the differences do not seem to be sufficiently large to be meaningful. By way of comparison, the caterpillar plot for SETs (see Figure 2) shows that there are many good teachers who are consistently (over 13 years) rated one standard deviation above the mean and many poor teachers who are rated one standard deviation below the mean. Hence, student ratings are able to differentiate educational effectiveness at the level of the teacher but not at the departmental or university levels.
Once again, we note that even if this counterinterpretation were valid, it would still not support the current use of DUE ratings to publicly benchmark universities and departments. Using DUE ratings for policy-based decisions regarding rewards and support might also mean keeping the rating confidential and limiting access to experts who are trained to reach a reasonable interpretation of these ratings.
Limitations, Unanswered Questions, and Directions for Further Research
The present investigation identified a host of methodological, substantive, and practical limitations with important policy implications. Critical questions raised here and in need of further research include the following:
1. Differences between universities explain only a very small amount of the variance in CEQ responses, and there is very little agreement among students within the same university. However, because of the very large number of students who responded from most universities, the results are highly significant from a purely statistical perspective. The question remains as to whether very small but statistically significant differences between universities are sufficiently large to help inform the choices of prospective students or other benchmarking activities based on CEQ responses.
2. Caterpillar plots (or related graphical strategies) apparently provide a useful strategy to interpret the practical meaningfulness of statistically significant variance components in DUE studies and multilevel studies more generally. Here the caterpillar plots provided an easily understood illustration of the poor ability of CEQ responses to differentiate between departments and universities (as well as the ability of SEEQ responses to differentiate between teachers). Caterpillar plots also showed why the larger department variance components associated with the use of more discipline categories did not translate into better differentiation between departments (i.e., the increase in error bars dues to smaller numbers of students offset the larger variance components). It is important to note that caterpillar plots are easily interpreted by applied researchers, policymakers, and members of the general public who might not have the technical expertise to understand variance components. Hence, we recommend that caterpillar plots should always be used to summarize the results of DUE studies, even those aimed at policymakers and the general public.
3. Department variance components are larger than university variance components. However, because the number of students in each department within a given university is so much smaller, few differ significantly from the grand mean. Differences between departments increase in size as the number of department categories increases, but the reliability of the means decreases (because the number of students is so much smaller). More research is needed to achieve optimum balance between the number of discipline categories and the number of students in each department and to identify how well a single classification scheme can reflect the departments that actually exist at each university.
4. Although not a focus of the present investigation, it is important to evaluate potential biases in the CEQ results. The CEQ response rate was reasonably high for survey research, and results are not published in The Good Universities Guide to Australian Universities if the response rate for a given institution is below 50%. Nevertheless, further research is needed to evaluate more fully potential biases associated with nonresponse. Following a major study concerning the extent of bias, Graduate Careers Australia (2006) concluded that "non-response appears to introduce only low levels of bias into key GCA survey estimates" (p. 93). In the present study, the finding that the results are so little affected by the control of diverse student characteristics suggests that this might not be a serious problem. A more serious potential problem is the possibility that university staff could manipulate the ratings (for a discussion of such bias that represents a serious concern for the U.K. Higher Education Academy in relation to NSS ratings, see Cheng & Marsh, 2010) . This is apparently more worrisome in Australia than the United Kingdom because each university has considerable input into the way the results are collected.
5. More research is needed to evaluate the stability of DUE ratings over time. Although GCCA reports routinely summarize the trends over time for the CEQ ratings averaged across all universities (e.g., GCCA, 2002), they do not evaluate the stability of ratings of specific universities and departments. Ratings are likely to be reasonably stable over a single year, in part because there is likely to be little change in the university, teachers, and even the student cohorts over such a short period. However, students using the CEQ to select universities typically will not graduate until four years later. The stability of the ratings is likely to decline with time-perhaps substantially-so that there is need for evaluations of stability over a longer period of time (see related research regarding the stability of rankings of schools across cohorts by Leckie & Goldstein, 2009 ).
However, tracking DUE ratings over time might provide formative evaluations that are useful in evaluating change, particularly if coupled with other indictors of educational effectiveness. Indeed, if an academic organizational unit instituted major curriculum changes, then instability in the ratings over time might be expected. Wilson et al. (1997) , listing appropriate and inappropriate uses of the CEQ (see their Table 4, p. 49), emphasized intermittent planned use of the CEQ, especially for whole-program evaluation over time. A case study based on one department (Govendir, Ginns, Symons, & Tammen, 2009) provides some support for this use of DUE ratings. Although evidence is currently insufficient to evaluate this use of DUEs, it warrants further research. 6. Administrators typically compare CEQ ratings in different departments within their university as one way of evaluating which academic units are relatively stronger or weaker (e.g., Ginns, Marsh, Behnia, Cheng, & Scalas, 2009 ). However, the significant fixed effects associated with different disciplines suggest that there are systematic differences between disciplines averaged across all universities. Thus, it is possible for Department A to have higher ratings than Department B within a given university (implying that Department A is better than Department B), even though Department A has ratings below the average for the same department across all universities and Department B has ratings above the average for the same department across all universities (implying that Department B is better than Department A). Although we do not argue in favor of or against either of these apparently contradictory interpretations, we do note that administrators need further guidance in the interpretation of the ratings in relation to appropriate normative comparisons if they are expected to use the ratings to improve the quality of education at their universities.
Conclusions
In summary, we recommend that DUE ratings should only be used with extreme caution for benchmarking purposes. This caution applies to comparisons of ratings averaged across different universities and departments: either different departments within the same university or the same department across universities. Any such comparisons should be qualified in relation to interpretations of probable errors based on appropriate multilevel models-illustrated, for example, by caterpillar plots. These necessary cautions in the interpretation of DUE ratings also call into question their usefulness.
It is important to note that the conclusions in the present investigation replicate and extend similar conclusions by Marsh et al. (2002; also see Ginns et al., 2009 ) based on the Australian PREQ and by Cheng and Marsh (2010; also see Marsh & Cheng, 2008) based on the UK NSS. Although not a major focus of traditional SET research, SET studies also call into question the ability of ratings by students to differentiate classes independent of the teacher who teaches the class and, by implication, overall university or department experience. Taken together, the results indicate caution is needed when using DUE-type responses more generally. Although it might be premature to argue that DUE-type ratings are of little use in terms of providing appropriate feedback to students, employers, universities, and the general public, the onus is on advocates of these measures to demonstrate their construct validity in relation to their intended and actual use. A growing body of research suggests that they might not be very useful for their intended purposes. In considering the reliability, validity, and usefulness of student feedback in higher education, it is essential to distinguish between studies based on SETs and those based on DUEs.
Our take-home message is that policymakers should use extreme caution in the introduction of DUE-type programs and in the interpretation of DUE-type responses if such programs already exist. There is apparently no easy fix to the problems associated with DUEs. Indeed, it does not even make a lot of sense to base comparisons of different universities on the perceptions of students who mostly have experienced only a single university. Although future research with DUEs is clearly warranted, it is essential that such research is based on an appropriate multilevel perspective and seeks to validate interpretations of CEQ responses in relation to other indicators of educational effectiveness.
However, we also have a more positive take-home message. In contrast to DUEs, there is good support for the use of SETs in relation to the evaluation of individual teachers. Hence, it is important that systematic programs based on SETs are not replaced by DUE strategies. The apparent lack of support for DUEs does not generalize to SETs and the good support for SETs does not generalize to DUEs. Thus, it is critical that reviews of the use of student ratings differentiate between these two dominant strategies.
