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Abstract
When words are characterized in terms of numerical quantities, awkward considerations due to the noncommutativity of words are
avoided. The numerical quantity investigated in this paper is |w|u, the number of occurrences of a word u as a (scattered) subword
of a word w. Parikh matrices recently introduced have these quantities as their entries. According to the main result in this paper, no
entry in a Parikh matrix, no matter how high the dimension, can be computed in terms of the other entries. Consequences concerning
various inference problems between numbers |w|u themselves, as well as of the word w from these numbers, are obtained.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Subword; Scattered subword; Number of subwords; Independence of subwords; Parikh matrix; Ambiguity
1. Introduction
The most direct numerical fact about a wordw is its length |w|. Languages over a one-letter alphabet can be identiﬁed
with their length sets. In case of arbitrary alphabets, length sets give only a very rude characterization of a language.
The components ij of the Parikh vector [9,4,10] (w) = (i1, . . . , ik) indicate the number of occurrences of the letter
aj , 1jk, in w, provided w is over the alphabet  = {a1, . . . , ak}. The set of Parikh vectors associated to the
words in a language gives considerably more information about the language [10] than its length set. To get still more
information, one has to focus the attention to subwords and factors. In this paper, these notions are understood as
follows.
Deﬁnition 1. A word u is a subword of a word w if there exist words x1, . . . , xn and y0, . . . , yn, some of them possibly
empty, such that
u = x1 . . . xn and w = y0x1y1 . . . xnyn.
The word u is a factor of w if there are words x and y such that w = xuy. If the word x (resp. y) is empty, then u is
also called a preﬁx (resp. sufﬁx) of w. A subword or factor u of w is termed proper if u is not empty and u = w.
In classical language theory [10] our subwords are usually called “scattered subwords’’, whereas our factors are
called “subwords’’. The notation used throughout the article is |w|u, the number of occurrences of the word u as a
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subword of the word w. Two occurrences are considered different if at least one letter of u occurs in a different position
inw. Occurrences of u inw can be viewed as |u|-dimensional vectors, with strictly increasing coordinates i, 1 i |w|.
This gives rise to an obvious formal deﬁnition omitted here.
Clearly, |w|u = 0 if |w| < |u|. We also make the convention that, for any w and the empty word ,
|w| = 1.
In [11] the number |w|u is denoted as a “binomial coefﬁcient’’ |w|u = (wu ). Indeed, ifw and u are words over a one-letter
alphabet, |w|u reduces to the ordinary binomial coefﬁcient.
Consider the set of all words w over the binary alphabet {a, b} satisfying the equation |w|a = |w|b. Clearly, the set
of all such words is a nonregular language, deﬁnable by a context-free grammar with the productions
S → , S → SS, S → aSb, S → bSa.
Thus, the equation |w|a = |w|b constitutes an alternative deﬁnitional device for this language. This is just an example
of the use of the numbers |w|u as a deﬁnitional device for languages. The topic has been investigated further in [15,16].
A sharpening of the Parikh mapping, where much more information is preserved than in the Parikh mapping, was
introduced in [7]. The new mapping uses upper triangular square matrices, with nonnegative integer entries, 1’s on the
main diagonal and 0’s below it. Two words with the same Parikh matrix always have the same Parikh vector, but two
words with the same Parikh vector have in general different Parikh matrices. Indeed, the Parikh matrix gives much more
information about a word than a Parikh vector. The interconnection between a matrix and a word is very easy to handle
mathematically, as will be obvious from the morphic deﬁnition of the matrix. The basic version of a Parikh matrix
[7] tells the number of occurrences of each of the factors of the word a1 . . . ak as a subword of a given word w over
the alphabet {a1, . . . , ak}. In the generalized version [17] an arbitrary word takes the place of the word a1 . . . ak . By
now, Parikh matrices and their generalizations have been widely investigated, see [1,6,8,12,14–16,18]. A particularly
central problem has been the injectivity of the Parikh matrix mapping: when is a word uniquely determined by its Parikh
matrix? In addition to the references mentioned above, the problem has been studied in [3,13]. The complete solution
is known in case the alphabet consists of two [3,6,13], or three letters [18]. In general, Parikh matrices are a powerful
tool in drawing conclusions about the mutual relationships between the numbers of occurrences of various words as
subwords in a particular word, as well as in various inference problems. The applicability of the results extends far
beyond combinatorics on words because the setup word versus subword is met in numerous algorithms and search
techniques.
The main purpose of this paper is to study dependencies between numbers |w|u. For instance, the equation
|w|ba = |w|a · |w|b − |w|ab
holds for all letters a and b and words w. On the other hand, it is easy to see that |w|abc is not uniquely determined
by all the numbers |w|u, where u ∈ {a, b, c, ab, bc} but the corresponding result is not any more obvious if we are
dealing with four letters instead of three. However, it is a consequence of the main result below (Theorem 4) that, for
any alphabet {a1, . . . , ak}, the number |w|a1...ak cannot be computed from all the numbers |w|u, where u is a factor of
the word a1 . . . ak.
Weassume that the reader is familiar with the basics of formal languages.Whenever necessary, [10]may be consulted.
As customary, we use small letters from the beginning of the English alphabet a, b, c, d, possibly with indices, to denote
letters of our formal alphabet . Words are usually denoted by small letters from the end of the English alphabet.
2. Matrices indicating the number of subword occurrences
Denote byM the set consisting of (upper triangular) square matrices, with nonnegative integer entries, 1’s on the
main diagonal and 0’s below it. Denote, further, byMk the subset of all such matrices of dimension k1.
Deﬁnition 2. Let k = {a1, . . . , ak} be an alphabet. The Parikh matrix mapping, denoted by k , is the morphism
k : ∗k →Mk+1,
deﬁned by the condition: ifk(aq) = (mi,j )1 i,j (k+1), then for each 1 i(k+1), mi,i = 1, mq,q+1 = 1, all other
elements of the matrix k(aq) being 0. Matrices of the form k(w), w ∈ ∗k , are referred to as Parikh matrices.
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Observe that when deﬁning the Parikh matrix mapping we have, similarly as when deﬁning the Parikh vector, in mind
a speciﬁc ordering of the alphabet. If we consider letters without numerical indices, we assume the alphabetic ordering
in the deﬁnition of Parikh matrices. The ordering will be apparent also in the following theorem [7] where the entries
of the Parikh matrix are characterized. For the alphabet  = {a1, . . . , ak}, we denote by ai,j the word aiai+1 . . . aj ,
where 1 ijk. Thus, the set of all words ai,j constitutes the set of (nonempty) factors of the word a1 . . . ak .
Theorem 1. Consider  = {a1, . . . , ak} and w ∈ ∗. The matrix k(w) = (mi,j )1 i,j (k+1), has the following
properties:
• mi,j = 0, for all 1j < i(k + 1),
• mi,i = 1, for all 1 i(k + 1),
• mi,j+1 = |w|ai,j , for all 1 ijk.
By the second diagonal (and similarly the third diagonal, etc.) of a matrix inMk+1, we mean the diagonal of length
k immediately above the main diagonal. (The diagonals from the third one on are shorter.) Theorem 1 tells that the
second diagonal of the Parikh matrix of w gives the Parikh vector of w. The ith diagonal, i3, gives information about
the order of letters in w by telling the numbers |w|u, where u runs through the factors of length i − 1 of the word
a1a2 . . . ak . Thus, for any word w over the alphabet {a, b, c, d, e}, Theorem 1 implies that
5(w) =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 |w|a |w|ab |w|abc |w|abcd |w|abcde
0 1 |w|b |w|bc |w|bcd |w|bcde
0 0 1 |w|c |w|cd |w|cde
0 0 0 1 |w|d |w|de
0 0 0 0 1 |w|e
0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
We conclude this section with two examples. The ﬁrst one shows the expressive capacity of Parikh matrices. The
second will be of central importance in the main considerations of this paper.
Consider ﬁrst the words
a1(a2a1a2)(a3a2a3)(a4a3a4) . . . (akak−1ak).
The entries of the Parikh matrix constitute the Fibonacci sequence. For k = 6 we get the matrix
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 5 13 34 89 144
0 1 3 8 21 55 89
0 0 1 3 8 21 34
0 0 0 1 3 8 13
0 0 0 0 1 3 5
0 0 0 0 0 1 2
0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Consider, secondly, the alphabet {a, b, c, d, e, f, g}. The word gfedcb will occur repeatedly, and we will use the
abbreviation gf edcb = B. The reader may verify that
7(aBBa
15BBa15BBa) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 32 96 120 80 30 6 1
0 1 6 15 20 15 6 1
0 0 1 6 15 20 15 6
0 0 0 1 6 15 20 15
0 0 0 0 1 6 15 20
0 0 0 0 0 1 6 15
0 0 0 0 0 0 1 6
0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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and
7(Ba
6BBa20BBa6B) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 32 96 120 80 30 6 0
0 1 6 15 20 15 6 1
0 0 1 6 15 20 15 6
0 0 0 1 6 15 20 15
0 0 0 0 1 6 15 20
0 0 0 0 0 1 6 15
0 0 0 0 0 0 1 6
0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Except for the entry in the upper right-hand corner, the two Parikh matrices are identical. As will be seen below, this
example can be generalized to arbitrary dimensions.
3. Ambiguity and inference problems
The overall task in the study of numbers |w|u is to reduce all information about a word w to information about these
numbers. A speciﬁc problem along these lines concerns ambiguity. When does a Parikh matrix M determine a word
uniquely, that is, there is only one word associated to the matrix M? The notions are deﬁned formally as follows.
Deﬁnition 3. Let k and k be as in Deﬁnition 2. Two words w1, w2 ∈ ∗k are termed M-equivalent, in symbols
w1 ≡M w2, if k(w1) = k(w2). A word w ∈ ∗k is termed M-unambiguous if there is no word w′ = w such that
w ≡M w′. Otherwise, w is termed M-ambiguous. If w ∈ ∗k is M-unambiguous (resp. M-ambiguous), then also the
Parikh matrix k(w) is called unambiguous (resp. ambiguous).
The next result due to [6,3] characterizes M-unambiguous words (and matrices) in case of a two-letter alphabet.
Theorem 2. A word in {a, b}∗ is M-ambiguous if and only if it contains disjoint occurrences of ab and ba. A word is
M-unambiguous if and only if it belongs to the language denoted by the regular expression
a∗b∗ + b∗a∗ + a∗ba∗ + b∗ab∗ + a∗bab∗ + b∗aba∗.
The study of ambiguity (we drop the M if there is no danger of confusion) can be viewed as the study of injectivity
of the Parikh matrix mapping.A general characterization of the injectivity is still missing. For interesting recent results
the reader is referred to [18], where also a complete characterization of unambiguous words over a three-letter alphabet
is given.
The interest in Parikh matrices and subword occurrences goes back to the general inference problem: What can be
inferred from some speciﬁc numbers |w|u, both as regards the word w itself, and as regards some other numbers |w|v?
We formulate the following two problems as special cases. The ﬁrst has appeared in many variations in the literature,
see also [1].
Word inference problem (WI ): Considering an alphabet, construct a languageU ⊆ ∗ such that every wordw ∈ ∗
is uniquely determined by some numbers |w|u, u ∈ U .
Clearly, there are trivial solutions to problem WI, for instance, U = ∗. On the other hand, no such ﬁnite
language U can exist: every ﬁnite set of numbers |w|u fails to characterize all words of a sufﬁcient length. This
fact is well known in the literature [5,2]. It was presented in the form of the following lemma in [1].
Lemma 1. Assume that U ⊆ ∗k, k2, is a set of words of a ﬁnite cardinality, the longest word in U being of length
j. Then there is a bound t0(j) such that, whenever t t0(j), there are different words w,w′ ∈ ∗k with |w| = |w′| = t
such that |w|u = |w′|u, for every u ∈ U.
We will return to the problem WI below in Section 7.
The second of our problems deals with inferring some new numbers |w|v from given numbers |w|u.
Number inference problem (NI): Given a language U and a word v, is the number |w|v uniquely determined by the
numbers |w|u, u ∈ U?
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As already pointed out, the answer is afﬁrmative if U = {a, b, ab} and v = ba, whereas |w|abc is not in gen-
eral uniquely determined by the numbers |w|u, u ∈ {a, b, c, ab, bc}. Also, for instance, |w|abcde is not in general
uniquely determined by the numbers |w|u, u ∈ {a, b, c, d, e, ab, bc, cd, de, abc, bcd, cde, abcd, bcde}. This will be
a consequence of our general theory presented below.
From the point of view of Parikh matrices, problem NI can be interpreted as follows: which entries, if any, of a Parikh
matrix are uniquely determined by the other entries? (Having in mind the form of a Parikh matrix, we are talking here
about entries above the main diagonal.) Our main result below will tell that, in fact, no entry in a Parikh matrix is
uniquely determined by the others. Of course, speciﬁc numerical values in some entries often uniquely determine the
values in the remaining entries. But then, for some other values in these speciﬁc entries, there are many choices for the
values of the remaining entries.
A study of such values is also closely connected with the problem of the characterization of Parikh matrices. A
polynomial-time algorithm for deciding whether a given matrix is a Parikh matrix was given in [6], but a more compact
characterization is missing. Let us now look at this problem more closely. How can we ﬁll in the entries of a matrix,
starting with the second diagonal, in such a way that the resulting matrix will be a Parikh matrix?
Clearly, the second diagonal can be ﬁlled with arbitrary nonnegative integers: the Parikh vector can be quite arbitrary.
It is also not difﬁcult to characterize the third diagonal and, thus, the following result [6] holds. For matrix entries we
use the notation of Theorem 1.
Lemma 2. Arbitrary nonnegative integers may appear on the second diagonal of a Parikh matrix. Arbitrary integers
mi,i+2, 1 ik − 1, satisfying the condition
0mi,i+2mi,i+1mi+1,i+2
(but no others) may appear on the third diagonal of a (k + 1)-dimensional Parikh matrix.
Nothing similar is known for diagonals beginning with the fourth. However, in special cases all entries of a Parikh
matrix can be inferred from those on the second and third diagonals. In order to quote this result obtained in [13], we
ﬁrst deﬁne the notion of a -property.
Consider the function  deﬁned by
(m, n) =
{ {i|0 imn} if m1 or n1,
{0, 1,mn,mn − 1} if m > 1 and n > 1.
If we use the notation from above, we can write the entries in the third diagonal in the form mi,i+2, 1 ik − 1. We
say that the corresponding entries in the second diagonal are mi,i+1 and mi+1,i+2. Now the second and third diagonals
of a matrix inMk+1, k2, are said to possess the -property if each entry in the third diagonal is in the set (m, n),
where m and n are the corresponding entries in the second diagonal.
Theorem 3. Assume that the second, as well as third diagonals, in two matrices M1 and M2 inMk+1, k2, coincide
and, moreover, possess the -property. Then either M1 = M2 or else the matrices are not both Parikh matrices.
Theorem 3 says that if we have ﬁlled the entries in the second and third diagonals in such a way that they possess the
-property, then there is at most one way to ﬁll the remaining entries to make the matrix a Parikh matrix. On the other
hand, there is one way to do it, according to Lemma 2. Consequently, there is exactly one way to ﬁll the remaining
entries to make the matrix a Parikh matrix.
Theorem 3 is also a contribution to problem NI. In the special case of -property, the set of numbers |w|u, where
u ranges over all factors of length 1 and 2 of the word a1 . . . ak , determines uniquely the set of numbers |w|v , where
v ranges over all factors of the word a1 . . . ak . This holds for an arbitrary word w. We will see below that no such
dependencies exist in the general case. Every entry in a Parikh matrix is independent of the remaining entries.
4. An auxiliary result
In this section we will establish a lemma crucial for the independence result concerning the entries in a Parikh
matrix. The lemma is stated in terms of the binary alphabet. But, as will be seen below, the result can be interpreted for
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arbitrary dimensions. The lemma gives a method to construct binary words w and w′ (over the alphabet {a, b}) such
that |w|u = |w′|u holds for every proper factor u of the word abn but does not hold when u = abn. Indeed, in the latter
case, the difference between |w|u and |w′|u can be l, arbitrarily large.
Lemma 3. Let n2 and l1 be arbitrary integers. Then one can construct words w and w′ over the alphabet {a, b}
such that
|w|b = |w′|b = n and |w|abi = |w′|abi , 0 in − 1,
but
|w|abn = l and |w′|abn = 0.
Proof. We will ﬁrst assume that l = 1. The general case is easily reduced to this special case.
The idea is to start with two copies of the word bn, and from these construct w and w′ by inserting from left to
right occurrences of the letter a. Each insertion step takes care of the occurrences of a speciﬁc abi in the way required
in the lemma, with decreasing values of i. The construction guarantees that the already obtained values for subword
occurrences cannot any more be changed at later stages.
We begin w with ab and w′ with ba. This guarantees that the number of occurrences of abn as a subword is in
both words as required. We consider next the occurrences of abn−1. If we begin w with abb, then |w|abn−1 equals the
binomial coefﬁcient (n1) = n. Consequently, we have to begin w′ with banb. If we actually begin w′ with banbb, then
we already know the value
|w′|abn−2 = n ·
(
n − 1
1
)
= n(n − 1).
Since w already has (n2) = n(n − 1)/2 occurrences of abn−2, the preﬁx of w has to be abba(
n
2)b, in order to match
the occurrences of abn−2. We add another b to the preﬁx of w, transforming it to abba(n2)bb. The next step is again
to supplement the preﬁx of w′, to match the number of occurrences of abn−3 in w. It turns out that so far w has the
surplus of size (n3) in the number of occurrences, so this is the next exponent of a in w′.
The procedure is continued in this way. It turns out that the exponents of a will be binomial coefﬁcients. We denote
by Ci, 0 in, the binomial coefﬁcient (ni ). Then
w = aC0bbaC2bb . . . aCn−2bbaCn and w′ = baC1bbaC3bb . . . aCn−3bbaCn−1b
provided n is even, whereas
w = aC0bbaC2bb . . . aCn−3bbaCn−1b and w′ = baC1bbaC3bb . . . aCn−2bbaCn
if n is odd. It is immediately veriﬁed that the claims of Lemma 3 are met. Indeed, the number of occurrences of abi in
w is
S1 =
(n−i)/2	∑
j=0
C2j
(
n − 2j
i
)
=
(n−i)/2	∑
j=0
(
n
i
)(
n − i
2j
)
and the number of occurrences of abi in w′ is
S2 =
(n−i−1)/2	∑
j=0
C2j+1
(
n − (2j + 1)
i
)
=
(n−i−1)/2	∑
j=0
(
n
i
)(
n − i
2j + 1
)
.
It is well known that
(n−i)/2	∑
j=0
(
n − i
2j
)
=
(n−i−1)/2	∑
j=0
(
n − i
2j + 1
)
and, consequently, S1 = S2.
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In case of an arbitrary value of l, the binomial coefﬁcients appearing as exponents of a have to be multiplied by l.
Indeed, the argument can be carried out without any reference to binomial coefﬁcients, just computing step by step the
necessary new coefﬁcient of a. This completes the proof of Lemma 3. 
The construction in the proof, with alternating steps assuring the correctness of numbers of subword occurrences of
decreasing preﬁxes, can be applied in many similar situations. The choice n = 8 and l = 3 gives the result
w = a3b2a84b2a210b2a84b2a3, w′ = ba24b2a168b2a168b2a24b.
Lemma 3 yields immediately the following corollary.
Corollary 1. Let n2 and l1 be arbitrary integers. Then one can construct words w,w′ ∈ {a, b}∗ such that
|w|u = |w′|u holds for every proper factor u of the word abn but |w|abn = l, whereas |w′|abn = 0.
5. Independence of all elements in a Parikh matrix
We are now in the position to settle one of the main issues concerning the inference problem NI. We show that, in
fact, there can be no dependency in the general case between the elements of a Parikh matrix. (As pointed out before,
we are dealing in this context only with the elements above the main diagonal, the other elements being the same in all
matrices.)
We know by Theorem 3 that if the -property is satisﬁed, then the second and third diagonals (corresponding to
factors of length 1 and 2) determine the whole matrix. If the -property is not satisﬁed, it is easy to give examples of
different Parikh matrices whose second and third diagonals coincide. However, it is not so easy to give examples of
different Parikh matrices whose second, third and fourth diagonals coincide. (Indeed, it was sometimes conjectured
that such examples do not exist.) It turns out that, no matter how many diagonals we ﬁx, the Parikh matrix is still not
necessarily determined.
Deﬁnition 4. Let k, k2, andk be as in Deﬁnition 2. Consider integers i and j, 1 i < jk + 1. The entry (i, j)
is said to be independent in the mapping k if there are words w,w′ ∈ ∗k such that the matrices k(w) and k(w′)
coincide elsewhere, but the (i, j)th entries in the two matrices are different.
Theorem 4. Every entry is independent in the mapping k .
Proof. Observe ﬁrst that it sufﬁces to prove the theorem for the entry (1, k + 1). Indeed, suppose we have shown that
the entry in the upper right-hand corner is independent in the mappingk . Consider an arbitrary entry (i, j).We restrict
our attention ﬁrst to the subalphabet {ai, . . . aj } = ′, and the Parikh matrix mapping for words over this alphabet. We
know that there are words u, u′ ∈ ′ such that the corresponding Parikh matrices coincide elsewhere but differ in the
upper right-hand corner. We now view u and u′ as words over the alphabet k . This means that the letters a where
 < i or  > j do not occur in u or u′, and the corresponding rows and columns and the Parikh matrices consist of 0’s.
But this shows that the matrices k(u) and k(u′) coincide elsewhere except in the (i, j)th entry. In the illustration
below the (i, j)th entry is denoted by x:⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 . . . 0 . . . 0 . . . 0
0 . . . 0 . . . 0 . . . 0
0 . . . 1 . . . x . . . 0
. . . . . . . . .
0 . . . 0 . . . 1 . . . 0
0 . . . 0 . . . 0 . . . 0
0 . . . 0 . . . 0 . . . 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
To prove our theorem for the entry (1, k + 1), we now use Lemma 3 and Corollary 1. Choose n = k − 1 and l = 1.
Deﬁne the morphism
h : {a, b}∗ → ∗k
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by
h(a) = a1, h(b) = akak−1 . . . a2.
Claim. Assume that u is a factor of the word abn = abk−1 and w is a word over the alphabet {a, b}. (Consequently,
u = abi or u = bi, where 0 in.) Let v be any factor of length |u| of the word a1a2 . . . ak, beginning with a1
whenever u begins with a. Then
|w|u = |h(w)|v.
The claim follows because there is a one-to-one correspondence between occurrences of u in w and occurrences of v
in h(w). Indeed, consider an occurrenceO1 of v in h(w). No two letters a inO1 can come from the same h(b), because
they would be in a wrong order. Hence, O1 determines a unique occurrence of u in w. Consider next an occurrence
O2 of u in w. The eventual appearance of a in O2 determines a unique occurrence of a1 in h(w). We now consider the
h(b)’s corresponding to the appearances of b in O2. From the ﬁrst of them we must take a2 (if u contains a) or the ﬁrst
letter aj of v. From the second of them we must take a3 or aj+1, and so forth. In this way a unique occurrence of v in
h(w) results, and the claim follows.
Let now w and w′ be words as in Corollary 1. Consider the matrices
k(h(w)) = M and k(h(w′)) = M ′.
By Theorem 1, the entries in the matrices correspond to the factors v of the word a1a2 . . . ak as in the claim. Thus, by
Corollary 1, the two matrices are identical except for the factor v = a1a2 . . . ak , corresponding to u = abk−1. This
factor indicates the entry (1, k + 1) in the matrices and equals, by Corollary 1 and the claim, 1 in M but 0 in M ′. We
have completed the proof of Theorem 4. 
Our argument establishes, in fact, independence in a stronger sense than Deﬁnition 4. For any chosen entry, we
can construct two Parikh matrices identical otherwise but differing arbitrarily in the chosen entry. (We may choose l
arbitrarily large.)
The example given at the end of Section 2 is an illustration of the construction presented in Lemma 3 and Theorem
4. We still consider the example
w = a31B2a631 B2a1051 B2a211 B, w′ = Ba211 B2a1051 B2a631 B2a33,
where
B = a8a7a6a5a4a3a2,
resulting from Lemma 3 with n = 7, l = 3, by the construction of Theorem 4. We obtain
8(w) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 192 672 1008 840 420 126 21 3
0 1 7 21 35 35 21 7 1
0 0 1 7 21 35 35 21 7
0 0 0 1 7 21 35 35 21
0 0 0 0 1 7 21 35 35
0 0 0 0 0 1 7 21 35
0 0 0 0 0 0 1 7 21
0 0 0 0 0 0 0 1 7
0 0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The matrix 8(w′) coincides with 8(w), except that it has 0 in the upper right-hand corner.
6. The case of generalized matrices
We will only informally describe the generalized Parikh matrix originally due to [17]. While the Parikh matrix
mapping yields the numbers |w|u, where u is a factor of the word a1 . . . ak , the generalized mapping v is similarly
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based on an arbitraryword v = b1 . . . bt , where each b is a letter. (Repetitions of letters are allowed.)Thematrices belong
now toMt+1, and the matrix corresponding to a letter b has in its second diagonal 1’s in the positions corresponding
to the occurrences of b in v. (For instance, [17,12,14] contain each the formal details.) Then, according to a result
corresponding to Theorem 1, the entry mi,j+1, 1 ij t , in the matrix corresponding to a word w equals the
number |w|bi ...bj .
Without going further into formal details, we consider as an example the word
v = a2b3aba3
over the binary alphabet. This example is signiﬁcant also for the considerations in the next section. For an arbitrary
word w, the matrix v(w) equals now⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . . |w|a2b3 |w|a2b3a |w|a2b3ab |w|a2b3aba |w|a2b3aba2 |w|a2b3aba3
. . . |w|ab3 |w|ab3a |w|ab3ab |w|ab3aba |w|ab3aba2 |w|ab3aba3
. . . |w|b3 |w|b3a |w|b3ab |w|b3aba |w|b3aba2 |w|b3aba3
. . . |w|b2 |w|b2a |w|b2ab |w|b2aba |w|b2aba2 |w|b2aba3
. . . |w|b |w|ba |w|bab |w|baba |w|baba2 |w|baba3
. . . 1 |w|a |w|ab |w|aba |w|aba2 |w|aba3
. . . 0 1 |w|b |w|ba |w|ba2 |w|ba3
. . . 0 0 1 |w|a |w|a2 |w|a3
. . . 0 0 0 1 |w|a |w|a2
. . . 0 0 0 0 1 |w|a
. . . 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(We have omitted the ﬁrst ﬁve columns, consisting mostly of 0’s.)
Our independence result Theorem 4 cannot be extended to generalized Parikh matrices. There are numerous interde-
pendencies between the entries of the matrix v(w) above. For instance, the example given in the Introduction shows
that the product of the entries (5, 6) and (6, 7) equals the sum of the entries (5, 7) and (6, 8). The intuitive reason
behind the interdependencies is the fact that the entries of the Parikh vector (second diagonal of the matrix) are not
independent, as they are in a Parikh matrix.
However, the following result [18] shows that every generalized Parikh matrix is also a Parikh matrix.
Theorem 5. For every generalized Parikh matrixv(w), |v| = t , an alphabet t = {a1, . . . , at } and a word w′ ∈ ∗t
such that
v(w) = t (w′)
can be effectively constructed.
7. Matrices and spectra
We discuss ﬁnally some aspects of the WI relevant to the considerations above. In view of Lemma 1, every ﬁnite
set U is sufﬁcient for the inference of words up to a certain length only. The problem of best choices of the set U was
discussed in [14].An immediate choice for U consists of all nonempty words of at most a given length. Indeed, a notion
oftenmentioned [2,5,10,13,14] is that of a n-spectrum (also called n-deck). For a ﬁxed n1, the n-spectrum of awordw
tells all the values |w|u, where |u|n. Following the notation of formal power series [4] the n-spectrum of a word w in
∗ can be viewed as a polynomial in N0〈∗〉 of degree n. For instance, the polynomial aa+3bb+3ab+3ba+2a+3b
is the 2-spectrum of the word ab3a.
In general, one can deﬁne the function (n) as the maximal length such that any word of length (n) is uniquely
determined by its n-spectrum. See [13] for other details. The function (n) is discussed in detail in [2]. It is believed
that the function (n) grows exponentially. In view of Theorem 1 and its extension to generalized Parikh matrices, the
n-spectrum of any word w ∈ ∗k appears in some entries of the generalized Parikh matrixv(w), for a suitably chosen
word v. Indeed, v can be chosen as any word containing all words over k of length n as factors. Such words v (often
referred to as de Bruijn words) of length kn + n − 1 are well known to exist. Consequently, we have the following
result.
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Theorem 6. Consider an alphabet k, k2. For any n1, there is a generalized Parikh matrix mapping
v, |v| = kn + n − 1,
such that the n-spectrum of an arbitrary word w ∈ ∗k appears in the entries of the ith diagonals, 2 in + 1, of the
matrix v(w).
In the example presented in the preceding section, the 3-spectrum of a binary word w appears in the second, third
and fourth diagonals. The de Bruijn word v is of length 23 + 2, and the matrices of dimension 11.
The matrices v(w) give considerably more information about the word w than just the n-spectrum appearing in
the ﬁrst few diagonals of the matrix. The explicit signiﬁcance of this information remains to be investigated.
8. Conclusion
We have shown that no entry in a Parikh matrix can be computed in terms of the other entries. However, many
kinds of upper and lower bounds can be given, [6,8,12,1,17]. Such bounds are often based on the fact [7,8,18] that
every minor of a Parikh matrix is nonnegative. An explicit characterization of Parikh matrices is still missing. Such
a characterization would also contribute to the injectivity problem. Results such as Theorem 6 show the connection
between matrices and the WI. Speciﬁc open problems in this area are mentioned in [18,14].
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