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find  u\in C s.t. T(u)=u , (1.1)
ただし、 C はヒルベルト空間 H の閉凸集合、 T:C\rightarrow C は非拡大写像とする。非拡大写像の不動
点集合を Fix(T) とあらわし、Fix(T) \neq\emptyset を仮定する。ここでは問題 (1.1) の解、つまり写像  T
の不動点について考える。問題 (1.1) の不動点を見つける方法がこれまで研究されている [1, 8, 9] 。
本論文では、以下の方法で生成される点列 \{x_{n}\} について考察する。
x_{0}\in C, x_{n+1}=(1- $\alpha$)x_{n}+ $\alpha$ T(x_{n}) (n=0,1,2, \ldots) , (1.2)
ただし、  $\alpha$\in(0,1) とする。点列 (1.2) は \mathrm{K}\mathrm{r}\mathrm{a}\mathrm{s}\mathrm{n}\mathrm{o}\mathrm{s}\mathrm{e}1' \mathrm{s}\mathrm{k}\mathrm{j}_{\dot{\mathrm{J}}} [6] やMamn [7] によって研究された不動
点近似法であり *1、(1.2) によって生成された点列 \{x訂は \mathrm{F}\dot{\mathrm{r}}\mathrm{x}(T) の点に弱収束することが知られ
ている ([9] 参照)。一方、極大単調作用素のリゾルベントやリフレクション(4章参照) は非拡大写
像となる為、近接点法 [1, 9] やDouglas‐Rachford 法[1] などの近似法は (1.2) の形で表現できるこ
とが知られている。
\Vert x-T(x)\Vert=0 が成り立つことは、 T(x)=x が成り立つことと同値である。また、点列 \{x_{n}\}
を(1.2) から生成された点列とすると、Fix (T)\neq\emptyset のとき \Vert x_{n}-T(x_{n})||\rightarrow 0(n\rightarrow\infty) が成り
立つ為、 \Vert x_{n}-T(x_{n})\Vert の収束の速さを評価することは、点列 \{x訂の不動点への収束の速さを評
価する上で重要であると考えられる。最近、Con血etti, Soto, Vaisman [3] 等は以下の評価式を与
えた。
\displaystyle \Vert x_{n}-T(x_{n})\Vert\leq\frac{y\in $\Gamma$ \mathrm{i}c(T)\dot{\mathrm{m}}\mathrm{f}\Vert x_{0}-y\Vert}{\sqrt{ $\alpha$(1- $\alpha$)(n+1)}}(n\in \mathrm{N}) . (1.3)
(1.3) より \Vert x_{n}-T(x_{n})\Vert の収束の漸近的な上界を与えた事になる。(1.3) が成り立つとき、 ||x_{n}-
T(x_{n})\Vert=O(1/\sqrt{n+1}) とあらわす。
本研究では Cominetti, Soto, Vaisman 等の研究に動機付けられて、 \Vert x_{n}-T(x_{n})\Vert の収束の評価に
ついて研究する。特に Deng, Lai, Peng, Ym [4] 等の結果に注目し、 \displaystyle \Vert x_{n}-T(x_{n})||=o(1/\frac{n+1}{}
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本論文を通して  H を実ヒルベルト空間とし、 \rangle と ||\cdot\Vert をそれぞれ  H の内積とノルムとする。
集合 C は H の空でない閉凸集合とする。写像 T:C\rightarrow C が非拡大とは、
\Vert T(x)-T(y)\Vert\leq\Vert x-y\Vert (\forall x, y\in C) (2.1)
が成り立つときをいう。ヒルベルト空間では次の等式が成り立つ。
\Vert(1- $\alpha$)x+ $\alpha$ y||^{2}=(1- $\alpha$)\Vert x\Vert^{2}+ $\alpha$\Vert y\Vert^{2}- $\alpha$(1- $\alpha$)\Vert x-y||^{2}(\forall x, y\in H,\forall $\alpha$\in[0,1 (2.2)
主定理を得るため、次の結果は重要である。
補助定理2.1 [4, Lemma 1.2] \{a_{n}\}\subset \mathbb{R} とし、以下の条件を仮定する。
(1) a_{n}\geq 0(\forall n\in \mathrm{N}) ;
(2) \displaystyle \sum_{i=0}^{\infty}a_{i}<\infty ;




定理3.1 C を H の空でない閉凸集合、 T:C\rightarrow C を非拡大写像で Fix (T)\neq\emptyset とし、点列 \{x_{n}\}
を(1.2) によって生成する。このとき、 \Vert x_{n}-T(x_{n})\Vert=o(1/\sqrt{n+1}) が成り立つ。
証明の概略
u\in \mathrm{F}\mathrm{i}\mathrm{x}(T) とする。(2.2) と T の非拡大性を用いると、
\Vert x_{n+1}-u||^{2}=||(1- $\alpha$)(x_{n}-u)+ $\alpha$(T(x_{n})-u)||^{2}
=(1- $\alpha$)\Vert x_{n}-u\Vert^{2}+ $\alpha$\Vert T(x_{n})-u||^{2}- $\alpha$(1- $\alpha$)||x_{n}-T(x_{n})\Vert^{2}
\leq\Vert x_{n}-u\Vert^{2}- $\alpha$(1- $\alpha$)||x_{n}-T(x_{\mathfrak{n}})\Vert^{2}
となり、





\Vert x_{n+1}-T(x_{n+1})\Vert=||(1- $\alpha$)(x_{n}-T(x_{n+1}))+ $\alpha$(T(x_{n})-T(x_{n+1}))\Vert
\leq(1- $\alpha$)\Vert x_{n}-T(x_{n+1})\Vert+ $\alpha$\Vert x_{n}-x_{n+1}\Vert
\leq(1- $\alpha$)||x_{n}-x_{n+1}||+(1- $\alpha$)\Vert x_{n+1}-T(x_{n+1})\Vert+ $\alpha$\Vert x_{n}-x_{n+1}||
=\Vert x_{n}-x_{n+1}\Vert+(1- $\alpha$)\Vert x_{n+1}-T(x_{n+1})\Vert
= $\alpha$\Vert x_{n}-T(x_{n})\Vert+(1- $\alpha$)\Vert x_{n+1}-T(x_{n+1})||.
よって、









find  u\in H s.t. 0\in(A+B)(u) , (4.1)
ただし、 A, B:H\rightarrow 2^{H} は極大単調作用素とする。問題 (4.1) の解集合を (A+B)^{-1}(0) とあらわ
し、 (A+B)^{-1}(0)\neq\emptyset を仮定する。
問題 (4.1) はさまざまな問題を表現できる。例えば、  f,g :  H\rightarrow(-\infty, \infty] を下半連続な真凸関
数、  A:=\partial f, B:=\partial g とする。ここで、 \partial f と \partial g は f と g の劣微分をあらわす ([9] 参照)。この
とき、問題 (4.1) は関数 f+g の最小化問題、すなわち
x\dot{\in H}\mathrm{m}\mathrm{n} (f+g)(x) , (4.2)
と等価となる。また、問題 (4.2) は複数の閉凸集合の共通部分を見つける問題 (制約可能性問題) に
応用できることが知られている ([1] 参照)。さらに最近の研究成果から、問題 (4.2) は圧縮センシ
ングや画像復元問題等の工学の分野における問題と密接に関係していることが知られている ([2]
参照)。
ここで、 r>0 に対して A のリゾルベント J_{r}^{A} とリフレクション岬は次のように定義する。
J_{r}^{A}:=(I+rA)^{-1}, R_{r}^{A}:=2J_{r}^{A}-I,
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ただし、 I を H の恒等写像とする。次の性質が成り立つ。
(i) R_{r}^{A} は非拡大写像、つまり






問題 (4. 1) に対する Dougl\mathfrak{B}‐ffiAord法は以下のように点列を生成する。
y_{0}\displaystyle \in H, y_{n+1}=\frac{1}{2}y_{n}+\frac{1}{2}R_{r}^{B}R_{f}^{A}(y_{n}) (n=0,1,2, \ldots) . (4.4)
{y訂を(4.4) によって生成された点列とする。このとき、 \{y_{n}\} はFix (R_{r}^{B}R_{ $\gamma$}^{A}) のある点 u に弱収
束し、 \{J_{r}^{A}(y_{n})\} は J_{r}^{A}(u)(\in(A+B)^{-1}(0)) に弱収束することが知られている ([1] 参照)。
定理3.1を応用することで、以下の定理を得ることができる。
定理4.1 A, B:H\rightarrow 2^{H} を極大単調作用素で (A+B)^{-1}(0)\neq\emptyset を仮定し、点列 \{y_{n}\} を(4.4)
によって生成する。このとき、 ||y_{n}-R_{r}^{B}R^{A}(y_{n})\Vert=o(1/\sqrt{n+1}) が成り立つ。
注意4.1
(a) He とYuan [5] は \Vert y_{n}-R_{r}^{B}R_{r}^{A}(y_{n})\Vert=O(1/\sqrt{n+1}) を示した。定理4.1はそれよりも良
い評価を与えたことになる。
(b) (4.3) から \Vert J_{r}^{A}(y_{n})-J_{r}^{B}R_{r}^{A}(y_{n})\Vert=o(1/\sqrt{n+1}) が得られる。 \Vert J_{r}^{A}(y)-J_{r}^{B}R_{7}^{A}(y)||=0
のとき、 J_{f}^{A}(y)\in(A+B)^{-1}(0) が成り立つ為、点列 \{J_{r}^{A}(y_{n})\} に対する新しい評価を与え
た事になる。
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