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This thesis considers the optimisation of residential battery energy storage system
(BESS) operation in order to maximise the financial savings made by the consumer
under different pricing structures. It also examines the effect of this financially motivated
behaviour on aggregated network loads.
This thesis contributes a mixed integer linear programming (MILP) formulation for
the optimisation of the operation of a residential BESS. This method incorporates a
BESS efficiency function with both charge/discharge rate dependent and independent
components. Driven by common pricing structures in New Zealand, it allows for flexible
time varying energy pricing with separate time varying feed-in tariffs. This method,
using perfect foresight to produce optimal BESS behaviour, puts an upper bound on
the financial savings that could be expected to be made.
A rule-based heuristic method for BESS behaviour is also presented. This goes
beyond the common ‘greedy algorithm’ which maximises photo-voltaic (PV) self-
consumption, to instead make decisions based on price thresholds. A primitive day-ahead
PV generation forecast is incorporated to inform BESS behaviour. This rule-based
method puts a lower bound on the financial savings that could be expected to be made
with a simple BESS controller. It is expected that further sophistication of the rules
used would serve to narrow the gap between this lower bound and the upper bound of
the MILP method.
These methods are applied to three different pricing structures to demonstrate their
application to cases where pricing is fixed and known ahead of time, and also to more
variable real time pricing structures such as spot price. The presented analysis considers
both the financial savings that BESSs provide to customers, as well as the effects that
their behaviour has on aggregated peak loads at varying levels of BESS penetration.
The capacity of these BESSs to respond to third party signals to provide peak reduction
services is also examined.
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GLOSSARY
This glossary contains the key notation and abbreviations used in this thesis.
NOTATION
Power Flows










χ state of charge
C battery capacity
C allowable SOC increase from initial value





b number of efficiency bands
Lc charge efficiency segment length
Ld discharge efficiency segment length
ac charge efficiency segment breakpoint




ADHDP action dependent heuristic dynamic programming




EDB electricity distribution businesss
ESR equivalent series resistance
ESS energy storage system
EV electric vehicle
GXP grid exit point
HVDC high-voltage direct current
ILP integer linear programming
IoT internet of things
IRR internal rate of return
LCOE levelised cost of energy
LP linear programming
LV low voltage
MILP mixed integer linear programming
MV medium voltage
NIWA National Institute of Water and Atmospheric Research
PV photo-voltaic
QP quadratic programming
RCPD Regional Coincident Peak Demand
SOC state of charge
TOU time of use




The electric power supply industry has, for many years, been largely stable. While there
have been incremental improvements in technologies, the core concept has remained
unchanged: large generators feed power into transmission networks, these transmission
networks deliver power to distribution networks which feed end consumers’ premises. The
power flows are unidirectional, from large generators through to residential, commercial,
and industrial loads.
In recent years, however, the development of new technologies has threatened to
disrupt the traditional model and its notion of unidirectional power flows. The growth
of these technologies is driven not just by technical improvements and falling costs, but
also pressures to reduce emissions of greenhouses gases associated with electricity supply
and to increase levels of renewable generation. These growing technologies include solar
photo-voltaic (PV) generation, electric vehicles (EVs), and home battery energy storage
systems (BESSs). The early motivation for this thesis came from attempting to develop
an understanding of the impacts which these three technologies would have household
on load profiles as their prevalence grew. It became apparent that the effect of BESSs
is entirely dependent on the way in which they are operated which, for the rational
consumer, means maximising the financial savings a BESS brings.
Of the three technologies identified, PV generation is the most established. Its
impact on load profiles can be modelled with techniques which correlate solar irradiance
data to expected power generation given location, climatic conditions, and PV system
parameters.
Determination of the effect of electric vehicles on household load profiles presents a
different challenge due to their impacts being dependent on aspects of human behaviour:
the distances people travel in their vehicles, as well as when and where they choose
to charge. There is also uncertainty surrounding electric vehicle uptake. Globally,
and in New Zealand, EV numbers are growing at an increasing rate [1], [2]. The long
term trajectory of such growth is unknown. There is also an expectation that charging
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behaviours, and thus the effects on network load, will change as uptake grows. Charging
is often undertaken overnight while vehicles are parked at owners’ homes, but as the
prevalence of public charging infrastructure grows, it is expected that a portion of that
overnight charging will be shifted to the daytime while vehicles are parked in public or
workplace spaces.
Home BESSs possess many similar attributes to electric vehicles but, by nature of
being statically located at a household, have greater freedom in their operation. Unlike
an electric vehicle, their operation is not constrained by needing to be at home (or at
public charging locations) to be able to charge. The impact of BESSs on household load
profiles is dependent on the battery operation methodology. That methodology is not
entirely obvious, and could depend on the system owners’ intentions and desires as well
as more technical considerations. The rational system owner will operate their battery in
a way that is most economically beneficial for themselves. What that optimal behaviour
entails will depend upon the pricing structure which the system owner is subject to. It
is this effect of pricing structure on battery storage economics and operation which this
thesis sets out to model and understand.
In order to understand the impact of BESSs it is necessary to understand their
operation and charge/discharge schedules. In particular, the operation of BESSs in an
economically rational fashion is of greatest interest. That is because mass uptake without
significant regulatory intervention will only be seen when it is financially prudent. It is
accepted, however, that not every BESS owner will behave in an economically rational
fashion - some may only be interested in having a BESS as a backup power source for
a grid outage, while others might care only for maximising their PV generation self-
utilisation or for reducing CO2 emissions associated with their electricity consumption.
1.2 THESIS OBJECTIVES
The objective of this thesis is to assess the operation of home energy battery storage
systems alongside PV generation under different pricing structures. This assessment
is both in terms of the financial savings that BESSs can bring for households and the
effect they have on the loads experienced by distribution networks. Additionally, there
is the desire to understand and quantify the potential for home BESSs to contribute to
peak reduction services in a distribution network.
To achieve these objectives, two modelling methods are developed. The first uses
linear programming (LP) and mixed integer linear programming (MILP) optimisation
techniques, alongside perfect foresight of PV generation and household load, to put
an upper bound on the financial savings able to be made by households. Unlike many
existing techniques, these optimisation methods incorporate charge/discharge rate
dependent efficiency functions. Steps are also taken to ensure a short computation time
such that it is practical to apply the method to a large set of households.
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The second modelling method is a heuristic rule-based decision making process with
an approximate PV generation forecast rather than complete perfect foresight. This
puts on a lower bound on the savings that could be easily achieved by an intelligent
battery control system. In reality, modern commercial battery control systems are likely
to integrate greater complexity and additional data sources into their decision making.
This means they are likely to achieve financial savings within the bounds of the first
optimisation method at the upper end, and the rule-based method at the lower end.
In addition to quantifying the financial benefits able to be achieved by BESS owners,
these methods are used to assess the impacts this economically motivated operation
has on aggregated network load profiles. Of particular interest are peak network loads.
There are two aspects to be assessed: the first is the effect of economically rational
BESS operation on the peak network loads, and the second is the ability of BESSs to
provide peak reduction services to a network. The financial impact on the BESS owner
of providing peak reduction services is quantified.
1.3 THESIS CONTRIBUTIONS
The main contributions made by this thesis are:
• Modelling methods utilising LP and MILP optimisation techniques to determine
an upper bound on the financial savings a household can make with a BESS.
These utilise perfect foresight of household load and PV generation. The key
contribution of these methods is the inclusion of charge/discharge rate dependent
battery efficiency functions.
• A heuristic rule-based decision making method with an approximate PV forecast
which yields a lower bound on the savings that could be made with an intelligent
battery control system.
• An assessment of the impacts of the economically motivated operation of BESSs
under different pricing structures on aggregated network load profiles. In particular,
the effect of BESSs on peak loads is assessed. This considers both the effect of
economically motivated operation on network peaks as well as the ability of BESSs
to provide peak reduction services. Through this analysis the financial implication
of a BESS owner providing peak reduction services is quantified.
1.4 THESIS OVERVIEW
Chapter 2 provides background on a range of new technologies that have the potential
to disrupt the electricity industry. BESSs are discussed; this includes the diversity
of products available and the benefits they could bring to different segments of the
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electricity market. Background on transmission and distribution pricing schemes
is given in order explain why peak load control is of such interest. Existing models
and optimisations of residential BESSs are reviewed.
Chapter 3 details the development of LP and MILP models of individual households
with PV generation and BESSs which optimise battery operation in order to min-
imise the household’s energy bill. These methods use perfect foresight of household
load and PV generation. This places an upper limit on the financial savings that
could be achieved by consumers. This chapter includes the development of two
load dependent efficiency models for battery charge and discharge operations.
Chapter 4 presents an alternative to the LP/MILP models which does not rely on
perfect foresight of PV generation and household load. Instead it uses an approxi-
mate day ahead PV forecast and rule-based decision tree structure to determine
battery operation at each simulation time step. This puts a lower bound on the
financial savings a simple battery management system could achieve.
Chapter 5 details the input datasets which are used to produce results from the
methods presented previously. It also details considerations that need to be made
in applying these two methods to real world data and solving them in a practical
time for a large number of individual households.
Chapter 6 presents the results of applying the two methods to real world data under
three different pricing structures. These pricing structures cover both known
pricing (pricing is fixed and known ahead of time), and unknown pricing (a real-
time varying electricity price). The results are presented both in terms of economic
results for households, as well as the effect on the peak loads of a network when
household loads are aggregated.
Chapter 7 discusses possible improvements that could be made to work in this thesis
and suggest areas for future research.




The electric power engineering industry is undergoing a period of change with a number
of new technologies being adopted by consumers at increasing rates. As recognised by
Transpower, the New Zealand grid owner, in their Te Mauri Hiko - Energy Futures
white paper, these technologies bring with them the opportunity for a cleaner, more
sustainable energy future [3]. Achieving this future, however, depends the ability of
the electricity supply industry to understand, plan for, coordinate, and embrace these
technologies.
The effect of uptake of some of these technologies can be modelled by applying
established techniques to known data. For example, with solar irradiance data, and PV
panel and inverter characteristics, the impacts of growing consumer PV generation can
be modelled. The modelling of the effects of electric vehicles on the power system is
complicated by aspects of human behaviour. People choose when to charge their vehicles,
and this choice is impacted by factors such as their daily travel routine, sensitivity to
price, and range anxiety [4], [5]. For residential BESSs there is also a significant aspect
of operational freedom as to when battery systems charge and when they discharge. If
the system owner wants to be able to use the battery system as backup for grid outages
then that will result in different behaviour compared with only attempting to maximise
financial returns.
Sharma and Shah [6] neatly summarise a number of drivers and barriers to
widespread adoption of BESSs. The first identified driver is cost reductions. The
growing EV market is driving manufacturer economy of scale for lithium-ion batteries
which contributes to the cost reductions alongside the improving technologies. In 2019
BloombergNEF reported an 87% decrease in lithium-ion battery prices since 2010 [7].
Another driver for increasing storage is the general grid modernisation efforts which
are occurring in many countries to improve resiliency and efficiency. These efforts are
incorporating modern technology to provide two-way communication and advanced
control systems which enable opportunities for value to be derived from BESSs. A third
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driver is the global shift toward renewable energy and reduction of emissions. A fourth
driver is financial incentives being offered by governments. While there are not such
financial incentives in New Zealand, [6] recognises that countries with energy security
concerns, or countries with an economic stake in battery manufacture, have particularly
generous incentives. Low, or declining, feed-in tariffs, as well as net metering are
also recognised as drivers for BESSs by consumers trying to maximise the return on
their PV generation investments. Other factors beyond economics, such as a desire for
self-sufficiency, can also be drivers for consumer uptake.
There are also barriers to more widespread adoption of BESS technologies. The
first of these is not just price, but also perception of high prices. With battery prices
dropping constantly, consumer’s perceptions of pricing and economic feasibility can
quickly become outdated. While battery systems are not economic in every case, the
perception of price may stop them from even being considered. Another barrier identified
in [6] is incomplete definitions and understandings of the value streams that could
be derived from battery storage. This is further hampered by outdated regulations
and market structures which do not align with the capabilities of modern storage
technologies. The capability of modern BESSs to provide different services is discussed
in Section 2.2.2.
It is clear from this overview that there are diverse drivers and barriers to the
development of widespread BESSs. These factors are not just technical, but also
economic, regulatory, environmental, and social. Nevertheless, it is clear that widespread
adoption at the residential level will only occur when there is economic impetus to do
so.
The remainder of this chapter reviews BESSs - including different types, their
potential to benefit different segments of the electricity market, differences resulting
from where battery storage is placed in the network, and the efficiency of BESSs.
As part of understanding the potential benefits of BESSs to different market
segments, it is necessary to understand pricing structures not just at the consumer level,
but also distribution and transmission pricing. These are explored in this chapter along
with the use of demand-side management (DSM) in the form of ripple control signalling
to provide peak management in distribution networks.
Finally, a review of BESS optimisation literature is presented.
2.2 BATTERY ENERGY STORAGE SYSTEMS
This sections presents an overview of BESSs including the types of commercial products
in the market, the services and benefits that BESSs could provide to different segments
of the electricity industry, and some common control schemes that systems are operated
under.
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2.2.1 BESS Market
There is a range of commercial BESS products that exist in the market. Many of them
are made by large global electronics manufacturers such as Panasonic, LG, Sony, and
Samsung. There are also many that come from manufacturers in the PV industry such
as sonnen, SolaX, SMA, and Enphase. Pehraps the most ubiquitous is Elon Musk’s
Tesla with their Powerwall product.
Residential BESSs can be categorised in a number of ways. One categorisation is the
division of all-in-one products such as the Tesla Powerwall, and modular products which
separate inverters and batteries into separate products. This allows battery capacity to
be customised with the number of battery modules installed. Because of this the BESS
can be custom sized to the requirements of a household to ensure the best possible
returns are achieved. Another characteristic by which BESSs can be categorised is by
the coupling of PV generation into the system. Some systems are DC-coupled, meaning
PV generation is coupled to the DC bus, while others are AC-coupled meaning there is
a separate inverter for the PV generation. This has the benefit of allowing a BESS to
be more easily retrofitted to an existing PV generation installation.
Significant variation exists in the battery capacity and the power ratings of products
that exist in the market. At the smaller end exist products such as the Enphase
Encharge 3 with a usable storage capacity of 3.36 kWh and rated power of 1.28 kW
[8], through to products such as the Tesla Powerwall with a 5 kW continuous power
rating and 13.5 kWh of storage capacity [9]. As an example of the range of installed
products, Figgener, Stenzel, Kairies, et al. [10] review residential BESSs in Germany
and finds, that in 2018, the mean usable capacity is 8 kWh, with 75% of all systems
having a usable capacity of between 4.5 kWh and 12.5 kWh. Figgener, Stenzel, Kairies,
et al. [10] shows that the typical usable capacity has been steadily increasing since 2015
as prices fall and technology improves. Beyond this are commercial and utility scale
storage solutions where power ratings can be in the hundreds of kilowatts with storage
capacities to match.
2.2.2 Benefits of Storage for Different Market Segments
BESSs have the technical potential to bring benefits and services to all segments of
the electricity industry. These benefits and services include ancillary frequency keeping
and reserve services, energy arbitrage, peak reduction allowing deferral of network
upgrades, and increasing PV self-consumption. The location of storage within a network
is something explored by Transpower in their 2017 discussion document Battery Storage
in New Zealand [11]. One of the key conclusions of this report is that batteries offer the
greatest value when installed ‘behind the meter’ where they give benefits to the owner
directly, as well as have the potential to provide services upstream in distribution and
transmission networks.
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Transpower also recognises that the value of these services will not be realised by
consumers until there is appropriate market pricing, payment structures, tools, and
systems available. Both in New Zealand, and globally, electricity market regulations
do not allow for all possible value streams that could be derived from BESS. Work is
required to price services in a manner that provides incentives for consumers to use
electricity in ways that reduce cost and deliver value for wider society, as well as for
pricing that is truly cost-reflective. Development of new market structures and ways
to monetise the services which batteries can offer will increase value for end-consumer
battery owners [11]. The recognition of the challenge that regulations pose to the
establishment of new market offerings to fully utilise the services that BESSs could
offer is echoed in [12] and [13]. Sharma and Shah [6] note that nearly every nation they
examined is considering changes to their market structure to allow for BESSs to provide
capacity and ancillary services, with varying degrees of success.
Transpower [11] identifies 13 possible services that batteries could provide to the
electricity industry. These are largely based on the work of Fitzgerald, Mandel, Morris,
et al. [14]. These services and their applicability at different battery locations within
the grid are show in Table 2.1.
Table 2.1 Services which could be provided by BESSs at different locations in the grid.




Increased PV Self-Consumption X
Demand Charge Reduction X
Time-of-Use Bill Management X
Utility Services
Distribution Deferral X X
Transmission Deferral X X X
Transmission Congestion Relief X X X
Resource Adequacy X X X
System Operation Services
Black Start X X X
Voltage Support X X X
Frequency Regulation X X X
Spinning/Non-Spinning Reserve X X X
Energy Arbitrage X X X
An alternative arrangement of these services is to categorise them by their purpose.
[11] identifies four categories listed below.
• Back-up functions for power supply failure.
– Black start
– Back-up power
• Moving energy - storing energy in times of surplus and low-price to be used when
supply is tight and price is high.
– Energy arbitrage
– Time of use bill management
– Increased solar PV self-consumption
• Capacity management - reducing peak demand so that less capacity is needed for
generation, transmission, and distribution.
2.2 BATTERY ENERGY STORAGE SYSTEMS 9
– Demand charge reduction
– Transmission constraint relief
– Transmission deferral
– Distribution deferral






For residential consumers it is the second category (moving energy) which relates
most to the reasons they would invest in the installation of a BESS under current
market and pricing structures. The back-up power that a BESS could provide may also
feature in that investment decision. The remaining services do not have a direct bearing
on residential consumers. If market structures allowed for financial compensation for
behind-the-meter BESSs providing these services, then that would further influence the
investment decision.
Battery Storage in New Zealand [11] identifies the potential value offered by each
of these services in terms of dollars per kilowatt per annum. Though these figures are
reliant on many assumptions, it gives a metric by which to compare the relative value
of the services. At the top of the ranking is distribution deferral, peaking capacity,
demand charge reduction, increasing PV self-consumption, and frequency regulation. It
is also noted by that due to New Zealand’s prevalence of flexible hydro generation the
procurement of grid services is generally low-cost and therefore the potential revenue
from providing some services with batteries is lower than what has been seen in other
international examples.
Not all of these services are complementary, nor does current market structure
allow for all of them. For example, a battery which is being used to manage capacity or
provide peak reduction services may end up fully discharged at which point it has no
ability to provide back-up power. Conflicts could also exist with multiple contracted or
paid uses. Though batteries could theoretically generate revenue from all these different
services, in reality, and under current market structures, their ability is much more
limited.
2.2.3 Common Control Schemes
It is important to consider the different control schemes under which these BESSs can
operate. The first of these is a simple backup only control scheme; batteries are kept at
a high state of charge (SOC) and only used during a grid failure. A typically BESS
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installation with back-up power capability designates only a subset of circuits in a house
as essential loads which are able to be supplied during a grid outage.
Another simple control scheme is time-based control; the BESS is programmed
to charge and discharge at particular times. For consistent load patterns this may
lead to reasonable financial savings resulting from BESS operation, however for more
variable patterns of generation and consumption this does not guarantee efficient battery
operation behaviour.
More complex control schemes consider time of use (TOU) tariffs, PV generation,
and household load to make charge/discharge decisions. Exact detail of their operation
is not typically disclosed by manufacturers, however many products utilise smart phone
or web-based control interfaces. As an example, the Tesla Powerwall allows up to a
three tiered pricing structure (peak/shoulder/off-peak) with fixed times for each price.
The Powerwall also forecasts load and generation continuously to make its operation
decisions, and “learns the patterns of your energy use” [15]. It is not clear however how
this forecasting and learning is implemented, nor its level of sophistication.
There are also a number of special control modes that exist in these commercial
products. Though not available globally, the Tesla Powerwall has a feature dubbed
Storm Watch, where it receives storm forecasts over the internet, and will fully charge
when a storm is forecast so as to be able to provide maximum backup power should a
grid outage occur.
2.3 ELECTRICITY MARKETS AND PRICING
In order to understand the relationship between electricity distribution businesses
and battery storage, the motivations and pressures that these electricity distribution
businessss (EDBs) experience need to be understood. The particular relevance of battery
storage to EDBs is the effects that batteries could have, both positive and negative, on
the peak loads they experience. These loads have the potential to accelerate or defer
the need for network investment, and thus could have significant financial implications
to EDBs. An understanding how EDBs are charged for the transmission services that
deliver electricity to their networks, as well as how they charge their customers, the
retailers, is key to understanding those financial implications.
2.3.1 Transmission Pricing
In a perfectly competitive market participants are price takers; they cannot affect prices
by their own decisions. Perfectly competitive markets are rare however, and some
industries are natural monopolies. Electricity transmission is one such natural monopoly.
It is therefore common practice for government regulators to influence pricing with the
view to producing a better outcome than an unregulated monopoly.
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Green [16] identifies six key principles in designing transmission pricing for economic
efficiency and political implementation. These are:
1. promote the efficient day-to-day running of the bulk power market;
2. signal locational advantages for investment in generation and demand;
3. signal the need for investment in the transmission system;
4. compensate the owners of existing transmission assets;
5. be simple and transparent;
6. be politically implementable.
The first three of these all relate to price signalling, as does the fifth. As [16]
suggests, there is little point in sending a signal if it too complex to be understood. As
identified in Section 2.2.2, BESSs have the potential to provide services which could
benefit the transmission sector. These benefits largely relate to the reduction of peak
loads through demand shifting. It is therefore important to develop an understanding
of approaches to transmission pricing with respect to peak capacity.
Frontier Economics in [17], a report prepared for the New Zealand Electricity Com-
mission, provide a comparison of energy markets and transmission pricing methodologies
for different countries. Globally there is a mix of jurisdictions where transmission pricing
is fully nodal, generator nodal pricing with weighted-average nodal prices for loads,
zonal or regional pricing, or single region pricing. There is also a mix of jurisdictions
with energy only markets, or also capacity markets, as well as a variety of ways in which
costs are allocated. The following sections present key aspects of transmission pricing
in the New Zealand context, as well as more globally.
2.3.1.1 Transmission Pricing in New Zealand
Transpower, as grid owner, operates as a monopoly. This means that their total regulated
revenue is dictated by the Commerce Commission, however the Electricity Authority is
responsible for approving the methodology by which those revenue requirements are
apportioned to its customers. These requirements are set out in the Tranmission Pricing
Methodology (TPM) which is a schedule to the Electricity Industry Participation Code.
The TPM comprises the recovery of two costs - the costs associated with Trans-
power’s alternating current (AC) network, and the costs associated with its high-voltage
direct current (HVDC) assets. The AC network costs comprise of two components -
connection charges, and interconnection charges. Connection charges relate to the cost
of providing connection assets. This connection charge recovers the annual cost of assets
supplying specific customers whether they are injection or take-off customers.
The second part is the interconnection charge which relates to the customer’s
contribution to Regional Coincident Peak Demand (RCPD). RCPD is defined as
"Average of the ‘n’ 12 hour net offtakes during the regional coincident peak periods for
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the region for a customer at a connection location during the capacity measurement
period (CMP)" [18].
For all the regions (Upper North Island, Lower North Island. Upper South Island),
and Lower South Island) n=100, however, for the North Island and Lower South
Island the months of November to April are excluded from CMP. That is to say, the
interconnection charge for each grid exit point (GXP) is based on the the average
demand of that GXP during the top 100 regional peaks in the measurement period. For
the 2019/20 pricing year this interconnection rate is $109.38 per kW.
This interconnection charge provides one incentive to EDBs to manage and reduce
their peak demand.
2.3.1.2 Transmission Pricing Internationally
Internationally there are a range of market structures, and measures by which trans-
mission network costs are allocated. Many of these relate to a load’s contribution to
peak demand. In Argentina a capacity charge component is passed to participants
based on a weighting of their share of usage at system peak as determined through load
flow modelling. Norway has a load charge component based on average consumption
during the peak hour of the last five years. Great Britain considers the three half-hours
of peak system demand in the year [17]. Unlike New Zealand, many countries have
a locational pricing element to transmission prices alongside locational pricing in the
energy market. This could give downstream EDBs an incentive to be able to reduce the
load they present to the transmission network so as to reduce constraints and subsequent
locational price separation.
While transmission pricing structures vary significantly between countries, in general
they include components which are impacted by a load’s contribution to peak demand.
Because of this, these loads have the potential for financial gain from the ability to
manage and reduce the peak demand they present to the transmission network.
2.3.2 Distribution Pricing
EDBs, by simple economies of scale, are natural monopolies just as transmission
providers are. Some EDBs in New Zealand are consumer owned - these are exempt from
Commerce Commission price-quality paths. The others, however, not being subject
to market pressures or consumer input, are regulated by the Commerce Commission.
This regulation includes limits on the revenue the businesses can earn, as well as
requiring them to deliver services at a level that could reasonably be expected. It also
places certain information disclosure expectations on EDBs. One of these is for their
distribution pricing methodology which must demonstrate how their pricing is consistent
with the pricing principles and explain any inconsistency [19].
2.3 ELECTRICITY MARKETS AND PRICING 13
Recently there has been significant discussion around distribution pricing in New
Zealand given that the predominant flat per kWh charges do not reflect the costs of
providing network services. There is also growing recognition that the scope of poor
outcomes from inefficient price signals is growing as new technologies (PV, EV, storage)
become more affordable.
The Electricity Authority identify a number of principles for electricity pricing
which revolve around to concept of accurately and transparently reflecting the economic
cost of service provision [20]. Distribution companies must set their pricing so as to
cover all of their costs, including pass through costs such as transmission charges, while
complying with these principles and regulations. They aim to provide a pricing structure
that is economically efficient. This means that customers using their network face the
appropriate cost of that service and are incentivised to weigh up that service against
the cost of alternatives. It also provides for appropriate investment in the network over
time being driven by the needs of customers.
Using Orion, the EDB for the Canterbury region, as an example, there are three
different charges levied to an electricity retailer for a standard household connection. The
first is a fixed daily charge ($/connection/day), the second is a peak charge ($/kW/day),
and the third is a volume charge ($/kWh).
The peak charge is based on the average real power loading during network peaks
occurring during winter. These peak periods are occur when, in the absence of load
management, the network load would exceed set trigger points, and are signalled via
the ripple system, as well as text messages and emails. Orion’s goal is to focus on
the highest peaks by targeting 100-150 hours per year of peak period by adjusting the
trigger points. This charge is calculated from each retailer’s reconciled real energy at
each GXP.
This charge gives retailers an incentive to manage the peaks that their customers
impose on the system. In New Zealand, tariffs are composed by the retailers, with
distribution and metering costs bundled into the pricing presented to consumers. It is
therefore a decision of the retailer as to the extent which they reflect the distribution
charged to the consumer [21]. All of the EDBs surveyed in [21] report that the biggest
barrier they face to enabling demand response from consumers is this rebundling and
diluting by retailers of the price signals they offer.
2.3.3 Demand Side Management
Electricity distribution businesses (EDBs) are largely concerned with the peak loads
that their networks experience as it is these peaks that determine network sizing. For
most networks in New Zealand, system peaks occur on winter mornings and evenings.
A small number of rural networks, however, experience summer peaks due to irrigation
pump loads.
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One option to deal with these generally short duration peaks is to increase network
capacity to support the peak demand. The investment required for this is often excessive
when considering that this additional capacity is not needed 98% of the time. Network
capacity upgrades are typically large projects that need to provide long into the future.
The nature of distribution assets does not allow for small incremental upgrades. This
forces network operators to invest more, and earlier, than is required. The economies
of scale mean that new network assets will be initially oversized. Consequently, any
reduction in peak load requirement can enable substantial delays in investment. As
such, EDBs have a significant interest in load control methods.
For many EDBs in New Zealand this comes in the form of ripple control which was
introduced to New Zealand in the 1950s [22]. Some areas of the country use a pilot wire
system rather than a ripple system [23].
The extent to which ripple control is used varies by EDB. Orion, for example,
serving the Canterbury region uses ripple control signalling for a number of purposes.
The first of these is peak control. These signals are sent only when load is peaking.
Typically, the load that is switched is residential and commercial hot water. It is
normally a requirement of the connection agreement with the EDB that ripple relay
equipment is installed. Consumers may, however, chose their pricing plans to receive a
lower rate by allowing the EDB to switch their controllable load. Or they may give the
EDB emergency control only, and in return pay a higher distribution charge.
A second use is fixed time signals. These are sent at a fixed time each day to turn
things like hot water cylinders and night store heaters on at times when loads are always
low. Much like the first use, this shifts loads away from peak time periods.
The third way in which Orion uses ripple signalling is providing signalling of pricing
incentives to larger commercial consumers to reduce consumption during high price
periods. Some of these customers use backup generation during these high price periods
to lower their electricity bills [24].
There are also other uses for ripple control beyond demand management, such as
switching meter registers and switching street light.
BESSs provide another resource by which EDBs could manage the load in their
networks. This could be through direct control, as existing ripple load control is, or
through price signalling. As identified in the previous section however, rebundling
of pricing by retailers presents a challenge to those price signals effectively reaching
consumers.
2.3.4 EDB Summary
EDBs incur transmission charges which have a peak load component. EDBs have scope
to choose how these charges are passed on to their customers, which are retailers, as
well as being able to add their own peak demand based charges. Retailers can then
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choose how they present pricing to their customers. This means that in many cases
the entire aspect of peak charging is hidden from the end consumer, and as such, does
not provide suitable signalling and incentive for battery operation behaviours which aid
controlling system peaks. Automated BESS control systems offer a way for household
loads to respond to price signals that has no impact on the consumers and requires no
intervention on their part.
2.4 OPTIMISATION OF BESS
There are many published works on the optimisation of BESSs in various contexts, with
various objectives, and using various techniques. This section presents an overview
of the field relating to the optimisation of residential BESSs alongside PV generation.
Weitzel and Glock [25] present a comprehensive review of literature surrounding energy
storage systems (ESSs), including BESSs. A framework for the classification of models
and optimisation methods is proposed. The proposed framework consists of 3 main
groupings of characteristics as follows:
What is considered? These are the contextual characteristics of the work. Four key
characteristics are identified in this category:
System scope and ojectives refer to the number and type of participants in
the system being modelled. For example, a single BESS arbitraging variable
pricing compared to a micro-grid with multiple forms of generation and
storage which is being optimised for multiple objectives.
System characteristics deals with the type of load, generation, storage, and
markets.
Time horizon simply refers to the time horizon which is being modelled. This
could range from a single day through to the entire lifetime of an ESSs.
Control architecture relates to how different participants communicate with
each other and where in the system that optimisation occurs.
How it is modelled? This category relates to the mathematical characteristics of the
models that are developed. This is broadly composed of the storage model, the
load mode, the market model, the generation model, and the grid model. Weitzel
and Glock [25] considers only the storage and load models as key focus areas for
its comparison of published works.
How is it solved? This category relates to the characteristics of the optimisation
employed. This is divided into three categories:
Solution techniques are largely informed by the contextual and mathematical
characteristics. Weitzel and Glock [25] recognises that many models require
special techniques to be able to be solved within a reasonable time.
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Uncertainties refers to if, and how, uncertainties in the input data are dealt
with.
Multi-objectivity defines if there are multiple objectives and how they are
handled. Some models not only have objectives for individual economic gain,
but also wider environmental or technical objectives.
This framework provides a useful guide into aspects to be considered when reviewing
existing models, as well as highlighting the diversity of modelling and optimisation
techniques that exist within the field of ESSs. Models and optimisation techniques are
framed by the contextual characteristics by which the research was motivated. This
leads to significant variation in aspects which are ignored, modelled to a basic degree,
or more comprehensively modelled between different works.
While not delving into the specifics of each work, [25] provides an interesting
overview of the 202 papers which it reviewed. In consumer-oriented applications it
was found that the most popular objective was reducing cost. This is not unexpected
considering that return return on investment will be the key driver of ESS uptake
without substantial regulatory intervention. BESSs were the most popular form of ESS
considered by the reviewed papers by a substantial margin.
Of the different types of solution techniques which were observed, the most popular
were exact solution techniques (107 out of 202 publications), where the optimal solution
can be found subject to the assumptions made. Of those 107, 87 applied standard
solution methods using existing tools, and 66 of those 87 were formulated as LP/integer
linear programming (ILP)/MILP problems. CPLEX was the most popular solver used.
Hesse, Schimpe, Kucevic, et al. [26] provide another comprehensive review specifi-
cally focussed on lithium-ion storage for the grid. They cover aspects of the performance
and degradation of lithium-ion battery cells, the design of lithium-ion battery storage
systems, and applications of BESSs. Of particular interest to the work in this thesis is
the review of modelling and optimisation methods. A key observation of [26] mirrors that
of [25] which is that no present state-of-art BESSs modelling tools include all aspects of
a system to a high level. Instead studies selectively include aspects dependent on the
specific goal of that work. These aspects includes factors such as power electronic losses,
cell ageing, or economic factors. The specific use case of a BESS requires dedicated
analysis in order to understand the distinct operation patterns which are required to
maximise its value.
This approach of different models for different focuses is highlighted by the specific
modelling tools which are reviewed by [26]. One of these is PerModAC which was
developed at the University of Applied Sciences Berlin. This has a focus on modelling
efficiency of PV BESS systems including batteries, inverter, stand-by, and control
system losses. This uses a temporal resolution of one second and includes the effect of
control system dead time and steady state error. Converter efficiency is modelled as
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varying with power, however a constant mean battery efficiency is utilised. Temperature,
voltage, and SOC efficiency dependencies are not modelled [27]. While PerModAC is
one of the more detailed efficiency models reviewed, it is not an optimisation tool which
can determine battery behaviour under variable pricing conditions.
An alternative focus taken by some models is battery system ageing and degradation.
A well known tool that focuses on this is BLAST (Battery Lifetime Analysis and
Simulation Tool) from the US National Renewable Energy Laboratories (NREL). BLAST
comes in multiple variants; BLAST-V pertains to EV battery degradation, BLAST-S
pertains to stationary BESSs at a utility scale for peak shaving, and BLAST-BTM
pertains to behind the meter energy storage. The battery model employed by BLAST
uses an open circuit voltage dependent on SOC, and a series resistance dependent
on SOC and temperature. Lookup tables are used for these values. Temperature is
determined by a battery thermal model where heat generation is a function of battery
current. Power converter efficiency is deemed to be constant and symmetrical for charge
and discharge operations. The optimisation component of BLAST-BTM optimises
system size for the maximum internal rate of return (IRR). The possibility of feed
in tariffs is not considered though, and the documentation is unclear on the exact
operational behaviour that is employed [28].
2.4.1 Contextual Characteristics of Optimisation Methods
This section considers some of the contextual characteristics of BESSs modelling and
optimisation in the reviewed literature. There are three main applications of optimisation
discussed by [26]. These are system sizing, placement, and dispatch. One technique
for optimising system sizing, utilised by Magnor and Sauer [29], is genetic algorithms.
This optimises PV array size, tilt angle, azimuth angle, PV inverter size, battery
converter size, battery capacity, and SOC limits in order to give the best levelised cost of
energy (LCOE). The optimisation is applied only to a single load profile of an individual
household. Its computational complexity makes it infeasible for sizing multiple individual
systems. While system sizing is not the direct focus of this thesis, optimisation of system
sizing does require some operation modelling in order to determine the system’s LCOE
or financial results. Typically, a simple maximisation of PV self-consumption method is
used [29]–[31]. When there is surplus of generation the battery is charged, and when
load exceeds generation the battery is discharged. This is commonly referred to as the
‘greedy algorithm’ in the literature. No regard is given to time varying electricity of
feed-in tariffs.
Ru, Kleissl, and Martinez [32] approaches the sizing problem from an economic
optimisation perspective. The BESS operation is optimised to minimise the household
energy cost in a situation where import and export prices are equal, and the battery
size at which costs no longer decrease is identified. This method allows for time varying
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tariffs.
Van der Kooij [33] explores the financial results of a standalone BESS, as well as a
household with a BESS, though not with PV. The pricing model used in [33] is one
where the sell and buy price are symmetrical with the exception of tax and fixed costs
being added to the price of purchasing electricity from the grid.
It is important to recognise that some pricing structures consider generation sep-
arately from load and all generation is exported to the grid. Under other pricing
structures, classed as net-metering scenarios, only excess generation is exported [34]. In
many net-metering scenarios the import and export prices are set to be equal. Ratnam,
Weller, and Kellett [35] presents a LP model for battery storage alongside PV generation
in a residential context with net metering. A consequence of this is that there are large
reverse power flows (net export) during peak price periods as the BESS discharges be-
yond just that required to meet household load. An alternative quadratic programming
(QP) method is used to optimise consumer savings while penalising reverse power flows.
In the New Zealand context, where the cost of consumers purchasing electricity far
exceeds the rate at which they are compensated for excess generation, this is not of
such concern.
Conversely, there are a number of works which consider time varying price without
considering load and generation. An example is Kwan and Maly [36], which is one
of the earliest works to look at battery storage optimisation. It presents a dynamic
programming (DP) method for optimising charge scheduling of a lead acid battery
based on two and three part time of use tariffs. This is an optimisation based solely on
price arbitrage rather than battery operation alongside generation. This is a significant
work because it considers both an energy component to price, and a power component.
This power component is based on the pricing structure in Taiwan, where there is a
penalty charge for exceeding contract power limits. The power limits are time varying.
Though this is a pricing structure which was not seen in other literature, the possibility
of net export and the pricing implications of this are not discussed.
2.4.2 Mathematical Characteristics of Optimisation Methods
This sections considers the mathematical characteristics of BESS optimisation methods
in the reviewed literature. A particular focus is given to handling of losses and efficiency.
There is significant variation in the treatment of efficiency. Some models do not consider
efficiency at all which means that all power that flows into the battery system is
later able to be extracted [35], [37]–[39]. Weitzel and Glock [25] identify that the
most common approach was that charging and discharging efficiencies were considered
constant. This observation correlates well with the specific models studied [26], [32],
[34], [40]–[43]. Van der Kooij [33] utilise a constant round trip efficiency with losses
only settled at discharge. This means that there would be some inaccuracy in the
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battery SOC limits compared when losses are accounted for in both charge and discharge
operations. There are some methods, however, where more complex efficiency models
are used. Arghandeh, Woyak, Onen, et al. [44] model a community energy storage
system and consider efficiency varying with the square of power by modelling the BESS
as a constant voltage source with a series resistance. A quadratic efficiency function is
also utilised by [45]. Kwan and Maly [36] progresses further by modelling a non-linear
battery loss function which depends on both current and SOC. This is a notable work
for the fact that it is from much earlier than others reviewed and consequently is for
a lead acid battery rather than lithium-ion which is more common in modern BESSs.
Power converter losses do no appear to be considered by [36] however.
Braun, Büdenbender, Magnor, et al. [46] explore using storage to increase PV
self-consumption in response to a new tariff option introduced in Germany in 2009 with
a more detailed efficiency model than seen in other work. A DC-coupled topology is
used with DC/DC converters between both the PV array and battery system, alongside
a single DC/AC converter. Losses are modelled as three components:
• constant losses due to self consumption,
• voltage losses proportional to power, and
• ohmic losses proportional to the square of the power.
These loss function are parameterised for three different voltage levels on the PV and
battery link sides, with a linear interpolation between the curves for voltages that
deviate from the three specified levels. Only one curve is used for the DC/AC converter
as both the AC and DC buses are of a fixed voltage level. A complex battery RC
impedance model is used based on manufacturer data that incorporates elements for
electrical conductivity of current collectors, the active materials, and the electrolyte,
alongside ohmic charge transfer resistance, and diffusion effects, amongst others. These
parameters all vary with SOC and temperature. While the converter and battery models
display a high level of sophistication, the battery operation strategy does not. The
operation strategy mirrors that discussed for [29], where electricity pricing is not a
factor, and battery charging from the grid is not considered.
Lifshitz and Weiss [47] take an alternate approach and show that a "bang-off-bang"
strategy is optimal for a storage only system. That is, an ESS is either charging at
full power, resting, or discharging at full power. This relies on a constant efficiency
value and cannot hold for a system with a power dependent efficiency function. It also
has difficulty when considering a storage system alongside load and generation where
pricing may make it attractive to only dispatch storage energy to meet current load, but
not to export power to the grid. This result is agreed with by Steffen and Weber [48]
who consider optimal operation of pumped storage. Steffen and Weber [48] goes further
to conclude that price thresholds for starting and stopping storage operations produces
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optimal results under their assumptions. While it makes use of complex optimal control
theory to prove it, an intuitive understanding is possible; if considering a standalone
storage system where efficiency is constant and not rate dependent, then either the
current price is attractive for storing/charging, or it is not. There is no reason to run at
a partial rate.
2.4.3 Solving Characteristics of Optimisation Methods
Hesse, Schimpe, Kucevic, et al. [26] identify that a large range of techniques have been
used for optimising BESSs. These include deterministic optimisation techniques such as
LP/ILP/MILP/DP [42], [49], [50], as well as other techniques such as fuzzy logic control,
genetic algorithms [29], [41], particle swarm optimisations [51], and model predictive
control [52]. Furthermore, there are a number of studies which take a more heuristic
based approach [31], [53]–[55].
Hassan, Cipcigan, and Jenkins [49] simulate a household with a BESS and PV
generation using a MILP problem formulation. They focus on simulation with feed-in
tariffs and time varying tariffs. This feed-in tariff considered involves both a payment
for energy generated, as well as a payment for energy exported. As with many of
the reviewed models, efficiency is treated as a constant value. They also perform a
sensitivity analysis considering the effect of battery capacity on financial benefit for the
single household which is studied. Under their specific set of inputs, no benefit was
gained by increasing battery capacity beyond 3 kWh.
Another MILP formulation is presented by Wang, Meng, Dong, et al. [50]. They
provides interesting contribution where a controllable load, in the form of air conditioning
(for cooling only), is included in a MILP optimisation for PV and BESS alongside
household load. The model structure does not allow for the kinds of behaviour that
would accurately represent BESS behaviour and maximise savings however. Power
from the BESS cannot flow to the grid and to the house simultaneously. It is unclear
how battery power could ever be exported unless the household had a load of zero.
Additionally, there is no consideration made for any efficiency loss in either battery
charging or discharging.
A commonly recognised problem when applying deterministic optimisation to ESSs
is the end-value problem. This is where the system, with no knowledge of anything
existing beyond the end of the optimisation horizon, uses all stored energy thus resulting
in an empty ESS at the end of the last time step. Weitzel and Glock [25] recognises
that there are two techniques typically used to deal with this. The first is a receding
horizon technique; continuously advancing the time horizon renders that empty storage
at the end a less favourable outcome. The second is fixing the SOC at the start and
end of the optimisation horizon. This is an approach used by [35], and examined in
more detail by [56]. These fixed points in the SOC trajectory can have a particularly
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pronounced effect in short time horizon optimisations where storage capacity is large
compared to power capability. This results in a period of forced behaviour to meet the
constraint which may be not be optimal behaviour.
[33] explores a price threshold based control methodology where thresholds are set
symmetrically around the mean price such that the return on investment is zero if energy
is sold and bought on the thresholds. This is a simple methodology which guarantees
a positive return. It is less practical however in cases with variable charge/discharge
rates and rate dependent efficiency functions.
Another heuristic approach is presented by Young, Bruce, and MacGill [53], who
examine both the financial results for consumers as well as analysis of the effects battery
operation on network peaks. The examination of the wider network effects of multiple
BESSs is a key contribution of [53]. It uses a rule-based control scheme and examines
flat rate tariffs and time-of-use tariffs. Like many others, it incorporates constant round
trip efficiency and does not account for battery degradation. While [53] considers the
interplay of load and PV with time varying pricing, it does not allow for charging from
the grid during low price periods. The network peak load analysis considers only a
single peak load of the year rather than wider consideration of the loads during peak
periods.
A heuristic approach is taken by Suppers [54], who presents a publicly accessible
modelling tool for household load, PV generation, and a BESS. This is a New Zealand
focussed tool using local data and pricing structures. Three different rule-based strategies
are used; a load levelling strategy, a financial saving strategy, and a hybrid strategy that
combines the two. Under the load levelling strategy battery operation is determined by
household load thresholds, while under the saving strategy price thresholds are used for
decision making. This model also uses a single constant value for round trip efficiency.
A different approach is taken by Kucevic, Tepe, Englberger, et al. [57]; instead
of optimising storage they create a framework and set of standard storage profiles to
compare different technologies. Two methods of BESS charging are used. The first
is a simple ‘greedy algorithm’ where excess PV generation is sent to the battery, and
discharged as soon as load exceeds generation. The second spreads the charging over the
period for which generation is expected to exceed load in order to reduce the magnitude
of power exported to the grid. Neither are particularly sophisticated and are not price
responsive. This uses a similar battery model as BLAST. Converter efficiency is treated
as a function of power however the detailed implementation is not specified. While
variable pricing is discussed as a driver for peak shaving, the battery behaviour is not
determined on price, but instead by optimal peak shaving. A household consumer is
not motivated by their BESS investment providing optimal peak shaving unless there is
the financial incentive to match it.
In a departure from more conventional optimisation methods, Fuselli, De Angelis,
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Boaro, et al. [58] uses action dependent heuristic dynamic programming (ADHDP)
utilising two neural networks that are pretrained using particle swarm optimisation
procedures for optimising household battery operation with load and PV generation.
This work extends that of [59] by allowing battery charging from the grid as well as
from excess PV generation. While excess PV generation is able to to be exported,
battery power is not allowed to be exported to the grid. This is justified as being "in
compliance with the existing regulations in many western countries." This prevention of
price arbitraging battery operation is at odds with much of the other reviewed literature.
While time varying prices are used, it is not clear how compensation for net export is
calculated. BESS efficiency is treated as a constant round trip value.
2.4.4 BESS Efficiency
Battery charge and discharge efficiency is an important parameter for the modelling of
a BESS. This section gives a more general overview of BESS efficiency compared to the
specific models which feature in the previously reviewed literature. While it has been
shown that the literature typically considers BESS efficiency as a single constant value,
more nuanced models recognise that there are two components; the power electronic
converter has losses, as does the battery itself. A constant efficiency value implies a
linear dependence between power and losses [60].
Considering first the converter, there are two components to the losses: conductive
losses, which vary approximately with the square of the load, and switching losses,
which are approximately constant [61]. Though literature on stationary BESS efficiency
is limited, [62] presents a series of efficiency measurements made on a bi-directional EV
charger which is a similar product. Power measurements were made on both the AC
side and direct current (DC) side of the converter while it was connected to a Nissan
Leaf and providing a frequency keeping reserve service. This gave measurements over
a wide range of power values. While the overall trends of both charge and discharge
efficiency followed the expected approximate behaviour, significant spread in efficiency
values for a given power level were observed. This was particularly noticeable at low
power levels. This highlights that there are additional factors in a commercial product
which play a role in determining overall efficiency beyond the approximate theoretical
models.
The second component to be considered is the efficiency of batteries themselves.
Their high efficiency is one key reason why lithium-ion batteries dominate the BESS
market. Renewable power sources such as solar or wind generation display high degrees
of variability, this means that the charge profiles of BESSs connected to this generation
are not always predetermined, and are not controllable. In other contexts, such as
consumer electronic products, batteries are charged under controlled conditions. This
means charging is conducted in a way that it is efficient and battery degradation is
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minimised [63]. In the case of BESSs, the charging conditions are unable to be controlled
and charge rates are likely to vary across the full range of rated power capabilities.
Much of the research on battery behaviour focusses on battery performance under a
given discharge behaviour. When research does focus on charging behaviour, it usually
considers the use of variable charge rate to improve efficiency rather than it being an
externally varying variable. Elena Marie Krieger [63] presents modelling work where
losses are modelled as a series resistance. In the idealised case, the battery voltage
and the resistance are constant values, this gives losses proportional to the square of
the current. In a more detailed model, however, both resistance and battery voltage
are complex functions of SOC and temperature. Further complications to efficiency
modelling are brought by charge and discharge efficiencies not being simple inverses
of each other. A important recognition of this work is that charging and discharging
efficiencies are not simple inverses of each other.
2.5 SUMMARY
This chapter has given a brief overview of the diversity of commercial products that
are available in the market. The different benefits which BESSs could bring to various
segments of the electricity market were identified. It was noted that BESSs placed
behind the meter could provide the widest range of services, however there are hurdles
that would prevent many of those benefits being realised due to current regulations
and market structures. A range of common control schemes for modern commercially
available BESSs were discussed.
An overview of transmission and distribution pricing was given alongside EDBs
approaches to load control. This gives additional context as to why EDBs could benefit
from BESSs providing reductions to the peak loads experienced by networks. These
benefits come not just as simple investment deferral for network upgrades, but also in
reductions in the transmission interconnection charges which they pay.
A number of key points and reoccurring themes in literature surrounding residential
BESS optimisation were identified:
• Optimisations of BESS can be divided into those that focus on the sizing of systems
such as [30], [32], [34], [51], and those that focus on the operation of systems such as
[35], [37], [38], [41]. Typically sizing optimisations rely on simple heuristic methods
to calculate the financial returns resulting from battery operation. It is more
common for operation focussed optimisations to use deterministic optimisation
techniques to identify optimal BESS operation.
• Some optimisation methods consider only price arbitraging using battery storage,
others consider maximising PV generation self-consumption. There are few that
combine both.
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• Feed-in tariffs which are much smaller than electricity purchase costs, as is typical
in the New Zealand market, are not always considered. Much more commonly
a net metering scheme with equal buy and sell prices is used [32]. This has
significant impact on BESS operations.
• BESS efficiency is generally treated as a constant value, either a single round trip
efficiency which is accounted for at either charge or discharge [26], [32]–[34], [40],
or separate values for charge and discharge [41]–[43], [51], [52]. Some optimisations
neglect efficiency altogether [35], [37]–[39], [56], while others implement more
complex models where efficiency depends on some combination of power, SOC,
and temperature [36], [44], [46], [64].
• The reviewed works consider either the financial returns for a BESS owner, or
they incorporate components to optimise BESS to benefit the wider distribution
network. They do not examine the effect that purely economically motivated
operation has on the aggregated load profiles experienced by the distribution
network.
Chapter 3
BATTERY OPERATION OPTIMISATION WITH
PERFECT FORESIGHT
This chapter presents the LP and MILP methods used for optimisation of battery
behaviour with perfect foresight of household load and PV generation. It introduces
the notation used to define household load, PV generation, and BESSs and covers two
approaches for modelling the battery charge and discharge efficiency. The first approach
uses a single equivalent series resistance representing losses that are solely dependent
on charge/discharge rate, while the second approach considers a rate independent loss
component. The formulation of a LP problem incorporating the first efficiency model is
elaborated. The LP problem is then extended to a MILP problem, so as to be able to
incorporate the second efficiency model. These optimisations, through using perfect
foresight, represent the upper limit of achievable household savings and the likely impact
on network operation.
3.1 MODEL OVERVIEW AND NOTATION
A method is developed to determine the optimal battery charge/discharge behaviour
with the objective of minimising the energy cost component of a consumer’s electricity
bill given the load profile, battery characteristics, and solar PV generation (if any).
The physical system for an individual household is illustrated in Figure 3.1. It
presents some of the notation used in this thesis. The notation is based on [38] and [35],
modified to fit the particular requirements of this model.
The charging and discharging power of the battery (in kW) over the kth time
interval of length ∆ (in hours) is denoted by xc(k) ≥ 0 and xd(k) ≥ 0 respectively.
The battery charge or discharge power over a time window of [0, T ], is represented by
a vector of length s, where s is the number of time intervals of length ∆. Thus, the
length of the time window over which the battery usage is being optimised is denoted
as T = s∆ (in hours). Subsequently, the power charging the battery over the complete
period [0, T ] is denoted by xc := [xc(1), ..., xc(s)]T ∈ Rs. xd can be represented by a
similar expression.















Figure 3.1 Battery system topology with residential load and PV generation.
The average power exported from the household to the grid over a period ((k −
1)∆, k∆) is represented by xe(k) ≥ 0 for all k ∈ {1, ..., s}. The power imported by the
household from the grid is similarly represented by xi(k) ≥ 0 for all k ∈ {1, ..., s}.
The average power imported from (or exported to) the grid at the meterM , is billed
(or compensated) according to a time varying price. The electricity billing for imported
power (in $/kWh) at meterM over the period ((k−1)∆, k∆) is defined by pi(k) ≥ 0 for
all k ∈ {1, ..., s}, and the electricity billing profile over [0, T ] is pi := [pi(1), ..., pi(s)]T ∈
Rs. Likewise, the compensation price for exported power (in $/kWh) at meter M over
the period ((k−1)∆, k∆) is denoted by pe(k) ≥ 0 for all k ∈ {1, ..., s} and the electricity
compensation price profile over [0, T ] by pe := [pe(1), ..., pe(s)]T ∈ Rs. Thus, the energy
component of a household’s electricity bill can be calculated by multiplying the import
price profile (pi) with the power flow captured in xi and the export price profile (pe)
with xe.
The variables, shown in Figure 3.1, are related to each other through Kirchoff’s
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current law at the central node. This gives
g(k) + xd(k) + xi(k)− l(k)− xc(k)− xe(k) = 0. (3.1)
3.1.1 Battery System Efficiency
One of the key characteristics of BESSs included in the optimisation method is battery
charge and discharge efficiency; in particular the variation of efficiency with charge
or discharge rate. The efficiency of charge and discharge operations is important not
only because it affects the financial savings that a BESS can provide, but also because
optimal battery operation will consider the efficiency function in order to reduce losses.
Two models of load dependent battery efficiency are considered. The first, a simpler
model is where efficiency depends only on battery current and is represented by a simple
series resistive loss component (Figure 3.2). The second, a more complex approach, is a
combination of load dependent and independent losses.
3.1.1.1 Load Dependent Loss Model
The first efficiency model depends only on the battery current. As an example to
illustrate the approach, consider the Tesla Powerwall with a round trip efficiency of





Figure 3.2 Basic topology of equivalent series resistance model.
Because efficiency varies with power, and charge and discharge operations are not
guaranteed to be be symmetrical, the efficiency of the two operations must be considered
separately rather than as a single round trip efficiency. The round trip efficiency, ηrt, is
the product of the charging efficiency, ηc, and discharging efficiency, ηd [65]. Charging
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efficiency is defined as the ratio of power, resulting in energy, stored in the battery to





In this example with a Tesla Powerwall the terminal voltage is fixed at a nominal
mains voltage of 230 V and the terminal power is specified as 3.3 kW. Assuming
sinusoidal voltage and current, and unity power factor, the current can be calculated
and equation 3.2 can be rewritten as
ηc =
V I − I2R
V I
. (3.3)
Similarly, the discharge efficiency is defined as the ratio of the terminal output power





V I + I2R. (3.4)
Combining equations 3.3 and 3.4 yields an expression for the round trip efficiency which
can be solved for R given a terminal voltage of 230 V and a terminal power of 3.3 kW:
ηRT = ηc · ηc




V I + I2R
R = 0.844 Ω.
(3.5)
It is important to note that constant terminal power, along with the fixed resistance,
means that while the losses are the same when charging or discharging at a given rate,
the efficiency values differ given the difference in definition of the two efficiencies. This
difference between charge and discharge efficiencies, with an assumed constant terminal
voltage, is illustrated in Figure 3.3.
The implementation of efficiency in the linear programming optimisation requires
that the efficiency function be decomposed into a piecewise function of b bands. This is
because efficiency is implemented as a scaling factor for the effect of charge/discharge
power on the battery state of charge. This also requires the conversion of the efficiency
values to incremental efficiency values. This means the value of power that is being
stored in, or discharged from, the battery is the integral of the incremental efficiency
curve. This is illustrated, for the piecewise approximation, by considering the area
under the curve of Figure 3.4.
A simple algorithm is used to determine the size of these bands which give the
minimum mean squared error for the calculated efficiency values. This is achieved by
discretising the range of charge/discharge powers in steps of 100 W and calculating
all the feasible combinations of efficiency breakpoints. For each feasible combination
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Figure 3.3 Charge and discharge efficiency across varying powers using simple series resistance loss
model.
the mean efficiency value is identified across each step and the mean square error is
calculated. This is repeated for each set of feasible breakpoints in order to find the set
of breakpoints giving the minimum mean squared error.
The output of this algorithm is a vector of charge and discharge incremental
efficiencies: ηc = [η1c , η2c , . . . , ηbc] and ηd = [η1d, η2d, . . . , ηbd]. These efficiencies have














The breakpoints of the piecewise efficiency curve are used to calculate the length,
Lj , of each segment such that
L1c = a1c
L2c = a2c − a1c (3.7)
...
Lbc = abc − ab−1c .
The efficiency curve is broken down into a piecewise constant function of b pieces, or
efficiency bands. The piecewise function is illustrated in Figure 3.4, which demonstrates
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the relationship between efficiency breakpoints and segment lengths.
Figure 3.4 Generalised efficiency function illustrating breakpoints and segment lengths (b = 5).
In order to calculate the overall efficiency of a charge or discharge operation, the
battery power at time step k is further divided into separate components defined by
the breakpoints ac and ad such that
xc(k) = x1c(k) + x2c(k) + ...+ xbc(k) (3.8)
xd(k) = x1d(k) + x2d(k) + ...+ xbd(k)
where
0 ≤ x1c(k) ≤ L1c 0 ≤ x1d(k) ≤ L1d
0 ≤ x2c(k) ≤ L2c 0 ≤ x2d(k) ≤ L2d (3.9)
...
...
0 ≤ xbc(k) ≤ Lbc 0 ≤ xbd(k) ≤ Lbd.
This gives the power that is being stored by the battery system during a charging
operation in time step k as
xstored(k) = x1c(k)η1c + x2c(k)η2c + ...+ xbc(k)ηbc. (3.10)
Similarly, for a battery discharge operation, for a terminal terminal power of xd(k), the
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3.1.1.2 Load Dependent and Independent Loss Model
An alternative loss model, which incorporates a standing loss component along with
a current dependent component, is considered. Due to limited manufacturer data
regarding BESSs, some assumptions must be made. The first assumption is that the
published efficiency data corresponding to a specified charge/discharge rate is the point
of maximum efficiency. In the case of the Tesla Powerwall, the assumption is that the
maximum round trip efficiency of 90% is achieved at a power of 3.3 kW. It is assumed
that it follows that this maximum efficiency is achieved when the standing loss is equal




















Figure 3.5 Loss model for a combination of standing and rate dependent losses.
The definition of charging efficiency as the ratio of the power stored to the terminal
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V I + I2R+ Pstanding
.
(3.13)
In the previous loss model with only a current dependent loss, the battery charging
at a rate of 3.3 kW produces losses of 174 W. Halving this gives a constant standing loss
of 87 W and a rate dependent loss of 87 W. This rate dependent loss is produced by
the terminal current through an equivalent series resistance (ESR) of half the previous
value, or 0.42 Ω. Calculating and plotting these efficiency values across the full range of
possible charge and discharge rates produces Figure 3.6. The standing self-consumption
loss of 87 W corresponds to losses of 1.75% of rated capacity. Given the absence of
detailed efficiency data, it is difficult to asses whether this is accurate.
As identified in [66], inverter losses, to a good approximation, can be modelled as
constant load-independent component and load dependent component. This mirrors the
approach taken to the combined inverter and battery efficiency for the Tesla Powerwall.
It is recognised that different inverter designs favour reduced constant losses against
increased losses at higher loads and vice versa. For the inverters modelled in [66], the
constant loss component varies between 0.88% and 1.45% of rated power. This is lower
than the 1.75% calculated for the Tesla Powerwall; however, the 1.75% also includes
battery efficiency alongside the inverter. Thus, while not verified with manufacturer
data, the constant loss assumptions appear to be plausible.
Figure 3.6 Charge and discharge efficiency across varying powers.
As before (Section 3.1.1.1), the minimum mean square error algorithm is applied
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to approximate this efficiency curve with a constant piecewise function of b bands.
Figure 3.7 shows both the charge and discharge efficiencies across the operating power
range of the Tesla Powerwall, calculated with both the continuous efficiency function and
the piecewise function found with the mean square error algorithm. There is a distinct
error in the range 0 kW to 0.2 kW where the constant piecewise nature is dominant and
observable. Throughout the remainder of the operating power range, the continuous
function is well matched with the calculated piecewise function.
(a) Charge Efficiency (b) Discharge Efficiency
Figure 3.7 Charge and discharge efficiency curves calculated using the continuous efficiency function
and piecewise efficiency function for the Tesla Powerwall example (b = 5).
Unlike with the case of simple series resistance, the efficiency does not monotonically
decrease with increasing power; this significantly increases the optimisation complexity.
It requires additional constraints to ensure that the efficiency function is correctly
applied. The formulation of these constraints is discussed in Section 3.3.
3.2 LINEAR PROGRAMMING OPTIMISATION PROBLEM
In this section, a LP optimisation problem is formulated using the load dependent
efficiency model to optimise battery system behaviour in order to reduce household
energy costs. In Section 3.3, this is extended to a MILP problem which removes the
requirement for the efficiency curve to be monotonically decreasing with increasing
charge/discharge rate. This allows the use of the second loss model (Section 3.1.1.2),
which includes both charge/discharge rate dependent and independent loss components.
In addition to the notation presented in Figure 3.1, it is important to introduce the
notation which is used to simplify and condense the formulation of the optimisation
problem. Recall that s is the number of time periods over which battery system
behaviour is be optimised. Let Rs denote an s-dimensional vector of real numbers. The
s-by-s identity matrix is denoted i, and 1 is the all-1s column vector of length s. 0
denotes an all-zero matrix or column vector, and T is a lower triangular s-by-s matrix
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of 1s such that
T s×s =

1 0 . . . 0
1 1 . . . 0
...
... . . . 0
1 1 . . . 1
 . (3.14)
The standard form of an LP problem, given by [67], is
maximise c′x
subject to
Ax = bx ≥ 0
(3.15)
with the understanding that it is a maximisation problem containing non-negativity
constraints for all variables, with all remaining constraints being equality constraints,
and having a non-negative right hand side vector, b. For clarity of explanation, this
thesis uses a modified representation of the problem which separates equality and
inequality constraints, as well as separately identifying lower and upper bounds that
elements of the decision variable may take. It must be noted that this representation
can be transformed to the standard form with sign changes and the addition of slack
variables. The definition of the LP problem used henceforth is that given vectors f , lb,






A · x ≤ b
Aeq · x = beq
lb ≤ x ≤ ub
. (3.16)
The decision variable, x, comprises all of the power flows which are influenced by
battery behaviour. These are the charge and discharge powers, xc, and xd, arranged
by efficiency band, as well as the grid import and export powers, xi and xe, which
take values required to satisfy the power balance of the system. Recall that the
charging power vector for efficiency band b over the optimisation timespan is defined
xbc = [xbc(1), xbc(2), ..., xbc(s)]T , with a similar expression for the discharge power vector.
These vectors for each efficiency band are arranged sequentially within the single decision
variable, as shown in Equation (3.17). The decision variable, x, has length of 2sb+ 2s
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The operation of a BESS is limited by a number of constraints which must be imple-
mented in the LP problem formulation. These constraints include adherence to the
power balance equation (Equation (3.1)), battery system charge/discharge power ratings,
and limiting the battery SOC. The charging and discharging efficiency curves are also
built into the optimisation problem through formulation of constraints. This section
outlines how each of these constraints are formulated into the general LP problem
structure.
3.2.1.1 Power Balance
The first constraint is represented by the power balance equation (Equation (3.1)). It
is this constraint which forces the grid import power or grid export power to take the
required value to ensure household load, PV generation, and any battery operation
results in a valid solution at every time step.
The power balance constraint is implemented as a single equality constraint for each
time step. The s-by-s identity matrix, i, is used as a constructor to create a constraint
for each time step. This means that the first s rows of the equality constraint structure
are defined as
Aeq · x = beq[
︸ ︷︷ ︸
a
− i ... −i ︸ ︷︷ ︸
b










Section a of Aeq relates to the charging power bands with the s-bys identity matrix
repeated b times, section b to the discharge power bands, and section c to the grid
import and export power. The power balance constraint is clearly seen when the kth
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row of Equation (3.18) is expanded to give
−x1c(k)− ...− xbc(k) + x1d(k) + ...+ xbd(k) + xi(k)− xe(k) = l(k)− g(k). (3.19)
3.2.1.2 Charge/Discharge Rate
A BESS has limited charge and discharge power capability. In the case of the Tesla
Powerwall, which is used here as an example, that is a continuous power rating of
5 kW. In addition to this total power limit, each efficiency band has limits defined by
the breakpoints, ac and ad, which when enforced also serve to limit the charging or
discharging power.
These limits on the charging and discharging powers are previously expressed in
Equation (3.9). As an example, a simple illustrative charging efficiency curve where
b = 5 is shown in Figure 3.8. It is observed that the values of the charge power bands
must be constrained such that
0 ≤x1c ≤ 0.5
0 ≤x2c ≤ 1
0 ≤x3c ≤ 1.5
0 ≤x4c ≤ 1
0 ≤x5c ≤ 1.
Figure 3.8 Example piecewise constant incremental charging efficiency curve for b = 5.
For this definition to be valid, x1c = 0.5 whenever x2c > 0 and x2c = 1 whenever
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x3c > 0, and so on. Because the efficiency curve in Figure 3.8 represents a series (load
dependent) loss component and is monotonically decreasing, the optimal solution will
always comply with these constraints. The first band (x1c) has the highest efficiency
so an optimal solution will always always reach its maximum value before x2c becomes
non-zero. This observation is not valid for an efficiency model including both load
dependent and load independent loss components, as the efficiency is not guaranteed to
be monotonically decreasing. Instead, additional constraints are required to ensure that
the previous efficiency band reaches its maximum value before the next band becomes
non-zero. The associated formulation using binary constraints is presented in Section 3.3
as an extension from a LP problem to a MILP problem.
These limits on the maximum and minimum values for each charge/discharge power
mirror the form of the lower and upper bound constraints of the LP problem structure
(Equation (3.16)) and are easily incorporated as such.
3.2.1.3 State of charge (SOC)
There are limits to the SOC of a BESS, which must be reflected in the LP problem
formulation. Given the charge and discharge profiles xc and xd, as well as the efficiency
profiles ηC and ηD, the SOC of the battery (in kWh) at time step k is denoted by χ(k)
where














and χ(0) denotes the initial SOC of the battery. The full SOC profile of the battery over
the entire optimisation time space is therefore represented by χ = [χ(0), χ(1), ..., χ(s)]T ∈
Rs+1.
A BESS has a physical limit as to how much energy can be stored, which is
represented by C ∈ R≥0 (in kWh). As 1 is the all-1s column vector of length s, this
physical storage limit leads to the state of charge profile, χ being constrained such that






For an initial state of charge which satisfies 0 ≤ χ(0) ≤ C, two vectors of length s
are defined to represent the amount by which the SOC can increase from χ(0) and the
amount by which it can decrease from χ(0). These are C and C respectively:
C = (C − χ(0))1 (3.22)
C = χ(0)1. (3.23)
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These constraints are implemented in the LP problem as linear inequality constraints
in two parts. The first part ensures that at each time step the net increase in state of
charge from the start of the optimisation time span is less than the defined maximum.
The second part ensures the reverse - that the net decrease in state of charge is less the
maximum allowed. In order to do this, the current SOC must be calculated at each
time step. This requires incorporation of the previously discussed efficiency factors.
The linear inequality constraints (Ax ≤ b) where A ∈ R2s×(2sb+2s), and b ∈ R2s are
defined as:
A =
 η1cT η2cT . . . ηbcT − 1η 1dT − 1η2d T . . . − 1ηbd T 0 0
︸ ︷︷ ︸
a









T . . . 1
ηb
d










As in Equation (3.13), the annotated section a relates to battery charging, section
b to battery discharging, and section c to grid import and export. The first s rows of
Ax give the amount by which battery SOC has increased from its initial value at each
time period, while the following s rows give the amount SOC has decreased from its
initial value. This means that a battery which experiences a net increase in SOC will
have a negative value for the amount by which its SOC has decreased, and vice versa.
These values are constrained such that they do not exceed C and C.
The final element of the SOC constraints is ensuring the SOC at the end of the
optimisation period is equal to the initial SOC. Given the computational complexity
of long time span optimisations, this method will generally be applied to consecutive
optimisation time spans. For example, optimising battery operation over a full year
would be achieved by a series of single day-ahead optimisations. Without a constraint
requiring the final SOC to be equal to the initial SOC, the optimal solution would result
in complete discharge of the battery by the end of the optimisation time span (given
a non-zero buyback rate). This would force the initial SOC for the next optimisation
timespan to be zero, causing sub-optimal results. The two ways in which this can be
mitigated are constraining the final SOC to be equal to the initial SOC, or modification
to the optimisation time span, which is discussed in Chapter 5.
The constraint where final SOC is equal to initial SOC is implemented with the
addition of one final row to the equality constraint formulation (Aeqx = beq), such that
row s+ 1 of Aeq is set to[
η1c1
T η2c1
















and the corresponding element of beq is set to 0. This formulation means that the net
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change in the battery SOC over the entire time span is constrained to be equal to zero.
3.2.1.4 Electricity Pricing
The final element of the LP problem formulation is the coefficient vector f . This vector
contains the costs which are applied to the power flows represented by the decision
variable, x, in order to calculate the objective value which is being minimised. The only
elements of the decision variable which have a financial cost associated with them are










where the first 2sb elements, which are associated with battery charging and discharging,
are zero.
3.3 MIXED INTEGER LINEAR PROGRAMMING
OPTIMISATION PROBLEM
This section details the extension of the LP problem to a MILP problem featuring binary
constraints, which remove the requirement for a monotonically decreasing efficiency
function. What the constraints must achieve, as well as how the constraints are
formulated in the MILP problem structure, is elaborated here.
To model the BESS efficiency curve, the charge or discharge rate is expressed as the
sum of b bands, with each band having a different efficiency. In Section 3.2, efficiency
was monotonically decreasing with increasing charge/discharge power, and as such was
able to be modelled as a simple LP problem. If this is not the case, such as for a
combination of load dependent and independent losses, then additional binary variables
are needed to formulate the problem. This shifts the problem from being a LP to a
MILP problem.
The equality constraints, Aeq · x = beq, which incorporate the power balance
constraints at each time step, and the start/end SOC constraint, remain as they are for
the LP problem (Section 3.2). The MILP problem includes an additional constraint,
that a subset of the decision variable, x, must take integer values. The definition of the
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x(i) are integer for some, or all, i=1,2,...,n
A · x ≤ b
Aeq · x = beq
lb ≤ x ≤ ub.
(3.28)
Recall that the charging power for a single time step is the sum of a number of
efficiency bands (Equation (3.8)), and the total stored power for a given xc(k) is given
by:
xstored(k) = x1c(k)η1c + x2c(k)η2c + ...+ xbc(k)ηbc.
For this interpretation to be valid it is required that x1c(k) = L1c whenever x2c(k) > 0,
and x2c(k) = L2c whenever x3c(k) > 0, and so on. Without this requirement, the optimal
solution will fill whichever band has the highest efficiency first, rather than the bands
being filled incrementally. These restrictions are enforced through the addition of binary
variables and constraints.
First, binary variables are defined to indicate when a charge or discharge variable
is at its maximum value. These binary variables exist for each time step and for all but
the last efficiency band. Allowing for both charge and discharge, there are 2s(b − 1)















c (k) = Lb−1c
0 otherwise.
The static upper and lower bound constraints on the charge/discharge elements of
the decision variable in the LP problem can then be replaced with conditional constraints
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formulated with these binary variables. They are formulated such that
L1cw1(k) ≤ x1c(k) ≤ L1c
L2cw2(k) ≤ x2c(k) ≤ L2cw1c (k)
...
0 ≤ xbc(k) ≤ Lbcwb−1c (k).
(3.29)
Binary constraints to force sequential filling of the charge/discharge bands are
implemented as a part of the inequality constraint formulation (Ax ≤ b). These
inequality constraints are the same as those for the LP problem (Equation (3.24)) with
two additional sets of constraints. The first new set comprises 2sb constraints on the
upper bounds of each charge/discharge element of x. These are implemented in two
slightly different ways: the constraints of the first efficiency band are formulated in a
manner differing from the remaining. The constraints for the first efficiency band are
represented as follows:
Ax ≤ b
x1c(k) ≤ a1c . (3.30)
For the subsequent efficiency bands, the constraint formulation is:
Ax ≤ b
xjc(k)− Ljcwj−1c ≤ 0. (3.31)
The second set represents another 2sb constraints associated with the lower bounds
of Equation (3.29). These constraints also feature two slightly differing formulations; in
this instance the final efficiency band is different to the others. The constraints for the
first b− 1 efficiency bands are represented as:
Ax ≤ b
−xjc(k) + Ljcwjc(k) ≤ 0. (3.32)
The lower bound constraint for the final efficiency band is simply formulated as:
Ax ≤ b
−xjc(b) ≤ 0. (3.33)
Along with the constraints that remain from the LP problem, a total of 2s+ 4sb linear
inequality constraints are specified for the MILP method. Furthermore, definition of
the binary variables results in the MILP solver internally creating additional inequality
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constraints.
3.4 SUMMARY
This chapter has presented two models for BESS charging and discharging efficiency.
One is purely charge/discharge rate dependent, which is represented as a simple series
resistance model, while the other incorporates a constant standing loss component. A
LP problem is formulated to optimise battery operations under the first efficiency model.
This LP is then extended to a MILP problem in order to accommodate the second
model, or in general any arbitrary efficiency curve. The generalised MILP method is
used, along with measured household load data and PV generation data (Chapter 5),
to produce analysis of the financial benefits to households, as well as assessments of the
effects on aggregated network loads, that BESSs could produce under different pricing
structures (Chapter 6).
Chapter 4
FORMULATION OF RULE-BASED METHOD
The MILP optimisation covered in Chapter 3 gives an upper bound on the savings that
could be made by a household. It is not, however, a realistic control algorithm that could
be practically implemented, as it is based on perfect foresight. It is necessary to develop
and assess a simple and implementable control scheme. Such a practicable method
puts a lower bound on the achievable financial benefits. It is expected that future
commercially produced control systems could have a greater level of sophistication and
would therefore produce financial results that fall within the region bounded by this
rule-based method at the lower end, and the MILP model at the upper end.
This chapter presents the structure of this rule-based control method. Under this
method, battery operation decisions are made at each time step based on the present
state of the system as well as an approximate forecast of the upcoming PV generation.
This method therefore does not rely on perfect foresight of the household load and PV
generation, as assumed in the MILP method.
The following sections give an overview of the method and how price decision
thresholds are implemented under different pricing structures. Also detailed is the
application of approximate PV generation forecasts to inform SOC constraints in order
to improve battery operation. Third party control signalling to provide network load
management is also discussed.
4.1 RULE-BASED METHOD OVERVIEW
This section outlines the rule-based battery control methodology. At each time step, a
decision tree is used to determine battery operation. This decision is based on present
household load, PV generation, and pricing. The decision interval is defined by the
time resolution of the data. As the data used for testing all methods in this thesis has
a half-hour resolution, the decisions are made with the same time interval.
The decision tree used to determine battery operation for each half hour is illustrated
in Figure 4.1. Its primary objective is maximisation of PV self-consumption, and the
secondary objective is to take advantage of temporal pricing variations. This is achieved
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by prioritising the use of PV generation in excess of household load for battery charging
as opposed to export to the grid.
When PV generation does not exceed the load, the import price is used to make
operational decisions. Two pricing thresholds are considered: a high price threshold and
a low price threshold. If the import price exceeds the high price threshold ,it is classed as
a high price period. This means it is worthwhile discharging energy from the battery in
order to reduce the power being imported. Similarly, the low price threshold determines
when the import price is low enough that it is worthwhile charging the battery from the






















Do nothing Charge atfixed rate
Figure 4.1 Outline of rule-based battery management decision structure.
During PV charging, or high price triggered discharging, the charge/discharge rate
is determined by the relationship between the household load and the PV generation.
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However, this is not true for grid-charging which permits a greater degree of freedom.
There are two aspects to be considered: the rate at which the charging occurs and the
SOC at which this charging is terminated. Unlike charging with excess PV generation,
where it is logical to charge with only the available excess PV power, charging from the
grid could occur at any rate within the capabilities of the battery system. This could
be a low rate to minimise grid impacts, the system’s peak efficiency rate, or a high rate
to minimise charging time.
With regard to termination of grid charging, if the battery is fully charged from
the grid during, for example, a low priced overnight period before a sunny day, then
the battery will not have the capacity to store excess PV generation. This will result in
the battery system providing sub-optimal financial results for the owner. Alternatively,
if the grid charging mode is entirely prevented, then during winter periods when PV
generation is low and household load is high, the battery may not offer any energy for
extended periods and certainly not for the daily cycling for which it is intended. A
method of optimising this charge quantity based on an approximate PV generation
forecast is described in Section 4.3.
As in the MILP optimisation, there are constraints on both the power ratings of the
BESS, as well as the SOC of the battery, which are enforced in the rule-based method.
The charge or discharge power is restricted by the rating of the battery irrespective of
the operation recommended by the decision tree. Any difference is made up by grid
import or export to ensure the power balance equation is satisfied.
Equally, if the decision would result in the battery exceeding the SOC limits at
the end of the present time step, then the charge or discharge power is reduced so that
SOC constraints will not be violated. This recalculation takes into account the same
efficiency function as the MILP method Section 3.1.1. This means that the charge or
discharge power is calculated so that the SOC is brought exactly to its limit at the end
of the time step. accounting for charge or discharge efficiency.
4.2 PRICING THRESHOLDS
Two distinct categories of energy pricing have been identified. These have been termed
known pricing and unknown pricing. Known pricing is when the prices are fixed and
known ahead of time, such as a fixed rate, or day/night pricing. This could also include
more complex TOU pricing, subject to it being a fixed pricing schedule. Conversely,
unknown pricing is not known ahead of time. The prime example is a pricing structure
where the spot price is passed onto consumers. Pricing structures containing real time
demand reflective components would also fall into the unknown pricing category.
The relevance of these two pricing structures is in the approach towards the battery
operation price thresholds. A known pricing structure allows for simple fixed thresholds
to be set, while an unknown pricing structure like spot pricing requires the definition of
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a dynamic threshold to cater to changes and trends over a longer timespan than the
daily battery cycling.
Known pricing can be allowed for with fixed thresholds. As long as there is sufficient
price differential, the operating methodology is to set the thresholds to allow charging
during low price periods and to restrict discharge to high price periods. In a two tiered
pricing structure, such as day/night pricing, the two thresholds reduce down to a single
threshold - the price is either high or it is low. Other multi-tiered pricing structures, such
as peak/shoulder/off-peak, allow for a differential between the two thresholds, which
creates a dead-band where the battery is commanded to neither charge nor discharge.
In the case of unknown pricing, such a spot pricing scenario, a fixed price threshold
may not be appropriate. This is due to the fact that daily cycling is desired from the
battery system, which a fixed threshold may not enable as spot pricing often displays
significant variation over time spans longer than a day. A fixed threshold would not
align well with seasonal variations in price in order to obtain daily cycling. As an
example of this, the half-hourly spot price at the ISL2201 node across the entirety of
the year 2012 is shown in Figure 4.2. This spot price data is used later in Section 6.2
which presents the results of both the MILP method and this rule-based method under
a spot pricing structure.
Figure 4.2 Half-hourly spot price at node ISL2201 for 2012.
A method has been developed in which the fixed threshold is replaced by a moving
average of the past week’s pricing in combination with a margin. Where the import
price at time step k is given by Pi(k), the moving average for the last n time periods at
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Pi(k − i). (4.1)
The price threshold below which the battery is charged, TC(k), is given by,
TC(k) = P̄i(k) · (1− α) (4.2)
where α ∈ [0, 1] is the margin. If the present price is less than the moving average minus
some definable margin then the battery will charge from the grid. The purpose of the
margin, α, is to create a dead band around the average price where the battery will
neither charge or discharge. The discharge threshold, the price above which the battery
system will discharge its stored energy, TD(k), is calculated as
TD(k) = P̄i(k) · (1 + α). (4.3)
The margin, α, can be tuned for a desired level of price arbitrage depending on the
objectives of the battery owners. If they desire to maximise short term gains, then α
could be a small value, meaning the battery management system attempts to exploit
minor variations in price. If the owner wants to reduce energy cycling, then α can be
increased so that only large price deviations from the average result in battery charge
or discharge operation.
4.3 PV GENERATION FORECAST
The objective of the rule-based model is to reduce the consumer’s electricity bill. Because,
in the cases considered in this thesis, the compensation for exporting power to the grid
is less than the cost of importing from the grid, this means the objectives are to firstly
maximise PV self-consumption, and secondly to create benefit from price differentials.
These objectives make many of the battery operation decisions readily apparent and
simple. The desired behaviour that is least clear is when the PV generation does not
exceed the household load and import prices are low. There is a desire to charge during
these low priced periods in order to be able to reduce consumption during higher priced
periods. A decision needs to be made as to what extent the battery is charged during
the low price periods. If no constraint is placed on the charging, then under a day/night
pricing structure, for example, the battery will charge fully overnight. This means there
is minimal capacity for any excess PV generation to be stored during the daylight period.
Such battery behaviour will impact financial savings, as the objective of increasing PV
self-consumption is not being met.
In the age of readily accessible data and the internet of things (IoT), a commer-
cially implemented battery management system could have access to a day-ahead PV
generation forecast to inform its decision making. This would allow the system to make
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use of low priced power for charging overnight when the day ahead is expected to have
low levels of excess PV generation. Similarly, if the day ahead is expected to have high
levels of PV generation, then overnight charging may not be utilised.
PV forecasts can be implemented with varying degrees of sophistication in numerous
ways. Of key interest is the quantity of excess PV generation above household load
rather than the gross generation. A forecast of the excess PV generation is more complex
than the gross generation because it also requires a forecast of household load. Instead, a
forecast of the gross PV generation, along with a consumer’s historical load information,
is used to make the charging decision. In the New Zealand context, it is reasonable to
assume that data regarding a consumer’s historical load will be available. Consumers’
smart meter usage data is required to be made available to consumers (or their agents)
by request under a 2014 amendment to the Electricity Industry Participation Code
[68]. This historical data would allow for configuration parameters of a BESS to be
set at the time of installation, which could then be improved over time as the battery
management system collects its own data.
For the purposes of this rule-based model, each day is classified as one of three
types: a good PV day, an average PV day, and a poor PV day. The intention is that
on a good PV day, prior to the daytime PV generation period, the system will not
undertake any grid charging. For an average PV day, the system may undertake some
grid charging but will maintain enough spare capacity to store the typical quantity of
excess PV energy. For a poor PV day where there is not expected to be any significant
quantity of excess PV generation, then no additional limit is put on grid charging. A
poor PV day is defined as one where the quantity of excess PV generation is less than
1 kWh, while a good PV day is defined as one where excess PV generation exceeds the
battery capacity.
Days are classified based on a forecast value of total energy generated for the
coming day, along with two thresholds which have been set for each household’s battery
management system. For this model, it assumed such a forecast is made available to the
battery management system. Given the age of smart and internet connected appliances,
this seems a reasonable assumption to make.
The relationship between gross and excess PV generation is approximated by fitting
a first order polynomial to the year’s worth of data for each household. This is shown
in Figure 4.3 for one example household. For each day of the year, the household’s
gross PV generation is plotted against the excess generation, where excess generation
is energy exported to the grid if there is no storage. From this fitted function the
gross generation for which excess generation is expected to be 1 kWh and 13.5 kWh are
identified. For this example household, it is expected that a forecast gross generation
of less than 2.6 kWh will result in an excess generation of less than 1 kWh, while a
forecast gross generation greater than 16.5 kWh will result in an excess generation
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greater than 13.5 kWh. Additionally, for all average PV days, the mean excess PV
generation is calculated. This mean value is used as the spare battery capacity which
must be preserved after any grid charging leading up to an average PV day.
Figure 4.3 Determining day type classification thresholds for an example household.
To summarise how this forecast is implemented in the modelling, for this example
household if the forecast gross PV generation for the next daylight period is less than
2.6 kWh then it is classified as a poor PV day. As a result of this, the maximum SOC
under grid charging is constrained to the full battery capacity of 13.5 kWh. If the
forecast generation is greater than 2.6 kWh but less than 16.5 kWh, it is classified as an
average day and the constraint is set to the capacity less the mean excess generation. If
the forecast is greater than 16.5 kWh then grid charging is prevented entirely.
4.4 THIRD PARTY CONTROL
The effect of BESSs on peak network loads is of particular interest to EDBs. These
effects include both the ability of battery systems to be leveraged to reduce peak network
loads, as well as peak loads being increased through a lack of charging diversity. One
possible method in which battery storage could be used to reduce peak loads is a
centralised control signalling system. This is much like existing ripple control switched
water heaters. With a centralised signalling scheme, an EDB (or other market player)
would provide a signal to households indicating that the BESSs should be used to reduce
the load the household presents to the network.
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This concept of using privately owned BESSs for network load management raises
some questions. Firstly, how effective is this centralised signalling at controlling and
reducing network peak loads? And secondly, if battery systems are being asked to
undertake behaviour for network load management, then what is the financial implication
of that behaviour for the battery system owner?
Under present, and potentially future, pricing structures, battery system owners
are not always incentivised to behave in a way that reduces system peaks. Even being
exposed to the market spot price does not necessarily incentivise consumer behaviour
that is beneficial at a local distribution network level. There are many factors that
contribute to spot prices, including generation costs, seasonal climatic conditions,
outages, locational pricing effects, transmission constraints, and security of supply
constraints [69]. Local distribution loads and constraints do not factor into spot prices,
while these are precisely the things which battery systems have the potential to reduce.
One option for achieving distribution network peak load reduction benefits from
battery systems would be a load reflective real time pricing component. In the New
Zealand case, distribution companies providing real time pricing signals to residential
consumers would be a large shift in operational paradigm. A second approach could
be signalling system peak load periods to battery management systems and requiring
them to discharge (if having suitable SOC) while that signal persists. In exchange,
consumers would be given a lower distribution charge. This could have the benefit of
being better understood by consumers, as it is very similar to controllable hot water
heating and ripple control signalling already operated by some distribution companies
in New Zealand.
This third party signalling method is implemented in the model by by defining a
vector, S, where S(k) is the power at which the battery system is being signalled to
reduce the household load by. Referring to Figure 4.1, the first decision point at time
step k can be seen to be that if it is a signalled period, meaning S(k) > 0, then take
the action required to reduce the load presented to the grid by S(k) if able to do so.
By conducting simulations using this rule-based model both with and without this
third party controlled discharge, the effect on aggregate network peak loads can be
assessed, as can the financial implications for the system owners. The following sections
detail how the signalled periods are identified and how battery behaviour is modified
under load reduction signalling.
4.4.1 Selection of Signalled Periods
The implementation of this control signalling in the rule-based method requires a
network load threshold to be set; this could be considered a target peak network load.
When the aggregate network load exceeds this threshold at any time step, it is deemed
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a signalled peak period. BESSs will then be signalled to reduce the load they present
to the network by a specific amount if they are able to do so.
There are two approaches that could be taken to determining this load threshold.
The first is simply setting it to a particular fixed value. The second is to identify a
target number of time steps, κ, to be signalled periods. For example, as discussed in
Section 2.3.2, Orion targets a total of 50-100 hours annually signalled as peak pricing
periods to general consumers. To convert this to a load threshold, the aggregate network
load is found with no third party control signalling. From this aggregate network
load, the top κ peak loads are identified and the κ + 1th peak can be taken as the
load threshold. This means that there would be κ time periods where peak signalling
was active with the intention of reducing the aggregate network load to the level of
the κ+ 1th peak. In reality, once BESSs respond to a signalled period, their storage
trajectory from that point forward is altered. This means the household loads presented
to the grid will differ from what was calculated originally with no control signalling.
As such the exact number of time steps which exceed the price threshold may differ
slightly from κ.
This results in a two-step modelling process. At each time step, the aggregate load
is found with no control signalling active. This is then compared to the threshold. If
it is less than the threshold, then calculation advances to the next step. If it exceeds
the threshold, then the quantity of load reduction to reduce the aggregate load down
to the threshold is calculated. The time step is then repeated with control signalling
active before continuing to the next time step. This two-step process exists because the
model must calculate the aggregate load rather than simply measure it as it would in a
practical implementation. This process is illustrated in Figure 4.4.
4.4.2 Battery System Behaviour when Signalled
This section outlines the behaviour undertaken by the BESSs when a load management
control signal is received. Recall that the signal received by the BESS is S(k), which
is the amount by which the system is being asked to reduce the load presented to the
grid by the household. The first step in reducing this load is to stop any charging that
would otherwise be occurring. A new value for the battery charging power X ′c(k) is
calculated to replace what charging power would be in the absence of a control signal
(xc(k)), such that:
x′c(k) =
xc(k)− S(k) if S(k) < xc(k)0 if S(k) ≥ xc(k). (4.4)

















Figure 4.4 Modelling process for a single time step in the presence of third party signalling.






From this, if further reduction is required, the quantity of battery discharge power,
x′d(k), can be calculated from what the discharge power, Xd(k), would otherwise be,
such that
x′d(k) = xd(k) + S′(k) subject to SOC and power contraints. (4.6)
With these new behaviours under control signalling found, new values for grid import/-
export are calculated, as is the battery’s SOC. Simulation then proceeds to the next
time step.
4.5 SUMMARY OF RULE-BASED MODEL
In contrast to the MILP method, which provides optimal day-ahead battery behaviour
and requires perfect foresight of household load and PV generation, the method presented
in this chapter is simple and implementable without relying on perfect foresight. Battery
operation decisions are made at each time step based on the current system state, along
with a simple and approximate PV generation forecast.
While there are improvements that could be made to the calculation of pricing
4.5 SUMMARY OF RULE-BASED MODEL 53
decision thresholds and sophistication that could be added to PV forecasting, this
method serves to put a lower bound on easily achievable financial benefits that can be
made from a BESS.
Additionally, this method allows exploration of centralised network load management
signalling schemes. The method can be used to assess the availability and efficacy of
privately owned BESSs to contribute to network peak load reduction. The financial
cost to battery system owners of engaging in these load management behaviours is also
able to be assessed.

Chapter 5
INPUT DATA AND CONSIDERATIONS
This chapter details the relevant considerations that must be made in order to produce
the results of Chapter 6 using the MILP method (Chapter 3) and the rule-based method
(Chapter 4). Firstly, consideration must be given to the input datasets which are used
for both household load and PV generation (Section 5.1). Secondly, consideration must
be given to how the MILP problem is actually solved, as well as ensuring that it is
solved in a reasonable time (Section 5.2).
5.1 INPUT DATA
There are two large datasets which are used to produce results for the example pricing
structures in Chapter 6. The first dataset is a collection of household smart meter
load measurements provided by an electricity retailer. The second dataset is solar PV
generation data based upon the solar irradiance data collected and kept by the National
Institute of Water and Atmospheric Research (NIWA). Additionally, spot price data
is obtained from the New Zealand Electricity Authority which for one of the pricing
structures considered in Chapter 6.
5.1.1 Household Load Data
The household load dataset is obtained from the smart meters of of 2212 households in
Christchurch, New Zealand. This data was provided to the GREEN Grid Project by an
electricity retailer. The dataset contains half hourly electricity consumption data for
each household for the year of 2012. This was a leap year, so there are 366 complete
days of data available.
Within the dataset, households are anonymised such that the only information
available for each household is whether the household is on a fixed rate pricing structure
or a day/night pricing structure, and the household’s energy consumption for each half
hour period of the year. Of the 2212 households, 31% are on the day/night pricing
structure while the remaining 69% are on the simple fixed rate pricing structure.
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The Electricity (Low Fixed Charge Tariff Option for Domestic Consumers) Regula-
tions 2004 require retailers to offer a low fixed charge tariff option. This requirement
benefits consumers who have electricity usage less than the average consumer. For
households in the lower South Island, the average user is defined as 9000 kWh annually,
while for the rest of the country it is 8000 kWh. The dataset has a mean annual usage
of 8241 kWh, which is less than the defined average consumer in the lower South Island.
Figure 5.1 shows the distribution of annual household electricity consumption with the
red line indicating the low user definition. 65% of the households in the dataset fall
into this low user category. This aligns with the Electricity Network Association’s 2018
estimate of 60% of households nationwide meeting the low user definition [70].
Figure 5.1 Distribution of annual household electricity consumption.
In the results presented in Chapter 6, there is no division of households into low use
and standard use categories with differing pricing structures. Instead they are treated
uniformly with a single pricing structure. The example cases presented in Chapter 6 are
chosen to highlight the application of the methods to different forms of pricing structure
and as such are already divorced from reality, because a single pricing structure is
applied to all households. The additional consideration of low fixed price structures
adds complexity without any particular benefit.
The intention of these regulations, when introduced by the Government in 2004 was
to “provide low-use consumers with a tariff option that is more equitable for low energy
usage and compatible with the Government’s energy-efficiency objectives” [71]. Recent
announcements from both major political parties in New Zealand, however, indicate
that there is support for the removal of this requirement for retailers to offer a low fixed
5.1 INPUT DATA 57
price option. Reasons for its removal are outlined in [72] which include that it:
• reduces costs only to some households in need,
• promotes inefficient choices for the adoption and use of new technologies, and
• increases complexity of pricing structures and adds to consumer confusion. This
makes it difficult for consumers to pick the best plan, which subsequently hampers
retail competition.
With the removal of the regulations requiring low fixed charge pricing structures expected
in the near future, it would be unwise and unnecessary to complicate the selection
of pricing structures to be used as examples with the inclusion of low fixed charge
pricing. The New Zealand electricity industry is undergoing a journey towards more cost
reflective pricing in which a low fixed charge tariff option appears unlikely to feature.
Figure 5.2 shows an example of the typical daily household load profile contained
in this dataset. This is synthesised from multiple load profiles as the conditions placed
upon the use of this dataset prevent the publication of any individual household’s data.
The load data is quantised to the nearest 100 W, which can be observed in the sample
load profile.
Figure 5.2 Example household load profile for one day.
5.1.2 PV Generation Data
The PV generation data is sourced from a large dataset which covers 16 regions of New
Zealand for a period of 15 years (2000-2015) at a time resolution of 10 minutes. The
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(a) Good PV Day (b) Poor PV Day
(c) Variable PV Day
Figure 5.3 Sample daily PV generation data.
results presented in this thesis use the data for the Canterbury region which contains
the city of Christchurch from which the household load data is sourced. The dataset
was generated as part of the GREEN Grid Project.
The initial data source is solar irradiance data collected by NIWA. This raw solar
irradiance data was then processed using the SoL model [73] to produce values for Watts
generated per Watt of installed capacity. The SoL model encompasses the processing
of irradiance data, decomposition and transposition of the irradiance onto the plane
of the PV array, converting the incident irradiance to generated power from the array
and inverter, and control of the resulting real and reactive AC power. There are a
number of assumptions that have been made in the preparation of this dataset. These
assumptions include that the PV arrays are North facing, that they have a tilt of 30°,
and that the PV modules are sized to the inverter with no over sizing. Three sample
days from this dataset are shown Figure 5.3. These show the per-unit PV generation
across the day for a good clear sky day, a poor day with low levels of generation, and a
day with highly variable generation.
In the case of a BESS such as a Tesla Powerwall, the fact that this PV data accounts
for inverter efficiency is not an issue due to a Tesla Powerwall being an AC-coupled
system. There are losses both in the PV inverter, which are accounted for in the PV
data, and then also losses in the BESS rectifying and charging, which are accounted
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for in the battery operation optimisation. For BESSs which are DC-coupled with PV
generation, more careful consideration would need to be given to the data and models
used.
As the chosen optimisation time step is 30 minutes but the PV dataset is at a 10
minute resolution, the PV data is downscaled to a resolution of 30 minutes. This is
calculated such that the integrated energy over each half hour period is equal under
both time resolutions.
5.1.3 Spot Price Data
Spot price data is obtained from the New Zealand Electricity Authority’s Electricity
Market Information (EMI) data source [74]. Half-hourly spot price data from the year
2012 is used in order to align with the household load and PV data.
The city of Christchurch is fed by two GXPs, Islington and Bromley. Islington is
the larger of the two, with three times the capacity and measured demand of Bromley
[75]. It is also often used as a reference node for the Mid-South Island region. For these
reasons, spot price data for year of 2012 from the ISL2201 node is used in order to align
temporally and spatially with the other data sources.
As was shown previously in Figure 4.2, there is significant volatility in the spot
price. The distribution of this spot price data is showing as Figure 5.4. The long tail
demonstrates the relative rarity of particularly high prices.
Figure 5.4 Distribution of half-hourly spot price at node ISL2201 for 2012.
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Spot prices in New Zealand, with the large proportion of hydro generation, display
different characteristics to those in a market dominated by thermal generation [76]. In
New Zealand spot price is largely driven by seasonal variation in hydro reservoir storage
levels. This results in seasonal pricing variations dependent on hydrological conditions.
In general this means higher prices in the late winter, and lower prices in early summer.
Thermal generation is used to maintain hydro storage levels, which is used to meet
peaks in a low cost way. This means that spot prices are not strongly correlated with
daily load peaks.
This lack of correlation is shown in Figure 5.5 which plots the aggregated demand
from the household load dataset against the spot price for each half-hour of 2012. While
there is a slight lower limit observable where the price is not typically below $0.05/kWh
for total demand greater than 4000 kW, there is such variation in the remainder that
there is no clear relation between the two variables.
Figure 5.5 Correlation of aggregated residential demand to half-hourly spot price at node ISL2201
for 2012.
The operation of residential BESSs is more concerned with daily cycling and intra-
day variations in pricing than long term seasonal variation. The correlation between
daily peaks in price and daily peaks in residential load is assessed in Figure 5.6. A
seven day moving average is taken of both aggregate load and spot price, and the
difference between the value at each half-hour and the moving average at that half-hour
is calculated. Positive values of load deviation indicate periods where load is above the
average, while negative values indicate periods where load is below the average. The
same applies to the price deviation. No clear relationship is observable; this shows that
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there is little correlation between daily price peaks and daily residential load peaks.
Figure 5.6 Correlation of aggregate load deviation from moving average to spot price deviation from
moving average.
5.2 SOLVING OF MILP PROBLEM
This section presents detail of how the MILP problem is solved within a practical
computation time. Data handling, pre-processing, MILP problem formulation, and
result processing and storage are handled by MATLAB. The actual solving of the MILP
problem is completed by IBM CPLEX, which is an advanced commercial optimisation
solver [77]. CPLEX is used largely with its default configuration values. The relative
gap tolerance is set to 0.2%. This means that the optimisation is stopped when a
feasible integer solution is found that falls within 0.2% of the best bounding solution.
As discussed in Section 5.2.1, the MILP problems cover a period of 2 days (96
time steps). These have a typical computation time of less than one second, however
there are a small number of cases that do not solve in such a short time. These cases
comprise less than 1% of the total number of optimisations required for the complete
2212 households spanning an entire year. In these cases, where the solve time exceeds
15 seconds, the relative gap tolerance is expanded to 2%.
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Table 5.1 Variation in computation time for different time spans.










5.2.1 Rolling Horizon Optimisation
The previously discussed LP and MILP problems have been formulated for the purpose
of optimising battery system operation over an entire year. An entire year is necessary
in order to fully capture the interplay of seasonal variations in PV generation and
household loads. To optimise an entire year at the desired half-hour resolution presents
a significant computational challenge. The time step chosen is 30 minutes, in order
to match both the household load data and the trading periods of the New Zealand
Electricity Market. This computational challenge is compounded by the desire for the
optimisation to be repeated for more than two thousand individual households.
The computational challenge is a recognised problem in the MILP optimisation of
energy systems, where both a short time period, to capture intra-day variation, and a
long time span, to capture inter-day and seasonal variations, are needed. While an LP
problem is a well understood and convex problem, adding integer constraints turns it
non-convex and NP-hard [78]. The computational burden grows exponentially with the
number of integer variables and rapidly becomes difficult to solve within a reasonable
time [79]. The increasing computation time is highlighted in Table 5.1. This shows the
variation in computation time depending on the number of days formulated into a single
optimisation problem, as well as the time that would be required to optimise an entire
year’s battery operation at that rate. The computation time increases significantly as
the problem size grows. It rapidly reaches a point where the computational burden is
too great to be repeated for the 2212 households in the dataset utilised in this thesis.
[80] recognises that there are two commonly applied approaches to reducing the
burden of a long time span energy system optimisation. The first is reducing the
problem to only optimise for a series of typical days which are found with some clustering
algorithm. The second common method is to use a rolling horizon approach to reduce
the computational complexity. Instead of solving a complex problem considering the
full time span, the problem is divided into smaller successive sub-problems which are
more easily solved.
When dividing a longer time span into shorter sub-problems, the boundary between
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these problems must be considered. As an example, take the constraint detailed in
Section 3.2.1.3 where the BESS SOC at the end of the optimisation period must be
equal to the SOC at the start of the optimisation period. If the optimisation period is
reduced from the entire year to a series of single days, then there is a fixed point in the
SOC profile every 24 hours. This can shift the battery behaviour from what its optimal
operation would be given a longer time span. In the rolling horizon technique, each
sub-interval comprises the time period to be solved, as well as an overhang which is
discarded and then solved in the successive sub-problem. This distancing of the end
constraint from the battery operation being saved serves to reduce its impact on the
final combined results. The overhang prevents each consecutive sub-problem from being
entirely independent of the others [81]. The battery SOC at the end of the saved period
is used as the initial condition for the next successive sub-problem. This rolling horizon








Figure 5.7 Simple diagram of rolling horizon technique.
For this thesis, each sub-problem is 2 days, or 96 half-hour trading periods, with
the saved length being 1 day, or 48 trading periods. Optimising for a time span less
than one day does not align well the the intended daily cycling of batteries, while
increasing to longer time spans creates a significant computational challenge. While it
is acknowledged that the MILP method is not a realistic implementable BESS control
algorithm due to its perfect foresight nature, the use of this rolling horizon approach
brings it closer in alignment to what a realistic method could be. The rolling horizon
technique reduces the impact of the perfect foresight nature of the MILP method.
Optimising an entire year as a single time span uses the full year-ahead household load
and PV generation information. A year-ahead forecast of either of these is unrealistic,
but by decomposing it into sub-problems, only 2-day-ahead household load and PV
generation is needed.
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5.3 IMPACTS OF EFFICIENCY MODEL ON BATTERY
OPERATION
As presented in Chapter 3, two different efficiency models have been developed. The
first has battery charge/discharge efficiency, and therefore losses, dependent entirely
on battery charge/discharge rate. The second has a constant standing loss component
alongside the rate dependent component. There are two aspects to be compared between
the two models. The first is the effect they have on the battery operation obtained, and
thus the load presented to the network. The second is the impact the efficiency model
has on the financial result (objective value).
It was hypothesised that the difference between these models in terms of the
objective value would be minimal as, though there is some variation between them,
they are based on the same published manufacturer data. Conversely, the impact on
the actual battery behaviour which leads to that objective function value could be
significant. This is particularly important to understand because it is not just the
financial results (objective function) that are of interest, but also the aggregated effect
of battery behaviour on distribution system loads.
The impact of the efficiency model on battery behaviour when charging during
an overnight low priced period is easily observable. Figure 5.8 shows the battery
charge/discharge operation for a single household for a single day under a day/night
pricing structure. The grey background indicates the low night pricing period. A
positive power value represents battery charging and a negative value represents battery
discharging.
Under the first efficiency model, the BESSs are incentivised to charge slowly across
a longer time period in order to reduce losses. While under the second efficiency model,
batteries are incentivised to charge at a more efficient, higher rate for a shorter period
of time. It is seen that under the first efficiency model, charging during the night period
is of a lower magnitude and longer duration than under the second efficiency model.
This highlights that the battery operation obtained with the LP/MILP methods
shows a significant sensitivity to the efficiency model used. While the difference in
energy cost to the household between the two efficiency models is 1.5% in this example,
when the effects are examined more widely it becomes apparent that the effect on the
financial results achieved by the optimisation are more than minor. Figure 5.9 shows
the difference in the achieved annual electricity bill for a sample of 100 households under
the two efficiency models.
This difference is attributed to the assumptions made in choosing the values for the
efficiency models (Section 3.1.1). In general, the battery charge/discharge operations
observed are less than the 3.3 kW value of greatest efficiency. This makes the second
model consistently less efficient than the first, producing a difference in the financial
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Figure 5.8 Variation in battery charge/discharge operation for a single household and single day
under the two efficiency models.
Figure 5.9 Increase to annual electricity bill from efficiency model 1 to efficiency model 2 for 100
households.
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results achieved by the optimisation method. As noted in Section 3.1.1, the assumptions
which lead to the efficiency values used are unverified, but appear plausible. Nevertheless,
the sensitivity of the results to the efficiency values used is demonstrated.
Not only does the difference between the two models cause changes in the battery
operation, but the actual values used for the efficiency curves have a direct effect on
battery behaviour during periods when there is increased freedom of battery operation.
During low priced grid charging operations, the charge rate under both models is affected
by the efficiency model. When considering the aggregated effect of BESSs on the peak
loads experienced by distribution networks, it is important that the charging operation
of these systems during low price periods is understood and modelled.
Chapter 6
RESULTS
In this chapter, three different pricing cases are presented to illustrate the use of the
modelling methodologies and highlight the metrics by which the results are analysed.
Between differing distribution charges amongst the 27 EDBs in New Zealand and
the many electricity retailers, there are hundreds, if not thousands, of potential pricing
structures that residential consumers could be subject to. The widespread nature of
advanced metering infrastructure in New Zealand allows for time varying tariff structures
from basic day/night pricing through to half-hourly spot pricing [82]. These pricing
structures can be broadly divided into either known pricing, or unknown pricing. Known
pricing refers to a fixed pricing structure where the price is known ahead of time. This
is sometimes known as a fixed price variable volume tariff. Unknown pricing refers to
pricing that varies in real time. This could be varying with the spot market or as a
factor of load or some other metric.
The first case chosen is a simple day/night pricing structure, which represents
an example of known pricing. The second case utilises spot price as an example of
unknown pricing. The third presents a peak/shoulder/off-peak pricing structure. This
is a structure which has been discussed widely in the New Zealand market as a method
of delivering more cost-reflective distribution pricing and has seen some uptake [83].
Additionally, it is expected that this pricing structure could improve the network peak
load reductions from BESSs due to shortening the time period at which battery discharge
is optimal compared to the day/night case.
These three pricing cases have a number of parameters which are held constant.
These are shown in Table 6.1.
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Table 6.1 Inputs common to all three pricing structures.
Variable Value
PV system size 3.5 kW
Maximum charge/discharge rate 5 kW
Maximum SOC 13.5 kWh
Minimum SOC 0 kWh
Battery efficiency Efficiency model 2 (Section 3.1.1.2)
Fixed charge rate for grid charging1 1 kW
The PV system size is chosen as 3.5 kW based on data published by the New Zealand
Electricity Authority. Over the period of August 2013 to December 2019, the average
capacity of a residential PV installation in New Zealand has fluctuated between 3.4 kW
and 3.8 kW, with a mean value of 3.5 kW [84]. The battery parameters are based upon
the second generation Tesla Powerwall system, which has a usable storage capacity of
13.5 kWh and a continuous power rating of 5 kW [9]. The Tesla Powerwall is chosen as
it is one of the best known home BESSs products in the market.
6.1 CASE 1 - KNOWN PRICING
The first pricing structure is used to demonstrate the application of the methodologies
to a pricing structure in which prices are fixed and known ahead of time. In this case a
day/night tariff is used. The parameters specific to this case are shown in Table 6.2.
The pricing parameters are based on a plan published by electricity retailer Meridian
Energy in February 2018 as an example of a day/night tariff available in Canterbury,
New Zealand.
Table 6.2 Case 1 - Known Pricing Inputs.
Variable Value
Day import price 27 c/kWh
Night import price 11 c/kWh
Export price 8 c/kWh
Night rate period 11pm-7am
In the following sections, the results of this pricing case are analysed and presented.
These include financial results for households and the effect on the aggregate load
experienced by the networks, as well as an exploration of the capability of the BESSs
to provide reductions to peak loads.
1Applicable to rule-based method only
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6.1.1 MILP Optimisation Method
The input parameters from Table 6.1 and Table 6.2 are applied to the MILP optimisation
method covered in Chapter 3. This section presents the output of the MILP optimisation
method, including both the financial benefits to households and the aggregated load
effects. This represents a one-day-ahead perfect foresight optimisation and indicates
the best savings that could be achieved without any consumer driven load shifting.
6.1.1.1 Household Benefits
This first set of results examine the financial benefits of the PV and battery systems
to households. This analysis of the financial benefits considers only the impact of the
PV generation and BESSs on the energy component of the household’s electricity bill;
it does not consider the CAPEX or OPEX associated with these systems. BESSs are
largely seen as an addition to a PV generation system and not something to be installed
stand-alone.
Distributions of the household annual energy costs for three scenarios are presented
in Figures 6.1 to 6.3. The first plot shows the annual energy cost of just the household
load, the second adds PV generation to the household load, and the third adds a battery
system alongside the PV generation.
Figure 6.1 Distribution of annual household energy cost incorporating only household load.
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Figure 6.2 Distribution of annual household energy cost incorporating household load and PV
generation.
Figure 6.3 Distribution of annual household energy cost incorporating household load, PV generation,
and battery storage systems.
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These results are summarised and compared in Figure 6.4 which shows the cost
distribution for the three scenarios. It can be seen that the annual energy costs decrease
with the addition of PV generation, and then decrease further with the addition of the
BESS.
Figure 6.4 Distributions of annual household energy costs under different scenarios. The extent of
the box represents the 25th percentile (q1) and 75th percentile (q3). The maximum bounds of the
whiskers are calculated as q3 + 1.5(q3 − q1) and q1 − 1.5(q3 − q1). Any values exceeding the whisker
maximum bounds are plotted as outliers.
A consumer considering investment in PV and battery systems is primarily concerned
with the financial savings these will bring: firstly the financial savings that can be
achieved by installing the PV generation, and secondly the savings that are achieved by
adding a battery storage system. The incremental savings of going from a traditional
load only household, to a household with PV generation system, to a household with
PV generation and battery storage are plotted in Figure 6.5.
The median annual saving from the installation of PV is $780, or a saving of 55%
of the annual energy cost. Installation of a battery system results in a further median
annual saving of $500. It can be seen from these results that the savings obtained
through installation of PV generation are greater than those achieved by adding a
battery system to an existing PV installation.
It should also be noted that there are some households in the dataset which achieve
close to no financial benefit from the installation of a battery system alongside their PV
generation. Further investigation into these cases shows that these are households in
the dataset with very low total annual energy consumption. With such low levels of
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load, PV generation nearly always exceeds household load and thus is exported. Given
that the pricing structure features a constant price for electricity exported to the grid,
there is little financial benefit from a battery storage system.
Figure 6.5 Distributions of annual household savings achieved through the installation of new
technologies.
Electric heating is present in 80% of private dwellings in New Zealand which makes
it the most popular form of space heating [85]. Considering this prevalence of electric
heating, as well as decreased PV generation during winter, it is expected that daily
energy costs will peak in winter and PV generation will contribute less to reducing
this than it might during the summer period. This is observed in Figure 6.6, which
shows the mean daily household energy cost across the year - both the raw daily energy
cost, as well as a smoothed trace. Note that with New Zealand being in the Southern
Hemisphere the winter season is in the middle of the year, between June and August.
The underlying household load case, in blue, shows a clear increase in cost (directly
related to energy volume) during the winter period. When PV is introduced (orange
trace), there are three observations to be made. The first is that volatility increases
substantially as a result of variations in PV generation combined with the variations
in household consumption. The second is that the mean daily cost decreases across
the year. The third is that the reduction in mean daily cost is significantly less during
winter. With the addition of the battery storage system, the mean daily cost reduces
further, as expected.
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Figure 6.6 Mean daily household energy cost across the year under different scenarios.
6.1.1.2 Network Effects
This section presents results on the network effects of the MILP model under day/night
pricing. In particular, the effect of PV and battery systems on network peak loads at
different penetration levels is examined.
At penetration levels less than 100%, the allocation of PV and battery systems to
households introduces an element of uncertainty. To quantify this, the random allocation
of systems to households is repeated a number of times to produce a distribution of
results. In this situation, the allocation of systems to households is repeated 500 times
and the top 100 aggregate load periods are identified for each allocation. This yields 500
distributions of 100 points each for each penetration level. It is important to describe the
spread of these distributions and the significance of the impact of a particular allocation
on the results. A method is needed to compare these distributions and identify if there is
significant variation between them. Analysis of peak reduction capabilities is simplified
if a single allocation of systems to households can be used.
One method for comparing the similarity between two distributions is the two
sample Kolmogorov-Smirnov test [86]. This test has the benefit of being non-parametric
and distribution free. This generality means that it can be applied to data irrespective of
its underlying distribution, unlike many other statistical tests which require the data to
be normally distributed. The two sample Kolmogorov-Smirnov test is a test of whether
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Table 6.3 Number of random allocations for which the null hypothesis is rejected by the Kolmogorov-
Smirnov test with 5% significance level for allocations with the minimum null hypothesis rejections.
Penetration level
Number of households 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 75%
50 4 40 35 50 85 125 133 138 123 131 40
100 0 2 6 13 32 76 109 118 94 89 30
200 0 0 0 1 8 37 52 54 42 37 0
400 0 0 0 0 1 4 10 9 8 9 0
600 0 0 0 0 0 0 0 0 0 0 0
800 0 0 0 0 0 0 0 0 0 0 0
1600 0 0 0 0 0 0 0 0 0 0 0
2212 0 0 0 0 0 0 0 0 0 0 0
two samples are likely to be from the same, not necessarily known, probability density
function, which is the null hypothesis (H0), or different probability density functions
which is the alternative hypothesis (H1). This test is implemented by performing a
calculation on the samples to produce a real scalar statistic, D, which is compared
against a published critical value. This critical value is a function of both the desired
confidence level and the sample size [87]. To find the test statistic, D, given the two
cumulative distribution functions of the samples, Fn1(x) and Fn2(x), the maximum




For a specified significance value and sample size, a critical value Dcrit is defined
for which the null hypothesis (that the two samples are from the same distribution) is
rejected if D > Dcrit [87].
In this case, however, there are not two samples but instead 500. Later results,
looking at the ability of BESSs to provide peak reduction services, are computationally
intensive and it would be prohibitively time consuming to repeat these calculations for
large numbers of allocations of systems to households. It is necessary to understand the
impacts of network size and penetration level on the variation of these distributions of
peaks.
In order to do this, the allocation which is most reflective of all 500 allocations is
found. To do this, each allocation has the Kolmogorov-Smirnov test performed against
each other allocation. From this, the allocation which has the fewest rejections of
the null hypothesis is identified. This is the allocation of systems to households that
produces aggregate load peaks significantly different to the least number of other random
allocations. For this chosen best allocation, the number of random allocations for which
the null hypothesis is rejected (at a 5% significance level) is shown in Table 6.3.
It can be seen that with a sample size of 600 or greater, there is sufficient diversity
such that a random allocation of PV generation and BESSs to households can be found
which is representative of all 500 random allocations, as determined by the Kolmogorov-
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Smirnov test to a 5% significance level. However, distribution networks commonly have
fewer than 100 households. A typical low voltage (LV) urban network in the Canterbury
region has 68 residential loads [88]. While choosing the most representative allocation
may work for aggregation at the medium voltage (MV) network level, for the smaller
LV networks , it is difficult to achieve a truly representative single allocation of PV and
battery systems. If analysis of small network sizes is desired, then a statistical approach
would need to be taken to capture the range of potential peak load impacts.
Continuing to assess the impact of BESSs on peak aggregate loads, it is necessary
to examine how peaks may change from a growing penetration of PV and battery
systems. Figure 6.7 shows the distributions of the single greatest half hourly load from
the aggregated dataset of 2212 households across the entire year. Note that penetration
levels of 0% and 100% are entirely deterministic and a single value is plotted rather
than a distribution. It is seen that penetration levels of up to 20% of households having
PV and battery systems causes a reduction in the peak aggregate load experienced by
the network. At a penetration level of 25% and above, the single peak load experienced
by the network in the year begins to increase. By 40%, it has exceeded the peak load of
the 0% penetration base case.
Figure 6.7 Distributions of single largest half-hourly aggregate load for differing penetration levels of
PV and battery technology.
Figure 6.8 shows the distributions of the reductions to the top 100 load peaks
experienced by the network as the penetration level increases. As the penetration
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Figure 6.8 Incremental peak reduction from natural battery behaviour.
level increases, where the peaks occur also shifts. For this reason, the reductions are
calculated from the top 100 peaks of the previous penetration level. This enables
an understanding of the penetration levels which serve to decrease the peak loads
experienced by a network, and the penetration at which the BESSs begin to cause
an increase in peak loads. A cumulative allocation of systems to households is used.
This means that as the penetration increases it is only the additional households that
are randomly sampled. Households that have already had a BESS allocated retain
that system. The cumulative allocation, rather than fully random allocation at each
penetration level, is important to reflect reality. Households with BESSs retain them
and new households are added as penetration grows. Failure to account for this results
in impractical results where growing penetration levels can result in apparent slight
increases in peak loads due to variation in households’ loads. The results presented here
are for a network with the full data set of 2212 households.
At penetration levels from 5% through to 25% there is largely a reduction across
all 100 of the measured peaks; that is to say that the growing penetration level causes a
decrease in the peak loads. Beginning at 15%, there are a small number of outlying
data points where the increasing penetration level causes an increase in a small number
of those top 100 peaks. As the penetration level increases further, these cases where
the increasing penetration causes an increase in peak loads become the majority.
It is not only the magnitude of system peaks that is of interest, but also their
timing. It is an exploration of this timing that provides the explanation for this observed
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increase in system peak load.
Figure 6.9 shows the distribution of the top 100 annual loads that result from one
specific allocation of systems to households. These 100 peaks are grouped by the month
in which they occur. As would be expected, these top 100 half hourly loads occur during
winter months at all penetration levels.
Figure 6.9 Number of top 100 half-hourly network aggregated loads occurring by month under
different penetration levels.
Figure 6.10 clarifies the maximum system load increases between a penetration
level of 25% and 50%. This plot takes the same 100 peak half hours from Figure 6.9 and
groups them by time of day rather than month. The New Zealand electricity system is a
winter evening peaking system and, as expected the peaks in the “household load only”
data generally occur during trading periods 35 to 40, which correlates to 6:00pm-9:00pm.
This pattern remains similar for low penetration levels, however at 25% penetration
there is a change. At 25% penetration it is observed that these peak half hours are
split between the traditional evening period of 6:00pm - 9:00pm, and also 11:00pm -
12:00am, and 6:00am - 7:00am.
These new time periods correlate to the start and end of the low night tariff period.
The traditional load peaks have been surpassed by battery charging during low priced
periods. It is an artefact of the MILP solver that these are clustered around the start
and end of that low tariff period. In reality, there is no financial benefit to the consumer
whether that battery begins charging when the low price period begins at 11:00pm, or
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whether it begins later in the night, as long as it has reached the desired state of charge
by the end of the low price period. As previously discussed in Section 3.1.1, the efficiency
model used in the MILP optimisation has a peak charging efficiency at a charge rate of
3.3 kW. This charge rate would completely charge the battery in approximately 4 hours,
so there is the potential for a control algorithm to shift charging within the 8 hour low
price period to create a better diversity of charging load presented to the network with
minimal impact on the consumers. These results do, however, serve to illustrate that at
high penetration levels with uncoordinated or uncontrolled charging, battery systems
have the potential to increase network peak loads rather than provide any of the desired
peak reduction benefits.
Figure 6.10 Number of top 100 half-hourly network aggregated loads occurring in a trading period
under different penetration levels, demonstrating a shift of the peaks to low priced overnight period.
6.1.2 Rule-based
This section presents the results for the same pricing case (Section 6.1) but applying the
rule-based methodology and compares the results with those from the MILP method.
This provides a more realistic assessment of consumer benefits and network effects, as
perfect foresight is not achievable.
The distributions of annual costs with just load and PV are not repeated, as they
are unchanged from those previously shown (Section 6.1.1.1). Figure 6.11 presents
the distribution of annual household energy costs with load, PV, and battery storage
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included.
Figure 6.11 Distribution of annual household energy cost with PV and batteries under the rule-based
control method.
As can be observed in Figure 6.12, the rule-based method yields slightly higher
household annual energy costs than the MILP method with its inherent perfect foresight.
That is to say, the results are as expected where the rule-based method is slightly
sub-optimal.
This slight sub-optimality of the rule-based method can also be observed in Fig-
ure 6.13, where the mean daily energy cost under the rule-based method is seen to be
above that of the MILP method.
Figure 6.14 shows the distribution of percentage decrease in annual savings between
the MILP method and the rule-based method as a measure of how close to optimal
the rule-based method results are. This is calculated as the saving under the MILP
method less the saving under the rule-based method divided by the saving under the
MILP method. The median difference in savings is 8%, which seems reasonable going
from a case where there is perfect foresight of both load and PV generation, to a case
where load is unknown and PV is a coarse forecast. It would also be expected that
a commercial battery system controller could add more intelligence to the rules used,
however this serves to show that a simple set of rules achieves close to the optimal
result.
As with the MILP method, another area of interest is the effect of increasing
penetration levels on the load peaks experienced by the distribution network. As before,
the variation in top 100 peak loads is assessed with various random allocations of PV
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Figure 6.12 Distribution of annual household energy costs under different scenarios and both battery
control methods.
Figure 6.13 Smoothed mean daily energy cost across the year under different scenarios including
rule-based control.
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Figure 6.14 Percentage decrease in annual saving from perfect foresight MILP to rule-based control.
Table 6.4 Number of random allocations for which the null hypothesis is rejected by the Kolmogorov-
Smirnov test with 5% significance level for the allocation with the minimum null hypothesis rejections.
Penetration Level
Number of Households 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 75%
50 0 0 0 0 0 0 0 0 0 0 1
100 0 0 0 0 0 0 0 0 1 0 0
200 0 0 0 0 0 0 0 0 0 0 0
400 0 0 0 0 0 0 0 0 0 0 0
600 0 0 0 0 0 0 0 0 0 0 0
800 0 0 0 0 0 0 0 0 0 0 0
1600 0 0 0 0 0 0 0 0 0 0 0
2212 0 0 0 0 0 0 0 0 0 0 0
and BESSs to households. The assessment methodology, using the Kolmogorov-Smirnov
test, remains the same as previously discussed for the MILP case (Section 6.1.1.2). The
results of this are shown in Table 6.4.
There are only two combinations of sample size and penetration level in which
the most representative random allocation causes the null hypothesis to be rejected
at the 5% significance level for any of the 499 other random allocations. In these
two combinations, there is only one rejection. To be clear, in each combination of
penetration level and sample size, there are distributions of top 100 network peaks which
are statistically significantly different from each other. For all but two combinations,
however, there exists at least one random allocation which produces a distribution
of top 100 peaks loads that is not significantly different from all 499 other random
allocations. This is chosen as the representative allocation and used in further analysis.
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These Kolmogorov-Smirnov results differ significantly from those in the MILP case and
show that there is less variability in the effect on network peak loads dependent on
system allocation in the rule-based method. This aligns with all households following
the same rules, and so there is less variance in battery behaviour between households
when compared with the perfect foresight MILP method.
The effect of varying penetration rates on the annual highest peak load is shown in
Figure 6.15. In comparison to the MILP control method (Figure 6.7), it is seen that
the increase in peak load at 50% penetration is a decrease under the rule-based method,
and at 100% penetration the increase is of a much smaller magnitude. This is due to
the decreased low price charge rate. In the MILP case, when charging from the grid
during low priced periods, the batteries will charge at their most efficient charge rate
(3.3 kW), which creates significant network load. Under the rule-based method, the grid
charge rate was set at 1 kW, which significantly lowers the grid impact.
Figure 6.15 Distributions of single greatest aggregate load for all 2212 households with 500 allocations
of systems to households at each penetration level.
Also of interest is not what a certain penetration of BESSs will do to the peak loads
experienced by a network without BESSs, but instead the incremental changes in peak
loads as penetration levels gradually increase. This incremental impact of network peak
loads is shown in Figure 6.16.
At low penetration levels, it is seen that the peak reduction is at or very near zero,
for half of the identified peaks. Beginning at a penetration of 25%, there are one or two
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Figure 6.16 Incremental peak reduction of top 100 peaks of the previous penetration level with no
third party control.
outlying data points which show a negative reduction (an increase), in load. Further
investigation reveals that these peaks occur during night rate hours, when some charging
is taking place causing the increase.
The first significant change is seen with the step from 45% to 50% penetration, as
peaks from BESS charging begin to overtake typical evening peak loads. This trend
continues for the shift from 50% to 75% penetration which, though it appears dramatic,
is simply a scaled response similar to those before, but five times greater because of the
increment of 25% compared to the previous 5% increments.
Another significant change is observed with the increment from a penetration level
of 75% to 100%. At a penetration level of 75%, over half of the top 100 peaks experience
a decrease, while at 100% all but a few outliers experience a considerable increase in
magnitude. If this low price period charge rate was not limited to 1 kW, such as with
the MILP where the most efficient charge rate was 3.3 kW, then this point of change
would occur at lower penetration levels, and would also be of greater magnitude.
6.1.3 Third Party Control
Another key area of interest is the use of these home battery systems to provide peak
reduction services to a distribution network. The analysis of battery system capability
to provide these peak reduction services can be divided into two parts. The first assesses
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the power reduction which is available at any particular time independently of any
response actually being dispatched.1 The second examines the response achieved for
a given signalling and control method, along with the financial implications for the
system owner.
6.1.3.1 Available Reduction
In order to identify the peak reduction capability, it is first determined whether aggregate
load, at that time step, is positive or negative. Then, the capability of battery systems
to move that aggregate load toward zero is calculated. For time steps where aggregate
load is positive, this means household grid import is minimised (and export maximised)
within the constraints of the battery system. In order to achieve this, any battery
charging activity is halted and battery discharge at the maximum rate possible within
the constraints of the battery system is calculated. The effect of this is that in cases
where the battery would otherwise be charging, the achievable reduction by a single
household can be in excess of the discharge that is possible from the battery.
For time steps where there is an excess of PV generation and thus negative aggregate
load, the desired objective is increased consumption. This means stopping any battery
discharge and charging at the maximum rate permitted by the constraints on the battery
system.
Figure 6.17 shows how the available power reduction varies with aggregate load for
the case of 100% penetration of PV and BESS in a network of 2212 households. The
trends and behaviours observed here are also displayed, albeit more subtly, at lower
penetration levels (Appendix A.1).
At negative values of aggregate load, that is when household load is low and
PV generation is high, the available reduction power decreases with increasing load
magnitude. This follows logic; it is preferable that PV generation is used for meeting
household load and charging battery systems. It is only excess power beyond these
needs that is exported to the grid. The fact that aggregate load is negative means there
is excess PV generation that is not needed to meet household load and which cannot
be utilised for battery charging because batteries are already fully charged. If battery
SOC is already constrained, then they are unable to be used to increase consumption
and reduce the negative aggregate load.
This behaviour is confirmed by examining the plots of aggregate load against
charging power and total stored energy, Figure 6.18 and Figure 6.19 respectively.
Looking first at the total charging power (Figure 6.18), as the magnitude of the negative
aggregate load increases (greater net export from households), the total charging power
decreases. Considering that there is a dependency between the two, this makes sense.
1Reduction is defined as a reduction in magnitude of a power flow. That is, a reduction in aggregate
load is a shift towards zero.
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Figure 6.17 Total aggregate load against available reduction capacity for a network of 2212 households
with 100% PV and BESS penetration level.
Aggregate load depends on household load, PV generation, and battery behaviour.
If batteries are being charged, they are either consuming PV generation that would
otherwise be exported or they are being charged with power imported from the grid,
both of which increase the total aggregate load. High levels of negative aggregate load
require either high levels of excess PV generation or battery discharge, which align with
low levels of charging power.
Equally, at those points of greatest excess PV generation, total stored energy
(Figure 6.19) is at, or near, its maximum possible value of 29.8 MWh. Under this pricing
structure, it is preferable to use excess PV generation to charge the battery rather than
exporting it to the grid. As such, the greatest values of negative aggregate load are only
seen when storage capacity is full.
Returning back to Figure 6.17, there is a strong clustering around the 0 kW aggregate
load where a significant range of reduction powers are available. That means there are
many time periods where the available reduction power is in excess of what is required
to reduce the aggregate load to zero. As expected, however, during daytime pricing, as
aggregate load increases, the available reduction power decreases. At periods of greater
load, more battery discharge capacity is committed to meeting household load, meaning
less is available for reduction. The timing of when these top aggregate loads occur
is also a factor – they are winter evening peaks, and the extreme values are likely to
occur on days of poor weather with low PV generation. This means batteries will have
used what energy they do have earlier in the day, leaving little for peak reduction in
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Figure 6.18 Total aggregate load against total charging power for the dataset of 2212 households
with 100% PV and BESS penetration level.
Figure 6.19 Total aggregate load against total stored energy for a network of 2212 households with
100% PV and BESS penetration level.
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the evenings. This is confirmed in Figure 6.19, which shows that total stored energy
decreases with increasing aggregate load.
The final aspect in Figure 6.17 is related to the night rate data (blue). Night
charging occurs from the grid at a fixed rate. In this example it was set at 1 kW.
The available reduction reaches a maximum of 13 272 kW. This correlates to 6 kW of
reduction for each of the 2212 households. This 6 kW comprises of 1 kW of charging
that is stopped and discharging at the maximum rate of 5 kW.
It can also be observed that a strong cluster of night rate points exists where
available reduction increases with aggregate load. Again, this is logical when considering
that both available reduction power and aggregated load have a component dependent
on charging power.
What can be drawn from these results is that the operation of BESSs under a
day/night tariff results in battery behaviour where the capacity to reduce aggregate
network load over and above any natural reduction from normal operational strategy is
lowest at the time it would be most needed. These periods of peak load, the highest
aggregate network loads, occur when BESSs are not discharging; not because it isn’t
economically prudent for them to do so, but because they do not have the stored energy
to be able to do so.
6.1.3.2 Sufficiency of Stored Energy to Meet Peak Reduction Require-
ments
There are both technical and financial incentives for EDBs to control peak loads on their
networks. As discussed in Section 2.3.2, the EDB Orion, from which this household load
data is taken, targets the very top peak loads of the year through peak signalling. This
section revolves around the premise that it is desirable to utilise the peak reduction
capability (if any) of BESSs to reduce the top 100 half-hourly annual loads to the level
of the 101st half-hour. This section analyses the reduction power available from BESSs
specifically at the times of the top 100 aggregate load peaks in the year.
In order to do this, for each penetration level both the top 100 half-hour aggregate
loads and the reduction required to reduce that load to the level of the 101st peak are
identified. This required reduction can then be compared to the available reduction
power and thus a decision of sufficiency is made. As before, these results are presented
for one particular allocation of systems to households.
These results are binned by required reduction and presented as two bars for each
bin; one bar shows the number of half-hours for which the required reduction falls
within the range of that bin, and the second shows the number of half-hours for which
there is sufficient reduction capacity for the peaks that fall in that bin.
Figure 6.20 shows these results for a 5% BESS penetration level. 47 of the top
100 peaks require a reduction between 0 kW to 200 kW to bring them to the level of
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Figure 6.20 Sufficiency of available reduction power to meet required reduction to reduce the top
100 peaks to level of 101st peak for 5% penetration level in a network of 2212 households.
the 101st peak. There is sufficient reduction capacity during only 23 of those half-hour
periods. The remaining 53 peak loads require a reduction of between 200 kW to 800 kW,
and it is shown that there is not sufficient reduction capacity for these cases.
As the penetration levels increase, there is an increase in the number of half-hours
for which there is sufficient reduction capacity. For example by 25% penetration
(Figure 6.21), there are 88 half hours where there is sufficient capacity. However for the
half-hours that require the greatest reductions, there is insufficient capacity to meet
those requirements.
At high penetration levels, such as 100%, there is sufficient reduction capacity for
all 100 half-hours. This is because these peaks are caused by low priced night charging,
and thus are able to be reduced by not charging. The required reduction capacity is
not dependent on battery SOC.
6.1.3.3 Effectiveness of Peak Reduction Signalling
This section examines how effectively network peak loads could be reduced if the
BESSs are signalled to discharge at a specified rate. There are many approaches that
could be taken when determining the discharge behaviour that is signalled to battery
systems. This could include dividing the desired load reduction evenly amongst all
battery systems in the network and signalling each system to provide its fair share of
load reduction. A downside to this approach is that if any battery system is unable to
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Figure 6.21 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 25% penetration level in a network of 2212 households.
behave as requested due to SOC or power constraints, then the desired response will not
be achieved. Alternative approaches could include increasing the requested response by
a scaling factor to account for some portion of battery systems being unable to respond,
or instead requesting battery systems to provide their maximum possible response.
The previous section has shown that there are many instances of peak aggregate
load where there is insufficient capacity to provide the desired peak reduction. However,
this is demonstrative of the potential and is not comparable to the effective response
achieved. The earlier section examines each time period individually for the potential
reduction, without any reduction behaviour actually taking place. When the battery
operation is changed by responding to a peak reduction signal, this alters the battery’s
SOC trajectory from that point forward.
As before, the goal is to reduce the top 100 aggregate load peaks to the level of the
101st peak. However, because responding to control signals influences all future battery
system behaviour, the top 100 load peaks cannot be identified ahead of time. Instead,
the 101st load peak is identified when there is no third party signalling present and this
is used as a proxy for the target network load peak. Then, with third party signalling
enabled, if the aggregate load exceeds this identified target value, the control signal is
sent. This means that the actual number of controlled periods in the year may differ
from the target 100.
This analysis considers two signalling methods. The first is where desired response
is split evenly between the battery systems. This is shown to be largely ineffective in
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producing the desired results. The second is where each battery system is signalled to
provide a reduction of significantly more than its fair share, in this case by multiplying
by a factor of ten. It is recognised that for battery systems able to respond, this will
cause a greater deviation from their natural behaviour and therefore impose a greater
cost on the system owner. These financial implications are quantified in the following
sections. This approach serves to explore the types of response that can be achieved
under different signalling methods.
Figure 6.22 plots the required reduction against the achieved reduction for the 103
periods in which peak reduction behaviour was evenly signalled with a penetration
level of 5%. There are 103 periods because that is the number of times that the set
load threshold is exceeded (Section 4.4.1). It can be seen that in all cases, the achieved
reduction is significantly less than that required to reduce the aggregate load to its
target value. In the worst cases, 0% of the required reduction is achieved, through to
50% in the best cases.
Figure 6.22 Desired reduction against achieved reduction for a network of 2212 households with a
5% penetration level and desired response being evenly divided between battery systems.
In comparison, when the magnitude of the required reduction is increased to ten
times that required to reduce the aggregate load to the target, the desired response
is achieved for 14 periods. As before, this scaled signalling is divided evenly between
the battery systems. These 14 periods are, however, some of the smallest required
reductions. None of the largest peaks are reduced at all. This is shown in Figure 6.23.
This same analysis is repeated for a penetration level of 50% and shown in Figure 6.24.
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Figure 6.23 Desired reduction against achieved reduction for a network of 2212 households with a
5% penetration level and desired response being scaled by a factor of 10.
In this case, there are 108 periods in which load reduction signalling occurs. There
are two clear sections to these results. The first is a series of points on a line with a
gradient of 1 through the origin which corresponds to 100% of the desired response
being achieved. These are points at which the peak load is the result of the battery
charging behaviour, and as such the required response is achieved through changing
charging behaviour and is not dependent on battery SOC. The second is a much lower
clustering of points where the achieved response does not exceed 100 kW, with up to
800 kW being required. These are cases where it is not battery charging but instead
household load that is contributing to the peak. As such, battery SOC and power
constraints factor into the ability of these systems to respond as signalled.
At a penetration level of 100%, the desired reduction is achieved in every case. This
is because all instances of the network maximum load target being exceeded are caused
by low price period grid charging of batteries.
6.1.3.4 Economic Implications of Third Party Control
The other area of interest is the economic implications of third party control. These
vary with the penetration level. Engaging in peak reduction behaviour shifts battery
operation away from what may be financially optimal for the households. These increases
in annual energy cost, for the signalling method where desired reduction is divided
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Figure 6.24 Desired reduction against achieved reduction for a network of 2212 households with a
50% penetration level and desired response being evenly divided between battery systems.
evenly between between battery systems, are quantified in Figure 6.25.
Figure 6.25 Annual costs to BESS system owners of allowing third party peak reduction signalling.
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Where the network load peaks are caused by household demand and not battery
charging, the lower the penetration level, the more each battery is being signalled to
provide. This causes greater deviation from its natural behaviour, which is reflected
in the cost to the owner. Note that the maximum annual cost is less than $8. As
penetration levels increase, the magnitude of response required from each battery is less
and the response can be achieved through charging behaviour. As such, the cost of this
behaviour decreases with increasing penetration. The relatively minor cost of the third
party control is expected, as only 0.6% of all half-hour periods are being signalled as
peak periods.
6.1.4 Summary of Day/Night Pricing
Under day/night pricing, the biggest financial saving to consumers comes from the
installation of a PV generation system, with the median annual saving being $780.
Under the MILP control method, the addition of a BESS to the PV system results in a
further saving, with a median value of $500. It is noted that similar to like household
loads, the savings that can be achieved vary significantly.
With respect to the effect on the aggregated network loads, at low penetration
levels, small decreases in network peaks are observed. At penetration levels greater
than 25%, some of the traditional evening peaks are surpassed by battery charging
activity during low priced night periods. For penetration levels less than 100%, there is
a non-deterministic element to the results from the allocation of the PV generation and
BESS to households. With the complete dataset of 2212 households, there is enough
diversity such that a particular allocation causes insignificant variation in the top 100
half-hourly loads experienced by the network.
The rules-based method is compared with the perfect foresight MILP method and
shown to produce, on average, a reduction in savings of 7.6%. This puts a small bound
between savings achievable by a modern smart battery management system and the
idealised maximum possible savings.
The effect of rules-based battery system operation on network peak loads is analysed
in detail and it is shown that, without additional peak reduction control, there are only
minimal reductions across the top 100 peak half hour loads of the year. Additionally, it
is shown that not only is there minimum peak reduction from the batteries operating
according to their own rules, this operation results in a behaviour where there is minimal
capacity to reduce loads at peak times, even with some form of a third party peak
control.
Two methods of signalling desired peak reduction behaviour to the battery systems
are identified. The key result is that there is limited potential for BESSs to provide
meaningful peak reduction services to a network under the two control methods when
the peak loads are not caused by battery charging. Where the peak loads are caused
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by battery charging from the grid, there is scope for these peaks to be mitigated with
insignificant financial implication to the system owners.
6.2 CASE 2 - UNKNOWN PRICING
The second pricing case is one of unknown pricing, where pricing varies between trading
periods and this variation is not known ahead of time. In this case, a spot pricing
plan of New Zealand electricity retailer Flick Electric is used. The MILP has perfect
foresight of this spot price data.
In this plan, a household in Christchurch is charged a fee plus the spot price for
energy they consume. The fees cover network charges, metering charges, the Electricity
Authority levy, and Flick Electric’s charges. The fee is 17.282 c/kWh for peak times and
3.771 c/kWh for off-peak periods for customers connected to the Orion network [89].
Under Flick Electric’s generator trial, the consumer is paid the spot price for any
energy they export without any additional fees. However, this is subject to change
at the end of the trial as it moves into a standard pricing product [90]. This pricing
structure is summarised in Table 6.5.
Table 6.5 Case 2 - Unknown Pricing Inputs
Variable Value
Import price Spot price + fees
Export price Spot Price
Off-peak time 11pm-7am
Peak time 7am - 11pm
6.2.1 MILP Optimisation Method
Similar to the day/night tariff structure, the common inputs of Table 6.1 and the
pricing case specific inputs of Table 6.5 are applied. The following results show both the
financial benefits to households and aggregated network effects for this one-day-ahead
perfect foresight optimisation.
6.2.1.1 Household Benefits
The distribution of annual household energy costs under the three scenarios of load
only; load and PV generation; and load, PV generation, and battery systems is shown
in Figure 6.26. The median annual energy cost for meeting household load is $1500,
which reduces to $800 with the installation of PV generation. This median cost reduces
further, to $350, with the addition of BESSs.
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Figure 6.26 Distributions of annual household energy costs under spot pricing.
These costs are presented instead as incremental savings in Figure 6.27. This
shows a median annual saving from the installation of PV generation of $700, with an
additional $450 saved by the inclusion of a battery system.
Figure 6.27 Incremental savings under spot pricing.
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The examination of daily energy costs across the year, in Figure 6.28, shows that
daily costs peak in winter, as is expected. Comparing the raw data and the smoothed
data it can be seen that there is significant short time period variability. Of particular
note is the large spike at the point with the highest cost, the full magnitude of which is
hidden by the smoothing.
Figure 6.28 Mean daily household energy cost under spot pricing.
6.2.1.2 Network Effects
This section presents the effects of PV and battery systems operating under the spot
pricing structure on the distribution networks. As before, the Kolmogorov-Smirnov test
is used to assess the effects of the allocation of systems to households on the top 100
annual peak aggregate loads experienced by a network. The results of this are shown in
Table 6.6.
For all but four combinations of number of households and penetration level, there
exists an allocation of systems to households that does not significantly differ from all
others. In small networks sizes of 50 and 100 households with penetration levels of 10%
and 15%, the most representative allocation fails the Kolmogorov-Smirnov test for one
other allocation. This shows that the impact of battery systems on top 100 half-hourly
loads is much less dependent on system allocation for this spot price case compared to
the day/night rate case.
6.2 CASE 2 - UNKNOWN PRICING 97
Table 6.6 Number of random allocations for which the null hypothesis is rejected by the Kolmogorov-
Smirnov test with 5% significance level for the allocation with the minimum null hypothesis rejections.
Penetration Level
Number of Households 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 75%
50 0 1 1 0 0 0 0 0 0 0 0
100 0 1 1 0 0 0 0 0 0 0 0
200 0 0 0 0 0 0 0 0 0 0 0
400 0 0 0 0 0 0 0 0 0 0 0
600 0 0 0 0 0 0 0 0 0 0 0
800 0 0 0 0 0 0 0 0 0 0 0
1600 0 0 0 0 0 0 0 0 0 0 0
2212 0 0 0 0 0 0 0 0 0 0 0
This behaviour is also further observed in the distribution of the single greatest an-
nual network load peak of all 2212 households across different penetrations (Figure 6.29).
As the allocation of systems to households is entirely deterministic at penetration
levels of 0% and 100%, these are represented by single data points. However, at all
other penetration levels there is minimal spread of the magnitude of this peak load.
Spot price, with its significant variability, becomes the dominating factor in battery
system behaviour at the time of peak load, rather than household load, resulting in the
small spread seen within the distributions. The peak load experienced by the network
decreases for a penetration level of 5%; beyond this, however, an increase in peak load is
observed. This highlights a poor correlation between peak residential electricity demand
and spot price.
Figure 6.30 looks at the effects on network peak loads with increasing penetration
levels. As covered previously for the day/night pricing case, due to the change in load
profiles caused by the increasing numbers of PV and battery systems, the timing of
the top 100 peak loads will change. As such, for each penetration level, the reduction
is calculated against the top 100 trading periods of the prior penetration level. For
penetration levels of 5% and 10%, there is a reduction in the magnitude of the majority
of the top 100 peak loads. For penetration greater than 10%, however, an increase is
seen for most, if not all, of the top 100 peak loads.
In terms of the timing of the top 100 peak loads, there are small changes in both
the time in the year and day as penetration levels increase. At low penetration levels,
the peak loads occur in June and July, while at higher penetration levels some shift
earlier in the year, to May. With regards to time of day, increasing numbers of peaks
are seen in the morning between 8:00am and 10:00am, as well as some occurring in late
evening between 10:00pm and midnight, for higher penetration levels.
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Figure 6.29 Distribution of single largest half-hourly aggregate load for differing penetration levels
of PV and battery technology.
Figure 6.30 Incremental peak reduction from natural battery behaviour.
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6.2.2 Rule-based
This section compares the results obtained using the MILP method (Section 6.2.1), to
the results obtained using the rule-based method. This highlights some of the challenges
created by highly variable pricing.
The difference in annual household energy costs between the MILP method and the
rule-based method is highlighted in Figure 6.31. This shows that the rule-based method
yields higher annual energy costs than the MILP method due to its sub-optimality and
lack of perfect foresight. It does, however, provide savings beyond those achieved by
PV generation alone.
Figure 6.31 Distribution of annual household energy costs under different scenarios and both battery
control methods.
The volatility of the spot price data can be observed from the mean daily household
energy cost under the three system configurations shown in Figure 6.32. There is
significant spread in the raw data around the smoothed lines. Also, there are short time
periods when the mean cost of a system including a battery is greater than a system
with PV only. That is, there are days where the average household will spend more
on energy because they have a battery system than they would without it. This is
seen most prominently in days 150 to 153. Further investigation shows that a period
of relatively high spot prices preceded this period, which means that the seven day
moving average price threshold lies right around the average daytime price when this
odd phenomenon occurs. This results in battery discharge only in the evening, which is
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followed by cost incurred by overnight charging, and high levels of excess PV generation
the following day.
Figure 6.32 Mean daily energy cost across the year under spot pricing with the rule-based method.
The degree by which the rules-based method differs from the MILP method is
shown as the percentage decrease in annual household savings from the MILP method
to the rule-based method in Figure 6.33. The median reduction in annual savings is
20% when compared with 8% for the day/night pricing structure. This highlights the
complexity and challenge of designing simple battery operation rules under such volatile
pricing.
Next to be considered are the network effects that result from this rule-based
battery behaviour. Figure 6.34 shows that the single biggest peak load experienced by
the network of 2212 households across the year decreases only slightly for penetration
levels of up to 45%, after which the network peak increases significantly as charging
load exceeds any household load. There is little spread in these results, which indicates
little variation in the network peaks as a result of the particular allocation of systems
to households. This is behaviour aligns with the Kolmogorov-Smirnov test results
in Table 6.7, which show that a representative allocation of systems to households is
possible at all combinations of network size and penetration levels.
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Figure 6.33 Distribution of the percentage reduction in annual household energy cost savings between
the MILP method and rule-based method.
Figure 6.34 Annual peak load experienced by network of 2212 households operating with the rule-
based method under spot pricing.
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Table 6.7 Number of random allocations for which the null hypothesis is rejected by the Kolmogorov-
Smirnov test with 5% significance level for the allocation with the minimum null hypothesis rejections.
Penetration Level
Number of Households 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 75%
50 0 0 0 0 0 0 0 0 0 0 0
100 0 0 0 0 0 0 0 0 0 0 0
200 0 0 0 0 0 0 0 0 0 0 0
400 0 0 0 0 0 0 0 0 0 0 0
600 0 0 0 0 0 0 0 0 0 0 0
800 0 0 0 0 0 0 0 0 0 0 0
1600 0 0 0 0 0 0 0 0 0 0 0
2212 0 0 0 0 0 0 0 0 0 0 0
6.2.3 Third Party Control
This section discusses the results of using BESSs for network peak reduction services
under a third party control scheme. As with the day/night case, this involves firstly
looking at the available reduction power in relation to the aggregate load, secondly the
sufficiency of that reduction power to meet peak load targets, and thirdly the effective
response achieved by a signalling method and the financial implication that has for the
system owner.
6.2.3.1 Available Reduction
Figure 6.35 shows the available reduction power against aggregate load for the case
of 100% penetration across the full 2212 households under spot pricing. It displays
similar characteristics as the day/night pricing structure (Figure 6.17). The notable
exception is a strong band of points at 11 000 kW of available reduction power. This
correlates to the maximum battery power of 5 kW for all 2212 households. The spot
pricing structure introduces a dead band of prices where the battery will neither charge
nor discharge. This causes a strong clustering of points where the available reduction
per household is 5 kW. This is caused by the batteries being able to discharge at their
full rate but with no charging taking place.
6.2.3.2 Sufficiency of Stored Energy to Meet Peak Reduction Require-
ments
As before, the magnitude of available reduction power at the times of the top 100
half-hourly aggregate load is analysed in order to gain a better understanding of the
battery systems’ ability to reduce peak network loads.
Figure 6.36 shows the spread of reduction magnitudes required to reduce the top
100 peaks down to the level of the 101st peak over and above any reduction occurring
from natural battery behaviour. It also shows for how many of those peaks there is
sufficient reduction capacity. It can be seen that 45 of the top 100 peak loads require
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Figure 6.35 Available reduction power for 100% penetration in a network of 2212 houses under a
spot pricing structure.
a reduction between 0 and 200 kW, which is achievable for 34 of them. For the peak
loads for which the largest reductions of 600 kW and greater are required, there is not
sufficient reduction capacity for any of them to be achieved.
At higher penetration levels, where peak loads are caused by battery systems
charging during low price periods, it is seen that the proportion of peak periods with
sufficient reduction capacity increases. At a penetration level of 100%, all 100 peak
periods have sufficient reduction capacity to meet the required reduction.
6.2.3.3 Effectiveness of Peak Reduction Signalling
This section shows the effectiveness of peak reduction signalling when BESSs are
signalled to discharge at a specified rate. This includes the effects that responding to
one signalled period has on BESSs’ SOC trajectory from that point forward. Figure 6.37
shows the achieved response against the requested response when each system is signalled
to provide an even share of the required aggregate response for a penetration level of 5%
in a network of 2212 households. Of the 104 signalled periods, the required response is
achieved 16 times. The majority of other points lie well under that line, showing there
is a poor response to the requested load reduction. The responses are particularly low
at the 5 greatest required reductions. Overall, this shows a generally poor correlation
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Figure 6.36 Sufficiency of available reduction power for 5% penetration in a network of 2212 houses
under a spot pricing structure.
between spot price induced battery behaviour and load reduction capability.
Figure 6.37 Achieved reduction against signalled reduction for 5% penetration in a network of 2212
houses under a spot pricing structure.
When the magnitude of the requested response is scaled by a factor of 10, it is seen
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that the success rate increases to 36 out of 112 signalled periods. It can also be seen
that there are a small number of cases in which the achieved response is far in excess
of what is required. This is shown in Figure 6.38. As before, the greatest required
reductions which relate to the largest network loads are of particular interest. Under
both signalling methods, there are five half-hour periods which have a required reduction
greater than 600 kW. Under the first signalling method, there is a minor reduction
for two of those five. However, when the signalled reduction is increased by a factor
of ten with the idea of increasing the achieved response, response actually decreases
and there is no response achieved for all five of those half-hour periods. By increasing
the requested response, the storage trajectory of the battery systems is changed and
accordingly they are no longer able to respond at the periods of greatest load. This
highlights the complex and interlinked behaviour of these battery systems, as well as
the difficulty in predicting what their response capability might be.
Figure 6.38 Achieved reduction against signalled reduction for 5% penetration in a network of 2212
houses under a spot pricing structure with signal magnitude scaled by 10.
As the penetration level increases, the same behaviour is observed for this case as
for the day/night pricing case; as peak loads begin to be caused by battery behaviour,
the ability of the battery systems to control and reduce those peaks increases. However,
it remains difficult for peak loads which result from household load to be reduced to
the extent desired.
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6.2.3.4 Economic Implications of Third Party Signalling
This section examines the economic implication of third party control on the system
owner. The distribution of cost increases for households is shown in Figure 6.39. Of
interest is the fact there are a small number of households at which the cost is negative.
This means there are some households which achieve a lower energy bill through
responding to these third party signals than they would by just behaving according to
their own rules. This once more highlights the sub-optimality of this particular rule set
compared to the perfect foresight optimal result.
It is seen that under any penetration level, the cost increase never exceeds $4 and
is largely less than $1 which, when considered against the capital expense of a battery
system, is insignificant.
Figure 6.39 Cost implications of third party signalling.
6.2.4 Summary of Spot Pricing
Under spot pricing, with perfect foresight, there are significant financial gains to be
made from a BESS. As with fixed pricing, bigger savings result from the installation of
the 3.5 kW PV system than from the BESS. The volatility of the spot price combined
with the peak/off-peak fee structure allows for financial benefits to be realised from
price arbitrage as well as from the maximisation of PV self-consumption. Spot pricing
does little to incentivise battery behaviour that reduces network peak loads. Under the
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MILP method, network peak loads were seen to increase for penetration levels greater
than 10%.
The rule-based method was shown to reduce the household savings by 15-30%.
Further sub-optimality was observed where, under certain pricing conditions for short
periods, the cost of having a battery system was greater than not having a battery
system. This highlights the challenge of designing a rule set for such volatile pricing
and it is acknowledged that a refined and more complex set of rules could improve upon
this.
The ability of battery systems operating under this spot pricing structure to provide
peak reduction services beyond their natural behaviour was explored. It was shown
that while some potential does exist, the signalling methodology has a large impact
on the result achieved. Asking for too little from each battery system results in less
than the desired response being achieved, due to some systems not being able to behave
as requested. Conversely, asking for too much from each system limits its ability to
provide peak reduction services for the full duration of the peak and for future peaks.
6.3 CASE 3 - PEAK/SHOULDER/OFF-PEAK PRICING
This case makes use of a three tiered pricing structure consisting of peak, shoulder,
and off-peak periods. Having a shorter peak rate period compared to the day/night
structure focusses the times that there is economic incentive to discharge batteries and
thus should produce beneficial network effects. It is also a tariff structure that has been
adopted by some parties in the New Zealand Electricity Market in recent years.
As noted previously, there are hundreds of possible tariff structures in the New
Zealand electricity market. One particular available structure is chosen to be used for
this case. The timings of the different price periods are shown in Table 6.8 and the
pricing in Table 6.9.
Given this is the third case and the methods and analysis remain constant, a brief
summary highlighting only key observations is presented for this case.
Table 6.8 Definition of peak, shoulder, and off-peak time periods.




Weekend - 0700-2200 2200-0700
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Table 6.9 Case 3 - Peak/Off-peak/Shoulder Pricing Inputs.
Variable Value
Import price - peak 25.5 c/kWh
Import price - shoulder 18.8 c/kWh
Import price - off-peak 16.7 c/kWh
Export price 8 c/kWh
Low price fixed charge rate 1 kW
6.3.1 MILP Optimisation Method
This section highlights some of the key results of the day-ahead perfect foresight MILP
optimisation method under this peak/shoulder/off-peak pricing structure.
6.3.1.1 Household Benefits
The distributions of annual household energy costs are shown in Figure 6.40. The key
observation under this pricing structure is that the addition of a BESS to a household
that already has PV generation results in a significantly smaller cost saving when
compared with the installation of the PV generation. Figure 6.41 shows the mean daily
Figure 6.40 Distribution of household annual energy costs under peak/shoulder/off-peak pricing.
household energy cost across the year. An increase in the price differential between a
household with PV generation only and system with both PV generation and battery
storage is seen in the middle of the year. This is the winter period where energy volumes
are higher, which allows for greater benefit to be gained from the battery system.
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Figure 6.41 Mean daily energy household energy cost across the year under peak/shoulder/off-peak
pricing.
6.3.1.2 Network Effects
Intuitively, it seems that the narrowed peak pricing period of peak/shoulder/off-peak
pricing compared to day/night pricing should result in behaviour that will have a more
positive impact on network peak loads. Figure 6.42 shows that this may not be the case.
This plot shows the distributions of magnitudes of the greatest single network peak load
of the year, with 500 random allocations of systems to households at each penetration
level. Unlike day/night pricing, for which a decrease in peak load was observed for
penetration levels from 5% to 25%, this pricing structure shows an increase in peak load
magnitude right across the spectrum of penetration levels. This increase is minor at
low penetration levels but grows at the high penetration levels. For the low penetration
levels, this single highest load peak of the year occurs in a shoulder priced period rather
than a peak period and as such the battery systems are not being incentivised to use
their stored energy to discharge.
When considering all of the top 100 peak loads from the most representative
allocation of systems to households, as in Figure 6.43, it can be seen that the BESSs under
this pricing structure provide generally positive peak reductions at lower penetration
levels. However, like the other pricing structures, at high penetration levels an increase
in many of the peak loads occurs due to charging during low priced periods.
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Figure 6.42 Distributions of magnitude of single largest aggregate load peak for a network of 2212
households with 500 random allocations of systems to households.
Figure 6.43 Distributions of incremental reductions experienced by top 100 peak loads.
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6.3.2 Rule-based
The first indicator that this rule-based method may not perform as well as expected
is seen in Figure 6.44. The mean daily energy cost for a household with both PV
generation and a battery system is only slightly less than a household with only PV
generation. In particular, during the winter period the rule-based method performs
poorly compared to the MILP method. There is little financial benefit from the battery
system.
Figure 6.44 Comparison of mean daily energy costs
This definite sub-optimality is also seen in Figure 6.45, which shows the distributions
of annual household energy cost. There is a slight reduction in cost compared to the
load and PV only case, but a marked increase in cost compared to the MILP method.
The median incremental saving from adding a BESS to a household that already has
PV generation is $255 under the MILP method, while under the rule-based method
this decreases to only $140, a decrease of 45%.
Further investigation reveals the reasoning behind this sub-optimality. With the
rules chosen, battery discharge occurs only during peak price periods. This severely
underutilises the batteries. The median stored energy across all batteries for the year
is 84% of the capacity. Figure 6.46 shows the distribution of total stored energy as a
percentage of capacity for each half-hour period of the year. The batteries are spending
the majority of the time at a high state of charge, only discharging partially during the
112 CHAPTER 6 RESULTS
Figure 6.45 Distributions of annual household energy costs under peak/shoulder/off-peak pricing.
peak price period, before being recharged by excess PV generation or by low priced
grid energy. If an improved set of rules were to be created, this would better utilise the
batteries by prioritising having capacity available to meet household load during peak
price periods, but also allowing some battery discharge during shoulder periods.
The focussed approach of this set of rules on peak pricing periods provides a better
reduction in network peak loads from natural battery behaviour than the other pricing
structures. Examining the effect of increasing penetration on the single greatest load
peak of the year masks the true behaviour. At a penetration level of only 5%, the
greatest single half-hour load peak occurs in the shoulder pricing period and so is not
reduced by this rule set. Examining the incremental effects on the top 100 peaks, as in
Figure 6.47, does show the benefits that these systems bring to reducing network load
peaks. As with the other pricing structures, there is a combination of peak loads which
are reduced by battery systems and peak loads which are increased by, and caused by,
battery systems. For penetration levels of up to 15%, many of the top 100 peak loads
are reduced by growing PV and BESS penetration levels. There are small numbers
of these top 100 peak periods which see an increase in load, and these are generally
outliers. It is only at penetration levels greater than 50% that a significant shift is seen
to where the peaks are being caused by battery system charging.
Also of interest is the clustering around a reduction of 0 kW which can be seen right
up to a penetration level of 75%. When a top 100 peak load occurs in the shoulder
pricing period, it will not be reduced by battery behaviour, but equally, low price grid
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Figure 6.46 Distribution of total stored energy in all batteries for all half-hour periods of the year as
a percentage of total storage capacity.
charging will not occur either. For periods falling in the price dead-band, the load is
neither increased nor reduced by battery systems.
Figure 6.47 Incremental reduction in top 100 peak loads under peak/shoulder/off-peak pricing.
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6.3.3 Third Party Control
The on-average high levels of stored energy explored in the previous section indicate
that, under this pricing structure, battery systems may have a much greater capacity
to respond to third party load reduction signalling than has been seen previously. It
could also be expected that responding to third party signalling will increase battery
utilisation and subsequently increase the financial savings that the battery system
provides.
At a penetration level of 5%, there is sufficient available reduction power to reduce
81 of the top 100 peak half-hourly loads to the level of the 101st peak. This increases
to 99 at 10% penetration. For penetration levels of 15% to 100%, there is sufficient
available reduction for all 100 of the top 100 aggregate loads. With batteries operating
under a peak/shoulder/off-peak pricing structure and with this particular set of rules,
there exists significant potential for third party signalling to be used to reduce network
peak loads.
6.3.3.1 Effectiveness of Peak Reduction Signalling
As was done previously, the target maximum aggregate load is selected by finding the
magnitude of the 101st largest peak load with no third party signalling. The required
reduction at any point that exceeds the target is divided evenly amongst the battery
systems. For a penetration level of 5%, this results in 103 signalled periods for which
the required response is achieved 22 times. Looking at Figure 6.48, which shows the
required reduction against the achieved reduction, there are many points that, while
not achieving the required reduction, are close to doing so.
When the magnitude of the reduction signal is increased by a factor of ten, the
number of periods for which the target is achieved or exceeded increases to 55. There
are signalled periods where more than five times the required response is achieved. This
highlights the need for an intelligent and optimised signalling system; just because the
available response exceeds the requirement does not mean that every system has the
available response to contribute equally. Conversely, there is risk in counteracting that
by increasing the response asked of each system; the achieved response may end up
being much greater than required. This risks reducing the reduction able to be achieved
at future times.
As the penetration level increases, so too does the number of periods for which the
desired response is achieved. At a penetration level of 50% with an even sharing of
signalled reduction, the target is achieved 66% of the time. This increases to 98% at a
penetration level of 100%. The effect of this peak reduction signalling on the network
load is well illustrated in Figure 6.49, which shows the network load both with and
without third party signalling for a penetration level of 50%. The shaving of peak winter
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Figure 6.48 Required reduction against achieved reduction for a 5% penetration level in a network
of 2212 households under peak/shoulder/off-peak pricing.
loads is clearly visible.
Figure 6.49 Aggregate network load for 50% penetration in a network of 2212 households both with
and without third party signalling.
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6.3.3.2 Economic Implication of Third Party Control
This section presents the economic implication of third party control for the system
owners. The cost increases associated with responding to a signal that is an even share
of requested response is shown in Figure 6.50. It follows the same trend as has been
seen with the other pricing structures: a higher cost at low penetration levels which
decreases as the penetration level increases. From penetration levels of 20% through
to 100%, there are outlying households that experience a cost decrease as a result of
responding to this peak reduction signalling. Given the low battery utilisation that
results from this particular rule set, this is not entirely unexpected. Much like the other
pricing structures, these cost increases are minor when considered against the total
annual energy bill. However, this third party signalling has been shown to offer some
success reducing and limiting network peak loads.
Figure 6.50 Cost increases for households that result from responding to third party load reduction
signalling.
6.3.4 Summary of Peak/Shoulder/Off-peak Pricing
Peak/shoulder/off-peak pricing was chosen as a test case because it was hypothesised
that it would create battery behaviour that would provide positive network effects. By
having a shorter high priced peak period than a simple day/night pricing, it was thought
that battery discharge activity would be focussed on this time and subsequently network
peak loads would be decreased to a greater extent than the day/night case. The flaw in
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this logic is that it is dependent on peak loads falling within the peak price periods.
The results have shown that this is not always the case, and there are a number of
peak load periods which do not experience a reduction from natural battery system
behaviour.
In some aspects, the rule-based method provided more desirable results than the
MILP method in that across penetration levels of less than 50%, there was less increase
in the magnitude of top 100 peak loads than under the MILP method. This can be
attributed to the dead-band where shoulder pricing results in neither battery charge nor
battery discharge. The drawback of the dead-band is the reduction in financial savings
achieved for the system owner. The short peak period results in underutilisation of the
batteries. They spend large periods of time at, or near, their maximum SOC. A more
intelligent rule set would prioritise discharge in peak pricing periods but would also
allow for some discharge during shoulder pricing.
The generally high SOC results in high levels of available reduction power that can
respond to third party signalling in order to reduce network load. It is shown that the
cost of this to an individual system owner is minor, while the aggregate effect on the
network can be significant.
6.4 SUMMARY
This chapter has presented results for the two methods being applied to three different
pricing structures. It was found that, in general, the financial returns resulting from
the installation of a BESS are less than those achieved through installation of PV
generation.
It was found that under the day/night pricing structure, for penetration levels of
less than 25%, the natural BESS behaviour resulted in reductions of network peak loads.
On average, each BESS contributed 1.1 kW of peak reduction across the top 100 annual
peaks. Above 25% penetration, loads from charging during the low priced periods begin
to cause aggregate loads above the existing network peaks. At 100% penetration the
single largest network load was increased by 45% compared with 0% penetration. In
the spot pricing case this occurred for penetration levels greater than 10%.
The financial returns under the rule-based method for day/night pricing compare
well to the optimal results obtained with the perfect foresight MILP method, with a
reduction of only 7.5%. The rule-based method for spot pricing and peak/shoulder/off-
peak pricing performs less well however. This highlights the challenge of designing rule
sets to deal with high volatility of the spot price, as well as reflecting the poor rule set
chosen for the peak/shoulder/off-peak case which resulted in underutilisation of the
BESS.
Further analysis considered the ability of BESSs to provide peak reduction services
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above and beyond any reduction that results from their natural behaviour. It was shown
that under the day/night pricing structure BESSs have little capability to provide any
additional peak reduction. Under a spot pricing structure the BESSs have the capacity
to respond to additional peak reduction signalling however a sensitivity to the dispatch
method was demonstrated. As an artefact of the chosen rule set, the peak/shoulder/off-
peak pricing structure showed high levels of available reduction capacity due to the
high SOC that the rule maintained.
These results have shown that the pricing structure a household is subject to
influences, not only the economics of a BESS, but also the behaviours these systems
display and the subsequent effects on aggregate network loads. It was also shown that
the capacity of BESS to provide additional peak reduction services to a distribution




This chapter presents a number of areas which could be improved upon and that
could serve as directions for future research. One of the most significant areas is
the determination of the efficiency functions used for both the MILP and rule-based
methods. While the MILP method developed in this thesis would remain applicable to
an efficiency function of any arbitrary shape, the determination of the function itself
could be better validated. Additionally, there is no bound to additional complexity
and sophistication that could be added to the rule-based method in order to bring its
financial savings closer to the upper bound of the optimisation method. This includes
improvements to how the price thresholds for decision making are selected. A more
diverse PV generation dataset could be utilised to include the effects of spatial diversity
across the households modelled. Finally, there is scope for further investigation into
battery system operation characteristics that could be desired by distribution network
operators beyond simple peak reduction.
7.2 EFFICIENCY
The MILP method (Chapter 3) allows any arbitrary charge/discharge efficiency to be
utilised, subject to it being approximated as a piecewise constant function. The efficiency
model which was used included both a constant component and a charge/discharge rate
dependent component. Given limited manufacturer data, the actual values used were
reliant on significant assumptions.
Further work could be undertaken to ensure the efficiency model accurately reflects
not only the losses of the power electronic converter associated with a BESS, but also
the electrochemical losses of a battery. There are numerous equivalent circuit models
for both power converters and batteries into which further exploration is required to
determine the form of model that both accurately represents the real world efficiencies
achieved and that is suitable for implementing in a MILP optimisation. One example of
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an extension that could be made is the dependence of the series resistance component
on SOC and temperature, rather than using a constant resistance value [57].
It was shown that the efficiency model is critical to the battery behaviour obtained
during low priced grid charging periods. As such, improvement of the efficiency model to
better reflect the real world operation of BESSs will increase the accuracy and relevance
of the results obtained under the methods developed in this thesis.
Further improvement to the BESS model could include elements of battery self-
discharge, ageing, and degradation. Calendric ageing and degradation due to cycling
could be incorporated into the method. The rolling horizon approach allows for model
parameters to be updated between sub-problems. These battery ageing and degradation
effects are of particular importance when considering the total lifetime of a BESS rather
than a single year only.
7.3 RULE-BASED METHOD
The rule-based method was purposefully kept reasonably simple to identify how close a
simple operation strategy can get to the upper bound of the perfect foresight MILP
optimisation. There is no shortage of ways in which complexity and sophistication could
be added to the rule-set in order to close the gap between the two methods.
One clear aspect of improvement is the determination of the price thresholds at
which charging and discharging occurs. The improvement that this could bring is most
clearly demonstrated in the spot price case, where the gap between the savings achieved
under the perfect foresight MILP method and the savings achieved by the rule-based
method was significantly greater than for the day/night case. In the spot price case, the
mean reduction in annual savings from the MILP method to the rule-based method was
20%, compared to only 8% for the day/night pricing case. Additionally, as discussed in
Chapter 6, the thresholds used for the peak/shoulder/off-peak pricing structure could
be improved in order to increase battery utilisation and provide network peak load
reduction during shoulder periods as well as peak periods.
Furthermore, the PV generation forecast could be expanded beyond the 3 category
model, as well as including forecasting of household load to better inform battery
operation decisions.
7.4 APPLICATION OF METHODS TO REALISTIC SCENARIOS
It is recognised that the cases chosen do not fully encapsulate realistic real-world
scenarios. Nevertheless, they have been chosen to demonstrate the application of the
methods to different types of pricing structures, to present the types of analysis that
can be undertaken with the results, and to highlight some of the key BESS behaviours
that result from the chosen pricing structures.
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More realistic scenarios would incorporate greater diversity. Diversity would be
seen in different pricing structures for different households in order to be reflective of
the significant consumer choice that exists in the retail electricity market. Diversity
would also be seen in PV system sizing, PV generation profiles, and BESS sizing and
parameters. To include that level of diversity requires assumptions to made about likely
future uptake scenarios, and the realistic distributions of these parameters. In order
to use the methods developed in this thesis to produce likely future scenarios for both
EDBs and consumers, appreciation and consideration needs to be given to the selection
of those parameters.
7.5 DISTRIBUTION NETWORK ANALYSIS
A final area of potential future work is the expansion of the analysis on network peak
load effects to include other factors which may be of interest to EDBs. As identified in
[57], one such factor could be the ability of BESSs to provide feed-in damping. This
means battery management systems would spread their charging across the high PV
generation period rather than reaching a full SOC early in the day, which results in a




This thesis began by outlining new technologies which, driven by technological advance-
ment and environmental pressures, threaten to disrupt the traditional electricity supply
industry and present problems, but also opportunities, that have not been seen before.
Existing BESS modelling and optimisation methods were presented and reviewed.
LP and MILP optimisation methods for battery behaviour under different pricing
structures were developed, which incorporate rate-dependent battery charge/discharge
efficiency models. The optimisation methods utilise perfect foresight of household load
and PV generation in order to produce an upper bound on the savings that could be
achieved by a consumer. By implementing a rolling horizon technique, with a problem
length of 2 days, the optimisations for a full year of battery operation for a single
household could be solved in 128 seconds. This ensures it is feasible to model a large
number of individual households in a practical time. The rolling horizon technique also
reduces the impact of the end of optimisation SOC constraint.
A heuristic rule-based method for simulating BESS operation was developed which
does not rely on perfect foresight, but instead uses a basic PV forecast. This puts a
lower bound on the financial savings easily achievable by a battery management system.
It is expected that a commercial battery management system could produce equal, if
not better, savings for consumers.
These modelling methods were applied to three different pricing structures (day/night,
spot price, and peak/shoulder/off-peak) in order to demonstrate their application to
both known fixed pricing structures, as well as unknown real time varying pricing
structures. It was shown, that under all pricing structures, there are greater savings
to be made through the installation of PV generation than there are from installing
a BESS alongside PV generation. Under day/night pricing the median annual saving
from the installation of PV generation was $780 compared to $500 for the installation
of a BESS.
It was shown that the heuristic rule-based method can achieve close to the optimal
savings when the pricing structure is simple, and a clear operation strategy is apparent,
such as for the day/night pricing case. This was highlighted by a mean reduction in
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household savings of only 7.5% when moving from the perfect foresight MILP method
to the rule-based method. Under more complex pricing structures, with a less apparent
optimal strategy, it is more challenging to create a rule set which achieves savings near
the bounding perfect foresight case. This was demonstrated by the spot pricing case
where the reduction in household savings from the optimal method to the rule-based
method was 15-30%.
In particular, the effect of battery behaviour on network loads during low priced
periods when BESSs are charging from the grid was observed. These results highlighted
the significance that the efficiency models hold in determining battery behaviour during
these periods. Under the MILP method, the greatest efficiency was achieved at a
charge/discharge rate of 3.3 kW, while under the rule-based method low price period
charging was set at 1 kW. The effect of this difference is that under the MILP method
an increase in the annual peak was observed for a penetration level greater than 20%.
Under the rule-based method, however, an increase was not observed until penetration
levels of 50% were exceeded. If aggregated battery behaviour is to be modelled, then it is
critical that consideration is given to charge rate during low priced periods. This could
be determined by charging at the most efficient rate, as would be purely economically
rational, or it could be artificially constrained by a battery management system.
The ability of BESSs operating in an economically rational fashion to provide
network peak reduction services was simulated, and methods of analysis to capture and
present this capability were shown. It was demonstrated that BESSs operating under
day/night pricing had little capacity to provide any peak reduction beyond that which
occurred from their natural behaviour. The annual peak loads occur on days on poor
weather in winter where PV generation is low. This means that BESSs have depleted
their stored energy during the day leaving little available to contribute toward reducing
the evening peak.
When considering the ability of BESSs to reduce the top 100 annual loads to the
level of the 101st peak it was shown that under day/night pricing the only points at
which the greatest loads could be reduced was when they were caused by low price
charging.
Under the spot pricing scenario, network peak loads were seen to increase for any
penetration greater than 10%. This is due to the lack correlation between the spot
prices and the distribution network load. This highlights the importance which pricing
structure design holds in unlocking the potential of BESSs to provide useful peak
reduction to distribution networks. The systems themselves do not inherently provide
positive network benefits, but instead will rely on incentivisation to produce behaviour
which positively impacts network loads. A key aspect of this will be the correlation of
pricing to peak loads.
The financial implications for system owners of participating in signalled peak
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reduction services was also analysed. It was shown that in general, when peak reduction
is signalled only for the greatest 100 half-hourly loads annually, the annual cost to a
system owner is less than $2. This is because these peak periods constitute only 0.6%
of the total annual trading periods.
Finally, areas for potential future work were identified. In particular, the need for
a clear vision of likely future uptake and pricing structures is required to be able to
use the methods developed in this thesis to produce results that are reflective of likely
real-world scenarios.
Design of operational strategies and tariff structures relating to domestic BESSs is
a key future challenge for EDBs; this thesis proposes a methodology for assessing their
impacts, and shows its importance using some current strategies being considered.

Appendix A
CASE 1 - DAY/NIGHT PRICING
The following appendices present a wider range of results than were shown in Chapter 6.
These present the available reduction capability, peak reduction sufficiency, and achieved
peak reduction for each of the three pricing structures across the full range of penetration
levels (0-100%). While the observed behaviour is often similar between penetration
levels, comparing results across penetration levels gives an insight into the rate at which
the observed behaviours change.
A.1 AVAILABLE REDUCTION CAPABILITY
The following figures show the available reduction power as a function of aggregate load
across different penetration levels for a network of 2212 households.
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Figure A.1 Total aggregate load against available reduction capacity for a network of 2212 households
with 5% PV and BESS penetration level.
Figure A.2 Total aggregate load against available reduction capacity for a network of 2212 households
with 10% PV and BESS penetration level.
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Figure A.3 Total aggregate load against available reduction capacity for a network of 2212 households
with 15% PV and BESS penetration level.
Figure A.4 Total aggregate load against available reduction capacity for a network of 2212 households
with 20% PV and BESS penetration level.
130 APPENDIX A CASE 1 - DAY/NIGHT PRICING
Figure A.5 Total aggregate load against available reduction capacity for a network of 2212 households
with 25% PV and BESS penetration level.
Figure A.6 Total aggregate load against available reduction capacity for a network of 2212 households
with 30% PV and BESS penetration level.
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Figure A.7 Total aggregate load against available reduction capacity for a network of 2212 households
with 35% PV and BESS penetration level.
Figure A.8 Total aggregate load against available reduction capacity for a network of 2212 households
with 40% PV and BESS penetration level.
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Figure A.9 Total aggregate load against available reduction capacity for a network of 2212 households
with 45% PV and BESS penetration level.
Figure A.10 Total aggregate load against available reduction capacity for a network of 2212 households
with 50% PV and BESS penetration level.
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Figure A.11 Total aggregate load against available reduction capacity for a network of 2212 households
with 75% PV and BESS penetration level.
Figure A.12 Total aggregate load against available reduction capacity for a network of 2212 households
with 100% PV and BESS penetration level.
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A.2 PEAK REDUCTION SUFFICIENCY
The following figures shows the proportion of the top 100 peak loads where there is
sufficient reduction capacity to reduce those peaks to the level of the 101st peak.
Figure A.13 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 5% penetration level in a network of 2212 households.
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Figure A.14 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 10% penetration level in a network of 2212 households.
Figure A.15 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 15% penetration level in a network of 2212 households.
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Figure A.16 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 20% penetration level in a network of 2212 households.
Figure A.17 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 25% penetration level in a network of 2212 households.
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Figure A.18 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 30% penetration level in a network of 2212 households.
Figure A.19 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 35% penetration level in a network of 2212 households.
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Figure A.20 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 40% penetration level in a network of 2212 households.
Figure A.21 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 45% penetration level in a network of 2212 households.
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Figure A.22 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 50% penetration level in a network of 2212 households.
Figure A.23 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 75% penetration level in a network of 2212 households.
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Figure A.24 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 100% penetration level in a network of 2212 households.
A.3 PEAK REDUCTION ACHIEVED
The following figures shows the achieved peak reduction against the required peak
reduction where the required response is divided evenly amongst BESSs.
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Figure A.25 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 5% penetration level and signalled
response divided evenly between battery systems.
Figure A.26 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 10% penetration level and signalled
response divided evenly between battery systems.
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Figure A.27 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 15% penetration level and signalled
response divided evenly between battery systems.
Figure A.28 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 20% penetration level and signalled
response divided evenly between battery systems.
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Figure A.29 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 25% penetration level and signalled
response divided evenly between battery systems.
Figure A.30 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 30% penetration level and signalled
response divided evenly between battery systems.
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Figure A.31 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 35% penetration level and signalled
response divided evenly between battery systems.
Figure A.32 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 40% penetration level and signalled
response divided evenly between battery systems.
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Figure A.33 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 45% penetration level and signalled
response divided evenly between battery systems.
Figure A.34 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 50% penetration level and signalled
response divided evenly between battery systems.
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Figure A.35 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 75% penetration level and signalled
response divided evenly between battery systems.
Figure A.36 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 100% penetration level and signalled
response divided evenly between battery systems.
Appendix B
CASE 2 - SPOT PRICING
B.1 AVAILABLE REDUCTION CAPABILITY
The following figures show the available reduction power as a function of aggregate load
across different penetration levels for a network of 2212 households.
Figure B.1 Total aggregate load against available reduction capacity for a network of 2212 households
with 5% PV and BESS penetration level.
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Figure B.2 Total aggregate load against available reduction capacity for a network of 2212 households
with 10% PV and BESS penetration level.
Figure B.3 Total aggregate load against available reduction capacity for a network of 2212 households
with 15% PV and BESS penetration level.
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Figure B.4 Total aggregate load against available reduction capacity for a network of 2212 households
with 20% PV and BESS penetration level.
Figure B.5 Total aggregate load against available reduction capacity for a network of 2212 households
with 25% PV and BESS penetration level.
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Figure B.6 Total aggregate load against available reduction capacity for a network of 2212 households
with 30% PV and BESS penetration level.
Figure B.7 Total aggregate load against available reduction capacity for a network of 2212 households
with 35% PV and BESS penetration level.
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Figure B.8 Total aggregate load against available reduction capacity for a network of 2212 households
with 40% PV and BESS penetration level.
Figure B.9 Total aggregate load against available reduction capacity for a network of 2212 households
with 45% PV and BESS penetration level.
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Figure B.10 Total aggregate load against available reduction capacity for a network of 2212 households
with 50% PV and BESS penetration level.
Figure B.11 Total aggregate load against available reduction capacity for a network of 2212 households
with 75% PV and BESS penetration level.
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Figure B.12 Total aggregate load against available reduction capacity for a network of 2212 households
with 100% PV and BESS penetration level.
B.2 PEAK REDUCTION SUFFICIENCY
The following figures shows the proportion of the top 100 peak loads where there is
sufficient reduction capacity to reduce those peaks to the level of the 101st peak.
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Figure B.13 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 5% penetration level in a network of 2212 households.
Figure B.14 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 10% penetration level in a network of 2212 households.
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Figure B.15 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 15% penetration level in a network of 2212 households.
Figure B.16 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 20% penetration level in a network of 2212 households.
156 APPENDIX B CASE 2 - SPOT PRICING
Figure B.17 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 25% penetration level in a network of 2212 households.
Figure B.18 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 30% penetration level in a network of 2212 households.
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Figure B.19 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 35% penetration level in a network of 2212 households.
Figure B.20 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 40% penetration level in a network of 2212 households.
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Figure B.21 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 45% penetration level in a network of 2212 households.
Figure B.22 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 50% penetration level in a network of 2212 households.
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Figure B.23 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 75% penetration level in a network of 2212 households.
Figure B.24 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 100% penetration level in a network of 2212 households.
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B.3 PEAK REDUCTION ACHIEVED
The following figures shows the achieved peak reduction against the required peak
reduction where the required response is divided evenly amongst BESSs.
Figure B.25 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 5% penetration level and signalled
response divided evenly between battery systems.
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Figure B.26 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 10% penetration level and signalled
response divided evenly between battery systems.
Figure B.27 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 15% penetration level and signalled
response divided evenly between battery systems.
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Figure B.28 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 20% penetration level and signalled
response divided evenly between battery systems.
Figure B.29 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 25% penetration level and signalled
response divided evenly between battery systems.
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Figure B.30 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 30% penetration level and signalled
response divided evenly between battery systems.
Figure B.31 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 35% penetration level and signalled
response divided evenly between battery systems.
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Figure B.32 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 40% penetration level and signalled
response divided evenly between battery systems.
Figure B.33 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 45% penetration level and signalled
response divided evenly between battery systems.
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Figure B.34 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 50% penetration level and signalled
response divided evenly between battery systems.
Figure B.35 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 75% penetration level and signalled
response divided evenly between battery systems.
166 APPENDIX B CASE 2 - SPOT PRICING
Figure B.36 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 100% penetration level and signalled
response divided evenly between battery systems.
Appendix C
CASE 2 - PEAK/SHOULDER/OFF-PEAK PRICING
C.1 AVAILABLE REDUCTION CAPABILITY
The following figures show the available reduction power as a function of aggregate load
across different penetration levels for a network of 2212 households.
Figure C.1 Total aggregate load against available reduction capacity for a network of 2212 households
with 5% PV and BESS penetration level.
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Figure C.2 Total aggregate load against available reduction capacity for a network of 2212 households
with 10% PV and BESS penetration level.
Figure C.3 Total aggregate load against available reduction capacity for a network of 2212 households
with 15% PV and BESS penetration level.
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Figure C.4 Total aggregate load against available reduction capacity for a network of 2212 households
with 20% PV and BESS penetration level.
Figure C.5 Total aggregate load against available reduction capacity for a network of 2212 households
with 25% PV and BESS penetration level.
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Figure C.6 Total aggregate load against available reduction capacity for a network of 2212 households
with 30% PV and BESS penetration level.
Figure C.7 Total aggregate load against available reduction capacity for a network of 2212 households
with 35% PV and BESS penetration level.
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Figure C.8 Total aggregate load against available reduction capacity for a network of 2212 households
with 40% PV and BESS penetration level.
Figure C.9 Total aggregate load against available reduction capacity for a network of 2212 households
with 45% PV and BESS penetration level.
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Figure C.10 Total aggregate load against available reduction capacity for a network of 2212 households
with 50% PV and BESS penetration level.
Figure C.11 Total aggregate load against available reduction capacity for a network of 2212 households
with 75% PV and BESS penetration level.
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Figure C.12 Total aggregate load against available reduction capacity for a network of 2212 households
with 100% PV and BESS penetration level.
C.2 PEAK REDUCTION SUFFICIENCY
The following figures shows the proportion of the top 100 peak loads where there is
sufficient reduction capacity to reduce those peaks to the level of the 101st peak.
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Figure C.13 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 5% penetration level in a network of 2212 households.
Figure C.14 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 10% penetration level in a network of 2212 households.
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Figure C.15 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 15% penetration level in a network of 2212 households.
Figure C.16 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 20% penetration level in a network of 2212 households.
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Figure C.17 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 25% penetration level in a network of 2212 households.
Figure C.18 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 30% penetration level in a network of 2212 households.
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Figure C.19 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 35% penetration level in a network of 2212 households.
Figure C.20 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 40% penetration level in a network of 2212 households.
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Figure C.21 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 45% penetration level in a network of 2212 households.
Figure C.22 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 50% penetration level in a network of 2212 households.
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Figure C.23 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 75% penetration level in a network of 2212 households.
Figure C.24 Sufficiency of available reduction power to meet required reduction to reduce top 100
peaks to level of 101st peak for 100% penetration level in a network of 2212 households.
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C.3 PEAK REDUCTION ACHIEVED
The following figures shows the achieved peak reduction against the required peak
reduction where the required response is divided evenly amongst BESSs.
Figure C.25 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 5% penetration level and signalled
response divided evenly between battery systems.
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Figure C.26 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 10% penetration level and signalled
response divided evenly between battery systems.
Figure C.27 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 15% penetration level and signalled
response divided evenly between battery systems.
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Figure C.28 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 20% penetration level and signalled
response divided evenly between battery systems.
Figure C.29 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 25% penetration level and signalled
response divided evenly between battery systems.
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Figure C.30 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 30% penetration level and signalled
response divided evenly between battery systems.
Figure C.31 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 35% penetration level and signalled
response divided evenly between battery systems.
184 APPENDIX C CASE 2 - PEAK/SHOULDER/OFF-PEAK PRICING
Figure C.32 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 40% penetration level and signalled
response divided evenly between battery systems.
Figure C.33 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 45% penetration level and signalled
response divided evenly between battery systems.
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Figure C.34 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 50% penetration level and signalled
response divided evenly between battery systems.
Figure C.35 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 75% penetration level and signalled
response divided evenly between battery systems.
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Figure C.36 Required reduction against achieved reduction to reduce top 100 peak network loads to
magnitude of 101st peak for a network of 2212 households with a 100% penetration level and signalled
response divided evenly between battery systems.
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