We focus in this paper on some reconstruction/restoration methods which aim is to improve the resolution of digital images. The main point is here to study the ability of such methods to preserve 1D structures. Indeed such structures are important since they are often carried by the image "edges". We rst focus on linear methods, give a general framework to design them and show that the preservation of 1D structures pleads in favor of the cancellation of the periodization of the image spectrum. More precisely, we show that preserving 1D structures implies the linear methods to be written as a convolution of the "sinc interpolation". As a consequence, we can not cope linearly with Gibbs e ects, sharpness of the results and the preservation of the 1D structure. Secondly, we study variational nonlinear methods and in particular the one based on total variation. We show that this latter permits to avoid these shortcomings. We also prove the existence and consistency of an approximate solution to this variational problem. At last, this theoretical study is highlighted by experiments, both on synthetic and natural images, which show the e ects of the described methods on images as well as on their spectrum.
Introduction
This paper deals with some reconstruction/restoration methods. These methods aim to recover a function de ned on an open subset of R onto R. Note that, in this paper we will not take into account the edge e ects in the vicinity of @ , we will only focus on the cases where = R 2 , or = (N T) 2 , the torus of size N. Restoration and reconstruction are commonly distinguished in the fact that they respectively aim at recovering v or s v on . Moreover, they both di er from interpolation, which aims at obtaining a \nice" function w, de ned on , such that w(m; n) = u m;n , for (m; n) 2 \ Z 2 . So, formally, this paper is concerned both with linear reconstructions (linear is used in the sense that the reconstruction of a F. Malgouyres would like to thank the French DGA which has partially nanced this work. y F. Guichard would like to thank Cognitech, Inc. y CMLA, ENS Cachan, 61 avenue du pr esident Wilson, 94235 Cachan Cedex, France.
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fguichard@ceremade.dauphine.fr sum of functions is the sum of the reconstructions) and some non-linear restoration methods. However, since it is equivalent to linearly deconvolve a linear reconstruction or to directly expect a sharpest linear reconstruction we do believe that these notions are similar (even if formally the restoration is a more general problem). Indeed, in practice, we just expect a \good" function of from a sampled one.
There have been several approaches in order to solve some problems of reconstruction/restoration. We can as usual distinguish two main kinds: the linear and the non-linear ones. Most of the linear methods aim to approximate the \sinc interpolation" (or \zero-padding") which consists in lling the lost part of the spectral domain with 0. This latest is often considered as optimal because of Shannon sampling Theorem 20] . The shortcoming of this method is that the induced lter is badly localized in space domain (which yields a large algorithmic complexity for a linear interpolation) and oscillates. Some have reduced the algorithmic complexity (see 24] ) in order to compute it, but most of the techniques propose to approximate it (see for instance 15, 22] ). Here, we will mathematically formalize in x2 the framework of linear reconstructions and we will show that most of the usual shortcomings of such methods cannot be simultaneously avoided. Consequently, it is not surprising to nd numerous techniques to manage with these shortcomings or which compare some linear reconstructions (see 12, 14] ).
Non-linear methods generally take into account the local behavior of the initial function and adapt the reconstruction with regard to this behavior (see 1, 21] ). This essentially allows to treat in a di erent manner the smooth zones and the vicinity of the edges inside the images. These reconstructions can yield good results but depend on the tool that determines the local behavior. Thus, they have several sources of shortcomings and it is therefore di cult to qualify their results. There also exists some variational techniques, the aim of which is to restore images. This will be commented in the so devoted section (see
x3.3).
This paper is mainly concerned with the way the reconstruction/restoration methods under our scope deal with edges. More precisely, since edges arising in image processing are generally smooth (along the direction orthogonal to the one of gradient), they can be locally regarded as having a 1D structure (they are almost constant along the edge direction). Therefore, we choose to model edges by what we call cylindric functions (that are those which are constant along a direction). We will see some conditions, that must satisfy the reconstruction/restoration methods under our scope, in order to preserve such functions. At last, we will validate this theoretical study by some experiments (see x4).
This paper is organized as follows. In x2, we focus on linear reconstructions in the case = R 2 . We then give a general property satis ed by such operators and de ne cylindric functions. Thereafter, we will prove that linear reconstructions that preserve cylindric images can be expressed in terms of a convolution of the \sinc interpolation". In x3, we deal with variational restoration methods, in the case where = 0; N 2 , with N 2 N. These methods minimize a convex \energy" E among the function satisfying 1. Since we do believe the total variation is a good candidate to image restoration we state our results in this particular case. Within this framework, we will show that the method is properly de ned both theoretically and numerically. We then exhibit some particular total variation based restorations that preserve cylindric images. The end of the section is devoted to other variational methods. This includes some argument in favor of the total variation and makes a link between some quadratic variational restoration and linear reconstructions.
At last, some commented experiments are displayed in x4.
Linear reconstructions and cylindric functions
In this section, we will characterize translation invariant linear reconstructions with regard to a geometric invariance property: the ability of a linear reconstruction to preserve images constant along a direction. Let us introduce the framework and some notations that will be used all along the section. We focus on the reconstruction of functions of l 1 (Z 2 ) such that the reconstructed images do belong to L 1 (R 2 (x?m; y?n)), the \zero-padding" (de ned above) and the zero-crossing (v = P m;n u m;n m;n , where m;n denotes the Dirac masses at the point (m; n)). Note that this latter is not really an interpolation since the result is not a function but a measure.
Let us rst give some simple de nitions and classical facts.
De nition 1 Let where T m;n denotes the translation of (m; n) of a function of l 1 (Z 2 ) (T m;n (u)(k; l) = u(k ? m; l ? n)).
We also de ne a weak notion of locality by This notion avoid linear operator that would not only depend on the local behavior of the function but also on its global one. Indeed, Hahn-Banach theorem 25] permits to extend to l 1 (Z since Z is local and the summation absolutely converges.
The proofs of the uniqueness of h and of the converse statement are obvious (note that the locality assumption on Z is somehow translated in the the fact that h satis es (2)).
The operators described by this proposition are therefore some convolutions of the zero-crossing interpolation with a convolution kernel h. So it seems useless to describe local and translation invariant linear reconstructions in other terms than the ones related to this convolution kernel.
Note also that (2) ). That is a point that will often be used in the rest of the section. In the following, we will focus on a particular set of linear, local and translation invariant operators, continuous from l 1 (Z 2 ) to L 1 (R 2 ), that are the regular ones. Regular will be used in the sense that De nition 3 Let jĥ( + k; + l)j < C :
This notion is clearly a notion of regularity. Indeed, functions satisfying (3) are continuous and functions, the third derivatives of which are in L 
This result is classic (see 5, 13] ) and expresses the Fourier transform (the left-hand side term of (4)) of a sampling of a function according to the Fourier transform of the function.
Let us now state our de nition of linear zooms. This de nition of a linear zoom simply expresses the need of satisfying some basic properties such as a weak notion of locality, translation invariance (doing linear reconstruction, there are no reasons to a priori deal in di erent ways with the di erent parts of the initial image), regularity of the result, continuity (which leads to the stability of the zoom) and also to impose them to restore correctly horizontal and vertical structures. Note also that this latter, in the case of signals, would be that the reconstruction of a constant signal is constant. Moreover, in such a case we could have stated a proposition similar to Proposition 2.
We are now going to characterize these objects using h (the kernel that de nes Z). We are now going to state the de nition of cylindric images. As we said in the introduction, these images have the property of uctuating only in one direction. In the case of functions of L 1 (R 
This is simply due to the fact that all the m + n (with m and n in Z ) are distinct in R. So, de ning cylindric functions of l 1 (Z 2 ) as the ones that satisfy (6), we have to limit ourselves to functions v such that the sampling does not create any aliasing (we consider u is obtain by a sampling of the function V (x; y) = v( x + y)). Therefore, we preserve the cylindric sight of the initial function. Consequently, the function v in (6) . Such an image will be called cylindric along the direction ( ; ). Remark rst that (7) should have been written using duality notation. However, we will abuse of this notation even if it is formally only valid forṽ 2 L 1 (I ; ).
Moreover, note that (7) forces u to belong to l 1 (Z 2 ) and that, for any given ( ; ), the de nition of I ; ensures that u satis es (6) for the same couple ( ; ) and a given function v 2 L 1 (R).
Note also that, since De nition 5 is relatively restrictive, the \sinc interpolation", de ned in the introduction, gives an exact reconstruction for cylindric images (see 20]). We know, in other respects, that it yields oscillatory results (since the convolution kernel associated with the \sinc interpolation" oscillates). This latter behavior will not be taken into account by the analysis of cylindric functions.
Let us now state a proposition similar to Proposition 2 about linear zooms that preserve cylindric images. Note, once again, that the idea of being interested in the preservation of cylindric images is driven by the observation that a classical artifact in image reconstruction is the creation of staircase edges.
Proposition 3 Let Z be a linear zoom and let h be the convolution kernel that de nes Z. Assume that for any direction ( ; ) 2 R Note that, heuristically, this proposition means that linear zooms preserving cylindric images can be expressed in terms of a convolution of the \sinc interpolation". Unfortunately, we cannot give the proposition in this form since the \sinc interpolation" is not continuous from l 1 
Proof. Let ( ; ) 2 R 2 n f(0; 0)g and u 2 l 1 (Z 2 ) a cylindric function along the direction ( ; ). We know that there existsṽ 2 (L 1 (I ; )) linked with u by (7) and that there exists h 2 L 
This formula expresses the fact that the spectrum of Z(u) is the one of u, periodized and weighted by h (see gure 1).
Expressing the fact that Z(u) is cylindric along the direction ( ; ), we know that 8t 2 R; Z(u)(x; y) ? Z(u)(x ? t; y + t) = 0 ; which, using (9), gives 8t 2 R; The result follows from the fact that (2) imposesĥ to be continuous. The converse statement directly follows from (9) .
Remark that in this proof we could have avoided the use of ( ; ) such that x + y = 0 has an irrational slope. Indeed, going a little bit further in the analysis (see gure 1), we could have got C k;l = ( + k; + l); ( ; ) 2 R 2 n f(0; 0)g; such that ? k + l 6 = 0; and 2 I ; g : Note that even the restriction of this C k;l to the couples ( ; ), such that x+ y = 0 has a rational slope, is dense in k ? 1 2 ; k + 1 2 ] l ? 1 2 ; l + 1 2 ]. At this point, in order to determine an h yielding good results, the most important remaining problem is the locality of h (otherwise we have blurred and/or oscillating results and large computation cost). Note that, sinceĥ is compactly supported, we can neither expect h to be well located nor to yield sharp results. However, we can suggest readers to learn about prolate functions 11], which are a way to deal with Heisenberg uncertainty principle (see 13]). Unfortunately, such functions de nes reconstruction which lead to blurred results (see x4). Now, this analysis shows us that linear reconstructions cannot yield fully satisfactory results, in the sense that they cannot completely avoid all the artifacts mentioned above. This is simply due to the fact that the erasure of these artifacts yields to contradictory properties of the kernel h. Therefore, if one still wants to reconstruct images linearly, one has to balance with all these shortcomings with regard to the expected properties the reconstructed images shall satisfy.
Variational image restorations
In this section we will focus on possibly non-linear restorations. Formally, we have to talk about restoration since we do take into account the whole degradation su ered by the image (including the convolution).
Let us introduce the framework and some notations that will be used all along the section. First, these restorations are based on functional minimization, so we turn to a nite dimensional case, in order to get proper results. Therefore, a sampled image u is assumed to be periodic of period N (for commodity we will assume in the following that N is even). Since the sampled images are periodic of period N, we de ne the zoomed images on the torus of size N, (NT) 2 (but by an abuse of the language we will note it T 2 ). In addition and despite a lack of generality we are only able to state results in the space L to give prominence to the frequency on which it aliases.
Moreover, we do present the method in the case of a regularity criterion that is the total variation, but most of the results can be extended to other kinds of energies that would satisfy properties such as \lower semi-continuity", \compactness" and which satisfy
). However, we do present this work in the case of the total variation since we do believe it is the most suitable for image reconstruction (see x3.3.2).
Let us now present the method under study and the associated results.
Total variation based restoration
As far as we know, such restorations have rst been introduced in 9], while the use of the total variation in image processing was introduced in 17, 18] . The idea is to apply a regularization approach to the problem of image zooming. With that in mind, we have rst to de ne the set of all possible images of L 
In other terms, W s;u is the set of the images which yield u after a convolution with s and a sampling.
In this de nition, the smoothing s can be arbitrary, but in practice we mainly focus on two simple kernels yielding good properties when used to restore N-periodic cylindric functions (in axis or in any direction). These are the \mean kernel" s m (x; y) = 1 j]? 
). In this latter case, frequencies of w higher than 1 2 in modulus are simply set free by the constraint (11) (see (13) to follow). Remark that, since the convolution and the sampling operator are linear, for any convolution kernel s, W s;u is an a ne sub-space of L In order to interpret the degrees of freedom we have inside W s;u , we express (11) in frequency domain. 
where ( ; ) 2 f?N=2 + 1; :::; N=2g 2 . Looking at (13), we see that the degrees of freedom mentioned above simply are the repartition ofû ; onto b w( N + k; N + l) k;l . Moreover, (13) gives us a su cient condition for W s;u not to be empty. In the following we will assume thatŝ does not vanish on f? ) and having a nite total variation, the associated norm is k:k BV = k:k 1 + jD:j(T 2 ).
Existence and uniqueness of a solution
Let us state the proposition ensuring the existence of a solution to (15) . 
We are not necessarily sure of the uniqueness of this solution, since the total variation is not strictly convex. Nevertheless, we can see that minimizers are \close" one to each other in the sense that for almost every point, where their gradients exist and are not null, they have the same gradient direction, as explained by S. Remark that the larger N is, the less the restriction to periodic images is harmful to the meaning of the results dealing with N-periodic cylindric functions.
The two following propositions give su cient conditions on s so that (15) de nes a zoom that preserves cylindric functions. To do so, we construct a cylindric solution v 0 given a solution v. Unfortunately, we cannot guarantee all the solutions of (15) to be cylindric. 
for (x; y) 2 T 2 . We are now going to show that the limit of v M , when M tends to in nity, exists, is a solution of (15) and is cylindric along the right direction. In order to do this, let us rst estimate jDv M j(T In order to show that v 0 is a solution of (15), we still have to prove that v 0 belongs to W s;u . We are going to show, at the same time, that v 0 is cylindric of direction ( ; ). Therefore, we compute for j 2 N and (k; l) 2 Z Remark that the advantage of the total variation based restoration over linear reconstructions (that preserves cylindric functions) is that it allows to extrapolate the frequencies out of f? . Therefore, here we do not a-priori have to choose between \ringing" and \blurring" artifacts (see x4).
Note also that in the Proof of this proposition we have only used the form of the constraint and the fact that the total variation decreases after a convolution with a function h such that R T 2 jhj = 1. So, such proposition can be obtained doing the same reasoning for other kind of energies like for instance R T 2 jL(w)j r where L is a di erential operator.
Numerical approximation of the total variation based restoration
Let us rst show two consistency propositions which ensure that a solution of (15) can be approximated numerically. With that in mind, we rst de ne a problem, the solutions of which are computable and approximate a solution of (15) For any given K > 1, the associated band-limited approximating restoration represents a zoom of factor K (in the sense that the image resolution is increased by the factor K). Proposition 9 will prove that v K can be used for K large to evaluate a solution of (15) . Unfortunately, we are not able to compute R T 2 jrwj (and so we cannot numerically minimize it), even for an image in W K s;u . The problem is that even when jrwj is de ned everywhere (functions of W K s;u are band limited), we cannot integrate it on the torus. So, we estimate the integral with a Riemann summation and approximate the total variation by
We de ne the solvable restoration (the solution of which are numerically computable) by
Note, once again that v K;K 0 exists and that it can be estimated by a method similar to the one describe in 4] (note that in 4] the image degradation is inclusive of noise).
The following proposition shows that a solution v K of the band-limited approximating restoration (19) can be approximated by the sequence (v K;K 0 ) K 0 K when K 0 grows to in nity. 
Proof. In order to simplify notations we will forget the index K in v K;K 0 and denote it by v K 0 , the prime symbol reminding us that the index K 0 refers to the minimization of E K 0.
Remark rst that, since for any w 2 W K s;u , w is band limited, we have
Therefore, lim K 0 !1 E K 0(u c ) exists (where u c is de ned in (14)) and we know that there exists C > 0 such that We can yet do the same reasoning as the one presented in the proof of Proposition 4, which guarantees the existence of a sub-sequence (v K 0 j ) j2N The following proposition shows that (v K ) K2N allows us to approximate a solution v of (15). It is easy to check using (13) and (18) and split the sum into two pieces: S 1 , the sum over all the indexes whose magnitudes are below C K and S 2 the sum over the reminding indexes.
Due to the particular form ofĥ, we have for indexes k and l that concern the sum S 1 , 1 ?ĥ K ( k which nishes the proof.
Remark rst that we could have stated, in the case of the band-limited approximating restoration (19) , some propositions similar to Proposition 5 (the \weak uniqueness") and Proposition 7 (that deals with the preservation of cylindric images for (15)). So, since any function w 2 W K s;u is continuously di erentiable and since for any such function f(x; y) 2 T 2 ; rw = 0g is of null measure, we can expect any solution v K of (19) to be cylindric, given an initial cylindric data. Therefore, a solution v of (15) obtained as a limit of a sub-sequence (v Kj ) j2N is also cylindric. Now, as we said in the introduction of this section, we can only compute a solution of the solvable restoration (given by (20) ). We are now going to show the consequence of the change in the minimizing energy on the behavior of the restoration when dealing with cylindric images. Remark that, modulo the uniqueness (we could state a proposition similar to Proposition 5 in the case of (20) ), this proposition means that the results of the solvable restoration are not fully cylindric (see the thick line on Figure 2) . There is an analogy between this v M and the one de ned by (17) that is that for any (m; n) 2 f0; :::; K 0 N ? 1g Remark once again that we could have stated a proposition similar to Proposition 7 (which ensures the preservation of cylindric function for (15) ) in the case of the band-limited approximating restoration (19) . So, this proposition has to be regarded under the scope of Proposition 8 (a consistency proposition) which guarantees that for K 0 large the cylindric sight of the result is preponderant. Moreover, we have Note also that the case K 0 = K is su cient to preserve the functions cylindric along the axis directions (the cases where ( ; ) = (1; 0) or ( ; ) = (0; 1)).
Some other variational based restoration
As we said previously, most of the results presented above are also true for restorations based on minimization of other kind of energies. In this section, we are rst going to study a particular case which yields a linear reconstruction and we will then explain the reasons that let us think the total variation is the most adapted to image restoration.
Linear reconstructions associated with a variational restoration
There is an important link between linear reconstructions and some variational minimization of the form Let us state the following proposition which gives the explicit form of a solution of (28). Note that this proposition could be stated in the case of Z L for most of the linear and translation invariant operator L (we will precise this after the proof of the proposition). 
Proof. First of all E is a coercive and strictly convex functional and E is minimized on a convex set, so we are sure that there exists a minimum and that it is unique. Secondly, if we index the real and imaginary part of w k , s k and u by respectively r and i, we are minimizing For ( ; ) 6 = (0; 0), the preceding lemma applies and yields the expected form forŵ. For ( ; ) = (0; 0), we minimize W 0;0 , which does not depend onŵ(0; 0) (but depends on all the other w(k; l)), under a constraint which is satis ed when the wholeû 0;0 is distributed ontoŵ(0; 0). So, the unique possible solution is the one given in the proposition.
The fact that this w is really a solution is obvious given Lemma 3. Note that this solution is obviously translation invariant and linear. Moreover, the operator Z de ned
by (28) As we said previously, Proposition 11 can be generalized to nd solutions of problems of the form (27). Indeed, the only property we use in the demonstration is that . Note that this is holds for any di erential operator.
Note also that, whenŝ 2 l 1 , the interpolation de ned by (28) can be extended to l 1 (Z 2 ) (by interpolating the Fourier series of the convolution kernel) in such a way that it satis es the hypotheses of the Propositions 2 and 3. Therefore, since we can see in Proposition 11 that it puts 0 at lost frequencies (wherê s = 0), Propositions 2 and 3 yields result similar to Proposition 6 and 7 but adapted to problem (28).
Remark also that for any linear and translation invariant interpolation operator (de ned by an h such that jrhj 2 L de nes the same interpolation as the one simply de ned by h. Therefore, this analysis gives a parallel between linear, translation invariant reconstructions and solutions of (28). This parallel can be used to describe linear reconstructions, but makes useless the use of (28) to reconstruct images.
Discussion on the energy choice
We are now going to argue for the choice of the total variation in image restoration within the family of energies that is E L;r (w) = Z T 2 jL(w)j r where r 1 and L is a linear translation invariant isotropic operator, we moreover consider it homogeneous (typically a di erential operator of a xed order). Homogeneous is used in the sense that 9 ord(L) 2 R; 8C > 0; 8w such that L(w) exists everywhere; L(w(C :))(x; y) = C ord(L) L(w)(Cx; Cy) : For commodity we do not distinguish yet the total variation of a function w from R T 2 jrwj.
First note that within this family the case r = 1 is the most interesting since for r > 1 the energy E L;r (w) does penalize more a point at which jL(w)j is large than several points having smaller jL(w)j. This is simply due to the fact that f(t) = t r is strictly convex for r > 1 and can be regarded as a consequence of the homogeneity of E L;r (w) with regard to multiplications of w by constant. We do believe such a behavior is harmful to image quality since it will split large jL(w)j into several pieces without regard to their orientation (this orientation generally oscillates due to the data delity term). This does generally create oscillations close to points where jL(w)j is large (generally edges). This behavior can be observed in the case of E r;2 .
Let us focus on the case where r = 1. If we consider an image cylindric along a direction ( ; ) (which models an edge) and a dilation (or contraction) along the direction ( ; ) (this modi es the edge smoothness), in such a case the homogeneity of E L;1 (w) with regard to this dilation is ord(L) ? 1. So, if ord(L) is strictly larger than 1, E L;1 (w) will penalize more sharp edges than smooth ones (indeed, C ord(L)?1 tends to in nity with C) and similarly to previously, the minimization of E L;1 (w) tends to create oscillations close to edges. Moreover natural images generally present sharp edges, so we cannot a ord to forbid them during the restoration (note that this is a intuitive way to talk about Sobolev embedding Theorem whom in 1D shows that the case ord(L) = 1 and r = 1 is the limit one beyond which the functions are smoother than continuous.)
A simple way to sum up this is the following 1D proposition.
Proposition 12 For any signal w 2 BV (T) and any homeomorphism f from Tto T, jD(w f)j(T) = jDwj(T) :
This result has already been introduced in 6]. Now, the total variation extend R T 2 jrwj in such a way that it is lower semi-continuous and satis es some compactness properties. Therefore, the total variation permits to state proper results. There exists of course other kind of energies. Let us cite entropy which has already been used to restore images (see 23] ). The entropy is generally de ned, for a positive function w, by
w(x; y)log w(x; y) R T 2 w dxdy :
Remark that a small change of f in a dark part of the image a-priori induce a larger change in the value of the entropy than the same change in a bright region. Therefore, we believe such a restoration is not adapted to image restoration since it may not behave in the same way in dark and bright regions of the image.
Experiments
We Illustrate in this section some propositions and the methods described above. The methods are the duplication interpolation, the bicubic reconstruction (see 16]), the \zero padding" interpolation, a reconstruction using a Prolate function and the total variation based restoration (these are respectively presented on gures from up to down and from left to right). Moreover, all the presented experiments are zooms of level 4 (the initial image numbers of row and of column are multiplied by 4) and they are generally displayed both in space and frequency domain. In this latter case, the presented images are the spectrum modulus raised to the power 0:01. Figure 3 displays zooms of an initial image (see Figure 3 .a) which is cylindric along the direction (1; 3). Note that we only display the same extracted part of the zoomed images. Images 3.b and 3.c, which correspond to the duplication and the bicubic reconstructions, do present oscillating edges. In the same time, images 3.d and 3.e, which correspond to the \zero-padding" and the linear reconstruction de ned by the prolate function, does not. This illustrates Proposition 3, since the convolution kernels associated with the duplication and bicubic reconstructions do not have Fourier transforms supported on ] ? , while the \sinc" and the prolate functions do. In the same way, image 3.f is a part of the total variation based restoration associated with the \sinc function" (s = s e ) and does not have oscillating edges. Moreover, image 3.d oscillates more than the initial image while image 3.e does not (but it is very blurred). We can see that the total variation restoration (Figure 3 .f), owing to its ability to extrapolate frequencies, has a sharp result which oscillates less than the initial image. Figure 4 represents the Fourier series of the duplication interpolation of the image 3.a (a part of which is displayed on Figure 3 .b), one can see its periodical structure preventing from the preservation of the 1D nature of image 3.a. Note that the same observation could have been made on the spectrum of the bicubic reconstruction. On the other hand, looking at Figure 5 , we can see the ability of the total variation based restoration to prolong the initial structure out of ] ? is represented by the black square in the center of the gure). Moreover, we observe on this spectrum the property announced in Proposition 10. Indeed, we took the same value for K and K 0 and we can see that the Fourier series of the result is essentially supported on S 1;3 (see Proposition 10).
We display on Figure 6 the same zooming methods as the ones of Figure 3 , in the case of an image representing a triangle. We can make about this gure the same comments as one made about Figure  3 . Moreover, remark that the horizontal edge of the triangle is accurately restored by all the linear reconstructions. This is basically due to the fact that all the associated kernel satisfy the hypotheses of Proposition 2. Moreover, we can see a limit of our model on Figure 6 .e. Indeed, we remark some oscillations on the edges in the vicinity of the triangle corners. These are due to the need, of the total variation, to erode the corners in order to decrease. Figure 7 displays the spectrum of the images of Figure 6 . Figure  7 .a and 7.b illustrate Proposition 2 (the periodizations of the vertical white line are located at the same places as the vertical black ones, therefore they are canceled and the horizontal edge is correctly restored). Moreover, 7.e shows that the total variation restoration is the only one which tends to prolong the initial structures of the spectrum.
In order to estimate the relevance of our analysis in the case of a real world images, we display on Figure  8 the same reconstruction/restoration methods in the case of an image provided by the C.N.E.S.. A part of this image presents oscillations that are essentially cylindric and for which are valid the comments made for Figure 3 . Moreover, looking at this oscillating zone on Figures 8.a and 8 .b, we remark that visually, it is corrupted by an oscillation (in a wrong direction). This artifact is due to the spectrum periodization and is visually similar to the artifacts usually caused by aliasing. Furthermore, 8.e shows a shortcoming of the total variation based restoration that is that it tends to create homogeneous zones (even if the linear part on the left of the cylindric structure is well restored). We display on Figure 9 the spectra of the images of Figure 8 . We observe here the frequency translation of most of the artifact seen on the spatial representation. In particular, the ability of the total variation based restoration to preserve cylindric 
