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THE LOCAL POINCARE´ PROBLEM FOR
IRREDUCIBLE BRANCHES
J.CANO, P. FORTUNY AYUSO, AND AND J. RIBO´N
Abstract. Let F be a germ of holomorphic foliation defined in
a neighborhood of the origin of C2 that has a germ of irreducible
holomorphic invariant curve γ. We provide a lower bound for the
vanishing multiplicity of F at the origin in terms of the equisin-
gularity class of γ. Moreover, we show that such a lower bound is
sharp. Finally, we characterize the types of dicritical singularities
for which the multiplicity of F can be bounded in terms of that of
γ and provide an explicit bound in this case.
1. Introduction
The Poincare´ problem consists in determining whether or not an al-
gebraic differential equation in two variables has a rational first integral
and then calculating such a function. This problem is strongly related
with the problem of finding upper bounds for the degree of an invari-
ant variety in terms of the degree of the foliation and other invariants.
Indeed Poincare´ noticed that the existence of rational first integrals is
algebraically decidable if an upper bound for the degree of a generic
algebraic leaf is provided.
We study in this paper the local version of the Poincare´ problem:
consider a germ of holomorphic foliation F defined in a neighborhood
of the origin of C2. Let γ be a plane branch (i.e. a germ of irreducible
analytic curve at the origin) that is invariant by F . We obtain lower
bounds for the vanishing multiplicity ν0(F) (also order) of F (cf. Defi-
nition 2.1) in terms of geometrical data of γ. The lower bound provided
by the Main Theorem does not depend on the foliation, not even on
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its desingularization. Other results (Proposition 3.4) give improved
lower bounds of ν0(F) in terms of the multiplicity (order) ν0(γ) (cf.
Definition 2.1) at the origin and combinatorial data of F .
There is a strong connection between the local and the global Poincare´
problems. This is an important ingredient in the work of Cerveau and
Lins Neto [9] where they show that an invariant invariant curve C of a
foliation F in CP(2) satisfies deg(C) ≤ deg(F)+2 if all singularities of
C are nodal, i.e. normal crossings singularities. The same formula was
proved by Carnicer for the case in which F has no dicritical singulari-
ties on C without restrictions on the singularities of C [7]. Du Plessis
and Wall show that the degree of an invariant curve C can be bounded
from above by a function of the degree of the foliation F and local
equisingular data of C (for instance, the sum of the Milnor numbers of
C at its singular points) [11]. Recently, several papers have appeared
in which the point of view of local polar invariants has been used to
study the Poincare´ problem (Corral and Ferna´ndez-Sa´nchez) [10], (F.
Cano, Corral and Mol) [6] and (Genzmer and Mol) [14].
The global Poincare´ problem is an active subject of research. Some
recent contributions have been provided by Brunella [1], Campillo and
Carnicer [4], Campillo and Olivares [5], Soares [19], Pereira [18], Esteves
and Kleiman [12], Cavalier and Lehmann [8], Galindo and Monserrat
[13]...
In the local setting, the vanishing orders satisfy ν0(F) ≥ ν0(γ) − 1
if the foliation F is non-dicritical, i.e. has finitely many invariant
branches, by a theorem of Camacho, Lins Neto and Sad [2]. Indeed, the
inequality becomes an equality ν0(F) = ν0(Γ)− 1 when Γ is the union
of all the invariant branches through the origin and F is a generalized
curve, i.e. there are no saddle-nodes singularities in its desingulariza-
tion process [2].
A strict statement of the local Poincare´ problem might be: given a
branch γ that is invariant by a germ of holomorphic foliation F , find
a function (if it exists) h : N→ N ∪ {0} such that
(1) ν0(F) ≥ h(ν0(γ)) with lim
m→∞
h(m) =∞.
This is equivalent to the existence of a function g : N ∪ {0} → N such
that ν0(γ) ≤ g(ν0(F)). Indeed, given h we can define
g(m) = max{n ∈ N : h(n) ≤ m}.
For instance h(m) = m−1 is such a function if F is non-dicritical. Such
a formula does not exist in general: given p, q ∈ N with gcd(p, q) = 1,
the curve yp − xq = 0 is an invariant curve of order min(p, q) that is
invariant by the foliation pxdy − qydx = 0 of order 1. So it is not
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possible to obtain h satisfying Equation (1) even if we replace ν0(γ) by
the Milnor number of γ. This kind of pathology was described in the
global case by Lins Neto. He even exhibits examples of one-parameter
families of foliations of fixed degree such that neither the degree of the
generic leaf nor its genus is bounded among the foliations in the family
with rational first integral [17].
However, as the topology of γ is given by its Puiseux characteristics,
it is natural to try to obtain lower bounds for ν0(F) in terms of the
equisingularity class of γ. Indeed, our main result is a formula of the
same type as Equation (1) in which the right hand side depends on the
topological class of γ. More precisely, we provide a solution of the local
Poincare´ problem for irreducible curves in which the multiplicity of the
curve is replaced with another topological and equisingular invariant:
the next to last partial multiplicity of γ.
Consider an injective Puiseux parametrization γ(t) = (tn,
∑∞
j=n ajt
j)
of γ and let mj = gcd({n} ∪ {n ≤ k ≤ j : ak 6= 0}). The cardinal of
the finite setM := {n/mj : j ≥ n} \ {1} is by definition the genus g of
γ; it is equal to 0 if and only if γ is regular. We can order the elements
of M in a sequence
q0 = 1 < q1 < q2 < . . . < qg = n.
The last element qg is the multiplicity n of γ at the origin, whereas
q0, q1, . . . , qg are by definition the “partial multiplicities” of γ. We de-
fine the virtual multiplicity µ(γ) as the next to last partial multiplicity
qg−1.
Main Theorem. Let F be a germ of singular holomorphic foliation,
defined in a neighborhood of the origin in C2, with a singular invariant
branch γ. Then we have ν0(F) ≥ µ(γ) = qg−1 ≥ 2g−1.
The lower bound µ(γ) for ν0(F) is sharp (Remark 3.11). The next
to last partial multiplicity qg−1 is equal to 1 for the curve y
p = xq. The
Main Theorem is very practical to obtain families of curves such that
Property (1) is satisfied: consider the curves with Puiseux parametriza-
tion
γn(t) = (t
30n, t30n+30 + t30n+45 + t30n+55 + t30n+56)
for n ≥ 2. We have g = 4 and q1 = n, q2 = 2n, q3 = 6n and q4 = 30n.
As a consequence, ν0(F) ≥ 6n = ν0(γn)5 for any germ of foliation that
preserves γn.
The lower estimate for ν0(F) provided by the Main Theorem depends
only on the equisingularity class of γ. If, on top of that, we know the
list of irreducible components of the divisor of the desingularization of
γ which are invariant for F , then we give a better lower estimate for
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ν0(F) in terms of all partial multiplicities of γ (Proposition 3.4 and in
particular Equation (6)). This formula validates the study of the local
Poincare´ problem via Puiseux characteristics of invariant branches.
The main ingredient of the proof of ν0(F) ≥ ν0(γ) − 1 in the non-
dicritical case is an index formula [2] relating ν0(F) with some van-
ishing indices that appear along the desingularization process. The
index formula admits a generalization for any kind of foliation, as was
discovered by Hertling [16]. This formula contains two major terms,
an “index term” and a term that depends on the combinatorics of the
desingularization process. It is not difficult to give lower bounds for
either the index part or the combinatorics part, but we achieve to re-
late the properties of both parts of Hertling’s formula to obtain better
lower estimates of ν0(F). For instance, we can show that the existence
of non-invariant irreducible components of the divisor of the desingu-
larization process worsens the lower estimates of ν0(F) only in very
specific cases that can be completely characterized (Proposition 3.3).
In particular we can classify the case in which the worst lower estimates
are obtained (Theorem 3.1).
Our techniques can be used to obtain results for the case of reducible
germs of invariant curves and for the global Poincare´ problem. These
subjects will be pursued in future works.
2. The index formula
Let γ be a germ of irreducible analytic curve that is invariant by a
germ of local holomorphic foliation F defined in a neighborhood of 0 in
C
2. Before looking into the joint behaviour of the invariants of γ and
F , we introduce Hertling’s formula [16] that relates the multipicity of
the singularity with indexes of the foliation localized at points of the
divisor of a desingularization process. The setting of this section is the
following: we consider a neighbourhood of a point P belonging to a
(germ of) 2-dimensional analytic complex manifold M , endowed with
a map π : M → (C2, 0), which is a composition of blow-ups (right
now we do not need to specify its structure). We call F ′ the strict
transform of F by π. The point P belongs to the exceptional divisor
P ∈ E = π−1(0, 0). The main invariants we shall need are given by the
following definitions:
Definition 2.1. Let f ∈ C{x1, . . . , xn} \ {0} be a convergent power
series with complex coefficients in n variables. We say that ν0(f) is
the (vanishing) order of f at 0 (or also its (vanishing) multiplicity) if
f ∈ mν0(f) \mν0(f)+1 where m is the maximal ideal of C{x1, . . . , xn}.
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Let X =
∑n
i=1 ai(x1, . . . , xn)∂/∂xn be a germ of holomorphic vector
field. We define its order at 0 as ν0(X) = min1≤i≤n ν0(ai). Given a germ
of holomorphic foliation F at (C2, 0), whose leaves are the trajectories
of a vector field X = a(x, y)∂/∂x + b(x, y)∂/∂y (with gcd(a, b) = 1),
we define ν0(F) = ν0(X).
Given a germ of holomorphic curve γ at (C2, 0), we define ν0(γ) =
ν0(f) where (f) ⊂ C{x, y} is the ideal I(γ) of analytic functions whose
restriction to γ is the zero function. The vanishing order of g ∈ C{x, y}
along γ at 0 is the unique ν ∈ N ∪ {0} such that g ∈ I(γ)ν \ I(γ)ν+1.
Definition 2.2. Let P be a point of an irreducible component D of
the exceptional divisor E and g ∈ C{x, y}. We define the vanishing
order of g ◦ π along D as the vanishing order of g ◦ π along D at P
(it is clearly independent of the choice of P ). The weight w(D) of
an irreducible component of the exceptional divisor E is the vanishing
order of l ◦ π along D for a generic linear map l : C2 → C.
Remark 2.1. The weight of the divisor of the blow-up of the origin is
equal to 1. Consider a point P of the exceptional divisor of a sequence
of blow-ups π. If P is not a corner point (i.e. it does not belong to two
irreducible components of E) and belongs to the irreducible component
D1, then the weight of the irreducible component D corresponding to
the blow-up of P is w(D) = w(D1). If, on the contrary, P is a corner
point belonging to two irreducible components D1 and D2 of E, then
the weight w(D) of the new irreducible component of the divisor D is
w(D) = w(D1) + w(D2).
Fix a system of local coordinates (x, y) at P and consider a vector
field X = a(x, y)∂/∂x+b(x, y)∂/∂y whose corresponding foliation is F ,
with gcd(a, b) = 1. Let η : (C, 0) → M be an analytic curve through
P , which in this section will always be an irreducible component D of
E (this the reason we use η instead of γ).
Definition 2.3 (See [2]). The vanishing order ℵP (F , η) of F along and
invariant curve η at P is the order of the holomorphic vector field η∗X
at 0.
Remark 2.2. The index ℵP (F , η) coincides with the GSV (Go´mez Mont-
Seade-Verjovsky) index when η is smooth [15].
Definition 2.4 (Ibid.). Assume P is a singular point of F ′ and D1
is an invariant irreducible component of E with P ∈ D1. We define
κP (F ′, D1) = ℵP (F ′, D1) − 1 if P is a corner point and the other
irreducible component D2 of the divisor π
−1(0, 0) through P is also
F ′-invariant and κP (F ′, D1) = ℵP (F ′, D1) otherwise.
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Definition 2.5 (Ibid.). Assume η is not invariant by F . If f = 0 is
an irreducible equation of η, we define tang0(F , η) as the dimension of
the complex vector space O2/(f,X(f)).
Definition 2.6. Assume P is a singular point of F ′ and D1 is a
non-invariant irreducible component of E with P ∈ D1, we define
κP (F ′, D1) = tangP (F ′, D1).
Remark 2.3. The following formula was established in [2] for a non-
dicritical foliation F at (C2, 0) and any sequence π of point blow-ups:
(2)
∑
Dj
∑
P∈Dj
w(Dj)κP (F ′, Dj) = ν0(F) + 1,
where D1, D2, . . . are the irreducible components of the divisor of π, F ′
is the strict transform of F by π and ν0(F) is the multiplicity of F at
(0, 0).
Definition 2.7. Consider the setting of Remark 2.3. We define v(Dj)
as the valence of the irreducible component Dj of the divisor of π,
i.e. v(Dj) is the number of irreducible components of the divisor of
π, different than Dj and intersecting Dj . We define the non-dicritical
valence vd(Dj) by considering just the invariant components of the
divisor intersecting Dj.
Formula (2) was generalized by Hertling to the general case.
Proposition 2.1 ([16]). Consider the setting of Remark 2.3. Then the
formula
(3)
ν0(F) =
∑
Dj
∑
P∈Dj
w(Dj)κP (F ′, Dj)+
∑
Dj non−invariant
w(Dj)(2−vd(Dj))−1
holds.
3. The Local Poincare´ Problem
We proceed to study the joint behaviour of the invariants associated
to a singular foliation F that has an invariant singular analytic branch
γ and the desingularization of γ. Let us stress that we do not consider
the desingularization of F .
In order to do so, let us fix some notation to be used in what follows.
The curve γ : (C, 0) → (C2, 0) is a separatrix of the singular foliation
F in (C2, 0).
Definition 3.1. The genus of γ is the number of Puiseux characteristic
exponents in a reduced parametrization.
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We assume, henceforward, that γ is singular, i.e. g ≥ 1. Its desin-
gularization requires at least 1 blow-up (as a matter of fact, at least
3 but this is not relevant). We fix the sequence π = π1 ◦ π2 ◦ · · · ◦ πk
of point blow-ups which desingularizes γ0 = γ and denote P0 = (0, 0)
and for l = 0, . . . , k − 1, γl+1 the strict transform of γl by πl+1, Pl+1
the point defined by γl+1 in Dl+1 = π
−1
l+1(Pl). Set F0 = F and Fl+1
the strict transform of Fl by πl+1. Finally, for the sake of simplicity,
we shall denote F ′ = Fk and π˜l+1 = π1 ◦ · · · ◦ πl+1. See Figure 1 for a
guide.
γ0 = γ
π1
D1
γ1
D1
D2
γ2
π2
D1
D3
D2
γ3
π3
Figure 1. Notation for the blow-ups, exceptional divi-
sors and strict transforms of the curve γ ≡ (t2, t3). The
points Pi are the intersections of γi with Di.
Let us remark that besides being regular we require γk to intersect
a single irreducible component of π−1(0, 0) and moreover that such
intersection is transversal. Given an irreducible equation f = 0 of γ,
this is equivalent to the function f ◦ π having only normal crossings
singularities.
Remark 3.1. Let us apply Formula (2) to the foliation df = 0. Since
f ◦ π = 0 has normal crossings singularities, we obtain the equality
w(Dk) = ν0(df) + 1 = ν0(γ). Thus the last weight is the multiplicity
at the origin of the curve γ.
Next, let us focus on the term∑
Dj
∑
P∈Dj
w(Dj)κP (F ′, Dj)
in Formula (3).
Definition 3.2. Given the exceptional divisor E = π−1(0, 0), Inv(E)
denotes the union of the irreducible components of E which are invari-
ant for F ′. We denote by IF (or I if F and γ are implicit) the connected
components of Inv(E) and by I˜F or I˜ the connected components of
Inv(E) that do not contain the last divisor Dk.
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Remark 3.2. Given a connected component H of Inv(E) sometimes we
consider it as a set of points and so we write P ∈ H and some other
times as a set of divisors and then we write D ∈ H .
Figure 2 illustrates this definition.
E = π−1(0, 0) Inv(E)
Figure 2. For the exceptional divisor E on the left
(which has two dicritical irreducible components), the
set Inv(E) is the one on the right, with three connected
components.
Remark 3.3. We have ♯(I \ I˜) ∈ {1, 0} depending on whether or not
Dk is invariant.
Definition 3.3. Given a connected component H of Inv(E), its weight
w(H) is the minimum of the weights of its irreducible components.
Proposition 3.1. Let H be a connected component of Inv(E). Then∑
D∈H
P∈D
κP (F ′, D)w(D) ≥ w(H).
Proof. It suffices to show that one of the indices in the sum is greater
than 0. Assume the contrary. Then, at every corner P ofH the foliation
F ′ is given, in local coordinates centered at P , by a vector field
xa(x, y)
∂
∂x
+ yb(x, y)
∂
∂y
where xy = 0 is the local equation of H at P . Since κP (F ′, x = 0)
and κP (F ′, y = 0) are equal to 0 by hypothesis, we get ℵP (F ′, x =
0) = ℵP (F ′, y = 0) = 1. We deduce that a(0, 0) 6= 0 6= b(0, 0). By
definition the Camacho-Sad index CS(P, x = 0,F ′) [3] of F ′ at P along
the invariant curve x = 0 is the residue at 0 of the diferential form
a(0,y)
yb(0,y)
dy and hence it is equal to a(0, 0)/b(0, 0). Analogously we obtain
CS(P, y = 0,F ′) = b(0, 0)/a(0, 0). So the Camacho-Sad indices at
corners satisfy
(4) CS(P, x = 0,F ′) · CS(P, y = 0,F ′) = 1.
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It is also known that the intersection form on divisors is negative
(cf. [20]) as is its restriction to any connected component of Inv(E).
This property and Equation (4) on all corners allow us to find a point
Q ∈ H which belongs to a single irreducible component D ∈ H for
which CS(Q,D,F ′) 6= 0, following Toma [20]. As Q is a singular
point of F ′, we get κQ(F ′, D) = ℵQ(F ′, D) ≥ 1, which provides the
contradiction. 
We start now the joint study of the structure of the desingularization
of γ and Formula (3) for F . The reader should keep in mind Figure 3,
which shows the desingularization graph for an invariant branch γ in
which possible dicritical divisors of F ′ appear. Notice, however, that
F ′ needs not have any simple singularity in E (not even the point at
which γk meets E transversely).
γk
D5 D9
D15
Figure 3. Desingularization graph of γ showing the di-
critical divisors (in grey) of F ′.
Let us try to obtain a simple lower estimate for ν0(F) from Hertling’s
formula (3).
Definition 3.4. We call NI(E) the set of non-invariant irreducible
components D of E such that there is Q ∈ D with F ′ not transverse
to D at Q, i.e. tangQ(F ′, D) ≥ 1.
Hertling’s formula implies the inequality:
ν0(F) ≥
∑
Dj 6⊂Inv(E)
∑
P∈Dj
w(Dj)tangP (F ′, Dj)+
∑
H∈I
∑
Dj∈H
∑
P∈Dj
w(Dj)κP (F ′, Dj)+
∑
Dj 6⊂Inv(E)
w(Dj)(2− vd(Dj))− 1
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The contribution of
∑
Dj∈H
∑
P∈Dj
w(Dj)κP (F ′, Dj) for H ∈ I˜ is at
least w(H) by Proposition 3.1. Moreover we have∑
Dj∈H
∑
P∈Dj
w(Dj)κP (F ′, Dj) ≥ w(Dk) = ν0(γ)
for H ∈ I \ I˜ since γk intersects Dk at a singular non-corner point if
I \ I˜ 6= ∅. We obtain
ν0(F) ≥
∑
Dj 6⊂Inv(E)
∑
P∈Dj
w(Dj)tangP (F ′, Dj) +
∑
H∈I˜
w(H)+
♯(I \ I˜)ν0(γ) +
∑
Dj 6⊂Inv(E)
w(Dj)(2− vd(Dj))− 1.
In order to make the estimate simpler let us change slightly the defini-
tion of non-dicritical valence.
Definition 3.5. We define vd(Dk) = vd(Dk) + 1 and vd(Dj) = vd(Dj)
if j < k.
The idea behind the definition is that for the last irreducible com-
ponent of E the curve γk can be considered as an invariant divisor.
Definition 3.6. We define
ΛF ,I =
∑
H∈I˜
w(H), ΛF ,N =
∑
Dj 6⊂Inv(E)
w(Dj)(2− vd(Dj))
and ΛF = ν0(γ)− 1 + ΛF ,I + ΛF ,N .
The term ΛF is a lower bound for the multiplicity ν0(F). It contains
two parts, namely ΛF ,I that provides a lower bound for the contribu-
tion of invariant divisors in Hertling’s formula and ΛF ,N that has an
analogous role for non-invariant divisors. The following proposition is
a consequence of the above discussion.
Proposition 3.2. The following sequence of inequalities holds:
ν0(F) ≥ ΛF +
∑
D 6⊂Inv(E)
P∈D
w(D)tangP (Fk, D) ≥ ΛF +
∑
D∈NI(E)
w(D) ≥ ΛF .
Definition 3.7. An irreducible component Dl of the divisor is a char-
acteristic divisor if its valence is equal to 3 or it is the last divisor
Dk
The characteristic divisors in Figure (3) are D5, D9 and D15.
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Recall that we are assuming γ to be singular of genus g ≥ 1. Assume
its Puiseux expansion is
γ(t) =
(
tn,
∑
i>n
cit
i
)
and that its Puiseux characteristic exponents are pi/qi. Write r0 =
1, q1 = r1 and qi = r1 . . . ri (so that n = r1 . . . rg). There are as
many characteristic divisors as Puiseux characteristic exponents. Let
Da1 , . . . , Dag−1 , Dag (a1 < a2 < . . . < ag) be the characteristic divisors.
The weights satisfy w(Daj ) = qj . Roughly speaking, qj are the “par-
tial” multiplicities of the truncation of the Puiseux expansion of γ to
the corresponding order (see Remark 3.1).
Remark 3.4. Any divisor Dj of π satisfies vd(Dj) ≤ 3. Notice that
only characteristic divisors Dj can satisfy vd(Dj) = 3. For instance if
all irreducible components of E are invariant then the characteristic
divisors Dj are exactly those that satisfy vd(Dj) = 3.
Notice that all terms in the definition of ΛF ,I are non-negative whereas
the term w(Dj)(2−vd(Dj)) in the sum defining ΛF ,N is negative if and
only if vd(Dj) = 3.
Definition 3.8. An irreducible component Dl of the divisor is a bad
divisor if it is a non-invariant characteristic divisor and all adjacent
irreducible components of E are invariant by F ′. A non-bad divisor is
called good.
The divisor D5 in Figure (3) cannot be bad because it meets a di-
critical component.
Remark 3.5. We have ΛF ,N ≥ 0 if there are no bad divisors. In this
case, ΛF ,I ≥ 0 implies ν0(F) ≥ ν0(γ)− 1, which is the lower bound for
ν0(F) provided in [2] for the non-dicritical case.
Definition 3.9. The virtual multiplicity µ(γ) of γ is qg−1.
Definition 3.10. A configuration of bad divisors is a sequence j1 <
· · · < jp with ji ∈ {1, . . . , g}. We say that it is a configuration of bad
divisors for γ and F if the bad divisors of F are Db1 , Db2 , . . . , Dbp where
bi = aji .
Remark 3.6. Two characteristic divisors Daj and Daj+1 such that Daj ∩
Daj+1 6= ∅ can not be simultaneously bad.
The next proposition illustrates that once a configuration of bad
divisors is fixed, the worst lower estimate ΛF is obtained when all good
divisors are invariant.
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D5 D9
D15
D5 D9
D15
Figure 4. Two possible configurations of bad divisors
(in black) for γ and F .
Proposition 3.3. Let F ,G be germs of singular holomorphic folia-
tions, defined in a neighborhood of the origin in C2, with a common
invariant curve γ. Suppose F ,G share a configuration of bad divisors
for γ. Suppose that all non-invariant divisors of F are bad and that G
has more non-invariant divisors than F . Then ΛG > ΛF .
Proof. Notice that all divisors adjacent to bad divisors are invariant for
both F and G. Thus the contribution of the term w(Dj)(2 − vd(Dj))
of a bad divisor Dj to Λ is the same for F and G. Moreover, we also
deduce ∑
J∈I˜G
J⊂H
w(J) ≥ 0 (resp.
∑
J∈I˜G
J⊂H
w(J) ≥ w(H))
for any H ∈ IF (resp. H ∈ I˜F). We deduce ΛG,I ≥ ΛF ,I .
Since any good divisor Dj satisfies vd(Dj) ≤ 2, we conclude that the
inequality ΛG,N − ΛF ,N ≥ 0 holds.
Let Dj be a divisor that is non-G-invariant but is invariant for F .
We can assume vd(Dj) = 2 (where the valence is with respect to G)
since otherwise it is clear that ΛG,I > ΛF ,I and then ΛG > ΛF . There
are two possibilities, namely Dj = Dk and vd(Dj) = 1 or j < k and
vd(Dj) = 2. In the former case Dj is contained in the unique element
H of IF \ I˜F and there is a unique J ∈ I˜G that has a divisor adjacent
to Dj . Since it satisfies J ⊂ H and w(J) > 0, it follows that ΛG,I >
ΛF ,I and then ΛG > ΛF , as desired. In the latter case let H be the
element of IF containing Dj . We denote by H1 and H2 the elements
of IG containing divisors adjacent to Dj. They satisfy H1 ∪ H2 ⊂ H .
Either H1 or H2 belongs to I˜G and thus
∑
Hj∈I˜G
w(Hj) > 0. Moreover
since w(H1) ≥ w(H) ≤ w(H2) we deduce ΛG,I − ΛF ,I > 0 and then
ΛG > ΛF . 
We can now compute lower bounds for ΛF in terms of its configura-
tion of bad divisors.
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Definition 3.11. Fix a configuration of bad divisors B = {j1, . . . , jp}.
Given 1 < l ≤ p, we call Fl the connected component of E \ ∪pq=1Dbq
that intersects both Dbl−1 and Dbl . For l = 1, F1 is the connected
component of E \ ∪pq=1Dbq that contains the first divisor π−11 (0, 0).
Given 1 ≤ l ≤ p we denote by Cl the other connected component of
E \∪pr=1Dbr that intersects Dbl. The components Fl are called the free
components of E and the Cl are the clamped components.
Figure 5 provides an example of the previous definition.
Remark 3.7. By construction, the clamped components C1, . . . , Cp are
non-empty. Moreover, the free components F1, . . . Fp are also non-
empty. Indeed if Fl = ∅ then Dbl−1 and Dbl intersect in E and this
contradicts that both divisors are bad by Remark 3.6.
F1
C1
F2
C2
Figure 5. Connected components Fl and Cl for the
graph in Figure 3, for the configuration of bad divisors
(9, 15).
Remark 3.8. The weights of Cl are exactly w(Cl) = qjl−1 where as
above, qjl−1 is the jl − 1-th “partial multiplicity” of γ. On the other
hand, w(Fl) ≥ qjl−1 and the equality happens if and only if Dajl−1+1 is
good or Pbl−1+1 is a non-corner point.
Definition 3.12. A foliation G whose only non-invariant divisors are
all bad divisors is called a bad foliation for γ. Given its configuration
of bad divisors B we say that G is a bad foliation for γ and B.
Proposition 3.4. Consider an irreducible curve γ invariant by a germ
of foliation F . Let B = {j1, . . . , jp} be a configuration of bad divisors
for F and γ and set j0 = 0. Let G be a bad foliation for γ and B.
Then:
(5) ΛG = qg − 1 +
p∑
l=1
(−qjl + qjl−1 + w(Fl)) ≥ qg − qjp +
p∑
l=1
qjl−1.
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In particular, for F , we get
(6) ν0(F) ≥ ΛF ≥ qg − qjp +
p∑
l=1
qjl−1.
Proof. Since ν0(F) ≥ ΛF ≥ ΛG by Propositions 3.2 and 3.3, it sufffices
to prove (5). It is clear that ΛG = w(Dk) − 1 = qg − 1 if B = ∅ by
definition, so we assume B 6= ∅ from now on. By Definition 3.6 we have
ΛG = qg − 1−
p∑
l=1
w(Dbl) +
p∑
l=1
w(Fl) +
p∑
l=1
w(Cl)
From the equalities w(Dbl) = qjl and w(Cl) = qjl−1 we obtain the
equality in (5). Using now w(Fl) ≥ qjl−1 , we deduce
ΛG ≥ qg − 1 +
p∑
l=1
(−qjl + qjl−1)+
p∑
l=1
qjl−1
= qg − 1− qjp + 1 +
p∑
l=1
qjl−1.

From Propositions 3.2 and 3.4 we obtain
Corollary 3.1. The following sequence of inequalities holds:
ν0(F) ≥ ΛF +
∑
D 6⊂Inv(E)
P∈D
w(D)tangP (Fk, D) ≥
qg − qjp +
p∑
l=1
qjl−1 +
∑
D∈NI(E)
w(D).
(7)
Proof of the Main Theorem. The result is clear if the configuration of
bad divisors of γ is empty since ν0(F) ≥ qg − 1 by Remark 3.5. We
assume, from now on, that it is not empty.
If the last divisor Dk is not bad, then Proposition 3.4 implies
ν0(F) ≥ qg − qjp + qjp−1.
From which we obtain
ν0(F)
qg
> 1− 1
2
=
1
2
.
And, since qg/qg−1 = rg ≥ 2, we get ν0(F) > qg−1.
Finally, if Dk is a bad divisor, then ν0(F) ≥ qg − qg + qg−1 = qg−1 by
Proposition 3.4. 
THE LOCAL POINCARE´ PROBLEM FOR IRREDUCIBLE BRANCHES 15
Remark 3.9. As an application of our theorem, we obtain useful lower
bonds for the multiplicity of foliations preserving simple irreducible
curves. For example, let γ be the curve with Puiseux parametrization
t 7→ (t2n, t2n+2 + t2n+3) (n ≥ 2). It has two Puiseux characteristic
exponents and g = 2, r1 = n, r2 = 2. Every vector field X ∈ X(C2, 0)
that preserves γ satisfies ν0(X) ≥ ν0(γ)2 = n by the Main Theorem.
The cusp of parametrization t 7→ (tn, tn+1) is an approximation of γ
obtained by removing the higher order term and whose multiplicity is
a lower bound for ν0(X).
Corollary 3.2. If an analytic branch γ has genus g ≥ 2 and is invari-
ant for F , then ν0(F) ≥ 2.
Theorem 3.1. Let γ and F be as above with g ≥ 1. Let Pk−1 be the
last center of π. The following alternative holds:
• Either ν0(γ) = qg ≤ 2qg−1(rg − 1) ≤ 2ν0(F), or
• Pk−1 is a radial singularity of Fk−1 and Dk is a bad divisor.
Moreover, if we are not in the latter case and the equality ν0(γ) =
2ν0(F) holds, then ν0(γ) = 2 and the whole exceptional divisor E is
F ′-invariant.
Proof. We consider the same cases as in the proof of the Main Theorem.
Assume, first, that γ contains no bad divisors for F . We deduce
ν0(F) ≥ ΛF ≥ qg − 1 ≥ qg−1(rg − 1) ≥ qg
2
=
ν0(γ)
2
by Proposition 3.4. The third inequality is strict unless g = 1 and the
fourth inequality is strict unless rg = 2. Therefore, if ν0(F) = 2−1qg
holds then ΛF = q1−1 and this implies that all the divisors D1, . . . , Dk
are Fk-invariant by Proposition 3.3.
Assume now that the configuration of bad divisors of γ is non-empty
but that Dk is good. This implies g > 1. Then
ν0(F) > qg − qg−1 = qg−1(rg − 1) ≥ ν0(γ)
2
by Formula (6).
Finally, assume that Dk is a bad divisor but that Pk−1 is not a radial
singularity of Fk−1. Then
∑
P∈Dk
tangP (Fk, Dk) ≥ 1 and by Corollary
3.1 we get
ν0(F) ≥ ΛF + w(Dk) ≥ qg − qg + qg−1 + w(Dk) ≥ qg + qg−1 > ν0(γ)
and the proof is complete. 
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Remark 3.10. As the previous result shows, the worst possible situation
for our lower bounds of ν0(F) in terms of ν0(γ) happens when
(8) ν0(F) < ν0(γ)
2
and ν0(F) = µ(γ) = qg−1.
In this case, Dk is necessarily a bad divisor and Fk−1 has a radial
singularity at Pk−1. Moreover, Dk is the unique bad divisor for F
since otherwise we have ν0(F) ≥ ΛF > qg−1 by Proposition 3.4. A
bad foliation G whose unique bad divisor is Dk satisfies ΛG = qg−1.
Therefore the inequality ΛF ≥ ΛG is strict if there exists a divisor,
other than Dk, that is non-invariant by Proposition 3.3: in this case
we obtain again ΛF > qg−1.
In summary, property (8) happens only if all the exceptional divisors
of the desingularization of γ except the last one Dk are invariant, Dk
is non-invariant and Pk−1 is a radial singularity of Fk−1.
Remark 3.11. Let us explain how to construct examples of pairs (F , γ)
of foliations and invariant branches such that ν0(F) = µ(γ). Let γ′
be a germ of irreducible analytic curve such that g ≥ 2 and fix its
desingularization π. Consider an irreducible analytic curve ξ such that
its strict transform by π intersects transversally in a non-corner point
the unique irreducible component Dj of the last clamped component
Cp whose weight is equal to qg−1. This property implies ν0(ξ) = qg−1.
Let ℓ a line whose tangent cone is different than the tangent cone of
γ′. We denote by f = 0 and L = 0 irreducible equations of ξ and ℓ
respectively. Let d (resp. d′) be the order of f ◦ π (resp. L ◦ π) along
Dk. We denote a = lcm(d, d
′)/d and c = lcm(d, d′)/d′ and consider
the foliation F given by its meromorphic first integral F = fa/Lc.
The function F ◦ π˜j−1 is of the form f˜a/M c′ in the neighborhood of
Pj−1 where f˜ = 0 is the strict transform of f = 0 and M = 0 is a
local equation of the divisor Dj−1. The curves f˜ = 0 and Dj−1 are
smooth and transversal at Pj−1 and hence f˜
a/M c
′
is equal to ya1/x
c′
1
in some coordinates centered at Pj−1. Moreover, we have c
′ > 0 since
otherwise the order of F ◦π alongDk is greater than 0 contradicting the
choice of F . Since all the points Pj, . . . , Pk−1 are corners, there is just
one non-invariant divisor D among Dj−1, . . . , Dk, it is characterized
by F ◦ π having order 0 along D and thus D = Dk. Moreover since
f˜a/M c
′
= ya1/x
c′
1 , the singular point Pk−1 is radial and Dk is a bad
divisor. Let γ be one of the irreducible components of F = 1 and denote
ω = aLdf−cfdL. Notice that γ and γ′ have the same desingularization.
We have
ν0(F) = ν0(ω = 0) = ν0(ξ) = qg−1 = µ(γ).
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The above equality implies that Dk is the unique bad divisor of γ
by Equation (6). Moreover, Dk is the unique non-invariant divisor of
π−1(0, 0) by Proposition 3.3.
As an illustration of this method, consider f = y2−x3, L = x, a = 4,
c = 13. Let γ be the curve with Puiseux parametrization (t4, t6
√
1 + t).
It satisfies g = 2, q1 = 2 , q2 = 4 and F (t
4, t6
√
1 + t) ≡ 1. The foliation
with first integral F is given by the vector field
X = 8xy
∂
∂x
+ (13y2 − x3) ∂
∂y
,
for which γ is invariant and satisfies ν0(X) = 2 = q1 = µ(γ).
Finally, an immediate consequence of the Main Theorem is that the
genus of an invariant curve is bounded by a function of the multiplicity
of the foliation.
Corollary 3.3. Let γ be an irreducible curve of a germ of singular
holomorphic foliation F defined in the neighborhood of (0, 0) in C2.
Then we get ν0(F) ≥ 2g−1 and g ≤ 1 + log2 ν0(F).
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