This paper is concerned with the approximate reconstruction of the earth's potential field from geometric and gravimetric data. This is an ill-posed problem involving typically large amounts of data which are to be continued by a harmonic function. The standard approach in geodesy is based on spherical harmonics which are globally supported. Thus, a least squares approach for the data fitting yields a linear system of equations with a fully populated system matrix. This becomes computationally prohibitive for large amounts of data and, therefore, presents the biggest bottleneck for fast and efficient computations.
Introduction
Gravity is a complex force of nature with a large influence on physical phenomena. Although it is often assumed to be constant, in fact, its value changes subtly. There are many factors causing such variations like the rotation of the earth, ocean tides, or the deviations in density of the earth's interior. These effects of gravity variations, or anomalies, have a deep impact and interrelation in hydrology, oceanography, glaciology, or geophysics and provide important information for understanding the System Earth. Such deviations in gravity help to describe, e.g., ocean flows, whose investigation is essential for hydrology and climate studies, or variations in the upper layers of the earth and the geodynamics associated with the lithosphere. Moreover, the precise knowledge of gravity anomalies is fundamental for all applications involving satellites, global height-reference systems, and positioning [24] .
The accurate modeling of the gravity potential requires substantial measurements of the gravitational potential field, see, e.g., [5, 32] for satellite only models or [35] for combined models where additional terrestrial data is taken into account. Past and current satellite missions (CHAMP [36] , GRACE [45] , GOCE [13] ) deliver homogeneous distributed data sets and are designed to determine the structure of the earth's gravity field with very high precision. The reconstruction of the earth's potential field from geometric and gravimetric data is an ill-posed data fitting problem with tens of thousands of parameters. By definition, the potential field is harmonic, i.e., it satisfies Laplace's equation. In practice, the representation and determination of the gravity field includes the continuation of gravity measurements together with the treatment of noise and outliers, see, e.g., [1, 41, 42] . This harmonic continuation allows for the transformation of gravimetric data from and to different heights, i.e., the downward or upward continuation of a (two-dimensional) field to a level surface everywhere below or above the observation locations [37] .
One of the established and most intuitive ways to describe gravity fields is by means of equipotential surfaces. These are surfaces containing all the points outside of the mass where the gravitational potential attains a certain constant value. The geoid is a special equipotential surface that is close to the mean sea level. The shapes of the equipotential surfaces are important for applications such as calculating satellite orbits, definition of sea surface heights, and the unification of height reference systems by fixing the missing link between the physical shape measured by leveling and the geometrical shape defined by GPS measurements. To distinguish from this, many applications employ an approximation of the earth's shape as an ellipsoid for reference. For U the gravitational potential, V the ellipsoidal 'normal' potential and T the disturbing potential, the identity T = U − V holds. Like U , the normal potential V and the disturbing potential T also fulfill Laplace's equation outside of the mass, i.e., ∆U = 0 and ∆T = 0.
We consider in this paper mostly the upward continuation of the potential field. This means to solve an exterior boundary value problem for the Laplace equation with given Dirichlet boundary data on the boundary of the domain. Denote by Ω ext the space outside of a bounded simply connected domain Ω ⊂ R 3 . Let f be a given continuous function defined on the boundary ∂Ω ext of Ω ext . The task at hand is to determine a function u : C 2 (Ω ext ) ∩ C 0 (Ω ext ) → R which is harmonic over Ω ext and which attains the given boundary value f on ∂Ω ext , i.e., ∆u = 0 in Ω ext , u = f on ∂Ω ext .
(Recall that for a (by definition open) domain Q one denotes by Q the closure of Q, i.e., the union of Q together with its boundary.) This exterior Dirichlet problem has many solutions if no further restrictions are imposed in outer space. However, one can assure uniqueness of the solution if one requires the solution to be bounded or to approach zero away from ∂Ω ext ; then the solution can be expressed in integral form, see, e.g., [15, 27, 40] . For practical purposes in geodetic applications, such representations are not very useful. In addition, the information of the earth's gravity field derived from observable situations and measurement devices is incomplete and available only in discrete, unregularly scattered form and at various heights over the surface of the earth. For these reasons, a standard representation method for potential fields are spherical harmonics. These are harmonic basis functions defined on the sphere which allow for a harmonic extension of the data up to the accuracy provided by the data without explicitly having to take the ill-posedness of the continuation problem into account. Of course, depending on the type and resolution of the available data, there is no guarantee that the obtained solution is indeed a 'good' one [33, 34] . In addition, the use of spherical harmonics induces some substantial drawbacks. They are globally supported basis functions and, due to millions of data points to be taken into account, their employment entails large, fully populated system matrices for the resulting least-squares data fitting problem [3, 9] . For the same reason, one needs to recompute the complete coefficient set of the representation when the data is modified, even when only local data information is added to the model. To avoid these substantial bottlenecks in the computation and to enable such locally adaptive models triggers the search for new approaches in which locally supported basis functions can be used. Such approaches have been provided, e.g., in [14, 39] . There a global gravity field represented by a spherical harmonic expansion up to moderate degree is enhanced by regionally adapted high resolution refinements parameterized by splines as space localizing base functions. The basis functions used are isotropic homogeneous harmonic spline functions on a grid generated by uniform subdivision. Their work is therefore restrained to the sphere, depending on a spherical harmonic expansion, and is not adaptive in a constructive way. We point to [15] for another broad and insightful work on multiscale approaches in potential theory. This includes, e.g., harmonic wavelet methods; see also [26, 31] for more on wavelets in geodesy. However, robust adaptive techniques for handling such large scattered data sets in an ill-posed context are still missing.
The idea for the present paper and the much more extensive interdisciplinary thesis [25] arose from the early work [30] . There the feasibility of applying a finite element method to the fundamental continuation problem of geodesy is investigated. Specifically, a finite number of elements to partition the infinite space, extending to infinity and decaying in radial direction, is employed. The upward continuation is obtained by minimizing the functional
Although the author of [30] argued strongly for the use of locally based representations of the gravitational field, to our knowledge, his work has not been further pursued.
Here our goal is as follows: We wish to obtain a representation of the potential field determined from a large amount of nonuniformly scattered, eventually erroneous and incomplete data. By 'incomplete' or 'missing data' we mean that the boundary conditions for a boundary value problem involving Laplace's equation do not suffice to guarantee a unique solution. Thus, this representation should be able to deal with the intrinsic ill-posed nature of the problem. Furthermore, it should be highly accurate and allow for 'computationally optimal' numerical schemes. By the latter, we mean that the computational arithmetic complexity of the setup and the solution process should be proportional to the number of unknowns employed in the representation.
To achieve this goal, we extend Meissl's approach [30] and employ modern tools from data fitting and numerics for partial differential equations (PDEs). We construct continuations of potential fields on bounded domains using only local information which can deal with incomplete boundary conditions. The key of our novel construction is a weighted least squares functional in which a data fitting term is enhanced by the request for harmonicity. The latter is therefore posed approximately. Our new approach then enables us to employ basis functions with local support.
The computational domain will in the sequel always be a bounded open domain denoted by Ω ⊂ R 3 . Although the problem setup allows for general bounded domains, we work here with a cuboid. It is considered tangent to a mass or source of the field. The domain shall be such that it spans the space up to the desired upward continuation target and contains all available data points.
These are situated mainly, but not necessarily, at the bottom, i.e., near the mass, and eventually on the top face, and make up the given boundary conditions. In Figure 1 , these boundary conditions are labeled 'Surface' and 'Airborne Data', respectively. We call this the continuation problem in which the approximate continuation, the potential field, is to be computed in all of the cuboid Ω.
Airborne Data
Surface Data Approximate Continuation Figure 1 : Cuboid Ω ⊂ R 3 tangent to a sphere at the bottom.
The remainder of this paper is structured as follows. In Section 2, we present our new data fitting ansatz with a weighted regularization term and derive the resulting linear system to be solved for the coefficients of a basis representation. For this representation, we will employ tensor products of cubic splines. We recall in Section 2.3 briefly two alternative standard discretizations of a boundary value problem for Laplace's equation based on finite elements and finite differences. Section 2.4 illustrates for two-dimensional synthetic data some characteristics of our method. Section 3 is devoted to an extensive discussion of computing reconstruction errors for different data scenarios and synthetic as well as geopotential data, together with a comparison of the results for the finite element and the finite difference method. It turns out that the choice of the weight parameter η balancing the data fitting and the harmonicity term is crucial. This is the subject of Section 4. Specifically, some estimators for η are presented which are derived from condition number estimators for the linear system. We conclude in Section 5 with a number of observations obtained from our experiments and an outlook.
New Approach: Least Squares with Regularization
Let Ω ⊂ R 3 denote the computational domain introduced in Section 1. Given data on a subset of Ω, an approximate continuation of this data is to be computed which is a multivariate harmonic function on all of Ω. The data is assumed to stem from a harmonic function and may be continuous, i.e., a function on a subset of Ω, or discrete, i.e., point values. If the data is continuous, it can be evaluated on a user-specified grid up to arbitrary resolution.
We describe first a classical least squares data fitting ansatz for given point values, see, e.g., [2] . Specifically, let
denote a set of (not necessarily uniformly) gridded points covering all of Ω. This set will not be used as such for computations but will serve as reference set to pick subsets from. Let
The index Γ indicates that these locations are typically at (or close to) some part Γ of the boundary ∂Ω. The point set
will then be the set of input observation points; the z i 's are given function values always normalized to one, i.e., the data at the respective localizations x i 's.
We seek the representation of the data points in Z Γ in terms of a linear combination of locally supported multivariate basis functions from the set Ψ := {ψ λ : λ ∈ Λ}. Here Λ denotes an index set specified later with cardinality L := #Λ. Typically one has M ≫ L, i.e., much more data to be fitted than basis functions to be employed in their representation. We assume that the functions in Ψ are numbered in a certain (unspecified but fixed) order. Depending on the circumstances, we will use both of the indexing notation {ψ λ : λ ∈ Λ} or {ψ ℓ : ℓ = 1, . . . , L}, and similarly for vectors and matrices with these indices.
In a classical least squares approach, we determine the expansion coefficientsd := (d λ ) λ∈Λ for the functionũ(x) := λ∈Λd λ ψ λ (x), x ∈ Ω, with values in R such that the standard quadratic least squares functional
is minimized. In order to enforce the harmonicity of the minimizer u of (5), we enhance this functional by a respective regularization term
for a given weight parameter η > 0 and ∆ the Laplace operator. We call the minimization problem with the new functional (6) weighted least squares approach with regularization. This functional will be used for constructing the (upward) harmonic continuation of the boundary surface data. As in all least squares data fitting approaches, the identity u η (x i ) = z i for each i = 1, . . . , M holds only approximately. We call the minimizer u η of (6) approximate continuation. Of course, 'complete' harmonicity of u η in the sense ∆u η = 0 in Ω is not granted by this approach. The basic question in the practical reconstructions will therefore be to what extent the approximate enforcement of the harmonicity suffices the applicant's needs. Clearly the value of the regularization parameter η will play a substantial role. Before further discussing these issues, we derive from (6) the linear system of normal equations.
Computing the Solution
Until we specify the concrete choice of basis in Section 2.2, we make a few assumptions on Ψ.
Assumption 2.1 (i) Ψ is a set of locally supported basis functions defined on Ω which are such that the evaluation of the two terms in (6) is guaranteed, i.e., specifically, that the Laplacian can be applied to each ψ λ ; (ii) the bilinear form Ω (∆v(x)) 2 dx is coercive on the span of Ψ; (iii) Ψ consists of locally supported functions all having the same size of their support.
Given the set of M data points in Z Γ , we seek to determine u η : Ω → R as a linear combination of basis functions from Ψ, i.e., u η (x) = λ∈Λ d λ ψ λ (x), as the minimizer of (6). For the derivation, let us first consider the functional (5) whose minimizer we had calledũ with expansion coefficients
Recall from, e.g., [2] , that the classical least squares data fitting problem to minimize (5) leads to the matrix-vector formulation
where · 2 is the Euclidean norm. The typically overdetermined problem (7) can be solved by forming the normal equations
This system has a unique solution if the quadratic L × L matrix M = A T A has full rank. In case of badly scattered data, depending on the cardinality, the support size and the choice of the basis functions, this is not very likely; thus, M cannot be assumed to be invertible. (Discussions of this issue and an appropriately data-adapted choice of basis functions and index set Λ can be found in [6] , see also [25] .) To consider the extended functional (6), we need to include the harmonicity constraint into the matrix-vector formulation (7) . To this end, insert the expansion u η (x) = λ∈Λ d λ ψ λ (x) into the Laplace term in (6) ,
where the matrix G ∈ R L×L has entries
Combining this with (7) and (8), we arrive at the following statement.
Proposition 2.2 (i)
The expansion coefficients d with respect to the basis Ψ for the minimizer u η of (6) can be determined by solving the system
(ii) The system matrix M + η G is symmetric positive definite. Moreover, it is sparsely populated with an amount of entries proportional to L.
The statements in (ii) follow since both M and G are symmetric by construction so that M + η G is also for any η > 0. The regularization assures that for any η > 0 the system matrix M + η G is positive definite if in turn G is positive definite. This is the case when the basis satisfies Assumption 2.1(ii), see, e.g., [4] . The last statement follows immediately from Assumption 2.1(iii).
Remark 2.3
We like to add that in the case of hierarchical or multiscale bases Assumption 2.1(iii) does not hold. However, in case of a basis for a sequence of nested spaces where on each resolution level the basis functions satisfy this assumption, one can still arrange by means of a multiscale transform that M + η G can be applied in an amount of arithmetic operations proportional to the total number of basis functions, see, e.g., [10, 25, 28] .
Remark 2.4
The computation of the minimizer of (6) through the normal equations (11) is, of course, not the only way. Recall that the speed of iterative methods for the solution of (11) may suffer from the fact that the spectral condition number of M is the square of the spectral condition number of A. However, in the present situation, solving the normal equations offers in fact a number of substantial advantages: (i) typically L ≪ M , i.e., forming the system (8) or (11) leads to a much smaller system of equations than computing with (7); (ii) for special wavelet bases consisting of linear combinations of B-splines which are orthogonal with respect to the L 2 (Ω)-inner product, M is very well conditioned. Note that the entries of M correspond to a discrete approximation of the
. This is even more advantageous the larger the amount of data M is. We refer to [6, 7] for an extensive discussion of these issues.
Remark 2.5 Interpreting the integral involving the Laplace term in (6) in the sense of Lebesgue's measure, this term can be identified as the square of the Sobolev seminorm of second order, i.e.,
The advantage over the formulation (6) where the pointwise existence of the second derivative of u η is required is that appropriate basis functions for the more general functional (6), written as
only need to span a subset of H 2 (Ω) which is a larger space than C 2 (Ω) ∩ C 0 (Ω). In addition, since H 2 (Ω) is the closure of C ∞ (Ω) with respect to the Sobolev norm · H 2 (Ω) , the minimizer of (13) is indeed attained in H 2 (Ω), see, e.g., [4, 18] . Functional (13) yielding an appropriate weak formulation which is also the basis for finite element methods is therefore more appropriate from a theoretical point of view.
For the discretization of (6), we will employ cubic splines in C 2 (Ω) for which both (6) and (13) yield the same representation (11) so that we do not need to make this distinction further.
Tensor Product B-Splines
The main ingredient of the representation (11) is the selected basis Ψ on Ω with index set Λ. In order to represent multivariate data, the most apparent construction of functions is based on taking tensor products of a univariate function. Our method of choice are splines, i.e., piecewise polynomials of maximal smoothness which are not yet polynomials itself and which have minimal support. These functions allow for an easy representation (11) since computations only need to be performed with polynomial pieces. The basis for such splines are B-splines about which we need to recall a few technical details. One can define one-dimensional B-splines
..,n of order k by means of divided differences or by recurrence relations, see, e.g., [11, 23] . They are defined on an interval [a, b] ⊂ R with respect to a knot sequence K := {τ i } i=0,...,ℓ+1 satisfying a =: τ 0 < τ 1 < . . . < τ ℓ+1 := b. B-splines of order k = 1 are just the characteristic functions, i.e.,
; B-splines of order k = 2 consist of hat functions. We will employ later Bsplines of order k = 4, N i,4 , which are piecewise cubic polynomials matched together such that
(Specific constructions apply to functions at the boundary which we dispense with here.) The spline space S k,K of order k with respect to K then consists of piecewise polynomials such that any spline function s ∈ S k,K , when restricted to any [τ r , τ r+1 ], is a polynomial of order k, and is in
For deriving tensor products of univariate B-Splines, we follow [43] .
The space of tensor product polynomial splines defined on Q is then span{N i,k }. Multivariate B-splines inherit a number of properties from their univariate building blocks which are relevant in the sequel, such as local support, non-negativity, being piecewise polynomial, i.e.,
) is a polynomial of order k r for each r, partition of unity, and smoothness, i.e., N i,k is k r − 2 times continuously differentiable with respect to each variable x r . In view of the local support, these functions satisfy Assumption 2.1(iii). Without going into the details about the boundary functions, we have made the construction such that the multivariate B-splines also satisfy Assumption 2.1(ii). Since the tensor product structure separates the variables, derivatives of any multivariate tensor product function s can be written immediately in terms of the derivatives of the tensor building blocks, namely
As the notation suggests, one may define tensor spline spaces of different orders or on different knot sequences for each space dimension. Most of the applications dealing with data fitting or PDEs in the literature, e.g., [6, 47] , work with linear basis functions, i.e., k r = 2 for all r = 1, . . . , d. Because of the harmonicity constraint, in view of Assumption 2.1(i), we need to consider here k r 's of higher order. In fact, we have chosen k r = 4 for r = 1, 2, 3 (recall that we have d = 3 in the geodetic application). In view of Remark 2.5, this not only yields the same representation (11) for (6) and (13), the Bsplines N i,4 are also symmetric around a point in K which has some advantage in the representation (11) . Note, however, that k = 3 would have been sufficient to handle the functional (13) . Meissl analyzed already in [30] whether spline bases of higher degree, in particular, based on quintics, provide 'better' continuation results. He found that this was not the case.
Alternative PDE Formulations
In addition to our novel least squares approach, we consider for comparison purposes two alternative classical PDE formulations on bounded domains. We compute an approximate continuation by solving the boundary value problem for Laplace's equation by means of finite elements and finite differences, see e.g., [4, 18] . Both methods solve Laplace's equation for a sufficiently fine discretization correctly up to the accuracy of the available boundary conditions which may be also in discrete form. Yet both finite elements and finite differences require complete boundary conditions. This means that boundary conditions need to be posed on the entire boundary ∂Ω. Therefore, these methods cannot be employed directly for our upward continuation problem where only surface and airborne data may be given, see Figure 1 . On the other hand, we can derive from these methods some information which quality of the solution we can expect when complete boundary conditions are available. This is useful for a comparison to the solution obtained using our weighted least squares approach and incomplete boundary conditions with the same discretization grid.
The reconstruction using the finite element (FE) solver is the following. We consider Laplace's equation with Dirichlet boundary conditions
where ∂Ω is the whole boundary of the cuboid consisting of its six faces. The boundary data f which are required to be continuous for the FE method are obtained as follows. We take the extreme boundary layer grids of P Γ defined in (3) on all six faces of the cuboid, i.e., P Γ ⊂ ∂Ω, and interpolate them using bilinear functions. Problem (14) is then solved using the finite element package Alberta [38] . The domain Ω is split into tetrahedra; the coarsest grid consists of six tetrahedra which are further refined by bisection until approximately the same resolution as in the grid of the given data specified in the examples is achieved. On this fine decomposition of the domain we use linear Courant finite elements as basis functions to approximate u. The resulting system of linear equations is solved iteratively by the method of conjugate gradients. We call this the finite element (FE) approach. For the finite differences (FD) approach, the basic idea is to approximate differential quotients by second-order centered differences. Problem (14) is represented using a three-dimensional sevenpoint stencil on a grid of the same resolution as the boundary data. The resulting system of linear equations is also solved iteratively by the method of conjugate gradients.
Two Dimensional Illustration of the New Method
The least squares approach for the approximate continuation problem has been designed to provide the upward continuation of the potential field of the earth. Since three-dimensional volumes are not easily displayed on paper, one typically presents two-dimensional sections of the results; we will also do this later. But first we want to illustrate with two bivariate harmonic functions living on Ω = (0, 1) 2 the behaviour of our method, in order to gain a more intuitive understanding. Both of these harmonic functions are evaluated on a uniform grid Ω # defined in (2) with 2 s + 1 data points in each direction. In order to have enough data points available when compared to the degrees of freedom L specified below for the basis Ψ, we have chosen s = 7, resulting in a total of N = (2 7 + 1) 2 = 16641 points in Ω # . The first function we choose is f 1 (x, y) := exp(−10x) sin(10y) + exp(−10 + 10x) sin(10 − 10y), see Figure 2 . Depending on the location of the data in P Γ ⊂ Ω # , one might or might not be able to construct a 'good' approximate continuation. The solution of Dirichlet's problem (14) for Laplace's equation requires data on the entire boundary as in Figure 3 (a). In this case we can solve the problem using the finite element or finite difference approach as described in Section 2.3. However, in our geodetic application, there are boundary segments that contain no data points. Figure 3 (b-f) shows some possible boundary data configurations. In these cases, the solution is not uniquely determined anymore through the formulation (14) . However, it can still be determined uniquely through our new approach involving the functional (6). Our initial experiments show which configurations of the given boundary data allow for a 'good' reconstruction of the test function f 1 ; these are (a) and (b) in Figure 3 . Boundary configurations like in Figure 3 (c,d) have to be treated with care; configurations (e,f) are such that no meaningful continuation can be constructed. Also, when too few data points are available when compared to the cardinality of the considered basis, system (11) does not yield an acceptable solution. In case of reasonable boundary configurations, sufficiently many basis functions should contain one or more data points in their support to provide an essential contribution to the solution. We also found that missing boundary information along one direction might practically be replaced by directional gradient type information given by two parallel lines of points like in Figure 3 For the reconstruction, we have chosen tensor products of the cubic B-splines N i,4 defined in Section 2.2 on a grid K r , r = 1, 2, with grid spacing 2 −j for j = 4 in each coordinate direction. We call the parameter j the resolution level or shortly level of the basis. This results in 2 4 + 3 B-Splines in each coordinate direction, or a total of L = (2 4 + 3) 2 = 19 2 = 361 degrees of freedom for the reconstruction. (The cardinality in each space dimension is proportional to 2 j ; the concrete number (here 3) depends also on the order k r .) Figure 4 shows a series of continuation results. Each row corresponds to the same kind of boundary data: the first row for case (a) from Figure 3 , the second row for case (b) and the third for case (c). The columns stand for different choices of the weight parameter η = 10 −17 , 10 −15 , 10 −1 , 10 4 from left to right. These values have been selected to give the best insight on the influence of the weight parameter over the resulting continuation. As expected, not every choice of η is a good one; the quality of the reconstruction also depends on the boundary configuration. Already by visualizing these approximate continuations, we can conclude the following. With a too small regularization parameter, the continuation is unsatisfactory and not smooth enough; the boundary values are fitted well but the total error is high. On the other hand, both the boundary and the error on all of Ω # are large for a weight parameter which is too large. Here, the regularization is too strong and boundary conditions are disregarded. In any case, we observe that we have a relatively large and, most importantly, compact interval of choices for η which provide satisfactory continuations. The second example function
is constructed to demonstrate the applicability of our new least squares approach to the upward continuation problem, see Figure 5 . In contrast to f 1 , this function strongly varies only on one side of the quadratic domain. It provides a bivariate analogue of the situation in the three-dimensional geodetic set up where we have one mass at the bottom generating the potential field, recall Figure  1 . Here the domain is situated outside of some mass generating the largest field anomalies on the part of the domain closest to the mass source. These anomalies decrease with distance from the source so that on the opposite side of the mass the information has been smoothed out.
We experiment with a reconstruction of f 2 for the case of boundary data of type Figure 3 (b). In this case, a 'good' continuation is expected which is indeed confirmed, see Figure 6 for η = 10 −7 We also consider for this test function the geodetic approach to the classical ill-posed upward continuation problem where gravimetric measurements are available only on the surface or near to it. This means that data is only available on one face of the boundary as shown in Figure 7 . Again, the weight parameter is empirically selected as η = 10 −7 . We still observe a 'good' approximate continuation. In fact, when the information is available on two opposite faces of the boundary as in Figure 6 , we have for the continuation error u η − f 1 ∞ := max x∈Ω # |u η (x) − f 1 (x)| = 3.9 · 10 −3 for level j = 5; here we have a continuation error u η − f 2 ∞ = 0.2 at the points most distant to the given data. This is the price to pay in accuracy for the solution in this ill-posed situation. We can further see that the quality of the constructed continuation increases with the level j of the considered B-spline basis and naturally with the number of the basis functions whose supports contain data points. However, simply increasing the level j and not the number of given data points would eventually not result any more in a decrease of the error. 
Numerical Results
Now we are ready to study our least squares approach for the approximate continuation of harmonic functions in several three-dimensional experimental setups. Specifically, we investigate its behavior with respect to different parameters. Our method will first be tested for synthetic harmonic functions defined as certain linear combinations of spherical harmonics. Moreover, we will deal with geopotential undulation datasets obtained by an evaluation of the geopotential model EGM96 [29] . We specify issues evolving around the structure and consistency of the available information point sets which are relevant for the result of the continuation.
Input Data
We explain the setup for a cuboid domain Ω = (0, 1) 3 which we discretize with uniform meshes of different sizes in different directions. Let n be the number of points in north-south direction, e in east-west direction and h the number of points for the height. The mesh sizes are then 
We specify the full grid defined in (2) as
This is therefore a set consisting of N := n×e×h uniformly gridded points covering Ω. The data set on the full grid is defined as Z
. This set will be used later to measure the quality of the approximation. For the continuation problem, we assume that a subset of M ≪ N observation locations of Ω # defining P Γ is given. As before in (4), Z Γ = {(x i , z i ) ∈ P Γ × [0, 1], i = 1, . . . , M } is the set of given input observations. In general, P Γ contains point locations situated at the boundaries of Ω # . For our weighted least squares approach, P Γ will consist of one or two parallel layers of point locations at the upper and/or lower boundary face, similar to the situations in Figure 3(b, d) , called 'airborne' and 'surface data' in Figure 1 inspired by geodetic applications. Specifically, P Γ b,t denotes a set with b layers of data locations at the bottom boundary face and t layers of data locations at the top boundary face of Ω # n×e×h . For the finite difference and the finite element approach as described in Section 2.3, data situated at all boundary sides of the gridded cuboid Ω # n×e×h have to be known. We denote this set of point locations by (15), see Figure 8 . We also have
contains an additional layer parallel to the bottom face. The role of another set P Ω mid will be explained after some remarks on measuring errors. The set of data points for locations P Γ 1,1
will be denoted by Z 
Error Measures and Validation
The harmonic continuation of data from, e.g., Z
1,1
Γ is an ill-posed problem since the uniqueness of the solution is lost due to incomplete boundary conditions. It is not so apparent how to define 'the best solution'; a compromise in measuring errors has to be made. From a geodetic point of view, when constructing a continuation over a certain bounded domain, that is, computing a local continuation, the aim is to achieve a correct reconstruction in the center of the domain Ω. This is motivated by the fact that the continuation near the boundaries would also require information from the region outside of the domain which is not available. Our proposed method minimizes the functional (6) over the entire domain, yet in the end, one is mostly interested to evaluate the error in the center. Accordingly, we define a set of point locations in the middle of the domain as
see the rightmost graphic in Figure 8 . Note that this point set is situated between the first and last quarter of the width and breadth of the domain but using its entire height. We will measure the continuation error between the data z i and its reconstruction in four different ways: with respect to the Euclidean or maximum norm in the middle and the error over the boundary information point set Z Γ for the computed continuation u η . Thus, we define
The results of our computations will contain the following specifications: level j of the tensor product cubic B-spline basis, geometry for the boundary data set and choice of weight parameter. Additionally, we measure the harmonicity of the continuation u η = λ∈Λ d λ ψ λ in terms of the representation coefficients d = (d λ ) λ∈Λ , see (9) , as
A final criterion will be the spectral condition number κ 2 (M + ηG) of M + ηG, i.e., the largest eigenvalue of M + ηG divided by the smallest. This condition number will play an important role in estimating the weight parameter in Section 4. Of course, when comparing errors, one should always take the computational complexity of the method into account.
Remark 3.1 Note that the FD or FE method discussed in Section 2.3 involves N = n × e × h grid points resulting in (n − 2) × (e − 2) × (h − 2) unknowns and is therefore of complexity roughly at least O(N ). In contrast, our least squares approximation utilizes M = (n × e) × (b + t) data points, b, t being the number of layers parallel to the bottom face of Ω # at the top and bottom, respectively, and L = (2 j +3) 3 expansion coefficients for level j basis functions. The setup of (11) is of computational cost proportional to LM but involves only O(L) unknowns for the solution process.
Experiments with Synthetic Harmonic Functions
Our first row of experiments concerns the continuation of synthetic harmonic functions. In view of the classical geopotential models based on spherical harmonics and a large amount of coefficients, e.g., EGM96, we have chosen a linear combination of spherical harmonics of low frequency to simulate an anomalous potential field. Denote by (r, θ, µ) the spherical coordinates of a location x ∈ Ω with geocentric radius r, spherical co-latitude θ and longitude µ. For any location x i ∈ Ω # , we index the spherical coordinates accordingly. Denote by V p,q the spherical harmonic of degree p and order q,
with R the constant corresponding to the equatorial scale factor of the geopotential model and P p,q the fully normalized Legendre functions. For this particular example, we set R = 1; we let Ω be tangent to a sphere with radius 1 and evaluate a certain linear combination of spherical harmonics on the full grid Ω # . This virtually corresponds to sampling the field outside of a source. Our experiments use a harmonic function which is constructed such that it resembles a real potential field by simulating the presence of a positive and a negative source of anomaly and of the attenuation of the undulation with height. Thus, we define
see Figure 9 . Here we choose Ω = (0, 1) 2 × (0, 0.25) and let the full grid Ω # n×e×h be defined according to (16) consisting of n×e×h uniformly gridded observation locations. In our experiments we use the specific grids Ω # 16×16×8 , Ω # 32×32×16 and Ω # 64×64×32 . If more than one layer at one side of Ω # n×e×h is included in P Γ b,t , then these are successive horizontal parallel layers from Ω # at a distance of d h = 0.25/(h − 1) since 0.25 is the height of the cuboid and h the number of parallel horizontal planes in Ω # n×e×h . Note that the distance between two layers decreases when the grid becomes finer: two layers of points in Ω # 32×32×16 span a distance twice as large as in Ω # 64×64×32 . 
First Experiments
Our initial experiments employ a tensor product B-spline basis on levels j = 2, . . . , 5. Table 1 presents the results for boundary data P Γ 1,1 . Unless otherwise mentioned, the linear system (11) is solved directly. For each j, the results for the best tested weight parameter η, displayed in the second column, are shown. The next five columns show the errors defined in (18) and (19) . The last column contains the spectral condition number κ 2 (M + ηG). In Table 2 , we have fixed the weight parameter η = 10 −4 . We display the results for boundary locations P Γ 1,1 and P Γ 2,0 and for varying levels j. Due to memory issues, we could not compute the spectral condition number for level j = 5. Instead, we used the Matlab function condest which is based on the 1-norm condition estimator from [19] and a block oriented generalization from [22] . The results specifically for j = 5 show that using a basis on a higher resolution level fits the data better and yields a smaller harmonicity value as well. We also observe that a small η yields a quite large spectral condition number κ 2 (M + ηG), as expected from M not being invertible.
Variation of the Boundary Data Set
In order to assess the quality of the obtained approximation, we compare in the next experiments the continuation u η for differently configured input data: sets with information only at the bottom face of the cuboid, P Γ 1,0 , P Γ 2,0 , and sets with information at both the lower and upper faces, P Γ 1,1 , P Γ 2,1 , P Γ 2,2 , P Γ 3,2 for full grids Ω # 16×16×8 , Ω # 32×32×16 and Ω # 64×64×32 . For each continuation the tables present the best approximate continuation obtained from a wide range of weight parameters η ∈ {10 −10 , . . . , 10 10 }. Error measurements in Tables 3-5 and the vertical sections depicted in Figure 10 show how the weighted least squares approach behaves. The continuation for Table 1 : Continuation using levels j = 2, 3, 4 and Table 2 : Continuation using η = 10 −4 , levels j = 2, . . . , 5, P Γ 1,1 , P Γ 2,0 ⊂ Ω # 32×32×16 .
P Γ 1,0 is quite bad: just one layer of points at the bottom gives no kind of gradient type information and the approximation does not resemble the reference dataset. The continuation using P Γ 2,0 is nearly as good as the one obtained with P Γ 1,1 . However, we still notice a difference in accuracy. The continuations for P Γ 2,2 and P Γ 3,2 yield similar errors; the additional information available is associated with a smaller condition number of the resulting system of equations for the best weight parameter. Tables 6-8 show the results for the same boundary data sets for the same grid resolutions but for higher level j = 4. For comparison, we also include the results for the finite differences approach in the last row of each. Recall from Section 2.3 that the FD or FE method always requires gridded information points on the entire boundary of the domain, that is, on all six sides of the cuboid, P Γ FD . Moreover, recall from Remark 3.1 that the solution of Laplace's equation is of much higher computational complexity with the FD or FE method than with our least-squares approach.
Comparison to Finite Differences

Remark 3.2
The finest grid we consider here is Ω # n×e×h = Ω # 64×64×32 resulting in 62 2 × 30 = 115.320 unknowns for the FD method which is to be compared with M = (n × e)× (b+ t) = 64 2 × 2 = 8192 continuation data for P Γ 1,1 and number of unknowns L = (2 j + 3) 3 = 42875 for the largest j = 5.
Both P Γ FD and, e.g., P Γ 2,1 are subsets of Ω # for each Ω # . Hence, we can compare the FD continuation u FD with u η . For each of the considered test cases, we find that for the incomplete boundary data set P Γ 1,0 , the best η and independent of j, the errors satisfy E 2,mid (u FD ) < E 2,mid (u η ). For j = 4, the performance of the least squares approach already for P Γ 1,1 is superior: E 2,mid (u FD ) is similar to E 2,mid (u η ) although P Γ 1,1 contains only a fraction of the information of P Γ FD . It is interesting to observe that although the boundary set P Γ FD contains complete information the FD method does not provide smaller errors when compared with the continuations, e.g., for P Γ 2,0 . In general, the approximate continuations yield a more exact solution than the FD approach if at least two layers of data are available. We also note that the quality of the continuation is not significantly influenced by the number of grid points in Ω # ; apparently a finer grid of points does not yield much improvement to the continuation. Table 3 : Continuation using level j = 3, Ω # 16×16×8 . Table 4 : Continuation using level j = 3, Ω # 32×32×16 . Table 5 : Continuation using level j = 3, Ω # 64×64×32 .
Variation of the Weight Parameter
In order to better understand the regularization effect of the second term in (6), we analyze the influence of the weight parameter on the solution. Figures 11-14 display the error measurements E 2,mid , E ∞,mid and the spectral condition number κ 2 (M + ηG) for the continuation problem with the synthetic harmonic test function f 3 = V 3,0 − V 8,0 on Ω # 32×32×16 or Ω # 64×64×32 with levels j = 1, . . . , 4. First, the boundary data set P Γ is fixed to P Γ 1,1 , P Γ 2,0 , and the level j is varied, see Figures 11 and 12 . We find that the continuation quality increases with j in both the middle of the domain and the boundary. Notice also that the continuation using P Γ 2,0 is almost as good as the one using P Γ 1,1 for each considered level and weight parameters η ∈ [10 −10 , 10 −4 ]. We observe that P Γ 1,1 leads to better results than P Γ 2,0 as the solution is more sensitive with respect to the value of η. Next, we fix the level for the B-splines basis to j = 3 and j = 4. We vary the structure of the boundary set P Γ by considering sets with data at one or two sides of the cuboid and increase the number of layers, see Figure 13 . The continuation for P Γ 2,0 is the poorest; the others are similar in quality. Hence, increasing the number of boundary information does not lead necessarily to a better solution. Still, the additional information pays off by a smaller value of the condition number which becomes even smaller with every additional layer. It is interesting to note that a certain stabilization effect occurs in the evolution of κ 2 : Just as the continuation error for varying η is similar for P Γ 2,2 , P Γ 3,2 , so is the condition number of the resulting linear system M + ηG. In spite of missing boundary data on the other sides of the cuboid, the system becomes sufficiently well posed under the influence of the additional regularization term enforcing the harmonicity in (6).
2.8184e-09 1.3478e+00 1.8257e-01 3.8092e-11 9.0991e-12 9.9849e-03 3.3147e+21 Table 6 : Continuation using level j = 4, Ω # 16×16×8 and finite differences. Table 7 : Continuation using level j = 4, Ω # 32×32×16 and finite differences. Table 8 : Continuation using level j = 4, Ω # 64×64×32 and finite differences.
Experiments with Earth's Potential Field Data
Our second row of computations refers to a more realistic potential field dataset which is generated using the Geopotential Model EGM96 [29] on Note that the data is sampled on a very coarse grid, considering the high degree of the spherical harmonics used in the expansion. Of course, fine oscillations are not sufficiently captured by this grid, leading to an aggravation in the ill-posedness of the continuation problem. The results of the approximate continuation are presented in Tables 9 and 10 for different data sets P Γ . For an intuitive evaluation of the performance of the approximate continuations, we look at a vertical section of SimEGM in Figure 15 , top left. We notice the propagation of the gravity anomalies with the height; this vertical section nicely depicts the interaction of the anomaly stemming from the left bottom with the one from the right bottom as one goes up in height. We have observed previously that field continuation at these locations is very problematic. The continuation tests for this dataset underline the observation that data on both the upper and lower face of the cuboid are needed in order to obtain reasonable results for such problems. As one can see in Figure 15 , the results are not satisfactory for most of the situations since the continuations do not reproduce the interaction between the anomalies. On the other hand, the results for P Γ 2,1 (bottom left graphic) are above our expectations. Thus, with more layers of data on the bottom face of the domain where the oscillations are strongest we get satisfactory results even for this difficult situation. Original data set SimEGM Continuation using FE Continuation using FD Top row: Original data set SimEGM; continuation using FE and FD; Bottom row: Approximate continuation using weighted least squares, level j = 3 and best η each for each P Γ .
Comparison to Finite Differences and Finite Elements
In this situation the finite element and the finite difference method are not able to properly reconstruct the potential field in the middle of the domain where the anomalies interact, see 15; they both provide that same wrong solution, despite the fact that both methods are proven to solve Laplace's equation. To investigate the reason for this behaviour, we display in Figure 16 again the same vertical sections of the data and the reconstructions in the top row together with the discrete Laplacians used for their computations in the bottom row. The discrete Laplacian of the data set SimEGM shows deviations from zero in the immediate neighborhood of the anomaly at the bottom. This is where the spherical harmonic components of high degree are incompletely resolved by the quite coarse grid Ω # and, hence, lead to a considerable non-harmonic contribution to the test function. Therefore, trying to reconstruct a non-harmonic function by enforcing that the Laplacian vanishes with respect to this coarse grid as in the FE and FD method must fail. As expected, the solution obtained by FD has a discrete Laplacian which practically vanishes, see the right graphic in the bottom row of Figure 16 . A better result is obtained by the approximate continuation using P Γ 2,1 , see middle graphic in bottom row. This further motivates us to investigate the weighted least squares approach which aims at an approximate satisfaction of Laplace's equation with respect to given boundary data.
Influence of the Weight Parameter
For a better understanding of the influence of the weight parameter η in the minimization of the functional (6), we present a series of results for the data set SimEGM, boundary locations P Γ 2,1 and different values of η in Figure 17 . Here the same grid and vertical section is used as in Section 3.4. We see that for some large values of the weight parameter η, e.g. η = 10 −2 , 10, the reconstruction strongly resembles the poor reconstructions we have obtained with the FE and the FD approach in Figure 15 . Here the harmonicity constraint is too strong, considering that the discrete Laplacian over the domain vanishes only approximately. This observation is confirmed by the continuation for smaller values of η: already for η = 10 −4 the interaction of the anomalies is clearly visible. An important aspect is that we witness a gradual transit of the solutions for changing η's: A small Table 9 : Continuation for level j = 3 basis, varying P Γ and best η; Results using FD and FE. variation of η leads to a small change in the approximate continuation u η .
Estimating the Weight Parameter
We have seen in the previous section in several of the experiments that the results may vary strongly depending on the weight parameter η. An accurate estimation of η is the subject of this section. The functional to be minimized (6) is of the generic type
with weight parameter η > 0 balancing the data fit and the regularization term. The choice of X as some Sobolev space with norm · X , e.g., H 1 (Ω) or H 2 (Ω), is classic to ensure that the minimizer u η is smooth; see Remark 2.5 and, e.g., [12, 16, 17, 21, 44, 46] for literature on regularization with splines. Once one has fixed X, the task is to estimate η depending on the particular data. Considering classical regularization strategies, among the most established and widely used methods are the ordinary and generalized cross validation methods, see, e.g., [46] . These methods require no a priori knowledge of the data but are computationally expensive. Sophisticated and much cheaper methods exploiting the multiscale structure of wavelets have been investigated in [6, 8] .
In our geodetic context, the data are available mainly at the boundaries, in particular, at the bottom and perhaps additionally at the top face of the domain. Thus, our data is too widespread for η to be computed in this way. Another common tool is the L-curve method. For a set of weight parameters η, one successively computes the corresponding approximations; then η is selected as the value at the corner of this curve. However, it has been shown [20] that the L-curve criterion fails for smooth solutions: the smoother the solution u is, the worse the results with the accordingly chosen η becomes. Thus, we are also not well-advised to employ this method as in our geodetic set-up we deal with smooth functions which are supposed to be harmonic.
Since the boundary data is available only on parts of the boundary of the domain, the solution is not unique. In general, the system cannot be solved for η = 0 as the matrix M is not invertible. The second term in (6) ensures a unique solution of the linear system (11) for each given weight parameter η. Of course, this solution is not likely to coincide with the solution of the system for another value of η. Nevertheless, one heuristic idea to choose η is to balance between the matrices in the system (11) such that the spectral condition number κ 2 (M + ηG) is minimized. In this way, we estimate η based on information from the involved system matrices.
Minimizing the Condition Number and Corresponding Estimators
To this end, we perform again some experiments with synthetic harmonic functions in Figures  18 and 19 . For each pair of plots, the left graphic shows for each continuation E 2,mid and the right κ 2 (M + ηG) for varying η. The evolution of κ 2 (M + ηG) with η appears with a continuous dependence on η, both with respect to different levels j and different boundary data. In contrast, there is always a certain value of η for which the continuation error E 2,mid strongly starts to increase. However, the value of η for which κ 2 (M + ηG) is smallest also achieves roughly the smallest value of E 2,mid . Based on these observations, it makes sense to choose η such that κ 2 (M + ηG) is minimized. We denote this minimum value by η min . This also entails that an iterative solver for (11) with system matrix M + η min G converges the fastest. In Figures 20-23 , it is depicted by a blue vertical line. We have found that the choice η min works very well and can therefore use it as a 'benchmark' for further considerations. A drawback is that its determination is computationally expensive. As a cheaper alternative, we consider minimizing an estimator of κ 2 (M + ηG), namely, the condest function in Matlab. It computes a lower bound for the 1-norm condition number described in [19] and a block oriented generalization given in [22] . The algorithm involves an iterative search to estimate the 1-norm of the inverse matrix without computing the inverse explicitly and calls a random function instead. Denote by η estmin the correspondingly estimated weight parameter. In Figures 20-23 , it is depicted by a red line.
Although it is computationally cheaper than to determine η min , finding η estmin still involves the computation of several condition numbers for different η's. Another idea works directly with the largest eigenvalues of M and G denoted by λ max (M) and λ max (G), respectively. Namely, we set η eig := λ max (M)/λ max (G). This indicator has to be computed only once. In Figures 20-23 , it is depicted by a green line.
Looking at the figures and the values of the computed parameters, we see that the indicators η estmin and the inexpensive η eig are sufficiently close to η min for boundary data P Γ 2,0 for the synthetic function and for P Γ 2,1 for the reference data set SimEGM.
Conclusions and Outlook
Motivated by geodetic applications, the goal of this paper has been the approximate continuation of real valued potential functions on bounded domains with incomplete boundary conditions. We reconstructed a harmonic function u on a cuboid domain Ω from given information on a sub-domain Γ ⊂ Ω under the requirement that u should be approximately harmonic in Ω and approximates the given values on Γ. For this task, we presented a novel weighted least squares approach balancing the data fidelity term and the harmonicity constraint with a weight parameter η > 0 and expressed the solution in terms of tensor product cubic B-splines. We performed the minimization of the functional (6) by means of the system of normal equations (11) . We investigated the choice of the weight parameter depending on the given data. In addition, we compared the results obtained by our novel weighted least squares approach with a finite element and finite differences simulation with complete boundary data on a cuboid for both synthetic and original undulation data.
Our approach has the advantage over classical representations in terms of spherical harmonics that it employs compactly supported functions. Therefore, it enables the computation on bounded domains and with locally adapted irregularly distributed data. Our method leads to sparsely populated system matrices and, thus, to much lower memory requirements. Moreover, the variation Figure 22 : E 2,mid (left) and κ 2 (M + ηG) (right) for j = 3, P Γ 2,1 and reference data set SimEGM; blue: η min , red: η estmin , green: η eig . of the regularization parameter allows for an approximate fulfillment of the harmonicity constraint in case of insufficiently resolved or noisy boundary data.
As the experiments have shown, the main compromise of our weighted least squares approach is that the continuation of real undulation data is of sufficient quality only if data is available on both the upper and lower face of the continuation domain, i.e., surface and airborne data, as shown in Figure 1 , in order to compensate for the missing information in the vertical direction. Thus, our method cannot be classified for geodetic applications as a strict 'upward continuation method'. However, this may not be considered as a serious drawback since in real applications data is not only available at the surface of the earth but also as the result of various airborne measurements. In addition, only low-frequency already known or predictable components of the field reach satellite height. This means that boundary data on the upper face of the cuboid can always be regarded as available. Alternatively, one may compute the upward continuation up to greater distances where the field has practically attenuated so that the boundary data at the face of the domain remote from the source can be set to zero. One question remains whether to use the H 1 -seminorm in (13) in order to enforce harmonicity approximately.
Our method can be employed in other not necessarily two-or three dimensional potential field type setups. Since we numerically solve Laplace's equation for deficitary boundary conditions, we can handle similar difficulties for problems in electromagnetism, astronomy, and fluid dynamics, or in any kind of applications involving harmonic functions over intricated domains.
Our investigations do intentionally not include a detailed discussion of the computational costs for the following reason. Established approaches are based on spherical harmonics in a global model where all coefficients are computed at once. It is difficult to compare this with our method which is designed to handle local data and makes adaptive computations on bounded domains accessible. The issues of multiscale bases and adaptivity together with a comparison of wavelet and hierarchical bases are addressed in [25] .
