Abstract. We study parametric inference for diffusion processes when observations occur nonsynchronous manner and are contaminated by market microstructure noise. We construct an estimator which maximizes a quasi-likelihood function and prove asymptotic mixed normality. We also prove the LAN property of the model and asymptotic efficiency of our estimator when the diffusion coefficients are constant and noise follows a normal distribution. We conjecture our estimator is also asymptotically efficient in general cases.
Introduction
In the study of risk management of financial assets, analysis of volatility and covariation is one of the most important subjects. Studies of high frequency financial data are getting more significant as availability of high frequency financial data increased and computing technology developed. While the realized volatility has been studied as a consistent estimator of integrated volatility in high frequency limit, estimators of covariation of two different securities are also important. The realized covariance which is natural extension of the realized volatility is a consistent estimator of integrated covariation in ideal settings.
There are two significant problems in empirical analysis. The first one is the existance of observation noise. When we models the stock price data by a continuous stochastic process, it is suitable to assume that the observations are contaminated by additional noise to explain empirical evidence. Consistent estimators of volatility under the presence of microstracture noise are investigated, for example, in Zhang, Mykland and Aït-Sahalia [25] , Barndorff-Nielsen et al. [3] , Podolskij and Vetter [23] , by using kinds of data-averaging methods or resampling methods to remove the influence of the noise. The second one is the problem of nonsynchronous observations, that is, we observe prices of different securities in different time points. The realized covariance has a serious bias under models of nonsynchronous observations though we can calculate the estimator by using some simple 'synchronization' methods such as linear interpolation or 'previous tick'. Hayashi and Yoshida [12, 13, 14] , Malliavin and Mancino [19, 20] independently constructed consistent estimators for statistical models of diffusion processes with nonsynchronous observations. There are also studies about covariation estimation under the simultaneous presence of microstructure noise and nonsynchronous observations. We refer the readers to Barndorff-Nielsen et al. [4] for a kernel based method, Christensen, Kinnebrock and Podolskij [6] , Christensen, Podolskij and Vetter [7] for a pre-averaged Hayashi-Yoshida estimator, Aït-Sahalia, Fan and Xiu [2] for a method using the maximum likelihood estimator of a model with constant diffusion coefficients, and Bibinger et al. [5] for a local method of moments.
While the above studies are about estimators under non(semi)parametric settings, there are studies about parametric inference of diffusion processes with high frequency observations. Genon-Catalot and Jacod [8] constructed quasi-likelihood function and studied a quasi-maximum likelihood estimator. Gloter and Jacod [10] studied a quasi-maximum likelihood estimator with noisy observations. Ogihara and Yoshida [22] studied a quasi-maximum likelihood estimator and a Bayes type estimator on nonsynchronous observations without market microstructure noise.
One advantage of quasi-maximum likelihood estimators and Bayes type estimators is that they are asymptotically efficient in many models. If a statistical model has the local asymptotic mixed normality (LAMN) property, the results in Jeganathan [17, 18] ensure that asymptotic variance of estimators cannot be smaller than a certain lower bound. So if some estimator attain this bound, it is called asymptotically efficient. With respect to parametric estimation of diffusion processes on a fixed intervals, Gobet [11] proved the LAMN property of the statistical model of equidistant observations, and an estimator in [8] is asymptotically efficient. Ogihara [21] proved the LAMN property and asymptotic efficiency of estimators for the setting of [22] . Gloter and Jacod [9] proved the local asymptotic normality (LAN) property for a statistical model with market microstructure noise, when diffusion coefficients are deterministic, and the quasi-maximum likelihood estimator by Gloter and Jacod [10] is asymptotically efficient. In the setting of both presence of market microstructure noise and nonsynchronous observations, there are few studies about efficiency of estimators. Bibinger et al. [5] argued the lower bound of asymptotic variance of estimators in specific parametric settings by means of the Cramér-Rao inequality, but the LAN or LAMN property has not been obtained for statistical models of noisy, nonsynchronous observations to the best of my knowledge.
In this paper, we will study consistency and asymptotic mixed normality of a quasi-maximum likelihood estimator based on a quasi-likelihood function under simultaneous presence of market microstructure noise and nonsynchronous observations. We also study the LAN property of this model when diffusion coefficients are constants, and asymptotic efficiency of our estimators. We expect that our estimators are asymptotically efficient for general cases. However, LAMN properties for general diffusion coefficients are further complicated problem. It's not obtained even for noisy, equidistant observations to the best of my knowledge. We left it as a future work.
Our study has several advantages in addition to the above arguments of asymptotic efficiency. i) Our model also allows observation noise which follows a non-Gaussian distribution. We use a quasi-likelihood function for Gaussian noise, but our method is robust enough to allow misspecification of the distribution of noise. ii) Theory of quasi-maximum likelihood estimation has many applications because we obtain the results about asymptotic behaviors of the quasi-likelihood function as a byproduct. For example, we can construct theory of the likelihood ratio test or one-step estimators as immediate application. Further, theory of information criteria is expected to be based on our results of quasi-likelihood functions.
To obtain asymptotic mixed normality of quasi-maximum likelihood estimator, we need to investigate asymptotic behaviors of a quasi-likelihood function of noisy, nonsynchronous observations. The inverse of covariance matrix of observation noise has nontrivial off-diagonal elements, and consequently the inverse of covariance matrix of observations is far from a diagonal matrix. This phenomena is essentially different from the case of synchronous observations without noise (the covariance matrix of observations is diagonal), or the case of nonsynchronous observations without noise (the inverse of covariance matrix is not a diagonal matrix but 'close' to it).
In the model of noisy, synchronous observations, the covariance matrix of latent process is asymptotically equivalent to a unit matrix, and therefore simultaneously diagonalizable with the noise covariance. Gloter and Jacod [9, 10] used these facts and the closed expressions of eigenvalues of the noise covariance to identify the limit of the quasi-likelihood function. In our case, we cannot apply their idea because our sampling scheme is an irregular one and hence not approximated by a unit matrix. Further, the sizes of covariance matrices are different for different components of the process by nonsynchronicity. In this paper, we deduce asymptotically equivalent transform of the trace of ratio of covariance matrices. This transform changes sizes of matrices and matrices elements into local averages. This transform is due to specific properties of the noise covariance matrix. We will see these results in Sections 3 and 4.
This paper is organized as follows. In Section 2, we state our detailed settings and main results. We propose a quasi-likelihood function for models with noisy, nonsynchronous observations, and construct a quasimaximum likelihood estimator based on it. We introduce asymptotic mixed normality of our estimator and results about asymptotic efficiency. Section 3 introduces an asymptotically equivalent expression of the quasilikelihood function. This expression is useful to deduce asymptotic properties of the quasi-likelihood function in Section 4. We also need some results on identifiability of the model. It is discussed in Section 5. Section 6 shows asymptotic mixed normality of our estimator. The LAN property of the model for constant diffusion coefficients are obtained in Section 7.
2 Main results 2.1 Our settings and construction of our estimator
) be a probability space with a filtration
We consider a two-dimensional F (0) -adapted process Y = {Y t } 0≤t≤T satisfying the following stochastic integral equation:
where {W t } 0≤t≤T is a two-dimensional standard
is a Borel function, µ = {µ t } 0≤t≤T is a locally bounded F (0) -adapted process and X = {X t } 0≤t≤T is a continuous, F (0) -adapted processes with values in R 2 and O, respectively, O is a open subset of R d1 with d 1 ∈ N. We consider market microstructure noise {ǫ n,k i } n∈N,i∈Z+,k=1,2 as an independent sequence of random variables on another probability space (Ω (1) , F (1) , P (1) ). We assume that
) and the distribution of ǫ n,k j does not depend on j. We consider a product probability space (Ω, F , P ), where 1) and P = P (0) ⊗ P (1) . We assume that the observations of processes occur in a nonsynchronous manner and are contaminated by market microstructure noise, that is, we observe the vectors {Ỹ
n,k j , our model contains the case that the latent process Y is a diffusion process satisfying a stochastic differential equation
and Y is observed in nonsynchronous manner with noise. This model is one of our most interested models. On the other hand, our results are also applied to the more general model (2.1). We assume the true value σ * of the parameter is moving in a bounded open set Λ ⊂ R d which satisfies Sobolev's inequality, that is, for any p > d, there exists C > 0 such that sup σ∈Λ |u(
for any u ∈ C 1 (Λ). It is the case if Λ has Lipshitz boundary. See Adams and Fournier [1] for more details. Let {G t } 0≤t≤T be a filtration of (Ω, F , P ) given by
We assume that (X t , Y t , W t , µ t ) t and ({S n,k i } n,k,i , {T n,k j } n,k,j ) are independent. Moreover, we assume that there exist positive constants v 1, * and v 2, * such that η n,k
Let {b n } n∈N and {k n } n∈N be sequences of positive numbers satisfying
To construct a quasi-maximum likelihood estimatorσ n for the parameter σ, we need estimators for noise variance v * = (v 1, * , v 2, * ).
[V ] There exist estimators {v n } n∈N of v such thatv n ≥ 0 almost surely and {b
We study about asymptotic mixed normality and asymptotic efficiency of the estimator in the following subsections.
Asymptotic mixed normality of our estimator
In this subsection, we state one of our main theorems. The proof of main results are left to Sections 3-7. To obtain the theorem, we assume several conditions. The first one is a sequence of assumptions on the latent processes Y and X and observation noise ǫ n,k i and η n,k j . We denote by clos(A) the closure of a set A.
[A1] 1. For 0 ≤ 2i + j ≤ 3 and 0 ≤ k ≤ 4, the derivatives
6. There exist progressively measurable processes {b (j) t } 0≤t≤T,0≤j≤1 such that
In the next, we assume conditions about our sampling scheme. For η ∈ (0, 1/2), let S η be the set of all sequences {[s
[A2] There exist η ∈ (0, 1/2) and positive-valued functions {a j 0 (t)} t∈[0,T ],j=1,2 such that a j 0 is continuous with respect to t and Under the above conditions, we can show convergence of the quasi-likelihood ratio H n (σ,v n ) − H n (σ * ,v n ). The limit function is rather complicated, and so we prepare some functions. Let b
To show consistency and asymptotic normality ofσ n , the limit function Y 1 (σ) of the quasi-likelihood ratio should have the unique maximum point at σ = σ * . More precisely, we use the condition : inf σ =σ * (−Y 1 (σ))/|σ − σ * | 2 > 0 almost surely. This condition is a kind of identifiability conditions. Though it is difficult to check this condition directly in general, we can show it under a more tractable sufficient condition. Let
, where H 0 n represents a quasi-likelihood function for a statistical model of equidistant observations without noise.
We will show that [A3] is sufficient for the identifiability condition of our model. Moreover, Uchida and Yoshida [24] investigate sufficient conditions of [A3]. For simplest one, we have the following. See Remark 4 in Ogihara and Yoshida [22] for the details.
We denote by → s-L stable convergence of random variables. Let
. Then there exists a d-dimensional random variable N on an extension of (Ω, F , P ) such that N is independent of F , N follows the d-dimensional standard normal distribution, Γ 1 is positive definite almost surely, and b 
Then the latent process Y is a diffusion process satisfying the stochastic differential equation (2.3). Let P σ ′ * ,v ′ * ,n be the distribution of ((S 
Definition 2.1. Let P θ,n be a probability measure on some measurable space (X n , A n ) for each θ ∈ Θ and n ∈ N, where Θ is a bounded open subset of R d . Then the family {P θ,n } θ,n satisfies the local asymptotic mixed normality (LAMN) property at θ = θ * if there exist a sequence {b n } n∈N of positive numbers, d × d symmetric random matrices Γ n , Γ and d-dimensional random vectors N n , N such that Γ is positive definite a.s.,
Moreover, if the limit matrix Γ is non-random, we say {P θ,n } θ,n has the local asymptotic normality (LAN) property.
. Then the family of distributions {P σ * ,v * ,n } σ * ,v * ,n has the LAN property with Γ in (2.6).
Remark 2.1. Jeganathan [17, 18] studied about lower bounds of estimation errors for any estimator of parameters. They showed the optimal asymptotic variance of errors is Γ −1 , where Γ is in Definition 2.1. Therefore, Theorems 2.1 and 2.2 ensures that our estimator of the parameter σ is asymptotically efficient under the assumptions of both theorems.
Remark 2.2. The assumptions of Theorem 2.2 are rather strong conditions. We are also interested in the LAMN property in more general settings. In particular, we are interested in the case that µ t = µ(t, X t ) and µ and b are general functions with suitable conditions. However, we need further analysis using Malliavin calculus to deal with the LAMN property of general diffusion processes, as seen in Gobet [11] or Ogihara [21] . To the best of my knowledge, such a result is not obtained even for models with noisy, synchronous observations. We left it for future works.
Some notations
We denote E m the G sm−1 -conditional expectation andĒ m [X] = X−E m [X] for a random variable X. We use the symbol C for a generic positive constant varying from line to line. Let
For a sequence {c n } n∈N of positive-valued σ(Π n )-measurable random variables, let us denote by {R n (c n )} n∈N and {R n (c n )} n∈N sequences of random variables (which may depend on m and σ) satisfying
Similarly to the approach of Gloter and Jacod [10] , we first show our results under the following stronger
Fundamental properties of the noise covariance matrix
We will show asymptotic equivalence ofH n and H n : b
For this purpose, we first show fundamental properties of S m andS m .
First, for any positive constants p and a, we obtain
where
. See Section 4.1 in [10] for the details.
For ǫ ≥ 0, let {p j (ǫ)} j∈N and {p ′ j (ǫ)} j∈N be sequences of positive numbers satisfying p 1 (ǫ) = 2 + ǫ, p
and hence
Moreover, we have the following.
is monotone increasing.
We simply denote p j = p j (ǫ). We will prove p + (ǫ) < p j (ǫ) ≤ 1 + 1/j + jǫ for j ∈ N by induction. The results obviously hold for j = 1. Assume the results hold for j. Then since p + = 2 + ǫ − 1/p + , we obtain p j+1 − p + = 1/p + − 1/p j > 0, and
By considering the cofactor matrix and (3.4), we have
Therefore we obtain the result by monotonicity of p j .
It is easy since
and Lemma 2 in [22] . Therefore, we obtain
j,m and that
Then we obtain the results by (3.2).
Asymptotic equivalence of H n andH n
LetS m, * =S m (σ * , v * ) and
Proof. See the Appendix.
Proof. Taylor's formula yields
We will give estimates for these quantities. 2. of Lemma 3.3 yields sup σ E Π [|b
and q > 0, and consequently sup σ |b
). Similar estimates for ∂ j σΨ 2,n and Sobolev's inequality yield sup σ |b
Similarly, we have sup σ |b
as n → ∞, and therefore we obtain b
3. of Lemma 3.3 yields E Π [|b
The limit of the quasi-likelihood function
We will complete the proof of Proposition 2.1 in this section. For this purpose, it is essential to specify asymptotic behaviors of some functions of approximate covariance matrixS m , as seen in (4.1). Unlike previous studies by Gloter and Jacod [9, 10] , the eigenvalues of the diagonal blocksD 1,m andD 2,m ofS m are not identified because of the irregular samling, and the sizes ofD 1,m andD 2,m are different. These problems make it difficult to deduce asymptotic behaviors of the right-hand side of (4.1). To solve these problems, we will approximatẽ D j,m byḊ j,m which is a kind of local average ofD j,m and has similar properties to the covariance matrix of equidistant sampling scheme, in Lemma 4.1. Moreover, we can also change the sizes ofD j,m by using some specific properties ofḊ j,m . We deal with it and show convergence of some trace functions ofS m in Lemma 4.2. Lemma 3.4 yields
since the residual terms are o p (1) by Lemma 3.3.
we have
Lemma 4.1. Let j ∈ {1, 2}, C 0 be a positive constant and A n,m be a k
and that all the elements of A n,m is nonnegative and A n,m ≤ C 0 r n for any m. Then
Proof. We first consider the case k = 0. (3.6) and the equation above it yield
where P k1,k2,l1,l2 = m1;k1≤m1≤l1−1 p m1 m2;k2≤m2≤l2−1 p m2 (|b
. Then the absolute value of summation involving the terms with l q satisfying inf I j lq ,m < t 0 for some 1 ≤ q ≤ p in the right-hand side of the above equation is less than
by (3.6), Lemma A.1 and the assumptions. Moreover, 2. of Lemma 3.1 ensures that tr(Ď
j,m ) for sufficiently large n, and hence the right-hand side of (4.3) is
Then forl, i q , i q+1 and l q satisfying l q ∈ I(l) and max I(l) ≤ i q ∧ i q+1 , Lemma 3.1 yields that P max I(l),max I(l),iq,iq+1 /P lq,lq,iq,iq+1 is less than 1 and greater than (1 + Cb
Therefore we obtain
where T n,p m,i is a random variable which does not depend on l q , i q , i q+1 and satisfies (1−R n (b
n ). Therefore we obtain the desired conclusion by using estimate for
For the case k ≥ 1, we can easily prove the result by using the result for k = 0 since ∂ σD 
Proof. For any p ∈ N, Lemma 4.1 yields 
Let η ∈ (0, 1/2) be the one in [A2], δ ∈ (1/2, 1) such that b 
. Lemma 3 in Ogihara and Yoshida [22] implies G ′ + (G ′ ) ⊤ ≤ 2r n and hence all the eigenvalues of G ′ + (G ′ ) ⊤ is greater than or equal to −2r n . Therefore G ′ + (G ′ ) ⊤ + 2r n E ′ is positive definite, and hence
Therefore we obtain 
in the right-hand side of (4.7) bŷ
, respectively, wherê
Therefore, we obtain 
We also used ϕ p,q (ax, ay) = a −p−q+1/2 ϕ p,q (x, y). It is easier to obtain (4.6) with k = 0 when c 1 = c ′ 2 . Similarly we obtain (4.4) with 1 ≤ k ≤ 4. We also have (4.4) and (4.5) by a similar argument. Lemma 4.3. Let p, q ∈ N, x, y > 0 and i, j ∈ Z + . Then
x p+i−1 y q+j π x/n(4 + x/n) for any n, we obtain π|∂ i x ∂ j y ϕ p,q (x, y)| ≤ πA p,q x −p−i+1/2 y −q−j by taking a limit : n → ∞ in both sides.
Proof of Proposition 2.1. We first prove the results under the additional condition [A1 ′ ].
for any ǫ, δ > 0, there exists P ∈ N such that 
Furthermore, we have log detS m = log detD m + log det E + 0D
On the other hand, we obtain
Then we obtain
Finally, we obtain the results without [A1
′ ] by using the arguements in Proposition 3.1. of Gloter and Jacod [10] .
Identifiability of the model
We will check the identifiability condition in this section. Ogihara and Yoshida [22] proved that the identifiability condition [A3] of a model for equidistant observations without noise is sufficient for the identifiability of a model for nonsynchronous observations. It is also the case for our model. 
Proof. We first prove the results under the additional condition [
by Lemma A.2, and hence we obtain
Then Lemma A. .8) with a sampling scheme : S n,1 ≡ S n,2 , we obtain
Moreover, Lemma 4.1 and (4.8) yield
In general cases, we can prove the results by an expression of χ obtained above, continuity of the both sides of (5.1) with respect to σ, and localization techniques similar to the proof of Proposition 2.1.
6 Asymptotic mixed normality of the estimator Proof. Let ǫ, δ be arbitrary positive constants. By Proposition 2.1, we have sup
for sufficiently large n.
1 N as n → ∞. Proof. We may prove the results assuming the additional condition [A1 ′ ].
Since b
, we only need to check assumptions of Theorem 3.2 in Jacod [16] 
For any ǫ > 0, Lemma 3.3 yields
Moreover, it is easy to see
Let N be a bounded martingale orthogonal to W t . We will show
Let N be the set of finite sums of random variables f (X T )
) where f and g j are bounded Borel [15] (4.15) ensures that the set N ′ of linear combinations of martingales {E[N |F t ]} 0≤t≤T with N ∈ N are dense in all bounded martingales orthogonal to W . Therefore, it is sufficient to show t -martingales. Therefore, (6.1) holds for any bounded
for α ∈ T and t ∈ ∪ α ′Ĩ α ′ ,m . Therefore, we obtain
On the other hand, since ∂ σ log detS m (x, σ) = −tr(∂ σSmS
Therefore we have
Then Theorem 2.1 in Jacod [16] yields b
1 N . We also obtain the results by localization techniques.
Proof of Theorem 2.1. Since the parameter space Λ is open, there exists ǫ > 0 such that O(ǫ, σ * ) = {σ; |σ − σ * | < ǫ} ⊂ Λ. Then we have
Hence we obtain b
Proof of the LAN property
To show the LAN property, we follow the approaches by Gloter and Jacod [9] . We set 'subexperiment' and 'superexperiment' which are obtained by removing and adding observations, respectively, from the original experiment. Then the LAN properties of 'subexperiment' and 'superexperiment' with the same limit distribution induce the LAN property of the original one.
be the induced probability measure on (Z, H) by
Then we can see H n,0 ⊂ H n,1 ⊂ H n,2 and log dP
for l = 0, 2, where
m }/2 for l = 0, 2. Moreover, we may assume log(dP σu ,vu /dP σ * ,v * ) = log(dP
Theorem 7.1 (Gloter and Jacod [9] ). Suppose that (dP They consider a one-dimensional parameter in their settings. However, an extension to a multi-dimensional parameter is straightforward.
By the virtue of Theorem 7.1, it is sufficient to show that H (l)
We study the limit of each terms in the right-hand side.
as n → ∞ for 0 ≤ k ≤ 3 and l = 0, 2.
Proof. 1. We obtain the results by a similar argument to the proof of Proposition 2.1 together with Lemma 3.1, the results in Section 8 of [10] and similar estimates to Lemmas 4.1 and 3.2.
2.
We first obtain
Then by settingD
2,m ) and
Similarly we have b
we have b 
2 ) for l = 0, 2.
Moreover, similarly to the proof of Proposition 6.2, we have
for any bounded martingale N orthogonal to (W t , W ′ t ) t . Therefore, by the virtue of Theorem 3.2 in Jacod [16] , it is sufficient to show
Then we obtain the results by
A Appendix Proof. Let {λ A j } j and {λ B j } j be eigenvalues of A and B, respectively, and U be an orthogonal matrix satisfying
Lemma A.4. Let η > 0 and A be a symmetric matrix. Assume that E + A is positive definite and E + A ≤ η. Then there exists a constant c η > 0 which depends only on η such that tr(A) − log det(E + A) ≥ c η tr(A 2 ).
Proof. We easily obtain the results by using log det(E + A) = k log(1 + λ k ) and that there exists 0 < c η < 1/2 such that x − c η x 2 ≥ log(1 + x) for −1 < x < η + 1.
Lemma A.5. Let A be a symmetric matrix and B is a matrix of suitable size. Then
Proof. Let U be an orthogonal matrix and {λ j } j be eigenvalues of A such that
A.2 Proof of Lemma 3.3
Let A m be a (k
be a map and ι : {1, · · · , q ′ } → {1, · · · , 2q} be an injection. Assume that there exist a sequence {K n } n of positive numbers such that
, and
If both i 2j−1 and i 2j are not in the image of ι,
). Moreover, if both i 2j−1 and i 2k−1 are in the image of ι and neither i 2j and i 2k are in it, then we have 
q k=1 (Λ 1,m, * ) l 2k−1 ,l 2k , and consequently we have
where the summations in the right-hand side of both equations are over all q-pairs (l 2k−1 , l 2k ) 
