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FINITE DECOMPOSITION SEMIGROUPS
MATTHIEU DENEUFCHAˆTEL, GE´RARD H. E. DUCHAMP
Abstract. In this paper, we explain the importance of finite decomposition semigroups
and present two theorems related to their structure.
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1. Introduction
Theories of “special sums” have highlighted different products over the indices. For ex-
ample, Chen’s lemma states that the product of two iterated integrals is ruled out by the
shuﬄe product defined by
1  w = w  1 = w ;
(au)  (bv) = a(u  (bv)) + b((au)  v)
(1)
for all words u, v, w ∈ A∗ and all letters a, b of the alphabet A.
Indeed (see [LT02]), if H is a vector space of integrable functions over (c1, c2) and f1, . . . , fn
some functions of H , define the following integral:
〈f1 . . . fn〉 =
∫ c2
c1
dy1
∫ y1
c1
. . .
∫ yn−1
c1
dyn f1(y1) . . . fn(yn) (2)
(considered as a linear form defined on H ⊗n).
1
If the functions φai are indexed by letters of the alphabet A, we associate to w = ai1 . . . ai|w|
the integral
〈w〉 = 〈φai1 . . . φai|w| 〉. (3)
Then Chen’s lemma gives the following relation1, ∀ u, v ∈ X∗:{
〈u〉〈v〉 = 〈u  v〉;
〈1〉 = 1.
(4)
Some of these iterated integrals have been thoroughly studied, for example the polyzetas:
one considers the alphabet {x0, x1} and constructs recursively the following integrals: ∀z ∈
C\ ]−∞, 0] ∪ [1,+∞[,
Lixn
0
(z) =
lnn(z)
n!
,
Lix1w(z) =
∫ z
0
dt
1− t
Liw(t),
and, ∀w ∈ X∗x1X
∗,
Lix0w(z) =
∫ z
0
dt
t
Liw(t).
The specialization of these functions for z = 1 yields the Multiple Zeta Values (henceforth
denoted by MZV) ζ(s) where the multiindex s is obtained from w with the correspondence
w = xs1−10 x1 . . . x
sk−1
0 x1 ↔ s = (s1, . . . sk). One can show that the product of two MZV’s is,
like the quasi symmetric functions, ruled by the stuﬄe product defined by
(s1, . . . , sp) (t1, . . . , tq) =
s1(s2, . . . sp) (t1, . . . , tq)
+ t1(s1, . . . , sp) (t2, . . . , tq)
+ (s1 + t1)(s2, . . . , sp) (t2, . . . , tq).
(5)
Further, coloured polyzetas ([Kre00, Min00]) need an indexation by bicompositions
(
s′1 . . . s
′
p
s′′1 . . . s
′′
p
)
with a product  given by(
s′1 . . . s
′
p
s′′1 . . . s
′′
p
)

(
t′1 . . . t
′
p
t′′1 . . . t
′′
p
)
=((
s′1
s′′1
)(
s′2 . . . s
′
p
s′′2 . . . s
′′
p
)

(
t′1 . . . t
′
p
t′′1 . . . t
′′
p
))
+
((
t′1
t′′1
)(
s′1 . . . s
′
p
s′′1 . . . s
′′
p
)

(
t′2 . . . t
′
p
t′′2 . . . t
′′
p
))
+
((
s′1 + t
′
1
s′′1 + t
′′
1
)(
s′2 . . . s
′
p
s′′2 . . . s
′′
p
)

(
t′2 . . . t
′
p
t′′2 . . . t
′′
p
))
.
(6)
Even algebras of diagrams LDIAG ([DTPK10]), which need coding with words whose
letters, belonging to an alphabet A, are composable, are endowed with a product ↑ of this
type. These algebras contain plane bipartite graphs with multiple ordered legs which are
in bijection with the elements of (MON+(X))∗ where MON+(X) is the set of non void
commutative monomials in the variables of the alphabet X ; formally speaking, let X =
1In fact, the symbol 〈·〉 is a character of (T (H ),, 1T (H )).
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{xi}i≥1 be an alphabet; denote by MON(X) (resp. MON
+(X)) the monoid of monomials
Xα for α ∈ N(X) (resp. for α ∈ N(X) \{0}). Then, the elements of the monoid (MON+(X))∗
are words of monomials which represent some diagrams.
The bilinear product ↑ of two diagrams is given on the corresponding words of monomials
by {
1(MON+(X))∗ ↑ w = w ↑ 1(MON+(X))∗ = w;
au ↑ bv = a(u ↑ bv) + b(au ↑ v) + (a · b)(u ↑ v)
(7)
for all a, b ∈MON(X) and u, v ∈ (MON(X))∗.
The dualization of the superposition law (a, b)→ a · b leads to the definition of coproducts
given by sums over a semigroup which has the following property: each of its elements has
a finite number of decompositions as a product of two elements of the semigroup. This fact
motivates the study of such semigroups, called finite decomposition semigroups, and of their
structure.
Note that the law of semigroup can be deformed with a bicharacter [TU96, Hof00] or a
colour factor [EM12, DTPK10, DMT+13].
The aim of this paper is to present two theorems related to the structure of these semi-
groups. Section 2 is devoted to the detailed presentation of two examples of the importance
of finite decomposition semigroups. In section 3, we give a necessary and sufficient con-
dition for the disjoint direct limit of a family of semigroups to be a finite decomposition
semigroup. Finally, in section 4, we provide a structure theorem which describes every finite
decomposition semigroup as a disjoint direct limit.
2. Motivations - Definitions
2.1. Definitions. Let us recall the definition of the finite decomposition property. Let T be
a semigroup. We say that T has the finite decomposition property (or, equivalently, that T
is a finite decomposition semigroup) if, ∀t ∈ T ,∣∣ {t1, t2 ∈ T, t1 · t2 = t} ∣∣ <∞. (D)
We will need the following notation: if (I,≤) is an ordered set and α ∈ I, then
[←, α] = {β ∈ I, β ≤ α} .
is called the initial interval generated by α.
2.2. Motivations. Our interest for the finite decomposition property comes from the study
of several problems of combinatorial physics in which semigroups or monoids with this prop-
erty are involved2. We give below two examples.
2.2.1. Dualizability. Another example of the importance of the finite decomposition semi-
groups comes from the fact that they appear in the study of some bialgebras and, more
precisely, in the dualization of the law of the algebra (see, for example [DTPK10]; one of the
authors recently described some of the features of some semigroup bialgebras [Den]). The
best-known examples of this kind of bialgebras are given by the shuﬄe and stuﬄe algebras
where the semigroups involved in the coproduct are respectively the null semigroup and
S = (N+,+).
2See [DTPK10, DPH+10] for physics and [DMSG11, Hof00] for the links with number theory.
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If k is a field and M a semigroup, we denote by k [M ] the algebra of M . It is in duality
with itself for the scalar product 〈·|·〉 defined by
〈P |Q〉 =
∑
m∈M
〈P |m〉〈Q|m〉
if P, Q ∈ k [M ] are polynomials with coefficients 〈P |m〉 and 〈Q|m〉 respectively for all
m ∈M .
If M is a finite decomposition semigroup, it is possible to dualize the product of k [M ].
Indeed, one can define the element ∆(m) ∈ k [M ]⊗ k [M ] by
∆(m) =
∑
p,q∈M
pq=m
p⊗ q
as the sum is finite and then extend ∆ by linearity. One has
〈P ·Q|R〉 = 〈P ⊗Q|∆(R)〉, ∀P,Q,R ∈ k [M ] .
Example 2.1. Let MONL(X) =
{
Xα, α ∈ Z(X)
}
denote the monoid of Laurent mono-
mials. Then the map ∆ : Xα →
∑
α1+α2
Xα1 ⊗ Xα2 takes its values in the large algebra
k
[[
MON
L(X)⊗MONL(X)
]]
since the semigroup of multiindices with values in Z is not a
finite decomposition semigroup.
2.2.2. Existence of the convolution product. Let M be a semigroup and F (M) the space of
functions defined on M . Assume that M is finite decomposition. Then F (M) is endowed
with the structure of an algebra for the convolution product ? defined by
(f ? g)(m) =
∑
m1m2=m
f(m1)g(m2)
for all f, g ∈ F (M).
Note 2.1. In fact, the two motivations above are related. Indeed, the law dual to the co-
product defined in section 2.2.1 gives birth to the convolution product of linear forms on
k [M ].
Let S be a finite decomposition semigroup. If S has a neutral eS, we consider S
(1) = S\S×
(S× is the set of invertibles of S). The lemmas presented in this paper show that
• S1 is a sub-semigroup of S;
• S× is a finite group.
In the next paragraph, we will see how to iterate this process and reconstruct the initial
semigroup from the spare pieces.
3. Disjoint Direct Limit and Finite decomposition property
3.1. Disjoint Direct Limit. Let (I,≤) be an ordered set. We consider an inductive system
of disjoint semigroups Sα, α ∈ I. This structure is given by a family of morphisms of
semigroups φαβ : Sβ → Sα, β ≤ α, which satisfy the following properties:
φαα = Idα for all α ∈ I; (8a)
φαβ ◦ φβγ = φαγ for all γ ≤ β ≤ α ∈ I. (8b)
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Then we denote by S = DDL
−→
(Sα) the Disjoint Direct Limit of the system of semigroups
which is the semigroup structure on S =
⊔
α∈I
Sα constructed as follows. Assume that I is a
upper half lattice. Then S has the structure of a semigroup for the law ? given by
x ? y = φ(
λ(x)∨λ(y)
)
λ(x)
(x) ·λ(x)∨λ(y) φ(
λ(x)∨λ(y)
)
λ(y)
(y) (9)
where λ(x) denotes the unique element of I such that x ∈ Sλ(x). Indeed, if λ(x) = α,
λ(y) = β and λ(z) = γ,
(x ? y) ? z = (φ(
α∨β
)
α
(x) ·α∨β φ(
α∨β
)
β
(y)) ? z
= φ(
(α∨β)∨γ
)
(α∨β)
(
(φ(
α∨β
)
α
(x) ·α∨β φ(
α∨β
)
β
(y))
)
·(α∨β)∨γ φ(
(α∨β)∨γ
)
γ
(z)
=
(
φ(
(α∨β)∨γ
)
α
(x) ·(α∨β)∨γ φ(
(α∨β)∨β
)
α
(y)
)
·(α∨β)∨γ φ(
(α∨β)∨γ
)
γ
(z)
using the compatibility property (8b) of the morphisms of semigroups φαβ . The claim follows
from the associativity of the product in Sα∨β∨γ .
Note that this construction is very similar to the construction of the direct limit of a family
of semigroups (which is described, for example, in [Bou70]). It is motivated by the structure
of the finite decomposition semigroups (see 4): these semigroups can be decomposed as the
union of a family of disjoint groups with a finite decomposition semigroup. The disjoint direct
limit shows that one can conversely build a semigroup from a family of finite decomposition
semigroups.
Remark also that in the case where
• the Sα’s are monoids with neutral eα;
• the morphisms φαβ satisfy φαβ(eβ) = eα for all α ≥ β ∈ I (i.e. they are morphisms
of monoids);
• min(I) = α0 exists,
then S is a monoid with neutral eα0 . Indeed, in that case,
eα0 ? x = φλ(x)α0(eα0) ·λ(x) x = eλ(x) ·λ(x) x = x
for all x ∈ S.
3.2. Finite decomposition criterion. Let S = DDL(Sα)α∈I be the disjoint direct limit of
a family of semigroups.
Theorem 3.1. The semigroup S is finite decomposition if and only if the following conditions
are satisfied:
(i) ∀α ∈ I and ∀y ∈ Sα, |
{
β ≤ α, φ−1αβ(y) 6= ∅
}
| <∞;
(ii) every Sα is of finite decomposition type;
(iii) for all α ≤ β ∈ I and for all x ∈ Sα, the fibers φ
−1
αβ(x) of φαβ are finite.
Proof :
• Assume that S is of finite decomposition type. Then it is impossible that one of
the intervals
{
β ≤ α, φ−1αβ(y) 6= ∅
}
be infinite. If that were the case for y ∈ Sα,
then y2 ∈ Sα has an infinite number of decompositions since y
2 = yφαβ(x) for all
β ≤ α and x ∈ φ−1αβ(y). Moreover, each of the Sα’s is a sub-monoid of S; hence it is
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finite decomposition since S is finite decomposition. Finally, the decomposition of z2
presented above also explains why there is no morphism φαβ with an infinite fiber.
• Assume now that the three properties are satisfied. Let z ∈ Sλ(z). Consider its decom-
positions xy; they form a setDz given by
⊔
u,v,α,β
D(z, u, v, α, β) whereD(z, u, v, α, β) =
{
(x, y) ∈ Sα × Sβ such that φλ(z)α(x) = u and φλ(z)β(y) = v
}
. Remark that in order
that D(z, u, v, α, β) 6= ∅, one must have α ∨ β = λ(z). There is a finite number of α
and β such that α < λ(z) and β < λ(z) because of the structure of I. Moreover, there
is also a finite number of x and y respectively in Sα and Sβ such that u = φλ(z)α(x)
and v = φλ(z)β(y) because the morphisms are finite fibers. Finally, since the Sα’s are
finite decomposition, there is a finite number of decompositions of z as a product of
elements of Sλ(z). Hence S is finite decomposition. 2
Example 3.1. The following shows an example of DDL which is of finite decomposition
type but whose intervals [←, α] are all infinite. It proves that the first condition can not be
replaced by the finiteness of every interval [←, α].
Let Sk = [k,+∞[ be the additive semigroup of integers greater than or equal to k. The
disjoint direct limit of the family (Sk)k≥0 is the semigroup S = {(k, x) ∈ N
2, k ≤ x} with
product ? = ∧N ×+ where
(k1, y1) ? (k2, y2) = (k1 ∧N k2, y1 + y2).
The morphisms Sk
φk`−→ S` associate (`, y) to (k, y) for ` ≤ k (see Fig. 1). The set of index
of the semigroups is N with an order ≺ such that
α ≺ β ⇔ α ∧ β = β.
Hence, the intervals [←, α] = {β, β ∧ α = α} = [α,+∞[ are all infinite.
φ1,2(2, 3)
S0
S1
S2
S3
S4
S5
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
Figure 1. Illustration of the DDL of the family (Sk)k≥0.
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4. Structure of the finite decomposition monoids
4.1. Structure theorem. Let T be a semigroup. One defines two sequences (Tn)n∈N and
(Dn)n∈N by
• T0 = T, D0 = ∅;
• if Tn, Dn are constructed,
– either Tn has no neutral and we stop with D = Dn;
– or Tn has a neutral en and
Tn+1 = Tn \ T
×
n ; Dn+1 = Dn ∪ {n+ 1}. (10)
For convenience, we denote by Gn the group of invertible elements of Tn : Gn = T
×
n whenever
Tn admits a neutral en.
Theorem 4.1. Let T be a finite decomposition semigroup. Then
i) either D = {1, . . . , N} is finite and T = (
⊔
1≤n≤N
Gn)unionsqTN+1 where TN+1 is a finite de-
composition semigroup without neutral; Tm = (
⊔
m≤n≤N
Gn)unionsq TN+1 is a sub-semigroup
of T and there exists a family of morphisms of monoids φij : Gj → Gi; φNi : Gi →
TN .
ii) or D is infinite and T = (
⊔
n≥0
Gn); Tm = (
⊔
m≤n≤N
Gn) is a sub-semigroup of T and
there exists a family of morphisms of monoids φij : Gj → Gi.
4.2. Lemma 1. We will need the following lemma for the proof of the theorem.
Lemma 4.1. Let T be a finite decomposition semigroup with unit 1. Then the following
properties are equivalent:
(i) u ∈ T is right invertible;
(ii) u is left invertible;
(iii) u is cyclic (and hence invertible).
Proof: Let u ∈ T be a right invertible element. Then, for all n ∈ N, unvn = 1. Since T
has the finite decomposition property, it is impossible that all the decomposition of 1 of the
form unvn are different. Thus, there exists p > 0 such that (un+p, vn+p) = (un, vn). Hence
un+p = un and one has
1 = unvn = un+pvn = up (11)
which proves that u is invertible since uup−1 = 1 = up−1u.
The same proof holds if u is left invertible and both (iii)⇒ (i) and (iii)⇒ (ii) are trivial,
hence the claim. 2
4.3. Lemma 2. In this section, we use the notation of section 4.1. Let T be a finite decom-
position semigroup.
Lemma 4.2. For all x ∈ T and n ∈ D, one has
enxen = enx = xen ∈ Tn. (12)
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Proof: Let x ∈ T and n ∈ D. We denote by i0 = max
n
{xen ∈ Tn}. If i0 = N we are
done. Assume that i0 < N . One has xei0+1 = xei0ei0+1 (since ei0 is the neutral of Ti0 which
contains ei0+1); xei0 ∈ Ti0 hence xei0+1 ∈ Ti0 . But xei0+1 /∈ Gi0 (if that were the case, then
lemma 4.1 would imply that ei0+1 belongs to Gi0 ; this is impossible by definition of ei0+1);
thus xei0+1 ∈ Ti0 \ Gi0 = Ti0+1. This is not possible by definition of i0. Necessarily i0 = N .
The same argument proves that j0 = max
n
{enx ∈ Tn} = N . The claims follows from the fact
that en is the neutral of Tn; hence xen = en(xen) = (enx)en = enx. 2
4.4. Proof of the theorem. Note that, for all n ∈ D, Tn is a semigroup: if x and y belong
to Tn, xy belong to Tn. Indeed, if that is not the case, xy belongs to Gn−1; then x and y are
invertible but it is not possible since x and y belong to Tn = Tn−1 \Gn−1.
Lemma 4.2 implies that for all x ∈ T and for all n ∈ D, enxen ∈ Tn. Hence, φn : T → Tn
defined by φ(x) = enxen is a morphism of monoids (since φn(xy) = enxyen = enxenenyen =
φn(x)φn(y); of course φn(ej) = en). The restrictions φi
∣∣∣
Gj
: Gj → Gi define the morphisms
φij.
From now on, we assume that T is a finite decomposition semigroup. As an intersection
of a non empty (as soon as e1 exists) family of semigroups, TN+1 = T \
⊔
n∈D
Gn is a finite
decomposition semigroup.
Assume that D be infinite; then T \
(⊔
n∈D
Gn
)
is empty. Indeed, if there were t ∈ T \(⊔
n∈D
Gn
)
, then t ∈ Tn for all n ∈ D; thus ent = t for all n ∈ D and t is an element of T
that has an infinite number of decompositions; this is not possible.
If D is finite, TN+1 has no neutral. Indeed, assume that there be a neutral eN+1 ∈ TN+1.
Then eNeN+1 = eN ; hence eN+1 is left invertible and thus invertible in TN ; this is not possible
since eN+1 belongs to TN+1 = TN \GN .
5. Conclusion
We have illustrated the importance of finite decomposition semigroups for the computation
of different generalized stuﬄe products.
It turns out that every finite decomposition semigroup is the disjoint direct limit of finite
groups and possibly a finite decomposition semigroup without neutral.
Moreover, it is possible to apply the disjoint direct limit process to construct new finite
decomposition semigroups.
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