The LeBrun-Mason twistor correspondences for S 1 -invariant self-dual Zollfrei metrics are explicitly established. We give explicit formulas for the general solutions of the wave equation and the monopole equation on the de Sitter three-space under the assumption for the tameness at infinity by using Radon-type integral transforms, and the above twistor correspondence is described by using these formulas. We also obtain a critical condition for the LeBrun-Mason twistor spaces, and show that the twistor theory does not work well for twistor spaces which do not satisfy this condition. (2000) : 53C28, 35L05, 53C50, 32G10.
Introduction
The twistor theory concerning holomorphic disks, developed by C. LeBrun and L. J. Mason, is now progressing steadily (see [14, 15, 16, 17, 19, 20, 21] ). In general, LeBrun-Mason type twistor correspondence is characterized in the following way:
• the twistor space is given by the pair of a complex manifold Z and a totally real submanifold P in Z,
• corresponding objects to the 'twistor lines' in the ordinary twistor theory [1, 9, 22] are given by the holomorphic disks on Z with boundaries lying on P ,
• a natural differential geometric structure is induced on the parameter space M of the family of holomorphic disks,
• the induced structure is of low regularity in general, and satisfies some global conditions which give a strong restriction on the topology on M , and
• conversely, the twistor space (Z, P ) is obtained from such differential geometric structure.
In this article, we mainly deal with the non-rigid case of the LeBrun-Mason correspondence for self-dual conformal structures [16] . In this case, the twistor space is a pair (CP 3 , P ) where P is an embedded RP 3 sufficiently close to the standard one, and the corresponding geometry is a self-dual indefinite conformal structure [g] on S 2 × S 2 of signature (− − ++). In this case, the required global condition for [g] is the Zollfrei condition, that is, every maximal null geodesic of [g] is closed (cf. [7] ). In [16] , it is shown that any self-dual indefinite conformal structure on S 2 × S 2 sufficiently close to the standard one is automatically Zollfrei, and that such conformal structures one-to-one corresponds with the twistor spaces (CP 3 , P ) in the above sense.
On the other hand, before LeBrun and Mason develop the above theory, infinitely many examples of self-dual indefinite metrics on S 2 × S 2 are obtained by K. P. Tod [24] , and independently by H. Kamada [12] . Tod constructed S 1 -invariant self-dual indefinite metrics on S 2 × S 2 via method analogous to what is called LeBrun's hyperbolic ansatz [13] . Kamada investigated compact scalar-flat indefinite Kähler surfaces with Hamiltonian S 1 -symmetry. It is known that such surface is automatically self-dual, and Kamada proved that such structure is admitted only on CP 1 × CP 1 . Kamada also constructed infinitely many examples of such structures containing Tod's examples. Since Tod's and Kamada's examples contain the selfdual metrics sufficiently close to the standard one, at least some of them must be Zollfrei by the above results by LeBrun and Mason. So the natural question is the following:
• Are the metrics constructed by Tod or Kamada all Zollfrei?
• If they are Zollfrei, can we establish the LeBrun-Mason correspondences for them?
We show that these problems are settled positively, which is the main theorem in this article (Theorem 7.1).
To attack the above problems, we first study the wave equation on the three-dimensional de Sitter space S 3 1 in Section 2 and 3. We introduce Radon-type integral transforms, and show that any solution of the wave equation on S 3 1 which is tame at infinity is obtained from a function on S 2 by applying these transforms (Theorem 3.1). As a consequence, we see that any solution of the wave equation on S 3 1 which is tame at infinity carries a symmetry which we call the oddness.
We next study the monopole equation on S 3 1 in Section 4. We introduce the notion of a monopole potential and show that any gauge equivalent class of monopole solutions oneto-one corresponds with a monopole potential. Further, based on the above results for the wave equation, we show that gauge equivalent classes of monopole solutions which are tame at infinity one-to-one correspond with functions on S 2 which we call generating functions (Theorem 4.5).
If we follow Kamada's formulation, we can construct self-dual indefinite metrics on S 2 ×S 2 from monopole solutions on S 3 1 satisfying some extra conditions. In light of this construction, we introduce the notion of admissible monopoles by which we obtain the self-dual metrics on S 2 × S 2 via Kamada's construction. By the results above, we see that the admissible monopoles are obtained from generating functions satisfying certain condition corresponding to the admissibility. We remark that by this method we obtain all the monopole solutions by which Kamada's construction works. In particular, our method covers all the examples obtained by Tod and Kamada. In the latter half of this article (Section 5, 6 and 7), we establish the LeBrun-Mason correspondence for the above obtained self-dual metrics on S 2 × S 2 . We set a twistor space (CP 3 , P h ) for each generating function h on S 2 , and we show that we can establish the LeBrun-Mason correspondence between the twistor space (CP 3 , P h ) and the self-dual metric on S 2 × S 2 obtained from the monopole solution corresponding to h if the monopole is admissible. In particular we see that the self-dual metrics on S 2 × S 2 obtained from admissible monopoles are all Zollfrei. We also study the non-admissible case, and show that the twistor space (CP 3 , P h ) carries an unexpected property for holomorphic disks in this case (Proposition 7.3).
The results in this article is also considered as the LeBrun-Mason theory version of the Jones-Tod reduction theory [10] . In contrast, in [19, 20] , the author studied the LeBrunMason theory version of the Dunajski-West reduction theory [2, 4] . Particularly in [19] , we obtain infinitely many self-dual indefinite Zollfrei conformal structures on S 2 × S 2 with singularity, and their LeBrun-Mason correspondences are established by making use of the Radon transform on R 2 . Though it seems that there are no direct relation between these previous works and the results in this article, these results seem to insist the significance of the Radon transform as a tool in the study of LeBrun-Mason theory.
Wave equation on the de Sitter 3-space
In this section, we introduce the wave equation on the de Sitter 3-space. Then we introduce integral transforms and show that we can get solutions of the wave equation by these transforms.
The space of small circles
= 1} be the unit sphere equipped with the standard metric and (S ) be the de Sitter 3-space defined by
where V t = ∂ t V and so on. Hence the wave equation (2.2) is written as
Function spaces Let us denote the antipodal map on S 2 by α. We also define an involution on S 3 1 by σ : (t, y) → (−t, −y). If we identify S 3 1 with the space of oriented small circles on S 2 , σ corresponds to the orientation reversing operation for each oriented small circle. Let us denote by C ∞ (S 2 ) and by C ∞ (S 3 1 ) the space of real valued smooth functions on S 2 and on S 3 1 respectively. We set
We call h ∈ C ∞ even (S 2 ) an even function, and so on. We define the maps p :
where ω S 2 is the volume form on S 2 . We set
Let us denote the space of real valued constant functions by R. Then we obtain the natural decompositions
Transforms We define linear transforms R, Q : C
where γ (t,y) (φ) is given by (2.1). Of course, R is well-defined by (2.6) without depending on the choice of vectors {y
). Restricting R and Q on the neck sphere S 2 o ∼ = S 2 , we also define linear transforms R, Q :
Rh(y) := Rh(0, y) and Qh(y) := Qh(0, y).
The transform R is called the Funk transform (cf. [5] ) or the spherical Radon transform. See [6, 8] for the detail of the (spherical) Radon transform and the related topics. The inverse problem for the (spherical) Radon transform is a classical problem, and there are a number of works on this subject. Recent development on the inverse problem concerning the Radon transform or related transforms are found in [18, 23] and the references in them. On the other hand, the transform Q seems to be paid few attentions. We will study the inverse problem for the transform Q in the next section and in Appendix A. We will apply the results of this study to solve the wave equation.
Lemma 2.1. For any smooth function h on S 2 , the following equation holds:
Proof. Since we can vary t fixing the frame {y
where ν(φ) is the unit normal vector field along γ (t,y) (φ) directing outside of the domain Ω (t,y) . Let dm be the measure on ∂Ω (t,y) induced by the standard metric on S 2 , then we have dm = (cosh t) −1 dφ. Hence we obtain
by the divergence formula. 
where α is the real variable defined by cos α = tanh t. In this coordinate, noticing ω S 2 = sin θ dθ ∧ dφ,
Notice that y) ). Now let V be a function on S 3 1 as in the statement and τ be a positive real variable. Since V = * d * dV = 0, integrating on M y (t 1 , t 2 ), we obtain 0 = My(t1,t2)
For i = 1, 2, let α i ∈ (0, π) be the real variable defined by cos α i = tanh t i . To calculate the integral over Σ y (t 1 , t 2 ), we introduce a real coordinate (a,
On the other hand, for each τ ∈ R we have
Hence by (3.2), we see that the quantity
does not depend on τ ∈ R. Now we claim E(y) ≡ 0. Notice that
. by the convergence of V t . On the other hand, by the convergence of V , we also have lim τ →±∞ [R(V | t=τ )(τ, y)] = 0. Thus, by taking the limit τ → +∞ on (3.3), we obtain E(y) ≡ 0 as required.
Next notice that
where I is the quantity defined in (3.1). If we take the limit τ → −∞, then the second term of the right hand side of (3.5) vanishes by the similar argument as above. Hence we obtain
Thus, by taking the limit τ → −∞ on (3.3), we obtain I = 0. This means
Finally, evaluating τ = 0 to (3.3), we obtain Rψ
Proof of Theorem 3.1 Let V be as in the statement 1, and let ψ(y) := V (0, y) and
Now let us put h := h even + h odd andṼ := Qh. Since h ∈ C ∞ * (S 2 ),Ṽ is a solution of Ṽ = 0 by Proposition 2.6. Moreover by constructioñ
Hence V andṼ satisfies the same initial condition, so by the uniqueness theorem for the initial value problem of hyperbolic partial differential equations (see [3] ), we obtain V =Ṽ . Hence V = Qh and V turns out to be odd. The uniqueness of h is obvious by the relation (3.6).
Next let f be as in the statement 2. If we put V := f t , then V satisfies the conditions in the statement 1. Hence V is odd. If we decompose f as f = f even +f odd so that
). Since V is odd, we obtain (f odd ) t = 0. Hence f odd = 0 and f is even.
Let us put ϕ(y) := f (0, y) and ψ(y) := f t (0, y). Then similar as the above argument, there is a unique smooth functionh on S 2 which satisfies
For this functionh, we obtain f = Rh. By definition of R,
Rh(t, y) =h(y).
and we obtain h + =h ∈ C ∞ * (S 2 ) by the construction. Since f is even,
Tameness at infinity By Theorem 3.1 and its proof, we can paraphrase the condition of the 'tameness at infinity' for V in the following way.
) be a solution of the wave equation V = 0. then the following conditions are equivalent:
1. V (t, y) → 0 and V t (t, y) → 0 as t → ±∞ uniformly for y ∈ S 2 , 2. V is odd and I = 0, and
Proof. The statement 1 ⇒ 2 follows from Theorem 3.1, and 2 ⇒ 3 is obvious. Now let us assume 3. As in the proof of Theorem 3.1, we have V = Qh for h = h even + h odd where h even ∈ C ∞ even * (S 2 ) and h odd ∈ C ∞ odd (S 2 ) are defined by (3.6). Then we can check that V = Qh and V t = −(cosh t) −2 Rh uniformly converge to zero as t → ±∞. Thus 3 ⇒ 1 holds.
Similarly, we obtain the following corollary of which the proof is omitted.
) be a solution of the equation Lf = 0. then the following conditions are equivalent:
1. There exist smooth functions h ± (y) ∈ C ∞ (S 2 ) such that f (t, y) → h ± (y) and f t , f tt → 0 as t → ±∞ uniformly for y ∈ S 2 , 2. f is even, and 3. ϕ(y) := f (0, y) is even and ψ(y) := f t (0, y) is odd. We remark that this type of rigidity theorem is also found in [15] or [16] . For example in [16] , it is shown that the standard self-dual indefinite metric on the non-space-time-orientable space (S 2 × S 2 )/Z 2 is rigid in the space of self-dual metrics.
Rigidity theorem

Monopole equation
In this section, we investigate the monopole equation over the de Sitter space S 3 1 . We show that any gauge equivalence class of monopole solutions is obtained from a solution of Lf = 0 which we call the monopole potential. Then, applying Theorem 3.1, we establish a one-to-one correspondence between generating functions h ∈ C ∞ * (S 2 ) and gauge equivalent classes of monopole solutions on S 3 1 which are tame at infinity. Further, we introduce the notion of admissible monopoles by which we can construct
Tod-Kamada ansatz Here we review the construction of self-dual metrics on S
given by Tod or Kamada, following Kamada's formulation. The basic construction is the following. 
is a self-dual metric on M of signature (− − ++) with respect to a suitable orientation on M. Now we study the case when * dV is exact, i.e. when the S 1 -bundle M → S 3 1 is trivial. In this case, we write as
where s is the fiber coordinate and S
by the embedding M ֒→ S 2 × S 2 : (s, t, y) → (x, y) where
In other words, M is obtained as the free part of the
If we put ε := (0, 0, 1) ∈ S 2 and S ± := {±ε} × S 2 ⊂ S 2 × S 2 , then the disjoint union S + ⊔ S − coincides to the fixed point set of the above S 1 -action, and we have M = (S 2 ×S 2 )\(S + ⊔S − ). Let us introduce variables r := e t and q := e −t , then (s, r) and (s, q) give the polar coordinates on the open neighborhoods of −ε ∈ S 2 and ε ∈ S 2 respectively. Proposition 4.2 (Kamada [12] ). Let (V, Θ) be a smooth solution of (4.1) such that V > 0 and * dV is an exact two-form. Then the metricḡ V,Θ := (cosh t) −2 g V,Θ on M extends smoothly to the compactificationM = S 2 × S 2 if and only if there exist smooth functions F + and F − on R × S 2 in variables r 2 , q 2 and y such that
as r → +0 and as q → +0 respectively.
If * dV is exact, Θ is written as Θ = ds + A using a one-form A on S which we call the monopole equation. We call a solution (V, A) of (4.5) a monopole solution or simply a monopole. We write asḡ V,A =ḡ V,Θ where Θ = ds + A, and we also use the notationḡ V,A for its compactification. Notice that if (V, A) is a monopole then V satisfies the wave equation
The simplest solution of the monopole equation satisfying the condition (4.4) is given by (V, A) = (1, 0), which we call the trivial monopole. In this case, the self-dual indefinite metric induced on S 2 × S 2 is the standard indefinite metric, i.e. the product metric
is the i-th projection and h is the standard metric on S 2 . Tod's or Kamada's examples of self-dual indefinite metrics are obtained by constructing explicit solutions of (4.5). We deal with these examples in the last part of this section.
Monopole potential Now we show that any monopole solution is essentially arisen from a function f ∈ C ∞ * (S 3 1 ) satisfying Lf = 0 where L is the partial differential operator defined in (2.9). We call such f the monopole potential.
For each real valued function φ ∈ C ∞ (S 
where we applied the relation * (dt ∧ η) = − * η which holds for any 1-form η on S 3 1 without dt-part. Thus the functionď * A := * ď * A does not depend on t. Consideringď * A as a function on S 2 , we can take a smooth functionφ on S 2 satisfying
If we define a smooth function φ as the pull back ofφ by the projection S
• and 2
• . Now we prove the uniqueness. Suppose that there is a function φ on S 3 1 such that both (V, A) and (V, A + dφ) are the monopoles satisfying 1
• . Then the monopole (0, dφ) also satisfies 1
• . By condition 1
• , φ is independent of t. Hence dφ =ďφ. Together with the condition 2
• , we obtain dφ = 0. So the uniqueness follows. Proof. Let (V, A) be a monopole on S 3 1 satisfying 1
• . We first claim that there is a smooth function F on S A where o ∈ S 2 is a fixed point and the integral path is taken on the sphere {t} × S 2 ⊂ S 3 1 . Since S 2 is simply connected, and by the condition 2 • , F (t, y) is a well-defined smooth function. By construction, the condition A = − * ď F holds.
Next we claim thatď (V − ∂ t F ) = 0. Actually,
andď A + V t ω S 2 = 0 by the monopole equation. Henceď (V − ∂ t F ) = 0 as required, and this means that G(t) := V (t, y) − ∂ t F (t, y) does not dependent on y ∈ S 2 . Thus, if we put f (t, y) = F (t, y) + t 0 G(t)dt, the condition (i) and (ii) are satisfied. The uniqueness of f is obvious since the conditions (i) and (ii) characterize f up to constant.
The rest of the statement is directly follows from the monopole equation. Indeed,
For monopoles which are tame at infinity, we obtain the following correspondence.
Theorem 4.5. There is a natural one-to-one correspondence between the following objects: Admissible monopoles To apply Theorem 4.5 to the study of self-dual metrics, we need to assume additional conditions for (V, A), that is, V is positive and V is written as in (4.4). Now we introduce the following notion. • smooth functions h ∈ C ∞ * (S 2 ) satisfying |∂ t Rh(t, y)| < 1, and
• admissible monopoles (V, A),
For the condition (4.4), the following hold. Proof. Let (V, A) be an admissible monopole. If we putṼ := V − 1, then by Theorem 4.5 there exists a generating function h ∈ C ∞ * (S 2 ) such thatṼ = ∂ t Rh = −Q∆ S 2 h. SinceṼ is odd, it is enough to check the case of t → +∞. Using the same spherical coordinate (θ, φ) as in the proof of Lemma 2.2, we can writẽ
where α is defined by cos α = tanh t 0 . Since the parameter θ is defined by cos θ = tanh t, θ depends only on κ := e −2t . So we can put
Then we obtainṼ
where q 0 = e −t0 . HenceṼ (t, y) is a smooth function depending only on y and q 2 = e −2t , and satisfies lim q→+∞Ṽ (t, y) = 0. Therefore V is written as in (4.4).
Later (Corollary 7.5), we will prove the self-duality of the metricḡ V,A on S 2 × S 2 in a different way from Tod's or Kamada's method. (See [11, 24] or the positive definite case [13] for their method.) By our method, we can determine the 'orientation', that is, we fix a certain orientation on S 2 × S 2 and show thatḡ V,A is anti-self-dual with respect to this orientation. Moreover, we will see in Corollary 7.10 that this metricḡ V,A is Zollfrei.
Example Finally in this section, we deal with examples of monopole solutions obtained by Tod [24] and Kamada [12] . Let {Y l m (y)} |m|≤l be the basis of eigenspace of ∆ S 2 with the eigenvalue −l(l + 1) (i.e. Y l m (y) ∈ C ∞ (S 2 ) can be taken as the spherical harmonics). Introducing variable z = tanh t, let P l (z) be the Legendre polynomial of degree l, and put Z l (z) := ∂ z P l (z). In these notations, Tod's monopole solution (V, A) is given by
where {c lm } is a finite collection of real constants with sufficiently small |c lm |. We remark that the above solution V is first obtained by Tod, and later Kamada obtained the above V again with the description of A. This monopole solution (V, A) is admissible, and the corresponding monopole potential f ∈ C ∞ * (S 
On the other hand, Kamada constructed another type of monopole solutions parametrized by the space of probability measures on the hyperboloids H 
Local reduction theory
To construct the twistor correspondence for the self-dual metricḡ V,A on S 2 × S 2 obtained from an admissible monopole (V, A), in this section we study S ), we briefly recall the integrability theorem for general three-dimensional torsion-free Einstein-Weyl structures since there are no difference between the general case and the special case of S 3 1 so far as studying local theory. For the definition of Einstein-Weyl structure, see [9, 17, 21] . Here we only need the fact that (S . Let X be a real 3-manifold, [g X ] be a conformal structure on X of signature (− + +). We fix a metric g X ∈ [g X ] and a frame {E 1 , E 2 , E 3 } of T X on an open set U ⊂ X so that
otherwise.
Let ∇ X be a torsion-free connection on T X, and ω be its connection form with respect to the above frame. Suppose that ∇ X is compatible with [g X ], that is, ω is written as
is called a null plane iff g X degenerates on V, or equivalently, iff V is tangent to the null cone of g X . We put V(ζ) := Span m 1 (ζ), m 2 (ζ) for each ζ ∈ R ∪ {∞} = RP 1 where
Then V(ζ) is a null plane, and any null plane is written in this form. Now let us define the 'bundle of null planes' on X by
Notice that, for each [a] ∈ W R,x = P(T * x X), the tangent plane ker a ⊂ T x X is a null plane. If we define a 1-form a(ζ) by
gives a local trivialization of W R . If we introduce coordinates θ ∈ S 1 by ζ = tan θ 2 and ω = e iθ ∈ U(1), then we obtain the trivializations We remark that W + is also defined intrinsically as the bundle of complex null planes satisfying an orientation compatibility condition (see [21] ). We note that the fiber coordinates ζ and ω are related by ζ = i 1−ω 1+ω , and the disk D = {|ω| ≤ 1} corresponds to the upper half plane {ζ ∈ C | Im ζ ≥ 0}.
Since the connection ∇ X is compatible with g X , W R is equipped with a natural connection which we also denote by ∇ X . Letṽ ∈ T (x;ζ) W R be the horizontal lift of a vector v ∈ T x X with respect to ∇ X . Then by a direct calculation, we obtain the following lifting formula: See [21] (Proposition 3.9) for the proof.
Indefinite anti-self-dual 4-space Next we summarize the integrable property for 4-dimensional anti-self-dual conformal structure of indefinite signature. Let M be a real 4-manifold and [g M ] be a conformal structure on M of signature (− − ++). We fix
The connection form ω of the Levi-Civita connection ∇ of g M with respect to the above frame is written as We have the eigenspace decomposition ∧ 2 T M = ∧ + ⊕ ∧ − with respect to the Hodge's operator on M where ∧ ± is the ±1-eigenspace. Using the above frame {E j }, we can write as
Similarly, we have the decomposition ∧ 2 T * M = ∧ + ⊕∧ − , and we can take a frame {ϕ 1 , ϕ 2 , ϕ 3 } of ∧ + so that {ϕ j } and {ϕ j } are dual each other. The Levi-Civita connection ∇ induces a connection on ∧ + which is also denoted by ∇, and its connection form is written as 
(5.9)
A tangent two plane V ⊂ T x M is called an α-plane iff g M (V, V) = {0} (i.e. V is contained in the null cone of g M ) and ∧ 2 V ⊂ ∧ + . We put V(ζ) = Span m 1 (ζ), m 2 (ζ) for each ζ ∈ R ∪ {∞} = RP 1 where
Then V(ζ) is an α-plane, and each α-plane is written in this form. We define the 'bundle of α-planes' on M by
Notice that for each [ϕ] ∈ P(∧ + x ), the tangent plane ker ϕ := {v ∈ T x X | i(v)ϕ = 0} is an α-plane. If we define a(ζ) ∈ ∧ + by
then we obtain V(ζ) = ker a(ζ). Hence the map U × RP 1 → Z R | U : (x; ζ) → [a(ζ)] x gives a local trivialization of Z R . Moreover, if M is space-time orientable, we can define the associated disk bundle Z + → M by a similar method as the case of W + (see also [16] ).
The connection ∇ induces a connection on Z + which is also denoted by ∇. Letṽ ∈ T (x;ζ) Z R be the horizontal lift of a vector v ∈ T x M with respect to ∇, theñ
Letm j (j = 1, 2) be the tautological lift of m j on Z R , i.e. (m 1 ) (x;ζ) = (m 1 (ζ) x )˜, where (·)˜is the horizontal lift given by (5.12). We define a 2-plane distribution on Z R by D := Span m 1 ,m 2 . We can extendm 1 andm 2 to complex vector fields on Z + so that they are holomorphic in ζ. We define a complex 3-plane distribution E on Z + by E := Span m 1 ,m 2 , ∂ζ . Then we obtain E ∩ E = {0} on Z + \Z R , hence E defines an almost complex structure on Z + so that E gives the (0, 1)-vectors.
Proposition 5.2. The following conditions are equivalent:
• the conformal structure [g] is anti-self-dual,
• the two-plane distribution D on Z R is Frobenius integrable.
• the almost complex structure on Z + \Z R defined by E is integrable.
See [16] (Proposition 3.5 and 7.1) for the proof.
S 1 -fibration Let (X, g X ) be a pseudo-Riemannian 3-manifold of signature (− + +) and we apply the above argument for (X, [g X ], ∇ X ) where ∇ X is the Levi-Civita connection of g X . We put M := S 1 × X and let ̟ : M → X be the projection. We fix a solution (V, A) of the monopole equation * dV = dA on X where V is a positive function and A is a one-form on X. Then Θ = ds + A defines a connection on the S 1 -bundle ̟ : M → X where s ∈ S 1 is the fiber coordinate. We study the following metric on M :
Notice that g M is conformally equivalent to the metric g V,A = −V −1 Θ ⊗ Θ + V g X . Let us take a local frame {E 1 , E 2 , E 3 } of T X on an open set U ⊂ X so that it satisfies the orthonormal condition (5.1) for g X . We write as
then {E j } satisfies the orthonormal condition (5.7) for g M . Notice that the dual frame {E j } of {E j } is given by
Now let us use the same notations as above: ω, ω, m j , m j and so on.
Lemma 5.3. In the above notations, we obtain the following formulas:
where
Proof. By the equation * dV = dA, we obtain
Then the required formulas are deduced by a direct calculation so that ω satisfies the torsionfree condition dE j + ω j k ∧ E k = 0 and the symmetry (5.8).
Proposition 5.4. In the above notations, we obtaiñ
Proof. The proof is given by a direct calculation. Here we sketch the proof of the first formula. We have
By the lifting formula (5.12), we obtaiñ
∂ ∂ζ
Evaluating (5.9) and (5.15), and by the lifting formula (5.6), we obtainm
Remark 5.5. By the result of P. E. Jones and K. P. Tod [10] , it is natural to expect that, in the above situation, the distribution D = Span m 1 ,m 2 is integrable if and only if D = Span m 1 ,m 2 is integrable, or equivalently, g M is anti-self-dual if and only if ([g X ], ∇ X ) is Einstein-Weyl. To check this claim directly is, however, very hard. In the special case of (S Finally we see that the projection ̟ : M → X induces a map Π : (Z + , Z R ) → (W + , W R ) if X is space-time orientable (then M = S 1 × X is also space-time orientable). For this, notice that ̟ maps each α-plane to a null plane since ̟ * (m j ) = m j for j = 1, 2. Recall that Z R and W R are the spaces of α-planes and null planes respectively, hence the natural map Π : Z R → W R is induced. By taking local trivializations as above, Π is locally described as
Hence the map Π naturally extends to a map Z + → W + . By the formula (5.16), we obtain Π * (m i ) =m i , hence Π * D = D.
Standard model
In this section we study the twistor correspondence for the standard case, that is, the case obtained from the trivial monopole (V, A) = (1, 0).
Twistor correspondence for S 3 1 Recall that we identify the de Sitter space (S ) with the space of oriented small circles on S 2 . This identification is naturally arisen from the LeBrun-Mason correspondence for Einstein-Weyl 3-manifold [17, 21] . Here we describe this correspondence.
Let us define submanifolds Σ u ⊂ S 3 1 for each u ∈ S 2 by
Then Σ u gives a null surface, i.e. Σ u is tangent to a null plane at any point on Σ u . By the correspondence Σ u ↔ u, the sphere S 2 is identified with the space of these null surfaces on S Let us introduce the affine coordinates λ, η ∈ CP 1 related with y, u ∈ S 2 by the stereographic projection
Then the pair (t, λ) ∈ R × CP 1 can be used as the coordinate on S 3 1 . We can check by a direct calculation that 3) and that the null surface (6.1) is written as
To adapt the formulation in Section 5, we set the frame {E j } of T S 
Notice that {E j } satisfies the orthonormal condition (5.1) for the metric g S 3
1
. Then the dual frame {E j } is given by
and the trivialization (5.4) is written as Proof. If we put F := |η − λ| 2 e 2t − |λη + 1| 2 , then we can write as Σ η = {(t, λ) ∈ S 3 1 | F = 0}. Suppose (t, λ) ∈ Σ η , then the tangent plane T (t,λ) Σ η is given by (ker dF ) ⊂ T (t,λ) S 3 1 , and by a direct calculation we obtain dF = 2 |λη + 1|
Comparing with (6.7), we see that the coincidence (ker a) = (ker dF ) occurs if and only if (6.8) holds.
We put D := {ω ∈ C | |ω| ≤ 1}. Since S 3 1 is space-time orientable, we can define the D-bundle W + associated with W R , and (t, λ; ω) ∈ U × D gives a local coordinate on W + | U . We define a smooth map f :
λ + e t ω −1 +λe t ω (6.9)
on W + | U . Then we obtain the double fibration
gives a family of holomorphic disks on W with boundary on W R . Further, by the result in [17, 21] , the pair ([g S 3 1 ], ∇ S 3 1 ) is the unique torsion-free Einstein-Weyl structure such that {Σ η } η∈W R gives the family of totally geodesic null surfaces on S → CP 1 via stereographic projection. In particular, the oriented small circle ∂Ω (t,λ) coincides with the boundary circle ∂D (t,λ) ⊂ W R .
Quaternionic description of S 2 ×S 2 Let {e 0 , e 1 , e 2 , e 3 } be the standard orthonormal basis of the Euclidean space R 4 , and we identify R 4 with the quaternion field H by
be the eigenspace decomposition for the Hodge's operator on R 4 . The basis of ∧ ± R 4 is given by
where * :
is the Hodge's operator. We define a bilinear form h on ∧ 2 R 4 so that it satisfies 14) where the positive real numbers R + act on N by a scalar multiplication. Then Q R is diffeomorphic to S 2 × S 2 and h induces an indefinite conformal structure on Q R of signature (− − ++) which is denoted by [h]. If we define
for each q ∈ S 3 ⊂ R 4 , then S q gives an α-surface on (Q R , [h]) with respect to the natural orientation on Q R ≃ S 2 × S 2 . Since S q = S −q , the α-surface S q is determined only on [q] ∈ RP 3 , so we also write S [q] = S q . By the formula (6.12), we can write
under the identification q ∈ S 3 ≃ Sp(1) and x, y ∈ S 2 ≃ S(Im H) = {ξ ∈ Im H | ξξ = 1}. If we put q = a + bi + cj + dk, then the transform Im H → Im H : y →qyq is represented by the matrix
with respect to the basis {i, j, k} ∈ Im H. Then we can write as S q = {(x, y) ∈ S 2 × S 2 | x = A (q)y}. We remark that A : Sp(1) → SO(3) gives a natural double cover. By this expression, we see that S q is also an α-surface for the standard indefinite metric g 0 on S 2 × S 2 , so we obtain [h] = [g 0 ]. The bundle of α-planesẐ R → Q R is naturally given bŷ
is space-time orientable, we can define the disk bundle Z + associated with Z R . We will see later (Proposition 6.2) that the projectionf :Ẑ R → RP 3 naturally extends to a fiberwise holomorphic mapf :Ẑ + → CP 3 . Then we obtain the following double fibration (see also [16] ):
In this way we obtain the LeBrun-Mason twistor space (CP 3 , RP 3 ) corresponding to the anti-self-dual 4-manifold (Q R , [g 0 ]). Here, the two-plane distribution D onẐ R is given by the tangent distribution of each fiber off :Ẑ R → RP 3 .
S 1 -action Next we study the S
, and so on. We use the coordinate (s, t, y) 
If we define m j , m j and so on similarly as in Section 5, we obtain the trivializations
Hence we can use coordinates (t, λ; ω) on W + | U and (s, t, λ; ω) on Z + | U . In these coordinate, Π : Z + → W + is written as (s, t, λ; ω) → (t, λ; ω). The projection ̟ induces a map between the twistor spaces in the following way. As in (6.16), each α-surface S q is defined by the equation x = A (q)y for each q ∈ S 3 ⊂ R 4 . In the coordinate (s, t, y) ∈ S 1 × R × S 2 ≃ M, this equation is equivalent to the following system: Comparing (6.21) with (6.1), we see that the projection ̟ maps each α-surface S q to the null surface Σ u where u = (0, 0, 1) · A (q). Hence we obtain the natural map
between the real twistor spaces. We will see soon later that π extends to the map between complex twistor spaces and obtain the following commutative diagram:
where (z i ) ∈ C 4 is the image of q ∈ Sp(1). On the other hand, from the equation (6.20) , we obtain e
By conditions (6.25) and (6.29), there exists c ∈ S 1 satisfying
Evaluating (6.31) to (6.30), we obtain e ic = e is Φ. Evaluating this to (6.31) again, we obtain the required description (6.26) of f :
The description (6.27) is soon obtained so that the extended map f :
We need the following Lemma in Section 7.
Lemma 6.3. Considering Φ = Φ(t, λ; ω) as a function on W + or on W R , we obtainm 1 Φ = iζΦ andm 2 Φ = iΦ.
Proof. It is enough to check on W R . Recall that the distribution D = Span m 1 ,m 2 on Z R is tangent to each fiber of f : Z R → Z R . Thus we obtainm j (e is Φ) = 0 for j = 1, 2 by the explicit description (6.26) of f. Then by the formula (5.16), we obtain the required equations since we are now studying the case of the trivial monopole (V, A) = (1, 0).
We remark that, since the distribution D = Span m 1 ,m 2 on W R is tangent to each fiber of f : W R → W R , we obtainm j η =m jη = 0 for j = 1, 2 on W R where η = η(t, λ; ω) is defined above. Extending holomorphically, we also obtainm j η k = 0 for j = 1, 2 and k = 1, 2 on W + .
The twistor space Now let us define an open set
Further, let us define the holomorphic map π :
Recall that we defined
Notice that this definition of π agrees with the above definition of π :
The set Z is also obtained in the following way. Recall that the S 1 -action on M is written as α : (s, t, λ) → (s + α, t, λ). Then by (6.26), the natural S 1 -action on Z R is induced and is written as α :
. This S 1 -action naturally extends to the holomorphic C * -action on CP 3 given by
Then L + ⊔ L − is just the fixed point set and Z is the free part of this action. Notice that the map π : Z → W is nothing but the quotient map of the above C * -action. By the description (6.28), we find that the image of f : Z + → CP 3 is contained in Z. In this way we have obtained the commutative diagram (6.23).
Holomorphic disks We have already defined the holomorphic disk
. Similarly, on the diagram (6.18) we put
for each ξ ∈ Q R . Then {D ξ } ξ∈Q R gives a family of holomorphic disks on CP 3 with boundaries on Z R . Recall that we defined
Proof. We change the variable (s, t, λ) ∈ S 1 × R × CP 1 ∼ = M to (α, λ) ∈ C × CP 1 by setting α = e t+is . Then (α, λ) gives a coordinate on an open neighborhood O of S − where S ± = {±ε} × S 2 . Notice that S − = {(α, λ) ∈ O | α = 0} and (α, λ) = (0, λ) corresponds to the point (−ε, λ). Now recall that f : Z + → Z is explicitly written as (6.27). Let us introduce a variable ω ′ := e is Φ(t, λ; ω). If e t < |λ|, then ω → Φ(t, λ; ω) defines an automorphism on D. Hence we can assume ω ′ ∈ D on O by shrinking O if needed. Then the triple (α, λ; ω ′ ) gives a local coordinate onẐ + | O . We obtain that the mapf :
2 : 1 where
Evaluating α = 0, we obtain that the disk D (−ε,λ) is given by
By a similar argument, the disk D (ε,λ) is given by
On the other hand, we have D ξ ⊂ Z for any ξ ∈ M since the image of f : Z + → CP 3 is contained in Z. Hence ξ ∈ M if and only if D ξ ⊂ Z. The rest statement is obvious by the description (6.27).
Compactification of S 3
1 To study the geometry on S 3 1 , it is convenient to consider its compactification. Such a picture is actually significant in the study of LeBrun-Mason correspondence for Einstein-Weyl 3-manifold (see [17, 21] ).
Let S If we take the limit t → ±∞ for the disks D (t,λ) on (W, W R ), then we obtain not a disk but a marked CP 1 . Actually by (6.9), if we put D (+∞,λ) := lim t→+∞ D (t,λ) , then D (+∞,λ) is given by {λ} × CP 1 ⊂ W.
In this limit, the boundaries ∂D (t,λ) shrink to the point P (+∞,λ) := (λ,λ 1 by χ ± (P (±∞,λ) ) = (±∞, λ). Then we can check that Σ η = Σ η ⊔ {χ + (η), χ − (η)} for each η ∈ W R where Σ η is the compactification of the null surface Σ η in S 3 1 . Similarly, if we put C (η1,η2) :
then we obtain C (η1,η2) = C (η1,η2) ⊔ {χ + (η 1 ), χ − (η 2 )} where C (η1,η2) is the compactification of C (η1,η2) . We remark that C (η1,η2) ≃ R is a time-like geodesic on S 3 1 (see [21] ). Finally we remark that, in the picture of the correspondence S 3 1 ∋ (t, y) ↔ Ω (t,y) ⊂ S 2 , the limit lim t→+∞ Ω (t,y) shrinks to a point y ∈ S 2 while lim t→−∞ Ω (t,y) wraps the whole S 2 and closes at the point y ∈ S 2 .
Twistor correspondence
Main theorem In Section 6, we put Z := CP
3 | z 3 =z 0 , z 2 =z 1 }, and showed the correspondence between the map π : (Z, Z R ) → (W, W R ) and the S 1 -bundle ̟ : M → S 3 1 equipped with the standard metrics. We now define the deformation of the real submanifold Z R in Z by
where h is a smooth function on CP 1 ∼ = S 2 . Notice that P h = Z R if h ≡ 0, and that P h is invariant under the U(1)-action on Z which is defined as the restriction of the C * -action (6.32). For any real constant c, the holomorphic automorphism
maps P h to P h+c , so P h depends on h essentially up to constant. So we assume h ∈ C ∞ * (S 2 ). Then our goal is the following. Holomorphic disks To prove Theorem 7.1, we first construct the family of holomorphic disks, and we recover the S 1 -bundle ̟ : M → S If ι extends to a holomorphic map on D, K must be the form
whereK(ω) is a holomorphic function on D such thatK(e iθ ) ∈ U(1). Then ι is written as
If the image of ι is contained in Z, then (i)K(ω) has unique zero on D exactly at the pole of η 1 (ω), and (ii)K(ω) has unique pole on D exactly at the pole of η 2 (ω). HenceK(ω) is written as, using a constant s ∈ S 1 ,
Thus ι is written as
Let us define D (s,t,λ) to be the holomorphic disk obtained by (7.3) . Then the statement follows since H + , H 0 and Φ depends smoothly on (t, λ), and are independent of s.
Recall that the boundary ∂D (t,λ) ⊂ W R ≃ CP 1 corresponds to the oriented small circle ∂Ω (t,y) . Hence, in the above proof, the Fourier coefficient H 0 (t, λ) is written as
using the transform R defined in (2.6). Here we abused the notations as Rh(t, y) = Rh(t, λ).
Non-admissible deformations Let {D ξ } ξ∈M be the family of holomorphic disks obtained in Proposition 7.2. Let us denote the interior of the disk D ξ by D
• ξ . We will see later (Proposition 7.7) that the family {D
On the other hand, in the non-admissible case, we obtain the following. Now if we evaluate ω = 0 to the description (7.3) of the disk D (s,t,λ) , we find that the disk D (s,t,λ) contains the point −ie
H0+t+is : −ie H0+t+is λ : −1 : λ ∈ Z\P h . We claim that the map S 1 × R → Z\P h given by (s, t) −→ −ie H0(t,λ0)+t+is : −ie H0(t,λ0)+t+is λ 0 : −1 : λ 0 (7.5)
is not injective. If this map is injective, then the function H 0 (t, λ 0 ) + t must be monotonic in t ∈ R. We have, however,
hence the function H 0 (t, λ 0 ) + t = Rh(t, λ 0 ) + t is not monotonic. So the map (7.5) is not injective. This means that some members in {D (s,t,λ0) } (s,t)∈S 1 ×R intersect with each other at their interior points, hence {D
• ξ } ξ∈M does not give a foliation.
Double fibration Next we construct the double fibration. Let (V, A) be the monopole corresponding to h ∈ C ∞ * (S 2 ), and suppose that (V, A) is admissible. By Proposition 4.9, we obtain an indefinite metricḡ V,A onM = S 2 × S 2 . Here we show that this metric is anti-self-dual with respect to the natural orientation on M = S 1 × R × CP 1 . Let (Ẑ + ,Ẑ R ) be the disk bundle on S 2 × S 2 induced fromḡ V,A by the method explained in Section 5. Recall thatẐ R is equipped with the two-plane distribution D which is locally written as D = Span m 1 ,m 2 , and thatḡ V,A is anti-self-dual if and only if D is integrable.
Let (Z + , Z R ) := (Ẑ + | M ,Ẑ R | M ) be the restriction on M. We take a local trivialization of (Z + , Z R ) on the open set U := {(t, λ) ∈ S 3 1 | λ = ∞} in the following way. We fix a frame {E j } j=1,2,3 of T S 3 1 on U in the same way as (6.5). We define the frame {E j } j=0,1,2,3 of T M on the open set U := ̟ −1 (U ) = {(s, t, λ) ∈ M | λ = ∞} of M by (5.14) so that we can apply the argument in Section 5. Then we obtain the trivialization U × D ∼ = Z + | U , and we can use (s, t, λ; ω) ∈ U × D as a local coordinate on Z + | U . Now let {D (s,t,λ) } be the holomorphic disks obtained in Proposition 7.2. Noticing the explicit description (7.3) of the disk D (s,t,λ) , we define the map (
It is checked that this map uniquely extends to a smooth map f : (Z + , Z R ) → (Z, P h ). In this way, we obtain the similar diagram as (6.23). By construction, this diagram commutes.
Proposition 7.4. In the above notations, each fiber of the map f : Z R → P h is tangent to the distribution D| Z R .
Proof. By the explicit description (7.6) of the map f : Z R → P h , it is enough to check that the following formulas hold for j = 1, 2:
m j e 2H++H0+is Φ = 0, (7.7)
The equation (7.8) is, however, obvious since the vectors Π * (m j ) =m j (j = 1, 2) and the functions η k (k = 1, 2) are not deformed from the standard case, som j η k =m j η k = 0 for each j, k. On the other hand, by Proposition 5.4, the equations (7.7) is equivalent to the following equations:
where ζ = i 1−ω 1+ω . If we apply Lemma 6.3, the wanted equation (7.7) is equivalent to
Now notice that for |ω| = 1 we have
If we use the formula (B.4) in Appendix B, we obtain the following equations
where H(t, λ; ω) = k H k (t, λ)ω k . Thus we obtain for j = 1
On the other hand, we have H 0 (t, λ) = Rh(t, λ) and by the hypothesis
(7.13) By (7.12) and (7.13), we obtain
which is equivalent to the first equation of (7.9). The second equation of (7.9) is proved in a similar way. Proof. Notice that the map f : Z R → P h is surjective by construction. Hence each fiber of f : Z R → P h is two-dimensional, and is an integral surface of D by Proposition 7.4. Thus D is Frobenius integrable. Henceḡ V,A is anti-self-dual on M by Proposition 5.2. Since M is dense in S 2 × S 2 , g is anti-self-dual on the whole of S 2 × S 2 .
By Proposition 5.2, the complex 3-plane distribution E = Span m 1 ,m 2 , ∂ω defines the complex structure on Z + \Z R . Since e 2H++H0+is Φ is holomorphic in ω ∈ D, the equations (7.7) and (7.8) hold on Z + . Hence the map f : Z + → Z is holomorphic on Z + \Z R . In this way, we have obtained the following result. Similarly, we can check that D (ε,y) is given by the map ω ′ −→ e h(λ) : e h(λ) λ : ω ′λ : ω ′ .
The family of holomorphic disks {D ξ } on (CP 3 , P h ) has the following properties.
In fact, infinitely many examples of 'self-dual Zollfrei metrics with singularity' are already obtained [19] .
Degeneration We introduced the notion of admissible monopoles in Section 4, and showed that the corresponding admissible deformations RP 3 in CP 3 has nice properties and the LeBrun-Mason correspondence works well (Theorem 7.1). On the other hand, in the non-admissible case, the deformation of RP 3 in CP 3 has an unexpected property (Proposition 7.3). Even in the non-admissible case, however, we can get the family of holomorphic disks parametrized by S 2 × S 2 (Proposition 7.2). Then the natural question is:
• Is there any natural structure on the parameter space of the holomorphic disks for the non-admissible case?
In particular, it would be interesting to study the process of the degeneration which occurs in the deformation from an admissible case to a non-admissible case.
Deformation of S 3
1 The argument in this article is based on the identification between the de Sitter space S 3 1 and the space of oriented small circles on the two sphere S 2 , which is arisen from the LeBrun-Mason correspondence for Einstein-Weyl structures [17, 21] . By the result in [17, 21] , if we deform the twistor space from (W, W R ) = (CP 1 × CP 1 , CP 1 ) to (W, P ), we obtain an Einstein-Weyl structure on R × S 2 of indefinite signature. In this construction, R × S 2 is identified with the space of oriented circles embedded in P ≃ CP 1 . So it is natural to expect the generalization of our story to such deformed situations. If it is successful, we will obtain various significant objects: general solutions of the wave equations on R × S 2 , descriptions of more general self-dual Zollfrei metrics, its LeBrun-Mason twistor spaces, and so on.
Appendix
A The bijectivity of Q We give a proof of the bijectivity of the transform Q : C ∞ odd (S 2 ) → C ∞ odd (S 2 ) by a similar method as Guillemin's [6] . LetĤ k be the space of homogeneous harmonic polynomials of degree k on R 3 and let H k = {P | S 2 ∈ L 2 (S 2 ) | P ∈Ĥ }. We notice the following fact.
Theorem A.1. The group SO(3) acts irreducibly on H k and the representations on H k and H l are inequivalent if k = l . Moreover, we have the decomposition
as a direct sum of Hilbert spaces.
Since Q maps L 2 (S 2 ) to itself and commutes with the SO(3)-action, so Q is diagonalized with respect to the decomposition (A.1). Let us denote the eigenvalues of Q on H k by c(k) ∈ R, that is, Qh = c(k) · h for h ∈ H k .
Proposition A.2. Proof. Since Q(1) = 1 by definition, we obtain c(0) = 1. On the other hand, since C ∞ even * (S 2 ) is annihilated by Q, we obtain c(2m) = 0 for m > 0.
Suppose k = 2m + 1. Let us choose a harmonic polynomial P (x, y, z) ∈Ĥ k so that it does not depend on the z variable. Then P is written as P (x, y, z) = a 2m+1 x 2m+1 + a 2m x 2m y + · · · + a 0 y 2m+1 .
Since P is harmonic, the equation (∂ Let us use the coordinate (θ, ϕ) so that (x, y, z) = (sin θ cos ϕ, sin θ sin ϕ, cos θ),
Then, by ω S 2 = sin θ dθdϕ, 
