Sub-nanometer and nanometer-sized tips provide high coherence electron sources.
Introduction
In coherent imaging with electrons, the electron wave is provided by the field emission from a very sharp tip, which ensures high coherence. The temporal coherence is determined by the electron energy spread coherence length exceeds typical sizes of objects and is therefore sufficient for coherent imaging. The study presented here therefore considers monochromatic sources. The spatial coherence of the electron wave is determined by the effective source size, and therefore is always finite. The subject of this study is the "somewhat obscure question of coherence length," as Gabor called it [1] . Some general discussions on spatial coherence can be found in the literature [2] [3] [4] .
The effective size of the source that provides a coherent wave is conventionally estimated from the extent of the interference pattern in an experimental image, and by applying the van Cittert-Zernike theorem, as demonstrated in [5] [6] [7] [8] ; we will hereafter refer to this approach as Method 1. The estimated effective source size is typically smaller than the physical size of the tip. In this study, we simulate the electron wave emitted from a coherent source, an incoherent source and a partially coherent source. We discuss the applicability of the van Cittert-Zernike theorem; finally, we study the effect of the source size and source vibrations on the resolution of the imaging system.
Intensity distribution from a Gaussian-distributed intensity source
The intensity distribution of an electron beam extracted by field emission from a nano tip [9] [10] in the detector plane follows a Gaussian distribution, as has been observed experimentally [7, [11] [12] , which can be described by: 
Coherent source
For a coherent source, each point on the source emits a wave in the same phase; for simplicity, we set the phase to 0. The wavefront distribution that propagates to the detector plane can be calculated by applying the Huygens-Fresnel principle:
where z is the distance between the source and the detector. The profile of the intensity distribution in the detector plane for S 2   Å simulated according Eq. (4) is shown in Fig. 2 , the curve labelled "Gaussian coherent source". By substituting Eq. (3) into Eq. (4) and assuming that the detector plane can be considered as a far-field relative to the source plane, the following approximation can be applied
and we obtain the distribution of the electron wave in the detector plane:
where we employed the property of a Gaussian function that its Fourier transform is also a Gaussian function, as expressed by Eq. (A.1). From Eq. (5), we obtain the intensity distribution at the detector:
where we introduced the standard deviation of the intensity in the object plane [7] . Assuming that the source was fully coherent, with these parameters according to Eq. (7), we obtain the source size S 0. experimentally studied emission from nanotips and reported the Gaussian-distributed intensity with the full width at the half maximum of 4° [12] , which gives the variance of the Gaussian distribution 1.7
  . This value agrees well with the emission angle reported by Chang et al [7] .
Intensity distribution from an incoherent Gaussian-distributed intensity source
For an incoherent source, each point on the source emits a wave with a different phase. The intensity in the detector plane is then found as the sum of the intensities of the waves emitted from different points within the source:
The profile of the intensity distribution simulated in the detector plane for S 2   Å by employing Eq. (8) is shown in Fig. 2 , the curve labelled "Gaussian incoherent source".
Interestingly, the profile resembles the intensity distribution of a spherical wave. Thus, a wave emitted by a non-coherent source appears on a detector as if it is a spherical wave originating from a point-like source, despite the fact that its intensity distribution in the source plane is described by a Gaussian function.
By comparing the distributions obtained with coherent and incoherent sources, we conclude that if the intensity distribution in the detector plane is Gaussian-distributed, the source is coherent or partially coherent; such a source is not completely incoherent. Because the experimentally observed intensity distributions are mainly Gaussian-distributed, the physical sources are not completely incoherent, and are at least partially coherent. This property of "inner" coherence of emission tips was previously experimentally observed by
Cho et al [6] .
van Cittert-Zernike theorem

Statement of the theorem
The van Cittert-Zernike theorem considers an incoherent source and states that the mutual intensity function (MIF) in the far-field is given by the Fourier transform of the source intensity distribution. The theorem is also often re-phrased in terms of the complex coherence factor (CCF), which is a normalised MIF [2] : 
van Cittert-Zernike theorem applied to a uniform source
The van Cittert-Zernike theorem can be applied to a source of any intensity distribution. For example, for an incoherent source of uniform intensity of area S A , by applying Eq. (9), we obtain the coherence area C
Assuming that both areas, the source area S
A and the coherence area C A , have a round shape,
we obtain the radius of the incoherent source:
where R is the radius of the coherence area in the far-field, as illustrated in Fig. 1 . The approach employing Eq. (12) corresponds to the aforementioned Method 1, which is often employed to estimate the effective source size of field emission tips [6] , as for example in low-energy electron imaging [5, [7] [8] .
However, as already mentioned, the experimentally observed intensity distributions are mainly Gaussian-distributed, implying that the source is at least partially coherent. Therefore, it is not possible to interpret the experimentally observed intensity distributions as originating from a round-shaped incoherent source; thus, strictly speaking, the van CittertZernike theorem cannot be applied.
van Cittert-Zernike theorem applied to a Gaussian-distributed intensity source
Here we consider an incoherent source with Gaussian-distributed intensity and derive its CCF, which will be important for further simulations at partial coherence. The intensity distribution of a Gaussian source is described by Eq. (2), where we assume a source with a total emission 
where we have substituted Eq. (2) into Eq. (9) and introduced the coherence length:
where 0 z is the distance between the source plane and the object plane. The expression for the CCF given by Eq. (13) is an exact far-field solution according to the van Cittert-Zernike theorem [2, 4] for an incoherent source with a Gaussian distribution of intensity. The CCF as expressed by Eq. (13) implies that the coherence between the waves originating from different points of the source does not abruptly disappear when the distance between those points exceeds some certain threshold distance. In contrast, there will always be interference, but the contrast (visibility) of the interference pattern will decrease as the distance between the points increases. coh l defines the distance at which the interference contrast will drop from 1 to 0.6.
For example, in point-projection microscopy or inline holography [14] , where an object is placed into a divergent electron beam, to ensure coherent imaging, the coherence length in the object plane coh l must not only be comparable to the object size (to ensure that all waves scattered by the object will coherently interfere); but also coh l must be several times larger than the object size to ensure that there is also interference with the non-scattered, reference wave.
Partially coherent Gaussian-distributed intensity source
Simulation as convolution
The intensity distribution of a partially coherent wave in the far-field can be represented as the convolution between the intensity distribution of a fully coherent wave in the far-field with the Fourier transform of the complex coherence factor (CCF) function
where  denotes convolution and the K-coordinates are the unit-less emission vector coordinates defined as follows:
The resulting intensity distribution in
coordinates by applying corresponding coordinate transformation [17] . Equation (15) gives the resulting distribution, which corresponds to the situation where an intensity distribution obtained from a fully coherent source is altered by taking into account that the waves emitted from different points within the source interfere at a degree of coherence that decreases as the distance between the points increases.
A profile of simulated intensity originating from a Gaussian-distributed intensity source of S 2   Å with partial coherence in the source plane coh, S 2 l  Å is shown in Fig. 2 . It lies between the profiles from a fully coherent source with S 2   Å and an incoherent source.
Analytical solution
The intensity distribution of a partially coherent source can be obtained directly by calculating the convolution in Eq. (15) 2  2  2  exp  2  2 2  2  coh  S   11 ,  42 2
and where we used Eq. (7). Thus, the intensity distribution on the detector is described by a 
Evaluation of effective source size from biprism effect
Conventionally, the effective source size is evaluated from the extent of an experimental interference pattern formed by electron beam diffraction on a charged wire, or from the socalled biprism effect [18] . For low-energy electrons, typically less than 1 keV, a nanotube is placed in front of a tip that acts as a charged wire, because it creates a potential distribution that bends the trajectories of the emitted electrons [19] [20] . In this section, we present the simulated biprism interference pattern, evaluate the effective source size, and compare it with the pre-defined value.
Coherent source
The biprism interference pattern, or hologram, is simulated as: 
The transmission function   , t x y in Eq. (20) has an amplitude of 1 everywhere except for the region of the wire, where the amplitude is set to 0, mimicking an opaque wire. The phase distribution is described by a prism-like distribution that is zero within the wire and decays outwards from the wire, as discussed in [20] . The simulated hologram is transformed from The holograms shown in Fig. 3(a) -(c) exhibit one important property: their contrast is less than 1. The holograms' profiles resemble those of the experimental holograms of nanotubes presented and discussed in previous works [7] [8] . Chang et al. discussed the reason why the visibility, or contrast, in experimental holograms does not reach 1, explaining it in terms of the energy spread of the electron source by inelastic scattering by the single-walled nanotube bundle [7] . However, as can be seen from Fig. 3(a) -(c), the visibility of the simulated hologram is also less than 1, though a monochromatic and noise-free electron beam and only elastic scattering were assumed in the simulation. Thus, the intensity distributions shown in Fig. 3(a) -(c) agree well with the previously reported experimental results [7] , and their visibility < 1 can be explained solely by the Gaussian intensity distribution of the source. The parameters of the simulations are: the energy of the electrons is 50 eV, the source-to-sample distance is 200 nm, and the source-to-detector distance is 0.1 m.
Partially coherent source
The holograms acquired with a partially coherent source can be simulated as a convolution, similar to Eq. (15):
, .
Here, the function   From the results presented in Fig. 3 , it is evident that the main factor limiting the extent of the interference pattern on the screen is the fact that the electron beam intensity is Gaussian-distributed. The effect of finite coherence length is a less limiting effect, as can be seen from comparing the biprism interference pattern simulated for S 2   Å at infinite and finite coherence lengths, shown in Fig. 3 .
Effect of source size on resolution
An elegant way of realising imaging with a coherent electron beam is via in-line Gabor holography [22] [23] (also called point-projection imaging [24] ), which does not require any lenses, and thus is free of aberrations. With the invention of very sharp and bright tips [9] , inline holograms with rich interference patterns became available [14, [25] [26] , and objects reconstructed at the nanometre resolution from their holograms were reported [20, [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] .
Here, estimation of the effective source size is mainly essential for the evaluation of the resolution of the imaged objects. The divergence angle of the emitted electron beam as a factor limiting the extent of the hologram was mentioned by Stevens [41] . We now investigate the resolution of objects reconstructed from holograms simulated at different source sizes.
We consider a fully coherent source of Gaussian-distributed intensity. As an object for testing the resolution, we consider an opaque object in the form of three sets of bars of equal width and separation: 1 2 w  Å, 2 4 w  Å and 3 6 w  Å, as shown in Fig. 4(a) . We simulate holograms with the sources of three different sizes: S,1 1 Fig. 4(b) .
The numerical reconstruction of digital holograms consists of multiplication of the hologram with the reference wave / ikR eR , where R is defined in Eq. (16), followed by back propagation to the object plane described by the Huygens-Fresnel principle [42] [43] : (27) and when expanded:
The transmission function in the object plane is then obtained by division with the incident wave / The intrinsic resolution of an inline hologram is given by [40, [44] [45] :
where z is the distance between the source and the detector and H S is the hologram size. The intrinsic resolution calculated according to Eq. (30) (3) and (4), it is evident that in the case of a finite-sized source, the spread of the hologram is limited by the Gaussian distribution; thus, the radius of the effective detector area is given by:
where we used Eq. (7). Here,  is a coefficient that helps to select the cut-off coordinate limited by the Gaussian distribution. The Gaussian distribution is broad; therefore, the cut-off coordinate is not well pronounced, but it can be selected at a point where the amplitude of the 
Equation (32) confirms a well-known fact that the resolution is proportional to the source size.
When 2
, which well agrees with the resolution estimated from the simulated holograms shown in Fig. 4 (2, 4 and 6 Å for 3   1, 2 and 3 Å, respectively).
Effect of vibrations
Until now we have considered the situation where the source and the sample are spatially fixed, which results in a fixed interference pattern on the detector. This is, however, not a situation in a realistic experiment, since any source or sample is subject to mechanical 
where M is the magnification factor, equal to the ratio of the source-to-detector distance to the source-to-sample distance.
Should the source or the sample constantly vibrate, the recorded hologram will be a superposition of all shifted holograms; thus the higher-order fringes will be smeared out, 
Conclusions
In conclusion, our simulations show that the Gaussian-distributed intensity of an electron wave emitted from a nano-or sub-nano-sized source observed on the detector implies that the source is at least partially coherent. This confirms previous experimental observations [6] .
The fact that the source is coherent, however, complicates the application of the van CittertZernike theorem, which assumes an incoherent source. We have proposed another approach of estimating the effective source size: by assuming that the source is fully coherent, and that its intensity is Gaussian-distributed. The effective source size is then evaluated from the distribution of the intensity on the detector. This approach is justified for nano-tips where the coherence length usually exceeds its lateral dimensions, and where the emitted wave can be considered as fully coherent. The values of the effective source size obtained by this approach agree with the pre-defined values well. We also evaluated the effective source size by the conventional approach, from the extent of the interference pattern, and by applying the van Cittert Zernike theorem. The obtained values are 2-3 times larger than the pre-defined values; however, they serve as a good measure of the intrinsic resolution of the imaging system.
