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Abstract
A scheme of trigonometrically ﬁtted predictor–corrector (P–C) Adams–Bashforth–Moulton methods is con-
structed in this paper. Our new P–C method is based on the third order Adams–Bashforth scheme (as predictor)
and on the fourth order Adams–Moulton scheme (as corrector). We tested the efﬁciency of our newly developed
scheme against well knownmethods, with excellent results. The numerical experimentation showed that our method
is considerably more efﬁcient compared to well known methods used for the numerical solution of initial value
problems with oscillating solutions.
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1. Introduction
Equations or systems of equations of the form
y′(x)= f(x, y), y(x0)= y0 (1)
are used as the mathematical model for problems in celestial mechanics, physical chemistry and chemical
physics, quantum mechanics, electronics, nanotechnology, materials sciences and elsewhere. Special
attention deserve the class of the above equations with oscillatory/periodic solution (see [11,13]).
The investigation of the numerical solution of the above equation is the subject of extensive research
activity during the last two decades (indicatively see [1–3,8,9,12,17–19,21–23,26,28,29] and references
therein). One may also ﬁnd extensive reviews about the methods developed for the solution of (1) with
oscillating behavior in [8,21,24] and references therein, Quinlan and Tremaine [17], as well as [25,28,29].
A main characteristic of all the methods developed in the literature for the numerical solution of (1) is that
they belong to the class of multistep and hybrid techniques. Moreover, the majority of the these methods
have been designed for the numerical solution second order differential equations.
One of the better processes for the development of efﬁcient methods for the numerical integration of
ﬁrst order initial value problems with oscillating or periodic solution is the exponential and the trigono-
metric ﬁtting technique ﬁrst introduced by Lyche [12]. Raptis and Allison [19] then developed a much
more efﬁcient than the original, Numerov type exponentially ﬁtted method for second order differential
equations arising from the Schrödinger equation. More recently, Van Daele et al. [27] used a quite dif-
ferent methodology to ours in order to introduce trigonometric ﬁtting to the so called r-Adams methods.
We have also applied trigonometric ﬁtting to very different types of predictor–corrector (P–C) methods,
like the Explicit Advanced Step-point or EAS methods (see [15]), which had been introduced in their
non-trigonometrically ﬁtted form in [14].
In this work we use trigonometric ﬁtting in order to construct an Adams–Bashforth–Moulton fourth
algebraic order (P–C) scheme, which will be employed to solve ﬁrst order IVPs with oscillating solution.
In a previous paper of ours [16], we had applied trigonometric ﬁtting to a lower algebraic order P–C
scheme with excellent results.
We have structured this paper as follows: In Section 2 we develop the new trigonometrically ﬁtted
method. In Section 3 we investigate and brieﬂy discuss the stability of our new scheme. In Section 4 we
proceed to the numerical illustrations. Finally, in Section 5 we present the concluding remarks.
2. Trigonometrically ﬁtted fourth algebraic order P–C scheme
The P–C family of methods appearing below has been widely used (e.g. by Shampine and
Gordon [20])
yn+1 = yn + h
k−1∑
i=0
bi∇ifn,
yn+1 = yn + h
k∑
i=0
i∇if n+1. (2)
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In (2) the corrector is always one order higher than the predictor and the overall algebraic order of the
scheme is determined by the corrector’s order. From the general case (2), after expressing the backward
differences in terms of fn−i , we can obtain the following fourth algebraic order three-step scheme:
yn+1 = yn + h(a0fn + a1fn−1 + a2fn−2),
yn+1 = yn + h(c0f n+1 + c1fn + c2fn−1 + c3fn−2), (3)
where, in terms of fn−i , ai, i=0, 1, 2 are the knownAdams–Bashforth coefﬁcients and the ci, i=0, 1,
2, 3 coefﬁcients correspond to the Adams–Moulton coefﬁcients for (2) above, as well as for w = 0,
see Eq. (11) below.
In order for the above method (3) to be exact for any linear combination of the functions
{1, x, cos(±vx), sin(±vx)} (4)
the following system of equations must hold:
c0 + c1 + c2 + c3 = 1, (5)
2c0a0 + 2c0a1 + 2c0a2 − 2c2 − 4c3 = 1, (6)
cos(w)− 1=− (wc0a0 − c2 sin(w)+ wc0a1 cos(w)− wc0a2
+ 2 cos(w)2wc0a2 − 2c3 cos(w) sin(w))w, (7)
sin(w)=(c1 + c0 + wc0a1 sin(w)+ c2 cos(w)− c3 + 2 cos(w)2c3
+ 2wc0a2 cos(w) sin(w))w, (8)
wherew=vh.We note here that in the above system the ﬁrst two equations (5) and (6) are produced from
the requirement that method (3) is accurate for any linear combination of the functions 1, x. The third and
fourth equations (7) and (8) are produced from the requirement that method (3) is accurate for any linear
combination of the functions cos(±vx), sin(±vx). Assuming the known Adams–Bashforth coefﬁcients
in terms of fn−i
a0 = 2312 , a1 =−43 , a2 = 512 (9)
the solution of this system of equations is given by
c0 = −9w sin(w)− 6 cos(2w)+ 6 cos(w)−8w2 − 6w sin(w)+ 14w2 cos(w) ,
c1=(2w2 − 50w2 cos(2w)+ 14w sin(3w)
+ 54w sin(w)− 117w2 cos(w)
+ 69w2 cos(3w)+ 48− 96 cos(2w)
+ 48 cos(4w)+ 24 cos(w)− 24 cos(3w)
+ 28w sin(2w)+ 10w sin(4w))/(64w2 − 64w2 cos(2w)+ 72w sin(w)
− 24w sin(3w)− 56w2 cos(w)+ 56w2 cos(3w)),
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c2=(78w2 − 30w2 cos(2w)+ 10w sin(3w)
− 126w sin(w)+ 47w2 cos(w)+ w2 cos(3w)− 12+ 24 cos(2w)
− 12 cos(4w)+ 12 cos(w)− 12 cos(3w)
− 28w sin(2w)− 10w sin(4w))/(32w2
− 32w2 cos(2w)+ 36w sin(w)
− 12w sin(3w)− 28w2 cos(w)+ 28w2 cos(3w)),
c3=(−33w2 cos(w)− 94w2
+ 28w sin(2w)+ 162w sin(w)− 24 cos(w)+ 24 cos(3w)
− 15w2 cos(3w)+ 46w2 cos(2w)+ 10w sin(4w)
− 22w sin(3w))/(64w2 − 64w2 cos(2w)+ 72w sin(w)
− 24w sin(3w)− 56w2 cos(w)+ 56w2 cos(3w)). (10)
For small values ofw the above formulae (10) are subject to heavy cancellations. In this case the following
Taylor series expansions should be used:
c0=38 − 124w2 + 143120960w4 − 11435456w6 + 426130177100800w8
− 5659110087773696000w10 − 22415563177948327997440000w12 + · · ·
c1=1924 + 312880w2 + 11792w4 − 52914515200w6 + 245910059033600w8
− 6673367783416000w10 − 56441479118632218664960000w12 + · · ·
c2=− 524 + 1491440w2 − 4710080w4 + 10797257600w6 − 917910059033600w8
+ 125028123538138624000w10 + 35844112696186787840000w12 + · · ·
c3= 124 − 2092880w2 + 10134560w4 − 5416220800w6 + 1589930177100800w8
− 2073497061441587200w10 − 1992205327376665845760000w12 + · · · . (11)
In Figs. 1a and b we present the behavior of the quantities c[i] = ci, i= 0(1)3, where ci, i = 0(1)3 are
given by (10). It is easy to see that for 5.2<w< 5.4 (for the coefﬁcient c0) and for 6.2<w< 6.4 (for
the coefﬁcients cj , j = 1(1)3 is better to use the Taylor series expansion.
The local truncation error of the above method is given by
L.T.E = 12800 h5(−76y(5)n − 405y(4)n + 329w2y(3)n )+ O(h6), (12)
where y(3)n is the third derivative of y at xn, y(4)n is the fourth derivative of y at xn and y(5)n is the
ﬁfth derivative of y at xn. We note here that in order to produce Eq. (12) we express the quantities
yn+1, yn−1, yn−2 and fn+1, fn−1, fn−2 around the point xn and then we substitute the expressions
into (3).
Sincew=vh, it can be seen that when v → 0 our trigonometrically ﬁtted method becomes the original
P–C method for the relevant algebraic order and step-number.
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Fig. 1. (a) Behavior of the coefﬁcients ci , i=0, 1 given by (10) for several values of v. (b) Behavior of the coefﬁcients ci , i=2, 3
given by (10) for several values of v.
3. Stability analysis
Applying scheme (3) with the coefﬁcients a0 = 2312 , a1 =−43 and a2 = 512 to the scalar test equation
y′ = y where  ∈ C (13)
we obtain the following difference equation:
yn+1 − A(H)yn + B(H)yn−1 + C(H)yn−2 = 0, (14)
where
A(H)=1+ c0H + 2312 c0H 2 +Hc1,
B(H)=43 c0H 2 −Hc2,
C(H)=− 512 c0H 2 −Hc3. (15)
The characteristic equation of (14) is given by
r3 − A(H)r2 + B(H)r + C(H)= 0. (16)
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Fig. 2. Stability region for the original case.
By solving the above equation in H and using the boundary locus technique [10] and substituting r =
exp(i), where i=√−1, we can plot the regions of absolute stability for  ∈ [0, 2]. In Fig. 2 we present
the region of absolute stability for the original case (i.e. method (3) without trigonometric ﬁtting). In
Fig. 3 we present the regions of absolute stability for the trigonometrically ﬁtted case and for w= 1, 2, 5
and 10.
As we can see from Fig. 3, the larger the frequency w, the larger the region of absolute stability. As
a matter of fact it appears that for appropriate w our trigonometrically ﬁtted scheme has huge gains in
absolute stability. Such very large regions of absolute stability place our scheme in a highly advantageous
position and thus it could be used to efﬁciently solve a considerably larger selection of problems, in
contrast to other comparable methods, which have much smaller stability regions. Among other things,
it remains for example to be investigated, until how large a w, the region of absolute stability keeps
becoming larger.
4. Numerical results
In this section we apply the new method to the numerical solution of three problems: the ﬁrst is
an inhomogeneous equation, the second is a linear problem with high frequency [6] and the third is a
nonlinear system of equations with high frequency [5]. In all our numerical illustrations, we compare the
following methods:
• The original P–C method given by (3) i.e. method (3) without trigonometric ﬁtting, which is indicated
as Method [a].
• The classical fourth algebraic order Runge–Kutta method [7], which is indicated as Method [b].
• The embedded Runge–Kutta Dormand–Prince 5(4) method [4], which is indicated as Method [c].
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Fig. 3. Stability region for the trigonometrically-ﬁtted case and for w = 1 (above left), w = 2 (above right), w = 5 (below left)
and w = 10 (below right).
• The new trigonometrically ﬁtted predictor–predictor fourth algebraic order three-step method, which
is indicated as Method [d].
4.1. Inhomogeneous equation
We consider the following problem:
y′′ = −100y + 99 sin(x), y(0)= 1, y′(0)= 11. (17)
which has a solution of the form y(x)= cos(10x)+ sin(10x)+ sin x.
Eq. (17) has been solved numerically for 0x40 and for w = 10, using the four methods stated
above.
In Fig. 4 we present the maximum absolute error of the four methods for the inhomogeneous equation
(17). Where Errormax is given by
Errmax = log10(max0x40|ycalculated(x)− ytheoretical(x)|) (18)
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Fig. 4. Values of Errmax for several values of NFE× 1000 for the inhomogeneous equation:−−−Method [a],−−−Method [b],
Method [c] and −−−Method [d].
and in Fig. 4 NFE is the number of function evaluations (where NFE is the value on the axis of x on the
diagram and this value on the x-axis is equal to NFE × 1000).
4.2. Linear problem with high frequency [6]
Consider the following linear equation:
y′′ + 2y = (2 − 4x2) cos(x2)− 2 sin(x2), y(0)= 1, y′(0)=  (19)
with analytical solution
y(x)= sin(x)+ cos(x2). (20)
Eq. (19) has been solved numerically for 0x20 andwith=100, using the fourmethodsmentioned
above.
This problem (19) represents a periodic solution that involves a constant frequency and a variable
frequency. For this problem we choose the value w = .
In Fig. 5 we present the maximum absolute error (18) for the same number of function evaluations
which are equal to NFE × 1000.
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Fig. 5. Values of Errmax for several values of NFE × 1000 for the linear equation with high frequency: −−−Method [a], −−−
Method [b], Method [c] and −−−Method [d].
4.3. Nonlinear system of equations with high frequency [5]
Consider the system of equations
y′′ + 2y = 2yz− sin(2x)
(y2 + z2)3/2 ,
z′′ + 2z= y
2 − z2 − cos(2x)
(y2 + z2)3/2 (21)
with initial conditions
y(0)= 1, y′(0)= 0, z(0)= 0, z′(0)= . (22)
The analytical solution of the above problem is given by
y(x)= cos(x) and z(x)= sin(x). (23)
Problem (21) has been solved numerically for 0x100 and with w= 100, using the above-mentioned
methods.
In Fig. 6 we present the maximum absolute error (18) for the same number of function evaluations,
which are equal to NFE× 1000. The absence of values for Errmax for the Methods [a]–[c] indicates that
for such a number of function evaluations, the values of Errormax are not accepted, i.e. they are positive.
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Fig. 6. Values of Errmax for several values of NFE × 1000 for the system of equation with high frequency. −−−Method [d].
5. Conclusions
As a general comment we can say that overall our new trigonometrically ﬁtted P–C scheme performed
noticeably more efﬁciently than the other methods. In particular:
• For the inhomogeneous equation there is a rather impressive difference in efﬁciency between our
new P–C scheme and the other three methods. The better performer among the other methods is the
embedded Runge–Kutta Dormand–Prince 5(4).
• In the linear problem with high frequency [6], our trigonometrically ﬁtted P–C scheme performed
better. Not very far behind is the classical fourth algebraic order Runge–Kutta method, which proved
more efﬁcient than the embedded Runge–Kutta Dormand–Prince 5(4). Least efﬁcient was the original
P–C fourth algebraic order method.
• Finally, for the nonlinear system of equations with high frequency [5], all other methods except our
new P–C scheme proved totally unable to solve the system for the number of functions evaluation
indicated in Fig. 6.
Following similar procedures, we could produce methods of the above type for multi-frequency cases.
However, this remains to be investigated in a future paper.
All computationswere carried out on a IBMPC-ATcompatible 80486 using double precision arithmetic
with 16 signiﬁcant digits accuracy (IEEE standard).
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