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ТОЧНІ АЛГОРИТМИ ФОРМУВАННЯ ЙМОВІРНІСНОГО 
ВИСНОВКУ У ДИНАМІЧНИХ МЕРЕЖАХ БАЙЄСА
Вступ
Мережі Байєса (МБ) – потужний інструмент ймовірнісного 
моделювання та прогнозування розвитку процесів з невизначеностями 
різної природи і типу. Зокрема, вони дають можливість враховувати 
невизначеності структурного, параметричного і статистичного характеру. 
Побудова моделі у вигляді МБ передбачає формування (навчання) 
структури мережі і параметричне навчання – формування таблиць умовних 
ймовірностей, оцінювання параметрів розподілів змінних тощо. 
Побудовану ймовірнісну модель такого типу використовують для 
формування ймовірнісного висновку, тобто оцінювання ймовірностей 
подій (ситуацій), заданих вибраними вузлами (змінними) мережі на основі 
наявної апріорної та додаткової інформації стосовно інших змінних 
моделі. Одним із найпоширеніших на практиці типів МБ є динамічні 
мережі – мережі, у яких значення вузлів змінюються з часом [1, 2].
Найпростіший тип динамічної БМ – це прихована модель Маркова, у 
якій в кожному шарі присутній один дискретний прихований вузол та один 
дискретний або безперервний спостережуваний вузол. Ілюстрація моделі 
наведена на рис. 1. Круглі вершини позначають неперервні вузли, 
квадратні позначають дискретні; X – приховані вузли, а 
Y - спостережувані. Для визначення динамічної БМ потрібно задати 
початковий розподіл ( ( ))P X t , топологію усередині шару та міжшарову 
топологію (між двома шарами) ( ( ) ( ))P Y t X t .
Рис. 1. Прихована двошарова модель Маркова, в якій X – приховані 
дискретні, а Y – дискретні або неперервні спостережувані вузли
У більшості методів робиться припущення, що вузли прихованого 
шару є дискретними. Процес обчислення стану вершини на основі 
апріорної ймовірності про стани інших вершин БМ називається 
імовірнісним висновком. Саме механізм побудови імовірнісного висновку 
мережі перетворює будь-яку БМ, що описує відповідний процес, в 
експертну систему.
Задача побудови імовірнісного висновку в БМ є складною з 
обчислювальної точки зору та неоднозначною. Кількість обчислень 
насамперед залежить від кількості вершин мережі та кількості дуг які 
з’єднують ці вершини мережі між собою. Неоднозначність задачі полягає в 
тому, що різні методи імовірнісного висновку показують різні результати. 
Методи імовірнісного висновку в БМ можна розділити на дві групи 
методів: точного висновку та апроксимаційні [2, 3, 4, 5]. 
Точні методи дають точні результати, але, оскільки проблема є 
NP - складною, для великих БМ необхідно застосовувати апроксимаційні 
алгоритми, жертвуючи при цьому точністю обчислень.
Постановка задачі 
Метою даної статті є критичний огляд та порівняння існуючих 
методів формування точного висновку в динамічних мережах Байєса, 
зокрема алгоритмів прямого і зворотнього проходу, граничного, 
інтерфейсного, алгоритму із використанням побудови зв’язних дерев. 
Необхідно виконати аналіз обчислювальної складності і точності кінцевого 
результату та визначити доцільність використання того чи іншого 
алгоритму в залежності від поставленої задачі.
1. Алгоритм прямого і зворотнього проходу (The forwards–
backwards algorithm)
Алгоритм прямого і зворотнього проходу (FB) може бути 
застосований до будь-якої дискретної ДБМ шляхом перетворення ДБМ у 
приховану Марковську модель [2]. Основна ідея алгоритму полягає у 
рекурсивному обчисленні ймовірностей   1:( | )
def
t t ti P X i y    під час 
проходу вперед, рекурсивному обчисленні 
det
1:( ) ( | )t t T ti P y X i    під час 
проходу назад та їх об’єднання для одержання остаточної відповіді 
det
1:( ) ( | )t t Ti P X y i  
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або 
t t t    ,
де  позначає по елементний добуток, ( ) ( ) ( )t t ti i i    .
Прямий прохід 
  рекурсивно розраховується наступним чином:
   1: 1: 11( ) | , |t t t t t t
t
j P X j y P X j y y
c 
   
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де     1: 1 1: 1| , |t t t t t t
j
c P y j y P X j y y    
та        1 1 1 1 1 1 1 1
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( ) | | |j P X j y P X j y P X j P Y X j
c
        .
Початкова умова: якщо на кожному кроці не проводилася 
нормалізація, буде розраховуватися  1:( ) ,t t ti P X i y   . Втім, ця спільна 
ймовірність стрімко зменшується із ростом t . Одним із рішень може стати 
логарифмування. Іншим – нормалізація, тобто розрахунок 
 1:( ) ,t t ti P X i y   , сума яких завжди дорівнює одиниці. Це не лише 
запобігає появі занадто малих значень, а і дає можливість отримати 
набагато більш значуще число (наближення фільтрованого стану). 
Відслідковуються нормалізовані константи і таким чином можна 
обчислити ймовірність послідовності: 
       1: 1 2 1 3 1:2 1: 1
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( ) | | ... |
T
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Зворотній прохід
 обчислюються рекурсивно наступним чином. Початкова умова 
( ) 1T i  , тоді як    1:Pr | Pr | 1T T T Ty X i X i      . Рекурсивний крок має 
вигляд
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 1: |t t T tP y X  – це умовна імовірність, а не фільтроване 
наближення, і сума цих значень не обов’язково становить 1. З метою 
запобігання малих значень необхідно на кожному кроці виконувати 
нормалізацію. 
Двошарові розподіли
В ході виконання оцінювання параметрів необхідно також 
розраховувати двошаровий розподіл 
det
1, } 1 1:( , ) ( , | )t t T t t Ti j P X i X j y     . У 
випадку використання методу зв’язаних дерев цей розподіл уже 
обчислений із використанням
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Складність FB – алгоритму
Якщо X  може знаходитися у K можливих станах, то фільтрування 
вимагає 2( )O K  операцій за часовий крок, оскільки фактично на кожному 
кроці виконується матрично –векторне множення. Відтак, згладжування 
вимагає часу 2( )O K T . Згладжування також вимагає розмірності ( )O KT , 
оскільки існує необхідність зберігання t  для 1, ...,t T , поки не буде 
виконаний прохід назад. Для складних моделей, при великих K і T , як 
правило, виникає проблема нестачі місця. Для подолання цієї проблеми 
існують методи зменшення просторової розмірності до ( log )O K T  із 
виконанням при цього точного висновку (жертвуючи при цьому 
зниженням швидкості до (log )O T ) [2, 6].
Абстрактні оператори прямого та зворотнього проходу
Для приховування особливостей різних шляхів фільтрування та 
згладжування у високорівневих алгоритмах імовірнісного висновку 
введемо поняття абстрактних операторів проходу вперед та назад. 
Оператор проходу вперед позначається як    | 1| 1, ,t t t t t tf L Fwd f y  , де |t tf
– повідомлення, що передається «вперед», а  1: 1log |t t tL P y y  – умовна 
логарифмічна ймовірність спостереження. Оператор проходу назад 
позначається як  | 1| |,tT t T t tb Back b f , де |tTb – повідомлення, що 
передається у «зворотньому» порядку. Початкові умови позначатимуться 
як    1|1 1 1, 1f L Fwd y  та  | |T T T Tb backT f .
Значення даних повідомлень залежить від того, яким методом ми 
користуємося. В широкому сенсі |tTb  є певним об’єктом, для якого можна 
обчислити  1:|it TP Z y  та   1:, |i it t TP Z Pa Z y  для довільної вершини itZ  та 
його батьківських вершин. 
2. Граничний алгоритм (The frontier algorithm)
Граничний алгоритм є удосконаленням попереднього алгоритму, 
котрий використовує той факт, динамічній мережі Байєса шар прихованих 
вершин (1: )DtX  D – відділяє «минуле» від «майбутнього» [2, 5]. Таким 
чином, виникає перехідна матриця ( )D DO K K . Граничний алгоритм 
дозволяє обчислювати спільну ймовірність цього набору вершин без 
створення даної матриці, відтак знижуючи обчислювальну складність 
процесу. Базова ідея алгоритму – «пересунути» Марковське покриття 
спершу вперед, а потім назад по ДБМ. Вузли, що потрапляють у 
Марковське покриття, будемо називати граничним набором та позначимо 
його через F , вузли зліва та справа від границі позначимо L  та R . На 
кожній ітерації алгоритму ми мусимо пересвідчуватися, що F  D – розділяє 
L  та R . Прохід вперед відповідає обчисленню  , а зворотній прохід –
обчисленню . 
Прямий прохід
Нехай надалі Fh  позначає приховані вузли F , Fe – свідчення в F , 
Le – свідчення в L , Re – свідчення в R . При прямому проході 
 ( ) , ,
def
F F LP F P h e e . На практиці, слід нормалізувати цю ймовірність для 
отримання  | ,F F LP h e e . Це можна здійснити рекурсивно наступним 
чином. Додамо вузол N  до границі (перемістимо її з R  у F ), при тому, що 
всі його батьки уже належать до границі:
     , , , , , | ,L F F L F F F FP e e h N P e e h P N e h ,
 , ,L F FP e e h  отримана за допомогою індуктивного припущення. 
Можемо вилучити N  (перемістити його із F  у L ), коли усі його 
нащадки знаходяться у границі. Це можливо здійснити таким чином. 
Нехай L N  позначає  L N , а F N  позначає  \F N . Спершу 
розглянемо випадок, коли N – прихований вузол, тоді L N Le e   і F N Fe e  . 
       , , , , , , , , , .L N F N F N L F F N L F F N L F F
N N
P e e h P e e h P e e N h P e e h       
Таким чином, виключення вузла означає його маргіналізацію. 
Випадок, коли N – спостережуваний вузол, подібний: 
       , , , , , , , , , .L N F N F N L N F N F L N F N F L F FP e e h P e e h P e e e h P e e h       
Зворотній прохід
При зворотньому проході  ( ) | ,
def
R F FP F P e h e . Перемістимо 
границю із шару 1t   в шар t шляхом додавання і вилучення вузлів у 
зворотньому порядку відносно того, що застосовувався при прямому 
проході. Додавання вузла означає його переміщення із L  у F ; вилучення –
переміщення із F  у R , оскільки R – набір «оброблених» вузлів, на відміну 
від прямого проходу. 
Коли ми додаємо вузол N  у F , ми хочемо обчислити
 | , ,R F FP e e h N . Вузол N був вилучений на цьому кроці прямого проходу, 
тому відомо, що всі його нащадки належать F , що приховує N  від Re
(оскільки    | , , | ,R F F R F FP e e h N P e e h ). Тому додавання N  означає лише 
розширення границі до включення даного вузла, шляхом дублювання всіх 
існуючих значень, по одному на кожне значення N . 
При вилученні N  із F  (і додаванні його у R ), визначаємо 
 | ,R N F N F NP e e h    із  | ,R F FP e e h . У випадку, коли N – прихований, 
тобто R N Re e   і F N Fe e  , одержуємо: 
     
       
| , | , , | ,
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оскільки  F N Fh N h   . Коли N – спостережуваний вузол, процедура 
аналогічна за винятком маргіналізації N  (оскільки він має лише одне 
можливе значення).
     
   
| , | , , | ,
| , | , , .
R N F N F N R N F N F N R F N F
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Границя містить не більше, ніж 2D   вузлів, і потрібно ( )O D  кроків 
для переміщення границі з 1t   до t . Загалом, час роботи граничного 
алгоритму експоненційно залежить від розміру найбільшої границі. З 
огляду на це розмір границі бажано утримувати якомога меншим, а для 
пошуку порядку додавання та вилучення вузлів та мінімізації сумарної 
величини границь варто скористатися евристичними алгоритмами. 
В найкращому випадку, коли всі ланцюги відокремлені, граничний 
алгоритм виконує ( )O D  операцій множення матриць K K  для переносу 
границі із шару 1t   в шар t (аналогічно – у зворотньому напрямку). 
Кожна із цих матриць має бути помножена на спряження розмірності 
( )DO K . Таким чином, сумарна кількість операцій становитиме, в кращому 
випадку, 1( )DO DK   на крок. В гіршому випадку це значення може 
досягати 2( )DO K , як у FB – алгоритмі, оскільки необхідно додати всі вузи 
у шарі t , одночасно утримуючи в границі всі вузли шару 1t  , перш ніж 
якісь вузли будуть вилучені: нижній вузол залежить від усіх вузлів у шарах 
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  , а границя зростає у розмірі від DK  до 2DK ; 
їх маргіналізація також потребує часу 2( )DO K . Загалом, алгоритм завжди 
вимагає часу 1( )inD FO TK   , де inF – максимальне число батьківських вузлів 
для будь-якого вузла у межах одного шару. 
3. Інтерфейсний алгоритм (The interface algorithm)
Граничний алгоритм задіює всі приховані вузли у шарі, щоб 
D - розділити минуле від майбутнього. Стверджується, що набір вузлів із 
вихідними дугами до наступного часового шару є достатнім для 
d - розділення минулого від майбутнього. Назвемо цей набір «прямим 
інтерфейсом». Опишемо це формально [2].
Нехай набір часових зв’язків між шарами t  і 1t   буде позначений 
як   1( ) , | ,tmp t tE t u v E u V v V    , де tV – вузли, що містяться в шарі t . 
Прямий інтерфейс буде позначений, як 
  1| , ( 1),def tmpt t tI u V u v E t v V     ,
тобто вузли, що мають нащадків у наступному шарі. Набір вузлів, що не 
входять до інтерфейсу, позначимо \t t tN V I .
Лема:  1: 1 1:, |t t t T tV N V I  , тобто, прямий інтерфейс d – відокремлює 
минуле від майбутнього, де минуле позначається як tN  та більш ранні 
вузли, а майбутнє – як 1tV   та більш пізні вузли. 
Доведення: нехай I – вузол в інтерфейсі, з’єднаний з вузлом P  в 
минулому та вузлом F  у майбутньому (що, за означенням, має бути 
нащадком I). Якщо P – батьківська вершина, граф виглядатиме як 
P I F  . Якщо P – дитяча вершина, граф матиме вигляд P I F  . В 
будь-якому випадку, маємо |P F I , оскільки I  ніколи не буде 
розташований внизу V –подібної структури. Оскільки всі шляхи між 
довільними вузлами в минулому та довільними вузлами у майбутньому 
блокуються деяким вузлом інтерфейсу, лему доведено. 
У [6] визначається споріднений набір, який ми назвемо зворотнім 
інтерфейсом. Це всі вузли v, що мають батьківські вершини у шарі 1t  , 
тобто  int( ) | ( , ) ( )tmptt v V u v E t   або  1( ) : ( , ) ( ), }tmp tw ch v u w E t u V     . 
Необхідність такого визначення можна обґрунтувати наступним чином: 
коли ми виключаємо вузол із шару 1t  , ми створюємо терм, що включає 
всі вузли, залежні від нього, включно із вузлами в шарі t ; деякі терми із 
шару t  будуть включати також і батьків в шарі t . 
Прямий інтерфейс може іноді бути значно меншим за зворотній 
інтерфейс. Ще один недолік зворотнього інтерфейсу полягає у наступному: 
його застосування не призводить до генерування простого алгоритму 
інтерактивного виводу. 
4. Алгоритм із використанням побудови зв’язних дерев
Нехай tG – спрямований ациклічний граф, що складається із 1t 
шару та t  із нерозгорнутої ДБМ. Позначимо через tH  ДБМ з «1,5 шарами» 
( H – від “half” – англ. половина) – це спрямований ациклічний граф, 
створений шляхом виключення всіх вузлів, що не входять до інтерфейсу 
(та їх дуг) із першого шару tG , тобто 1t t tH I V   (для 1 11,t H V  ). Тепер 
побудуємо зв’язне дерево tJ   для кожної tH . Накладемо обмеження 
стосовно того, що 1tI   та tI  формують клік, оскільки нам необхідно знати 
1( )tP I   та ( )tP I  . Це можна забезпечити шляхом додавання ребер до графа 
між усіма вузлами у 1tI  , та аналогічно для tI , перш ніж tJ  буде 
побудовано. Після того можемо «склеїти» всі зв’язні дерева між собою за 
допомогою інтерфейсів. Процедуру висновку можна здійснювати для 
кожного дерева окремо, а потім передавати повідомлення між ними за 
допомогою інтерфейс них вузлів, спершу у прямому, а потім у 
зворотньому напрямку. 
Прямий прохід
При прямому проході відома апріорна імовірність 1 1: 1( | )t tP I y  , що 
передається від 1tC   у tD , де 1tC  – клік у 1tJ  , що містить 1tI  , а tD – клік 
у tJ , що містить 1tI  . Обчислимо ймовірність для tJ , де tC – корінь (одна 
Байєсівська ітерація). Наприкінці маргіналізуємо розподіл по tC  на tI для 
обчислення 1:( | )t tP I y , та передамо цю ймовірність в наступний шар.  
Позначимо цей оператор як | 1| 1( , ) ( , )t t t t t tf L Fwd f y  , де |t tf  містить клік та 
сепараторні потенціали в tJ . Для запобігання втраті значимості, необхідно 
нормалізувати всі повідомлення. Нормалізуюча константа в корені tC – це 
1:( | )t t tc P y y . Її можна використати для обчислення логарифмічної 
правдоподібності tL . 
Для першого шару опустимо крок, пов’язаний із попереднім шаром. 
Це позначатиметься як  1|1 1 1( , ) 1( )f L Fwd y . Після зведення до tC
отримаємо вирази всіх ймовірностей 1:ty . 
Зворотній прохід
При здійсненні зворотнього проходу, ймовірність розподіляється з 
tC , після чого відбувається передача повідомлення від tD  до 1tC  . 
Розглянемо цей процес більш детально:
Введення |t tf , що містить клік і сепараторні потенціали по всім 
вузлам в tJ , та 1|t Tb , що містить клік та сепараторні потенціали по всім 
вузлам у 1tJ  .
Одержання потенціалів по 1tD   із 1|t Tb  та їх маргіналізація до tI : 
1:( | )t TP I y
Оновлення потенціалу на tC  у tJ шляхом поглинання потенціалу на 
1tD   у 1tJ  : \
\
* DD CC C
CC D
    


, де tC C  і 1tD D 
Розподілення імовірності із кореня tC
Повернення всіх кліків та (можливо) сепараторних потенціалів.
Позначимо цей оператор як | 1| |( , )tT t T t tb Back b f . Для запуску процесу 
в останньому шарі, розподілимо ймовірність із TC  ( 1TJ   не існує): 
| |( )T T T Tb BackT f .
Складність інтерфейсного алгоритму
Складність інтерфейсного алгоритму можна описати таким 
чином [2, 6].
Теорема. Складність інтерфейсного алгоритму знаходиться у 
проміжку від 1( )IK   до ( )I DO K  , де I – розмір прямого інтерфейсу, D –
кількість прихованих вузлів у шарі, а K – максимальне число значень, 
яких може набувати кожен прихований вузол. 
Доведення. При створенні 1,5–шарового дерева, вузлів буде 1t tI V  . 
Нехай w – розмір найбільшого кліка, утвореного шляхом виключення 
цього набору згідно певного порядку . Очевидно, 1I w  , всі вузли у 
1tI   мають ціль tV , і w I D  , оскільки кожен вузол у 1tI   може бути 
зв’язаний з якнайбільшим числом вузлів D  у tV . Нижня межа складності 
досягається за допомогою марковського ланцюга, де 1I  , отже, 2w 
(кліки відповідають 1( , )t tX X ). Верхня межа може бути досягнена за 
допомогою ДБМ, зображеної на рис. 2.
Рис. 2. Найгірший випадок ДБМ з точки зору складності: необхідно 
створювати клік, що містить всі вузли з обох перерізів
У випадку, зображеному на рис. 2, досягається найвищий рівень 
обчислювальної складності, що становить 2( )DO K , як у FB - алгоритмі, що 
є найгіршим за цим показником. Це зумовлено тим, що для формування 
висновку виникає необхідність створення кліку, що включає в себе всі 
вузли, що належать до обох перерізів.
Висновки
Виконано критичний огляд та порівняння існуючих методів 
формування точного висновку в динамічних мережах Байєса. Алгоритм 
проходу вперед – назад (FB) може бути застосований до будь-якої 
дискретної ДБМ шляхом перетворення ДБМ у приховану марковську 
модель. Якщо Х може знаходитися у К можливих станах, то фільтрування 
вимагає 2( )O K  операцій за часовий крок, оскільки фактично на кожному 
кроці виконується матрично – векторне множення. Відтак, згладжування 
вимагає часу 2( )O K T . Для складних моделей при великих К і Т, як 
правило, виникає проблема з нестачею об’єму пам’яті. Для подолання цієї 
проблеми існують методи зменшення просторової розмірності до 
( log )O K T  із виконанням при цьому точного висновку.
Граничний алгоритм є удосконаленням попереднього алгоритму, 
котре використовує той факт, що у динамічній мережі Байєса шар 
прихованих вершин (1: )DtX  спричиняє D – розділення «минулого» від 
«майбутнього». Таким чином, виникає перехідна матриця ( )D DO K K . 
Граничний алгоритм дозволяє обчислювати спільну ймовірність цього 
набору вершин без створення даної матриці, відтак знижуючи 
обчислювальну складність процесу. Час виконання  граничного алгоритму 
експоненційно зростає стосовно розміру найбільшого граничного набору. 
Відповідно, останній необхідно обирати якомога меншим. 
В порівнянні із граничним методом, котрий використовує для 
розмежування усі вузли прихованого шару, створюючи надлишковий 
набір, інтерфейсний алгоритм має кращі характеристики оптимальності. 
Вводиться поняття «зворотнього інтерфейсу», що позначає вхідні дуги 
даного шару від інтерфейсу попереднього часового перерізу, та 
стверджується, що прямий інтерфейс може бути значно меншим за 
розміром від зворотного. Для того щоб з’єднати інтерфейси у єдиному 
інтерактивному алгоритмі імовірнісного висновку, можна застосувати 
зв’язані дерева. Складність інтерфейсного алгоритму коливається в районі 
( )I DO K  , де І – розмірність «переднього інтерфейсу», D – кількість 
прихованих вузлів у перерізі, К - максимальна кількість значень, що їх 
може набувати кожен вузол.
Якщо дані не задаються інтерактивно, найпростіший спосіб виконати 
висновок у динамічній БМ – розділити її на Т часових перерізів та 
сформувати висновок для кожного (уже статичного) випадку окремо. 
Опісля для поєднання застосовується зв’язане дерево. У випадку ж, якщо 
послідовності даних мають різні довжини, багаторазове повторення таких 
дій потребує дуже багато часу та ресурсів. Тоді доцільно визначити 
найдовшу послідовність, побудувати відповідне дерево та виключити 
надлишкові значення при виконанні висновку уже на коротшій 
послідовності. Цей підхід має назву порядку обмежених виключень.
Як висновок, можна зазначити, що точні методи дають точні 
результати, але, оскільки проблема є NP – складною, то для БМ великої 
розмірності варто застосовувати апроксимаційні алгоритми, жертвуючи 
при цьому точністю обчислень, якщо таке погіршення результатів є 
прийнятним для умов задачі, що розв’язується.
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