Stomata are morphological structures of plants that have been receiving constant attention. These pores are responsible for the interaction between the internal plant system and the environment, working on different processes such as photosynthesis process and transpiration stream. As evaluated before, understanding the pore mechanism play a key role to explore the evolution and behavior of plants. Although the study of stomata in dicots species of plants have advanced, there is little information about stomata of cereal grasses. In addition, automated detection of these structures have been presented on the literature, but some gaps are still uncovered. This fact is motivated by high morphological variation of stomata and the presence of noise from the image acquisition step. Herein, we propose a new methodology of an automatic stomata classification and detection system in microscope images for maize cultivars.
epidermis in a less orderly pattern, while stomatal configuration of grasses develop in parallel In the stomata classification process, the first step is to manually collect and label a subset 109 of stomata and non-stomata regions from the microscope images dataset, creating two disjoint 110 sets of subimages (train and test). These sets of subimages are subjected to an image descriptor 111 that codes the visual properties of these subimages into feature vectors (F train and F test ). Next, 112 the feature vectors F train are used as input for a learning method, creating a learned model for 113 stomata classification task. Finally, each feature vector F test is classified by this learned model. 114 In the classification process, different image descriptors and learning methods are evaluated 115 through a k-fold crossvalidation protocol and the best model is adopted to detect stomata 116 regions on next process of proposed system. 117 In the stomata detection process, a sliding window is used on each microscope image from 118 entire dataset, creating a set of regions of interest (ROI), which are subjected to an image 119 descriptor resulting in the feature vectors (F ROI ) and finally, F ROI are classified by the best 120 model, i.e., a tuple (learning method + image descriptor) found in the classification process. The first step for identifying stomata structures is the manual selection of a set of subimages 123 containing stomata or other plant structures, labeled as non-stomata. Due to the differences 124 between stomata size in distinct microscope images, we adopted a region/window of dimension 125 151 × 258 pixels, which was enough to include all of stomata regions in the available microscope 126 images from dataset. Thus, a total of 1000 subimages of each class (stomata and non-stomata) 127 have been selected to compose the new dataset.
128
Once the dataset has been created, the next step is to extract visual properties from the 129 subimages using image descriptors. In this work, we evaluated eleven different image descrip-130 tors, DAISY, HOG, GIST, Haralick, LBP, and six deep learning-based descriptor (DenseNet121, 131 InceptionResNetV2, InceptionV3, ModbileNet, NasNet and VGG16). it is equal to zero). H orientation maps and several processes of convolution (using Gaussian 137 kernels) are used to obtain convolved orientation maps. DAISY descriptor is the vector of values 138 from these convolved maps located on concentric circles centered on a location, and where the 139 amount of Gaussian smoothing is proportional to the radius of the circles [22] . 
Histogram of Oriented Gradients (HOG)
Feature descriptor based on the creation of histograms with gradient orientation using its magnitude in localized portions of an image [23] . Local shape information is well described by 143 the distribution of gradients in different orientations [24] . tiveness results and to find the best learned model, i.e., a tuple (learning method + image 173 descriptor) that will be adopted to label the new stomata regions on the next process.
174 Figure 2 shows the steps of the stomata classification process proposed in this work. The methodology for detecting stomata regions is divided into the following steps as can be 177 seen in image 4: 
Dataset
A dataset with stoma and non-stoma subimages (see Figure 3 ) is created through a manual 180 selection task from microscope images. 
Feature extraction 182
As the best descriptor has been found on the stomata classification process, the features 183 of the created dataset are generated and stored into a table with the labels of each category 184 (stoma or non-stoma). 
Experimental Setup 200
This section describes, in details, the dataset creation process, the technologies, and evalu-201 ation protocol used in this work. gies can be visualized in Figure 5 . In these microscope images, different types of noise might 216 be observed due to many factors which can be seen in Figure 6 .
217
In the experiments, the dataset with 200 microscope images was submitted to the 5-fold 218 crossvalidation protocol, i.e., four parts of the dataset compose the training set (160 images) 219 and one part belongs to the test set (40 images). This process is repeated five times. There-220 fore, in the stomata classification task, for each microscope image, 5 stoma and 5 non-stoma 221 regions/subimages has been manually select to compose training and test sets in an overall of 222 2000 subimages.
223
In the stomata detection task, respecting the separation of the disjoint sets of the 5-fold 224 crossvalidation protocol, each training set created in the stomata classification task is main-225 tained with 1600 subimages. However, the test sets are generated by a sliding window iteration. 226 Hence, for each one of the 40 microscope images existing in each test set, between 876 and 963 227 regions/subimages are selected by a sliding window iteration resulting in approximately 44, 000 228 subimages per test set in a overall of 217, 866 subimages for the five runs. SVM) for stomata classification task. All of effectiveness results are measured in mean accuracy 250 of the 5-fold crossvalidation protocol.
251
As we can observe, in Table 1 , the best results have achieved by descriptors purely based on 252 gradient (HOG and DAISY). HOG descriptor with MLP (HOG+MLP) and DAISY descriptor 253 with Adaboost (DAISY+Adaboost) achieved 96.0% of mean accuracy. In a general comparison 254 among all image descriptors, HOG descriptor achieved the best effectivess results with mean 255 accuracy of 94.7% and this can be justified due to the specific shape of the stoma when compared 256 to other parts of the images. Therefore, this fact can show us that shape is the visual property 257 more indicate for the target application. Although GIST is a shape descriptor, perhaps its way 258 of dealing with visual properties globally (holistic) may explain its poor performance in such images. As the ideal scenario is that all regions are correctly classified in the stomata detection 261 task, another more powerful description approach called deep learning have been performed to 262 improve the effectiveness results achieved by image descriptors.
260
263 In this experiment, the classifier based on VGG16 features with the support vector machine 272 technique has been adopted for stomata detection task.
273
Using the sliding window approach for producing possible stoma regions, we have generated 274 between 876 and 963 regions/subimages for each microscope image (overall of 217, 866 subim-275 ages) and a 5-fold crossvalidation protocol has been adopted. Each one of these subimages has 276 been labeled using the classifier using support vector machine technique and features generated 277 by VGG16 architecture (SVM+VGG16).
278 Table 3 summarizes the effectiveness results of the classifier SVM+VGG16. The amount of 279 detected stoma regions are compatible with the manual counting, which shows a good perfor-280 mance of the proposed system. All the 5-fold presented similar effectiveness results with 97.1% 281 of detected stoma regions, i.e., 11388 stomata of the 11734 stomata existing in the dataset.
282
It is important to comment that the achieved results are better than ones described by [8] , 283 which has had an overall of 91.6% of detected regions in the their application.
284
Once the stomata region candidates have been detected in a microscope image (see Figure 7 -285 (a)), an auxiliary matrix is created through stomata region occurrence (see Figure 7-(b) ), a 286 As it has been observed in the Table 3 , the stomata detection task is not perfect, thus 289 we have analyzed the quality of the effectiveness results. Figure 8 shows the hit and miss 290 classification results achieved by our proposed system.
291
It is important to observe that regions/subimages with low quality have been also correctly 292 classified as containing a stoma as shown in Figure 8-(a) . This fact corroborates the usage 293 of the VGG16 features for stomata detection task. Miss classification can be visualized in 
Conclusion

296
Leaves microscope images contain relevant information about plant morphology and might 297 be used for studying specific characteristics of metabolic pathways and different biological 298 processes. A vegetative structure that has received more attention is called stoma (in the 299 plural, stomata), which are small pores on the surfaces of aerial parts of most higher plants 300 (e.g., leaves, stems and parts of angiosperm flowers and fruits). Stomata are responsible by 301 many functionality such as (1) exchange of water vapour and CO 2 between the interior of the 302 leaf and the atmosphere; (2) photosynthesis; (3) transpiration stream; (4) nutrition; and (5) 303 metabolism of land plants. Therefore, the understanding of the stomata is of great importance 304 in the exploration of the evolution and behavior of plants.
305
In this work, we proposed a stomata classification and identification system in microscope 306 images of maize cultivars. Herein we have evaluated different extraction techniques (image 
