This paper presents a simulation-optimization-based method for identification of contamination source characteristics in a water distribution system using filtered data from threshold-based binary water quality signals. The effects of quality and quantity of the data on the accuracy of the source identification methodology are investigated. This study also addresses the issue of non-uniqueness in contaminant source identification under various data availability conditions. To establish the robustness and applicability of the methodology, numerous scenarios are investigated for a wide range of contamination incidents associated with two different networks. Results indicate that, even though use of lower resolution sensors lead to more non-unique solutions, the true source location is always included among these solutions.
INTRODUCTION
Water distribution systems (WDSs) are vital for supplying safe drinking water to the public, and they are vulnerable to contamination that can be introduced into the system either deliberately or accidentally. The fate and transport of a contaminant and the extent of the contaminant spread through the network depend on the characteristics of the network topology and the resulting hydraulic conditions of the network.
Networks of sensors can be used as an early warning system (EWS) to detect sudden deterioration in water quality.
They are meant to supplement conventional water quality monitoring by providing timely information on unusual threats to a water supply system. The goal of an EWS is to reliably identify a contamination event in the distribution systems in time to allow an effective targeted response that reduces or avoids entirely the adverse effects of contamination on the system. The contaminant source characterization (i.e. identifying the contaminant source location and injection pattern) problem has been approached as an inverse problem by many researchers (e.g. Waanders Because the amount of information is reduced in a Boolean signal versus a continuous signal, the solutions to the contaminant characterization problem will have a high degree of non-uniqueness and be sensitive to many related sensor parameters and uncertainties. In comparison to earlier work, this paper presents a new methodology that identifies a set of non-unique solutions in a single execution of the optimization algorithm to reconstruct the contamination characteristics based on binary signals. This study also conducts an extensive sensitivity investigation to evaluate the robustness of the approach when considering the sensitivity of the binary signal to the detection threshold level that acutely affects the quality of the information. Sensitivity of a sensor may impact its utility as well as cost (USEPA , Section 3.1.7). Thus, in addition to lowering of information quantity due to inherent data filtering in a binary signal, the sensitivity of the sensor affects the quality of the information used to estimate the source characteristics. Accuracy and precision of an inverse solution are also affected by the amount of observations available in the network, which depends on the number and the placement of the sensors in the network. The applicability of the proposed new method considering these factors and sensitivities is investigated for an array of contamination events in two different illustrative WDS networks.
DATA FILTERING EFFECTS IN BINARY SIGNALS
This section illustrates the effects of filtering when obtaining a binary signal from continuous concentration signals that would have been observed at an ideal sensor. Figure 1(a) shows the continuous concentration patterns at a sensor.
The filtered signals (shown by the vertical bars) at different levels of sensor sensitivity are shown in Figures 1(b-d) that correspond to threshold values of 0.01, 0.1 and 0.2 mg/l, respectively. As evident in the graphs, the duration over which the contaminant is detected decreases as the sensor sensitivity decreases. Another effect of data filtering is the potential lack of discrimination of the magnitude of the contaminant concentration at the sensor. For example, the sensors with threshold values of 0.01 and 0.1 mg/l cannot differentiate the larger and smaller peaks (Figures 1(b, c) ), and the sensor with a threshold value of 0.2 mg/l completely misses the smaller peak. Such effects of data filtering in binary signals can potentially contribute to non-uniqueness and lack of precision in the source characteristics being identified.
CHARACTERIZATION OF THE CONTAMINANT SOURCE USING BINARY SIGNALS
This paper focuses on developing and testing an approach that uses the filtered binary signals to identify the location of a contaminant source and the injection pattern. The contaminant source characterization problem is posed as an inverse problem where the source characteristics are treated as unknowns. For each potential set of source characteristics (i.e. the location and injection pattern), the binary signals are simulated and compared to the observations. The prediction error is then used as a measure of goodness of fit to direct the search for a set of source characteristics that best fits the observations. The resulting search problem is solved using a coupled simulation-optimization approach.
The following characteristics of the contaminant source are decision variables for the optimization problem:
1. Location (L) of the contaminant source in the network.
Location of the source is assumed to be at one or more of the nodes in the WDS network. The optimization model for this inverse problem is defined below (Equations (1)- (7)), assuming that the contamination scenario involves only a single source; however, it could be extended to scenarios involving simultaneous contamination at multiple sources:
where BS s i;t and BS a i;t are the simulated binary signal and the actual binary signal, respectively, for given source characteristics at sensor i at any time t, N is the total number of nodes in the network, N s is the number of sensors in the network, T s is the total time for which contaminant mixing and transport in the network is being simulated and D is the duration (number of time increments) for which the source is active.
The simulated concentration of the contaminant at sensor i at time t is given by C Equations (4)- (7) describe the constraints for the optimization problem. The contaminant source location (L) can be any node in the network (Equation (4)). The injection start time (T 0 ) is greater than or equal to the start time of the solution (timestep '1') and less than or equal to the time of the first detection (T detect ) at any of the sensors (Equation (5)). The contaminant injection rate (C 0,t ) can assume any value between zero and any large specified maximum concentration (C max , 15,000 mg/min in this study) (Equation (6)). The source injection pattern is allowed to be of any length between the injection start time (T 0 ) and the end of the simulation (T s ) (Equation (7)).
METHODOLOGY
The solution to the optimization model represented by Equations (1)- (7) would ideally identify the true contaminant source location and the injection pattern. Because of data limitations, however, the solution to Equations (1)- (7) is likely to yield non-unique source characteristics to fit the observations equally well. Specifically, there may be data quality limitations resulting from, for example, measurement errors and filtering effects, as well as quantity limitations resulting from, for example, discrete measurements and limited number of observations. Therefore, the solution approach should be able to conduct a global search and be able to identify simultaneously the set of potential source characteristics that provide an equally good fit to the given observations. The niched co-evolution strategies (NCES) search procedure (Zechman & Ranjithan , ) was used to solve the above model. Also, given the possibility of error in modeling of the physical distribution network, it is also important to identify nearoptimal solutions that might fit the real observations. The NCES procedure also provides this capability. In this work, the original NCES (implemented in Java) was reimplemented (in C) to provide improved computational performance as well as enhanced capability to use parallel computing resources for the WDS simulations (Kumar ).
NCES conducts a global search using evolution strategies (ES), a generalized heuristic optimization approach. An ES works in a continuous space and has the capability to selfadapt its major algorithmic parameters such as selection and mutation. ES starts with a randomly initialized population of μ individuals. A probabilistic mutation operator is applied to produce ν new solutions each generation. The next set of individuals is selected from either a combined set of parent and offspring solutions (denoted as (μ þ ν) selection)
or from the set of offspring alone (denoted as (μ,ν) selection).
The standard ES is extended in NCES to generate a set of alternative solutions that performs equally well in terms of fit- While one subpopulation focuses its search on finding the optimal solution based on the prediction error (E in Equation (1)), the other subpopulations search for alternatives based on the current best prediction error value as well as the degree of difference among the alternative solutions. In the results presented in this paper, every solution that is within one mis-hit from the best prediction error value is considered as a viable alternative solution.
NCES was applied and tested on two water distribution networks to study: (1) the effect of the sensitivity of binary signals (quality of data) on the accuracy and non-uniqueness of the solutions to such source identification problems;
(2) the effect of the quantity of available data (i.e. number of installed sensors) on the solutions to source identification problems and (3) the robustness of the method when applied to a set of different contamination scenarios and networks.
Representation of variables
A contamination event was characterized by three types of decision variables: location of the contaminant source, start time of the contaminant injection, and the rate and pattern of contaminant injection. The following representation schemes were used to encode them:
1. Location of contaminant source: Every node in a pipe network is assumed to be a potential location for contaminant injection. The nodes are sequentially numbered, and an integer variable was used to encode the node number, bounded by 1 and the total number of nodes in the network (see Equation (4)).
2. Start time: An integer variable was used to represent the time when the contaminant injection began. This number refers to the discrete timestep in the EPANET simulation of the contaminant fate and transport. The value of the integer variable is bounded by 1 (i.e. start time of the simulation) and the timestep when the first sensor was triggered (see Equation (5)).
Contaminant injection pattern: The contaminant injection
pattern is represented as an array of real values (Equation (6)), each denoting the mass loading at a timestep after the start of injection. As the duration of injection is not predefined, the length of this array varies, enabling each solution to represent contaminant injection patterns of different durations (Equation (7)). The injection pattern is encoded as a linked-list, along with a special feasibility-preserving mutation operator as described below.
Genetic operators
Except for the integer variable representing the start time, the variables representing the node index of contamination location and contaminant injection pattern contain problem-specific characteristics, which require the use of special adaptive mutation operators as described below.
1. Location of contaminant source. When mutating an integer value that represents a node index in the network, a new node index value from among the feasible index set is chosen using a Gaussian-like adaptive mutation (Beyer & Schwefel ) . The new node index is selected considering topology adjacency and node connectivity.
A list of one-node-away connected neighbors, two-nodeaway connected neighbors and so on was first generated to capture the connectivity and adjacency of each node in the WDS network. Then a mutation parameter specifies a random node-connectivity distance between the current node and the child node, and the index for a new node within that distance from the current node is selected randomly from the connectivity/adjacency-preserving list. including two water supply sources, three tanks and 117 pipes. The network is assumed to have a maximum of six water quality sensors. EPANET was used for simulating the hydraulic and contaminant transport in the network for a period of 24 h starting at 12:00 am. Hydraulic simulations were carried out after every hour and were considered to be at steady state during each hour. Water quality transport simulations were carried out using 10 min timesteps and the measurements were recorded every 10 min.
The second test network considered is for the virtual city of Micropolis (Brumbelow et al. ) , which represents a realistic municipality capturing the evolution of the infrastructure over many decades. This is a publicly available WDS dataset intended and used for research studies without compromising public security (Figure 3 
Scenarios analyzed
Network 1 was used to construct several hypothetical contamination scenarios (Scenarios 1-11, Table 1 ) designed to investigate various aspects of the source characterization problem that is to be solved based on binary signals from a set of sensors.
Scenario 1 was designed to serve as a benchmark for an ideal case in which continuous and accurate concentration measurements of the contaminants are assumed to be available at the water quality sensors. The sum of the squared error between the actual and simulated concentrations at the sensors was used as the metric to be minimized in the optimization problem. Equation (8) represents the mathematical formulation of the objective function for this scenario: The actual binary signal from a sensor was generated for the true contamination event again using EPANET simulations;
however, in real applications, these observations would be the sensor readings obtained from measurements. When the simulated signal and the actual binary signal at each sensor and each observation time point do not match, the mis-hit count was incremented by one, as expressed in Equation (1).
In most scenarios involving Network 1 (Scenarios 1-5 and 8-11), the search was conducted to identify up to five alternative potential solutions by including five subpopulations in NCES. For the Network 1 scenarios with fewer sensors (Scenarios 6 and 7) and the larger Micropolis network (Scenarios 12 and 13), 50 subpopulations were used.
For all scenarios, the number of subpopulations was chosen to be sufficiently large to accommodate the maximum possible number of non-unique solutions that differ in source locations and have no more than one mis-hit higher than that of the best solution. Subpopulation 1 was designed to search for the solution with the minimum number of mishits, while the other subpopulations were set to search for alternative solutions that are maximally different from each other and have no more than one mis-hit over the lowest number of mis-hits (i.e. the minimum objective function value for Subpopulation 1). The NCES algorithmic parameters used in this study are shown in Table 2 . 
RESULTS
For each scenario reported in this section (i.e. Scenarios 1-11), 50 random trials were carried out to assess the robustness of the solution approach. For each trial, prediction error was calculated using Equation (1) for all scenarios except for Scenario 1 where Equation (8) 
Ideal water quality sensor measurements (based on Scenario 1)
The results for Scenario 1 described below are based on the sets of five alternative solutions obtained for each of the 50 trials. Solutions with a prediction error that is no more than 110% of the best prediction error were accepted as feasible alternative solutions. In every trial, the first subpopulation, 
Effects of varying data quality (based on Scenarios 2, 3 and 4)
Scenarios 2-4 were run with different values of sensor sensitivity to study the effect of data quality (due to different degrees of data filtering in the sensor) on the level of non-uniqueness. In each case, 50 random trials were run to assess the number of alternative solutions and the relative locations of the source nodes associated with the nonunique solutions.
Scenario 2: sensor sensitivity ¼ 0.2 mg/l
In each of the 50 trials, at least one solution among the set of alternative solutions matched the observation data perfectly (i.e. no mis-hit) as shown in Figure 6 . Table 3 Horizontal bar (in red) indicates the median, the box indicates the mid 50% and the whiskers indicate the range. The absence of box and whisker for Scenarios 2 and 3 indicates that for nearly all trials the prediction error was zero mis-hits. 
Comparison of Scenarios 2, 3 and 4
The Scenario 2, 3 and 4 results, as summarized in Figures 6 and 7, show the trends in the accuracy of solutions and degree of non-uniqueness as the level of sensitivity of the sensors increases. The first subpopulation, which was dedicated to search for the best solution, was able to obtain a perfectly matching solution (zero mis-hits) in all trials of Scenarios 2 and 3 and in most trials of Scenario 4 ( Figure 6 ). This is because it is easier to match the observation data perfectly in low-resolution sensors (Scenarios 2 and 3) due to the filtering effect. Conversely, one would expect the solutions to be more error-prone (thus show more nonuniqueness) with decreasing resolution in filtering of the sensor signals. As the sensor sensitivity increases, the number of non-unique solutions decreases (Figure 7) . Correspondingly, the prediction error at the true source decreases while at the other potential sources the prediction error increases (Table 4) , helping to rule out the non-unique solutions that are not at the true source location.
Effect of varying data quantity (based on Scenarios 5, 6 and 7)
Scenarios 5, 6 and 7
The amount of data available for characterizing the source has a significant impact on the source identification indicate that most solutions corresponded to the median.
problem, which was studied using several scenarios with different numbers of sensors. Scenarios 5, 6 and 7 include six sensors, three sensors and one sensor, respectively, and the sensitivity of all the sensors was assumed to be 0.1 mg/l.
Scenario 5 is the same as Scenario 3 and, for Scenarios 6 and 7, 50 subpopulations were used. All other parameters were the same as in previous scenarios. It was observed that, as the amount of data decreases with the decreasing number of sensors, the number of alternative solutions that fit the observations (thus the degree of nonuniqueness) increases. The median number of alternative locations was 1, 5 and 5 for the six-sensor, three-sensor and one-sensor cases, respectively. Figures 8-10 show the alternative source locations in the network for Scenarios 5-7, respectively, and the overall number of locations where alternative sources were found was 2, 13 and 13
for Scenarios 5-7, respectively.
In the three-sensor scenario (Scenario 6), contamination was detected at only one sensor, which was the same location as where the sensor was placed in the one-sensor scenario (Scenario 7). Thus, active detection observations were the same in both cases. The no-detection signal at the other two sensors in Scenario 6 is additional information that is available and used when reconstructing the source characteristics. This leads to some differences in the overall results of the two scenarios, resulting in slightly different sets of nodes for the 13 locations. Node 10 
Scenario 12
In this scenario, the contaminant source was located at
Node 787 with a contaminant injection pattern as shown in Figure 15 . Because the contaminant source is close to the source of water in the network, the contaminant spreads out to a large section of the system and is detected at all five water quality sensors. In each trial, the best solution had a prediction error of 0 mis-hits (perfect match). The median number of alternatives was 14, with a range of 13-14. In each trial, the true source location was always identified and among the 10 trials, 13 other non-unique source locations were identified (Figure 16 ).
Scenario 13
Node 653 with a contamination injection pattern as shown in Figure 15 . Again, 10 random trials were carried out. The true source location was identified by the solutions for all 10 trials. As in Scenario 12, the best solution in each trial had a prediction error of 0 mis-hits. In all trials, the median number of alternatives was 35, with a range of 33-40. Among the 10 trials, in addition to the true source location, 7 alternative locations were identified (Figure 17 ).
Results for Scenarios 12 and 13 demonstrate that the methodology described in this paper is able to identify potential solutions to the contaminant source characterization problem for the Micropolis example, which represents a medium-sized water distribution network. Besides consistently identifying the true source locations, it was also able to identify a set of non-unique solutions that are expected to fit the limited observations. It is interesting to note that the set of non-unique source 
CONCLUSIONS
This paper presents an evolutionary algorithm-based methodology for characterizing a pollutant source during a contamination event in a WDS that is being monitored using a set of sensors that report binary signals indicating the presence/absence of contamination. The source characteristics were reconstructed using these binary signals.
The accuracy of contaminant source characterization depends primarily on the amount and quality of the data available. The effects of sensor sensitivity on the accuracy and degree of non-uniqueness were studied. It was observed 
