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A multiple objective linear program is defined by a matrix C consisting of the 
coefficients of the linear objectives and a convex polytope X defined by the linear 
constraints. An analysis of the objective space Y= C[X] for this problem is presen- 
ted. A characterization between a face of Y and the corresponding faces of X is 
obtained. This result gives a necessary and sufficient condition for a face to be 
efficient. The theory and examples demonstrate the collapsing (simplitication) that 
occurs in mapping X to Y. These results form a basis for a new approach to analyz- 
ing multiple objective linear programs. ( 1987 Academic Press, lnc 
1. INTRODUCTION 
A multiple objective linear programming problem has several linear 
objectives that are to be maximized over a convex polytope 
x= {XER’? Axgl}. 
A number of approaches to this problem use procedures based on analyz- 
ing all of the extreme points or faces of X that are efficient for the 
objectives, (see, e.g., [5-7, 10, 131). 
In many applications, however, this descriptive analysis of X is costly 
and time consuming since X is usually in a large dimensional space, R”, 
and defined by many constraints. This leads to X having a large number of 
extreme points and faces. On the other hand, actual decisions are based 
primarily on the values of the objectives since these are the criterion on 
which performance is analyzed. In addition, the set of all objective values, 
Y= {yERk:y=Cx,xEX}, 
is usually in a space of small dimension, frequently with 2 <k < 5. This 
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leads to Y having far fewer extreme points and faces than X; i.e., Y has a 
simpler structure than X. 
In an earlier work the author gave a limited algebraic description of the 
faces of Y [ 11. These earlier results motivated the current work in which 
we develop a useful mathematical characterization of Y. We also discuss 
the relationship between these results and other related work in the 
literature. Several misconceptions that have arisen in the literature are 
clarified. 
Figure 1 shows the simplifying (collapsing) that frequently occurs to a 
face of X when it is mapped by C to a face of Y. In particular, in this figure, 
C is 3 x 4 and F is a 3-dimensional face of XG R4. The image, C[F], is a 
2-dimensional face of YE R3. The shaded portion denotes a 2-dimensional 
subface F, of F. The image of F, is C[F,] = co{ y’, y2, y}, the convex hull 
of y’, y2, and j. The point X is an extreme point of X that is mapped to a 
point jj = CZ E Y that is not an extreme point of Y. 
The example which is depicted in Fig. 1 is developed in Section 4. This 
example demonstrates the collapsing of the structure of X, the flattening of 
X to the simpler structure of Y. In particular, it shows that an extreme 
point X of X can map to a point j that is not an extreme point of Y. In fact, 
an edge of X does not necessarily map to an edge of Y. This example also 
demonstrates that a face, e.g., C[F], of Y is not always the image of a face 
of X of the same dimension, as has been occasionally implied in the 
literature. In fact, in this example the image of any 2-dimensional face of X 
is only a portion of the a-dimensional face C[F] of Y. 
The objective of this research is to develop a characterization of Y which 
provides a method for identifying those extreme points and edges of X that 
are essential in describing Y. Multiple objective linear programming 
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analysis is greatly simplified in many problems by restricting that analysis 
to these essential extreme points and edges. Dauer and Liu [2] have used 
this characterization as the basis of a technique for solving multiple objec- 
tive linear programs. 
In Section 2 we develop an algebraic characterization of a face of Y and 
its relation to the correponding faces of X. A necessary and sufficient con- 
dition for a face to be efficient is obtained. The concept of collapsing is 
introduced and characterized in Section 3. The relationship between collap- 
sing and Philip’s concept of (algebraic) nondegeneracy [ 1 l] is also 
developed in this section as are examples that exhibit the dimensional 
relationships between a face and its image. Section 4 is devoted to the 
example depicted in Fig. 1. 
2. LINEAR MAPPINGS AND ORTHOGONAL SPACES 
Let C be a k x n matrix rank k. Consider C and CT as linear mappings 
from R” to Rk and Rk to R”, respectively. We denote the null space of C as 
N(C)= {xER”: Cx=O} 
and the range of CT as 
R( CT) = {x E R”: x = CTy for some y E Rk}. 
For any subspace S of Rh we denote the orthogonal complement of S by 
S’= {wERh: w’s=0 for all sES). 
Then N(C)’ = R(CT) and we have the orthogonal subspace decomposition 
R” = N(C)@ R(CT). 
The basic mathematical problem involved in characterizing the relation 
between X and Y for use in a multiple objective analysis is via the normal 
vectors to the faces of X and of Y. In particular, if V is a subspace of R” 
and W = C[ V], the relationship between vectors in W’ and vectors in VI 
yields a useful characterization. The following two propositions concern 
this relationship and are important in our analysis. 
PROPOSITION 2.1. 1’ E W’ if and only if (ilC)T E V’ n R(CT). 
ProoJ If AT E Rk then (AC)’ E R(CT). AT E W’ is equivalent to 1Cv = 0 
for all u E V and this occurs for (AC)’ E VI. 1 
Note that this result implies that if V, and V, are subspaces of R” with 
C[ VI] = Wand C[ V,] = W, then AT E W’ if and only if (AC)= E V: n V:. 
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Let a E R”, then there exist unique vectors a,,, E N(C) and aR E R(C’) 
with a’,aR = 0 such that a = a,,, @ aR. Since the rank of C is k, there is a 
unique AT E Rk such that AC = a’,. By Proposition 2.1, AT E W if and only if 
aR E I”. Hence the dimension of WI equals the dimension of I/’ n R(C’) 
and we have the following result. 
PROPOSITION 2.2. The map CT: W’ + V’ n R(CT) is an isomorphism. 
The next result is an additional useful fact in understanding X and Y. 
PROPOSITION 2.3. Let M, and M, be two linear manifolds qf R”. Jf 
C[M,] c G, a linear manifold, and C[Mz] c G, then C maps the smallest 
linear manifold containing M, and M, into G. 
Proof: The smallest manifold containing M, and M, is 
M=jctm,+(l-r)m,:ccER’,m,EM,,mzEM-,}. 
Since C is a linear map and G is a linear manifold we have C[M] E G. a 
We now obtain our first fundamental result for characterizing the 
relationship between the faces of X and of Y. 
THEOREM 2.1. Let C be k x n and have rank k. For aT E R”, a # 0, the 
matrix C maps the hyperplane 
H= {xER”:ax=dj 
onto a hyperplane of Rk if and only if are N(C)‘: 
(i) Zf a*E N(C)‘, then 
C[H]={yERk:Ay=ddj 
where A is the unique solution of AC= a. 
(ii) Zfa’$ N(C)‘, then C[H] = Rk. 
Proof. Without loss of generality set d = 0 and V= H. Then {a’> is a 
basis of V’ and if aT 4 N(C)’ = R( CT) we have 
V’n R(CT)= (0). 
Therefore, by Proposition 2.2, the dimension of W’ is zero and so W = Rk. 
This proves part (ii). 
If, instead, aT E N(C)‘, then 
VI n R( CT) = vL. 
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Since W’ is isomorphic to V’ we have that W is a hyperplane of Rk. Part 
(i) then follows from Proposition 2.1. 1 
Let F be a face of X and let Id(F) denote the indices of the active 
constraints that define F. Then 
F= {xER”: Axlb and a,x=b;, i~1d(F)}. (2.1) 
The smallest linear manifold containing F, called the carrying manifold of 
F, is denoted by 
M(F)= {x~R”:a,x=b,, i~1d(F)}. (2.2) 
The dimension of F is the dimension of M(F) and is equal to n -p, where p 
is the number of linearly independent ai with ieId(F). From (2.2), the 
manifold M(F) and hence the face F can be defined using only p linearly 
independent a, with in Id(F). 
For a set of vectors a,, a2,..., ak denote the linear subspace spanned by 
the vectors as (a,, a2 ,..., ak). 
Remark 2.1. Let 
I= ji~Id(F):a,~N(c)~) 
and assume without loss of generality that (ai: iE Z} is linearly indepen- 
dent. Expand {a,: ie I) to form a basis of the subspace 
S= (a:: i~1d(F)) nN(C)‘. (2.3) 
Denote the basis as {ci,, &,..., (i,}. Then for each ie I there is a 
jj~ { 1, 2 ,..., q} such that ai = 8,,. Also, each vector in this basis can be 
expressed as 
hj= C &ai 
ield(F) 
(2.4) 
for appropriate real numbers {pi}. 
By setting bi = 0 in (2.2) the manifold M(F) is translated to the subspace 
S(F)= (x~R”:a,x=O, iEId(F)}. 
Taking V, = S(F) and Vz = S’ individually in Proposition 2.2 implies that 
C[ V,]l and C[ V,]l each have the same dimension as S. Since V, G V, 
we have 
C[S(F)] = C[S]‘. (2.5) 
We now obtain the following characterization. 
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THEOREM 2.2. Let F be a face of X defined in (2.1) and let S be given by 
(2.3) with basis {ti1, ci, ,..., &,} defined by (2.4). For each j= 1, 2 ,..., q let Iei 
be the unique solution of AjC = cii and define 
ij= 1 pjb;, 
itId 
where {b{} are given in (2.4). Then the dimension of C[F] is k - q and 
c[F]~{y~Y:A~y=&,,j=1,3 ,..., q}, 
which is a face of Y of dimension k-q. 
Proof. It follows from (2.5) that we need only show that the correct 
translation of C[S’] that contains C[F] is 
{y~R~:A~y=i,,j=1,2 ,..., q}. 
Take x E F and y = Cx. Then ajx = bi, ie Id(F), and for j = 1,2 ,..., q we 
have 
Ajy = l”jcx = ci,,x 
= C fi{aix 
18 Id(F) 
= c P{bi=bj. 1 
te Id(F) 
Remark 2.2. Theorem 2.2 specifies the smallest face, 9, of Y containing 
C[F]. However, as Fig. 1 implies and Example 4.1 demonstrates, we 
do not necessarily have C[F] = 8 even though they are of the same 
dimension. 
We now apply these results to multiple objective linear programming. 
DEFINITION. A point X E X is said to be efficient if there is no x E X such 
that Cx 2 CZ and Cx # CZ. A face F of X is said to be efficient if every 
XE F is an efficient point. 
It is well known (see, e.g., [ 131) that x is an efficient point of X if and 





The next result leads to a characterization of efficient faces. This result 
follows from Theorem 2.2 since aje S in (2.3) implies the solution 2 of 
AC = aj defines a supporting hyperplane, { y E Rk: Ay = b,}, to Y. 
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COROLLARY 2.1. Let F be a face of X defined as in (2.1). Then F is 
efficient if there exists je Id(F) such that 
a:E (a:: iEId(F))nN(C)l 
and the unique solution of IC = aI satisfies II > 0. 
This result can be easily generalized to efficiency in terms of an arbitrary 
cone using II in the interior of the cone. Also, it motivates the following 
characterization of efficient points. 
THEOREM 2.3. Assume X E X has an active constraint set 
2I = {ai: a,Z = bi} 
and let A be a matrix whose rows are those ai E 21 with ai 4 N(C). Then X is 
efficient tf and only if there exists no solution of the system 
cz>o, Cz#O 
AziO. (2.7) 
Proof: Tucker’s theorem of the alternative [9] shows that system (2.7) 
has no solution if and only if there is a solution of the system 
K-&i=0 
2 > 0, a 2 0. 
(2.8) 
So, let F be the face of X of smallest dimension that contains X. Then F is 
the face described by i E Id(F) for aj E ‘$I. Suppose i > 0 and LX 2 0 solve 
system (2.8) so X = a,& Then for any y E Y we have y = Cx for some x E X 
and so 
for this selection of b. Since ad E S, from (2.3) we have that 
H= {y~R~:1y=b} 
defines a supporting hyperplane to Y containing F. Also, every x E X with 
y= CXE H is an optimal solution of the linear program (2.6) with 1>0 
and is, therefore, efficient. Hence, X is efficient if there is a solution of the 
system (2.8). 
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For the converse, suppose X is efficient. Then, from Philip [lo], there 
exists A> 0 and tl, > 0, i E Id(F), such that 
iC= 1 @,a;. 
, t Id(F) 
However, ACE N(C) implies that tli = 0 for ai E N(C). Hence X is efficient if 
and only if there is a solution of system (2.8). i 
The system in (2.7) has a geometric interpretation by considering the 
solution z as a direction in X. A result similar to that of system (2.8) was 
obtained by Philip [lo] although we are able to omit a, E N(C). Since the 
dimension of N(C) is n -k we expect 2 to have smaller size than 91 in 
many applications. A numerical technique for determining if X is efficient is 
to apply the Phase I simplex procedure to the following modification of the 
system (2.8). Here e = (1, l,..., 1). 
COROLLARY 2.2. Let X and 2 be as in Theorem 2.3. Then .f is ejficient if’ 
and only if there exists a solution qf the system 
i.C-GGi=O 
2.2 e, ci 2 0. 
3. COLLAPSING AND ITS RELATIONSHIP WITH DEGENERACY 
One problem in the analysis of Y is that of identifying adjacent extreme 
points. Several earlier authors [3, 4, 123 mistakenly felt that adjacent 
extreme points of Y were images, y = Cx, of points which could be chosen 
to be adjacent extreme points of X. They conjectured that problems occur 
in the indentilication of the appropriate points when an extreme point X of 
X is degenerate in the standard simplex sense [7,8] and that in this event 
each extreme point of Y adjacent to j = CX could be located directly using 
the correct simplex tableau at X. In fact, adjacent extreme points of Y are 
not necessarily the image of adjacent extreme points of X. Indeed, examples 
by Dauer and Liu [2] show that starting at X it sometimes is necessary to 
make a number of iterations of simplex pivoting to reach an extreme point 
of X that maps to an extreme point of Y which is adjacent to jj. 
We now introduce the concept of collapsing which is used to characterize 
this flattening of X. 
DEFINITION 3.1. A face F of X is said to collapse under C if there is a 
subface EG F of X, P# F, such that the dimensions of C[F] and C[P] are 
equal. 
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Remark 3.1. In Definition 3.1 we do not require, nor imply, that 
C[E] = C[F]. Indeed, in Example 4.1, see Fig. 1, we have C[Fr] # C[F]. 
Clearly we will always have C[E] G C[F]. 
The following result characterizing collapsing is an immediate con- 
sequence of Remark 2.1. 
THEOREM 3.1. Suppose PE F are two faces of X. The dimensions of 
C[P] and C[F] are equal if and only if 
(aT:iEId(F))nN(C)‘=(aT:jEId(F))nN(C)’. 
A second type of nondegeneracy was introduced for multiple objective 
analysis by Philip [ 111. We introduce the term algebraic nondegeneracy in 
order to distinguish this concept from the standard simplex nondegeneracy. 
DEFINITION 3.2 (Philip). A face F of X is said to be algebraically non- 
degenerate, with respect o C, if there is no nontrivial solution of the system 
of equations 
cx=o 
six = 0 for all i E Id(F). 
Another way of expressing this concept is that F is algebraically non- 
degenerate if and only if 
S(F)nN(C)= (0). 
Philip obtained the following result for efficient faces of X. 
PROPOSITION 3.1 (Philip [ 111). rf F is a face of X that is efficient and 
algebraically nondegenerate, then the dimension of F does not exceed k - 1. 
Philip [ 11, p. 391 asserted that by Proposition 3.1 there are no efficient 
faces of X of dimension k or higher. In fact this assertion is false and 
Proposition 3.1 actually implies that there are no algebraically non- 
degenerate fficient faces of X with dimension k or higher. The following 
result shows that the efficiency assumption is only needed to assure that the 
image of the face is of dimension less than k. This result specifies the 
dimensional relationships implied by algebraic nondegeneracy. In par- 
ticular, this result shows that if a face of X is algebraically nondegenerate, 
then it does not collapse. A following example, Example 3.2, shows that 
this is a sufficient but not necessary condition for noncollapsing even when 
the dimension of the face is less than k. 
409/126/2-19 
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PROPOSITION 3.2. The dimension of F is equal to the dimension of C[F] 
if and only if F is an algebraically nondegenerate face of X. 
ProoJ: Let the dimension of F be r and let v, ,..., v, be a basis of S(F) 
with wi = Cvi, i= 1, 2 ,..., r. Suppose 
o= i cr,w,=c i a,vi 
i=l ( 1 ,=I 
Then xi=, tlivi~ N(C). However, the algebraic nondegeneracy of F is 
equivalent to S(F) n N(C) = {0}, which implies that C;=, aivi = 0. Since 
v, ,..., v, are linearly independent we have cli = 0 for each i = 1, 2 ,..., r. Hence, 
w,,..., w, are linearly independent vectors in C[S(F)]. Theorem 2.2 then 
shows that the dimension of C[F] is r. 
Suppose the dimension of C[F] is equal to r, the dimension of F. 
Equation (2.5) implies that the dimension of S = (a:: in Id(F)) n R(CT) is 
k - r. Since S[F] has dimension r we have that (a:: i E Id(F)) has dimen- 
sion n-r. The rank of C is k. Hence the dimension of (c, ,..., ck, 
a,: iEId(F)) is k+(n-r)-(k-r)=n. Therefore S(F)nN(C)= {O} and 
F is algebraically nondegenerate. 1 
The next examples show that algebraically nondegenerate faces are only 
a special case of noncollapsing faces. 
EXAMPLE 3.1. Let a,, a, E (c,, c2 ,..., ck) be linearly independent. Let 
F,=N(a,) and F,=N(a,,a,). Since a,,a,EN(C)‘, Theorem 2.2 shows 
that C(F,) has dimension k - 1 and C(F,) has dimension k - 2. Hence F, 
does not collapse to F,. However, N(C) c S( F,) = F, and so F, is 
algebraically degenerate if N(C) # {0}, for example if k < n. 
EXAMPLE 3.2. Let a,, a2 ,..., a,, , be linearly independent 1 x n vectors 
and let 
F, = {x: a,x=O, i= 1, 2 ,..., r>, 
F, = {x: six = 0, i = 1, 2 ,..., r + 1). 
Then F, E F, and the dimension of F, is n - r while the dimension of F, is 
n-r-l. If a,+,E(c,,c2 ,..., ck) Theorem 2.2 implies that the vector A 
satisfying IC = a, + , is orthogonal to C[F,]. The linear independence of 
al v a2,--, a,+ 1 and Remark 2.1 imply that A is not orthogonal to C[F,]. 
Hence F, does not collapse to F2. If a, ,..., ap E N(C) and aiE (c, ,..., ck) for 
i=p + l,..., r we have that the dimension of C[F,] is k-r +p, while the 
dimension of F, is n-r. Hence for any C it is possible to have an 
algebraically degenerate face of any dimension which does not collapse. If 
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a, E (cl ,..., ck) has a,= Cf=, aici with ai>0 for each i= l,..., k, then F, is 
an efficient face with I = (a1 ,..., ak)T > 0. Note that having a, ,..., ap E N(C) 
is only a sufficient condition for reduction in the dimension of C[F,]. 
Recall that this dimension corresponds to the dimension of S in (2.3). 
Remark 3.2. In summary, Proposition 3.2 shows that Philip’s concept 
of algebraic nondegeneracy characterizes those faces of X that map to an 
image of the same dimension. The example in Section 4, see Fig. 1, shows 
that this image of a face F, of X need not be an entire face of Y. Indeed, 
this example shows that a larger face F of X containing F, may collapse 
under C so that C[F] and C[F,] have the same dimension while 
C[F,] $ C[F]. Clearly this collapsing can occur whether or not F, is 
algebraically nondegenerate. Hence the algebraically nondegenerate 
efficient faces of X do not necessarily correspond in a one-to-one fashion 
with the maximal efficient faces of Y. Also, Proposition 3.2 shows that the 
concept of algebraic nondegeneracy applies only to faces of X of dimension 
less than k. Further, Example 3.2 shows that we can construct examples 
where all the faces of X, except the extreme points, collapse and therefore 
are algebraically degenerate and yet where Y has efficient faces of dimen- 
sion k- 1. 
4. AN EXAMPLE OF COLLAPSING 
In the examples of Section 3 the results of Section 2 are used to control 
the dimensions of F,, F,, C[F,], and C[F*]. In this section we apply these 
results to construct an example of the collapsing depicted in Fig. 1. Our 
approach in this section is of interest itself in understanding the relation 
between X and C[X]. 
Suppose C is a k x n matrix with rank k. Let F be a face of X defined 
with carrying manifold 
M(F)= {x~R”:iix=b}, 
where ri E N(C)’ and XC= 5. The face F is efficient if and only if A> 0 
[13]. Theorem 2.1 shows that 
M(C[F])= {y~R?Ay=b}. 
Suppose we let j be a point in the face C[F] of Y. We now develop con- 
ditions, based on the results of Section 2, which guarantee that there is an 
extreme point of X which maps to y. Let X E F satisfying CX = j. so 5% = 6. 
Suppose aI, a,, a3 4 N(C)’ u N(C) are such that the vectors 5, a,, a2, 
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and a3 are pairwise linearly independent (i.e., are not parallel) and tiTai > 0 
for each i = 1, 2, 3. Let 
bi = a,.?, i= 1, 2, 3. 
Consider the polytope 
X={x~R”:~x6b,a,x<b~, i=l,2,3}. 
(Note that additional constraints could be used to define other faces of X 
or to change the dimension of the face we develop and/or its image.) 
FACT 1. Since ai 4 N(C)’ we have 
(a,, 2) nIv(C)L = (rs). 
Theorem 2.2 then shows that the face 
F;= {xdf:ax=i;,aix=b,J 
is such that C[F] and C[F,] have the same dimension, namely k - 1. 
FACT 2. We can assume that for all pairs (i, j) of the form (1, 2), (1, 3), 
and (2, 3) we have a+! (a;, aj) and that 
Cai, aj> n N(C)L Z {O}, 
even though a,, a,$N(C)‘. Then (2, ai, a,) n N(C)’ has dimension two 
and Theorem 2.2 then guarantees that the dimension of C[F, n Fj] is k - 2 
if i#;j. 
FACT 3. Suppose k = 3 and let 
F,={x~R”:tix=~,a,x=b,,i=1,2,3}. 
If (&a,,~,, a,)nN(C)’ has dimension 3, then CIFO]=j. Note that 
while F,, need not be a single point if n is large it does have an extreme 
point if, for example, X is bounded. 
FACT 4. Recall from Example 3.2 that the dimension of 
F= {x~X:Gx=b} 
can be decreased without altering C[F] by imposing additional con- 
straints, ajx = b,, with aj E N(C), for example 
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EXAMPLE 4.1. Consider k = 3, n = 4 with 
Define the convex polyhedron 
A maximal, efficient (with X = ( 1, 1, 1)) face of X is the three-dimensional 
F= {xEX: (1, 1, 1, 3)x= 10). 
The space N(C) has dimension one with basis n = ( 1, 1, 1, - 1 )T. Since 
(1, 1, 1,3) E N(C)l the dimension of C[F] is 2. Note that the other rows of 
B do not lie in N(C)‘. Therefore, the two-dimensional subfaces of F, 
denoted by 
F,={x&(2, 1, 1,0)x=5}, 
F,=(x~F:(1,2, 1,0)x=5}, 
F3= {~EF: (1, 1,2,0)x=6), 
also map to a two-dimensional image C[F,] for i = 1,2,3. However, we 
have C[F] # C[F,] for each i= 1, 2, 3. To see this note, for example, that 
the point (0.75, 1.75, 0.75, 2.25)T~ I;; maps to (3,4, 3)T~ C[Fz], whereas 
the unique point satisfying 
3 
cx= 4 0 3 
(2, 1, 1,O) x = 5 
is x,, = (1,2, 1, 2)T. But x0 does not lie on F, (i.e., x0 $ X) since it violates 
the constraint 
(1,2, l,O)x<5. 
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Hence (3,4, 3)T 4 C[F,]. Similar examples can be constructed to show that 
C[F21 # C[Fl and C[F,I # C[FI. 
To complete the example for Figure 1.1 we note that X = ( 1, 1,2, 2)T is 
the extreme point of A’ satisfying 
F,nF,nF,={Z}. 
However, j = CZ = (3,3, 4)T E C[F] is not an extreme point of Y. To see 
this take 
and we have 
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