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Abstract
Consider the regular representation of the sum over all permutations weighted by the sum
of their descent, inversion, and fixed point multinomials. We compute the spectrum and
the multiplicities of its elements of that matrix. Note that those multinomial statistics
allow to apply the result on several permutation statistics like the number of fixed points,
of descents, of inversions, and the major index at the same time.
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1 Introduction
Let Sn be the symmetric group of [n]. Recall that the sets of descents, inversions, and fixed
points of a permutation σ ∈ Sn are respectively
• Desσ := {i ∈ [n− 1] ∣∣ σ(i) > σ(i+ 1)},
• Inv σ := {(i, j) ∈ [n]2 ∣∣ i < j, σ(i) > σ(i+ 1)},
• Fixσ := {i ∈ [n] ∣∣ σ(i) = i}.
We mainly study the statistics desx : Sn → R[x1, . . . , xn−1], invy : Sn → R[y1,2, . . . , yn,n−1],
and fixz : Sn → R[z] respectively defined by
desx σ :=
∑
i∈Desσ
xi, invy σ :=
∑
(i,j)∈Inv σ
yi,j , and fixz σ := #Fix(σ) z.
Those are obviously multinomial generalizations of the three classical combinatorial parame-
ters, the number of descents, inversions, and fixed points. That latter is probably the oldest
among those permutation statistics as it may originate from the problem of coincidences in
the game of thirteen of De Montmort in 1708 [8, p 185]. It is often encountered in probability
[3]. One also notes an appearance of the number of inversions already in 1888 when Laisant
used it to classify the permutations [7]. The number of descents is naturally associated to the
descent algebra of Sn [1]. But it also plays a key role in the combinatorial analysis of genome
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rearrangement [2]. In combinatorics, one usually meets those three statistics in distribution
problems [4], [5], [6]. In this article, we study them in matrix context. Define the matrix
DIF(n) :=
(
desx(στ
−1) + invy(στ−1) + fixz(στ−1)
)
σ,τ∈Sn .
Let Sp(M) be the spectrum of a square matrix M, and mM(x) the multiplicity of the eigen-
value x ∈ Sp(M). We aim to determine Sp(DIF(n)), and the multiplicity of each element in
Sp
(
DIF(n)
)
. Computing with SageMath, we obtain
(n = 1) Sp
(
DIF(1)
)
= {z} and mDIF(1)(z) = 1,
(n = 2) Sp
(
DIF(2)
)
= {x1 + y1,2 + 2z, −x1 − y1,2 + 2z} and mDIF(2)(x1 + y1,2 + 2z) = 1,
mDIF(2)(−x1 − y1,2 + 2z) = 1,
(n = 3) Sp
(
DIF(3)
)
= {3x1 + 3x2 + 3y1,2 + 3y1,3 + 3y2,3 + 6z, −x1−x2− y1,2 + y1,3− y2,3, −x1−
x2 − y1,2 − 2y1,3 − y2,3 + 3z, 3z} and
• mDIF(3)(3x1 + 3x2 + 3y1,2 + 3y1,3 + 3y2,3 + 6z) = 1,
• mDIF(3)(−x1 − x2 − y1,2 + y1,3 − y2,3) = 1,
• mDIF(3)(−x1 − x2 − y1,2 − 2y1,3 − y2,3 + 3z) = 2,
• mDIF(3)(3z) = 2.
Theorem 1.1. For n ≥ 4, DIF(n) is diagonalizable, and
Sp
(
DIF(n)
)
=
{
n!
2
( ∑
i∈[n−1]
xi +
∑
(i,j)∈[n]2
i<j
yi,j
)
+ n!z, −(n− 2)!
( ∑
i∈[n−1]
xi +
∑
(i,j)∈[n]2
i<j
(j − i)yi,j − nz
)
,
− (n− 2)!
∑
i∈[n−1]
xi − (n− 3)!
∑
(i,j)∈[n]2
i<j
(
n− 2(j − i))yi,j , (n− 2)!nz, 0}
with
• mDIF(n)
(
n!
2
( ∑
i∈[n−1]
xi +
∑
(i,j)∈[n]2
i<j
yi,j
)
+ n!z
)
= 1,
• mDIF(n)
(
− (n− 2)!
( ∑
i∈[n−1]
xi +
∑
(i,j)∈[n]2
i<j
(j − i)yi,j − nz
))
= n− 1,
• mDIF(n)
(
− (n− 2)!
∑
i∈[n−1]
xi − (n− 3)!
∑
(i,j)∈[n]2
i<j
(
n− 2(j − i))yi,j) = (n− 1
2
)
,
• mDIF(n)
(
(n− 2)!nz) = (n− 1)(n− 2),
• mDIF(n)(0) = n!−
n
2
(3n− 7)− 3.
2
Note that
DIF(n)
n!
2
(∑
i∈[n−1] xi +
∑
(i,j)∈[n]2
i<j
yi,j
)
+ n!z
is a stochastic matrix. Theorem 1.1 is
clearly a generalization of [9, Theorem 1.1], and of [9, Theorem 1.4]. The multinomial statis-
tics have the advantage of being able to consider several statistics at the same time. With
fixσ := #Fix(σ), and the Mahonian statistics major index majσ :=
∑
i∈Desσ
i and number of
inversions inv σ := #Inv σ for instance, we get the following result.
Corollary 1.2. Let n ≥ 4, and Mif(n) := (maj(στ−1)+inv(στ−1)+fix(στ−1))
σ,τ∈Sn. Then,
Mif(n) is diagonalizable, and
Sp
(
Mif(n)
)
=
{
n!
(
n
2
)
+ n!, n(2− n)(n+ 5)(n− 2)!
6
, −2n!
6
, n(n− 2)!, 0
}
with
• mMif(n)
(
n!
(
n
2
)
+ n!
)
= 1,
• mMif(n)
(
n(2− n)(n+ 5)(n− 2)!
6
)
= n− 1,
• mMif(n)
(
− 2n!
3
)
=
(
n− 1
2
)
,
• mMif(n)
(
n(n− 2)!) = (n− 1)(n− 2),
• mMif(n)(0) = n!−
n
2
(3n− 7)− 3.
Proof. Set xi = i, yi,j = 1, and z = 1 in Theorem 1.1.
Furthermore, Renteln computed the eigenvalues and multiplicities of
(
inv(στ−1)
)
σ,τ∈Sn as
distance matrix of the Cayley graph of Sn [10, § 4.8].
This article is structured as follows. Define the matrix F(n) :=
(
fixz(στ
−1)
)
σ,τ∈Sn .
Theorem 1.3. For n ≥ 4, F(n) is diagonalizable, and Sp(F(n)) = {n!z, n(n− 2)!z, 0} with
• mF(n)(n!z) = 1,
• mF(n)
(
n(n− 2)!z) = (n− 1)2,
• mF(n)(0) = n!− (n− 1)2 − 1.
We prove Theorem 1.3 in Section 2. Define iy(n), fz(n) ∈ R[y1,2, . . . , yn,n−1, z][Sn] by
iy(n) :=
∑
σ∈Sn
invy(σ)σ and fz(n) :=
∑
σ∈Sn
fixz(σ)σ.
Proposition 1.4. For n ≥ 4, we have iy(n)fz(n) = fz(n)iy(n).
We prove Proposition 1.4 in Section 3. LetXM : R[y1,2, . . . , yn,n−1, z][Sn]→ R[y1,2, . . . , yn,n−1, z]d×d
be the matrix representation of R[y1,2, . . . , yn,n−1, z][Sn] on a moduleM ⊆ R[y1,2, . . . , yn,n−1, z][Sn]
of degree d. We particularly consider the Specht module S(n−1,1) associated to the partition
(n− 1, 1) of n.
3
Theorem 1.5. For n ≥ 4, XS(n−1,1)
(
iy(n) + fz(n)
)
is diagonalizable, and
Sp
(
XS(n−1,1)
(
iy(n) + fz(n)
))
=
{
(n− 2)!(nz − ∑
(i,j)∈[n]2
i<j
(j − i)yi,j
)
, n(n− 2)!z
}
with
• m
X
S(n−1,1)
(
iy(n)+fz(n)
)((n− 2)!(nz − ∑
(i,j)∈[n]2
i<j
(j − i)yi,j
))
= 1,
• m
X
S(n−1,1)
(
iy(n)+fz(n)
)(n(n− 2)!z) = n− 2.
We prove Theorem 1.5 in Section 4. Finally, we combine Theorem 1.3, Proposition 1.4, and
Theorem 1.5 to prove Theorem 1.1 in Section 5.
2 Diagonalization of F(n)
We prove Theorem 1.3 in this section. Our strategy is to compute the minimal polynomial
of F(n). From it, we are able to deduce its diagonalizability, its spectrum, and to determine
the multiplicities.
Lemma 2.1. For n ≥ 4,
∑
σ∈Sn
fixz(σ) = n!z.
Proof. Define mfixz : Sn → R[z1, . . . , zn] by mfixz(σ) :=
∑
i∈Fixσ
zi, and let
mf(z1, . . . , zn) :=
∑
σ∈Sn
mfixz(σ).
Since [zi]mf(z1, . . . , zn) = #
{
σ ∈ Sn | σ(i) = i
}
= (n − 1)!, then mf(z1, . . . , zn) is equal to
(n− 1)!
∑
i∈[n]
zi. By
∑
σ∈Sn
fixz(σ) = mf(z, . . . , z), we get the result.
Lemma 2.2. Let σ, τ ∈ Sn. Then, Fix(σ−1τ) =
{
i ∈ [n] ∣∣ σ(i) = τ(i)}.
Proof. If σ(i) = τ(i), then σ−1τ(i) = σ−1σ(i) = i. Otherwise, σ−1τ(i) 6= σ−1σ(i) = i.
Lemma 2.3. Let n ≥ 4, and i, j ∈ [n] with i 6= j. Then,
1.
∑
σ∈Sn
σ(i)=i, σ(j)=j
fix(σ) = 3(n− 2)!,
2.
∑
σ∈Sn
σ(i)=i, σ(j)6=j
fix(σ) = (2n− 5)(n− 2)!,
3.
∑
σ∈Sn
σ(i)=j, σ(j)=i
fix(σ) = (n− 2)!,
4
4.
∑
σ∈Sn
σ(i)=j, σ(j)6=i
fix(σ) = (n− 3)(n− 2)!.
Proof. 1.
∑
σ∈Sn
σ(i)=i, σ(j)=j
fix(σ) =
∑
σ∈Sn
σ(n−1)=n−1, σ(n)=n
fix(σ) = 2(n−2)!+
∑
σ∈Sn−2
fix(σ) = 3(n−2)!.
2. ∑
σ∈Sn
σ(i)=i, σ(j)6=j
fix(σ) =
∑
σ∈Sn
σ(n−1)6=n−1, σ(n)=n
fix(σ)
= (n− 2)(n− 2)! +
∑
σ∈Sn−1
σ(n−1)6=n−1
fix(σ)
= (n− 2)(n− 2)! + (n− 1)!−
∑
σ∈Sn−1
σ(n−1)=n−1
fix(σ)
= (2n− 3)(n− 2)!− (n− 2)!−
∑
σ∈Sn−2
fix(σ)
= (2n− 5)(n− 2)!.
3.
∑
σ∈Sn
σ(i)=j, σ(j)=i
fix(σ) =
∑
σ∈Sn
σ(n−1)=n, σ(n)=n−1
fix(σ) =
∑
σ∈Sn−2
fix(σ) = (n− 2)!.
4. For i ∈ [n− 2], we have
∑
σ∈Sn
σ(n)=i
fix(σ) =
∑
σ∈Sn
σ(n)=n−1
fix(σ) = x. Then,
∑
σ∈Sn
fix(σ) =
∑
σ∈Sn
σ(n)=n
fix(σ) + (n− 1)x with
∑
σ∈Sn
σ(n)=n
fix(σ) = 2(n− 1)!,
which gives x = (n− 2)(n− 2)!. Hence,∑
σ∈Sn
σ(i)=j, σ(j)6=i
fix(σ) =
∑
σ∈Sn
σ(n−1)6=n, σ(n)=n−1
fix(σ) = x−
∑
σ∈Sn
σ(n−1)=n, σ(n)=n−1
fix(σ) = (n− 3)(n− 2)!.
Lemma 2.4. Let n ≥ 4, and i, j, k ∈ [n] with i 6= j, j 6= k, k 6= i. Then,
1.
∑
σ∈Sn
σ(i)=k, σ(j)=j
fix(σ) = (2n− 5)(n− 3)!,
2.
∑
σ∈Sn
σ(i)=k, σ(j)6=j
fix(σ) = (n2 − 6n+ 9)(n− 3)!,
3.
∑
σ∈Sn
σ(i) 6=k, σ(j)=j
fix(σ) = (2n2 − 8n+ 9)(n− 3)!,
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4.
∑
σ∈Sn
σ(i)=j, σ(j)=k
fix(σ) = (n− 3)(n− 3)!,
5.
∑
σ∈Sn
σ(i)=j, σ(j)6=k
fix(σ) = (n2 − 5n+ 7)(n− 3)!,
6.
∑
σ∈Sn
σ(i) 6=j, σ(j)=k
fix(σ) = (n2 − 5n+ 7)(n− 3)!.
Proof. 1. We have
∑
σ∈Sn
σ(i)=k, σ(j)=j
fix(σ) =
∑
σ∈Sn
σ(n−1)=n−2, σ(n)=n
fix(σ) = (n−2)!+
∑
σ∈Sn−1
σ(n−1)=n−2
fix(σ).
From x in the proof 4. of Lemma 2.3, we get
∑
σ∈Sn−1
σ(n−1)=n−2
fix(σ) = (n − 3)(n − 3)!. Hence,
∑
σ∈Sn
σ(i)=k, σ(j)=j
fix(σ) = (n− 2)! + (n− 3)(n− 3)! = (2n− 5)(n− 3)!.
2. On one side,
∑
σ∈Sn
σ(j) 6=j
fix(σ) =
∑
l∈[n]\{j}
∑
σ∈Sn
σ(j)=l
fix(σ) = (n − 2)(n − 1)!. For l,m ∈ [n] \ {i, j},
we have
∑
σ∈Sn
σ(i)=l, σ(j)6=j
fix(σ) =
∑
σ∈Sn
σ(i)=m,σ(j)6=j
fix(σ) = y. On the other side,
∑
σ∈Sn
σ(j)6=j
fix(σ) =
∑
σ∈Sn
σ(i)=i, σ(j)6=j
fix(σ) +
∑
σ∈Sn
σ(i)=j
fix(σ) + (n− 2)y.
Hence, y = (n2 − 6n+ 9)(n− 3)!.
3. First
∑
σ∈Sn
σ(i) 6=k, σ(j)=j
fix(σ) =
∑
σ∈Sn
σ(n−1)6=n−2, σ(n)=n
fix(σ) =
∑
σ∈Sn−1
σ(n−1)6=n−2
fix(σ) + (n− 2)(n− 2)!.
As
∑
σ∈Sn−1
σ(n−1)6=n−2
fix(σ) = (n− 1)!−
∑
σ∈Sn−1
σ(n−1)=n−2
fix(σ) = (n2 − 4n+ 6)(n− 3)!, therefore
∑
σ∈Sn
σ(i)6=k, σ(j)=j
fix(σ) = (2n2 − 8n+ 9)(n− 3)!.
4. For l,m ∈ [n] \ {i, j}, we have
∑
σ∈Sn
σ(i)=j, σ(j)=l
fix(σ) =
∑
σ∈Sn
σ(i)=j, σ(j)=m
fix(σ) = z. Since
∑
σ∈Sn
σ(i)=j
fix(σ) =
∑
σ∈Sn
σ(i)=j, σ(j)=i
fix(σ) + (n− 2)z,
we get z = (n− 3)(n− 3)!.
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5. As
∑
σ∈Sn
σ(i)=j
fix(σ) =
∑
σ∈Sn
σ(i)=j, σ(j)6=k
fix(σ) +
∑
σ∈Sn
σ(i)=j, σ(j)=k
fix(σ), we deduce that
∑
σ∈Sn
σ(i)=j, σ(j)6=k
fix(σ) = (n2 − 5n+ 7)(n− 3)!.
6. As
∑
σ∈Sn
σ(j)=k
fix(σ) =
∑
σ∈Sn
σ(i)=j, σ(j)=k
fix(σ) +
∑
σ∈Sn
σ(i)6=j, σ(j)=k
fix(σ), we deduce that
∑
σ∈Sn
σ(i) 6=j, σ(j)=k
fix(σ) = (n2 − 5n+ 7)(n− 3)!.
Denote by ι the identity permutation of Sn.
Proposition 2.5. For n ≥ 4, and τ ∈ Sn, we have∑
σ∈Sn
fixz(σ)fixz(σ
−1τ) =
∑
σ∈Sn
fixz(σ)fixz(σ
−1)− n(n− 2)!(fixz(ι)− fixz(τ)).
Proof. Consider first τ ∈ Sn such that i, j ∈ Fix τ with i 6= j. From Lemma 2.2, it is clear
that ∑
σ∈Sn
σ(i),σ(j)/∈{i,j}
fix(σ)fix(σ−1τ) =
∑
σ∈Sn
σ(i),σ(j)/∈{i,j}
fix(σ)fix
(
σ−1τ(i j)
)
.
If σ(i) = i and σ(j) = j, then fix(σ−1τ) = fix
(
σ−1τ(i j)
)
+ 2, and∑
σ∈Sn
σ(i)=i, σ(j)=j
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(i j))) = 2 ∑
σ∈Sn
σ(i)=i, σ(j)=j
fix(σ) = 6(n− 2)!.
Similarly, using Lemma 2.3, we obtain the following three equalities:
∑
σ∈Sn
σ(i)=i, σ(j)6=j
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(i j))) = (2n− 5)(n− 2)!,
∑
σ∈Sn
σ(i)=j, σ(j)6=i
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(i j))) = (3− n)(n− 2)!,
∑
σ∈Sn
σ(i)=j, σ(j)=i
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(i j))) = −2(n− 2)!.
After adding the five previous equations, we get at the end∑
σ∈Sn
fix(σ)fix
(
σ−1τ(i j)
)
=
∑
σ∈Sn
fix(σ)fix(σ−1τ)− n(n− 2)!
(
fix(τ)− fix(τ(i j))). (1)
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Consider now τ ∈ Sn such that ik /∈ Fix τ , j ∈ Fix τ , and (i1 . . . ik) is a cycle of τ . We have∑
σ∈Sn
σ(ik),σ(j)/∈{i1,j}
fix(σ)fix(σ−1τ) =
∑
σ∈Sn
σ(ik),σ(j)/∈{i1,j}
fix(σ)fix
(
σ−1τ(ik j)
)
.
If σ(ik) = i1 and σ(j) = j, then fix(σ
−1τ) = fix
(
σ−1τ(ik j)
)
+ 2, and∑
σ∈Sn
σ(ik)=i1, σ(j)=j
(
fix(σ)fix(σ−1τ)−fix(σ)fix(σ−1τ(ik j))) = 2 ∑
σ∈Sn
σ(ik)=i1, σ(j)=j
fix(σ) = 2(2n−5)(n−3)!.
Similarly, using Lemma 2.4, we obtain the following five equalities:
∑
σ∈Sn
σ(ik)=i1, σ(j) 6=j
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(ik j))) = (n2 − 6n+ 9)(n− 3)!,
∑
σ∈Sn
σ(ik) 6=i1, σ(j)=j
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(ik j))) = (2n2 − 8n+ 9)(n− 3)!,
∑
σ∈Sn
σ(ik)=j, σ(j)6=i1
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(ik j))) = −(n2 − 5n+ 7)(n− 3)!,
∑
σ∈Sn
σ(ik)6=j, σ(j)=i1
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(ik j))) = −(n2 − 5n+ 7)(n− 3)!,
∑
σ∈Sn
σ(ik)=j, σ(j)=i1
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1τ(ik j))) = −2(n− 3)(n− 3)!.
After adding the seven previous equations, we get at the end∑
σ∈Sn
fix(σ)fix
(
σ−1τ(i j)
)
=
∑
σ∈Sn
fix(σ)fix(σ−1τ)− n(n− 2)!
(
fix(τ)− fix(τ(ik j))). (2)
For every τ ∈ Sn \ {ι}, there exists a sequence (i1 j1), . . . , (ik jk) of transpositions such that
τ =
→∏
l∈[k]
(il jl). Assume that τ0 = ι, and for m ∈ [k], set τm =
→∏
l∈[m]
(il jl). Those transpositions
can be chosen so that, for every l ∈ [k], either il, jl ∈ Fix τl−1 or il /∈ Fix τl−1, jl ∈ Fix τl−1.
Using Equation 1 and Equation 2, we get∑
σ∈Sn
(
fix(σ)fix(σ−1τ)− fix(σ)fix(σ−1)) = ∑
l∈[k]
∑
σ∈Sn
(
fix(σ)fix(σ−1τl)− fix(σ)fix(σ−1τl−1)
)
=
∑
l∈[k]
n(n− 2)!(fix(τl)− fix(τl−1))
= n(n− 2)!(fix(τ)− fix(ι)).
We obtain the result by replacing fix with fixz.
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Corollary 2.6. Let n ≥ 4, and t a variable. The minimal polynomial of F(n) is
t(t− n!z)(t− n(n− 2)!z).
Proof. Using Proposition 2.5, we obtain∑
σ∈Sn
fixz(σ)σ
( ∑
σ∈Sn
fixz(σ)σ − n(n− 2)!zι
)
=
∑
τ∈Sn
∑
σ∈Sn
fixz(σ)fixz(τ)στ − n(n− 2)!z
∑
τ∈Sn
fixz(τ)τ
=
∑
τ∈Sn
∑
σ∈Sn
fixz(σ)fixz(σ
−1τ)τ − n(n− 2)!z
∑
τ∈Sn
fixz(τ)τ
=
∑
τ∈Sn
( ∑
σ∈Sn
fixz(σ)fixz(σ
−1)− n(n− 2)!z(fixz(ι)− fixz(τ)))τ − n(n− 2)!z ∑
τ∈Sn
fixz(τ)τ
=
∑
τ∈Sn
( ∑
σ∈Sn
fixz(σ)fixz(σ
−1)− n(n− 2)!zfixz(ι)
)
τ
=
∑
σ∈Sn
Λσ
with Λ =
∑
σ∈Sn
fixz(σ)fixz(σ
−1)− n(n− 2)!zfixz(ι). Thus,
∑
σ∈Sn
fixz(σ)σ
( ∑
σ∈Sn
fixz(σ)σ − n(n− 2)!zι
)( ∑
σ∈Sn
fixz(σ)σ − n!zι
)
= Λ
∑
σ∈Sn
σ
( ∑
σ∈Sn
fixz(σ)σ − n!zι
)
= Λ
( ∑
τ∈Sn
∑
σ∈Sn
fixz(τ)στ − n!z
∑
τ∈Sn
τ
)
= Λ
( ∑
τ∈Sn
∑
σ∈Sn
fixz(σ
−1τ)τ − n!z
∑
τ∈Sn
τ
)
= Λ
( ∑
τ∈Sn
n!zτ − n!z
∑
τ∈Sn
τ
)
= 0.
Hence, the minimal polynomial of F(n) divides t(t − n!z)(t − n(n − 2)!z). Furthermore,
as
∑
σ∈Sn
fixz(σ)σ
( ∑
σ∈Sn
fixz(σ)σ − n!zι
)
=
∑
τ∈Sn
( ∑
σ∈Sn
fixz(σ)fixz(σ
−1) − n(n − 2)!fixz(ι) −
n(n − 2)(n − 2)!fixz(τ)
)
τ 6= 0 and
( ∑
σ∈Sn
fixz(σ)σ − n(n − 2)!zι
)( ∑
σ∈Sn
fixz(σ)σ − n!zι
)
=∑
τ∈Sn
( ∑
σ∈Sn
fixz(σ)fixz(σ
−1)−n(n−2)!fixz(ι)−n!fixz(τ)
)
τ+n(n−2)!n!ι 6= 0, then the minimal
polynomial of F(n) divides neither t(t− n!z) nor (t− n!z)(t− n(n− 2)!z).
We finally need the following lemma for the proof of Theorem 1.3.
Lemma 2.7. Let n ≥ 4, and p(z) ∈ R[z] \ {0}. Then, the regular representation Jn,p(z) of∑
σ∈Sn
p(z)σ ∈ R[z][Sn] is diagonalizable, and
Sp(Jn,p(z)) =
{
n!p(z), 0
}
with mJn,p(z)
(
n!p(z)
)
= 1, mJn,p(z)(0) = n!− 1.
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Proof. The eigenspace of Jn,p(z) associated to the eigenvalue n!p(z) is
〈 ∑
σ∈Sn
σ
〉
, and that
associated to 0 is 〈ι− σ〉σ∈Sn\{ι}.
Let In be the identity matrix of size n. Moreover, denote diagM the diagonalized matrix of a
square matrix M. We can now proceed to the proof of Theorem 1.3.
Proof. From Corollary 2.6, we know that F(n) is diagonalizable, and
Sp
(
F(n)
)
=
{
n!z, n(n− 2)!z, 0}.
We deduce that Xn = F(n)− n(n− 2)!zIn! is a also diagonalizable, and
Sp(Xn) =
{
n(n− 2)(n− 2)!z, −n(n− 2)!z, 0} with
• mXn
(
n(n− 2)(n− 2)!z) = mF(n)(n!z),
• mXn
(− n(n− 2)!z) = mF(n)(0),
• mXn(0) = mF(n)
(
n(n− 2)!z).
Using the first calculation in the proof of Corollary 2.6 and Lemma 2.7, we have on one side
diag F(n)Xn = ΛI1 ⊕ 0In!−1.
On the other side, as F(n) and Xn are simultaneously, then
diag F(n)Xn = diag F(n)× diagXn
= n!zImF(n)(n!z) ⊕ n(n− 2)!zImF(n)(n(n−2)!z) ⊕ 0ImF(n)(0)
× n(n− 2)(n− 2)!zImF(n)(n!z) ⊕ 0ImF(n)(n(n−2)!z) ⊕−n(n− 2)!zImF(n)(0)
= n(n− 2)(n− 2)!n!z2ImF(n)(n!z) ⊕ 0ImF(n)(n(n−2)!z) ⊕ 0ImF(n)(0).
We deduce after comparison that mF(n)(n!z) = 1.
As trF(n) = nn!z, thus
n!zmF(n)(n!z) + n(n− 2)!zmF(n)
(
n(n− 2)!z)+ 0 mF(n)(0) = nn!z,
and mF(n)
(
n(n− 2)!z) = (n− 1)2.
Finally, since F(n) is a n!× n!-matrix, then
mF(n)(n!z) + mF(n)
(
n(n− 2)!z)+ mF(n)(0) = n!,
and mF(n)(0) = n!− (n− 1)2 − 1.
Remark that Λ = n(n− 2)(n− 2)!n!z2 implies
∑
σ∈Sn
fix(σ)2 = n2(n− 2)!((n− 2)(n− 1)! + 1).
10
3 Commutativity of iy(n) with fz(n)
We prove Proposition 1.4 in this section. Denote by Par(n) the set formed by the partitions
of the positive integer n. For λ ∈ Par(n), let Sλn be the conjugacy class of Sn associated to
the partition λ.
Lemma 3.1. Let n ≥ 4, and τ ∈ Sn. For every λ ∈ Par(n), we have∑
σ∈Sλn
invy(τσ) =
∑
σ∈Sλn
invy(στ).
Proof. For every σ1 ∈ Sλn, there exists a unique σ2 ∈ Sλn such that τσ1 = σ2τ .
Lemma 3.2. Let n ≥ 4, and τ ∈ Sn. Then,∑
σ∈Sn
invy(σ)fixz(σ
−1τ) =
∑
σ∈Sn
fixz(σ)invy(σ
−1τ).
Proof. We have ∑
σ∈Sn
invy(σ)fixz(σ
−1τ) =
∑
σ∈Sn
fixz(σ
−1τ)invy(σ)
=
∑
σ∈Sn
fixz(σ
−1)invy(τσ)
=
∑
σ∈Sn
fixz(σ)invy(τσ
−1)
For every λ ∈ Par(n), fixz is constant in Sλn. Denoting that value by fixλz , and using
Lemma 3.1, we obtain∑
σ∈Sn
fixz(σ)invy(τσ
−1) =
∑
λ∈Par(n)
∑
σ∈Sλn
fixz(σ)invy(τσ
−1)
=
∑
λ∈Par(n)
fixλz
∑
σ∈Sλn
invy(τσ
−1)
=
∑
λ∈Par(n)
fixλz
∑
σ∈Sλn
invy(σ
−1τ)
=
∑
σ∈Sn
fixz(σ)invy(σ
−1τ).
We can now proceed to the proof of Proposition 1.4.
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Proof. Using Lemma 3.2, we get
iy(n)fz(n) =
∑
τ∈Sn
∑
σ∈Sn
invy(σ)fixz(τ)στ
=
∑
τ∈Sn
∑
σ∈Sn
invy(σ)fixz(σ
−1τ)τ
=
∑
τ∈Sn
∑
σ∈Sn
fixz(σ)invy(σ
−1τ)τ
=
∑
τ∈Sn
∑
σ∈Sn
fixz(σ)invy(τ)στ
= fz(n)iy(n).
4 Diagonalization of XS(n−1,1)
(
iy(n) + fz(n)
)
We prove Theorem 1.5 in this section. We first compute diagXS(n−1,1)
(
fz(n)
)
, and then
diagXS(n−1,1)
(
iy(n)
)
. The result follows from Proposition 1.4. Recall that {1 − i}i∈[n]\{1} is
a basis of the Specht module S(n−1,1).
Proposition 4.1. For n ≥ 4, XS(n−1,1)
(
fz(n)
)
= n(n− 2)!zIn−1.
Proof. Let i, j ∈ [n] \ {1} with i 6= j. Using Lemma 2.3, we obtain
[1− i]fz(n)(1− i) =
∑
σ∈Sn
σ(1)=1, σ(i)=i
fixz(σ)−
∑
σ∈Sn
σ(1)=i, σ(i)=1
fixz(σ) +
∑
σ∈Sn
σ(1)6=1, σ(i)=i
fixz(σ)−
∑
σ∈Sn
σ(1)=i, σ(i) 6=1
fixz(σ)
= 3(n− 2)!z − (n− 2)!z + (2n− 5)(n− 2)!z − (n− 3)(n− 2)!z
= n(n− 2)!z.
Using Lemma 2.4, we obtain
[1− j]fz(n)(1− i) =
∑
σ∈Sn
σ(1)=1, σ(i)=j
fixz(σ)−
∑
σ∈Sn
σ(1)=j, σ(i)=1
fixz(σ) +
∑
σ∈Sn
σ(1)6=1, σ(i)=j
fixz(σ)−
∑
σ∈Sn
σ(1)=j, σ(i)6=1
fixz(σ)
= (2n− 5)(n− 3)!z − (n− 3)(n− 3)!z + (n2 − 6n+ 9)(n− 3)!z − (n2 − 5n+ 7)(n− 3)!z
= 0.
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Lemma 4.2. Let n ≥ 4, and i, j ∈ [n] \ {1}. Then,
1.
∑
σ∈Sn
σ(1)=1, σ(i)=j
invy(σ) = (n− j)(n− 3)!
∑
l∈[i−1]\{1}
yl,i + (j − 2)(n− 3)!
∑
m∈[n]\[i]
yi,m
+
(n− 2)!
2
∑
l,m∈[n]\{1,i}
yl,m,
2.
∑
σ∈Sn
σ(1)=j, σ(i)=1
invy(σ) = (n− 2)!y1,i + (j − 2)(n− 3)!
∑
m∈[n]\{1,i}
y1,m
+(n− 2)(n− 3)!
∑
l∈[i−1]\{1}
yl,i +
(n− 2)!
2
∑
l,m∈[n]\{1,i}
yl,m,
3.
∑
σ∈Sn
σ(1)6=1, σ(i)=j
invy(σ) = (n− j)(n− 2)!y1,i +
(
n− 1
2
)
(n− 3)!
∑
m∈[n]\{1,i}
y1,m
+
(
(j − 1)(n− 4) + j)(n− 3)! ∑
m∈[n]\[i]
yi,m
+(n− j)(n− 3)(n− 3)!
∑
l∈[i−1]\{1}
yl,i +
n− 2
2
(n− 2)!
∑
l,m∈[n]\{1,i}
yl,m,
4.
∑
σ∈Sn
σ(1)=j, σ(i) 6=1
invy(σ) = (j − 2)(n− 2)!y1,i +
(
(j − 1)(n− 4) + j)(n− 3)! ∑
m∈[n]\{1,i}
y1,m
+
(
n− 2
2
)
(n− 3)!
∑
l∈[i−1]\{1}
yl,i +
(
n− 1
2
)
(n− 3)!
∑
m∈[n]\[i]
yi,m
+
n− 2
2
(n− 2)!
∑
l,m∈[n]\{1,i}
yl,m.
Proof. 1. For l,m ∈ [n] \ {1, i},
[yl,m]
∑
σ∈Sn
σ(1)=1, σ(i)=j
invy(σ) = #
{
σ ∈ Sn
∣∣ σ(1) = 1, σ(i) = j, σ(l) < σ(m)} = (n− 2)!
2
.
For l ∈ [i− 1] \ {1},
[yl,i]
∑
σ∈Sn
σ(1)=1, σ(i)=j
invy(σ) = #
{
σ ∈ Sn
∣∣ σ(1) = 1, σ(i) = j, σ(l) > j} = (n− j)(n− 3)!.
For m ∈ [n] \ [i],
[yi,m]
∑
σ∈Sn
σ(1)=1, σ(i)=j
invy(σ) = #
{
σ ∈ Sn
∣∣ σ(1) = 1, σ(i) = j, j > σ(m)} = (j − 2)(n− 3)!.
2. Like in 1., but we use #
{
σ ∈ Sn
∣∣ σ(1) = j, σ(i) = 1} = (n− 2)!,
for m ∈ [n] \ {1, i}, #{σ ∈ Sn ∣∣ σ(1) = j, σ(i) = 1, j > σ(m)} = (j − 2)(n− 3)!,
for l ∈ [i] \ {1}, #{σ ∈ Sn ∣∣ σ(1) = j, σ(i) = 1, σ(l) > 1} = (n− 2)(n− 3)!.
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3. Like in 1., but we use #
{
σ ∈ Sn
∣∣ σ(1) 6= 1, σ(i) = j, σ(1) > j} = (n− j)(n− 2)!,
for m ∈ [n] \ {1, i}, #{σ ∈ Sn ∣∣ σ(1) 6= 1, σ(i) = j, σ(1) > σ(m)} = (n− 1
2
)
(n− 3)!,
for l ∈ [i− 1] \ {1}, #{σ ∈ Sn ∣∣ σ(1) 6= 1, σ(i) = j, σ(l) > j} = (n− j)(n− 3)(n− 3)!,
for m ∈ [n] \ [i], #{σ ∈ Sn ∣∣ σ(1) 6= 1, σ(i) = j, j > σ(m)} = ((j − 1)(n− 4) + j)(n− 3)!,
for l,m ∈ [n] \ {1, i}, #{σ ∈ Sn ∣∣ σ(1) 6= 1, σ(i) = j, σ(l) > σ(m)} = n− 2
2
(n− 2)!.
4. Like in 1., but we use #
{
σ ∈ Sn
∣∣ σ(1) = j, σ(i) 6= 1, j > σ(i)} = (j − 2)(n− 2)!,
for m ∈ [n] \ {1, i}, #{σ ∈ Sn ∣∣ σ(1) = j, σ(i) 6= 1, j > σ(m)} = ((j − 1)(n− 4) + j)(n− 3)!,
for l ∈ [i− 1] \ {1}, #{σ ∈ Sn ∣∣ σ(1) = j, σ(i) 6= 1, σ(l) > σ(i)} = (n− 2
2
)
(n− 3)!,
for m ∈ [n] \ [i], #{σ ∈ Sn ∣∣ σ(1) = j, σ(i) 6= 1, σ(i) > σ(m)} = (n− 1
2
)
(n− 3)!.
Lemma 4.3. Let n ≥ 2, λ1, . . . , λn ∈ R, and x1, . . . , xn ∈ R[y1,2, . . . , yn,n−1] such that x1 6= 0.
Consider the matrix X = (λixj)i,j∈[n]. Then,
Sp(X) =
{∑
i∈[n]
λixi, 0
}
with mX
(∑
i∈[n]
λixi
)
= 1, mX(0) = n− 1.
Proof. Let {ei}i∈[n] be the n-dimensional standard basis. The eigenspace of X associated
to the eigenvalue 0 is 〈xie1 − x1ei〉i∈[n]\{1}. We deduce that mX(0) = n − 1. Hence, the
characteristic polynomial of X is tn−1(t− trX).
Lemma 4.4. For n ≥ 4, define
g :=
∑
i∈[n]\{1}
n− 2i+ 1
2
(n−2)!
(
2y1,i+
∑
m∈[n]\{1,i}
y1,m+
∑
l∈[i−1]\{1}
yl,i−
∑
m∈[n]\[i]
yi,m
)
∈ R[y1,2, . . . , yn,n−1].
Then, g = −(n− 2)!
∑
(i,j)∈[n]2
i<j
(j − i)yi,j.
Proof. For i ∈ [n] \ {1}, we have
[y1,i]g =
(
n− 2i+ 1 +
∑
j∈[n]\{1,i}
n− 2j + 1
2
)
(n− 2)!
=
(
1− i+
∑
j∈[n]
n− 2j + 1
2
)
(n− 2)!
= −(n− 2)!(i− 1).
For i, j ∈ [n] \ {1} with i < j, we have
[yi,j ]g =
n− 2i+ 1
2
(n− 2)!− n− 2j + 1
2
(n− 2)! = −(n− 2)!(j − i).
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Proposition 4.5. For n ≥ 4, XS(n−1,1)
(
iy(n)
)
is diagonalizable, and
Sp
(
XS(n−1,1)
(
iy(n)
))
=
{− (n− 2)! ∑
(i,j)∈[n]2
i<j
(j − i)yi,j , 0
}
• with m
X
S(n−1,1)
(
iy(n)
)(− (n− 2)! ∑
(i,j)∈[n]2
i<j
(j − i)yi,j
)
= 1,
• and m
X
S(n−1,1)
(
iy(n)
)(0) = n− 2.
Proof. Using Lemma 4.2 and Lemma 4.4, we obtain
[1− j]iz(n)(1− i) =
∑
σ∈Sn
σ(1)=1, σ(i)=j
invy(σ)−
∑
σ∈Sn
σ(1)=j, σ(i)=1
invy(σ) +
∑
σ∈Sn
σ(1)6=1, σ(i)=j
invy(σ)−
∑
σ∈Sn
σ(1)=j, σ(i)6=1
invy(σ)
=
n− 2j + 1
2
(n− 2)!
(
2y1,i +
∑
m∈[n]\{1,i}
y1,m +
∑
l∈[i−1]\{1}
yl,i −
∑
m∈[n]\[i]
yi,m
)
= −(n− 2)!
∑
(i,j)∈[n]2
i<j
(j − i)yi,j .
Observe that the form ofXS(n−1,1)
(
iy(n)
)
is similar to that in Lemma 4.3. Thus, Sp
(
XS(n−1,1)
(
iy(n)
))
is composed of −(n − 2)!
∑
(i,j)∈[n]2
i<j
(j − i)yi,j and 0 whose multiplicities are respectively 1 and
n − 2. Finally, since the regular representation of iy(n) is diagonalizable [9, Theorem 1.4],
then XS(n−1,1)
(
iy(n)
)
is diagonalizable.
We can now proceed to the proof of Theorem 1.5.
Proof. From Proposition 1.4, Proposition 2.5, and Proposition 4.5, we deduce that
diagXS(n−1,1)
(
iy(n) + fz(n)
)
= diagXS(n−1,1)
(
iy(n)
)
+ diagXS(n−1,1)
(
fz(n)
)
= −(n− 2)!
∑
(i,j)∈[n]2
i<j
(j − i)yi,j I1 ⊕ 0In−2 + n(n− 2)!zIn−1
= (n− 2)!(nz − ∑
(i,j)∈[n]2
i<j
(j − i)yi,j
)
I1 + n(n− 2)!zIn−2.
5 Proof of Theorem 1.1
Define I(n) :=XR[y1,2,...,yn,n−1,z][Sn]
(
iy(n)
)
. Using Theorem 1.3, Proposition 1.4, and [9, The-
orem 1.4], we deduce that F(n) + I(n) is diagonalizable, and
diag
(
F(n) + I(n)
)
= diag F(n) + diag I(n).
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From the multinomial version of the theorem of Perron-Frobenius [9, Proposition 2.1], we
know that
n!
2
∑
(i,j)∈[n]2
i<j
yi,j + n!z ∈ Sp
(
I(n) + F(n)
)
with mI(n)+F(n)
(n!
2
∑
(i,j)∈[n]2
i<j
yi,j + n!z
)
= 1.
Let Sλ be the Specht module of degree dλ associated to λ ∈ Par(n). The theorem of Maschke
allows to state that
XR[y1,2,...,yn,n−1,z][Sn]
(
F(n) + I(n)
)
=
⊕
λ∈Par(n)
dλ︷ ︸︸ ︷
XSλ
(
F(n) + I(n)
)⊕ · · · ⊕XSλ(F(n) + I(n)) .
Combining that with Theorem 1.5, and comparing with mF(n)
(
n(n − 2)!z) = (n − 1)2 and
mI(n)
(
− (n− 2)!∑(i,j)∈[n]2
i<j
(j − i)yi,j
)
= n− 1, we deduce that
(n− 2)!(nz − ∑
(i,j)∈[n]2
i<j
(j − i)yi,j
)
, n(n− 2)!z ∈ Sp(I(n) + F(n)) with
mI(n)+F(n)
(
(n− 2)!(nz − ∑
(i,j)∈[n]2
i<j
(j − i)yi,j
))
= n− 1 and mI(n)+F(n)
(
n(n− 2)!z) = (n− 2)(n− 1).
We deduce from Theorem 1.3 and [9, Theorem 1.4] that −(n− 3)!∑(i,j)∈[n]2
i<j
(
n− 2(j− i))yi,j
and 0 are finally the last eigenvalues of I(n) + F(n), and their multiplicities are
mI(n)+F(n)
(
−(n−3)!
∑
(i,j)∈[n]2
i<j
(
n−2(j−i))yi,j) = (n− 1
2
)
and mI(n)+F(n)(0) = n!−
n
2
(3n−7)−3.
We conclude this article by observing that one obtains DIF(n) from I(n) + F(n) by replacing
yi,i+1 with xi + yi,i+1 for every i ∈ [n− 1].

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