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a b s t r a c t
The discovery of the Higgs boson has opened a new avenue for exploring physics beyond
the Standard Model. In this review, we discuss cosmological aspects of the simplest Higgs
couplings to the hidden sector, known as the Higgs portal. We focus on implications of
such couplings for inflation, vacuum stability and dark matter, with the latter including
both the traditional weakly interacting massive particles as well as feebly interacting
scalars. The cosmological impact of the Higgs portal can be important even for tiny
values of the couplings.
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The Standard Model (SM) of particle physics provides us with a successful and precise framework to describe
icroscopic processes at particle accelerators. It was made complete with the discovery of the Higgs boson in 2012 [1,2]
redicted by Brout and Englert [3], Higgs [4], and Guralnik, Hagen and Kibble [5]. Even though the Standard Model is
xceptionally successful, it leaves a number of important questions unanswered. Among them, some are of cosmological
ature. These include the origin of dark matter (DM), inflation as well as matter–antimatter asymmetry. Addressing these
undamental questions requires physics beyond the Standard Model in some form.
The discovery of the Higgs boson has opened an important avenue for exploring physics beyond the Standard Model.
ts current mass stands at [6]
mh0 = 125.10± 0.14 GeV (1)
and its properties appear to match the corresponding SM predictions within the experimental uncertainties. Nevertheless,
this does not preclude the Higgs boson from having additional interactions with fields beyond the SM. These can belong
to the ‘‘hidden sector’’ in the sense that they have no SM quantum numbers and thus escape detection. Such fields can,
however, have an important cosmological role: they can drive inflation or constitute dark matter.
In fact, on general grounds, one expects couplings between the Higgs field H and the hidden sector scalars in quantum
field theory (QFT). One of the special features of the Higgs field in the Standard Model is that
O2 = H†H (2)
is the only Lorentz and gauge invariant operator of dimension 2. Therefore, given a scalar φ, the coupling H†Hφ2 or
†Hφ†φ, if the scalar transforms under some symmetry, is renormalizable and consistent with all the symmetries. As2







uch, it must be included in the Lagrangian, although not much can be said of the coupling strength. In much of the
resent review, we will consider the simplest possibility that the scalar φ is real and has no quantum numbers. In this




λφhH†H φ2 + σφhH†H φ . (3)
φ can play the role of an inflaton, in which case this interaction has important implications for inflation, reheating and
vacuum stability. If the system is endowed with a Z2 symmetry, φ → −φ, the trilinear term is forbidden and the scalar
becomes a viable dark matter candidate. Depending on the coupling, it can be a traditional weakly interacting massive
particle (WIMP) or constitute feebly interacting dark matter. We will also consider the possibility that φ is a multiplet
transforming under some hidden sector symmetry and plays the role of a messenger between the observable and dark
sectors.
The Higgs coupling to the hidden sector scalar was first considered by Silveira and Zee in the context of dark matter
in Ref. [7], and as an auxiliary tool in Ref. [8]. Such a coupling can also induce a Higgs–singlet mixing leading to specific
signatures at the Large Hadron Collider (LHC) [9]. Renewed interest in this framework was triggered by Patt and Wilczek’s
paper [10], where the phrase ‘‘Higgs portal’’ was coined. The common definition of the Higgs portal, also adopted in this
review, is the coupling of the Higgs bilinear O2 to fields neutral under the SM symmetries, a prime example of which is
given by Eq. (3).
In what follows, we review, at times complicated, physics of simple Higgs portal couplings, focussing on their
cosmological implications.
2. Generalities
In this review, we focus on renormalizable interactions between the Higgs field and the hidden sector. On general
grounds, these are expected to be present in QFT. In addition, we take into account non-minimal scalar couplings to
gravity [11]. Although these are effectively higher dimensional operators, the couplings are dimensionless and their
presence can be motivated by scale invariance of the theory at large field values [12]. Furthermore, their impact is
important in the Early Universe, when the space–time curvature is significant [13–15].
Consider the system of the Higgs field and a real scalar φ. The scalar may, for example, be an inflaton. The action that












µφ + (DµH)†DµH − V (φ,H)
)
. (4)










in which the potential takes the form



























+ b1φ . (6)




+ ξhh2. The linear term can be eliminated by field redefinition. Then, the constant term can be identified
ith the Planck mass squared, as long as the vacuum average of ξφφ2 + ξhh2 can be neglected. Therefore, we may take




In the presence of odd in φ terms in the potential, the φR̂ coupling is still generated at loop level. However, if the above
form is enforced at the high scale, say the Planck scale, the resulting coupling at the inflationary scale is suppressed by
a loop factor as well as by the dimensionful couplings σφh, bi which we assume to be far below the Planck scale. On the
other hand, at late stages of the Universe evolution, the impact of the non-minimal couplings to gravity is negligible so
they can be dropped altogether. Thus, it is sufficient for our purposes to adhere to Ω of the form (7).1
It is important to remember that the unitary gauge is singular at ⟨h⟩ = 0, and all 4 Higgs degrees of freedom have
to be considered in this case. Equivalently, at energies far above ⟨h⟩, effects of the longitudinal components of W and Z
must be taken into account. In loop computations, it is necessary to include the Goldstone contributions, which are made
obscure by the unitary gauge.
One rather general consequence of the potential (6) is that a Higgs–inflaton mixing is expected [16]. This is due to
the presence of the trilinear φh2 term coupled with the fact that the Higgs develops a non-zero VEV. The φh2 interaction
itself is also quite generic: if the inflaton decays into SM fields, as assumed in most models of reheating, this coupling is
generated radiatively [18]. The effects of the Higgs–inflaton mixing may be too small to be observed depending on the
1 Some effects of the linear in φ coupling were explored in [17].3




















ize of the model-dependent mixing angle. Having said that, even a small mixing can have a major impact on vacuum
tability by increasing the Higgs self-coupling.
In what follows, we will discuss the most important properties of the system.
.1. Renormalization group evolution
The couplings that appear in the above Lagrangian enter observables which are associated with vastly different energy
cales. It is therefore necessary to take the scale dependence of the couplings into account. For our purposes, it suffices
o use the leading log corrections encoded in the 1-loop renormalization group (RG) equations.











2g4 + (g2 + g ′2)2
)
+ (12y2t − 9g
2







= 4λ2φh + 12λhλφh −
3
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= ci g3i with (c1, c2, c3) = (41/6,−19/6,−7) ,
here t = lnµ with µ being the RG energy scale, gi = (g ′, g, g3) denote the gauge couplings and yt is the top quark
ukawa coupling. The standard input values of the couplings at the top quark mass scale Mt are g(Mt ) = 0.64, g ′(Mt ) =
0.35, g3(Mt ) = 1.16 and yt (Mt ) = 0.93, although yt is subject to tangible uncertainties. As emphasized above, the RG
running includes the Goldstone contributions as well.
The non-minimal couplings to gravity also receive significant leading log corrections. Such couplings are generated
even if their tree level values are zero, while in the conformal limit ξi = −1/6 they remain scale-invariant. The 1-loop










12λh + 6y2t −
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These corrections do not include gravitons in the loop, so their computation parallels that for the scalar couplings. For
example, one notices the same combination of the SM couplings that contributes to the beta functions of λφh and ξh.
The above results are valid at low scalar background values, ξφφ2 + ξhh2 ≪ M2Pl. If this is not the case, the scalar
ropagators get modified by the curvature term and the RG equations receive corrections. However, connecting the small
nd large field regimes can be challenging due to the unitarity issues to be discussed in Section 3.3, hence we focus in
his section on the former.
The effect of the running can be crucial. A widely appreciated example is provided by the Higgs self-interaction: the
G running can turn the coupling negative indicating vacuum metastability. Analogous corrections to other couplings can
lso play an important role. For example, the Higgs portal coupling λφh generates the inflaton self-coupling λφ at one
oop, so the latter cannot be too small, at least in a substantial interval of energy scales.
On the other hand, for many applications in this review, what is relevant is the coupling value at a particular scale.
or instance, the non-minimal couplings to gravity are important during inflation or preheating, but not at low energies.
nless specified otherwise, in what follows, the couplings are to be understood as the running couplings evaluated at the
cale of the considered process.
.2. Radiative generation of the Higgs–inflaton couplings
The Higgs–inflaton interactions are expected on general grounds in QFT. Specifically, Lorentz and gauge invariant
nteractions of dimension 4 or lower must be included in a renormalizable theory, and the Higgs–portal couplings belong
2 Note a different convention for λ and σ in [16].φh φh
4



















Fig. 1. Higgs–inflaton couplings and inflaton self-interaction generated via the right-handed neutrinos [18]. (Other diagrams with the same topology
are not shown).
to this class (unless additional symmetries are imposed on the inflaton sector). In cosmology, there is a further argument
in favor of these couplings [18]. The inflaton energy must be transferred to the SM sector at the end of inflation due to the
process known as reheating. In most models of reheating, the transfer is accomplished at least partly via inflaton decay
into SM matter. This implies a linear inflaton coupling to some SM fields or other fields that couple to the SM. Loop effects
then induce a coupling between the Higgs and the inflaton. Typically, such loop corrections are divergent and require the
corresponding counterterms. This means that the Higgs–inflaton couplings are a priori arbitrary parameters and cannot
e ignored.
To illustrate this point, let us set the tree level Higgs–inflaton couplings to zero and consider a set-up in which reheating
ccurs due to the inflaton coupling to heavy right-handed Majorana neutrinos νR. The neutrinos produced in inflaton decay





φ νRνR + yν l̄L ·H∗ νR +
M
2
νRνR + h.c. , (10)
here lL is the lepton doublet and M is taken to be real for simplicity. At 1 loop, this Lagrangian generates various scalar
ouplings, including Higgs–inflaton interactions (Fig. 1). Such corrections are divergent and require a renormalization
























he latter is important since it sets an upper bound on λν , depending on the model of inflation. The radiative contribution
to the inflaton potential should not spoil its flatness. For example, for chaotic φ2-inflation, one requires m2φφ
2/2 ≫
λφφ
4/4 during the last 60 e-folds. This results in λν < 10−3. Assuming M < 1013 GeV and yν < 0.6 as required
by the bound on the neutrino masses in seesaw models, one finds λφh ≲ 10−7 and σφh ≲ 10−4M . These results are model-
dependent and in other models such as Higgs-like inflation the couplings are allowed to be much larger. The radiative
corrections control the natural size of the couplings so that their smaller values would require cancellations and thus
finetuning.





φ q̄L ·H∗ tR , O2 =
1
Λ2
φ GµνGµν , (13)
here Λ1,2 are some scales, Gµν is the gluon field strength and qL, tR are the third generation quarks. Closing the quarks or
luons in the loops, one finds Higgs–inflaton couplings of the size similar to that obtained above and analogous conclusions
pply [18].
Even small Higgs–inflaton couplings can have a significant impact on the Early Universe physics. In particular, these
erms affect stability of the Higgs potential when the inflaton field takes on large values. Furthermore, non-perturbative
iggs production during preheating is efficient even for tiny couplings, e.g. λφh < 10−8. It is therefore necessary to account
or the Higgs–inflaton interactions in a realistic setting.
.3. Z2 symmetric scalar potential
The vacuum structure in the most general Higgs–inflaton system is rather complicated [20]. A useful simpler limit to
onsider is the Z symmetric scalar potential, that is, the potential invariant under φ → −φ. Although this eliminates2
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ome of the couplings which can be important for reheating, it provides a helpful perspective on the Higgs–inflaton mixing
nd applies more generally to a singlet extended Standard Model. A special case of this potential with no dimensionful
arameters is relevant to the conformal extension of the Standard Model [21–23].
Consider the Z2 symmetric potential





















enoting the vacuum expectation values
⟨h⟩ ≡ v , ⟨φ⟩ ≡ w, (15)
ne finds the following classification of the minima [24]:
v ̸= 0, w ̸= 0 : λφhm2φ − 2λφm
2




φ > 0 ,
v ̸= 0, w = 0 : λφhm2φ − 2λφm
2
h < 0 , m
2
h < 0 ,
v = 0, w ̸= 0 : λφhm2φ − 2λφm
2
h < 0 , m
2
φ < 0 ,
v = 0, w = 0 : m2h > 0 , m
2
φ > 0 . (16)
hese conditions are mutually exclusive such that there is only one local minimum at tree level (barring the reflected
inimum φ → −φ).3 If w = 0, there is no Higgs–inflaton mixing and the system is straightforward to analyze. Let us



















ts eigenvalues are positive if
λh, λφ > 0 , 4λhλφ − λ2φh > 0 . (19)





cos θ sin θ
− sin θ cos θ
)
(20)

















n our convention, sign(m22 −m
2
1) = sign(cos 2θ ) sign(λφw
2
− λhv






(h− v) cos θ − (φ − w) sin θ
(φ − w) cos θ + (h− v) sin θ
)
. (23)
Finally, it is important to note that the leading log corrections can be included by using the running couplings evaluated
t the relevant scale. These are particularly significant for the conditions imposed at large field values, when the logarithms
re large. Such corrections are relevant to the asymptotic behavior of the potential, especially in regard to vacuum stability.
learly, the quartic couplings must be positive (semidefinite) for the potential to be bounded from below, while the



















hus, for λφh > 0 there is no extra constraint, whereas at negative λφh there exists a run-away direction unless
λφh| < 2
√
λhλφ . As a result, one finds the following constraints on the running couplings




λφh(µ)2 > 0 , (25)
3 The couplings are assumed to satisfy the ‘‘positivity’’ constraints (19).6























here µ is some large energy scale such as the Planck scale. To avoid deep minima at other scales, one imposes this
ondition for all µ≫ v, w. Note, however, that the above constraint may be too restrictive: our vacuum can be metastable
nd one can still have a well defined theory at small field values. In particular, λh(MPl) < 0 does not pose any fundamental
roblems although certain cosmological issues do arise.
.3.1. Some phenomenological implications
For phenomenological applications, it is often convenient to analyze the model in terms of the set (m21,m
2
2, sin θ, v, λφh)

























hese are useful for analyzing perturbativity and stability of the model. The most important couplings of the mass
igenstates to the SM matter are
L ⊃
h1 cos θ + h2 sin θ
v




ompared to the SM Higgs boson partial decay widths, these for the h1 and h2 scalars are universally suppressed by cos2 θ
nd sin2 θ , respectively. The trilinear couplings between h1 and h2 are also important since they can lead to the decays




v sin θ h21h2 −
κ221
2






























n the kinematically allowed regime, the decay widths are given by


















The model is subject to a range of constraints from various particle experiments. Both h1 and h2 behave as Higgs-like
articles, and h1 is identified with the scalar observed at the LHC, given that cos θ is close to one. This, together with the
correct electroweak symmetry breaking requires
m1 = 125 GeV , v = 246 GeV , (31)
hich leaves only three free parameters in the model: m2, sin θ and λφh. A comprehensive analysis of the relevant
onstraints is presented in [25] and here we only outline the most important bounds.
Combined measurements of the Higgs couplings [26], encapsulated in the ‘‘signal strength’’ µ > 0.92 (ATLAS) [27] and
> 0.90 (CMS) [28], impose an upper bound on the mixing angle:
|sin θ | ≲ 0.3 (32)
t the 2σ level. This bound is independent of m2, while if h2 is light, it is superseded by other constraints. The LEP Higgs
earches require |sin θ | ≲ 0.1 − 0.2 for m2 < 90 GeV, whereas B-physics imposes a strong bound |sin θ | ≲ 10−2 − 10−3
or m2 < 5 GeV. If h2 is very heavy, the constraints are also strong: the electroweak precision measurements set an upper
ound on |sin θ | that scales as
|sin θ | ≲ 0.3/
√
1+ ln(m2/TeV) , (33)
ith m2 ≳ 1 TeV. This behavior may appear counterintuitive: the constraint gets stronger for larger m2. It is nevertheless
easily understandable since the Higgs contribution to the gauge boson propagators gets reduced by cos2 θ , so h2 should be
light enough to make up the deficit. The scaling then follows from the corresponding bound on the S, T Peskin–Takeuchi7






















ariables [29].4 We conclude that, unless h2 is too heavy or too light, a significant Higgs–inflaton mixing up to |sin θ | ≃ 0.3
is allowed by experiment [25].
Some parameter space of the model can further be probed at the LHC [30]. The general predictions are (i) a universal
reduction of the SM couplings of h1 compared to those of the Higgs, (ii) the existence of the Higgs-like resonance
h2, (iii) possible resonant di-Higgs production h2 → h1h1 or h1 → h2h2, if kinematically allowed. In particular, for
00 GeV > m2 > 2m1, the di-Higgs production rate can exceed the SM prediction by an order of magnitude [25,31,32].
he Higgs couplings are expected to be measured within about 5% at HL-LHC [33], which would tighten the bound on
in θ to about 0.2. Searches for the ‘‘heavy Higgs’’ h2 are likely to cover the mass range up to about 1 TeV, unless the
ixing angle is very small.
A recent analysis of the singlet scalar model without the Z2 symmetry can be found in [34]. Many of the above
onclusions apply to this more general set-up as well.
. Higgs portal inflation
Inflation is one of the cornerstones of modern cosmology [35–37]. It provides us with a compelling explanation why
he Universe is so big and flat, why causally disconnected regions happen to have the same temperature and also seeds
luctuations for structure formation [38] and the Cosmic Microwave Background (CMB) (see [39,40] for reviews). To
ealize inflation one normally needs a scalar field with a flat enough potential,
V ′
V
MPl ≪ 1 ,
V ′′
V
M2Pl ≪ 1 , (34)
here the prime denotes a derivative with respect to the field. The Universe dominated by the potential energy of this
ield expands exponentially with an almost constant Hubble rate H = ȧ/a, where a is the scale factor, while the associated
quantum fluctuations eventually lead to the observed CMB spectrum. The current CMB data disfavor simple polynomial
potentials and tend to prefer concave ones, in the relevant field range [41].
The Higgs portal framework provides an excellent setting for inflationary model building. Even though the polynomial
terms in the scalar potential cannot fit the data themselves, the presence of the non-minimal couplings to gravity changes
the situation [14]. As in the case of well known Higgs inflation [12], the potential becomes exponentially close to a flat
one at large field values, which is favored by the inflationary data. In what follows, we apply this idea to the Higgs–singlet
system where the role of the inflaton can be played by a combination of the Higgs and the singlet [24], in addition to the
Higgs or the singlet itself [19,42]. For simplicity, we consider the Z2 symmetric version of the scalar potential, although
the main results apply more generally (see Section 6.2). A special case of this system has been studied in the context of
the νMSM [43,44].




























∂µh∂µh− V (φ, h)
)
, (36)
here we assume for simplicity a Z2-symmetric scalar potential





















ere R̂ is the scalar curvature based on the Jordan frame metric ĝµν . To avoid a singularity at large field values, we take
h, ξφ > 0. Although there are indications that λh in the pure SM is negative at high energies, here we assume that both
h and λφ are positive at the inflationary scale. This may be due to the RG effects associated with the singlet, Higgs–
inglet mixing (Section 6) or simply a somewhat lower top quark mass. The precise mechanism of vacuum stabilization
s unimportant for our purposes.
It is often more convenient to work in the Einstein frame, where the ‘‘Planck mass’’ is constant, that is, the only coupling
o the scalar curvature is −1/2M2PlR. To simplify formulas, let us choose the Planck units in this section,
MPl = 1 . (38)
hen, the transition to the Einstein frame is accomplished by rescaling the metric
gµν = Ω ĝµν , Ω = 1+ ξhh2 + ξφφ2 . (39)
4 For light and moderate m2 , the S, T variable approximation is inadequate and one should use the full corrections as in [25]. This reference
performs a global electroweak fit to 15 observables including the Z-pole and W -data.8

















his transformation affects the kinetic terms making them non-canonical and also rescales the scalar potential. For a
















here i, j label scalar fields. Consider now large field values such that
ξhh2 + ξφφ2 ≫ 1 . (41)





































τ 2 + 1















(ξhτ 2 + ξφ)3
(∂µτ )2 . (44)
ince the kinetic functions depend on τ only, the mixing term can be eliminated by the shift
χ → χ + f (τ ) . (45)
he explicit form of f (τ ) will not be necessary for our applications. Let us focus on a few special cases in which the mixing
anishes and the kinetic functions simplify: ξφ+ξh ≫ 1, τ = 0 and τ = ∞. This also applies to the case ξh = ξφ , however,
this relation is not radiatively stable.
3.1. Large non-minimal couplings to gravity
Consider the limit ξ ≡ ξφ + ξh ≫ 1, i.e. at least one of the non-minimal couplings to gravity is large, and expand
the kinetic terms in ‘‘1/ξ ’’. The term (∂µτ )2 scales as 1/ξ , so does the mixing term (∂µχ )(∂µτ ). Therefore, in terms of










(ξhτ 2 + ξφ)3
(∂µτ )2 . (46)
e see that variables χ and τ fully separate, while χ is already canonically normalized. One may introduce a canonically
ormalized τ ′ by integrating the kinetic function, however it cannot be written in closed form nor is it necessary. In a
ew interesting limits, the expression for τ ′ simplifies:















arctan τ . (47)
n order to study certain properties of the scalar potential, e.g. stability, using the canonically normalized τ ′ is not
ecessary and we may work with τ . Let us consider large h, φ field values and neglect the mass terms. Then, the potential







2 2 . (48)4(ξhτ + ξφ)
9



















ts minima are classified according to [24]5





(2) 2λhξφ − λφhξh > 0, 2λφξh − λφhξφ < 0 , τmin = 0 ,
(3) 2λhξφ − λφhξh < 0, 2λφξh − λφhξφ > 0 , τmin = ∞ ,
(4) 2λhξφ − λφhξh < 0, 2λφξh − λφhξφ < 0 , τmin = 0,∞ . (49)
ases (2) and (3) correspond to the singlet and Higgs inflation, respectively while both are possible in case (4) due to the
xistence of two local minima.
Let us focus on case (1), where inflation is driven by a combination of φ and h with their ratio being fixed. The potential














his energy density is positive: the numerator is positive as required by the absence of run-away directions in the scalar
otential, while the denominator is positive according to conditions (1). For large non-minimal couplings to gravity, the
ield τ is a spectator during inflation. Indeed, the Hubble rate scales as
√
VE ∼ 1/ξ , while the mass for the canonically
ormalized τ ′ ∼ τ/
√
ξ scales as 1/
√
ξ . Hence,
m2τ ′ ≫ H
2 (51)
nd it evolves quickly to the minimum. In other words, τ can be ‘‘integrated out’’.
In this framework, inflation is driven by the χ field. At leading order in large ξ and ξhh2 + ξφφ2, the potential is flat
with respect to χ . At next-to-leading order, mild χ-dependence appears. Retaining the 1/(ξhh2 + ξφφ2) = exp(−2χ/
√
6)
erm in Ω , one finds that the potential is modified in two ways: first, the rescaling VE = V/Ω2 introduces χ-dependence;






= 0 , (52)


























his notation is convenient to draw a parallel with Higgs inflation [12]. We observe that the inflationary potential is
xponentially close to the flat one at large χ . As we show below, potentials of this type are favored by cosmological data.
The above considerations can trivially be extended to τmin = 0 and∞ by replacing the potential value at the minimum



























5 We are assuming no special relations among the couplings, e.g. 2λ ξ = λ ξ . Such relations are not radiatively stable.h φ φh h
10















Fig. 2. PLANCK constraints on inflationary models [41]. The R2 (Starobinsky) inflation is largely equivalent to inflation driven by a non-minimal
calar coupling to gravity. Reproduced with permission c⃝ ESO.
ource: Y. Akrami et al. [Planck], Astron. Astrophys. 641, A10 (2020).
where we have neglected exp(−2χ/
√
6) compared to 1. During inflation eχ ≫ 1 and ϵ, η ≪ 1. Inflation ends when ϵ

































he last 60 or so e-folds of inflation are constrained by the observed inflationary perturbations. In particular, the COBE







or N = 60, this gives λeff/(4ξ 2h ) ≃ 10
−10. Therefore, either the coupling has to be small or ξ large enough. If inflation
s Higgs-like, τmin ≫ 1, the non-minimal coupling ξh is required to be very large, ξh ∼ 104. On the other hand, for
ostly-singlet inflation, τmin ≪ 1, the COBE constraint can be satisfied with a small λφ and moderate ξ ’s. Models of this
type can be embedded into interesting particle physics frameworks which address various problems of the SM [45,46].









t χin, the spectral index n and the tensor to scalar perturbation ratio are computed via
n = 1− 6ϵ + 2η ≃ 1− 2/N ≃ 0.97 ,
r = 16ϵ ≃ 12/N2 ≃ 3× 10−3 . (62)
ote that ϵ ≪ |η| and the gravitational wave production is suppressed. These values are consistent with and even
referred by the PLANCK cosmological data [41]. Fig. 2 shows constraints on n, r for different inflationary models. The
redictions of models based on the non-minimal scalar coupling to gravity are largely equivalent to those of Starobinsky
2 inflation [35] given by the green line and are well within the preferred region.11















.2. General non-minimal couplings at τ = 0,∞
At specific points in field space such as τ = 0 and ∞, the analysis can be performed for arbitrary non-minimal
ouplings. These correspond to singlet and Higgs inflation, respectively. One needs to make sure, however, that these
oints are stable and, in order to have single-field inflation, the τ variable is sufficiently heavy.
Consider the large field limit ξhh2 + ξφφ2 ≫ 1. If the scalar potential has a minimum at τ = 0 or τ = ∞, the kinetic
terms simplify. At τ = 0, the mixing term disappears and the canonically normalized variables are given by









et us now determine under what circumstances τ = 0 is a local minimum and τ can be integrated out. The scalar







4(ξhτ 2 + ξφ)2
. (64)
Expanding it at small τ , one finds that for
λφhξφ − 2λφξh > 0 , (65)





n the other hand, the Hubble rate is found from











n this case, inflation is driven by χ and τ ′ is a static heavy spectator. Note that small as well as order one non-minimal
couplings are consistent with this inequality.
The inflationary potential is derived along lines of the previous subsection. The χ-dependent correction to the potential
omes from the Weyl rescaling VE = V/Ω2, where the subleading 1/(ξhh2 + ξφφ2) term at large ξhh2 + ξφφ2 is retained.



















ince γ < 1, the potential is less steep than VE at large non-minimal couplings.
The potential of this form was considered in Section 3.1.1 except for the γ factor. Repeating the steps described in


























2 2 . (73)γ N
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he resulting modifications of the inflationary predictions can be significant while still well within the PLANCK bounds.
hey tend to increase the tensor to scalar ratio and decrease the spectral index. Note, however, that γ ≪ 1 is not consistent




Inspection of the τ = ∞ point proceeds analogously with the help of the inversion τ → 1/τ . The main difference is
that the Higgs coupling that appears in the inflationary potential cannot be too small, barring accidental cancellations.6
Indeed, in the SM one typically has λh ∼ O(10−2) at relevant energy scales, although this number is sensitive to the top
quark mass. The coupling to the singlet tends to increase λh via renormalization group running. Therefore, ξh has to be
large to fit the COBE normalization and the corresponding γ is close to 1.
We see that the Higgs portal framework endowed with non-minimal couplings to gravity provides an excellent setting
for inflationary model building. The resulting inflaton potential is concave and exponentially close to the flat one, which
fits very well with the PLANCK constraints.
3.3. Unitarity issues
The non-minimal coupling to gravity generates non-renormalizable operators leading to scattering amplitudes growing
with energy. This signifies the effective field theory nature of our description which breaks down above a certain energy
scale. Since we are interested in the inflationary dynamics, the corresponding cut-off must lie above the inflationary
energy scale. As we show below, this issue becomes critical for large ξi characteristic of Higgs inflation [50,51].
Let us determine the cut-off of our theory in the presence of a large non-minimal Higgs coupling to gravity, ξ ≫ 1.
To make the discussion more transparent, restore the Planck scale in our formulae and consider linearized gravity,
gµν = ηµν + hµν/MPl , (74)





The scattering processes mediated by this operator, e.g. h+ hµν → h+ hµν , exhibit rapid growth of the rate with energy.





The same conclusion is reached in the Einstein frame. The conformal transformation of the metric gµν → Ω gµν , with
Ω = 1+ ξh2/M2Pl, generates the term (∂µ lnΩ)






he cutoff is again MPl/ξ .
In these considerations, we are expanding the fields around the flat background with a zero Higgs expectation value.
he presence of a non-trivial background affects these results [52]. In this case, one expands the fields in terms of the
verage values and fluctuations,
gµν = ḡµν + hµν/MPl , h = h̄+ δh . (78)
t large values of the background, the unitarity cutoff changes. This is clearly seen in the Einstein frame for ξh2 ≫ MPl:
in this case, the results of Section 3.1 apply and, for a canonically normalized χ and τ = ∞, the higher dimensional






. Expanding it around χ̄ ≫ MPl, one finds a Taylor










t sufficiently large n, the overall prefactor is unimportant and the unitarity cutoff is
ΛinflU ∼ MPl . (80)
he corresponding bound in the Jordan frame,
√
ξh, can be obtained by noting that the cutoffs are related via the metric
rescaling Ω: ΛU → Ω1/2ΛU . Since in the Jordan frame the scalar curvature is multiplied by M2Pl + ξh
2, the cutoff of
6 For special values of mt and mh , the SM Higgs potential develops a plateaux at large field values [47–49], in which case a separate analysis is
required.13
















he theory in both cases coincides with the cutoff of the gravitational sector [52]. This can be compared to the scale of
nflation,







e thus conclude that inflation proceeds in a controllable manner below the unitarity cutoff.
Although during inflation the unitarity cutoff is high, it relaxes to (76) as the inflaton background value drops at the end
f inflation. In the inflaton oscillation epoch, violent particle production takes place. At large ξ , the particle momentum
an be as high as
√
λhMPl [53,54]. This exceeds the cutoff casting doubt on the validity of our approach. While the theory
is well-behaved at large and small field values, the intermediate field range is problematic calling for a UV completion.
These problems do not arise in the singlet-driven inflation at smaller ξφ and λφ subject to the COBE relation (60).
Quantum corrections [55–58] are also controllable at small and large field values. For ξh2 ≪ M2Pl, we recover the
Standard Model, while at ξh2 ≫ M2Pl, one can use the approximate shift symmetry in the Einstein frame,
χ → χ + const , (82)
to organize the perturbation series in the effective field theory (EFT) form [52]. The effective Lagrangian is expanded in
powers of the inverse cutoff for fluctuations, 1/MPl, and the symmetry violating corrections e−nχ/MPl . The theory is then
renormalizable in the EFT sense. However, in the intermediate field range, there is no organizing principle to control the
quantum corrections. Again, one concludes that a UV completion is needed for a consistent description of the entire field
range [52,59,60]. A discussion of related issues and their possible solutions can be found in [61–64].
In conclusion, the Higgs portal allows us to build viable inflationary models, where the role of the inflaton is played
by a combination of the Higgs and singlet fields. Such models fit the PLANCK data and satisfy the tree level unitarity
constraint as long as the effective quartic coupling is sufficiently small.
4. Vacuum stability and inflation
The issue of vacuum stability has become one of the central questions in Higgs physics in recent years. The current
data favor vacuum metastability, which entails a number of cosmological puzzles. Even if our vacuum is very long lived,
one should explain how the Universe ended up in this energetically disfavored state in the first place. In what follows,
we formulate the problems and discuss their possible solutions within the Higgs portal framework.
4.1. Higgs potential in the Standard Model and quantum fluctuations
The value of the Higgs mass is intimately related to stability of the electroweak (EW) vacuum in the Standard Model.
If the Higgs is light, the corresponding quartic coupling is small and driven negative at high energy by the top quark
loop [65–67]. This implies that the potential turns negative at large field values and the EW vacuum is not absolutely
stable [68]. The current Higgs and top quark masses mh ≃ 125 GeV, mt ≃ 173 GeV 7 favor its metastability (Fig. 3),
meaning that the vacuum decays on a long time scale by tunneling to the energetically favored state. Its lifetime is
controlled by the Lee–Weinberg bounce [70] with the Euclidean action SE = 8π2/(3|λh(µ)|), where µ is such that
λh (µ) = 0 [68]. The result is that the decay takes much longer than the age of the Universe, τ ≫ 10
100 years, so it
can be considered stable for most practical purposes.8
The absolute vacuum stability bound on the Higgs mass according to [73] reads
mh > 129.6 GeV+ 2.0(mt − 173.34 GeV)− 0.5 GeV
α3(MZ )− 0.1184
0.0007
± 0.3 GeV , (83)
here mt is the top quark mass and α3 = g23/4π is the color structure constant. The uncertainty of this lower bound
uoted in [73] is ±1.5 GeV meaning that absolute stability of the EW vacuum is excluded at around 3σ . Other evaluations
f the stability bound confirm that the currently preferred top quark and Higgs masses lead to a metastable electroweak
acuum, although the error bars and the statistical preference for metastability vary [74–76] with the former reaching 6
eV in [77,78]. A notable complication in these calculations concerns gauge dependence [79,80].
It should be noted that the decay rate of the EW vacuum is sensitive to Planck suppressed operators hn/Mn−4Pl as
ell as the Higgs non-minimal coupling to gravity [82,83]. Such UV sensitivity is due to the tunneling rate being an
xponential function of the potential. Since non-renormalizable operators can be generated by quantum gravity, this
reates an additional source of uncertainty in our considerations. The state-of-the-art calculation of the decay rate in
he pure Standard Model is presented in [84,85].
7 The current LHC top quark mass measurements tend to give a slightly lower value than the world average, i.e. close to 172.5 GeV, as reviewed
in [69].
8 Vacuum decay can be catalyzed by primordial black holes [71,72].14



















Fig. 3. Vacuum stability in the Standard Model in terms of the top quark and Higgs masses. The measured values are marked by a dot. c⃝ CC-BY.
Source: The figure is from Ref. [81].
The Standard Model Higgs potential at large field values can be approximated by V (h) ≃ λh(h)h4/4, where λh(h) is the
unning coupling evaluated at the scale µ ∼ h [86]. A more careful analysis shows that the effective potential around
he value hmax, where the potential is maximized, reads [87]










ith b ≃ 0.16/(4π2). hmax defines the position of the barrier separating the two vacua, with its typical value being
max ∼ 5× 1010 GeV. This form of the potential is important for analyzing stability of the EW vacuum under fluctuations.
Even though vacuum metastability does not pose any immediate danger in the current epoch, the situation was
ifferent in the Early Universe when the field fluctuations were large [88]. During inflation, light scalar fields are subject
o quantum fluctuations of order the Hubble rate. It is then natural to expect that the EW vacuum gets destabilized if
he Hubble rate exceeds the size of the barrier hmax. This can be viewed as tunneling to the true vacuum in de Sitter
pace [89–92], where the fluctuations are described by the effective temperature T = H/(2π ) [93]. The problem can also
e seen from the viewpoint of the Higgs effective potential in de Sitter space: the barrier disappears at large H [94,95].
Let us consider this issue more carefully by analyzing the Higgs fluctuations [87]. If the effective Higgs mass is below








= η(t) , (85)
here h =
√




δ(t − t ′) . (86)
s a result, the Higgs field experiences a random walk in a classical potential. Indeed, if the potential is neglected, one
an ‘‘square’’ Eq. (85) and compute its statistical average. One then finds that h changes on the average by O(H) every
ubble time H−1. The average Higgs value then grows as the square root of time. It is convenient to formulate the





















his equation can be solved numerically, while the salient features of the solution can be understood analytically. For the
ubble rate similar to hmax, the potential contribution is subleading and the scalar is effectively free. In this case, P(h,N)














N , (88)2π⟨h ⟩ 2⟨h ⟩ 2π
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here the initial value h = 0 has been assumed. Numerical analysis shows that this Gaussian shape is maintained even























he observable Universe is composed of e3N causally independent patches formed during inflation. To make sure that the





e3N < 1 . (91)













≃ 0.04 . (92)
ince the bound requires hmax ≫ H , the large z expansion is indeed justified. This condition gives us the criterion for
acuum stability during inflation.10
A few clarifications are in order. First, the Gaussian approximation for P(h,N) breaks down at large field values, where
the classical evolution takes over quantum fluctuations. Only if h is above the corresponding critical value instead of
hmax, does the system evolve irreversibly to the true vacuum [98–100]. This refinement however makes an insignificant
correction of about +10% to the bound (92) as shown in [87]. It also implies that there is a range of h at the end of
inflation, in which the fate of the field is not entirely certain: if h is not far above hmax, the potential favors its evolution
to the true minimum, whereas thermal effects during reheating may overcome this tendency and bring it back to the
stable region [87,101]. To evaluate viability of this option would require a detailed understanding of the preheating and
thermalization processes with heavy fields coupled to the Higgs.
Another point concerns the fate of the patches evolving to the true vacuum. These do not pose any danger during
inflation because the distance between the bubbles of true vacuum increases. However, the situation changes after
inflation: depending on the initial conditions for the bubble formation, many such regions expand in flat space with
the speed of light eventually swallowing the entire Universe [87]. This justifies our condition that these bubbles should
not be allowed to form in the first place.
Finally, the EW vacuum could in principle be destabilized by thermal effects after inflation. Indeed, while the thermal
Higgs mass favors h ∼ 0, the thermal fluctuations grow exponentially at high temperatures leading to the formation of
the true vacuum bubbles. For realistic values of the Higgs and top quark mass, however, the resulting upper bound on
the reheating temperature is uninformative, T ≲ MPl [88].
We conclude that stability of the EW vacuum during inflation requires the inflation scale to be quite low: according
to Eq. (92), the Hubble rate should typically be below 109 GeV or so. Traditional inflationary models, on the other hand,
refer higher values of H , often by orders of magnitude as long as H ≲ 1014 GeV [41], in which case the fluctuations
re catastrophically large. This conclusion, however, is sensitive to the presence of the Higgs–inflaton and Higgs–gravity
ouplings which are expected on general grounds. Their effect is the subject of the next sections.
.2. Cosmological challenges
Let us formulate the cosmological challenges one faces if the EW vacuum is metastable. The existence of the deep
inimum in the Higgs potential at large field values (Fig. 4) poses two problems [102]:
– why has the energetically disfavored vacuum at v = 246 GeV been chosen?
– why has the system remained in this shallow vacuum despite fluctuations?
The first problem concerns the initial conditions for the Higgs field at the beginning of inflation. The second minimum
s much deeper than the electroweak one and, for most Higgs initial values, the system would evolve to the wrong vacuum.
n order to end up at v = 246 GeV, the Higgs field must start its evolution at very small field values, h0 < 10−8MPl, while
ts ‘‘natural’’ range is expected to be around the Planck scale. Thus, one may estimate the degree of finetuning required
o be roughly 1/108.
The second problem concerns stability of the electroweak vacuum with respect to field fluctuations in the Early
niverse [88]. The two vacua are separated by a tiny barrier which can be overcome by quantum fluctuations during
9 Here, the probability distribution is correctly normalized for h ranging from −∞ to ∞, although h is initially taken as positive semidefinite or,
in other words, h and −h are gauge-equivalent. Thus, for consistency, the bound has to be imposed on the absolute value, |h|.
10 In the context of eternal inflation, implications of vacuum metastability have been studied in [97].16













Fig. 4. Schematic view of the Higgs potential. The barrier separating the two minima is located at h ∼ Λ≪ MPl .
Source: The figure is from Ref. [102].
inflation or preheating. Unless there exists a stabilizing mechanism, such fluctuations have to be small enough. The scale
of these fluctuations is tied to the scale of inflation, so vacuum stability requires low scale inflation. While this is certainly
possible, it disfavors most of the existing inflationary models.
Although the above problems are related, they are not the same: solving the second problem with low scale inflation
does not address the first problem. Conversely, setting up the right initial conditions does not guarantee stability against
quantum fluctuations.
4.3. Stabilizing the Higgs potential during inflation
The problems formulated above can be addressed within the Higgs portal framework [102]. Given that the inflaton field
takes on large values during inflation, the Higgs portal couplings induce an effective mass term for the Higgs field which
can drastically change its behavior. At large φ, the most important inflaton-induced contribution to the Higgs potential is












f the initial values of the inflaton and the Higgs satisfy this inequality, the Higgs field will quickly roll down to h ∼ 0. We
ay neglect quantum gravity effects as long as the energy density is far below M4Pl implying that the Higgs field range is
ounded by about O(10−1)MPl.11 Above this bound, our field-theoretic description is meaningless and the problem we are
ddressing cannot even be formulated. Notably, the inflaton field is allowed to take on values above the Planck scale due
o flatness of its potential. To get a feeling how large φ should be to stabilize the Higgs potential, let us take h = 0.1MPl,
λh| = 10−2 and λφh = 10−6. The required initial value of the inflaton is then 10MPl or larger. This range is quite typical
for chaotic inflation and much larger values are still consistent with a classical description of gravity .
The above coupling should not affect the inflaton potential and spoil the inflationary predictions. In particular, radiative
corrections due to λφh must be small enough. The consequent constraint on the coupling is strongly model-dependent.
For illustration, let us consider the quadratic inflaton potential, Vφ = 12m
2
φφ
2 with m ∼ 10−5MPl. Closing the Higgs in the









here we have included 4 Higgs degrees of freedom. Requiring the correction not to exceed the tree potential in the last
0 e-folds of inflation, one finds
λφh ≲ 10−6 . (96)
his bound, however, relaxes significantly in other models of inflation, e.g. those based on the non-minimal scalar coupling
o gravity [102]. In these models, the inflaton quartic coupling 14λφφ
4 is already present at tree level and the leading
og correction λ2φh/(16π
2) ln(µ/µ0)2 should not exceed λφ . The latter can be significant, depending on the non-minimal
coupling, and the consequent bound on λφh relaxes compared to (96).
11 We assume that higher dimensional in h operators may be neglected in this field range.17




















Let us consider the evolution of the Higgs–inflaton system with a quadratic inflaton potential in more detail. If the
nitial Higgs value is large enough, the Higgs portal term may dominate the energy density of the Universe and thus





φ̈ + 3Hφ̇ +
∂V
∂φ
= 0 , (97)

















uppose that initially both ḣ and φ̇ are small. For λφh not far from the upper bound (96) and the initial Higgs value
0 ∼ 0.1, the Hubble rate is dominated by the cross term, H0 ≃
√
λφh/12 φ0h0. Then, taking φ0 which satisfies (94), one
inds the hierarchy
mφ ≪ H0 ≪ meffh , (100)
here the effective Higgs mass is meffh =
√
λφh/2 φ0. Although the inflaton receives an effective mass contribution from
the λφh coupling, it is small in the regime we are considering. In general, fields with masses above the Hubble rate evolve
quickly while those with masses below the Hubble rate are effectively ‘‘frozen’’. Thus, the above hierarchy implies that h
decreases while φ undergoes a ‘‘slow roll’’.






ḣ2 + (meffh )2 h2 ḣ+ (m
eff
h )
2 h = 0 , (101)
here meffh varies slowly. This equation is well known as it describes the inflaton evolution in a quadratic potential during





ith order one C . Since meffh ≫ H , the asymptotic behavior sets in after a few Hubble times. In about 10 Hubble times, h
reduces by an order of magnitude and at that point 12m
2
φφ
2 takes over the energy density. After that, the usual slow roll
inflation takes place. The Hubble rate is almost constant and h evolves according to
ḧ+ 3Hḣ+ (meffh )
2h = 0 , (103)
ith H ≃ mφφ0/
√
6. The solutions are linear combinations of




9/4 H2 − (meffh )2
)
t . (104)
ince the Higgs field is heavy, its amplitude of oscillations decays exponentially,
|h(t)| ∼ e−
3
2Ht |h(0)| . (105)
he field becomes of electroweak size after about 20 e-folds. The inflaton, on the other hand, evolves slowly until the end
f inflation. The quantum fluctuations of the Higgs field are unimportant since meffh ≫ H and the barrier separating the





φ ≫ H . (106)
The field is stuck at the origin and, therefore, stability of the Higgs potential has been achieved even for sub-Planckian
initial Higgs values. A numerical analysis of the Higgs–inflaton system supports this conclusion [102].
To summarize, we find that the Higgs evolves quickly to small field values and stays there till the end of inflation. The
details of this mechanism depend on the initial field values: for instance, if h0 is below 10−2, the first stage in the Higgs
volution, when h ∝ 1/t , is absent. The main ingredients are a positive Higgs portal coupling and a large initial value of
he inflaton. The coupling cannot be too small: the Higgs effective mass must be above the Hubble rate during the slow
oll. Thus, for a quadratic inflaton potential, the coupling must lie in the range
10−6 > λ > 10−10 . (107)φh
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Similar conclusions hold for other large field inflation models, although the allowed range of λφh depends strongly
n the specifics of the model. Note that small field models are disfavored by Eq. (94). Even though the Higgs quantum
luctuations can be suppressed, such models do not address the problem of initial conditions: the deep minimum at large
iggs field values still persists during (and after) inflation and the system is overwhelmingly likely to evolve there.
An analogous stabilizing effect can be provided by the non-minimal Higgs–gravity coupling 12ξhh
2R [88]. Since the
calar curvature R = 12H2 is large in the Early Universe, this effective mass term can dominate the Higgs potential and
ead to the field evolution described above.12 Requiring the effective Higgs mass to exceed the Hubble rate, one finds
the lower bound on the coupling, ξh ≳ 10−1 [88]. Similar results have been obtained using a more sophisticated effective
potential analysis in de Sitter space [94,95] as well as bubble nucleation during inflation [104].
The discussion above focuses on the leading effects. Understanding the complete dynamics of the system requires
the knowledge of the UV completion as well as inclusion of more subtle effects. Some of them have been consid-
ered in [105–107]. To mention one, a departure from the exact de Sitter phase can impact significantly the stability
considerations [107].
5. Vacuum stability after inflation
The issue of vacuum stability remains relevant even after inflation, especially during the inflaton oscillation epoch. In
this period, the Higgs quanta production can have an explosive character leading to large field fluctuations and eventual








+ σφhφ , (108)
here φ is an oscillating background. This leads to resonant production of the Higgs field: as the inflaton goes through
he origin, the effective Higgs mass turns zero and the system becomes highly non-adiabatic. If the λφh term dominates,
he resonance is parametric [108–110], while for a significant σφh term, it is tachyonic [111–113]. In the latter case, the
ffective Higgs mass squared goes negative at φ < 0 leading to exponential growth of the Higgs amplitude. Analogously,
he non-minimal Higgs coupling to gravity also results in tachyonic Higgs production after inflation [114].
Let us note that the physics of vacuum destabilization is semiclassical as it deals with collective phenomena. In the
ostinflationary Universe, the main quantity that controls it is the statistical variance, ⟨h2⟩, such that if it exceeds some
ritical value, fluctuations destabilize the system. The semiclassical approach requires the occupation numbers to be
ufficiently large, which is indeed the case during the resonance. On the other hand, vacuum destabilization cannot be
aused by a few quanta, even if they are very energetic (such as cosmic rays) [68].
In what follows, we mostly specialize to the case of a quadratic inflaton potential in the postinflationary epoch, while
any conclusions apply more generally. In this case [103],
φ(t) ≃ Φ(t) cos(mt) , (109)
here the amplitude decreases as Φ(t) ≃ Φ0/(mt) and m is the inflaton mass.
Let us start by reviewing the theory of parametric resonance.
.1. Parametric resonance
Here we follow the discussions in [103] and [115] while providing somewhat more details to make the exposition
edagogical.
In order to focus on important features of the resonance, let us neglect the Universe expansion as well as the extra
iggs couplings, λh, σφh → 0. Then, expanding the semiclassical Higgs field in spacial Fourier modes (see Section 5.2.1
or details), one finds that the evolution of the momentum mode Xk is given by the Mathieu equation









2 cos2 mt , (111)
and a is the scale factor. Due to the periodic time dependence of ω(t), Xk can undergo resonant growth. This phenomenon
is known as parametric resonance.
The physics of the resonance is largely captured by a simpler problem of wave scattering in a parabolic potential. In a











12 The full analysis of the initial stage would require specifying the inflaton sector in order to assess the backreaction of the Higgs on the scalar
curvature.19





















here the adiabatic condition⏐⏐⏐⏐ ω̇ω2
⏐⏐⏐⏐≪ 1 (113)
is assumed. For large momenta or large enough couplings,
√
λφhΦ ≫ m, this condition is satisfied away from the inflaton
ero crossing, mt = π/2 + nπ . The solution then describes a constant number of particles with a slowly varying ω(t).
lose to (but not at) a zero crossing, adiabaticity is violated, which can be interpreted as particle production. Let us expand




















n terms of these variables, the equation of motion takes the form d
2Xk
dτ2
+ (κ2 + τ 2)Xk = 0 , where higher order terms in
have been neglected. Particle creation takes place for
τ
(κ2 + τ 2)3/2
≥ 1 , (115)
which can happen only for κ ≤ 1 and τ ≤ 1. This implies, in particular, that only particles with comoving momenta
below k∗ can be created. Parametric resonance is efficient for k∗ ≫ m. Let us now consider this process in more detail
neglecting expansion of the Universe.
5.1.1. Particle creation in a parabolic potential
Consider a semiclassical field χ with the equation of motion
d2χ
dτ 2
+ (κ2 + τ 2)χ = 0 . (116)









κ2 + τ 2 dτ
)
, (117)















Note that our approximate description of the resonance makes sense when τ is large enough for the WKB method to
e applicable, τ > 1, but not too large such that higher order terms in ω(τ ) are subdominant, τ ≪ k∗/m. In terms of
t = t − π/(2m), this requires
m−1 ≫ ∆t ≫ k−1
∗
, (119)
hich is a large range if the resonance is efficient. For the purposes of this section, we may use asymptotic expressions
or τ ≫ 1.
Suppose we start with χ+ at τ → −∞. At late times, τ → +∞, the solution is a linear combination of χ+ and χ−
uch that
A+χ+ → B+χ+ + C+χ− , (120)
here A±, B±, C± are some constants. Analogously,
A−χ− → B−χ− + C−χ+. (121)
ince the WKB approximation works at sufficiently large |τ | in the complex plane, one can use a trick from quantum
echanics [115]. Starting at τ ≪ −1, we can analytically continue our solution along an appropriate contour. For complex
, the exponential in (118) develops a real part. Since the WKB approximation corresponds to an expansion in h̄ which
etains the two leading terms, the exponentially suppressed contribution compared to the leading one must be dropped
n the process of analytic continuation. This procedure is sensitive to the contour choice, in particular, how the real axis
s approached. Let us use the polar coordinates
τ = ρeiφ , (122)20












Fig. 5. Contours for analytic continuation of the WKB solutions. The circle radius is much greater than 1.
where φ varies from 0 to π from right to left in the upper half plane. In order to relate A+ and B+, we can use the ‘‘+’’





















he C± terms are lost in this process, but they can be found via the Wronskian
W ≡ χ̇χ∗ − χχ̇∗ . (126)
t is easy to see that Ẇ = 0 for real τ and therefore W is conserved. For the linear combination B+χ++C+χ−, the leading






|A+|2 = |C+|2 − |B+|2 . (127)
n quantum mechanics, this can be interpreted as ‘‘flux’’ conservation since the A+ and C+ terms correspond to incident
aves while the B+ term corresponds to the reflected wave [115].13 Similarly,




1+ e−πκ2 eiα± A± , (129)
where α± are some phases. For a general initial configuration, by linearity we have
A+χ+ + A−χ− → (B+ + C−)χ+ + (C+ + B−)χ− . (130)
The relations among the coefficients remain the same as above. Indeed, Eq. (116) has a unique solution when χ and its
derivative are fixed at some τ0 ≪ −1. This is equivalent to fixing A+ and A−. When one of them vanishes, we can use
the above considerations to find B±, C±. Linearity of the differential equation and the initial conditions allows us to add
the solutions, which makes sure that the right hand side of (130) satisfies Eq. (116) with the right initial conditions.
Having determined how the amplitude changes upon passing the non-adiabatic region, we can interpret the result
as particle creation. Our solution corresponds (approximately) to a collection of harmonic oscillators with frequency
ω =
√
κ2 + τ 2. Since ω changes slowly far from the origin, the corresponding occupation numbers n are constant in
the asymptotic regions. They are found through the harmonic oscillator relation
E = (n+ 1/2)ω , (131)
















≃ ω|χ |2 (133)
13 In our convention, the direction of propagation is determined by the phase decrease along the real axis.21




















|B+ + C−|2 + |B− + C+|2
|A+|2 + |A−|2
. (134)















1+ e−πκ2 cos δ , (135)
here δ is some phase. The term 1/2 in n+1/2 represents ‘‘vacuum fluctuations’’. It shows that even if one starts initially
ith no particles, A− = 0, non-zero |χ | results in particle creation according to the above formula. Every time the system
asses through τ = 0, particles get created and ‘‘flux conservation’’ requires⏐⏐A(0)+ ⏐⏐2 = ⏐⏐A(1)+ ⏐⏐2 − ⏐⏐A(1)− ⏐⏐2 = ⏐⏐A(2)+ ⏐⏐2 − ⏐⏐A(2)− ⏐⏐2 = · · · , (136)
here the superscript denotes the number of zero crossings. Both A+ and A− grow with time reaching |A+| ≃ |A−| ≫ |A
(0)
+ |.


















here N ≫ 1 is the number of zero crossings. Here we take n = 1/2 as the initial value. The Floquet exponent µ has
he maximal value of about 0.28, at κ = 0 and δ = 0. Due to the presence of the phase δ, the particle number may also
ecrease, µ < 0. However, if δ takes on random values, the particle number grows on the average. For instance, at κ = 0,










he particle number grows exponentially, which can have interesting implications for vacuum stability.
.2. Parametric resonance and vacuum stability
Let us apply the above quantum mechanical approach to the Higgs field in QFT and study its implications for vacuum
tability.
.2.1. Basics













where âk and â
†







= δ(3)(k − k′) and other commutators vanishing. The comoving frame momentum k is related to the
physical momentum p by p = k/a. The rescaled momentum modes Xk ≡ a3/2hk satisfy



















. We have used the Hartree
approximation, that is, we have split h(x) into the average field and the fluctuations, and averaged over the latter:
h4 → 6h2⟨h2⟩. The last term in (141) is small during the resonance, ≪ m2, and can be omitted. Note also that w = 0 as
long as the energy density is dominated by the non-relativistic inflaton.














where αk, βk are coefficients normalized as |αk|2−|βk|2 = 1, which are constant in the adiabatic regime and change only
close to the inflaton zero crossing. They can be identified with the coefficients of the Bogolyubov transformation [120]
Â (t) = α â + β∗â† , (143)k k k k −k
22












hich describes particle creation by a time dependent background. In terms of the time dependent annihilation and









































ere the vacuum satisfies ak|0⟩ for all k since there are no particles initially. Due to spacial translational invariance, the
otal 3-momentum is conserved and particles are created in pairs with momenta k and −k.
The occupation numbers can also be found via the harmonic oscillator analogy: one can simply divide the energy of















where the terms proportional to ω̇k have been dropped in the adiabatic approximation. Initially there are no Higgs particles
in our system, so αk = 1 and βk = 0.













Clearly, it grows when particle production is efficient indicating large fluctuations of the Higgs field. These fluctuations
may lead to vacuum destabilization [121].
The variance and the energy density are finite in this adiabatic approach: the vacuum contribution corresponding
to nk = 1/2 is subtracted. The resonance excites particles with momenta up to k∗ and the corresponding occupation
umbers are large, so the quanta with momenta beyond k∗ do not play any role and can be ‘‘subtracted’’, while the
acuum contribution to nk for k < k∗ is negligible.
.2.2. Mathieu equation
For our purposes, the Higgs field can be treated semiclassically. Due to the resonance, the occupation numbers nk






we can rewrite the equation of motion in the form
d2
dz2

















ote that ω2 is positive semidefinite as long as ⟨X2⟩ is negligible. In the limit of slow Universe expansion and ⟨X2⟩ → 0,
coefficients q and A are constant. We thus obtain the Mathieu equation which describes an oscillator with a periodically
changing frequency. It is intuitively clear that such a system can exhibit resonant behavior. In particular, q ≫ 1
corresponds to the broad resonance regime as opposed to the narrow resonance with q≪ 1. In the former case, particles
within a large range of momenta get created.
Since the Mathieu equation is homogeneous, the initial value of Xk must be non-zero for particle production to occur.
Such initial conditions are provided by the quantum fluctuations. In practice, one can simulate these classically with a
Rayleigh probability distribution P(Xk) ∝ exp(−2ωk|Xk|2) such that the average value of |Xk|2 is exactly 1/(2ωk) as in the
vacuum [122,123]. To regularize the vacuum contribution to various physical quantities, one may set Xk to zero for k > k∗
as these modes do not get amplified and play no role in our discussion.23












Fig. 6. Stability chart of the Mathieu equation. White/dark regions correspond to unstable/stable solutions.
The solutions to the Mathieu equation demonstrate drastically different behavior depending on q and A. For some of
their values, the solutions grow exponentially, while for others the solutions oscillate in time,
Xk(z) = a+(k, z)eµkz + a−(k, z)e−µkz , (152)
where a± are periodic in z and µk is the Floquet exponent, which can be purely imaginary or have a real part depending
on q, A. This behavior is conveniently represented by the stability chart shown in Fig. 6: the dark regions correspond to
‘‘stable’’ oscillatory solutions, while in white regions the solutions grow exponentially. In the latter, µk develops a real
part, Re µk ̸= 0.
In practice, the resonance is relatively short and intense so the Universe expansion can be accounted for adiabatically.
For λφhΦ2 ≫ m2 and moderate momenta, both q and A are large initially with A ≃ 2q. Since the inflaton amplitude
decreases, Φ ∝ 1/t , the system follows a trajectory in the (q, A) plane that ends at the origin. Along the way, it goes
through periods with exponential growth of Xk and those where Xk oscillates. When it reaches the last stability band at
q ∼ 1, the growth stops. The stability chart also shows that particles with large momenta corresponding A≫ q are never
excited since the instability bands become very narrow. In fact, the resonance is efficient if A − 2q ≲
√




< k∗ ∼ mq1/4 , q≫ 1 (153)
et excited. This agrees with our discussion of particle creation in a parabolic potential. By the same token, backreaction
ffects due to ⟨X2⟩ can suppress the resonance.
The Universe expansion has the effect that the resonance becomes stochastic. Within one inflaton oscillation, the field
umps over many instability bands and its phase becomes effectively random. The particle number can sometimes decrease
hile increasing on the average. The resonant behavior can be viewed as a collective effect due to large Bose enhancement
f the reaction rates. Even though the momenta of the created particles redshift, they remain in the resonant bands long
nough for the Bose enhancement to take effect. This is in contrast to the narrow resonance case.
.2.3. Vacuum destabilization
The broad resonance is active until
q ≃ 1 , (154)













here we use the typical inflaton-dominated frequency ω ∼
√
λφh/2 |Φ|. As discussed earlier, the occupation numbers
row exponentially during the resonance. Using the steepest descent method, (146) can be integrated and one finds24



















Fig. 7. Time dependence of the Higgs variance during and after parametric resonance simulated with LATTICEEASY. For λφh > 3 × 10−8 , vacuum
estabilization occurs.






. Therefore, the Higgs fluctuations grow exponentially fast during the resonance and can lead to vacuum








here λh(h) turns negative above some critical value which we can take in the ballpark of 1010 GeV. Therefore, the barrier






It is natural to expect that for Higgs fluctuations greater than hc the system becomes unstable. The situation is more subtle
however: the position of the barrier is modulated by cosmt and a more careful analysis is needed.
The stability condition can be derived as follows. As ⟨h2⟩ builds up, the Higgs mass term gets dominated by 3λh⟨h2⟩






and the corresponding m2eff ≃ 3λh⟨h
2
⟩. The Higgs amplitude grows as exp(|meff|∆t) during this period. As long as
|meff|∆t < 1, (159)
he growth is slow, however if this product exceeds one, the Higgs amplitude explodes quickly. We are interested in




< 1 . (160)
hich is not far from the requirement
√
⟨h2⟩ < hc . In fact, this condition can be obtained directly from Vh in Hartree
approximation by requiring 14λφhh
2φ2 > 32λhh
2
⟨h2⟩ at the end of the resonance. The above inequality leads to the upper
ound [121,124]
λφh ≲ 3× 10−8 (161)
or a typical λh = −10−2 above the critical scale. Since ⟨h2⟩ is an exponential function of time and, thus, λφh, the
h-dependence is only logarithmic making this result quite robust.
This estimate is confirmed by lattice simulations with LATTICEEASY [123]. Fig. 7 shows the time evolution of the
iggs variance in units of hc for a few Higgs portal couplings. The input parameters are m = 6 × 10−5 in Planck units
MPl = 2.4×1018 GeV) and Φ(t = 0) = MPl. We see that λφh = 3.5×10−8 and 4.5×10−8 lead to vacuum destabilization,
hat is, ⟨h2⟩ blows up before the resonance ends at mt ∼ 40 − 50. The corresponding critical
√
⟨h2⟩ is not far from hc ,
s expected. We also observe that the strength of the resonance depends non-linearly on λφh: for λφh = 3.5× 10−8, the
ariance grows faster than it does for λφh = 4.5× 10−8.
It is important to note that the lattice simulations do not resort to the Hartree approximation, which can make
significant impact on the outcome. In the presence of quartic interactions such as h4, the equations of motion for25














Fig. 8. Examples of 2d stability charts of the Whittaker–Hill equation for q = 0 and q = 1. The dark/white regions correspond to stable/unstable
solutions. The contours show the magnitude of the real part of the Floquet exponent (see Eq. (152)). c⃝ CC-BY.
Source: The figure is from Ref. [124].
the different momentum modes do not decouple which makes the problem impossible to treat analytically (beyond
simple approximations). Due to the coupling between the different modes, the resonance usually proceeds more violently
compared to the Hartree limit. A detailed discussion of lattice simulations of parametric resonance can be found in [125].
5.3. Tachyonic resonance
The Higgs–inflaton interaction contains, in general, a trilinear term φh2. During preheating, this induces a Higgs mass
term whose sign alternates in time leading to efficient particle creation [124]. This is in contrast to the parametric
resonance case, where the sign is fixed. The particle creation process can be analyzed semiclassically, as before. With
the trilinear term, the equation of motion for the Higgs momentum modes becomes
d2
dz2






nd the other parameters are defined in (151). In the limit of slow Universe expansion, this is known as the Whittaker–Hill
quation.
The behavior of the solutions of the Whittaker–Hill equation depends on p, q and A. Since the Higgs mass is a periodic
unction of time (albeit with two periods), the solution can be written in terms of the Floquet exponent as in Eq. (152).
he corresponding stability charts for fixed q are shown in Fig. 8. They exhibit a rather complicated pattern compared to
hat of the Mathieu equation.
For most excited Higgs modes, one may take A ≃ 2q as before. Then, one finds that the end of the resonance
orresponds to |p| < 1, q < 0.5 with the boundary of the last stability region described by
q ≃ 0.5 (1− |p|) . (164)
ote that p decreases slower with time than q does, therefore at late times the tachyonic resonance dominates.
For a sufficiently large initial p, the system stays long enough in the unstable bands for the vacuum to be destabilized.
ence, stability imposes an upper bound σφh. An estimate of this bound can be obtained as follows. As we saw in the
revious subsection, one expects that as long as the σφh-term is greater than |λh|h4/4, the system remains stable although





f the fluctuations do not reach the critical value by the end of the resonance, no destabilization occurs. Since it ends at
p| ∼ 1, we can replace the above condition with
6|λh|⟨h2⟩
m2
≲ 1 . (166)




























Fig. 9. Upper bound on σφh from vacuum destabilization as a function of the Higgs–inflaton quartic coupling. The red dots correspond to the
imulation results obtained with LATTICEEASY. c⃝ CC-BY.
Source: The figure is from Ref. [124].
where k∗ is the characteristic momentum and ∆k∗ ∼ k∗/2 is the width of the resonant band. Towards the end of the
resonance k∗ ∼ m, while ωk∗ can be approximated by the inflaton-induced term ωk∗ ∼
√
|σφhΦ|. Further, the occupation
umber nk∗ is an exponential function of time ∼ exp(µ∗mt) and the duration of the resonance is dictated by |p| ≳ 1.
utting all the ingredients together, one finds [124]
|σφh| ≲ 109 GeV , (168)
ith the λh-dependence being only logarithmic.
This estimate gives the right ballpark of the bound on σφh, as lattice simulations show [124]. However, the true bound
xhibits a significant non-linear dependence on λφh due to a complicated stability band structure of the Whittaker–Hill
quation. This is shown in Fig. 9. The initial conditions for the simulation are described in the previous subsection. Note
hat the range of λφh in the figure is such that this coupling does not lead to destabilization by itself, so the trilinear term
s the main driver of the ⟨h2⟩ growth.
.4. Effect of the non-minimal Higgs–gravity coupling






−ĝ ξh2R̂ , (169)
here R̂ is the scalar curvature in the Jordan frame. This coupling is generated radiatively even if absent at tree level. To
o over to the Einstein frame, one performs a conformal metric transformation




here ĝµν is the Jordan frame metric. This transformation modifies the kinetic terms and the potential such that in the

























≪ 1 , (172)





























h2c , (174)2 4 MPl 2 4
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Fig. 10. Vacuum stability region in the (q, A) plane. The initial conditions corresponding to points in the shaded region ensure a stable vacuum
hroughout preheating with λh(hc ) = −10−2 . The red dots are obtained with LATTICEEASY. c⃝ IOP Publishing Ltd and SISSA Medialab Srl. Reproduced
by permission of IOP Publishing. All rights reserved.
Source: The figure is from Ref. [126].
where we are keeping terms up to fourth order in hc . We see that the Higgs portal coupling φ2h2c is generated via the
on-minimal coupling to gravity when λφh is set to zero. Even though ξm2/M2Pl is Planck-suppressed, m is large enough
o make it comparable to λφh considered in the previous subsections.
The equation of motion for hc reads













hc + λhh3c = 0 . (175)
he impact of the non-minimal coupling to gravity amounts to the presence of the two Planck-suppressed terms
roportional to ξφ2 and ξ φ̇2. Their effect on the Higgs dynamics can be very significant since, for φ ∝ cosmt , their size
s determined by ξm2/M2Pl ∼ ξ × 10
−10. In Hartree approximation, the parameters of the Mathieu equation in Eq. (151)

























For k ≃ 0 and ⟨h2c ⟩ ≃ 0, the relation A = 2q no longer holds. Due to the extra contribution to A, the effective mass squared
can turn negative depending on the sign of ξ and therefore the resonance can be tachyonic. For a negative ξ , the effect is
instead stabilizing: increasing A at fixed q brings one into a stable region. The p-parameter of the Whittaker–Hill equation
is not affected by the non-minimal coupling to gravity, so we may set p = 0 for the present discussion.
Vacuum stability is controlled mainly by the behavior of Xk for moderate momenta, which can be neglected in the
expression for Ak. Fig. 10 shows the region in the (q, A) plane in which the EW vacuum remains stable throughout
preheating. That is, the boundary of this region determines the maximal |q| allowed for a given A at the initial time.
Since it is above the A = 2q line, the required ξ is negative. For a fixed λφh, it cannot be too large in magnitude such that
A remains positive. As a result, some cancellation between the λφh- and ξ -contributions is required, unless both of them
are small. Allowing for such cancellations, one finds that |ξ | values up to 104 are in principle consistent with vacuum
stability [126]. In the absence the Higgs portal coupling, the stability constraint is ξ ≲ 10 [121,127].
.5. Discussion
The obtained bounds on the Higgs–inflaton couplings are quite robust since they depend on λh only logarithmically. The
M instability scale ΛSM, which is close to hmax of Section 4.1, appears in these calculations implicitly: we are assuming
hat the Higgs quartic coupling at the scale hc ≃
√
λφh/|λh|Φ (or hc ≃
√
σφhΦ/|λh| in the trilinear case) during the
esonance is negative and the destabilization occurs when√
⟨h2⟩ ≳ hc ,
h ≫ Λ . (177)c SM
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learly, this is only possible if ΛSM is below the inflationary scale. As |λh| decreases and approaches zero, hc becomes so
arge that no fluctuation can reach it and vacuum stability gets restored.
In our analysis, we have taken the benchmark value λh = −10−2. Then, according to Fig. 7, hc ∼ 1014 GeV and our
onsiderations apply as long as
ΛSM ≪ 1014 GeV . (178)
n the present setting, one finds that
√
⟨h2⟩ < 1015 GeV for any λφh. Therefore, for ΛSM of this order or above, the system
emains stable.
There are a number of effects that we have neglected. In particular, the Higgs decay into the top quarks dilutes the
iggs population and weakens the resonance. This decay is kinematically allowed since the Higgs mass is dominated by
he large inflaton-induced term, while the Higgs VEV is small making the fermions effectively massless. Although this
akes an impact on the dynamics of the resonance, the stability bounds remain essentially unaffected [124]. Further, we
ave included a single degree of freedom for the Higgs field à la unitary gauge. At ⟨h⟩ = 0, there are 4 Higgs degrees of
reedom. Again, this complication does not affect the above results in any significant way.
There is a degree of model dependence in our analysis. To illustrate the effect of the Higgs portal couplings on vacuum
tability, we have chosen the quadratic inflaton potential during preheating. This is not directly connected to the shape of
he inflaton potential during inflation and various inflationary models can give the same small-field limit. Therefore, our
esults apply more generally. On the other hand, the specifics of destabilization are sensitive to the shape of the potential
uring preheating. In some cases, the potential is dominated by the quartic term during most of the preheating period.
hen, the resonance is described by the Lamé equation for which the instability band structure and backreaction effects
re rather subtle [110,128]. This applies, in particular, to preheating in Higgs inflation [129]. Other related work can be
ound in [130–132].
While an exhaustive survey of all the possibilities is still lacking, the vacuum stability analysis for inflation driven by a
on-minimal coupling to gravity has been carried out in [133]. The conclusion is qualitatively similar to what we find in
he quadratic case: there is a coupling range, where stability is achieved both during and after inflation. The main relevant
arameter is λφh/ξφ such that for λφh/ξφ between 10−10 and 10−8 no destabilization occurs, although there is also some
ependence on ξφ .
. Stabilizing the Higgs potential via scalar mixing
The couplings that stabilize the Higgs potential during inflation can have an opposite effect during preheating. Although
here is a range of couplings where stability is achieved in both epochs, this tendency motivates one to look for further
olutions.
The simplest possibility is to modify the Higgs potential in a time-independent manner. As argued in Section 2, one
xpects a Higgs–inflaton mixing on general grounds. This, among other things, modifies the Higgs self-coupling which,
ithin the Standard Model, is inferred from the Higgs mass of 125 GeV. Even though such a correction is small, it can
ompletely change the asymptotic behavior of the Higgs potential [134,135].
Let us first consider the simple case of a Z2 symmetric scalar potential where an SM singlet develops a large VEV.
.1. Z2 symmetric potential with a large singlet VEV
In this Section, we illustrate the sensitivity of the Higgs potential stability to a tiny Higgs–singlet mixing. Consider the
calar potential (14), where φ is a general SM singlet and not necessarily the inflaton. Suppose w ≫ v, then to leading















The main feature that we observe is that, while the mixing angle is suppressed, the lighter mass eigenvalue receives a




≃ 0.13 . (181)
he resulting λh is larger than that in the Standard Model. This is a tree-level effect which affects the boundary condition
or the subsequent RG evolution of the Higgs self-coupling. One finds that about a 10% correction is sufficient to make29





















h positive all the way to the Planck scale [134]. It is remarkable that this can be achieved with tiny couplings λφh, λφ
s long as λ2φh/λφ is substantial. As a result, the deep minimum in the Higgs field direction is eliminated and complete
calar potential stability can be achieved for a wide range of couplings.
It is instructive to look at this system from an effective field theory viewpoint [135]. If φ is very heavy, it can be
ntegrated out leaving an effective Higgs potential. The form of the latter is constrained by gauge invariance, so it takes
n the usual form albeit with a modified self-coupling. Specifically, let us first trade the mass parameters mh,mφ for the


































+ const . (184)
e thus recover the usual Higgs potential with a redefined coupling at low energies. The relation between the Higgs mass
nd the Higgs self-coupling remains unaffected. The impact of the singlet amounts to a threshold correction: it shifts the
iggs self-coupling in the infra-red (IR) theory with respect to that in the ultra-violet (UV) theory, where both h and φ
re active degrees of freedom. The singlet may be very heavy as long as the threshold occurs below the SM instability
cale, m2 ≪ hcrit.
On the other hand, if the singlet is not too heavy and remains an active degree of freedom at the TeV scale, the
elation (179) implies that the mass-coupling relation for the Higgs gets modified by the presence of the singlet [134].
he correction could in principle be as large as 100% which may be probed by the Higgs self-coupling measurement at
he HL-LHC.
.2. General potential and Higgs–inflaton mixing
In general, the Higgs–inflaton potential also contains terms odd under φ → −φ as in Eq. (6). This naturally leads to
the Higgs–inflaton mixing even in the absence of the inflaton VEV and thus affects the potential stability [16].
The scalar potential is generally minimized at a non-zero inflaton VEV ⟨φ⟩ = w. To simplify the analysis, it is convenient
to eliminate it by redefining the inflaton field [20],
φ′ = φ − w , (185)
and the dimensionful parameters,14
b′1 = b1 + λφw
3
+ b3w2 +m2φw ,
b′3 = b3 + 3λφw ,
σ ′φh = σφh + λφhw ,












+ σφhw . (186)
he new field has a vanishing VEV, ⟨φ′⟩ = 0. One then proceeds to minimizing the potential along the lines of Section 2.3.






cos θ − sin θ






ne finds the following relations among the mass eigenvalues m1,m2 and θ ,
2λhv2 = m21 cos
2 θ +m22 sin





+m′ 2φ = m
2
1 sin
2 θ +m22 cos
2 θ , (189)
14 Note the differences between our convention and those of Refs. [16,20].30
























Fig. 11. Higgs quartic coupling scale dependence for different Higgs–inflaton mixing angles.










he first relation implies that for m2 > m1, the Higgs self-coupling is larger than that in the SM. This leads to a stable
iggs potential for a significant range of m2 and θ . Fig. 11 illustrates the impact of these parameters on the RG evolution
f λh. The stabilizing action is twofold: first, the boundary condition at the top quark mass scale Mt changes; second, the
iggs portal coupling contributes positively to the λh-running (see Section 2.1). Unlike in the previous Section, here we
onsider substantial mixing angles: the upper bound from experiment is about 0.3 unless the inflaton is too light or too
eavy (see Section 2.3.1). We see that a rather small mixing of order 10−1 is sufficient to stabilize the Higgs potential
or a sub-TeV inflaton. Eq. (188) shows that even a tiny mixing can lead to the desired result for a large enough m2.
his is consistent with electroweak precision measurements which impose the bound on θ (33) growing stronger only
ogarithmically with m2.
Our conclusion is that the Higgs–inflaton mixing, which is expected on general grounds, can fully stabilize the scalar
otential. It is, however, not obvious that such a mixing is allowed by cosmology, i.e. inflation itself. In the next subsection,
e analyze this issue in detail.
.2.1. Higgs–inflaton mixing vs cosmology
The main ingredient in the following discussion is the energy scale separation between the Early Universe phenomena
nd the mixing effects which occur after the electroweak phase transition. Indeed, in traditional models, inflation and
eheating take place at large field values, while the field mixing discussed above is relevant when the fields are close to
heir vacuum values. It is therefore clear that these phenomena are not directly related.
To illustrate this point let us take the general Higgs portal Lagrangian including the non-minimal scalar–gravity
ouplings (4) [16]. At large h and φ field values, we may neglect all the dimensionful parameters leaving us with 5
ariables λi and ξi. This is the Higgs portal inflation set-up discussed in Section 3. Depending on the relations among
hese parameters, h and/or φ can drive inflation. For example, inflation takes place along the φ direction for
ξφ ≫ ξh (191)
s long as 2λφξh − λφhξφ < 0. The scalar potential is then stabilized at τ ≡ h/φ = 0. Taking ξφ ≫ 1, the inflationary















2. The couplings are subject to a number of constraints. First, the CMB normalization requires
φ/(4ξ 2φ ) ≃ 10
−10. Second, the scale of inflation (λφ/4ξ 2φ )
1/4 should not exceed the unitarity cutoff 1/ξφ . This implies
he following bounds on the running couplings:
ξφ(H) ≲ 300 , λφ(H) ≲ 4× 10−5 , (193)
where we (loosely) identify the running scale with H . To avoid large radiative corrections to the inflaton potential, we also
require λ2φh/16π
2 < λφ at the inflationary scale. This results in λφh(H) ≲ 10−2. On the other hand, the Coleman–Weinberg
potential induced by σφh is suppressed by (σφh/φ)2 and can be neglected.
As discussed in Section 3, this model predicts the spectral index and the tensor to scalar ratio that fit the PLANCK
data very well. The postinflationary evolution is also ‘‘healthy’’: a significant λ allows for efficient Higgs production andφh
31































ubsequent thermalization of the Higgs–inflaton system [16]. Eventually, due to the φh2 coupling, the inflaton decays into
he Higgs pairs or other SM states, if the main channel is kinematically closed. The Higgs–inflaton mixing appears only after
he electroweak phase transition making no significant impact on the Early Universe cosmology. We therefore conclude
hat the mixing can have a stabilizing effect on the Higgs potential while being consistent with standard cosmology.
. Higgs and singlet condensates
In the Early Universe, light scalars develop a background value comparable to the Hubble rate [96]. This may apply to
he Higgs [136,137] as well as scalar dark matter [138,139]. Let us consider under what circumstances this is possible.
Given the uncertainty in the top quark mass, one cannot exclude the possibility that the SM Higgs potential is stable
t large field values. If, in addition, the Higgs–inflaton interaction and the non-minimal Higgs coupling to gravity are
egligible, the Higgs field is light and experiences large fluctuations during inflation. As discussed in Section 4.1, the








= ζ (t) , (194)
where h =
√
2H†H and ζ (t) represents random noise, ⟨ζ (t)ζ (t ′)⟩ = H
3
4π2
δ(t−t ′) . However, unlike in Section 4.1, the value
f the potential plays an important role. The above picture applies if h is ‘‘light’’ enough in this regime, V ′′(h) < 9H2/4,
uch that super-Hubble fluctuations are generated. The field experiences a random walk and its various values can be
ound according to the (late-time) probability distribution [96]













The corresponding induced Higgs mass squared is given by 3λh⟨h2⟩, which is far below 9H2/4 as required by self-
onsistency of our approximation. Also, the condensate (196) contributes very little to the energy balance of the Universe
ince its fraction is suppressed by H2/M2Pl.
If the Higgs initial value is large so that V ′′(h) > 9H2/4, it evolves classically to smaller values as long as its energy
ensity does not affect inflation.15 Then, its effective mass becomes small and the above considerations apply.
During inflation, the field is ‘‘frozen’’ in the sense that ⟨h2⟩ remains constant. After inflation, the Hubble rate decreases
nd the Higgs evolution gets soon dominated by the classical term. The field oscillates around h = 0 in a quartic potential
nducing an oscillating mass term for the SU(2) gauge bosons. This results in resonant production of the latter and the
ondensate decays quickly. Lattice simulations show that this occurs after O(10) oscillations [137] (see [140] for the
belian case). Since the Higgs energy density is very small, in standard cosmology the Higgs condensate evaporates
ithout leaving any significant trace.16
Similar considerations apply to other light scalars, except these can be stable and constitute secluded dark matter [144–
46]. Although such scenarios are subject to strong isocurvature perturbation constraints, they can be viable for certain
arameter choices. Suppose we have a light scalar s with mass ms and self-interaction λss4/4. At weak coupling, the field




forms during inflation, (2) after
inflation, the field starts oscillating around s = 0 with a decreasing amplitude ∝ a−1, (3) the field enters a non-relativistic
regime, where the mass term dominates the potential. Since s is stable and non-relativistic, it plays the role of cold dark
matter. If the coupling is not too small, the scalar can also thermalize due to self-interactions and its final abundance
would then be dictated by the usual freeze-out. The scalar condensate can account for all of the dark matter for a range
of the couplings and masses. In particular, if no thermalization occurs, simple scaling arguments show that the correct










here Hend is the Hubble rate at the end of inflation. An analogous relation holds for thermal s as well, although
he coupling dependence of the left hand side becomes λ3/8s . An important feature of this scenario is the presence
f isocurvature perturbations since the inflaton fluctuations are not correlated with those of s [147]. The PLANCK
bservations [41] put strong constraints on such perturbations, yet tiny, ≲ O(10−19), as well as quite large, O(1), couplings
emain allowed [144]. Similarly, one finds that a massive scalar with no self-interaction can also constitute all of the dark
atter [148].
15 This is not strictly speaking necessary before the last 60 e-folds of inflation. At the early stage, the energy density can be dominated by the
Higgs field, see the discussion in Section 4.3.
16 In some cases, the Higgs VEV modulation may lead to kinematic blocking of some of the reheating channels thereby inducing observable density
perturbations [141,142]. The initial studies of this phenomenon can be found in [143].32



























. Postinflationary Higgs and dark matter production
Particle production after inflation constitutes an essential ingredient in our understanding of the Early Universe physics.
t is necessary in order to explain how the Universe became radiation-dominated and how dark matter was created. In
eneral, the SM fields and dark matter can be produced at different stages of the evolution via different mechanisms.
f the relevant couplings are strong, DM thermalizes erasing the memory of these mechanisms. This possibility will be
iscussed in Sections 9 and 10. On the other hand, at weak couplings, the total number of DM quanta created shortly after
nflation remains approximately constant throughout the history of the Universe and the system retains some memory
f the DM production mechanism. In what follows, we focus on this possibility of non-thermal dark matter.









herefore, these interactions are expected to play the leading role in reheating the Universe. The minimal option to account









ince we are interested in non-thermal DM, we may neglect possible Higgs–DM interaction as well as its self-interaction.
he above couplings are assumed sufficiently small so that they do not induce large loop corrections to the inflaton
otential and DM self-coupling. On the other hand, if they are to represent the main DM production mechanism, these
ouplings cannot be too small: the scalar condensate ⟨s2⟩ and other sources of dark matter should be subleading.
The above interactions are sufficient to fully describe both reheating and dark matter production. Depending on the
odel, different combinations of the couplings can play the leading role. To avoid stable or long-lived inflaton relics,
t is natural to assume that σφh is significant and responsible for producing the SM particles. Then, dark matter can be
enerated primarily either via λφs or σφs couplings, both of which yield viable options to be studied below. The results
re sensitive to the inflaton potential during the inflaton oscillation epoch, which can be very different from the potential
t large field values.
Particle production can take place in different regimes: it can be purely perturbative or semiclassical via parametric
r tachyonic resonance. Resonant particle production was discussed in Section 5, so let us now consider the perturbative
echanisms.
.1. Particle production by an oscillating background
A time-varying classical field can lead to particle production. This applies, in particular, to an oscillating inflaton
ackground [118,150]. Let us consider perturbative production of the Higgs quanta following [151] and extend that
nalysis to the massive Higgs case. We take the Higgs–inflaton coupling to be sufficiently small so that it is outside the
road resonance regime. To focus on the essentials of the mechanism, we also neglect the Universe expansion at the initial
tage.
.1.1. Quartic Higgs–inflaton interaction











where the coefficients ζn are time-independent. We are interested in the amplitude of creating two Higgs quanta with
momenta p, q from the background, i.e. the transition |0⟩ → |p, q⟩. Using the Peskin–Schroeder conventions [152] for the











ζnδ(Ep + Eq − nω). (202)
17 One may also entertain the possibility of the inflaton and dark matter being the same field [19], however this requires tuning the inflaton mass
to half the Higgs mass [149].33


















his corresponds to the invariant amplitude for the nth mode decay Mn = −λφhζn/2. Taking into account the symmetry
f the final state and integrating over the phase space Π produces the usual factor |p|/(8πEcm) × θ (Ecm − 2mh), where























θ (nω − 2mh) . (203)
n our approximation, the coefficients ζn are constant, so the decay is neglected. Nevertheless, one can estimate the inflaton
ecay rate by resorting to energy conservation. A unit volume loses Γ ∆t⟨E⟩ of energy in infinitesimal time period ∆t ,






By virtue of energy conservation, this energy loss can also be expressed in terms of the inflaton decay rate Γφ = − 1ρφ
dρφ
dt
and the inflaton energy density ρφ ,














θ (nω − 2mh) . (206)
n the massless limit, one recovers the result of [151]. Let us analyze what this implies for specific inflaton potentials.
uadratic inflaton potential. Suppose V (φ) = 12m
2
φφ
2, so that φ(t) = φ0 cosmφt , and neglect the Higgs mass, mh → 0.












his formula is trivially extended to the massive Higgs case, where the decay is only allowed for mφ > mh.
uartic inflaton potential. Take V (φ) = 14λφφ
4. The equation of motion for the inflaton with the initial condition
(0) = φ0 is solved by the Jacobi cosine,










































he above sum is dominated by the first term with n = 1, while the second term is suppressed by e−π . Keeping just the







ith C ≃ 0.4. This result is similar to that for the quadratic potential if one assigns the inflaton an effective mass meffφ .
In case of a heavy Higgs, mh > ω, the decay is exponentially suppressed. The production is dominated by the n-th













18 We find a factor of 2 discrepancy with the corresponding result in [151].
19 We find a factor of 2 discrepancy with the corresponding result in [151].34





















.1.2. Trilinear Higgs–inflaton interaction























θ (nω − 2mh) . (215)
onsider now the quadratic and quartic inflaton potentials, as before.
uadratic inflaton potential. For V (φ) = 12m
2
φφ





his is identical to the decay width for the quantum process φ → hh. Again, this process is kinematically forbidden for
mφ < 2mh.
Quartic inflaton potential. For V (φ) = 14λφφ







here C̃ ≃ 1.6. Here we have included only the dominant contribution from the n = 1 mode. We observe that the decay
ate is similar to that of the fully quantum reaction φ→ hh, where φ is assigned an effective mass meffφ =
√
3λφφ0.












here we have included the dominant contribution of the mode with n ∼ 2mh/ω.
The effect of the Universe expansion in the above considerations can be taken into account adiabatically by including
ime dependence into the oscillation amplitude φ0 → φ0(t). The equations of motion for the inflaton in an expanding
niverse can be solved exactly and one finds that the amplitude after a few oscillations evolves according to [111]
φ2 potential : φ0 → φ0/a(t)3/2 , a(t) = a0 t2/3 ,
φ4 potential : φ0 → φ0/a(t) , a(t) = a0 t1/2 . (219)
ote that, in the latter case, this also implies a time dependent frequency ω according to (209).
The expansion also has the effect of redshifting the momenta of the decay products. Consequently, the narrow
esonance resulting from the Bose enhancement of the decay amplitude becomes inefficient and often can be neglected
see e.g. [103]).
Finally, if the Higgs VEV can be neglected, the rates should be multiplied by 4 to account for all of the Higgs degrees
f freedom.
.2. Effect of the non-minimal inflaton–gravity coupling
The inflaton potential during the oscillation epoch can be more complicated than φ2 or φ4. This is the case, in particular,
n the presence of a non-minimal inflaton–gravity coupling. Nevertheless, the particle production rates can be extrapolated
o this case as well.
Consider inflation driven by a non-minimal inflaton–gravity coupling, as in Section 3. Let us focus on a single field
ase,
Ω = 1+ ξφφ2 , (220)
here we use the Planck units MPl = 1, and treat the Higgs as a heavy spectator (ξh = 0). After inflation, φ takes on
alues below the Planck scale and we are interested in its full field range. The inflaton kinetic function, in general, is given
y (Ω + 6ξ 2φφ





2 2 . (221)dφ (1+ ξφφ )
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n the inflationary regime, i.e. for
√






















n the entire field range of φ as long as 1/(6ξφ) can be neglected. Since the exact expression assures that the sign of χ




2. At very small φ, however, terms of order
/(6ξφ) become important and the above approximation breaks down. In this case, one finds instead χ ≃ φ which can
lso be seen directly from (221). Thus, after inflation we have
χ ≃
⎧⎨⎩
























χ2 for 12ξφ ≪ |χ | ≪ 1 .
(225)
he potential shape appears quite peculiar: at larger field values, it is quadratic, while at smaller values, it is quartic.
his entails different particle production regimes at early and late times. Our previous results for the production rates,
herefore, apply to the case at hand as long as the oscillation amplitude falls into an appropriate field range.
It is also possible that dark matter itself has a substantial non-minimal coupling to gravity. Since the curvature oscillates
n the inflaton oscillation epoch, a tachyonic instability ensues resulting in efficient dark matter production even in the
bsence of the direct inflaton–DM coupling [153].
.3. Resonant vs non-resonant dark matter production and reheating
Dark matter and SM radiation can be produced by entirely different mechanisms. Consider the set-up where the









here s is a scalar DM candidate. Suppose that the Higgs–DM and DM self-interaction are negligible such that it never
hermalizes. In this case, the DM abundance is determined by a short period of DM production right after inflation, while
he Universe reheats via perturbative inflaton decay into the Higgses. Depending on the couplings, the dynamics of the
ystem can be quite complicated due a non-trivial resonance structure and rescattering effects. Thus, lattice simulations
re often necessary to make reliable predictions [154]. Related studies have appeared in [125], while much of the following
aterial relies on the analysis of [155]. Further improvements can be facilitated by the advanced computational tools
f [156,157].
.3.1. φ2 inflaton potential
Let us assume the quadratic inflaton potential during preheating, Vφ = 12m
2
φφ
2, where mφ is a free parameter (not
directly related to inflationary predictions), and consider light dark matter, mφ ≫ ms. For small enough σφh and significant
φs, the leading particle production mechanism after inflation is the parametric resonance whose strength is controlled





≫ 1 , (227)
where Φ is the time-dependent amplitude of inflaton oscillations, φ(t) ≃ Φ(t) cos mφt and Φ(t) = Φ0/(mφt) =
Φ0/a3/2. The resonance is active until either q reduces to about 1 or the produced DM induces a large inflaton mass
(‘‘backreaction’’) [109],
q ≃ 1 (weak coupling) ,36




































∼ 1 (strong coupling) . (228)
n the first case, the energy density of the Universe is dominated by the non-relativistic inflaton and the total number of
he DM quanta remains constant after the resonance has ended. In the second case, the system can be highly relativistic
ith the inflaton and DM contributing roughly 50% each to the energy balance. Due to rescattering, the total number of
M particles can still grow significantly after the end of the resonance, although the growth rate is much slower than that
uring the resonance. To evaluate the resulting DM output, one has to resort to lattice simulations. Since the inflaton is
eavy, the system becomes non-relativistic and inflaton-dominated some time after the end of rescattering. Subsequently,
he perturbative inflaton decay into the Higgses reheats the Universe.
The dark matter abundance is normally parametrized by Y = n/sSM, where n is the DM number density and sSM is the
M entropy density, sSM = 2π2g∗sT 3/45, with g∗s being the number of degrees of freedom contributing to the entropy.
he observed DM density corresponds to Y∞ = 4.4.× 10−10 GeV/ms. The abundance Y remains constant after reheating
nd thus can be evaluated at the reheating stage defined by




here HR is the Hubble rate at reheating and 4 Higgs d.o.f. have been taken into account. At this point, the inflaton energy










n Planck units, MPl = 1, and g∗ being the number of d.o.f. contributing to the energy density.
In order to cover both the weak and strong coupling regimes, let us express Y directly in terms of the simulation
utput. The result depends on the duration of the relativistic phase after the resonance. Denoting by ae, a∗ and aR the
cale factors at the end of the simulation, at the beginning of the non-relativistic epoch and at reheating, respectively, the





−→ aR , (231)
here in the first period the equation of state is w ≃ 1/3, while in the second w ≃ 0.20 During the relativistic phase,
he DM contribution to the total energy density can be substantial, up to about 50%, whereas in the second phase it is
egligible since DM remains relativistic. Denoting
ρe(s) = δ ρe(φ) , (232)
here ρe(φ) and ρe(s) are the energy densities of the inflaton and dark matter at the end of the simulation, the




ρe(φ)/3. Since only the inflaton energy gets converted into SM











olving for aR, one finds that the coupling σφh required by the correct DM abundance is given by












n Planck units, assuming g∗ ≃ 107. Here He and ne are the simulation output, while ae/a∗ can be estimated by considering
he average energy of the inflaton quantum: for example, one may require pe/(a∗/ae) ∼ mφ , where pe is the typical particle
nergy or momentum at the end of the simulation. At weak coupling, ae/a∗ is close to 1, while at stronger coupling this
atio is about 1/few or below. Since it is computationally challenging to observe the system over a long period, ae/a∗ can
nly be estimated and thus introduces uncertainty.
When the coupling is sufficiently strong, the system reaches the state of quasi-equilibrium by the end of the simulation.
n this case, the above formula simplifies and takes on a universal form. Since the energy density is distributed almost
qually between the inflaton and dark matter, δ ≃ 1 and 3H2e /[(1+ δ)ne] gives an average energy of the DM quantum
t the end of the simulation. In quasi-equilibrium, it is similar to the average energy of the inflaton quantum. The latter
ultiplied by ae/a∗ gives mφ by definition, so








20 In reality, the equation of state and its evolution are more complicated [158], yet this does not affect the results in a significant way.37











Fig. 12. σφh vs λφs producing the correct DM relic abundance for a φ2 potential, based on LATTICEEASY simulations. σφh is given in units of
Pl = 2.4×1018 GeV and the initial inflaton value is chosen to be Φ0 ≃ MPl . The area above the curve is excluded by overabundance of dark matter.
he result is independent of the coupling and initial conditions, and also applies to other inflaton potentials, e.g. φ4. This is
atural since memory of the initial condition is erased in equilibrium. Note that the crucial assumption is that the inflaton
nd DM reach a quasi-equilibrium state in the relativistic regime, so the coupling must be strong enough and the system
ust contain sufficient energy to make the inflaton and DM relativistic.
At weaker coupling, an order of magnitude of the required σφh can be estimated using the theory of broad parametric
esonance. Since DM makes only a small contribution to the energy density, the Hubble rate is determined by the inflaton
otential, H = 1√
6












and µ is the effective Floquet exponent. The scale factor and the corresponding mφt at
the end of the resonance are found by requiring q ≃ 1. Noting that H2/n remains constant after that, one finds
















n Planck units. This result is sensitive to the exact value of µ and thus only yields a ballpark estimate. For the special
case of φ2-inflation, Φ0 ≃ 1 and mφ ≃ 5 × 10−6, while the typical value of µ is between 0.15 and 0.175. This gives,
for instance, σφh ∼ 10−13 − 10−12 at λφs = 10−7, ms = 1 GeV. The resulting reheating temperature is relatively low,
TR ∼ 102σφh ≪ mφ .
Fig. 12 shows the couplings producing the right amount of dark matter with mass 1 GeV based on Eq. (234) and lattice
simulations. The results for other DM masses are obtained by a simple rescaling as in Eq. (234). The weak coupling regime
is reasonably well described by (237), while for λφs above 10−7 the behavior becomes qualitatively different. The inflaton
zero mode gets destroyed through rescattering and the energy balance is shared almost equally between the inflaton
and dark matter. Thus, increasing λφs does not increase the DM output leading to a plateaux in the figure. This result is
consistent with Eq. (235).
The trend shown in the figure is clear: a smaller σφh leads to delayed inflaton decay and thus dilutes the DM density.
Therefore, the area above the curve leads to over-abundance of dark matter and is ruled out.
The above considerations neglect certain subleading effects which could, in general, affect the DM abundance. In
particular, at weak coupling, the inflaton zero mode continues oscillating after the resonance and hence leads to further
DM production. However, as discussed in the next subsection, this effect is modest and can be neglected for our purposes.
Also, a substantial σφh results in Higgs production via tachyonic resonance at early times. For the values of σφh shown in
the figure, this does not affect the DM abundance in any significant way.
The range of allowed couplings is limited by the following factors. Large values of λφs ≳ O(10−3) generally lead
to significant radiative corrections to the inflaton potential, while yet stronger couplings can result in dark matter
thermalization via induced DM self-coupling of order λφs/(4π )2. On the other hand, very small couplings λφs < 10−8
do not lead to (broad) resonant DM production. While this possibility is viable, it requires a perturbative instead of
semiclassical treatment, which we discuss next.
Non-resonant dark matter production. At weaker couplings, q ≲ 1, there is no resonant enhancement of dark matter
production. Nevertheless, s is still produced by a time-varying inflaton background and can account for all of the observed
DM. According to Eq. (203), the process is allowed kinematically when the induced DM mass
√
λφs/2Φ is below mφ and
he production rate per unit volume is






















here we have used ζ1 = Φ2/4, ω = 2mφ , and neglected the narrow resonance effects which are insignificant in an
xpanding Universe. The corresponding s number density is found via the Boltzmann equation,
ṅ+ 3Hn = 2Γ (φφ→ ss) . (239)
At weak coupling, the energy density is dominated by the non-relativistic inflaton and Φ = Φ0 a−3/2. The Boltzmann
quation is then easily integrated given an appropriate boundary condition. The solution has the form a3 n(t) = α−β a−3/2,
ith constant α, β .
Let us consider two coupling regimes. If the coupling is substantial, s is produced initially via the resonance and after
hat, when q ≲ 1, it is produced perturbatively. On the other hand, if the coupling is very weak, q(0) < 1, no resonance
ets activated and perturbative DM production takes place from the start. In the first case, the boundary condition is








t late times. In our convention a = (mt)2/3 with a = 1 at the start of the inflaton oscillation epoch. One can verify that
he above density is much smaller than that created by the resonance, so it can indeed be neglected in our analysis.







for a ≫ 1. As before, the reheating scale factor is found via HR ≃ Γ and the observed abundance of dark matter is
reproduced for











Depending on ms, the required σφh may be large, σφhΦ0/m2φ ≫ 1, such that the Higgs production via tachyonic
resonance becomes important. In particular, this can destroy the classical inflaton background and invalidate our
calculation. However, dark matter production peaks right after the inflaton starts oscillating, while the Higgs backreaction
sets in significantly later. Therefore, the total number of produced DM quanta does not change significantly, while the
system turns relativistic for some time introducing a factor analogous to ae/a∗ in (234).
We note that as long as λφs ≳ 10−10, the effective mass of s during φ2-inflation is greater than the Hubble rate. As a
result, it behaves as a heavy field frozen at the origin in field space and no significant condensate ⟨s2⟩ gets generated. In
his regime, λφs is indeed the main source of dark matter production. For other inflationary potentials, the corresponding
ound on λφs is model dependent.
.3.2. φ4 inflaton potential




ifferent features [110]. Although a massless inflaton is not a phenomenologically viable option, its small mass can be
eglected at the initial stages. In this case, φ satisfies the equation of motion
φ̈ + 3Hφ̇ + λφ φ3 = 0 . (243)
The solution oscillates with a decreasing amplitude. After a few oscillations, it can be written in a closed form in terms
of the conformal time η defined by dη = dt/a(t). Introducing a rescaled field ϕ = aφ, one finds that ϕ satisfies a simple
‘‘Minkowski space’’ equation ϕ′′ηη + λφ ϕ
3
= 0, where a negligible term a′′ηη/a has been omitted. This is an equation for an












here x = (48λφ)1/4
√
t . The scale factor satisfies a(0) = 1 and a(t) ∝
√
t shortly thereafter. The oscillation period in x is
= Γ 2(1/4)/
√
π ≃ 7.4 and the Jacobi cosine is dominated by the first term in its expansion, ∝ cos 2πT x.
The dark matter field s can be quantized treating φ as a classical background, as in Section 5.2.1. In particular, the
expansion (139) applies to s as well. Denoting by sk the corresponding momentum k-modes, it is convenient to define











Xk = 0 , (245)2λφ 2
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Fig. 13. σφh vs λφs producing the correct DM relic abundance for a φ4 potential, based on LATTICEEASY simulations. σφh is given in units of
Pl = 2.4 × 1018 GeV and the initial inflaton value is chosen to be Φ0 ≃ 1.7MPl . The area above the curve is excluded by overabundance of dark
atter.







This belongs to the class of Lamé equations. Since the effective mass term is periodic, the Floquet analysis applies and
the Xk evolution is determined by a stability chart in terms of κ2 and q̃ = λφs/(2λφ), an example of which is shown
in [110]. It is important that the growth of |Xk| is controlled by the ratio of the couplings q̃, unlike in the case of the
Mathieu equation. For λφs/(2λφ) > 1, the Floquet exponent is significant, O(10−1), leading to fast amplitude growth. For
λφs/(2λφ) < 1, the Floquet exponent scales as 10−1 λφs/(2λφ) and becomes negligible at small λφs.
The conformal nature of the system leads to qualitatively different particle production features compared to those in
the φ2 case. The ratio λφs/(2λφ), which plays the role of the q-parameter of the Mathieu equation, does not decrease in
ime and therefore the resonance always ends for a different reason, namely, the backreaction of produced particles [110].
he latter transfer the energy from the coherently oscillating field thereby reducing its amplitude and, furthermore, induce
mass term. The φ4 resonance can also be narrow, yet efficient. Indeed, at λφs/(2λφ) ≪ 1, the Lamé equation is very
ell approximated by the Mathieu equation with q ≪ 1. Thus, even in an expanding space, the particle number grows
xponentially, although the effect is only seen on a relatively long timescale. In contrast, the narrow resonance for a φ2
otential is inefficient due to the redshifting of the produced particle momenta or reduction of q.
Another important difference compared to the φ2 case is that inflaton oscillations lead to production of the φ-quanta.
uantizing the fluctuations above the φ-background, one finds that the corresponding k-modes satisfy the Lamé equation
245) with a special value λφs/(2λφ) = 3. Although the Floquet exponent is quite small in this case, the φ-quanta
roduction is more efficient than production of DM quanta for λφs/(2λφ) ≲ 1/3. This process stops due to backreaction
oughly when ⟨φ2⟩ ≃ 0.05Φ20 , making the DM output suppressed.
In realistic constructions, the inflaton mass is non-zero and the resonance structure becomes more complicated [110].
or small enough mφ , the φ4-potential approximation is applicable until the oscillation amplitude reaches some limiting
alue, typically around mφ/
√
λφ .
In practice, the dynamics of the DM production are complicated by various effects such as backreaction and rescat-
tering, hence lattice simulations are often necessary for a reliable analysis. The simulations can be trusted outside the
narrow resonance regime so that the occupation numbers are sufficiently large. This is the case roughly for λφs ≳ 0.5 λφ .
hen, about half of the inflaton energy gets transferred to dark matter and the total number of the DM quanta remains
onstant at the end of the simulation. The zero inflaton mode, i.e. the classical background, gets largely destroyed by that
ime, while the characteristic energy of the DM and inflaton quanta becomes of order
√
λφφ × (λφs/2λφ)1/4.
An example of the coupling set producing the correct DM relic abundance for mφ = 1 TeV is shown in Fig. 13. To
alculate the required σφh in terms of the simulation output, one can again use Eq. (234), which for substantial couplings
implifies to Eq. (235). As before, the system goes through the relativistic and non-relativistic stages. During the first
eriod, the energy density scales as a−4. Even though DM acquires large induced mass ∝
√
λφsφ, far above its momentum,
t redshifts just like the momentum does. As a result, the total energy density scales as if the system were relativistic. When
he characteristic momentum redshifts to small enough values, the bare inflaton mass becomes relevant and the system
urns non-relativistic. The relativistic period lasts much longer than it does in the φ2 case and one finds ae ≪ a∗ ≪ aR.
ark matter does not get diluted in the long first stage, which generally leads to a dark Universe. Therefore, a subsequent,
ather long non-relativistic period is required implying a very small σφh, of order eV for the parameters of Fig. 13. The
orresponding reheating temperature is low, 50 MeV, but still consistent with the cosmological data [159].
Fig. 13 shows that σφh is almost independent of λφs, at least for λφs/(2λφ) > 1. This is expected from Eq. (235), since
he system enters the state of quasi-equilibrium. One may verify that these results are also independent of λ . For lowerφ
40
























ouplings, the simulations are less reliable due to a limited running time and the apparent dip around λφs ∼ 10−12 may
n fact be an artifact of the numerical approximations.
The trend shown in Fig. 13 persists at larger values of the inflaton–DM coupling until λφs ∼ 4π
√
λφ , where it starts
inducing a significant radiative correction to the inflaton self-coupling. Also, at large λφs, the effect of a non-zero mφ on
the resonance becomes tangible [110]. For weak inflaton–DM couplings, the system enters a narrow resonance regime
and the classical simulation becomes unreliable. At λφs/2λφ ≪ 1, a perturbative analysis is expected to apply, at least on
a moderate time scale, i.e. when the Bose enhancement is not very strong.
The values of σφh lying above the curve in Fig. 13 are excluded since they lead to a ‘‘dark Universe’’ with overabundant
dark matter. In this case, the non-relativistic inflaton-dominated period is too short and does not provide for enough
dilution of the DM density. It is remarkable that even tiny values of σφh above O(eV) are ruled as long as mφ = 1 TeV and
φs/(2λφ) > 1.




λφs, so that no appreciable DM
condensate forms. In this case, the effect described in Section 7 is insignificant. If, however, s is light, the condensate
contribution to the DM abundance can be neglected if the self-coupling λs is not too small (but still insufficient for
thermalization).
8.4. Matter production via standard inflaton decay




σφh φh2 , Vφs =
1
2
σφs φs2 , (247)
hich induce the processes φ→ ss, φ→ hihi. At small enough couplings, the tachyonic resonance effects can be neglected




achyonic resonance is weak if σφhΦ0/m2φ ≪ 1, σφsΦ0/m
2
φ ≪ 1. This also implies that the inflaton decay into hh and ss
s kinematically allowed. In more complicated systems, e.g. with complex scalars, the DM abundance may be determined
y an interplay of different effects [161], one of which is the direct inflaton decay.
The DM abundance is controlled by φ→ ss, while the dominant inflaton decay mode is φ→ hihi,







ith σφs ≪ σφh. Y is given by the number of the DM quanta accumulated up to reheating, where the inflaton energy
onverts into that of SM radiation. The DM number density n in this period is found from the Boltzmann equation
ṅ+ 3Hn = 2Γ (φ→ ss) nφ , (249)
here nφ is the inflaton number density, nφ = 12mφφ
2. The effect of the decay on the inflaton amplitude can be neglected





dt 2Γ (φ→ ss) nφ a3 = 2Γ (φ→ ss) nφt , (250)
ith the boundary condition n(0) = 0. Trading the time variable for the scale factor, mφt = a3/2 for a≫ 1, and requiring





. The correct DM relic density is then reproduced for







To get a feeling for the numerical values, consider the input parameters typical for quadratic inflation, Φ0 ∼ 1,
φ ∼ 5 × 10−6 and take ms = 1 GeV. Then σφh ≃ 4 × 1015σ 2φs, implying that the Higgs decay mode dominates for
φs > 3 × 10−16 ∼ 1 TeV. The reheating temperature is roughly TR ∼ 102σφh, far above the required few MeV. To avoid
trong tachyonic resonance, one must ensure σφhΦ0/m2φ ≪ 1, which for the above parameters implies σφh ≪ 3× 10
−11.
herefore, there is a viable range of σφh between 10−15 and 10−11 for our parameter choice.
It is important to note that we require the absence of tachyonic resonance in order for simple perturbative estimates
o be applicable. Nevertheless, large σ -terms can lead to viable models, yet a dedicated lattice study would normally be
eeded in this case.
Finally, in all of the above considerations, we have assumed that the portal couplings are the main actors in producing
dark) matter. In addition, there are ever-present gravity contributions which may or may not be significant. Indeed, the
niverse expansion itself creates a setting for particle production [116,162]. If the expansion is fast enough, it can result
n strong non-adiabaticity generating field modes for which ω̇/ω2 > 1. In the scalar case, the two relevant quantities
re the particle mass and the non-minimal coupling to gravity. Both of them lead to particle production and the effect41

























s particularly strong for non-conformally coupled (ξs ̸= −1/6) or heavy states, which can, for example, constitute
superheavy dark matter (WIMPzillas) [163–166]. However, only a tiny fraction of the inflaton energy gets converted into
dark matter [163], unlike for DM production via strong parametric or tachyonic resonance, and the contribution to the
observed DM abundance can be completely neglected for a light conformally coupled scalar. Recent analyses show that
the gravitational production mechanism is also efficient for vector dark matter [167,168] as well as very light scalars [146].
It should be noted that, in this class of models, dark matter density perturbations are not directly correlated with those of
the inflaton, hence they are often subject to significant isocurvature perturbation constraints. After inflation, dark matter
can also be efficiently produced via its non-minimal coupling to gravity ξs [153], when the curvature oscillations induce
tachyonic resonance. This mechanism can account for all of the DM in a wide range of masses, depending on ξs, and
should in general be superimposed with the Higgs portal DM production.
To summarize this section, the simplest renormalizable Higgs portal and inflaton–DM couplings are sufficient to
describe both reheating and non-thermal dark matter production. This mechanism can be very efficient such that even tiny
couplings can produce the right amount of dark matter and SM radiation. On one hand, it raises a theoretical question as
to how such small couplings can be justified. This issue can only be addressed in a more fundamental theory, presumably
incorporating gravity. On the other hand, it also shows that such couplings should not be ignored and treated carefully
since even their tiny values can make a difference. The prospects of directly observing dark matter in this class of models
are clearly rather dim.
9. Higgs portal dark matter
In this section, we focus on the Higgs coupling to dark matter, which was taken negligible in our previous consid-
erations. Such a coupling can be very significant and responsible for production of thermal dark matter as well as its
observable signatures.
The Higgs field plays a special role in probing the dark sector. Already at the renormalizable level, it can couple to dark
scalar states which carry no Standard Model quantum numbers [7]. The reason is that H†H is a unique SM dim-2 operator
which is both gauge and Lorentz invariant. The lowest dimension interactions between the Standard Model fields and the












λχhH†H (χ̄χ + c χ̄ iγ5χ) , (254)
here φ is real, χ can be either Dirac or Majorana; λφh, λVh, λχh, c are real dimensionless couplings, Λ is a scale, and we
ave allowed for CP violation in the fermion interactions. The assumed parity symmetry fα →−fα (fα = φ, Vµ, χ ) makes
hese fields stable and, thus, dark matter candidates. In addition to the above Higgs portal terms, the dark fields generally
ossess self-interaction as well as mass terms.
Among these couplings, only the scalar one is renormalizable. The vector and fermion interactions arise from
ntegrating out heavy states. In the fermion case, this is manifested in the interaction being dimension 5. The vector
oupling violates gauge invariance, so the corresponding coupling must be proportional to the gauge field mass [169].
his makes the corresponding Higgs portal interaction higher dimensional, in fact, dimension 6. Therefore, the couplings
253),(254) should be treated within effective field theory.
Dark matter phenomenology can be studied in terms of the effective couplings. In this case, one must make sure that,
n the corresponding parameter range, the effective field theory approximation is legitimate. In particular, the energy of
he relevant processes must be below the unitarity cuf-off [169,170]. This implies, for example, that the vector cannot be
oo light, otherwise the LHC scattering processes as well as h→ VV would ‘‘blow up’’.
The effective approach to dark matter of different spins was pursued originally in [171,172]. In particular, Ref. [172] has
ound that light thermal dark matter (mDM < 60 GeV) is in conflict with the LHC Higgs measurements due to the efficient
nvisible decay mode. The most recent analysis from GAMBIT [173] concludes that all the DM candidates remain viable,
lthough the available parameter space has shrunk considerably owing to the improved direct DM detection limits. In the
ector case, the viable window corresponds to the dark matter mass above a few TeV with O(1) Higgs portal coupling,
part from the narrow resonance strip with mDM ≃ mh0/2, where mh0 is the SM Higgs mass. In the fermion case, the
llowed DM mass spans a wide range from the resonance, mDM ≃ mh0/2, to multi-TeV, as long as sufficient CP violation
s present [174,175]. The scalar case will be discussed below in detail.
In what follows, instead of the effective couplings, we will consider the simplest UV complete models leading to the
bove interactions. This has some advantages. For example, it uncovers the non-trivial origin of the parity symmetry in the
ector case. Also, it allows for DM annihilation channels which are absent in the effective theory, yet essential for model
iability (see Section 9.2.5). One finds that phenomenology of the UV complete models is healthier, while the results in
he effective field theory limit are obtained by decoupling the heavy states.
A review of various aspects of Higgs portal dark matter including collider phenomenology can be found in [176]. An
ffective field theory approach to dark matter of different spins is discussed in [177,178].42












.1. Scalar dark matter
The minimal model of Higgs portal dark matter is a scalar extension of the Standard Model with Z2 parity [7]. We will
consider both a real and a complex scalar options, with the latter being particular interesting phenomenologically. The
simplest models and their close relatives have been studied extensively in the literature [179–196] and remain viable to
date, although their allowed parameter shrivels due to constant pressure from direct DM detection experiments.
9.1.1. Minimal real scalar dark matter
The simplest option to account for dark matter is to add a single new degree of freedom, that is, a real scalar φ [7]. To
ensure stability of DM, one imposes a Z2 symmetry,
φ→−φ . (255)
This is a discrete symmetry which may be a remnant of gauge symmetry at high energy. For instance, when a field with
even charge under a gauged U(1) develops a VEV, a Z2 subgroup remains unbroken. Examples of this type appear in
realistic string constructions [197]. For our purposes, the origin of the Z2 is unimportant and, in fact, it may not even be
exact: a tiny violation of this parity would be compatible with the data. The corresponding scalar potential is given by
Eq. (14), which we reproduce here for convenience,





















except now φ does not develop a VEV in order to preserve Z2. The potential minimization is trivial and the dark matter
mass m is given by21













here we now denote the physical Higgs boson by h.
As long as DM self-interaction can be neglected, the model is described by 2 parameters:
m , λφh . (258)
his means the model is very predictive and a priori it would be difficult to fit all the data with just these two parameters.
he most important constraints on the model are imposed by requiring the correct DM relic density, absence of the signal
n direct detection experiments and the LHC Higgs measurements. In addition, for light enough DM, indirect DM detection
laces a further significant constraint. Let us consider these aspects of DM phenomenology separately.
M relic density. If the Universe temperature is high enough and the Higgs portal coupling is sufficiently strong,
ark matter reaches thermal equilibrium. In this case, the relic DM density can be calculated in terms of m and
λφh. Note, however, that this approach relies on thermalization of dark matter which may have never been achieved
for low reheating temperatures. In fact, the standard cosmology only requires temperatures to be above a few MeV
for successful nucleosynthesis. Furthermore, the DM density calculation can be substantially different in non-standard
cosmologies [198].
Assuming the standard cosmological history and a thermal momentum distribution for DM, its number density n(t)
volves according to the Boltzmann equation [199]
dn
dt













σvr⟩ is the thermal average of the annihilation cross section times the relative velocity vr , and neq is the equilibrium
umber density at T . The thermal average in the non-relativistic limit is defined by
⟨σvr⟩ =
∫
d3p1d3p2 f (p1)f (p2) σvr∫
d3p1d3p2 f (p1)f (p2)
, f (p) = e−(E−µ)/T , (261)
21 In principle, the dark matter mass is temperature dependent, e.g. via v = v(T ). However, typically its effect on the relic abundance is insignificant:
the freeze-out temperature is roughly m/20. For heavy DM, it may be above the EW transition temperature, but in this case m2 ≫ λ v2/4.φ φh
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Fig. 14. Leading diagrams for scalar DM annihilation.





f (p) . (262)
or a given T (t) which is dictated by entropy conservation, the evolution of n(t) is determined by the time dependence







The above Boltzmann equation is valid for dark matter consisting of one species. There is no phase space symmetry
actor associated with identical particles in the initial state since it gets canceled by a factor of 2 stemming from the DM
umber change in a single reaction. For DM consisting of particles and anti-particles, the Boltzmann equation for the total
umber density contains an extra factor of 1/2 in front of the cross section [200].
The solution to the above Boltzmann equation is well known: n(t) tracks closely neq(t) until the reaction rate becomes
lower than the Hubble rate. At this point, the effective chemical potential becomes significant and the DM ensemble
alls out of (chemical) equilibrium with the SM thermal bath. For WIMPs, this occurs at temperature T ∼ m/20. The total







g∗s T 3 , (264)
here sSM is the SM entropy density and g∗s is the effective number of degrees of freedom contributing to the entropy. As
ong as the DM contribution can be neglected, the SM thermal bath entropy is conserved, sSMa3 = const, which determines
he temperature evolution.
The cosmological and astrophysical data [201] require that in the present epoch






he number density at freeze-out is determined by the annihilation cross section, so for a given m the relic abundance
onstraint fixes the Higgs portal coupling λφh.
There are a number of annihilation channels φφ→ SM as shown in Fig. 14. For light dark matter, the s-channel Higgs
xchange dominates with the relevant DM coupling being 12λφhv hφ
2. For example, the annihilation cross section into
ermions of mass mf with N
f
c colors is given by














his expression exhibits resonant enhancement of DM annihilation close to 2m ≃ mh0 , where mh0 is the SM Higgs
mass. In this case, the pole is regularized by including the Higgs decay width in the propagator: (4m2 − m2h0 )
2
→




h , which can otherwise be neglected. Even a small λφh ≪ 1 is sufficient to obtain the right relic
abundance.
Extension to all final states in the s-channel can be done by subsuming the corresponding contributions into the
modified Higgs width. Indeed, both the decay width and σvr include the same final state contributions and phase space




m (4m2 −m2h0 )
2
Γ (m∗h0 = 2m) , (267)
where Γ (m∗ = 2m) is the decay width of the SM Higgs boson with mass 2m.h0
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Practical calculations are often performed with the software package micrOMEGAs [202]. It takes into account all the
nnihilation channels and performs numerical integration of the Boltzmann equation. A parameter space scan shows that,
way from the resonance region, EW/TeV masses are consistent with the relic DM abundance constraint for λφh of order
(10−1) to O(1) (see e.g., [172]). Close to the resonance, the coupling can be much smaller, 10−4 − 10−3, however the
elic density computation becomes more involved due to kinetic decoupling of DM from the SM plasma [203].22
irect DM detection. Dark matter can potentially be detected via its interactions with nuclei. Such scattering is mediated
y the Higgs boson, whose interactions are spin-independent. The signal rate is determined by a coherent sum of the
ucleon–DM scattering amplitudes and grows with the size of the nucleus. The result is conveniently parametrized in
erms of the spin-independent nucleon–DM scattering cross section.
Scattering of dark matter off nucleons proceeds via Higgs exchange in the t-channel. The corresponding momentum
ransfer is suppressed by the DM velocity vDM ∼ 10−3, so it does not exceed O(100MeV) and can be neglected. In this case,














here Gaµν is the gluon field strength and αs is the SU(3) fine structure constant. Here, the heavy quarks have been
ntegrated out using the conformal anomaly according to Shifman, Vainshtein and Zakharov [207]: a heavy quark
ontribution mQ Q̄ Q gets replaced with −αs/12π GaµνG
µν a. To get the dark matter interaction with nucleons, one takes
he matrix element of the quark and gluon operators over the nucleon state,






mN fTG , (269)
where fq, fTG are some parameters determined from low energy experiments [208–210] and lattice simulations [211]. This












fTG ≃ 0.3 . (271)
umerically, the sum over the light quarks contributes about 0.1 to fN , while the gluon term contributes about 0.2. Thus,
he nucleon–Higgs coupling is dominated by the gluons or, more precisely, the heavy quarks.









The current XENON1T upper bound on σ SI is of order 10−46 cm2 for electroweak DM masses and reaches the minimum
4 × 10−47 cm2 at m ≃ 30 GeV [212]. This imposes a strong constraint on the model. In particular, apart from the very
narrow resonance region, it pushes the thermal DM to a multi-TeV range. More generally, it rules out the Higgs portal
couplings above 10−2 − 10−1 for m between 100 GeV and 1 TeV [176].
Invisible Higgs decay. A strong constraint on light dark matter is imposed by the LHC bound on invisible Higgs decay [172].
The SM Higgs decay width is dominated by the small b-quark Yukawa coupling which makes it very narrow, Γh ∼ 4 MeV.
Thus, the decay branching ratios are sensitive to non-standard modes including h→ φφ, when kinematically allowed. In
our case, the invisible decay width is given by









lose to the kinematic threshold m ≃ mh0/2, collider DM production via Higgs decay should include a momentum-
ependent width as described in [213].
A recent detailed analysis of the relevant LHC constraints can be found in [176]. The direct bound on the invisible
iggs decay branching ratio is BR(h→ inv) < 0.24 at 95% CL [214]. The indirect bound is stronger: the value adopted in
22 Different stages of the WIMP freeze-out have been analyzed in detail in [204].
23 This result assumes the standard Yukawa couplings, which is not necessarily the case for light quarks. With Higgs-dependent Yukawa
couplings [205], the amplitude can be significantly enhanced [206].45























176] is 0.2, while the bound based on the overall Higgs signal strength µ used in [215] is close to 0.1. The reason is that
he number of produced Higgs bosons which subsequently decay into known 2-body final states agrees very well with
he Standard Model prediction, within 10%. A significant BR(h→ inv) would spoil this agreement by reducing µ, which
leads to a stronger bound.
In case of thermal dark matter, the required Higgs portal coupling is above 10−1 which leads a large invisible branching
ratio, typically above 80%. Thus, for either choice of the BR(h→ inv) constraint, light dark matter is ruled out [172]. For
non-thermal DM, this possibility remains and the invisible decay provides one with a sensitive channel to probe parameter
space with m < mh0/2.
Indirect DM detection. Dark matter can be detected indirectly via products of its annihilation in objects with large DM
density, for instance the Galactic Center or dwarf galaxies. Non-observation of a significant signal places further bounds
on the model. Excellent reviews of indirect DM detection can be found in [216,217].
The main constraint comes from gamma and X-rays produced in the annihilation either directly or through cascade



















ere Nγ is the photon number, A is the detector area, (dNγ /dE)0 is the photon number within the energy range dE emitted
per annihilation, and κ = 1/2 for self-conjugate DM (as in our case) or 1/4 for DM consisting of particles and anti-particles.
The last factor is the DM density squared integral along the line of sight defined by the angular variables (ϕ, θ ), often called
the J-factor,




ρ2DM(ϕ, θ, r) dr , (275)
where r is the distance from the detector. It is a function of the DM density profile, e.g. Navarro–Frenk–White (NFW) [218]
or Einasto [219].
Although the above formulae are quite elementary, it is worth clarifying them in order to understand their limitations.
The annihilation rate per unit volume is given by the average cross section and the DM number density, Γ = ⟨σvr⟩ n2DM.
Since the photon emission is isotropic, the fraction A/(4πr2) of the photons reaches the detector. Each elementary volume
dV = r2drdΩ thus contributes Γ dV A/(4πr2) (dNγ /dE)0 detector photons per unit time and dE. Integrating over r along
he line of sight and recalling that in the non-relativistic limit ρDM = mnDM, one obtains the above results. The κ-factor
akes into account the phase space symmetry of the initial state as well as the difference between the total DM density
nd the density of its annihilating components. For identical particles, there is just one component and κ = 1/2. For DM
onsisting of particles and anti-particles, there is no symmetry factor, but the annihilation rate is Γ = ⟨σvr⟩ n+n−, where
+ = n− = nDM/2 are the particle and antiparticle densities, respectively. Hence, κ = 1/4 in this case.
Although the J-factor is larger in the Galactic Center, the dwarf spheroidal galaxies impose a stronger constraint on DM
nnihilation [220]. The latter contain fewer baryons leading to a smaller background and better control over a possible
ignal. The resulting bounds on the model parameters have been discussed in [173,221–223], yet the XENON1T direct
etection constraints and the LHC bound supersede those from indirect detection. In practice, the indirect detection
onstraints are conveniently incorporated using micrOMEGAs [202].
ombined constraints. The latest comprehensive analysis of all of the constraints has been performed within the GAMBIT
ramework [224]. It assumes thermal production of DM and takes into account the LHC, direct and indirect DM detection
ounds. In addition, it requires perturbativity of the couplings at least up to the scale max(m,mt ), which bounds λφh from
bove by
√
4π in this energy range. At m ≫ mt , the Higgs portal coupling necessary for the right DM relic abundance
ecomes large, so the requirement of perturbativity of λφh and λh sets the limit m < 4.5 TeV [224]. Among the other
onstraints, the most prominent role is played by the direct DM detection bound from XENON1T, which rules out much
f the parameter space. It gets weaker at m > 1 TeV [176] such that the allowed parameter space is skewed towards
arge DM masses. The constraint is also loose around m ≃ mh0/2, where a very small λφh is sufficient to obtain the correct
elic DM abundance.46






















Fig. 15. Dark matter mass vs the Higgs portal coupling in the scalar DM model subject to all of the constraints. The color coding corresponds to the
profile likelihood, with the light regions being more likely. The white contours indicate 1σ and 2σ confidence regions. In terms of the convention
n the text, mS ≡ m, λhS ≡ λφh . c⃝ CC-BY.
ource: The figure is from Ref. [224].
Fig. 15 shows two notable (light-colored) regions where all of the constraints are satisfied [224]. The first one is the
esonant annihilation region at m ≃ mh0/2, while the other corresponds to multi-TeV DM with order one coupling. The
onstraints are also satisfied for m close to mh0 , although the allowed parameter range is small. The profile likelihood has
een computed by varying the model parameters as well as the nuisance parameters, e.g. the DM local density and mean
elocity, nuclear matrix elements, etc.24 The scanning procedure is described in detail in [224].
The conclusion is that, apart from rather contrived possibilities m ≃ mh0/2 and m ≃ mh0 , the scalar DM mass is
ushed into the multi-TeV range by the XENON1T bounds. Yet, it cannot be too heavy due to perturbativity constraints
uch that the allowed parameter range will largely be probed by upcoming direct detection experiments. On the other
and, the LHC prospects for observing scalar DM are not very promising: its production via an off-shell Higgs is impeded
y a small cross section (< 1 fb) [172]. The on-shell Higgs decay can be a useful probe, e.g. via monojet events [225], but
ts kinematic reach is limited.
.1.2. Pseudo-Goldstone dark matter
As we have seen, the minimal Higgs portal model favors a multi-TeV dark matter mass. This is no longer the case
f one adds one more degree of freedom and makes the scalar φ complex. In this Section, we consider an interesting
ossibility of pseudo-Goldstone dark matter, which naturally satisfies the direct DM detection constraints even for light
asses [226].
Consider a scalar potential invariant under a global U(1): φ→ eiξφ. Upon spontaneous symmetry breaking, this entails
massless Goldstone boson. To make the model phenomenologically viable, let us add soft (dim-2) explicit symmetry









φ2 + h.c. (276)
he absence of higher dimensional U(1) breaking terms can be justified by treating the couplings as spurions, as we discuss
elow. All the parameters except for m̃2φ are real, while m̃
2
φ can be made real and positive by a U(1) rotation. In this case,
he potential depends on the phase of φ as − cos(2Argφ) and is minimized at Argφ = 0.
An important feature of the above potential is that after spontaneous symmetry breaking it retains the CP-like
ymmetry,
φ→ φ∗ . (277)
24 Ref. [224] also treats the relic DM density constraint as an upper bound: Y (t →∞) ≤ Yobs . The lower edges of the allowed regions correspond
to the observed value (see also [223]).47

















Fig. 16. The pseudo-Goldstone boson vertex vanishes for χ on-shell and zero momentum transfer.





(ϕ + iχ + w) , (278)
here the VEV w is real, one finds that ϕ mixes with the SM Higgs producing two CP-even mass eigenstates h1, h2
s detailed in Section 2.3. The formulae for the mixing angle and the mass eigenvalues (21),(22) remain the same. The
seudoscalar component χ does not mix with the scalars and plays the role of dark matter with mass
mχ = m̃φ . (279)















f̄ f (h1 cos θ + h2 sin θ) . (280)
he scattering proceeds via the t-channel h1 and h2 exchange. One immediately concludes that the two contributions
ancel each other in the limit of zero momentum transfer,








≈ 0 , (281)
here the neglected terms are of order t/m21,2 ∼ q
2/m21,2, where q is the momentum transfer. This remarkable cancellation
as a simple explanation. The pseudo-Goldstone χ inherits the Goldstone boson property that the trilinear vertex vanishes





ρ eiχ , (282)
uch that the χ χ ρ (q = 0) vertex vanishes when (□ + m2χ )χ = 0, as shown in Fig. 16. This property, however, is not
espected by higher dimensional U(1)-breaking operators, e.g. φ4. As long as the latter are suppressed, the above amplitude
s vanishingly small.
The main contribution to the direct detection amplitude is generated at 1-loop level. Indeed, radiative corrections





2φ2 + h.c. (283)
he couplings are all real so that the symmetry φ→ φ∗ is unbroken and vanish as mχ → 0. Their explicit expressions can
e found in [226], while for our purposes it suffices to know that they are bounded by O(λφhλφ/16π2) or O(λ2φ/16π
2).











for EW scale masses, while for light χ it is suppressed further. It does not exceed 10−49 cm2, whereas the current XENON1T
upper bound is 4 × 10−47 cm2 at the most sensitive point. Similar results are obtained by a careful analysis of χ − N
scattering at 1 loop [227–229]. As a result, absence of direct DM detection does not impose any significant bound on the
model parameters. In fact, a more stringent constraint is set by perturbative unitarity: the process h2h2 → h2h2 requires
λφ ≲ 4π/3 [31], which can be translated into a bound on w for a fixed m2.
The DM annihilation amplitude does not exhibit the same suppression since the momentum transfer in this case is
significant, 2m . Therefore, it is easy to reconcile the direct DM detection bounds with the required DM annihilation crossχ
48


























Fig. 17. Constraints on pseudo-Goldstone dark matter [226]. The red band corresponds to the correct thermal relic abundance as measured by
PLANCK. The purple shaded region is excluded by invisible Higgs decay, while in the gray region perturbative unitarity is violated. In terms of the
convention in the text, vs ≡ w.
Source: Figure credit: reprinted figure with permission from C. Gross, O. Lebedev and T. Toma, Phys. Rev. Lett. 119, no.19, 191801 (2017);
oi:10.1103/PhysRevLett.119.191801.
2017 by the American Physical Society.
ection. While mχ < m1/2 is essentially excluded by the Higgs invisible width measurements, the indirect detection
onstraint is insignificant [215] such that most of the remaining mass range is available.
An example of the allowed parameter space is shown in Fig. 17. The vertical axis v/w represents the strength of the
M coupling to h1, h2 (see Eq. (280)). The red band is consistent with the thermal DM relic abundance [201]. It features
he characteristic dips associated with resonant annihilation through h1 and h2. Most points within the band satisfy all
he other constraints such that the allowed DM mass ranges from about 60 GeV to 10 TeV.
Some of the parameter space can be probed at HL-LHC [215]. The most promising channel appears to be VBF production
f h1 and h2 with their subsequent (on-shell) decay into a pair of χ ’s. For the h2 mode, the invisible decay branching
atio can be large and its kinematic reach extends further than that for h1 does, making it a particularly interesting
robe of pseudo-Goldstone dark matter. While the thermal DM relic appears elusive to the LHC searches (apart from
he resonance regions), the non-thermal option can be probed efficiently for sin θ ≳ 0.1 and m2 , mχ < m2/2 in the
lectroweak range. The indirect DM detection constraint plays a significant role in this case [215], while future missions
an become a sensitive probe of the model [230].
Let us now discuss how this set-up can arise from a more fundamental theory. We have neglected the U(1) breaking
erms of dimension higher than 2. This can be justified if the underlying, possibly gauge, U(1) symmetry is broken at a
igh scale by a VEV of another scalar Φ with even U(1) charge qΦ , while the charge of φ, qφ , is odd. The residual parity
ymmetry φ→−φ requires that the low energy effective theory contain only even powers of φ. The higher dimensional












here n can be chosen integer and ϵ ≪ 1. Then
m̃2φ ∼ ⟨Φ⟩
2 ϵn−2 , λ′φh ∼ λ
′′
φ ∼ ϵ
n , λ′φ ∼ ϵ
2n . (287)
learly, for small enough ϵ, the leading term is m̃2φ , while the others are suppressed. The higher dimensional terms can
iolate CP leading to DM decay. However, a very small ϵ makes the decay time much longer than the age of the Universe
uch that dark matter can be treated as stable for all practical purposes [226].
Various aspects of the pseudo-Goldstone dark matter and its generalizations have been studied in [231,231–241].
n particular, the gravitational wave output during a phase transition in such setups was considered in [232,236,240].
n [238,239] it was noted that the U(1) can be identified with the B–L symmetry. Possible venues to generalize the set-up
o non-Abelian symmetries were explored in [233].49





























Finally, let us make a general note that scalar dark matter in the Higgs portal framework can have properties
ignificantly deviating from those of the standard thermal DM. Some examples are presented in [242,243].
.2. Vector dark matter
The concept of gauge symmetry plays a central role in the Standard Model. It is thus reasonable to assume that it
lso features in the hidden sector. As we show below, stability of dark matter can be a natural consequence of gauge
ymmetry.
Vector dark matter stability stems from symmetries of the Lie groups, including their outer automorphisms. When
ombined with the minimal field content, they result in ‘‘custodial’’ symmetries of the Lagrangian which stabilize dark
atter [169,244,245]. This phenomenon is analogous to the appearance of the baryon number symmetry in the SM: SU(3)
SU(2) ×U(1) gauge symmetry and the SM field content automatically imply a conserved baryon number (apart from
he anomaly) which makes the proton stable. In our case, some of the gauge fields are stable and play the role of dark
atter.
Suppose the hidden sector is endowed with gauge symmetry. To avoid appearance of light or massless states, let
s introduce the minimal number of hidden ‘‘Higgs’’ multiplets φi to break this gauge symmetry completely.25 Such
ultiplets couple naturally to the Standard Model through the Higgs portal. At the renormalizable level, the coupling
as to be quartic since the trilinear terms are forbidden by gauge symmetry. For the U(N) dark sector symmetry and φi
n fundamental representation, the Higgs portal couplings have the form
Vφih = λφih H
†Hφ†i φi , (288)
here i labels the hidden Higgs multiplets. If φi with different i have the same quantum numbers under other possible
ymmetries, the mixed terms involving φ†i φj are also allowed. One general consequence of these couplings is that the
iggs mixes with the hidden scalars because both H and φi develop non-zero VEVs. These states then mediate interactions
etween dark and observable matter.
In what follows, we focus on unitary gauge groups in analogy with the Standard Model, although other possibilities
an be equally viable. Let us start with the simplest case of an Abelian symmetry group.
.2.1. U(1) gauge symmetry




FµνFµν + (Dµφ)†Dµφ − V , (289)
here Fµν is the field strength tensor of the gauge field Aµ and φ is assigned charge +1/2 (for an easier comparison with



























ρ2 AµAµ . (293)
e observe that the system possesses the Z2 symmetry
Aµ →−Aµ , (294)
hich corresponds to the usual charge conjugation. In the Lie group language, it acts as an outer automorphism by
onjugating the U(1) group elements. In terms of the original fields, the symmetry transforms φ → φ∗ and Aµ → −Aµ,
hich leaves both the Lagrangian and the vacuum invariant.
Since the vertices always contain pairs of Aµ, the massive gauge field is stable and can constitute dark matter. It
nteracts with the SM fields via the scalar mediators: due to the Higgs portal coupling (288), ρ mixes with the Higgs h
roducing mass eigenstates h1, h2 as in Section 2.3,
ρ = −h1 sin θ + h2 cos θ ,
25 Massless states can also be avoided via confinement in the hidden sector, see e.g. [246].50


















h = h1 cos θ + h2 sin θ . (295)
Interactions mediated by h1 and h2 allow for the usual DM freeze-out and also produce a direct detection signal, which
we discuss in Section 9.2.4. If the mixing angle is sufficiently small and h2 can be integrated out, we recover the effective
iggs-vector interaction (253).
The above considerations assume that the U(1) does not mix with the SM hypercharge, that is, no Z2-violating FµνF
µν
Y
erm is present in the Lagrangian. This is justified if the U(1) is secluded, i.e. there are no fields charged under both the SM
auge group and the dark sector symmetry. In this case, if the U(1) and U(1)Y are orthogonal initially so that there is no
ree level kinetic mixing, such a mixing will not be generated radiatively. Settings of this type are common in string theory,
.g. in the E8 × E8 heterotic string [247], where the SM gauge group originates from one E8, while the dark symmetry
omes from the other E8. Similar considerations apply to field theoretic constructions based on group products G1 × G2
hich contain no fields transforming under both groups, but possess a Higgs portal-like coupling |s1|2|s2|2, where s1 and
2 are scalars transforming under G1 and G2, respectively. Appropriate symmetry breaking within each sector brings us
o the framework considered here.
The model at hand can be viewed as an effective field theory limit of a more fundamental framework. In general, higher
imensional operators may affect stability of dark matter. This depends on whether or not the UV completion preserves














ith complex c induce linear couplings of the gauge field to ρ. In this case, Aµ decays via ρ − h mixing, although its
ifetime can be very long depending on the suppression scale of the dim-6 operator. This leads to an interesting option
f long-lived dark matter.
Also, if the matter sector at low energies is enlarged, the stabilizing Z2 can be broken. For instance, introduction of the
second charged scalar generally entails both the presence of a linear in Aµ coupling and a scalar–pseudo-scalar mixing.
In this case, stability of dark matter is lost.
Our conclusion here is that a very simple renormalizable model with a secluded U(1) and a single dark Higgs leads to
stable dark matter. The stability is guaranteed by gauge symmetry and the minimal field content.
9.2.2. SU(2) gauge symmetry
The above considerations are extended to the SU(2) case [244] in a straightforward manner. It is sufficient to introduce






+ (Dµφ)†Dµφ − V , (298)
here a = 1, 2, 3 is the adjoint SU(2) index. At the minimum of the potential, φ develops a VEV ṽ and the field can be










here ρ is real. As in the U(1) case, the vector field mass in terms of the gauge coupling g̃ is given by mA = g̃ ṽ/2. The























Although the triple gauge vertex breaks the Z2 of the previous section, the Lagrangian preserves a custodial SO(3),
Aµ → OAµ , (301)
with O ∈ SO(3). This symmetry contains analogs of the Z2 parity which reflect two of the gauge fields. Since only the gauge
fields transform under SO(3) and are degenerate in mass, they are stable. In many respects, such dark matter behaves
similarly to the Abelian vector DM, except it experiences self-interaction. An advantage over the U(1) case is that the
kinetic mixing with the SM gauge bosons is forbidden by gauge invariance.
An interesting feature of non-Abelian dark sectors is that some DM components remain stable in the presence of
arbitrary non-renormalizable operators. As long as gauge invariance is preserved by integrating out heavy states, the
effective theory is built out of operators
O
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U(2) invariance requires the number of φ’s to be equal to the number of φ†’s. Thus, the system has a global U(1)
ymmetry
φ→ eiζ φ . (303)
combination of this U(1) and gauge transformation U = diag(eiζ , e−iζ ) remains unbroken by the vacuum. Therefore, after
spontaneous symmetry breaking, the system possesses a global U(1)′ ∼ SO(2) and, generally, the custodial symmetry gets
reduced by higher-dimensional operators:
SO(3)→ SO(2) . (304)
Under this SO(2),
A1 → A1 cos 2ζ + A2 sin 2ζ ,
A2 →−A1 sin 2ζ + A2 cos 2ζ , (305)
while all other fields are invariant. As a result, A1,2 remain stable and constitute dark matter. On the other hand, A3 decays,
for instance, via an analog of operator (297) which breaks SO(3). Decaying SU(2) dark matter can produce an interesting
gamma ray signature [248] .
9.2.3. SU(3) and larger groups
The SU(3) case [245] is more complicated as it involves multiple dark Higgses. One may instead use a larger group
representation, e.g. a 6-plet, to break the symmetry, however, the corresponding scalar potential is too constrained and
the breaking is not complete. The minimal option to break SU(N) to nothing employs N-1 dark scalar multiplets in the
fundamental representation [245].




tr{GµνGµν} + |Dµφ1|2 + |Dµφ2|2 − V . (306)
he potential V = Vportal + Vdark includes the Higgs portal terms,
Vportal = λH11 |H|2|φ1|2 + λH22 |H|2|φ2|2 − (λH12 |H|2φ
†
1φ2 + h.c.) , (307)





































SU(3) gauge freedom allows one to remove 5 degrees of freedom of φ1 and 3 degrees of freedom of φ2, so that they can















(v3 + ϕ3)+ i(v4 + ϕ4)
)
, (309)
here vi are real VEVs and ϕ1−4 are real scalars. This gauge choice is analogous to the unitary gauge in the Higgs sector
f the Standard Model, HT = (0, v + h)/
√
2.
The Lagrangian possesses an accidental global U(1),
φi → eiξφi . (310)
Even though it gets broken by the VEVs, a combination of this U(1) and a gauge transformation
U = diag
(
e2iξ , e−iξ , e−iξ
)
(311)
remains preserved. This global U(1)′ symmetry guarantees that some of the gauge bosons are stable. Indeed, the gauge
fields transform as
Aµ → U Aµ U† , (312)
so, in the Gell-Mann basis for the SU(3) generators, Aµ3,6,7,8 remain invariant while A
µ
1,2,4,5 transform non-trivially,
A1 → A1 cos 3ξ + A2 sin 3ξ ,
A →−A sin 3ξ + A cos 3ξ , (313)2 1 2
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here the Lorentz index has been suppressed. The same relation holds for the (A4, A5) pair up to the replacement 1→ 4,
2 → 5. The scalars are all neutral under U(1)′, so the lighter pair out of (A1, A2) and (A4, A5) has to be stable. Note that
U(1)′ ensures mA1 = mA2 and mA4 = mA5 .
The potential is quite complicated. To simplify its analysis, let us assume that CP is conserved in the dark sector: the
couplings and the VEVs of φ1,2 are real (v4 = 0). In this case, the system possesses an extra Z2 analogous to charge
conjugation, i.e. it conjugates the group elements and the scalar fields. Under the Z2,
A1,3,4,6,8 → −A1,3,4,6,8 ,
ϕ4 → −ϕ4 , (314)
while the other fields are invariant. This symmetry ensures that additional states are stable. Their identity depends on
the mass spectrum which defines which decays are allowed kinematically.
A complication in the SU(3) case is that, in our gauge, some of the scalars mix kinetically with the gauge bosons,
i.e. terms of the type κaiA
µ
a ∂µφi appear in the Lagrangian. These are eliminated by a ‘‘gauge-like’’ transformation A
µ
a →
Aµa +ωai∂µφi, where ωai are constants depending on the VEVs. Such a transformation does not affect the gauge field masses
and kinetic terms, so we will keep the same notation for the transformed fields, Aµa .
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or v1 > v2, the lightest gauge bosons are
A1, A2, A′3 . (318)
n the simplest case, these constitute dark matter. As long as A′3 is lighter than the pseudoscalar ϕ4, their stability is
nsured by the U(1)′ × Z2 symmetry. Note that although A1,2 are somewhat heavier than A′3, their decay is forbidden by
U(1)′.
Dark matter can also be composed of stable components with different spins: if ϕ4 is light, we have multicomponent
DM consisting of A1, A2, ϕ4. While the scalars all generally mix with the Higgs, ϕ4 does not as long as CP is conserved
in the dark sector. In all cases, DM interacts with the SM via exchange of the Higgs-like scalars which are mixtures of
h and ϕ1−3. The list of the interaction vertices for the canonically normalized fields can be found in [245]. The resulting
phenomenology is rather involved [249].
In the most general case, the scalar potential contains complex couplings and CP is thus broken. Then, only U(1)′
emains and dark matter consists of
A1, A2 . (319)
This scenario is quite interesting phenomenologically since it allows for pair annihilation of A1 and A2 into the lighter A′3.
The latter then decays into the SM states, facilitating the ‘‘secluded dark matter’’ scenario which we discuss later. In this
case, the direct DM detection rate is effectively decoupled from the DM annihilation rate. It is interesting that this scenario
is realized regardless of the relation between v1 and v2: one of the diagonal generator fields is always the lightest, so the
above argument applies to the other regimes up to the field relabeling [249].
Higher dimensional operators do not affect stability of dark matter since U(1)′ remains unbroken. The argument
parallels that for the SU(2) case (cf. Eq. (302)).
Generalization to the SU(N) case is quite straightforward [245]: to break SU(N) completely, one introduces N-1
fundamentals. They can be parametrized in a way similar to (309) such that N-1 components of the first N-plet are
rotated away and so on. One row of all of the multiplets can be set to zero, which always entails an unbroken global U(1).
The lightest gauge fields are associated with an SU(2) block that couples to the smallest VEV. In the simplest case, these
states constitute dark matter whose phenomenology is similar to that of SU(3) dark matter.
Finally, it should be noted that breaking SU(N) to nothing is not strictly speaking necessary: the unbroken gauge
group can confine at low energies and thus lead to acceptable phenomenology. The logarithmic coupling running creates
a scale hierarchy in the dark sector such that one encounters ‘‘dark radiation’’ [250] and/or heavy non-WIMP dark
matter [251,252].53

























Fig. 18. Leading diagrams for vector DM annihilation [245].
9.2.4. Phenomenology of vector dark matter



















he scalars h1, h2 with masses m1,m2 couple to the SM fields just like the Higgs does, up to the suppression factors cos θ
nd sin θ , respectively.
It is instructive to highlight the differences between the scalar and vector DM. For many applications one may use
he non-relativistic limit |pA| ≪ mA, in which case vector DM behaves as 3 distinct massive scalars with no inter-
species coupling. Compared to single species scalar DM with the same density, the vector DM annihilation cross section
is therefore smaller by a factor of 3 while the scattering rate off nuclei remains the same. On the other hand, the
collider phenomenology can be very different: production of the longitudinal components of the vector at high energies
is enhanced by the derivative (Goldstone) couplings. Thus, the decay h2 → AA with m2 ≫ mA is much more efficient for
he vectors.

















here mN is the nucleon mass and fN ≃ 0.3 parametrizes the Higgs–nucleon coupling. Although the h1 and h2
ontributions come with opposite signs, normally there is no significant cancellation between them and the amplitude
s dominated by the h1 exchange. For electroweak/TeV masses and θ ∼ 10−1, the stringent direct DM detection
ounds constrain the dark gauge coupling to be O(10−1) or below. These relax for much heavier DM, in which case
he experimental limits are loose.
The DM relic abundance depends strongly on its production mechanism. Let us assume that DM reaches thermal
quilibrium with the SM thermal bath, while keeping in mind that non-thermal production can also be viable. In this case,
he abundance is dictated by the annihilation cross section, which is characteristic of WIMP dark matter. The annihilation
rocess is mediated by h1, h2 or produces h1 and h2 in the final state. The leading diagrams are shown in Fig. 18. The
ain s-channel becomes less efficient as sin θ decreases. For instance, the annihilation cross section into fermions having
f


























hile the results for the other final states can be found in [249]. Thus, in order to reconcile the required cross section
ith the direct detection constraints, one has to resort to resonant enhancement. Indeed, for 2mA ∼ m2, the s-channel
nnihilation becomes very efficient even at small couplings. For a heavy h2, the resonance is broad and no significant
ine-tuning is necessary to satisfy the bounds [245]. On the other hand, the h1 resonance is narrow and the resonant
nhancement is at work for 2mA very close to m1. Another interesting regime is mA > m2, in which case pair annihilation
nto h2’s can dominate, while the direct detection amplitude gets suppressed by small θ . This ‘‘secluded DM’’ option will
e discussed in the next section.
Indirect DM detection bounds do not impose any significant additional constraints unless DM is light, mA ≲ mW [245].
or mA < 62 GeV, the invisible Higgs decay sets a strong bound on the Higgs–DM coupling. At mA ≪ m1,m2, it requires
oughly g̃ θ ≲ 10−4 mA/GeV, which rules out thermal DM [172].
Altogether, one finds that for electroweak/TeV masses, (thermal) vector dark matter is viable for 2mA ∼ m2 and
g̃ θ ∼ O(10−2). Smaller mixing angles are allowed if the secluded option is realized.
Both thermal and non-thermal DM options can to some extent be probed at the LHC. The DM production is mediated
by h1 and h2, and manifests itself as missing energy, ET . The most promising channels are the monojet and h1,2-VBF
production with missing energy,
pp→ h j → AA j ,1,2
54

































Fig. 19. Semi-annihilation of vector DM [245].
pp→ h1,2 jj→ AA jj . (323)
These are efficient if the scalars decay into DM on-shell. The h2 decay appears more interesting as it has a larger kinematic
reach. The corresponding decay width is
Γ (h2 → AA) =














he consequent decay branching ratio is calculated using Γ (h2 → SM) = sin2 θ ΓSM(mh = m2) as well as the h2 → h1h1
idth given by Eq. (30a). To evaluate the signal strength, one also needs the h2 production cross section, which is easily
btained by rescaling the SM result with mh = m2 by sin2 θ . The cut-based monojet study [253] concludes that only the
ight h2 range with m2 ≲ 300 GeV can be probed for a realistic sin θ . Similar results are obtained in the VBF channel [254],
hile the corresponding analysis in the decoupling limit m2 → ∞ can be found in [255]. The prospects, however, are
ikely to improve when modern statistical techniques, e.g. machine learning, are employed (see the discussion below
q. (325)).
Various aspects of Abelian vector DM, including phenomenology of models with extended scalar sectors, have been
tudied in [256–261]. For example, in addition to the usual constraints, one may require the Higgs portal coupling to
tabilize the Higgs potential [258]. Another variation is to relax the assumption of thermalized DM and focus on its
reeze-in production [259]. Loop corrections to the direct detection amplitude have been computed in [262].
on-Abelian dark matter. Many properties of Abelian DM are retained up to the summation over the group indices,
µAµ → AaµA
µ,a, a = 1, . . . ,N2 − 1. DM contains multiple components which can only annihilate with its own species
esulting in a smaller by a factor of 1/(N2 − 1) annihilation cross section into the SM final states. Yet, DM self-interaction
rings in new ‘‘semi-annihilation’’ channels [244,263], where the DM number reduces by one, Fig. 19. However, their
ffect is not very significant in the allowed parameter space.
DM self-interaction also allows for 3→ 2 processes which can be efficient if the coupling is large enough [264,265].
scalar analog of this phenomenon will be discussed in Section 10.2. For yet larger coupling values, the dark sector
ndergoes confinement and the massive vectors can be described by interpolating operators of the type φ†T ai
←→
D µφ,
hose phenomenology is discussed in [246].
At weak coupling, the main difference from the Abelian case is that there are gauge fields with different masses which
enerally leads to a broader spectrum of reactions. Some of them allow for very efficient DM annihilation even at tiny
[266], which we discuss in the next section. Regarding collider physics, larger non-Abelian sectors generally entail more
omplicated cascade decays, including those with multi-Higgs final states and missing ET [267]. For example, the processes
pp→ hn → ÃÃ→ AA h1h1 ,
pp→ hn → ÃÃ→ AA h1h1h1 (325)
re only possible for dark groups larger than SU(2). Here hn and Ã denote collectively the scalars that mix with the Higgs
nd unstable gauge fields, respectively. Again, these channels are efficient if hn decays into gauge bosons on-shell. At the
L-LHC, the two Higgs mode can be studied with the help of the Boosted Decision Trees technique. For h1’s decaying
o b̄b + γ γ and b̄b + WW , the model can be probed in the regime mhn ≫ mA with mhn ≲ 600 GeV and substantial
in θ ∼ 0.3 [267]. For a fully hadronic h1 decay, h1h1 → b̄bb̄b, and heavy hn, one may use jet substructure analysis to
robe mhn up to 1 TeV or so [268]. The three Higgs final state, on the other hand, is likely to be of little relevance at the
HC [267].
Various aspects as well as extensions of the SU(2) DM model have been studied in [248,269–278]. For example, adding
on-renormalizable operators generally makes some of DM unstable, whose decay can produce gamma ray lines [248].
ne may also impose additional constraints on the model, e.g. classical scale invariance [269–271,275]. Finally, variations
f the SU(3) vector DM has been studied in [279,280].
A recent update of the parameter space analysis of vector dark matter, including the XENON1T constraint as well as
he prospects for observing invisible Higgs decay, has appeared in [281].55



























Fig. 20. SU(3) vector dark matter constraints in the ‘‘secluded’’ regime. The red band indicates the correct DM relic density. The other curves mark
the following constraints: gray — perturbativity, purple — invisible Higgs decay (BRinv < 0.11), dark red — Higgs couplings (sin θ < 0.33), green
nd orange — direct DM detection constraints. The blue line represents the direct detection event rate corresponding to the background neutrino
cattering off nuclei.
ource: The figure is from Ref. [266].
.2.5. ‘‘Secluded’’ dark matter: evading direct detection
The main idea of secluded DM is to decouple direct DM detection from DM annihilation using metastable mediators
282,283]. This allows one to obtain the correct DM relic density with no pressure from the ever-improving direct detection
ounds.
In our case, the direct detection amplitude goes to zero as θ → 0, while the annihilation can still be efficient if there
re states lighter than DM. In particular, the channel [266]
A1A1 , A2A2 → A′3A
′
3 (326)
s always open kinematically for SU(3) and larger groups. Here the group indices refer to the SU(2) block which couples
o the smallest VEV (cf. Eqs. (315), (317)). The diagonal component mixes with the other Cartan generators resulting in a
ighter mass eigenstate A′3. If CP is broken in the dark sector, A
′
3 is unstable and decays into (on- or off-shell) scalars which
ix with the Higgs. The relevant vertices are listed in the Appendix of [245]. The above annihilation process is controlled
y the gauge coupling and the mass difference between A1,2 and A′3. It is insensitive to θ , so the correct relic abundance
an be obtained without violating the direct detection bounds as long as θ ≪ 1.
In addition to the above channel, there may exist further analogous processes which survive at θ ≪ 1. If h2 is lighter
than DM, the channel
A1A1 , A2A2 → h2h2 (327)
s available even for U(1) and SU(2) dark gauge groups. The corresponding cross section in the limit θ ≪ 1 and




























hile the total DM annihilation cross section is rather complicated. This process is sufficient to reconcile the relic density
nd direct detection constraints in much of the parameter space with small θ [266].
A representative summary of the constraints for the SU(3) case is shown in Fig. 20. In addition to AA→ h2h2, another
hannel AA→ χχ , where χ is the mostly pseudoscalar state, contributes to DM annihilation when kinematically allowed.
n the other hand, the channel AA→ A′3A
′
3 is always open. The red band produces the correct (thermal) DM relic density
nd exhibits characteristic dips at mA ≃ m2/2,m2,mχ corresponding to the resonance and kinematic thresholds. Further
onstraints include perturbativity of scalar and gauge couplings, bounds on the Higgs couplings and direct detection
onstraints [284,285].26 We conclude that all of the above constraints can be satisfied for θ ≪ 1 in a broad range of DM
asses. The plot does not include, however, indirect detection constraints which are relevant for light DM and exclude
ome of the parameter space (see e.g [280]). Finally, such secluded DM is notoriously difficult to observe at colliders: the
mall θ makes its production cross section highly suppressed.
Our conclusion is that vector dark matter provides a viable WIMP dark matter candidate. Within the Higgs portal
ramework, its stability is a natural consequence of gauge symmetry and the minimal matter content.
26 Here, the XENON1T ‘‘prospect’’ constraint assumes σ SIA−N ≲ 10
−46 cm2 at the most sensitive point mA ≃ 40 GeV, which is not far from the
urrent bound.56



















.3. Fermion dark matter
Dark matter can be composed of fermion fields. A simple and viable option is provided by an SM singlet fermion
[286,287]. Although a pair of such DM particles cannot couple directly to the Higgs field at the renormalizable level, it
an couple to a scalar singlet which mixes with the Higgs due to the usual Higgs portal interaction. Redefining the scalar
ield and performing a chiral rotation on the fermion, the relevant Lagrangian can be brought to the form
−∆L = mχ χ̄χ + λχ φ χ̄χ + λcpχ φ χ̄ iγ5χ , (329)
here φ has a zero VEV and mχ , λχ , λcpχ are real. The renormalizable interactions, in general, contain a CP violating
oupling [174], which in our convention we identify with λcpχ , while the scalar potential can contain odd powers of φ. The
xplicit form of the above transformations can be found in [174,222]. For our purposes, it is not necessary and we may
arametrize the observables in terms ofmχ , λχ , λcpχ as well as the scalar sector parameters: the Higgs–singlet mixing angle
, and the scalar masses m1,m2 as in Section 6.2. Decoupling h2 at small enough θ , we recover the effective Higgs–fermion
interaction (254).
In the fermion case, stability of dark matter stems from a conserved fermion number corresponding to the symmetry
χ → eiκχ , (330)
hich can be either global or gauge. If there is no conserved number or parity, a coupling to the leptons Hc l̄χ would be
allowed making χ unstable although possibly long-lived. It is thus natural to take χ to be a Dirac fermion. In what follows,
we will consider both the Dirac and Majorana fermion options, with the latter possessing a Majorana parity χ →−χ .
9.3.1. Dirac fermion dark matter
Consider the Dirac fermion case. DM annihilation into SM fermions proceeds via s-channel exchange of the two scalars.
The amplitudes proportional to λχ and λcpχ do not interfere and the corresponding cross section is given by
























here subleading terms in DM velocity vr have been dropped. This expression agrees with the corresponding result
n [287]. The contribution of the λχ -coupling is velocity suppressed, v2r ∼ Tfo/mχ ∼ 1/20. This is easily understood from
arity or CP considerations: a fermion–antifermion pair has parity (−1)l+1, where l is the orbital angular momentum.
The s-wave state, therefore, cannot annihilate into a parity-even scalar φ if parity is conserved. The coupling λcpχ lifts this
ondition. The same considerations apply to other SM final states.
While the CP-even contribution to DM annihilation is suppressed, for direct DM detection the situation is reversed:
he CP-violating coupling can be neglected. The bilinear χ̄ iγ5χ vanishes in the static limit, so the contribution of the λcpχ
oupling to the DM–nucleon scattering cross section is suppressed by the current dark matter velocity squared ∼ 10−6.
hus, the result is completely dominated by the λχ -coupling,
σ SIχ−N =
λ2χ sin
















This agrees with the cross section quoted in [288]. The presence of the CP-violating term has a beneficial effect: it increases
the annihilation cross section while having no impact on the direct DM detection [174]. As a result, for λcpχ > λχ , much
of the parameter space is consistent with the thermal DM constraints. A similar interplay is observed for the axial DM
coupling χ̄γµγ5χ to a Z ′ [289].
For light DM, the invisible Higgs decay imposes an important constraint on the model. One finds
















n analogous expression holds for h2 → χχ up to the replacement m1 → m2, sin θ → cos θ . We observe that close
to the resonance regions, mχ ≃ m1,2/2, the contribution of λχ to the invisible scalar decays is velocity suppressed and
the CP-violating coupling dominates. Such regions are of particular interest since the relic density constraint is easily
compatible with the direct detection bound near the resonances.
Phenomenology of the CP-conserving limit of the model has been studied in [287,288]. Most results carry over to
the Majorana case, as discussed below. All the annihilation channels are included via the micrOMEGAs package [202].
The thermal DM relic abundance is compatible with the direct detection bounds around the resonances mχ ≃ m1,2/2 and
when χχ → h2h2 is efficient. In the latter case, θ ≪ 1 realizes the ‘‘secluded’’ DM option. The presence of the CP-violating
coupling λcpχ > λχ widens significantly the allowed parameter space making the constraints easily compatible [174,290].
The conclusion is that the EW/TeV DM masses and EW cross sections are generally allowed such that χ behaves as a
WIMP.57














nd the effective field theory limit m2 →∞ is assumed. The constraints and scanning procedure are as those for Fig. 15. c⃝ CC-BY.
ource: The figure is from Ref. [173].
The LHC Higgs measurements strongly constrain and essentially rule out thermal DM with 2mχ < 125 GeV [172],
nless the DM annihilation proceeds via χχ → h2h2 [174] with θ ≪ 1. In this case, one requires a light h2 which
ormally entails an efficient h1 → h2h2 decay. This mode can however be suppressed by tuning λφh for a given sin θ [25].
Similar considerations apply to fermion dark matter of spin 3/2 [291].
.3.2. Majorana fermion dark matter





eeping the interaction terms the same as in the Dirac case, one finds the following modifications.








ne should keep in mind, however, that in the reaction rate calculation, the integral over the initial state phase space
ets halved due to 2 identical particles and each reaction reduces the fermion number by 2.
The velocity suppression of the CP-even amplitude still holds: while the fermion and anti-fermion intrinsic parities are
pposite, the Majorana intrinsic parity is ±i. Thus, the s-wave is still P-odd and its annihilation into φ via λχ is forbidden.








Concerning the invisible width, the amplitude increase is partially compensated by the phase space symmetry factor such
that
Γ (h1 → χχ )
⏐⏐⏐
Maj




These results agree with those quoted in [171] in the limit m2 ≫ m1, λcpχ → 0.
Altogether, the effect of replacing a Dirac fermion with a Majorana one is non-trivial and does not simply amount to
a rescaling of the couplings. In general, if DM consists of particles and distinct from them antiparticles, the annihilation
cross section required to obtain the same total number density as in the case of identical particles gets doubled (see
Section 9.1.1) [200]. Thus, for Majorana particles it is easier to reconcile the relic density constraint with the direct
detection bound.
Phenomenology of Majorana DM has been studied extensively in [171,173,174,292,293]. Most results of these analyses
apply to the Dirac case as well. The conclusion is that the minimal fermionic Higgs portal dark matter is a viable WIMP
candidate, especially if CP violation is allowed in the dark sector. This is illustrated in Fig. 21, which shows the profile
27 It appears that σv quoted in [172] applies to the Dirac instead of Majorana DM.r
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and mχ in the effective field theory limit m2 → ∞
173]. It assumes thermal dark matter subject to all the relevant constraints as in Fig. 15. The color coding shows how
ikely a particular parameter choice is. We observe that mχ is allowed to be anywhere above the resonance up to about
0 TeV. Ref. [173] concludes that future direct and indirect DM detection experiments will probe large portions of the
avored parameter space.
To summarize, all of the Higgs portal DM candidates presented here remain viable, especially if one goes beyond the
ffective field theory framework. The UV complete models have certain favorable features, some of which are not captured
y the effective approach. These include, for instance, new efficient DM annihilation channels into metastable states as
ell as natural cancellations among different contributions to the direct DM detection amplitude. In most cases, we find
hat the framework will further be explored by, first and foremost, the ever-improving direct DM detection experiments.
ertain regions of parameter space, especially for light dark matter, can also be probed at the LHC and via indirect DM
etection.
0. Feebly interacting dark scalars
While WIMPs may offer a natural explanation for the observed dark matter relic abundance, the lack of their direct
etection signal motivates one to explore further options. Dark matter may be very weakly interacting and its density
ould be determined by mechanisms other than the standard freeze-out. In this section, we discuss the cosmology of




λφhH†H φ2 , (338)
λφh ≪ 1. Here, φ can play the role of (non-WIMP) dark matter if ⟨φ⟩ = 0. For a non-zero VEV, it is an unstable scalar which
may couple to dark matter. In the latter case, there are both quartic and trilinear Higgs–singlet interactions. Although, in
general, one expects an independent H†H φ term in Vφh, its effect can be mirrored by that of λφh⟨φ⟩H†H φ, so we will
ot consider it separately.
The dark scalars may be produced by the SM thermal bath via the Higgs portal coupling. If the coupling is very small, the
ark sector never thermalizes and the relic abundance is determined by ‘‘freeze-in’’ rather than freeze-out. This applies
s well to unstable dark scalars which could subsequently decay into DM or SM states. It is also possible that λφh is
ompletely negligible, in which case the singlet must be produced shortly after inflation, for instance, through its small
oupling to the inflaton. In this limit, the dark matter thermodynamics is determined by the self-coupling φ4 [294] and
ts initial density.
Unlike in the WIMP case, much of the relevant dynamics can take place at relativistic energies, which requires going
eyond the standard non-relativistic approach.
0.1. Relativistic treatment
Most dark matter studies employ the non-relativistic approximation to the reaction rates. This approach is often
ustified. For example, the WIMP freeze-out occurs at temperatures far below its mass such that the corresponding relic
bundance can be computed in the non-relativistic regime. However, for feebly interacting scalars, this is not the case and
nteresting physics can occur at high temperatures where the non-relativistic approximation breaks down. It is therefore
ecessary to develop a fully relativistic approach to dark matter dynamics.












⎞⎠ |Ma→b|2 (2π )4δ4(pa − pb). (339)
ere pi and pj are the initial and final state momenta, respectively. Ma→b is the QFT a → b transition amplitude. For
onvenience, we absorb in |Ma→b|2 both the initial and final state phase space symmetry factors. f (p) is the momentum







here µ is the effective chemical potential. This distribution maximizes entropy for a given energy and particle number.
he final state factor 1+ f (pj) accounts for the Bose enhancement of the reaction rate due to degenerate states.
In this section, we are primarily interested in scalar systems with no conserved quantum numbers and no CP-violation.
he latter implies, in particular, |Ma→b| = |Mb→a|. In full thermal equilibrium, the absence of conserved numbers means











(341)i∈a j∈b j∈b i∈a
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y virtue of energy conservation. Therefore,
Γa→b = Γb→a , (342)









⎞⎠ Γb→a . (343)
his applies, in particular, to scalars in kinetic equilibrium and leads to particle production or absorption. For example,
he dark matter freeze-out regime belongs to this category.
The evolution of the number density n =
∫ d3p
(2π )3
f (p) of a given species is described by the Boltzmann equation. In
case the number change is due to the reactions a→ b and b→ a, it reads
dn
dt
+ 3Hn = ∆N (Γa→b − Γb→a) , (344)
here ∆N is the particle number change in the reaction a → b and H is the Hubble rate. This equation is to be
upplemented with the entropy conservation condition for a closed system,
s a3 = const , (345)
here s is the entropy density and a is the scale factor. The two equations are necessary in order to determine the two
nknowns, T (t) and µ(t). In thermal equilibrium, the right hand side of the Boltzmann equation vanishes and the total
article number is conserved,
d
dt
na3 = 0 , (346)
hile the effective chemical potential remains zero. In the ultra-relativistic regime, n(T ) = ζ (3)/π2 T 3 and T ∝ 1/a.
Maintaining thermal equilibrium in an expanding Universe requires that the reactions be faster than the expansion,
hich can be formulated as
Γa→b ≫ 3nH . (347)
n this case, we can treat our system ‘‘adiabatically’’: at every point in time, the particle distribution is the Bose–Einstein
ne with time-dependent temperature and zero chemical potential. Solving the Boltzmann equation explicitly, one finds
hat, at later stages of the system evolution, this condition gets violated: the number changing reactions become too
low, Γa→b ∼ 3nH . Although elastic scattering processes keep the particles in kinetic equilibrium with a well defined
emperature, a non-zero effective chemical potential develops and the system departs from full thermal equilibrium. This
ignifies ‘‘freeze-out’’. It can take place both in the relativistic and non-relativistic regimes, depending on the mass and
he coupling. While before freeze-out the particle density can well be approximated by the corresponding equilibrium
alue, after freeze-out the total particle number is approximately conserved and n ∝ 1/a3. The result is conveniently
arametrized in terms of Y = n/sSM as in Eq. (264), which remains constant.
The freeze-out phenomenon is to be contrasted with another mechanism dubbed ‘‘freeze-in’’. The hidden sector may
ave never reached thermal equilibrium due to feeble couplings. Instead, the SM thermal bath would constantly produce
he dark quanta via the Higgs portal coupling. When the plasma cools down and the process becomes inefficient, the total
umber of dark quanta ‘‘freezes-in’’ and can again be parametrized in terms of Y . In what follows, we will consider both
f these possibilities.
The relevant processes such as particle production and freeze-out can occur at high temperatures, where the non-
elativistic approximation breaks down. At the next step, we derive the relativistic expression for the reaction rate in
erms of the corresponding cross section.
0.1.1. Generalizing the Gelmini–Gondolo formula
The well-known Gelmini–Gondolo formula [200] expresses the reaction rate in terms of the cross section using the
axwell–Boltzmann approximation. In what follows, we generalize this result to the Bose–Einstein distribution, which is
ssential for relativistic systems. We follow closely the analysis of Ref. [297]. Its generalization to asymmetric reactions
an be found in Ref. [298].
Consider a 2 → n reaction, where the final state may be composed of a different species. Denoting the initial state
omenta by p1 and p2, we may express the reaction rate in terms of the cross-section σ (p1, p2) as
Γ2→n = (2π )−6
∫
d3p1d3p2 f (p1)f (p2) σ (p1, p2)vMøl , (348)60



























, u = (1, 0, 0, 0)T . (350)
ere we use a covariant expression for the Bose–Einstein distribution in a frame with a 4-velocity u. In the gas rest frame,
= (1, 0, 0, 0)T . For the cases of interest, the initial particles are identical, m1 = m2 = m. The cross section is defined by


















here M2→n is the QFT scattering amplitude, except in our convention we absorb all the phase space symmetry factors
irectly into |M2→n|2. This cross section also includes the final state Bose enhancement factors 1+ f (ki).
Apart from the distribution functions, the reaction rate and σ (p1, p2) are composed of Lorentz-invariant factors. In
any cases, the cross section is easiest calculated in the center-of-mass (CM) frame of the two colliding particles. For
xample, one can employ the CalHEP tool [299] for computing σ CM(p1, p2), while absorbing the factors 1+ f (ki) into the
omentum-dependent vertices.
Let us now convert the expression for the rate Γ2→n into the CM frame. For a given pair p1, p2, it is the frame where



























where Λ(p) is a Lorentz transformation. The explicit parametrization in terms of rapidity η and angular coordinates θ, φ
is
p0 = E cosh η,
p1 = E sinh η sin θ sinφ,
p2 = E sinh η sin θ cosφ,
p3 = E sinh η cos θ. (355)
n other words, in the convention p = (p0, p3, p2, p1)T , the Lorentz transformation is given by
Λ(p) =
⎛⎜⎝ 1 0 0 00 1 0 00 0 cosφ − sinφ
0 0 sinφ cosφ
⎞⎟⎠
⎛⎜⎝ 1 0 0 00 cos θ − sin θ 00 sin θ cos θ 0
0 0 0 1
⎞⎟⎠
⎛⎜⎝ cosh η sinh η 0 0sinh η cosh η 0 00 0 1 0
0 0 0 1
⎞⎟⎠ ,
Λ(p)−1 =
⎛⎜⎝ cosh η − sinh η 0 0− sinh η cosh η 0 00 0 1 0
0 0 0 1
⎞⎟⎠
⎛⎜⎝ 1 0 0 00 cos θ sin θ 00 − sin θ cos θ 0
0 0 0 1
⎞⎟⎠
⎛⎜⎝ 1 0 0 00 1 0 00 0 cosφ sinφ
0 0 − sinφ cosφ
⎞⎟⎠ .
The p-integration measure becomes
d4p = sinh2 η E3dE dη dΩp , (356)
where Ωp is the solid angle in p-space. Now, apply the same Lorentz transformation Λ(p) to vector k,





−−−−−−−−→ d4k ≡ dk |k|2 d|k|dΩ , (357)0 k
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here Ωk is the corresponding solid angle. We drop the prime for convenience, remembering that k is now in the CM
rame.

















dΩp dΩk G(p1, p2). (358)
In the integrand, one must set k0 = 0, |k| =
√
E2 −m2 in k-dependent quantities. Note that E is the particle energy in
he CM frame.
The cross section is computed in the CM frame, so the final state momenta ki must be transformed to that frame as
ki = Λ(p) k′i . Dropping the prime for convenience, we have for the final state Bose enhancement factors,






i sinh η−µ)/T − 1
(359)
ince (Λ−1u) · ki = k0i cosh η + k
3
i sinh η. It is thus clear that σ
CM(p1, p2) depends on E and η only. Therefore, the angular
integration over Ωp and Ωp can be performed explicitly. Using
u · p1 = (Λ−1u) · (p+ k) = E cosh η +
√
E2 −m2 sinh η cos θk ,
u · p2 = (Λ−1u) · (p− k) = E cosh η −
√
E2 −m2 sinh η cos θk , (360)















e2(E cosh η−µ)/T − 1
ln








× σ CM(E, η) . (361)
e emphasize that, in our convention, σ CM(E, η) includes the Bose enhancement factors for the final state as well as the
phase space symmetry factors for both initial and final states. E is half the CM energy. The rate for the inverse reaction
Γn→2 is obtained via relation (343).
Eq. (361) generalizes the well known Gelmini–Gondolo result valid in the non-relativistic limit.28 At low T , one may
replace the Bose–Einstein distribution with the Maxwell–Boltzmann one and neglect the final state quantum statistical







dE σ CM(E) E2(E2 −m2) K1(2E/T ), (362)
here K1(x) is the modified Bessel function.
At high temperature, the bare mass m receives a significant thermal correction,
m2 → m2eff = m
2
+ c T 2 , (363)
here c is a coupling-dependent constant. In this regime, m in the expression for the rate (361) should be replaced with
eff. This is required by the correct high temperature behavior Γ2→n ∝ T 4 and also regularizes the infrared divergence as
m→ 0. For example, at T ≫ m,
Γ2→2 ∝ T 4 ln
T
meff
→ const× T 4 , (364)
o the bare mass is indeed irrelevant only if the thermal mass contribution is included.
We note that the difference between the Maxwell–Boltzmann and Bose–Einstein results becomes particularly signif-
cant at T ≫ m. Depending on the number of external legs and the coupling, the latter can lead to orders of magnitude
nhancement of the rate. The effect is more pronounced for larger n and smaller coupling: the Bose–Einstein distribution
eaks at low energies and the thermal mass controls how low the energy can be. For example, the Bose–Einstein
nhancement of Γ2→4 in the φ4-model to be studied below reaches two orders of magnitude already at T/m = 10 and
eak coupling [297].
The effects of quantum statistics in different contexts have been studied, for instance, in [300–303].
0.2. Decoupled scalar dark matter
In order to understand the dynamics of scalar dark matter, it is instructive to consider an extreme case of ‘‘decoupled’’
M,
λφh → 0 , (365)
28 This calculation can trivially be adapted to the Fermi–Dirac statistics.62














Fig. 22. Leading particle number changing process in the φ4-theory at weak coupling.









here m2, λφ > 0. In this case, dark matter would be produced in the early Universe through its small coupling to the
nflaton, which however is unimportant for its subsequent evolution. The dynamics are determined by the DM mass
nd its self-coupling. For certain parameter choices, it can lead to the correct relic density and satisfy all the other
bservational constraints. Some of the main features of the model have been discussed in [294,304], while its general
elativistic treatment has been presented in [297].








e it kinetic or full thermal equilibrium. In the former case, the particle number is conserved and elastic scattering only
edistributes the energy. In case of thermal equilibrium, particle number changing processes are also efficient and, since
here is no conserved quantum number, chemical potential vanishes. The elastic 2→ 2 scattering occurs at leading order
in the coupling, while inelastic processes are first allowed at second order (Fig. 22). The efficiency of a given process is
determined by comparing the corresponding reaction rate to the expansion rate,
Γ2→2 ≳ 3nH ⇒ kinetic equilibrium ,
Γ2→4 ≳ 3nH ⇒ thermal equilibrium , (368)
where further order one coefficients have been neglected. For small couplings, the system only reaches kinetic equilibrium.
In this case, the total DM particle number is constant and determined by the initial conditions, while the temperature is
controlled by the average initial energy. In general, the dark sector temperature can be very different from that of the
observable sector. The chemical potential is read off from the corresponding number density, e.g. in the ultrarelativistic




Li3(eµ/T ) , (369)




n/n3. The system is dilute for µ < 0.
In what follows, we treat T and µ as independent model parameters. The first step is to determine the thermalization
conditions. For the 2→ 2 process, the cross section defined by (351) can be computed explicitly. In the CM frame,














here E is the particle energy and the phase space symmetry factors for the initial and final states have been included
irectly in the amplitude, |M|2 = (6λφ)2/(2!2!).29 Using (359) and computing the angular integral, we obtain






















here we have set µ = 0. A non-zero µ is trivially included by replacing E cosh η → E cosh η − µ. The corresponding
eaction rate is then computed by plugging this expression into Eq. (361). The thermal mass contribution is accounted
29 In the limit f (k )→ 0, this differs from the standard QFT cross section [152] by a factor of 1/2!.i
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Fig. 23. Thermalization constraints in the φ4-model at µ ∼ 0. In the areas above the purple (green) lines, the coupling is large enough for kinetic
(full thermal) equilibrium. In terms of the convention in the text, λ ≡ 6λφ . c⃝ CC-BY.
Source: The figure is from Ref. [297].
for by replacing




n all of these expressions. Without it, the rate becomes divergent as m→ 0.
The 2 → 4 cross section cannot be presented in a compact form. Instead, one may use numerical evaluation with
CalcHEP [299] by absorbing the Bose factors 1 + f (ki) into a redefined vertex. The CalcHEP output is then integrated
numerically to yield the rate.
10.2.1. Thermalization constraints
The thermalization constraints on the coupling can be determined as follows. Let us assume that the average energy
of dark matter in the Early Universe was large enough compared to its mass and it had sufficient time to thermalize.
The consistency of this assumption is then verified by analyzing the conditions (368). If, for a given λφ , there exists a
temperature at which one or both of inequalities (368) are satisfied, thermalization is said to occur. To determine this




ith respect to T for a fixed λφ , which has a non-trivial effect through the thermal mass contribution. If the maximal
alue is greater than one, the thermalization assumption is consistent.
In order to analyze (373), we need a relation between the dark temperature T and the observable sector temperature
SM. Let us focus on the regime in which the dark contribution to the energy density of the Universe is small. This is the
ase when T < TSM and the number of degrees of freedom in the dark sector is much smaller than that in the SM sector
g∗). Then, the Universe expansion is controlled by the observable sector and its entropy conservation sSMa3 = const.











he dark sector entropy is conserved separately, sa3 = const. In the relativistic regime, s ∝ T 3 and, neglecting the SM





which is (almost) constant at T ≫ m.
The resulting thermalization constraints at µ ∼ 0 for different ξ are shown in Fig. 23. Their qualitative behavior
can be understood as follows. One finds numerically that the ratio Γ2→4/(3nH) is maximized at T ∼ 2m/
√
λφ . The




4. Setting Γ2→4/(3nH) to one, this results in λφ ∝ m2/9ξ 4/9, which describes approximately the trend observed
in Fig. 23. Analogous arguments apply to kinetic equilibrium considerations.64





















We observe that thermal equilibrium requires tangible couplings, e.g. 10−4 − 10−3 for m ∼ 1 GeV, while kinetic
quilibrium is reached for much smaller couplings. There is a large range of λφ in which only kinetic equilibrium is
ossible.
Finally, we have set µ ∼ 0 so that the number density is taken to be close to the equilibrium value. For dilute systems,
< 0, the density and the reaction rates are lower leading to stronger constraints on the coupling.
0.2.2. Freeze-out and relic abundance
The number density evolution is governed by the Boltzmann equation,
dn
dt
+ 3Hn = 2 (Γ2→4 − Γ4→2) . (376)
n thermal equilibrium, the right hand side vanishes although the individual terms are large. The relic abundance of
hermalized dark matter is determined by freeze-out. At some point, Γ2→4 and Γ4→2 become slower than the Hubble
xpansion, and the particle number remains approximately constant. This can happen both in the relativistic and
on-relativistic regimes, with the latter allowing for a semi-analytical treatment.
on-relativistic freeze-out. In this regime, the Bose–Einstein distribution function can be replaced with the Maxwell–
oltzmann one, f (p) = e−(E−µ)/T , and the final state quantum statistical factors can be set to one. The chemical potential
ependence then factorizes as
Γ2→4 = e−2µ/TΓ4→2 = e2µ/TΓ4→2(µ = 0) . (377)



















since it is momentum independent in the non-relativistic limit ki ≃ (m, 0⃗)T . Here, the phase space symmetry factor
1/(2!4!) is absorbed in |M4→2|2, as usual. Then, to leading order in the non-relativistic expansion, the reaction rate reads











here ⟨...⟩ denotes a thermal average at µ = 0 and neq = (2π )−3
∫
d3pf (p)|µ=0. Trading the chemical potential for n via
eµ/T = n/neq, we get the Boltzmann equation in the form
dn
dt


















= const . (382)




T 3SM , (383)
here g∗s is the number of degrees of freedom contributing to the entropy.30 At T ≪ m, the dark matter entropy density












sing these equations, one eliminates m − µ in favor of n and T . Then, the Boltzmann equation supplemented by the
ntropy conservation condition can be solved numerically (see [297] for further details).
30 The evolution of g with T can be found in Ref. [199].∗ SM
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Fig. 24. Evolution of thermodynamic quantities with m/TSM for non-relativistic freeze-out. In terms of the convention in the text, λ ≡ 6λφ . c⃝
CC-BY.
Source: The figure is from Ref. [297].
The result is conveniently presented in terms of Y ≡ nsSM , which is proportional to the total number of the DM quanta.
Using m/TSM as the time variable, one finds the solution shown in Fig. 24 for a representative choice of model parameters.
At the initial point, µ is set to zero signifying thermal equilibrium. We observe that Y tracks closely its equilibrium value
eq until the freeze-out point, where the particle number changing processes become slower than the expansion and a
ubstantial µ develops. After that, Y remains almost constant. It should be noted that before freeze-out, the solution n
oes not exactly coincide with the equilibrium value neq, but is very close to it. This is because the Maxwell–Boltzmann
eq does not solve the Boltzmann equation: the left hand side does not vanish indicating the total particle number change.
or the true solution, both sides of the Boltzmann equation do not vanish. The particle number reduction is provided by
he 4 → 2 process being slightly more efficient than its inverse. It also leads to ‘‘heating’’ of the dark sector prior to
reeze-out as required by entropy conservation [294],
T ∝
1⏐⏐ ln TSM⏐⏐ . (385)
his behavior is seen in the right lower panel of Fig. 24.
After freeze-out, both the entropy and particle number are conserved. Eq. (384) then implies m − µ ∝ T , which
combined with (382) yields
T ∝ T 2SM , (386)
the trend observed in Fig. 24.
Relativistic freeze-out. At T ≳ m, the Maxwell–Boltzmann limit is not applicable and one should use the Bose–Einstein
distribution. This leads to a number of complications. In particular, the chemical potential dependence does not factorize,
although the relation Γ2→4 = e−2µ/TΓ4→2 is still valid. Also, it is not meaningful to factorize out ⟨σ4→2v3⟩ since it is µ,
T -dependent. Nevertheless, the Boltzmann equation in the form (376) together with the entropy conservation condition
can be solved numerically. The DM entropy density is now given by the general expression (see e.g., [199]),
s =
ρ + p− µn
T
, (387)
here ρ is the energy density and p is the pressure.
The resulting solutions exhibit qualitatively similar behavior to that in the non-relativistic case except their dependence
n TSM is milder and there is no ‘‘heating’’ phase in the DM evolution [297]. An important feature of these solutions is
hat freeze-out cannot occur at very high temperatures, T ≫ m/
√
λφ . In this regime, Γ2→4 ∝ T 4, while nH ∝ T 5 for
a given ξ . Therefore, if Γ2→4 ≳ nH initially (as required by thermalization), it will hold at lower temperatures thereby
forbidding freeze-out. The situation changes when the thermal mass becomes comparable to the bare mass, λφT 2 ∼ m2,
and the scaling of Γ gets modified. As in the previous case, the total DM particle number remains almost constant2→4
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Fig. 25. Allowed parameter space in the φ4-model. Along the curves, the correct DM relic abundance is reproduced for a fixed ξ ≡ TSM/T at
reeze-out. The shaded areas are excluded. Left: Self-coupling vs mass for thermal DM (λ ≡ 6λφ ). Right: Effective chemical potential vs mass for DM
n kinetic equilibrium. c⃝ CC-BY.
ource: The figures are from Ref. [297].
fter freeze-out defined by 2Γ2→4 ≃ 3nH . This allows one to determine the relic DM density directly from the freeze-out
emperature.
Fig. 25 delineates parameter space producing the correct relic abundance, Y∞ = 4.4× 10−10 GeV/m. In the left panel,
M is thermalized and has the right relic abundance along the curves marked by ξ at freeze-out. The shaded areas are
xcluded by perturbative unitarity, significant self-interaction in conflict with the Bullet Cluster observations and non-
hermalization. The green dashed line separates the regions with non-relativistic (above the line) and relativistic (below
he line) freeze-out.
For non-relativistic freeze-out, simple arguments show that the correct relic abundance is reproduced along the lines
ith λφ ∝ m ξ−7/4, where ξ is evaluated at freeze-out and logarithmic terms have been neglected. The kinks observed
n Fig. 25 appear due to the abrupt change in the SM degrees of freedom. In the relativistic regime, the curves tend to
ertical lines since Y is mostly determined by the temperature ratio and becomes rather insensitive to λφ . Too small
ouplings are however inconsistent with the thermalization assumption. On the other hand, large couplings violate either
he Buller Cluster bound on DM self-interaction, σ/m ≲ 1 cm2/g [305], with σ = 9λ2φ/(32πm
2), or perturbative unitarity
n φφ→ φφ scattering, λφ ≲ 4π/3.
The right panel of Fig. 25 displays allowed parameter space for DM that only reaches kinetic equilibrium, which
orresponds to weaker coupling and/or a dilute DM gas. In this case, the total particle number is determined by the initial
onditions and can be expressed in terms of the effective chemical potential via Eq. (369). We are interested mostly in
ilute dark matter, which can easily evade the cosmological constraints, and thus take µ < 0. For positive µ, its magnitude
s bounded by m to avoid a singular distribution function, whereas a negative µ can be arbitrarily large in magnitude in
ur model, unlike µ in models with non-trivial antiparticles [306,307]. In the plot, −µ/T and ξ are fixed at T ≫ m. Since
∝ T ∝ TSM (away from the SM thresholds) as required by entropy and particle number conservation in this regime, the
atios remain almost constant.
For large −µ, the system becomes very dilute since the number density scales as n ∝ eµ/T . In order to treat DM
thermodynamically, one must make sure that Γ2→2 ≳ 3nH at a given µ, which requires couplings much larger than
hose in Fig. 23 [297]. The fixed relic density curves are produced assuming that the requisite coupling is available and
orrespond approximately to e−µ/T ∝ m/ξ 3. We exclude low values of |µ|/T for a given ξ since, in this case, relativistic
DM makes a significant contribution to the overall energy density (>5%) and thus violates one of our assumptions. This
constraint also helps evade the BBN bounds on the extra relativistic degrees of freedom. It is interesting that the dark
sector is allowed to be much hotter than the observable one, ξ ≪ 1, as long as it is sufficiently dilute.
We note that dark matter in this model can be both cold and warm. The latter is defined as being semi-relativistic at
the temperature TSM ∼ 300 eV corresponding to small scale structure formation. Whether or not our DM candidate is
relativistic at this stage depends both on its mass and ξ . Clearly, close to the excluded region, it tends to be warm or even
hot. A recent analysis [308] shows that the Lyman-α constraint extends the excluded area somewhat further depending
on λφ , although determining its exact boundary requires a dedicated study.
We conclude that the simplest scalar φ4-model can account for the observed dark matter and exhibits non-trivial
thermodynamic behavior. Its main feature, i.e. that the number-changing ‘‘cannibalistic’’ processes are essential for the
DM dynamics, is inherited by more complicated set-ups [309–311].
10.3. Higgs portal freeze-in
A small Higgs portal coupling can source gradual production of dark states, which never reach thermal equilibrium.
This is known as the ‘‘freeze-in’’ mechanism [312–314]. It can operate via decay, fusion as well as 2 → 2 processes in
the SM thermal bath. The produced scalar can itself constitute dark matter or decay to dark matter subsequently. In the67


















iggs portal framework, this mechanism is often studied within the non-relativistic approximation as in [315,316], while
ere we will follow the relativistic formulation of [298,317].
Let us consider a Z2 symmetric scalar potential (14) with λφh ≪ 1. Suppose both h and φ develop VEVs, v and w,
espectively. Expanding the potential around the VEVs, i.e. replacing h → h + v, φ → φ + w in (14) notwithstanding















his potential contains odd powers of φ, so the effect of the σφh-term in the more general potential (6) can largely be
aptured in this set-up.
Focussing on the small mixing regime, θ ≪ 1, we may neglect θ2 terms and treat h and φ as mass eigenstates with
asses squared (cf. Eq. (22))
m21 ≃ 2λhv











For m1 close to m2, this approximation fails. When m1 and m2 are substantially different, |θ | is bounded by min{m1/m2,
m2/m1}. As long as the masses are sufficiently hierarchical and θ ≪ 1, the trilinear couplings in (388) give the leading
ontributions to the h→ φφ and hh→ φ processes (see Section 2.3.1).
Particle production can take place in different regimes, i.e. at high and low temperatures. At high temperature, the






























hich assumes that the SM and φ are in thermal equilibrium, and includes contributions of 4 Higgs d.o.f. In the freeze-in
regime, φ is not thermalized, so the λφ-contribution is absent, yet the thermal Higgs contribution to cφ , i.e. ∆cφ = λφh/6,
can affect the dynamics and the vacuum structure. At small λφh, this effect is, however, unimportant in practice.
The high temperature minimum is normally at v = w = 0.31 The transition to non-zero VEVs takes place at the
corresponding critical temperatures: v = 0→ v ̸= 0 at T vc and w = 0→ w ̸= 0 at T
w
c . An adequate description of the
transition requires non-perturbative input and is quite complicated [320,321]. We will therefore make a simplification:
since the dark scalar abundance depends rather weakly on the critical temperature, for our purposes it suffices to























bove these thresholds, some of the vertices vanish which affects the available production mechanisms.
0.3.1. Dark scalar production and non-thermalization constraints
The dark scalar can be produced in the SM thermal bath via hh → φ, h → φφ, and hh → φφ reactions, at leading
rder. The reaction rate calculation proceeds as in Section 10.1.1, except the final state Bose enhancements factors can be
eglected,
1+ f (ki)→ 1 . (394)
31 Here we take λφh > 0, although the main results are very similar for both signs. This is because particle production is more efficient at lower
emperatures, where the effects of the phase transition in the φ direction are irrelevant.68










Fig. 26. Non-thermalization constraints for Higgs portal freeze-in production. The shaded areas are excluded in the limit of small mixing. In terms
of the notation in the text, s ≡ φ, ms ≡ m2 , λs ≡ λφ , λhs ≡ λφh . c⃝ CC-BY.
Source: The figures are from Ref. [298].
This is because the density of φ is assumed to be far below its equilibrium value, which imposes an important consistency














































































hese rates include appropriate phase space symmetry factors and are to be multiplied by the number of Higgs d.o.f. in a
iven phase. The masses m1 and m2 include thermal corrections, which become particularly important in the symmetric
hase at T ≫ T u,wc ,
m1 ≃
√
ch T , m2 ≃
√
cφ T . (396)
s emphasized before, the thermal masses are important for the correct reaction rate scaling at high T or m → 0. In
he broken phase, their effect is less significant and can be found via (391) and (393). Here, we neglect the gauge boson
ontribution to φ-production in the broken phase.32
The number density of φ is computed from the Boltzmann equation, assuming zero initial abundance,
ṅ+ 3nH = 2Γ̂h→φφ + 2Γ̂hh→φφ + Γ̂hh→φ , (397)
here
Γ̂h→φφ = θ (T vc − T ) Γh→φφ , (398)
Γ̂hh→φφ = (4− 3θ (T vc − T )) Γhh→φφ , (399)
Γ̂hh→φ = (4− 3θ (T vc − T )) θ (T
w
c − T ) Γhh→φ . (400)
The θ-functions account for (the main effects of) the phase transitions and the change in the Higgs d.o.f. In practice, the
dependence on Twc is weak due to the smallness of the Higgs portal coupling, and can normally be omitted. The inverse
reaction rates are neglected due to the low density of φ.
The freeze-in mechanism requires
n(T ) < neq(T ) (401)
at all temperatures down to T ≲ m2/3, where φ becomes non-relativistic. This condition ensures non-thermalization of
φ, i.e. suppression of the inverse reactions φφ → hh, etc. At sufficiently low temperatures, the φ production rate drops
and its abundance freezes in. (The above condition is violated eventually, but no thermalization can then occur.)
Solving the Boltzmann equation, one finds the constraints on the couplings shown in Fig. 26, left panel. For light φ,
the decay mode h→ φφ sets the strongest constraint, while for heavy φ, the fusion mode hh→ φ normally dominates.
32 The gauge boson contributions have been considered in [322], although in a different parametric regime. For example, for a light φ, the
roduction mode h→ φφ dominates unless λφ is very small such that θ > λφh and tg → tφ becomes significant. For a heavy φ, the fusion mode
h→ φ dominates even at small λ .φ
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he rate of the latter depends w, which can be traded for λφ via w = m2/
√
2λφ . Thus, the exclusion contours are labeled
y the corresponding λφ .
The constraints can be understood semi-analytically [298]. The bound on λφh at m2 ≪ m1 is independent of m2,
λφh(h→ φφ) < 4× 10−8 , (402)
ince, in this regime, Γh→φφ is independent of m2 and φ-production stops around T ∼ m1/5 ∼ 25 GeV, when the Higgs
bosons become depleted in the SM plasma. For larger m2 ≳ m1, the reaction hh → φφ grows more significant. At high
temperature, the reaction rate scales as T 4 resulting in n(T ) ∝ T 2 (see Section 10.3.2). The non-thermalization constraint
s then most severe at the lowest temperatures consistent with this scaling, T ∼ m2. This yields





he fusion channel hh → φ is more complicated. Consider the regime m2 ≫ 2m1. There are two relevant factors that
ontrol the fusion efficiency: the Higgses must have enough energy to produce φ, which sets a lower bound on T , and
he Higgs thermal mass may not be too large for the process to be allowed kinematically, which in turn sets an upper
ound on T . One finds numerically that the process operates mostly in the temperature window between m2 and about
2/6, and





ere, the appearance of λφ can be understood from the reaction rate scaling as λ2φh/λφ for a fixed m2.
The right panel of Fig. 26 displays non-thermalization constraints on the self-coupling of φ, which we have neglected
n the Boltzmann equation. If λφ is substantial, the dark sector can ‘‘self-thermalize’’ as discussed in Section 10.2.1. This
ould invalidate the freeze-in approach and thus imposes an extra constraint, which can be estimated as follows. The
eaction φφ→ φφφφ is important if it is faster than the Hubble expansion. In Section 10.2.1, we considered this reaction
or n(T ) ∼ neq(T ), whereas now the density is much lower. In the present case, the final state Bose enhancement factors
an be neglected and we may approximate
Γφφ→φφφφ ≃ n2⟨σ24vrel⟩ , (405)
here σ24 is the φφ→ φφφφ QFT cross section and vrel is the relative (Møller) velocity. In the relativistic regime, the cross
ection can be approximated by σ24(s) ∼ 10−4λ4φ ln
2(s/2m22)/s, where s is the Mandelstam variable. If 2Γφφ→φφφφ ≳ 3nH ,
he dark sector populates quickly and thermalizes. Noting that φ production is dominant at late times and Γφφ→φφφφ/(nH)






≲ 1 . (406)
ere, the cross section is evaluated at
√
s ∼ 2T and vrel can be set to 2. The number density n(T ) is a function of the Higgs
ortal coupling obtained by solving numerically the Boltzmann equation. Clearly, for larger λφh, the constraint on λφ is
ore severe. The resulting bounds in Fig. 26 are thus marked by λφh and depend on the mode dominating φ-production.
The above considerations are limited by a number of factors: the small mixing approximation breaks down for
1 ∼ m2, the final state quantum statistical factors become significant around the border of the excluded regions, and
hase transitions can have a non-trivial effect on particle production. In particular, in vicinity of the electroweak crossover,
he SM Higgs mass mh0 reduces to about 15 GeV [323], which enables the fusion mode hh→ φ even for a relatively light
. Although it operates only in a small window of temperatures, φ-production is very efficient, being boosted by Bose
nhancement at T/mh0 ≫ 1 [298].
The obtained bounds are important for self-consistency of freeze-in production. They are relevant to models where φ
tself plays the role of dark matter or decays into dark matter pairs, e.g. the right-handed neutrinos [298,313].
0.3.2. Dark matter abundance
The dark scalar φ is stable when w = 0 such that the Z2 symmetry remains unbroken. In this case, it can constitute
dark matter. Stable φ’s are pair-produced in the SM plasma via h → φφ and hh → φφ, while the fusion channel is no
onger available.
To understand qualitative behavior of the produced DM abundance, it is instructive to solve the Boltzmann equation
n the ultra-relativistic regime, where the rates exhibit simple scaling. Consider a reaction with N particles in the final
state, i→ N , whose rate scales as T l. Using approximate conservation of the SM entropy, gs∗a3T 3 = const, one can trade
the time variable for T . Neglecting time dependence of gs∗, we have
T
dn
− 3n+ cT l−2 = 0 , (407)dT
70









Fig. 27. Numerical solutions to the Boltzmann equation for different Higgs portal couplings. The observed DM relic abundance is given by the red
line (PLANCK). Left: DM production is dominated by Higgs annihilation. Right: DM production is dominated by Higgs decay. In terms of the notation
in the text, ms ≡ m2 , λhs ≡ λφh .













T l−5 − T l−50
)
, (409)




T l−2 . (410)




T 3 T l−50 , (411)
hile, for l = 5, n(T ) = cT 3 ln T0T . This scaling is generated by non-renormalizable operators.
Now let us specialize to the case of interest. As before, denote the scalar mass eigenvalues by m1 and m2, although
he mixing is absent. For a heavy φ, hh→ φφ dominates DM production. Then, l = 4, n(T ) ∝ T 2, and the DM abundance
Y = n/sSM ∝ λ2φhT
−1 is determined by the lowest temperature consistent with the relativistic scaling, T ∼ m2. The
observed relic abundance constraint Y∞ = 4.4× 10−10 GeV/m2 then imposes a mass-independent bound on λφh [317],
λφh ≃ 2.2× 10−11 (412)
or gs∗ ≃ 107. This value has been obtained by solving the Boltzmann equation numerically.
For a light φ, the decay mode h→ φφ is more important. It operates at moderate temperatures T ≲ v, when the Higgs
EV is non-zero. The corresponding n(T ) can be ‘‘eyeballed’’ by neglecting the Higgs bare mass so that m1 ∝ T . Then,
= 2, n(T ) ∝ T 0, and Y ∝ λ2φhT
−3. The relativistic scaling applies for T not far from the Higgs mass, so the abundance is
independent of the DM mass. We thus obtain the Higgs portal coupling producing the right DM abundance,





where the coefficient has been determined numerically.
The numerical solutions to the Boltzmann equation for different couplings and masses are presented in Fig. 27. In the
left panel, DM is heavy and the hh→ φφ process dominates. We observe that the DM abundance Y accumulates steadily
until T ∼ m2, where it freezes in. In the right panel, m2 ≪ m1 and the Higgs annihilation channel is responsible for
DM production only at high temperatures. It gets overtaken by Higgs decay at electroweak T , after the phase transition.
The DM abundance freezes in at T ∼ 25 GeV. The mechanism operates in a wide range of the DM masses above the
usual warm DM bound of O(1) keV, whose exact value depends on further details such as the velocity distribution (see
e.g. [324,325]).
We see that the observed DM relic abundance can be produced by the SM plasma via a very small Higgs portal coupling.
Although a theoretical rationale for the size of this coupling would be welcome, in any event, the freeze-in mechanism
remains a viable and interesting option.
Dark matter freeze-in within the Higgs portal and closely related models has been studied, with various degrees of
sophistication, in [322,326–329]. For example, Ref. [322] considers freeze-in production of long lived Higgs portal DM.71

































he relevant constraints on feebly interacting DM have been reviewed in [327]. Related relativistic analyses have recently
ppeared in [330,331]. Finally, the micrOMEGAs tool has been updated to include the freeze-in option [332].
0.4. Constraints on a decaying Higgs portal scalar: an example
A light scalar mixed with the Higgs is subject to a number of cosmological constraints. These depend on the abundance
f the scalar and hence its production mechanisms, as well as its decay rate. The analysis of the general potential (6) is
ery complicated, so it is instructive to consider a simple ‘‘super-renormalizable’’ Higgs portal of Refs. [333,334]. The







σφh φh2 , (414)
here the unitary gauge has been assumed. This potential implies a non-zero Higgs–singlet mixing. At small σφh, the







Denoting the mass eigenstates again by h, φ, one finds that the leading in θ interactions contain vertices φh2 and φh3. In




− 3λhvθ ≃ −σφh , (416)
here the second equality is only valid for m22 ≪ m
2
1.
If the initial abundance of φ is negligible, it is mainly produced via freeze-in in the SM thermal bath. At small θ ,
he φ production mechanisms are very different from what we have considered so far. Since only linear in φ vertices
re present, the fusion mode is still available, yet it operates for heavy φ exclusively.33 If φ is light, it gets produced at
lectroweak temperatures via scattering processes like tg → tφ, Zh → φh, etc. [322,334,335]. A combination of these
hannels yields [334]
Y ∼ few× 1011 θ2 (417)
or the abundance of the scalar. This applies to mφ < 100 GeV and small enough mixing angles. For θ > 10−6, the scalar
hermalizes with the Standard Model and its abundance is then controlled by the usual freeze-out. A conservative estimate
f Ref. [334] yields Y ∼ 10−3 at freeze-out.
The second ingredient in our analysis is the decay rate of φ. This can be deduced from the decay rate of the SM
iggs boson with the same mass, up to the factor of sin θ at the vertex. For example, a very light scalar can only decay
nto photons. The process is mediated by loops of charged particles. Since its characteristic energy scale is low, there is
ubstantial QCD uncertainty stemming from the treatment of light quarks. Their contribution is incorporated via pion and
aon loops. Depending on the prescription, the resulting decay rate can change by a factor of a few. At mφ ≪ 2me, it can
e approximated by





here C is a constant which is taken to be close to 2 in [334]. A naive summation over all the quarks and leptons as well
s the W -bosons [298] in the loop gives a somewhat larger value.
The Higgs decay width calculations and discussion can be found in [336–341]. Refs. [339–341] consider specifically
henomenology of a scalar which mixes with the Higgs. The SM Higgs decay width for different Higgs masses is shown in
ig. 28. As mentioned above, it is subject to tangible uncertainty in some regimes, e.g. at very small and O(1) GeV Higgs
asses, where light mesons play an important role. The corresponding φ-decay width is obtained by rescaling ΓH with
θ2.
The Higgs–singlet mixing angle is constrained, first of all, by particle experiments. A light φ can be emitted in various
lavor-changing transitions which agree very well with the Standard Model. Such processes are not suppressed by small
ukawa couplings since φ can be attached to the top quark or W in the loop. Depending on θ , φ can manifest itself either
s missing energy or as a peak in the invariant mass distribution of its decay products, e.g. ℓ+ℓ−. For mφ < 2mµ, the
ost sensitive mode is K+ → π+ + inv. Combined with other transitions such as K → πe+e− and alike, it yields the
onstraint [342]
θ ≲ 10−4 . (419)
33 At the electroweak crossover, the Higgs boson becomes lighter which briefly opens up the reaction hh → φ for mφ ≳ 30 GeV. However, the
dynamics involved are non-perturbative making the predictions less reliable.72
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Fig. 29. Constraints on the Higgs–singlet mixing θ for the super-renormalizable Higgs portal. In terms of the notation in the text, mS ≡ mφ . c⃝
CC-BY.
Source: The figure is from Ref. [334].
In Ref. [342], this bound was obtained for a light pseudoscalar, yet analogous considerations apply to the scalar case
giving a similar result (see also [343]). For a heavier φ, B-decays, e.g. B→ Kµ+µ−, impose the strongest constraints. The
corresponding bound relaxes to about θ ≲ 10−3 depending on the exact value of mφ [343,344]. Couplings of a yet heavier
φ are constrained by LEP and the LHC as discussed in Section 2.3.1.
Further constraints are imposed by various cosmological considerations depending on the abundance of φ. These were
first considered in [335] and subsequently refined in [334], whose exposition we follow below. The summary is presented
in Fig. 29. In the GeV mass range, the most important constraints stem from the Big Bang Nucleosynthesis. Particles with
lifetime τ > 0.1 sec decaying into hadrons affect the abundance of light nuclei, which agrees well with the Standard
Model. For example, pions and Kaons interact strongly with the nuclei and can dissociate 4He, in particular. For longer φ
lifetimes, the effect of meson decay into electromagnetic showers becomes more important, leading to photodissociation
of light nuclei. These considerations exclude a range of θ above 10−14. A small mass region around 300–500 MeV with
θ ∼ 10−5−10−4 is excluded by the CHARM beam dump experiment [345]. Below the pion threshold, CMB measurements
impose the strongest constraints. Late time energy injection can ionize hydrogen, distort the blackbody radiation spectrum
and add an extra relativistic component at decoupling, which normally is parametrized in terms of Neff = 3.04±0.33 [201].
For mφ < 2me, the lifetime of φ is longer than the age of the Universe, yet its slow decay creates a diffuse X-ray
background [346] constrained by the INTEGRAL satellite [347]. For mφ < 5 keV, the tightest constraints come from
stellar cooling considerations [348], while for sub-eV masses the fifth force measurements become important [333,349].
The dashed contours in Fig. 29 show the projected sensitivity of the SHiP experiment [350] and an order-of-magnitude
estimate of the supernova energy loss constraint [351].
In conclusion, light scalars mixing with the Higgs are subject to a range of cosmological and particle physics constraints.
It is interesting that these exclude tiny mixing angles of order 10−14 in some mass intervals. For the scalar mass below
1 MeV, a combination of laboratory and astrophysical constraints requires the mixing angle to be below 10−9 − 10−10 at
least.73








1. Other cosmological implications of the Higgs portal
A number of important aspects of Higgs portal physics remain beyond the scope of this review. The most conspicuous
issing item is the subject of cosmological phase transitions. This is particularly important for electroweak baryogenesis,
otoriously precluded in the Standard Model. One of the ingredients which would make it possible is the strong first
rder electroweak phase transition, i.e.
v(Tc)
Tc
> 1 , (420)
here Tc is the critical temperature and v(Tc) is the temperature dependent Higgs VEV. The singlet extended Standard
Model allows for this possibility [20,352], both with a general scalar potential of Eq. (6) and its Z2-symmetric version. Most
studies of this system are based on perturbative calculations, while only very recently first non-perturbative analyses have
appeared [320,321,353] showing significant limitations of the perturbative approach. This subject is also interesting in the
context of gravitational wave detection [354].
Another well known aspect of the Higgs portal concerns the fundamental issue of a scale hierarchy between the Higgs
mass and the Planck scale [355,356]. The Higgs VEV much below the theory cutoff scale M can, for example, be generated





H†H +Λ4 cos(φ/f )+∆V (gφ) , (421)
here g, f are dimensionful parameters and Λ is an analog of the QCD scale. The term cos(φ/f ) is generated by QCD
nstantons in analogy with the usual axion potential. At large initial values of φ, the Higgs mass term is positive leading
to a vanishing VEV, while for small φ, v ̸= 0. Below the QCD scale, the φ potential is modulated by the cosine with a
Higgs-dependent amplitude such that, in an appropriate parameter range, a cosmological slow roll can lead to φ being
stuck in a local minimum with a hierarchically small Higgs VEV. This approach is a subject of ongoing discussion and
continued research.
To summarize, there are interesting avenues to address some of the outstanding particle physics problems via the
Higgs portal. Each of these exciting research areas deserves a separate review.
12. Conclusion
In this review, we have discussed cosmological aspects of the Higgs portal couplings, focussing on inflation, vacuum
stability and dark matter. Such couplings are expected on general grounds in quantum field theory and can make an
important impact on the evolution of the Universe, even if their numerical values are tiny. In particular, the Higgs
portal couplings can solve the cosmological problems associated with apparent vacuum metastability. They can drive
the reheating process after inflation and be responsible for dark matter production. These couplings can also provide the
necessary annihilation channel for dark matter, making the WIMP paradigm consistent with observations.
The Higgs portal can be explored further via collider experiments and astrophysical observations. On the collider
front, the typical signatures would include Higgs-mediated production of dark states that escape detection and manifest
themselves as missing energy, possible invisible Higgs decay and Higgs–singlet mixing. Looking for such footprints would
likely require painstaking data analysis as well as large integrated luminosity at the LHC. WIMP-like Higgs portal dark
matter can further be probed via direct and indirect detection experiments. On the other hand, if dark matter interacts
very weakly with the Higgs field, this would be challenging and one could instead look for other astrophysical signatures,
for example, of its possible self-interaction.
Altogether, the Higgs portal cosmology is an exciting and still developing research field with potential to surprise.
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