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ABSTRACT
With the recent prevalence of Reinforcement Learning (RL), there
have been tremendous interests in developing RL-based recom-
mender systems. In practical recommendation sessions, users will
sequentially access multiple scenarios, such as the entrance pages
and the item detail pages, and each scenario has its own recom-
mendation strategy. However, the majority of existing RL-based
recommender systems focus on optimizing one strategy for all sce-
narios or separately optimizing each strategy, which could lead
to sub-optimal overall performance. In this paper, we study the
recommendation problem with multiple (consecutive) scenarios,
i.e., whole-chain recommendations. We propose a multi-agent rein-
forcement learning based approach (DeepChain), which can capture
the sequential correlation among different scenarios and jointly
optimize multiple recommendation strategies. To be specific, all
recommender agents share the same memory of users’ historical
behaviors, and they work collaboratively to maximize the overall
reward of a session. Note that optimizing multiple recommenda-
tion strategies jointly faces two challenges in existing model-free
RL model [10]- (i) it requires huge amounts of user behavior data,
and (ii) the distribution of reward (users’ feedback) are extremely
unbalanced. In this paper, we introduce model-based reinforcement
learning techniques to reduce the training data requirement and
execute more accurate strategy updates. The experimental results
based on a real e-commerce platform demonstrate the effectiveness
of the proposed framework.
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1 INTRODUCTION
With the recent tremendous development in Reinforcement Learn-
ing (RL), there have been increasing interests in adapting RL for
recommendations. RL-based recommender systems treat the rec-
ommendation procedures as sequential interactions between users
and a recommender agent (RA). They aim to automatically learn an
optimal recommendation strategy (policy) that maximizes cumula-
tive reward from users without any specific instructions. RL-based
recommender systems can achieve two key advantages: (i) the rec-
ommender agent can learn their recommendation strategies based
on users’ real-time feedback during the user-agent interactions con-
tinuously; and (ii) the optimal strategies target at maximizing the
long-term reward from users (e.g. the overall revenue of a recom-
mendation session). Therefore, numerous efforts have been made
on developing RL-based recommender systems [9, 28, 31–33].
In reality, as shown in Figure 1, users often sequentially inter-
act with multiple recommender agents (RAs) of different scenarios
in one recommendation session. First, a user usually starts a rec-
ommendation session by browsing the recommended items in the
entrance page of the E-commerce platform, which suggests diverse
and complementary items according to the user’s browsing history
where the user can: (i) skip the recommended items and continue
browsing the new recommendations, or (ii) go to the item detail
page if she clicks one preferred item. Second, the item detail page
shows the details of the clicked item, and the recommender agent
of this page recommends a set of items related to the clicked item
where the user can (i) go back to the entrance page, (ii) go to another
item detail page if she clicks one recommended item, or (iii) add
the item into shopping cart and go to the shopping cart page. Third,
the shopping cart page lists all items that the user have added, and
a recommender agent generates recommendations associated with
the items stored in the shopping cart where the user can (i) return
to the last item detail page, (ii) click one recommended item and go
the item detail page, or (iii) go to the order page if she decides to
purchase some items. Finally, after purchasing items in the order
page, a recommender agent will recommend a set of items related
to the purchased items. Note that (i) the user will be navigated to
an item detail page wherever she clicks a recommended item, and
(ii) the user can leave the platform at any scenarios (we only show
one “leave” behavior in Figure 1).
The real example suggests that there is a chain of recommenda-
tion scenarios and these scenarios are sequentially related. How-
ever, the majority of traditional methods usually only optimize one
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Figure 1: An example of whole-chain recommendations.
recommendation strategy for all scenarios or independently opti-
mize each recommendation strategy based on the data from each
scenario, which could result in sub-optimal overall performance.
First, from above example, different scenarios have independent
objectives, e.g., the entrance page focuses on the trade-off between
correlation and diversity while the item detail page focuses more on
correlation, thus optimizing only one strategy for all scenarios is
sub-optimal. Second, separate optimization ignores the sequential
correlation and dependency of users’ behaviors among different
scenarios. Third, optimizing one strategy within a specific scenario
only leverages the user-agent interaction data within this scenario,
while completely ignoring the information (users’ behaviors) from
other scenarios. Finally, independent optimization of one scenario
only maximizes its own objective, which may negatively affect the
overall objective of the whole recommendation session. In other
words, recommending an item in one specific scenario may nega-
tively influence user’s click/purchase behaviors in other scenarios.
Thus, in this paper, we formulate the recommendation tasks within
multiple consecutive scenarios as a whole-chain recommendation
problem, and leverage multi-agent reinforcement learning (MARL)
to jointly optimize multiple recommendation strategies, which is
capable of maximizing the overall performance of the whole rec-
ommendation session. The designed whole-chain recommendation
framework (DeepChain) has three advantages. First, recommender
agents are sequentially activated to capture the sequential depen-
dency of users’ behaviors among different scenarios. Second, all
recommender agents in different scenarios share the same memory
of historical user behavior data, in other words, an agent in one
scenario can leverage user behavior data from other scenarios to
make more accurate decisions. Third, all recommender agents can
work collaboratively to maximize the overall performance of the
whole recommendation session.
In order to optimize recommendation strategies, existing model-
free reinforcement learning based recommender systems typically
require a larger amount of user-agent interaction data [9, 10, 31, 33].
The whole-chain setting with multiple scenarios demands even
more data. However, this requirement is challenging in practical
recommendation systems, since real-world users will leave the
platforms quickly if the systems randomly recommend items that
cannot fit users’ preferences [7]. Furthermore, the distributions of
users’ immediate feedback (reward) on the recommended items
are extremely unbalanced in users’ historical logs, since users’
click/purchase behaviors (with positive reward) occur much in-
frequently than users’ skip behaviors (with zero reward). This will
lead to the inaccurate update of the action-value function of RL [13].
Therefore, to tackle these challenges, in this paper, we propose a
model-based reinforcement learning framework for the MARL-
based recommender systems (DeepChain). Compared with model-
free models (e.g. [10] having similar motivation with our work), the
model-based framework approximates the user behaviors (environ-
ment) to reduce training data amount requirement and performs
accurate optimization of the action-value function. We summarize
our major contributions as follows:
• We identify the sequential correlation and dependency of users’
behaviors in different scenarios of one recommendation session
and propose a principled approach to capture them for recom-
mendations;
• We propose a multi-agent model-based RL based framework
(DeepChain) for whole-chain recommendation problem, which
can jointly optimize multiple recommendation strategies (agents)
for different scenarios with a model-based RL schema;
• We demonstrate the effectiveness of the proposed framework on
a real-world dataset from an e-commerce platform and validate
the importance of the components in DeepChain for accurate
recommendations.
2 PROBLEM STATEMENT
We formulate the whole-chain recommendation task as a multi-
agent model-based reinforcement learning problem. To be specific,
there exist several recommender agents (RAs) corresponding to
different recommendation scenarios. Each recommender agent (RA)
serves as a recommendation strategy that recommends items to a
user (the environment E) in a specific scenario according to the
user’s browsing history. Furthermore, the recommender agents
sequentially interact with the user by recommending items over
a sequence of time steps, thus the recommender agents are se-
quentially activated according to the user’s behaviors, and only
one recommender agent is activated at each time step. All recom-
mender agents work cooperatively to maximize the cumulative
reward of a recommendation session. In this paper, we model the
above multi-agent model-based reinforcement learning problem as
a Markov Decision Process (MDP), which contains a sequence of
states, actions and rewards. Formally, the MDP is a tuple with five
elements (S,A,P,R,γ ) as:
• State space S: The state st ∈ S is defined as a chronologically
sorted sequence of a user’s historical clicked or purchased items
before time t , which represents the user’s preference at time t .
• Action space A: An action at ∈ A of an RA is recommending
a list of relevant items corresponding to state st . Without the
loss of generality, in this paper, each time an RA recommends
only one item to the user, while it is straightforward to extend
the setting to recommend multiple items.
• Reward R(S × A → R): When an RA recommends an item to
a user at time t (i.e. taking action at ), the user will browse the
recommended item and provide corresponding feedback (such
as skip, click, purchase or leave), and then the RA will receive an
immediate reward r (st ,at ) based on the user’s feedback.
• Transition probabilityP(S×A×S → [0, 1]): Transition prob-
ability p(st+1 |st ,at ) is defined as the probability of state transit-
ing from st to st+1 when action at is executed by an RA. TheMDP
is assumed to satisfy theMarkov propertyp(st+1 |st ,at , ..., s1,a1) =
p(st+1 |st ,at ). In our setting, the transition probability is equiva-
lent to user behavior probability, which is also associated with
the activation of RAs.
• Discount factor γ : the reward discount factor γ ∈ [0, 1] is lever-
aged to calculate the present value of future reward. When γ = 1,
all future rewards can be fully counted into the current action;
when γ = 0, only the immediate reward is considered.
With the aforementioned definitions and descriptions, we for-
mally define the whole-chain recommendation problem as follows:
Given the historical MDP, i.e., (S,A,P,R,γ ), the goal is to find a set
recommendation policies {π } : S → A for multiple recommender
agents of different recommendation scenarios, which can maximize
the cumulative reward of the whole recommendation session.
3 THE PROPOSED FRAMEWORK
In this section, we will propose a deep reinforcement learning
approach for the whole-chain recommendation problem, which
can simultaneously learn multiple recommendation strategies for
different scenarios by a model-based learning algorithm. As dis-
cussed in Section 1, developing a whole-chain recommendation
framework is challenging, because (i) optimizing only one strategy
for all scenarios overlooks the different objectives of different sce-
narios, (ii) optimizing each strategy for each scenario separately
neglects the sequential correlation among scenarios and the infor-
mation from other scenarios, and solely optimizes its own objective
may lead to sub-optimal overall performance of the whole session,
and (iii) jointly optimizing multiple recommendation strategies
requires substantial user behavior data, and the users’ feedback
(reward) distributions are extremely unbalanced. To address these
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Figure 2: An overview of the proposed framework.
challenges, we propose a multi-agent model-based reinforcement
learning framework. Note that for the sake of simplicity, we will
only discuss the recommendations within two scenarios, i.e., en-
trance page and item detail page, however, it is straightforward
to extend the setting with more scenarios. In the following, we
will first illustrate the overview of the proposed framework, then
introduce the architectures of recommender agents (actors) and
critic separately, and finally we will discuss the objective function
with the optimization algorithm.
3.1 An Overview of the Proposed Framework
The multi-agent reinforcement learning framework with Actor-
Critic architecture is illustrated in Figure 2. In our setting, the pro-
posed framework has two recommender agents (actors), i.e.,Actorm
providing recommendations in the entrance page andActord for the
recommendations in the item detail page. Actors aim to generate
recommendations according to users’ browsing histories (state). As
mentioned in Section 1: (i) the recommender agents are sequentially
activated to interact with users, (ii) the recommender agents share
the same memory of users’ historical behavior data (state), and (iii)
the recommender agents will work collaboratively to maximize the
overall performance, which is evaluated by a global action-value
function (critic). In other words, a global critic controls all actors to
enable them to work collaboratively to optimize the same overall
performance. To be specific, the critic takes current state-action pair
as the input, and outputs an action-value evaluating the long-term
future rewards corresponding to the current state and action. Next,
we will discuss their architectures in details.
3.2 The Actor Architecture
The goal of the actors is to suggest recommendations based on
users’ historical browsing behaviors (state), which should address
two challenges: (i) how to capture users’ dynamic preference in
one recommendation session, and (ii) how to generate recommen-
dations according to the learned users’ preference. To tackle these
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Figure 3: The architecture of the actors.
challenges, we develop an two-stage framework, where the first
stage (i.e. actor) aims to learn users’ dynamic preference, and the
second stage targets to generate recommendations. Note that all
actors share the same architecture with different parameters.
3.2.1 First-stage: Actor to Capture Users’ Preference. The sub-figure
under the dash line of Figure 3 illustrates the actor architecture
that aims to learn users’ dynamic preference during the recommen-
dation session. The actor takes the item representations1 of users’
last clicked/purchased items {e1, · · · , eN } (in sequential order) as
inputs (en ∈ R |E |), and will output the representations of users’
dynamic preference in the form of a dense and low-dimensional
vector. We introduce a recurrent neural network (RNN) with Gated
Recurrent Units (GRU) to capture users’ sequential browsing be-
haviors. We leverage GRU rather than other architectures like Long
Short-Term Memory (LSTM) since GRU is easier to train with sim-
pler architecture and fewer parameters. To capture user’s attention
in current session, we introduce an item-level attention mecha-
nism [17], where the actor could dynamically combine the inputed
items to generate the action at ∈ R |H | .
3.2.2 Second-stage: Recommendation Generation. The sub-figure
above the dash line of Figure 3 illustrates the recommendation
generation stage, which targets to generate recommendations ac-
cording to users’ preference learned by the Actor. To be specific, a
similarity function between the representations of user’s current
preference at and each candidate item is proposed to calculate a
similarity score Scorek = ate
⊺
k . Then we select the item with the
highest similarity score as the output of the second stage, i.e., the
next item to be recommended according to users’ current prefer-
ence. Note that we adopt item recalling mechanism to reduce the
1The item representations {e1, · · · , eN } are dense and low-dimensional vectors,
which are pre-trained based on users’ browsing history by a real e-commerce company.
The item representations are trained via word embedding [16], where the clicked items
in one recommendation session are treated as a sentence, and each item is treated
as a word. The effectiveness of these item representations is demonstrated by their
business such as searching, recommendation and advertisement.
e1
hNh2h1
e2 eN
· · ·
· · ·
pC
Q(st, at)
action at
1m 1d
Figure 4: The architecture of the critic.
number of relevant items 2. Next we will discuss the architectures
of the critic.
3.3 The Critic Architecture
The recommender agents introduced in Section 3.2 should work
collaboratively to optimize the same overall objective, which is
measured by a global critic network (action-value function). In other
words, the global critic will control all recommender agents to work
cooperatively to maximize the global performance. Specifically, the
input of critic is the current state-action pair (st ,at ), and the output
is an action-value Q(st ,at ) that evaluates the future cumulative
rewards starting from the current state and action. According to the
Q(st ,at ), the actors will update their parameters to generate more
accurate recommendations, which will be discussed in following
subsections. The global critic should tackle one challenge, i.e., how
to capture user’s preference in different scenarios. In other words,
users in different scenarios have different preferences, even though
they have the same browsing histories.
Figure 4 illustrates the architecture of the global critic, which
takes the current state st and action at as input. We follow the same
strategy to feed the item representations of users’ last clicked/purchased
items {e1, · · · , eN } into a RNN with GRU units. Note that the RNNs
in actors and global critic share the same architecture with indepen-
dent parameters. In order to tackle the aforementioned challenge,
we introduce two separate item-level attention mechanisms for the
entrance page and the item detail page. The intuition is that user’s
preference in different scenarios is influenced by different parts of
her/his browsing histories (i.e. different attention patterns). In other
words, we will obtain different representations of user’s preference
in different scenarios. This intuition is empirically validated by the
experiments in the Section 4.5. The mutually-exclusive indicators
1m and 1d will control the activation of two attention mechanisms,
i.e., only one attention mechanism is activated each time. Next, we
2In general, user’s preference in current session should be related to user’s last
clicked/purchased items before the current session(say L). Thus for each item in L,
we collect a number of most similar items in terms of cosine similarity from the whole
item space, and combine all collected items as the initial item space I of current
recommendation session. During the current session, when a user clicks or purchases
an item, we will also add a number of its most similar items into the item space I.
will concatenate the users’ preference pC and current action at ,
and feed them into several fully connected layers as a nonlinear
approximator to estimate the action-value function Q(st ,at ).
3.4 The Optimization Task
In this subsection, we will discuss the objective functions with the
optimization algorithm. As mentioned in Section 1, the majority
of existing model-free RL-based recommender systems need huge
amounts of users’ behavior data. It is hard to be satisfied in the
practical business, because real users will leave the system quickly
if they receive almost randomly recommended items, which fre-
quently happens in the initial model training (exploration) stage.
Furthermore, since users’ skip behaviors (with zero reward) occur
much frequently than users’ click/purchase behaviors (with positive
reward), the distributions of immediate reward function rt (st ,at )
are extremely unbalanced, which can result in inaccurate update
of action-value function. Therefore, we proposed a model-based
reinforcement learning framework for the whole-chain recommen-
dation system, which can approximate the environment (user be-
haviors) to reduce the desired training data amount and perform
more accurate optimization of the action-value function [1, 13, 15].
Under our setting with two scenarios, i.e., the entrance page and
the item detail page, users have three types of behaviors in each
scenario. In the entrance page, given a recommended item based
on the current state st , users can: (i) skip the item and continue
browsing in the entrance page with a probabilitypsm (st ,at ), (ii) click
the item and go to the item detail page with probability pcm (st ,at ),
or (iii) leave the session with probability plm (st ,at ). Similarly, in the
item detail page, given a state-action pair, users can: (i) click the item
and go to another item detail page with probability pcd (st ,at ), (ii)
skip the item and go back to the entrance page with the probability
psd (st ,at ), or (iii) leave the session with probability pld (st ,at ). Then
the approximation (target) of the action value function, referred as
to yt , can be formulated in a model-based form as follows:
yt =
[
psm (st ,at ) · γQµ′(st+1,π ′m (st+1))
+ pcm (st ,at ) ·
(
rt + γQµ′(st+1,π ′d (st+1))
)
+ plm (st ,at ) · rt
]
1m
+
[
pcd (st ,at ) ·
(
rt + γQµ′(st+1,π ′d (st+1))
)
+ psd (st ,at ) · γQµ′(st+1,π ′m (st+1))
+ pld (st ,at ) · rt
]
1d,
(1)
where the mutually-exclusive indicators 1m and 1d control the
activation of two scenarios. Notations π ′m , π ′d and µ
′ represent
the parameters of the target network of Actorm , Actord and Critic
respectively of the DDPG framework [18]. In the Eq (1), the first
row corresponds to the “skip” behavior in entrance page that leads
to a nonzero Q-value, and the Actorm will continue recommending
next item according to new state st+1; the second row corresponds
to the “click” behavior in the entrance page that leads to a positive
immediate reward and a nonzero Q-value, and Actord is activated
to recommend next item; the third row corresponds to the “leave”
behavior in the entrance page that leads to a negative immediate
reward, and the session ends; the fourth row corresponds to the
“click” behavior in the item detail page that leads to a positive
immediate reward and a nonzero Q-value, andActord will continue
recommending next item; the fifth row corresponds to the “skip”
behavior in the item detail page that leads to a nonzero Q-value,
and Actorm is re-activated to generate next recommendation; the
last row corresponds to the “leave” behavior in the item detail page
that leads to a negative immediate reward, and the session ends.
We leverage the off-policy DDPG algorithm [18] to update the
parameters of the proposed Actor-Critic framework based on the
samples stored in a replay buffer [21], and we introduce separated
evaluation and target networks [20] to help smooth the learning
and avoid the divergence of parameters. Next, we will discuss the
optimization of user behavior probabilities, actors and critic.
3.4.1 Optimizing the State Transition Probability. In fact, user be-
havior probabilities [pcm (st ,at ),psm (st ,at ),plm (st ,at )] and [pcd (st ,at ),
psd (st ,at ),pld (st ,at )] are state transition probabilities introduced
in Section 2. In other word, users’ different behaviors result in
different state transitions. We develop one probability network, to
estimate the state transition probabilities. The architecture of the
neural network is similar with the critic network shown in Figure 4,
which takes current state-action pair as input, while the only dif-
ference is that the output layer has two separate softmax layers
that predicts the state transition probabilities of two scenarios. To
update the parameters of probability networks, we leverage super-
vised learning techniques like standard model-based reinforcement
learning, which minimize the cross entropy loss between predicted
probability vector and ground truth one-hot vector (e.g. [1, 0, 0]
represents “click” behavior).
3.4.2 Optimizating the Critic Parameters. The critic, i.e., the action
value function Qµ (st ,at ), can be optimized by minimizing the loss
functions L(µ) as follows:
L(µ) = Est ,at ,rt ,st+1
(
yt −Qµ (st ,at )
)2
, (2)
where µ represents all the parameters of critic (evaluation network),
and yt is defined in Eq (1). The parameters π ′m , π ′d and µ
′ learned
from the previous iteration and the state transition probabilities
in Eq (1) are fixed when optimizing the loss function L(µ). The
derivative of the loss function L(µ) with respective to parameters µ
is presented as follows:
∇µL(µ) = Est ,at ,rt ,st+1
[(yt −Qµ (st ,at ))∇µQµ (st ,at )] . (3)
3.4.3 Optimizating the Actor Parameters. The actors can be up-
dated by maximizing Qµ (st ,at ) using the policy gradient:
∇π L(π ) ≈ Est
[∇atQµ (st ,at ) ∇π π (st )] , (4)
where π can represent the parameters of Actorm or Actord .
3.4.4 The Training Algorithm. The off-policy training algorithm
for DeepChain is presented in Algorithm 1. In each iteration, there
are two stages, i.e., 1) transition generating stage (lines 7-8), and
2) parameter updating stage (lines 9-15). For transition generating
stage: we first observe the transition (st ,at , rt , st+1) following of-
fline behavior policy b(st ) that generates the historical behavior
data (line 7), then we store the transition (st ,at , rt , st+1) into the
replay buffer D (line 8). For parameter updating stage: we first
sample mini-batch of transitions (s,a, r , s ′) from D (line 9), then
we update the state transition probabilities by supervised learning
techniques as mentioned in Section 3.4.1 (line 10)and finally we
Algorithm 1 Off-policy Training for DeepChain with DDPG.
1: Randomly initialize actor and critic networks πm , πb , Qµ
2: Initialize target network π ′m ← πm ,π ′b ← πb ,Qµ′ ← Qµ
3: Initialize the capacity of replay buffer D
4: for session = 1,G do
5: Receive initial observation state s1
6: for t = 1,T do
7: Observe (st ,at , rt , st+1) following off-policy b(st )
8: Store transition (st ,at , rt , st+1) in D
9: Sample minibatch of N transitions (s,a, r , s ′) from D
10: Update [pcm (s,a),psm (s,a),plm (s,a)] and [pcd (s,a),
psd (s,a),pld (s,a)] according to Section 3.4.1
11: Compute y according to Eq (1)
12: Update Critic by minimizing 1N
∑
n
(
y −Qµ (s,a)
)2
according to Eq (3)
13: Update Actors πm , πb using the sampled policy gradient
according to Eq (4)
14: Update the target networks:
µ ′ ← τ µ + (1 − τ )µ ′
π ′m ← τπm + (1 − τ )π ′m
π ′b ← τπb + (1 − τ )π ′b
15: end for
16: end for
update critic and actors (lines 11-14) following a standard DDPG
procedure [18]. Note that it is straightforward to extend the off-
policy training to on-policy training: in transition generating stage,
we can collect transitions (st ,at , rt , st+1) with exploration during
the interactions between agents and real users.
3.5 The Test Tasks
In this subsection, we will present the test tasks of the DeepChain
framework. We propose two test tasks, i.e., (i) Offline test: testing
the proposed framework based on user’s historical behavior data;
and (ii) Online test: testing the proposed framework in real online
environment where the agents interact with real-world users and
receive immediate reward (real-time feedback) of the recommended
items from users. Note that offline test is necessary because rec-
ommendation algorithms should be pre-trained (by the off-policy
algorithm in Section 3.4) and evaluated offline before launching
them in the real online system, which ensures the recommendation
quality and mitigates the negative influence on user experience.
3.5.1 Online Test. The online test algorithm is presented in Algo-
rithm 2. In each iteration of a recommendation session, given the
current state st and scenario, one actor is activated to recommend
an item to user following policy πm or πb (line 5 or 7). Then the
system observes the reward rt from user and updates the state to
st+1 (line 9).
3.5.2 Offline Test. The intuition of offline test is that, given a histor-
ical offline recommendation session data, if DeepChain works well,
it can re-rank the items in this session and the ground truth clicked
items can be sorted at the top of the new list. The DeepChain only
re-ranks items in this session rather than all items from item space,
Algorithm 2 Online Test of DeepChain.
1: Initialize actors with well trained parameters πm and πb
2: Observe initial the state s1
3: for t = 1,T do
4: if the user in main page then
5: Execute an action at following policy πm (st )
6: else
7: Execute an action at following policy πb (st )
8: end if
9: Observe the reward rt and transition to new state st+1
10: end for
Algorithm 3 Offline Test of DeepChain.
Input: Item list I = {i1, · · · , iN } and related reward list
R = {r1, · · · , rN } of a session.
Output:Re-ranked recommendation list L
1: Initialize actor with well trained parameters π
2: Receive initial observation state s1
3: while |I | > 0 do
4: Execute an action at following policy π (st )
5: Add at into the end of L
6: Observe reward rt from users (historical data)
7: Observe new state st+1
8: Remove at from I
9: end while
because we can only know the ground truth rewards corresponding
to the existing items of this session in the offline data. The offline
test algorithm is presented in Algorithm 3. In each iteration, given
st , the actor recommends an item to user following policy π (line
4), where we calculate the recommending score at the next location
of all items, and select the items in the item list I with the highest
score. Then we add the selected item into new recommendation list
L (line 5), and record reward rt from historical data (line 6). Next
we update the state to st+1 (line 7). Finally, we remove the selected
item from I (line 8), which avoids to repeatedly recommend the
same items. Note that in offline test setting, we collect user behav-
ior data in two scenarios separately and re-rank the items in each
scenario.
4 EXPERIMENT
In this section, we conduct extensive experiments to evaluate the ef-
fectiveness of the proposed framework based on an real e-commerce
platform. We mainly focus on two questions: (1) how the proposed
framework performs compared to the state-of-the-art baselines; and
(2) how the components in the framework contribute to the per-
formance. We first introduce experimental settings. Then we seek
answers to the above two questions. Finally, we study the impact
of key parameters on the performance of the proposed framework.
4.1 Experimental Settings
We train the DeepChain framework on a real-world dataset of
December, 2018 from an e-commerce platform. We randomly col-
lect 500,000 recommendation sessions (with 19,667,665 items) in
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Figure 5: Overall performance comparison in offline test.
temporal order, and leverage the first 80% sessions as the train-
ing/validation datasets and the later 20% sessions as the (offline)
test dataset. For a new session, the initial state s1 (users’ historical
clicked items) is N = 50 previously clicked items obtained from
users’ previous sessions. The immediate reward rt of click/skip/leave
behavior is empirically set as 1, 0, and -2, respectively (i.e. in dif-
ferent scenarios the same behavior such as click leads to the same
reward). The dimensions of item representation vector and hidden
state of RNN are |E | = 20 and |H | = 64. The discounted factor
γ = 0.95, and the rate for soft updates of target networks τ = 0.01.
We select the parameters of the DeepChain framework via cross-
validation, and do parameter-tuning for baselines for a fair compar-
ison. More details about parameter analysis will be discussed in the
following subsections. For offline test, we select NDCG [14] and
MAP [23] as the metrics. For online test, we leverage the overall
reward in one recommendation session as the metric.
4.2 Performance Comparison for Offline Test
We compare the proposed framework with the following represen-
tative baseline methods:
• FM [22]: Factorization Machines combine the advantages of sup-
port vector machines with factorization models. Compared with
matrix factorization, higher order interactions can be modeled
using the dimensionality parameter.
• GRU [12]: GRU4Rec leverages the RNN with GRU to predict
what a user will click next based on the clicking history. We also
keep N = 50 clicked items as the state for fair comparison.
• DDPG [9]: This baseline uses conventional Deep Deterministic
Policy Gradient with five fully connected layers in both Actor and
Critic. The input for Actor is the concatenation of embeddings
of users’ historical clicked items (state). The input for Critic is
the concatenation of state and a recommended item (action).
• MA [10]: MA-RDPG is a multi-agent model-free RL model, which
employs continuous actions, deterministic policies, and recurrent
message encodings by a centralized critic, private actors (agents),
and a communication component.
The results are shown in Figure 5. Note that in the offline test,
we separately collect user behavior data from two scenarios and
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Figure 6: Overall performance comparison in online test.
re-rank the items in each scenario by the corresponding agent. We
make the following observations:
• GRU outperforms FM, since GRU can capture the temporal se-
quence within one recommendation session, while FM neglects
it. This result also demonstrates the advantage of deep learning
techniques in the recommendation task.
• DDPG achieves better performance than GRU, since DDPG can
optimize overall performance of one recommendation session,
but GRU only maximizes the immediate reward. This result vali-
dates the advantage of RL techniques in recommendations.
• FM, GRU and DDPG perform worse than MA and DeepChain,
because the first three baselines are one-agent models where
each agent is trained in one scenario separately, while MA and
DeepChain are multi-agent models where agents are jointly
trained on two scenarios (the whole dataset) to optimize the
global performance.
• DeepChain outperforms MA, since model-based RL model like
DeepChain can performmore accurate optimization of the action-
value function based on less training data.
To sum up, DeepChain outperforms representative baselines,
which demonstrates its effectiveness in recommendations. Note
that the improvement of DeepChain is significant (p−value < 0.01),
we omit the table of hypothesis test because of the space limitation.
4.3 Performance Comparison for Online Test
We deploy and compare DeepChain and the baselines on the real
online recommender system. Furthermore, to answer the second
question, we systematically eliminate the corresponding compo-
nents of DeepChain by defining the following variants:
• DC-o: This variant is a one-agent version of DeepChain. In other
words, only one recommender agent is trained to generate rec-
ommendations in both the entrance page and item detail page.
• DC-f: This variant is a model-free version of DeepChain, which
does not estimate the user behavior probabilities as mentioned
in Section 3.4.1.
The results are shown in Figure 6. It can be observed:
• Weobserve similar online test comparison results betweenDeepChain
and the state-of-the-art baselines as these in the offline test in
Figure 6(a).
• DC-o performs worse than DeepChain, since DC-o only trains
one recommender agent for both two scenarios. This result indi-
cates that users’ interests in different scenarios are different. Thus
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developing separate recommender agents for different scenarios
is necessary.
• DC-f achieves worse performance than DeepChain. The key rea-
sons include: (i) model-free version DC-f requires more training
data; and (ii) DC-f performs less accurate optimization ofQ(st ,at )
than model-based model DeepChain. This result validates the
effectiveness of model-based RL in recommendations.
In summary, appropriately developing separate recommender
agents and introducing model-based techniques to update action-
value function can boost the recommendation performance.
4.4 Parameter Sensitivity Analysis
In this subsection, we investigate how the proposed framework
DeepChain performs with the changes of N , i.e., the length of users’
browsing history (state), while fixing other parameters.
Figure 7 (a) demonstrates the parameter sensitivity ofN in online
test. We can find that with the increase of N , the overall perfor-
mance improves. Figure 7 (b) shows the parameter sensitivity of N
in the offline test task. We can observe that the recommendation
performance of the entrance page is more sensitive than that of the
item detail page. The reason is that users’ interests are different in
two scenarios: in the entrance page, users’ preferences are diverse,
thus including longer browsing history can better discover users’
various interests; while in one specific item’s detail page, users’
attention mainly focuses on the similar items to this specific item,
in other words, users would like to compare this item with similar
ones, thus involving longer browsing history cannot significantly
improve the performance.
Item Detail PageEntrance Page
Actor
Critic
Figure 8: Visualization of attention weights.
4.5 Visualization of Attention Weights
Figure 8 illustrates the weights of the attention mechanism in the
actors and critic. For better visualization, we show the averaged
weights of the last five items of all MDP transitions, where the
depth of color corresponds to the importance of items. It can be
observed that: (i) in the entrance page, users’ attention is balanced
over the items, i.e., the agent in the entrance page should suggest
diverse items according to the users’ browsing history; and (ii) in
the item detail page, users’ attention focuses more on the last item
(i.e.the clicked item), thus the agent in the item detail page should
recommend items related to the clicked one.
5 RELATEDWORK
In this section, we briefly review works related to our study, i.e., re-
inforcement learning based recommender systems, which typically
consider the recommendation task as a Markov Decision Process
(MDP), and model the recommendation procedure as sequential
interactions between users and recommender system [26, 27]. Prac-
tical recommender systems are always with millions of items (dis-
crete actions) to recommend [11, 30]. Thus, most RL-based models
will become inefficient since they are not able to handle such a
large discrete action space. A Deep Deterministic Policy Gradient
(DDPG) algorithm is introduced to mitigate the large action space
issue in practical RL-based recommender systems [9]. To avoid the
inconsistency of DDPG and improve recommendation performance,
a tree-structured policy gradient is proposed in [4]. Biclustering
technique is also introduced to model recommender systems as grid-
world games so as to reduce the state/action space [8]. To solve the
unstable reward distribution problem in dynamic recommendation
environments, approximate regretted reward technique is proposed
with Double DQN to obtain a reference baseline from individual
customer sample [6]. Users’ positive and negative feedback, i.e.,
purchase/click and skip behaviors, are jointly considered in one
framework to boost recommendations, since both types of feedback
can represent part of users’ preference [31]. Architecture aspect and
formulation aspect improvement are introduced to capture both
positive and negative feedback in a unified RL framework. A page-
wise recommendation framework is proposed to jointly recommend
a page of items and display them within a 2-D page [28, 32]. CNN
technique is introduced to capture the item display patterns and
users’ feedback of each item in the page. Amulti-agent model-based
reinforcement learning framework (DeepChain) is proposed for
the whole-chain recommendation problem [29], which is able to
collaboratively train multiple recommendation agents for different
scenarios by a model-based optimization algorithm. A user sim-
ulator RecSimu base on Generative Adversarial Network (GAN)
framework is presented for RL-based recommender systems [25],
which models real users’ behaviors from users’ historical logs, and
tackle the two challenges: (i) the recommended item distribution
is complex within users’ historical logs, and (ii) labeled training
data from each user is limited. In the news feed scenario, a DQN
based framework is proposed to handle the challenges of conven-
tional models, i.e., (1) only modeling current reward like CTR, (2)
not considering click/skip labels, and (3) feeding similar news to
users [33]. An RL framework for explainable recommendation is
proposed in [24], which can explain any recommendation model
and can flexibly control the explanation quality based on the ap-
plication scenario. A policy gradient-based top-K recommender
system for YouTube is developed in [5], which addresses biases in
logged data through incorporating a learned logging policy and
a novel top-K off-policy correction. Other applications includes
sellers’ impression allocation [2], fraudulent behavior detection [3],
and user state representation [19].
6 CONCLUSION
In this paper, we propose a novel multi-agent model-based rein-
forcement learning framework (DeepChain) for the whole-chain
recommendation problem. It is able to collaboratively train multiple
recommendation agents for different scenarios by amodel-based op-
timization algorithm. Multi-agent RL based recommender systems
have three advantages: (i) the recommender agents are sequentially
activated to capture the sequential dependency of users’ behaviors
among different scenarios; (ii) the recommender agents share the
same memory of users’ historical behavior information to make
more accurate decisions, and (iii) the recommender agents will
work collaboratively to maximize the global performance of one
recommendation session. Note that we design a model-based RL
optimization algorithm that can reduce the requirement of training
data and perform more accurate optimization of the action-value
function than model-free algorithms. We conduct extensive experi-
ments based on a real-world dataset from an e-commerce platform.
The results show that (i) DeepChain can significantly enhance the
recommendation performance; and (ii) multi-agent techniques and
model-based RL can assist the recommendation task.
REFERENCES
[1] Ronen I Brafman and Moshe Tennenholtz. 2002. R-max-a general polynomial
time algorithm for near-optimal reinforcement learning. Journal of Machine
Learning Research 3, Oct (2002), 213–231.
[2] Qingpeng Cai, Aris Filos-Ratsikas, Pingzhong Tang, and Yiwei Zhang. 2018.
Reinforcement Mechanism Design for e-commerce. In Proceedings of the 2018
World Wide Web Conference. International WorldWideWeb Conferences Steering
Committee, 1339–1348.
[3] Qingpeng Cai, Aris Filos-Ratsikas, Pingzhong Tang, and Yiwei Zhang. 2018.
Reinforcement mechanism design for fraudulent behaviour in e-commerce. In
Proceedings of the 32nd AAAI Conference on Artificial Intelligence.
[4] Haokun Chen, Xinyi Dai, Han Cai, Weinan Zhang, Xuejian Wang, Ruiming Tang,
Yuzhou Zhang, and Yong Yu. 2018. Large-scale Interactive Recommendation with
Tree-structured Policy Gradient. arXiv preprint arXiv:1811.05869 (2018).
[5] Minmin Chen, Alex Beutel, Paul Covington, Sagar Jain, Francois Belletti, and Ed
Chi. 2018. Top-K Off-Policy Correction for a REINFORCE Recommender System.
arXiv preprint arXiv:1812.02353 (2018).
[6] Shi-Yong Chen, Yang Yu, Qing Da, Jun Tan, Hai-Kuan Huang, and Hai-Hong
Tang. 2018. Stabilizing reinforcement learning in dynamic environment with
application to online recommendation. In Proceedings of the 24th ACM SIGKDD
International Conference on Knowledge Discovery & Data Mining. ACM, 1187–
1196.
[7] Xinshi Chen, Shuang Li, Hui Li, Shaohua Jiang, Yuan Qi, and Le Song. 2018. Neu-
ral Model-Based Reinforcement Learning for Recommendation. arXiv preprint
arXiv:1812.10613 (2018).
[8] Sungwoon Choi, Heonseok Ha, Uiwon Hwang, Chanju Kim, Jung-Woo Ha, and
Sungroh Yoon. 2018. Reinforcement Learning based Recommender System using
Biclustering Technique. arXiv preprint arXiv:1801.05532 (2018).
[9] Gabriel Dulac-Arnold, Richard Evans, Hado van Hasselt, Peter Sunehag, Timothy
Lillicrap, Jonathan Hunt, Timothy Mann, Theophane Weber, Thomas Degris, and
Ben Coppin. 2015. Deep reinforcement learning in large discrete action spaces.
arXiv preprint arXiv:1512.07679 (2015).
[10] Jun Feng, Heng Li, Minlie Huang, Shichen Liu, Wenwu Ou, Zhirong Wang,
and Xiaoyan Zhu. 2018. Learning to collaborate: Multi-scenario ranking via
multi-agent reinforcement learning. In Proceedings of the 2018 World Wide Web
Conference. International World Wide Web Conferences Steering Committee,
1939–1948.
[11] Hao Guo, Xin Li, Ming He, Xiangyu Zhao, Guiquan Liu, and Guandong Xu. 2016.
CoSoLoRec: Joint Factor Model with Content, Social, Location for Heterogeneous
Point-of-Interest Recommendation. In International Conference on Knowledge
Science, Engineering and Management. Springer, 613–627.
[12] Balázs Hidasi, Alexandros Karatzoglou, Linas Baltrunas, and Domonkos Tikk.
2015. Session-based recommendations with recurrent neural networks. arXiv
preprint arXiv:1511.06939 (2015).
[13] Yujing Hu, Qing Da, Anxiang Zeng, Yang Yu, and Yinghui Xu. 2018. Reinforce-
ment Learning to Rank in E-Commerce Search Engine: Formalization. In Analysis,
and Application. In Proceedings of the 24th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining. London, UK.
[14] Kalervo Järvelin and Jaana Kekäläinen. 2002. Cumulated gain-based evaluation
of IR techniques. ACM Transactions on Information Systems (TOIS) 20, 4 (2002),
422–446.
[15] Michael Kearns and Satinder Singh. 2002. Near-optimal reinforcement learning
in polynomial time. Machine learning 49, 2-3 (2002), 209–232.
[16] Omer Levy and Yoav Goldberg. 2014. Neural word embedding as implicit matrix
factorization. In Advances in neural information processing systems. 2177–2185.
[17] Jing Li, Pengjie Ren, Zhumin Chen, Zhaochun Ren, Tao Lian, and Jun Ma. 2017.
Neural attentive session-based recommendation. In Proceedings of the 2017 ACM
on Conference on Information and Knowledge Management. ACM, 1419–1428.
[18] Timothy P Lillicrap, Jonathan J Hunt, Alexander Pritzel, Nicolas Heess, Tom Erez,
Yuval Tassa, David Silver, and Daan Wierstra. 2015. Continuous control with
deep reinforcement learning. arXiv preprint arXiv:1509.02971 (2015).
[19] Feng Liu, Ruiming Tang, Xutao Li, Weinan Zhang, Yunming Ye, Haokun Chen,
Huifeng Guo, and Yuzhou Zhang. 2018. Deep Reinforcement Learning based
Recommendation with Explicit User-Item Interactions Modeling. arXiv preprint
arXiv:1810.12027 (2018).
[20] Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Alex Graves, Ioannis
Antonoglou, Daan Wierstra, and Martin Riedmiller. 2013. Playing atari with deep
reinforcement learning. arXiv preprint arXiv:1312.5602 (2013).
[21] Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Andrei A Rusu, Joel Veness,
Marc G Bellemare, Alex Graves, Martin Riedmiller, Andreas K Fidjeland, Georg
Ostrovski, et al. 2015. Human-level control through deep reinforcement learning.
Nature 518, 7540 (2015), 529.
[22] Steffen Rendle. 2010. Factorization machines. In Data Mining (ICDM), 2010 IEEE
10th International Conference on. IEEE, 995–1000.
[23] Andrew Turpin and Falk Scholer. 2006. User performance versus precision
measures for simple search tasks. In Proceedings of the 29th annual international
ACM SIGIR conference on Research and development in information retrieval. ACM,
11–18.
[24] Xiting Wang, Yiru Chen, Jie Yang, Le Wu, Zhengtao Wu, and Xing Xie. 2018. A
Reinforcement Learning Framework for Explainable Recommendation. In 2018
IEEE International Conference on Data Mining (ICDM). IEEE, 587–596.
[25] Xiangyu Zhao, Long Xia, Zhuoye Ding, Dawei Yin, and Jiliang Tang. 2019. Toward
Simulating Environments in Reinforcement Learning Based Recommendations.
arXiv preprint arXiv:1906.11462 (2019).
[26] Xiangyu Zhao, Long Xia, Jiliang Tang, and Dawei Yin. 2018. Reinforcement
Learning for Online Information Seeking. arXiv preprint arXiv:1812.07127 (2018).
[27] Xiangyu Zhao, Long Xia, Jiliang Tang, and Dawei Yin. 2019. Deep reinforcement
learning for search, recommendation, and online advertising: a survey by Xiangyu
Zhao, Long Xia, Jiliang Tang, and Dawei Yin with Martin Vesely as coordinator.
ACM SIGWEB Newsletter Spring (2019), 4.
[28] Xiangyu Zhao, Long Xia, Liang Zhang, Zhuoye Ding, Dawei Yin, and Jiliang
Tang. 2018. Deep Reinforcement Learning for Page-wise Recommendations. In
Proceedings of the 12th ACM Recommender Systems Conference. ACM, 95–103.
[29] Xiangyu Zhao, Long Xia, Yihong Zhao, Dawei Yin, and Jiliang Tang. 2019.
Model-Based Reinforcement Learning forWhole-Chain Recommendations. arXiv
preprint arXiv:1902.03987 (2019).
[30] Xiangyu Zhao, Tong Xu, Qi Liu, and Hao Guo. 2016. Exploring the Choice Under
Conflict for Social Event Participation. In International Conference on Database
Systems for Advanced Applications. Springer, 396–411.
[31] Xiangyu Zhao, Liang Zhang, Zhuoye Ding, Long Xia, Jiliang Tang, and Dawei Yin.
2018. Recommendations with Negative Feedback via Pairwise Deep Reinforce-
ment Learning. In Proceedings of the 24th ACM SIGKDD International Conference
on Knowledge Discovery & Data Mining. ACM, 1040–1048.
[32] Xiangyu Zhao, Liang Zhang, Zhuoye Ding, Dawei Yin, Yihong Zhao, and Jiliang
Tang. 2017. Deep Reinforcement Learning for List-wise Recommendations. arXiv
preprint arXiv:1801.00209 (2017).
[33] Guanjie Zheng, Fuzheng Zhang, Zihan Zheng, Yang Xiang, Nicholas Jing Yuan,
Xing Xie, and Zhenhui Li. 2018. DRN: A Deep Reinforcement Learning Frame-
work for News Recommendation. In Proceedings of the 2018 World Wide Web
Conference on World Wide Web. International World Wide Web Conferences
Steering Committee, 167–176.
