Most computer methods that quantify coronary artery disease from angiograms are designed to analyze frames recorded during the end-diastolic portion of the cardiac cycle. The purpose of this study was to determine if end diastole is the best portion of the cardiac cycle to sample, or if other sampling schemes produce more precise and/or reproducible estimates of coronary disease. 20 cinecoronary angiograms were selected at random from a controlled clinical trial testing the effects of plasma lipid lowering on atherosclerosis. Sampling schemes included sequential and random sampling of two to five frames within the complete cardiac cycle, systole, and diastole. Three vessel measures and percent stenosis were evaluated for each sampling scheme. From the sampling experiment, it was determined that sampling sequentially end diastole yielded the most precise estimates (i.e., exhibiting minimum variability within a cycle) of the vessel measures. With regard to reproducibility (i.e., similar values across cycles), sampling randomly within the cycle was best. Overall, the average diameter of a vessel segment was the most precise and the most reproducible of the measures. Sample size calculations are given for each of these measures under the best sampling scheme.
Introduction
Contrast angiography is the preferred method to provide insight about the progression/regression of coronary atherosclerosis in vivo (1) . However, methodological difficulties exist in the objective evaluation of coronary angiograms. Quantitative computer-assisted methods have been developed with the goal of improving the precision of lesion measurement as an endpoint in clinical trials. Two basic types of quantitative analysis are presently used (2) . In the first, coronary cine-angiograms are projected and vessel outlines are hand traced with a digitizing stylus. From these, lesion severity is calculated by computer (3, 4) . In the second, selected frames from the cinefilm are digitized with a video camera and image processing techniques are used to locate the vessel edges and estimate the extent of lesions (5) (6) (7) (8) (9) . Manual edge finding is subject to con-siderable interobserver and intraobserver variability due to the subjective process of locating the vessel edge within the penumbra appearing on the film (3, 10, 11) . Published estimates indicate that the precision of the automatic edge tracking method is about twice those of the manual tracing analysis (6, 9, 12, 13) .
The performance of both methods suffers from inherent limitations to x ray imaging that reduce the contrast and sharpness of the image and complicate the comparison of repeated angiograms. These include effects in the imaging chain such as noise due to the inherent random nature of the x ray attenuation and scattering process, and reduction in contrast from beam hardening and veiling glare in the image intensifier. Image digitization introduces noise in the video imaging chain and quantitization errors in the analog to digital conversion process. When angiography is applied to clinical trials that last several years, deterioration of the x ray source with continued use, as well as change in the control of film development, can also contribute error.
Other major limiting factors are of biological origin, such as differences in vasomotor tone, vessel motion, myocardial blush, and filling of the vasa vasorum, and the uniformity of blood-contrast mixing. The latter has been shown to strongly affect both visual and automatic edge tracking (9, 12, (14) (15) (16) . Changes in size of the vessel image during the cardiac cycle have been attributed to differential magnification from vessel translation or rotation, pressure increase due to the injection itself, and arterial pressure pulsation. Periodic variations in vessel diameter of 5-10% from pulsation have been shown in both animals and man (9, (17) (18) (19) (20) . These are of the same order of magnitude as annual progression/regression rates of atherosclerosis (21, 22) .
Image mottling in cine-angiograms, which is caused by a combination of x ray noise and nonuniform blood-contrast mixing, has been identified as a major source of error in quantitative analysis of a single angiographic frame (8, 1 1). Efforts to reduce these effects include spatial filtering (8) , averaging of densitometric profiles from adjacent scanlines along a segment, or averaging of diameter profiles from sequential cineframes (1 1, 18, 23) . Periodic diameter variations due to arterial pressure pulsation, however, have received less attention. In most studies, a single end-diastolic frame is selected because vessel motion and time dependency of the arterial diameter is believed to be minimal during this phase of the cardiac cycle (3, (24) (25) (26) (27) . However, contrast concentration can be reduced by increased blood flow during diastole and this can reduce the precision of lesion measurement (1 1).
The potential for improving precision through measurement of multiple frames from an injection sequence has been pointed out by Spears ( 11) and Selzer (18) . In theory, measure-ment error due to such random effects as quantum mottle and contrast mixing should be reduced by averaging measurements from multiple sequential frames. However, because the vessel changes during the cardiac cycle, results derived from frame averaging will depend on both the selected phase of the cardiac cycle and the number of frames used for averaging.
The purpose of this study was to determine the best sampling scheme to select frames from the cardiac cycle to quantify coronary disease. In a simulation study, different sampling schemes, using the complete cycle, systole, or diastole, were evaluated to determine which scheme(s) provide the most precise and reproducible estimates of vessel diameters and vessel stenosis. We defined a precise estimate as one that exhibits minimum variability within a cycle and a reproducible estimate as one that yields similar values across cycles. Precise determinations of the extent of disease within a single cardiac cycle are advantageous for one-time characterizations, as for example, in a case series when risk factors are correlated with a single angiogram. Reproducible determinations of disease characteristics across cardiac cycles are required for assessing treatment effects in controlled clinical trials. An optimal estimate would be one that is both precise and reproducible.
Methods

Angiogram selection
The angiograms studied in this experiment were obtained during the conduct ofthe Cholesterol Lowering Atherosclerosis Study (CLAS),' a controlled clinical trial testing the effects of plasma lipid lowering on progression and regression of atherosclerosis (28). The trial subjects were 188 men, ages 40-59 yr at the start of the study, who had undergone coronary bypass surgery before entry in the study. Examinations were performed by a single angiographer using the percutaneous femoral technique (29) . All angiograms were filmed at 60 frames/s.
Selection of segments from the study film library was done by a cardiologist, the image processing computer operator, and a moderator who had participated in prior evaluation of the films by human readers. Segments were defined as being between major branches. This avoided problems with vessel edge tracking at branch junctions and also minimized the error associated with vessel taper. The criteria for selection of segments were: (a) the target artery was adequately filled with contrast medium for two complete cardiac cycles (-120 frames), and (b) the target segment was not obscured by crossing branches, overlying sternal sutures, or filling of a bypass graft.
Beginning with the earliest angiograms, a set of 34 films were selected using a sampling plan that randomized the eligibility of segments for consideration between subjects, examination years, and vessels. From these, 20 suitable coronary segments were identified which had unobstructed views of the left anterior descending artery (LAD; seven segments), right coronary artery (RCA; seven segments), and proximal circumflex (LCX; six segments). All but six segments were bypassed, and all but three had distal lesions, including complete obstruction. No specific effort was made to include normal segments since in this group ofsubjects, normal arteries would be difficult to find and verify.
1. Abbreviations used in this paper: ANOVA, analysis of variance; BS, n sequential frames in end diastole; CCV, cycle-to-cycle coefficient of variation; CLAS, Cholesterol Lowering Atherosclerosis Study; CR, n random frames within the cycle; DAVG, average diameter; D(90), 90th-percentile diameter; D(3), third-percentile diameter; ED, n sequential frames in beginning systole; FCV, frame-to-frame coefficient of variation; LAD, left anterior descending artery; LCX, proximal circumflex; RCA, right coronary artery; STEN, percent stenosis.
As shown in Table I , stenosis ranged from 13 to 62%. Vessels with computer stenosis measurement of < 25-30% stenosis appeared normal to the eye.
The most common reason for rejecting a segment for this study was complete occlusion of the vessel (six segments) and the presence of overlapping vessels (four segments). For clinical applications, only three to five frames (rather than 120) would be needed for evaluation; hence, the inclusion rate would be much larger than 20 out of 34.
Equipment
All angiograms were analyzed at the Biomedical Image Analysis Facility at the California Institute of Technology, Jet Propulsion Laboratory. The image processing system was a computer (PDP 1 1/45, Digital Equipment Corp., Marlboro, MA), an image array processor (IP 5500C; De Anza, Santa Barbara, CA), and a cine projector (M35C; Vanguard, Irvine, CA) coupled to a 525 line vidicon camera. A magnification of 2.5 was used, which corresponds to a pixel size of 15.6 ,m in the image plane.
Frame selection and digitizing
Only one vessel segment per patient was selected for image processing.
The onset ofsystole and diastole in each cardiac cycle was identified by observation of motion in the vessel or a nearby branch, and the frames were indexed by the onset of the first systole. Each frame was digitized 32 times and averaged to reduce the effect of camera noise. All frames in two consecutive cycles for each patient were digitized, registered with respect to a common landmark such as a nearby vessel bifurcation, and stored on magnetic tape.
Vessel edge tracking
Segments to be analyzed were identified by the operator through indication of a number of points along the approximate vessel midline. Vessel edges were selected as the points of maximum gray-level gradient determined along a series of scanlines perpendicular to the midline. Gradient values for each scanline were computed as the derivative of a second degree polynomial fit to a moving window of gray scale values (30).
The number of points in the moving window was adjusted from 5 to 13 according to the average width of the previous five vessel diameters to avoid overestimation of narrow sections. The computed intensity gradients were smoothed over three to seven points, depending on the size of the moving window. To reduce the effect of multiple gradient maxima/minima in a single scanline due to branches or nearby vessels, an exponential weighting function centered at a distance from the midline corresponding to the prior edge location was applied to the smoothed gradient values. The coordinates of the maximum weighted gradient was selected as an edge point.
After a selected segment had been tracked in this manner, a new midline was calculated and the edge search was repeated to reduce effects of operator-associated variability in selecting the initial midline. All diameters were converted to millimeters by a scaling factor obtained from known dimensions ofthe catheter. After complete analysis ofthe first frame for a given patient, the next frame was read from tape and a current midline passed on to the next frame for subsequent automatic analysis. After all frames for a patient had been processed, an optional editing procedure allowed the operator to correct erroneous edges. The number of frames analyzed per cycle for each study subject varied according to heart rate because the film speed was constant (Table I) 
Statistical analysis
To identify sampling schemes that produced precise estimates of each vessel measure, the frame-to-frame statistic, FCV, was used. To identify the sampling scheme that produced reproducible estimates ofeach vessel measure, the between-cycle statistic, CCV, was used. For each sample size, FCV and CCV were analyzed as a 20 X 3 randomized blocks analysis of variance (ANOVA) (blocking factor = subject, treatment factor = sampling scheme). Because of the nonnormality of the data, these data were analyzed using the nonparametric randomized blocks ANOVA method of Friedman-Kendall-Smith (31). Pairwise comparisons between sampling schemes were made using a multiple-comparison procedure of Friedman-Kendall-Smith (31) .
Data were also analyzed by vessel type (LAD, LCX, RCA). Finally, because cinecoronary angiograms are also exposed at 30 frames/s instead of 60/s as selected for the CLAS study, analyses were also carried out using information for every other frame to mimic this situation.
Results
Because analyses by vessel type and by frame speed produced similar results, we present results for all three vessel types combined and for a speed of 60 frames/s (32) . Table II FCV was examined to determine which scheme produced the most precise estimate of each measure within a single cycle. For each measure, scheme ED, sequential end-diastole, had the minimum FCV for all n. Scheme ED was significantly different from scheme CR, random within cycle (P < 0.001).
CCV was examined to determine which sampling scheme produced the most reproducible estimates across cycles. No single sampling scheme uniformly produced a minimum CCV for all measures and all n. For DAVG, scheme ED produced the minimum CCV when n < 5.
Because there was a decreasing trend in CCV with increasing n, the percent change in CCV due to increasing the sample size from 2 to 3, 3 to 4, and 4 to 5, was examined for each measure. For D(3), D(90) and STEN, no optimal n could be determined. For DAVG the percent change in CCV was decreased when sampling three frames instead oftwo, but did not improve when sampling four or five frames.
Discussion
From the results of this sampling experiment, it appears that for estimating all four measures, sampling sequentially enddiastole (scheme ED) yielded the most precise estimates of the vessel measures within a single cardiac cycle. The fully random sampling scheme (scheme CR) produced significantly less precise estimates (P < 0.001). Other sequential schemes that we considered, but are not detailed here, include: (a) randomly selecting a starting frame within diastole, and then sampling sequentially in the direction containing the most diastolic frames; (b) randomly selecting a starting frame at mid-diastole±one-fourth the diastolic interval, and then sampling sequentially in the direction containing the most diastolic frames; (c) randomly selecting a starting frame within systole, (24) . Sandor ( 17) found an average 5% variation in diameter measurements made in 14 consecutive cardiac cycles in dogs. Frame-to-frame variation was believed mainly due to incomplete contrast mixing. Reiber et al. (27) studied the variability of coronary artery diameter measurements in end diastole in 38 angiograms by comparing the measured diameter of the best end-diastole frame with that of the three preceding and following frames. They found the SD of the difference of pairs of measurements of minimum diameter (similar to D(3)) to vary from 0.19 to 0.24 mm, depending on which frame was compared with the center frame. The SD for reference diameter (similar to D(90)) varied from 0.09 to 0.15 mm. The separation between frames was not found to be significant. When the pairs of frames from the same phase of sequential cardiac cycles were compared, the SD was 0.21 mm for minimum diameter and 0.18 mm for an adjacent reference diameter.
They concluded that frame selection during end diastole was not critical, and indicated that contrast mixing was the major source of measurement artifact. One reassuring conclusion of our study is that if a vessel cannot be analyzed during end diastole, for example, because of overlapping structures, then mid diastole or a different period of the cardiac cycle may be selected with only a small cost in precision.
We have estimated the sample size requirements for a clinical trial designed to detect a differential treatment effect in DAVG of 2% using method ED with and without frame averaging. To calculate sample sizes, we needed an estimate of the correlation between pre-and posttreatment determinations of DAVG to compute the estimated variance in the change in DAVG. We estimated this correlation from the two successive cycles sampled in each subject realizing that these correlations would overestimate the correlation obtained after a typical treatment interval. The resulting correlations, variances and sample sizes are given in Table III for n = 1, 3, and 5. For DAVG, there is a threefold decrease in sample size requirements when averaging three' frames, as compared with measuring just one; averaging five frames does not reduce the sample size requirements.
This large reduction in sample size requirements was attributable in part to the near perfect correlation between preand postdeterminations of DAVG. Under actual conditions of a clinical trial, this correlation would be smaller, and sample size requirements (or effect sizes) would be much larger. For example, with 100 subjects per group, and using three frames to estimate DAVG, one could detect a 17% therapy effect ifthe correlation were 0.9, a 29% effect if the correlation were 0.7, and a 37% effect if the correlation were 0.5.
If D(3), the flow-limiting diameter in coronary segments, or STEN, a computer surrogate for the most common measure used by human readers, is selected as an endpoint, more subjects will need to be entered to detect equivalent therapy effects (Table III) . However, larger therapy effects could be detected in D (3) periods and has shown that frame averaging significantly reduces measurement error. For angiographic trials planned to test a predetermined therapy effect, substitution offrame averaging for single frame measurement will allow a reduction in the number of subjects required. For angiographic trials in which the number of subjects is set by other considerations, substitution of frame averaging for single frame measurement will allow smaller therapy effects to be detected.
