1.. Introduction {#s2}
================

Survival analysis concerns the time from a well-defined origin to some event of interest, such as the time from surgery to death of a cancer patient, the time from wedding to divorce, and the time between the first and second suicide attempts. Although originated in research on the active lifetime of light bulbs and other electric devices, modern applications of survival analysis include many non-survival events. Thus, survival analysis may be more appropriately called the *time-to-event analysis*.

Like all other statistical methods, survival analysis deals with random events such as death, divorce and suicide. Thus, the time to the event of interest is a nonnegative random variable, and usually right skewed because most events tend to occur in close proximity to each other after a period of time. In survival analysis we are primarily interested in the distribution of survival time and the influence on such a distribution of some explanatory variables such as age and gender. In some applications, data may also be *clustered*, or correlated, because of certain common features such as genetic traits or shared environmental factors. Clustered survival time data also arise from analyses involving multiple occurrences of an event from the same individual, such as repeated suicide attempts.

Unlike their applications in randomized controlled trials, there are more issues to consider when applying survival analysis to observational data. To illustrate the principles involved, this article uses data from a study of the United States Air Force (USAF) active duty personnel during fiscal years 2004-2009, focusing on suicide in this population and on their utilization of medical services. We discuss how to assess the effect of demographic characteristics (e.g., gender), time-dependent factors (e.g., job characteristics), and changes of mental health conditions (e.g., depression and anxiety) on the risk of suicide. We also discuss how to analyze the impact of shared environmental factors such as organizational culture on the risk of suicide by accounting for data clustering due to nested data structures.

2.. Data sources and study population {#s3}
=====================================

2.1. Data sources {#s3a}
-----------------

Our research population comprises approximately half a million USAF active duty members who were in service within a 6-year period between October 2003 and September 2009. Information about the population has been extracted from several data sources maintained by military centers. The personnel database, a part of the Military Personnel Data Systems managed by the USAF Personnel Center and updated monthly, was the source of individuals\' socio-demographic and job-related information for our analysis. The suicide event database maintained by the Suicide Event Surveillance System was used to identify suicide victims and time of suicide. Information on utilization of medical services was taken from four databases from the Military Health System\'s Military Data Repository, which contained two outpatient medical care data sets and two inpatient medical care data sets: Standard Ambulatory Data Record (SADR) for all ambulatory care provided in military facilities;Health Care Service Record, Non-Institutional (HCSR-NI) for ambulatory care provided to USAF personnel in civilian facilities;Standard Inpatient Data Record (SIDR) for inpatient care provided in military facilities;Health Care Service Record, Institutional (HCSR-I) for inpatient care provided to USAF personnel in civilian facilities.

We extracted service utilization information from the above files for the period October 2000 through September 2009, except for the outpatient HCSR, which was based on the period October 2001 through September 2009. In all data sources, individuals\' real identifiers, such as their social security number, were replaced with artificial pseudo identifiers created by the agency that provided the data which identified each individual\'s records within and across the files. This study received approvals from Institutional Review Boards at the USAF, Wilford Hall and the University of Rochester.

###### Characteristics of the cohort (309,861 servicemen) as of October 2006

  -------------------------------------------------------- ----------------
  Mean (sd) age                                               30.5 (7.7)
  Mean (sd) years of service                                  9.5 (7.0)
  ***Gender, n (%)***                                      
   Male                                                     250,256 (80.8)
   Female                                                   59,605 (19.2)
  ***Marital Status, n (%)***                              
   Single                                                   101,157 (32.6)
   Married                                                  188,868 (61.0)
   Divorced/separated/widowed                                19,836 (6.4)
  ***Major Command, n (%)***                               
   A                                                        65,964 (21.3)
   B                                                        50,752 (16.4)
   C                                                        33,201 (10.7)
   D                                                         9,245 (3.0)
   E                                                         16,986 (5.5)
   F                                                        39,302 (12.7)
   G                                                        34,888 (11.3)
   H                                                         28,018 (9.0)
   I                                                        31,505 (10.2)
  ***Officer/Enlisted Status, n (%)***                     
   Enlisted                                                 247,896 (80.0)
   Officer                                                  61,965 (20.0)
  ***Career Group, n (%)***                                
   Operations                                               57,107 (18.4)
   Logistics                                                109,085 (35.2)
   Support                                                  77,022 (24.9)
   Medical                                                   28,080 (9.1)
   Professional, acquisition, and special investigations     14,338( 4.6)
   Special duty                                              22,405 (7.2)
   Other                                                     1,824 (0.6)
  -------------------------------------------------------- ----------------

2.2. Characteristics of the study population {#s3b}
--------------------------------------------

The characteristics of USAF active duty personnel as of October 2006, the midpoint of the study period, are shown in [Table 1](#sap-25-03-183-t01){ref-type="table"}. Eighty-one percent were men, their mean (sd) age was 30.5 (7.7) and their mean duration of service was 9.5 (7.0) years. Most were married (61%), and a small proportion (6%) were divorced or widowed. Twenty percent were officers. Career groups represented different types of occupations. The personnel were distributed across 84 USAF bases organized into 9 Major Commands (one of the major command groups includes all personnel located outside of USAF bases).

Average suicide rates for the entire study population and for demographic subgroups of the population are shown in [Table 2](#sap-25-03-183-t02){ref-type="table"}. The rate was calculated by dividing the number of suicides that occurred during the study period by the total exposure time, and then multiplying the result by 100,000. For example, first dividing 227 suicides by 1,961,247 person-years and then multiplying the result by 100,000, we obtained the average rate of 11.6 suicides per 100000 person-years for the study population. To compare relative rates between women and men, we obtained a rate ratio of 0.248, unadjusted for other factors, indicating that the rate of suicide for women was about one fourth of that for men. Similarly, we calculated the rate ratios for different age groups and for groups defined by different marital status. For age, we partitioned the study population based on the quartiles of the age distribution and used the first quartile as the referent for comparison.

Using survival analysis methods (discussed in Section 3), we computed the 95% confidence interval for each rate ratio shown in [Table 2](#sap-25-03-183-t02){ref-type="table"}. Age appeared significantly protective of suicide, that is, the rate was lower for older people than for younger people, when uncontrolled for other factors. Married individuals had a significantly lower suicide rate compared to their single and divorced or widowed counterparts; the rate in the divorced or widowed group was higher than among those who were single. However, these results may be confounded by age, since single people were generally younger than married ones, so the married status may simply be a correlate of age.

3.. Survival analysis methods for assessing risks of suicide {#s4}
============================================================

3.1. Rate of suicide and proportional hazards model {#s4a}
---------------------------------------------------

The rate of occurrence of a disease in epidemiologic research is often calculated as the ratio of the number of cases to total exposure time, as shown in [Table 2](#sap-25-03-183-t02){ref-type="table"}. This measure integrates the number of suicide cases with total observation years from all subjects. This is a more sensible index than the percent, or proportion, of people who committed suicide, since it takes into account the length of observation time. However, the use of length of observation time as the denominator makes it more complicated (than in the case where number of individuals is the denominator) to assess the variability of the rate and the standard errors and confidence intervals for the rate. In this situation, the usual statistical methods for proportions cannot be used to provide confidence intervals. Further, the rates shown in [Table 2](#sap-25-03-183-t02){ref-type="table"} reflect the average risk of suicide over a period of 6 years, rates that could have changed significantly during this period. Even within a subgroup, the likelihood of committing suicide could have varied substantially across the subjects over time as well. To address the statistical issue and to estimate 'instantaneous' risk at any point in time, survival analysis methods are needed to model temporal patterns and between-subject variability in suicide risk.

###### Rate of suicide for the study population and for subgroups in the study population

  Subgroup                      Number of suicides   Exposure time (number of person-years)   Suicides per 100,000 person-years   Rate ratio compared to 1^st^ category   95% confidence interval of rate ratio
  ---------------------------- -------------------- ---------------------------------------- ----------------------------------- --------------------------------------- ---------------------------------------
  *Whole population*                   227                         1,961,247                                11.57                                                        
  *Gender*                                                                                                                                                               
   Male                                214                         1,575,434                                13.58                                 1.00                   
   Female                               13                          385,813                                 3.37                                  0.25                                 (0.19-0.33)
  *Age group (in quartiles)*                                                                                                                                             
   ≤23.4                                75                          477,842                                 15.70                                 1.00                   
   \>23.4 and ≤27.9                     57                          475,635                                 11.98                                 0.76                                 (0.64-0.91)
   \>27.9 and ≤35.5                     43                          485,280                                 8.86                                  0.57                                 (0.47-0.68)
   \>35.5                               52                          522,491                                 9.95                                  0.63                                 (0.53-0.76)
  *Marital status*                                                                                                                                                       
   Single                               82                          658,558                                 12.45                                 1.00                   
   Married                             119                         1,175,599                                10.12                                 0.81                                 (0.71-0.94)
   Divorced or widowed                  26                          127,090                                 20.46                                 1.64                                 (1.32-2.05)

To reflect the changing risk of suicide over time, we fix the time origin, such as the time of entry to USAF, and use *T* to denote the lapse of time from the time origin to suicide. We then compute an average rate of suicide per person-year over a small interval, say (*t,t*+Δ*t*), around a time point *T*=*t*, by dividing the number of suicides within the interval by the sum of observation times across all individuals still under observation by time *t*+Δ*t*, that is, where *Κ*(*t,t*+Δ*t*) is the number of suicides that occur within the interval and *N*, is the number of people still at risk (alive) at the time *t*. As the interval shrinks to the point *t*, we obtain, by using a mathematical argument, an *instantaneous rate* of suicide per person-year at time *t*: where *f(t)* is the *probability density function*, *S*(*t*)=1-*F*(*t*) is the *survivor* function and *F*(*t*) is the distribution function of *T*.

The value *h*(*t*) is also known as the *hazard function*, which within our context describes an individual\'s risk of suicide at time *t*. The hazard function is completely determined by the distribution function *F*(*t*) of *T* and vice versa. In most applications including our context, we model the hazard function, since it is a more meaningful and interpretable quantity.

The commonly used approach for modeling temporal trend and between-subject variability is the *proportional hazards* model. If *x* denotes an explanatory variable such as gender or age at entry to USAF, the hazard function under this popular model is given by: or equivalently when expressed on the log scale, where *h~0~*(*t*) is the *baseline* hazard function, that is, the hazard in the absence of *x*. The hazard ratio exp(*β*) represents the effect of *x* on the hazard function per unit increase in *x*.

Note that the effect of *x* on the hazard in this model is multiplicative and constant across time. For example, if *x* is a binary indicator with *x*=1 (0) representing female (male), the baseline hazard *h~0~*(*t*) represents the hazard of suicide for males over the duration of service, while the regression part, exp(*β*), is the *hazard ratio* (or *relative hazard or risk score*) for females compared to males. As another example, if *x* is deviation from average age at entry, the baseline hazard is the risk of suicide for an individual with this mean age, while *h*(*t*,*x*) is the hazard for a person *x* years older (*x*\>0) or younger (*x*\<0) at entry to USAF.

The proportional hazards model is easily extended to include multiple explanatory variables. If *x~k~* denotes a *k*^th^ variable for an individual (*1≤k≤K*), the hazard of suicide for the person is given by:

The baseline hazard *h~0~*(*t*) can be parametrically modeled or left unspecified. An example of the parametric approach is a piecewise constant baseline hazard over time. Under this model, the observation period is divided into segments and within each time interval the hazard is constant. If we partition the study period into *M* intervals, *t~0~\<t~1~K≤t~M~* and denote by *h~0m~* the constant baseline hazard in the *m*^th^ interval, the piecewise constant baseline hazard has the form:

In many applications, the baseline hazard is left unspecified, giving rise to the semi-parametric Cox proportional hazards model in the sense that *h*(*t*,*x*) has both a non-parametric baseline hazard *h~0~*(*t*) and a parametric component for the effects of explanatory variables. In the Cox regression model, the unspecified baseline hazard *h~0~*(*t*) is estimated empirically. If the interval is very small in the piecewise constant baseline hazard model, there will be little difference between the parametric and semi-parametric Cox proportional hazards models. The baseline hazard function from the latter model is approximated by the piecewise constant function of the former, with improved precision when smaller intervals are used. Thus, it is better to employ the piecewise constant baseline hazard model when significant variability of baseline hazard can be well described through a sparse partition of the study period, such as years or quarters in our context.

3.2. Inference of model parameters {#s4b}
----------------------------------

In order to estimate effects of explanatory variables *x~k~* in the proportional hazards model, we need observed values of the failure time *T*(*x~1~*,*K,x~k~*) for all subjects in the sample. For individuals who commit suicide, *T*(*x~1~*,*K,x~k~*) is the time when the event occurred. But for most people who do not die of suicide, they are *right censored* at time *c*, where *c* is the last time the subject is observed, either at the end of the study period or at the time of discharge from the USAF. For such censored subjects, we only know that their failure times are greater than *c*, that is, *T*(*x~1~*,*K*,*x~k~*)\>*c*.

A standard approach for inference about parameters is the *maximum likelihood*. The maximum likelihood estimate is the value of the parameters that maximizes the likelihood function, which is the probability of observing the failure times *T(x~1~,K,x~k~)* in a study sample. For those who die by suicide, *T*(*x~1~*,*K*,*x~k~*) is the time of suicide, while for those who are censored, *T*(*x~1~*,*K*,*x~k~*) is set to *c*. An event indicator *d* is used to distinguish suicide, *d*=1, from censored events, *d*=0.

For the proportional hazards model, the set of parameters, *β~k~*, is of primary interest. As noted earlier, we may either specify a particular form for the baseline hazard *h~0~*(*t*) such as the piecewise constant model or leave it unspecified as in the Cox proportional hazards model. Regardless of how *h~0~*(*t*) is modeled, we obtain estimates of both *β~k~* and *h~0~*(*t*); the only difference is that if *h~0~*(*t*) is specified, the modeled baseline hazard function is estimated, and otherwise, an empirical version of the baseline hazards is provided.

3.3. Time-dependent explanatory variables {#s4c}
-----------------------------------------

When modeling data from studies with long durations, such as in the study of the natural history of a disease or a condition such as suicide, some important characteristics of the study sample may change significantly during the course of the study and it is important to take such changes into consideration. For example, our study was 6 years long during which time an individual might get promoted (from the enlisted to the officer status) or relocated to a different base or Major Command group. To account for such *time-varying*, or *time-dependent*, explanatory variables, we modify the proportional hazards model as follows: where *x~k~*(*t*) describes each person\'s characteristics at time *t*. For example, if an individual joins the USAF as an enlisted serviceman and three years later gets promoted to officer status, we use a time-varying indicator *x*(*t*) to denote the change of status, with *x*(*t*)=0 for *t*≤3 before and *x*(*t*)=1 for *t*\>3 after the change. This person\'s hazard will change from *h~0~*(*t*) during the first 3 years to *h~0~*(*t*)·exp(*β*) after the promotion.

Sometimes, a variable can be either coded as a time-invariant or time-varying variable, depending on the purpose of the analysis. For example, in the officer versus enlisted status case, if we want to know whether the original status at the entry affects a person\'s hazard of suicide, the enlisted versus officer status at entry to service will be coded as a time-invariant variable. The effect of this variable indicates differential risks of suicide between enlisted and officer status at entry to service.

3.4. Choice of time origin and its implications {#s4d}
-----------------------------------------------

In most clinical trial studies, the origin of the failure time *T*(*x~1~*,*K*,*x~k~*) is typically set at the start of the study or at entry to the study if patients enter the study at different times. However, when modeling the natural history of a disease using observational data such as suicide, there are more options for selecting this time origin. Depending on the choice of starting time, the baseline hazard describes changes for different reasons and, as such, must be interpreted accordingly.

In the context of the study of suicide, when the time origin is entry to USAF, the baseline hazard *h~0~(t)* describes how the rate of suicide changes during service. Thus, the regression part of the model cannot include the duration of service variable, but can contain variables to model temporal fluctuations of risk of suicide specific to calendar-times such as seasonality. Alternatively, if the time origin is set at the beginning of the study (October 2003) the baseline hazard reflects temporal fluctuations such as seasonality and thus the regression part can include variables on duration of service, but not on temporal variability during the study period.

The choice of the time origin also has significant implications for the interpretation of variables in the regression part of the proportional hazards models. For example, if October 2003 is set as the time origin, then an individual\'s age at this time origin (*z~1~*), is the person\'s age at entry to service (*x~1~*) plus his or her duration of service at the time of origin (*x~2~*); thus, *z~1~*=*x~1~*+*x~2~*. The two age variables, *z~1~* and *x~1~*, will have implications for model estimates. To illustrate, let us suppose that we model risk of suicide using only age and duration of service as the explanatory variables. Then, the hazard for the age variable *z~1~* defined as October 2003 is given by: *t*,*z~1~*,*x~2~*)=*h~0~*(*t*)·exp(*γ~1~·z~1~+γ~2~·x~2~*)=*h~0~(t)*·exp(*γ~1~·x~1~*+\[*γ~1~+γ~2~*\]·*x~2~*), while the hazard for the age variable *x~1~* defined at entry to service is:

By comparing the parameters, we see that *γ~1~*=*β~1~* and *γ~1~*+*γ~2~*=*β~2~*. Thus, although the change of definition does not affect the parameter estimate associated with age, it does alter the interpretation of the variable of duration of service *x~2~*. In this particular example, when used with age at entry to service, the hazard ratio (HR) of duration of service exp(*β~2~*) is equal to exp(*γ~1~+γ~2~*), the HR of age at October 2003 exp(*γ~1~*) times the HR of duration of service exp(*γ~2~*).

3.5. Censoring and competing risks {#s4e}
----------------------------------

In order to make correct inference about a population in the presence of censoring, the uncensored observations must be representative of the whole study population. In other words, the censoring mechanism cannot operate selectively and censor subjects with unusually high (or low) risk for the event of interest. Under *independent censoring* assumption, censoring is independent of the failure time *T*; that is, the failure time has the same distribution for the events observed as for the censored observations (had they been observed beyond the censoring time).

In our suicide study, in addition to censoring due to the limited study period, suicides might also have been censored by *competing risks* such as discharge from service, change of status from active duty to reserve or guard duty, and death from other causes. Some of these competing risks may cause dependent censoring, in which case the censored cases may have a higher (or lower) risk of the event. For example, discharge from the USAF may be a dependent censoring mechanism if individuals with mental health problems are more likely to be discharged than those without mental health problems. To assess such potential bias, we may perform sensitivity analysis by including suicides that occurred shortly after separation from active duty (e.g., up to 6 months after discharge). To find suicide cases among individuals discharged from the USAF, one may use the US National Death Index, the nationwide central index of death record information.

Some suicides might also have been misclassified as accidental deaths, since the victim and possibly his or her commanders might be interested in disguising suicide deaths. Therefore additional analyses of accidental or violent deaths may also be useful in assessing potential bias due to dependent censoring. Since suicide is a rare event, the analyses of results may also be sensitive to errors in reporting.

3.6. Accounting for data clustering {#s4f}
-----------------------------------

Like other statistical models, survival analysis also relies on stochastic independence across subjects for valid inference. If observations within some group are correlated because of certain common features such as genetic traits or shared environmental factors, estimates of model parameters obtained from maximum likelihood may still be valid, but estimates of standard errors and associated confidence intervals are generally not. In our study, the data are clustered by the USAF bases as well as the Major Commands, because of shared environmental and social factors such as specific job demands, geographic locations, and the heightened awareness and detection of early signs of suicide by some bases (but not by all bases).

One way to correct the bias introduced by such clustering is to use *sandwich*, or *empirical*, variance estimates. This robust variance estimate addresses bias \`post-hoc\' in the sense that the effect of data clustering is dealt with at the inference stage. An alternative is to model the correlation directly. The *shared frailty* model follows the latter path by explicitly modeling data clustering through *random effects*, or latent variables.

Under the shared frailty model, the correlation within a cluster is modeled by a cluster-specific effect, or shared frailty, *α~i~*, in the hazard function: where *i* ranges over the different clusters and *j* iterates over the subjects within in the *i^th^* cluster. Under this approach, the random effects *α~i~* are assumed independent, following a gamma distribution with a mean equal to 1. When *α~i~*\>1 (*α~i~*\<1), it implies that individuals in the *i^th^* cluster have higher (lower) hazard compared to a cluster with the average frailty *α~i~*=1. The variance of *α~i~* measures the variability across the clusters, with a larger value indicating higher between-cluster variability (or within-cluster correlation). We might write the same model on the log hazard scale: In this form, the shared frailty model resembles a standard random effects regression model with group-specific random intercept, which is widely used in other contexts of clustered data such as longitudinal data analysis.

When analyzing clustered data, it is important to have a large number of clusters, especially when the between-cluster variability is high, since accuracy of estimates is largely determined by the number of clusters. Within our context, there are two levels of data clustering, bases and Major Commands, with bases nested within Major Commands. Because there are only 9 Major Commands, but 84 bases, we addressed the base-clustering effect using the above cluster-specific methods (sandwich variance estimate and shared frailty model), while accounting for variability between Major Commands using fixed-effects, that is, by treating Major Commands as 9 subgroups.

4.. Application of survival models to examine risks of suicide {#s5}
==============================================================

The data for our study cohort was based on the personnel files extracted from the Military Personnel database. We utilized multiple monthly records per individual in our analysis. The individual\'s first monthly record within the study period (October 2003 or entry month if the individual joined the USAF after October 2003) included full study-relevant information about the person. Personnel records for the subsequent months included only new information when changes occurred in the personnel data. The last record for the individual marked the end of the study period (September 2009) or the end of individual\'s personnel data if the individual was separated from active duty before the end of study period.

The data included individuals\' socio-demographic and job-related characteristics such as gender, age, marital status, officer or enlisted status, duration of service in the USAF, career group, location (bases), and Major Command (groups of USAF bases). The time was measured in years elapsed from the time origin selected such as the beginning of the study or entry to USAF. If using entry to USAF (October 2003) as the time origin, the time 0 refers to entry to service (October 2003).

The analytical file was created in the *counting process* input style, a common file format for many popular statistical packages such as SAS and STATA. The observation period for each person was divided into a set of periods reflecting the changes of time-varying variables so that all time-varying and time-invariant variables became constant within each period. Thus, each individual had multiple lines of data, with each line representing a different period, beginning with the first and ending with the last period. For example, if a person joined the USAF as enlisted and three years later got promoted to officer status, this person would have at least two lines of data. In the first line, the time-varying status indicator, *x*(*t*)=0, indicating the referent\'s enlisted status before the change, while in the second line, *x*(*t*)=1, denoting the new officer status beginning in year 4. If there are multiple time-varying variables, the number of lines is defined by the different combinations of the variables so that each line represents a period within which all the time-varying variables assume a constant value.

###### Comparison of hazard ratios of piecewise constant baseline hazard (Model 1) and Cox models (Models 2 and 3) with time origin set at October 2003 (Models 1 and 2) and entry to service (Model 3)

  Variable                                      Model 1 (piecewise constant)                     Model 2 (Cox, as of October 2003)               Model 3 (Cox, as of entry to service)                 
  -------------------------------------------- ------------------------------ ----------------- ----------------------------------- ----------- --------------------------------------- -- ----------- ------------------
  Intercept                                                17.31                                                                                                                                       
  *Gender*                                                                                                                                                                                             
   female v. male                                        **0.214**             **0.121-0.378**                                       **0.214**              **0.121-0.379**                 **0.214**   **0.121-0.378**
  *Age^b^*                                                 0.947                 0.891-1.007                                           0.947                  0.891-1.007                   0.947^c^      0.890-1.006
  *Marital status*                                                                                                                                                                                     
   married v. single                                       0.944                 0.681-1.310                                           0.941                  0.679-1.306                     0.941       0.669-1.322
   divorced, separated or divorced v. single             **2.172**             **1.337-3.529**                                       **2.162**              **1.331-3.513**                 **2.188**   **1.326- 3.613**
  *Service duration as of Oct 2003*                        1.037                 0.974-1.105                                           1.038                  0.974-1.105                              
  *Officer/enlisted*                                                                                                                                                                                   
   officer v. enlisted                                   **0.567**             **0.341-0.943**                                       **0.567**              **0.341-0.942**                 **0.560**   **0.337-0.929**
  *Fiscal year*                                                                                                                                                                                        
   FY 2005 v. 2004                                       **0.550**             **0.350-0.863**                                                                                              **0.559**   **0.356-0.878**
   FY 2006 v. 2004                                         0.783                 0.518-1.186                                                                                                  0.820       0.543-1.239
   FY 2007 v. 2004                                         0.792                 0.522-1.203                                                                                                  0.843       0.558-1.275
   FY 2008 v. 2004                                         0.710                 0.456-1.107                                                                                                  0.783       0.507-1.208
   FY 2009 v. 2004                                         0.736                 0.470-1.155                                                                                                  0.834       0.541-1.288

^a^ number per 100,000 person-years

^b^ as of October 2003, centered at 26

^c^ at entry into the United States Air Force

4.1. Demographic variables {#s5a}
--------------------------

We first focused on demographic variables. We used two different time origins to illustrate how interpretations of model estimates would change with the two choices of time origin discussed above. We considered three survival models. The first (Model 1) was a piecewise constant baseline hazard model, with the beginning of the study period (October 2003) as the time origin and fiscal years entered as discrete-time indicators to control for temporal changes in the hazard. The other two models were Cox proportional hazards models with two different time origins ¾ the beginning of the study period (Model 2) and the time of entry to USAF (Model 3).

Although Models 1 and 2 used the same time origin, the regression part of Model 2 could not contain the indicators of fiscal years, since such temporal changes were accounted for by the (unspecified) baseline hazard. For Model 3, the service duration variable could not be included in the regression component because the (unspecified) baseline hazard of the Cox model accounted for the changes of service duration (from the time of entry into the USAF), but the regression did include the indicators of fiscal years which modeled temporal changes in hazard of suicide during the study period, October 2003-September 2009.

Model 1 is identical to Model 2, except that Model 1 explicitly models the baseline hazard using a constant value within each 1-year interval, rather than leaving it completely unrestricted, as is done in Model 2. The estimated baseline hazard is shown in [Table 4](#sap-25-03-183-t04){ref-type="table"}, along with the estimates for the demographic variables. The intercept 17.31 per 100,000 person-years represented the baseline hazard of suicide for the 2004 fiscal year for a single, 26-year old enlisted man at the entry to the service. The hazards for the remaining fiscal years can be calculated by multiplying the 2004 rate by the estimated hazard ratios. Since the hazard ratios were smaller than one, the remaining fiscal years all had lower hazards than the referent fiscal year 2004. However, only the 2005 rate was significantly lower.

All three models yielded quite similar results. Although the age variable was defined differently in Models 2 and 3, its interpretation remains the same; it represents the effect on the hazard function per unit (year) increase in age.

4.2. Age and duration of service {#s5b}
--------------------------------

Age was set at the time origin (October 2003) for Models 1 and 2 and at entry to service for Model 3. In Section 3.4, we discussed how different definitions of age would alter interpretations of estimates for other variables. We now illustrate such considerations with the real study data.

To this end, we refit Model 2 above by re-setting age to the age at the time of entry to service. The estimated age effect of this new model (Model 5) is shown in [Table 4](#sap-25-03-183-t04){ref-type="table"}, compared to the original age effect of Model 2, which is labeled 'Model 4' in the table. The age variable in both models is interpreted the same way as the effect of being 1 year older at any time *t* on the hazard of suicide. The effect and interpretation of service duration, however, is different between the two models. In Model 4, the effect represents an increased risk of suicide (HR=1.038, albeit not significant) for each additional year of service for two people with the same age. In Model 5, such an interpretation does not work, since two people who joined the USAF at the same age also had the same years of service. As discussed in Section 3.4, the HR in Model 5 is the product of the service duration HR and age HR from Model 4. So this "aging while in service" phenomenon is the effect of two polarizing factors, with 'age' reducing and 'service' increasing the risk of suicide.

4.3. Mental disorder diagnoses {#s5c}
------------------------------

We next examined whether mental disorders were predictive of suicide. We considered three mental disorders: any mood disorder (mainly depression), any anxiety disorder, or any substance use disorder (mainly alcohol abuse or dependency). We used codes from the ninth edition of the *International Classification of Diseases* (ICD-9) to identify treatments for the three broad mental disorders:

-   Any mood disorder identified by codes for depression or bipolar disorder;

-   Any anxiety disorder identified by codes for anxiety or Post Traumatic Stress Disorder (PTSD);

-   Any substance disorder identified by codes for alcohol or other substance abuse or dependency.

We refer to the three categories as mood, anxiety and substance disorders. We wanted to know not only if any of these conditions would predict suicide, but also the timing of the effect, that is, if suicide was more likely to occur within the first year of the episode compared to the subsequent period. In identifying episodes of mental disorders, we used all types of medical care utilization: outpatient and inpatient encounters in either military or civilian settings.

###### Comparison of estimates of service duration between two definitions of age with one defined as October 2003 (Model 4) and the other at entry to service (Model 5)

  variable               Model 4                 Model 5          
  --------------------- --------- ------------- --------- ------- -------------
  Age^a^                  0.947    0.891-1.007             0.947   0.891-1.007
  Service duration^a^     1.038    0.974-1.105             0.983   0.961-1.005

^a^ as of October 2003

^b^ at entry

###### Cox proportional hazard model for suicide with mental disorders diagnoses as risk factors, adjusted for socio-demographic and job related characteristics (Estimated effects of socio-demographic and job related characteristics)

  variable                                                                                effect                     parameter estimate   standard error       *p*        hazard ratio     90% hazard ratio confidence limits
  --------------------------------------------------------------------- ------------------------------------------- -------------------- ---------------- ------------- ----------------- ------------------------------------
  ***Gender***                                                                        Female v. male                     **-1.846**         **0.305**      **\<0.001**      **0.158**               **0.095-0.261**
  ***Age group***                                                        23.4\<age≤27.9 (2^nd^ v. 1^st^ quartile)          -0.365             0.211           0.083           0.694                   0.490-0.982
  27.9\<age≤35.5 (3^rd^ v. 1^st^ quartile)                                              **-0.875**                       **0.287**          **0.002**       **0.417**    **0.260-0.669**  
  age\>35.5 (4^th^ v. 1^st^ quartile)                                                   **-1.161**                       **0.390**          **0.003**       **0.313**    **0.165-0.595**  
  ***All categories***                                                                                                                      **0.011**                                     
  ***Marital status***                                                              Married vs. single                     -0.011             0.162           0.945           0.989                   0.758-1.290
  Divorced/separated/widowed v. single                                                   **0.726**                       **0.235**          **0.002**       **2.067**    **1.403-3.044**  
  ***All categories***                                                                                                                      **0.001**                                     
  ***Service duration group***                                           2.6 ∼ 6.8 years (2^nd^ v. 1^st^ quartile)         0.042              0.177           0.812           1.043                   0.780-1.395
  6.8 ∼14 years (3^rd^ v. 1^st^ quartile)                                                  0.220                           0.286              0.443           1.246        0.778-1.996    
  \> 14 years (4^th^ v. 1^st^ quartile)                                                  **0.731**                       **0.363**          **0.044**       **2.078**    **1.144-3.772**  
  ***All categories***                                                                                                                        0.151                                       
  ***Career group***                                                              Logistics v. operations                  -0.282             0.233           0.226           0.755                   0.515-1.106
  Support v. operations                                                                   -0.176                           0.238              0.459           0.838        0.567-1.240    
  Medical v. operations                                                                   -0.204                           0.333              0.540           0.815        0.471-1.411    
  Professional, acquisitions and special investigations v. operations                      0.036                           0.407              0.930           1.037        0.531-2.024    
  Special duty v. operations                                                              -0.677                           0.450              0.133           0.508        0.242-1.066    
  Other v. operations                                                                     -0.378                           0.922              0.681           0.685        0.150-3.119    
  ***All categories***                                                                                                                        0.703                                       
  ***Officer/ enlisted***                                                           Officer v. enlisted                  **-0.379**         **0.230**       **0.099**       **0.684**               **0.469-0.999**
  ***Major Command***                                                         A v. mean major command effect               0.110              0.141           0.435           1.117                   0.885-1.409
  B v. mean major command effect                                                          -0.018                           0.177              0.917           0.982        0.734-1.313    
  C v. mean major command effect                                                         **0.454**                       **0.164**          **0.006**       **1.575**    **1.202-2.063**  
  D v. mean major command effect                                                           0.185                           0.305              0.543           1.204        0.729-1.987    
  E v. mean major command effect                                                         **0.397**                       **0.225**          **0.078**       **1.487**    **1.027-2.153**  
  F v. mean major command effect                                                          -0.108                           0.185              0.557           0.897        0.662-1.216    
  G v. mean major command effect                                                        **-0.667**                       **0.267**          **0.013**       **0.513**    **0.331-0.796**  
  H v. mean major command effect                                                          -0.332                           0.258              0.197           0.717        0.470-1.096    
  I v. mean major command effect                                                          -0.021                           0.230              0.928           0.980        0.671-1.429    
  ***All categories***                                                                                                                      **0.026**                                     

The concept of the episode originated from the idea of an individual\'s first treatment encounter that included a specified diagnosis. Due to limitations of the dataset, however, it was not possible to establish the time when the very first encounter occurred. Instead, we determined the first encounter based on a two-year window determined by the availability of the treatment history across the inpatient/outpatient and civilian/military databases. After two years of no encounter with the treatment services, the clock was reset to 0 and a new encounter was established as the beginning of a new episode. Thus, the beginning of a new episode of the disorder was defined as a treatment encounter preceded by at least a two-year period of no treatment for this disorder. Likewise, the end of the spell was defined as two years after the last treatment of the episode.

The mood and anxiety disorder variables were categorical, each with the value 0 if the individual was not in an ongoing episode, 1 if the individual was in the first year of the episode, and 2 if the individual was in the second or subsequent years of the episode. Due to fewer events, substance disorder was dichotomized with value 0 if not in an ongoing episode and 1 if the in first or subsequent years of the episode. The three mental disorder variables were all time-varying variables to reflect the changing status of the disorders over time.

###### Cox proportional hazard model for suicide with mental disorders diagnoses as risk factors, adjusted for socio-demographic and job related characteristics (Estimated effects of mental disorders.)

  variable                                                                            effect                              parameter estimate   standard error       *p*       hazard ratio   90% hazard ratio confidence limits
  -------------------------------------------------------- ------------------------------------------------------------- -------------------- ---------------- ------------- -------------- ------------------------------------
  ***Mood disorder***                                             1^st^ year of mood disorder v. no mood disorder             **2.168**          **0.208**      **\<0.001**    **8.743**              **6.206-12.317**
  2^nd^+ year of mood disorder v. no mood disorder                                     0.583                                    0.338              0.085           1.791      1.027-3.123   
  All categories                                                                      \-\-\--                                  \-\-\--          **\<0.001**       \-\-\--       \-\-\--     
  ***Anxiety disorder***                                       1^st^ year of anxiety disorder v. no anxiety disorder          **1.446**          **0.409**      **\<0.001**    **4.245**              **2.167-8.316**
  2^nd^+ year of anxiety disorder v. no anxiety disorder                               0.510                                    0.308              0.098           1.665      1.003-2.762   
  All categories                                                                      \-\-\--                                  \-\-\--          **\<0.001**       \-\-\--       \-\-\--     
  ***Substance disorder***                                  Any substance abuse disorder v. no substance abuse disorder       **1.012**          **0.236**      **\<0.001**    **2.752**              **1.867-4.055**
  ***Interactions***                                                   Mood 1^st^ year X anxiety 1^st^ year                     -0.673             0.553           0.224         0.510                  0.206-1.267
  Mood 2^nd^ + year X anxiety 1^st^ year                                               0.891                                    0.573              0.120           2.439      0.950-6.260   
  Both interactions                                                                   \-\-\--                                  \-\-\--           **0.024**        \-\-\--       \-\-\--     

###### Cox proportional hazard model for suicide with mental disorders diagnoses as risk factors, adjusted for socio-demographic and job related characteristics (Comparison of effects of duration of an episode within the same disorder and between the different disorders)

  comparison                                                                parameter estimate   standard error       *p*       hazard ratio   90% hazard ratio confidence limits
  ------------------------------------------------------------------------ -------------------- ---------------- ------------- -------------- ------------------------------------
  1^st^ year mood disorder v. 2^nd^ + year mood disorder                        **1.585**          **0.340**      **\<0.000**    **4.881**              **2.792 -8.533**
  1^st^ year anxiety disorder v. 2^nd^ + year anxiety disorder                    0.936              0.524           0.074         2.550                  1.078-6.035
  1^st^ year mood disorder v. 1^st^ year anxiety disorder                         0.723              0.410           0.078         2.060                  1.049-4.044
  2^nd^ + year mood disorder v. 2^nd^ + year anxiety disorder                     0.073              0.537           0.891         1.076                  0.445-2.604
  1^st^ year mood disorder and anxiety disorder (including interaction)         **2.941**          **0.232**      **\<0.000**    **18.940**            **12.935-27.734**
  2^nd^+ year mood disorder and anxiety disorder (including interaction)        **2.920**          **0.417**      **\<0.001**    **18.544**             **9.339-36.823**
  1^st^ year mood disorder=0, 1^st^ year anxiety disorder =0                     \-\-\--            \-\-\--       **\<0.001**     \-\-\--                   \-\-\--
  2^nd^ + year mood disorder=0, 2^nd^ + year anxiety disorder =0                 \-\-\--            \-\-\--        **0.010**      \-\-\--                   \-\-\--

To evaluate how the hazard of suicide depends on the mental disorders while controlling for socio-demographic and job characteristics, we performed the Cox proportional hazards model with October 2003 as the time origin. We created four age groups based on the quartiles of age distribution at entry to service and used the first quartile as the referent comparison group. The same approach was used for creating the groups of service duration. We also controlled for the effect of Major Commands through fixed effects, while accounting for intra-base correlations through the sandwich variance estimate.

The estimated hazard ratios for the demographic variables are shown in [Table 5A](#sap-25-03-183-t05){ref-type="table"}, those for mental disorders are shown in [Table 5B](#sap-25-03-183-t06){ref-type="table"}, and differential effects of duration of an episode (e.g., first year vs. second year of mood) within the same disorder as well as between the disorders is shown in [Table 5C](#sap-25-03-183-t07){ref-type="table"}.

As shown in [Table 5A](#sap-25-03-183-t05){ref-type="table"}, age, gender, marital status, duration of service, officer status, and major command were all significantly associated with risk of suicide. Women were at lower risk (HR=0.16, *p*\<0.001), and divorced or widowed service members had twice the hazard of suicide compared to single or married individuals. The effect of age was protective; for example, being in the third quartile of age (28-35.5 years) decreased the risk of suicide by approximately 60% (HR=0.417, *p*=0.002) compared to the youngest (referent) group. When controlling for age and other factors, longer service duration increased the risk of suicide: individuals with more than 14 years of service had about twice the risk of suicide compared to the group with at most 6.8 years of service. Officer status was also protective.

[Table 5B](#sap-25-03-183-t06){ref-type="table"} shows that episodes of mood, anxiety or substance disorder increased the risk of suicide. The hazard of suicide was almost 8.7 (*p*\<0.001) times higher for an individual in the first year of a mood episode (without concurrent anxiety) than someone without an ongoing episode of a mood disorder, all other things being equal. The hazard ratio (HR) for anxiety in the first year (without mood) was 4.2 (*p*\<0.001). There are two interaction terms in the bottom three rows of [Table 5B](#sap-25-03-183-t06){ref-type="table"}. The estimated coefficient for the interaction term of Mood 1^st^ year and Anxiety 1^st^ year is negative (-0.673), implying that the risk of suicide death for a subject with both a 1^st^ year mood disorder and a 1^st^ year anxiety disorder is less than the combined risk of the two disorders (that is, overall risk=2.168+1.446--0.673=2.941; shown in [Table 5C](#sap-25-03-183-t07){ref-type="table"}); but this overall risk of 2.941 is greater than the risk of someone with either a 1^st^ year mood disorder (risk=2.168) or a 1^st^ year anxiety disorder (risk=1.446), all other things being equal. On the other hand, the interaction term for the Mood 2^nd^ + year and Anxiety 1^st^ year is positive (0.891), indicating that the concurrent presence of a 2^nd^ + year mood disorder and a 1^st^ year anxiety disorder magnifies the risk of suicide to a value greater than the combined risk of the two disorders (that is, overall risk=0.583+1.446+0.891=2.920; shown in [Table 5C](#sap-25-03-183-t07){ref-type="table"}), all other things being equal.

[Table 5C](#sap-25-03-183-t07){ref-type="table"} shows that for both mood and anxiety disorders the first year of the episode was associated with a higher risk of suicide than subsequent years: HRs were 4.9 (8.7/1.8) (*p*\<0.001) for mood and 2.6 (4.2/1.7) (*p*=0.07) for anxiety. The first year of a mood episode was more predictive of suicide than the first year of an anxiety episode; HR=2.1 (*p*=0.08), but the difference in hazard for suicide between mood episodes and anxiety episodes disappeared after the first year of the episodes. The final two rows of [Table 5C](#sap-25-03-183-t07){ref-type="table"} provide the statistical significance of two *composite* null hypotheses. The second-to-last row indicates the probability that individuals with either a 1^st^ year mood disorder or a 1^st^ year anxiety disorder or both type of disorders are at the same risk of suicide (i.e., both have a coefficient of zero) as all other individuals. The final row indicates the probability that individuals with either a 2^nd^ + year mood disorder or a 2^nd^ + year anxiety disorder or both types of disorders are at the same risk of suicide as all other individuals. The p-values for both of these composite null hypotheses are \<0.05, which indicates that these hypotheses are rejected; that is, these disorders *are* significantly associated with the risk of suicide.

Note that when factors are closely linked and change together (e.g., longer service is associated with older age), they should be included together in the model and interpreted with respect to each other. For example, when age was not included in the model, the effect of longer service became protective of suicide; but when both age and length of service are included in the model, age is a protective factor and length of service is a risk factor for suicide. Thus, when factors are closely linked, exclusion of one of the factors can result in misleading interpretation of the remaining factors.

4.4. Variation across bases and major commands {#s5d}
----------------------------------------------

The *effect* coding was used to create dummy indicators of the different Major Commands in the analysis. Under this coding scheme, the baseline hazard represents the mean, or average, effect over all nine Major Commands, while each dummy indicator of Major Command shows the difference between the corresponding Major Command and the mean effect of all Major commands.

![Hazard ratio of suicide by each Major Command compared to mean hazard of all Major Commands](sap-25-03-183-g002){#sap-25-03-183-g014}

There was significant variability in the hazard of suicide across the 9 Major Commands (*p*=0.026), as shown in [Table 5A](#sap-25-03-183-t05){ref-type="table"}. [Figure 1](#sap-25-03-183-g014){ref-type="fig"} also depicts the hazard ratios of the 9 Major Commands compared to the baseline hazard, along with a 90% CI of the baseline hazard. We can see that hazards of suicide were significantly higher at Major Commands C and E, but were significantly lower at Major Command G.

Since the sandwich variance estimate used in the above analysis addresses data clustering at the base level 'implicitly' through estimation, we could not obtain estimates of variability across the bases. To get some ideas about the latter variability, we refit the data with the shared frailty model. We obtained quite similar estimates for all the variables reported in [Tables 5A](#sap-25-03-183-t05){ref-type="table"}, [5B](#sap-25-03-183-t06){ref-type="table"} and [5C](#sap-25-03-183-t07){ref-type="table"}. However, the shared frailty model yielded additional information about the variability of suicide at the base level. The estimated variance of the Gamma random effect *α~i~* was 0.023, which was significantly different from 0 (*p*\<0.001). Thus, there was significant variability in suicide across the 84 USAF bases.

5.. Comparison of methods and software packages {#s6}
===============================================

We discussed a range of models for survival data and their applications to modeling suicide using observational data. With piecewise constant baseline hazard and Cox models, we can model effects of multiple risk or protective variables on suicide and even account for correlated outcomes using robust variance estimates or shared frailty. One advantage of the piecewise constant baseline hazard model over the Cox model is shorter computing times. Another is a direct control of the baseline hazard, providing the ability to model temporal trends specific to a study such as fiscal years in our application. However, as it requires dividing the study period into smaller time intervals, the piecewise constant baseline hazard model demands additional programming efforts which, depending on how refined the time intervals are, may result in very large files, potentially exceeding limited memory capacity.

We used SAS and STATA packages to prepare data and perform model fitting for all the examples. The two packages are similar in many respects, but there are also some differences. In our application, we found that when fitting the Cox model, it took longer for SAS (version 9.2) than STATA (version 8) to obtain model estimates. In addition, STATA has convenient built-in commands for splitting records and performing other manipulations necessary to create appropriate file structures for fitting survival models. A shared frailty option is also available in Stata when fitting the Cox as well as fully parametric models such as the piecewise constant baseline hazard model. The sandwich variance estimate is available in either software package. One advantage of SAS is that the results are presented in nice-looking tables.

6.. Discussion {#s7}
==============

We have discussed how to assess effects of individual and environmental factors on the rate of a disease using survival analysis methods. We started with simple calculations of rates, but finished the discussion with quite complex survival analysis models. By using data from a real observational study on risk of suicide, we have introduced not only the basic elements of the modeling theory, but also important considerations such as selection of time of origin and data clustering when modeling the natural history of a disease such as suicide.

With respect to the USAF study population in our analysis, we found that mental disorders such as mood disorders, anxiety disorders and substance use disorders were significantly associated with the risk of suicide. We also found significant variation in rates of suicide across the 84 bases and across the 9 Major Commands, after adjusting for individual differences. High variability may indicate higher prevalence of such mental health problems specific to an organization due to shared environmental and social factors such as specific job demands and geographic locations. However, it may also indicate higher levels of awareness and detection of the problems. Observational studies in general cannot tease apart such confounding effects. Nonetheless, results from such study data are still informative, since they generate research questions and hypotheses for further investigation.
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