Waves, bursts, and instabilities: a multi-scale investigation of energetic plasma processes in the solar chromosphere and transition region by Madsen, Chad Allen
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2017
Waves, bursts, and instabilities: a
multi-scale investigation of
energetic plasma processes in the
solar chromosphere and transition
region
https://hdl.handle.net/2144/27324
Boston University
BOSTON UNIVERSITY
GRADUATE SCHOOL OF ARTS AND SCIENCES
Dissertation
WAVES, BURSTS, AND INSTABILITIES: A MULTI-SCALE
INVESTIGATION OF ENERGETIC PLASMA PROCESSES IN THE
SOLAR CHROMOSPHERE AND TRANSITION REGION
by
CHAD ALLEN MADSEN
B.A., Boston University, 2009
M.A., Boston University, 2012
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
2017
c© Copyright by
CHAD ALLEN MADSEN
2017

Acknowledgments
The author would like to thank the team of medical professionals that kept him
alive long enough to endure the writing of this document. May their testament to the
power of cumulative human knowledge not be in vain. Also, the author would like to
give his deep gratitude to Hui Tian, Ph.D and Ed DeLuca, Ph.D. for their excellent
mentoring throughout the author’s predoctoral fellowship at Harvard-Smithsonian
Center for Astrophysics. Not to be overshadowed, the author would like to thank
Anthony Case, Ph.D. and Joshua Wing, Ph.D. for developing the LATEX template
for this dissertation. Finally, the author expresses his gratitude for the patience and
support of his wonderful friends, family, and colleagues.
The research presented in this dissertation would not be possible without data
from Solar Dynamics Observatory and the Interface Region Imaging Spectrograph.
IRIS is a NASA small explorer mission developed and operated by Lockheed-Martin
Solar and Astrophysics Laboratory with mission operations executed at NASA Ames
Research Center and major contributions to downlink communications funded by the
European Space Agency and the Norwegian Space Centre.
iv
WAVES, BURSTS, AND INSTABILITIES: A MULTI-SCALE
INVESTIGATION OF ENERGETIC PLASMA PROCESSES IN THE
SOLAR CHROMOSPHERE AND TRANSITION REGION
CHAD ALLEN MADSEN
Boston University, Graduate School of Arts and Sciences, 2017
Major Professor: Meers M. Oppenheim, Professor of Astron-
omy.
ABSTRACT
The chromosphere and transition region of the solar atmosphere provide an interface
between the cool photosphere (∼6000 K) and the hot corona (∼1 million K). Both
layers exhibit dramatic deviations from thermal and hydrostatic equilibrium in the
form of intense plasma heating and mass transfer. The exact mechanisms responsible
for transporting energy to the upper atmosphere remain unknown, but these must
include a variety of energetic processes operating across many spatial and temporal
scales. This dissertation comprises three studies of possible mechanisms for plasma
heating and energy transport in the solar chromosphere and transition region. The
first study establishes the theoretical framework for a collisional, two-stream plasma
instability in the quiet-Sun chromosphere similar to the Farley-Buneman instabil-
ity which actively heats the E-region of Earth’s ionosphere. After deriving a linear
dispersion relationship and employing a semi-empirical model of the chromosphere
along with carefully computed collision frequencies, this analysis shows that the
threshold electron drift velocity for triggering the instability is remarkably low near
the temperature minimum where convective overshoots could continuously trigger
v
the instability. The second study investigates simultaneous Interface Region Imag-
ing Spectrograph (IRIS) observations of magnetohydrodynamic (MHD) waves in the
chromospheres and transition regions of sunspots. By measuring the dominant wave
periods, apparent phase velocities, and spatial and temporal separations between
appearances of two observationally distinct oscillatory phenomena, the data show
that these are consistent with upward-propagating slow magnetoacoustic modes tied
to inclined magnetic field lines in the sunspot, providing a conduit for photospheric
seismic energy to transfer upward. The third and final study focuses on intense,
small-scale (∼1 arcsec) active region brightenings known as IRIS UV bursts. These
exhibit dramatic FUV/NUV emission line splitting and deep absorption features,
suggesting that they result from reconnection events embedded deep in the cool
lower chromosphere. IRIS FUV spectral observations and Solar Dynamics Obser-
vatory/Helioseismic and Magnetic Imager (SDO/HMI) magnetograms of a single
evolving active region reveal that bursts prefer to form during the active region’s
emerging phase. These bursts tend to be spatially coincident with small-scale, pho-
tospheric, bipolar regions of upward and downward magnetic flux that dissipate as
the active region matures.
vi
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1Chapter 1
Motivation
Energetic activity in the solar atmosphere presents formidable challenges to Earth
and the society that calls it home. A steady solar wind continuously pummels the
Earth while coronal mass ejections can wreak havoc on not only our assets in orbit,
but our vital infrastructure on the surface as well. Much as we’ve done in predicting
and preparing for the violence of Earth’s weather, contemporary solar physics is
focused on understanding exactly what conditions cause the solar atmosphere to
become violent. At the heart is understanding why the solar atmosphere deviates so
wildly from hydrostatic equilibrium where a high-temperature (∼1 million K) corona,
continuously resupplied with energy and mass, overlies a relatively cooler and calmer
surface of ∼6,000 K. The key to understanding this rests in the layers in between that
must mediate this energy and mass transfer: the chromosphere and the transition
region.
The chromosphere is the deeper layer of the two where the solar plasma transi-
tions from an optically thick, weakly ionized plasma into an optically thin plasma
composed largely of ionized hydrogen. The chromosphere is notoriously difficult
to observe directly, but limited ultraviolet observations coupled with semi-empirical
models show that this layer exhibits an odd temperature structure. The plasma tem-
perature of the lower chromosphere decreases gradually with altitude, from ∼6,000 K
near the solar surface to ∼4,000 K at the global temperature minimum. However, the
2plasma temperature increases dramatically above this region, reaching temperatures
of ∼8,000 K (Fontenla et al. 2009). These conditions leave the chromospheric plasma
susceptible to dramatic instabilities much as do in the Earth’s E-region ionosphere.
The transition region lies above the chromosphere and exhibits an even more
bizarre temperature structure. Over a relatively small thickness compared to the
chromosphere and corona, the transition region rapidly converts the approximately
10,000 K plasma of the uppermost chromosphere into the approximately 1 million
K plasma of the corona. The means by which this occurs is largely unknown, but
likely involves the dominant pressure source in the region: the solar magnetic field.
The strange, complex structures woven by the solar magnetic field in the transition
region weren’t well imaged until a couple decades ago, but the bounty of recently
discovered phenomena continues to support intense research efforts.
There is no consensus on what transfers mass and energy through these layers,
but what can be agreed upon is that it likely isn’t just one source. In reality, recent
high-resolution ultraviolet imaging and spectroscopy have demonstrated that the
energy budget of the solar atmosphere is shared by phenomena across a wide range
of spatial scales.
The goal of this dissertation is to explore three energetic plasma phenomena in
the solar chromosphere and transition region that act over three spatial scales defined
as follows:
• First is a global-scale phenomenon acting ubiquitously throughout a layer of
the solar atmosphere.
• Second is an intermediate-scale phenomenon on the order of tens to 100s of
arcseconds (i.e. ∼7 Mm to ∼70 Mm.)
• Third is a small-scale phenomenon on the order of ∼1 arcsecond or less (i.e.
.700 km.)
3This dissertation comprises three studies of energetic plasma processes that act
over these spatial scales, each of which may contribute significantly to the transfer
of mass and energy throughout the chromosphere and transition region. The first
study develops a theoretical model for a global-scale, convectively driven, two-stream
instability in the weakly ionized, partially magnetized plasma of the lower solar chro-
mosphere. The second concerns observations of waves in intermediate-scale sunspots
that have the potential to act as conduits for transporting seismic energy from the
surface to the corona. Finally, the third study investigates some of the smallest-scale
resolvable energetic phenomena in the solar atmosphere known as IRIS UV bursts,
focusing on their relationship with emerging active regions and their underlying mag-
netic field configurations.
Chapters 4-6 cover these three studies, while Chapters 2 and 3 provide a broad
overview of introductory material. In particular, Chapter 2 provides observational
background of the solar atmosphere and describes the instrumentation used to ac-
quire data for this dissertation. Furthermore, Chapter 3 rigorously establishes the
theoretical underpinnings of a multi-species fluid plasma model and also provides
a brief overview of magnetohydrodynamics. To supplement these two background
chapters, Chapters 4-6 each contain a section of introductory material focused on
their respective research topics.
4Chapter 2
Observational Background
2.1 The Solar Atmosphere
2.1.1 Terminology of Observable Features
Position and Orientation Conventions
Observational solar astronomy terminology is steeped in conventions hailing from
the earliest ground-based instrumental observations. In this subsection, I discuss a
handful of these, most of which concern how solar astronomers define regions on the
Sun in terms of both geographic location and level of physical activity.
To a solar astronomer, the observable Sun commonly refers to the two-dimensional
(2D) image of the Sun in the sky as opposed the the entire three-dimensional (3D)
physical body of the Sun. The entire 2D image is referred to as the disk of the Sun.
The term disk center refers to the apparent radial origin of the solar image regardless
of viewing angle, while the outer edge of the disk is referred to as the limb and a
relative outward position is considered to be limbward. The radius of the Sun is
defined as the distance from disk center to the apparent extent of the limb in white
light averaged over all directions.
Solar astronomers also employ a cardinal direction system with north and south
aligned to the Sun’s rotational axes. However, in the spirit of ground-based astron-
omy, east and west on the solar disk are defined as projections of Earth’s east-west
5convention. This results in solar east defined as 90o counter-clockwise of north and
solar west defined as 90o clockwise of north, swapping the definitions of east and west
conventionally seen on maps of Earth. In this orientation, solar rotation across the
disk is directed from east to west and features rotating onto the disk are considered
to rise on the east limb and those rotating off the disk are considered to set on the
west limb.
The most commonly used coordinate system in solar astronomy, and the one
adopted in this dissertation, is known as the heliocentric-Cartesian coordinate system.
The origin is defined as the apparent disk center with two rectilinear, orthogonal
axes directed east-west, the solar x axis, and north-south, the solar y axis. The
coordinate axes are oriented such that the positive solar x axis is directed west and
the positive solar y axis is directed north. The base unit of the coordinate system is
the arcsecond, which despite being a measure of angular separation on the celestial
sphere, acts as a measure of projected distance along the plane of the solar disk
where 1 arcsec = 725 km. This equivalence is only accurate near the solar disk
center; to account for foreshortening near the limb, the coordinate system is often
supplemented by a the parameter µ, defined as the cosine of the angular separation
between the line-of-sight and the solar surface normal.
Regional Classifications: Quiet Sun, Plage, and Active Regions
The solar disk is divided into distinct regions characterized by their levels of
physical activity. The history of these terms and their application is complicated
since coincident phenomena observed in different passbands often received their own
names and instrument-dependent definitions. However, three terms have transcended
their original definitions to apply across all wavelengths: the quiet Sun (QS), the
plage, and active regions (AR).
6The quiet Sun describes regions of the solar atmosphere that exhibit quiescent
behavior unperturbed by the solar magnetic field. In UV wavelengths and some vis-
ible wavelengths, the quiet Sun appears as the widespread, low-intensity region that
occupies a vast majority of the solar disk. Significant, persistent spatial variations
over large scales are uncommon in the visible and UV quiet Sun with the exception
of granular variations and isolated network lanes which will be discussed in the next
section. In EUV wavelengths, the QS is no longer definable entirely by intensity since
hot, ambient coronal gas tends to fill these regions except where evacuated to form
coronal holes. In this case, the QS is best defined by energetic activity since dramatic
brightenings and complex atmospheric structures are typically confined elsewhere in
regions of greater magnetic energy density.
The plage are isolated regions of enhanced intensity that still maintain quies-
cent behavior. These are regions where magnetic field lines exit the solar surface
and locally heat atmospheric plasma without triggering overtly violent phenomena.
The plage was originally defined in chromospheric Hα 6562.8 A˚ images where they
appear as diffuse bright patches superimposed on a background pattern of surface
granulation. This definition eventually expanded to include bright regions with more
filamentary structure in UV continuum and NUV/FUV emission lines. In this case,
the term plage is often interchanged with the term network, a name borrowed from
observations of the Sun’s photosphere. At these wavelengths, the plage exhibits a
more active behavior, often featuring small-scale jets and occasional explosive events.
The plage is largely unidentifiable at EUV wavelengths where overlying hot coronal
structures tend to dominate.
The final regional classification to discuss is the most energetic: active regions.
These are compact regions of buoyantly emerged magnetic field lines that dramati-
cally alter the structure and energetics of the surrounding atmospheric plasma. These
7are generally the most intense regions across all wavelengths and the sources of much
of the violet phenomena observed on the Sun, such as flares, coronal mass ejections,
and large jets.
Active regions can vary dramatically in intensity and structure; however, there
are a few standard features common amongst them. The classic example is the
presence of sunspots in visible and NUV/FUV wavelengths where intense columns
of magnetic flux tubes halt local convection of hot plasma to the solar surface. A
more thorough description of sunspots is reserved for a later section since they play
a central role in Chapter 5.
The areas of the active region outside of sunspots are dominated by weaker mag-
netic flux regions which host a number of other structural features. Active regions
are often embedded in an enhanced region of plage typified by ubiquitous downflows
of cooled material that may concentrate in small-scale pockets that gives the plage
region a mottled appearance. Central to the active region is usually cluster of warm
loops known as arch filaments that trace rising magnetic flux tubes that span the ac-
tive region’s upward and downward flux regions. These features evolve rapidly during
the emergence of the active region and often host energetic and dynamic phenomena
such as microflares and intense oscillations.
Active Region Evolution: Emergence, Maturation, and Decay
Active regions undergo a three-stage life cycle of emergence, maturation, and de-
cay. The emergence phase refers to the buoyant rise of magnetic fields through the
solar surface. This stage is chaotic and often lasts about three or four days (Priest
2014), presenting rapid structural changes on timescales of hours. The most promi-
nent observational signatures of emergence are disorganized arch filament structures
and the appearance of juvenile sunspots in the form of small, dark pores. These fea-
8tures are signatures of the underlying magnetic field configuration at the emergence
site which is usually populated by several small-scale mixed-polarity regions. The
complex magnetic field configuration of emerging active regions plays a crucial role
in Chapter 6 where stored magnetic energy in mixed-polarity regions can be released
explosively.
After emergence comes the maturation phase of the active region. This stage
is marked by the consolidation of the overall magnetic field configuration into a
bipole structure with a distinct inversion line. As a result, many of the observational
signatures present in the emergence phase evolve into mature analogues; pores grow
or merge into sunspots and tangled arch filaments consolidate their footpoints to
form distinct, non-intersecting bands arching over the inversion line. Despite the
reorganization of the magnetic field at the surface, the structure of the field at higher
altitudes can still remain complex. For this reason, the maturation phase is often the
setting for some of the most energetic and violent phenomena associated with active
regions, such as flares, coronal mass ejections, and filament eruptions.
Decay is the third and final phase of an active region’s life. At this stage, the
active region has released enough magnetic free energy to allow the emerged magnetic
field to relax and subside below the surface. This halts most violent phenomena and
leads to the dissipation of arch filaments and sunspots. Decayed active region tend
to leave behind extended regions of plage that can last for several days.
Sunspots
Sunspots are areas of intense magnetic flux that inhibit the convection of hot
plasma to the solar surface. The relative temperature difference between the sunspot
and its surroundings accounts for its dark appearance in visible and NUV wave-
lengths. However, in the FUV and EUV, a sunspot may appear bright, especially if
9the concentrated magnetic flux that constitutes the sunspot also acts as the footpoint
for a hot coronal loop. For consistency, all terminology in this dissertation related
to sunspots conform to definitions based on visible and NUV observations.
Sunspots are composed of three observationally distinct regions: the umbra, the
penumbra, and the superpenumbra. The umbra comprises the largely uniform dark
region at the center of the sunspot. Despite it’s seemingly static nature in white
light observations, the umbra does host a number of dynamic phenomena observed
in the UV. Of particular interest to this dissertation are umbral flashes observed in
NUV line emission which play a central role in Chapter 5. The magnetic field in the
umbra is largely vertical with little deviation in inclination. However, the umbra may
be split by a bright, thin light bridge where the umbral magnetic field is either less
intense or highly inclined from the vertical. Light bridges separate distinct magnetic
flux regions in the sunspot and are often an indicator of a sunspot merger or an
imminent sunspot breakup.
Surrounding the umbra is the penumbra which appears as a ring of filamentary
structures known as fibrils which are directed radially from the sunspot center. The
presence of a penumbra is a hallmark of a fully matured sunspot, distinguishing it
from a nascent active region pore. Why sunspots develop penumbrae is not well
understood; however, the penumbra does seem to represent a structurally and dy-
namically distinct region of the sunspot. One of these distinguishing characteristics
is the orientation of its magnetic field which tends to be inclined significantly from its
counterpart in the umbra, becoming more inclined further from the sunspot center.
The penumbra also hosts a gamut of peculiar dynamical phenomena including a per-
sistent radial outflow at low altitudes known as the Evershed Flow, a corresponding
radial inflow at high altitudes termed the Reverse Evershed Flow, bright, compact,
subarcsecond dots at high altitudes that travel along fibrils, and of great concern to
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Chapter 5 of this dissertation, ripple-like oscillations known as running penumbral
waves that appear to move outward through the penumbra.
Finally, the superpenumbra is the outermost region of a sunspot which is usually
seen in strong visible line emission such as Hα where it appears as an extended
spiral of large filamentary structures that blend into the surrounding plage. The
superpenumbra is difficult to identify in continuum and most UV line emission due to
the absence of the defining filamentary structures; however, the underlying dynamics
of the superpenumbra are still observable at these wavelengths. One dynamic feature
is the moat flow which is a ring of convective activity that appears to draw material
outward from the penumbra. Within the moat flow are moving magnetic features
(MMFs) which appear as small-scale flux patches that appear to break away and
move outward from the penumbra.
2.1.2 Global Structure
This subsection provides an overview of the four named regions of the solar at-
mosphere. The text first focuses on contrasting the cool photosphere with the hot
corona, establishing the problem of how energy is transported from the solar surface
to the outer reaches of the solar atmosphere. After that, the text focuses on the
two layers that constitute the interface between the photosphere and the corona: the
chromosphere and transition region.
Photosphere
The photosphere is the lowest layer of the solar atmosphere and acts as the ef-
fective surface of the Sun. This layer is the primary source of continuum emission
with the exception of the some UV continuum sources which form at higher layers
due to electron scattering. The effective temperature of the photosphere based on
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peak continuum emission is approximately 5,800 K which allows only weakly ionized
plasmas to persist at this altitude. As a result, non-continuum emission in the pho-
tosphere generally comes in the form of absorption by neutral hydrogen and heavy
metallic neutrals such as Fe I, Na I, and Mg I.
The dominant observational signature of the photosphere is a widespread pattern
of convection cells known as granulation. These cells are ubiquitous across the solar
disk and feature bright cores of hot rising plamsa bordered by thin dark lanes of cooled
falling plasma. They are typically about 1 Mm across, feature upward velocities of
∼0.5-3.0 km s-1, and evolve over the course of tens of minutes (Priest 2014). Granu-
lation cells are further organized into patterns of supergranulation. These larger-scale
features are typically on the order of 30 Mm and are identified by horizontal plasma
motions on the order of 0.3 km s-1 instead of by spatial intensity variations (Priest
2014). Similar to granulation cells, supergranulation cells feature an upwelling of
plasma that diverges toward a boundary region where horizontal motion appears to
stop. These boundary regions often display persistent, long, strand-like continuum
brightenings known as the network. These regions are associated with enhanced mag-
netic flux that may inhibit the horizontal flow of plasma. The supergranular regions
of weak magnetic flux enclosed by network lanes is termed the internetwork.
In terms of energetics and dynamics, the photosphere is relatively quiescent com-
pared to the rest of the solar atmosphere. This is owed to the limited magnetic
influence outside of thin network lanes and localized active regions. However, this
does not mean that impulsive, explosive phenomena does not occur in the photo-
sphere; sudden intensification of Hα wing emission known as Ellerman bombs (EBs)
are frequently observed and are widely interpreted as signatures of magnetic recon-
nection in the photosphere. However, these brightenings are exceptionally small (∼1
arcsecond), compact, and are confined to active regions. With limited influence from
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the solar magnetic field, the majority of free energy in the cool photospheric plasma
is in the form of bulk kinetic energy derived from two sources: convective flows and
seismic oscillations. Both of these play significant roles in powering energetic plasma
phenomena discussed in this dissertation. In Chapter 4, I suggest that convective
overshoots that flow into the chromosphere can drive two-stream plasma instabilities,
while in Chapter 5, I demonstrate how energy from seismic p-mode oscillations can
be directed upward through sunspots.
The photosphere, despite not being the prime focus of this dissertation, plays a
supporting role since it’s the only region of the solar atmosphere where the magni-
tude and orientation of the solar magnetic field can be measured reliably. Strong
absorption lines such as Fe I 6173.3 A˚ are perfect targets for analyses involving Zee-
man splitting or Stokes inversion. These methods are detailed in a later section
of this Chapter discussing the Helioseismic and Magnetic Imager aboard the Solar
Dynamics Observatory.
Corona
In contrast to the cool, dense photosphere, the corona is an extended region of
hot, tenuous plasma that comprises the outermost layer of the solar atmosphere.
This region is extremely active and inhomogeneous. The solar magnetic field over-
whelmingly dominates in the corona, shaping the large-scale structure and dynamics
of the region. The corona is composed of three components: hot coronal loops, coro-
nal holes, and hot ambient plasma. Coronal loops are signatures of closed magnetic
field lines that often connect regions of opposing polarity in active regions. Coronal
holes are areas of weak emission associated with open magnetic field lines. The fast
solar wind may to originate from this area, suggesting that the weakened emission is
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due to the depletion of hot plasma. Finally, hot ambient gas in the form of billowy
plumes observed in most EUV emission passbands occupy the rest of the corona.
The approximately 1 million K plasma of the corona largely emits in EUV and
x-ray wavelengths; although, minor contributions from scattered photospheric con-
tinuum, visible and infrared emission lines, and radio cyclotron radiation do exist.
The primary emission source is line emission originating from heavy metallic species
at collisionally induced high-order ionization states such as Fe IX and Fe X which
can dominate quiescent conditions, and notably Fe XXI which is observed during
and after solar flares.
The corona presents many challenges for solar astronomers. Of primary concern
to this dissertation is the problem of understanding how the corona exists at all
since it loses mass via the solar wind and loses energy via conduction and radiation
at seemingly unsustainable rates. Although likely originating from the atmosphere
below, the means of resupplying mass to the corona remains a unknown. Of even
greater intrigue is the means of resupplying energy to the corona which could originate
from local sources (e.g. magnetic reconnection) or deeper in the solar atmosphere
(e.g. waves generated in the photosphere traveling upward into the corona). This
dissertation focuses on the latter hypothesis that energetic plasma processes in the
layers between the photosphere and corona mediate the transfer of energy between
the two.
Chromosphere
The chromosphere is the lower of the two regions that constitute the interface
between the cool photosphere and the hot corona. In this region, the optically thick
photospheric plasma in a state of local thermodynamic equilibrium (LTE) transi-
tions into an optically thin plasma in a state of non-local thermodynamic equilib-
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rium (NLTE). This means that the dominant emission source in the chromosphere
is line emission as opposed to continuum emission in the photosphere. However, the
background continuum emission can easily overwhelm chromospheric line emission in
visible wavelengths, making direct ground-based observations of the chromosphere on
the solar disk extremely difficult. One prominent exception to this is chromospheric
Hα emission; however, Hα forms across many altitude ranges in the solar atmosphere
and experiences deep extinction at its core, making it difficult to measure physical
properties of the local plasma environment.
Modern understanding of the chromosphere began with the first space-based UV
observations, namely those provided by Skylab (Reeves et al. 1972; 1974). These UV
spectral data provided the boundary conditions for semi-empirical models of chromo-
spheric structure, the pinnacle of which was a one-dimensional (1D), plane-parallel,
radiative transfer model known as the Vernazza-Avrett-Loeser (VAL) model (Ver-
nazza et al. 1973; 1976; 1981). This model confirmed many of the bizarre structural
characteristics predicted by earlier, less-constrained, lower-resolution models (e.g.,
Athay & Menzel 1956). Of importance to this dissertation is the vertical tempera-
ture structure of the chromosphere. The VAL model demonstrates that the plasma
temperature profile of the lower chromosphere behaves as expected: it decreases
steadily with altitude from a photospheric temperature of about 6,000 K to a tem-
perature minimum of about 4,000 K. However, the temperature rises dramatically
above the altitude of the temperature minimum, reaching temperatures upward of
10,000 K. A later model developed by Fontenla et al. (2009), which improves upon
the VAL model by incorporating the effects of charged particle acceleration, shows a
similar temperature rise but with a much steeper gradient. The mechanism respon-
sible for heating the solar chromosphere above the temperature minimum remains
an open problem that is the central focus of Chapter 4.
15
The chromosphere is coupled to the photosphere through both fluid dynamical
and magnetic processes. This allows the photosphere the transport its abundance of
free energy to the chromosphere. The boundary region between the two is dominated
by convective motions in magnetically weak regions. Particularly fast convection
upflows (& 2 km s-1) can travel deep into the lower chromosphere before cooling
in a phenomena termed convective overshoot. This phenomena plays a key role in
Chapter 4 where it acts as a possible driver for a two-stream plasma instability in
the chromosphere. Vertical photospheric network magnetic fields can also transfer
free energy into the chromosphere and above. QS Models of network fields suggest
that they diverge with altitude in the chromosphere, forming regions of vertical open
field lines near supergranular boundaries and canopies of horizontal field lines, either
open or closed, that span across internetwork regions (e.g., Giovanelli 1980). Seismic
waves in the photosphere, particularly five-minute p-mode oscillations, can trigger
magnetohydrodynamic waves that travel along open field lines into the corona or
along closed canopy field lines in the chromosphere. This notion of seismic-magnetic
coupling is featured heavily in Chapter 5 where sunspots act as possible magnetic
conduits for seismic energy in the photosphere.
Transition Region
The transition region TR is the upper layer of the interface between the photo-
sphere and corona. This region is the least understood of the four named atmospheric
regions. Much like the chromosphere, this is due in part to the difficulty of observing
it directly; however, the true mystery behind the transition region involves its most
defining characteristic: the steep temperature gradient that transforms ∼10,000 K
plasma in the upper chromosphere into ∼1 million K plasma in the corona.
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Athay & Menzel (1956) and Athay & Thomas (1956) inferred the existence of
the transition region based on solar eclipse flash spectra; the authors reasoned that
a region with a steep, rising electron temperature gradient was necessary to account
for the presence of both intense H I emission in the chromosphere and intense He
II emission in the corona. Only until recently have dedicated observations of the
transition region become a reality. The Transition Region and Coronal Explorer
(TRACE, Handy et al. 1999; Schrijver et al. 1999) was the first dedicated TR imager,
and as of the writing of this dissertation, the Interface Region Imaging Spectrograph
(IRIS, De Pontieu et al. 2014) continues to provide dedicated spectral observations in
FUV wavelengths. However, IRIS can only detect emission from the lowest reaches
of the transition region, imaging plasma with temperatures no greater than ∼80,000
K. Currently, there is no means of reliably observing upper transition region plasma
between ∼80,000 K and coronal temperatures of ∼1 million K, limiting the possibility
of developing semi-empirical models of the inherently complex radiative transfer in
the transition region.
TRACE and IRIS have uncovered a transition region far more complicated than
originally thought. IRIS in particular continues to discover new, bizarre phenomena
on a regular basis. These phenomena span across many spatial and energetic scales:
from small, bright subarcsecond features in sunspot penumbra fibrils (Tian et al.
2014a), to broad, undulating light walls (Hou et al. 2016), to expansive prominence
cavities (Jibben et al. 2016). Ultimately, this gamut of energetic phenomena shows
that the transition region represents more than just an interface between two plasmas
of different temperatures; rather, it demonstrates that the transition region is an
interface between regions of vastly different dynamical complexity.
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2.2 Instrumentation
2.2.1 Interface Region Imaging Spectrograph
The Interface Region Imaging Spectrograph (IRIS, De Pontieu et al. 2014) is the
primary source of observational data for this dissertation. Launched in mid-2013,
IRIS is a National Aeronautics and Space Administration (NASA) Small Explorer
Mission comprising a UV imager and spectrograph onboard a spacecraft in near-
Earth, bipolar orbit with a period of about 97 minutes. This allows for a near-
continuous, unobstructed line-of-sight to the Sun with the exception of about 90 days
spanning from late October to early February when it undergoes periodic eclipses by
the Earth.
The power of IRIS resides in its ability to simultaneously gather high-cadence
(& 1 s), high-spectral resolution (40-80 mA˚) spectrograph data and accompanying
imaging context of the surrounding region at unprecedented spacial resolution (0.166
arcsec pix-1) at UV wavelengths. This is achieved by means of a slit-jaw imager
(SJI) assembly where a 0.35 arcsec-wide slit is surrounded on either side by mirrors
that redirect photons from the surrounding region to a separate charge-coupled device
(CCD). The bandpasses of the spectrograph and SJI are designed to capture emission
from three intense line pairs: C II 1334.5/1335.7 A˚, Si IV 1393.8/1402.8 A˚, and Mg II
h/k. Information about these line pairs can be found in Table 2.1. The spectrograph
is composed of two distinct bandpasses: a far ultraviolet FUV bandpass the covers
C II and Si IV, and a near ultraviolet NUV bandpass that covers Mg II and its
associated wing and continuum emission. The observer has the option of blocking out
sections of the spectrograph detector for both bandpasses by using various linelists
that isolate select wavelength windows where a majority of physically interesting
phenomena occurs. The SJI, on the other hand, is divided into four bandpasses:
three that correspond to the intense line pairs listed eariler (1330 A˚, 1400 A˚, and
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2796 A˚) and one that spans the Mg II h/k red wing for photospheric context (2832
A˚). With the exception of 2832 A˚, each passband is dominated by emission from
their corresponding line pairs, although a significant UV continuum contribution is
present on the solar disk.
IRIS can be configured into several observing modes with adjustable fields-of-view
(FOVs) and slit positions. The SJI has four possible FOV modes termed very large,
large, medium, and small which correspond to areas of 180×180 arcsec2, 120×120
arcsec2, 60×60 arcsec2 and 30×30 arcsec2, respectively. The observer may choose
from a sit-and-stare where spectra is sampled at high cadence from one slit position
or from one of several raster modes which samples spectra at multiple locations
with lower overall cadence. The number of raster positions ranges from two to
400 with three options for spacing between successive positions: dense, sparse, and
coarse corresponding to step sizes of 0.35 arcsec, 1 arcsec, and 2 arcsec, respectively.
The observing mode corresponding to the largest possible areal coverage for the
spectrograph is a very large, dense, 400-step raster which produces a 140×180 arcsec2
spectroheliogram. This observing mode allows for sampling of many events across a
typical active region at the expense of cadence, and plays a significant role in Chapter
6 of this dissertation. Sit-and-stare modes or rasters composed of only a few steps are
better alternatives for sampling time evolution due to vastly superior cadences on the
order of seconds to a few tens of seconds depending on exposure time. Sit-and-stare
modes play a crucial role in Chapter 4 where high-cadence sampling is required to
analyze the periodicity of sunspot oscillations.
2.2.2 Solar Dynamics Observatory
Solar Dynamics Observatory (SDO, Pesnell et al. 2012) is a spacecraft that pro-
vides continuous monitoring of the full solar disk with an ensemble of three instru-
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Table 2.1: IRIS SJI passbands and associated UV emission lines
Name Line Emission Band- Formation Core Optical Formation
Sources(s) width [A˚] Temp. [K] Depth Region
1330 A˚ C II: 40 15,000- Thick High Chromo.
1334.5 A˚ 50,000* TR
1335.7 A˚
1400 A˚ Si IV: 40 ∼80,000† Thin TR
1393.8 A˚
1402.8 A˚
2796 A˚ Mg II h/k: 4 ∼10,000‡ Thick High Chromo.
2796.4 A˚
2803.5 A˚
2832 A˚ Mg II Wing 4 ∼6,000‡ Thick Photo.
Low Chromo.
*Rathore et al. (2015)
†Doschek et al. (1997)
‡Leenaarts et al. (2013)
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ments: the Atmospheric Imaging Assembly (AIA, Lemen et al. 2012), the Helioseis-
mic and Magnetic Imager (HMI, Scherrer et al. 2012), and the Extreme Ultraviolet
Variability Experiment (EVE, Woods et al. 2012). The first two instruments provide
much of the context imaging for this dissertation and are discussed extensively in the
next two Subsections.
Atmospheric Imaging Assembly
AIA is a full-disk imager of primarily extreme ultraviolet EUV emission originat-
ing from highly ionized metal species in the transition region and corona. It’s primary
advantage over IRIS is its large FOV which covers the entire solar disk; however, this
comes at the cost of an instrumental resolution of 0.6 arcsec pix-1, three times worse
than the instrumental resolution of the IRIS SJI. Furthermore, AIA is limited to a
cadence of 12 s which is worse than the optimal 2 s SJI cadence of the IRIS SJI.
The EUV passband of greatest average signal-to-noise ratio (SNR) is 171 A˚ which is
dominated by coronal Fe IX emission which also has a minor presence in the tran-
sition region. This passband is the primary source for coronal context imaging in
this dissertation since it emphasizes the bright loops and footpoints associated with
magnetic structures as opposed to other high SNR EUV passbands such as 193 A˚
and 311 A˚ which present more emission from ambient hot coronal gas.
AIA also has two FUV passbands: 1600 A˚ and 1700 A˚. Both are dominated by
photospheric FUV continuum emission and often depict similar quiescent phenomena;
however, 1600 A˚ also has contributions from C IV in the transition region. Because
of this, 1700 A˚, rather than 1600 A˚, is the primary source of UV photospheric context
imaging in this dissertation. AIA 1700 A˚ is also useful for coalignment between AIA
and IRIS since the bright FUV network lanes in 1700 A˚ tend to correspond with those
21
observed in IRIS’s FUV SJI passbands (1330 A˚ and 1400 A˚.) Information concerning
AIA 171 A˚ and AIA 1700 A˚ is summarized in Table 2.2.
Table 2.2: — SDO/AIA passbands relevant to this dissertation
Name Emission Source Formation Temp. [K] Formation Region
171 A˚ Fe IX 600,000 Corona
Transition Region
1700 A˚ FUV Continuum 5,000 Photosphere
Temperature Minimum
(Chromosphere)
Helioseismic and Magnetic Imager
HMI provides context of the photospheric magnetic field configuration underlying
the IRIS observations featured in this dissertation. HMI data are processed into to
two magnetogram products: a series of 45 s-cadence magnetograms that only depicts
the line-of-sight photospheric magnetic field flux (termed BLOS magnetograms), and
a series of 720 s-cadence magnetograms that depict the entire 3D vector magnetic
field (termed full-vector magnetograms), both of which have angular resolutions of 0.5
arcsec pix-1. Information concerning these two magnetogram products is summarized
in Table 2.3. Both rely on high SNR observations of the photospheric Fe I 6173.3 A˚
line sampled over six wavelength positions. The BLOS magnetograms are developed
by passing the Fe I 6173.3 A˚ signal through a polarimeter. The Doppler shifts are
then measured for both the right-hand and left-hand circular polarized Fe I 6173.3 A˚
signals. By virtue of the Zeeman Effect (Zeeman 1897), the difference between these
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two values is directly proportional to the line-of-sight magnitude of the magnetic
field.
The full-vector magnetograms require far more processing than the BLOS magne-
tograms, hence the significant difference in cadence between the two. All four Stokes
polarization parameters are measured for all six samples of Fe I 6173.3 A˚, requiring
far more SNR and integration time than the line-of-sight measurements. The entire
3D vector fields are then measured by a technique known as Milne-Eddington Inver-
sion (Borrero & Kobel 2011; Borrero et al. 2011). In this technique, a 10-parameter
model atmosphere is constructed by combining an unmagnetized model atmosphere
with a magnetized model atmosphere that is subject to the Milne-Eddington approx-
imation (Milne 1930). Theoretical Stokes parameters are calculated for the model
atmosphere which are then optimized over the 10-dimensional parameter space until
they most closely match the observed Stokes parameters. Among the 10 parame-
ters are the magnetic field intensity, magnetic inclination angle with respect to the
surface normal, and magnetic azimuth angle, providing a full characterization of the
3D vector magnetic field. However, the Stokes parameters cannot differentiate com-
plementary inclination angles, producing a 180o ambiguity in that parameter. This
issue is resolved by selecting the magnetic field inclination angle that minimizes the
square of the magnitude of the current density normal to the surface (Metcalf et al.
2006).
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Table 2.3: — SDO/HMI magnetograms
Cadence Series B Component(s) Alias Detection Method
45 s Line-of-sight BLOS Zeeman Doppler
Difference
720 s Entire 3D Vector Full-vector Milne-Eddington
Inversion
Chapter 3
Theoretical Background
This Chapter rigorously establishes the fundamental multi-fluid plasma theory
that forms the basis of Chapter 4’s investigation of two-stream plasma instabilities.
A large portion of this Chapter is devoted to developing multi-fluid plasma equations
from kinetic principles and imposing simplifying assumptions appropriate for Chapter
4. Particular attention is paid to the development of a robust yet tractable model for
binary collisions between particles. The final section of this Chapter briefly covers
the principles of Magnetohydrodynamics and its applications to Chapters 5 and 6.
3.1 A Mutli-species Fluid Model of Collisional Plasmas
3.1.1 Phase Space and The Boltzmann Equation
Consider a group of particles of a single species s in a six-dimensional phase
space composed of three spatial components, r = xxˆ + yyˆ + zzˆ, and three velocity
components, v = vxvˆx + vyvˆy + vzvˆz. The number density of this group at time t
with a distribution function, f (r,v, t), is defined as follows:
dNs = fs (r,v, t) dx dy dz dvx dvy dvz (3.1)
where dN is the number of particles contained in an infinitesimal unit of phase-
space volume. For convenience, I define d3r ≡ dx dy dz and d3v ≡ dvx dvy dvz. The
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distribution function is normalized such that the integral over all phase space results
in the total number of particles, Ns:
Ns =
∫
V→∞
∫
R→∞
fs (r,v, t) d
3r d3v (3.2)
where R and V are spatial and velocity regions, respectively, within phase space.
This allows one to calculate the number density of a given species, ns ≡ dNd3r , at a
time t over a velocity region V as:
ns =
∫
V
fs (r,v, t) d
3v (3.3)
The goal of this Subsection is to describe the time evolution of the distribution
function for a given species, ultimately leading to the Boltzmann Equation. To begin,
consider a distribution of particles that has experienced both an external force, F, and
internal forces due to collisions. After some amount of time, ∆t, the new distribution
function can be expressed as follows:
f
(
r + v∆t,v +
F
m
∆t, t+ ∆t
)
d3r d3v = f (r,v, t) d3r′ d3v′ + ∆fcolld3r′ d3v′ (3.4)
where ∆fcoll is the change to the distribution function due to the presence of colli-
sions; also, I have omitted the subscript s and will assume by convention that each
variable applies only to a single particle species for the rest of this Chapter unless
otherwise indicated. Under nonrelativistic conditions, Liousville’s Theorem demands
that phase space volume be preserved, providing d3r d3v = d3r′ d3v′. This allows me
to define the total derivative of f(r,v, t) with respect to time by subtracting f(r,v, t)
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from both sides of Eq. 3.4, dividing by ∆t, and taking the limit as ∆t goes to zero:
df
dt
= lim
∆t→0
f
(
r + v∆t,v + F
m
∆t, t+ ∆t
)
-f (r,v, t)
∆t
= lim
∆t→0
∆fcoll
∆t
≡
[
δf
δt
]
coll
(3.5)
where I define
[
δf
δt
]
coll
as the collision operator, a term which describes the character
of momentum transfer between particles. Finally, the total derivative df
dt
expands
into partial derivatives by virtue of the Chain Rule, providing:
df
dt
=
∂f
∂t
+
dr
dt
·∇f + dv
dt
·∇vf = ∂f
∂t
+ v ·∇f + F
m
·∇vf (3.6)
where I define ∇vf ≡ ∂f∂vx vˆx + ∂f∂vy vˆy + ∂f∂vz vˆz. Finally, substituting Eq. 3.6 into Eq.
3.5 provides the Boltzmann Equation:
∂f
∂t
+ v ·∇f + F
m
·∇vf =
[
δf
δt
]
coll
(3.7)
This equation describes the time evolution of the particle distribution in phase space
and acts as the backbone for the collisional theory of plasmas developed in this
Chapter. The Boltzmann Equation is essential to derive two other fundamental fluid
equations: the Equation of Continuity and the Equation of Motion. An equation
describing energy transport can also be derived from Boltzmann’s Equation; however,
I will not present this derivation since I do not use the equation in this dissertation.
3.1.2 Equation of Continuity
The Equations of Continuity and Motion follow from taking velocity moments of
the Boltzmann Equation. The distribution function, f (r,v, t), besides it’s physical
implications, also behaves as a continuous probability distribution. This allows one
to translate the local plasma properties described by the distribution function into
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global properties reflecting the overall behavior of the plasma. Suppose a dynamical
quantity, ξ (r,v), is defined locally throughout a spatial region R and a velocity
region V in phase space, then the global mean of that quantity can be defined by
using the following analogy from continuous probability theory:
〈ξ (t)〉 =
∫
V
∫
R
ξ (r,v) f (r,v, t) d3r d3v∫
V
∫
R
f (r,v, t) d3r d3v
(3.8)
If I assume the mean is taken over the entire phase space, then according to definition
supplied by Eq. (3.2), I can rewrite Eq. (3.8) as:
〈ξ (t)〉 = 1
N
∫ ∞
-∞
∫ ∞
-∞
ξ (r,v) f (r,v, t) d3r d3v (3.9)
Furthermore, the velocity average of ξ can be defined as:
〈ξ (r, t)〉 = 1
n
∫ ∞
-∞
ξ (r,v) f (r,v, t) d3v (3.10)
Instead of solving the Boltzmann Equation, a six-dimensional partial differential
equation, directly, I can instead exploit the probabilistic nature of the distribution
function to derive the fluid plasma equations via dynamical moments of the Boltz-
mann Equation. The dynamical quantities of concern are powers of the velocity
vector,v: v0 relates to quantities independent of motion such as particle number and
mass, v1 is directly proportional to particle momentum, and v2 is directly propor-
tional to particle energy. Multiplying these dynamic quantities into the Boltzmann
Equation and integrating over all velocity space results in statements of conversation
related to each power of v.
The Equation of Continuity follows from taking the zeroth-order velocity moment
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of the Boltzmann Equation:
∫ ∞
-∞
∂f
∂t
d3v +
∫ ∞
-∞
v ·∇fd3v + 1
m
∫ ∞
-∞
F ·∇vfd3v =
∫ ∞
-∞
[
δf
δt
]
coll
d3v (3.11)
Solving this expression is best done term-by-term. By virtue of the continuity of
f (r,v, t) in phase space and Eq. (3.3), the first term reduces to the partial derivative
of the particle number density with respect to time:
∫ ∞
-∞
∂f
∂t
d3v =
∂
∂t
∫ ∞
-∞
fd3v =
∂n
∂t
(3.12)
For the second term, I can exploit two facts to simplify the integral: (1) v is inde-
pendent of the position variable r, allowing me to place v inside the divergence, and
(2) f and v are both continuous functions in phases space, so their product is also a
continuous function in phase space. Now, Eq. (3.10) produces the following:
∫ ∞
-∞
v ·∇fd3v =
∫ ∞
-∞
∇ · (vf) d3v =∇ ·
(∫ ∞
-∞
vfd3v
)
=∇ · (n 〈v〉) ≡∇ · (nu)
(3.13)
where I define u ≡ 〈v〉 as the fluid flow velocity. The solution to the third integral
term relies on the character of the distribution function and the external forces, F,
acting on the particle system. For example, if only forces independent of velocity
are considered, then with the help of Gauss’ Divergence Theorem, the third integral
becomes: ∫ ∞
-∞
F ·∇vfd3v =
∫ ∞
-∞
∇v · (fF) d3v =
∮
Sv→∞
fF · dsv (3.14)
where Sv is a two-dimensional surface in velocity space approaching infinite radius
and dsv is an infinitesimal unit of velocity surface area. Since F is independent of
velocity, the convergence of the surface integral depends entirely on the character
of f . If the integral diverges, then the system possesses infinite energy, a clear
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physical impossibility. To ensure a finite-energy system, it’s reasonable to assume
that f vanishes toward infinity faster than v-2. In this case, the surface integral
vanishes to zero. However, not all of the forces acting upon the plasma are necessarily
independent of particle velocity. Electric and gravitational forces certainly fit the
bill of conservative, velocity-independent forces; however, the magnetic force, FB =
qv×B, where q denotes electric charge, depends directly upon a particle’s tangential
velocity about a magnetic field. In this case, the Product Rule of differentiation
transforms the third integral into:
∫ ∞
-∞
(v ×B) ·∇vfd3v =
∫ ∞
-∞
∇v · (fv ×B) d3v −
∫ ∞
-∞
f∇v · (v ×B) d3v (3.15)
The first integral on the right-hand side of Eq. (3.15) vanishes assuming the same
restrictions on f used to make the velocity-independent force integral vanish. Fur-
thermore, since∇v ⊥ (v ×B), the second integral on the right-hand side vanishes as
well. So, the third term in Eq. (3.11) vanishes for all the external forces considered
in this dissertation.
The final integral to evaluate in Eq. (3.11) is the one associated with the collision
operator on the right-hand side. This integral is best handled through physical
arguments instead of mathematical ones. The collision operator represents the rate of
change in the number of particles within a phase space volume due to the presence of
collisions. Since the integration is evaluated across the entire velocity space, collisions
cannot transport particles across the boundary of the velocity region and may only
change the number of particles by destroying or creating them which is impossible.
So, the final integral term in Eq. (3.11) vanishes as well. Combining solutions for
each integral provides the Equation of Continuity :
∂n
∂t
+∇ · (nu) = 0 (3.16)
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The Equation Continuity is a statement of particle conservation. The two terms
on the right-hand side balance one another, indicating that the change in number of
particles within the system is due entirely to the flux of particles moving in and out
of it. This conservation statement can be extended to physical quantities inherent to
individual particles by means of scalar multiplication: for example, multiplying the
Equation of Continuity by particle mass provides a statement of mass conservation
while multiplying by particle charge provides a statement of charge conservation.
3.1.3 Equation of Motion
This Subsection moves on from particle conservation to discuss another funda-
mentally conserved quantity: momentum. Similarly to particle conservation, mo-
mentum conservation can be stated in the form of a plasma equation, in particular
the plasma Equation of Motion which results from taking the first velocity moment
of the Boltzmann Equation since p ∝ v:
∫ ∞
-∞
v
∂f
∂t
d3v +
∫ ∞
-∞
v (v ·∇f) d3v + 1
m
∫ ∞
-∞
v (F ·∇vf) d3v =
∫ ∞
-∞
v
[
δf
δt
]
coll
d3v
(3.17)
Now, let’s evaluate each integral term of Eq. (3.17). For the first term, exploiting
the facts that v is a coordinate vector independent of time and vf is a continuous
function of v provides:
∫ ∞
-∞
v
∂f
∂t
d3v =
∂
∂t
∫ ∞
-∞
vfd3v =
∂
∂t
(nu) (3.18)
The second integral term of Eq. (3.17) requires a more rigorous analysis to solve. The
boost in rigor follows from the introduction of tensor arithmetic into the integrand.
Before embarking on a full-tensor evaluation of this integral, it’s critical to acknowl-
edge the divergence operator’s role as a tensor contractor; the integrand takes the
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form of a first-order tensor (a vector), meaning it’s representable as a contraction of
a second-order tensor. Exploiting the Product Rule of differentiation, the continuity
of the integrand, and the spatial independence of the coordinate vector v results in
a tensor-expanded integrand as follows:
∫ ∞
-∞
v (v ·∇f) d3v =
∫ ∞
-∞
v [∇ · (vf)] d3v =∇ ·
[∫ ∞
-∞
(v ⊗ v) fd3v
]
(3.19)
where⊗ denotes the tensor outer product which transforms the two first-order tensors
of v into a second-order dyadic tensor of the form
(
I3 · v
) · [J3 · (I3 · v)] where I
is the Abelian identity matrix, J is the matrix composed entirely of ones, and the
subscripted 3 indicates a 3 × 3 square matrix. The next step to evaluating this
integral is to break down the coordinate variable v into two additive components:
u, the flow velocity, and vt a random thermal deviation from the flow velocity. This
allows the integral to be recast as:
∇ ·
[∫ ∞
-∞
(v ⊗ v) fd3v
]
=∇ ·
[∫ ∞
-∞
(u + vt)⊗ (u + vt) fd3v
]
=∇ ·
[ ∫ ∞
-∞
(u⊗ u) fd3v +
∫ ∞
-∞
(u⊗ vt) fd3v
+
∫ ∞
-∞
(vt ⊗ u) fd3v +
∫ ∞
-∞
(vt ⊗ vt) fd3v
] (3.20)
which, by virtue of Eq. (3.10), becomes:
∇ ·
[∫ ∞
-∞
(v ⊗ v) fd3v
]
=∇ · [n (〈u⊗ u〉+ 〈u⊗ vt〉+ 〈vt ⊗ u〉+ 〈vt ⊗ vt〉)] (3.21)
Since the flow velocity u is a constant, the average only applies to the thermal velocity
vt in the cross-terms on the right-hand side. Since the thermal velocity is a random
deviation about the flow velocity, its average is zero, eliminating the cross-terms and
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leaving behind the following:
∇ ·
[∫ ∞
-∞
(v ⊗ v) fd3v
]
=∇ · [n (u⊗ u + 〈vt ⊗ vt〉)] (3.22)
The first term on the right-hand side undergoes tensor contraction by means of the
divergence operator, providing∇ · (nu⊗ u) = u [∇ · (nu)]+n (u ·∇) u. The second
term on the right-hand side follows the form of the Cauchy Stress Tensor, which in the
context of random thermal motion, is interpreted physically as a second-order tensor
representation of the plasma pressure which I denote as P. This allows the second
term on the right-hand side of Eq. (3.22) to be rewritten as∇·(n 〈vt ⊗ vt〉) = 1m∇·P.
This leads to the complete solution to Eq. (3.19):
∫ ∞
-∞
v (v ·∇f) d3v = u [∇ · (nu)] + n (u ·∇) u + 1
m
∇ · P (3.23)
The next integral contains information about the external forces acting on the
ensemble of particles. Assuming the only external forces acting on the system are
magnetic or velocity independent, the integrand can transform into a second-order
dyadic tensor much like Eq. (3.19). However, the presence of two velocity-dependent
vectors in the midst of a velocity gradient operator forces the introduction of an extra
term:
∫ ∞
-∞
v (F ·∇vf) d3v =∇v ·
[∫ ∞
-∞
(F⊗ v) fd3v
]
−
∫ ∞
-∞
(fF ·∇v) vd3v (3.24)
The first integral on the right-hand side of Eq. (3.24) requires some tensor arithmetic
to solve. To begin, splitting the velocity coordinate v into additive components u
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and vt, provides:
∇v ·
[∫ ∞
-∞
(F⊗ v) fd3v
]
=∇v ·
[∫ ∞
-∞
(F⊗ u) fd3v +
∫ ∞
-∞
(F⊗ vt) fd3v
]
(3.25)
First, let’s approach the flow velocity term as follows:
∫ ∞
-∞
(F⊗ u) fd3v = n 〈F⊗ u〉 = n (〈F〉 ⊗ u) = n (F¯⊗ u) (3.26)
where F¯ is the average external force applied to the particle system. Next comes
the application of the velocity divergence to Eq. (3.26). Since the number density n
is a state variable, it has no local velocity dependence, so it’s treated as a constant
variable. Furthermore, since F¯ and u are phase space constants by definition, the
integral vanishes:
∇v ·
[∫ ∞
-∞
(F⊗ u) fd3v
]
=∇v ·
[
n
(
F¯⊗ u)] = 0 (3.27)
Now, let’s move on to the thermal velocity term of Eq. (3.25). Solving this integral
requires a few assumptions about the nature of the external forces. Analogous to
the derivation of the Equation of Continuity, it becomes advantageous to split the
external force into two additive components: a magnetic component, FB, and a
velocity-independent component, FV I . This provides:
∫ ∞
-∞
(F⊗ vt) fd3v = n 〈F⊗ vt〉 = n (〈FB ⊗ vt〉+ 〈FV I ⊗ vt〉) (3.28)
For the magnetic force term, exploiting the fact that the vector cross product and
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tensor outer product are associative for dyadic tensors results in the term vanishing:
〈FB ⊗ vt〉 = q 〈(v ×B)⊗ vt〉 = q [〈(u×B)⊗ vt〉+ 〈(vt ×B)⊗ vt〉]
= q [〈u×B〉 ⊗ 〈vt〉+ 〈vt × (B⊗ vt)〉]
= q [(u×B)⊗ 〈vt〉 − 〈(B⊗ vt)× vt〉]
= q [(u×B)⊗ 〈vt〉 − 〈B⊗ (vt × vt)〉] = 0
(3.29)
The first term on the right-hand side vanishes since u×B is a constant and 〈vt〉 = 0,
while the second term vanishes since vt×vt = 0. The situation is far simpler for the
velocity-independent force term; since FV I and vt are independent to one another,
it follows that the mean of their product is equivalent to the product of their means,
providing:
〈FV I ⊗ vt〉 = 〈FV I〉 ⊗ 〈vt〉 = 0 (3.30)
Since Eqs. (3.29) and (3.30) both vanish, so does the first integral on the right-hand
side of Eq. (3.25). Now, let’s move on to the second term on the right-hand side
of Eq. (3.25). The integrand is simply a directional velocity derivative along the
direction of the force. Since the directional velocity derivative is only acting on a
linear term of the velocity coordinate v, the result is simply the external force vector,
which provides the final solution for the external force integral:
∫ ∞
-∞
v (F ·∇vf) d3v = -
∫ ∞
-∞
(fF ·∇v) vd3v = -
∫ ∞
-∞
fFd3v = -nF¯ (3.31)
The final integral term to solve in the first moment of the Boltzmann Equation
is the term consisting of the collision operator. Since the collision operator describes
the rate of particles leaving or entering a phase space volume due to collision, it
follows that its first velocity moment describes the amount of momentum leaving or
entering a phase space volume due to particle collisions. I name this quantity the
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collisional drag operator and define it as:
[
δp
δt
]
coll
≡ m
∫ ∞
-∞
v
[
δf
δt
]
coll
d3v (3.32)
Now, substituting each integral solution — Eqs. (3.18), (3.23), (3.31), and (3.32)
— into the Eq. (3.17) provides:
m
∂ (nu)
∂t
+mu [∇ · (nu)] +mn (u ·∇) u = nF¯−∇ · P+
[
δp
δt
]
coll
(3.33)
The left-hand side can be simplified by invoking the Equation of Continuity, Eq.
(3.16), providing:
m
[
∂ (nu)
∂t
+ u [∇ · (nu)] + n (u ·∇) u
]
= mn
[
∂u
∂t
+ (u ·∇) u
]
+mu
[
∂n
∂t
+∇ · (nu)
]
= mn
[
∂u
∂t
+ (u ·∇) u
]
(3.34)
Substituting this result back into the right-hand side of Eq. (3.33) provides the
Equation of Motion for a collisional plasma:
mn
[
∂u
∂t
+ (u ·∇) u
]
= nF¯−∇ · P+
[
δp
δt
]
coll
(3.35)
This is a plasma representation of time-dependent momentum conservation. In
particular, it is a fluid-specific form of Newton’s Second Law of Motion. The left-
hand side represents the Lagrangian form of the momentum time derivative which
has been split into advective and convective terms, respectively. The right-hand side
is a compendium of the various external and internal influences acting on the plasma.
The first term is the average external force acting on the entire plasma population,
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the second term represents the internal thermal influences via the plasma pressure,
and the third term depicts the change in momentum due to particle collisions. This
is the last velocity moment of the Boltzmann Equation discussed in this dissertation,
since the second velocity moment, the Equation of Energy, is not relevant to the
three studies comprising this work.
3.1.4 Contraction of the Pressure Tensor
The tensor pressure in the Equation of Motion, Eq. (3.35), requires some in-
terpretation before it can be applied to the collisional plasma model used in this
dissertation. First, let’s take a look at the pressure in its second-order dyadic tensor
form:
P ≡ nm 〈vt ⊗ vt〉 = nm

〈v2tx〉 〈vtxvty〉 〈vtxvtz〉
〈vtxvty〉
〈
v2ty
〉 〈vtyvtz〉
〈vtxvtz〉 〈vtyvtz〉 〈v2tz〉
 (3.36)
The tensor can be divided into two groups of terms: the normal stress components on
the diagonal and shear stress components off of the diagonal. The normal components
express the influence of forces along the direction of their application. On the other
hand, the shear components express the influence of forces perpendicular to the
direction of their application. The shear stress becomes influential in highly viscous
fluids where velocity gradients perpendicular to flow can result in friction between
parallel layers, allowing momentum to transfer into the other two perpendicular
spatial directions. In other words, the shear components become significant when
the three momentum components no longer become linearly independent.
The presence of shear terms can present considerable mathematical intractability,
so it’s desirable to find a way to make them vanish. This can be achieved two ways.
First, since the pressure tensor is symmetric, it is always orientable. This means
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there always exists a coordinate rotation that allows the tensor to be represented by
a set of linearly-independent eigenvectors. However, this conflicts with a coordinate
convention enforced throughout this dissertation to provide mathematic tractability
and physical clarity: orienting the magnetic field to be consistent with the z-axis.
This prompts the adoption of an alternative method which is to assume that the
plasma is ideal and therefore inviscid. Mathematically, assuming inviscidity is similar
to stating that every possible set of linearly independent vectors act as eigenvectors of
the pressure tensor. This isotropic linear independence allows me to assume that the
distribution function is separable and symmetric along all three coordinate velocity
directions, which is consistent with eliminating all of the shear terms since their
integrands will always be odd. However, the diagonal terms will always survive since
they have even integrands, allowing me to define pressures perpendicular and parallel
to the magnetic field:
P =

P⊥ 0 0
0 P⊥ 0
0 0 P‖
 (3.37)
This tends to be the case in a magnetized, collisionless plasma where charged parti-
cles gyrating about the magnetic field cannot communicate with particles unaffected
by the field. However, this structure breaks down in the case that the plasma is colli-
sional and has achieved or is closely approaching thermodynamic equilibrium. In this
case, the distribution function of the plasma conforms to the symmetric, separable,
and isotropic Maxwell-Boltzmann distribution function:
fMB (v) ≡
(
m
2piKBT
) 3
2
e
-
mv2x
2KBT e
-
mv2y
2KBT e
-
mv2z
2KBT (3.38)
where KB is the Boltzmann constant and T is the plasma temperature. Computing
the diagonal components of Eq. (3.36) using Eq. (3.38) provides a isotropic definition
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of the plasma pressure:
P =

nKBT 0 0
0 nKBT 0
0 0 nKBT
 ≡

P 0 0
0 P 0
0 0 P
 (3.39)
Taking the divergence of Eq. (3.39) causes the pressure tensor to undergo a contrac-
tion from a second-order tensor to a first-order vector representable as the gradient
of a scalar pressure:
∇ · P =∇P (3.40)
3.1.5 Single-species Closure and the Equation of State
Velocity moments of the Boltzmann Equation cannot provide a complete set of
equations for a system of particles. This stems from the second term of the Boltzmann
Equation, v·∇f , which always introduces a higher order of the coordinate velocity v.
In the case of the Equation of Motion, this term transforms partially into the pressure
gradient term. So, an equation relating the plasma pressure to another dynamical
variable is required to close the system. A practical, albeit simplified approach is to
adopt one of the many state relationships established in thermodynamics. However,
a difficulty arises in adopting one of these relationships for chromospheric and tran-
sition region plasma. This plasma does not exist in a state of LTE, a requirement for
application of a thermodynamic equation of state. However, the component plasma
species (protons, electrons, and neutrals) are still collisionally coupled. Collision
frequencies are high enough to transfer momentum between all plasma components
over a short time scale; the deviation from LTE arises largely from the particles de-
coupling with radiation due to the steady drop in opacity upward from the opaque
solar photosphere. Regardless, the dominant internal mechanism of momentum and
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kinetic energy transfer is still collisions; If I assuming all plasma collisions are elastic
and that close-range effects from finite particle size are negligible, then the plasma
may be approximated by an equation of state. This dissertation adopts the Poly-
tropic Equation of State relating the scalar plasma pressure to the particle number
density:
∂
∂t
(Pn-γ) = 0 (3.41)
where γ is the polytropic index, a dimensionless parameter. γ generally varies be-
tween two values representing two thermodynamic extremes. The lower bound rep-
resents an isothermal plasma which provides γ = 1, a conclusion gathered from the
ideal gas law, Pn-1 = KBT , where KB is the Boltzmann Constant. At the other
extreme, an upper bound is established by adiabaticity, the process of changing the
state variables of the plasma without heating it or its surroundings. In this case,
the total thermal energy of the plasma is determined entirely by the work done by
or onto the plasma. This fact is reflected in the value of the polytropic index for
this situation: γ = (η + 2) /η, where η is the number of degrees of freedom over
which kinetic energy may be expressed by an individual particle. This dissertation
only considers non-molecular particles with spherical symmetry; in this case, kinetic
energy may only be expressed in the three translational directions, providing η = 3
and γ = 5/3.
3.1.6 Expressions for The Collision and Drag Operators
The plasma theory developed so far does not have an explicit expression for the
collision operator,
[
δf
δt
]
coll
; however, to provide a closed system of plasma equations
while maintaining information about collisions can be a daunting and wholly in-
tractable task. This Subsection rigorously develops an approximate expression for
the collision operator by first developing a kinetic integral expression and then solv-
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ing it assuming a collision model consistent with chromospheric and transition region
plasmas.
A general integral expression can be attained by assuming only binary collisions
between particle species s and j, each of which having no relation to the collisions
preceding them. This allows both species populations to be described by independent
distribution functions: fs (r,v, t) and fj (r,v, t). Interpreting both fs and fj as
probability distributions provides an expression for the probability that one particle
from fs (r,v, t) encounters a particle from fj (r,w, t) at the same spatial position and
time in phase space:
Psj (r, t; v,w) =
fs (r,v, t) fj (r,w, t)∫∞
-∞ fs (r,v, t) fj (r,w, t) d
3w
(3.42)
From Eq. (3.3), the expression for the collision probability reduces to a normalized
expression for the distribution function of species j:
Psj (r, t; v,w) =
fj (r,w, t)
nj
(3.43)
Now, let’s link the probabilistic interpretation of binary collisions to an expression
of the kinetic collision operator. First, the collision operator for species s can be
represented as the difference between the rate of particles scattered into and out of
the particle distribution:
[
δfs
δt
]
coll
=
[
δfs
δt
]
out
−
[
δfs
δt
]
in
(3.44)
Now, let’s construct an expression for the first term in Eq. (3.44), the rate of
change of fs (r,v, t) due to particles of velocity v leaving the distribution as a result
of collisions with particles of velocity w from distribution fj (r,w, t). The number
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of particles of species s at velocity v cospatial with particles of species j at velocity
w at some given time t is represented by Psj (r, t; v,w) fs (r,v, t). Taking the time
derivative of this quantity produces the contribution to the collision operator due
to particles leaving at a specific time t. Finally, averaging over the time domain
provides the full contribution:
[
δfs
δt
]
out
=
∫ ∞
-∞
Psj (r; v,w) fs (r,v) νvwd
3w
=
1
nj
∫ ∞
-∞
fs (r,v) fj (r,w) νvwd
3w
(3.45)
where νuv is the time-averaged collision frequency between particles of species s with
velocity v and particles of species j with velocity w. In terms of integrable quantities,
the time-averaged collision frequency is:
νvw ≡ nj |w − v|
∮
S3
dσ
dΩ
dΩ (3.46)
where Ω is solid angle, dσ
dΩ
is the differential collisional cross-section, and S3 is a
three-dimensional sphere of arbitrary radius. Substituting this back into Eq. (3.45)
provides: [
δfs
δt
]
out
=
∫ ∞
-∞
∮
S3
fs (r,v) fj (r,w) |w − v| dσ
dΩ
dΩd3w (3.47)
The second term of Eq. (3.44) represents the rate of change of fs (r,v, t) due
to particles scattered into the distribution. Formulating an expression for this term
relies on time symmetry arguments that relate the state of the two colliding particles
immediately before and after the collision. To begin, let v′ and w′ denote the post-
collision velocities of particles with pre-collision velocities of v and w, respectively.
With these quantities, I can exploit the time invariance of collisional processes; if two
particles with velocities v and w collide resulting in velocities v′ and w′, then the
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reverse process — particles of velocities v′ and w′ colliding to provide velocities v
and w — is also possible as long as the collision is elastic. Otherwise, if the collision
were inelastic, it may not be possible to spontaneously restore the kinetic energy lost
by both particles at the time of collision, breaking the time symmetry. Since I’ve
already assumed the plasma is an ideal fluid, Il only consider elastic collisions for the
remainder of this dissertation. Using the same reasoning I used to define
[
δfs
δt
]
out
, I
can come to a similar conclusion for
[
δfs
δt
]
in
:
[
δfs
δt
]
in
=
∫ ∞
-∞
∮
S3
fs (r,v
′) fj (r,w′) |w′ − v′| dσ
dΩ
dΩd3w′ (3.48)
Since I’ve assumed all collisions are elastic, I can demonstrate that the relative ve-
locity magnitude is conserved throughout a collision by virtue of kinetic energy and
momentum conservation:
Ksj = K
′
sj (3.49)
(ms +mj)Ksj = (ms +mj)K
′
sj (3.50)
m2s |v|2 +m2j |w|2 +msmj
(|v|2 + |w|2)=m2s |v′|2 +m2j |w′|2 +msmj (|v′|2 + |w′|2)
(3.51)
m2s |v|2 +m2j |w|2 +msmj
(|w − v|2 + 2v ·w)
= m2s |v′|2 +m2j |w′|2 +msmj
(
|w′ − v′|2 + 2v′ ·w′
)
(3.52)
|psj|2 +msmj |w − v|2 =
∣∣p′sj∣∣2 +msmj |w′ − v′|2 (3.53)
|w − v| = |w′ − v′| (3.54)
With this result, I can substitute Eqs. (3.47) and (3.48) into Eq. (3.44) to provide
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a general expression for the collision operator:
[
δfs
δt
]
coll
=
∫ ∞
-∞
∮
S3
[fs (r,v) fj (r,w)− fs (r,v′) fj (r,w′)] |w − v| dσ
dΩ
dΩd3w
(3.55)
where v′ and w′ are implicit functions of v and w by consequence of energy and
momentum conservation, allowing the Boltzmann Equation to be a single closed-
form partial integro-differential equation applied to fs (r,v, t). Furthermore, I can
derive the average drag force applied to species s by species j by taking the first-order
velocity moment of the collision operator:
[
δps
δt
]
coll
≡ ms
∫ ∞
-∞
[
δfs
δt
]
coll
vd3v (3.56)
an expression I termed the drag operator.
Evaluating the integrals associated with the drag operator is a daunting and
oftentimes impossible task even for the simplest distribution functions. To acquire
an approximate analytic expression for the drag operator, I must apply a number
of simplifications to the particle system. First, I model the colliding particles as
hard spheres of finite radius which allows me adopt a uniform, velocity-independent
collisional cross-section, σj =
∮
dσ
dΩ
dΩ. Next, I model the two colliding species,
s and j, with fairly routine distribution functions. I adopt a Maxwell-Boltzmann
distribution with a uniform flow velocity us for species s:
fs (r,v) = fMB (v − us) = ns(pic2ts)-
3
2 e
-
|v−us|2
c2ts (3.57)
where cts ≡
√
2γsKBTs/ms is the characteristic thermal speed for species s. The
model applied to species j is far more constrained, taking the form of a Dirac delta
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distribution centered at flow velocity uj:
fj (r,v) = njδD (w − uj) ≡

nj if w = uj
0 if w 6= uj
(3.58)
These two distributions, although vast simplifications, represent a reasonable approx-
imation to a common scenario in plasma physics: a beam of thermalized electrons,
species s in this scenario, traveling through a background of far more massive and far
less mobile ions represented by species j. Selecting the Dirac Delta Distribution for
species j is motivated by the large mass difference between electrons and ions. For
ions, their large masses provide for much smaller thermal velocities than electrons,
implying that most of their kinetic energy is likely expressed as fluid flow instead of
random thermal motions. The Dirac delta distribution represents this property well
since δD (w) = limct→0 fMB (w).
I will now evaluate the collision operator for species s and j. For simplicity, I
evaluate the integrals in the rest frame of species j where I define usj ≡ us − uj as
the relative flow velocity between the two species. Additionally, I orient the particle
system such that usj flows in the vˆz direction of velocity space, further simplifying
the calculations. Finally, I split the integration across two additive expressions: one
for particles of species s scattered out of velocity v:
Iout ≡
(
pic2ts
)- 3
2
∫ ∞
-∞
∫ ∞
-∞
e
-
|v−usj|2
c2ts δD (w) |w − v|vd3wd3v (3.59)
which I term the out-scattering integral, and another for particles of species s scat-
tered into velocity v:
Iin ≡
(
pic2ts
)- 3
2
∫ ∞
-∞
∫ ∞
-∞
e
-
|v′−usj|2
c2ts δD (w
′) |w − v|vd3wd3v (3.60)
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which I term the in-scattering integral. Together, these two expressions add to
provide the velocity terms of the drag operator:
[
δps
δt
]
coll
= msnsnjσ [Iout (usj, cts)− Iin (usj, cts)] (3.61)
I focus my attention first to Iout. Evaluating the integral over w simply replaces
all instances of w in the integrand with zero by virtue of the Dirac Delta Distribution:
Iout =
(
pic2
)- 3
2
∫ ∞
-∞
e-
|v−u|2
c2 |v|vd3v (3.62)
where I have removed the subscripts from cts and usj for the sake of convenience.
Next, I change variables to re-center the Maxwell-Boltzmann distribution to zero
flow by imposing q ≡ v − u:
Iout =
(
pic2
)- 3
2
∫ ∞
-∞
e-
|q|2
c2
√
|q|2 + |u|2 + 2q · u (q + u) d3q (3.63)
I can now take advantage of the isotropy provided by the re-centered distribution
and convert to spherical coordinates:
Iout =
2√
pic3
[∫ ∞
0
∫ pi
0
e-
|q|2
c2
√
|q|2 + |u|2 + 2 |q| |u| cos θ |q|3 vˆz cos θ sin θdθd |q|
+
∫ ∞
0
∫ pi
0
e-
|q|2
c2
√
|q|2 + |u|2 + 2 |q| |u| cos θ |q|2 u sin θdθd |q|
]
(3.64)
where I have already evaluated the integral over the azimuthal angle which eliminates
the vˆx and vˆy components of q by virtue of the orientation of u. The evaluations of
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the altitudinal and radial integrals continue as follows:
Iout =
1
15
√
pic2 |u|2
∫ ∞
0
e-
|q|2
c2
[
||q| − |u||3 (|q|2 + 3 |u|2 + 3 |q| |u|)
− (|q|+ |u|)3 (|q|2 + 3 |u|2 − 3 |q| |u|) ] |q| vˆzd |q|
+
2
3
√
pic3
∫ ∞
0
e-
|q|2
c2
[
(|q|+ |u|)3 − ||q| − |u||] |q| vˆzd |q|
(3.65)
Iout =
c2
4
[
2c√
pi |u|e
-
|u|2
c2 +
(
2− c
2
|u|
)
Erf
( |u|
c2
)]
vˆz
+
[
1√
pi
c |u| e- |u|
2
c2 +
(
c2
2
+ |u|2
)
Erf
( |u|
c2
)]
vˆz
(3.66)
Iout =
1
4 |u|2
[
2√
pi
c |u| (c2 + 2 |u|2) e- |u|2c2 + (4 |u|4 − c4 + 4c2 |u|2)Erf( |u|
c2
)]
vˆz
(3.67)
where Erf (x) ≡ 2pi-1/2 ∫ x
0
exp (-t2) dt is the Gaussian Error Function. The solution to
the out-scattering integral, Eq. (3.67), is not particularly useful in it’s present exact
form; however, it simplifies dramatically when I consider either the thermal speed or
the flow speed as dominant over the other:
Iout ≈ |usj|

8
3
√
pi
ctsvˆz if |usj|  cts
usj if |usj|  cts
(3.68)
To evaluate the in-scattering integral, I must determine appropriate values for w′
and v′. Since I’ve modeled species j as a Dirac Delta Distribution where all particles
share a single velocity, regardless of the value of w′, the integral over w will still
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replace all instances of w in the integrand with zero, resulting in the following:
Iin =
(
pic2
)- 3
2
∫ ∞
-∞
e-
|v′−u|2
c2 |v|vd3v (3.69)
Since all particles of species j travel at velocity w = 0, I can now determine a unique
value of v′ for each value of v as a consequence of momentum and energy conservation.
If I assume the momentum transfer between s and j occurs predominantly in the
direction of u, then I can show that:
v′ =

v if ms = mj
v − (1 + 1
λ
)
(v · uˆ) uˆ if ms 6= mj
; where λ ≡ mj −ms
mj +ms
(3.70)
The first expression is a trivial solution where the pre-collision velocities equal the
post-collision velocities (i.e. v = v′ and w = w′ = 0.) This can be explained by one
of two scenarios: (1) no collisions have occurred between species s and species j, or
(2) particles of species s are now indistinguishable from particles of species j. Mass
is the only distinguishable quantity between species in this case, since the simplified
hard-sphere model does not factor the influence of other distinguishable quantities
such as charge into the collision mechanism. In this scenario, particles of species s
and species j simply exchange velocities, so each member of species s scattered out of
the distribution is replaced by an indistinguishable particle of species j with the same
velocity, resulting in no net momentum difference for species s (i.e.
[
δps
δt
]
coll
= 0.)
Continuing on to the case of ms 6= mj provides an integrand entirely dependent
on v:
Iin =
(
pic2
)- 3
2
∫ ∞
-∞
e-
|v−(1+ 1λ)(v·uˆ)uˆ−u|2
c2 |v|vd3v (3.71)
If I perform a similar change of variables as the one used in Iout to isotropize the
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particle distribution (e.g. q′ ≡ v−(1 + 1
λ
)
(v · uˆ) uˆ−u), I end up with the following:
Iin = -
2λ |λ|√
pic3
∫ ∞
0
∫ pi
0
e-
|q′|2
c2
√
|q′|2 + λ2 |u|2 + 2λ2 |u| |q′| cos θ + (λ2-1) |q′|2 cos2 θ
× (|q′| vˆz cos θ + u) |q′|2 sin θdθd |q′| (3.72)
Unfortunately, unlike Iout, this integration is entirely intractable. Instead of finding
an exact analytic solution, I instead determine reasonable upper and lower bounds
based on extreme values of λ. I first consider λ = 1 which impliesmj  ms, a scenario
that corresponds best to my choice of distributions. In this case, the integral reduces
to the exact form of Iout with the exception of a change of sign (i.e. Iin = -Iout.)
This can be understood physically as particles of species s specularly reflecting off of
spheres of infinite inertia, implying species s loses twice its original momentum by
changing direction. Next, I consider λ = 0 which defaults to the ms = mj scenario
discussed earlier which leads to no net momentum change for species s. Finally, I
come to λ = -1 which implies ms  mj. This scenario runs counter to my choice of
distributions for s and j where I establish j as the far less mobile species; in response,
I ignore this scenario on physical grounds. Altogether, the value of the drag operator
lies between two well-defined bounds:
0 <
∣∣∣∣[δpsδt
]
coll
∣∣∣∣ < 2msnsnjσjIout (3.73)
Under the conditions that both species are thermalized and that species j does ac-
quire momentum after the collision instead of acting as a reflecting surface for species
s, I can assume
[
δps
δt
]
coll
deviates significantly from both upper and lower bounds,
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landing it somewhere in the middle. From this, I obtain the expression:
[
δps
δt
]
coll
≈ msnsnjσjIout ≈ msnsν¯sj

0 if mj = ms
8
3
√
pi
ctsvˆz if mj  ms & |usj|  cts
usj if mj  ms & |usj|  cts
(3.74)
where I define ν¯sj ≡ nj |usj|σj as the momentum-transfer collision frequency. This
quantity varies dramatically depending on the collision mechanism; any adjustment
I make to the hard-sphere model will come as alterations to ν¯sj. Next, I consider
the case where mj  ms and |usj|  cts as being the most physically interesting
and widespread scenario for the plasmas I consider, so I adopt the corresponding
expression of the drag operator for the remainder of this text. Finally, I adapt this
expression for a multi-species system by summing over all possible candidates for
collisions with species s:
[
δps
δt
]
coll
≈ msns
∑
j
ν¯sjusj (3.75)
3.1.7 Quasineutrality and Closure for a Multi-species System
This set of plasma equations, as it stands now, is closed only if I apply them
to a single particle species. To close the system for a multi-species system where
each component species is accompanied by its own set of plasma equation, I need to
delve into what a plasma actually is. Any collection of charged and neutral particles
is not necessarily a plasma unless it engages in collective fluid action. In other
words, a plasma is a system of charges and neutrals dense enough that particles
can communicate rapidly over a given length scale, ensuring a collective response
to external forces. To quantify this condition, let’s consider a collection of charged
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species, each of density ns and sharing a common temperature T , that comprise an
overall neutral system. Now, suppose an external, constant electric potential φ0 (r) =
Q/4pi0r is introduced at the origin in the form of a point charge Q. The negatively
charged electrons will form a shell around the externally introduced potential in
an attempt to cancel it out entirely in a process known as Debye shielding (Debye
& Hu¨ckel 1923). After some time, the much more massive ions will react to the
movement of the electrons, resulting in the following global potential derived from
the Poisson equation:
∇2φ = - 1
0
∑
s
qsns (3.76)
where 0 is the permitivity of free space. Here, I have made the simplification that the
attraction between negatively and positively charged particles is negligible compared
to the influence of the external potential. In the absence of the external potential,
the electrons and ions remain neutral, each with uniform density ns0 which I assume
is also the case far from the introduced potential. If I assume all particle species
are at or approaching thermodynamic equilibrium, then I can characterize them in
phase space using the Boltzmann Energy Distribution:
fs (v) = Cse
-
msv
2+2qsφ(r)
2KBTs (3.77)
where Cs is a normalization constant. From the definition provided by Eq. (3.3), I
can recover the species number density by integrating over all of velocity space:
ns (r) =
∫ ∞
-∞
fs (v) d
3v = ns0e
- qsφ
KBTs (3.78)
where n0 replaces the normalization constant since any species number density reverts
to ns0 in the absence of the potential. Substituting the species number density, Eq.
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(3.78), into Poisson’s Equation, Eq. (3.76), provides:
∇2φ (r) = 1
0
∑
s
qsns0e
-
qsφ(r)
KBTs (3.79)
If I assume that the electron shielding is effective, meaning the potential falls off so
rapidly that most of the electrons surrounding it are only weakly influenced by the
potential (i.e.
∣∣∣ eφKBT ∣∣∣  1), then I can Taylor expand the exponential in Eq. (3.79)
about eφ
KBT
= 0 to provide:
∇2φ (r) = 1
0
[∑
s
qsns0 −
(∑
s
q2sns0
KBTs
)
φ (r)
]
(3.80)
The first summation vanishes since I’ve assumed that the system of charged particles
maintains neutrality in its unperturbed state, providing:
∇2φ (r) =
(∑
s
q2sns0
0KBTs
)
φ (r) ≡ 1
λ2D
φ (r) (3.81)
where I define λD as the Debye Length, the characteristic length scale of the shielding
charge layer. Note that the Debye length is affected by two opposing quantities: par-
ticle density and temperature. Since I’ve assumed |eφ/KBT |  1, I can’t trust the
Debye Length accurately represents the charge shielding properties of a cold plasma.
However, for a warm plasma, I find that increasing the plasma temperature has the
effect of increasing the Debye Length. This occurs since raising the temperature in-
troduces more charged particles with thermal kinetic energies exceeding the potential
energy from the external potential. Those energetic particles are allowed to escape
the inner layers of the accumulated charge shell, allowing the electric field generated
by the external potential to penetrate deeper into the plasma. However, this can
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be mediated by increasing the density, since this introduces a greater of number of
low-energy charged particles available to contribute to the shell.
Now, I can solve Poisson’s Equation, Eq. (3.76), directly as a linear, second-order,
ordinary differential equation. Assuming radial symmetry, I determine the solution
to be:
φ (r) = φ0 (r) e
- r
λD =
Q
4pi0r
e
- r
λD (3.82)
Now, I can substitute this solution back into Poisson Equation, Eq. (3.76), and
replace r with a length scale parameter L:
Q
4piλ2D
e
- L
λD
L
=
∑
s
qsns (3.83)
If I consider physics over length scales much larger than the Debye length (L/λD 
1), then the left-hand side limits to zero, providing a crucial result:
∑
s
qsns ≈ 0 (for L λD) (3.84)
I may also write this in the context of electrons and ions where I can define a common
background charge density, ρc:
ρc ≡ ene ≈
∑
i
qini (3.85)
This condition is called quasineutrality, an essential property in this model of col-
lisional plasmas. It states that over large enough scale size, I may disregard local-
ized electric fields and charge imbalances, rendering the plasma effectively neutral.
Quasineutrality is a powerful tool since it allows one to exploit the conveniences of
a neutral fluid without entirely ignoring its response to electrodynamic influences.
Even in cases where internal electric fields and currents form due to disparate motion
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between species, I may still assert that the plasma is neutral as long as I consider the
internal field’s influence upon the collective motion of the plasma, usually by means
of currents, waves and instabilities.
The statement of quasineutrality acts as the final link in closing this system of
equations for an arbitrary number of particle species. As a single equation, quasineu-
trality only accounts for one degree of freedom, but introducing an arbitrary number
of particles species also implies I have an arbitary number of degrees of freedom to
address. I dilute this problem by only considering phenomena that behaves linearly
with ion density. This allows me to condense the ionic versions of the Equation of
Continuity and the Equation of Motion into forms consisting of linear combinations
of density for all ion species. This combined ion density only reflect a single degree
of freedom, allowing quasineutrality to close the system of equation regardless of the
number of ion species present.
3.1.8 Ohm’s Law and Conductivities
So far, this complete system of equations has done little to address the electrody-
namics of the plasma. With the exception of constraints placed on F¯, the equations
are largely concerned with fluid properties. As an addendum to this plasma model,
I will discuss the production of currents and electric fields over small scales within
the plasma. This becomes crucial when discussing the production of waves and as-
sociated instabilities as electric fields often act as strong drivers when electrons and
ions undergo disparate motions.
First, I consider the production of a current in the presence of only an external,
constant, uniform electric field, E. If I assume a rest frame absent of any magnetic
field and that the plasma is sufficiently cold to ignore any thermal affects, then I can
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write the Equation of Motion, Eq. (3.35), for a plasma species, s, as:
∂us
∂t
=
qs
ms
E− νsus (3.86)
This expression indicates that the acceleration of a constituent species is aided by the
presence of the electric field but mitigated by frequent collisions with other particles.
A current forms only when the particle species flow at a constant, steady-state veloc-
ity. Since the solution to Eq. (3.86) is an exponential decay, I can assume a solution
exists after a sufficient duration of time, allowing me to set ∂u
∂t
= 0, providing:
us (t→∞) = qs
msνs
E (3.87)
which I describe as the terminal velocity due to the balance of the external electric
force with internal drag forces. Now, I can define the current density, J, as the
following:
J ≡
∑
s
nsqsus (t→∞) (3.88)
Finally, substituting Eq. (3.87) into Eq. (3.88) provides the Classical Ohm’s Law :
J = σdE (3.89)
where I define the direct conductivity, σd, as the sum of individual species conduc-
tivities, σs:
σd ≡
∑
s
σs ≡
∑
s
nsq
2
s
msνs
(3.90)
The conductivity is an indicator of how freely charge particles may accelerate in
response to the external electric field. Increasing the charge carried by each particle
species will result in a greater total flow of charge and hence a larger current. On the
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other hand, increasing the inertia per particle or collision frequency inhibits a particle
species’ acceleration in response to the electric field, resulting in a weaker current.
The effects of varying the number density for a given particle species depend upon
the collision process since the collision frequency inherently depends on the number
density. In practice, the electron term often dominates Eq. (3.90) due to its much
lower inertia compared to the more massive ions. However, the ion terms can still
contribute to the direct conductivity if the ion collision frequencies drop dramatically
or if dynamics are considered over slow time scales where it’s assumed the electrons
already responded and equilibrated to a given external perturbation.
Ohm’s Law becomes more physically nuanced once I introduce a constant, uni-
form magnetic field, B, that is not parallel to the established external electric field.
I maintain the assumptions that I have a reasonably cold plasma in an Eulerian ref-
erence frame and that the a well-behaved solution of the Equation of Motion exists
and approaches a steady-state solution as time progresses. Now, I can recast Eq.
(3.86) with the full Lorentz Force term:
0 =
qs
ms
(E + us ×B)− νsus (3.91)
I follow the same procedure used to derive the Classical Ohm’s Law and solve for
us. Without loss of generality, I can simplify these calculations by orienting the
coordinate system such that B = Bzˆ. Furthermore, for convenience, Il introduce the
gyrofrequency, Ωs ≡ qsBms , and the magnetization ratio, κs ≡ Ωsνs , to rewrite Eq. (3.91)
as:
B
κs
us + B× us = E (3.92)
To solve for us, I can make use of linear matrix algebra by recasting the left-hand
56
side as:
As · us ≡ B
κs
(I3 + κsA′) · us ≡ B
κs
us + B× us (3.93)
First, let’s determine the cross-product matrix A′:
A′ · us ≡ zˆ× us =

0 -1 0
1 0 0
0 0 0
 · us (3.94)
which provides:
As =
B
κs

1 -κs 0
κs 1 0
0 0 1
 (3.95)
The 3× 3 square matrix As is invertible, meaning I can solve for us directly:
us = A-1s · E (3.96)
and hence solve for the current density via Eq. (3.88) to provide the Magnetic Ohm’s
Law :
J =
(∑
s
nsqsA-1s
)
· E ≡ ff · E (3.97)
The conductivity is now represented as a second-order tensor, ff, which takes the
following form after inverting A:
ff =
∑
s
nsqsκs
B (1 + κ2s)

1 κs 0
-κs 1 0
0 0 1 + κs
 ≡

σP σH 0
-σH σP 0
0 0 σd
 (3.98)
where I define two new conductivities: the Pedersen conductivity, σP , and the Hall
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conductivity, σH . For convenience, I can express the Pedersen and Hall conductivi-
ties in terms of individual species conductivities, σs, formulated in the absence of a
magnetic field:
σP ≡
∑
s
nsqsκs
B (1 + κ2s)
≡
∑ 1
1 + κ2s
nsq
2
s
msνs
≡
∑
s
1
1 + κ2s
σs (3.99)
σH ≡
∑
s
nsqsκ
2
s
B (1 + κ2s)
≡
∑
s
κs
1 + κ2s
nsq
2
s
msνs
≡
∑
s
κs
1 + κ2s
σs (3.100)
To interpret these conductivities physically, it’s useful to define the electric field
vector in terms of components parallel and perpendicular to the magnetic field:
E‖B ≡ Ezzˆ and E⊥B ≡ Exxˆ + Eyyˆ. Now, I can isolate each of the three con-
ductivities by taking projections of J onto appropriate components of the magnetic
and electric fields:
Jd ≡ J ·
(
B
|B|
)
= J · zˆ = σdE‖B (3.101)
JP ≡ J ·
(
E⊥B
|E⊥B|
)
= J ·
(
Exxˆ + Eyyˆ√
E2x + E
2
y
)
= σPE⊥B (3.102)
JH ≡ J ·
(
E×B
|E×B|
)
= J ·
(
Eyxˆ− Exyˆ√
E2x + E
2
y
)
= σHE⊥B (3.103)
First, l discuss the direct current, Jd. Since this current runs parallel to the magnetic
field, the charged particles experience no magnetic force, responding only to the elec-
tric field component parallel to B. This reverts Ohm’s Law back to its classical form
without magnetic influence, Eq. (3.89). The Pedersen current, JP , and Hall current,
JH , depict the more complex dynamics introduced by the presence of the magnetic
field. The Hall current represents the flow of charged particles undergoing E × B
drift, while the Pedersen current represents to total flow of charged particles along
the electric field component perpendicular to B. Both of these currents are deeply
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affected by the competing magnetic and collisional influences which is particularly
evident from the presence of the magnetization ratio, κs, in Eqs. (3.99) and (3.100).
To explore this further, I consider a few limiting circumstances. First, if I let B→ 0,
then κs → 0, causing the Hall current to vanish and the Pedersen current to simplify
down to the direct current, conforming with Ohm’s Law in the absence of a magnetic
field, Eq. (3.89). Next, I consider the case of a weakly magnetized plasma, where
κs  1, or a strongly magnetized plasma, κs  1. First, I will establish an inequality
between the Hall and Pedersen conductivities:
∑
s
κs
1 + κ2s
σs ≤
(∑
s
κs
)(∑
s
1
1 + κ2s
σs
)
(3.104)
which is always satisfied since κs and σs are nonnegative. Now, in terms of the Hall
and Pedersen conductivities, I have an upper bound for the ratio of the two:
σH
σP
≤
∑
s
κs (3.105)
Now, if each species is part of a weakly magnetized plasma, then σH/σP ≤
∑
s κs 
1, meaning the Pedersen current overwhelmingly dominates the Hall current. Now,
consider a highly magnetized plasma where κs  1 where the definitions of the
Pedersen and Hall conductivities provide the following inequality:
σH =
∑
s
κs
1 + κ2s
σs 
∑
s
1
1 + κ2s
σs = σP (3.106)
Let’s take a moment to understand the physical reasons why magnetization is so
influential over the Pedersen and Hall currents. The Hall current originates from
the E×B drift that influences all charged species in the plasma. In the absence of
collisions, both electrons and ions would undergo E×B drift at the same rate in the
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same direction, resulting in no current. The collisions act largely as a filter for the
ions. Since electrons have much lower inertia than the ions, and hence much smaller
gyroradii, the electrons are less likely to engage in a collision over the course of their
shorter gyration path length. The ions, undergoing much longer gyration arcs, have
a greater likelihood of collisions disrupting their E × B gyration, causing the ions
to lag behind the electrons which provides a current. The transfer of momentum
to or from the incident particle after the collision exposes it to the influence of the
perpendicular electric field. The role of this field component is to accelerate the
particle back to the characteristic kinetic energy required to resume E×B drift. In
the act of doing so, the perpendicular electric field must displace the charged particles
in a direction parallel to it, resulting in the Pedersen current. When magnetization is
weak, gyration paths lengthen, increasing the probability of a collision disrupting a
single gyration cycle, allowing the collisionally driven Pedersen current to dominate.
On the other hand, when magnetization is strong, gyration paths shorten, providing
many unabated gyration cycles between collisions, allowing the E × B drift-driven
Hall current to dominate.
So far, I’ve treated magnetization as a global property of the plasma which ig-
nores the processes arising from partial magnetization where one species, usually the
electrons, are strongly magnetized while the other species are strongly demagnetized.
This can occur in weakly ionized plasmas where neutrals can have significant influ-
ence over the dynamics of the plasma. Motion of neutrals in the plasma is unaffected
by external electric and magnetic fields and maintains the motions acquired by other
outside influences. When neutrals overwhelmingly outnumber charged particles in a
dense plasma, the rate of charged-neutral collisions can be large enough to entirely
disrupt E×B gyration, allowing the neutral flow to drag the charged particles with
it. In the case that the electrons are magnetized but the ions are not, the flow of the
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plasma across a magnetic field can result in electrons undergoing gyration about the
field while ions will continue to follow the neutrals. In this situation, the electrons
and ions must be treated as two distinct fluids, the disparate motions of which create
an electric field perpendicular to the external magnetic field. The new electric field
forms to rectify the species separation, and considering the inertia of the ions, can
result in the formation of waves and instabilities in the plasma.
3.1.9 Review of Collisional Plasma Equations
Here, I take a moment to compile the equations that comprise the closed model of
collisional plasmas developed in this Chapter. Please recall that quantities without
subscripts are assumed to correspond to the same species, s.
Equation of Continuity:
∂n
∂t
+∇ · (nu) = 0 (3.107)
Equation of Motion:
mn
[
∂u
∂t
+ (u ·∇) u
]
= nF¯−∇ · P+
[
δp
δt
]
coll
(3.108)
Scalar Pressure:
∇ · P =∇P =∇ (nKBT ) (3.109)
Equation of State:
∂
∂t
(Pn-γ) = 0 (3.110)
Drag Operator: [
δps
δt
]
coll
≈ msns
∑
j
ν¯sjusj (3.111)
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Quasineutrality: ∑
s
qsns ≈ 0 (3.112)
3.1.10 The Single-species Farley-Buneman Instability
Now that I have established a robust theoretical model for collisional plasmas, I
devote this discussion to applications of this model for conditions found in the so-
lar chromosphere. In particular, I will focus my attention on phenomena arising in
weakly ionized, partially magnetized plasmas. In these plasmas, neutrals vastly out-
number charged particles, but electrodynamics still maintains a strong influence over
the plasma motion. The overwhelming population of neutrals can collide frequently
with charged particles, often with asymmetric effects upon electron and ion popula-
tions. If the electron-neutral and ion-neutral collision frequencies differ significantly,
then ions will couple with neutrals while the electrons will couple to the magnetic
field, a state called partial magnetization.
The disparate motions of the electron and ion populations can lead to dramatic
perturbations. These often come in the form of waves and instabilities that form in
an attempt to reduce free energy in the plasma. The free energy often derives from lo-
cal injections of kinetic and electromagnetic energy into the system, causing charged
particle species to engage and quench the sudden disequilibrium. The charged parti-
cles often overshoot their response to the disequilibrium due to their inertia, allowing
the force to which they were initially responding to become an oscillatry restoring
force. Under peculiar conditions, these newly generated waves can steal free energy
from the mediating plasma particles, causing uncontrolled wave intensification which
cascades into an instability. Eventually, nonlinear dissipative effects will quench the
instability, converting the acquired free energy into an equilibrium state of maximum
entropy.
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Of particular note for this dissertation is the so-called two-stream instability which
arises when distinct populations within the plasma begin to act as separate fluids
(e.g. Pierce 1950; Buneman 1959). The classic example is a current or beam of
electrons injected into an equilibrated plasma in the absence of a magnetic field.
Ions in the plasma will begin to move in an attempt to short the introduced current.
The massive ions will overshoot their goal, forming waves as the electric field from
the electron beam acts as a restoring force. If the flow velocity of the electron beam is
slightly higher than the phase velocity of the ion waves, then the waves can intensify
by taking kinetic energy from the electron beam, triggering the instability.
The two-stream instability I’ve defined assumes a highly limited, idealized plasma
environment; however, the instability can be modified to better describe phenom-
ena in more complex space plasmas. One notable example is the Farley-Buneman
Instability (FBI, Farley 1963; Buneman 1963) first developed to explain observed
magnetic field-aligned electron density irregularities in the equatorial electrojet and
auroral zones of Earth’s E-region ionosphere. E-region plasma is weakly ionized with
an ion population composed primarily of two species, O+2 and NO
+, which I can treat
as a single combined ion species due to their similar masses. This weakly ionized
region is characterized by strong Hall conductivities, and to a lesser extent Pedersen
conductivities, that allow it to stand out from the poorly conducting D-region below
and the much more heavily ionized F-region above.
This peculiar configuration can result in large depositions of free energy which
can lead to dramatic effects. The terrestrial magnetic field often induces currents
throughout the ionosphere; however, these currents can become dramatically inten-
sified in the E-region to produce a daytime phenomena known as the equatorial
electrojet (e.g. Baker & Martyn 1953). Neutral-driven winds drag charged particles
in the E-region plasma across the largely north-south terrestrial magnetic field. The
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electrons, being the magnetized species, will form a strong Hall current while the
ions, being the unmagnetized species, continue to flow with the neutrals. The Hall
current, however, is confined to the E-region since the D-region is poorly magnetized
and the highly ionized F-region will quickly short out the current. This results in a
buildup of charge at the E-region boundaries, producing a vertical electrostatic field
that eventually halts the vertical Hall current. The new polarization electric field
establishes a secondary Hall current directed eastward which amplifies the original
Pedersen current in that direction producing the electrojet. I can use the magnetic
Ohm’s Law, Eq. (3.97), to establish the enhanced horizontal conductivity associated
with the electrojet known as the Cowling conductivity:
σC ≡ σP
(
1 +
σ2H
σ2P
)
(3.113)
From this, I can see that even modest enhancements of the Hall current over the
Pedersen current due to partial magnetization effects can result in a significantly
amplified eastward current. This strong current delivers a large injection of free
energy into the plasma, allowing the dayside equatorial and auroral E-region to
become susceptible to instabilities.
The FBI forms from the low-frequency response of the ion population to the
establishment of the electrojet current. Throughout this entire process, the ions
have remained trapped in the neutral flow, unable to properly neutralize the vertical
polarization field driving the electrojet. In this sense, the ions have few options to
respond since they are restricted to motions allowed by the neutrals. What little hope
the ions have to short the electrojet current lies in the dominant wave mode found in
most dense, compressible, neutral fluids: acoustic waves. If an acoustic perturbation
drives the ions in the direction of the electrojet stream, then the positive charge build-
up will induce a response from the electrons, sustaining an acoustic wave propagating
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along the current. If the electrons in the electrojet travel significantly faster than the
acoustic speed of the ions, then ion waves can gather energy from the electron stream
leading to instability. Eventually, the waves will saturate and deposit thermal energy
into the ions, likely by nonlinear means such as turbulence (e.g. Hamza & St.-Maurice
1993) or coupling with secondary wave modes (e.g. Otani & Oppenheim 1998).
Now, I use the collisional plasma model developed in the previous Section to
describe the linear phenomena associated with the single-species FBI in the with
inspiration from Buneman (1963) and Sudan et al. (1973). l first derive a linear
dispersion relationship and then establish the electron Hall velocities required to
trigger the instability. Let’s begin by establishing a continuity equation for both the
electrons and ions:
∂ne
∂t
+∇ · (neue) = 0 (3.114)
∂ni
∂t
+∇ · (niui) = 0 (3.115)
which I can expand to provide:
∂ne
∂t
+ ue ·∇ne + ne∇ · ue = 0 (3.116)
∂ni
∂t
+ ui ·∇ni + ni∇ · ui = 0 (3.117)
Now, I need to impose Equations of motion for both charged particle populations;
however, I need to invoke some assumptions to make the mathematical analysis
tractable. First, I establish a rest frame where the neutral flow is at rest; since the
neutrals drag the ions with them, I’ll assume this is the rest frame of the zeroth-order
ion velocity as well, allowing me to ignore the convection term in the ion Equation
of Motion and the ion flow velocity in the collisional term of the electron Equation
of Motion. Next, since I’m only concerned with the initial response of the ions, I
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consider the electrons to be completely inertia-less, setting the entire left-hand side
of the electron Equation of Motion to zero. Also, I am unconcerned with time-
dependent electrodynamic effects, so I maintain a constant background magnetic
field and represent the electric field as the gradient of a scalar potential, φ. Finally,
since the ions are largely unmagnetized (i.e. κi  1), I can ignore the effects of
the Lorentz force. These assumptions provide the following Equations of Motion for
electrons and ions, respectively:
0 = ene (-∇φ+ ue ×B) +∇Pe +meneνeue (3.118)
mini
∂ui
∂t
= -eni∇φ−∇Pi −miniνiui (3.119)
For later convenience, I incorporate the magnetization ratio, κ, into both equations
and send all velocity terms to the left-hand side:
neGe · ue = κe
B
ne∇φ− 1
meνe
∇Pe (3.120)
ni
(
∂ui
∂t
+ νiui
)
= -
κiνi
B
ni∇φ− 1
mi
∇Pi (3.121)
where Ge ≡ I3 − κeA′ with A′ acting as the cross-product matrix defined in Eq.
(3.94). Now, I apply an Equation of State to each species’ partial pressures:
∂
∂t
(Pin
-γi
i ) = 0 (3.122)
∂
∂t
(Pen
-γe
e ) = 0 (3.123)
which I can expand to provide:
ne
∂Pe
∂t
− γePe∂ne
∂t
= 0 (3.124)
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ni
∂Pi
∂t
− γiPi∂ni
∂t
= 0 (3.125)
Finally, I come to quasineutrality. Since I’m assuming that both ion species are effec-
tively identical and are only singly ionized, quasineutrality implies that the number
densities of the electrons and ions are approximately equal:
ne ≈ ni ≡ n (3.126)
where I have defined a common number density, n, for the sake of convenience.
Accounting for linear phenomena greatly eases the burden of solving this system
of partial differential equations. Consider a dynamical variable ξ; I expand ξ into two
additive constituents: a constant but not necessarily uniform background, ξ0, and a
variable linear perturbation, ξ1. Furthermore, since I’ve assumed only low-frequency,
linear phenomena, I can assume the linear solutions to the system of equations take
the form a plane waves, providing ξ1 = δξexp [ı (r · k− ωt)] where my decision to
use the time-reversed term of the d’Alambert Solution, -ωt, as opposed to ωt is
arbitrary and will not affect the physical meaning of my results. Now, I can apply
this plane-wave linearization scheme to each dynamical variables:
n = ne0,i0 + ne1,i1 = ne0,i0 + δne,ie
ı(r·k−ωt) (3.127)
Pe,i = Pe0,i0 + Pe1,i1 = Pe0,i0 + δPe,ie
ı(r·k−ωt) (3.128)
φ = φ0 + φ1 = φ0 + δφe
ı(r·k−ωt) (3.129)
ue = ue0 + ue1 = uD + δuee
ı(r·k−ωt) (3.130)
ui = ui0 + ui1 = δuie
ı(r·k−ωt) (3.131)
I have assumed the zeroth-order electron velocity is the original electrojet drift
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velocity, uD, largely due to Hall current in the E × B direction. Also, the zeroth-
order ion velocity vanishes since I assume the ions are at rest in the neutral frame of
reference in the presence of negligible Pedersen current. Now, I substitute the linearly
perturbed dynamical variables, Eqs. (3.127)-(3.131), into the plasma equations, Eqs.
(3.116), (3.117), (3.120), (3.121), (3.124), (3.125), and (3.126), and isolate zeroth-
order and linear terms. Now, I have a system of linearized plasma equations:
∂ne1
∂t
+ ue1 ·∇ne0 + uD ·∇ne1 + ne1∇ · uD + ne0∇ · ue1 = 0 (3.132)
∂ni1
∂t
+ ui1 ·∇ni0 + ni0∇ · ui1 = 0 (3.133)
ne0ue1 =
κe
B
[
ne1
(
G-1e ·∇φ0
)
+ ne0
(
G-1e ·∇φ1
)]− 1
meνe
(
G-1e ·∇Pe1
)
(3.134)
ni0
(
∂ui1
∂t
+ νiui1
)
= -
κiνi
B
(ni1∇φ0 + ni0∇φ1) + 1
mi
∇Pi1 (3.135)
∂Pe1
∂t
= mec
2
e
∂ne1
∂t
(3.136)
∂Pi1
∂t
= mic
2
i
∂ni1
∂t
(3.137)
ne1 ≈ ni1 (3.138)
where I have implemented some rearrangements and defined the acoustic speed for
a single species:
c2s ≡
γsPs0
msn0
(3.139)
Furthermore, I have ignored the linear uDδne term expected on the left-hand side
of Eq. (3.134) since I assume electron-electron collisions are negligible compared to
electron-ion and electron-neutral collisions, rendering any electron-acoustic affects
insignificant. Moving on, I find that imposing the plane-wave solution is akin to
performing a Fourier Transform on each plasma equation. In that respect, I can
68
exchange derivative operators with wavenumber and frequency vectors in Fourier
Space via:
∇ξ1 = δξ∇eı(r·k−ωt) = ıkδξeı(r·k−ωt) = (ık) ξ1 (3.140)
∂
∂t
ξ1 = δξ
∂
∂t
eı(r·k−ωt) = -ıωδξeı(r·k−ωt) = (-ıω) ξ1 (3.141)
This transforms a system of partial differential equations into a far more feasible
system of linear algebraic expressions. Applying the Fourier operator transformations
to the linearized plasma equations, Eqs. (3.132)-(3.138), provides:
[-ıω + ı (uD · k) +∇ · uD] δne + (∇ne0 + ıne0k) · δue = 0 (3.142)
− ıωδni + (∇ni0 + ıni0k) · δui = 0 (3.143)
(∇ne0 + ıkne0) · δue =κe
B
(
1
ne0
∇ne0 + ık
)
· (G-1e ·∇φ0) δne
+ı
κe
B
ne0
(
1
ne0
∇ne0 + ık
)
· (G-1e · k) δφ
−ı 1
meνe
(
1
ne0
∇ne0 + ık
)
· (G-1e · k) δPe
(3.144)
(∇ni0 + ıkni0) · δui = 1
(ıω − νi)
[
κiνi
B
(
1
ni0
∇ni0 + ık
)
· (∇φ0)δni
+ ı
κiνi
B
ni0
(
1
ni0
∇ni0 + ık
)
· kδφ
+ ı
1
mi
(
1
ni0
∇ni0 + ık
)
· kδPi
] (3.145)
δPe = mec
2
eδne (3.146)
δPi = mic
2
i δni (3.147)
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δne ≈ δni (3.148)
I have solved Eqs. (3.144)-(3.147) in terms of particular expressions of Fourier coeffi-
cients to highlight the reductive method that leads to the linear dispersion relation-
ship: substitute δP expressions into (∇n0 + ıkn0) · δu expressions, substitute those
expressions into the two linear Equations of Continuity, solve both for δn and then
substitute into the statement of quasineutrality, allowing all Fourier coefficients to
cancel. Let’s perform the first step by substituting Eqs. (3.146) and (3.147) into
Eqs. (3.144) and (3.145), respectively, providing:
(∇ne0 + ıkne0) · δue =
(
1
ne0
∇ne0 + ık
)
·
[
κe
B
(
G-1e ·∇φ0
)− ı c2e
νe
(
G-1e · k
)]
δne
+ı
κe
B
ne0
(
1
ne0
∇ne0 + ık
)
· (G-1e · k) δφ
(3.149)
(∇ni0 + ıkni0) · δui = 1
(ıω − νi)
[(
1
ni0
∇ni0 + ık
)
·
(
ıc2ik +
κiνi
B
∇φ0
)
δni
+ ı
κiνi
B
ni0
(
1
ni0
∇ni0 + ık
)
· kδφ
] (3.150)
Now, I can substitute Eqs. (3.149) and (3.150) into Eqs. (3.142) and (3.143), respec-
tively, providing expressions of δne,i in terms of δφ:
δne = -
κe
B
ne0
(
1
ne0
∇ne0 + ık
)
· (G-1e · k)
ω − (uD · k) + ı∇ · uD +
(
1
ne0
∇ne0 + ık
)
·
[
G-1e ·
(
ıκe
B
∇φ0 + c2eνek
)]δφ
(3.151)
δni =
κiνi
B
ni0
(
1
ni0
∇ni0 + ık
)
· k
ω (νi − ıω) +
(
1
ni0
∇ni0 + ık
)
· (c2ik− ıκiνiB ∇φ0)δφ (3.152)
Finally, I can equate these two expressions via quasineutrality to produce the linear
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dispersion relationship. Rearranging the dispersion relationship into a polynomial of
ω provides a long and unruly quadratic, the roots of which are likely just as messy.
To better interpret the physical implications of the dispersion relationship, I can
isolate the influences of distinct plasma phenomena, allowing the dispersion relation
to be separated into distinct additive components:
D (ω,k) ≡ DFB (ω,k) +D∇n (ω,k) + d∇φ (k) + d∇2φ (k) + dcoup (k) ≡ 0 (3.153)
In order from left-to-right, each term represents the following: DFB (ω,k), the Farley-
Buneman dispersion, are all the acoustic terms of the full linear dispersion including
any terms Doppler-shifted by uD; D∇n (ω,k) are all the terms dependent upon a
background density gradient which produces a diamagnetic drift; d∇φ (k) are terms
associated with a uniform background electric field; d∇2φ (k) are terms associated
with a non-uniform background electric field and electron E×B drift; and dcoup (k)
are terms where the background density gradient and background electric field are
coupled. The following are polynomial expressions for each dispersion component:
DFB (ω,k) =-κe
[
ω (ω + ıνi)−
(
me
mi
c2e + c
2
i
)
k2
] (
G-1e · k
) · k
+ ıκiνi (uD · k− ω) k2
(3.154)
D∇n (ω,k) =ıκe
[
ω (ω + ıνi)−
(
me
mi
c2e + c
2
i
)[
k2
+
(
(G-1e · k) · k
(G-1e · k) ·∇ lnn0
− ı
)
k ·∇ lnn0
]] (
G-1e · k
) ·∇ lnn0
+ κiνi (uD · k− ω) k ·∇ lnn0
(3.155)
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d∇φ (k) = ı
κeκiνi
B
[(
G-1e ·∇φ0
)
k2 − ((G-1e · k) · k)∇φ0] · k (3.156)
d∇2φ (k) = κiνi (∇ · uD) k2 (3.157)
dcoup (k) =
κeκiνi
B
×
[[ ((
G-1e · k
) ·∇ lnn0) (ı∇ lnn0 − k) + ((G-1e · k) · k)∇ lnn0] ·∇φ0
+
[
(k ·∇ lnn0) (k− ı∇ lnn0) + k2∇ lnn0
]
· (G-1e ·∇φ0)
− ı B
κe
(k ·∇ lnn0)∇ · uD
]
(3.158)
At this point, it’s helpful to evaluate the vector-matrix triple products found through-
out the dispersion relationship:
(
G-1e · k
) · k = 1
1 + κ2e
[
k⊥ +
(
1 + κ2e
)
k‖ − κe (k× zˆ)
] · k
=
1
1 + κ2e
(
k2 + κ2ek
2
‖
) (3.159)
(
G-1e · k
) ·∇ lnn0 = 1
1 + κ2e
[
k⊥ +
(
1 + κ2e
)
k‖ − κe (k× zˆ)
] ·∇ lnn0
=
1
1 + κ2e
(kx − κeky) ∂ lnn0
∂x
(3.160)
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(
G-1e ·∇φ0
) · k = 1
1 + κ2e
[∇⊥φ0 + (1 + κ2e)∇‖φ0 − κe ((∇φ0)× zˆ)] · k
=
1
1 + κ2e
[(
k + κ2ek‖
) ·∇φ0 − κeB (k · uD)] (3.161)
(
G−1e ·∇φ0
) ·∇ lnn0 = 1
1 + κ2e
[∇⊥φ0 + (1 + κ2e)∇‖φ0 − κe ((∇φ0)× zˆ)] ·∇ lnn0
=
1
1 + κ2e
[
∂φ0
∂x
− κeB (uD · xˆ)
]
∂ lnn0
∂x
(3.162)
where I define k⊥ ≡ kxxˆ + kyyˆ and k‖ ≡ kzzˆ as the wavevector components per-
pendicular and parallel to the background magnetic field, respectively. Furthermore,
I establish that spatial variations in the background charge density, n0, only occur
vertically (the x-direction in this scenario.) Only DFB (ω,k) and D∇n (ω,k) can act
as true dispersion relationships since they contribute terms of both ω and k indicat-
ing wave propagation. The others — d∇φ (k), d∇2φ (k), and dcoup (k) — merely act
as standing wave modifications to the overall dispersion, providing only terms of the
wavevector, k.
Now I use the dispersion relationship to characterize the frequency and growth
rate of the waves. First, I establish ω ≡ ωR + ıΓ such that:
eı(k·r−ωt) = eı(k·r−ωRt)eΓ (3.163)
implying that the real frequency component, ωr, is responsible for oscillation, while
the imaginary frequency component, Γ, acts as an exponential growth or damping
rate depending on its sign. First, let’s establish the oscillation frequency for the
Farley-Buneman waves. For this calculation, I can ignore d∇φ0 (k), d∇2φ0 (k), dcoup (k)
since they do not modify the forces actively driving the waves. Furthermore, I assume
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that any vertical background density gradient has negligible effect on the oscillation
frequency. Now, I substitute the complex frequency into Eq. (3.154), set Γ→ 0, and
separate the equation into real and imaginary parts:
Re [DFB (ωR,k)] = ω
2
R +
(
me
mi
c2e + c
2
i
)
k2 = 0 (3.164)
Im [DFB (ωR,k)] = (1 + ψ)ωR − (uD · k) = 0 (3.165)
where
ψ ≡ 1 + κ
2
e
κeκi
1
k2
k · (G-1e · k) ≡ 1κeκi
(
1 + κ2e
k2‖
k2
)
(3.166)
The real part, Eq. (3.164), simply represents a neutral acoustic mode unaffected by
the plasma nature of the medium. I ignore this in favor of the imaginary part, Eq.
(3.165), which accounts for the electrodynamic properties of the plasma. Rearranging
Eq. (3.165) provides the Farley-Buneman oscillation frequency:
ωR =
uD · k
1 + ψ
(3.167)
Now I can calculate the growth/damping rate of the Farley-Buneman waves. I
obtain a closed-form approximation by assuming slow wave growth (i.e. |Γ| << |ωR|)
and expanding the dispersion relationship, D (ω,k) about Γ = 0:
D (ω,k) ≈ D (ωR,k) + (ω − ωR) ∂D (ω,k)
∂ω
∣∣∣∣
ω=ωR
= 0 (3.168)
Separating D (ω,k) into real and imaginary parts provides the following simultane-
ously valid equations:
Re [D (ω,k)] ≈ Re [D (ωR,k)]− Γ ∂Im [D (ω,k)]
∂ω
∣∣∣∣
ω=ωR
= 0 (3.169)
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Im [D (ω,k)] ≈ Im [D (ωR,k)] + Γ ∂Re [D (ω,k)]
∂ω
∣∣∣∣
ω=ωR
= 0 (3.170)
First, I consider the growth/damping rate of Farley-Buneman waves in the absence
of background density and electric field effects (i.e. D (ω,k) = DFB (ω,k).) By
substituting Eq. (3.154) into Eqs. (3.169) and (3.170) and solving for Γ, I find the
following:
Γ =
νi
2ψ
[(uD · k)− (1 + ψ)ωR] (3.171)
or
Γ =
ψ
νi (1 + ψ)
[
ω2R −
(
me
mi
c2e + c
2
e
)]
(3.172)
The former equation becomes trivial upon substituting the expression for the oscil-
lation frequency. The latter equation becomes:
Γ =
ψ
νi (1 + ψ)
[(
uD · k
1 + ψ
)2
−
(
me
mi
c2e + c
2
i
)
k2
]
(3.173)
Now, I can assume a preferential propagation direction, uD ‖ k, set Γ = 0 and solve
for the electron drift velocity necessary to trigger the instability:
uTrig,FB = (1 + ψ)
(
me
mi
c2e + c
2
i
)
(3.174)
The trigger velocity for the instability is a modification of the composite neutral
acoustic speed of the plasma. This indicates that plasmas with more massive ion
populations are more susceptible to the instability since the larger ion masses limit
the electron acoustic term in Eq. (3.174) as well as intrinsically lowering the ion
acoustic contribution. Physically, this can be interpreted as a greater difference in
mobility between the ions and electrons. At greater masses, the ions are less capable
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of responding to electron density perturbations, allowing the Farley-Buneman waves
to survive longer before being shorted out by the ions.
3.2 Magnetohydrodynamics
Magnetohydrodynamics (MHD) is a plasma model commonly encountered in
many solar applications. The elegance of MHD emerges from its ability to meld
electrodynamic and fluid theory while still treating a plasma as a single, continuous,
electrically neutral, conducting fluid. The model is powerful and palatable, but its
ease of use derives from several assumptions about the length scales and time scales
involved. In this Section, I outline the assumptions and governing equations that
emerge as a result. I will not provide the same rigorous treatment in developing the
model from first principles as seen in the previous Section since I will not be using
MHD to justify novel theoretical work. Instead, I will outline the basic principles as
a backdrop for understanding two phenomena central to Chapters 4 and 5: MHD
waves and magnetic reconnection.
3.2.1 Governing Equations and Assumptions
The fundamental equations that form the bedrock of MHD are Maxwell’s Equa-
tions, the fluid moment equations, Ohm’s Law, and an Equation of State. With the
exception of Maxwell’s Equations governing electrodynamics, I have already encoun-
tered these equations in the multi-species collisional plasma model developed in the
previous Section: Eqs. (3.107) and (3.108) for fluid moments, Eq. (3.110) for an
Equation of State, and (3.97) for Ohm’s Law. I adopt those equations with some
modifications to account for the assumptions of MHD.
Before I discuss those assumptions, I state Maxwell’s Equations of electrodynam-
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ics:
∇ · E = ρq
0
(3.175)
∇ ·B = 0 (3.176)
∇× E = -∂B
∂t
(3.177)
∇×B = µ0J + 1
c2
∂E
∂t
(3.178)
where E is the electric field, B is the magnetic field, ρq is electric charge density, J is
electric current density, 0 is the permitivity of free space, µ0 is the permeability of free
space, and c is the speed of light in a vacuum. The equations, in order of appearance,
are Gauss’ Law for Electric Fields, Gauss’ Law for Magnetic Fields, Faraday’s Law,
and Ampere’s Law with the Maxwell Displacement Current correction represented
as the second term. All four equations explain how to make an electric or magnetic
field, but three distinct methods are present: either by means of intrinsically charged
monopoles, by means of an electric current, or by means of time-varying fields. Now
I can enforce the first major assumption of MHD: the typical plasma flow velocities
are well below the speed of light (|u|  c), rendering the fluid nonrelativistic and in
a near electrostatic state. The last statement concerning the near electrostatic state
is a consequence of the displacement current in Ampere’s Law becoming negligible
when the speed of light becomes comparatively large, allowing me to effectively ignore
it for the remainder of this analysis. A further consequence follows from some vector
analysis:
∇ · J =∇ · (∇×B) = 0 (3.179)
implying a state of charge continuity where there is no localized buildup of charge
throughout the plasma. This enforces a state of quasineutrality that exists only
if I consider the second major assumption of MHD: typical length scales in the
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plasma environment are much greater than the characteristic Debye Length of the
plasma. This condition is generally satisfied in solar physics since most observable
phenomena in the solar atmosphere takes places on length scales of at least 1 Mm.
Since the length scales are large but typical velocities are low, I satisfy a third major
assumptions: typical timescales of plasma phenomena are also relatively long. This
is typically satisfied for solar phenomena changing over the course of a few minutes
to hours.
Now, let’s consider Ohm’s Law. Instead of using the full tensor form provided
by Eq. (3.97), I adopt a simplified version that applies a scalar conductivity to an
electric field comprising a background contribution and an induced contributions due
to inertial plasma flow relative to the magnetic field:
J = σ (E + u×B) (3.180)
Combining this simplified Ohm’s Law with Maxwell’s Equations provides one of the
fundamental results of MHD, the Induction Equation. I begin by eliminating the
background electric field, E, via Faraday’s Law:
∂B
∂t
=∇×
(
u×B− 1
σ
J
)
(3.181)
Then, I can eliminate the current density, J, via Ampere’s Law:
∂B
∂t
=∇× (u×B)− 1
σµ0
∇× (∇×B) (3.182)
∂B
∂t
=∇× (u×B)− η∇ (∇ ·B) + η∇2B (3.183)
where I define η ≡ 1/σµ0 as the magnetic diffusivity. Finally, I can employ Gauss’
Law for Magnetic Fields, ∇ ·B = 0, to eliminate the second term on the right-hand
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side, leading to the common form of the Induction Equation:
∂B
∂t
=∇× (u×B) + η∇2B (3.184)
This is a powerful result that demonstrates the elegance of MHD as it shows that the
magnetic field, B, is entirely determinable by the plasma flow velocity, u , assuming
geometric constraints to ensure the closure of the field and reasonable initial condi-
tions to provide for time variation. The right-hand side of the Induction Equation
consists of two terms: the first, ∇ × (u×B), being the convection term, and the
second, η∇2B, being the diffusion term. If I assume a perfectly conductive plasma
(i.e. η → 0), then the convection term dominates leading to a result known as the
Frozen-in Theorem which states that the magnetic field flows along with the plasma
under infinite conductivity. The diffusion term is the antagonist to this process,
breaking the frozen-in flux condition and allowing the field to diffuse through the
plasma over typical MHD length scales and times cales.
3.2.2 Magnetohydrodynamic Waves
As is common in most physical models, MHD also has its fair share of oscillatory
phenomena. In this Section, I derive the dispersion relationships for the three modes
comprising MHD waves and discuss their physical implications. To begin, I consider
four equations —the Equation of Continuity, the plasma Equation of Motion, the
ideal Equation of State, and the Induction Equation:
∂n
∂t
+∇ · (nu) = 0 (3.185)
mn
[
∂u
∂t
+ (u ·∇) u
]
=
1
µ0
(∇×B)×B−∇P (3.186)
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∂
∂t
(Pn-γ) = 0 (3.187)
∂B
∂t
=∇× (u×B) (3.188)
Here, I have assumed a perfectly conducting plasma with no background electric
fields, allowing me to eliminate the diffusion term in the Induction Equation and
rewrite the Lorentz Force in the Equation of Motion as:
nFem = nq (E + u×B) = J×B = 1
µ0
(∇×B)×B (3.189)
Just as I did for the single-species Farley-Buneman Instability, I linearize and Fourier
Transform each physical quantity as so:
n = n0 + δne
ı(k·r−ωt) (3.190)
P = P0 + δP e
ı(k·r−ωt) (3.191)
B = B0 + δBe
ı(k·r−ωt) (3.192)
u = δueı(k·r−ωt) (3.193)
where I have transformed into the rest from of the plasma flow. Furthermore, I
assume the background component of the magnetic field, B0 is directed along zˆ such
that kz ≡ k‖. Eqs. (3.185)-(3.188) now become:
mn0ωδu = -
1
µ0
(k× δB)×B0 + kδP (3.194)
ωδn+ n0k · δu = 0 (3.195)
n0δP − γP0δn = 0 (3.196)
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ωδB = -k× (δu×B0) (3.197)
I eliminate all linearly perturbed Fourier coefficients until I am left with δu, where I
have the equation:
W · δu = 0 (3.198)
where:
W ≡

B20
mn0µ0
(k2x + k
2
z) + (c
2
ak
2
x − ω2) kxky
(
B20
mn0µ0
+ c2a
)
kxkyc
2
a
kxky
(
B20
mn0µ0
+ c2a
)
B20
mn0µ0
(
k2y + k
2
z
)
+
(
c2ak
2
y − ω2
)
kykzc
2
a
kxkyc
2
a kykzc
2
a c
2
ak
2
z − ω2

(3.199)
where I have defined ca ≡
√
γP0/n0 as the acoustic speed of the plasma. Eq. (3.198)
has a nontrivial solution only if the determinant of W is equal to zero. Imposing this
condition results in a equation biquadratic in ω with the following roots:
ω2 =
B20
µ0mn0
k2‖ ≡ v2Ak2‖ (3.200)
ω2 =
1
2
(
v2A + c
2
a
)
k2
(
1±
√
1− 4 v
2
Ac
2
a
(v2A + c
2
a)
2
k2‖
k2
)
(3.201)
The first equation is the dispersion relationship for the Alfve´n wave, the phase speed
of which is the characteristic Alfve´n speed, vA, an important measure of how quickly
information can travel along magnetic field lines in a plasma. The second equation
accounts for the two magnetoacoustic modes, the dispersion relations of which differ
by a change of sign before the radical. If the positive is selected, a fast magnetoa-
coustic mode is generated, while a slow magnetoacoustic mode is generated if the
negative is selected.
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Alfve´n modes and magnetoacoustic modes exhibit disparate behavior with respect
to the background magnetic field. Most strikingly, Alfve´n modes are incompressible
transverse waves that propagate parallel to the magnetic field while magnetoacoustic
modes are compressible longitudinal waves that can propagate across the background
field with some constraints I will discuss momentarily. In character, Alfve´n modes
appear as propagating displacements orthogonal to the field restored by magnetic
tension as if the magnetic field lines acted as plucked strings; on the other hand,
magnetoacoustic modes act more as neutral acoustic modes modified by the presence
of the background field where both magnetic and thermal pressure act as restoring
forces.
Magnetocacoustic modes play a major role in this dissertation. Particularly of
importance is the distinction between the fast and slow magnetoacoustic modes. Be-
sides the phase velocity difference suggested by their monikers, these two modes can
differ dramatically in how well they can propagate across the background magnetic
field. To demonstrate this, I’ll make simplifications to their respective dispersion re-
lationships assuming different values of the plasma β, defined as the ratio of thermal
pressure to magnetic pressure:
β ≡ PT
PB
=
2µ0mnc
2
a
γB2
=
2c2a
γv2A
(3.202)
So, in a high-β plasma where thermal pressure dominates over magnetic pressure,
it’s also reasonable to assume that ca  vA. Likewise, for a low-β plasma, I can
assume ca  vA. Now, let’s consider the magnetoacoustic dispersion relationship
Eq. (3.201) for a high-beta plasma:
ω2 ≈ k

c2a for fast mode
v2A cos
2 θ for slow mode
; β  1 (3.203)
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and for a low-beta plasma:
ω2 ≈ k

v2A for fast mode
c2a cos
2 θ for slow mode
; β  1 (3.204)
where I define θ ≡ cos-1 (k‖/k) as the angular separation between propagation di-
rection and the magnetic field. In both cases, only the dispersion relationship for
the slow magnetoacoustic mode changes according to propagation direction. This
demonstrates a key difference between fast and slow magnetoacoustic modes: in gen-
eral, fast modes may propagate at any angle with respect to magnetic field, while
slow modes must remain closely tied to the field lines. This difference becomes crucial
later in the dissertation when I encounter MHD waves propagating in sunspots with
vertically oriented field lines. A further distinction arises in the presence of external
forces. Bel & Leroy (1977) predicted that in the presence of a constant, downward
gravitational force, slow magnetoacoustic modes in a low-β plasma exhibit a cutoff
frequency dependent on the inclination angle of the magnetic field, θIB, with respect
to the normal:
ωcut =
γg
ca
cos θIB (3.205)
where g is the magnitude of the acceleration due to gravity. Low-frequency/long-
period waves are effectively suppressed below this cutoff, an effect that will become
a signature feature when I analyze the periodicity of sunspot waves later in this
dissertation.
3.2.3 Magnetic Reconnection
Magnetic reconnection is the process by which two topologically distinct groups
of opposing magnetic flux converge and form a new topology at a lower energy state,
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converting stored magnetic energy into thermal and kinetic energy in the plasma.
The process requires enough resistivity to allow the magnetic fields to diffuse into
one another, but not so much resistivity that the magnetic field lines rapidly relax to
equilibrium states in the absence of being frozen into the plasma. In areas of moderate
resistivity, such as the photosphere and lower chromosphere, this process is well
modeled by resistive MHD. However, in areas of low resistivity, such as the transition
region and corona where the most dramatic effects of magnetic reconnection are
observed, the process is not as well understood.
There are two broad models of magnetic reconnection. The first is the Sweet-
Parker Model (Parker 1957; Sweet 1958), where a strong, thin current sheet forms
between the converging field lines, supplying a small but effective amount of resis-
tivity in the otherwise highly conductive plasma. Reconnection will then occur as
long as the enhanced resistivity allows the field lines to diffuse on times scales shorter
than the times scales of current dissipation. The result is the formation of energetic
bidirectional jets of plasma perpendicular to the inflow of plasma carrying the field
lines. Parker (1957) showed through steady-state scaling arguments that the outflow
velocity is consistent with the Alfve´n velocity. However, the primary failing of the
Sweet-Parker model is that it predicts reconnection rates several orders of magnitude
slower than routinely observed in the upper solar atmosphere. The second model,
the eponymous Petschek Model (Petschek 1964), results in much higher reconnection
rates than the Sweet-Parker Model by including outward propagating slow magnetoa-
coustic shocks which accelerate incoming plasma up to the Alfve´n velocity. However,
the Petschek model also has a serious problem in that it does not account for all the
resistivity required to trigger reconnection (e.g. Biskamp 2000). The resistivity deficit
is commonly termed anomalous resistivity and its characterization, nonetheless its
existence, is still a concern of modern research.
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Most modern models of astrophysical magnetic reconnection are modifications of
the Sweet-Parker and Petschek models. Of particular interest to this work is a mod-
ified Petschek model with a plasma sheet that undergoes a plasmoid instability (e.g.
Loureiro et al. 2007; Innes et al. 2015). This produces not only hot bidirectional jets,
but also UV-bright, compact plasmoid cores at the reconnection site, the signatures
of which will play a role later in my study of UV bursts.
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Chapter 4
Theory of Collisional Two-stream Plasma
Instabilities in the Quiet-Sun
Chromosphere
This Chapter is adapted from the theoretical work of Madsen et al. (2014a) and
Madsen et al. (2014b) which concern developing an analytical model of a two-stream
plasma instability tailored to the solar chromosphere. The intent is to establish plau-
sibility that the instability could be triggered globally throughout the solar chromo-
sphere, leading to heating over large spatial scales.
4.1 Introduction
Just above the temperature minimum in the solar chromosphere, the plasma tem-
perature rises steeply by over 2000 K. This region of intense heating explained the
continuum and line emissions in the quiet-Sun chromosphere, but the energy source
remains unexplained (Athay 1966). Detailed semi-empirical models of this region by
Vernazza et al. (1981) and Fontenla et al. (1991; 1993; 2009) also predict the en-
hanced temperature region shown in Figure 4.1, but did not explain the mechanisms
sustaining it.
Researchers have proposed a number of mechanisms to explain the heating but
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Fig. 4.1: — Temperature profile of the solar chromosphere from the Fontenla et al.
(2009) model. The solar temperature minimum is marked by the dotted line. The
temperature increases sharply by over 2000 K immediately above the temperature
minimum.
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none have proven compelling. Carlsson & Stein (1992) suggested that acoustic shocks
were responsible; however, the predicted temporary variations in the Ca II K line
profile remain unobserved (Carlsson 2007). Campos & Mendes (1995) proposed
resistive heating due to steady electric currents or MHD wave dissipation as possible
sources of the enhanced temperature region; however, chromospheric plasma does not
appear to have a sufficiently high conductivity to produce this region via classical
Joule heating (Socas-Navarro 2007).
Fontenla (2005) and Fontenla et al. (2008) suggested that plasma turbulence due
to the Farley-Buneman Instability (FBI) can heat some layers of the chromosphere.
They argue that convective motions from the photosphere will drag ions across the
solar magnetic field and drive the FBI with enough energy to account for upper
chromospheric heating. This would explain the radiative losses in both the quiet-Sun
internetwork and network lanes. These studies applied an oversimplified approach
to the FBI appropriate for the ionosphere but needs some modification to accurately
model the instability in the metal-ion dominated chromosphere. In this Chapter,
I derive a chromospheric FBI which modifies the results of Fontenla (2005) and
Fontenla et al. (2008), lending further support for their conclusions.
The FBI was first used to explain density irregularities in the equatorial electrojet
observed in ionospheric radar experiments (Farley 1963; Buneman 1963). The insta-
bility occurs in weakly ionized, collisional plasmas with strongly magnetized electrons
but collisionally demagnetized ions. Electrostatic waves develop due to the disparate
motions of the electrons and ions when plasma flows across magnetic field lines. The
zeroth order motion of the electrons is the E × B (Hall) drift while the ions neces-
sarily follow the neutral flow because of the high ion-neutral collision rates. Linear
wave growth develops if the electron E × B drift velocity exceeds the ion-acoustic
velocity multiplied by a dimensionless factor close to unity. The instability in the
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ionosphere develops on a time scale somewhat larger than the ion-neutral mean free
time, which means it operates on a millisecond to 10s of millisecond time scale. This
exceeds Alfve´nic time scales but is below most electron frequencies.
The electric field that creates the E×B drift that drives the FBI in the ionosphere
arises from different causes in various regions of the Earth’s E-region ionosphere.
Near the magnetic equator, the predominant energy source for this derives from
strong neutral winds that flow East-West across the largely horizontal North-South
pointing geomagnetic field (Richmond 1973). Since the ions must follow the neu-
trals but the electrons remain mostly tied to field lines, a complex current develops,
and that, combined with the vertical gradient in the neutral density and hence the
conductivity, causes the formation of strong East-West currents called electrojets.
In the Earth’s auroral regions, where radars detect ferociously strong FBI waves,
electric fields generated in the coupled magnetosphere-ionosphere system propagate
down the mostly vertical magnetic fields (Dimant & Oppenheim 2010a;b). These
fields drive auroral electrojets with hypersonic electron flow rates, and the FBI then
heats the electrons in this region dramatically (Foster & Erickson 2000; Oppenheim
& Dimant 2013).
This work in this Chapter expands the theory of the FBI employed by Fontenla
(2005), Fontenla et al. (2008), and Gogoberidze et al. (2009) to account for the
diversity of ion species in the solar chromosphere. The single species theory is ap-
propriate for the E-region ionosphere where the primary ion constituents are O+2 and
NO+ which are similar in mass and can be treated as a single species. However, ionic
components of chromospheric plasma range from protons to ionized metals domi-
nated by Si II, Mg II, and Fe II. Assuming an average ion mass ignores the physics
arising from differences in mobilities and collision frequencies among the various ion
species. This work derives the linear, multi-species dispersion relation and electron
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E×B drift trigger velocity appropriate for chromospheric conditions. It then applies
the multi-species theory to a recent model of the solar chromosphere to determine
the likely range of electron drift velocities necessary to trigger the instability as a
function of pressure within the chromosphere.
4.2 Theory
4.2.1 Linear Dispersion Relationship and Trigger Velocity
A model of the FBI applicable to the chromospheric plasma requires deriving
a multi-species dispersion relationship using a linear, fluid approximation similar
to that used by Farley (1963) and Buneman (1963), and later refined by Sudan
et al. (1973). To obtain the simplest manageable dispersion relationship, I will make
several assumptions. First, I assume all ion species are demagnetized and electrons
are magnetized. A species is magnetized when its gyrofrequency greatly exceeds its
collision frequency. Given the temporal and spatial scales under consideration, I
approximate the electric field with an electrostatic field represented by the gradient
of a scalar potential. Next, I take all ions to be singly ionized and assume the
plasma is quasineutral since I am concerned with frequencies much smaller than the
plasma frequency. I consider electron inertia negligible due the large difference in
mass between electrons and any ion species. Also, I consider the ion Pedersen drift
negligible allowing the ions to be at rest in the frame of the neutral flow to zeroth
order. Furthermore, I take the zeroth order electron velocity to be its E × B drift
velocity.
Assuming linear, plane-wave perturbations, wave propagation will occur predom-
inantly in the direction perpendicular to B; in other words, k2q  k2⊥ where kq and
k⊥ are the wavevector components parallel and perpendicular to B, respectively.
Only long wavelength waves are considered; in other words, kvD  νj where vD is
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the electron E × B drift velocity and νj is the total ion momentum transfer colli-
sion frequency for the jth ion species (Dimant & Oppenheim 2004). However, these
wavelengths are much shorter than those characteristic of Alfve´nic modes. I assume
the plasma has no zeroth order density gradients which could greatly enhance the
instability but will lead to a far more complex analysis.
I begin the analysis with the fluid equations of motion for both electrons and
ions:
n ≡ ne ≈
∑
j
nj (4.1)
∂n
∂t
+∇ · (nve) = 0 (4.2)
∂nj
∂t
+∇ · (njvj) = 0 (4.3)
e (∇φ− ve ×B)− γeKBTe∇n
n
−meνeve = 0 (4.4)
mj
[
∂vj
∂t
+ (vj ·∇) vj
]
= −e∇φ− γjKBTj∇nj
nj
−mjνjvj (4.5)
where n is number density, v is flow velocity, e is the elementary charge, φ is electro-
static potential, B is the magnetic field, γ is the ratio of heat capacities, KB is the
Boltzmann constant, T is temperature, m is mass, and the subscript e corresponds
to electrons while the subscript j corresponds to the jth ion species. Separate tem-
peratures are maintained for each species even though collisions will keep the ion
temperatures quite similar to the neutral ones. The electron temperature, however,
can become somewhat elevated by a range of processes. The collision rates, νe and
νj, include both collisions with neutrals and Coulomb collisions. A full treatment of
Coulomb collisions would add a few additional components to Eqs. (4.4) and (4.5),
but these only modify my final results by a negligible amount (Gogoberidze et al.
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2009). This restricts my analysis to near the temperature minimum where collisions
with neutrals dominate over Coulomb collisions.
To find the dispersion relationship, I keep only the first-order, linear terms in Eqs.
(4.1)-(4.5). I assume plane-wave perturbations such that all dynamical quantities
vary as ξ = δξ exp[−i (ωt− k · x)], providing:
δn =
∑
j
δnj (4.6)
(ω − k · vD) δn− n0 (k · δve) = 0 (4.7)
ωδnj − nj0 (k · δvj) = 0 (4.8)
e (ikδφ− δve ×B)− iγeKBTe
n0
kδn−meνeδve = 0 (4.9)
mj (ω + iνj)δvj − ekδφ− γjKBTj
nj0
kδnj = 0 (4.10)
where the subscript 0 represents zeroth-order quantities, and δ represents a linearly
perturbed Fourier coefficient. This analysis is in the neutral fluid rest frame where
the electrons have a zeroth-order velocity of vD ≡ E × B/ |B|, and the small ion
Pedersen drifts are inconsequential.
Eliminating all of the linearly perturbed Fourier coefficients yields the dispersion
relationship:
D (ω,k) ≡ 1 +
[
ω − k · vD + iνek
2U2e
Ω2e
(
1 +
Ω2ek
2
q
ν2ek
2
)]
×
∑
j
nj0
n0ψj
(
ω − iω
2
νj
+ i
k2U2j
νj
)−1
= 0 (4.11)
where Ω is the gyrofrequency, Uj ≡
√
γjKBTj/mj is the thermal velocity, and ψj is
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defined as:
ψj ≡ νjνe
ΩjΩe
(
1 +
Ω2ek
2
q
ν2ek
2
)
. (4.12)
Assuming only one ion species reduces Eq. (4.11) to the single-ion dispersion relation
found in Sudan et al. (1973):
ω (1 + ψj)− k · vD = iψj
νj
[
ω2 −
(
me
mj
U2e + U
2
j
)
k2
]
. (4.13)
Returning to Eq. (4.11), let ω ≡ ωr + iΓ, where ωr represents the oscillation
frequency of the waves and Γ represents the growth/damping rate of the waves. To
recover a phase-velocity relation from (4.11), I will ignore all small and imaginary
terms by taking Γ→ 0 and ωr/νj → 0 for all ion species j. This provides:
ωr =
k · vD
1 + ψ
(4.14)
where
ψ ≡
(∑
j
nj0
n0ψj
)−1
(4.15)
which is equivalent to the oscillation frequency from Sudan et al. (1973). Now,
I will find an approximate solution for the growth rate by assuming slow growth
(|Γ|  |ωr|) and expanding (4.11) about Γ = 0:
Γ ≈ −Im (D (ωr,k)) /∂Re (D (ω,k))
∂ω
|ω=ωr . (4.16)
Separating Eq. (4.11) into real and imaginary parts and substituting into Eq. (4.16)
provides the growth/damping rate:
Γ ≈ ψ
2
1 + ψ
∑
j
nj0
n0ψjνj
[
ω2r −
(
me
mj
U2e +
ψj
ψ
U2j
)
k2
]
. (4.17)
93
The growth/damping rate, Eq. (4.17), depends directly upon k2; however, Eq. (4.17)
only applies to wavelengths consistent with the fluid approximation used in this
analysis. If k exceeds the reciprocal of the ion mean free path, kinetic ion Landau
damping will quickly extinguish the waves, placing an effective upper limit on Eq.
(4.17) (Schmidt & Gary 1973). Typical ion mean free paths near the temperature
minimum are about 0.1 m. I expect the ion mean free path to increase exponentially
with altitude since it scales inversely with the neutral hydrogen density. The electron
drift trigger velocity above which the instability will occur can be found by setting
Eq. (4.17) to zero, assuming an optimal direction, k ‖ vD, and substituting for the
oscillation frequency using (4.14):
vtrig = (1 + ψ)
√√√√∑
j
nj0
ψjνj
(
meψj
mjψ
U2e + U
2
j
)
/
∑
j
nj0
ψjνj
. (4.18)
This expression significantly differs from the expression for the single-species thresh-
old velocity, vtrig = (1 + ψ) cI , where all ions are represented by a single characteristic
ion species with ion-acoustic speed, cI , defined as:
c2I ≡
∑
j
nj0
n0
(
me
mj
U2e + U
2
j
)
. (4.19)
In particular, Eq. (4.18) replaces the ion-acoustic speed in the single ion trigger
velocity equation with a term that couples both thermal and collisional phenom-
ena. From this, I expect the multi-species trigger velocity to be more sensitive to
ion-neutral, electron-neutral, and electron-ion collision frequencies than the single-
species trigger velocity where all of the collisional information is contained within
the typically small ψ coefficient.
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4.2.2 Collision Frequencies
The trigger velocity of the FBI depends sensitively on the collision rates. In this
analysis, I consider three types of elastic collisions: momentum transfer collisions
between charged species and neutral hydrogen, resonant charge exchange between
protons and neutral hydrogen, and Coulomb collisions between ions and electrons.
First, I consider momentum transfer collisions experienced by all charged species
with neutrals. Unfortunately, little experimental data about elastic collisions between
neutral hydrogen and metal ion species for energies between 0.1 eV and 1 eV exist.
Instead, I must rely upon a relatively simple collision model that can be generalized
to any ion species in the solar chromosphere. To do this, I assume the dominant
scattering mechanism is the repulsive force provided by the dipole polarization of
neutral hydrogen when subjected to the electric field produced by the ion species.
For charged species s in the neutral frame, Dalgarno et al. (1958) provides this
classical result for the momentum transfer collision frequency with a neutral species
n:
νsn = 2.21pinn
√
αne2
4pi0µsn
(4.20)
where nn is the number density of the neutral species, αn is the dipole polarizability
of the neutral species, 0 is the vacuum permittivity, and µsn is the reduced mass
of the charged and neutral species. By neglecting quantum effects, this relationship
underestimates the collision rates for metal ions.
I can gauge how much Eq. (4.20) underestimates the collision frequencies by
looking at the relatively few sophisticated calculations performed for some of the
lighter metal species at 0.1 eV to 1 eV. Krstic´ & Schultz (2009) and Liu et al.
(2010) calculated momentum transfer collision frequencies between Be II and C II
with neutral hydrogen using semi-classical and quantum methods. Although Be II is
extremely rare in the solar chromosphere, I can still use it to determine the validity
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of Eq. (4.20). Within the energy range of 0.1 eV to 1 eV for Be II and C II, Eq.
(4.20) underestimates the results of Krstic´ & Schultz (2009) and Liu et al. (2010)
by 70% at the greatest. These calculations are more difficult to perform for massive
ion species with complicated electronic structures. However, I expect increases in
the polarization collision frequencies of heavy ions (e.g. Si II, Mg II, Fe II) to have
a minimal effect upon Eq. (4.18), the trigger velocity. For example, increasing the
collision frequencies for heavy ions by a factor of two only increases my results for
Eq. (4.18) by 20% which is not significant enough to factor into the conclusions of
this study. In light of this, I will apply equation (4.20) to all charged species.
Resonant charge exchange occurs when an ion receives an electron from a neutral
species with a similar ionization energy, effectively switching the roles of the two.
This converts fast ions into fast neutrals and vice versa efficiently enough to still
be considered elastic collisions for the purpose of this analysis. Resonant charge
exchange becomes a significant collision mechanism between protons and neutral
hydrogen at temperatures above 300 K (Banks & Kockarts 1973). Using a Maxwellian
averaged cross-section, Schunk & Nagy (2009) provides:
νres = 2.65× 10−16nH
√
TH + Tprotons
2
[
1− 0.083 log10
(
TH + Tprotons
2
)]2
(4.21)
where nH has units of m
-3.
Coulomb collisions between ions and electrons become important at higher alti-
tudes in the solar chromosphere and can increase the likelihood of the FBI forming
there (Gogoberidze et al. 2009). The Coulomb collision frequency for charged species
s in the neutral frame, including the Spitzer correction for small angle collisions
(Spitzer 1956), is:
νCoul,s =
pinee
4 ln (12pineλD)
(4pi0)
2
√
ms (2KBTe)
3
(4.22)
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where λD ≈
√
0KBTe/nee2 is the Debye length.
The total collision frequency for each charged species, νs, is the direct sum of
Eqs. (4.20) and (4.22). For protons, I add Eq. (4.21) to the sum. Figure 4.2 shows
the collision frequencies normalized by the gyrofrequency as a function of pressure
within the solar atmosphere.
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Fig. 4.2: — Collision frequency normalized to the gyrofrequency for protons, elec-
trons, and Fe II over a range of magnetic field strengths from 30 G to 120 G. Values
greater than unity imply a demagnetized species. Near the temperature minimum,
electrons are strongly magnetized while heavy ions (represented by Fe II) are strongly
demagnetized. However, protons may become magnetized near the temperature min-
imum, potentially enhancing the instability there.
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4.3 Results and Discussion
Combining the multi-species trigger velocity predicted by Eq. (4.18) with a semi-
empirical, one-dimensional, NLTE model of the solar chromosphere developed by
Fontenla et al. (2009) allows one to calculate the trigger velocity for the FBI as a
function of pressure. The model provides densities and temperatures for all abundant
ion species from hydrogen to zinc as functions of pressure. The dominant ion species
just below the temperature minimum are Mg II, Si II, and Fe II while protons, and
to a lesser extent C II, dominate above as shown in Figure 4.3. The plasma just
below the temperature minimum is unlike any observed in the geospace environment
because of the high masses and low mobilities of its dominant ion species. As one
moves up from the photosphere, the plasma cools, and the protons and electrons in
the plasma begin to recombine leaving a plasma dominated by metals. Before one gets
to the temperature minimum, the trend reverses as a result of ionizing radiation from
above as demonstrated in Figure 4.3. Though the Fontenla et al. (2009) model makes
detailed predictions, the exact altitude where these changes occur in reality remains
uncertain since the model is one-dimensional and has a number of uncertainties.
Figure 4.4 shows the multi-species trigger velocity as a function of pressure over
a range of magnetic field strengths. For this analysis, I adopt a magnetic field range
of 30 G to 120 G. This range follows from investigations of the Hanle effect in atomic
and molecular lines (Trujillo Bueno et al. 2004; 2006). Near the base of the chro-
mosphere, the large neutral density demagnetizes the electrons, producing a large
ψ coefficient and preventing the instability from forming. As one moves upward,
the trigger velocity rapidly approaches a minimum value near the temperature min-
imum. The velocity minimum migrates lower into the chromosphere when magnetic
field strength increases due to the decrease in ψ, Eq. (4.15), throughout the chromo-
sphere. The instability will be quenched for ψ > 1, so I expect the trigger velocity
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Fig. 4.3: — (Left plot) ion density profiles for Si II (purple), Mg II (green), Fe II
(blue), C II (orange), protons (red), and remaining ion species (black) from Fontenla
et al. (2009). (Right plot) ratios of ion density to proton density for the same
ion species. Massive metallic ions (e.g. Si II, Mg II, Fe II) dominate below the
temperature minimum, while protons, and to a lesser extent C II, dominate above
the temperature minimum.
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minimum to develop near where ψ transitions from being greater than to less than
unity. The multi-species trigger velocity achieves a minimum value of about 7 km s-1
for 30 G magnetic fields and 4 km s-1 for 120 G fields. Note that for the largest esti-
mates of magnetic field strength (& 75 G), the model predicts trigger velocities below
the neutral acoustic speed. This is significant since one never finds subsonic trigger
velocities in the ionosphere, and despite these higher thresholds, the ionospheric FBI
is ubiquitous there. Convective overshoots from granular and supergranular flows
in the photosphere will drag plasma across magnetic field lines near the tempera-
ture minimum. The kinetic energy of these flows should provide enough free energy
to induce strong electric fields, producing electron drift velocities sufficient to trig-
ger the FBI. This may contribute substantially to chromospheric heating. As one
continues upward above the temperature minimum, the trigger velocity increases to
approximately 10 km s-1 for all magnetic field strengths between 30 G and 120 G.
This increase in trigger velocity makes the instability more difficult to drive, though
given the copious amounts of free energy available, it may continue to play a role at
high altitudes. Although one expects the predominant proton population at these
altitudes to drive thresholds higher, Coulomb collisions and electron thermal effects
can lower thresholds below those predicted by Eq. (4.18) (Gogoberidze et al. 2009;
2014).
Eq. (4.18) assumes strong electron magnetization and ion demagnetization.
Given the substantial range of magnetic fields that exist in the chromosphere, I
can check the validity of these assumptions. Figure 4.2 plots the collision frequency
to gyrofrequency ratios for electrons, protons, and Fe II which I use to represent the
behavior of all metallic ion species. Near the temperature minimum, electrons ap-
pear strongly magnetized while Fe II is strongly demagnetized for all magnetic field
strengths. However, the proton frequency ratio ranges from 0.1 to 10, indicating
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Fig. 4.4: — Predicted multi-species trigger velocity at several magnetic field
strengths. The plot is limited to pressures near the temperature minimum where
Eq. (4.18) is valid. The trigger velocity decreases sharply as it approaches the tem-
perature minimum reaching speeds as low as 4 km s-1 at the largest magnetic field
strengths. The neutral acoustic speed is plotted for reference. The minimum value
of the trigger velocity migrates lower in the chromosphere as it follows the altitude
at which ψ becomes smaller than unity which decreases as magnetic field strength
increases.
101
that protons may potentially magnetize near the temperature minimum. If protons
magnetize near the temperature minimum where heavy ions dominate, it may not
eliminate the instability, but rather enhance it. Magnetization could limit proton
mobility across magnetic field lines, promoting wave growth since the protons would
have a more difficult time shorting out the instability in regions where heavy, metallic
ions drive the instability. As one moves further up, protons overwhelmingly dominate
and become magnetized, shutting off the instability; however, my predictions from
Eq. (4.18) do not yet include this physics.
The chromospheric FBI develops more rapidly than typical MHD time scales
and more slowly than plasma waves. Using Eq. (4.17), I can estimate these time
scales near the temperature minimum for parameters generated by the Fontenla et al.
(2009) model. In this calculation, I must assume appropriate values for the strengths
of the background magnetic field and driving electric field. For the former, I use a 45
G field. For the latter, I assume an electric field following from E = −UH×B where
UH is the thermal velocity of neutral hydrogen. If the analogy to the electrojet in the
Earth’s ionosphere applies, one might expect the generation of considerably larger
electric fields. I also assume a highly unstable wavenumber of k = (2lI)
−1 where lI is
the ion mean free path. After all these considerations, Eq. (4.17) predicts instability
growth rates of about 0.01 s near the temperature minimum, much faster than the
minute time scales considered in MHD systems.
4.4 Conclusions
The multiple-ion FBI theory developed above predicts an electron E × B drift
trigger velocity below the neutral acoustic speed for magnetic field strengths greater
than 75 G. In the Earth’s auroral electrojet this instability causes intense electron
heating and should do the same in the chromosphere at least on small spatial scales.
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In the chromosphere, the FBI would develop near the solar temperature minimum
and extinguish in the upper chromosphere due to the shift from a metal-dominated
to a proton-dominated ion population.
Both simulations (Nordlund et al. 1997; Vo¨gler et al. 2005; Freytag et al. 2012)
and Hinode observations (Rieutord et al. 2010) show that granule motions at the top
of the photosphere drive intense “neutral winds” across solar magnetic field lines.
In the Earth’s equatorial ionosphere, cross-field neutral winds generate electric fields
that easily exceed the Earth’s FBI threshold on a daily basis. One would expect
that the strong solar flows would create intense electric fields which should easily
drive the FBI. As in the Earth’s ionosphere, electric fields driven by neutral flows
in the solar atmosphere will travel along magnetic field lines; hence, a strong wind
across B below the region where the FBI has the lowest threshold may propagate to
this region and trigger the instability. Likewise, as in the auroral ionosphere, energy
entering the chromosphere from above or below, possibly in the form of Alfve´n waves,
will manifest itself as strong drifts and electric fields that can trigger the FBI. In the
Earth’s electrojet, the trigger velocities exceed the both the neutral acoustic and the
highest wind speeds but the FBI still occurs because the driving electric field exceeds
the local E = −u × B fields due to a variety of mechanisms. Similarly amplified
electric fields may not be necessary to trigger the FBI in the chromosphere, though
they may exist.
Directly observing these electric fields will prove difficult, though indirect ob-
servations may be possible. In the ionosphere, few in situ measurements of electric
fields exist; however, numerous indirect measurements exist (Foster & Erickson 2000).
Near the Earth’s electrojets, the field is inferred from ground-based magnetometer
measurements since the electric field drives Hall currents which cause easily detected
perturbations of the geomagnetic field (such changes were among the earliest space-
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physics measurements, dating to the 1700s). More precise measurements of electric
fields are made by radars in the auroral electrojet by detecting field-induced E×B
drifts on field lines above, but connected to, the E-region. At these higher altitudes,
electrons and ions drift together due to reduced collision rates. A combination of
detailed observations and modeling should allow us to estimate the magnitude of the
plasma drifts and fields in the chromosphere.
In this work, I ignored the effects of proton magnetization on the multi-species FBI
in the solar chromosphere. Unlike heavier and less mobile ions, protons principally
act to short out the perturbed electric fields driving the instability. Magnetizing
protons would limit their mobility across magnetic field lines, potentially enhancing
the instability. We plan to analyze this more fully in a future work.
This study further develops the ideas first put forward in Fontenla (2005) and
Fontenla et al. (2008) by more accurately modeling the triggering of the FBI in the
chromosphere; the argument that this instability should exist in the chromosphere
remains robust. Neutral flows rising from the upper photosphere and lower chromo-
sphere could act as drivers for the instability near the temperature minimum. Higher
dimensional models of these flows and their effect on the plasma environment can
provide insight into the FBI’s role in the chromosphere.
104
Chapter 5
Chromospheric and Transition Region
Oscillations in Sunspots
This Chapter concerns structures on spatial scales of the order of tens to a few
hundreds of arcseconds, a range of values intermediate to the global scale phenomena
discussed in the previous Chapter (4) and the small scale phenomena discussed in the
next Chapter (6) which exist near the resolvability limits of modern instrumentation.
The intermediate scale setting in this case is a sunspot, and the energetic phenomenon
are oscillations pulsing through it. Unlike the previous Chapter, this study focuses
not on theory but on observational techniques and data analysis closely adapted from
Madsen et al. (2015b).
5.1 Introduction
Magnetohydrodynamic (MHD) waves are of particular interest in solar physics
as they are believed to play a key role in transporting energy through the solar
atmosphere. Furthermore, observing the propagation of these wave can probe the
underlying atmospheric plasma and magnetic field, the properties of which are no-
toriously difficult to observe directly.
Sunspot oscillations are some of the most notable wave phenomena observed in
the solar atmosphere. They were first observed by Beckers & Tallant (1969) as
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sudden brightenings in Ca II H and K lines known as umbral flashes (UFs). UFs
were found to have periods of around three minutes in chromospheric lines and they
are now understood to be the chromosphere’s response to forcing from photospheric
p-mode oscillations (Kneer et al. 1981; Thomas et al. 1982; Thomas 1985; Lites
1992; Yuan et al. 2014). Early theories suggested that UFs were a chromospheric
resonant standing wave in the sunspot umbra, but observations of highly nonlinear,
three-minute oscillations in the transition region and corona suggested they are likely
propagating waves (Brynildsen et al. 1999a;b; 2002; 2004; Maltby et al. 1999; O’Shea
et al. 2002; De Moortel et al. 2002; Tian et al. 2014b).
Running waves (RWs) appear as radially propagating concentric wave fronts em-
anating from the the inner part of sunspots. These waves were first observed in the
chromosphere by Giovanelli (1972) and Zirin & Stein (1972) in Hα, and were found to
propagate with apparent speeds of 10-25 km s-1. The former interpreted the waves
as Alfve´nic modes while the latter concluded they were acoustic in nature. Early
observations established a usual period range of 200-300 s; however, periods close to
1,000 s have been observed near the outer edge of the penumbra (Jess et al. 2013).
Until recently, these waves were only observed in the penumbra, hence their orig-
inal moniker: “running penumbral waves (RPW)”. Kobanov & Makarchik (2004)
first observed RWs in the umbra, but believed the waves were unrelated to those
in the penumbra; furthermore, Freij et al. (2014) observed RWs in a solar pore.
Brisken & Zirin (1997) and Kobanov & Makarchik (2004) found that wave periods
tend to increase and apparent phase speeds tend to decrease in the penumbra with
distance from the sunspot center. Recent velocity and intensity observations have
shown that RWs exhibit significant nonlinear behavior including shock wave behavior
(Hansteen et al. 2006; De Pontieu et al. 2007; Rouppe van der Voort & de la Cruz
Rodr´ıguez 2013; Tian et al. 2014b; Chae et al. 2014). Improvements in ground-based
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and space-based observations have allowed for the investigation of the influences of
RWs upon other small-scale features; for example, Chae et al. (2014) proposed that
superpenumbral fibrils are powered by the shock behavior of RWs.
The origin and means of propagation of RWs have been heavily debated over
the past decades. Two theories have emerged to explain the nature of these oscil-
lations. The first suggests RWs are trans-sunspot waves, propagating outward from
the sunspot center at a fixed altitude. This was first motivated by Alissandrakis
et al. (1992) and Tsiropoula et al. (1996; 2000) who suggested that umbral oscilla-
tions trigger RWs which then propagate across the sunspot into the penumbra. The
other theory suggests that the apparent radial propagation of RWs is a signature
of upward-propagating magnetoacoustic modes traveling along inclined field lines
(Christopoulou et al. 2000; 2001; Rouppe van der Voort et al. 2003; Bloomfield et al.
2007; Jess et al. 2013). Work over the past decade has focused on multi-altitude
observations of RWs and UFs. Christopoulou et al. (2000; 2001); Georgakilas et al.
(2000) used velocity and intensity data from Hα and Fe I 5576 A˚ lines to determine
phase lags between sunspot oscillations at different chromospheric altitudes, conclud-
ing that RWs are upward-propagating modes triggered by photospheric oscillations.
Tziotziou et al. (2006) and Tziotziou et al. (2007) used Ca II 8542 A˚ and Hα in a
similar analysis, but they could not conclude whether RWs were upward-propagating
or trans-sunspot modes due to large jumps in the dominant wave period near the
umbra-penumbra boundary. Jess et al. (2013) found a similar jump in periodicity
in one quadrant of a sunspot and showed that it corresponded with a sharp change
in the magnetic inclination angle using a potential field source surface (PFSS) field
extrapolation.
According to Bogdan (2000), poor angular and temporal resolution are significant
limitations to further investigation of sunspot oscillations. The work presented in
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this Chapter makes use of the high-resolution data collected by the Interface Region
Imaging Spectrograph (IRIS, De Pontieu et al. 2014). IRIS allows near simultaneous
observation of UFs in chromospheric lines and RWs in transition region lines.
The goal of this work is to determine the relationship between UFs and RWs
whereby I can eliminate one of the two theories of RW propagation. I’ll achieve this
goal using the near ultraviolet (NUV) and far ultraviolet (FUV) slit-jaw images of a
single sunspot located near the disk center. This analysis will combine observations
of both chromospheric (Mg II) and transition region (Si IV) emission whereas most
previous observations focused only on chromospheric emission. Using several image
processing and signal processing techniques, I measure the spatial distribution of
dominant wave periods and apparent velocities in both passbands. I also determine
the separation between occurrences of the oscillations in the two passbands in the
spatial and temporal domains.
The remainder of this Chapter is structured as follows: Section 2 will discuss
the IRIS slit-jaw observations and the sunspot of interest; Section 3 will explain
the image and signal processing techniques applied to the observations; Section 4
will explain the four main results of the analysis and discuss how each does or does
not support the two theories of RW propagation; finally, Section 5 summarizes and
further elaborates upon the findings presented in the previous section.
5.2 Observations
In this work, I analyze slit-jaw images from sit-and-stare observations collected
from 16:39 to 17:59 UT on September 2, 2013. For an analysis of the accompanying
spectral observations, please refer to Tian2014. A single sunspot was observed near
the disk center (helioprojective-cartesian coordinates: x = 99 arcsec, y = 58 arcsec)
in the 1330 A˚ (C II), 1400 A˚ (Si IV), and 2796 A˚ (Mg II) passbands. Each of the slit-
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jaw images had a plate scale of 0.167 arcsec per pixel, an integration time of 2 s, and
a cadence of 12 s between successive images in the same passband. The data were
calibrated via dark current subtraction, and flat-field and geometrical corrections
(De Pontieu et al. 2014).
This study focuses on two IRIS passbands: 1400 A˚ and 2796 A˚. The 1400 A˚
passband is dominated by two strong, optically thin Si IV lines (1393.8 A˚ and 1402.8
A˚). These lines form in the transition region at a temperature of approximately
80,000 K. The 2796 A˚ passband is dominated by the strong, optically thick Mg II
k line. These lines form in the upper chromosphere at an approximate temperature
of 10,000 K. The width of the 2796 A˚ passband is very small (∆λ = 4 A˚) and is
encompassed almost entirely by the Mg II k line. However, the 1400 A˚ passband
is considerably broader (∆λ = 40 A˚), so contamination by the UV continuum from
the upper photosphere might be a significant concern in this passband. Figure 5.1
compares the time evolution of the average emission incident within two pixels of the
slit on the 1400 A˚ slit-jaw images to the pure Si IV spectral line intensity isolated
in Tian et al. (2014b). Both space-time plots exhibit remarkably similar oscillatory
structure, indicating that Si IV line emission accounts almost entirely for the total
emission incident on this set of 1400 A˚ slit-jaw images. If significant continuum
emission were present in the 1400 A˚ passband, it would be difficult to uncouple
oscillatory phenomena observed in the photosphere (continuum) from those in the
transition region (line emission).
The sunspot corresponds to NOAA active region AR 11836 located near the disk
center at the time of observation. Slit-jaw images of the sunspot in 1400 A˚ and 2796
A˚ can be found in Figure 5.2, while online movies of RWs in 1400 A˚ and UFs in 2796
A˚ can be viewed in Tian et al. (2014b). The sunspot is fairly circular and exhibits
a light bridge. The RWs are clearly seen across the sunspot except in the northwest
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Fig. 5.1: — Comparison of Si IV line emission from Tian et al. (2014b) (top) and
emission incident within two pixels of the slit from 1400 A˚ slit-jaw images (bottom).
Each dotted vertical line represents three minutes of observation and the vertical axis
shows 22 arcsec along the length of the slit. The units of peak intensity are arbitrary.
A two-pixel radius was sampled around the slit to account for convolution of the slit
image though IRIS’s optics assembly. Similar oscillatory intensity variations are
found in both time series, suggesting that photospheric UV continuum emission is
negligible compared to transition region Si IV line emission in the 1400 A˚ slit-jaw
images from this observation.
quadrant of the umbra and penumbra where the signal-to-noise ratio is low. Umbral
flashes are observed throughout the sunspot umbra in 2796 A˚ slit-jaw images. The
oscillations are more clearly seen when the contrast between the umbra and the
surrounding environment is eliminated. I achieved this by subtracting a centered
running mean from each slit-jaw image. The mean was taken over 25 images which
is equivalent to five minutes of observation. The mean was subtracted from the 13th
image (the central image) of each running set with the exception of the first and last
12 images, each of which were reduced by the mean of the first or last 25 images,
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respectively. The 1400 A˚ and 2796 A˚ images were coaligned by matching the fiducial
lines found on the slit.
Fig. 5.2: — IRIS slit-jaw images from the (a) 1400 A˚ and (b) 2796 A˚ passbands. The
brighter features surrounding the sunspot have been artificially saturated to enhance
contrast within the umbra and penumbra. The blue dashed contours represent the
umbra-penumbra boundary identified from SDO/AIA 4500 A˚ observations
5.3 Data Analysis
The motivation for this analysis is to determine the relationship between UFs
and RWs. I achieve this by using several image and signal processing techniques
to determine dominant wave periods, apparent phase velocities, and spatial and
temporal separations between UFs and RWs.
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First, I determined the spatial distribution of dominant wave periods in both
passbands. I applied global wavelet analysis (Torrence & Compo 1998) to the mean-
subtracted intensity signal as a function of time. Using a Morlet wavelet, I generated
wavelet time series for the intensity signal at each pixel. I determined the global
wavelet power over all Fourier periods by averaging the wavelet power across all time
bins. I define the dominant wave period as the period associated with the maximum
global wavelet power. A dominant wave period above the 95% confidence threshold
was found for all pixels in the field-of-view.
Next, I estimated the apparent velocities of RWs and UFs with space-time plots.
A one pixel wide horizontal cut was established across the sunspot center for each
mean-subtracted slit-jaw image. The locations of the cuts can be viewed in Figure
5.2. The waves produce alternating bands of low and high intensity that are roughly
perpendicular to the time axis. The apparent velocity of the propagating oscillations
were determined by taking the slope of the best-fit line along one of the repeating
bright features.
Next, I determined the spatial and temporal separation between the oscillations
observed in the two passbands. I determined the offset visually by superimposing
contours of 2796 A˚ images atop the mean-subtracted 1400 A˚ images. I calculated the
time lag between appearances of oscillations in the two passbands along the same
line-of-sight. I cross-correlated the 1400 A˚ mean-subtracted intensity signal at each
pixel with the corresponding mean-subtracted 2796 A˚ signal. Both signals were spline
interpolated to improve the time resolution by an order of magnitude (12 s to 1.2 s)
before undergoing cross-correlation. The time lag at a given pixel was taken to be
the time shift corresponding to the maximum cross-correlation coefficient. However,
a problem arises since the cross-correlation coefficient as a function of time shift is
sinusoidal if the two input signals are also sinusoidal with similar periods. In this
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case, the local maximum closest to zero represents the true time lag while all other
local maxima represent integer multiples of the time lag. To avoid this ambiguity,
I only selected maxima within a narrow time shift range of -300 s to 300 s, even if
that local maximum was not the global maximum of the cross-correlation coefficient.
Additionally, I only considered time lags associated with strong correlations, so any
time lag associated with a correlation coefficient below 0.5 was set to zero.
5.4 Results and Discussion
5.4.1 Dominant Wave Period
In both 1400 A˚ and 2796 A˚ slit-jaw images, I find that the dominant wave periods
increase with distance from the sunspot center. Figure 5.3(a) shows the dominant
wave period distribution for the 1400 A˚ passband. I find wave periods as low as 150
s near the sunspot center and 250 - 300 s in the penumbra. I find a similar trend in
the umbral section east of the light bridge. The 2796 A˚ passband in Figure 5.3(b)
exhibits a similar period distribution to the 1400 A˚ passband.
113
114
Fig. 5.3: — [Figure on previous page.] Panels (a) and (b) are maps of dominant
wave periods observed in intensity variations from the 1400 A˚ and 2796 A˚ passbands,
respectively. Panel (c) is a map of the cosine of magnetic inclination angle from HMI
full-vector magnetic field observations of the solar photosphere. The dashed white
contours in panels (a) through (c) represent the umbra-penumbra boundary. Panel
(d) consists of contours from panel (c) superimposed on panel (b). The innermost
contour represents a cosine of 0.95 while the outermost represents a cosine of 0.7.
Each successive contour represents a change in cosine of 0.05. The bottom two panels
are (e) horizontal and (f) vertical profile cuts of the 2796 A˚ dominant wave period
(solid blue line) and cosine of the magnetic inclination angle (solid red line). The
vertical dotted lines in (e) and (f) denote crossings of the umbra-penumbra boundary.
The solid light blue lines in panel (d) denote the location of the profile cuts plotted
in (e) and (f).
Both the upward-propagating theory and the trans-sunspot theory could poten-
tially explain the outward period increase; however, the upward-propagating theory
seems more consistent with the observations. According to the trans-sunspot theory,
RWs in the penumbra are excited by UFs in the chromospheric umbra. This would
suggest a more or less constant period throughout the sunspot. The larger periods
found at larger distances are not consistent with this scenario; although, it is pos-
sible that the period is adjusted by the local plasma and magnetic field properties.
On the other hand, the upward-propagating theory implies slow magnetoacoustic
modes affected by the inclination angle of the emerging magnetic field. Bel & Leroy
(1977) predicted and McIntosh & Jefferies (2006) later observed that these modes
were limited by a lower-bound cutoff frequency proportional to the cosine of the field
inclination angle with respect to the solar normal. Furthermore, Jess et al. (2013)
found that the dominant wave period follows the acoustic cutoff frequency: as field
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lines become more inclined outward from the sunspot center, the acoustic cutoff
frequency decreases, allowing longer period waves to the propagate.
A sharp increase in the dominant period distribution occurs near the umbral-
penumbral boundary in both passbands. This trend is evident upon close inspection
of the dominant period maps for both passbands in Figures 5.3(a) and 5.3(b), and
profile cuts of the 2796 A˚ distributions in Figures 5.3(e) and 5.3(f). Both profile
cuts are characterized by a gradual, linear increase near the sunspot center which
transforms into much sharper yet still linear increase near the umbral-penumbral
boundary. I take advantage of this characteristic structure to disambiguate the two
theories. Figure 5.3(c) shows the spatial distribution of the cosine of the magnetic
inclination angle calculated from the 720s-cadence vector magnetic fields observed
by the Helioseismic and Magnetic Imager (HMI, Scherrer et al. 2012) onboard the
Solar Dynamics Observatory (SDO, Pesnell et al. 2012). The distribution of the in-
clination cosine appears to take a similar shape to the dominant period distributions
of both 1400 A˚ and 2796 A˚. Figure 5.3(d) shows the dominant period distribution
from 2796 A˚ superimposed with contours of the inclination cosine distribution. The
agreement between the two distributions is exceptional, with the overlayed contours
closely mimicking both the shape and outward change of the dominant period distri-
bution. Figures 5.3(e) and 5.3(f) show selected cuts from both the 2796 A˚period and
inclination cosine distributions. The two distributions exhibit strong complementary
behavior: sharp increases in the dominant period correspond to sharp decreases in
the cosine of the magnetic field inclination. This is demonstrated particularly well
at the light bridge marked in by the vertical dotted line in Figure 5.3(e) and the area
immediately above the southern tail-like structure marked in Figure 5.3(f). Both of
these sites are also marked by crosshatches on their respective cuts in Figure 5.2.
These locations feature dramatic and sudden increases in magnetic field inclination
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which are accompanied by similar increases of the dominant period. I find comple-
mentary behavior between field inclination and dominant period even far into the
penumbra as observed from about 0 to 10 arcsec in both 5.3(e) and 5.3(f). The
correspondence between the two distributions is remarkable even though both were
observed at different altitudes in the solar atmosphere, lending considerable support
to the interpretation of the upward-propagating theory.
5.4.2 Apparent Velocity
The apparent velocities of both RWs in 1400 A˚ and UFs in 2796 A˚ decrease from
the sunspot center. Figure 5.4 shows space-time plots of horizontal cuts through the
sunspot center from each passband. Both plots exhibit repeating C-shaped features
of enhanced intensity, similar to the “chevron” features observed in space-time plots
of three-minute oscillation by Kobanov et al. (2006). The slope of these features
represents the apparent velocity of the intensity enhancements created by RWs and
UFs traveling along the horizontal cut.
In 1400 A˚, I find that the C-shaped enhancements are asymmetric about the
sunspot center (at about 21 arcsec). Above the sunspot center, the slope of the
enhancements smoothly decreases from about 12 km s-1 until it suddenly steepens
near about 26 arcsec. This point corresponds to the light bridge of the sunspot.
The slope resumes its decrease above the light bridge until the features experience
a sudden shift in the time domain near the umbral-penumbral boundary (near 32
arcsec). The displacement is clearly visible in the first 40 minutes of observation.
The slope then decreases rapidly in the penumbra to about 4 km s-1. Below the
sunspot center, the slope smoothly decreases with the exception of an area of low
signal-to-noise near 17 arcsec where it is difficult to determine the shape of the
enhancement.
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Fig. 5.4: — Space-time plots of intensity variations along horizontal cuts in (a) 1400
A˚ and (b) 2796 A˚ passbands. The horizontal cuts were taken across the sunspot
center along Solar Y = 59 arcsec. The horizontal dashed lines in both panels denote
crossings of the umbra-penumbra boundary. Alternating C-shaped structures are
present in both plots indicating outward decreasing apparent velocities for both RWs
and UFs.
118
The C-shaped features are also clearly present in the 2796 A˚ passband. The
features are almost vertical from about 15 arcsec to 31 arcsec as a result of UFs in 2796
A˚ being much broader than RWs in 1400 A˚. I find that the propagating oscillations
sustain higher velocities (∼12 km s-1) near the umbral-penumbral boundary than in
the 1400 A˚ passband. A similar but less dramatic alteration of the slope is visible
near the light bridge.
These results are largely consistent with the upward-propagating theory. Figure
5.5 depicts the geometric explanation for the apparent velocity distribution assum-
ing the upward-propagating theory is true. P-mode oscillations at the photosphere
travel upward along field lines of outward increasing inclination. Once a slow mode
reaches the line formation altitude for 1400 A˚ or 2796 A˚, it manifests as an RW or a
UF, respectively. It takes longer for slow-mode waves traveling along more inclined
field lines to reach the emission line formation altitude. Now, I consider successive
appearances of RWs starting from the sunspot center outward. The time between
evenly spaced successive appearances will become longer further from the sunspot
center due to the increasing inclination. The result is a radially decreasing apparent
velocity along the horizontal. Note that Figure 5.5 assumes a constant formation
altitude instead of one that is more extended near the sunspot center (Nicolas et al.
1982; Tian et al. 2009). I don’t expect an extended formation altitude to influence
the apparent velocities as much as the magnetic field inclination.
It would be difficult to explain the small apparent velocity in the context of the
trans-sunspot theory. For fast magnetoacoustic modes, the apparent velocity across
the sunspot would be comparable to the Alfve´n velocity. In the upper chromosphere
and transition region where Mg II and Si IV form, respectively, typical Alfve´n speeds
are on the order of 100 km s-1 which is much larger than the velocities observed.
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Fig. 5.5: — Diagram of geometric configuration consistent with an upward-
propagating scenario for the observed outward-decreasing apparent velocity. The
photosphere (solid black line) is shown at the bottom of the diagram where a p-mode
oscillation at the sunspot center (dark red cloud) triggers waves that propagate along
magnetic field lines (blue lines) of outward-increasing inclination. When these waves
reach the formation altitudes (dashed lines) for 2796 A˚ and 1400 A˚, they form UFs
(light red clouds) and RWs (orange clouds). UFs and RWs that appear simultane-
ously in slit-jaw images fall on the same circular isochrone (purple dashed line). For
simplicity, formation altitudes are assumed constant across the sunspot.
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5.4.3 Spatial Separation
UFs appear to lead RWs spatially. Figure 5.6 shows 12 consecutive frames from
a series of a mean-subtracted 1400 A˚ slit-jaw images superimposed with contours
representing UFs in 2796 A˚. Observing the frames in sequence shows that UFs first
appear near the sunspot center and then propagate radially outward. The flashes
rapidly gain intensity near the sunspot center and then gradually drop in intensity for
the latter majority of their outward propagation. After about 30 s, an RW appears at
the sunspot center to accompany the UF. The UF is the first to move outward with
the RW front following behind for the duration of its propagation. Given how broad
and short-lived UFs are, it’s difficult to measure their physical separation from RWs.
However, the consistency with which UFs spatially lead RWs is certainly significant.
This apparent separation is more consistent with an upward-propagating theory
of RWs. Figure 5.7 shows a similar geometric argument to the one used to justify the
observed apparent velocities. I consider UFs and RWs that appear simultaneously
in the slit-jaw images. The radially increasing magnetic field inclination demands
that UFs appear further outward from the simultaneously observed RWs. Slow mode
waves traveling along inclined field lines will take longer to reach a line formation
altitude than those traveling along more vertical lines. So, for a simultaneously
appearing UF/RW pair, the UF is always associated with the more inclined field line,
appearing to the lead the RW because of the greater apparent horizontal distance
traveled to reach the 2796 A˚ formation altitude. Furthermore, the apparent spatial
separation should decrease with distance from the sunspot center; however, this effect
is difficult to observe given the broad shape of the umbral flashes and the limited
extent of their propagation.
It’s difficult to reconcile the observed spatial separation with the trans-sunspot
121
Fig. 5.6: — Sequence of IRIS slit-jaw observations of RWs in 1400 A˚ (orange back-
ground) and a UF in 2796 A˚ (solid white contours). The 1400 A˚ slit-jaw images have
been mean-subtracted and smoothed by a four-pixel-wide boxcar function to better
accentuate intensity enhancements due to RWs. The UF appears and grows in inten-
sity from (a) until (c) when an RW wave front appears at the same location. The UF
moves ahead of the RW and maintains its spatial lead throughout its propagation in
(c) through (e). The intensity enhancement associated with the UF diminishes as it
nears the umbra-penumbra boundary, finally extinguishing in (f). The RWs are not
as spatially limited in their propagation and continue to travel into the penumbra.
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Fig. 5.7: — Diagram of geometric configuration consistent with an upward-
propagating scenario for the observed spatial separation between UFs and RWs.
The photosphere (solid black line) is shown at the bottom of the diagram where a
p-mode oscillation at the sunspot center (dark red cloud) triggers waves that propa-
gate along magnetic field lines (blue lines) of outward-increasing inclination. When
these waves reach the formation altitudes (dashed lines) for 2796 A˚ and 1400 A˚, they
form UFs (light red clouds) and RWs (orange clouds). UFs and RWs that appear
simultaneously in slit-jaw images fall on the same circular isochrone (purple dashed
line). For simplicity, formation altitudes are assumed constant across the sunspot.
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theory. If RWs were fast magnetoacoustic modes fixed at a single chromospheric
altitude, then the likeliest source of RWs would be UFs themselves. Under those
circumstances, I would expect UFs to follow behind RWs at least near the sunspot
center where RWs appear to originate. However, the UFs lead RWs throughout their
propagation, which is not consistent with this expectation.
5.4.4 Time Lag
The appearances of UFs also lead the appearances of RWs temporally along the
same line of sight. Figure 5.8 shows the spatial distribution of time lag between
2796 A˚ and 1400 A˚. Strong correlation signals were predominately found in the
southern half of the sunspot and east of the light bridge where there is high signal-
to-noise in both passbands. The distribution shows a clear outward increase in time
lag from ∼25 s near the sunspot center to ∼60 s in the penumbra. This result is
unexpected if I assume the separation between the the formation altitudes of 1400
A˚ and 2796 A˚ is the primary contributor to the time lag. Figure 5.9 demonstrates
the expected radial dependence of the time lag assuming the upward-propagating
theory is correct. Farther from the sunspot center, the difference in travel distance
from the photospheric sunspot center to the 2796 A˚ and 1400 A˚ formation altitudes
becomes smaller. If all waves traveling along the field lines have the same phase
velocity, I expect the difference in arrival times between UFs and RWs to become
smaller as well. By geometry alone, I expect the time lag to decrease outward instead.
Geometry likely contributes little to the observed time lag, and the observed time lag
distribution may not be inconsistent with the upward-propagating theory after all.
Figure 5.10 shows a scatter plot of time lag vs. dominant wave period. I calculated
Pearson product-moment correlation of r = 0.24 from the data set. With 3,265 data
points, our Pearson correlation coefficient provides a t-value of t = 14, indicating that
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Fig. 5.8: — Map of the observed time lag between the intensity signals in 1400 A˚ and
2796 A˚. Strong cross-correlations were detected primarily in the southern and west-
ern areas of the sunspot. The red dashed contour represents the umbra-penumbra
boundary. Oscillating intensity variations in 2796 A˚ are observed to lead those of
1400 A˚ throughout the umbra and penumbra. The observed time lag increases out-
ward from the sunspot center, contradicting the expected outward decrease due to
the difference in formation altitudes of 1400 A˚ and 2796 A˚ emissions and also the
inclined magnetic field geometry consistent with an upward-propagating scenario.
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Fig. 5.9: — Diagram of geometric configuration consistent with an upward-
propagating scenario for the expected outward decrease in time lag. The photosphere
(solid black line) is shown at the bottom of the diagram where a p-mode oscillation
at the sunspot center (dark red cloud) triggers waves that propagate along magnetic
field lines (blue lines) of outward-increasing inclination. When these waves reach the
formation altitudes (dashed lines) for 2796 A˚ and 1400 A˚, they form UFs (light red
clouds) and RWs (orange clouds). UFs and RWs that appear simultaneously in slit-
jaw images fall on the same circular isochrone (purple dashed line). For simplicity,
formation altitudes are assumed constant across the sunspot.
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the probability of no linear correlation is less than 0.0001. This highly statistically
significant linear correlation suggests that the time lag may vary with wave properties.
The radially decreasing time lag may be explainable when considering the opacity
difference between the Si IV and Mg II lines. Si IV is an optically thin line meaning
its intensity depends almost entirely upon the local density. On the other hand, Mg
II is an optically thick line, the intensity of which depends not only upon the local
density but also upon the local temperature. As a result, the two lines do not achieve
maximum intensity at the same oscillation phase. Tian et al. (2014b) demonstrates
that sunspot oscillations behave as shock waves where line intensities peak after a
rapid compression signified by a sharp blueshift. Figures 4(D) and 4(F) of Tian et al.
(2014b) show the line intensity variations for Si IV and Mg II, respectively, over the
course of a single oscillation period. Mg II clearly achieves maximum intensity before
Si IV since it responds immediately to the rapid change of temperature while Si IV
must wait for full compression by the shock before doing so. The time separation
between the two maximum intensities is on the order of 30 s, comparable to the time
lags observed in Figure 5.8. Assuming the maximum intensities occur at the same
phase in different episodes of the oscillation, a correlation between the period and
time lag should be expected. So the outward increase of the time lag is likely just a
reflection of the outward increase in period.
Here I point out that the time lags measured from the intensity and Doppler shift
are different. The time lags measured from the Doppler shifts are likely less affected
by the different opacities of the Si IV and Mg II lines, and thus smaller than (∼12
s) those measured from the intensities.
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Fig. 5.10: — Scatter plot of the time lags and the corresponding dominant wave
periods observed in the umbra and penumbra. A negligible amount of Gaussian
noise was added to the data to visually break up the discrete sampling of the two
quantities. A highly statistically significant linear correlation exists between the two
quantities. The solid black line is the linear least-squares fit of the data set.
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5.5 Conclusions
By analyzing the sunspot oscillations/waves observed with the 1400 A˚ and 2796 A˚
slit-jaw images of IRIS, I find the following results: (1) The dominant periods increase
with distance from the sunspot center in both passbands. The spatial distribution
of the dominant period, including a sharp change in the umbra-penumbra boundary
and at the light bridge, correlates remarkably well with the inclination angle of the
measured photospheric magnetic fields. (2) The apparent velocities decrease from
∼12 km s-1 in the sunspot cent to ∼4 km s-1 in the penumbra. (3) UFs in the 2796
A˚ passband spatially lead the wave fronts in the 1400 A˚ passband. (4) The time lags
between the oscillations in both passbands along the same line-of-sight increase with
distance from the sunspot center.
These results strongly support the notion that both UFs and RWs are the signa-
tures of slow magnetoacoustic modes propagating upward along magnetic field lines,
and that they represent the same phenomenon at different altitudes and tempera-
tures in the solar atmosphere. The observed radial propagation of the waves is not
real, but rather the successive appearance of wavefronts traveling upward along field
lines that become more inclined with distance from the sunspot center. I find little
evidence of fast magnetoacoustic modes in either 1400 A˚ or 2796 A˚ slit-jaw images,
and conclude that these results are inconsistent with the trans-sunspots propagation
of sunspot oscillations.
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Chapter 6
Small-scale, High-temperature UV Bursts
in the Cool Atmospheres of Active
Regions
In this third and final study, I investigate some of the smallest-scale energetic
phenomena observed in the solar atmosphere, IRIS UV bursts. This Chapter closely
follows the work of Madsen et al. (2015a) and Madsen & DeLuca (2016) which develop
a method for detecting UV bursts and studies their associations with an emerging
active region and its underlying photospheric magnetic field configuration.
6.1 Introduction
Energetic, explosive events occur in the solar atmosphere across a large range
of spatial scales. Although large-scale, violent phenomena have been researched in-
tensely since the Carrington Event, small-scale explosive events on the order of 1
arcsecond are prevalent in the solar transition region and corona, potentially con-
tributing significant energy and mass to the corona and solar wind. Small-scale
explosions were first observed in the photosphere by ground-based instruments as
intense brightenings in the wings of Hα known as Ellerman bombs (EBs, Ellerman
1917); however, it would take several decades before advancements in imaging tech-
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nology revealed the truly small size of these intensity enhancements. High-resolution
rocket imagers later revealed small-scale ”explosive events” (EEs, Brueckner & Bar-
toe 1983) higher up in the transition region. These EEs were defined by their broad
non-Gaussian profiles in UV emission lines such as the C II 1334.5/1335.7 A˚ doublet,
Si IV 1393.8/1402.8 A˚ doublet, and O IV 1401.2 A˚.
Recently, the unprecedented angular and time resolutions of the Interface Region
Imaging Spectrograph (IRIS, De Pontieu et al. 2014) has enabled the discovery of
a new subset of small-scale explosive phenomena. Peter et al. (2014) first described
these events visible in the 1400 A˚ IRIS slit-jaw images of a recently emerged active
region, naming them ”IRIS Bombs” given their similarity to EBs, although later
publications would refer to them as ”Hot Explosions” or ”UV Bursts”. This dis-
sertation refers to them as ”IRIS UV Bursts” (IUBs). IUBs are characterized by
their small size (∼1 arcsec) on slit-jaw images and several peculiar features in strong
NUV/FUV emission lines. These events exhibit dramatic brightening in the major
NUV/FUV emission lines viewed by IRIS – C II 1334.5/1335.7 A˚, Si IV 1393.8/14028
A˚, and Mg II h/k. The formation of bright, optically thin Si IV lines in particular
suggests the events are associated with plasma of at least 8× 104 K, consistent with
transition region temperatures. Furthermore, emission line profiles deviate dramat-
ically from Gaussian form, displaying substantial wing broadening, and in the most
dramatic cases, splitting into two distinct redshifted and blueshifted components.
Peter et al. (2014) suggested that bidirectional flows on the order of 75 km s-1 result-
ing from reconnection could explain the broadening and splitting, although Judge
(2015) counters that Alfve´nic turbulence in the chromosphere is also consistent with
these observations since semi-empirical models (Fontenla et al. 2009) and magnetic
field measurements in that region (Trujillo Bueno et al. 2004; 2006) predict Alfve´n
speeds on the order of 100 km s-1.
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So far, these observational features are consistent with transition region EEs;
however, IUBs are differentiated by a particular spectral trait: their spectra show
deep, well-defined absorption features from cold metallic ions such as Ni II and Fe
II as seen in Si IV 1393.8/1402.8 A˚ in Figure 6.1. Furthermore, the ratio of O
IV 1401.2 A˚ to Si IV 1402.8 A˚ intensities provides an excellent electron density
diagnostic (Dud´ık et al. 2014) which places the lower limit of electron density at
the site of IUB formation at two to three orders of magnitude above typical TR
densities (Peter et al. 2014). These peculiarities indicate that IUBs are associated
with plasma at transition region temperatures that are actually deeply embedded in
the cool lower solar atmosphere. Peter et al. (2014) suggests IUBs originate from
the photosphere, similarly to EBs; however, Judge (2015) theorized that they form
above chromospheric temperature minimum. Furthermore, Kim et al. (2015) and
Tian et al. (2016) have found evidence suggesting that at least some IUBs originate
in the lower chromosphere or photosphere since they appear coincident to EBs in Hα
and show signs of suppression in the forbidden O IV 1401.2 A˚ line and absorption
from photospheric Mn I 2795.6 A˚ in enhanced Mg II k wing emission.
IUBs are unprecedented events that may provide critical insight into active region
chromospheres. Embedding transition region temperature plasma in the far cooler
photosphere and lower chromosphere could have serious implications for heating the
upper chromosphere and corona in active regions. Furthermore, if magnetic recon-
nection in the lower chromosphere is responsible for IUBs, then measurements of
plasma outflow velocity combined with estimates of local plasma density can pro-
vide estimates of the local magnetic field strength, a notoriously difficult quantity to
determine in the chromosphere.
A broad characterization of IUBs is critical to understanding their role in the
chromosphere. However, the scope of previous IUB research has been narrow, focus-
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Fig. 6.1: — (a) An intense IUB detected in AR11850 demarcated by the yellow box
in maps of three single-Gaussian fit parameters: peak line intensity (left), exponential
line width (center), and Doppler shift (right). (b) Average Si IV1393.8 A˚ (left) and
1402.8 A˚ (right) emission line profiles for an IUB within AR 11850 (black profiles).
The red profiles are the average emission from the same Si IV lines for non-IUB pixels
in the 15 × 15 arcsec yellow box centered on the IUB, while the green profiles are
the average emission over the same area of the same lines from a quiescent location
in the active region.
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ing largely on individual events. Although fruitful in identifying spectral peculiarities
and formation altitudes, these studies have done little to examine how IUBs behave
collectively. This is particularly true with regards to where and when IUBs appear
in their host active regions and how these events correlate with similar signatures
observed in other passbands. Recent campaigns devoted to limb-to-limb tracking of
active regions by IRIS with wide field-of-view rasters provide ample opportunities to
sample a large number of IUBs throughout the continuously evolving life of a typical
active region. However, one barrier does stand in the way of analyzing these data:
the vast amount of spectral data collected by these campaigns requires an efficient
method for identifying IUBs based on their peculiar spectral properties which, as of
yet, does not exist.
This Chapter is a case study of IUBs observed in a single evolving active region.
Within it, I develop a semi-automated method for detecting these bursts and apply
it to IRIS spectral data. Next, I analyze these data to determine how often IUBs
occur and how this occurrence frequency changes as the AR evolves. Furthermore,
I determine the preferential location for IUB occurrence with respect to the active
region’s underlying photospheric magnetic field. Finally, I take the opportunity to
use this study as a proof-of-concept for a larger-scale survey of IRIS data by including
distribution statistics of various line profile parameters and coincident emission from
other passbands. The data acquired by such a survey could provide critical insight
into the dyanmics and energetics underlying IUBs.
6.2 Observations
6.2.1 IRIS Data and SDO Context
This study investigates IUBs in five IRIS observations of active region NOAA
AR 11850. The observations include both slit-jaw and spectral data. Despite the
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slit-jaw’s primary role as a context imager for IRIS spectra, I use spectroheliograms
as the primary imaging source while the slit-jaw images (SJIs) are used exclusively
for coalignment. Each observation consists of level 2 data, meaning that correc-
tive measures for cosmic ray hits, dark current, nonuniform background fields, and
geometric aberrations have already been applied. The five observations last approx-
imately 20 minutes each and samples a time range of about 73.5 hours from 05:09
UT on 2013-09-24 until 06:44 UT on 2013-09-27. Over this time span, the active
region undergoes significant evolution with strong emergence in the first 48 hours
and dramatic reduction in emergence in the remaining time; although, a small area
of emergence north of the trailing sunspot does appear in the final observation.
The IRIS observations must meet several criteria to be included in this investi-
gation. Of primary concern is coverage by IRIS’s spectrograph; these observations
provide the widest spectrograph sampling area possible by IRIS. Each IRIS obser-
vation consists of a single raster comprising the largest number of slits positions,
400. Furthermore, they all make use of the entire slit length, providing the largest
field-of-view possible in an IRIS spectroheliogram (139” x 182”). Each slit position
is separated by 0.349 arcsec and the resolution along the slit is 0.166 arcsec per
pixel, allowing typical IUBs to be resolved. The step cadence between rasters is
a remarkably short 3 s, allowing for a full spatial scan of an IUB within a typical
lifetime.
Each raster is accompanied by context from two Solar Dynamics Observatory
(SDO, Pesnell et al. 2012) instruments: Atmospheric Imaging Assembly (AIA, Lemen
et al. 2012) and Helioseismic and Magnetic Imager (HMI, Scherrer et al. 2012). For
AIA, I use 1700 A˚ and 171 A˚ images for photospheric/chromospheric and coronal
context, respectively. For HMI, line-of-sight (BLOS) magnetograms depict photo-
spheric magnetic field structure underlying the active region. Each image series is
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sampled at its best possible cadence: 12 s for AIA wavelengths and 45 s for BLOS
magnetograms.
6.2.2 Coalignment
This work relies heavily on accurate coalignment among three instruments: IRIS,
SDO/AIA, and SDO/HMI. Coalignment followed a four-step transitive process: (1)
internal coalignment between AIA 171 A˚ and AIA 1700 A˚, (2) external coalignment
between AIA 1700 A˚ and IRIS SJI 1400 A˚, and (3) coalignment between IRIS SJI
1400 A˚ and HMI BLOS magnetograms. Internal coalignment between AIA passbands
is performed by the aia prep IDL procedure from the SolarSoft package. However,
the remaining coalignment steps require more direct intervention.
Coaligning AIA 1700 A˚ with IRIS SJI 1400 A˚ takes advantage of the fact that
bright network intensity contributions are shared by both passbands. A 2D Fourier
cross-correlation is applied between each IRIS SJI 1400 A˚ raster frame and the asso-
ciated AIA 1700 A˚ frame nearest to it in the time domain; the offsets corresponding
to the largest cross-correlation coefficient are then accepted as the integer pixel shift
between the two images. To simplify this process, I rebin and crop the AIA 1700 A˚
frame to IRIS SJI’s higher native resolution and smaller field-of-view, providing off-
sets in terms of integer multiples of IRIS pixels. To account for subpixel offsets, the
cross-correlation routine is run again after AIA 1700 A˚ is shifted by the previously
acquired whole pixel offsets and both frames were rebinned to ten times the native
resolution of IRIS SJI. The entire IRIS field-of-view is not selected for this analysis;
instead, a rectangular sample containing bright network regions surrounding the ac-
tive region is used. This is implemented for two reasons: (1) to avoid sunspots which
may be bright in IRIS SJI 1400 A˚, leading to an anticorrelation with AIA 1700 A˚,
and (2) to ensure that small but extremely bright structures central to the active
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region (IUBs, microflares, hot loops, etc.) did not dominate the cross-correlation
calculation, leading to mismatches of distinct bright features. However, care is taken
to ensure that the selected regions are not so small that artifacts resulting from pixel
wrap-around produce false matches. At no point does the region encompass less than
one-third of the length and width of the IRIS SJI field-of-view (i.e. 46”.3 in either
direction.) A successful coalignment is indicated by the cross-correlation calculation
converging to an unambiguous maximum value; this occurred in 471 of 480 IRIS
glssji 1400 A˚ frames. The pixel offsets for unsuccessfully coaligned frames are then
estimated by spline interpolating the set of successfully obtained pixel offsets.
A similar process is performed to coalign HMI BLOS frames to IRIS SJI 1400
A˚ frames. Matching bright network regions is also the primary goal of this process,
assuming that regions of strong magnetic flux surrounding the active region correlated
to bright network regions in IRIS SJI 1400 A˚. The coalignment process is the same
as that for AIA 1700 A˚ and IRIS SJI 1400 A˚ with two additional steps. First,
the distinction between negative and positive magnetic flux was removed by taking
the absolute value of the flux at each pixel in the HMI BLOS frames. Second,
the IRIS data were smoothed with a three-pixel-wide 2D boxcar function to ensure
the cross-correlation technique matched bright network regions to flux patches of
similar shape, ignoring intensity fluctuations with the bright network regions that
don’t necessarily correlate with photospheric magnetic flux fluctuations on the same
spatial scale. This process was successful for 455 of 480 IRIS SJI 1400 A˚ frames; as
before, offsets associated with unsuccessful coalignments were replaced with spline
interpolated values.
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6.3 Data Analysis
6.3.1 IUB Detection
Cuts in SGF Parameter Space
My method for detecting IUBs follows a two-stage process: an automated first
stage that identifies candidates by single-Gaussian fit (SGF) parameters, and a man-
ual second stage that narrows the candidate field by identifying particular features of
FUV spectral line morphology. The first stage provides the largest reduction in the
candidate field, going from 438,400 spectra to around 4,000-8,000 per raster. This
process involves only one spectral line, Si IV 1393.8 A˚, chosen for several reasons.
First, this line is optically thin under most transition region conditions, allowing one
to disambiguate optically thick self-absorption (Yan et al. 2015) from actual split-
ting of the line profile. Second, the line is the stronger of the Si IV 1393.8/1402.8
A˚ pair, providing twice the signal under optically thin conditions. Finally, multiple
cool metallic lines populate the region within 320 km s-1 of line center, including Fe
II 1392.8 A˚ and Ni II 1393.3 A˚. I also use these cool metallic absorption features as
references for wavelength calibration since Ni II and Fe II reside in the cooler and rel-
atively unperturbed area around the chromospheric temperature minimum (Fontenla
et al. 2009), so it’s reasonable to assume they are at rest along the line-of-sight.
I apply a four-parameter, nonlinear least squares SGF to each Si IV 1393.8 A˚
line profile sampled in these observations. These values are the peak intensity (a1),
Doppler shift (a2), exponential line width (a3), and an added constant represent-
ing the background intensity (a4), all of which parameterize the following Gaussian
function:
g (λ; a1, a2, a3, a4) = a1e
-
(λ−a2)2
2a23 + a4 (6.1)
Although I expect the IUB line profiles to be dramatically non-Gaussian, a four-
138
parameter SGF will sufficiently identify the intense brightening and broadening of
the profiles without introducing a too large and unconstrained parameter space.
A scatter plot of peak intensity vs. line width for all SGF fits for IRIS data
collected at 11:09 UT on September 25, 2013 is depicted in Figure 6.2 exhibiting the
characteristic groupings seen throughout the observations. The central feature of the
plot is a hat-shaped structure containing a vast majority of the fits. This structure
comprises three distinct components: (1) a roughly 2D, elliptically shaped Gaussian
distribution containing fits to quiescent bright network and plage lines, (2) a long
band of lower intensity fits where peak intensity is anti-correlated with line width,
suggesting these are fits to low-signal data where the Gaussian flattens and broadens
as line intensity decreases, and (3) a spur protruding from the upper-right of the first
structure, depicting fits from active or energetic phenomena including IUBs. The
remaining fits scattered around this primary three-component structure are errant
fits due to noisy data or limitations of fitting algorithm as identified in Figure 6.2.
The goal of this first stage of detection is to determine a set of cuts in the four-
dimensional SGF parameter space that will isolate the spur structure containing the
majority of IUB spectra for all observations, dramatically reducing the number of
1393.8 A˚ line profiles necessary to review manually. First, I remove groups errant
fits as displayed in Figure 6.2. For particularly flat, noisy data, the fitting algorithm
may preferentially apply a fit to the edge of the data window. I remove most of these
fits by identifying those with Doppler shifts exceeding the 5 A˚ width of the data
window. The next cuts depend on the exponential line widths of the fits. First, I
remove all fits below the thermal width of the Si IV 1393.8 A˚ at about 10 km s-1.
These fits are likely influenced by cosmic ray hits that illuminate one or two pixels
on the spectrograph. Next, I remove all fits with exponential widths greater than
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Fig. 6.2: — Scatter plot of peak intensity vs. line width from SGFs of every Si
IV 1393.8 A˚ profile sampled from the IRIS raster starting at 11:09 UT on Sep. 25,
2013. The plot shows the hat-like distribution common to all sampled observations.
Most of the points outside the hat-like structure are either low-signal or erroneous fits
with the exception of the spur emanating from the upper-left of the hat-like structure
which contains a majority of the IUB spectra.
an unreasonable value of 103 km s-1. These are likely fits to particularly flat data,
leading the algorithm to fit an unreasonably broad Gaussian.
With a majority of errant fits removed, I focus my attention to isolating the spur
of broad, high-intensity fits. I perform additional cuts in intensity and exponential
line width for the remaining population of fits. First, I provide a lower bound for
intensity so I can remove the strip of low-signal profiles comprising structure flat,
underlying ”brim” of the hat-like structure. I detrend all line profiles by subtracting
the spectral data by their respective SGFs and taking the standard deviation of the
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remaining result as the noise value for that profile. I find that the anti-correlated
fits residing in the brim tend to exhibit signal-to-noise ratios less than 4. For IRIS,
most of the non-Poissonian noise is read noise, so I can reasonably approximate the
noise value as roughly the same for each profile, allowing me to estimate a constant
lower bound peak intensity associated with a signal-to-noise ratio of 4. With only
the elliptical distribution and the spur remaining in the sample of fits, I make further
cuts to isolate the brightest and widest profiles. This is performed by removing all
points below the median values for peak intensity and exponential line width, which
given the symmetry of the elliptical distribution, should approximately equal the
respective mean values of the distribution in isolation. The remaining fits comprise
the final reduced sample ready for manual inspection.
Manual Inspection of Remaining Sample
The dramatically reduced sample of Si IV 1393.8 A˚ profiles allows for manageable
review by eye. Two criteria were used to disambiguate IUB profiles from those of
other energetic events. First, I looked for signs of significant broadening and/or
splitting of the line profile. This is the weaker of the two criteria since I accepted
any profile with, at minimum, some wing broadening. I did so to make sure not
to eliminate profiles composed of a broad IUB profile and a much brighter, thinner,
central component from an overlapping energetic phenomenon such as a microflare or
loop footpoint brightenings. The second and most important criterion is the presence
of absorption features from Fe II 1392.8 A˚ and/or Ni II 1393.3 A˚ as this is the
primary observational difference between IUBs and EEs. This criterion was strictly
enforced; any profile, regardless of extreme splitting and/or broadening, would not be
considered an IUB without a statistically significant appearance of these absorption
features.
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6.3.2 Statistical Analysis
Occurrence Rate Estimation
Since I can only detect IUBs via the spectrograph, the window for identifying
multiple IUBs at once is considerably restricted. In this case, it’s best to estimate
the upper and lower bounds of the actual occurrence since I cannot identify any IUBs
arising and fading before or after the thin slit passes by.
This lower bound constitutes the observed detection rate via the spectrograph.
Before I do so, I must first define the criteria for observing a distinct IUB. First,
distinct IUBs must be visibly separable, so I will count a continuous brightening as
multiple distinct IUBs only if the number of bright pixels connecting them is less than
half the mean pixel size perpendicular to the vector formed by connecting intensity
centroids on either side of the shared pixels. Second, I check the 1400 A˚ IRIS SJI for
any large brightenings corresponding to IUBs that can cover multiple slit positions
to prevent double counting. For the upper bound, I add any brightenings arising
after the slit passes by or fading out before the slit arrives that are compact and
have ellipticity below 0.75.
Distribution Analysis of Fit Parameters
I analyze sample distributions from two different sources. The first are distribu-
tions of magnetic flux or intensity coincident with detected IUBs in the passbands
of HMI and AIA. Since I identify IUBs via spectra, their locations in the direction
perpendicular to the slit are convolutions of both space and time. To account for this,
I first interpolate the HMI and AIA to the resolution of the IRIS spectroheliograms.
Then I match the location of the IRIS slit for each time step on the HMI and AIA
images nearest in the time domain. I then extract the one-pixel-wide vertical strip
matching the slit position for each corresponding HMI and AIA frame and arrange
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them side-by-side to produce what I term a ”pseudo-spectroheliogram” that matches
the genuine IRIS spectroheliograms in both the space and time domains as displayed
in Figure 6.3. Finally, I extract two samples from each pseudo-spectroheliogram to
form distributions: one of values from pixels coincident to detected IUBs and the
other from the remaining pixel values.
The second source of sample distributions are the SGF parameters. In this case,
determining the values coincident with IUBs is trivial since the SGF parameters were
used to construct the IRIS spectroheliograms and detect the IUBs in the first place,
allowing the productions of parameter maps like this depicted in Figure 6.4. Once
the sample of coincident parameters is constructed, I identify the sample mean and
extract several sub-samples by constructing intervals from some starting point that
moves successively further from the mean through the nearest tail of the distribution,
picking up a greater proportion of extreme values each time. I then determine the
mean Si IV 1393.8 A˚ profile for each of these sub-samples, noting any morphological
changes that arise as the distribution tail begins to dominate.
6.4 Results & Discussion
6.4.1 Evolution of AR 11850
Before analyzing the results of the spectral analysis, I take time to discuss the
short-term evolution of the active region. NOAA named AR 11850 on September 20,
2013 after it rotated onto the eastern limb on the north side of the solar rotational
equator. On this day, AR 11850 had a McIntosh classification (McIntosh 1990) of
A·x·x indicating that only a small group of unipolar pores were present in the active
region. The following day, September 21, the active region was classified as D·a·o,
marking the first appearance of bipolar phenomena in the form of a large leading
sunspot with an irregular and ill-defined penumbra. During the first two days of
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Fig. 6.3: — [Figure rotated 90o counter-clockwise.] Time sequence of the five observa-
tion of AR 11850 used in this study as viewed as (from left to right): spectroheliogram
of total integrated intensity of 1393.8 A˚ from IRIS, and pseudo-spectroheliograms
from HMI BLOS magnetograms, AIA 1700 A˚, and AIA 171 A˚. Red/green contours
mark the locations of detected IUBs.
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Fig. 6.4: — Time sequence of parameter maps for SGFs applied to every Si IV
1393.8 A˚ line profile sampled in this study. The parameters featured are (left) total
integrated intensity of the line profile, (center) exponential line width, and (right)
Doppler shift. There is strong spatial correlation between high-intensity compact
brightenings, broad line widths, and fast Doppler shifts occasionally featuring strong
blueshifts and redshifts adjacent to one another.
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the observing window, September 24-25,AR 11850 evolved to C·s·o, indicating the
formation of a well-defined penumbra in the large leading sunspot. However, the
active region reverted back to D·a·o on 2013 September 26-27, indicating that the
leading spot was no longer stable with a well-defined penumbra. During these last two
days, the rapidly matured active region experienced a period of re-emergence. I can
see this most clearly in the last two rows of Figure 6.3. The AIA 1700 A˚ observation
on September 26 shows the sudden appears of a pore cluster on the trailing end
of the active region. Before this, I see a rapid consolidation of pores into mature
sunspots during the two days prior. I see a similar pattern of emergence-maturation-
reemergence in the AIA 171 A˚ time sequence. During the first two days, I witness the
rapid consolidation of several hot coronal loop footpoints into an organized bipolar
loop structure. However, in the last two days, a cluster of disorganized footpoints
appear coincident to the new pore cluster in AIA 1700 A˚.
HMI BLOS magnetograms also reveal a significant evolution of the underlying
phototspheric magnetic field configuration. Most notably, I find that the photo-
spheric magnetic flux configuration follows a trend of consolidating smaller flux struc-
ture into large-scale bipolar regions of upward and downward flux. At the beginning
of the observation window, HMI BLOS magnetograms depicts a configuration far
from bipolar; at the mid-line between the leading sunspot and the trailing pore com-
plex, I find a field structure mottled with several mixed-polarity regions. I also find
isolated opposite polarity regions far from the mid-line as demonstrated by the ellip-
tical patch of downward flux located at around Solar X = 300 arcsec on the trailing
side of the main upward flux region. By 2013 September 25, I find that most of the
mid-line mixed-polarity patches have consolidated into the primary bipolar upward
and downward flux regions, producing a well-defined inversion line within the active
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region. The next day, I find a resurgence of mixed-polarity regions away from the
inversion line, near the recently emerged pore complex.
Optical and UV images as well as photospheric magnetograms provide a clear
pattern for AR 11850’s evolution from September 24 until September 27. The active
region is still in an emerging phase by the time I begin observing it. It maintains
signatures of emergence for the next 48 hours, after which I find a more mature,
quiescent active region. However, on September 26, I find a localized emergence near
the trailing end of the active region, far from the midway inversion line.
6.4.2 Evolution of Occurrence Rate
A striking result concerns the varying occurrence rate of IUBs throughout the
observation period. The number of IUBs detected in all five observations follows a
clear trend: both upper and lower bound values remain steady during emergence,
drop dramatically once emergence ceases, and then rise once re-emergence begins.
The results for all five observations are presented in Table 6.1. These cursory results
suggest that IUBs preferentially appear during active region emergence; however,
analysis more long-term IRIS data of evolving active is necessary to determine the
statistical significance of this correlation.
6.4.3 Resolved Bidirectional Flows
I observe signatures of bidirectional flows spatially coincident with the appearance
of IUBs as demonstrated by the last column of Figure 6.4. At the sites of some the
larger IUBs I find that the associated Doppler field presents adjacent strong blueshifts
and strong redshifts. These are likely bidirectional outflows that are slightly oblique
from the line-of-sight since I expect the blueshifted component to dominate if the
flows are directly along the line-of-sight. This contradicts an assertion from Peter
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Table 6.1: — IUB Occurrence per 400-step Raster at 3 s Step Cadence
Date/Time Lower Bound Upper Bound
2013-09-24 @ 05:09 UT 20 27
2013-09-25 @ 11:09 UT 22 33
2013-09-26 @ 06:19 UT 17 27
2013-09-26 @ 11:09 UT 8 10
2013-09-27 @ 06:24 UT 21 26
et al. (2014) where three of the four events presented in that work showed only
blueshifted components in their spatially averaged spectra. The authors of that work
argued that this is consistent with radiation from the hot redshifted plasma needing
to travel through a greater column density of cool plasma to reach the observer than
radiation from the blueshifted plasma for oblique flows. However, I argue that this
conclusion from (Peter et al. 2014) was likely an anomaly from their small sample
size and I find that both redshifts and blueshifts can be resolved within the spatial
extent of at least the most intense IUBs.
6.4.4 Correspondence to Underlying Photospheric Magnetic Field Con-
figuration
Overlying IUB locations onto HMI BLOS pseudo-spectroheliograms reveals a
marked trend of where IUBs prefer to appear. A vast majority of IUBs sampled
in this study appear at flux inversion boundaries of photospheric, small-scale, mixed
polarity regions. This also reinforces the result concerning the occurrence since the
consolidation into a mature, bipolar active region requires dissipation of small-scale
mixed-polarity regions consistent with emergence. Despite this, I find no statistically
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significant signs of flux cancellation at the sites of IUBs, likely due to the short du-
ration of each observation and the poor resolution of HMI BLOS magnetograms in
comparison to the typical one arcsecond scale size of an IUB.
The spatial correlation between IUBs and photospheric mixed-polarity regions
may provide insight into the underlying physical mechanism responsible for IUBs.
(Peter et al. 2014) first posited the idea that IUBs originate from reconnection events
deep in the chromopshere. This is an analogy to Ellerman bombs wherein serpen-
tine U-shaped and Ω-shaped field lines reconnect by cinching themselves closed as
demonstrated in Figure 12(a) of Georgoulis et al. (2002). This photospheric mag-
netic field configuration is consistent with that configuration observed during the
emergence and re-emergence of AR 11850, suggesting that IUBs may arise from sim-
ilar reconnection phenomena higher in the chromopshere. However, Sweet-Parker
reconnection rates in the lower to mid chromosphere are predicted to be profoundly
slow, ranging from about 10-4 to 10-5 for typical IUB lengthscales on the order of
∼1 Mm (Ni et al. 2015). But, recent models incorporating the plasmoid instability
into Sweet-Parker reconnection events suggest that chromospheric reconnection rates
that are two to three orders-of-magnitude larger (Ni et al. 2015). This is further sup-
ported by Innes et al. (2015) who observed examples of IUB Si IV 1393.8/1402.8 A˚
line profiles displaying intense central peaks consistent with a hot plasmoid core.
Although magnetic reconnection is accepted as a common phenomena throughout
the solar atmosphere, it’s still reasonable to consider of candidates for the origin of
IUBs. Judge (2015) entertains the idea that IUBs derive from Alfve´nic turblence
above the chromospheric temperature minimum. However, it’s difficult to place this
idea in the context of the mixed-polarity regions observed during the emergence of AR
11850 since Judge (2015) makes no predictions concerning the underlying magnetic
field configuration associated with the Alfve´nic turbulence.
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Another possibility stems from an analogy to Earth’s magnetospheric and iono-
spheric plasma. The small arcs of magnetic field that comprise mixed-polarity regions
bear similarity to the V-shaped magnetic field structures found in models of Earth’s
auroral acceleration region. Furthermore, the spectral signatures of bidirectional
flows observed in IUB line profiles are consistent with opposing electron currents —
one flowing toward the observer due to acceleration from magnetic field-aligned po-
tential differences and the other flowing away from the observer due to magnetic mir-
roring — that form in auroral acceleration regions. However, an auroral acceleration-
like mechanism requires a continuous source of magnetic field-aligned electric fields
which may be difficult to sustain in the chromosphere. Quasi-electrostatic models
such as those discussed by Block & Falthammar (1990) would fail in the lower chro-
mosphere due to small Debye lengths on the order of 10-5 m. However, models incor-
porating time-varying electric fields generated by Alfve´n waves (e.g. Chaston et al.
2007; Mottez 2015) may be applicable the lower chromosphere since photospheric
seismic modes are capable of continuously triggering Alfve´n waves along small-scale
magnetic field arcs.
Finally, there is also a minority of IUBs that occur at the edges of monopolar
areas. Reconnection is still consistent with this observational signature; in this case,
the vertically oriented flux region can collide with the neighboring horizontal field
lines as demonstrated in Figure 12(c) of Georgoulis et al. (2002). However, it is also
possible that there exists a, small unresolved region of opposing flux adjacent to the
monopolar region. Coordinated observations between IRIS and higher-resolution,
ground-based photospheric magnetic field detectors, such as the Crisp Imaging Spec-
tropolarimeter CRISP onboard the Swedish Solar Telescope SST could provide deeper
insight into structure of these regions.
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6.4.5 Distribution Statistics of Coincident HMI/AIA Values and SGF
Parameters
First I consider the sample distributions drawn from the HMI and AIA context
images. Figure 6.5 compares the magnetic flux distribution coincident with IUBs with
the complementary distribution containing all other values. The coincident distribu-
tion displays a substantial over-representation of the strongest flux values regardless
of flux direction, consistent with the results of the earlier subsection. Next, I consider
same distribution comparison for AIA 1700 A˚ show in Figure 6.6 and find a similar
result: over-representation at high AIA 1700 A˚ intensity. Some small-scale, compact
brightenings in UV-continuum passbands such as AIA 1700 A˚ are well known to
closely follow the spatial and temporal evolution of some of the most intense pho-
tospheric EBs (e.g. Vissers et al. 2015). This may be a representation that at least
some IUBs are coincident with EBs as determined by Tian et al. (2016). Finally, I
come to the sample distributions for the primarily coronal passband, AIA 171 A˚, fea-
tured in Figure 6.7. Unlike HMI BLOS and AIA 1700 A˚, the IUB-coincident sample
distribution for AIA 171 A˚ only shows a slight over-representation at high intensity.
This is likely a product of the generally energetic environment at all atmospheric
layers above an active region rather than an association of IUBs with high-intensity
structures in AIA 171 A˚.
Finally, I come to the sample distributions of the SGF parameters used to detect
the IUBs. Figure 6.8 depicts the IUB-coincident sample distribution for peak inten-
sity of the Si IV 1393.8 A˚ and three sub-samples that encroach on the upper tail of
the distribution. As the sub-samples become increasing comprised of high-intensity
components at the tail of the distribution, I begin to notice the peak of the aver-
age Si IV 1393.8 A˚ profile begin to split, likely an indication that the most intense
IUBs also those with a large component of bidirectional flow along the line-of-sight
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of the observer. Next, I take a look at the IUB-incident sample distribution for the
exponential line width seen in Figure 6.9. As the tail of the distribution saturates
the sub-samples, I find two interesting results: (1) the Si IV 1393.8 A˚ line profiles
with broadest exponential line widths exhibit a triple-peak structure on average,
and (2) the Ni II 1393.3 A˚ absorption becomes deeper as the line profiles becomes
broader. The first result may be the signature of fast Petschek reconnection modi-
fied by a plasmoid instability. Innes et al. (2015) predicted through simulation that
similar triple-peaked profiles formed when the bidirectional outflows were oblique to
the observers, exposing the hot plasmoids near rest in the central current sheet and
producing a bright central peak. The second result, however, is far more difficult to
explain and warrants further investigation. Finally, I come across the IUB-incident
sample distribution for the Doppler shift seen in Figure 6.10 which show some of
the more puzzling results of the three SGF parameter distributions. First, there
is an intensity asymmetry with regards to Doppler shift with the most extremely
redshifted fits resulting from more intense Si IV 1393.8 A˚ profiles on average. Fur-
thermore, I find that the Ni II 1393.3 A˚ absorption becomes more prominent in the
most blueshifted profiles. Both results are strange and warrant further investigation
since I expect the redshifted components of bidirectional flows to travel through a
greater column density of cooler plasma along the observers line-of-sight, enhancing
both continuum and line absorption.
6.5 Conclusions
The evolution of AR 11850 over the course of three days suggests a link between
active region emergence and the occurrence of IUBs. Although, constraining the IUB
occurrence rate from wide IRIS spectrograph raster scans proves difficult, the clear
cospatial and cotemporal association between IUBs and the underlying magnetic field
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Fig. 6.5: — (Red) the sample distribution of HMI BLOS flux coincident to detected
IUBs over all five observations, and (black) the sample distribution of the remaining
non-coincident flux. Strong upward and downward fluxes are overrepresented during
IUB events.
153
Fig. 6.6: — (Red) the sample distribution of AIA 1700 A˚ intensity coincident to
detected IUBs over all five observations, and (black) the sample distribution of the
remaining non-coincident flux. The bright 1700 A˚ intensities are overrepresented in
the IUB-coincident distribution, likely due similar compact brightening commonly
found in active regions observed at 1700 A˚.
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Fig. 6.7: — (Red) the sample distribution of AIA 171 A˚ intensity coincident to
detected IUBs over all five observations, and (black) the sample distribution of the
remaining non-coincident flux. There is only a slight overrepresentation of bright
emission from the largely coronal AIA 171 A˚ passband for the IUB-coincident dis-
tribution. This is likely due to the overall energetic environment across all altitudes
above an active region and is likely not an indicator correlation between IUBs and
specific coronal phenomena.
155
is telling of the disorganized, reconnection-susceptible magnetic environments they
inhabit. Further investigation into short-term active region evolution with IRIS can
not only help constrain the IUB occurrence rate, but also characterize the dynamic
properties of the IUBs themselves. This stresses the importance of a large-scale
survey of IUBs in the IRIS data catalog. Even with a total of about 100 minutes
of IRIS spectrograph data, I was able to extract over 13,000 spectra pertaining to
IUBs and produce new and intriguing results. With over three years of IRIS data on
hand, it even seems possible to constrain the energetics and time evolution of IUBs
by means of sampling spectra across abundant narrow active region scans.
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Chapter 7
Concluding Remarks
This dissertation presents three studies of energetic plasma phenomena in the
solar chromosphere and transition region across a wide range of spatial scales. Despite
the diverse subject matter and methodologies found among the three studies, all share
a common goal characterizing phenomena that have the potential to transport energy
from the photosphere to the upper layers of the solar atmosphere. This final Chapter
provides a brief summary of results from each study and proposes several ideas for
future study.
7.1 Summary and Future Work for Chromospheric Plasma
Instabilities
Chapter 4 developed an analytic theory for a two-stream plasma instability similar
to the Farley-Buneman Instability in the quiet-Sun lower chromosphere. I predicted
low thresholds for triggering the instability near the solar temperature minimum
where convective motions from the photosphere could drive the process globally and
continuously.
The analysis leading to this conclusion makes several simplifying assumptions; of
particular concern is the assumption that all ion species are demagnetized. How-
ever, figure 4.2 shows that this is not necessary true for the proton population of
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the chromosphere. Additional analytic theory is necessary to understand how arbi-
trary ion magnetization could influence the trigger thresholds of the instability. In
particular, magnetizing protons would inhibit their mobility across magnetic field
lines, potentially limiting their ability to short out the electric fields that drive the
instability.
Modeling could also serve as an excellent tool for estimating instability thresh-
olds. The work presented in this dissertation represents the instability threshold as
a critical electron drift velocity. Although practical for the purposes of this work,
it’s merely a proxy for the true driver of the instability: the electric fields generated
by the magnetization difference between the ions and electrons. As is typical of the
chromosphere, direct observations of electric field strengths would be extremely dif-
ficult at best. Instead, a fluid or kinetic model could provide reasonable estimates of
electric field strengths in the lower chromosphere to and determine how likely they
are to trigger and maintain the instability. Ideally, such a model should couple 2D
models of convective flows with NLTE model chromopsheres. Furthermore, kinetic
particle-in-cell (PIC) models such as those presented in (Oppenheim & Dimant 2013)
could also help predict how efficiently the instability could heat the chromosphere.
The work presented in Chapter 4 strictly occupies the realm of theory; however,
to avoid being mere speculation, it must produce observable, falsifiable predictions.
The limiting factor in this case is the chromospheric plasma environment which per-
mits few opportunities for direct observation. However, recent studies have shown
that the Mg II h/k 2799 A˚ triplet observed by IRIS may act as a diagnostic for
heating in the lower chromosphere (Pereira et al. 2015; de la Cruz Rodr´ıguez et al.
2016; Hong et al. 2017). The Mg II h/k triplet lines are absorption features under
quiescent conditions but they invert into emission features during events commonly
associated with lower atmospheric heating such as EBs. Modeling the behavior of
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the Mg II h/k triplet under conditions consistent with the instability described in
Chapter 4 could finally provide the predictive capability it is sorely missing. Fur-
thermore, these predictions could be tested by coordinated IRIS NUV observations
with high-resolution photospheric imaging in the TiO 7057 A˚ band of the New So-
lar Telescope (NST) at Big Bear Solar Observatory (BBSO) by identifying strong
convective upflows coincident with strong Mg II h/k triplet inversions.
7.2 Summary and Future Work for Sunspot Waves
Chapter 5 presented an investigation of oscillatory phenomena in sunspots ob-
served in IRIS slit-jaw images. In this study, I concluded that two oscillatory phe-
nomena, umbral flashes and running waves, are signatures of the same phenomena
observed at different altitude. They are likely slow magnetoacoustic modes that
travel along vertically oriented magnetic field lines that become more inclined from
the sunspot center. This discovery has ramifications for transporting seismic energy
from the photosphere into the transition region and corona.
Despite the striking results, this study does have its limitations. For example,
the study only includes one observation of a single sunspot near disk center. The
conclusions rely heavily on geometric arguments specific to the observer’s line-of-
sight, and it’s unclear whether observing the same sunspot at a different location on
the solar disk will produce consistent results. Recent IRIS campaigns tracking active
regions from limb-to-limb could be indispensable for testing any potential viewing
angle biases associated with this study. However, many of these campaigns use low-
cadence, wide-FOV raster scans instead of high-cadence sit-and-stare observations
which severely limits the effectiveness of the global wavelet analysis performed in
Chapter 5. So far, two suitable observing campaigns have been discovered in the
IRIS data catalog. Preliminary results using these data sets suggest that viewing
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angle does not bias measurements of wave periodicity (Sager et al. 2016). However,
tests for viewing angle biases still need to be performed for measurements of apparent
phase velocities and time lag between cospatial appearances of running waves and
umbral flashes.
The shock nature of running waves and umbral flashes begs the question of how
well these waves could locally heat the transition region or corona. A first step in
investigating this would involve scouring imaging data from SDO/AIA for oscillatory
signatures coincident with IRIS observations of running waves or umbral flashes.
On the disk, these oscillations will likely appear as they do in IRIS SJI 1400 A˚
assuming enough signal exists to reveal the subtle background enhancements that
typify running waves. However, AIA limb observations might be far more fruitful
in finding extensions of running waves in the transition region or corona. Running
waves are best observed when the sunspot umbra is bright in IRIS SJI 1400 A˚ which
is typically an indication that the sunspot acts as the footpoint for a hot coronal
loop. So, looking for signatures of shocks traveling along off-limb coronal loops in
AIA 171 A˚ could be a sign of running waves bleeding into the corona. However,
pushing this investigation further to determine how well these shocks could locally
heat the corona may not be possible yet be possible since, as of the writing of this
dissertation, there does not exist a high-resolution EUV spectrograph dedicated to
solar observation. However, that role is likely to be filled by the Spectral Imaging of
the Coronal Environment (SPICE) instrument (Hassler 2012) expected to launch on
the planned Solar Orbiter mission.
7.3 Summary and Future Work for UV Bursts
Chapter 6 detailed a study of small-scale brightenings in active regions known as
IRIS UV Bursts. The investigation developed an efficient method for detecting IUBs
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and found that they tend to appear in an active region’s emergence phase where they
are spatially correlated with photospheric mixed-polarity regions seen in HMI BLOS
magnetograms. Distribution statistics of coincident HMI BLOS magnetic flux sup-
ports this conclusion while the same analysis of coincident AIA emission shows that
IUBs correlate with similar compact chromospheric brightenings in 1700 A˚ but have
little correlation with coronal structures seen in 171 A˚. Furthermore, distribution
statistics of single-Gaussian fit parameters determined from Si IV 1393.8 A˚ line pro-
files suggests strange trends in line morphology that require further investigation to
explain. For example, I find that broader Si 1393.8 A˚ line profiles exhibit deeper Ni II
1393.3 A˚ absorption, and line profiles with strong redshifts exhibit higher integrated
intensities but weaker N II 1393.3 A˚ absorption than their blueshifted counterparts.
As mentioned in Chapter 6, a top priority in the continuing investigation of IUBs
is a large-scale survey of the IRIS data catalog. The purpose of the survey would be
two-fold: (1) to better characterize the observational properties of IUBs and (2) to
constrain the energy content of IUBs. The first goal is made possible by analyzing
densely sampled, wide-FOV raster scans of active regions similar to the raster scans
used in Chapter 6. These types of observations ensure a large sampling of IUBs but
at the price of having no time-dependent data of any individual IUB. This allows for
statistical analyses of static observables such as location, size, shape, and occurrence
rate. These properties can then be correlated with spectral properties to better
classify distinct groups of IUBs.
The second goal is possible by sampling high-cadence sit-and-stare or narrow-
FOV raster data. These observations samples far fewer IUBs but can provide crucial
data concerning the time-evolution of IUBs. This enables an investigation into the
energetic properties of IUBs. For example, identifying the peak intensity of each IUB
from both the SJI and spectrograph and making reasonable estimates about the their
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formation densities via O IV/Si IV diagnostics allow for the construction of power
distribution. Also, lightcurves constructed from time-dependent SJI emission data
can provide insight into the underlying physical mechanisms responsible for IUB.
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