We consider the dynamics of a thin liquid film in the attractive substrate potential and under the action of a longitudinal or a tilted vibration. Using a multiscale technique we split the film motion into the oscillatory and the averaged parts. The frequency of the vibration is assumed high enough for the inertial effects to become essential for the oscillatory motion. Applying the lubrication approximation for the averaged motion we obtain the amplitude equation, which includes contributions from gravity, van der Waals attraction, surface tension, and the vibration. We show that the longitudinal vibration leads to destabilization of the initially planar film. Stable solutions corresponding to the deflected free surface are possible in this case. Linear analysis in the case of tilted vibration shows that either stabilization or destabilization are possible. Stabilization of the dewetting film by mechanical action (i.e., the vibration) was first reported by us in PRE 77, 036320 (2008). This effect may be important for applications.
I. INTRODUCTION
Dynamics of thin liquid films was extensively studied during the last decade both experimentally and theoretically. The importance of such studies is emphasized by the needs of modern nano and microfluidic technologies, which commonly employ films in the 100 − 1000Å thickness range. Reviews focusing on different subfields of research include Refs. [1, 2, 3] , as well as twelve reviews focusing on wetting in the recent volume [Annu. Rev.
Mater. Res. 38, (2008)].
It is well-known that very thin liquid films tend to dewet from the substrate (rupture). The primary cause for dewetting is the attractive van der Waals interaction of the film and the substrate. Loss of stability and rupture of liquid sheets is often undesirable and may lead to a technological or manufacturing process failure. Thus understanding dewetting and finding means to control it are the important and challenging problems.
One of the frequently used methods for controlling the fluid flow on small-to-large spatial scales is the application of the high frequency vibration [4, 5, 6] . Several phenomena may emerge when such vibration is applied, such as the oscillatory (pulsatile) fluid motion (Faraday instability) and the time-averaged fluid motion. Analyses of the pulsatile motion of the liquid layer and thin drops are carried out in Refs. [6, 7, 8] for the transversal vibration and in Refs. [6, 9, 10] for the longitudinal one.
The standard high-frequency approximation is based upon the assumption of the vibration frequency so large, that the viscosity is important only in a thin boundary layer near the rigid wall [4, 5] . This approximation works well for macroscopic films [6, 11, 12] , but it fails for the thin films. Nonetheless, we have recently demonstrated [13] that a hierarchy of typical times allows for the averaged description in a thin film system. Instead of using the standard high-frequency approximation, we assume that the vibration period 2π/ω is (i) of the order of the characteristic time of the transversal transfer of the momentum,Ĥ 2 0 /ν, and (ii) is small compared to the typical "horizontal time", L 2 /ν. (HereĤ 0 is the mean film thickness, ν is the kinematic viscosity, and L is the typical horizontal scale. L ≫ H for the thin film.)
Reference [13] develops the averaged description for the case of the vertical vibration of the substrate. We show that the influence of the vibration is finite if the amplitude is large in comparison withĤ 0 . In this case the vibration is the efficient way to stabilize the film against the van der Waals rupture. In this paper the approach of Ref. [13] is extended to a longitudinal and a tilted vibration.
The paper is organized as follows. In Sec. II the problem is formulated: the governing equations and the dimensionless parameters are introduced for the case of the longitudinal vibration. Also in this section, using the separation of the time scales, we split the nonlinear boundary value problem for the fluid flow into two coupled boundary value problems for the pulsatile and for the averaged flows. The pulsatile flow is analyzed in Sec. III. The averaged amplitude equation for the film height is obtained in Sec. IV using the solution of the pulsatile flow. The linear stability problem for the amplitude equation, the weakly nonlinear analysis and the numerical results on film dynamics are presented in Sec. V. Stability of the pulsatile flow is demonstrated in Section VI. This stability translates into a stability of the averaged flow and thus the averaged amplitude equation is validated. In Sec. VII the analysis of the previous sections is generalized to the case of a tilted vibration. The conclusions are presented in Sec. VIII. 
II. FORMULATION OF THE PROBLEM
We consider a three-dimensional (3D) thin liquid film of the unperturbed heightĤ 0 on a planar, horizontal substrate. The Cartesian reference frame is chosen such that the x and y axes are in the substrate plane and the z axis is normal to the substrate (Fig. 1) .
The substrate is subjected to the longitudinal harmonic vibration of the amplitudeb and the frequency ω. We assume that the system is not confined in the horizontal directions or the vertical boundaries are motionless. Thus the substrate motion induces the fluid motion due to viscosity and sloshing modes are not excited.
We assume the film height sufficiently small, so that the intermolecular interaction becomes important. In this paper, as in the preceding paper [13] we consider the van der Waals attractive potential. Generalization to other models of wetting interactions is straightforward. Using same scalings as in Ref. [13] [i.e., the units for the time, the length, the velocity and the pressure areĤ
2 , respectively; ν is the kinematic viscosity and ρ is the density of the liquid] we begin with the following dimensionless boundary-value problem:
Here, v = (u, w) is the fluid velocity (where u is velocity in the substrate plane and w is the component normal to the substrate), p is the pressure in the liquid, T is the viscous stress tensor, h is the dimensionless height of the film, e x,z are the unit vectors directed along the x and z axes, respectively, n = (e z − ∇h) / 1 + (∇h) 2 is the normal unit vector to the free surface, K = ∇ · n is the mean curvature of the free surface, φ = −A/h 3 [where
is the capillary number (where σ is the surface tension), G 0 = g 0Ĥ 3 0 /ν 2 is the Galileo number, B =b/Ĥ 0 is the non-dimensional amplitude, and Ω = ωĤ 2 0 /ν is the non-dimensional frequency.
We consider the nonlinear evolution of the large-scale perturbations. Proceeding exactly as in Ref. [13] , we first introduce a small parameter ǫ, which is of the order of the ratio of the mean heightĤ 0 to the perturbation wavelength, i.e. ǫ ≪ 1 for long waves. Next, we introduce conventional stretched coordinates and the time
assume large capillary number Ca = Cǫ −2 , and then separate the pulsations depending on the "fast" time τ ≡ Ωt and the averaged variables which depend on the "slow" time T . The detailed analysis of this procedure is presented in [13] ; it results in
where all fields are O(1) quantities. The pulsations (averaged variables) are marked by tildes (overbars). Substitution of Eqs. (3) in Eqs. (1) and (2) gives two sets of equations and boundary conditions for the pulsational and the averaged parts of the velocity, pressure and height.
(i) For the pulsations:
Hereafter ∇ ≡ (∂ X , ∂ Y , 0) is a two-dimensional projection of the gradient operator onto the X − Y plane.
(ii) For the averaged parts:
In the set (5) the angular brackets denote averaging with respect to the fast time τ . The boundary conditions at the free surface have been shifted at the mean position h. Moreover, we neglect all terms of order ǫ as they are unimportant for the further analysis. Note that the boundary value problem governing the oscillatory motion, Eqs. (4) is linear despite the finite intensity of the oscillatory motion, see Eq. (3a). Also it can be seen that the set (4) is decoupled from the set (5) and thus the solution of the former set can be immediately found. It is worth noting that B = O(1) (in contrast to Ref. [13] , where the amplitude of the vibration has to be large in order to provide a finite intensity of the longitudinal motion.) Here we assume stability of the pulsatile motion (see Sec. VI for the proof) and determine the solution of Eqs. (4) . We seek the solution in the form
Substitution of this ansatz in Eqs. (4) gives the set of equations and boundary conditions governing the amplitudes of the pulsations:
where α 2 = −iΩ. The solution of the boundary value problem (7) is:
Note that the amplitudes K, I, and H, generally speaking, depend on Y viah, but only the X-component of ∇h is important for the pulsatile motion. Figure 2 shows I r and I i for various values of Ω. (Hence and henceforth we use subscripts "r" and "i" to denote the real and the imaginary parts, respectively.) Figure 3 presents I m = |I (Z = H) | at the mean positionh. Plotting these figures we use the local frequencyΩ ≡ Ωh 2 , which is determined through the local thickness of the layer. It is obvious that I m rapidly decays with increase of the vibration frequency. Note that I 2 mh X is the amplitude of the surface deviation, |H| (where, of course,h X is not apriori known). 
B. Limiting cases of oscillatory motion
Case Ω ≫ 1. At large Ω the solution of the pulsatile motion, Eq. (8), is small beyond the Stokes boundary layer adjacent to the substrate. Indeed, taking an obvious relation 2 cos α ≈ exp(iα) = exp α * into account (the asterisk denotes the complex conjugation; here we assume that α r > 0), one immediately arrives at
As Eq. (10) does not satisfy the no-slip condition, near the substrate this asymptotic formula has to be rewritten. Expanding 1 − cos αZ in a power series at small αZ in Eq. (8b), we obtain
Of course, Eqs. (10) and (11) do not match, since they are the opposite cases ( √ ΩZ ≫ 1 and √ ΩZ ≪ 1, respectively) of the high-frequency approximation, Ω ≫ 1, for Eq. (8b).
Since only the exponentially small terms are neglected in Eqs. (9),(10) these asymptotic expressions can be extended even to moderate Ω with high accuracy. For instance, the line 4 in Fig. 2 is indistinguishable from the curve corresponding to Eq. (9a) at Ω = 100 (|α| = 10).
Case Ω ≪ 1. In the limit of small frequency the solution of the pulsatile problem, Eqs. (8) reads:
Terms up to Ω 2 are held in the expansion of the general case solution, Eqs. (8) . This accuracy is needed to provide the averaged effects at low frequency. The expression for I, Eq. (12a), explains the coincidence of the line 1 in Fig. 2 (b) with the line I i = −1. Indeed, the difference between these line is proportional to Ω 2 ∼ 10 −2 , which cannot be seen on the scale of the figure. On the contrary, the real part [see Fig. 2(a) ] is proportional to Ω and the corresponding variations are sufficient.
Case Ω arbitrary andh = const. In this limit it is clear from Eqs. (8b) that the oscillatory flow is onedimensional (1D) and there are no oscillations of the surface height. Thus in this case the flow is the oscillatory Couette flow generated by the vibration of the substrate in a layer with the free surface. Moreover, this flow differs from the well-known oscillatory Poiseuille flow:
only in an additive constant. It is also important to note that Eqs. (9) describe the conventional "Stokes layer", i.e. the 1D flow forced by a high-frequency oscillation of the rigid plane in a semiinfinite space.
IV. AVERAGED MOTION

A. Analysis of the general case
Using Eqs. (6), the problem for averaged fields, Eqs. (5), can be rewritten as follows (hereafter the overbars are omitted):
The evolutionary equation for h [the first equation in Eqs. (14d)] can be rewritten in the form
Analytical integration of this set of equations is performed in Appendix A. It results in the following non- linear equation for h:
This equation is the central equation of the paper. The first three terms at the right-hand side are the conventional terms resulting from van der Waals attraction, capillarity and gravity. The term proportional to B
2 Ω 2 is the new term resulting from the longitudinal vibration of the substrate.
The dependence of Q 1 is given in Fig. 4 . Note that Q 1 > 0 except for the narrow interval 5.268 < γ < 8.507. There is also an infinite set of such intervals (the second one is at 11.69 < γ < 14.85), but the corresponding absolute values of Q 1 are very small.
It is clear that the longitudinal vibration along the X axis assigns the preferential direction (X) in X −Y plane. Thus the O(2) group of symmetry, which is characteristic for the amplitude equations governing the thin films dynamics, is broken for Eqs. (16) . However, the derived amplitude equation is still invariant under the transformation X → −X. We first notice that the averaged effects vanish in the limiting case of high frequency, Ω ≫ 1. With exponentially small error, the oscillatory velocity given by Eqs. (9) and (10) is 1D and uniform along the X axis. Indeed, the only reason for the variations of the flow velocity stems from the variation of the film height h, and thus this nonuniformity is exponentially small. As all known mechanisms are based on the existence of a gradient of the kinetic energy for the pulsations [5] , it is clear that the uniform oscillatory flux is unable to produce the averaged flow. Therefore, an averaged flow cannot be produced neither in the boundary layer nor in the core region. This conclusion agrees well with the asymptotics of Q 1 at large γ:
Thus the only relevant limiting case is the case of lowfrequency, Ω ≪ 1. Integration of the boundary-value problem for Eq. (14b) results in the following solution (see Appendix A for details):
Then the following equation for the film height is obtained:
which agrees with the expansion of
It is seen in Eq. (18) that at Ω ≪ 1 the vibration impact is determined by the squared amplitude of the pulsatile acceleration. This conclusion is expected in view of the similar result for the vertical vibration.
V. FILM DYNAMICS A. Linear stability analysis
It is convenient to rescale the amplitude equation (16a) using X = C/3AX, Y = C/3AỸ , and
Seeking the solution of Eq. (19) in the form h = 1 + ξ, where ξ is a small perturbation, one obtains:
Here γ 0 ≡ γ/h = √ 2Ω. For the normal perturbation ξ proportional to exp ik XX + ik YỸ −λT the decay rateλ is: 
Since Q 1 is positive except for the narrow intervals of γ (see Fig. 4 ), longitudinal vibration destabilizes the film beyond these intervals [see It is obvious thatk 0 :
solves an algebraic equationλ = 0. Fork <k 0 an instability takes place.
B. Weakly-nonlinear analysis of 2D systems
Since only the monotonic instability is present, as the analysis in Sec. V A confirms, we need to analyze branching of stationary solutions. Based upon the results of Sec. V A, we consider only the 2D system, i.e. h = h(X) for the stationary solution. Analyzing the periodic solutions of a given wavenumberk, we keep in mind that the obtained results are appropriate for the confined systems of the lengthL ≡ π/k. Indeed, due to symmetry the boundary conditions hX = 0 are imposed atX = 0,L for the periodic solution of given wavenumberk. The same boundary conditions should be set at the impermeable boundariesX = 0,L for the confined system. In this case the spectrum of the wavenumbers for the perturbations is discrete and bounded from below:k (n) ≥k (0) ≡k, wherek (n) is the nth eigen wavenumber corresponding to (n + 1)/2 wavelength confined into the horizontal length of the system. Thus fork >k 0 the longwave instability does not occur. Moreover, as it is shown below, even for k <k 0 the growth of perturbations does not necessarily lead to a rupture in a confined system.
In the stationary case Eq. (19) can be integrated once. Due to symmetry, the integration constant is set equal to zero. Thus we obtaiñ
Here the primes denote the derivatives with respect to ζ ≡kX, i.e. the solution is assumed to be 2π-periodic in ζ.
To study the weakly nonlinear behavior of the perturbation, we expand the surface deflection h and the wavenumberk in powers of small δ:
Substituting these expansions in Eq. (24) we collect the terms of equal order in δ. The first-order equation iŝ
Its solution has the form:
whereask 0 is given by Eq. (23).
The second order equation iŝ
where
The solution of Eq. (28) is
The third-order equation is:
where The solvability condition of this equation couples the correctionk 2 and the amplitude of the surface deviation as follows:
If the term in the bracket is positive, thenk 2 > 0 and the subcritical bifurcation takes place. It is obvious that the branching solution is unstable in this case. Otherwise, the supercritical bifurcation occurs and the stable stationary solution corresponding to the deflected surface emerges. The curve separating these two regions in the plane (Ṽ , Ω) is shown in Fig. 6 . It can be readily seen that the supercritical excitation exists only at the large enough values ofṼ , when the destabilization effects are well pronounced. Nevertheless, this phenomenon is quite interesting and unexpected and requires an additional analysis.
C. Stationary periodic solutions
To study stationary periodic solutions of a finite amplitude we integrate Eq. (24) with the boundary conditions:
and the mass conservation condition:
(Recall that for the equivalent confined system only half of the period should be taken, i.e. ζ < π.) This boundary value problem was solved by the shooting method. The In Fig. 7 the value ofk 0 is marked for Ω = 1 (solid line). For smallerk instability of the flat surface gives rise to a rupture. The stationary solution exists only for k >k 0 , i.e. all the curves in Fig. 7 represent unstable subcritical solutions. The lower branches of the amplitude curves in Fig. 7 can be thought of as the boundaries of the domains of attraction for the equilibrium state (h = 1) in the framework of the evolutionary problem, Eq. (19) (or the similar equation with ζ =kX being introduced). An initial distortion of the surface h 0 (ζ) with the trough deeper than h m necessarily leads to rupture, while an initial distortion with h 0 (ζ) > h m for any ζ, 0 < ζ < 2π decays with time resulting in the equilibrium state at T → ∞ (see arrows in Fig. 7 ). Of course, this interpretation is not exact, as the whole variety of the initial states h 0 (ζ) is characterized by the only value, h m . Therefore, the domain of attraction has to be confined by a band of finite thickness. However, due to the fast growth of the attracting van der Waals potential with the decrease of h, h m is a perfect characteristic for the domain of attraction and the band thickness is rather small. Our numerical tests based on the finite-difference computation of Eq. (19) support this conclusion.
For larger values ofṼ the stable distorted surface is found within some interval,k c <k <k 0 , see the dashed and the dotted curves in Fig. 8(a) and a schematic plot in Fig. 8(b) . In the latter figure domains of attraction and stability properties of the obtained solutions are also demonstrated. Again, the lower branch h m (k) of the unstable solution can be thought of as the boundary of the domain of attraction: the rupture occurs for initial distortions with min h 0 (ζ) < h m ; in the opposite case the initial perturbation decays and the stable branch is achieved (either the stable branch of solution fork <k 0 or h = 1 fork >k 0 ). To the best of our knowledge, this problem provides the first example where a nonplanar free surface is stable in the presence of the attracting van der Waals potential.
The interval of existence of a stable solution is quite small and fork =k c a saddle-node bifurcation takes place, see Fig. 8 curve in Fig. 8(a) is presented in Fig. 9 . For the smaller value of the wavenumber,k = 2.56, bistability takes place, i.e. there are two stationary shapes, the stable and unstable one (with the smaller and larger surface deformation, respectively). The bifurcation linesk 0 (Ω) andk c (Ω) are shown in Fig. 10 . The stable states with the deformed free surface exist between the corresponding solid and dashed lines. The direct pitchfork bifurcation takes place within this interval of Ω. Otherwise, the branching is subcritical.
It should be noted thatk c >k 
VI. STABILITY OF THE TIME-PERIODIC MOTION (PULSATILE FLOW)
A. Reduction of the stability problem
The finite intensity of the time-periodic solution, Eqs. (3), (6) , and (8), raises question of the solution stability. In order to show stability or instability, we return to the unscaled Eqs. (1) and (2) and represent the velocity, the pressure and the surface deflection in the form v =Ũ + ǫW e z + V, p =p + P, h =h + ǫh + Υ. (33) (Within this section we restore the bar for the averaged film height,h.) Here in accordance with Eqs. (3) the dominant parts of the unperturbed velocity are the pulsatile one, while for the pressure field and the layer height the averaged parts dominate over the oscillatory ones. Next, we linearize Eqs. (1) and (2) with respect to the small perturbations V, P and Υ, assuming 2D perturbation V = (U, 0, W ). (We will show that such perturbations are critical in the sense that they occur prior to the onset of 3D instability.) Thus we arrive at the following boundary value problem:
Here we set
according to Eq. (6). Besides, we have neglected all terms of order ǫ, for exampleW andh. Thus with accuracy O(ǫ) the base flow can be thought of as 1D flow.
Components of the viscous stress tensor are linearized as follows near the unperturbed surface, z =h(X, T ):
where T 1 is calculated over U and W , T 0 is the viscous stress tensor of the base flow [i.e. T 0xx = 2U 0x , T 0xz = U 0z , T 0zz = O(ǫ)], n 0 and n 1 (t 0 and t 1 ) are the normal (tangential) vector for the unperturbed free surface z =h and the correction due to its perturbation Υ, respectively:
Finally, for the curvature we obtain:
It is clear that the x-derivatives of the base state variables are O(ǫ) quantities and thus they can be omitted from the leading-order analysis. Indeed, the base state depends on x only via the slow coordinate X, whereas the characteristic wavelength of perturbations is O(1). For example, U 0x = ǫU 0X . Also, for the same reason the derivatives with respect to the slow time T are omitted. This procedure is equivalent to the methods of frozen coefficients: neglecting ǫ-terms above we assume that the base flow is 1D and locally x-independent. Moreover, the free surface is almost horizontal: according to Eqs. (38) one obtains n 0 = e z and t 0 = e x , which significantly simplifies the formulas. As a result, the stability problem for the pulsatile motion reads:
The primes denote the z-derivatives of U 0 . Equation (14a) is taken into account to calculatep z entering Eq. (34e). Recall that C = ǫ 2 Ca. Large factor ǫ −2 in normal stress balance [the first relation from Eqs. (42e)] results in Υ = 0, i.e. the surface is locally undeformable. This, in turn, means that the boundary value problem (42) is the stability problem for 1D flow, periodic in time. This problem, the so-called time-dependent Orr-Sommerfeld problem, is analyzed in Secs. VI B and VI C.
B. Orr-Sommerfeld problem for the pulsatile flow
It is well-known [14] that 2D perturbations are critical for either stationary or time-dependent Orr-Sommerfeld problem. This proves neglecting the y-component of V and allows to introduce in Eqs. (42) a streamfunction ψ. Setting Υ = 0, U = −ψ z , W = ψ x and separating the x-coordinate by means of ψ(x, z, t) = ψ(z, t) exp (ikx) we arrive at
It is convenient to rescale the vertical coordinate and the time in such a way thath = 1. Keeping the same notations for the rescaled variables we obtain:
We again use the local oscillation frequency (cf. Sec. III)
the Reynolds number R is introduced as follows
First, we show that any constant value C 0 can be added to the amplitude of the velocity oscillations I 0 (z). It can be readily seen that Eqs. (44) are invariant under transformation
Becauseψ is transformed by the periodical in time factor, stability properties do not change under this transformation. In particular, setting C 0 = i we reduce I 0 to the velocity profile of the oscillatory Poiseuille flow, Eq. (13), or
in terms of rescaled coordinate. Thus, the stability problem for the pulsatile flow is reduced to the Orr-Sommerfeld problem (44) for the oscillatory Poiseuille flow. In spite of the detailed studies of the modulated Poiseuille flow [15, 16, 17, 18] , there have been no papers that deal with the particular case of the zero mean value of the pressure gradient.
Intuitively, the flow in a finite layer is more stable than the flow in a semi-infinite space, i.e. the Stokes layer, which is known to be stable [17] . Nevertheless, we give some results on the stability of the flow in Sec. VI C, which confirm the above guess.
C. Stability problem for the oscillatory Poiseuille flow
To solve the linear stability problem (44) for the timedependent flow, we apply the following method. First, due to Floquet theorem the amplitude of streamfunction ψ can be represented in the form:
HereΨ(z, t) is the periodic function of time with the period 2π/Ω, which thus can be expanded in a Fourier series as follows:
Substituting this ansatz into Eqs. (44), we arrive at the chain of coupled boundary value problems for the Fourier component, Ψ n (z). Truncation of the series by replacing the upper and lower limits of summation with N (−N ), respectively, leads to the set of 4(2N + 1) ordinary differential equations. This set has been solved by the shooting method. We followed several lower branches of the spectrum; well-pronounced stabilization of the flow with increase of R was found for all the branches. The example of the computations is presented in Fig. 11 , where the three lower branches of the Floquet exponent Λ are shown. The curves are obtained with N = 10; the changes caused by larger N cannot be seen on the scale of the figure. Therefore, the oscillatory Poiseuille flow is shown to be stable even for finite values ofΩ.
VII. VIBRATION ALONG THE NEAR-VERTICAL AXIS
A. General notes and the analysis of the pulsatile motion
In this section we briefly generalize the previous analysis (Secs. III-V and Ref. [13] ) to the case of the vibration along the axis that is tilted at a certain angle β to the substrate (see Fig. 12 ). It is obvious that at the finite values of β the normal component of the acceleration is unimportant. Indeed, it is shown in Ref. [13] that the impact of vertical vibration is finite only at large amplitudes: B = O ǫ −1 , while the horizontal vibration becomes essential even at finite B. Therefore, the longitudinal component of the vibration velocity is determinative. The only case where the effect of the normal acceleration can compete with the one due to longitudinal motion is the large-amplitude almost vertical vibration, i.e. β → 0. This case is important for applications because in experiments it is difficult to ensure the absolutely vertical axis of the oscillatory motion -the horizontal components of accelerations occur inevitably.
Thus we assume β small, i.e. cos β ≈ 1 and the near vertical motion of the substrate according to the law z = z 0 − B cos τ (in the laboratory reference frame). The fluid motion in the reference frame moving vertically with the substrate is governed by the Eqs. (1) and (2); the replacements are (i) the gravity modulation:
and (ii) the longitudinal velocity is now βBΩ sin Ωte x in Eq. (2a).
Assuming large vibration frequency B we introduce the rescaled amplitude of the vibration b ≡ ǫ −1 B and the rescaled angle of the vibration µ ≡ ǫ −1 β. Thus the amplitude of the longitudinal motion of the substrate is µb and the limiting case µ = 0 corresponds to the transversal vibration, i.e. the results of Ref. [13] are reproduced. For the longitudinal vibration it is necessary to set |µ| ≫ 1, b ≪ 1, while keeping the product, B = µb, finite in order to obtain the corresponding formulas from Secs. III-V.
Representing all fields as the sums of the pulsatile and averaged parts according to Eqs. (3) we arrive at the following equations for the pulsations:
Here m ≡ µe x . The averaged motion is described by Eqs. (5) .
Representing the solution of the boundary value problem (50) in the form
[cf. Eqs. (20) in [13] and Eqs. (6)] and solving the equations for the amplitudes q, I, K, and H we obtain (hereafter the bar overh is omitted again):
where M ≡ ∇h + m and Generally speaking the solution (52) remains valid even for the complex-valued µ and m. This permits to consider the vertical and horizontal vibration to be out-ofphase, but leads to the cumbersome equation for the averaged fields. Thus, hereafter we assume real m.
B. Amplitude equation and limiting cases
Solving the averaged problem using the procedure similar to the one in Appendix A, we arrive at the amplitude equation for the averaged height:
Here Π 0 and Q 1 are given by Eqs. (16b) and (16c), respectively, The variation of the coefficients Q 21 , Q 22 , and Q 3 with γ is shown in Fig. 13 , whereas f r can be found in Fig. 6(a) of Ref. [13] .
For 2D case, when h depends on X and T only, the amplitude equation reduces to
Here Q 2 ≡ Q 21 + Q 22 , cf. Eq. (31b) in Ref. [13] . Equations (54) coincide with Eq. (16) at |µ| ≫ 1, µb = B (the longitudinal vibration). Equations (59) for µ = 0 (the vertical vibration) coincide with Eqs. (30) in Ref. [13] , but the corresponding 3D analogue reads
M must be replaced with ∇h in the definition of Π, Eq. (54d). It is clear that Q differs from the one defined by Eq. (43c) in Ref. [13] . This contradiction is caused by the calculation mistake in Ref. [13] . It is clearly seen that the amplitude equation (54) contains several cross terms, which are linear with respect to µ and proportional to the first derivative of h with respect to X. These terms remove the degeneracy with respect to the replacement X → −X. Only the invariance under the simultaneous transformation X → −X and µ → −µ holds. Thus the presence of the vertical vibration makes different the motion along the positive and negative directions of the X axis. Indeed, the X-component of the oscillatory velocity is in-phase with the vertical component, whereas the projection of the pulsatile velocity on a sequence of narrow intervals of the vibration frequency, where stabilization occurs in the two-dimensional problem. However, the frequency must be very high (at least 300 MHz for a water layer of the thickness 1000Å).
Another effect of the longitudinal vibration is the emergence of the supercritical branching at the sufficiently high intensity of the vibration. In this case the deformed free surface becomes stable, i.e. the instability of the flat surface does not necessarily lead to a rupture.
For the tilted vibration the longitudinal (destabilizing) component of the pulsatile velocity is shown to be dominant. The only case, where the competition of the vertical and the horizontal vibration occurs, is the almost vertical vibration of large amplitude. For this case the averaging procedure is carried out and the corresponding amplitude equation is obtained. This analysis allows to correct the three-dimensional generalization of the amplitude equation for the vertical vibration [13] .
Linear stability analysis in the framework of the amplitude equation indicates that both destabilization and stabilization of the flat surface are possible in the case of tilted vibration. Stabilization takes place only in the confined systems, when the spectrum of perturbations is discrete and bounded from below.
Besides, the small perturbations are oscillatory, i.e. the drag takes place for the tilted vibration. This property can be very important for many microfluidic applications since some admixtures can be transported in the same manner as the perturbations. The solution of the averaged boundary value problem, Eqs. (14) , is sought in the form:
where Π 0 is given by Eq. (16b),
is the "conventional" part of the longitudinal velocity, and its "vibrational" part is determined by the boundary value problem
It can be readily shown that Here we only briefly analyze the stability of the pulsatile flow (52) as this analysis is quite similar to one given in Sec. VII of Ref. [13] and Sec. VI of the present paper.
In order to study the behavior of short-wavelength perturbations, we again return to the unscaled system of equations (1) and (2) Repeating the same procedure of the method of frozen coefficients, we arrive at the following set of equations governing the small-amplitude perturbations: 
Here the primes denote the z-derivatives and the base oscillatory velocity is
This boundary value problem is a straightforward 3D extension of Eqs. (42), with two exceptions. Firstly, there is an additional term at the right-hand side of Eq. (B2e), which comes from −p z Υ. Secondly, the base oscillatory velocity is 2D.
As it is shown in Ref. [13] [see Eqs. (52) there], the presence of the two asymptotically large terms in Eq. (B2e) allows to split the stability problem into two different problems: (i) the Faraday instability and (ii) the instability of the oscillatory flow with the undeformable free surface.
