Abstract. In this paper we show the existence of stable nonconstant equilibrium (patterns) for reaction-diffusion equations with nonlinear boundary conditions on small domains connected by thin channels. We prove the convergence of eigenvalues and eigenfunctions of the Laplace operator is such domains. This information is used to show that the asymptotic dynamic of the heat equations in this domain is equivalent to the asymptotic dynamics of a two ordinary differential equations diffusively (weakly) coupled. The main tools employed are the invariant manifold theory and uniform trace theorem.
Introduction
In reaction-diffusion equations there are many interesting phenomena that arise or are suppressed by the form of the equation. An example is the existence of stable nonconstant equilibrium (patterns) in equations of the type If Ω is convex patterns do not exist (see Casten and Holland (1978) and Kishimoto and Weinberger (1985) ).
The natural question after this is what can be changed in problem (1.1) so that patterns exist. If (1.1) is seen as a model for chemical reactions occurring in a container Ω and u represents the concentration, reasoning intuitively, we quickly think of ways to produce patterns. Observe that the equation contains the diffusion term d ∆u that smooth out gradients of concentration and this makes that the only stable states are the homogeneous ones in the case of convex domains (spatially constant). The idea to obtain patterns is then to introduce in the system something that makes homogenization more difficult. Some ways to attain this are:
Obstruction in the domain. In this case we observe that convex domains are extremely generous with the homogenization process allowing the gradients of concentration to be attenuated in the shortest direction. Hence, a way to produce patterns is to make the concentration to cover larger paths in order to be attenuated or to make a constriction in the domain making all the flux to pass through a narrow region. This is the process used for obtain existence of patterns in Matano (1979) and Morita (1990) for homogeneous boundary conditions. Obstruction for permeable membrane.In this in case we observe that the diffusion in (1.1) acts uniformly in the domain, and does not distinguish one part from another. If we introduce in the domain a permeable membrane that divides it in two parts and makes it difficult that concentrations pass from one region to another we get a similar phenomenon. This can be translated into the model in the following manner: The diffusivity is practically constant in both parts of the domain but around the membrane it becomes small. This is the process used to get the existence of patterns in Fusco (1987) , Carvalho and Pereira (1994), Carvalho (1995) and Carvalho and Cuminato (1995) .
We will apply the first method for parabolic problems with nonlinear boundary conditions. Our aim is show the existence of patterns for the following problem
where ∂ ∂n denotes the outer normal derivative on the boundary ∂Ω of Ω = Ω ∪ R (see Figure 1 
is the diffusion coefficient, f and g are nonlinear functions satisfying certain dissipativeness properties and λ 2 is the second eigenvalue of the operator −∆ with Neumann boundary conditions in Ω . There are several works about existence of stable nonconstant equilibrium for reactiondiffusion problems with homogeneous Neumann boundary conditions (HNBC). The first ones is of Matano (1979) , he gives an important result on existence of patterns for reactiondiffusion problems with homogeneous Neumann boundary conditions
where D is a nonconvex domain. In this direction we including the papers of J. K. Hale and J. Vegas (1994) and J. Vegas (1983) .
N. Consul and J. Sòla-Morales (1995) extended Matano's results proving the existence of stable nonconstant stable equilibria for diffusion equations with nonlinear boundary conditions
In the works of Jimbo (1988 ( -II, 1989 he studied the equilibrium of (1.3) with homogeneous diffusion coefficient, he gives a detailed study about the structure of the solutions in the limit singular, in Jimbo (1988) he consider the thin channel that join Ω L 0 and Ω R 0 with small volume such that when the parameter → 0, the channel approximate to the line segment, the technique use in these works is similar to the Matano (1979).
Jimbo and Morita (1992) studied the eigenvalue problem for the Laplacian operator with HNBC in a domain Ω ⊂ R n that consist of k fixed subdomains and thin channels connecting these subdomains, the volume of each thin channels is controlled by small parameter > 0, and these channels tends to a line segment connecting these subdomains in some sense (possible that some channel is empty in some subdomains). They characterized the eigenvalues and eigenfunctions for the operator −∆ in this domain. Using the invariant manifold theory they show that the dynamics for the reaction-diffusion problem is equivalent to the dynamics of ODEs system on the invariant manifold.
Morita (1990) studied in details the asymptotic behavior of solutions to the reactiondiffusion system like (1.3) in a parameterized domain by > 0 Ω ⊂ R 2 . Particularly he studied the global dynamics structure of this system for sufficiently small. He uses the invariant manifold theory to show that the dynamics of this system is the equivalent to the reduced ODEs system on the invariant manifold.
Morita and Jimbo (1992) studied the dynamics of solutions to a reaction-diffusion system in a domain of specific shape. Here the domain have k large regions D i , i = 1, · · · , k, and thin channels Q i,j ( ) connecting D i and D j , which approach a line segment as → 0. In such domain the first k eigenvalues of −∆ with HNBC tend to zero as → 0, while the k + 1-th eigenvalue is bounded away from zero. Here he shows that the asymptotic behavior of the dynamics of the flow associate the reaction-diffusion system is determined by a finite-dimensional system, that is, that every solution behaves as the one of an ordinary differential equation (ODE) asymptotically. He shows that some conditions there is a finite-dimensional manifold which is invariant under the flow and attracts every solution exponentially.
There are several works where eigenvalue problems for the Laplacian on varying domains are studied, for example: [Arrieta, Hale and Han (1991) , Jale and Vegas (1984) , Vegas (1983) 
Let Ω (see Figure 1 ) where 0 < < 0 with 0 > 0. The domain Ω can be viewed as a smooth perturbation of Ω. Let us consider the unbounded operator L on L 2 (Ω ) with domain D(L ) consisting of those u ∈ H 2 (Ω ) that satisfy homogeneous Neumann boundary conditions and defined by L u = −∆u. Note that 0 is always the first eigenvalue of L for any ≥ 0. Let λ k denote k-th eigenvalue of L . Then λ 2 is a positive number while it is shown in the section 2 that λ k → 0 as → 0, also in this section, we show that λ 3 is bounded away from zero for sufficiently small.
Without loss generality we will suppose that |Ω| = 1. Intuitively we guess that the equation(1.2) inside of Ω will be much like an ordinary differential equations where the unknowns are the average concentrations inside of Ω L 0 and Ω R 0 . Thus the problem(1.2) would be described by a system of two coupled ordinary differential equations.
To determine the limit system for the problem (1.2) we need to better understand the following eigenvalue problem
Denote by µ 1 < µ 2 ≤ µ 3 ≤ ... the eigenvalues of problem (1.5) arranged in increasing order, counting multiplicity and ϕ 1 , ϕ 2 , ϕ 3 , .... a sequence of orthonormal eigenfunctions corresponding to the sequence of eigenvalues. Then we have Proposition 1.1. With relation to the eigenvalue problem(1.5) we have
Moreover µ 3 → +∞ when → 0.
Proof. The proof is an immediate consequence of
Using the ideas of Carvalho and Cuminato (1997) and Carvalho (1997) we consider the following decomposition of u, u
This decomposition induces, in the problem (1.2), the following systeṁ
Since the third eigenvalue µ 3 goes to infinity when → 0, we guess that ω is not important in the asymptotic behavior (1.2) and we have
Using the convergence of eigenvalues and eigenfunctions we have that limit system should be
where
The variables u 1 and u 2 may not be the best choice of variables to study this problem. A better choice is probably a set of variables that reflected the average over Ω L 0 and Ω R 0 . To relate u 1 and u 2 with these averages we consider
thus, with this new variables the system(1.8) becomes
(1.9)
Now our aim is to show that the dynamics of (1.2) can be described by the dynamics of (1.9), for this we employ the Invariant Manifold Theory.
Putting y = (u 1 , u 2 ) the system (1.6) can be rewritten as follows
Let > 0 be a positive parameter and X be a Banach space and −A : D(A ) ⊂ X → X be a sectorial operator. Denote by (−A ) α , the α fractional powers of −A and X α := D((−A ) α ), the associated fractional power spaces (see Henry (1991) ).
In this paper we use the invariant manifold theory for show that the dynamics of (1.2) is equivalent to the dynamics of 2-dimensional ordinary differential equations into invariant manifold, we show the existence the patterns for (1.2). Our contribution in this paper is that the norm of Trace (Lemma 2.3) in a domain as dumbbell is bounded uniformly, as → 0.
Statement of the Mains Results
Denoting by λ k , ϕ k k = 1, 2, · · · the eigenvalues and eigenfunctions for the operator L . Then we have the followings Theorem 2.1 (Convergence of Eigenvalues). The eigenvalues of the operator L satisfy (i) λ 1 → 0, when → 0 (ii) λ 2 → 0, when → 0 (iii) 0 is not accumulation point of {λ 3 : 0 < < 0 }.
Theorem 2.2 (Convergence of Eigenfunctions). The eigenfunctions of the operator L satisfy
The proof of the theorems 2.1 and 2.2 is rather standard and for more details the reader can see Carvalho and Lozada-Cruz (2001).
The following result will play an important role in next theorem
:
We consider V ⊥ 1/2 = V ⊥ ∩ X 1/2 and the linear continuous map γ :
Proof. In fact, we know that γ
≤ 1} where
.
Since Ω is a fixed domain, it is easy to estimate the norm w
. Now we estimate the norm w
To simplify the notation, we consider N = 2. The proof is similar for higher dimensions. Let R = {( x, η y) : (x, y) ∈ R 1 } ⊂ R × R where R 1 = {(x, y) ∈ R 2 : 0 < x < 1, 0 < y < h(x)} where h is a smooth function. Denote by ∂R 1x = {(x, 0) :
. In fact,
Then,
where d = sup
This and w L 2 (Ω ) ≤ c 4 (|Ω|) w
where c( ) = c 3 ( ) + c 4 (|Ω|), c 3 ( ) = (c 2 ( )) 1 2 . Since can be arbitrarily small, we have that c( ) < c < ∞, thus the proof is completed.
Let f, g : R → R be locally Lipschitz continuous functions satisfying some growth assumptions to ensure local well posedness of (1.2). Assume that
Under these assumptions the problem (1.2) has a global attractor A , 0 ≤ ≤ 0 and sup
This enable us to cut f and g in such a way that the attractors A remain the same and f, f , g, g are bounded. Hereafter we assume (without loss of generality) that f, g are bounded functions with bounded derivatives.
Theorem 2.4. Let f, g be as above. Then, there is a exponentially attracting invariant manifold
for (1.6). The flow on S is given by u(t, x) = u 1 ϕ 1 (x)+u 2 ϕ 2 (x)+σ (u 1 , u 2 ), where (u 1 , u 2 ) is the solution of
Proof. First let us define
We will show that G 0 and G 1 are globally Lipschitz continuous bounded functions with bounded derivative. In fact, if a = u 1 ϕ 1 + u 2 ϕ 2 + ω then,
. To obtain the global Lipschitz continuity, let
Thus we see that the ex-
2 is bounded uniformly for in a neighborhood of zero; that is,
Similarly we obtain
Now for the function F we have
Replacing this last expression in (2.3) we have
and therefore
→ 0, as → 0. Finally, we have that
With this we see that the hypotheses of Theorem 6.1.2 [Henry (1991)], Chapter 6, are satisfied. Therefore the proof follows Theorem 2.5. Assume that the system (1.9) is structurally stable. Then, for small enough , the flow on the invariant manifold given by (2.2) is topologically equivalent to the flow (1.9).
Patterns
In this section we to return to the system (1.9). Now we want obtain the patterns for (1.2). For this propouse we consider δ sufficiently small, g(u) = u − u 3 and f (u) = 0.
Thus the system (1.9) has nine equilibrium points (see Figure 2) . P 1 = (0, 0), P 2 = (0, 1), P 3 = (0, −1), P 4 = (1, 0), P 5 = (1, 1), P 6 = (1, −1), P 7 = (−1, 0), P 8 = (−1, 1), P 9 = (−1, −1).
All theses equilibrium points are hyperbolic. The equilibrium P 5 , P 6 , P 8 , P 9 are stable. We have seen that the dynamics of (1.9) is equivalent to dynamics of (1.2), the equilibrium points of the form P = (v 1 , v 2 ) with v 1 = v 2 correspond to stable nonconstant equilibrium (patterns) for (1.2). Thus we have two patterns for the system (1.2). Observe that the equilibrium stable in the form P = (v 1 , v 2 ) with v 1 = v 2 not correspond to patterns for (1.2). 
