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Abstract— This note investigates the controllability of two
unstable second-order systems that are coupled through a
common input. These dynamics occur for different types of
inverted-pendulum systems. Controllability is quantified by the
volume of the state-space that can be reached with unit energy,
provided that the system starts and ends at the origin. It is
shown that controllability is maximized when the ratio between
the time constants amounts to the silver ratio.
Index Terms— Controllability, number theory, silver ratio,
inverted pendulum, control system design
I. INTRODUCTION
When designing mechatronic systems it is often desirable
to optimize the mechanical design such that the resulting
control problem is facilitated. This not only helps the control
engineer to design a stabilizing controller, but also improves
the performance of the resulting system. There are several
ways in which this can be achieved. For example, one could
directly optimize the closed-loop performance resulting from
an optimal control design (e.g. H∞ or H2). While this
is a very viable approach in practice, it depends on the
specific sensors and actuators characteristics, might provide
little insights, and might not capture the transient behavior
(it is often assumed that the system starts at the origin).
In the following, we use a notion of controllability to
study the behavior of two unstable second-order systems
that are coupled through a common input. More precisely,
we quantify controllability as the region of the state-space
that can be reached with unit energy, provided that the
system’s trajectories start and end at the origin. All results are
derived in closed form by appropriate reasoning and standard
linear algebra. They do, however, depend on the choice
of coordinates. We show that controllability is maximized
when the ratio between the time constants equals the silver
ratio (in a canonical set of coordinates). The second-order
dynamics that are studied in the following occur for different
inverted-pendulum type systems, including reaction-wheel
based pendula, as well as the inverted-pendulum-on-a-cart
system with two parallel pendula, [1].
The notion of controllability that is used in the following is
explained and motivated in [2]. There are many articles that
establish connections between number theory and optimal
control or optimal filtering. In [3], the authors show that the
Kalman filter’s feedback gain of a scalar random walk system
with unit process and measurement noise variance is related
to the Fibonacci sequence. Moreover, the filter’s steady-state
variance estimate equals the golden ratio. The results are then
further extended for a more general type of system in [4]. The
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article [5] establishes a link between a class optimal control
problems for scalar systems and the Fibonacci sequence,
whereas [6] studies control and estimation problems related
to the Fibonacci system (a dynamical system whose impulse
response yields the Fibonacci sequence). The authors of [7]
study a differential equation that models the density of prime
numbers and investigate the stability of its solution under
perturbations. The golden ratio is also commonly used in
optimization, for example in the context of line search, see
e.g. [8].
In this work we establish a connection between the silver
ratio and controllability. We also motivate the dynamics that
are studied using a canonical inverted pendulum system.
In fact, this note arose from the controllability analysis of
reaction-wheel inverted pendulum systems such as [9]. The
resulting roll and pitch dynamics are of the type as discussed
below. In particular, the analysis concludes that a single
reaction wheel is enough for stable balancing, as long as
the roll and pitch axis have different inertia.
Notation: Real numbers are denoted by R and vectors are
expressed as n-tuples (x1, x2, . . . , xn) with dimension and
stacking clear from context. The set of square integrable real-
valued functions is denoted by L2, with || · || the standard
L2-norm. The Euclidean norm is referred to as | · |.
II. PROBLEM FORMULATION
We consider the system governed by
x¨1(t) = pi
2
1x1(t) + v1pi
2
1u(t) (1)
x¨2(t) = pi
2
2x2(t) + v2pi
2
2u(t), (2)
where pi1, pi2, v1, and v2 are real constants and u(t) denotes
the control input. In the following, the system’ s state is
denoted by z(t) := (x1(t), x˙1(t), x2(t), x˙2(t)). The aim is
to find the ratio between pi1 and pi2 such that the volume of
X :=
⋃
||u||2≤1
{z(0) ∈ R4 | z satisfies (1) and (2),
lim
t→∞ z(t) = limt→−∞ z(t) = 0} (3)
is maximized. The set X describes the region of the state
space that can be reached with unit energy, provided that
the system starts at the origin and ends at the origin.1 This
definition generalizes the classical reachability concept (i.e.
the set of states that can be reached with unit energy starting
from the origin) to unstable systems, [2].
1Note that the evaluation z(0) at time t = 0 is arbitrary, as the dynamics
are time-invariant. The set X is thus equal to the union of all states that can
possibly be reached, provided the system starts and returns to the origin.
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III. MOTIVATION
This section motivates why maximizing X leads to a trade-
off between the two time constants pi1 and pi2. To that extent,
the following auxiliary system
ξ˙1(t) = −α1ξ1(t) + β1u(t) (4)
ξ˙2(t) = −α2ξ2(t) + β2u(t), (5)
is analyzed, where α1 6= 0, α2 6= 0, β1 6= 0 and β2 6= 0
are real-valued constants. The auxiliary system will describe
either the stable or the unstable subspace of the dynamics
given by (1) and (2), and motivates the definition (3).
Provided that α1 and α2 are positive, the set of all states
that can be reached (in infinite time) with unit energy starting
from the origin is given by
Xf := {ξf ∈ R2 | ξTf
(
β21
2α1
β1β2
α1+α2
β1β2
α1+α2
β22
2α2
)−1
ξf ≤ 1}. (6)
This is a standard result, see for example [10, Ch.8]. As long
as α1 6= α2 and β1 6= 0, β2 6= 0 this amounts to an ellipse,
centered at the origin, whose area is
β1β2
2
√
α1α2
|α1 − α2|
α1 + α2
. (7)
This formula can be decomposed into three parts: β1/
√
2α1
describes the region that can be reached when considering (4)
only, β2/
√
2α2 is related to the region that can be reached by
(5) only, and |α1−α2|/(α1 +α2) results from the coupling
due to the common input. The coupling term depends only
on the ratio between α1 and α2. Thus, the area increases for
smaller α1 and α2, when leaving β1, β2, and the ratio α1/α2
fixed.
It is clear that once the set Xf is reached (starting from
limt→−∞ ξ(t) = 0), applying u = 0 ensures that the system
converges to the origin again (we have α1 > 0, α2 > 0). We
can therefore rewrite the set Xf as⋃
||u||2≤1
{ξ(0) ∈ R2 | ξ satisfies (4) and (5),
lim
t→−∞ ξ(t) = limt→∞ ξ(t) = 0}. (8)
The above definition encompasses also the case α1 < 0 and
α2 < 0. In fact, the case α1 < 0 and α2 < 0 can be identified
with the case α1 > 0 and α2 > 0 by running the dynamics
backwards in time, which concludes that (8) is equal to Xf
also in case α1 < 0 and α2 < 0.
In case α1 < 0, α2 > 0, (8) reduces to
{(ξ1, ξ2) ∈ R2 | (2|α1|/β21)ξ21 + (2α2/β22)ξ22 ≤ 1}, (9)
as the stable and unstable parts decouple. Indeed, the unstable
part limits the set of initial conditions that can be driven
to zero with unit energy, whereas the stable part limits the
set of initial conditions that can be reached from zero with
unit energy. More precisely, (2|α1|/β22)ξ22 energy units are
at least needed to drive (4) and (5) from (∗, ξ2) to the origin
and (2α2/β21)ξ
2
1 energy units are at least required to reach
(ξ1, ∗) from the origin. As a result, the set (9) is obtained
by the superposition of the stable and unstable parts. Its area
is larger than (6). We refer the reader to [2] for a rigorous
argument.
This indicates that X can be decomposed into the super-
position of the stable and unstable subspaces of (1) and (2).
The dynamics on both of these subspaces are of the form
(4) and (5) with either α1 = pi1, α2 = pi2 and α1 = −pi1,
α2 = −pi2. The trade-off between the time constants pi1 and
pi2 thus results from the functional dependence of β1 and β2
on pi1 and pi2.
IV. THE SILVER RATIO
We now turn to maximizing the volume of X , where X
is defined in (3). To simplify the derivation, it is assumed
for the moment that v1 = v2 = 1. For notational conve-
nience we introduce the variables z1(t) := (x1(t), x˙1(t)),
z2(t) := (x2(t), x˙2(t)). Defining the state transformation
zi(t) = Tizˆi(t), i = 1, 2, as
Ti =
1√
1 + pi2i
(
1 1
pii −pii
)
, (10)
reveals the dynamics of the stable and unstable subspaces,
i.e. for i = 1, 2,
˙ˆzi(t) =
(
pii 0
0 −pii
)
zˆi(t) +
√
1 + pi2i
2
(
pii
−pii
)
u(t).
(11)
These are of the form (4) and (5). We thus obtain from (6)
and (9) that
X = {Tη ∈ R4 | (η1, η3)TP−1(η1, η3)
+ (η2, η4)
TP−1(η2, η4) ≤ 1}, (12)
with
P :=
1
4
 pi12 (1 + pi21) pi1pi2√1+pi21√1+pi22pi1+pi2
pi1pi2
√
1+pi21
√
1+pi22
pi1+pi2
pi2
2 (1 + pi
2
2)
 (13)
and T := diag(T1, T2). As a result, the volume of X is
proportional to
vol(X) ∼ (det(T−TΠT diag(P−1, P−1)ΠT−1))− 12
= det(P ) det(T ) = det(P ) det(T1) det(T2),
where Π is a permutation matrix (and therefore has det(Π) =
±1). This yields
vol(X) ∼
(
pi1pi2
4
(pi1 − pi2)
(pi1 + pi2)
)2
. (14)
By assuming, without loss of generality, that 0 < pi1 ≤ pi2
and by defining the ratio between pi1 and pi2 as  := pi1/pi2,
we obtain
vol(X) ∼
(
pi22
4

(1− )
(1 + )
)2
, (15)
with  ∈ (0, 1], or, in case v1 6= 1 and v2 6= 1,
vol(X) ∼ v21v22
(
pi22
4

(1− )
(1 + )
)2
. (16)
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Fig. 1. Shown is the function (1 − )/(1 + ) for  ∈ (0, 1], where
 = pi1/pi2 is the ratio between the two time constants. The function is
concave for  ∈ (0, 1] and attains its maximum at 1/δs.
Thus, the function (1 − )/(1 + ), as plotted in Fig. 1,
describes how the volume of X depends on the ratio between
pi1 and pi2. The function is concave for  ∈ (0, 1], and attains
its maximum at
∗ :=
√
2− 1 = 1
δs
, (17)
which is the inverse of the silver ratio δs. Thus, the volume
of X is maximized by1
pi2/pi1 = δs = 1 +
√
2. (18)
V. EXAMPLES
This section provides a canonical example leading to the
dynamics (1) and (2). We consider an inverted-pendulum
system consisting of a rigid body that is balanced about one
of its principle axis of inertia. The rigid body is actuated
by a single force as shown in Fig. 2. The force thus acts
at a point that is located at the distance l along a principle
axis of inertia from the center of gravity. With an appropriate
choice of coordinate frame, we obtain the following attitude
dynamics
BΘBω˙ + Bω × BΘBω = Br × BF , (19)
where Bω denotes the angular velocity represented in the
body-fixed frame, BΘ = diag(I1, I2, I3) the inertia with
respect to the center of gravity represented in the body-fixed
frame, and Br = (0, 0,−l) the vector from the center of
gravity to the point where the force F acts (also expressed
in the body-fixed frame). The task will be to control the
body’s position and attitude about its “upright” equilibrium.
As a result, at equilibrium, F takes the form F0 = −mg
in order to compensate gravity, where m refers to the mass
of the rigid body and g to the gravity vector. The rotation
matrix describing the orientation of the body-fixed frame
with respect to the inertial frame (that is oriented such that
at equilibrium the inertial and body-fixed frames agree) is
1Assuming that v1 and v2 do not depend on pi1 and pi2.
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O
Fig. 2. The figure shows a sketch of the rigid body actuated by the force
F . The body-fixed frame is indicated by the two unit vectors Be1 and Be3.
The two unit vectors Ie1 and Ie3 belong to the inertial frame of reference.
The point O refers to the origin of the inertial frame of reference, whereas
the point S represents the center of gravity.
parametrized with the xyz-Euler angles ϕ1, ϕ2, and ϕ3.2
Linearizing the dynamics about the “upright” equilibrium
yields
ϕ¨1(t) = pi
2
1ϕ1(t) + pi
2
1
IF 2(t)
mg0
, (20)
ϕ¨2(t) = pi
2
2ϕ2(t)− pi22
IF 1(t)
mg0
, (21)
with pi21 = lmg0/I1 and pi
2
2 = lmg0/I2, and where
Bω =
(ϕ˙1, ϕ˙2, ϕ˙3), g0 = 9.81m/s2, and IF 1 and IF 2 represent the
first two components of the force F expressed in the inertial
frame.
This corresponds to (1) and (2) if IF 1(t) and IF 2(t)
happen to be linearly dependent. We can then conclude that
in order to maximize controllability (in the sense discussed
previously), the inertia I1 and I2 should be chosen such that
I1
I2
= δ2s = (1 +
√
2)2. (22)
More concrete examples of such cases cases include
rocket-type systems or balancing robots (e.g. [11]), where
the actuation is severely limited (for example due to failures).
This also comprises the inverted-pendulum-on-a-cart system
with two pendula of different lengths in parallel, [1], and the
three-dimensional reaction-wheel inverted pendulum, [9].
VI. CONCLUSION
This note investigated the controllability of a certain type
of inverted pendulum systems. It was shown that controlla-
bility (in the sense described earlier) is maximized when the
ratio between the two time-constants equals the silver ratio.
2Note that a different parametrization in terms of quaternions or a rotation
vector leads to the same linearized dynamics.
We leave it to the reader to think about a geometric
interpretation of the result and to philosophize about its
deeper significance (if there is one at all).
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