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ABSTRACT
In the last two decades, supply chain operations have changed drastically. Globalization 
of the market, shortened product life cycle, global sourcing, offshoring and outsourcing 
have resulted in highly complex supply chains. Complexity has been identified as a major 
causes of not achieving the required return on assets and goals for return on shareholders. 
Supply chain complexity has thus emerged as an important area for both practitioners and 
academics. As a nascent area, research into supply chain complexity is characterized by 
gaps in terms of no clear consensus on the understanding of supply chain complexity and 
inadequate empirical studies on the topic. This study, developed to address these gaps, 
investigates how supply chain complexity impacts firms’ operational performance and 
what role supply chain orientation plays in complexity-performance relationship. Drawn 
on the System Complexity literature, this study proposes three dimensions of supply 
chain complexity – process flow complexity, product complexity and network 
complexity.
The research approach adopted was positivist as the procedure was objective. A survey 
research was conducted and quantitative data was collected from 235 manufacturing 
firms in Australia. Structural equation modelling was used to test 11 hypotheses about the 
relationships between dimensions of supply chain complexity, firms’ operational 
performance and supply chain orientation.
The results showed that not all dimensions of complexity have the same implications on 
operational performance. The analysis determined that product and network dimensions 
of supply chain complexity did not have a significant impact on performance; therefore, 
v
 
 
 
contemporary manufacturing firms must be working effectively to absorb the negative 
effect of such complexities on performance. On the other hand, the findings suggested 
that firms struggle when dealing with process flow complexity. Therefore, the study 
provided empirical evidence for the argument that dynamic complexity as opposed to 
detail or structural complexity is more difficult for firms to effectively accommodate. The 
findings also suggested that supply chain oriented firms can improve their cost 
performance and schedule attainment by decreasing process flow complexity.
The study made an original contribution to the academic literature by empirically 
identifying the key dimensions of SCC and their implications for firms’ cost performance 
and schedule attainment. The study also contributed to the literature by identifying the 
relationship between SCO and process flow complexity.
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 CHAPTER ONE: INTRODUCTION
1.1 BACKGROUND OF THE STUDY
Supply chains are complex systems, characterised by a high number and variety of 
elements including firms, products, processes – and a high degree of interaction between 
these elements, which leads to unpredictable behaviors in the system (Bozarth, Warsing,
Flynn & Flynn, 2009). Recent business trends in innovation, globalisation of markets and 
increasing customer demands are all contributing to complexity (Christopher, 2010). To 
stay competitive in the market, firms have to supply a huge variety of products both in 
terms of product characteristics and of support services, whilst keeping the cost as low as 
possible. In order to meet these demands, companies will exploit cheaper 
sourcing/manufacturing options, use mergers, acquisitions, and joint ventures to achieve 
market penetration, or launch new products to meet the volatile market. As a 
consequence the supply chains expanding and involving a greater variety of firms, with 
the consequence of the need to coordinate more elements and tiers of elements within the 
chain; making it more complex. 
A survey conducted by Deloitte Research (2003) showed that manufacturers now focus 
on the global market as a place to sell, source, manufacture and engineer their goods. 
More than 80% of the firms in the study sold outside their home regions and 53% had 
shifted their production to lower cost regions such as China, Mexico, and Eastern Europe 
etc. A more recent survey by PRTM has confirmed that the trend of increasing the 
complexity of supply chains is still growing (Geissbauer & D’heur, 2010). Most of these 
survey participants expected that future business growth will come primarily from new 
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 international customers and products that are customised to meet their needs. As a result, 
more than 85% of companies expect the complexity of their supply chains to grow 
significantly by 2012. This survey also found a trend of increasing challenges in supply 
chain management (SCM) due to complexity resulting from the demand side; the 
participants in the survey expected a rise of 79% in the number of customers, 67% in the 
number of products and 65% in demand volatility in 2012.
Complex supply chains have become common (Choi & Krasue, 2006). As a result of 
attempting to meet the current global market demands of mass customisation and lowest 
possible cost, firms create high levels of complexity in their supply chains. Nokia and 
Caterpillar are good examples of companies with highly complex supply chains. 
Caterpillar, the construction and mining equipment maker, has 114 plants around the 
world. It distributes parts from 70 distribution centers worldwide and its equipment and 
parts are sold and serviced through 4000 independent dealer locations. Moreover, 
Caterpillar products are used in 197 countries covering 23 times zones. The dispersion of
Caterpillar’s supply chain network around the globe creates huge complexity (Deloitte 
Research, 2003). Finnish telecommunications equipment manufacturer, Nokia, now 
produces as many as 170 handset variants and 250 sales packages from on a single 
product platform (Swan, Pal & Lippert, 2009). Nokia has factories in 8 countries and 
research facilities in 14 others and its mobile phones appear in retailers in every major 
market (Deloitte Research, 2003). 
While complexity enables firms to reach new markets and offer greater variety of 
products, it is generally perceived to have a negative effect on performance or increase 
risk (Brandon-Jones, Squire, & Rossenberg, 2014). Supply Chain Complexity (SCC) 
2
 
 affects the bottom-line of market share and profit by negatively impacting on operating 
cost, delivery schedule, and customer satisfaction etc. (A.T. Kearney, 2004; Perona & 
Miragliotta, 2004). In a survey conducted by Deloitte Research (2003) the participants 
identified complexity as the major cause of not achieving the required return on assets 
and goals for return on shareholders. The entirety of complex supply chains is less visible 
than simple supply chains; therefore, they are more vulnerable and prone to more risk 
(Hoole, 2006). For example, recently, Toyota had to recall more than 7 million vehicles 
globally over a fire risk (ABC News, 2012). Earlier in 2010, the automaker estimated the 
cost of the global recall related to faulty accelerator pedals, and therefore the cost of the 
lost sales and production suspension to be about $2 billion (Swanekamp, 2010). Many of 
these failures were the consequences of Toyota’s supply chain complexity. Toyota has 
been adding new suppliers across the globe to its supply chain and is finding it difficult to 
maintain sufficient support and quality control (IHS Global Insight, 2010). By relying 
heavily on huge number of suppliers around the world for the parts and using parts across 
multiple platforms and vehicles, Toyota’s supply chain risks has become high. If the risks 
associated with the processes and activities of a large and complex supply chain are not 
well managed and controlled, performance failures are likely to result (Bozarth et al., 
2009; Christopher & Peck, 2004).
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 1.2 SUPPLY CHAIN COMPLEXITY (SCC) IN ACADEMIC LITERATURE
Although complexity is a well-known concept in many areas of research such as biology, 
physics, mathematics (Simon, 1962), complexity is rather a new area in supply chain 
research. As a result, much of the SCC studies has only been published after 2000. A 
major portion of these studies has focused on measuring complexity using analytical 
modelling in a manufacturing and supply chain context (e.g. Isik, 2010; Sivadasan, 
Efstathiou, Frizelle, Shirazi & Calinescu, 2002). Complexity in supply chains has also 
been studied empirically (e.g. Bozarth et al., 2009; Vachon & Klassen, 2002) although 
only a limited number of studies have been published. A review of the extant SCC 
literature revealed that SCC is still not rigorously understood and well defined. Attempts 
at defining SCC are manifold and depend strongly on the individual definition of 
complexity. Variations among the frameworks used for conceptualisation of SCC 
indicate a lack of consensus regarding the complexity dimensions as well as the factors 
(variables) that represent those dimensions. 
It is recognised in the literature that complexity has a negative impact on firm 
performance (Wilding, 1998). The damaging effect of complexity is often reported in 
anecdotes rather than empirically verified quantitative research. Although a number of 
extant studies have aimed to understand SCC by examining the relationship between 
complexity and firms’ performance (e.g. Bozarth et al., 2009; Calinescu, Efstathiou, 
Schirn & Bermejo, 1998; Perona & Miragliotta, 2004; Vachon & Klassen, 2002), the 
results are insufficient to validate a robust relationship. Therefore, there is a pressing 
need for empirical studies on complexity from real world practices in order to understand 
the nature of SCC and their implications for firms’ performance (de Leeuw, Grotenhuius 
4
 
 & van Goor, 2013). A large-scale survey study conducted across different industries to 
improve both validity and generalisability of complexity-performance relationship 
(Malhotra & Grover, 1998) will also be value adding to the literature. 
The proponents of supply chain management (SCM) philosophy have long been claiming 
that, firms can achieve superior operational performance if they are supply chain oriented 
(e.g. Chen & Paulraj, 2004, Lambert, Stock, & Ellram 1998; Cooper, Lambert & Pagh, 
1997; Hult, Ketchen, Adams & Mena, 2008; Mentzer et al., 2001; Min, Mentzer & Ladd, 
2007). It has been argued in the literature that, supply chain oriented firms take a systems 
approach to viewing the supply chain as a whole rather than a set of fragmented parts 
(Min & Mentzer, 2004). Such firms enable cooperative efforts to synchronise intra-firm 
and inter-firm operational and strategic capabilities in order to manage the total flow of 
materials from the supplier to the ultimate customer of the supply chain (Hult et al., 
2008). Therefore, from a complexity management perspective it is important to explore 
the implications of supply chain orientation (SCO) within a firm in complexity-
performance relationship. 
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 1.3 OBJECTIVES AND RESEARCH QUESTIONS 
Based on the gaps in the literature identified above, this following project objectives were 
identified,
- to understand and define SCC
- to test the relationships among SCC, SCO and firms’ operational performance
- to draw conclusions for the literature and for practice based on the findings
Based on these objectives, two research questions were developed for this study. They 
will be further discussed and developed in the literature review in Chapter 2.
Research Question 1: How does SCC impact on operational performance?
Research Question 2: What are the implications of SCO on the SCC-operational 
performance relationship?
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 1.4 RESEARCH APPROACH
The research approach adopted was positivist as the procedure was objective (Orlikowski 
& Baroudi, 1991; Guba & Lincoln, 2005). A survey methodology was applied in order to 
test the relationships between the constructs identified from the literature. An instrument 
was developed and validated to collect empirical data from manufacturing firms in 
Australia. The research hypotheses developed from the research questions in Chapter 2 
were tested using multivariate statistical techniques with exploratory and confirmatory 
factor analysis. The unit of analysis was an individual manufacturing firm within any 
supply chain servicing customers, as well as suppliers.  
The empirical data collected in this study were based on perceptual measures and self-
reporting of individual respondents and, in utilising this data, it was assumed that:
- Respondents to the questionnaire were able to adequately understand and 
comprehend the questions asked in the sense intended by the researcher.
- Respondents to the questionnaire provided the opinions on behalf the wider 
organisation or the context of the industry rather than only their own views.
- Data collected in the questionnaire and interviews were accurate to the best 
knowledge of the respondents involved.
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 1.5 CONTRIBUTIONS OF THE STUDY 
The literature review determined that investigations of SCC have been insufficient to 
produce models which fully explain the phenomenon and that there was a need for broad, 
in-depth empirical research to identify the factors contributing to SCC and to produce a 
well-grounded model of SCC to aid in its management. This study is a response to this 
call. The following are the key contributions of this study.
- By proposing a SCC framework, this study links complexity with firms’ 
operational performance. It provides an understanding of how the proposed 
dimensions of SCC impact on a firms’ operational performance.
- The study investigates the implications of SCO from a complexity-performance 
perspective.
- It presents a valid and reliable instrument for operationalisation of the research 
model.
- The study purports empirical support for the model.
- It identifies key lessons for firms pertaining to SCC. 
8
 
 1.6 LIMITATIONS
The assumptions listed above and practical consequences of the data have resulted in the 
following limitations for this research:
- Since the survey collected data from Australian manufacturing firms only, 
generalisation of the findings to other industries, especially to service 
organisations and to countries, should be treated with caution.
- Causal inferences regarding causality must be treated with caution because this 
study utilised cross-sectional data which were collected at the same time.
- The data collected was based on the perceptions reported by the respondents.
- A single-informant design was adopted; however, a multiple-informant design 
may have provided a more accurate evaluation of the survey variables by the 
participants.
- Secondary data may also have had some useful external validity assessment to the 
results.
9
 
 1.7 SYNOPSIS OF CHAPTERS
The chapters in this thesis follow the logical order of presenting the current status of the 
literature, the methodology adopted, the findings, a discussion of those findings and a 
conclusion. The following briefly outlines the content of each of the chapters. 
Chapter Two: Literature Review and Theoretical Framework
This chapter reviews the literature relating to SCM, SCO and SCC. This chapter 
categorises the current status of the literature in relation to SCC constructs, using system 
complexity as a reference point. Chapter uses this approach to develop a definition of this 
SCC and identify three principal dimensions of SCC – process flow complexity, product 
complexity and network complexity. The chapter concludes with a set off hypotheses 
which represent the relationships between the three dimensions of SCC, operational 
performance and SCO.
Chapter Three: Research Methodology
This chapter details the research design and methodology and procedure utilised to 
collect and analyse the empirical data. The chapter presents an argument for the 
epistemology selected, research approach, sample design, instrument development and 
the data collection and analysis procedures.
Chapter Four: Data Analysis and Results
This chapter presents the analysis of the data collected in three major sections. The first 
section presents an examination of missing values in the data, outliers, departures from 
normality and non-respondent and common method bias, and discusses the steps taken to 
10
 
 remediate the issues identified. The section also provides a brief description of the 
respondent’s demographics. The second section presents the results of the data tests and a 
discussion of instrument validity and reliability. This section presents results for the tests 
conducted for initial purification of the measures, content validity, factorial validity using 
exploratory factor analysis, and convergent and discriminant validities using 
confirmatory factor analysis. The third section presents the structural model and results of 
testing the research hypotheses. 
Chapter Five: Discussion
This chapter discusses the principal study findings. This chapter begins with a brief 
review of the research context, followed by a discussion of the research findings a 
consideration of how these findings affect the identified gaps in the literature. 
Chapter Six: Conclusion
This chapter summarises the major conclusions that can be drawn from the research and 
the contributions to this knowledge to the literature. It also considers the theoretical 
implications and managerial implications of the research findings. The chapter concludes 
the thesis with a review of the limitations of the study and considers future research 
projects.
11
 
 1.8 SUMMARY
This chapter provided a background and rationale for the study and identified the 
research objectives and the two research questions – “How does SCC impact on 
operational performance” and “What are the implications of supply chain orientation on 
the SCC-operational performance relationship?”. It then explained why the positivist 
deductive research methodology was adopted to answer the research questions. The 
contributions of this study to literature identified were the creation of SCC framework 
and identification of the relationships between SCO and organisational performance. The 
principal limitations identified reflected the characteristics of the data collection 
procedure and the objectivity of the respondents. The next chapter presents a review of 
literature and concludes with the research hypotheses.
12
 
 CHAPTER TWO: LITERATURE REVIEW AND THEORETICAL 
FRAMEWORK
2.1 INTRODUCTION
A literature review demonstrates whether a research topic can be considered to be 
relevant and significant by the scientific community. It helps a researcher to identify the 
key variables which should be utilised in a research, the research hypotheses and reviews 
the work that has been published in the relevant area (Sekaran & Bougie, 2010). A
literature review also provides the foundation for the conceptual framework from which 
hypotheses are developed. To achieve these objectives, this chapter reviews and discusses 
the literature relevant to supply chain complexity (SCC), supply chain orientation (SCO) 
and firms’ operational performance. SCC focusses on specific dimensions of complexity 
in the supply chain, which distinguishes it from general complexity issues. This review 
reflects this distinction and focusses on the supply chain perspective of complexity.
This chapter is structured as follows. Section 2.2 discusses the evolving concept of SCM.
The concept of supply chain and SCM are reviewed to set the foundation for the 
understanding of SCC. Section 2.3 reviews the concept of complexity and explores SCC. 
Section 2.4 introduces the concept of SCO and discusses its key dimensions and 
implications for supply chain complexity. A review of previous SCC studies is provided 
in section 2.5. Section 2.6 defines the constructs and variables that are used in this study 
and also develops hypotheses based on the relationships among those constructs. Finally, 
section 2.7 summarises this chapter.
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 2.2 SUPPLY CHAIN MANAGEMENT (SCM)
Throughout the 1970s and 1980s, many firms tried to integrate logistics management 
with the idea that close coordination between the functions involved in logistics activities 
can produce high levels of service and performance, while reducing the total costs 
incurred (Christopher, 2010). SCM as a concept evolved during this period of time and is 
now a major topic in both research and practice (Burgess, Singh & Koroglu, 2006).
2.2.1 Definition of SCM
A supply chain is a set of firms involved in the upstream and downstream flows of a 
channel. According to La Londe and Masters (1994), a supply chain is a set of firms that 
pass materials forward. Normally, several independent firms are involved in 
manufacturing a product and delivering it to the end user in a supply chain; raw material 
and component producers, product assemblers, wholesalers, retailer merchants are all 
members of a supply chain (La Londe & Masters, 1994). Supporting this definition, 
Lambert, Stock, and Ellram (1998) define a supply chain as the alignment of firms that 
bring products or services to market. Mentzer, DeWitt, Keebler, Min, Nix, and Smith 
(2001) propose the extension of this idea – that a supply chain is a set of three or more 
organisations directly linked by one or more of the upstream and downstream flows of 
products, services, finances, and information from a source to a customer. The nature of a 
supply chain is inclusive; therefore, membership of a supply chain includes any supplier, 
manufacturer, and distributor that participates, as well as any firm that supplies services 
in the chain, including a third party financial provider, a third party logistics (3PL) 
provider, a market research firm, and so on.
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 Mentzer et al. (2001) argued that supply chains exist whether they are managed or not. 
Therefore, a research demarcation exists between identifying the existence of supply
chains and the management of those supply chains: the former identifies the existence of 
distribution channels, while the latter focusses on the management processes. SCM 
involves a set of firms behaving consistently with integrative philosophy of managing the 
supply chain not only from the perspective of each firm, but also from the combined 
perspective of all the firms (Christopher, 2010). Therefore, managing a supply chain 
requires that each firm in the supply chain performs specific managerial actions within 
the supply chain, in a collective manner (Mentzer et al., 2001), and that SCM should be 
viewed as:
“the systemic, strategic coordination of the traditional business functions and the 
tactics across these business functions within a particular company and across 
businesses within the supply chain, for the purposes of improving the long-term 
performance of the individual firms and the supply chain as a whole” (Min & 
Mentzer 2004, p. 63). 
SCM can be explained from a relational flow perspective as well (Cavinato, 2004; 
Mentzer, Stank & Esper, 2008). In any supply chain, there are unidirectional or 
bidirectional material, informational and financial flows (Chopra & Meindl, 2004). SCM 
can be viewed as the systemic management of these flows through a network of firms 
producing and delivering products or services to consumers (Tang, 2006).
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 2.2.2 Relationships in SCM
Supply chain relationships have historically been categorised by their position in a 
spectrum of governance (Williamson, 1975; Zaheer & Venkatraman, 1995). The range of 
relationships varies from arm’s length transactions (market governance) through to 
vertical integration (hierarchical governance). Traditional SCM involves arm’s length 
transactions through which firms within the supply chain attempt to achieve the best 
economic position available (Hoyt & Huq, 2000; Webster, 1995). Buyers and suppliers 
compete on price, interactions are transaction orientated, information sharing is minimal, 
and the relationships are short-term and adversarial (Spekman & Carraway, 2006).
Vertical integration, on the other hand, is not a suitable SCM technique in most cases, as 
one firm cannot effectively control and manage an entire supply chain (Mentzer, 2004). 
Instead, the integration of more than one firm based on collaborative relationships is 
considered to be more effective SCM technique in many cases (Ghosh & Federowicz, 
2008; Zaheer & Venkatraman, 1995). 
Studies comparing the SCM practice of the Japanese firms with the practice of the US 
firms have determined that the key to the success of Japanese firms is that they depend 
heavily on their collaborative partnerships with external partners (e.g. Cusumano & 
Takeishi, 1991). Recent trends of SCM demonstrate that the firms have begun to realize 
the fact that the competition no longer takes place between individual firms but between 
supply chains (Christopher, 2010). This viewpoint suggests that the firms should take a 
holistic approach and view themselves as part of whole chain and leverage the resources 
and capabilities of all the supply chain members to maximise the supply chain 
performance.
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 2.2.3 Scope of SCM
The scope of SCM can be defined as the number of firms and the activities and functions 
involved in a supply chain (Cooper, Lambert & Pagh, 1997). As the concept of SCM has 
evolved, its scope has expanded from the tactically managing logistics functions to a 
much more strategic focus. Mentzer et al. (2001) have described the scope of SCM from 
both functional and organisational aspects. The functional scope of SCM includes all 
business processes such as marketing, sales, logistics and production. SCM should begin 
with integrating these internal functions within the firm (Christopher, 2010). However, as 
the underlying philosophy of SCM indicates, the scope of SCM extends from inter-
functional coordination through to planning and coordinating the flow of material from 
source to user as an integrated system (Chopra & Meindl, 2004). In a nutshell, the scope 
of SCM ranges from integrating intra-firm functions to integrating inter-firm processes 
(Mentzer et al., 2008). Therefore, contemporary SCM has a much more strategic focus 
than the traditional approach taken for managing supply chains. SCM can be 
characterised as having a strategic orientation toward collaborative management of the 
supply chain as a unified whole (Mentzer et al., 2001).
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 2.3 SUPPLY CHAIN COMPLEXITY (SCC)
The basic nature of complexity and complex systems provides an important foundation 
for understanding how to model SCC. This section reviews the literature on complexity 
and complex systems and then utilises these concepts to categorise and explain SCC.
2.3.1 Concept of Complexity
Complexity is an interdisciplinary term and widely used in different academic 
disciplines; a number of complexity definitions are present in the literature. These 
definitions are so varied that no single definition of complexity would satisfy all the 
situations in which complexity exists. This can be attributed to the inherent subjectivity 
of the concept of complexity. The following considers the complexity definitions that 
relate the most to SCM.
2.3.1.1 Definition of Complexity
Weaver (1948) identified three different types of complexity – organised simplicity, 
disorganised complexity and organised complexity. Problems in organised simplicity are 
usually measured by a small number of significant variables (two or three) along with a 
large number of negligible variables. Weaver argued that such systems can best be treated 
with analytical methods. Disorganised complexity exists where there are a large number 
of variables and each of those variables behave erratically. At times, their behavior can be 
totally unpredictable. Weaver suggested that statistical methods are efficient ways of 
analyzing problems in disorganised complexity because they describe the average 
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 behavior of variables. Organised complexity involves dealing simultaneously with a 
sizable number of factors, which are interrelated into an organic whole.
According to Simon (1962), a complex system is made up of a large number of parts that 
interact in a non-simple way. He suggested that, in complex systems, the whole is more 
complex than the sum of the individual complexities would suggest. Scuricini (1988) 
defined a complex system as a system that consists of a variety of elements interacting 
with each other in such a way that no evidence of the characteristics of the single 
elements exists. Schragenheim (1999, p.3) supported this view and suggested that the 
term complexity is related to the difficulty of predicting the outcomes of a given action 
across the system. The causes, as well as the effects within the system are not easily 
identified because of the overwhelming number of interactions among the elements.
McCarthy and Gillies (2003, p.72) noted that complexity is a perceived system attribute 
that increases as the number and variety of elements and relationships within the system 
increases. They also argued that, a highly complex system is difficult to predict and 
understand as a whole.
The literature offers a number of other definitions of complexity (e.g. Casti, 1979; Flood, 
1987; McCarthy & Gillies, 2003; Waldrop, 1992 etc.). As evident in this review, there is 
no a precise and universal definition of complexity in the literature. However, common 
features of complexity can be identified from the definitions provided. It can be 
concluded that, (i) any ‘complexity’ construct possess dimensions which are difficult to 
understand or predict (ii) complexity stems out of two unpredictable and counterintuitive 
characteristics of a system – static structure and dynamic behavior. Structural complexity 
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 involves the connectivity and structure of the subsystems, whereas dynamic complexity 
results from the time based uncertain behavior of the system.
2.3.1.2 Characteristics of Complex Systems
Yates (1978) defined a complex system as one that exhibits one or more of the following 
five attributes: (1) significant interactions, (2) high number of component parts or 
interactions, (3) nonlinearity, (4) broken symmetry, and (5) nonholonomic constraints. 
Yates (1978) argued that it is the last three characteristics (nonlinearity, broken symmetry
and nonholonomic constraints) that are indicative of higher-order complexity because 
they make a system’s responses hard to predict over time. Nonlinearity arises when the 
response of the system to a given input is non-proportional. Highly complex systems
often fail to exhibit the kind of one-to-one mapping of inputs to outputs that one might 
find in a simple system. Complexity can also mean that portions of the system are in 
some way inaccessible to other portions of the system. This can be due to the asymmetry 
of the system, or the existence of nonholonomic constraints, which arise when one or 
more portions of the system are left outside the central control, allowing these portions of 
the system to, in the words of Flood and Carson (1988, p. 27), “go off and do their own 
thing”.
Casti (1979) proposed that complex systems are nonlinear and composed of many (often 
heterogeneous) partially connected components that interact with each other through a 
diversity of feedback loops. He argued that complexity derives from the partially 
connected nature and the nonlinear dynamics which make the behavior of these systems 
difficult to predict. Nonlinearity means that small changes in inputs can have dramatic 
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 and unexpected effects on outputs. Corning (1998) suggested similar characteristics of a
complex system – (i) it consists of many parts; (ii) numerous interactions exist among the 
parts; and (iii) the combined effects produced by the parts are uncertain in nature and 
cannot be easily predicted. Bar-Yam (1997, p.5) suggested that number of interactions 
and their strength, formation/operation and their time scales, diversity, variability, 
environment and its demands, and activities and their objectives are important 
characteristics of complex systems.
Although there is a lack of consensus regarding the characteristics of complexity, a 
common pattern in attributes of a complex system can be identified in the literature. 
These attributes are either structural or behavioral (Serdarasan, 2013). Dominant 
structural attributes identified in the literature are numerousness and variety. The major 
behavioral attributes of complex systems are uncertainty and nonlinearity. Each of these 
dimensions will now be considered. 
2.3.1.3 Detail and Dynamic Complexity 
Complex systems can be understood and analysed from a systems perspective. Systems 
are characterised by dynamic and possibly nonlinear relationships between interrelated 
components; systems thinking is the process of understanding how components within a 
system influence one another (Forrester, 2007). It is an approach to problem solving, in 
which problems are viewed as parts of an overall system, rather than focusing on specific 
parts, outcomes or events and potentially contributing to further unintended consequences 
(Ackoff, 2010; Checkland, 1981). Challenging Descartes’s scientific reductionism and 
philosophical analysis, it suggests viewing systems in a holistic manner and examining 
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 them through linkages and interactions between the elements that compose the entire 
system (Richmond & Peterson, 2001).
Sterman (2000) pointed out that the traditional way of looking at a complex system is to 
break down the system into simpler parts so as to understand the system as a combination 
of those simpler parts. This approach is based on reductionist thinking approach, which 
simplifies complexity by dividing a system into sub-systems or lesser components. The 
process of subdivision is continued until the resulting bits are simple enough to be 
analysed and understood. The operation of the original complex entity is then 
reconstructed from the operation of the components. However, Senge (1990) argued that, 
in doing so, important aspects of complex systems such as nonlinear interactions among 
the elements of the system, broken symmetry, and nonholonomic constraints remain 
unexplained. Waldrop (1992) further highlighted that, it is these higher order aspects of 
complexity (nonlinear interactions, broken symmetry, and nonholonomic constraints) that 
make a system truly complex. Senge (1990) captured this concept by differentiating 
between detail and dynamic complexity. Detail complexity is defined as being driven by 
the number of variables embedded in a system (Calvano & John, 2004; Senge, 1990). In 
contrast, dynamic complexity involves “situations where cause and effect are subtle, and 
where the effects over time of interventions are not obvious” (Senge, 1990, p. 71). Senge 
(1990) pointed out that dynamic complexity is present “when an action has one set of 
consequences locally and a very different set of consequences in another part of the 
system . . . [or] when obvious interventions produce non-obvious consequences” (p. 71).
On a similar note, from an information processing view (Galbraith, 1977), two general 
characteristics of complexity can be identified – complicatedness and uncertainty 
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 (Cilliers, 1998; Miyazaki & Kijima, 2000). Complicatedness refers to the level and type 
of interactions present in the system; uncertainty refers to the inherent noise or variations 
existing within a system (Cilliers, 1998). In other words, complicatedness should be 
viewed as a deterministic component more related to the numerousness and variety in the 
system. From the information processing view (Galbraith, 1977), complicatedness would 
refer to a managerial situation where all the required information is possessed but can 
barely be processed because of its volume. In contrast, uncertainty is related to the level 
of reliability and predictability of a system outcome (Deshmukh, Talavage & Barash, 
1998) including the lack of information to perform a given task (Campbell, 1988). 
However, it is evident that complicatedness and uncertainty are what Senge (1990) 
defined as detail and dynamic complexity respectively.
Sections 2.3.1.1 – 2.3.1.3 have discussed the concepts pertaining to complexity and 
complex systems. The next section will discuss the concept of SCC.   
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 2.3.2 Concept of SCC
Supply chains are complex networks of business entities (such as suppliers, customers, 
manufacturers, distributors, warehouses) that are involved in upstream and downstream 
flows of products/services, finances and information (Lambert, Cooper & Pagh, 1998;
Mentzer et al.,2001). As complex systems supply chains are characterised by a high 
number and variety of entities as well as a high degree of interaction among these 
entities, which can lead to unpredictable behavior of the system in time (Serdarasan, 
2013). Features of complex systems can be observed in supply chains. For example, 
adapting Yates’(1978) definition: (a) there are a number of different types of firms 
involved in a supply chain; (b) there are high numbers and a variety of relationships, 
processes and interactions between and within these firms; these relationships, processes 
and interactions are dynamic; (c) many levels of the system are involved in each process; 
(d) a variety of parts and products are processed through the supply chain; (e) supply 
chains behave in uncertain ways; and (f) the amount of information needed to control the 
system is large.
2.3.2.1 Defining SCC
Wilding (1998) is one of the first to actually coin the term “Supply Chain Complexity”. 
According to Wilding (1998), supply chains can be considered complex if they are 
characterised by three aspects: deterministic chaos, parallel interactions and 
amplifications. Isik (2011) defined SCC as whole operational, structural and behavioral 
variations within a supply chain that are caused by uncertainties and/or varieties which 
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 occurs expectedly (predicted) and/or not expectedly (unpredicted) through internal or 
external drivers along a supply chain system.
Vachon and Klassen (2002), first came up with a multi-dimensional definition of SCC. 
As shown in Figure 2.1, they build upon the information theoretic approach and 
investigate complexity on two dimensions – (a) information processing dimension and 
(b) technology dimension. 
Figure 2.1: SCC dimensions proposed by Vachon and Klassen (2002) 
On the information processing dimension Vachon and Klassen (2002) discerned
complicatedness as referring to the level and type of interactions present in a system, and 
uncertainty as referring to the inherent noise and variations in a system. The 
technological dimension captures infrastructural (i.e. management systems) as well as 
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 structural (i.e. physical process and product) aspects. Overlaying these two dimensions in 
a two-by-two matrix, a four dimensional definition of SCC has been proposed. As shown 
in the figure, a total of seven variables are proposed and measured in order to 
operationalise the dimensions.
Bozarth et al. (2009) define SCC based on the notion of detail and dynamic complexity 
(e.g. Senge, 1990; Sterman, 2000). Detailed complexity has been referred to as size or 
numerousness (Funk, 1995) and variety (Vachon & Klassen, 2002). Bozarth et al. (2009) 
propose that, detail complexity exists in a supply chain if it is characterised by 
numerousness and variety in supply chain elements such as products, parts, customers 
and suppliers. On the other hand, dynamic complexity exists in a supply chain if it is 
unpredictable in nature. According to Bozarth et al. (2009), dynamic complexity in 
supply chains is characterised by lack of predictability pertaining to demand, supply and 
internal processes. Other aspects that relate to dynamic complexity is variability (Bozarth 
et al., 2009; Isik, 2010) and large degree of disorder (Perona & Miragliotta, 2004). 
Bozarth et al. (2009) have identified a total of eleven factors of complexity that represent 
either detail and/or dynamic dimension. Figure 2.2 shows the conceptualisation of SCC 
proposed by Bozarth et al. (2009).
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 Figure 2.2: SCC dimensions proposed by Bozarth et al. (2009) 
From the limited research that have been conducted on SCC, it can be argued that, 
attempts at defining SCC are manifold and strongly depend on the individually applied 
complexity definition. The variations among the frameworks used for conceptualisation 
of SCC indicate a lack of consensus regarding the complexity dimensions as well as the 
factors (variables) that represent those dimensions. This study defines SCC as the level of 
numerousness, variety, variability and uncertainty exhibited by the products, processes, 
and network of relationships that make up a supply chain. Three dimensions of SCC are 
proposed – process flow complexity, product complexity and network complexity. 
Justification of the proposed definition will be provided later in this chapter in section 
2.6.1.1.
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 2.3.2.2 Impact of SCC on Performance
SCC has both positive and negative implications for firm performance. A number of 
complexity factors such as product variety, size of customer base etc. can have direct 
positive impact on the revenue generation of a firm. For example, MacDuffie et al. 
(1996) referred to variety as what companies offer to consumers as part of a product 
market strategy and considered it to be good as it meets market requirements and helps 
generating more revenue outweighing the negative impact it might have on productivity,
costs, and efficiency. Complexities are sometimes deliberately accommodated within the 
supply chain for strategic reasons. A recent survey showed that firms increasingly pursuit 
new market around the world spreading their supply chain and other operations far and 
wide (Deloitte Research, 2003). Moreover, in order to reduce cost of manufacturing and 
product development, firms tend to choose low cost countries for manufacturing. For 
example, Finnish telecommunications-equipment maker Nokia has factories in Finland, 
China, Hungary, Germany, Mexico, the U.S., Brazil, and South Korea, and R&D centers 
in 14 countries. Archrival Ericsson has stopped manufacturing its cell phones altogether; 
it now focuses on R&D, marketing, and sales (Deloitte Research, 2003). However, if 
manufacturers engage in activities and relationships that increase the complexity of their 
supply chains – something they might indeed need to do for competitive reasons – they
need to understand the potential negative implications of those choices on operational 
performance (Bozarth et al, 2009).
Complexity is generally considered to have a negative impact on operational 
performance. SCC factors such as numerousness, variety and uncertainty are expected to 
have a negative relationship with supply chain performance measures specifically with 
28
 
 cost of manufacturing and delivery performance (Bozarth et al., 2009; Perona & 
Miragliotta, 2004; Vachon and Klassen). For example, a larger supply base, which 
represents numerousness in complexity, will escalate the size of the plant’s purchasing 
and materials management activities, thereby driving up costs (Choi & Krause, 2006). 
Again, increased variety in product lines will increase the potential for conflicting 
manufacturing tasks which in turn will magnify the uncertainty in the delivery schedule. 
Variety in product lines would result in increased set-up costs as well as inventory costs 
(Slack, Chambers, Johnston & Betts, 2008). Furthermore, uncertainty in supply and/or 
demand will make it more difficult to effectively balance demands against capacity and 
identify feasible production schedules (Bozarth et al., 2009). Uncertainties due to these 
complexity factors would also contribute to high transaction costs (Williamson, 2008).
A number of empirical studies have partially confirmed the negative impact of SCC on 
operational performance (e.g. Bozarth et al., 2009; Perona & Miragliotta, 2004; Vachon 
& Klassen, 2002). Perona and Miragliotta (2004) have shown that firms with a lower 
complexity index achieve better cost and economic performance. Vachon and Klassen 
(2002) collected empirical evidence which supported the relationship between 
complexity and firms’ delivery performance. Vachon and Klassen (2002) found that, 
complicated product/process (measured by: investment in advanced manufacturing 
technology and vertical integration) and management system uncertainty (measured by: 
scheduling changes and make-to-order level) have a significant negative impact on 
delivery performance; however, they did not find any empirical evidence for 
product/process uncertainty (measured by: scheduling changes and level of make to order 
production) and management system complicatedness (measured by: product variety and 
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 extent of supply network) having a significant negative impact on delivery performance. 
Bozarth et al.’s (2009) study also has demonstrated that not all complexity factors have 
similar impact on performance. They found that dynamic complexity factors such as
supplier lead times, instability in manufacturing schedule, and variability in demand are 
the most noteworthy complexity factors in terms of their negative impact on cost, 
customer satisfaction and delivery performance.
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 2.4 SUPPLY CHAIN ORIENTATION (SCO) AND SUPPLY CHAIN COMPLEXITY
The philosophy of contemporary SCM is that the firm is an integrated part of the supply 
chain, and this directs and shapes the firms’ attitudes toward the collective actions taken 
within the supply chain. This philosophy requires firms to conform to specific behavioral 
guidelines (Min & Mentzer, 2004). Mentzer et al. (2001) noted that the most important of 
these is having a common understanding of this philosophy within a firm, calling it 
Supply Chain Orientation (SCO). They suggested that contemporary SCM is not possible 
without a SCO in place in the firm.
2.4.1 Definition of SCO
The success of a supply chain depends on the ability to manage and integrate the diverse 
goals and strategies of the member firms operating within that chain. Integration requires 
developing collaborative relationships with other supply chain members (Christopher, 
2010). Therefore, in the value creation process of a firm, both suppliers and customers 
must make a contribution. This value creating perspective has been defined as SCO 
(Esper, Clifford-Defee & Mentzer, 2010; Min & Mentzer, 2004). In other words, SCO is 
a firm’s disposition to view the supply chain as an integrated entity in order to manage 
value creation across the upstream and downstream flow of products, services, 
information, and finances across its suppliers and customers (Hult, Ketchen, Adams & 
Mena, 2008). Firms conducting SCM collectively in the supply chain must first be supply 
chain oriented; and therefore, SCO functions as an antecedent of SCM. Mentzer et al. 
(2001) have differentiated between SCM and SCO by recognising that SCO is a 
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 management philosophy and SCM is the implementation of a management philosophy.  
SCO can be summarised as follows: 
“The idea of viewing the coordination of a supply chain from an overall system 
perspective, with each of the tactical activities of distribution flows seen within a broader 
strategic context (what has been called SCM as a management philosophy) is more 
accurately called a Supply Chain Orientation. The actual implementation of this 
orientation, across various firms in the supply chain, is more appropriately called Supply 
Chain Management.” (Mentzer et al., 2001, p. 11). 
2.4.2 Determinants of SCO
As noted above, specific guidelines are required in order to implement SCO within the 
firm's boundaries. A supply chain oriented firm should build and maintain the following 
behavioral elements in its relationship with its supply chain partners – trust, commitment, 
cooperative norms, organisational compatibility, and top management support (Min & 
Mentzer, 2004; Min, Mentzer & Ladd, 2007). SCO within a firm is operationalised by 
using these elements to build the inter-firm relationships in the supply chain. 
Trust has been defined by Morgan and Hunt (1994) as a firm’s willingness to rely on a 
business partner due to perceived dependability and integrity. Trust consists of credibility 
and benevolence, and it reflects a firm’s commitment towards cooperative behavior 
(Kwon & Suh, 2004). Credibility is the firm’s perception that its partner is sincere about 
fulfilling promised role obligations (Anderson & Narus, 1990; Ba & Pavlou, 2002). 
Benevolence, on the other hand, is a firm’s belief that its partner is interested in the firm’s 
welfare (Levin & Cross, 2004) and will refrain from taking actions that may impact on 
32
 
 the firm negatively (Anderson & Narus 1990). Trust between chain partners is an 
essential component of the cooperation and collaboration of all the factors underlying 
SCM (Lippert & Forman, 2006; Mentzer et al., 2001; Ruppel, 2004). Trust is an 
antecedent to a long-term relationship and was found to account for 53% of the variance 
in determining commitment in a study by Kent and Mentzer (2003). Commitment is the 
belief that an ongoing relationship with a supply chain partner is so important that it 
warrants maintaining it if at all possible (Morgan & Hunt, 1994; Zhao, Huo, Flynn & 
Yeung, 2008). Commitment means that partners will support one another even when 
mistakes are made (Min & Mentzer, 2004). Cooperative norms are the shared beliefs and 
expectations of partners in the supply chain and may focus on working together to 
achieve mutual as well as individual goals (Cai & Yang, 2008; Griffith & Myers, 2005). 
Although cooperation appears to be a common sense approach to SCM, it has proven to 
be difficult to achieve (Bowersox, Cox & Drayer, 2005). Firms within the supply chain 
need to believe that cooperation based mutual effort will bring superior value to the 
customers (Min & Mentzer, 2004).
To support collaboration between partnering firms, the corporate culture and 
management techniques of each firm in a supply chain must be compatible (Lambert, 
Stock, & Ellram 1998). For example, as Cooper et al. (1997) noted, that it would be hard 
to align a firm with a top-down management philosophy with one that had a bottom-up
management style. Collaboration also requires that partnering firms to have top 
management support for achieving effective SCM (Akintoye, McIntosh & Fitzgerald, 
2000; Cooper et al., 1997). The absence of top management support, which includes 
leadership and commitment to change, may hinder the collaboration process. Because top 
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 managers play a critical role in shaping the organisation’s values, orientations, resource 
allocation, and provide leadership, their support of SCM initiatives determines the impact 
of these initiatives on supply chain performance (Mentzer et al., 2001).
2.4.3 SCO as a Mechanism for Dealing with SCC
Reducing supply chain complexity in general is not always a strategic priority for a firm.
Competitive priorities may compel firms to make decisions that actually increase 
complexity (Bozarth et al., 2009; De Leewu et al., 2013). For example, it may be 
strategic for the firm to increase complexity by increasing the number of product lines to 
meet customer demand. Firms may intentionally decide to keep customers who, although 
their demands are difficult to forecast, purchase the most profitable products. As 
discussed earlier such complexity features are rather designed into a supply chain for 
strategic reasons. On the other hand, unwarranted complexity features such as 
uncertainty/variability bring no benefits to the supply chain; rather, they have only 
negative and undesirable implications for firm performance. For example, demand 
uncertainty or poor supplier performance makes it difficult to match supply with demand; 
as a result, firms may experience poor performance in terms of cost and delivery.
Sivadasanet al.(2004; 2010) suggest four policy categories for dealing with these 
unwarranted uncertainty/variability in the supply chain; to export complexity to other 
firms, to charge for imported complexity, to invest in resources to absorb complexity, and 
to take precautions to avoid complexity generation. Exporting complexity involves 
transferring a firms’ complexity to its supplier and customer firms. Charging for imported 
complexity is a precautionary approach. Charges for imported complexity from 
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 customers can be regulated through premium rates or suppliers can be penalized for 
importing complexity into the firm. However, these are not an effective response when 
dealing with supply chain complexity, since it does not meet the holistic view of supply 
chain management (Mentzer et al., 2001). Mechanisms for absorbing complexity may be 
expensive and create internal complexities of their own. For example, inventory may act 
as buffer against demand uncertainty; however, the added costs of inventory management 
are a direct cost consequence of this action. 
In order to reduce or eliminate unwarranted complexity firms may employ strategies such 
as flexibility of resources, information sharing between supply chain partners and
cooperation in the supply chain, etc. (De Leewu et al., 2013; Lockmay et al, 2008) which 
are in line with the concept of SCO. SCO takes a systems view of the supply chain and 
considers it as a whole rather than a set of fragmented parts, and takes a systems to 
managing the total flow of materials from the supplier to the ultimate customer. 
Moreover, SCO enables cooperative efforts to be made to synchronise intra-firm and 
inter-firm operational and strategic capabilities in order to create a distinct and unified 
capability of the supply chain (e.g. Hult et al., 2008; Min & Mentzer, 2004; Min et al., 
2007). Because SCO encourages firms to view their supply chain as a whole; managerial 
efforts are directed towards the efficient and effective flow of products and materials. By 
enabling synchronisation of inter-firm as well as intra-firm processes, SCO helps firms to 
eliminate or reduce uncertainty or variability in supply chains (Min & Mentzer, 2004). 
Hult et al. (2008) have shown that internal process performance and customer 
performance improve due to the presence of SCO. SCO is an organisational capability 
that helps to integrate the upstream and downstream processes in the supply chain (Esper 
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 et al., 2010) which reduces uncertainty/variability. However, it is important to note that, 
the literature does not identify any possible connection between numerousness and 
variety and SCO and there is no logical relationship between these complexity features
and SCO. SCO does not ensure a greater or lesser number and variety of products and 
parts being produced or an expansion or reduction of customer or supplier network.
2.5 PREVIOUS STUDIES ON SCC
The topic of complexity in the operations and supply chain literature is relatively new and 
research into SCC is fairly recent. Rao and Young (1994) first came up with what they 
coined “logistics complexity” to explain the factors influencing the outsourcing of 
logistics functions in a complex global supply chain set up. Wilding (1998) is found to be 
the first reference where the term “Supply Chain Complexity” has been used (Bozarth et 
al., 2009). A review of the literature suggests that much of the complexity studies into
supply chain have been published only after 2000. Three distinct streams of studying 
SCC are evident in the literature. The first stream of studies focuses on SCC from a 
complex adaptive system perspective; the second stream focuses on ‘entropy’ (Shannon, 
1948) based conceptualisation and measurement of SCC; finally, the third stream aims to 
theorise SCC through exploration and identification of its sources within the supply 
chain. The following sections 2.5.1 – 3 will identify, appraise, select and synthesise all 
high quality studies relevant to SCC until the present.
2.5.1 Complex Adaptive System based Studies of Complexity 
Supply chains can be characterised as a complex adaptive system (e.g. Choi, Dooley & 
Rangtusanatham, 2001; Wysick, McKelvy & Hulsmann, 2008). Complex adaptive 
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 system (CAS) refers to an interconnected network of multiple agents that emerges over 
time into a coherent form exhibiting adaptive actions in response to changes in both the 
environment and the system itself, without any singular entity deliberately managing or 
controlling it (Holland, 2002). In such adaptive system, collective system performance 
emerges as a result of a large number of nonlinear and dynamic activities made in parallel 
by interacting agents. For example, the individual decisions made, based on imperfect 
information and uncertainty in demand lead to a globally observed bullwhip effect (Lee, 
Padmanabhan, & Whang, 1997). Common properties of a CAS are self-organisation, co-
evolution, emergence, dynamism and recursion (Anderson, 1999). Choi, Dooley & 
Rangtusanatham (2001) put forth a number of propositions regarding how an emerging 
supply network influences the patterns of behavior of individual firms within the 
network. Again, by observing the evolution of decision making of cooperating firms, 
Nair, Narasimhan & Choi (2009) offer propositions regarding relationship development 
and the distributed nature of governance mechanisms for managing supply networks. 
SCC studies from the CAS perspective are rare in the literature. The works of Choi et al.
(2001), Hearnshaw and Wilson (2013), Skilton and Robinson (2009), Nair et al. (2009) 
are notable in this regard. Generally such studies are conceptual in nature and 
propositions/hypotheses are rarely empirically tested. Although the use of CAS in SCC 
research can be exciting, the potential of conducting empirical studies using CAS seems 
quite difficult as investigating a whole supply network needs a substantial amount of 
industry support which may not be the case for many researchers (Surana, Kumara, 
Greaves & Raghavan, 2005). 
37
 
 The CAS perspective of supply chain helps researchers to study the effects of managerial 
decision making at the network level (Pathak, Day, Nair, Sawaya & Kristal, 2007). As 
discussed earlier in this section, it helps to predict the changes in strategic behavior of a 
firm within a supply network. Specifically, CAS helps to understand at a macro-level 
why and how a firm strategically adapts to the changes within the large supply network it 
operates in. Adaptive natures such as self-organisation, co-evolution, emergence etc. are 
the primary focus of this perspective. However, the focus of this study is to conceptualize 
SCC so as to investigate how it affects firm’s operational performance. Therefore, studies 
based on CAS were not considered to be relevant for this study.
2.5.2 Entropy based Studies of Complexity
The entropy-based approach to measuring SCC takes an information-theoretic 
perspective – the more complex a system, the more information is needed to specify its 
current situation. In such case, SCC is defined as the quantitative variations (deviations) 
between actual and predicted flows caused by uncertainty and variety through material 
and information flows (Isik, 2010). This type of complexity measurement is rooted in the
seminal work of Shannon (1948) who studied entropy from a statistical perspective which 
evaluates uncertainty (associated with random variables) in a system by measuring the 
information content within the system. Since complexity produces uncertainty in the 
flows (materials and information) and results in unpredictable operations, the entropy of 
information can be used as an approach for measuring complexity in industrial systems, 
and can specifically be used to measure SCC (e.g. Isik, 2011; Sivadasan, Efstathiou, 
Calinescu & Huatuco, 2006). Complexity measured by means of the information entropy 
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 actually limits the notion of complexity to what is called the information complexity 
(Frizelle, 2004).
The entropy-based literature divides complexity into two types – static (or structural 
complexity) and dynamic (or operational) complexity. Static complexity is measured by 
identifying the expected amount of information needed to describe the state of a planned 
system (e.g. Desmukh, Talavage & Barash, 1998). Dynamic complexity is measured by 
the amount of information needed to describe the state of a system’s deviation from the 
schedule. It is a measure for the uncertainty associated with a system. Entropy as a 
measure of complexity has been first introduced by Frizelle and Woodcock (1995) who 
studied static complexity as a measure of difficulty in producing the required number of 
types of products in the context of a manufacturing plant. A similar approach has been 
adopted by Calinescu, Efstathiou, Sivadasan, Schirn and Huatuco (2000) as well as 
Efstathiou, Calinescu, and Blackburn (2002). Efstathiou et al. (2002) have introduced the 
concept of organisational complexity as a key element of complexity and proposed a 
web-based expert system to assess the entropic measure.
One of the most notable works into the entropic measure of complexity is the one by 
Sivadasan, Efstathiou, Frizelle, Shirazi and Calinescu (2002), who have developed the 
concept of dynamic complexity and modelled it based on both uncertainty (i.e. 
probability of an in-control state and an out-of-control state) and size (i.e. the number of 
products monitored and the number of out-of-control states possible). Dynamic 
complexity can be considered as a reflection of queue variability, in terms of queue 
length and composition (Sivadasan et al., 2006). Sivadasan et al. (2006) claimed that the 
application of the dynamic complexity measure allows valuable insights that can be 
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 obtained in terms of the degree of uncertainty, level of control and the detail of 
monitoring required to manage the dynamic complexity of supplier-customer systems.
Hu, Zhu, Wang and Koren (2008) have proposed a unified measure of complexity by 
integrating both product variety and assembly process information. They have developed 
models for evaluating complexity in multistage mixed-model assembly systems as well 
as multi-echelon supply chains. These models can be used to configure assembly systems 
and supply chains to ensure robust performance by mitigating complexity. Isik (2010) has 
built on classical complexity measures provided by Calinescu et al. (2000), Sivadasan et 
al. (2002), and Sivadasan et al. (2006) in order to propose a new measure of complexity 
which is also based on Shannon’s entropy. Isik (2010) argues that the classical measure is 
only a function of different states that a complex system can be in, whereas each state can 
have its own expected outcome value which is needed to be considered. Entropic 
complexity measures (both static and dynamic) have primarily been developed within the 
context of manufacturing systems (e.g. Calinescu et al., 2000; Efstathiou et al., 2002; 
Frizelle &Woodcock, 1995; Makui & Aryanezhad, 2003). However, recently, entropy-
based complexity studies have started to focus on two-echelon customer-supplier systems 
(Frizelle, 2004; Isik, 2010; Sivadasan et al., 2002, 2006; Hu et al., 2008), as well as 
multi-firm supply networks (Allesina Azzi, Battini, & Regattieri, 2010; Battini et al., 
2007; Frizelle & Suhov, 2008). 
Entropic measures of complexity have been criticised as being narrow in scope and not 
capturing all aspects of SCC (Bozarth et al., 2009). Such measures typically require a 
large amount data and results may be difficult to interpret (Calinescu et al., 1998). 
Therefore, it is considered to be a costly and time-consuming approach (de Leeuw, 
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 Grotenhuius & van Goor, 2013). Furthermore, entropy measures rely on the structure and 
dynamics of networks; therefore, they fail to capture other sources of SCC that may be 
contributing to the measure (e.g. Bozarth et al., 2009; Vachon & Klassen, 2002, 
Gimenez, van der Vaart & van Donk; 2012).
2.5.3 Exploratory Supply Chain Studies of Complexity
Exploratory approaches to SCC measurement use empirical data to identify a relation 
between aspects of complexity and other supply chain constructs such as performance. 
However, studies using such approach to complexity are limited in the literature. 
In their study of SCC in manufacturing operations Vachon and Klassen (2002) built upon
the entropy approach and investigated complexity on an information processing 
dimension and a technical dimension. Their definition of complexity has four dimensions 
such as product/process complicatedness, management system complicatedness, 
product/process uncertainty and management system uncertainty. A total of seven factors 
have been identified in order to represent these four dimensions. Vachon and Klassen’s 
(2002) study using an international database focused on the immediate upstream and 
downstream tiers of a supply chain at the firm level. Results showed support for the 
linkages between delivery performance and both complicatedness of the product/process 
and uncertainty of the management systems. In contrast, little evidence was found that 
greater product variety and more complicated supply networks adversely affected
performance.
Perona and Miragliotta (2004) investigated how complexity can affect manufacturing 
firms’ performance and that of their supply chains using fourteen in-depth industry cases 
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 studies. The authors argued that complexity consists of four indexes – (a) an index for the 
duration of the supply relationship (longer relations are considered more stable and are 
given a lower score for the level of complexity), (b) an index for the procurement 
policies, giving lower scores for the level of complexity to those firms avoiding spot 
contracts and focusing on rolling ordering mechanisms, (c) an index based on the variety 
in components and finished products to be managed, and finally (d) an index based on the 
number of production orders issued. Empirical evidence confirms that the way firms cope 
with complexity has an effect on how well they perform.
Bozarth et al. (2009) defined SCC based on the level of detail (static) and dynamic 
complexity exhibited by the characteristics of a supply chain. Detail complexity is 
defined as the distinct number of components or parts that make up a system, while the 
term dynamic complexity referred to the unpredictability of a system’s response to a 
given set of inputs, driven in part by the interconnectedness of the many parts that make 
up the system. Using a survey they investigate complexity that may arise from within 
manufacturing operations (measured by: number of products, number of parts, one-of-a-
kind/low volume production, manufacturing schedule instability) or its connections to 
downstream (measured by: number of customers, heterogeneity in customers, shorter 
product life cycles, demand variability) and upstream partners (measured by: number of 
suppliers, long and/or unreliable supplier lead-times, globalisation of supply base). 
Survey results partially supported their argument that SCC negatively influences 
operational performance.
A more recent study by Brandon-Jones et al. (2014) has focused on investigating the 
impact of supply base complexity on supply chain disruptions. According to the authors, 
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 supply base complexity is created by large numbers of suppliers, unreliable lead-times 
and the broad geographic dispersion of the supply base. Applying organisational 
information processing theory Brandon-Jones et al. (2014) found moderating effects of 
slack resources as a means to absorb the effects of disruptions and supply visibility as a 
means to improve the ability to handle disruptions.
It is evident from such studies that SCC can be conceptualised as a broad level multi-
dimensional construct, which can be operationalised and measured through a number of 
factors. These factors are representative of various sources of complexity within the 
supply chain.
2.5.4 Research Gaps Identified
An overview of studies on SCC is presented chronologically in Table 2.1. The list of 
studies is representative; however, it does not claim to cover all possible studies. It is 
only in recent years that a significant number of studies have been conducted on SCC. 
The dominant topic of investigation has been the conceptualisation as well as 
measurement of SCC from the entropy perspective. Although there has been a significant 
increase in literature on the topic of SCC as demonstrated in this review, there are three 
main gaps in the literature.
Firstly, it is evident in the literature that there is a lack of consensus regarding the 
conceptualisation of SCC. Although authors tend to agree that all complexity factors 
represent either size/numerousness, or variety or uncertainty (e.g. Bozarth et al., 2009; 
Calinescu et al., 2000; de Leeuw, Grotenhuis & Van Goor, 2013; Gerschberger, 
Engelhardt-Nowitzki, Kummer, & Staberhofer, 2012; Sivadasan et al., 2006; Vachon & 
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 Klassen, 2002 etc.), the variations among the frameworks used for conceptualisation of 
complexity indicate a lack of consensus regarding the complexity dimensions as well as 
the factors that represent those dimensions.
Second, past studies have drawn on different frameworks in identifying the complexity 
factors, each either representing dynamic or detail complexity; and in doing so, these 
studies have treated the complexity factors and their influence on performance 
individually (Bozarth et al., 2009; Vachon & Klassen, 2002). Although, it is important to 
recognise individual complexity factors, this study argues that, SCC being a multi-
dimensional construct (de Leeuw et al., 2013), it is also crucial to identify and 
operationalise the dimensions of complexity so that their impacts on performance can be 
evaluated. Understanding the nature of these complexity dimensions as well as their 
impacts can have implications for theory building for SCC management.
Third, most of the SCC literature consists of conceptual or analytic modelling. As 
demonstrated in Table 2.1, over two thirds of the listed studies are conceptual or 
modelling based. It is important to conduct survey studies, because the results of survey 
research can confirm or modify theory, which is vital in theory development (Malhotra & 
Grover, 1998). In terms of the relationship between SCC and supply chain performance, 
damaging effects are often reported in anecdotes rather than empirically verified 
quantitative research. Studies by Vachon and Klassen (2002) and Bozarth et al. (2009) 
are the only two noteworthy attempts in this regard. Vachon and Klassen’s (2002) uses an 
archival database (Global Manufacturing Research Group Database) in order to test the 
hypothesised relationships. The survey measures in their study are not constructed to 
specifically assess SCC. Consequently, the measures of complexity are limited in number 
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 and more importantly, limited in scope. Bozarth et al.’s (2009) study on the other hand 
have conducted a large scale survey across Europe and USA. The results from their study 
show that supply chain characteristics that represent dynamic complexity have a greater 
impact on performance than those that represent detail complexity. The study by 
Brandon-Jones et al. (2014) focusses mainly on upstream supply base complexity. 
Therefore, more empirical studies need to be conducted on SCC.
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 Type of 
complexity
Source of 
Complexity
Complexity 
Measure
Study type
Detail Dynamic Numerousness Variety
Variability 
and 
Uncertainty Entropy Metric Conceptual
Mathematical 
Modelling Empirical
Frizelle and Woodcock 
(1995) X X X X X X X
Desmukh et al. (1998) X X X X
Wilding (1998) X X X
Calinescu et al. (2000) X X X X X X X
Choi et al. (2001) X X X X
Choi and Hong (2002) X X X X X X
Efstathiou et al. (2002) X X X X X X X
Sivadasan et al. (2002) X X X X X X X
Vachon and Klassen (2002) X X X X X X X
Perona and Miragliotta 
(2004) X X X X X X X
Sivadasan et al. (2006) X X X X X X X
Choi and Krause (2006) X X X X X X
Battini et al. (2007) X X X X X X X
Masson, Iosif, MacKerron 
and Fernie (2007) X X X X X X
Table 2.1: Categorisation of SCC studies (Continues to the next page)
46
 
 Type of 
complexity
Source of 
Complexity
Complexity 
Measure
Study type
Detail Dynamic Numerousness Variety Uncertainty Entropy Metric Conceptual
Mathematical 
Modelling Empirical
Wu, Frizelle and Efstathiou 
(2007) X X X X
Hu et al. (2008) X X X X X
Wysick et al. (2008) X X X
Bozarth et al. (2009) X X X X X X X
Hofer and Knemeyer (2009) X X X X X X X
Isik (2010) X X X X X X X
Allesina et al. (2010) X X X X X X X
Sivadasan et al. (2010) X X X X X X X
Gerschberger et al. (2012) X X X X X X
Gimenez et al. (2012) X X X X X
de Leeuw et al. (2013) X X X X X X X
Brandon-Jones et al. (2014) X X X X X X X
Table 2.1 (Continued from previous page): Categorisation of SCC studies
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 2.6 THEORETICAL FRAMEWORK
After reviewing the concepts relevant to this study, a theoretical framework will be 
developed in this section. Before developing the hypotheses, the constructs used in this 
study will be explained and defined.
As stated in Chapter 1, the aim of this study is to investigate how SCC affects operational 
performance. The study also aims to investigate the role of SCO in the relationship 
between complexity and performance. Literature review showed that, there is a need for 
more empirical research into the topic of SCC. Moreover, there is a lack of consensus 
regarding the definition of SCC and its effect on performance. Key constructs for 
developing the theoretical framework for this study are – SCC, SCO, and operational 
performance. Definition of SCO has already been provided earlier in this chapter in 
Section 2.4. Following section 2.6.1 will explain and define the constructs of SCC as well 
as operational performance. Section 2.6.2 will discuss the hypotheses outlining the 
relationships among the constructs. 
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 2.6.1 Defining the Constructs
2.6.1.1 SCC
There are several levels at which SCC can be examined – an industry, geographic region, 
network or firm level. This study considers SCC at the firm level. At this level of 
analysis, firms operating within a supply chain experience SCC that can arise from within 
the firm or via the firm’s connections with downstream and upstream partners. SCC has 
been defined in this study as the level of detail complexity (numerousness, variety) and 
dynamic complexity (uncertainty or variability) exhibited by the products, process flow,
and network of relationships that make up a supply chain. Detail complexity is driven by 
the static structure or dimension embedded within a system (Calvano & John, 2004). In 
contrast, dynamic complexity involves situations where cause and effect are subtle and 
difficult to understand (Senge, 1990).
This study proposes that, operating within a supply chain, a firm experiences two types of
detail complexity – product complexity and network complexity. These two complexities 
are related to the structural complicatedness of the supply chain system (Vachon & 
Klassen, 2002). Product complexity captures numerousness and variety in product and 
part portfolio, whereas network complexity captures the same in customer as well as 
supplier base. On the other hand, this study also proposes that firm experiences dynamic 
complexity in its process flow. Such complexity exists in the form of uncertainty/
variability in the material flow through the supply chain processes. Therefore, based on 
the theoretical underpinning of detail and dynamic complexity and also on the fact that 
supply chain comprises of product, process flow and network, this study proposes three 
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 dimensions of SCC – process flow complexity, product complexity and network 
complexity. Such conceptualisation of SCC is consistent with the ones defined in the 
extant literature (e.g. de Leeuw et al., 2013; Bozarth et al., 2009). The following sections 
will define and further explain these three dimensions.
Process flow Complexity
Firms create and deliver value in the form of product or service, which are offered to the 
consumers or to other firms. The product or service is created through a sequence of tasks 
or activities that take a set of inputs and converts them into desired outputs. This 
sequence of activities can be referred as process. Davenport (1993) defined processes as a 
structured and measured set of activities designed to produce a specific output. A process 
is a specific ordering of work activities across time and place, with a beginning, an end, 
and clearly defined inputs and outputs. Processes in a supply chain are related to the 
movement (inflow and outflow) of the materials/products within a supply chain (Mentzer 
et al., 2001). Three fundamental processes can be identified through which a firm within 
a supply chain controls the inflow and outflow (Harmon, 2010). These are procurement, 
manufacturing and fulfillment. Through the procurement process, the firm acquires its 
raw materials from its upstream suppliers. The manufacturing process, as the name 
implies, involves the creation of the desired product or service. Finally, through the 
fulfillment process the firm delivers the goods or service to the downstream customers 
based on their demand. 
Traditionally, upstream and downstream parts of the supply chain have interacted as 
disconnected entities receiving sporadic flows of information over time. However, 
50
 
 operating an integrated supply chain requires continuous information flow which in turn 
ensures the best material/product flows. Downstream customers are the primary focus of 
such an integrated supply chain as the demand is generated by the customers. A 
customer-focused supply chain needs to process information accurately as well as in a 
timely manner in order to quickly respond to the frequent changes in customer demand 
(Rexhausen, Pibernik & Kaiser, 2012). On the other hand, there is also a need to 
coordinate with the upstream suppliers for effective material and manufacturing 
management (Prajogo & Olhager, 2012). Overall, controlling uncertainty in customer 
demand, manufacturing processes, and supplier performance are critical to effective 
SCM.
In order to define process flow complexity, this study uses the concept of dynamic 
complexity (Bozarth et al., 2009; Mason-Jones & Towill, 1998; Senge, 1990; Sivadasan 
et al., 2006). According to these authors, dynamic complexity refers to the inherent noise 
or variability existing within a system where the cause-effect equation of these variations 
is non-linear. Dynamic complexity increases with the variability and uncertainty within 
the system (de Leeuw et al., 2013). Process flow complexity is, therefore, the extent of 
variability and level of uncertainty in materials/product flow in a supply chain. Based on 
the simple structure of a supply chain, there are three main sources of process flow 
complexity – downstream sources related to customer demand such as uncertain demand, 
internal sources related to manufacturing, and upstream sources related to supplier 
delivery and quality performance (Germain, Claycomb & Droge, 2008). Figure 2.3 shows 
the flows of information and material/product as well as the potential sources of process 
flow complexity.
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 Figure 2.3: Sources of process flow complexity (Source: Author)
Demand uncertainty is a significant source of process flow complexity. It is measured in 
terms of fluctuations and variations in demand (Chen & Paulraj, 2004). Demand 
uncertainty can be driven by a rationing game that stimulates the customers to order more
units than they need. Also, the price variations, e.g. discounts or promotions will lead to 
uncertainty of actual end-customer demand patterns (Wilding, 1998). When demand is 
uncertain, it becomes difficult to predict and monitor the sales forecast and market trends 
with greater accuracy (Celly & Frazier, 1996). Supply chain processes are triggered by 
customer demand. Therefore, uncertainty in demand affects all the processes involved in 
the material flow, triggering process flow complexity (Bozarth et al., 2009; Gupta & 
Maranas, 2003). For example, under an uncertain demand scenario, the same supply 
chain action (e.g. reordering to a fixed stocking level) can lead to different outcomes (e.g. 
extra inventory or stock out), depending on the level of the demand. A classic example is 
the bullwhip effect (a phenomenon driven by uncertainty in the process), which 
denotes sources of process flow complexity
Manufacturing Firm SuppliersCustomers
Information flow for 
customer demand
Information flow for 
internal material mgmt. 
Information flow for 
purchasing raw materials
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from raw materials
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 demonstrates how a lack of coordination in ordering policies leads to unusually high 
stock levels in the upstream of the supply chain (Lee, Padmanabhan & Whang, 2004). 
An instable manufacturing schedule represents another key source of process flow 
complexity. Failure to adhere to the planned manufacturing schedule increases the 
amount of changeovers as well as set-up time (Mapes, Szwejczewski & New, 2000). The 
unplanned changes in the schedule are usually non optimal and have non-linear impacts 
on the lower-level material management plans. Therefore, due to instable schedules the
manufacturers force to put in place control mechanisms that are capable of dealing with 
the complex interactions required to coordinate production plans and execution activities 
(Vollmann, Berry, Whybark & Jacobs, 2005). Instability in manufacturing schedules can 
occur from various internal manufacturing failures such as machine breakdowns (Koh & 
Saad, 2002; Towill, Childerhouse & Disney, 2002), lower process capability (Van der 
Vorst & Beulens, 2002), and changes in employee productivity (Sawhney, 2006).
Supply uncertainty can be viewed as one of the key drivers of process flow complexity. 
Supply uncertainty is closely related to the practice of global sourcing (Handfiled & 
McCormack, 2007). In search of lower costs and facilitated by reduction of trade barriers, 
many companies have changed their sourcing strategy to a global platform to reduce 
costs, access new markets and improve quality (Christopher, Mena, Khan & Yurt, 2011). 
However, such practice also means that firms will be exposed to more uncertainty 
regarding supply (Christopher & Lee, 2004). In a study conducted by AMR Research 
group it has been found that supply chain managers identify supply uncertainty to be the 
most important factor of supply chain vulnerability (Hillman & Keltz, 2007). The 
uncertainty of receiving the raw material on time from the suppliers affects the 
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 manufacturing and fulfillment process by increasing the complexity in coordinating the 
flow (Neiger, Rotaru & Churilov, 2009; Towill, Childerhouse & Disney, 2002). 
Unreliable supplier delivery performance can force the manufacturer to adopt 
manufacturing planning and control mechanisms which are characterised by longer 
planning horizons and greater levels of detail (Vollmann, Berry, Whybark & Jacobs, 
2005). Moreover, Chen, Drezner, Ryan & Simchi-Levi (2000) have shown in their 
research that the magnitude of the bullwhip effect is driven only by supplier lead time 
variability under certain demand conditions. Process flow complexity can also occur due 
to supplier quality performance. If the quality of the supplied raw material varies, 
uncertainty in the integrated material/product flow increases (Van der Vorst & Beulen, 
2002).   
Product Complexity
The concept of product complexity has been discussed in the academic literature 
pertaining to product design and development (e.g. Ameri, Summers, Mocko & Porter, 
2008; Barclay & Dann, 2000), operations management (Closs, Nyaga & Voss, 2010; 
Jacob & Swink; 2011), marketing (e.g. Lancaster, 1990; Thompson, Hamilton & Rust, 
2005) and SCM (e.g. Novak & Eppinger, 2001). According to Novak and Eppinger 
(2001) product complexity can be defined by three elements such as the number of 
product components to specify and produce, the extent of interactions to manage between 
these components (parts coupling), and the degree of product novelty. This definition 
focuses on complexity in the structure of a product and indicates the complex 
manufacturing environment resulting from the structure. On the other hand, the Closs, 
Jacobs, Swink and Webb’s (2008) definition of product complexity focuses on the variety 
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 in a product portfolio. They propose that product complexity is the state of processing 
difficulty resulting from variety in as well as interrelatedness among products in a 
portfolio, where product portfolio is the complete set of possible product configurations 
offered by a business unit at a given point in time. In an analysis of the role of product 
complexity during the product design phase, Rodriguez-Toro, Tate, Jared and Swift 
(2002) suggested two types of product complexity – component and assembly 
complexity. Component complexity is related to the geometry of components, and 
assembly complexity reflects the structural breakdown of the product and the number of 
operations required to assemble a product. It is evident from the literature that researchers 
have established different definitions based on the objective of the analysis and the scope 
of the research. There is no widely accepted or used definition of product complexity in 
the literature (Orfi, Terpenny & Sahin-Sariisik, 2011). 
This study recognises that, product complexity arises from two sources, 
a. numerousness, variety and interrelatedness in products (product portfolio) 
(Blecker & Abdelkafi, 2006; Closs et al., 2008; Jacob & Swink, 2011) 
b. numerousness, variety and interrelatedness in the parts and components that are 
used in manufacturing the finished products (Bozarth et al., 2009; Milgate, 
2001; Novak & Eppinger, 2001; Vachon & Klassen, 2002)
A product portfolio is the collection of products offered for sale. A portfolio specifies 
how the product functions are linked to physical components through the design system 
(Fixson, 2005). Product portfolio elements, therefore, can be identified as the sum of all 
product functions as well as their physical components. Complexity arises as 
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 numerousness, variety and interrelatedness exist in a product portfolio (Closs et al., 
2008). However, firms do not necessarily choose to incorporate high complexity into 
their product portfolio; it can be a consequence of external product-market competition 
and internal product development decisions that add to the volume and the variety of their 
portfolios (Fernhaber & Patel, 2012). Nevertheless, product portfolios differ across firms 
as they vary significantly in their product development strategies. 
Product complexity increases if one or more of the three attributes of the product 
portfolio’s elements – numerousness, variety, and interrelatedness increases. 
Numerousness indicates to larger number of elements within the portfolio which may 
include redundant and replicated elements ((Ameri, Summers, Mocko & Porter, 2008; 
Jiao & Zhang, 2005). For example, a portfolio containing four ball point pens that are 
identical except for their ink color (which is a unique feature of the pen) is more complex 
than the one containing only one black ink ball-point pen. Variety is represented by the 
degree of differences across elements in terms of their features such as shape, size, 
material etc. (Berger, Draganska & Simonson, 2007). For example, if a pencil is added to 
the portfolio of ball point pens, portfolio complexity increases as the design architecture 
or technology used for manufacturing pencils is fundamentally different from the ones 
used for ball point pens. Therefore, a product portfolio made up of a ball point pen and a 
pencil is more complex than a portfolio of two ball point pens of differing color because 
there is greater variety of design architectures and technologies involved, even though the 
number (numerousness) of different products in each portfolio is the same. Product 
portfolio complexity also increases with the degree of functional interrelatedness among 
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 products (Tatikonda & Stock, 2003). Interrelatedness occurs by virtue of common 
functions or functional interactions.
A similar set of explanations can be applied for numerousness, variety and 
interrelatedness that exist in parts and components (e.g. MacDuffie, Sethuraman & 
Fisher, 1996). The number of unique parts needed to manufacture the final product 
increases complexity in the manufacturing environment (Ramdas & Sawhney, 2001). 
Diverse parts are likely to have different requirements for manufacturing, quality 
assurance, and information management, etc. Researchers have shown that manufacturers 
employ parts commonality and shared product platforms in order to reduce the 
complexity in terms of the number and variety of parts used (Robertson & Ulrich, 1998). 
Huang, Zhang and Liang (2005) specifically note that increased commonality improves 
availability of material due to the risk pooling effect and reduces system complexity. 
Interrelatedness among the parts also contributes to complexity. Changes in any 
significant part or component usually require redesign of the manufacturing schedule and 
other systems (Khurana, 1999). Interrelatedness among parts can also have implications 
for the patterns of demands placed upon operational processes. 
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 Network complexity
A complex supply chain involves a large number of participants exchanging different 
classes of material items (Ford & Hakansson, 2006) and different types of information in 
transactions (Turnbull, Ford & Cunningham, 1996). This study defines network 
complexity as the complexity that arises from the structural characteristics of the supply 
chain network in which the focal firm is operating. The main feature of network 
complexity that is relevant for this study is the numerousness of and the variety in the 
network (Bozarth et al., 2009; Choi & Krause, 2006). Larger supply networks are often 
more complex. A focal firm within a larger supply network is more likely to deal with a 
larger number of processes in the exchange of products or information (Engelhardt-
Nowitzki, Gerschberger & Staberhofer, 2012). Moreover, larger networks are more likely 
to be populated by a wider variety of participants interacting in a greater variety of ways 
(Skilton & Robinson, 2009). On the other hand, smaller networks are usually less
complex. They usually have fewer stages and exchanges, involving fewer types of 
participants. 
Network complexity can be generated from the upstream network of suppliers and/or the 
downstream network of customers (Bozarth et al., 2009). As the number of customers 
increases, the downstream side of the network becomes larger; therefore, the amount of 
tasks pertaining to managing customer relationships management, demand management 
and order management increases. Each customer would have their own priorities inflicted 
into their orders making the management of the tasks even more complex (Hines, 2014). 
On a similar note, adding suppliers to the supply base increases upstream network 
complexity due to the increase in material flow, information flow and relationships that 
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 need to be managed (Dedrick, Xu & Zhu, 2008). The multiplicity of suppliers in the 
supply base has been a source of concern for most large firms. In order to address this 
issue, many firms have embarked on supply base rationalisation or supply base reduction 
(Ogden, 2006). A large number of suppliers in the upstream supply base contribute to an 
increased amount of tasks pertaining to transactions and coordination (Choi & Krause, 
2006).
2.6.1.2 Operational Performance 
Performance measurement is ‘the process of quantifying the effectiveness and efficiency 
of action’ (Neely, Gregory & Platts, 1995, p. 80). Gunasekaran and Kobu (2007) 
suggested six objectives for performance measurements: (1) identify success, (2) identify 
if customer needs are met, (3) ensure better understanding of the processes, (4) identify 
bottlenecks, waste, problems and improvement opportunities, (5) assist factual decisions, 
and (6) track progress. These objectives suggest that performance measurement plays an 
important role in setting objectives and steering future actions. Developing well-crafted 
performance measures has been regarded as one of the important factors in enhancing 
supply chain performance (Langfield-Smith & Smith, 2005). To achieve business 
success, it is generally agreed that the measures developed or selected must align with the 
firm’s strategic goals (e.g. Arzu Akyuz & Erman Erkan, 2010).
The literature identified a number of performance measures for firms operating within a 
supply chain. These performance measures can be categorised as; financial and 
operational (Beamon, 1999; Gunasekaran, Patel & McGaughey, 2004). Financial 
measures assess a firm’s performance using factors outside of the firm’s boundaries. 
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 These measures would include conventional indicators of business performance such as 
market share, return on investment, present value of the firm, firm’s net income, and 
after-sales profit (Gunasekaran & Kobu, 2007). Operational performance measures 
provide a relatively direct assessment of the impacts of different actions and activities 
(Chen & Paulraj, 2004). The literature identifies several different types of operational 
measures, including cost based measures (e.g. Christopher & Gattorna, 2005), time based 
measures (e.g. Hult, Ketchen & Slater, 2004; Swafford, Ghosh & Murthy, 2008), quality 
based measures (Foster Jr. & Ogden, 2008; Hwang, Radhakrishnan & Su, 2006) and 
innovation based measures (Soosay, Hyland & Ferrer, 2008) etc.
This study focusses on the two operational performance measures – manufacturing cost 
and schedule attainment. Manufacturing cost reflects the internal efficiency (Gunasekaran 
et al., 2004). It comprises direct materials costs, direct labor costs and manufacturing 
overheads (Ostwald & McLaren, 2004).  Schedule attainment is a measure of the 
timeliness of delivery. Schedule attainment is dependent on lead time attributes. A similar 
concept, on time order fill, has been used by Christopher (2010), describing it as a 
combination of delivery reliability and order completeness. Delivery performance is the 
culmination of a whole set of upstream operations and managerial decisions. In addition, 
downstream features of supply chain such as demand uncertainty, variety in customer 
requirements etc. can negatively also affect delivery performance. Therefore, rather than 
considering delivery performance from the isolated perspective of a single manufacturer, 
explicit recognition of the upstream and downstream supply chain activities is required 
(Brown & Vastag, 1993; Vachon & Klassen, 2002). Manufacturing cost and schedule 
attainment are two of the five key strategic attributes of performance measurement for 
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 supply chains in the Supply Chain Operations Reference model (Supply Chain Council, 
2008). Since a supply chain cuts across functional boundaries, it is logical to assume that 
the impact of complexity as well as the impact of the actions taken with regard to 
complexity will be represented in the manufacturing cost and schedule attainment (e.g. 
Bozarth et al., 2009).
From a manufacturing perspective, quality performance of a firm can be defined as 
conformance to requirements (Crosby, 1996). Once the design or the specification of a 
product has been established, any deviation from the specification would mean a
reduction in quality. While such definition of quality recognizes the consumer's interest 
in quality, its primary focus is internal – design and manufacturing (Garvin, 1984). On 
the design side, improved quality would imply enhanced reliability of the product, which 
can be ensured analysing product's basic components, identifying possible failure modes, 
and then proposing alternative designs (Kapur & Pecht, 2014). On the manufacturing side,
improved quality would imply superior process capability, which can be ensured by 
employing statistical techniques to discover when a production process is performing 
outside acceptable limits (Feigenbaum, 2005). Therefore, it was logical to assume that, 
with an exception of supply quality, the effects of the factors of SCC would not be 
reflected in firm’s quality performance. On the other hand, Afuah (1998) defined 
innovation as a process of turning opportunity into new ideas and putting these into 
widely used practice. Innovation is central to a company’s success as it allows the 
company to achieve temporary monopoly positions and thus generate superior rents. 
Hence, innovation is a prerequisite to long-term survival and growth of the firm (Corsten 
& Felde, 2005). Innovation based performance of a firm is reflected through new product
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 or process or technology development (Gilley and Rasheed, 2000); and within a supply 
chain context such performance predominantly depends on firm’s capability (Lawson & 
Samson, 2001), R&D investments (Olson, Walker, Ruekerf, & Bonnerd, 2001) as well as 
buyer-supplier collaboration (Petersen, Handfield, & Ragatz, 2005). Therefore, it was 
assumed that, the effects of the factors of SCC would not be reflected in innovation based 
performance measures.
62
 
 2.6.2 Hypotheses Development
The key constructs have been explained and defined in the previous section. SCC has 
been defined as the level of numerousness, variety, variability and uncertainty exhibited 
by the products, processes, and network of relationships that make up a supply chain. 
Three dimensions of SCC have been proposed – process flow complexity, product 
complexity and network complexity. Now, in order to understand how complexity 
impacts operational performance and the role of SCO in complexity-performance 
relationship, the links among proposed complexity dimensions, SCO and operational 
performance need to be established. This section considers the relationships among the 
defined constructs and the hypotheses which can be used to test them.
Predominantly, the theory of complexity and complex systems has been employed in 
hypothesizing SCC-performance link. These theories have already been discussed earlier 
in this chapter. However, it should be noted that two other theoretical perspectives such 
as transaction cost economics (TCE) (Williamson, 1975) and theory of smooth even flow
(TSEF) (Schmenner, 2004; Schmenner & Swink, 1998) have also been used in 
conjunction with complexity theory in order to formulate relevant research variables and 
hypotheses. TCE has been used for explaining the connection between detail complexity 
(product and network complexity) and performance. On the other hand, TSEF has been 
used for explaining the connection between dynamic complexity (process flow 
complexity) and performance. Furthermore, theory of relational view of organisation 
(Dyer & Singh, 1998) has been employed in order to hypothesise the relationship 
between SCO and operational performance. These theoretical perspectives are all 
relevant to the concept of SCM and frequently used in supply chain as well as complexity 
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 literature (e.g. Chen, Sohal & Prajogo, 2013; Closs et al, 2010; Germain et al., 2008; Min 
et al., 2007; Novak & Eppinger, 2001).
2.6.2.1 Impact of Process Flow Complexity on Operational Performance
The impact of process flow complexity on operational performance is demonstrated by 
the theory of swift and even flow (TSEF) (Schmenner, 2004; Schmenner & Swink, 
1998). TSEF suggests that a fast and even flow of materials through a process, regardless 
of the type of process, results in a more productive process (Schmenner, 2004). 
Productivity for any process – labor, machine, materials, or total supply chain 
productivity – increases with the consistency and speed through which materials flow, 
and productivity decreases with increases in the variability and uncertainty associated 
with the flow (Devaraj, Ow & Kohli, 2013). TSEF drives increased coordination and 
integration across the supply chain – the more integrated the connections between supply 
chain exchange parties and the faster, more even the flow from raw materials to end 
customers, the more productive the supply chain. Variability and uncertainty in the 
process flow can arise from demand uncertainty, manufacturing schedule instability, and 
unreliable supplier performance (Germain et al., 2008; Mapes et al., 2000).
Demand uncertainty is a key contributor to this variability and uncertainty (Germain et 
al., 2008). A fundamental objective of SCM is to match supply with demand (Cohen & 
Kunreuther, 2007); unexpected changes in demand can disrupt the accuracy of forecasts 
and make it more difficult to achieve this goal. Any mismatch between orders and 
forecasts will increase the variability in the supply chain process (Sodhi & Lee, 2007). 
Due to demand uncertainty supply chain planning can become difficult for managers 
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 (Sodhi & Tang, 2009) as some supply chain actions can result in different outcomes 
depending on the level of demand. Research has shown that, supply chain planning 
methods which do not incorporate demand uncertainty obtain inferior results if compared 
with methods that formalize it implicitly (Peidro, Mula, Poler & Lario, 2009).
Variability and uncertainty in the process flow can occur due to an incapable internal 
manufacturing process as well. It has been argued that inconsistency in processing time, 
output rate or the quality of the products degrades the performance of a production 
system (Mapes et al., 2000; Melnyk, Denzler & Fredendall, 1992; Wacker, 1987). Any 
quality related problems such as rework, scrap or machine downtime add to variable and 
uncertain flow reducing operational performance (Hopp & Spearman, 2000). Such 
variability can be dealt with by keeping buffer inventory so that the longer than expected 
processing times at the earlier stages of manufacture do not lead to the later stages 
running out of work (Hopp & Spearman, 2000). However, it increases the average 
manufacturing throughput time and does nothing to reduce the variability in throughput 
time. Therefore, the cost and lead-time increase, and delivery reliability decreases 
(Goldratt, Cox & Whitford, 2004).
Unreliable supplier performance is also detrimental to the even flow because 
inconsistency in the supply lead time decreases the predictability in the supply process 
and reduces the ability to matching the supply with demand (Zsidisin, 2003). Poor 
supplier performance is a frequent source of production delay (Van der Vorst & Beulen, 
2002). There have also been many examples of when quality problems or defects in the 
supplied components or parts created variability and uncertainty (Thun & Hoenig, 2011). 
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 The literature reviewed above on process flow complexity suggests that the following 
hypothesis should be tested.
H1: Process flow complexity faced by a firm negatively impacts its (a) cost 
performance and (b) schedule attainment.
2.6.2.2 Impact of Product Complexity on Operational Performance
Product complexity is a function of numerousness, variety in and interrelations among 
the products offered as well as between the parts/components. The negative effects of 
numerousness and variety on operational performance can be explained by the two 
transaction cost economics concepts (Williamson, 1975; 2002) – transaction frequency 
and asset specificity. As numerousness in and variety across parts and products increases, 
the number of transactions in the operations that must be performed also increases. 
Transactions are present throughout the supply chain, e.g. procurement transactions, sales 
transactions, quality control, inventory tracking, and production resource changeovers 
etc. All of these transactions incur extra costs by consuming resources (Novak & 
Eppinger, 2001). Furthermore, coordinating the different types of transactions can be 
difficult for shop floor managers and schedulers, resulting in interruptions in production 
runs and inefficiencies (Khurana, 1999). 
Product complexity has been shown to increase the inventory holding cost (Alfaro & 
Corbett, 2003; Johnson & Anderson, 2000). Procurement costs increase as the number of 
parts increases (Meyer & Mugge, 2001). Consequently, in order to cope with a high 
variety of parts and components, more inventories are held (Closs et al., 2010). 
Interrelatedness among parts and products increases the uncertainty in shop floor 
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 schedules and makes the balancing of assembly lines more difficult (Vachon & Klassen, 
2002). A greater degree of variety in products and parts also increases the frequency of 
tool changeovers, therefore, increases set-up time losses and costs (Thonemann & 
Bradley, 2002). Moreover, increased variety increases the processing costs of products, 
forcing the firm to invest in tangible and intangible assets (Hitt, Hoskisson & Kim, 1997). 
The literature reviewed above indicates that an increase in product complexity can 
increase governance costs, manufacturing overheads and inventory levels and hinder 
delivery schedule attainment (e.g. Alfaro & Corbett, 2003; Flynn & Flynn, 1999; Hitt, 
Hoskisson & Kim, 1997; Khurana, 1999; Salvador, Forza & Rungtusanatham, 2002; 
Thonemann & Bradley, 2002; Vachon & Klassen, 2002). This leads to the hypothesis 
that:
H2: Product complexity faced by a firm negatively impacts its (a) cost 
performance and (b) schedule attainment.
2.6.2.3 Impact of Network Complexity on Operational Performance
Increases in network complexity is sometimes inevitable. Network complexity may 
increase due to different strategies taken up by the firms (da Silveira, 2005; Choi & 
Krasue, 2006). However, network complexity also has performance implications in the 
supply chain.
An increase in upstream network complexity (complexity in the supply base) contributes 
to an increase in overall transaction costs (Choi & Krause, 2006). These include supplier 
search, bargaining and monitoring costs. Search and bargaining costs are mainly incurred 
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 in the initial stages of a transactional relationship. Monitoring costs are incurred 
throughout the duration of the relationship, but decrease over time (Williamson, 1975). 
The costs incurred in managing a large supply base can be high. Supply base reduction or 
rationalisation is frequently employed as a cost reduction strategy (e.g. Handfield & 
Nichols, 1999; Ogden, 2006; Trent & Monczka, 1998). Having multiple suppliers for the 
same item can support price based competition, but also can increase the inventory levels 
across the supply chain (Choi & Krause, 2006). A greater degree of variety in the supply 
base can increase costs (Bozarth et al., 2009) as a firm will have to dedicate time, effort 
and other tangible resources to managing and coordinating different suppliers. 
Numerousness and variety in the supply base increase the number of conflicting tasks in 
the material flow management process. Therefore, upstream network complexity 
influences delivery schedules (Bozarth et al., 2009). 
As the downstream network complexity increases, the amount of customer relationships, 
demand and order management tasks increases (Bozarth et al., 2009). Each different 
customer order priority will make managing the tasks even more complex and costly 
(Hines, 2013, Vollmann et al., 2005). Therefore, it can be expected that downstream 
complexity will have a negative influence on operational performance. 
A larger variety in customer base will create a greater potential for conflicting 
manufacturing tasks (Bozarth & Edwards, 1997), misalignment between manufacturing 
capabilities and customer needs (Bozarth & Berry, 1997; da Silveira, 2005) and lower 
level of manufacturing performance (Bozarth & McCreery, 2001). This suggested that 
the following hypothesis should be tested:
68
 
 H3: Network complexity faced by a firm negatively impacts its (a) cost 
performance and (b) schedule attainment.
2.6.2.4 Impact of SCO on Process Flow Complexity
The coordination of a supply chain from an overall system perspective through the SCO 
view means that each of the tactical activities of distribution is viewed from within a 
broader strategic context (Mentzer et al., 2001). According to Min and Mentzer (2004), 
SCO encourages cooperative efforts to synchronise intra-firm and inter-firm operational 
and strategic capabilities in order to create a distinct and unified capability of the supply 
chain and focuses on supply chain partners in creating unique and individualised sources 
of customer value.
SCO has positive implications for effective and efficient material flow through the supply 
chain (Min et al., 2007).  The explanation of how SCO improves supply chain flow is 
rooted in the theory of relational view of organisation (Dyer & Singh, 1998) which states 
that idiosyncratic inter-firm linkages could generate relational rents and be a source of 
competitive advantage. When supply chain oriented firms invest in relation-specific 
assets, engage in information as well as knowledge exchange, and combine resources 
through governance mechanisms, relational rents can be derived on the part of both 
exchange parties (Vandaie & Zaheer, 2014; Yang, Wang, Wong & Lai, 2008). Such 
relational rents ensure less variability and uncertainty in the flow of products and 
materials through supply chain (Autry & Griffis, 2008; Patnayakuni Rai & Seth, 2006; 
Peterson, Handfield & Ragatz, 2005).
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 The literature has shown that SCO encourages information sharing and collaboration 
among supply chain partners (e.g. Min et al., 2007), which can be expected to reduce the 
uncertainty and/or variability within the supply chain flow (Prajogo & Olhager, 2012). 
For example, collaborative information sharing with downstream customers will 
minimise forecasting error and thus demand uncertainty (e.g. Cachon & Fisher, 2000; 
Lee, So & Tang, 2000). Similarly, increasing collaboration and integration with upstream 
suppliers can improve supplier performance and reduce inefficiencies in the flow of 
supply (e.g. Narasimhan & Nair, 2005; Zhou & Benton, 2007). Supply chain oriented 
firms are also more likely to implement practices such as Efficient Customer Response, 
Quick Response, Vendor Managed Inventory, Collaborative Planning, Forecasting, and 
Replenishment, etc. in order to ensure a seamless supply chain (Min et al., 2007). 
As discussed, SCO drives internal cross-functional collaboration (Hult et al., 2008). As 
different functions collaborate with each other and share information about production 
capacity, logistics, quality issues, inventory levels and other operational data, the 
manufacturing process becomes better coordinated and managed (Chen, Sohal & Prajogo, 
2013). Internal cross-functional collaboration is also important for the key value adding 
practices, such as lean production and total quality management, which focus on reducing 
supply chain flow variability and uncertainty (Cua, McKone & Schroeder, 2001). 
The literature, therefore, supports the following hypothesis:
H4: SCO of a firm negatively impacts process flow complexity.
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 2.6.2.5 Impact of SCO on Operational Performance
SCO has a positive impact on supply chain performance (Hult et al., 2008; Min et al., 
2007). Supply chain oriented firms invest in relation-specific assets and combine supply 
chain resources and capabilities through governance mechanisms (Dyer & Singh, 1998).
As a result, benefits are generated through the synergistic combination of the assets, 
knowledge and capabilities of the supply chain partners. The benefits include lower cost, 
improved delivery performance, enhanced product differentiation and faster product 
development lead time etc. (Autry & Griffis, 2008; Wieland & Wallenburg, 2013).
Because SCO views the supply chain as a whole, most of the management activity is 
directed towards the efficient and effective flow of products and materials. By enabling 
synchronisation of inter-firm as well as intra-firm processes, SCO positively affects 
operating costs, inventory availability and timeliness (Min & Mentzer, 2004). The trust 
and commitment toward supply chain partners can also lead to greater efficiency (e.g. 
Kwon & Suh, 2004; Peterson, Ragatz & Monczka, 2005; Siguaw et al. 1998). The 
cooperative norms can also have a positive influence on internal functional integration 
within supply chain members, resulting in superior marketing, procurement and logistics 
performance (Dyer, 2002; Hult et al., 2008; Griffith & Myers, 2005). The trust achieved 
also directly and positively affects cost savings (Panayides & Lun, 2009; Patnayakuni, 
Rai & Seth, 2006; Dyer & Chu 2003). 
This leads to the hypothesis that:
H5: SCO of a firm positively impacts its (a) cost performance and (b) schedule 
attainment.
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 2.6.2.6 Mediating role of Process Flow Complexity
The literature shows that SCO positively impacts on operational performance (e.g. Hult et 
al., 2008; Min & Mentzer, 2004; Min et al., 2007) through a synergistic combination of 
assets, knowledge and capabilities of the supply chain partners (Dyer & Singh, 1998).
This study has argued that, by taking a systems approach to viewing the supply chain and 
to managing the total flow of materials from the supplier to the final customer, supply 
chain oriented firms are able to reduce variability and uncertainty (process flow 
complexity) (Patnayakuni et al., 2006; Peterson et al., 2005) and, as a consequence, 
achieve superior operational performance (Chen et al., 2013). The positive influence of 
SCO on operational performance may be the result of a reduced process flow complexity. 
This leads to the hypothesis that:
H6: The impacts of SCO on (a) cost performance and (b) schedule attainment 
are partially mediated by process flow complexity.
The hypotheses are summarised in the research framework shown in figure 2.4.  This 
figure shows that the dependent variables of cost performance and schedule attainment 
are expected to be directly affected by product, process flow, network complexity and 
SCO, but also indirectly affected by SCO.
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H3b (-)
Supply Chain Complexity
Operational Performance
Figure 2.4: Theoretical Framework (Source: Author) 
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 2.7 SUMMARY
This chapter identified an extensive amount of research in the literature on SCM, some 
useful literature on SCO, but insufficient evidence based research on SCC. The evolving 
concept of SCM was found to have moved from a focus on segmented supply chain 
entities towards a unified view of the chain. The foundation for the discussion of SCC in 
this chapter was based on the general complexity literature. The review determined that 
there was a lack of consensus in the literature regarding the definition as well as the 
dimensions of SCC. 
It has been proposed that SCC is comprised of three dimensions – process flow 
complexity, product complexity and network complexity. A total of 11 hypotheses were 
proposed to describe the relationship between SCC and operational performance (cost 
performance and schedule attainment), the relationships between SCO and process flow 
complexity and finally, the relationship between SCO and operational performance. The 
next chapter presents a methodology for validation of these proposed relationships and 
describes the procedure adopted.
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 CHAPTER THREE: RESEARCH METHODOLOGY
3.1 INTRODUCTION
Chapter 3 sets out the conceptual research model based on the literature. This chapter 
explains the research philosophy and paradigm that guided this study and the methods 
and techniques pursued for instrument design, sample design, data collection and data 
analysis. The chapter is organised into nine sections. Sections 3.2 and 3.3 highlight 
different research philosophies and indicate the paradigm applied in this research. Guided 
by the selected paradigm, the section also gives a brief account of the various applicable 
research approaches and presents the one chosen for this research. Section 3.4 explains 
the instrument design process. Section 3.5 explains sample design considerations and 
section 3.6 discusses the data collection methods and procedures. Section 3.7 presents a 
brief account of the ethics approval process for undertaking the current research. Section 
3.8 outlines the measurement models for the constructs used in the research. Section 3.9 
outlines data analysis approach and procedures. Finally, Section 3.10 provides the 
summary of this chapter.
3.2 RESEARCH PARADIGM 
Every research activity is guided and administered by fundamental beliefs and 
assumptions (Merterns, 2007). These beliefs and assumptions are related to the existence 
and nature of reality (ontology), the perceived relationship with the object being studied 
(epistemology), and the process and means of knowing the object (methodology). These 
fundamental principles (i.e. ontology, epistemology and methodology), which guide, 
inform and shape how a researcher sees the world and accordingly acts, are collectively 
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 termed a research paradigm (Guba & Lincoln, 2005; 2000). It is important for the 
researcher to declare their ontological, epistemological and methodological stance used in 
the research, as the paradigmatic stance will define a position from which to interpret the 
meaning of the research results.
Ontology is concerned with the nature of reality. It focuses on the question of what is 
taken as real and how to know whether something is real (Guba & Lincoln, 2005). 
Ontologically, a researcher can take the stance that the phenomenon under investigation 
has an objective reality that is independent of the researcher’s method of inquiry or that it 
has a subjective and malleable reality that exists only through human action. An 
objectivist view of ontology assumes the social and natural reality have an independent 
existence prior to human cognitive processes. A subjectivist ontology assumes what is 
taken to be reality is an output of the human mind (Johnson & Duberley, 2000).
Epistemology is concerned with the philosophy of how knowledge about reality should 
be acquired. The focus is on the relationship between the researcher (knower) and the 
researched (the would-be known) about which empirical data are collected (Orlikowski & 
Baroudi 1991; Guba & Lincoln, 2005). A researcher’s epistemological view frames his or 
her interaction with what is being researched, which also depends on one’s ontological 
view. The main issue of epistemology is the question of objectivity in producing what is 
regarded as knowledge; that is, whether a researcher should be close to the researched or 
should be neutral regarding what is being researched. An objective view of epistemology 
presupposes the possibility of a theory; therefore, in the objective view, knowledge is 
considered constructed by following hypothetico-deduction reasoning, which is assumed 
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 non-value laden. On the other hand, a subjective view assumes that the knowledge is 
created by following a value-laden non-hypothetico-deduction reasoning. 
Methodology refers to how a researcher approaches the conducting of his or her 
empirical research in search of knowing the phenomena (Orlikowski & Baroudi, 1991; 
Guba & Lincoln, 2005). It relates more to the strategic approach rather than the specific 
methods and techniques employed for data collection and analysis. Methodologically, 
one can employ the qualitative, quantitative or mixed-method approach in conducting the 
research.
Based on the position of the researchers on these three components, three major 
paradigms can be identified – positivism, interpretivism and critical realism (Carlsson, 
2005; Guba & Lincoln, 2005; Myers, 2008). Table 3.1 on the next page provides a 
summary of the assumptions of these three research paradigms.
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 Positivism Interpretivism Critical Realism
Ontology Naïve realism: a ‘real’ 
objective reality, able 
to be captured 
perfectly. Experience 
is taken to be 
objective and real, 
value free, testable 
and independent of  
theoretical 
explanations 
Relativism: socially co-
constructed multiple 
realities. 
Experience is subjective 
and value-laden. The data 
are not detachable from 
theory because what counts 
as data are determined in 
the light of the theoretical 
interpretation of 
individuals. 
Critical realism: 
‘real’ reality, but 
only able to be 
captured 
imperfectly and
probabilistically
The real reality 
cannot be 
perfectly 
measured
Epistemology Objectivist or etic 
(outsider’s point of 
view). Theories are held 
to be artificial constructs 
or models yielding 
explanation following 
the process of 
hypothetico-deductive 
logic. Generalisations 
are derived from 
experience and are 
independent of the 
investigator, his or her 
methods and the object 
of study.
Subjectivist or emic 
(insider’s point of view). 
Theories are mimetic 
reconstructions of the facts 
themselves following the 
process of inductive logic 
and the criterion of a good 
theory is an understanding 
of meanings and intentions 
rather than deductive 
explanation. 
Generalisations derived 
from experience are 
dependent upon the 
researcher and his or her 
methods.
Non-positivist, 
but 
acknowledges 
both the etic and 
emic views.
Methodology Quantitative. 
Experimental and 
rigorously defined 
survey methodology. 
Hermeneutical/dialectical 
qualitative methodology 
Rejects 
methodological 
individualism 
and supports use 
of methods from 
both positivism 
and 
interpretivism.
Table 3.1: Different research paradigms (Adapted from Carlsson, 2005; Guba & Lincoln, 
2005; Myers, 2008)
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 A researcher’s paradigmatic stance determines whether he/she will be an independent 
observer or part of the researched subject. It also constrains the nature of the research 
questions posed, which in turn determines the appropriate research strategy to adopt and 
the methods of evidence collection, analysis and inference. 
The positivist paradigm requires the researcher to act as an independent observer whereas 
the other two paradigms recognise the researcher to be an essential part of the 
investigation. The goal of the positivism paradigm is to make valid and reliable 
generalisations about a theory based on empirical findings. Research under a positivist 
paradigm pertains to test, extension, falsification or verification of theory, and research 
questions are formulated in terms of deductive reasoning (Orlikowski & Baroudi, 1991; 
Myers, 2008). Under the interpretivist paradigm, the goal is to gain an understanding and 
explanation of the phenomena. Interpretivism proposes that the experience of people is 
essentially context-bound. The research questions often include ‘why’ and ‘how’ 
questions, which are amenable to the hermeneutical interpretation of qualitative data 
(Orlikowski & Baroudi, 1991; Guba & Lincoln, 2005). Critical realism, having an 
ontological stance similar to positivism and an epistemological stance similar to 
interpretivism, aims for the development of a better understanding of the underlying 
structures and mechanisms of a particular phenomenon and poses questions that can be 
answered using the methods of both positivism and interpretivism (Carlsson 2005; 
Creswell, 2009).
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 3.2.1 Ontological and Epistemological Positioning 
The current study was informed and guided by the positivist ontological and 
epistemological assumptions for the following reasons. 
a. This research aimed to develop and validate a theoretical model consisting of 
testable hypotheses to evaluate the effect of SCC on firms’ operational 
performance. Burgess, Singh and Koroglu (2006) classified supply chain research 
as positivist when there is evidence of formal propositions, quantifiable measures 
of variables, hypothesis testing and the drawing of inferences about a 
phenomenon from the sample to a stated population. As discussed in Chapter 2, 
the theoretical model in this study was based on perspectives and theories drawn 
from the systems complexity literature, SCC literature and SCO literature. The 
study followed a deductive method of reasoning in order to confirm and extend 
previously stated hypotheses regarding SCC and its effect on firms’ operational 
performance. This is an essential characteristic of the positivist paradigm.
b. Secondly, this research aimed to investigate the phenomenon of complexity 
affecting firms’ operational performance. A number of key constructs and the 
theory-based links among those constructs were identified. Data on those 
constructs needed to be collected from firms so that the research model (described 
as a set of hypotheses) can be tested. The researcher’s role was to interpret the 
analysis results against the hypotheses with little interference to the data. These 
aspects of the research are in line with the ontological and epistemological stance 
of the positivist paradigm.
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 c. Thirdly, the researcher subscribed to the positivist assumptions that the researcher 
and reality were separate and that results should be replicable regardless of who 
conducts the research (Creswell, 2009).
d. Fourth, the researcher’s previous research experience and training involved 
quantitative methods and procedures along the positivist paradigm. This is also in 
keeping with the fact that positivist research is the dominant perspective in SCM 
research (Burgess et al., 2006; Croom, Romano & Giannakis, 2000).
Therefore, ontologically the researcher believed that the effect of SCC on firms’ 
operational performances could objectively be measured independent of the researcher 
and the instrument used in this research and could be tested empirically using statistical 
analysis. Epistemologically, the researcher believed that the researcher and researched 
object (SCC faced by firms) were independent. The method and approach undertaken by 
the researcher allowed him to investigate the phenomenon of SCC without exerting any 
influence over them or being influenced by them. 
3.2.2 Methodological Choice
Research methodology illustrates the rationale and philosophical assumptions for the 
approach taken in order to answer the research questions. An individual researcher’s 
choice of a particular research methodology is necessarily determined by the researcher’s 
own ontological assumptions about the nature of reality and epistemological assumptions 
about how to comprehend it (Hall & Howard, 2008). As stated under Section 3.2.1, this 
research took a positivist stance ontologically and epistemologically. It aimed to test a 
theoretical model of SCC; the hypotheses were constructed based on both theoretical 
underpinnings and findings from previous research. The main purpose of the research 
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 was theory validation (Guba & Lincoln, 2005). Therefore, this research had taken up a 
positivist-quantitative approach to methodology as opposed to a phenomenological-
qualitative approach. The phenomenological-qualitative approach is more appropriate 
when variables are complex and difficult to measure, and when the findings are based on 
patterns uncovered in the data and reported in a descriptive manner (Yin, 2010). It is 
ideal for examining theories in areas not well understood (Babbie, 2010; Voss, Tsikriktsis 
& Frohlich, 2002).
Quantitative research typically includes experiments or surveys and is applied when the 
researcher has identified a priori hypotheses (Sarantakos, 2005). As such, the quantitative 
research is most often conducted in a deductive manner by identifying specific variables 
that represent a construct capable of being measured. While the primary objective in 
quantitative research is generalisation and repetition, it also seeks to predict and explain a 
phenomenon in a causal manner and to develop knowledge using a post-positivist 
approach (Yin, 2010). When carrying out quantitative research, the research questions 
and hypotheses are identified up-front after having been formulated from theories found 
in the literature. These theories can then be tested via an instrument and analysed with the 
use of statistics. The research questions and hypotheses that are addressed with 
quantitative methods are generally unchanged throughout the study (Guba & Lincoln, 
2005).
82
 
 3.3 RESEARCH METHOD
The quantitative method in this research was conducted through a survey. Surveying is an 
effective method of conducting research that falls under the positivist paradigm. The 
main features (Bryman & Bell, 2007; Creswell, 2009) of the survey research are as 
follows:
a. Survey research is designed to ensure objectivity, generalisability and reliability 
by utilising techniques for selecting participants randomly from the study 
population in an unbiased manner. 
b. It employs a standardised questionnaire and statistical methods in order to test 
predetermined hypotheses regarding the relationships between specific variables. 
c. The researcher is considered external to the actual research and results are 
expected to be replicable regardless of who conducts the research. 
d. The process of survey research involves hypothesis generation based on extant 
literature and/or theory, research design, instrument design, sample design, data 
collection, data analysis and making inferences.
There are four potential sources of error while conducting a survey research. They are: 
measurement error, sampling error, internal validity error and statistical conclusion error 
(Straub, Boudreau & Gefen, 2004). Measurement error occurs when the instruments used 
in the research are not well validated and reliable. Sampling error is caused by observing 
a sample instead of the whole population. It is the difference between a sample statistic 
used to estimate a population parameter and the actual but unknown value of the 
parameter (Burns & Grove, 2010).The sampling error occurs due to the procedures 
employed pertaining to sample frame, sample and respondent selection and sample size 
83
 
 determination. Internal validity and statistical conclusion errors are also due to errors 
associated with measurement and/or sampling (Straub et al., 2004). However, these errors 
can be minimised through a rigorous survey design procedure that involves instrument 
design, sample design, data collection and analysis methods (Churchill, 1979). The 
survey for this study was designed based on the guidelines provided by Hair, Black, 
Babin and Anderson (2010), Hair, Hult, Ringle, and Sarstedt (2014), Lewis, Templeton 
and Byrd (2005), and Straub et al. (2004). Therefore, it was assumed that the 
methodology is sufficiently rigorous to minimise the above errors.
3.4 INSTRUMENT DESIGN
Following the positivist paradigm, the concepts in the research model proposed in 
Chapter 2 had to be operationalised in a manner that could be quantified and measured. 
This involved defining the constructs, generating items for operationalisation of the 
constructs, and validating the survey instrument using a panel of experts (Churchill, 
1979; Hair et al., 2010). Such process not only allowed the researcher to operationalise 
the concepts in the research model, it also helped in minimising the measurement error 
and increasing the content validity of the instrument. 
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 3.4.1 Definition of constructs and specification of their domains 
The purpose of the domain specification is to provide a clear conceptual meaning and 
definition of the construct through indicating its sub-elements or dimensions (Lewis et 
al., 2005). Table 3.2 on the next page provides definitions for the constructs that comprise 
the research model outlined in Chapter 2. 
Domain Construct Definition Source
SCC Product 
Complexity
Numerousness, variety and 
interrelatedness that exist in 
product and part portfolio
Closs et al., 2008; 
Jacob and Swink, 
2011; Novak and 
Eppinger, 2001; 
Vachon and 
Klassen, 2002
Process Flow 
Complexity
Variability and uncertainty in 
material and information flow 
through supply chain processes.
Bozarth et al., 2009; 
Germain et al., 
2008; Schmenner, 
2004
Network 
Complexity
Numerousness and variety that 
exist in upstream supply network 
and downstream demand 
network of a focal firm.
Bozarth et al., 2009; 
Choi and Krause, 
2006; Skilton and 
Robinson, 2009
Operational 
Performance
Cost 
Performance
Overall cost of manufacturing 
the products offered
Chen and Paulraj, 
2004; Gunasekaran 
et al., 2004Schedule 
Attainment
Conformance to the delivery 
schedule of a firm 
SCO SCO Firm’s disposition to view the 
supply chain as an integrated 
entity in order to manage the 
upstream and downstream flow
of products, services, 
information, and finances across 
its suppliers and customers
Mentzer et al., 2001; 
Min and Mentzer, 
2004; Min et al., 
2007
Table 3.2: Definition of constructs and specification of their domains
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 3.4.2 Instrumentation
The dependent variables in this study were cost performance and schedule attainment, 
while the independent variables were dimensions of SCC (process flow complexity, 
product complexity, and network complexity) and SCO. Based on the literature and 
discussions with supply chain researchers, the following questionnaire items for 
measuring the constructs were identified. 
It is important to note that, factors of SCC represented either numerousness or variety or 
uncertainty, all of which could be objectively measured. For example, numerousness and 
variety in the product portfolio can be measured simply by the number of product the 
firm is offering. Similarly, numerousness and variety in supply base can be objectively 
measured by number of suppliers. Therefore, in order to measure such items, single-item 
measures were used. This is consistent with similar previous studies by Bozarth et al 
(2009) and Vachon and Klassen (2002).
3.4.2.1 Process flow complexity
As discussed in the literature review in section 2.6.1.1, process flow complexity arises 
from four sources – a. demand uncertainty, b. manufacturing schedule instability, c. 
supplier delivery uncertainty and d. supply quality. Therefore, construct of process flow 
complexity was operationalised with 13 items, measuring dimensions such as demand 
uncertainty, manufacturing schedule instability, supplier delivery uncertainty and supply 
quality. It is important to note that, the measures for supplier delivery uncertainty and 
supply quality were designed using positive connotation. However, after collecting the 
data, these measures were reverse coded in order to ensure compatibility of all process 
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 flow complexity measures. Table 3.3 lists these 13 items and their sources. A seven-point 
Likert scale was applied to measure the different items on a scale from “strongly 
disagree” to “strongly agree”.
Sl Item Dimension Source
1 Our total demand volume fluctuates 
drastically, from week to week
Demand Uncertainty Chen and Paulraj 
(2004); Liu, Shah 
and Papageorgiou 
(2012)
2 The total volume is difficult to predict 
because of its instability
3 Our total demand volume across all 
products is significantly unstable, 
from week to week
4 The master production schedule varies 
from week to week
Manufacturing 
Schedule Instability
Germain, Droge and 
Christensen (2001); 
Mapes et al. (2000); 
Schmenner and 
Swink, 1998)
5 We have to make frequent unplanned 
changes in our weekly manufacturing 
schedule
6 Our weekly manufacturing output rate 
varies, from week to week
7 The master schedule is level-loaded in 
our plant, from week to week (reverse 
coded)
8 We can depend on our suppliers for 
on-time delivery (reverse coded)
Supplier Delivery 
Uncertainty
Bozarth et al. 
(2009), Germain et 
al. (2008), Milgate 
(2001)
9 Time taken for shipments to arrive 
from suppliers is consistent (reverse 
coded)
10 Our suppliers’ performance on 
delivery reliability is satisfactory 
(reverse coded)
11 Our suppliers produce materials with 
consistent quality (reverse coded)
Supply Quality Garvin, 1987; 
Giunipero and 
Brewer, 1993; 
Milgate (2001); Van 
der Vorst and 
Beulens, 2002; 
12 We rarely reject the incoming 
material from suppliers due to quality 
(reverse coded)
13 We are pleased with our suppliers 
quality performance (reverse coded)
Table 3.3: Survey items for measuring process flow complexity
3.4.2.2 Product complexity
As discussed in the literature review in section 2.6.1.1, product complexity arises from 
two sources – a. numerousness, variety and interrelatedness in products offered (product 
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 portfolio) by a firm and b. numerousness, variety and interrelatedness in the parts and 
components that are used for manufacturing finished products. ‘Number of products’ and 
‘number of parts’ have often been used in previous research as proxy for complexity 
arising from product portfolio (e.g. Bozarth et al., 2009; Biehal & Sheinin, 2007) and 
parts/components (e.g. Novak & Eppinger, 2001; Vachon & Klassen, 2002) respectively. 
The number of products offered and parts used to manufacture them can change 
depending on firms’ strategy regarding new product introduction (Krishnan & Gupta, 
2001). Bozarth et al. (2009) argued that the strategy of new product introduction not only 
influences the number of parts and products, but also exposes a manufacturing firm to 
greater level of complexity as the management system adjusts to the ever changing 
requirements. Therefore, product complexity in this research was measured using three 
objective data as shown in Table 3.4:
Sl Item Source
1 How many different product models are manufactured 
in this firm? (Standardised within each industry)
Bozarth et al. (2009); Biehal 
and Sheinin (2007)
2 This firm’s output requires how many individual 
active part numbers of material items? (Standardised 
within each industry)
Novak and Eppinger (2001); 
Vachon and Klassen (2002)
3 On average, how often (in months) do you introduce 
new models of your biggest selling products? 
(Standardised within each industry) 
Bozarth et al. (2009); 
Krishnan and Gupta (2001)
Table 3.4: Survey items for measuring product complexity
3.4.2.3 Network complexity
As discussed in the literature review in section 2.6.1.1, network complexity arises from 
the structural characteristics of the network in which the firm is operating. Therefore, 
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 measures need to be chosen so that they can capture the complexity in both upstream and 
downstream networks of the supply chain. Network complexity in this research was 
measured using two objective indicators. The relevant questionnaire items are detailed in 
the following Table 3.5:
Sl Item Source
1 How many how many customers does this firm serve? 
(Standardised within each industry)
Bozarth et al. (2009); 
Engelhardt-Nowitzki et al. 
(2012)
2 How many suppliers does your firm have (for all 
product models produced)? (Standardised within each 
industry)
Bozarth et al. (2009); Choi 
and Krause (2006); 
Engelhardt-Nowitzki et al. 
(2012)
Table 3.5: Survey items for measuring network complexity
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 3.4.2.4 Cost performance and schedule attainment
Cost performance and schedule attainment in this research were measured using six 
items, which are detailed in Table 3.6. These items were drawn from existing validated 
research instruments used in previous studies. A seven-point Likert scale was applied to
measure the different items on a scale from “strongly disagree” to “strongly agree”.
Sl Item Construct Source
1 We usually meet the production schedule 
each day.
Schedule 
attainment
Bozarth et al. 
(2009); Ward and 
Duray (2000); 
Wong, Boon-itt and 
Wong (2011)
2 Our daily schedule is reasonable to 
complete on time.
3 We can adhere to our schedule on a daily 
basis
4 We are always behind schedule (Reverse 
coded)
5 Our unit manufacturing cost compared to 
our competitors in the industry is low.
Cost performance Bozarth et al. 
(2009); Boyer and 
Lewis (2002); 6 Please rate your firm’s performance with 
regards to unit cost of manufacturing 
(1=Poor, high unit cost, low end of 
industry, 7 = Superior, lower unit cost, 
high end of industry).
Table 3.6: Survey items for measuring cost performance and schedule attainment
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 3.4.2.5 SCO
SCO has been conceptualised as a second order construct in the extant literature (e.g. 
Esper et al., 2010; Min & Mentzer, 2004) having six dimensions, including credibility, 
benevolence, commitment, cooperative norms, organisational capability and top 
management support (Min et al., 2007). Min et al.’s (2007) seminal work on 
operationalising SCO identified a total of twenty items that represented the six 
dimensions. However, current study adopted a single item per dimension to measure 
SCO. Single-item measures are justified when there are restrictions on instrument length 
(Straub et al., 2004), when the addition of multiple items introduces “wasteful 
redundancy” (Rossiter, 2002) in the presence of a “concrete” measure (Bergkvist & 
Rossiter, 2007), and when constructs are unambiguous and focused (Sackett & Larson, 
1990).  All of these conditions were true for the measurement of SCO in this research, 
which had led the researcher to select a single-item measure of each dimension. Single 
items are considered and demonstrated to be valid for capturing complex constructs 
(Wanous, Reichers & Hudy, 1997; Bergkvist & Rossiter, 2007) and are used in 
operations and SCM research (e.g. Rosenzweig & Roth, 2004; Ellis et al., 2010; Wagner 
& Bode, 2014). The major empirical research into SCO was reviewed (e.g. Min & 
Mentzer, 2004; Min et al., 2007; Miocevic & Crnjak-Karanovic, 2012) and the single 
items that best represented each dimension based on higher factor loadings were chosen. 
A seven-point Likert scale was applied to measure the different items on a scale from 
“strongly disagree” to “strongly agree”. The questionnaire items are detailed in the 
following Table 3.7: 
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 Sl Item Representative
Dimension
Source
1 Promises made to our supply chain 
members by our firm are reliable.
Credibility Min and Mentzer 
(2004); Min et al. 
(2007); Miocevic 
and Crnjak-
Karanovic (2012)
2 When making important decisions, our 
supply chain members are concerned 
about our welfare.
Benevolence
3 We are patient with our supply chain 
members when they make mistakes that 
cause us trouble but are not repeated.
Commitment
4 Our business goals and objectives are 
consistent with those of our supply chain 
members.
Cooperative Norms
5 Our firm is willing to make cooperative 
changes with our supply chain members.
Compatibility
6 Top managers repeatedly tell employees 
that building, maintaining and enhancing 
long term relationships with our supply 
chain members are critical to success.
Top Management 
Support
Table 3.7: Survey items for measuring SCO
3.4.2.6 Control Variables
Three control variables were identified as relevant to this research, namely, industry type, 
firm size and age of the firm. Industry type was measured as a nominal variable, whereas 
firm size and age of the firm were measured as ordinal variables. The questionnaire items 
are listed in the following Table 3.8:
Sl Item Control variable
1 Please indicate total number of employees in your firm 
within Australia.
Firm size
2 How long has this business been operating Age of the firm
Table 3.8: Survey items for control variables
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 3.4.3 Validating the contents of the instrument
Content validity, also known as face validity, assesses whether individual items are 
representative of the construct they are supposed to measure (Churchill, 1979). It can be 
tested through specifying the domain of construct and getting inputs from the experts in 
the relevant field (Lewis, Templeton & Byrd, 2005). In order to refine the items and 
strengthen the instrument’s content validity, the survey instrument was validated using a 
panel of experts. The experts were chosen based on their research experience and 
familiarity with the area being researched. Six SCM researchers were contacted (one 
professor, two associate professors, two senior lecturers and a researcher). An invitation 
email was sent to all six experts to invite them to participate in the validation process. As 
soon as their acceptance was received, the set of newly formulated questionnaire 
references from past studies were sent to them through email. Questions and input from 
the past studies were put in a table format for ease of reference. The experts were given 
ample time to read and score the items on a scale ranging from ‘1: Not at all relevant’ to 
‘10: Highly relevant’. Then, an appointment for an interview session was arranged where 
the experts were requested to give further comments for each item. Items with a score 
less than five were considered for rephrasing based on the experts’ comments or were 
dropped if it was deemed not suitable. The revised questionnaire was then forwarded 
again to the same experts for the next round of ranking until all experts fully agreed with 
the items in the questionnaire. Based on the feedback, all the items were kept in the 
questionnaire, the range for the item scores being 7 to 10.  However, a total of 8 questions 
were considered for minor rephrasing. The final questionnaire is attached as Appendix A.
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 3.5 SAMPLE DESIGN
In conducting empirical quantitative survey research, designing a sample that truly 
reflects the theoretical population is critical (Bartlett, Kotrlik & Higgins 2001; Bryman & 
Bell 2007). Key decisions in sample design are related to sampling frame and sample 
size. Existing empirical studies on SCC used manufacturing industry as a sample frame. 
For example, the sample in Bozarth et al.’s (2009) study consisted of manufacturing 
firms from three industries – machinery, electronics and transportation components. 
Vachon and Klassen (2002) used the international database from the Global 
Manufacturing Research Group. Following this approach, the sample frame of this study 
is defined as the listed manufacturing firms within Australia in the database provided by 
Dun and Bradstreet, Australia, which is a highly reputable database provider. Stratified 
random sampling was applied to ensure the representativeness of the sample. It was 
assumed that, compared to simple random sampling and systematic sampling, stratified 
sampling could enhance the representativeness of the sample, at least in terms of 
stratification variables (Babbie, 2010).
The type of data analysis selected took into consideration the minimum required sample 
size (Hair et al., 2010). It was planned to utilise structural equation modelling which 
requires a minimum usable sample size of 100 – 200 (Lewis, Templeton & Byrd, 2005; 
Hair et al., 2010). Literature on required sample size also indicated that a sample size of 
200 is appropriate for other types of statistical analysis (MacCallum, Browne & 
Sugawara, 1996). Therefore, it was determined that the minimum required sample size 
for this research is 200. In addition, the sample frame and response rate (Bartlett, Kotrlik 
& Higgins, 2001; Bryman & Bell, 2007) were taken into consideration. Low response 
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 rate is not uncommon in organisational-level research due to the limited time of senior 
managers (Li, Rao, Raghunathan & Raghunathan, 2005). Large-scale survey response 
rates are often only about 5-10% (Alreck & Settle, 2004).
Only a single response per firm was considered for this research. When a single 
respondent is used to represent a firm, Huber and Power (1985) suggest that the 
respondent approached should be the most informed and knowledgeable person regarding 
the research area of interest. Top level supply chain/ operations/ logistics/purchasing 
managers were considered the most suitable respondents for this study.  
3.6 SURVEY ADMINISTRATION
Questionnaire surveys can be conducted in various ways, such as online, via mail or 
using the face-to-face method (Malhotra, 2009). A web-based online survey is conducted 
by creating a web page for the online survey and by sending an email with a link to the 
web page to the respondent. The web-based survey method assumes that respondents 
have access to the internet and their email address must be known beforehand, which was 
not the case for this research. Furthermore, the face-to-face method was considered 
unrealistic (in terms of time and cost involved), as the sample frame was manufacturing 
firms within Australia. Therefore, a postal mail survey was chosen as the data collection 
method. Postal survey was considered suitable because, (1) it was the easiest way of 
retrieving information from a large set of respondents, 2) it was efficient at providing a 
large amount of data, at relatively low cost, in a short period of time, and 3) it allowed 
anonymity, which can encourage frankness when sensitive areas are involved (Malhotra, 
2009; Robson, 2002). Questionnaires were sent together with a self-addressed postage-
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 paid return envelope to 5000 manufacturing firms proportionately representing fifteen 
sub-categories of manufacturing industry all over Australia. These sub-categories are 
food, printing, primary metal and metal, beverage and tobacco, petroleum and coal, 
fabricated metal, textile, leather, clothing and footwear, basic chemical and chemical, 
transport equipment, wood products, polymer and rubber, machinery and equipment, pulp 
and paper, non-metallic mineral and furniture. Addresses of the firms were collected from 
Dun and Bradstreet, Australia, which is a highly reputable database provider. After the 
initial mail out in early December 2012, another 500 follow-up postal surveys were 
distributed in early February 2013. 
3.7 ETHICS
The research has been undertaken in accordance with The National Statement on Ethical 
Conduct in Human Research, though the Faculty Human Ethics Advisory Group at 
Deakin University. The researcher was granted ethics approval to conduct the survey 
research within Australia. The ethics approval letter is attached as Appendix B.
3.8 SELECTING APPROPRIATE MEASUREMENT MODEL 
Measurement models for different constructs (as identified in section 3.4.2.) of this 
research are specified in this section. This was a key decision for this research because 
the choice of data analysis method is dependent on the selection of measurement model 
types. The distinction between formative and reflective measurement models is important 
in this regard. Sections 3.8.1 and 3.8.2 provide an explanation of the measurement 
models, and in 3.8.3 an appropriate measurement model for each construct is described.
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 3.8.1 Reflective versus Formative Measurement Models 
Measuring relationships among latent (or unobservable) constructs is a common approach 
or researching phenomena in social sciences. Recently, attention has focused on the 
theories underlying measurement of these latent constructs. The most common 
measurement theory models (reflective measurement) observe indicators (or manifest 
variables) as effects of latent constructs. The key feature of reflective measurement is that 
changes in the construct will cause changes in all its indicators, thus the measures are 
referred to as reflective. The direction of causality flows from the construct to the 
indicators. An alternative theory is formative measurement (or composite index), which 
conceptualises observable indicators as the cause of the latent construct. A change in the 
construct is not necessarily accompanied by a change in all of its indicators; rather it is 
assumed that if any one of the indicators changes, the construct would also change. This 
means that the construct is assumed to be defined by a function of its indicators rather 
than vice versa. The direction of causality flows from the indicators to the construct and 
the indicators jointly determine the conceptual and empirical meaning of the construct. 
Measures adopting formative indicators and those with reflective indicators form 
different measurement models and require different statistical analysis techniques 
(Diamantopoulos & Winklhofer, 1999; Hair et al., 2014; Jarvis, Mackenzie & Podsakoff, 
2003; Netemeyer, Bearden & Sharma, 2003). The major criteria for distinguishing 
formative constructs from reflective constructs are summarised Table 3.9 on the next 
page.
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 Reflective Model Formative Model
Direction of 
Causality
1. Direction of causality is from 
construct to indicators.
2. A change in the construct 
causes variation in all 
indicators simultaneously.
3. Changes in the indicator 
should not cause changes in 
the construct.
1. Direction of causality is from 
indicators to construct
2. Changes in the indicators are 
expected to cause changes in the 
construct
3. Variation in the construct is not 
expected to cause changes in all 
of the indicators
Domain of the 
Construct
1. Indicators are manifestations 
of the construct; the construct 
exists independent of the 
indicators used.
2. Eliminating/adding an 
indicator does not alter the 
conceptual domain of the 
construct.
1. Indicators collectively define the 
characteristics of the conceptual 
domain. Each indicator captures 
a unique aspect of the construct's 
domain.
2. Eliminating/adding an indicator 
may alter the conceptual domain 
of the construct.
Relationships 
among 
indicators
1. Indicators share a strong 
common theme.
2. Indicators are 
interchangeable.
3. A change in the value of one 
of the indicators is expected 
to be associated with changes 
in all of the other indicators.
4. Indicators are expected to 
have high positive 
intercorrelations.
1. Indicators do not necessarily 
share a common theme.
2. Indicators are not 
interchangeable.
3. A change in the value of one of 
the indicators is not necessarily 
expected to be associated with 
changes in the other indicators.
4. Indicators can have any pattern 
of intercorrelations.
Table 3.9: Reflective vs. formative model (Adapted from Coltman, Devinney, Midgley & 
Venaik, 2008; MacKenzie, Podsakoff & Jarvis, 2005)
The literature suggested two main considerations when considering the choice between
formative and reflective specifications. Diamantopoulos and Winklhofer (2001) 
suggested that the choice should primarily be based on a theoretical consideration 
regarding the causal priority between the indicators and the latent variable involved. The 
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 second aspect is an empirical consideration, including measurement errors, indicator 
collinearity, sample size, etc., which may affect the stability of the indicator coefficients 
in the formative model (Coltman et al., 2008). Although reflective measurement theory is 
widely employed, contributions using formative measurement have been increasing in 
recent years (Ringle, Sarstedt & Straub, 2012). Many studies have been conducted to 
demonstrate the potential appropriateness of the formative measurement model for latent 
constructs and to investigate measurement model misspecification. A number of 
researchers (e.g. Becker, Klein & Wetzels, 2012; Jarvis et al., 2003) have criticised the 
fact that a number of previous studies applied reflective measurements without even 
questioning their appropriateness for the specific construct. Misspecifications were 
common in studies that adopted reflective measurements where formative models were 
more appropriate (Diamantopoulos, Riefler & Roth, 2008). 
Therefore, proper specification of the measurement model was considered necessary 
before the construct of interest was conceptualised and theoretical meanings could be 
assigned to the model. Failure to properly specify measurement relations could have 
undermined construct validity and threaten the statistical conclusion validity of a study's 
findings (Diamantopoulos et al., 2008; MacKenzie et al., 2005).
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 3.8.2 Higher Order Constructs
A latent construct is often conceptualised at a more abstract and higher order level 
(generally second order) with multiple specific first order dimensions serving as 
reflective or formative indicators. A multidimensional construct comprises several 
distinct but related dimensions that are collectively treated as a single theoretical concept 
(Edwards & Vandenberg, 2003). Therefore, for a multidimensional construct, it is 
appropriate to have a higher order measurement model, which relates the manifest 
measures to the first order dimensions and connects the dimensions to the second-order 
latent construct (MacKenzie et al., 2005). However, a key requirement for defining and 
operationalising multidimensional constructs is that they should be derived from theory, 
and theory should determine the number of dimensions and their relationships to the 
higher order construct (Johnson, Rosen, Chang, Djurdjevic & Taing, 2012; MacKenzie, 
Podsakoff & Podsakoff, 2011; Polites, Roberts & Thatcher, 2012). A number of 
rationales advocate the use of these hierarchical latent variable models over the use of 
models consisting solely of lower-order dimensions (e.g., Edwards, 2001; Johnson et al., 
2012; Wetzels, Odekerken-Schroder & van Oppen, 2009). It has been argued that the 
higher order constructs allow for more theoretical parsimony and reduce model 
complexity. Moreover, hierarchical latent variable models allow matching the level of 
abstraction for predictor and criterion variables in conceptual models (Johnson et al., 
2012).
Ringle, Sarstedt and Straub (2012) and Jarvis et al. (2003) identified four types of higher 
order measurement models for multidimensional constructs, contingent on the 
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 relationship among (1) the first order dimensions and their manifest variables, and (2) the 
second order latent construct and the first order latent dimensions namely,
a. reflective first order and reflective second order model
b. formative first order and formative second order model
c. reflective first order and formative second order model
d. formative first order and reflective second order model 
3.8.3 Selecting Measurement Models for each Construct
3.8.3.1 Process flow complexity
In this study the overall level of process flow complexity was conceptualised as a 
multidimensional construct, which consisted of four underlying dimensions; demand 
uncertainty, manufacturing schedule instability, supplier delivery uncertainty and supply 
quality. Correspondingly, a higher order measurement model was employed to deal with 
this multidimensional construct. The higher order model for process flow complexity 
consisted of two levels of relationships, one level relating manifest variables to first order 
dimensions, and a second level relating the individual dimensions to the second order 
latent construct (Diamantopoulos et al., 2008). 
Based on the theoretical understanding, process flow complexity was designed as a 
“reflective first order and formative second order” model. In such a model, the lower-
order constructs are reflectively measured constructs that do not share a common cause 
but rather form a general concept that fully mediates the influence on a subsequent 
second order construct (Chin, 1998). Consistent with the literature, the first order 
constructs of process flow complexity (demand uncertainty, manufacturing schedule 
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 instability, supplier delivery uncertainty and supply quality) were one-dimensional and 
can be uniformly imagined. The relationship between the indicators and their respective 
first order dimensions were solely reflective. Also, theoretical development of this 
research argued that the four dimensions collectively defined the characteristics of the 
conceptual domain of process flow complexity. Changes in any of these dimensions were 
expected to cause changes in process flow complexity. They did not share a common 
theme and were not interchangeable. Therefore, it was proposed that the relationships 
between the dimensions and the second order construct are formative. Statistical 
justification of process complexity as a reflective-formative higher order construct will be 
discussed in section 4.6.
3.8.3.2 Product complexity
Product complexity was measured using a single index averaging three objective 
indicators which are: (1) number of product models offered, (2) number of parts required 
(3) frequency of new product model introduction. The main reasons for constructing the 
index was the diversity of measures and the expected variety and range of answers 
(Gimenez et al., 2012). Indicators were standardised within each industry in order to 
ensure that the data were comparable across industry.
3.8.3.3 Network complexity
Network complexity was measured using a single index averaging three objective 
indicators which are: (1) number of customers and (2) number of suppliers. Similar as in 
the case of product complexity, the reason for constructing the index was the diversity of 
measures and the expected variety and range of answers (Gimenez et al., 2012). 
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 Indicators were standardised within each industry in order to ensure that the data were 
comparable across industry.
3.8.3.4 Cost performance and schedule attainment
In this research, cost performance and schedule attainment were considered as two 
separate constructs rather than as two first order dimensions of operational performance. 
This was done so as to identify the effects of SCC on those performance measures 
separately. Following the approach taken in previous studies (e.g. Chen & Paulraj, 2004) 
and based on the conceptualisation/definition of these variables, both cost performance 
and schedule attainment are measured using a reflective measurement model.
3.8.3.5 SCO
SCO was measured using a reflective measurement model, as suggested by Min et al. 
(2007) and Min and Mentzer (2004). Coltman et al.’s (2008) criteria demonstrated that 
SCO conformed to the reflective measurement model. The construct, as hypothesised, 
existed independent of the measures. Moreover, causality flowed from the construct to its 
dimensions. In other words, it was proposed that a higher SCO in a firm should reveal 
itself with higher cooperative norms, higher degree of trust, higher degree of 
compatibility and so forth. Therefore, reflective measurement model was appropriate for 
the construct of SCO.
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 3.9 DATA ANALYSIS 
This section outlines the overall data analysis approach and procedure for this research.
Section 3.9.1 explains why Partial Least Squares based Structural Equation Modelling 
(PLS-SEM) has been selected as the data analysis approach for this research. Section 
3.9.2 outlines step by step procedure for data analysis.
3.9.1 Data Analysis Approach
Traditional structural equation modelling procedures are based on covariance (CB-SEM), 
full information-based structural modelling techniques (e.g. LISREL, AMOS), which 
primarily support measurement models with reflective indicators. In this study, the Partial 
Least Squares based Structural Equation Modelling (PLS-SEM) method was employed to 
estimate measurement models and to test corresponding structural models. PLS-SEM is a 
variance-based approach. In PLS-SEM, latent variables are calculated as a linear
combination of the associated manifest variables, whereas covariance based SEM 
estimates each latent variable using all manifest variables (Hair et al., 2014). PLS-SEM is 
considered to be more capable of handling model complexity with fewer restrictions 
compared to CB-SEM (Ringle et al., 2012). In addition, PLS-SEM is more flexible in 
terms of both distribution assumptions (e.g. multivariate normality is not necessary) and 
sample size requirements (Chin, Marcolin & Newsted, 2003). Typically, a sample of 100-
200 is considered satisfactory for PLS-SEM (Lewis et al., 2005). This study adopted 
PLS-SEM rather than CB-SEM for the following two reasons,
a. The study proposed both formative and reflective measurement models. For 
example, process flow complexity was designed as a second order reflective-
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 formative model. The PLS-SEM approach was able to handle formative latent 
constructs more effectively than other covariance based SEM approaches used in 
AMOS or LISREL (Diamantopoulos, 2011; Petter, Straub & Rai, 2007).
b. The constructs of product and network complexity were measured using index, 
which was constructed averaging three and two objective measures respectively. 
PLS-SEM allowed for the unrestricted use of single item constructs (Ringle et al., 
2012).
All analysis was performed using SmartPLS 3.0 (Ringle, Wende & Becker, 2014). 
SmartPLS 3.0 contained a windows user-friendly graphical interface. Moreover, it 
provided a cross-validation of the path model parameters by bootstrap and jack-knife 
resampling.
3.9.2 Data Analysis Procedure
Analysis of survey data comprised of the following steps based on relevant guidelines 
provided by Churchill, 1979, Hair et al., 2010, Hair et al., 2014, Lewis et al., 2005, and 
Straub et al., 2004.
3.9.2.1 Data cleaning and purification
It was important that research data met the essential statistical requirements for 
conducting multivariate analysis such as SEM (Hair et al., 2010). Research data was 
tested for missing data, outliers, normality, non-respondent bias as well as common 
method bias before any multivariate analysis was performed (Straub et al., 2004). 
105
 
 3.9.2.2 Initial reliability and measure purification 
A measurement instrument could prove to include some items that lack similarity to the 
majority of the other items (Churchill, 1979). Unless they were identified and removed 
before conducting the EFA, such items could produce unnecessary dimensions (factors). 
The recommended method for conducting measure purification was item analysis using 
internal consistency reliability (Straub et al., 2004; Field, 2009). 
The most common statistic for evaluating internal consistency reliability is the coefficient 
of internal consistency (Cronbach’s Alpha) (Field, 2009). According to Churchill (1979), 
the coefficient alpha absolutely should be the first measure one calculates to assess the 
quality of the instrument. In situations in which research involves a number of constructs, 
Straub et al. (2004) recommend calculating Cronbach’s Alpha for each construct 
separately. For the purpose of measure purification, in addition to Cronbach’s Alpha, it is 
also recommended to consider corrected item-total correlation and take out statistics 
(Field, 2009). An item-to-total correlation indicated how each item of a given construct 
correlated with other items of the construct. A low item-to-total correlation value 
suggested that an item did not represent the same construct. 
3.9.2.3 Test of dimensionality using Exploratory Factor Analysis 
The validation guidelines by Straub et al. (2004) and Lewis et al. (2005) proposed 
conducting dimensionality (also known as factorial validity) using Exploratory Factor 
Analysis (EFA) to explore and determine the substrata (sub-dimensions) beneath each of 
the theoretical constructs. Although EFA is often considered an exploratory test for 
unrestricted factor models, it can also be used as a restricted model to determine the sub-
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 factors that can influence a set of items measuring each theoretical construct of a 
nomological network (Kline, 2010).
3.9.2.4 Confirmatory analysis: reliability and validity
Measurement indicators should meet two criteria – reliability and validity. Validity 
determines whether an instrument measures what it is intended to measure (Lewis et al., 
2005). Reliability assesses whether an instrument (items measuring a given construct) is 
consistent across different situations or on repeated occasions (Field, 2009).
Reliability is defined as the extent to which measures elicit consistent responses (de 
Vaus, 2002). The traditional criterion for reliability is Chronbach’s Alpha (as discussed in 
section 3.9.2.2), which assumes that all indicators are equally reliable. Chronbach’s 
Alpha is sensitive to the number of items in the scale and generally underestimates the 
internal consistency reliability (Hair et al., 2014). On the other hand, composite reliability 
takes into account outer loadings of indicators in order to prioritise the indicators 
according to their individual reliability (Chin, 1998).
Convergent validity assesses the extent to which the items constituting the construct 
converge or share a high proportion of variance in common (Straub et al., 2004). A 
measure has convergent validity when the items for the measure are highly inter-
correlated (de Vaus, 2002). Unidimensionality and convergent validity refer to the 
existence of one latent trait or the construct underlying a set of measures (Gerbing & 
Anderson, 1988). In PLS, the convergence validity of a construct can be assessed using 
outer loadings or indicator reliability and average variance extracted (AVE) (Chin, 1998; 
Hair et al. 2014). AVE is computed by determining the sum of each indicator’s outer 
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 loading square and dividing the total by the total number of items within the factor 
(Straub et al., 2004). In other words, the AVE is equivalent to the communality of a 
construct.
Discriminant validity is defined as the extent to which a construct is truly distinct from 
other constructs, in terms of how much it correlates with the other constructs as well as 
how much indicators represent only a single construct (Bourdreau, Gefen & Straub, 
2001). Discriminant validity implies uniqueness of a construct that captures phenomena 
not represented by other constructs in the research model. Hair et al. (2014) proposed two 
methods for measuring discriminant validity. The first method assesses the validity by 
examining the cross loadings of the indicators. An indicator’s outer loading on the 
associated construct should be greater than its loadings on the other constructs (cross 
loadings). The presence of cross loadings that exceed the outer loadings of an indicator 
indicates a discriminant validity problem. According to Hair et al. (2010), this method is 
liberal in terms of establishing discriminant validity. The Fornell-Larcker criterion is 
considered to be more conservative in this regard. In this method, the square root of the 
AVE of a construct is compared with its correlation with other latent constructs in the 
research model. If the square root of the AVE exceeds the correlations in all cases, 
discriminant validity is established (Fornell & Larcker, 1981).
Content validity means how well the measures gauge the concepts that are defined in the 
research (De Vaus, 2001). There is no numerical assessment of this type of validity. 
Expert opinion and theoretical basis are the foundation for establishing content validity to 
ensure item content is representative (Kline, 2005). In this research, measures were 
designed on the basis of the theories through a literature review and checked by experts 
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 in the field of SCM. The process of ensuring content validity is described earlier in 
section 3.4.3 of this chapter.
3.9.2.5 Structural model analysis
Structural model setup for this study required particular attention as process flow 
complexity was conceptualised as a higher order construct with four lower order 
constructs. Becker, Klein and Wetzels (2012) proposed three approaches for dealing with 
these higher order constructs in structural models – repeated indicator approach, two 
stage approach and hybrid approach. For this study, the two stage approach was adopted, 
which was favorably reviewed and recommended by Hair et al. (2014) and Ringle et al. 
(2012). 
The two stage approach is particularly effective in a reflective-formative application of 
the second-order constructs, where higher order constructs (HOC) have predecessors 
other than the lower order constructs (LOC) in the structural model (Ringle et al., 2012), 
which was the case in this study. If a repeated indicator approach is used, almost all of 
the HOC variance is explained by its LOCs (R2 §&RQVHTXHQWO\WKHSDWK
relationship between any additional latent variables as a predecessor and the endogenous 
HOC is always approximately zero and non-significant (Becker et al., 2012). In such a 
situation, a mixture of the repeated indicator approach and the use of latent variable 
scores in a two-stage approach (Henseler & Chin, 2010) is appropriate. In the first stage 
of the approach, the repeated indicator model is used to obtain the latent variable scores 
for the LOCs; in the second stage, these scores serve as manifest variables in the HOC 
measurement model (Wilson, 2010). The following figure 3.1 demonstrates the two-stage 
approach.
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Figure 3.1: Two Stage Approach (Adapted from Ringle et al., 2012); Note: LOC = lower order construct; HOC = higher order 
construct; Y1= exogenous latent variable; Y2 = endogenous latent variable; p12 = standardised path coefficient for the structural 
model relationship between latent variables Y1 and Y2
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 For this study, the structural model in PLS-SEM was assessed on the basis of heuristic 
criteria that are determined by the model’s predictive capabilities. Effect size test using 
R2 and bootstrapping were used to examine the overall model evaluation and predictive 
relevance. R2 indicated the proportion of the dependent variables' variance shared with
the optimally weighted independent variables (Cohen, Cohen, West and Aiken, 2003). 
Effect size, f2 denoted whether the impact of a predictor variable on a dependent variable 
had substantive impact. It was calculated using following equation (Chin, 1998): 
f2 = (R2included – R2excluded) / (1 – R2included)
where, R2included was the R2 when the predictor was used and R2excluded was the R2when the 
predictor was omitted. f2of 0.02, 0.15, and 0.35 were assumed as small, medium, and 
large effect at the structural level respectively (Cohen, 1988).
In addition to examining R2 and f2 values, Stone-Geisser’s Q2 values (Geisser, 1974; 
Stone, 1974) were also examined. This measure was an indicator of the model’s 
predictive relevance. Predictive relevance is important for this study as it meant that, the 
data points of indicators in the reflective measurement model of endogenous constructs 
were accurately predicted. Cost performance and schedule attainment in this research 
were measured using the reflective model; therefore, Stone-Geisser’s Q2 values were 
considered relevant for this research (Hair et al., 2014). In the structural model, Q2 values 
larger than zero for a certain endogenous construct indicated the path model’s predictive 
relevance for the particular construct (Hair et al., 2014).
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 To examine the significance of the paths in SmartPLS, a bootstrapping procedure was 
performed. Bootstrapping is defined as a technique for model estimation by repeated 
sampling (Chin, 1998). In bootstrapping, parameter estimates and standard errors are 
calculated on the basis of empirical observations rather than statistical assumptions.
3.10 SUMMARY
This chapter discussed the available methodological choices and indicated those pursued 
in this research. The research followed the positivist paradigm and used a quantitative 
research design based on a survey. The instrument design and development processes 
involved a rigorous procedure of defining the domain of the construct, generating the 
initial items and validating with an expert panel. The sample frame of the study was 
defined as all manufacturing firms within Australia. Data collection was via a paper-
based survey. PLS-SEM was chosen as the data analysis method, for which SmartPLS 
3.0 software was used. Data analysis approach and techniques were described.
The next chapter examines and analyses the data collected following the methodology 
already outlined in this chapter.
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 CHAPTER FOUR: DATA ANALYSIS AND RESULTS
4.1 INTRODUCTION
The goal of this chapter is to present the findings from this study. The chapter provides the 
results of the data analysis and examines the research questions in light of these findings. The 
first stage of the analysis is to ensure that research data meet the statistical requirements 
for multivariate analyses such as SEM (Hair et al., 2010). Research data should be tested 
for missing data, outliers, normality, non-respondent bias, as well as common method 
bias as described in Chapter 3, Section 3.9.2.1. Instrument validation is also of high 
importance in positivist and quantitative research (Straub et al., 2004). A valid and 
reliable measure ensures that the data being gathered is objective and accurately 
represents the underlying phenomena (Straub, 1989) and that the conclusions (statistical 
results and generalisation) drawn from the statistical analysis are acceptable, unbiased 
and stable (Gefen et al., 2000). To ensure that the psychometric properties and validity of 
measurement were evaluated as rigorously as possible, both exploratory and confirmatory 
assessments were sequentially employed (Lewis et al., 2005). These assessments were 
performed following the guidelines suggested by Straub et al. (2004), Hair et al. (2010)
and Hair et al. (2014).
This chapter is organised into seven sections. Section 4.2 presents the procedure followed 
for examining the data for possible data anomalies and discusses the actions undertaken 
in order to prepare the data for intended analysis. Section 4.3 provides a detailed 
demographic description of the firms within the sample. Sections 4.4 – 4.6 present the 
procedures undertaken in order to ensure the validity and reliability of the constructs used 
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 in the research model. Section 4.7 and 4.8 discuss the results of the structural model 
validity and hypothesis tests. Section 4.9 summarises the findings of the chapter.
4.2 DATA EXAMINATION AND PREPARATION
4.2.1 Data Screening
The data for this study was collected in Australia using a paper-based questionnaire (see 
Appendix A for the survey questionnaire). The questionnaire was distributed to 5000 
manufacturing firms across Australia. After the initial mail out in early December 2012,
another 500 follow-up mails were distributed in early February 2013. A total of 271 
responses were received, with a return rate of 5.42%. Examination of the 271 responses 
identified 36 incomplete cases with too much missing data and these responses were 
excluded. This left 235 cases for further analysis. While entering the data into SPSS, all 
necessary efforts were made to avoid data entry error through utilising SPSS’s feature of 
defining acceptable values and labels for each variable. 
4.2.2 Missing Value Analysis 
Missing data refers to invalid values for one or more variables in the dataset (Hair et al. 
2010). Hair et al. (2010) recommended a four-step process for identifying missing data 
and applying remedies. The steps are as follows –
i. Understand the type of missing data involved in the dataset – whether they 
are ‘ignorable’ or whether the causes and impacts are not known with 
precision and the missing data are ‘not ignorable’. 
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 ii. When the missing data cannot be ignored, decide on whether the absence 
warrants deletion of variables and/or cases. 
iii. Diagnose the randomness of the missing data to determine whether the 
missing data are missing at random (MAR) or missing completely at 
random (MCAR). 
iv. Select the appropriate replacement method. It needs to be decided whether 
to replace the missing values by known values or by values calculated 
from the valid data. 
All the missing data in this study were due to non-response by the respondents. 
Therefore, the missing data were not ignorable. The overall extent of the missing data 
was assessed by calculating the number of cases with missing data for each variable as 
well as the number of variables missing in a particular case ( See Tables 4.1 and 4.2). The 
analysis showed that there were 23 (0.27 per cent) missing data points out of 8460 data 
values (30 metric and 6 non-metric variables by 235 responses).
Analysis of the pattern of the missing data processes of the 30 metric variables revealed 
that missing data per variable ranged from 0 missing to 3 missing data point. Moreover, it 
was also revealed that missing data was not concentrated on any particular variable. 
According to Hair et al. (2010), variables with more than 15% of missing data can be 
removed from the analysis. Therefore, no variable in this study was considered for 
removal from the analysis.
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 Variable Missing value Variable Missing value
Demand Uncertainty 1 2 Schedule Attainment 3 2
Demand Uncertainty 3 1 Cost Performance 1 2
Manufacturing Schedule Instability 3 1 Cost Performance 2 1
Supplier Delivery Uncertainty 1 2 Supply Chain Orientation 1 1
Supplier Delivery Uncertainty 2 2 Supply Chain Orientation 3 3
Supplier Delivery Uncertainty 3 1 Supply Chain Orientation 4 2
Supplier Quality 1 1 Supply Chain Orientation 5 1
Supplier Quality 3 1 Total 23
Table 4.1: Number of missing data by variables
Similarly, the analysis of the missing data by case showed that the amount of missing 
data per case ranged from 0 missing for 228 cases (97.02% of the cases) to 3 missing for 
1 case. Based on Hair et al.’s (2010) guidelines, removal of any particular case was not 
necessary.
Case ID No of Missing Value
7 1
23 1
41 1
60 1
77 2
92 1
101 2
126 2
137 2
158 2
169 1
195 2
210 3
219 1
238 1
Total: 23
Table 4.2: Missing data by case
In order to ascertain whether the missing data occurred in a completely random manner, 
the missing data were examined in SPSS Version 22 using the missing value analysis 
function. Little’s test was conducted to ensure that missing data was missing completely 
at random (MCAR). The Little’s MCAR test for this data resulted in a chi-square of 
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 611.272 (df = 591; p = 0.273), which indicated that the data was missing completely at 
random and did not contain any distinct non-random pattern. Therefore, any of the input 
methods could be used to replace the 23 missing values. The mean substitution method 
was used in this study. This method was chosen because the overall level of missing data 
was acceptably low and was not expected to affect the result of the study (Byrne, 2001). 
The input was performed through a procedure incorporated in the SPSS software. Further 
analysis was based upon the modified dataset with no missing values.
4.2.3 Standardisation of Data
As indicated in the methodology section, the number of customers, number of suppliers, 
number of products, number of parts, and frequency of new product introduction were 
measured using objective data. These five variables were standardised within each 
industry in order to ensure that the data were comparable across industry. Other SCC 
studies (e.g. Bozarth et al., 2009; Vachon & Klassen, 2002) adopted a similar approach. 
The standardised values of these five variables were used in further analysis.
4.2.4 Testing for Outliers
Outliers refer to one or more atypical data points that do not fit with the rest of the data 
(Cohen et al., 2003), and in SEM, are cases that change sample covariances or 
correlations (Mullen, Milne & Doney, 1995). Univariate outliers are cases with an 
extreme value on one variable, and multivariate outliers are cases with an unusual 
combination of scores (Kline, 2005). Univariate outliers are identified by converting the 
data values to standard scores (z scores). For small samples, outliers are defined as the 
cases with values larger than 2.5 standard scores or smaller than -2.5 standard scores. 
117 
 
 However, when the sample size is large, as was the situation in this project, the threshold 
value of standard scores can be ± 4 (Hair et al., 2010). Based on this guideline, a total of 
4 outlier cases were identified under the following four variables – number of customers, 
number of suppliers, and frequency of new product introduction. These results are 
detailed in Appendix C: Univariate Outliers. 
Multivariate outliers were identified using the Mahalanobis distance, which is a measure 
of the distance between the specific case’s values calculated from the predictor variables 
and the centroid of the independent variables (Cohen et al., 2003; Kline, 2005).This 
value represents the extent to which an individual generates a pattern of responses that 
differs from other members of the sample. The criterion for multivariate outliers is a 
Mahalanobis distance at p d 0.001 (Hair et al., 2010). Using SPSS, the Mahalanobis 
distance was calculated along with the p value. Any case with p d 0.001 was 
acknowledged as a multivariate outlier. A total of 22 cases were identified as multivariate 
outliers. These results are detailed in Appendix D: Multivariate Outliers.
Judd and McClelland (1989) made several strong arguments for the removal of the 
outliers (see also Barnett & Lewis, 1994). However, Hair et al. (2010) proposed that they 
should be retained unless demonstrable proof exists showing that they are truly aberrant
and not representative of any observations in the population. Careful investigation of the 
univariate as well as the multivariate outliers revealed that no cases were extreme on a 
sufficient number of variables to be considered unrepresentative of the population. In all 
instances, the observations designated as outliers, even with the multivariate tests, were 
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 considered similar enough to the remaining observations to be retained for further 
analysis. Therefore, no outliers were removed from the dataset. 
4.2.5 Testing for Normality
Normality refers to how well the shape of the distribution and the characteristics of the 
statistics for a single individual metric variable approximates a normal distribution (Hair 
et al., 2010). A significant variation from the normal distribution renders all resulting 
statistical tests invalid, because several of the statistics are developed assuming normal 
data distribution.
Covariance-based structural equation modelling (CB-SEM), relies primarily on 
maximum likelihood estimation and assumes data normality. Presence of non-normal 
data has the effect of inflating the chi-square value and underestimating other goodness 
of fit indices results from analyses such as AMOS and LISREL (Byrne, 2001). However, 
PLS-SEM does not assume that the variables conform to any particular distributions and 
it is robust to violations of multivariate normal distribution (Gefen, Straub & Boudreau, 
2000). One of the most frequently used reasons for using PLS-SEM is the analysis of 
non-normal data (Hair, Sarstedt, Pieper and Ringle, 2012). As PLS-SEM was used for the 
data analysis in this study; whether the variables conform to normality or any other 
distribution was not relevant. However, test of normality was conducted to better 
understand the nature of the data being analyzed. 
The statistical tests for normality are performed using empirical measures of a 
distribution’s shape (skewness and kurtosis) for each metric variable (Hair et al., 2010). 
The measures help to identify the variables with significant departure from normality. 
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 Skewness tells about the orientation of the distribution; that is, whether it is shifted to one 
side (right or left) or is centered and symmetrical. Kurtosis tells about the ‘peakedness’ or 
‘flatness’ of the distribution as compared with the normal distribution. A positive skew 
represents a distribution shifted/skewed to the left and a negative skew reflects a 
distribution skewed to the right. A negative kurtosis value denotes a flatter distribution, 
whereas a positive kurtosis value indicates a peaked/taller distribution. Hair et al. (2010) 
suggested critical values (ZSkewness and ZKurtosis) to help researchers assess skewness 
and kurtosis. These critical values are ± 2.58 (.01 significance level) and ± 1.96 (.05 
significance level).
Appendix E (Test for Normality) presents the results of the empirical measures of 
skewness and kurtosis, after the data point value is divided by the respective standard 
error to determine the critical ratio (ZSkewness and ZKurtosis). This analysis indicated 
that 15 out of the 33 metric variables departed from normality based on critical ration of 
skewness. Twenty variables deviated from normality when the stringent +2.58 and -2.58
critical ratio of kurtosis is applied. The most highly skewed and kurtotic variables were 
number of customers, number of suppliers, number of products, number of parts, and 
frequency of new product introduction. This result was not surprising as these variables 
also included a number of univariate outliers which were not deleted from the dataset. 
Several of the variables of interest were found to be mildly, or in some cases, moderately 
skewed and kurtotic.
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 4.2.6 Testing for Non-Response Bias
Non-response may cause sample bias and can create barriers to generalising research 
findings. Comparison of the responses of early respondents to those who respond later in 
the data collection period can indicate the potential effect of non-response bias. Although 
there are no established measures that should be used to compare early with late 
respondents, the literature suggests that respondents that are more interested in the survey 
will respond earlier than those who have no interest and who are, therefore, assumed not 
to respond (Collis, Hussey, Hussey & Inglis, 2003; Lewis-Beck, Bryman & Liao 2004). 
Accordingly, non-response bias was tested based on comparison of the pattern of the 
‘early’ and ‘late’ respondents on selected variables of the study assumed to motivate 
respondents to respond to the survey. Firms that were facing complexity and 
experiencing difficulties due to its effect on performance were expected to have greater 
motivation and more interest in responding to the survey. Among the variables in the 
survey, the measures related to process flow complexity (demand uncertainty, 
manufacturing schedule instability, supplier delivery uncertainty, and supplier quality) 
and operational performance (schedule and cost) were selected for the analysis. Each 
survey questionnaire had a date of return affixed to it, which was used to identify earlier 
respondents from later respondents. Non-response bias was estimated based on the mean 
values of process complexity variables and operational performance variables. The first 
40 responses (17%) and the last 40 responses (17%) were selected and a two-sample t-
test was run to compare the responses.
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 Table 4.3 shows the result of the independent sample t-test. The results indicated that there 
was no significant difference between earlier and later responses at a 95% confidence interval 
for the chosen variables. This finding suggested that even if there was a non-response bias, it 
was not statistically significant enough to bias the data and prevent generalisations being 
drawn from the sample to the population.
t-test for Equality of Means
T Df
Sig. (2-
tailed)
Mean 
Difference
Std. Error 
Difference
95% Confidence 
Interval of the 
Difference
Lower Upper
Demand Uncertainty -0.27 78 0.790 -0.09 0.34 -0.77 0.59
Manufacturing Schedule 
Instability 0.14 78 0.887 0.05 0.35 -0.64 0.74
Supplier Delivery Uncertainty
-0.40 78 0.691 -0.13 0.33 -0.79 0.53
Supply Quality
0.05 78 0.963 0.02 0.35 -0.69 0.72
Schedule Attainment 0.31 78 0.755 0.1 0.32 -0.53 0.73
Cost Performance -0.43 78 0.669 -0.13 0.31 -0.75 0.48
Table 4.3: Test for Non-Response Bias
4.2.7 Testing for Common Method Bias
Common method bias, also called common method variance, refers to the variance that 
may result from the measurement method, rather than the constructs that the measures 
represent (Podsakoff, Mackenzie, Lee & Podsakoff, 2003). Data collected from the same 
person for both the predicator and criterion variables using a single method and/or at one 
point of time may include part of the variance that the measurement items share in 
common, due to the method of data collection, rather than due to the relationships 
hypothesised in a given research model (Straub et al., 2004). Method bias, if it exists, 
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 causes measurement error that negatively affects the validity of the conclusions that are 
drawn.
Several methods have been proposed in the literature to test and diagnose common 
method bias. The most widely used is Harman’s single-factor test (Podsakoff et al., 
2003). This method suggests applying a factor analysis to all the measurement items and 
examining the unrotated factor solution of an EFA to determine the number of factors 
accounting for the variance in the measurement items. According to this method, 
common method bias exists if either a) only one factor accounts for the majority of the 
covariance (above 50 per cent) between the measures, or b) a single factor emerges from 
the factor analysis. Table 4.4 on the following page provides the EFA result of the factor 
analysis using the unrotated principal component analysis. 
Total Variance Explained
Component
Initial Eigenvalues Extraction Sums of Squared Loadings
Total
% of 
Variance Cumulative % Total
% of 
Variance
Cumulative 
%
1 8.197 22.770 22.770 8.197 22.770 22.770
2 3.270 9.083 31.853 3.270 9.083 31.853
3 2.813 7.813 39.667 2.813 7.813 39.667
4 2.395 6.652 46.319 2.395 6.652 46.319
5 1.897 5.269 51.587 1.897 5.269 51.587
6 1.510 4.193 55.781 1.510 4.193 55.781
7 1.487 4.129 59.910 1.487 4.129 59.910
8 1.338 3.716 63.626 1.338 3.716 63.626
9 1.270 3.527 67.153 1.270 3.527 67.153
10 1.069 2.970 70.123 1.069 2.970 70.123
11 1.030 2.862 72.985 1.030 2.862 72.985
Extraction Method: Principal Component Analysis.
Table 4.4: Test for Common Method Bias
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 The results indicated the presence of 11 factors with an eigenvalue greater than 1 and 
which accounted for around 73% of the variances in the measures. The first and largest 
factor explained 22.7% of the variance in the measures, which was less than the 50%. 
Thus, no factor accounted for a larger portion of the variance in the measures (>50%), 
nor did a single factor emerge to represent the variance among all the measurement items. 
This indicated that common method bias due to the method of data collection is unlikely 
to influence the interpretation of the results of the study.
4.3 PROFILE OF RESPONDENTS
This section details the profiles of the respondents in terms of the type and size of the 
firms they represent and in what capacity (their position) they provided their answers to 
the questionnaire items. 
As stated in Chapter 3, the sample frame for this study was restricted to manufacturing 
firms within Australia. The range of industries represented in the sample covered 15 areas 
of manufacturing (See Table 4.5). Four industries were poorly represented in the sample 
IUHTXHQF\this data was included in the analysis assuming that it would not add 
significant variance. It will not be possible to generalise findings specifically for these 
industries, however. The heterogeneous nature of the sample supports the generalisability 
of the results for manufacturing (Sekaran & Bougie, 2010).
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 Industry Frequency Percent
Food 24 10.21
Printing 12 5.11
Primary Metal and Metal 12 5.11
Beverage and Tobacco 5 2.13
Petroleum and Coal 7 2.98
Fabricated Metal 20 8.51
Textile, Leather, Clothing and Footwear 18 7.66
Basic Chemical and Chemical 13 5.53
Transport Equipment 24 10.21
Wood Products 14 5.96
Polymer and Rubber 21 8.94
Machinery and Equipment 42 17.87
Pulp, Paper and Converted Paper 4 1.70
Non-Metallic Mineral 5 2.13
Furniture 14 5.96
Total 235 100.0
Table 4.5: Demography of the sample – Industry representation
Table 4.6 shows the number of full time employees for the respondents. The table shows 
that 36% of respondents employed 20 or fewer full time staff and met the definition of a 
small enterprise, while 56.6% of respondents had staffing levels ranging between 21 and 
200 and complied with the definition of a medium sized enterprise. Only about 7.3% of 
respondents were large firms employing over 200 full time staff and.
No of Employees Frequency Percent
Valid 
Percent
Cumulative 
Percent
Less than 21 85 36.2 36.2 36.2
21 to 200 133 56.6 56.6 92.8
201 to 1000 10 4.3 4.3 97.0
More than 1000 7 3.0 3.0 100.0
Total 235 100.0 100.0
Table 4.6: Demography of the sample – Firm Size
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 Table 4.7 illustrates respondents’ profile on the basis of the number of years the business 
or company has been operating. The table shows that around 50% of the companies have 
been operating more than 20 years. The sample also contained a considerable number of 
new companies; around 24% of the companies have been operating less than 5 years. 
Age Frequency Percent
Valid 
Percent
Cumulative 
Percent
x < 1 14 6.0 6.0 6.0
1 < x < 5 42 17.9 17.9 23.8
5 < x < 10 29 12.3 12.3 36.2
10 < x < 20 32 13.6 13.6 49.8
20 < x < 50 91 38.7 38.7 88.5
x > 50 27 11.5 11.5 100.0
235 100.0 100.0
Table 4.7: Demography of the sample – Number of years operating
The job titles of the respondents are summarised in Table 4.8 on the next page. The range 
of job titles represented in the randomised sample was quite diverse. Respondents came 
from the positions of CEO, general manager, supply chain manager, 
production/operations manager, logistics manager, purchasing manager, director of 
purchasing, director of supply chain, director of logistics, etc.
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 Job Title Frequency Percent
Valid 
Percent
Cumulative 
Percent
CEO 49 20.9 20.9 20.9
General Manager 41 17.4 17.4 38.3
VP/Director of Purchasing 1 0.4 0.4 38.7
VP/Director of Logistics 1 0.4 0.4 39.1
VP/Director of Supply Chain 8 3.4 3.4 42.6
VP/Director of Manufacturing 9 3.8 3.8 46.4
Supply Chain Manager 36 15.3 15.3 61.7
Operations/Production Manager 52 22.1 22.1 83.8
Logistics Manager 28 11.9 11.9 95.7
Purchasing Manager 7 3.0 3.0 98.7
Others 3 1.3 1.3 100.0
Total 235.0 100.0 100.0
Table 4.8: Summary of respondents’ job title
Examination of the respondents’ profiles revealed that the firms within the sample 
represented heterogeneity in terms of demography (industry, age and size). This 
suggested that the data was representative of the conditions within the industry.
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 4.4 EXPLORATORY ASSESSMENT OF THE CONSTRUCTS
For exploratory assessment, internal consistency reliability of each construct has was 
assessed and an exploratory factor analysis (EFA) was performed. The following five 
variables were not considered for exploratory assessment – number of customers, number
of suppliers, number of product models, number of parts used, and frequency of new 
product introduction. These five variables were measured using single items which are 
objective in nature. It was assumed that, inclusion of these items in an exploratory factor 
analysis could produce results that were difficult (also unnecessary) to interpret. For 
example, as per the theoretical model the number of customers was expected to correlate 
with cost performance; therefore, in EFA, the number of customers as well as the items 
for cost performance could load within a single factor, which was not desirable. 
Therefore, these five variables were excluded from exploratory analysis. 
4.4.1 Assessing Internal Consistency Reliability using Chronbach’s Alpha
Chronbach’s Alpha was used as an initial test of the reliability of the constructs. To 
prevent unnecessary dimensions (factors) from occurring during the factor analysis and to 
identify and discard items that do not measure the same concept, Cronbach’s Alpha and 
item-to-total correlations were calculated (Churchill, 1979). Cronbach’s Alpha ranges 
from 0 (completely unreliable) to 1 (perfectly reliable). An alpha value of 0.5 to 0.6 is 
considered acceptable for exploratory research, but 0.7 or higher is highly preferred (Hair 
et al., 2010). An optimal threshold for this measure for item-to-total scale does not exist. 
The rule of thumb is to regard values less than 0.3 as having poor correlation with the 
overall scale value and to consider the removing them from the analysis (Field, 2009). 
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 When the reliability of a variable is low, the standard practice is to drop items until the 
coefficient reaches the desired threshold (Churchill, 1979).
Incorporating the practices listed above, the item-total correlation and Cronbach’s alpha 
were calculated for the constructs of demand uncertainty, manufacturing schedule 
instability, supplier delivery uncertainty, supply quality, schedule attainment and SCO. 
Cost performance was a two item construct; therefore, correlation (0.815) of the two 
items instead of Cronbach’s Alpha was taken into consideration. Appendix F (Internal 
Consistency Reliability) provides a detailed SPSS output for the analysis. Items with an 
item-to-total scale correlation of less than 0.3 and/or whose deletion could improve the 
reliability of the construct were identified. After the application of this procedure, one 
item was deleted due to low item-scale values (see Table 4.9). It is important to note that, 
this deletion did not hinder the content validity of the construct.
Construct Cronbach’s 
Alpha before 
item deletion
Item deleted Item-scale 
correlation
Cronbach’s 
Alpha if 
item deleted
Reason for 
deletion
Manufacturing 
Schedule 
Instability
0.739 The master 
schedule is level-
loaded in our plant, 
from week to week
0.128 0.890 item-scale 
correlation is 
less than 0.3
Table 4.9: Deletion of item for refinement of measures
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 The following Table 4.10 shows final Cronbach’s Alpha for the constructs.
Construct No of items Cronbach's Alpha
Demand Uncertainty 3 0.894
Manufacturing Schedule Instability 3 0.890
Supplier Delivery Uncertainty 3 0.896
Supply Quality 3 0.889
Schedule Attainment 4 0.930
SCO 6 0.898
Table 4.10: Cronbach’s Alpha for the constructs
4.4.2 Dimensionality Assessment using EFA
Exploratory factor analysis (EFA) explores and determines factors beneath the theoretical 
constructs (Lewis et al., 2005). To establish the appropriateness of the data for the EFA 
models, the factorability of the data and the sample size were checked. The factorability 
of the data can be tested through the Kaiser-Meyer-Olkin (KMO) measure of sampling 
adequacy and Bartlett’s test of sphericity. According to Hair et al. (2010) exploratory 
factor analysis can be performed if the KMO measure is between 0.5 and 1 and Bartlett’s 
test is significant. In this study, the factors were extracted using principal component 
analysis (PCA). PCA was adopted because the purpose of the factor analysis was to 
uncover relatively uncorrelated (orthogonal) common factors that summarised the major 
part of the information represented by the original variables (Mulaik, 2010). Moreover, 
PCA produced principal set of variables that maximally capture the variance of a factor 
(Gefen & Straub, 2005). PCA was adopted also because it used mathematically 
convenient algorithms to estimate communalities, determine number of factors and 
compute factor scores (Mulaik, 2010). The factors were determined based on Kaiser’s 
criterion of retaining factors with Eigen values greater than 1.0. For better
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 interpretability, the factors were rotated using the Varimax rotation method as this 
method loads items to factors more clearly (Hair et al., 2010).
The minimum factor loading to allocate an item to a factor was set at 0.5. Field (2009) 
suggests selecting a threshold level that improves the within-factor correlation and 
reliability. Hair et al. (2010) suggest taking into account the sample size when setting this 
level, as smaller samples require higher factor loadings, whereas larger ones require 
relatively smaller factor loadings. For this study, a factor loading of .40 and higher was 
considered to be statistically significant at .05 significance level for a sample size of 200. 
Appendix G (Exploratory Factor Analysis) details the results of the factor analysis. The 
KMO measure was 0.886, which is within the range of 0.50 to 1; and Bartlett’s test was 
also significant (Chi-square = 3968.10; Sig = .000). Therefore, suitability of the data for 
factor analysis was confirmed. The factor analysis returned seven factors explaining 
79.66% of the total variance. These seven factors were consistent with the literature 
(discussed further in chapter 5) can be identified as demand uncertainty, manufacturing 
schedule instability, supplier delivery uncertainty, supply quality, cost performance, 
schedule attainment, and SCO. Table 4.11 shows the factor loadings for each factor.
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 Items
Factors
Cost 
Performance
Demand 
Uncertainty
Manufacturing 
Schedule 
Instability
Supply 
Quality
Schedule 
Attainment
Supplier 
Delivery 
Uncertainty SCO
CP1 .858
CP2 .838
DU1 .806
DU2 .853
DU3 .802
MSI1 .832
MSI2 .832
MSI3 .839
SQ1 .862
SQ2 .811
SQ3 .827
SA1 .898
SA2 .879
SA3 .861
SA4 .840
SDU1 .820
SDU2 .831
SDU3 .797
SCO1 .748
SCO2 .800
SCO3 .824
SCO4 .782
SCO5 .835
SCO6 .757
Table 4.11: EFA: Factor loadings
A total of 25 items were analyzed. All items had significant loadings of 0.7 or above. 
This established the factorial validity of the data and provided an initial description of the 
measurement model. 
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 4.5 CONFIRMATORY ASSESSMENT
After the initial exploratory assessment, confirmatory factor analysis was conducted to 
test the convergent and discriminant validity of the constructs. Following the guidelines 
proposed by Hair et al. (2014), the confirmatory assessment of the measurement model 
included composite reliability to evaluate internal consistency, individual indicator 
reliability, and average variance extracted (AVE) to evaluate convergent validity. In 
addition, the Fornell-Larcker criterion and cross loadings were used to assess 
discriminant validity. SmartPLS 3.0 (Ringle, Wende & Becker, 2014) was used to 
validate both measurement and structural models using the same data (n = 235) as in the 
exploratory assessment for confirmatory factor analysis (CFA). Bootstrapping procedure 
(n = 235, with 5000 samples) was performed to examine the significance of the paths in 
SmartPLS. Also, all variables and indexes were included in this confirmatory analysis. 
The index for product complexity (comprising of three objective measures) and two other 
single measures (used as proxies for network complexity) were included in the 
confirmatory measurement model, along with the measures of first order reflective 
constructs used in the exploratory analysis.
4.5.1 Guidelines for Confirmatory Analysis 
High outer loadings on a construct indicate that the relevant indicators have high 
commonality, which is captured by the construct, reflecting convergent validity. Outer 
loadings should at least be statistically significant; however, the rule of thumb is that 
outer loadings should not be below 0.7 (Boudreau et al., 2001). Indicators with outer 
loadings below 0.7 are weak even if they are statistically significant and therefore, they 
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 should be considered for elimination. However, before eliminating a weak indicator with 
an outer loading between 0.4 and 0.7, the effect of elimination on composite reliability 
and content validity should be checked. All indicators with very low outer loadings (less 
than 0.4) should be eliminated from the scale (Hair, Ringle & Sarstedt, 2011). 
AVE is another important measure for establishing convergent validity on the construct 
level. AVE is computed by determining the sum of each indicator’s outer loading square 
and dividing the total by the total number of items within the factor. The AVE value for 
each construct should be 0.50 or higher which would indicate that, on average, the
construct can explain more than half of the variance of its indicators (Straub et al., 2004). 
Hair et al. (2014) suggests that, for discriminant validity, an indicator’s outer loading on 
the associated construct should be greater than its loadings on the other constructs (cross 
loadings). Also, the square root of AVE of a construct should be compared with its 
correlations with other latent constructs in the research model. For discriminant validity 
to be established, the square root of AVE of the construct should exceed its correlations 
with any other construct (Fornell & Larcker, 1981).
Composite reliability is computed by squaring the sum of each individual item’s 
standardised factor loading (SFL) within the factor and dividing it by the squared sum of 
each item’s SFL square and sum of each individual item’s error variance within the factor 
(Bacon, Sauer & Young, 1995). Composite reliability values of 0.6 to 0.7 are acceptable 
for exploratory research (Nunally & Bernstein, 1994).
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 4.5.2 Confirmatory Assessment Results
CFA confirmed discriminant validity, convergent validity, and reliability of all the first 
order reflective constructs. As can be seen in Table 4.12 all items were strongly loaded (> 
0.7) on their corresponding factors, and there was no cross-loading items (most were well 
below 0.6) – demonstrating discriminant validity (Gefen & Straub, 2005). In addition, the 
square root of AVE values for each of the reflective constructs was much larger than its 
correlation with all the other constructs (see Table 4.13), providing further evidence of 
discriminant validity. As shown in Table 4.14, the t-statistics of all the items loading on 
their respective factors (which ranged from 26 to 110) were significant at the 0.001 level, 
indicating a high degree of convergent validity (Gefen & Straub, 2005). Also, the AVE 
for each construct was well over 0.5, providing further proof of convergent validity. 
Finally, the composite reliability indices of all the constructs exceeded 0.8, indicating 
satisfactory internal consistency of the constructs (Hair et al., 2010). Figure 4.1 shows the 
results of the confirmatory factor analysis conducted using SmartPLS 3.0.
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Figure 4.1: Confirmatory analysis using SmartPLS 3.0
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 CP DU MSI NC PC SA SDU SCO SQ
NC -0.027 0.045 0.005 1.000 0.105 0.019 0.011 -0.109 0.059
PC 0.090 0.042 -0.021 0.105 1.000 0.036 -0.021 0.020 -0.028
CP1 0.915 -0.273 -0.398 -0.018 0.082 0.238 -0.246 0.331 -0.276
CP2 0.923 -0.338 -0.312 -0.032 0.084 0.370 -0.312 0.300 -0.354
DU1 -0.293 0.893 0.422 0.004 0.026 -0.339 0.406 -0.341 0.449
DU2 -0.325 0.936 0.384 0.026 0.083 -0.377 0.443 -0.338 0.475
DU3 -0.290 0.896 0.402 0.093 0.005 -0.348 0.418 -0.341 0.449
MSI1 -0.336 0.385 0.906 0.019 -0.007 -0.205 0.465 -0.310 0.354
MSI2 -0.371 0.439 0.918 -0.003 0.017 -0.295 0.433 -0.322 0.365
MSI3 -0.339 0.377 0.892 -0.001 -0.072 -0.341 0.382 -0.335 0.324
SA1 0.301 -0.392 -0.278 -0.019 0.034 0.930 -0.387 0.233 -0.290
SA2 0.279 -0.280 -0.286 0.051 0.052 0.897 -0.393 0.165 -0.286
SA3 0.344 -0.370 -0.283 0.026 0.036 0.915 -0.407 0.283 -0.322
SA4 0.283 -0.373 -0.277 0.013 0.011 0.899 -0.469 0.222 -0.301
SCO1 0.244 -0.364 -0.324 -0.067 0.002 0.330 -0.353 0.814 -0.237
SCO2 0.308 -0.324 -0.301 -0.090 -0.053 0.182 -0.262 0.833 -0.211
SCO3 0.228 -0.261 -0.258 -0.137 0.023 0.194 -0.231 0.820 -0.216
SCO4 0.318 -0.308 -0.332 -0.074 0.060 0.183 -0.261 0.817 -0.172
SCO5 0.320 -0.293 -0.269 -0.075 0.051 0.161 -0.264 0.851 -0.175
SCO6 0.254 -0.258 -0.236 -0.105 0.016 0.140 -0.185 0.752 -0.184
SDU1 -0.263 0.449 0.451 0.001 -0.048 -0.427 0.918 -0.295 0.422
SDU2 -0.267 0.417 0.418 -0.002 -0.022 -0.402 0.924 -0.326 0.480
SDU3 -0.302 0.404 0.420 0.031 0.015 -0.416 0.887 -0.264 0.480
SQ1 -0.302 0.382 0.307 0.133 0.008 -0.219 0.318 -0.161 0.855
SQ2 -0.346 0.469 0.367 0.014 -0.041 -0.355 0.531 -0.277 0.928
SQ3 -0.288 0.509 0.366 0.028 -0.038 -0.311 0.504 -0.220 0.934
Table 4.12: CFA: Factor loadings and cross loadings (Note: factor loadings are shown in 
bold) Note: CP = Cost Performance; DU = Demand Uncertainty; MSI = Manufacturing 
Schedule Instability; SA = Schedule Attainment; SDU = Supplier Delivery Uncertainty; 
SQ = Supply Quality; SCO = Supply Chain Orientation; PC = Product Complexity; NC =
Network Complexity; PC and NC are measured using single index)
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 No 
of 
Items
Composite 
Reliability AVE CP DU MSI NC SQ PC SA SDU SCO
Cost Performance (CP) 2 0.916 0.845 0.919
Demand Uncertainty (DU) 3 0.934 0.825 -0.333 0.909
Manufacturing Schedule 
Instability (MSI) 3 0.932 0.820 -0.386 0.443 0.905
Network Complexity (NC) 1 1.000 1.000 -0.027 0.045 0.005 N/A
Supply Quality (SQ) 3 0.932 0.822 -0.344 0.504 0.385 0.059 0.906
Product Complexity (PC) 1 1.000 1.000 -0.117 0.130 0.173 0.105 0.037 N/A
Schedule Attainment (SA) 4 0.951 0.829 0.332 -0.391 -0.308 0.019 -0.330 -0.041 0.910
Supplier Delivery Uncertainty (SDU) 3 0.935 0.828 -0.304 0.465 0.472 0.011 0.506 0.033 -0.456 0.910
Supply Chain Orientation (SCO) 6 0.922 0.665 0.343 -0.374 -0.356 -0.109 -0.245 0.010 0.250 -0.325 0.815
Table 4.13: Discriminant validity using Fornell-Larcker criterion (Note: Square root of AVE is shown and highlighted along the
diagonal. CP = Cost Performance, DU = Demand Uncertainty, MSI = Manufacturing Schedule Instability, SA = Schedule Attainment,
SDU = Supplier Delivery Uncertainty, SQ = Supply Quality, SCO = Supply Chain Orientation, PC = Product Complexity, NC =
Network Complexity),
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 Factor Loadings t statistics P Values
CP1 <- Cost Performance 0.915 62.924 0.000
CP2 <- Cost Performance 0.923 76.155 0.000
DU1 <- Demand Uncertainty 0.893 57.311 0.000
DU2 <- Demand Uncertainty 0.936 109.812 0.000
DU3 <- Demand Uncertainty 0.896 47.373 0.000
MSI1 <- Manufacturing Schedule Instability 0.906 75.474 0.000
MSI2 <- Manufacturing Schedule Instability 0.918 83.636 0.000
MSI3 <- Manufacturing Schedule Instability 0.892 48.877 0.000
MSI3 <- Process Flow Complexity 0.632 14.312 0.000
SA1 <- Schedule Attainment 0.930 99.588 0.000
SA2 <- Schedule Attainment 0.897 54.752 0.000
SA3 <- Schedule Attainment 0.915 79.420 0.000
SA4 <- Schedule Attainment 0.899 61.529 0.000
SCO1 <- Supply Chain Orientation 0.814 34.172 0.000
SCO2 <- Supply Chain Orientation 0.833 38.733 0.000
SCO3 <- Supply Chain Orientation 0.820 32.269 0.000
SCO4 <- Supply Chain Orientation 0.817 31.331 0.000
SCO5 <- Supply Chain Orientation 0.851 38.882 0.000
SCO6 <- Supply Chain Orientation 0.752 18.653 0.000
SDU1 <- Supplier Delivery Uncertainty 0.918 80.566 0.000
SDU2 <- Supplier Delivery Uncertainty 0.924 81.266 0.000
SDU3 <- Supplier Delivery Uncertainty 0.887 53.052 0.000
SQ1 <- Supply Quality 0.855 27.803 0.000
SQ2 <- Supply Quality 0.928 89.164 0.000
SQ3 <- Supply Quality 0.934 101.919 0.000
Table 4.14: Significance of item loadings (attained from bootstrapping procedure)
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 4.6 PROCESS FLOW COMPLEXITY AS A HIGHER ORDER FORMATIVE CONSTRUCT
Based on the theoretical framework, process flow complexity was modeled as a reflective 
first order and formative second order construct, using the following four dimensions: (1) 
demand uncertainty, (2) manufacturing schedule instability, (3) supplier delivery 
uncertainty, and (4) supply quality. These underlying factors are the defining 
characteristics of the process flow complexity construct. Empirical evidence of the 
formative validity was conducted using Petter, Straub and Rai’s (2007) approach. The 
approach involves testing of multicollinearity as it poses a greater threat for formative 
indicators.
The four factors of process flow complexity were designed to be first-order reflective 
constructs. Following Malhotra, Gosain, and El Sawy (2007), equally weighted average 
scores were created for each of the four factors based on its associated items. While it is 
debatable whether using average scores or using weighted composite scores is more 
appropriate, some researchers suggest that the estimates from the latter approach are 
more data dependent, unreliable, and difficult to interpret (Hair et al., 2010), and that the 
results of both approaches are not different (Dillon & McDonald, 2001). 
The equally weighted average scores were then tested using SPSS to determine the 
multicollinearity. The results indicated (see Table 4.15) that the variance inflation factor 
statistics (VIF) of all the four factors were lower than 3.3 (ranging from 1.4 for 
manufacturing schedule instability to 1.58 for supplier delivery uncertainty), indicating a 
low level of multicollinearity among the dimensions. In other words, the data were quite 
distinct from one another (Petter et al., 2007; Diamantopoulos & Siguaw, 2006).
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 Collinearity Statistics
Tolerance VIF
Demand Uncertainty .650 1.539
Manufacturing Schedule Instability .706 1.417
Supplier Delivery Uncertainty .634 1.578
Supply Quality .655 1.527
Table 4.15: Multicollinearity statistics for process complexity dimensions
According to Petter et al. (2007), it is also important to evaluate the contribution of each 
dimension, and so their relevance, through the outer weights. The outer weights are the 
result of a multiple regression with latent variable scores as the dependent variable and 
the formative dimensions as the independent variables. The values of the outer weights 
can be compared to each other and can therefore be used to determine each dimension’s 
relative contribution to the construct (Cenfetelli & Bassellier, 2009). The following Table 
4.16 shows the outer weights for the dimensions of process flow complexity.
Outer Weights (Relative 
contribution)
Outer Loadings (Absolute 
contribution)
Weights T Statistic P Loadings T Statistic P
Demand Uncertainty 0.34 13.25 0.000 0.79 26.75 0.000
Manufacturing Schedule Instability 0.32 11.01 0.000 0.74 23.56 0.000
Supplier Delivery Uncertainty 0.34 12.61 0.000 0.80 27.58 0.000
Supply Quality 0.28 11.89 0.000 0.75 21.77 0.000
Table 4.16: Outer weights and outer loadings of the dimensions and their significance 
The results showed that the outer weights for all the dimensions were statistically 
significant confirming that demand uncertainty, manufacturing schedule instability, 
supplier delivery uncertainty and supply quality are the dimensions of process flow 
complexity. The results also confirm that all four dimensions have significant and almost 
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 equal contribution to the construct of process flow complexity. Hair et al. (2014) 
suggested examining the absolute contribution of the dimensions onto the construct 
through outer loadings to indicate their contribution to the construct. As can be seen from 
Table 4.16, the outer loadings of the dimensions are high (above 0.50) and significant. 
Therefore, empirical results support the methodological hypothesis that process flow 
complexity can be modeled as a reflective first order and formative second order 
construct.
4.7 STRUCTURAL MODEL ANALYSIS
Taken together, the results in sections 4.4, 4.5 and 4.6 corroborated the conceptualisation 
of process flow complexity and also demonstrated the statistical validity of the constructs 
cost performance, schedule attainment and SCO, represented in the research model. 
This confirmation indicated that a valuation of the structural model is appropriate. The 
structural model for this study was analysed carefully as process flow complexity was 
conceptualised as a reflective first order and formative second order construct. As 
discussed in section 3.9.2.5, the two stage approach (Ringle et al., 2012) was adopted. A 
bootstrapping procedure (n = 235, with 5000 samples) was adopted as the first part of this 
process to identify the significance of the paths, utilising SmartPLS. The number of 
bootstrap samples should be high, for this type of analysis, and they must be at least equal 
to the number of valid observations in the dataset (Hair et al., 2014), which is why 5000 
samples were adopted.
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 4.7.1 Effects of Control Variables
Possible confounding effects of the control variables (i.e. firm size and age of the firm) 
on the two dependent variables (i.e. schedule attainment and cost performance) were 
tested using PLS-SEM. It was important to include the control variables in the main 
research model. PLS-SEM results showed that firm size and age of the firm were not 
significantly associated with cost performance and schedule attainment. Consequently, 
these two variables were not considered in further structural model analysis. 
Coefficient T Statistics P Values
Firm Size -> Cost Performance 0.065 1.098 0.272
Firm Size -> Schedule Attainment 0.067 1.155 0.248
Age of the Firm -> Cost Performance 0.041 0.600 0.548
Age of the Firm -> Schedule Attainment 0.100 1.599 0.110
Table 4.17: Effects of control variables 
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 4.7.2 Test of Multicollinearity
In the second step, the set of predictor variables in the model were examined for 
collinearity using SPSS. To test collinearity, the latent scores for each construct that were 
generated by SmartPLS were used (Hair et al., 2014). These latent scores were generated 
during the testing of the measurement model. 
Collinearity Statistics
Tolerance VIF
Process flow complexity 0.78 1.29
Product complexity 0.98 1.01
Network complexity 0.91 1.12
SCO 0.83 1.19
Table 4.18: Collinearity statistics for the predictor constructs
The results of this analysis (shown in Table 4.18) indicated that the VIF statistics were 
much lower than 3.3, indicating a low level of multicollinearity among the predictor 
variables. This meant that the three complexities were conceptually unique and could be 
used as predictors for the endogenous constructs; cost performance and schedule 
attainment and that the model can be used to test the structural relationships.   
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 4.7.3 Determining the Path Coefficients
A PLS-SEM algorithm was run using SmartPLS to obtain the path coefficients for 
structural model relationships which represented the hypotheses. The path coefficients 
are a measure of the magnitude of the causal relations between constructs. The latent 
variable scores generated for each construct and variable during the analysis of 
measurement model were used as inputs to this analysis. Figure 4.2 shows the full 
structural model and the results. Table 4.19 shows the path coefficients for all the 
identified relations. A positive path coefficient indicated a positive causal relationship 
between the two constructs, and a negative coefficient indicated a negative causal 
relationship.
Exogenous
Endogenous
Process
Complexity
Cost
Performance
Schedule
Attainment
Process Flow Complexity N/A -0.361** (H1a) -0.460** (H1b)
Product Complexity N/A 0.084 (H2a) 0.027 (H2b)
Network Complexity – Downstream N/A -0.002 (H3a) 0.040 (H3b)
SCO -0.424** (H4) 0.188** (H5a) 0.058 (H5b)
Table 4.19: Path coefficients (Note: ** denotes the significant path at p < .01; * denotes 
the significant path at p < .05)
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Figure 4.2: Structural model analysis – significance of the path coefficients
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 Bootstrapping was used to test the significance of the path coefficients. The significance 
of each path was tested with the bootstrap based on a sub-sample size of 235 and 5000 
repetitions. The significance of the path (and hypothesis) was then determined with a t-
test distribution. A one tail t-test was used because all the hypotheses were directional in 
this study. Table 4.20 presents the results of bootstrapping including the t-statistics 
associated with each causal relationship and p values.
Path 
Coefficient SE T Statistics P Values
Process Flow Complexity -> Cost Performance -0.364 0.058 6.245 0.000
Process Flow Complexity -> Schedule Attainment -0.464 0.065 7.125 0.000
Product Complexity -> Cost Performance 0.084 0.059 1.416 0.157
Product Complexity -> Schedule Attainment 0.026 0.060 0.455 0.649
Network Complexity -> Cost Performance 0.000 0.059 0.035 0.972
Network Complexity -> Schedule Attainment 0.041 0.059 0.680 0.496
Supply Chain Orientation -> Process Flow Complexity -0.426 0.055 7.674 0.000
Supply Chain Orientation -> Cost Performance 0.188 0.063 2.976 0.003
Supply Chain Orientation -> Schedule Attainment 0.057 0.068 0.854 0.393
Table 4.20: Significance of path coefficients with bootstrapping 
The results indicated that process flow complexity is a significant predictor of cost 
performance (ȕ= - 0.36, t = 6.24, p = 0.000) and schedule attainment (ȕ= - 0.46, t = 7.12,
p = 0.000). Therefore, the results supported hypothesis 1a and 1b. Hypothesis 2a and 2b 
stated that product complexity has negative impact on cost performance and schedule 
attainment. The results did not support hypotheses 2a (ȕ= 0.08, t = 1.41, p = 0.157) and 
2b (ȕ= 0.02, t = 0.45, p = 0.649). In addition, the results did not support hypothesis 3a 
(ȕ= 0.00, t = 0.35, p = 0.972) and 3b (ȕ= 0.04, t = 0.68, p = 0.496), which stated that 
network complexity negatively impacts cost performance and schedule attainment. The 
fact that each of these four hypotheses was not supported in the nomological network 
147
 
 does not lead to the conclusion that there is no significant relationship between the two 
constructs as suggested by each hypothesis. Therefore, the analysis was re-conducted 
using only the paths relating to H2a, H2b, H3a and H3b separately. However, none of the 
hypotheses was supported – H2a (ȕ= - 0.13, t = 1.91, p = 0.056); H2b (ȕ= - 0.10, t = 1.22, 
p = 0.220); H3a (ȕ= - 0.08, t = 1.05, p = 0.293; ȕ= - 0.06, t = 0.67, p = 0.500) and H3b 
(ȕ= 0.09, t = 1.21, p = 0.226; ȕ= - 0.09, t = 0.82, p = 0.414)
SCO was found to have a significant negative impact on process complexity (ȕ= - 0.43, t 
= 7.67, p = 0.000). Therefore, hypothesis 4 was supported. SCO was also found to be a 
significant predictor of cost performance (ȕ= 0.19, t = 2.97, p = 0.003), thus hypothesis 
5a was supported. However, the relationship between SCO and schedule attainment was 
non-significant (ȕ= 0.06, t = 0.854, p = 0.393); therefore, hypothesis 5b was not 
supported. The following Table 4.21 summarises the results of hypothesis testing.
Hypothesis Label Result
Process Flow Complexity Æ Cost Performance H1a Supported
Process Flow Complexity Æ Schedule Attainment H1b Supported
Product Complexity Æ Cost Performance H2a Not Supported
Product Complexity Æ Schedule Attainment H2b Not Supported
Network Complexity Æ Cost Performance H3a Not Supported
Network Complexity Æ Schedule Attainment H3b Not Supported
SCO Æ Process Flow Complexity H4 Supported
SCO Æ Cost Performance H5a Supported
SCO Æ Schedule Attainment H5b Not Supported
Table 4.21: Results - Hypothesis testing results
The PLS SEM analysis was also applied to hypothesis H5b including only the two 
constructs relating to this hypothesis. This analysis determined that SCO significantly 
influences schedule attainment (ȕ = 0.27, t = 4.53, p = 0.000). This result will be 
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 discussed after the mediation analysis findings, in Section 4.8. The analysis was re-
conducted using only the paths relating to H5b as the fact that this hypothesis was not 
supported in the nomological network representing the full model does not lead to the 
conclusion that there is no significant relationship between SCO and schedule attainment, 
as suggested by this hypothesis. 
4.7.4 Coefficient of Determination (R2), Effect Size (f2) and Predictive Relevance 
(Q2)
The coefficient of determination (R2) is a measure of a model’s predictive accuracy (Hair 
et al., 2014). It represents the amount of variance in the endogenous constructs explained 
by all of the exogenous constructs linked to it. The R2 analysis determined that 23.1% of 
the total variance in cost performance and 23.8% of the total variance in schedule 
attainment were explained by the process flow complexity, product complexity, network 
complexity and SCO. Also, 18.0% of the variance in process flow complexity have been 
explained by SCO. Typically, R2 values more than 20.0% are considered to be high in 
disciplines such as consumer behavior (Hair et al., 2014); although, according to 
Henseler, Ringle and Sinkovics's (2009) guidelines, these R2 values can be interpreted as 
weak. However, compared to the R2 values in similar complexity studies (Bozarth et al., 
2009; Vachon and Klassen, 2002), these R2 values can be considered to be acceptable.
For example, in Bozarth et al.’s (2009) study, the average R2 value across the twelve 
regression models was 11% with a range of 4% – 37%. In Vachon and Klassen’s (2002) 
study, the average R2 value across four regression models was 13% with a range of 
11.4% – 15.3%.  
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 In addition to evaluating the magnitude of R2 values as a criterion of predictive accuracy, 
Stone-Geisser’s Q2 values were also examined. Q2 values are indicators of models 
predictive relevance and are obtained by using the blindfolding procedure (Chin, 1998) in 
SmartPLS. The Q2 values for cost performance, schedule attainment and process flow 
complexity are all above zero – 0.21, 0.20, and 0.10 respectively, thus supporting the 
model’s predictive relevance for the three endogenous constructs (Hair et al., 2014). 
In addition to evaluating the R2 and Q2 values, the impact of each exogenous construct 
(effect size, f2) on the endogenous constructs was evaluated. The following Table 4.22 
shows the effect sizes of different exogenous constructs.
Cost 
Performance
Schedule 
Attainment
Process 
Flow 
Complexity
Process Flow Complexity 0.125 0.217 N/A
Product Complexity 0.025 0.000 N/A
Network Complexity (Downstream) 0.002 0.008 N/A
Network Complexity (Upstream) 0.005 0.001 N/A
SCO 0.036 0.004 0.233
Table 4.22: Effect Sizes
The f2 values of 0.02, 0.15 and 0.35 represent small, medium and large effects (Cohen, 
1988). The results showed that the effect sizes of process flow complexity on cost 
performance and schedule attainment were low and medium respectively. However, 
among the three types of complexity, process flow complexity had the highest impact on 
the endogenous constructs. Effect sizes of network complexity on both cost performance 
and schedule attainment were low and negligible. Finally, SCO had a medium level 
impact on process flow complexity. These values of f2 are consistent with the path 
coefficients discussed in the earlier sections.
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 4.8 MEDIATION ANALYSIS
This study hypothesises that process flow complexity will partially mediate the 
relationships between SCO and cost performance (H6a) as well as SCO and schedule 
attainment (H6b). To test the significance of these mediated paths via the PLS technique, 
two additional procedures were conducted (Malhotra et al., 2007; Subramani, 2004); (1) 
comparisons of nested models and (2) analysis of individual mediated paths. The two 
tests are complementary – the former examines overall contribution of direct paths in 
addition to mediated paths to the fit of the model and the latter analyzes the significance 
of each individual mediated path (Subramani, 2004).
The model fit was evaluated by comparing the research model, which includes both the 
direct and mediated effects of SCO on the endogenous variables (hence, full model or 
partially mediated model) to a competing model, which included only the mediated 
effects without the direct paths (nested model or fully mediated model). As shown in 
Table 4.23, the research model was able to predict 23.1% of the variance in cost 
performance and 23.8% of the variance in schedule attainment, while the competing 
model predicted 20.2% and 23.7% respectively. The explanatory powers in predicting 
schedule attainment of the two models were only slightly different (23.8% vs. 23.7%), 
indicating that the direct path from SCO to schedule attainment in the model did not 
contribute much causality. To confirm whether the explanatory power for predicting cost 
performance (i.e. 23.1% vs. 20.2%) of the models were significantly different further, a 
pseudo F test (Chin, Marcolin & Newsted, 2003) was applied. The f2 statistic was 
calculated, based on the difference in R2 between the full model and the nested model, 
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 (f2 = (R2full model – R2nested model) / (1 – R2full model)). 
The f2 statistic was then is used to calculate a pseudo F statistic (F = f2 * (n – k – 1) with 
1, (n – k) degrees of freedom, where n is the sample size and k is the number of the 
constructs in the model). Table 4.23 shows the results of the test.
Direct Path R2full model R2nested model f2 Pseudo F1, 228 p value
SCO  Æ Cost Performance 0.231 0.202 0.029 7.26 0.007
SCO Æ Schedule Attainment 0.238 0.237 0.001 0.60 0.438
Table 4.23: Mediation analysis – comparison of nested models
The F test revealed that the explanatory powers for predicting cost performance (i.e. 
23.1% vs. 20.2%) of the competing models were significantly different (p = 0.007) and 
the explanatory powers of the models in predicting schedule attainment were not 
significantly different (p = 0.438). The analysis suggests that the direct path from SCO to 
cost performance significantly explains the additional variance in the full model.
The significance of individual mediated paths was then examined using the path 
coefficients and standard errors of the direct paths among independent, mediating, and 
dependent variables (Hoyle & Kenny, 1999; Subramani, 2004). The path coefficient of a 
mediation effect is the product of path coefficients between the independent variable and 
the mediator and between the mediator and the dependent variable. The standard error of 
a mediated path is estimated as the square root of  (b2sa2 + a2sb2 + sa2sb2), where ‘a’ is the 
path coefficient of the path from the independent variable to the mediator, ‘b’ is the path 
coefficient of the path from the mediator to the dependent variable, and ‘sa’ and ‘sb’ are
the standard deviations of ‘a’ and ‘b’. The significance testing of the mediated paths is 
presented in Table 4.24. Based on the computed z statistics, the results provided strong 
152
 
 support for the mediation effects in H6a (p < 0.01) and H6b (p < 0.01). Furthermore, 
because the path from SCO to cost performance was significant, and because the path 
from SCO to schedule attainment was not significant (see the structural model analysis 
findings in Section 4.7.3), it was concluded that the effect of SCO on cost performance 
was partially mediated by process flow complexity (as hypothesised), and that the effect 
of SCO on schedule attainment was fully (as opposed to partially hypothesised) mediated 
by process flow complexity.
Mediated Path Path Coefficient Sd. Error z statistic Mediation
SCO Æ Process Flow Complexity Æ Cost 
Performance 0.150 0.034 4.44** Partial
SCO Æ Process Flow Complexity Æ Schedule 
Attainment 0.197 0.039 4.99** Full
Table 4.24: Significance of the mediated paths (Note: ** p < 0.01)
As previously mentioned, while the base relationship between SCO and schedule 
attainment (H5b) was found to be non-significant in this particular nomological network, 
the relationship was actually significant when tested without any other construct in the 
model. Here, that conclusion is also confirmed by the findings of the full mediation 
effects (H6b).
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 4.9 SUMMARY
A total 271 responses to the survey were received. After the initial screening of the data 
36 cases were deleted due to incompleteness or missing data. The test for detecting 
outliers identified a number of cases for deletion; however, reasons for their retention in 
the sample were outlined. The test for normality determined that the data lacked 
multivariate normality. However, the lack of normality was not an issue as the PLS-SEM 
analysis does not assume normality of the data. It was also found that there was no 
problem regarding non-respondent and common method bias in the sample.
Assessment and testing of models using SEM involved assessment of the measurement 
model and assessment of the structural model (i.e. hypothesis testing). The instrument 
was subjected to very rigorous validation procedures involving measurement purification, 
content validity and construct validity through both exploratory and confirmatory factor 
analysis. This procedure ensured that the measurement instrument was both valid and 
reliable. Only one item (measure for manufacturing schedule instability) was removed 
from the data for the purposes of analysis. In the final full factor measurement model, 
every construct except cost performance was measured by at least three items.
Based on selected indices such as the magnitude of variance explained, effect size, 
predictive relevance and the significance of the hypothesised paths, the study found that 
the research model was valid and that 5 hypotheses out of 11 were significant at 99% 
confidence level.
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 CHAPTER FIVE: DISCUSSION
5.1 INTRODUCTION
The previous chapter presented the results of data analysis and considered the research 
hypotheses. This chapter will discuss these findings and includes a brief explanation of 
the research context, followed by a discussion of the research findings including the gaps 
identified in the literature. The chapter concludes with a summary. 
5.2 RESEARCH CONTEXT
SCC is a comparatively new research topic as most of the SCC studies have been 
published only in the last decade. Literature review suggested that SCC is still not a well 
understood concept; variations among the frameworks used for defining of SCC indicate 
a lack of consensus regarding the complexity dimensions as well as the factors (variables) 
that represent those dimensions. 
This study defined SCC as the level of numerousness, variety, variability uncertainty 
exhibited by the products, processes, and network of relationships that make up the 
supply chain. Three dimensions of complexity were proposed – process flow complexity, 
product complexity and network complexity. Process flow complexity is related to the 
variability and uncertainty in the flow of materials through the supply chain (Germain et 
al., 2008). Product complexity arises from size and variety of product portfolio (Closs, 
Nyaga & Voss, 2010) as well as overall product characteristics that include aspects such 
as the number of parts required and product-part interactions (Novak & Eppinger, 2001). 
Finally, network complexity is related to the structural intricacy of the network in which 
the focal firm is operating (Choi & Krause, 2006).
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 It is claimed in the literature that SCC has negative impacts on operating costs (Bozarth 
et al, 2009; Perona & Miragliotta, 2004), delivery performance (Vachon & Klassen, 
2002), and customer satisfaction (Bozarth et al, 2009). However, extant empirical studies 
have produced only partial evidence for these claims. For example, Vachon and Klassen 
(2002) in their exploratory study found that process technology complicatedness and 
management system uncertainty (two of the four complexity dimensions as defined by 
the author) negatively impacts delivery performance of the firm; however, they did not 
find strong evidence of process uncertainty and management system complicatedness 
effecting performance. Bozarth et al.’s (2009) study identified only two factors (long 
supplier lead time and un-level master production schedule) that had significant negative 
impact on all the operational performance measures. Therefore, this study aims to revisit 
the complexity-performance link. Moreover, the study also aims to investigate whether or 
not supply chain oriented firms are more capable of dealing with these complexities. 
5.3 SCC AND OPERATIONAL PERFORMANCE
This section provides a comparison of the findings and the model’s predictions about the 
effect of SCC on firms’ operational performance. The theoretical framework of this study 
hypothesised that process flow complexity, product complexity and network complexity 
have negative impacts on firms’ cost performance and schedule attainment. Following 
hypotheses were identified in Section 2.6.2 regarding this impact. They can be 
summarised as:
1. Process flow complexity faced by a firm negatively impacts its cost performance 
and schedule attainment (Hypotheses 1a and 1b).  
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 2. Product complexity faced by a firm negatively impacts its cost performance and 
schedule attainment (Hypotheses 2a and 2b).
3. Network complexity faced by a firm negatively impacts its cost performance and 
schedule attainment (Hypotheses 3a and 3b).
The structural analysis and hypothesis testing confirmed the negative impact of process 
flow complexity on both cost performance and schedule attainment, thus confirming 
hypotheses 1a and 1b. However, the analysis did not support the hypotheses that product 
complexity and network complexity negatively impacts firms’ cost performance and 
schedule attainment (H2a and 2b; H3a and 3b). Table 5.1 summarises the support for the 
hypotheses resulting from the data analysis. The following sections present explanations 
for these findings. 
Path 
Coefficient P Values Results
Process Flow Complexity -> Cost Performance -0.364 0.000 H1a: Supported
Process Flow Complexity -> Schedule Attainment -0.464 0.000 H1b: Supported
Product Complexity -> Cost Performance 0.084 0.157 H2a: Not Supported
Product Complexity -> Schedule Attainment 0.026 0.649 H2b: Not Supported
Network Complexity -> Cost Performance 0.000 0.972 H3a: Not Supported
Network Complexity -> Schedule Attainment 0.041 0.496 H3b: Not Supported
Table 5.1: Level of support for the hypothesis (H1a – H3b)
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 5.3.1 Impact of Process Flow Complexity on Operational Performance
The concept of process flow complexity is closely associated with dynamic complexity as 
defined and explained in the extant literature (e.g. Bozarth et al., 2009; Senge, 1990). 
Process flow complexity increases with variability and uncertainty of flow in the supply 
chain. Literature shows that demand uncertainty (Lee et al., 2004), manufacturing 
schedule instability (Vollmann et al., 2005), supplier delivery uncertainty (Neiger et al., 
2009) and supply quality (Van der Vorst & Beulen, 2002) contribute to this variability 
and uncertainty. The theory of swift even flow (TSEF) predicts that increasing variability 
and uncertainty in flow always has a negative influence on productivity of a system 
(Hopp & Spearman, 2000; Schmenner, 2001). 
Depending upon firm’s location in the supply chain, demand uncertainty may reflect 
irregular purchases from consumers with no purchasing pattern; or it can stem from 
irregular orders from customers with their own instable demand. As demand uncertainty 
increases, more inventory is required to reliably meet customer demand and increase 
costs (Davis, 1993). Also, uncertainty in demand increases the difficulty of matching 
forecasts and actual demand. If the forecast is low, it may result in costly shortages; if the 
forecast is high, it may result in excess inventory, obsolescence, inefficient capacity 
utilisation, or price markdown (Sodhi & Lee, 2007). For example, Cisco Systems Inc. 
wrote off US $2.5 billion in inventory due to lack of demand information (Spekman & 
Davis, 2004). Demand uncertainty also creates unpredictability in material planning and 
shop floor scheduling which is then reflected in problems with delivery schedules 
(Dolgui & Prodhon, 2007; Kadipasaoglu & Sridharan, 1995).
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 Unplanned changes in manufacturing schedule are usually non optimal as it increases the 
amount of changeovers as well as set-up time (Mapes et al., 2000). Moreover, greater 
variability and uncertainty in the processing times of individual manufacturing stages 
makes coordination more complex and difficult (Vollman et al., 2005). Variability and 
uncertainty in the output of each stage of manufacturing can be caused by machine 
breakdowns, process reliability or even labor problems (Sawhney, 2006; Sheffi & Rice, 
2005). These will increase the likelihood of producing defective products and will also 
increase the cost of scrap and rework. Uncertainties in supply impose difficulty in 
operations and enhance information processing needs. On-time and accurate deliveries of 
supply help firms cut throughput time, increase quality, and improve manufacturing 
efficiency (Cusumano & Takeishi, 1991; Handfield & Pannesi, 1995). For any possible 
delay in material supply, a buying firm has to make changes in the production plan 
between periods. The change in the production plan consequently has an effect on every 
other plan for manufacturing resources such as machine, capital, labor, etc. (Vollmann et 
al., 2005).
The current study through specifying the factors of process flow complexity has 
demonstrated that variability and uncertainty in the process flow has a significant 
negative impact on firms’ operational performance. This finding is in line with the results 
of similar studies in the extant literature. Hopp and Spearman (2000) argued that process 
variability degrades manufacturing performance including wasted capacity, inflated cycle 
times, larger inventory levels, longer lead times and poor customer service. However, 
Hopp and Spearman’s (2000) study was conducted in the context of the manufacturing
process. Based on their work Germain et al. (2008) empirically demonstrated that 
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 manufacturing variability and supply side variability negatively influences firm
performance. Current study, however, has extended the concept of variability and 
uncertainty in the context of supply chain and demonstrated that process flow complexity 
as a dimension of SCC is detrimental to firms’ cost and schedule performance. Four 
major factors of process flow complexity were identified – demand uncertainty, 
manufacturing schedule instability, supplier delivery uncertainty and supply quality. 
Following table 5.2 shows the relative and absolute contribution of each dimension of 
process flow complexity. 
Outer Weights (Relative 
contribution)
Outer Loadings (Absolute 
contribution)
Weights T Statistic P Loadings T Statistic P
Demand Uncertainty 0.34 13.25 0.000 0.79 26.75 0.000
Manufacturing Schedule Instability 0.32 11.01 0.000 0.74 23.56 0.000
Supplier Delivery Uncertainty 0.34 12.61 0.000 0.80 27.58 0.000
Supply Quality 0.28 11.89 0.000 0.75 21.77 0.000
Table 5.2: Factors of process flow complexity  
It is important to note that, supply quality as a factor of variability and uncertainty has 
been identified in the literature (e.g. Davis, 1993; Sawhney, 2006; Lockmay, 
Childerhouse, Disney, Towill, & McCormack, 2008); however, this does not appear to 
have been empirically tested. Results of the current study confirm the contribution of 
these four factors onto process flow complexity.
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 5.3.2 Impact of Product Complexity on Operational Performance
Firms are developing products that are increasingly differentiated in terms of features and 
functionalities in order to cater the needs of more and more narrowly defined market 
segments. A global study reports that firms add on average 1.7 new products for each 
retired product (Hoole, 2006). Managing manufacturing processes is increasingly 
challenging because of this growth in product complexity (Orfi et al., 2011; Wiendahl & 
Scholtissek, 1994). It has been argued in the extant literature that direct costs increase due 
to the increase in product complexity (Fisher & Ittner, 1999; MacDuffie et al., 1996; 
Randall & Ulrich, 2001). The direct costs of product complexity can be reflected in 
higher setup costs (Khurana, 1999) and inventory holding costs (Alfaro & Corbett, 2003; 
Closs et al., 2010; Gottfredson & Aspinall, 2005). Product complexity can cause various 
managerial and logistic intricacy in the supply chain, which can add to the inefficiencies 
in manufacturing and supply chain. However, the negative relationship between product 
complexity and performance was not supported by the findings of this study. This result 
was surprising since previous studies had suggested negative impact of product 
complexity on firms’ operational performance (e.g. Orfi et al., 2011). 
This finding may be the result of the increasing use of information systems and 
technology by firms in recent years. There are reports that US manufacturing firms have 
invested over $5 billion per year in recent years on new information technology and 
software in their manufacturing plants (Banker, Bardhan, Chang & Lin, 2006). 
Information systems such as ERP can help manufacturing firms to control and monitor 
internal plant processes by supporting computerisation of shop floor operations (Bardhan, 
Mithas & Lin, 2007; Tenhiala & Helkio, 2015). Therefore, it is possible that the effect of 
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 product complexity on cost performance and schedule attainment in the findings was 
moderated by the information systems utilised by the firms. However, this observation 
would require further testing in future research. 
5.3.3 Impact of Network Complexity on Operational Performance
Network complexity increases firms’ overall transactions cost with its supply chain 
partners. Firms also need to dedicate time, effort and resources in order to manage and 
coordinate different types of suppliers (Choi & Krause, 2006). Due to the high cost 
associated with managing and coordinating a larger supply network; creating a supply 
base or rationalisation are frequently employed by firms as a cost reduction strategy (e.g. 
Ogden, 2006). Multiple sources of supply reduces the ability to pool risk and demand 
variability; as a result, a higher level of safety stock needs to be carried (Bozarth et al., 
2009). On the other hand, large customer base increases the amount of tasks required for 
managing customer relationships management, demand management and order 
management. Variety in the customer base will create the potential for manufacturing 
complexity as well as increase the possibility of mismatches between manufacturing 
capabilities and customer needs (Bozarth & Berry, 1997; Bozarth & McCreery, 2001). 
Therefore, it was expected that network complexity will deteriorate firms’ cost 
performance and schedule attainment. However, these relationships were not supported 
by the data.
This result may also be explained by the growing use of information systems and
technology by the firms. Information systems enable firms to manage, transfer and 
disseminate huge amount of information (Brandyberry, Rai & White, 1999) thus 
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 moderating the effects of a larger customer and supplier base. Employing information 
systems, firms may be able to manage a large number and variety of customer and 
supplier relationships and contracts (Huang & Handfield, 2015; Kim, Cavusgil & 
Cavusgil 2013; Shen, Wall, Zaremba, Chen & Browne, 2004). However, further study is 
needed in order to empirically test such claims.
5.3.4 Complexity-Performance Relationship: Detail versus Dynamic Complexity
Systems theory and systems complexity literature (e.g. Senge, 1990; Sivadasan et al., 
2006; Waldrop, 1992) argued that two types of complexity exist within a system – detail 
and dynamic. Detail complexity is driven by the distinct number of components or parts 
that make up a system. This type of complexity is related to the structure of the system 
and represents numerousness and variety in it. Dynamic complexity refers to the 
unpredictability of a system’s response to a given set of inputs, driven, in part, by the 
interconnectedness of the many parts that make up the system. In distinguishing between 
detail and dynamic complexity, Senge (1990) indicated that dynamic complexity involves 
situations where it is difficult to understand the implications of any action in other words, 
“where cause and effect are subtle, and where the effects over time of interventions are 
not obvious” (p. 71). Senge (1990) also argued that dynamic complexity is present “when 
an action has one set of consequences locally and a very different set of consequences in 
another part of the system” (p. 71).
Bozarth et al. (2009) have explained the concepts of detail and dynamic complexity in a 
supply chain context. They argued that, any structural components of a supply chain 
system that represent only numerousness and variety can be considered as detail 
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 complexity.  For example, in an independent-demand inventory system (distribution 
warehouse) where all products have deterministic demand and are supplied by a perfectly 
reliable supplier with a constant replenishment lead time, the only source of complexity is 
detail complexity. In this case detail complexity will be driven by the number of products 
as well as the stock keeping units that must be managed. Accordingly, product 
complexity and network complexity were considered as detail complexity in this study. 
In contrast, a dependent-demand environment, such as a manufacturing planning and
control system can be used to illustrate dynamic complexity. For example, variability and 
uncertainty in downstream demand can have unpredictable and non-linear impacts on 
inventory management. Again, changes to the manufacturing schedule quantities can
have unpredictable impacts on individual material requirement planning due to the 
differences in planning lead times or lot-sizing rules. Therefore, process flow complexity, 
as defined in this study was a dynamic complexity.
It can be argued that manufacturing firms will have greater difficulty dealing with 
dynamic complexity than with detail complexity. This argument is based on Yates’ 
(1978) model of system complexity. As discussed in section 2.4.1.2, detail complexity 
accounts for only one of the five features of a complex system that Yates have proposed –
high number of component parts or interactions, whereas dynamic complexity accounts 
for the others, including nonlinearity, broken symmetry, and nonholonomic constraints. It 
is these three features that are responsible for unpredictability within the system, 
increasing the challenge of managing them effectively and, as a result, making them more 
likely to impact performance negatively (Flood & Carson, 1988). 
164
 
 Dynamic complexity such as various uncertainty/variability in the supply chain flow is 
difficult for managers to deal with. For example, simply recognising that a certain 
percentage of supplier deliveries will be unreliable or that customer demand may vary up 
to a certain level provides little help for management to address the problem. On the other 
hand, detail complexity such as product and network complexity are supposed to be 
deterministic in nature, and therefore, are easier to cope with. Consequently, dynamic 
complexity is more likely to have a detrimental influence on firms’ operational 
performance. Results in this study demonstrating that, process flow complexity had a 
significant negative impact on firms’ operational performance, whereas product and 
network complexity failed to have a significant negative impact, provided the evidence 
for the argument that dynamic complexity as opposed to detail complexity is more 
difficult for firms to effectively accommodate (Bozarth et al., 2009; Milgate, 2001).
5.3.5 Complexity-Performance Relationship from Lean Production Perspective
The findings in this study are parallel to the prescriptions commonly advocated in the 
lean production literature as the main objective of lean perspective is to eliminate waste 
by simultaneously minimising supplier, customer and internal variability (Shah & Ward,
2007). However, current study does more than provide empirical support for lean 
prescriptions as it establishes a link between the lean production literature and the 
systems complexity literature. In doing so, the study provides an alternative view into 
why variability and unpredictability in the process flow within the supply chain can be so 
detrimental to plant performance.
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 However, the study findings also in a way differ from traditional lean prescriptions. It did 
not find a significant relationship between firms’ operational performance and the supply
chain characteristics that addressed numerousness and variety (product and network 
complexity) in the system. As argued in earlier sections, possible explanation is that 
manufacturers may have become adept at managing such sources of details complexity
either through the use of information systems and technology or through lean-based 
simplifications to the production system that allow it to accommodate numerousness and 
variety. Although, the findings in this study is to some extent are similar to the ones in 
earlier complexity studies (e.g. Bozarth et al., 2009),  it would be interesting to see
whether such findings represent an anomaly or an early indication that manufacturers 
have truly learnt to effectively manage detail complexity.
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 5.4 IMPLICATIONS OF SCO
This section provides a discussion of the findings in relation to what the model suggests 
about the implications of SCO in the relationship of SCC and operational performance. 
The following hypotheses apply to SCO:
1. SCO of a firm negatively impacts process flow complexity. (Hypothesis 4).
2. SCO of a firm positively impacts its (a) cost performance and (b) schedule 
attainment. (Hypotheses 5a and 5b).
3. The impacts of SCO on (a) cost performance and (b) schedule attainment are 
partially mediated by process flow complexity. (Hypotheses 6a and 6b).
The structural analysis results confirmed that SCO is negatively associated with process 
IORZFRPSOH[LW\ȕ - 0.43, t = 7.67, p = 0.000), supporting Hypothesis 4. Results also 
confirmed that SCO had positive impacts on firms’ cost performance, supporting 
Hypothesis 5a. Although within the nomoligical network of the research model, SCO did 
not have positive impact on firms’ schedule attainment, when PLS SEM analysis was 
applied to hypothesis H5b including only the two constructs relating to Hypothesis 5b, it 
was found that SCO significantly influences schedule attainment (ȕ = 0.27, t = 4.53, p = 
0.000). Therefore, mediation analysis was performed. Results of mediation analysis 
confirmed that the impact of SCO on firms’ cost performance was partially mediated by 
process flow complexity, supporting Hypothesis 6a, whereas, the impact on schedule 
attainment was fully mediated as opposed to partially hypothesised.
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 5.4.1 Impact of SCO on Operational Performance
The explanation of how SCO influences firms’ operational performance is rooted in the 
relational view of organisation (Dyer & Singh, 1998; Vandaie & Zaheer, 2014). Through 
a well-developed long term relationship, supply chain oriented firms become part of a 
well-managed supply chain (Choi & Hartley, 1996; Min & Mentzer, 2004). Supply chain 
orientated firms are able to create distinct competency by combining tangible resources 
such as integrated information and knowledge management systems between supply 
chain partners with intangible resources such as cooperative norms, commitment and 
trust based value systems establishing win-win relationships for supply chain partners 
(Hult et al., 2008). SCO promotes best practices such as sharing of information, sharing 
of risk and rewards, mutual cooperation, supply chain process integration etc. (Min et al., 
2007). Previous studies have provided evidence that SCO positively and significantly 
influence firms’ performance (Hult et al., 2008; Min & Mentzer, 2004; Min et al., 2007). 
Results from this study were consistent with the results in previous studies that SCO 
significantly and positively improves firms’ cost performance and schedule attainment.
5.4.2 Impact of SCO on Process Flow Complexity
Supply chain oriented firms initiate and sustain cooperative efforts with their supply 
chain partners (Min & Mentzer, 2004) in order to synchronise intra-firm as well as inter-
firm operational and strategic capabilities in order to create unique and individualised 
sources of customer value (Hult et al., 2008). SCO among the firms within the supply 
chain ensures an effective and efficient flow of product and raw materials in the supply 
chain through information and knowledge sharing, collaborative actions, mutual 
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 cooperation, and process integration between supply chain partners (Min et al., 2007). 
Earlier research has shown that information sharing and collaboration among supply 
chain partners reduce variability and uncertainty within the supply chain (Prajogo & 
Olhager, 2012). Collaborative information sharing with upstream and downstream 
partners ensures effective manufacturing planning and control. Any sudden or unwanted 
variability and uncertainty in the supply chain can also be easily accommodated as 
cooperative firms are ready to undertake collaborative actions. For example, working 
closely with the suppliers has long been considered effective for improving supplier lead 
time and quality performance (e.g. Narasimhan & Nair, 2005; Zhou & Benton, 2007). 
Moreover, SCO promotes internal collaboration and process integration (Hult et al., 
2008) which are associated with better quality and lead time performance at the 
manufacturing plant level (Swink, Narasimhan & Wang, 2007; Turkulainen & Ketokivi, 
2012). Through improved performance in quality and lead time, manufacturing schedules 
become more stable with less variability in throughput time and output rate. Findings of 
this study were in line with the literature that SCO reduces process flow complexity.
5.4.3 Mediating Effect of Process Flow Complexity
Current study empirically showed that, SCO’s influence on firms’ schedule performance
is entirely through reducing variability and uncertainty in the supply chain. Such result is 
intuitive as it is argued in the literature that better schedule performance is the outcome of 
appropriate management of variability and uncertainty throughout the supply chain 
(Simangunsong et al., 2012). SCO ensures effective and smooth material flow by 
maintaining information sharing based integrative efforts between supply chain partners.
Therefore, high SCO results in low variability and uncertainty that translates into better 
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 schedule performance. On the other hand, findings from the study revealed that the 
impact of SCO on cost performance is partially mediated by supply chain 
uncertainty/variability. This result can be explained by the fact that, SCO not only 
enables firm to improve cost performance by reducing variability and uncertainty, but 
also improves cost performance by generating different types of relational rents such as 
joint actions and profit and risk sharing etc. However, these two results support the claim 
in the extant literature that, firms’ cost and schedule performance are highly dependent on 
the level of variability and uncertainty in the material flow in the supply chain (e.g. Chen 
et al, 2013; Hendricks & Singhal, 2003; Lockmay et al., 2008).
5.5 SUMMARY 
This chapter has reviewed the findings. The major conclusion that can be drawn from this 
study is that SCC is a multidimensional construct and not all dimensions have the same 
implications on operational performance. The analysis determined that product and 
network dimensions of SCC did not have significant impact on performance; therefore, 
contemporary manufacturing firms must be working effectively to absorb the negative 
effect of such complexities on performance. On the other hand, the findings suggested 
that firms struggle when dealing with process flow complexity (variability and 
uncertainty). The findings also suggested that supply chain oriented firms can improve 
their cost performance and schedule attainment by decreasing process flow complexity.
A summary of the key findings of the thesis, its contributions, implications for theory and 
practices, as well as the limitations of the research and suggestions for future research, 
are presented in the next chapter.
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 CHAPTER SIX: CONCLUSION
6.1 INTRODUCTION
This chapter provides a summary of the key findings and outlines the contributions, 
limitations and areas for further research. It is organised into six sections. Section 6.2 
revisits the research questions posed in Chapter 1, the hypotheses and summarises the key 
research findings. Section 6.3 and 6.4 outline the main contributions of this study to 
research and practice. The limitations of the study and areas for further research are 
outlined in Sections 6.5 and 6.6, respectively. Finally, Section 6.7 provides a summary to 
the chapter.
6.2 REVISITING THE RESEARCH QUESTIONS
Complexity has been an area of management research in the domains of information 
sciences (Shannon, 1948; Sivadasan et al., 2002), organisational sciences (Anderson, 
1999), manufacturing management (Flynn & Flynn, 1999), and SCM (Bozarth et al., 
2009; Vachon & Klassen, 2002). As the most recent area of complexity research in 
management, the SCC mixture has lagged the challenges of practice created by ever 
increasing SCC. This study deals with the key problems of SCC experienced by 
practitioners and identified in the literature – increasing supply chain performance and 
what benefits a greater SCO can bring. The literature review determined that there has 
been limited investigation of SCC and that there is a need for broad, in-depth empirical 
research to identify the factors contributing to SCC and to produce a well-grounded 
model of SCC to aid in its management (de Leeuw et al., 2013). As a response to this call 
for more research, the study answers the following two research questions:
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 Research Question 1: How does SCC impact on operational performance?
Research Question 2: What are the implications of SCO on the SCC-operational 
performance relationship?
This study conceptualised SCC as multi-dimensional and proposed three dimensions of 
complexity – process flow complexity, product complexity and network complexity. 
Process flow complexity represents the sources of variability and uncertainty in the 
material or product flow within the supply chain. Product complexity is defined as the 
detail complexity (numerousness and variety) generated by characteristics related to 
product, such as the product portfolio, parts used and their interactions. Finally, network 
complexity is defined as detail complexity (numerousness and variety) related to the 
upstream supplier network and downstream customer network that firm interact with. 
Pertaining to Research Question 1, Hypothesis 1a – 3b were outlined linking the 
dimensions of SCC to firms’ cost performance and schedule attainment. The study found 
that not all dimensions of SCC had a similar impact on firm’s operational performance. It 
also found that the product and network dimensions of SCC do not have a significant 
impact on performance. The study results did, however, validate the strong negative 
impact of process flow complexity on operational performance. The complexity literature 
argued that it is more difficult to understand and explain dynamic complexity than detail 
complexity because of the time variation effect nature (Senge, 1990; Yates, 1988). 
Therefore, it is easier for managers to accommodate for detail complexity such as product 
complexity and network complexity (Bozarth et al., 2009). Process flow complexity 
(representing dynamic complexity) has long been claimed to be a major contributor to 
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 poor operational performance in the supply chain literature (e.g. Chen et al., 2013; Davis, 
1993; Germain et al., 2008; Milgate, 2001). This study has now supported this claim, as 
well as supporting the Theory of Swift, Even Flow, which states that variability in the 
flow of the system reduces the system’s outputs (Schmenner & Swink, 1998).
Pertaining to Research Question 2, another three hypotheses (Hypothesis 4, Hypothesis 
5a and 5b, Hypothesis 6a and 6b) were outlined linking SCO, process flow complexity 
and firms’ operational performance. This study determined that SCO reduces process 
flow complexity, thus impacting positively on operational performance. This finding is 
supported by the relational view of the firm, which proposes that inter-firm linkages can 
achieve relational rents (Dyer & Singh, 1998), creating a benefit from the orientation, in 
line with the concept of SCO. The literature also suggests that supply chain oriented 
firms can generate distinct capabilities through a collaborative arrangement of resources 
with their supply chain partners and so improve their operational performance (Hult et 
al., 2008). In this study, the capabilities identified reduced process flow complexity. This 
was probably due to the fact that SCO facilitates timely and accurate information sharing 
and also enables knowledge sharing, which then improves understanding and control of 
supply chain operations (Min & Mentzer, 2004). It also reduces variability and 
uncertainty in the supply chain flow (Simangunsong et al., 2012) and promotes trust and 
cooperative norm based relationship governance and relational-specific investment which 
is fundamental to variability and uncertainty reduction in supply chains (Chen et al., 
2013).
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 6.3 RESEARCH IMPLICATIONS
This study contributes to the academic literature in six important ways. 
Firstly, this study drew concepts from system complexity literature and used this to create 
definition of SCC, comprising the level of numerousness/size, variety, uncertainty and 
variability exhibited by the products, processes and the network of relationships that 
make up a supply chain. The study proposed three distinct dimensions of SCC – process 
flow complexity, product complexity and network complexity. This study took a different 
approach to other SCC research (e.g. Bozarth et al., 2009; Vachon & Klassen, 2002) by 
conceptualising the dimensions of complexity in a composite way. This study provided an 
understanding of how the proposed dimensions of SCC impact on performance and allow 
for the impact of each complexity variable such as demand uncertainty, total number of 
customers, total number of product lines etc. on operational performance (e.g. Bozarth et 
al., 2009).
Secondly, this study identified the significant contribution of process flow complexity to 
reducing operational performance. Process flow complexity was defined as the extent of 
variability or level of uncertainty that a firm faces in the flow of material/product within 
the supply chain. In this study, process flow complexity is conceptualised as a 
multidimensional construct, which consists of four underlying dimensions, namely, 
demand uncertainty, manufacturing schedule instability, supplier delivery uncertainty and 
supply quality. Subsequently, process flow complexity has been designed as a “reflective 
first order and formative second order” model. This study has empirically tested the 
factors that comprise process flow complexity.
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 Thirdly, the study identified the relative impact of the two types of SCC identified in the 
literature– detail complexity and dynamic complexity. Detail complexity is driven by the 
number of variables; on the other hand, dynamic complexity is driven by the causal 
relationship between the independent and independent variables (Senge, 1990). Detail 
complexity is related to the structure of the system and represents numerousness and 
variety within the structure, whereas, dynamic complexity represents variability or 
uncertainty (Sivadasan et al., 2006). In contrast, dynamic complexity refers to the level of 
unpredictability of a system outcome including the lack of information available that is 
required to perform a given task. The literature suggested that dynamic complexity has 
more potential to affect system outcomes than detail complexity as dynamic complexity 
is more difficult to manage and control (Bozarth et al., 2009; Carson, 1988; Waldrop, 
1992; Yates, 1972). This study provided evidence for such claims showing that process 
flow complexity (representing dynamic complexity) significantly deteriorates operational 
performance, whereas product and network complexity does not significantly contribute 
to poor operational performance. Galbraith’s (1973) argument on detail vs dynamic 
complexity based on information processing view is relevant in this regard. According to 
Galbraith (1973), detail complexity refers to a situation where all the required 
information is possessed, but cannot be processed because of its volume and variety. As
manufacturers are increasingly using state of the art information technology, it is not at 
all difficult for them to accommodate detail complexity. Therefore, the results in the 
study also support the propositions on complexity based on information processing view.
Fourth, the dimensions of SCO were empirically tested in this study. The literature notes 
that SCM involves integration of corporate functions using business processes within and 
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 across firms (Lambert, Garcia-Dastugue & Croxton, 2005). Firms seek to achieve a 
mindset of trust, cooperation, collaborative actions, and shared goals between supply 
chain partners. In recognition of this mindset, more recent research has added SCO to the 
body of supply chain research to emphasise a firm’s disposition to view the supply chain 
as an integrated entity (Esper et al., 2010; Hult et al., 2008). Min et al. (2007) identified 
trust, commitment, organisational compatibility, cooperative norms and top management 
support as dimensions of SCO. This study provided empirical evidence for Min et al.’s 
(2007) framework for SCO. 
Fifth, the study determined that SCO positively impacts on operational performance by 
facilitating relational exchange. SCO is a holistic view of the supply chain and the 
strategic and tactical implications of managing the upstream and downstream flow of 
products, services, and information across its suppliers and customers (Mentzer et al., 
2001; Min et al., 2007; Esper et al., 2010). It is evident from the literature that SCO 
supports SCM practices across supply chain partners and can improve operational 
performance (Hult et al., 2008; Min et al., 2007). Using the relational view (Dyer & 
Singh, 1998) as a theoretical lens, this study extended the understanding of the SCO-
performance link by providing evidence that SCO improves operational performance by 
reducing process flow complexity. 
Sixth, interestingly, the lack of support for some of the proposed relationships goes 
against conventional notion. The results suggest that product complexity does not directly 
impact operational performance, which is counterintuitive to what is suggested in theory. 
The lack of support for the negative relationship between network complexity and 
performance again goes against accepted theory. These counterintuitive results call for 
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 further examination of theory concerning the relationship between product and 
complexity and firms’ operational performance. Rather than dismissing these results as
anomalies, it is worthwhile examining them as new directions to existing theory.
Exploring further the context in which these new directions occur is important for further
developing them. These unexpected results further contribute to the uniqueness of this
study.
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 6.4 IMPLICATIONS FOR PRACTICE 
This study contributes to SCM practices in following ways. 
First, this study contributes to practice by addressing and identifying the impacts of SCC 
on firms’ operational performance as a whole. Supply chain managers will find this 
extremely useful in their quest to manage the ever changing dynamics and interactions in 
the supply chain. By identifying the various dimensions of complexity, this study helps 
managers gain a better understanding of factors that contribute to increase in complexity 
in the supply chain. More importantly, this study makes an effort to show managers the 
need to shift focus from “reducing complexity” to “managing complexity”.
Secondly, the study contributes to manufacturing firms’ performance management, as it 
explained the mechanism through which SCC influences firms’ operational performance 
and the factors to take into consideration in complexity management practices. 
Management practices should be put in place to control complexity only after 
understanding the nature of the complexity. This study will enable practitioners to better 
understand the nature of SCC dimensions through their influence on firms’ operational 
performance. Specifically, 
- The study showed that not all dimensions of SCC are equally significant 
contributors to poor operational performance. Structural or deterministic 
dimensions of SCC such as product and network complexity do not significantly 
undermine operational performance. This study indicated that firms may have 
become expert in accommodating product and network complexity into their 
supply chain planning system. Although not within the scope of this study, it can 
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 be argued that such outcomes may have been resulted from the growing use of 
information systems and technology by manufacturing firms. Firms are
sometimes forced to accommodate complexity in the supply chain for strategic 
reasons. For example, in order to satisfy growing customer needs, firms may 
extend their product portfolio. Firms may also decide to extend their customer or 
supplier base. A high level of product and network complexity would necessitate 
introducing mechanisms that can process a high volume and variety of 
information regarding products, parts, customers, suppliers etc. Information 
systems and technology such as ERP can be very useful to the managers in this 
regard (Banker et al., 2006). Managers should focus on accommodating these 
complexities rather than reducing them.
- The study showed that process flow complexity representing variability and 
uncertainty in SC flow, is a strong and significant contributor to poor cost
performance and schedule attainment. Process flow complexity may be the most 
difficult for managers to effectively accommodate and manage. Managers need to 
recognise that level of process flow complexity can increase due to demand 
uncertainty, manufacturing schedule instability, supplier delivery uncertainty and 
supply quality. Therefore, they need to take action to eliminate or reduce these 
sources of variability and uncertainty in the supply chain. Supply chain 
integration and collaboration are commonly used strategies in order to reduce 
variabilities and uncertainties in the supply chain (Lockström, Schadel, Harrison, 
Moser & Malhotra, 2010; Nyaga et al., 2010). Key elements of integration and 
collaboration are information sharing, goal congruence, decision synchronization 
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 and resource alignment (Simatupang & Sridharan, 2005). Information sharing is 
the foundation of SCC; goal congruence provides the same vision and direction in 
which different supply chain entities work together; decision synchronization 
enables the different entities to align their strategy development and coordinate 
daily operations; and resources alignment pools all the tangible and intangible
assets across the supply chain and provides incentives to sustain collaborative 
commitment. Moreover, postponement (Van Hoek, 2001) can be a very effective 
strategy in order to hedge against demand uncertainty. It is a strategy that delays 
the point of differentiation, moving it further downstream, often by restructuring 
the supply chain. The result is increased flexibility in meeting changing and 
uncertain customer demands (Yang, Burns & Backhouse, 2004). Postponement 
enables the firm to get the best (and avoid the worst) of make-to-stock and make-
to-order policies. Benetton provides a celebrated example of using postponement 
to cope with long production lead-times and fickle fashion trends, using undyed 
yarn to knit about half of its clothing (Lee & Tang, 1997). Dyeing is thus 
postponed to a later stage, when Benetton has a better idea of the popular colors 
for the season (Heskett, 1984).
- It is important to note that firms may decide for strategic reasons to use suppliers 
whose piece prices are substantially lower, but whose delivery or quality 
performance are poor, thereby increasing the complexity of the system. Similarly, 
a manufacturer may also decide to accommodate customers whose demand
patterns are unpredictable. If managers, for strategic and competitive reasons, 
engage in activities and relationships that increase process flow complexity, they 
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 need to understand the potential performance impacts of these choices, and take 
action to offset or accommodate the higher level of complexity caused by their
strategic decisions.
Finally, managers need to pay attention to the positive relationship between SCO and 
operational performance. This study revealed that firms possessing higher level of SCO 
are more capable of dealing with process flow complexity, the most significant 
complexity dimension contributing to poor operational performance in the study. Supply 
chain managers should understand that supply chain orientated firms can generate a 
valuable competency by combining tangible resources e.g. integrated information sharing 
and management systems operating between supply chain partners with intangible 
resources such as cooperative norm and trust based value systems. Managers must 
recognise that SCO is a compulsory element to be generated in order to ensure effective 
SC integration and collaboration (Min et al, 2007). This study identified the importance 
of SCO by determining that supply chain oriented firms, having a holistic view of the 
supply chain, can reduce flow variability and uncertainty from the supply chain and 
perform better operationally. It is thus imperative for managers to generate SCO within 
the firm, and in order to do that they need to build and maintain key behavioral elements 
of trust, commitment, cooperative norms, and organisational compatibility and ensure top
management support.
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 6.5 LIMITATIONS
This study was limited by the time constraints involved in completing the PhD study, 
both in regards to the breadth and depth of the scope of study, research methodology and 
analysis and interpretation of the results. The following specific limitations were
identified during the conduct of the study. 
Firstly, the scope of the study was limited theoretically. For example, SCC was viewed as 
a predictor of operational performance. However, it is possible that other factors such as 
technological uncertainty, competitive priorities, and the use of information technology 
(Chen & Paulraj, 2004) that influence operational performance may have had an effect of 
the results. Again, a high level of SCO has been associated with reduced process flow 
complexity and better operational performance. In reality, however, other factors apart 
from SCO such as channel captain’s (firm that possess the power to dictate the supply 
chain) pressure may force firms to conform to the channel standards. Such factors were 
not considered in this study.
Secondly, the study proposes three dimensions of complexity – process flow complexity, 
product complexity and network complexity. Each of these three constructs were 
comprised of a number of variables. The construct of process flow complexity comprised 
of demand uncertainty, poor supply quality, manufacturing schedule instability and 
supplier delivery uncertainty. Again, product complexity variables included number of 
products offered, number of parts used and frequency of new product introduction. 
Similarly, network complexity variables included number of customers and number of 
suppliers. It is important to note that, these SCC variables are interrelated sometimes. For 
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 example, product complexity can have an impact on manufacturing schedule instability. 
Similarly, variety in customer base (represents network complexity) influences the 
variety and numerousness in product portfolio (product complexity). The possible 
interactions between all of these variables would be quite substantial and therefore have 
been considered outside the scope of this project, which is focused on the impact of the 
three constructs of SCC on supply chain cost and schedule performance. A consideration 
of their effect on each other would be a good future project.
Thirdly, the scale used in this study represented SCO as conceptualised by the literature. 
According to Min et al. (2007), SCO has six dimensions – credibility, benevolence, 
commitment, cooperative norms, organisational capability and top management support. 
The SCO scale developed by Min et al. has twenty items that represent these six 
dimensions. This study adopted the strategy of using “single item per dimension” to 
measure SCO and claimed that the scale used has captured SCO. Although the single 
items were carefully chosen, based on their factor loadings in the extant empirical 
literature on SCO, one can question about the validity of the framework used. Therefore, 
this is a limitation to the study.
Fourthly, a survey method was used to collect the data. Although this method was 
necessary for the reasons specified in Chapter 3, there are limitations to utilising a survey 
method. For example, the measured variables were estimated through the respondents' 
perceptual evaluation and, therefore, the quality of the data might have been affected by 
the degree of the accuracy and impartiality of respondents’ perceptions. In addition, a 
survey method requires the researchers to limit the length of questionnaire and the time 
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 frame of investigation to maximise the degree of respondents' participation and 
cooperativeness, and minimise respondents' fatigue. 
Fifthly, it is ideal to employ a multiple-informant design to obtain more accurate 
evaluation of variables that represent inter-firm processes and relationships. However, a
single-informant design was adopted in the data collection due to the difficulty of finding 
and grouping target respondents in groups of at least 3 members (i.e., a focal firm and its 
supplier and customer). It was also assumed that, in such cases, the response rate would 
be dramatically lower compared to that of a single-informant design. Because only one 
respondent reported on any one supply chain, their response may not accurately represent 
the state of the constructs in the supply chain. A balance between the potential response-
bias due to one-informant designs and obtaining a good number of responses should be 
incorporated in the design of future supply chain research.
Sixthly, this study collected data mainly from Australian manufacturing companies, so
the generalisation of the findings to other industries such as the service industry or 
industry in other countries very different from Australia should be undertaken with 
caution.
Seventhly, the lack of secondary data for the performance constructs can be considered to 
be a limitation for this study. The presence of secondary data is useful when dealing with 
constructs such as firm performance. It gives a researcher an additional option to validate 
the results of the study.
Eighthly, this study used cross-sectional data rather than longitudinal data. Although 
cross-sectional data were necessary and appropriate for understanding a phenomenon at a 
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 certain time point, it may not fully reflect a phenomenon, such as SCO, as trust, 
commitment etc. develop over time. Therefore, replication of this study should be 
undertaken to observe the changing causal relationships between the variables.
Finally, SEM has become a popular alternative to conventional procedures for analysing 
survey data in the social and behavioral sciences (Hair et al., 2010) and this study is an 
example of utilising the SEM approach to test the hypotheses. As suggested in Chapter 3, 
the SEM approach is attractive because it allows consideration of simultaneous equations
with many endogenous variables. Nevertheless, the SEM approach also has its 
limitations. For example, although the research model theorised a series of causal 
relationships between different latent variables, SEM does not test cause-and-effect 
relationships between variables. Instead, the causal relationships are assumed to exist 
based upon the theory and the calculations made by SEM techniques. A true test of cause 
and-effect relationship may be possible in an experiment in which the variables and the 
environment that surrounds the variables are strictly controlled. Therefore, the test 
outcomes reported in this thesis are, at best, quasi-evidence of the existence of causal 
relationships between SCO, SCC and the operational performance of firms. Future 
research should utilise in-depth case studies or experiments to more clearly identify the 
causal relationships among the variables.
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 6.6 SCOPE FOR FURTHER RESEARCH 
Each of the limitations discussed in the previous section provide further research 
opportunities. However, from a theoretical viewpoint, further work is needed to expand 
this study in several directions:
- Further research should be conducted in order to identify other important sources 
of complexity in the supply chain that have not been addressed in this study and 
that might also explain performance differences among manufacturers.
- This study found that product complexity and network complexity do not 
significantly influence operational performance. Similar results have been 
reported by other researchers such as Bozarth et al. (2009). It would be useful to 
investigate the mechanism through which these complexities are being 
accommodated within the supply chain planning systems.
- Process flow complexity was found to be a strong and significant predictor of 
poor operational performance. It would be useful to investigate the moderating 
effects of environmental uncertainties such as competitive pressure and 
technological uncertainty on this relationship.
- Future research could examine the mechanisms for coping with SCC and the tools 
which may be used to mitigate and to reduce SCC.
- It would be useful to conduct a similar project examining service supply chains in 
order to explore whether complexity issues present themselves differently in 
service sector. Service supply chains may exhibit different complexity drivers and 
performance effects.  
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 6.7 SUMMARY 
This study developed a theoretical model of SCC and tested the model empirically to 
identify how complexity influences a firms’ operational performance. The study made an 
original contribution to the academic literature by identifying the key dimensions of SCC 
and their implications for firms’ cost performance and schedule attainment. The study 
also contributed to the literature by identifying the relationship between SCO and process 
flow complexity. The study had limitations in regards depth of the scope of study, 
research methodology and analysis and interpretation of the results. Therefore, further 
research is called for in order to extend and expand the research model.
187
 
 REFERENCES
ABC News (2012, October 10). Toyota recalls 7 million cars over fire risk. ABC News.
Retrieved from www.abc.net.au
A.T. Kearney (2004). The Complexity Challenge: A survey on complexity management 
across the supply chain. A.T. Kearney Inc.  
Ackoff, R. L. (2010). From data to wisdom. Journal of applied systems analysis, 16, 3-9.
Alfaro, J. A., & Corbett, C. J. (2003). The value of SKU rationalization in practice (the 
pooling effect under suboptimal inventory policies and no normal demand). 
Production and Operations Management, 12(1), 12-29.
Allesina, S., Azzi, A., Battini, D., & Regattieri, A. (2010). Performance measurement in 
supply chains: new network analysis and entropic indexes. International Journal 
of Production Research, 48(8), 2297-2321.
Alreck, P. L., & Settle, R. B. (2004). The Survey Research. Handbook (3rd ed.). New 
York: McGraw-Hill Irwin.
Akintoye, A., McIntosh, G., & Fitzgerald, E. (2000). A survey of supply chain 
collaboration and management in the UK construction industry. European 
Journal of Purchasing & Supply Management, 6(3), 159-168.
Ameri, F., Summers, J. D., Mocko, G. M., & Porter, M. (2008). Engineering design 
complexity: an investigation of methods and measures. Research in Engineering 
Design, 19(2-3), 161-179.
188
 
 Anderson, J. C., & Narus, J. A. (1990). A model of distributor firm and manufacturer 
firm working partnerships. The Journal of Marketing, 42-58.
Anderson, P. (1999). Perspective: Complexity theory and organization science. 
Organization science, 10(3), 216-232.
Arzu Akyuz, G., & Erman Erkan, T. (2010). Supply chain performance measurement: a 
literature review. International Journal of Production Research, 48(17), 5137-
5155.
Afuah, A. (1998). Models of innovation. Innovation Management New York: Oxford 
University Press.
Autry, C. W., & Griffis, S. E. (2008). Supply chain capital: the impact of structural and 
relational linkages on firm execution and innovation. Journal of Business 
Logistics, 29(1), 157.
Ba, S., & Pavlou, P. A. (2002). Evidence of the effect of trust building technology in 
electronic markets: Price premiums and buyer behavior. MIS quarterly, 243-268.
Babbie, E. R. (2010). The Practice of Social Research (12 ed.). Australia; United 
Kingdom: Wadsworth Cengage Learning.
Bacon, D. R., Sauer, P. L., & Young, M. (1995). Composite reliability in structural 
equations modeling. Educational and Psychological Measurement, 55(3), 394-
406.
189
 
 Banker, R. D., Bardhan, I. R., Chang, H., & Lin, S. (2006). Plant information systems, 
manufacturing capabilities, and plant performance. MIS Quarterly, 315-337.
Bardhan, I., Mithas, S., & Lin, S. (2007). Performance impacts of strategy, information 
technology applications, and business process outsourcing in US manufacturing 
plants. Production and Operations Management, 16(6), 747-762.
Barclay, L., & Dann, Z. (2000). New-product-development performance evaluation: a 
product-complexity-based methodology. In Science, Measurement and 
Technology, IEE Proceedings- (Vol. 147, No. 2, pp. 41-55). IET.
Bartlett, J., Kotrlik, J., Higgins, C., & Williams, H. (2001). Exploring factors associated 
with research productivity of business faculty at National Association of Business 
Teacher Education. Published Report.
Bar-Yam, Y. (1997). Dynamics of Complex Systems. Addison-Wesley, Reading,
Massachusetts.
Battini, D., Persona, A., & Allesina, S. (2007). Towards a use of network analysis: 
quantifying the complexity of Supply Chain Networks. International Journal of 
Electronic Customer Relationship Management, 1(1), 75-90.
Beamon, B. M. (1999). Measuring supply chain performance. International Journal of 
Operations & Production Management, 19(3), 275-292.
Becker, J. M., Klein, K., & Wetzels, M. (2012). Hierarchical latent variable models in 
PLS-SEM: guidelines for using reflective-formative type models.Long Range 
190
 
 Planning, 45(5), 359-394.Bryman, A., & Bell, E. (2007). Business research 
methods. Oxford university press.
Bergkvist, L., & Rossiter, J. R. (2007). The predictive validity of multiple-item versus 
single-item measures of the same constructs. Journal of marketing 
research, 44(2), 175-184.
Berger, J., Draganska, M., & Simonson, I. (2007). The influence of product variety on 
brand perception and choice. Marketing Science, 26(4), 460-472.
Biehal, G. J., & Sheinin, D. A. (2007). The influence of corporate messages on the 
product portfolio. Journal of Marketing, 71(2), 12-25.
Blecker, T., & Abdelkafi, N. (2006). Mass customization: state-of-the-art and challenges. 
In Mass customization: challenges and solutions (pp. 1-25). Springer US.
Boudreau, M. C., Gefen, D., & Straub, D. W. (2001). Validation in information systems 
research: a state-of-the-art assessment. Mis Quarterly, 1-16.
Bowersox, D. J., Closs, D. J., & Drayer, R. W. (2005). The digital transformation: 
technology and beyond. Supply Chain Management Review, 9(1), 22-29.
Boyer, K. K., & Lewis, M. W. (2002). Competitive priorities: investigating the need for 
trade-offs in operations strategy. Production and operations management, 11(1), 
9-20.
191
 
 Bozarth, C. C., & Berry, W. L. (1997). Measuring the Congruence Between Market 
Requirements and Manufacturing: A Methodology and Illustration. Decision 
Sciences, 28(1), 121-150.
Bozarth, C. C., & Edwards, S. (1997). The impact of market requirements focus and 
manufacturing characteristics focus on plant performance. Journal of Operations 
Management, 15(3), 161-180.
Bozarth, C., & McCreery, J. (2001). A longitudinal study of the impact of market 
requirements focus on manufacturing performance. International Journal of 
Production Research, 39(14), 3237-3252.
Bozarth, C. C., Warsing, D. P., Flynn, B. B., & Flynn, E. J. (2009). The impact of supply 
chain complexity on manufacturing plant performance. Journal of Operations 
Management, 27(1), 78-93.
Brandyberry, A., Rai, A., & White, G. P. (1999). Intermediate Performance Impacts of 
Advanced Manufacturing Technology Systems: An Empirical Investigation*. 
Decision Sciences, 30(4), 993-1020.
Brandon-Jones, E., Squire, B., & Van Rossenberg, Y. G. T. (2014). The impact of supply 
base complexity on disruptions and performance: the moderating effects of slack 
and visibility. International Journal of Production Research, DOI: 
10.1080/00207543.2014.986296
192
 
 Burgess, K., Singh, P. J., & Koroglu, R. (2006). Supply chain management: a structured 
literature review and implications for future research. International Journal of 
Operations & Production Management, 26(7), 703-729.
Burns, N., & Grove, S. K. (2010). Understanding nursing research: Building an 
evidence-based practice. Elsevier Health Sciences.
Cachon, G. P., & Fisher, M. (2000). Supply chain inventory management and the value 
of shared information. Management science, 46(8), 1032-1048.
Cai, S., Jun, M., & Yang, Z. (2010). Implementing supply chain information integration 
in China: The role of institutional forces and trust. Journal of Operations 
Management, 28(3), 257-268.
Calinescu, A., Efstathiou, J., Sivadasan, S., Schirn, J., & Huaccho Huatuco, L. (2000, 
September). Complexity in manufacturing: an information theoretic approach. In 
Proceedings of the International Conference on Complex Systems and Complexity 
in Manufacturing (Vol. 19).
Calvano, C. N., & John, P. (2004). Systems engineering in an age of complexity. Systems 
Engineering, 7(1), pp. 25-34.
Campbell, D. J. (1988). Task complexity: A review and analysis. Academy of 
management review, 13(1), 40-52.
Carlsson, S. (2005). A critical realist perspective on IS evaluation research.ECIS 2005 
Proceedings, 125.
193
 
 Casti, J. (1979). Connectivity, Complexity, and Catastrophe in Large-Scale Systems. John 
Wiley & Sons, Chichester. 
Cavinato, J. L. (2004). Supply chain logistics risks: from the back room to the board 
room. International journal of physical distribution & logistics management,
34(5), 383-387.
Celly, K. S., & Frazier, G. L. (1996). Outcome-based and behavior-based coordination 
efforts in channel relationships. Journal of marketing research, 200-210.
Cenfetelli, R. T., & Bassellier, G. (2009). Interpretation of formative measurement in 
information systems research. Mis Quarterly, 689-707.
Checkland, P. (1981). Systems Thinking, Systems Practice. John Wiley & Sons, 
Chichester.
Chen, F., Drezner, Z., Ryan, J. K., & Simchi-Levi, D. (2000). Quantifying the bullwhip 
effect in a simple supply chain: The impact of forecasting, lead times, and 
information. Management science, 46(3), 436-443.
Chen, I. J., & Paulraj, A. (2004). Towards a theory of supply chain management: the 
constructs and measurements. Journal of operations management, 22(2), 119-150.
Chen, J., Sohal, A. S., & Prajogo, D. I. (2013). Supply chain operational risk mitigation: a
collaborative approach. International Journal of Production Research, 51(7), 
2186-2199.
194
 
 Chin, W. W. (1998). The partial least squares approach to structural equation modeling. 
Modern methods for business research, 295(2), 295-336.
Chin, W. W., Marcolin, B. L., & Newsted, P. R. (2003). A partial least squares latent 
variable modeling approach for measuring interaction effects: Results from a 
Monte Carlo simulation study and an electronic-mail emotion/adoption study. 
Information systems research, 14(2), 189-217.
Choi, T. Y., Dooley, K. J., & Rungtusanatham, M. (2001). Supply networks and complex 
adaptive systems: control versus emergence. Journal of operations management,
19(3), 351-366.
Choi, T. Y., & Hong, Y. (2002). Unveiling the structure of supply networks: case studies 
in Honda, Acura, and DaimlerChrysler. Journal of Operations Management,
20(5), 469-493.
Choi, T. Y., & Hartley, J. L. (1996). An exploration of supplier selection practices across
the supply chain. Journal of operations management, 14(4), 333-343.
Choi, T. Y., & Krause, D. R. (2006). The supply base and its complexity: Implications 
for transaction costs, risks, responsiveness, and innovation.Journal of Operations 
Management, 24(5), 637-652.
Chopra, S. & Meindl, P. (2004). Supply Chain Management. Prentice Hall
Christopher, M. (2010). Logistics and Supply Chain Mangement. 4e. Financial Times/ 
Prentice Hall.
195
 
 Christopher, M., & Gattorna, J. (2005). Supply chain cost management and value-based 
pricing. Industrial marketing management, 34(2), 115-121.
Christopher, M., & Lee, H. (2004). Mitigating supply chain risk through improved 
confidence. International journal of physical distribution & logistics 
management, 34(5), 388-396.
Christopher, M., Mena, C., Khan, O., & Yurt, O. (2011). Approaches to managing global 
sourcing risk. Supply Chain Management: An International Journal, 16(2), 67-81.
Christopher, M., & Peck, H. (2004). Building the resilient supply chain. The international 
journal of logistics management, 15(2), 1-14.
Churchill Jr, G. A. (1979). A paradigm for developing better measures of marketing 
constructs. Journal of Marketing Research, 64-73.
Cilliers, P. (1998). Complexity and Postmodernism: Understanding Complex Systems.
Routledge. New York.
Closs, D. J., Jacobs, M. A., Swink, M., & Webb, G. S. (2008). Toward a theory of 
competencies for the management of product complexity: six case studies.Journal 
of Operations Management, 26(5), 590-610.
Closs, D. J., Nyaga, G. N., & Voss, M. D. (2010). The differential impact of product 
complexity, inventory level, and configuration capacity on unit and order fill rate 
performance. Journal of Operations Management, 28(1), 47-57.
Cohen, J. (1988). Statistical power analysis: A computer program. Routledge.
196
 
 Cohen, J., Cohen, P., West, S. G., & Aiken, L. S. (2003). Applied multiple 
regression/correlation analysis for the behavioral sciences. Routledge.
Cohen, M. A., & Kunreuther, H. (2007). Operations risk management: overview of Paul 
Kleindorfer’s contributions. Production and Operations Management, 16(5), 525-
541.
Collis, J., Hussey, R., Hussey, J. & Inglis, R. (2003). Business research: a practical 
guide for undergraduate and postgraduate students, 2nd edn, Palgrave 
Macmillan, Basingstoke.
Coltman, T., Devinney, T. M., Midgley, D. F., & Venaik, S. (2008). Formative versus 
reflective measurement models: Two applications of formative measurement. 
Journal of Business Research, 61(12), 1250-1262.
Cooper, M. C., Lambert, D. M., & Pagh, J. D. (1997). Supply chain management: more 
than a new name for logistics. The international journal of logistics management,
8(1), 1-14.
Corning, P.A. (1998). Complexity Is Just a Word. Technological Forecasting and Social 
Change, Vol. 59, No. 2, pp.197-200.
Corsten, D., & Felde, J. (2005). Exploring the performance effects of key-supplier 
collaboration: an empirical investigation into Swiss buyer-supplier relationships. 
International Journal of Physical Distribution & Logistics Management, 35(6), 
445-461.
197
 
 Creswell, J.W., (2009). Research design: Qualitative, quantitative, and mixed methods 
approaches. SAGE Publications, Incorporated.
Croom, S., Romano, P., & Giannakis, M. (2000). Supply chain management: an 
analytical framework for critical literature review. European journal of 
purchasing & supply management, 6(1), 67-83.
Crosby, P. B. (1996). Quality is still free: making quality certain in uncertain times.
McGraw-Hill Companies.
Cua, K. O., McKone, K. E., & Schroeder, R. G. (2001). Relationships between 
implementation of TQM, JIT, and TPM and manufacturing performance. Journal 
of Operations Management, 19(6), 675-694.
Cusumano, M. A., & Takeishi, A. (1991). Supplier relations and management: a survey 
of Japanese, Japanese-transplant, and US auto plants. Strategic Management 
Journal, 12(8), 563.
da Silveira, G. J. (2005). Market priorities, manufacturing configuration, and business 
performance: an empirical analysis of the order-winners framework. Journal of 
Operations Management, 23(6), 662-675.
Davenport, T. H. (1993). Need radical innovation and continuous improvement? Integrate 
process reengineering and TQM. Planning Review, 21(3), 6-12.
198
 
 Davis, T. (1993). Effective supply chain management. Sloan management review, 34, 35-
46.
de Leeuw, S., Grotenhuis, R., & van Goor, A. R. (2013). Assessing complexity of supply 
chains: evidence from wholesalers. International Journal of Operations &
Production Management, 33(8), 960-980.
de Vaus, D. (2002). Analyzing social science data: 50 key problems in data analysis.
Sage.
de Vaus, D. A., & de Vaus, D. (2001). Research design in social research. Sage.
Dedrick, J., Xu, S. X., & Zhu, K. X. (2008). How does information technology shape 
supply-chain structure? Evidence on the number of suppliers. Journal of 
Management Information Systems, 25(2), 41-72.
Deloitte Research (2003). Mastering Complexity in Global Manufacturing. Deloitte and 
Touche LLP.
Deshmukh, A. V., Talavage, J. J., & Barash, M. M. (1998). Complexity in manufacturing 
systems, Part 1: Analysis of static complexity. IIE transactions, 30(7), 645-655.
Devaraj, S., Ow, T. T., & Kohli, R. (2013). Examining the impact of information 
technology and patient flow on healthcare performance: A Theory of Swift and 
Even Flow (TSEF) perspective. Journal of Operations Management, 31(4), 181-
192.
199
 
 Diamantopoulos, A. (2011). Incorporating Formative Measures into Covariance-Based 
Structural Equation Models. Mis Quarterly, 35(2), 335-358.
Diamantopoulos, A., Riefler, P., & Roth, K. P. (2008). Advancing formative 
measurement models. Journal of Business Research, 61(12), 1203-1218.
Diamantopoulos, A., & Siguaw, J. A. (2006). Formative versus reflective indicators in 
organizational measure development: A comparison and empirical illustration. 
British Journal of Management, 17(4), 263-282.
Diamantopoulos, A., & Winklhofer, H.M. (1999). The impact of firm and export 
characteristics on the accuracy of export sales forecasts: evidence from UK 
exporters. International Journal of Forecasting, 15(1), 67-81.
Diamantopoulos, A., & Winklhofer, H. M. (2001). Index construction with formative 
indicators: An alternative to scale development. Journal of marketing research, 
38(2), 269-277.
Dillon, W. R., & McDonald, R. (2001). How to combine multiple items into a composite 
score. Journal of Consumer Psychology, 62-64.
Dolgui, A., & Prodhon, C. (2007). Supply planning under uncertainties in MRP 
environments: A state of the art. Annual Reviews in Control, 31(2), 269-279.
Dyer, J. (2002). Effective interfirm collaboration: how firms minimize transaction costs 
and maximize transaction value.
200
 
 Dyer, J. H., & Chu, W. (2003). The role of trustworthiness in reducing transaction costs 
and improving performance: Empirical evidence from the United States, Japan, 
and Korea. Organization science, 14(1), 57-68.
Dyer, J. H., & Singh, H. (1998). The relational view: Cooperative strategy and sources of 
interorganizational competitive advantage. Academy of management review,
23(4), 660-679.
Edwards, H. M. (2001). Riemann's zeta function (Vol. 58). Courier Corporation.
Efstathiou, J., Calinescu, A., & Blackburn, G. (2002). A web-based expert system to 
assess the complexity of manufacturing organizations. Robotics and Computer-
Integrated Manufacturing, 18(3), 305-311.
Ellis, S. C., Henry, R. M., & Shockley, J. (2010). Buyer perceptions of supply disruption 
risk: a behavioral view and empirical assessment. Journal of Operations 
Management, 28(1), 34-46.
Engelhardt-Nowitzki, C., Gerschberger, M., & Staberhofer, F. (2012). Complexity in 
global value networks: facilitation of value network boundary spanning decisions 
from a complexity perspective. In Modelling Value (pp. 233-256). Physica-Verlag 
HD. 
Esper, T. L., Clifford Defee, C., & Mentzer, J. T. (2010). A framework of supply chain 
orientation. The International Journal of Logistics Management, 21(2), 161-179.
201
 
 Feigenbaum, A. V. (2005). Total quality control: achieving productivity, market 
penetration and advantage in the global economy. McGraw-Hill Higher 
Education.
Fernhaber, S. A., & Patel, P. C. (2012). How do young firms manage product portfolio 
complexity? The role of absorptive capacity and ambidexterity. Strategic 
Management Journal, 33(13), 1516-1539.
Field, A. (2009). Discovering statistics using SPSS. Sage publications.
Fisher, M. L., & Ittner, C. D. (1999). The impact of product variety on automobile 
assembly operations: Empirical evidence and simulation analysis. Management 
science, 45(6), 771-786.
Fixson, S. K. (2005). Product architecture assessment: a tool to link product, process, and 
supply chain design decisions. Journal of Operations Management, 23(3), 345-
369.
Flood, R.L. (1987). Complexity: a Definition by Construction of a Conceptual 
Framework. Systems Research, 4(3), pp. 177-185.
Flood, R. L., & Carson, E. R. (1988). Dealing with complexity: an introduction to the 
theory and practice of systems science. Plenum, New York.
Flynn, B. B., & Flynn, E. J. (1999). Information-processing alternatives for coping with 
manufacturing environment complexity. Decision Sciences, 30(4), 1021.
202
 
 Ford, D., & Håkansson, H. (2006). IMP-some things achieved: much more to do. 
European Journal of Marketing, 40(3/4), 248-258.
Fornell, C., & Larcker, D. F. (1981). Evaluating structural equation models with 
unobservable variables and measurement error. Journal of marketing research,
39-50.
Forrester, J. W. (2007). System dynamics—a personal view of the first fifty years. System 
Dynamics Review, 23(2-3), 345-358.
Foster Jr, S. T., & Ogden, J. (2008). On differences in how operations and supply chain 
managers approach quality management. International Journal of Production 
Research, 46(24), 6945-6961.
Frizelle, G. D. M. (2004). Complexity in the supply chain. In Engineering Management 
Conference, 2004. Proceedings. 2004 IEEE International (Vol. 3, pp. 1181-
1184). IEEE.
Frizelle, G., & Suhov, Y. (2008). The measurement of complexity in production and 
other commercial systems. In Proceedings of the Royal Society of London A: 
Mathematical, Physical and Engineering Sciences (Vol. 464, No. 2098, pp. 2649-
2668). The Royal Society.
Frizelle, G., & Woodcock, E. (1995). Measuring complexity as an aid to developing 
operational strategy. International Journal of Operations & Production 
Management, 15(5), 26-39.
203
 
 Galbraith, J. R. (1977). Organization design: An information processing view. 
Organizational Effectiveness Center and School, 21, 21-26.
Garvin, D. A. (1984). What does product quality really mean.Sloan management review,
26(1).
Garvin, D. A. (1987). Competing on the 8 dimensions of quality. Harvard business 
review, 65(6), 101-109.
Gefen, D., & Straub, D. (2005). A practical guide to factorial validity using PLS-Graph: 
tutorial and annotated example. Communications of the Association for 
Information Systems, vol. 16, pp. 109.
Gefen, D., Straub, D., & Boudreau, M. C. (2000). Structural equation modeling and 
regression: Guidelines for research practice. Communications of the association 
for information systems, 4(1), 7.
Geisser, S. (1974). A predictive approach to the random effect model. Biometrika, 61(1), 
101-107.
Geissbauer, R. & D’heur, M. (2010). Global Supply Chain Trends. PRTM.
Gerbing, D. W., & Anderson, J. C. (1988). An updated paradigm for scale development 
incorporating unidimensionality and its assessment. Journal of marketing 
research, 186-192.
204
 
 Germain, R., Claycomb, C., & Dröge, C. (2008). Supply chain variability, organizational 
structure, and performance: the moderating effect of demand 
unpredictability. Journal of operations management, 26(5), 557-570.
Germain, R., Dröge, C., & Christensen, W. (2001). The mediating role of operations 
knowledge in the relationship of context with performance. Journal of Operations 
Management, 19(4), 453-469.
Gerschberger, M., Engelhardt-Nowitzki, C., Kummer, S., & Staberhofer, F. (2012). A 
model to determine complexity in supply networks. Journal of Manufacturing 
Technology Management, 23(8), 1015-1037.
Gilley, K. M., & Rasheed, A. (2000). Making more by doing less: an analysis of 
outsourcing and its effects on firm performance. Journal of management, 26(4), 
763-790.
Gimenez, C., van der Vaart, T., & Pieter van Donk, D. (2012). Supply chain integration 
and performance: the moderating effect of supply complexity. International 
Journal of Operations & Production Management, 32(5), 583-610.
Giunipero, L. C., & Brewer, D. J. (1993). Performance based evaluation systems under 
total quality management. International. Journal of Purchasing and Materials 
Management, 29(4), 35-41.
Ghosh, A., & Fedorowicz, J. (2008). The role of trust in supply chain governance. 
Business Process Management Journal, 14(4), 453-470.
205
 
 Goldratt, E. M., Cox, J., & Whitford, D. (2004). The goal: a process of ongoing 
improvement (Vol. 3). Great Barrington MA: North River Press.
Gottfredson, M., & Aspinall, K. (2005). Innovation versus complexity: What is too much 
of a good thing?.Harvard Business Review, 83(11), 62-71.
Griffith, D. A., & Myers, M. B. (2005). The performance implications of strategic fit of 
relational norm governance strategies in global supply chain relationships. 
Journal of International Business Studies, 36(3), 254-269.
Guba, E. G., & Lincoln, Y. S. (2000). Competing Paradigms in Qualitative Research. In
N. K. Denzin & Y. S. Lincoln (Ed.), The handbook of qualitative research
(pp.105–117). Sage
Guba, E. G., & Lincoln, Y. S.,  (2005). Paradigmatic controversies, contradictions, and 
emerging confluences. In N. K. Denzin & Y. S. Lincoln (Ed.), The handbook of 
qualitative research (3rd ed., pp. 191–216). Beverly Hills, CA: Sage
Gupta, A., & Maranas, C. D. (2003). Managing demand uncertainty in supply chain 
planning. Computers & Chemical Engineering, 27(8), 1219-1227.
Gunasekaran, A., & Kobu, B. (2007). Performance measures and metrics in logistics and 
supply chain management: a review of recent literature (1995–2004) for research 
and applications. International Journal of Production Research, 45(12), 2819-
2840.
206
 
 Gunasekaran, A., Patel, C., & McGaughey, R. E. (2004). A framework for supply chain 
performance measurement. International journal of production economics, 87(3), 
333-347.
Hair, J. F., Black, W. C., Babin, B. J., & Anderson, R. E. (2010). Canonical Correlation: 
A Supplement to Multivariate Data Analysis. Multivariate data analysis: a global 
perspective. 7th edn. Pearson Prentice Hall Publishing, Upper Saddle River.
Hair, J. F., Hult, G. T. M., Ringle, C., & Sarstedt, M. (2014). A primer on partial least 
squares structural equation modeling (PLS-SEM). Sage Publications.
Hair, J. F., Ringle, C. M., & Sarstedt, M. (2011). PLS-SEM: Indeed a silver bullet. 
Journal of Marketing Theory and Practice, 19(2), 139-152.
Hair, J. F., Sarstedt, M., Hopkins, L., & Kuppelwieser, V.G., (2014). Partial least squares 
structural equation modeling (PLS-SEM) An emerging tool in business research. 
European Business Review, 26(2), 106-121.
Hair, J. F., Sarstedt, M., Pieper, T. M., & Ringle, C. M. (2012). The use of partial least 
squares structural equation modeling in strategic management research: a review 
of past practices and recommendations for future applications. Long range 
planning, 45(5), 320-340.
Hall, B., & Howard, K. (2008). A Synergistic Approach Conducting Mixed Methods 
Research With Typological and Systemic Design Considerations.Journal of mixed 
methods research, 2(3), 248-269.
207
 
 Harmon, P. (2010). Business process change: A guide for business managers and BPM 
and Six Sigma professionals. Morgan Kaufmann.
Handfield, R. B., & Pannesi, R. T. (1995). Antecedents of leadtime competitiveness in 
make-to-order manufacturing firms. The International Journal of Production 
Research, 33(2), 511-537.
Handfiled, R. B., & McCormack, K. (2007). Supply Chain Risk Management: Minimizing 
Disruptions in Global Sourcing. Auerbach Publications. 
Handfield, R. B., & Nichols, E. L. (1999). Introduction to supply chain management
(Vol. 999). Upper Saddle River, NJ: prentice Hall.
Hearnshaw, E. J., & Wilson, M. M. (2013). A complex network approach to supply chain 
network theory. International Journal of Operations & Production Management,
33(4), 442-469.
Henseler, J., & Chin, W. W. (2010). A comparison of approaches for the analysis of 
interaction effects between latent variables using partial least squares path 
modeling. Structural Equation Modeling, 17(1), 82-109.
Henseler, J., Ringle, C. M., & Sinkovics, R. R. (2009). The use of partial least squares 
path modeling in international marketing. Advances in International Marketing 
(AIM), 20, 277-320.
Heskett, J. L. (1984). Benetton (A). Harvard Business School Case 685-014, September.
208
 
 Hillman, M., & Keltz, H. (2007). Managing Risk in the Supply Chain—A Quantitative 
Study. AMR Research, 7-13798.
Hines, T. (2014). Supply Chain Strategies: Demand Driven and Customer Focused.
Routledge.
Hitt, M. A., Hoskisson, R. E., & Kim, H. (1997). International diversification: Effects on 
innovation and firm performance in product-diversified firms. Academy of 
Management journal, 40(4), 767-798.
Hofer, R. A., & Knemeyer, A. M. (2009). Controlling for logistics complexity: scale 
development and validation. The International Journal of Logistics Management,
20(2), 187-200.
Holland, J. H. (2002). Complex adaptive systems and spontaneous emergence. In A. Q. 
Curzio & M. Fortis (Ed.), Complexity and industrial clusters. (pp. 25-34). 
Physica-Verlag HD.
Hoole, R. (2006). Drive complexity out of your supply chain. Harvard Business School 
Newsletter, 3.
Hopp, W. J., & Spearman, M. L. (2000). Factory physics.International edition. McGraw 
Hill.
Hoyle, R. H., & Kenny, D. A. (1999). Sample size, reliability, and tests of statistical 
mediation. Statistical strategies for small sample research, 1, 195-222.
209
 
 Hoyt, J., & Huq, F. (2000). From arms-length to collaborative relationships in the supply 
chain: An evolutionary process. International Journal of Physical Distribution &
Logistics Management, 30(9), 750-764.
Hu, S. J., Zhu, X., Wang, H., & Koren, Y. (2008). Product variety and manufacturing 
complexity in assembly systems and supply chains. CIRP Annals-Manufacturing 
Technology, 57(1), 45-48.
Huang, G. Q., Zhang, X. Y., & Liang, L. (2005). Towards integrated optimal 
configuration of platform products, manufacturing processes, and supply chains. 
Journal of Operations Management, 23(3), 267-290.
Huang, Y. Y., & Handfield, R. B. (2015). Measuring the benefits of ERP on supply 
management maturity model: a “big data” method. International Journal of 
Operations & Production Management, 35(1), 2-25.
Huber, G. P., & Power, D. J. (1985). Research notes and communications retrospective 
reports of strategic-level managers: Guidelines for increasing their accuracy. 
Strategic Management Journal (pre-1986), 6(2), 171.
Hult, G. T. M., Ketchen Jr, D. J., Adams, G. L., & Mena, J. A. (2008). Supply chain 
orientation and balanced scorecard performance. Journal of Managerial Issues,
526-544.
Hult, G. T. M., Ketchen, D. J., & Slater, S. F. (2004). Information processing, knowledge 
development, and strategic supply chain performance. Academy of Management 
Journal, 47(2), 241-253.
210
 
 Hwang, I., Radhakrishnan, S., & Su, L. (2006). Vendor certification and appraisal: 
Implications for supplier quality. Management Science, 52(10), 1472-1482.
IHS Global Insight (2010, February 4). Supply Chain Management’s role in the crisis at 
Toyota. Supply Chain Brain. Retreived from www.supplychainbrain.com
Isik, F. (2010). An entropy-based approach for measuring complexity in supply chains. 
International Journal of Production Research, 48(12), 3681-3696.
Isik, F. (2011). Complexity in supply chains: A new approach to quantitative 
measurement of the supply-chain-complexity. In P. Li (Ed.), Supply chain 
management (pp. 417-432). Intech Publisher: Rijeka, Croatia.
Jacobs, M. A., & Swink, M. (2011). Product portfolio architectural complexity and 
operational performance: Incorporating the roles of learning and fixed 
assets. Journal of Operations Management, 29(7), 677-691.
Jarvis, C. B., MacKenzie, S. B., & Podsakoff, P. M. (2003). A critical review of construct 
indicators and measurement model misspecification in marketing and consumer 
research. Journal of consumer research, 30(2), 199-218.
Jiao, J., & Zhang, Y. (2005). Product portfolio identification based on association rule 
mining. Computer-Aided Design, 37(2), 149-172.
Johnson, M. E., & Anderson, E. (2000). Postponement strategies for channel derivatives. 
The International Journal of Logistics Management, 11(1), 19-36.
211
 
 Johnson, P., & Duberley, J. (2000). Understanding management research: An 
introduction to epistemology. Sage.
Johnson, R. E., Rosen, C. C., Djurdjevic, E., & Taing, M. U. (2012). Recommendations 
for improving the construct clarity of higher-order multidimensional constructs. 
Human Resource Management Review, 22(2), 62-72.
Kadipasaoglu, S. N., & Sridharan, V. (1995). Alternative approaches for reducing 
schedule instability in multistage manufacturing under demand uncertainty. 
Journal of Operations Management, 13(3), 193-211.
Kapur, K. C., & Pecht, M. (2014). Reliability engineering. John Wiley & Sons.
Kent, J. L., & Mentzer, J. T. (2003). The effect of investment in interorganizational 
information technology in a retail supply chain. Journal of Business Logistics,
24(2), 155-175.
Khurana, A. (1999). Managing complex production processes. MIT Sloan Management 
Review, 40(2), 85.
Kim, D., Cavusgil, S. T., & Cavusgil, E. (2013). Does IT alignment between supply chain 
partners enhance customer value creation? An empirical investigation. Industrial 
Marketing Management, 42(6), 880-889.
Kline, R.B.(2010). Principles and practice of structural equation modeling. The Guilford 
Press.
212
 
 Kline, T. J. (2005). Psychological testing: A practical approach to design and evaluation.
Sage Publications.
Koh, S. C. L., & Saad, S. M. (2002). Development of a business model for diagnosing 
uncertainty in ERP environments. International Journal of Production Research,
40(13), 3015-3039.
Krishnan, V., & Gupta, S. (2001). Appropriateness and impact of platform-based product 
development. Management Science, 47(1), 52-68.
Kwon, I. W. G., & Suh, T. (2004). Factors affecting the level of trust and commitment in 
supply chain relationships. Journal of Supply Chain Management, 40(1), 4-14.
La Londe, B.J. & Masters, J.M. (1994). Emerging logistics strategies: blue print for the 
next century. International Journal of physical Distribution & Logistics 
Management, 24 (7) (1994), pp. 35–47
Lancaster, K. (1990). The economics of product variety: A survey. Marketing Science,
9(3), 189-206.
Langfield-Smith, K., & Smith, D. (2005). Performance measures in supply chains. 
Australian Accounting Review, 15(1), 39.
Lambert, D. M., García-Dastugue, S. J., & Croxton, K. L. (2005). An evaluation of 
process-oriented supply chain management frameworks. Journal of business 
Logistics, 26(1), 25-51.
213
 
 Lambert, D. M., Stock, J. R., & Ellram, L. M. (1998). Fundamentals of logistics 
management. McGraw-Hill/Irwin.
Lawson, B., & Samson, D. (2001). Developing innovation capability in organisations: a 
dynamic capabilities approach. International journal of innovation management,
5(03), 377-400.
Lee, H. L., So, K. C., & Tang, C. S. (2000). The value of information sharing in a two-
level supply chain. Management science, 46(5), 626-643.
Lee, H. L., Padmanabhan, V., & Whang, S. (1997). The bullwhip effect in supply chains. 
Sloan management review, 38(3), 93-102.
Lee, H. L., Padmanabhan, V., & Whang, S. (2004). Information distortion in a supply 
chain: the bullwhip effect. Management science, 50(12_supplement), 1875-1886.
Lee, H. L., & Tang, C. S. (1997). Modelling the costs and benefits of delayed product 
differentiation. Management science, 43(1), 40-53.
Lewis, B. R., Templeton, G. F., & Byrd, T. A. (2005). A methodology for construct 
development in MIS research. European Journal of Information Systems, 14(4), 
388-400.
Lewis-Beck, M. S., Bryman, A., & Liao, T. F. (2004). Encyclopedia of social science 
research methods. Sage Publications.
214
 
 Levin, D. Z., & Cross, R. (2004). The strength of weak ties you can trust: The mediating 
role of trust in effective knowledge transfer. Management science, 50(11), 1477-
1490.
Li, S., Rao, S. S., Ragu-Nathan, T. S., & Ragu-Nathan, B. (2005). Development and 
validation of a measurement instrument for studying supply chain management 
practices. Journal of Operations Management, 23(6), 618-641.
Lippert, S. K., & Forman, H. (2006). A supply chain study of technology trust and 
antecedents to technology internalization consequences. International Journal of 
Physical Distribution & Logistics Management, 36(4), 271-288.
Liu, S., Shah, N., & Papageorgiou, L. G. (2012). Multiechelon supply chain planning 
with sequence-dependent changeovers and price elasticity of demand under 
uncertainty. AIChE Journal, 58(11), 3390-3403.
Lockamy, A., Childerhouse, P., Disney, S. M., Towill, D. R., & McCormack, K. (2008). 
The impact of process maturity and uncertainty on supply chain performance: an 
empirical study. International Journal of Manufacturing Technology and 
Management, 15(1), 12-27.
Lockström, M., Schadel, J., Harrison, N., Moser, R. & Malhotra, M. K. (2010). 
Antecedentsto supplier integration in the automotive industry: a multiple-case 
study of foreignsubsidiaries in China. Journal of Operations Management, 28(3), 
240-256.
215
 
 MacCallum, R. C., Browne, M. W., & Sugawara, H. M. (1996). Power analysis and 
determination of sample size for covariance structure modeling. Psychological 
methods, 1(2), 130.
MacDuffie, J. P., Sethuraman, K., & Fisher, M. L. (1996). Product variety and 
manufacturing performance: evidence from the international automotive assembly 
plant study. Management Science, 42(3), 350-369.
MacKenzie, S. B., Podsakoff, P. M., & Jarvis, C. B. (2005). The problem of measurement 
model misspecification in behavioral and organizational research and some 
recommended solutions. Journal of Applied Psychology, 90(4), 710.
MacKenzie, S. B., Podsakoff, P. M., & Podsakoff, N. P. (2011). Construct measurement 
and validation procedures in MIS and behavioral research: Integrating new and 
existing techniques. MIS quarterly, 35(2), 293-334.
Magal, S. R., & Word, J. (2009). Essentials of Business Processes and Information 
Systems. John Wiley & Sons.
Makui, A., & Aryanezhad, M. B. (2003). A new method for measuring the static 
complexity in manufacturing. Journal of the Operational Research Society, 54(5), 
555-557.
Malhotra, A., Gosain, S., & El Sawy, O. A. (2007). Leveraging standard electronic 
business interfaces to enable adaptive supply chain partnerships. Information 
Systems Research, 18(3), 260-279.
216
 
 Malhotra, N. K. (2009). Marketing Research: An Applied Orientation. Prentice Hall.
Malhotra, M. K., & Grover, V. (1998). An assessment of survey research in POM: from 
constructs to theory. Journal of operations management, 16(4), 407-425.
Mapes, J., Szwejczewski, M., & New, C. (2000). Process variability and its effect on 
plant performance. International. Journal of Operations & Production 
Management, 20(7), 792-808.
Mason-Jones, R., & Towill, D. R. (1998). Shrinking the supply chain uncertainty circle. 
IOM control, 24(7), 17-22.
Masson, R., Iosif, L., MacKerron, G., & Fernie, J. (2007). Managing complexity in agile 
global fashion industry supply chains. The International Journal of Logistics 
Management, 18(2), 238-254.
McCarthy, I., Gillies, J. (2003). Organisational Diversity, Configurations and Evolution. 
In E. Mitleton-Kelly (Ed.), Complex Systems and Evolutionary Perspectives on 
Organisations: TheApplication of Complexity Theory to Organisations,
Pergamon, Amsterdam, pp. 71-97.
Melnyk, S. A., Denzler, D. R., & Fredendall, L. (1992). Variance control vs. dispatching 
efficiency. Production and Inventory Management Journal, 33(3), 6.
Mentzer, J. T. (2004). Fundamentals of supply chain management: Twelve drivers of 
competitive advantage. Sage publications.
217
 
 Mentzer, J. T., DeWitt, W., Keebler, J. S., Min, S., Nix, N. W., Smith, C. D., & Zacharia, 
Z. G. (2001). Defining supply chain management. Journal of Business logistics, 
22(2), 1-25.
Mentzer, J. T., Stank, T. P., & Esper, T. L. (2008). Supply chain management and its 
relationship to logistics, marketing, production, and operations management. 
Journal of Business Logistics, 29(1), 31-46.
Mertens, D. M. (2007). Transformative paradigm mixed methods and social 
justice. Journal of mixed methods research, 1(3), 212-225.
Meyer, M. H., & Mugge, P. C. (2001). Make platform innovation drive enterprise 
growth. Research-Technology Management, 44(1), 25-39.
Milgate, M. (2001). Supply chain complexity and delivery performance: an international 
exploratory study. Supply Chain Management: An International Journal, 6(3), 
106-118.
Min, S., & Mentzer, J. T. (2004). Developing and measuring supply chain management 
concepts. Journal of business logistics, 25(1), 63-99.
Min, S., Mentzer, J. T., & Ladd, R. T. (2007). A market orientation in supply chain 
management. Journal of the Academy of Marketing Science, 35(4), 507-522.
Miocevic, D., & Crnjak-Karanovic, B. (2012). The mediating role of key supplier 
relationship management practices on supply chain orientation—The
218
 
 organizational buying effectiveness link. Industrial Marketing Management, 
41(1), 115-124.
Mithas, S., Tafti, A. R., Bardhan, I., & Goh, J. M. (2012). Information technology and 
firm profitability: mechanisms and empirical evidence. Mis Quarterly, 36(1), 205-
224.
Miyazaki, K., & Kijima, K. (2000). Complexity in technology management: theoretical 
analysis and case study of automobile sector in Japan. Technological Forecasting 
and Social Change, 64(1), 39-54.
Morgan, R. M., & Hunt, S. D. (1994). The commitment-trust theory of relationship 
marketing. the journal of marketing, 20-38.
Mulaik, S.A. (2010). Foundations of factor analysis, 2nd edn, Chapman & Hall/CRC, 
NW.
Myers, M.D. (2008). Qualitative research in business & management, Sage.
Narasimhan, R., & Nair, A. (2005). The antecedent role of quality, information sharing 
and supply chain proximity on strategic alliance formation and performance. 
International Journal of Production Economics, 96(3), 301-313.
Nair, A., Narasimhan, R., & Choi, T. Y. (2009). Supply Networks as a Complex 
Adaptive System: Toward Simulation-Based Theory Building on Evolutionary 
Decision Making. Decision Sciences, 40(4), 783-815.
219
 
 Neely, A., Gregory, M. and Platts, K. (1995). Performance measurement system design. 
A literature review and research agenda. International Journal of Operations &
Production Management, 15(4), 80-116.
Neiger, D., Rotaru, K., & Churilov, L. (2009). Supply chain risk identification with 
value-focused process engineering. Journal of Operations Management, 27(2), 
154-168.
Netemeyer, R. G., Bearden, W. O., & Sharma, S. (2003). Scaling procedures: Issues and 
applications. Sage.
Novak, S., & Eppinger, S. D. (2001). Sourcing by design: Product complexity and the 
supply chain. Management science, 47(1), 189-204.
Nunnally, J. C., & Bernstein, I. H. (1994). The assessment of reliability. Psychometric 
theory, 3, 248-292.
Nyaga, G. N., Whipple, J. M. & Lynch, D. F. (2010). Examining supply chain 
relationships:do buyer and supplier perspectives on collaborative relationships 
differ? Journal ofOperations Management, 28(2), 101-114.
Ogden, J. A. (2006). Supply base reduction: an empirical study of critical success factors. 
Journal of Supply Chain Management, 42(4), 29-39.
Olson, E. M., Walker, O. C., Ruekerf, R. W., & Bonnerd, J. M. (2001). Patterns of 
cooperation during new product development among marketing, operations and 
220
 
 R&D: Implications for project performance. Journal of Product Innovation 
Management, 18(4), 258-271.
Orfi, N., Terpenny, J., & Sahin-Sariisik, A. (2011). Harnessing product complexity: step 
1—establishing product complexity dimensions and indicators. The Engineering
Economist, 56(1), 59-79.
Orlikowski, W. J., & Baroudi, J. J. (1991). Studying information technology in 
organizations: Research approaches and assumptions. Information systems 
research, 2(1), 1-28.
Ostwald, P. F., & McLaren, T. S. (2004). Cost analysis and estimating for engineering 
and management. Prentice Hall.
Pathak, S. D., Day, J. M., Nair, A., Sawaya, W. J., & Kristal, M. M. (2007). Complexity 
and adaptivity in supply networks: Building supply network theory using a 
complex adaptive systems perspective. Decision Sciences, 38(4), 547-580.
Rai, A., Patnayakuni, R., & Seth, N. (2006). Firm performance impacts of digitally 
enabled supply chain integration capabilities. MIS quarterly, 225-246.
Panayides, P. M., & Lun, Y. V. (2009). The impact of trust on innovativeness and supply 
chain performance. International Journal of Production Economics, 122(1), 35-
46.
221
 
 Peidro, D., Mula, J., Poler, R., & Lario, F. C. (2009). Quantitative models for supply 
chain planning under uncertainty: a review. The International Journal of 
Advanced Manufacturing Technology, 43(3-4), 400-420.
Perona, M., & Miragliotta, G. (2004). Complexity management and supply chain 
performance assessment. A field study and a conceptual framework. International 
journal of production economics, 90(1), 103-115.
Petersen, K. J., Handfield, R. B., & Ragatz, G. L. (2005). Supplier integration into new 
product development: coordinating product, process and supply chain design. 
Journal of operations management, 23(3), 371-388.
Petersen, K. J., Ragatz, G. L., & Monczka, R. M. (2005). An examination of 
collaborative planning effectiveness and supply chain performance. Journal of 
Supply Chain Management, 41(2), 14-25.
Petter, S., Straub, D., & Rai, A. (2007). Specifying formative constructs in information 
systems research. MIS Quarterly, 623-656.
Podsakoff, P. M., MacKenzie, S. B., Lee, J. Y., & Podsakoff, N. P. (2003). Common 
method biases in behavioral research: a critical review of the literature and 
recommended remedies. Journal of applied psychology, 88(5), 879.
Polites, G. L., Roberts, N., & Thatcher, J. (2012). Conceptualizing models using 
multidimensional constructs: a review and guidelines for their use. European 
Journal of Information Systems, 21(1), 22-48.
222
 
 Prajogo, D., & Olhager, J. (2012). Supply chain integration and performance: The effects 
of long-term relationships, information technology and sharing, and logistics 
integration. International Journal of Production Economics, 135(1), 514-522.
Rai, A., Patnayakuni, R., & Seth, N. (2006). Firm performance impacts of digitally 
enabled supply chain integration capabilities. MIS quarterly, 225-246.
Ramdas, K., & Sawhney, M. S. (2001). A cross-functional approach to evaluating 
multiple line extensions for assembled products. Management Science, 47(1), 22-
36.
Randall, T., & Ulrich, K. (2001). Product variety, supply chain structure, and firm 
performance: Analysis of the US bicycle industry. Management Science, 47(12), 
1588-1604.
Rao, K., & Young, R. R. (1994). Global supply chains: factors influencing outsourcing of 
logistics functions. International Journal of Physical Distribution & Logistics 
Management, 24(6), 11-19.
Rexhausen, D., Pibernik, R., & Kaiser, G. (2012). Customer-facing supply chain 
practices—The impact of demand and distribution management on supply chain
success. Journal of Operations Management, 30(4), 269-281.
Richmond, B., & Peterson, S. (2001). An introduction to systems thinking. High 
Performance Systems., Incorporated.
223
 
 Ringle, C. M., Sarstedt, M., & Straub, D. (2012). A critical look at the use of PLS-SEM 
in MIS Quarterly. MIS Quarterly (MISQ), 36(1).
Ringle, C. M., Wende, S., & Becker, J. M. (2014). SmartPLS 3. SmartPLS, Hamburg.
Robertson, D., & Ulrich, K. (1998). Planning for product platforms. Sloan management 
review, 39(4).
Robson, C. (2002). Real World Research: A resource for social scientists and 
practitioners-researchers. Massachusetts: Blackwell Pushers.
Rodríguez-Toro, C., Tate, S., Jared, G., & Swift, K. (2002). Shaping the complexity of a 
design. In ASME 2002 International Mechanical Engineering Congress and 
Exposition (pp. 641-649). American Society of Mechanical Engineers.
Rosenzweig, E. D., & Roth, A. V. (2004). Towards a theory of competitive progression: 
evidence from high-tech manufacturing. Production and Operations 
Management, 13(4), 354-368.
Rossiter, J. R. (2002). The C-OAR-SE procedure for scale development in marketing.
International journal of research in marketing, 19(4), 305-335.
Ruppel, C. (2004). An information systems perspective of supply chain tool 
compatibility: the roles of technology fit and relationships. Business Process 
Management Journal, 10(3), 311-324.
Sackett, P. R., & Larson Jr, J. R. (1990). Research strategies and tactics in industrial and 
organizational psychology. In M.D. Dunnette & L.M. Hough (Ed.). Handbook of 
224
 
 Industrial and Organizational Psychology (pp. 419-489). Palo Alto, CA: 
Consulting Psychologists Press.
Salvador, F., Forza, C., & Rungtusanatham, M. (2002). Modularity, product variety, 
production volume, and component sourcing: theorizing beyond generic 
prescriptions. Journal of Operations Management, 20(5), 549-575.
Sarantakos, S. (2005). Social Research (3rded.). Hampshire: Palgrave Macmillan.
Sawhney, R. (2006). Interplay between uncertainty and flexibility across the value-chain: 
towards a transformation model of manufacturing flexibility. Journal of 
Operations Management, 24(5), 476-493.
Sheffi, Y., & Rice Jr, J. B. (2005). A supply Chain View of the resilient Entreprise. MIT 
Sloan management review, 47(1).
Schmenner, R. W. (2004). Service Businesses and Productivity. Decision Sciences, 35(3), 
333-347.
Schmenner, R. W., & Swink, M. L. (1998). On theory in operations management. 
Journal of Operations Management, 17(1), 97-113.
Schragenheim, E. (1999). Management Dilemmas: The Theory of Constraints Approach 
to Problem Identification and Solutions. The St. Lucie Press, Boca Raton, Florida.
Scott, J. E., & Vessey, I. (2000). Implementing enterprise resource planning systems: the 
role of learning from failure. Information systems frontiers, 2(2), 213-232.
225
 
 Scuricini, G.B. (1988). Complexity in large technological systems. In L. Peliti &
A.Vulpani (Ed.), Measures of Complexity, Springer-Verlag, Berlin, pp. 83-101.
Sekaran, U., & Bougie, R. (2010). Research methods for business: A skill building 
approach. Wiley.
Senge, P. (1990). The fifth discipline: The art and science of the learning organization.
New York: Currency Doubleday.
Serdarasan, S. (2013). A review of supply chain complexity drivers. Computers &
Industrial Engineering, 66(3), 533-540.
Shannon, C. E. (1948). A note on the concept of entropy. Bell System Tech. J, 27, 379-
423.
Shen, H., Wall, B., Zaremba, M., Chen, Y., & Browne, J. (2004). Integration of business 
modelling methods for enterprise information system analysis and user 
requirements gathering. Computers in Industry, 54(3), 307-323.
Simangunsong, E., Hendry, L. C., & Stevenson, M. (2012). Supply-chain uncertainty: a 
review and theoretical foundation for future research. International Journal of 
Production Research, 50(16), 4493-4523.
Simatupang, T. M. & Sridharan, R. (2005). The collaboration index: a measure for 
supplychain collaboration. International Journal of Physical Distribution &
LogisticsManagement, 35(1), 44 - 62.
226
 
 Simon, H.A. (1962). The Architecture of Complexity. Proceedings of the American 
Philosophical Society, 106 (6), pp. 467-482.
Sivadasan, S., Efstathiou, J., Calinescu, A., & Huatuco, L. H. (2006). Advances on 
measuring the operational complexity of supplier–customer systems. European 
Journal of Operational Research, 171(1), 208-226.
Sivadasan, S., Efstathiou, J., Frizelle, G., Shirazi, R., & Calinescu, A. (2002). An 
information-theoretic methodology for measuring the operational complexity of 
supplier-customer systems. International Journal of Operations & Production 
Management, 22(1), 80-102.
Skilton, P. F., & Robinson, J. L. (2009). Traceability and normal accident theory: how 
does supply network complexity influence the traceability of adverse events?.
Journal of Supply Chain Management, 45(3), 40-53.
Sodhi, M. S., & Lee, S. (2007). An analysis of sources of risk in the consumer electronics 
industry. Journal of the Operational Research Society, 58(11), 1430-1439.
Sodhi, M. S., & Tang, C. S. (2009). Modeling supply-chain planning under demand 
uncertainty using stochastic programming: A survey motivated by asset–liability 
management. International Journal of Production Economics, 121(2), 728-738.
Soosay, C. A., Hyland, P. W., & Ferrer, M. (2008). Supply chain collaboration: 
capabilities for continuous innovation. Supply Chain Management: An 
International Journal, 13(2), 160-169.
227
 
 Spekman, R. E., & Carraway, R. (2006). Making the transition to collaborative buyer–
seller relationships: An emerging framework. Industrial Marketing Management,
35(1), 10-19.
Spekman, R. E., & Davis, E. W. (2004). Risky business: expanding the discussion on risk 
and the extended enterprise. International Journal of Physical Distribution &
Logistics Management, 34(5), 414-433.
Sterman, J. D. (2000). Business dynamics: systems thinking and modeling for a complex 
world (Vol. 19). Boston: Irwin/McGraw-Hill.
Stone, M. (1974). Cross-validatory choice and assessment of statistical 
predictions. Journal of the Royal Statistical Society. Series B (Methodological),
111-147.
Straub, D. W. (1989). Validating instruments in MIS research. MIS quarterly, 147-169.
Straub, D., Boudreau, M. C., & Gefen, D. (2004). Validation guidelines for IS positivist 
research. The Communications of the Association for Information Systems, 13(1),
63.
Subramani, M. (2004). How do suppliers benefit from information technology use in 
supply chain relationships?.Mis Quarterly, 45-73.
Supply Chain Council (2008). SCOR: Supply Chain Operations Reference Model–
Version 9.0. Supply Chain Council, Cypress, TX.
228
 
 Surana, A., Kumara, S., Greaves, M., & Raghavan, U. N. (2005). Supply-chain networks: 
a complex adaptive systems perspective. International Journal of Production 
Research, 43(20), 4235-4265.
Swafford, P. M., Ghosh, S., & Murthy, N. (2008). Achieving supply chain agility through 
IT integration and flexibility. International Journal of Production Economics,
116(2), 288-297.
Swan, D., Pal, S., & Lippert, M. (2009). Finding the perfect fit. CSCMP’s Supply Chain 
Quarterly. Quarter 4.
Swanekamp, K. (2010, April 2). Toyota expects recall to cost $2 billion. Forbes.
Retreived from www.forbes.com
Swink, M., Narasimhan, R., & Wang, C. (2007). Managing beyond the factory walls: 
effects of four types of strategic integration on manufacturing plant performance. 
Journal of Operations Management, 25(1), 148-164.
Tatikonda, M. V., & Stock, G. N. (2003). Product technology transfer in the upstream 
supply chain. Journal of Product Innovation Management, 20(6), 444-467.
Tang, C. S. (2006). Perspectives in supply chain risk management. International Journal 
of Production Economics, 103(2), 451-488.
Tenhiälä, A., & Helkiö, P. (2015). Performance effects of using an ERP system for 
manufacturing planning and control under dynamic market requirements. Journal 
of Operations Management, 36, 147-164.
229
 
 Towill, D. R., Childerhouse, P., & Disney, S. M. (2002). Integrating the automotive 
supply chain: where are we now?.International Journal of Physical Distribution 
& Logistics Management, 32(2), 79-95.
Thompson, D. V., Hamilton, R. W., & Rust, R. T. (2005). Feature fatigue: When product 
capabilities become too much of a good thing. Journal of marketing research,
42(4), 431-442.
Thonemann, U. W., & Bradley, J. R. (2002). The effect of product variety on supply-
chain performance. European Journal of Operational Research, 143(3), 548-569.
Thun, J. H., & Hoenig, D. (2011). An empirical analysis of supply chain risk 
management in the German automotive industry. International Journal of 
Production Economics, 131(1), 242-249.
Trent, R. J., & Monczka, R. M. (1998). Purchasing and supply management: trends and 
changes throughout the 1990s. International Journal of Purchasing and Materials 
Management, 34(3), 2-11.
Turkulainen, V., & Ketokivi, M. (2012). Cross-functional integration and performance: 
what are the real benefits?.International Journal of Operations & Production 
Management, 32(4), 447-467.
Turnbull, P., Ford, D., & Cunningham, M. (1996). Interaction, relationships and networks 
in business markets: an evolving perspective. Journal of Business & Industrial 
Marketing, 11(3/4), 44-62.
230
 
 Vachon, S., & Klassen, R. D. (2002). An exploratory investigation of the effects of 
supply chain complexity on delivery performance. Engineering Management, 
IEEE Transactions on, 49(3), 218-230.
Van der Vorst, J. G., & Beulens, A. J. (2002). Identifying sources of uncertainty to 
generate supply chain redesign strategies. International Journal of Physical 
Distribution & Logistics Management, 32(6), 409-430.
Van Hoek, R. I. (2001). The rediscovery of postponement a literature review and 
directions for research. Journal of operations management, 19(2), 161-184.
Vandaie, R., & Zaheer, A. (2014). Surviving bear hugs: Firm capability, large partner 
alliances, and growth. Strategic Management Journal, 35(4), 566-577.
Vollmann, T., Berry, W., Whybark, D.C. & Jacobs, R. (2005). Manufacturing Planning 
and Control for Supply Chain Management, fifth ed. McGraw-Hill/Irwin, New 
York.
Voss, C., Tsikriktsis, N., & Frohlich, M. (2002). Case research in operations 
management. International journal of operations & production 
management,22(2), 195-219.
Wacker, J. G. (1987). The complementary nature of manufacturing goals by their 
relationship to throughput time: a theory of internal variability of production 
systems. Journal of Operations Management, 7(1), 91-106.
231
 
 Wade, M., & Hulland, J. (2004). Review: The resource-based view and information 
systems research: Review, extension, and suggestions for future research. MIS 
quarterly, 28(1), 107-142.
Wagner, S. M., & Bode, C. (2014). Supplier relationship-specific investments and the 
role of safeguards for supplier innovation sharing. Journal of Operations 
Management, 32(3), 65-78.
Wanous, J. P., Reichers, A. E., & Hudy, M. J. (1997). Overall job satisfaction: how good 
are single-item measures?.Journal of applied Psychology, 82(2), 247.
Waldrop, W.W. (1992). Complexity: The Emerging Science at the Edge of Order and 
Chaos, Touchstone, New York.
Ward, P. T., & Duray, R. (2000). Manufacturing strategy in context: environment, 
competitive strategy and manufacturing strategy. Journal of Operations 
Management, 18(2), 123-138.
Weaver, W. (1948). Science and Complexity. American Scientist, Vol. 36, pp. 536-544
Webster, J. (1995). Networks of collaboration or conflict? Electronic data interchange 
and power in the supply chain. The Journal of Strategic Information Systems,
4(1), 31-42.
Wetzels, M., Odekerken-Schröder, G., & Van Oppen, C. (2009). Using PLS path 
modeling for assessing hierarchical construct models: Guidelines and empirical 
illustration. MIS quarterly, 177-195.
232
 
 Wieland, A., & Wallenburg, C. (2013). The influence of relational competencies on 
supply chain resilience: a relational view. International Journal of Physical 
Distribution & Logistics Management, 43(4), 300-320.
Wiendahl, H. P., & Scholtissek, P. (1994). Management and control of complexity in 
manufacturing. CIRP Annals-Manufacturing Technology, 43(2), 533-540.
Wilding, R. (1998). The supply chain complexity triangle: uncertainty generation in the 
supply chain. International Journal of Physical Distribution & Logistics 
Management, 28(8), 599-616.
Williams, L. J., Edwards, J. R., & Vandenberg, R. J. (2003). Recent advances in causal 
modeling methods for organizational and management research. Journal of 
Management, 29(6), 903-936.
Williamson, O. E. (1975). Markets and hierarchies. New York, 26-30.
Williamson, O. E. (2002). The theory of the firm as governance structure: from choice to 
contract. Journal of economic perspectives, 171-195.
Williamson, O. E. (2008). Outsourcing: Transaction cost economics and supply chain 
management. Journal of supply chain management, 44(2), 5-16.
Wilson, B. (2010). Using PLS to investigate interaction effects between higher order 
branding constructs. In Esposito Vinzi, V., Chin, W.W.,Henseler,J.,Wang,H.(Ed.). 
Handbook of partial least squares (pp. 621-652). Springer Berlin Heidelberg.
233
 
 Wong, C. Y., Boon-Itt, S., & Wong, C. W. (2011). The contingency effects of 
environmental uncertainty on the relationship between supply chain integration 
and operational performance. Journal of Operations Management, 29(6), 604-
615.
Wu, Y., Frizelle, G., & Efstathiou, J. (2007). A study on the cost of operational 
complexity in customer–supplier systems. International Journal of Production 
Economics, 106(1), 217-229.
Wycisk, C., McKelvey, B., & Hülsmann, M. (2008). “Smart parts” supply networks as 
complex adaptive systems: analysis and implications. International Journal of 
Physical Distribution & Logistics Management, 38(2), 108-125.
Yates, F.E. (1978). Complexity and the limits to knowledge. American Journal of 
Physiology - Regulatory, Integrative and Comparative Physiology, Vol.235,No.5, 
pp. R201-R204.
Yang, B., Burns, N. D., & Backhouse, C. J. (2004). Management of uncertainty through 
postponement. International Journal of Production Research, 42(6), 1049-1064.
Yang, J., Wang, J., Wong, C. W., & Lai, K. H. (2008). Relational stability and alliance 
performance in supply chain. Omega, 36(4), 600-608.
Yin, R. K. (2010). Qualitative research from start to finish. Guilford Press.
234
 
 Zaheer, A., & Venkatraman, N. (1995). Relational governance as an interorganizational 
strategy: An empirical test of the role of trust in economic exchange. Strategic 
management journal, 16(5), 373-392.
Zhao, X., Huo, B., Flynn, B. B., & Yeung, J. H. Y. (2008). The impact of power and 
relationship commitment on the integration between manufacturers and customers 
in a supply chain. Journal of Operations Management, 26(3), 368-388.
Zhou, H., & Benton, W. C. (2007). Supply chain practice and information sharing. 
Journal of Operations management, 25(6), 1348-1365.
Zsidisin, G. A. (2003). Managerial perceptions of supply risk. Journal of supply chain 
management, 39(4), 14-26.
235
 
 APPENDICES
236
 
 APPENDIX A
FINAL QUESTIONNAIRE
237
 
 Dear Manager,
We are requesting a few minutes of your time to complete an important survey. The project is being conducted by 
Deakin University. The findings will help Australian manufacturing organisations manage their supply chains more 
effectively. The following describes the project.
Aims and Scope of this Survey 
Managing a supply chain has become more challenging these days as product life cycles shorten, product variety and 
customization levels increase and supply chain partners become more geographically dispersed. Most observers 
would agree that supply chain is a complex system. While it is understandable why it is necessary for companies to 
expand the scope and depth of their supply chain activities, only recently the downside of this added complexity are 
being revealed. 
The study aims to investigate supply chain complexity faced by a firm within the supply chain it operates. It also aims to 
examine the nature of impact that the supply chain complexity has on operational performances. Around 5000 
companies from different manufacturing industries in Australia will be approached in this survey. The findings will 
contribute to managers’ understanding of supply chain complexity and the nature of its impact on the productivity of 
their firms.
To Complete the Questionnaire
It is very important that each question is read carefully and that all questions are answered. The questionnaire will take 
approximately 20 minutes to complete.
Confidentiality Issues
The questionnaire has been distributed to managers involved in supply chain processes (such as procurement, 
manufacturing and distribution) within the manufacturing sector in Australia. The names of the Australian 
manufacturing firms in the sample were sourced from the Dun & Bradstreet (Australia) Pty Ltd database. Your 
responses will be anonymous and will be analysed as an aggregated group. Complete confidentiality of the data will be 
assured and no individual responses will be separately identifiable. This project is sponsored by Deakin University and 
will be carried out according to the formal national research ethics protocols set out for all Australian university.
Report 
The report will be available to the public and all participants who requesting a copy will automatically be sent a copy. 
As well, there is an option (offered at the end of the questionnaire) to participate in a follow up interview. The name and 
address which you voluntarily supply will be immediately separated from the questionnaire to ensure confidentiality.
To Return the Survey
Please return the survey using the attached POST-FREE envelope within 15 days.
Thank you for your cooperation and assistance.
Zaheed Halim
If you have any complaints about any aspect of the project, the way it 
is being conducted or any questions about your rights as a research 
participant, then you may contact the office of research integrity at 
Deakin University. The project ID is BL-EC 15-12.  
The Manager
Office of Research Integrity, Deakin University
221 Burwood Highway Victoria 3125
Telephone: 9251 7129, Facsimile: 9244 6581
Please direct all your correspondence to:
Zaheed Halim
Deakin Graduate School of Business
Deakin University
221 Burwood Highway, VIC 3125
Email: zhalim@deakin.edu.au
Mobile: 0434 284037
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 Email: research-ethics@deakin.edu.au
Mark your answers by ticking the responses as 
shown: Example:   ;  
Section 1: Organisation Background
Q1.1 Which manufacturing industry does your firm belong to? (Tick one box only)
Food  Printing (including the 
Reproduction of Recorded 
Media)
 Primary Metal and Metal 
Beverage and Tobacco  Petroleum and Coal  Fabricated Metal 
Textile, Leather, Clothing and 
Footwear
 Basic Chemical and Chemical  Transport Equipment 
Wood Products  Polymer and Rubber  Machinery and Equipment 
Pulp, Paper and Converted 
Paper
 Non-Metallic Mineral  Furniture 
Other (please state): _____
Q1.2 Please indicate the total number of employees in your firm at all sites/plants within Australia.
Less than 20  20 to 
200
 More than 
200

Q1.3 Please indicate the State or Territory in which you are currently based: (tick one box only)
ACT  NSW  NT  QLD 
SA  TAS  VIC  WA 
Q1.4 How long has this business been operating?
Less than 1 year  More than 1 but  less than 5 
years
 More than 5 but  less than 10 
years

More than 10 but  less than 
20 years
 More than 20 but  less than 
50 yrs 
 More than 50 years 
Q1.5 What is your job title?
CEO  General Manager  VP/Director of Purchasing 
VP/Director of Logistics  VP/Director of Supply Chain  VP/Director of Manufacturing 
Supply Chain Manager  Operations Manager  Logistics Manager 
Purchasing Manager  Other (please state):
Q1.6 Please indicate which of the following characterizes your company?
Australia 
owned
 Joint Venture  Foreign 
owned

Section 2: Supply Chain Complexity
2.1 How many customers does this firm serve? (Apprx) Answer:
2.2 On average, how often (in months) do you introduce new models of your biggest 
selling products? (Apprx)
Answer:
2.3 How many product models are manufactured at this firm? (Approx) Answer:
2.4 This firm’s output requires how many individual active part numbers of material Answer:
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 items? (Approx)
2.5 How many suppliers does your firm have? (Approx) Answer:
Please indicate the level to which you are agree or disagree with the following statements using the supplied 7-point scale (where 1 = strongly 
disagree, 7 = strongly agree).
Strongly
Disagree
Strongly 
Agree
2.6 Demand Uncertainty 1 2 3 4 5 6 7
a. Our total demand volume fluctuates drastically, from week 
to week
      
b. The total volume is difficult to predict because of its 
instability
      
c. Our total demand volume across all products is significantly 
unstable, from week to week
      
 
2.7 Manufacturing Schedule Instability 1 2 3 4 5 6 7
a. The Master Production Schedule varies from week to week       
b. We have to make frequent unplanned changes in our weekly 
manufacturing schedule
      
c. Our weekly manufacturing output rate varies, from week to 
week
      
d. The master schedule is level-loaded in our plant, from week 
to week
      
2.8 Supplier Delivery Uncertainty 1 2 3 4 5 6 7
a. We can depend on our suppliers for on-time delivery       
b. Time taken for shipments to arrive from suppliers is 
consistent
      
c. Our suppliers’ performance on delivery reliability is 
satisfactory
      
2.9 Supply Quality 1 2 3 4 5 6 7
a. Our suppliers produce materials with consistent quality       
b. We rarely reject the incoming material from suppliers due to 
quality
      
c. We are pleased with our suppliers quality performance       
Section 3: Operational Performance
Please indicate the level to which you are agree or disagree with the following statements using the supplied 7-point scale (where 1 = strongly 
disagree, 7 = strongly agree).
Strongly
Disagree
Strongly 
Agree
3.1 Schedule Attainment 1 2 3 4 5 6 7
a. We usually meet the production schedule each day.       
b. Our daily schedule is reasonable to complete on time.       
c. We can adhere to our schedule on a daily basis.       
d. We are always behind schedule.       
3.2 Cost 1 2 3 4 5 6 7
a. Our unit manufacturing cost compared to our competitors in 
the industry is low.
      
b. Please rate your firm’s performance with regards to unit 
cost of manufacturing (1=Poor, high unit cost, low end of 
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 industry, 7 = Superior, lower unit cost, high end of 
industry).
Section 4: Supply Chain Orientation
Please indicate the level to which you are agree or disagree with the following statements using the supplied 7-point scale (where 1 = strongly 
disagree, 7 = strongly agree).
Strongly
Disagree
Strongly 
Agree
4 Supply Chain Orientation 1 2 3 4 5 6 7
a. Promises made to our supply chain members by our firm 
are reliable.
      
b. When making important decisions, our supply chain 
members are concerned about our welfare.
      
c. We are patient with our supply chain members when they 
make mistakes that cause us trouble but are not repeated.
      
d. Our business goals and objectives are consistent with 
those of our supply chain members.
      
e. Our firm is willing to make cooperative changes with our 
supply chain members.
      
f. Top managers repeatedly tell employees that building, 
maintaining and enhancing long term relationships with our
supply chain members are critical to success.
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 Appendix B
Ethics Approval
11 April 2012
Dear Zaheed & Stuart,
BL-EC 15-12 Role of clusters of collaborating suppliers in managing 
complex supply chains 
Thank you for submitting the above project for consideration by the Faculty Human Ethics 
Advisory Group (HEAG). The HEAG recognised that the project complies with the National 
Statement on Ethical Conduct in Research Involving Humans (2007) and has approved it. You 
may commence the project upon receipt of this communication. 
The approval period is for three years.  It is your responsibility to contact the Faculty HEAG 
immediately should any of the following occur:
x Serious or unexpected adverse effects on the participants
x Any proposed changes in the protocol, including extensions of time
x Any changes to the research team or changes to contact details
x Any events which might affect the continuing ethical acceptability of the project
x The project is discontinued before the expected date of completion.
You will be required to submit an annual report giving details of the progress of your research. 
Failure to do so may result in the termination of the project. Once the project is completed, you 
will be required to submit a final report informing the HEAG of its completion.
Please ensure that the Deakin logo is on the Plain Language Statement and Consent 
Forms. You should also ensure that the project ID is inserted in the complaints clause on 
the Plain Language Statement, and be reminded that the project number must always be 
quoted in any communication with the HEAG to avoid delays. All communication should be 
directed to katrina.fleming@deakin.edu.au
The Faculty HEAG and/or Deakin University Human Research Ethics Committee (HREC) may 
need to audit this project as part of the requirements for monitoring set out in the National 
Statement on Ethical Conduct in Research Involving Humans (2007).
If you have any queries in the future, please do not hesitate to contact me.
We wish you well with your research.
Kind regards,
Katrina Fleming
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Faculty of Business and Law
Appendix C
Univariate Outliers
Extreme Values
Case Number Value
Zscore(SD_No_Cust) Highest 1 174 4.14339
2 201 4.14339
3 11 3.95685
4 165 3.16447
5 135 3.14947
Lowest 1 215 -1.23973
2 32 -1.09229
3 80 -1.07770
4 34 -1.02358
5 28 -1.02358
Zscore(SD_FreqNPI) Highest 1 133 4.42658
2 89 3.93059
3 19 3.89574
4 180 3.28857
5 190 3.28857a
Lowest 1 152 -1.16327
2 33 -1.12524
3 27 -1.12524
4 25 -1.12524
5 163 -1.07099b
Zscore(SD_No_PrdMdls) Highest 1 3 3.61882
2 122 3.57833
3 164 3.49747
4 146 3.46185
5 190 3.37966c
Lowest 1 84 -1.14339
2 162 -1.12910
3 169 -1.08141
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 4 87 -1.03435
5 156 -1.03371
Zscore(SD_No_Parts) Highest 1 164 3.92736
2 93 3.72486
3 14 3.56635
4 126 3.42198
5 69 3.34601
Lowest 1 215 -1.37255
2 147 -1.03160
3 143 -.96662
4 137 -.96662
5 108 -.95499d
Zscore(SD_No_Supp) Highest 1 112 4.67214
2 65 3.88978
3 14 3.34228
4 145 3.27200
5 158 3.16435
Lowest 1 226 -1.29620
2 104 -1.20874
3 41 -1.08439
4 142 -1.06542
5 47 -1.02214e
Zscore(SCO1) Highest 1 26 1.23226
2 28 1.23226
3 30 1.23226
4 33 1.23226
5 34 1.23226f
Lowest 1 223 -3.10278
2 156 -3.10278
3 53 -3.10278
4 47 -3.10278
5 230 -2.23577g
Zscore(SCO2) Highest 1 26 1.52097
2 30 1.52097
3 34 1.52097
4 38 1.52097
5 41 1.52097h
Lowest 1 230 -2.36411
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 2 223 -2.36411
3 173 -2.36411
4 163 -2.36411
5 157 -2.36411i
Zscore(SCO3) Highest 1 26 1.42950
2 30 1.42950
3 34 1.42950
4 38 1.42950
5 41 1.42950j
Lowest 1 208 -2.99065
2 230 -2.25396
3 223 -2.25396
4 214 -2.25396
5 194 -2.25396k
Zscore(SCO4) Highest 1 22 1.52832
2 26 1.52832
3 34 1.52832
4 38 1.52832
5 41 1.52832l
Lowest 1 226 -2.32528
2 208 -2.32528
3 163 -2.32528
4 149 -2.32528
5 126 -2.32528m
Zscore(SCO5) Highest 1 26 1.43656
2 30 1.43656
3 34 1.43656
4 38 1.43656
5 41 1.43656n
Lowest 1 230 -2.71076
2 163 -2.71076
3 53 -2.71076
4 47 -2.71076
5 206 -1.88130o
Zscore(SCO6) Highest 1 14 1.30536
2 22 1.30536
3 26 1.30536
4 32 1.30536
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 5 34 1.30536p
Lowest 1 194 -2.60740
2 149 -2.60740
3 78 -2.60740
4 234 -1.82485
5 227 -1.82485q
Zscore(CP1) Highest 1 22 1.75230
2 26 1.75230
3 30 1.75230
4 38 1.75230
5 77 1.75230r
Lowest 1 233 -2.11427
2 227 -2.11427
3 194 -2.11427
4 186 -2.11427
5 167 -2.11427s
Zscore(CP2) Highest 1 38 1.79807
2 44 1.79807
3 77 1.79807
4 87 1.79807
5 91 1.79807t
Lowest 1 233 -2.38556
2 203 -2.38556
3 194 -2.38556
4 186 -2.38556
5 177 -2.38556u
Zscore(SA1) Highest 1 7 1.38181
2 26 1.38181
3 34 1.38181
4 36 1.38181
5 41 1.38181v
Lowest 1 142 -2.56222
2 76 -2.56222
3 216 -1.90488
4 211 -1.90488
5 194 -1.90488w
Zscore(SA2) Highest 1 26 1.41664
2 36 1.41664
246
 
 3 41 1.41664
4 42 1.41664
5 51 1.41664x
Lowest 1 203 -2.73609
2 142 -2.73609
3 137 -2.73609
4 227 -2.04397
5 217 -2.04397y
Zscore(SA3) Highest 1 26 1.44223
2 34 1.44223
3 36 1.44223
4 41 1.44223
5 42 1.44223z
Lowest 1 142 -2.28905
2 235 -1.66717
3 224 -1.66717
4 208 -1.66717
5 203 -1.66717aa
Zscore(SA4) Highest 1 2 1.28543
2 14 1.28543
3 26 1.28543
4 36 1.28543
5 41 1.28543ab
Lowest 1 142 -2.37609
2 113 -2.37609
3 79 -2.37609
4 76 -2.37609
5 29 -2.37609
Zscore(SQ1) Highest 1 14 2.06005
2 41 2.06005
3 46 2.06005
4 63 2.06005
5 96 2.06005ac
Lowest 1 235 -1.29795
2 234 -1.29795
3 232 -1.29795
4 213 -1.29795
5 199 -1.29795ad
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 Zscore(SQ2) Highest 1 63 2.07014
2 104 2.07014
3 126 2.07014
4 152 2.07014
5 222 2.07014ae
Lowest 1 234 -1.23178
2 232 -1.23178
3 218 -1.23178
4 215 -1.23178
5 213 -1.23178af
Zscore(SQ3) Highest 1 16 2.28953
2 104 2.28953
3 111 2.28953
4 126 2.28953
5 145 2.28953ag
Lowest 1 234 -1.40410
2 232 -1.40410
3 193 -1.40410
4 192 -1.40410
5 188 -1.40410ah
Zscore(SDU1) Highest 1 49 1.96631
2 79 1.96631
3 127 1.96631
4 169 1.96631
5 206 1.96631
Lowest 1 234 -1.44389
2 232 -1.44389
3 215 -1.44389
4 210 -1.44389
5 193 -1.44389ai
Zscore(SDU2) Highest 1 79 1.86319
2 83 1.86319
3 135 1.86319
4 145 1.86319
5 169 1.86319aj
Lowest 1 234 -1.50921
2 232 -1.50921
3 231 -1.50921
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 4 221 -1.50921
5 216 -1.50921ak
Zscore(SDU3) Highest 1 62 2.16986
2 137 2.16986
3 163 2.16986
4 198 2.16986
5 230 2.16986
Lowest 1 234 -1.32671
2 233 -1.32671
3 232 -1.32671
4 220 -1.32671
5 218 -1.32671al
Zscore(MSI1) Highest 1 13 1.36988
2 18 1.36988
3 19 1.36988
4 20 1.36988
5 29 1.36988am
Lowest 1 228 -2.09164
2 220 -2.09164
3 185 -2.09164
4 160 -2.09164
5 138 -2.09164an
Zscore(MSI2) Highest 1 18 1.50819
2 19 1.50819
3 29 1.50819
4 32 1.50819
5 44 1.50819ao
Lowest 1 228 -1.96090
2 204 -1.96090
3 185 -1.96090
4 160 -1.96090
5 105 -1.96090ap
Zscore(MSI3) Highest 1 18 1.64890
2 19 1.64890
3 29 1.64890
4 44 1.64890
5 49 1.64890aq
Lowest 1 220 -2.07102
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 2 204 -2.07102
3 185 -2.07102
4 138 -2.07102
5 76 -2.07102ar
Zscore(MSI4) Highest 1 6 1.59336
2 34 1.59336
3 39 1.59336
4 41 1.59336
5 51 1.59336as
Lowest 1 232 -1.79013
2 205 -1.79013
3 196 -1.79013
4 192 -1.79013
5 190 -1.79013at
Zscore(DU1) Highest 1 31 1.62154
2 43 1.62154
3 47 1.62154
4 49 1.62154
5 50 1.62154au
Lowest 1 232 -1.88516
2 219 -1.88516
3 193 -1.88516
4 131 -1.88516
5 118 -1.88516av
Zscore(DU2) Highest 1 3 1.69298
2 43 1.69298
3 47 1.69298
4 49 1.69298
5 53 1.69298aw
Lowest 1 232 -1.77664
2 193 -1.77664
3 189 -1.77664
4 118 -1.77664
5 88 -1.77664ax
Zscore(DU3) Highest 1 14 1.67502
2 28 1.67502
3 49 1.67502
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 4 53 1.67502
5 63 1.67502ay
Lowest 1 232 -1.88188
2 190 -1.88188
3 189 -1.88188
4 118 -1.88188
5 88 -1.88188az
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 Appendix D
Multivariate Outliers
Case ID Mahalnobi's D p value
15 63.30791 0
133 50.55698 0
187 48.88183 0
189 46.78811 0
245 48.29138 0
50 43.2998 0.01
140 42.14791 0.01
200 41.72909 0.01
33 41.10584 0.02
117 41.08476 0.02
122 41.24413 0.02
131 41.14275 0.02
210 41.10883 0.02
193 39.10426 0.03
201 38.92815 0.03
219 39.06029 0.03
225 39.04977 0.03
3 37.48012 0.04
105 37.78036 0.04
172 37.03977 0.04
42 36.13943 0.05
164 36.23416 0.05
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 Appendix E
Test for Normality
Mean Std. Dev Skewness Kurtosis
Statistic Statistic Statistic S.E. Statistic S.E. Z_Skewness Z_Kurtosis
No of Customers -0.001 0.970 1.983 0.159 4.035 0.316 12.489 12.758477
Freq. of NPI 0.000 0.970 1.813 0.159 3.677 0.316 11.420 11.626442
No of Products 0.000 0.970 1.902 0.159 3.484 0.316 11.980 11.016299
No of Parts 0.000 0.970 1.883 0.159 3.265 0.316 11.862 10.325442
No of Suppliers 0.001 0.970 1.907 0.159 3.832 0.316 12.009 12.118006
SCO1 5.579 1.153 -0.876 0.159 0.569 0.316 -5.520 1.7999506
SCO2 5.043 1.287 -0.298 0.159 -0.544 0.316 -1.878 -1.720655
SCO3 5.060 1.357 -0.429 0.159 -0.417 0.316 -2.704 -1.318754
SCO4 5.017 1.297 -0.174 0.159 -0.639 0.316 -1.095 -2.020066
SCO5 5.268 1.206 -0.440 0.159 -0.313 0.316 -2.774 -0.991267
SCO6 5.332 1.278 -0.432 0.159 -0.615 0.316 -2.720 -1.944428
CP1 4.281 1.552 -0.208 0.159 -0.680 0.316 -1.307 -2.148802
CP2 4.421 1.434 -0.393 0.159 -0.240 0.316 -2.474 -0.760181
SA1 4.898 1.521 -0.399 0.159 -0.707 0.316 -2.512 -2.234417
SA2 4.953 1.445 -0.501 0.159 -0.398 0.316 -3.153 -1.257883
SA3 4.681 1.608 -0.091 0.159 -1.181 0.316 -0.575 -3.735773
SA4 4.894 1.639 -0.492 0.159 -0.731 0.316 -3.098 -2.312735
SQ1 3.319 1.787 0.530 0.159 -1.003 0.316 3.341 -3.172808
SQ2 3.238 1.817 0.447 0.159 -1.113 0.316 2.816 -3.519676
SQ3 3.281 1.624 0.558 0.159 -0.760 0.316 3.512 -2.402419
SDU1 3.540 1.759 0.144 0.159 -1.277 0.316 0.905 -4.037003
SDU2 3.685 1.779 0.044 0.159 -1.292 0.316 0.275 -4.084006
SDU3 3.277 1.716 0.418 0.159 -1.047 0.316 2.634 -3.310533
MSI1 4.626 1.733 -0.278 0.159 -0.971 0.316 -1.751 -3.071081
MSI2 4.391 1.730 -0.110 0.159 -1.060 0.316 -0.694 -3.352991
MSI3 4.340 1.613 -0.141 0.159 -0.862 0.316 -0.886 -2.726062
MSI4 4.174 1.773 -0.007 0.159 -0.915 0.316 -0.046 -2.892066
DU1 4.226 1.711 -0.035 0.159 -0.966 0.316 -0.223 -3.053496
DU2 4.072 1.729 0.138 0.159 -1.153 0.316 0.866 -3.644594
DU3 4.174 1.687 0.019 0.159 -1.091 0.316 0.120 -3.451011
Note: CP = Cost Performance, DU = Demand Uncertainty, MSI = Manufacturing 
Schedule Instability, SA = Schedule Attainment, SDU = Supplier Delivery Uncertainty, 
SPQ = Supply Quality, SCO = Supply Chain Orientation, 
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 Appendix F
Internal Consistency Reliability
Construct
Cronbach's 
Alpha Scale Item
Corrected 
Item-Total 
Correlation
Cronbach's Alpha 
if Item Deleted
Demand Uncertainty 0.894
DU1 .761 .875
DU2 .847 .799
DU3 .768 .869
Manufacturing Schedule Instability 0.739
MSI1 .679 .591
MSI2 .730 .559
MSI3 .704 .584
MSI4 .128 .890
Supplier Delivery Uncertainty 0.896
SDU1 .811 .838
SDU2 .824 .827
SDU3 .752 .888
Supply Quality 0.889
SQ1 .720 .899
SQ2 .811 .819
SQ3 .829 .809
Schedule Attainment 0.930
SA1 .873 .897
SA2 .825 .914
SA3 .841 .908
SA4 .814 .917
Cost Performance 0.815
CP1 .690 N/A
CP2 .690 N/A
Supply Chain Orientation 0.898
SCO1 .701 .884
SCO2 .746 .877
SCO3 .739 .878
SCO4 .728 .880
SCO5 .776 .873
SCO6 .663 .890
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 Appendix G
Exploratory Factor Analysis (n = 235)
KMO and Bartlett's Test
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .886
Bartlett's Test of Sphericity Approx. Chi-Square 3968.105
Df 276
Sig. .000
Total Variance Explained
Component
Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings
Total % of Variance Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative %
1 8.721 36.336 36.336 8.721 36.336 36.336 4.127 17.196 17.196
2 3.003 12.514 48.851 3.003 12.514 48.851 3.475 14.479 31.676
3 2.163 9.012 57.862 2.163 9.012 57.862 2.495 10.398 42.073
4 1.558 6.491 64.353 1.558 6.491 64.353 2.466 10.275 52.348
5 1.378 5.742 70.095 1.378 5.742 70.095 2.455 10.230 62.578
6 1.290 5.375 75.470 1.290 5.375 75.470 2.453 10.222 72.800
7 1.008 4.199 79.669 1.008 4.199 79.669 1.649 6.869 79.669
8 .530 2.207 81.877
9 .493 2.053 83.930
10 .427 1.779 85.709
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 11 .409 1.704 87.413
12 .351 1.461 88.875
13 .326 1.357 90.231
14 .306 1.276 91.507
Extraction Method: Principal Component Analysis.
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 Rotated Component Matrixa
Component
1 2 3 4 5 6 7
DU1 -.178 -.149 .143 .195 .806 .182
DU2 -.165 -.182 .178 .116 .853 .197 -.108
DU3 -.182 -.156 .144 .162 .802 .198
MSI1 -.150 .255 .832 .138 .137 -.120
MSI2 -.155 -.122 .161 .832 .199 .137 -.138
MSI3 -.184 -.211 .839 .122 .107
SDU1 -.130 -.224 .820 .212 .203 .118
SDU2 -.178 -.193 .831 .157 .139 .213
SDU3 -.101 -.212 .797 .162 .133 .220 -.118
SQ1 .136 .144 .862 -.125
SQ2 -.141 -.173 .287 .115 .176 .811 -.115
SQ3 -.129 .260 .127 .258 .827
SA1 .898 -.106 -.185
SA2 .879 -.139 -.128 -.109
SA3 .154 .861 -.124 -.126 -.117 .135
SA4 .840 -.237 -.151
CP1 .207 -.238 .858
CP2 .158 .232 -.116 -.137 -.171 .838
SCO1 .748 .227 -.163 -.115 -.150
SCO2 .800 -.131 .120
SCO3 .824 -.118
SCO4 .782 -.162 -.107 .139
SCO5 .835 -.108 .143
SCO6 .757
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 6 iterations.
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