Abstract-The crucial points in machine learning research are that how to develop new classification methods with strong mathematic background and/or to improve the performance of existing methods. Over the past few decades, researches have been working on these issues. Here, we emphasis the second point by improving the performance of well-known supervised classifiers like Naive Bayesian, Decision Tree and k-Nearest Neighbor. For this purpose, recently developed rotational feature selection scheme is used before performing the classification task. It splits the training data set into different number of rotational non-overlapping subsets. Subsequently, principal component analysis is used for each subset and all the principal components are retained to create an informative set that preserve the diversity of the original training data. Thereafter, such informative set is used to train and test the classifiers. Finally, posterior probability is computed to get the classification results. The effectiveness of the rotational feature selection integrated classifiers is demonstrated quantitatively by comparing with aforementioned classifiers for 10 real-life data sets. Finally, statistical test has been conducted to show the superiority of the results.
I. INTRODUCTION
Classification is an important problem in data mining research [1] [2] [3] [4] [5] . It has been studied extensively by the mathematicians and computer science engineers to find a possible solution for knowledge acquisition or extraction. One of the main issues in classification task is to improve the efficiency of the existing classifiers. During the last decades, considerable attentions have been noticed for this task.
In this study we have used, Naive Bayesian (NB) [6] , Decision Tree (DT) [5] and k-Nearest Neighbor (k-NN) [7] classifiers to improve the performance. In this regards, rotational feature selection (RFS) [8] scheme is used to generate an informative set that can be used during testing and training for these classifiers. The RFS scheme works with Principal Component Analysis (PCA) to preserve the variability information of the rotational non-overlapping subsets of original data. Here the main motivation is to make a better diversified and accurate classifier. Diversity is achieved by using PCA, where it uses to extract the principal components of rotational subsets for the classifier and preservation of all principal components increases the accuracy.
The experimental studies conducted with available 10 real-life data sets from UCI repository [9] . The results show that all these classifiers, with rotational feature selection scheme can produce significantly higher accuracy more often than the conventional Naive Bayesian, Decision Tree and k-NN classifiers. Subsequently, t-test [10] , confusion matrix [11] and Kappa index [12] have been used to establish the superiority of the results produced by classifiers in conjunction with RFS scheme.
The rest of this paper is organized as follows: Section 2 briefly describes the Naive Bayesian, Decision Tree and k-NN classifiers. The proposed RFS integrated classification scheme is discussed in Section 3. Experimental study has been conducted in Section 4. Finally, Section 5 concludes this paper with an additional note of future work.
II. BRIEF DESCRIPTION OF CLASSIFIERS

A. Naive Bayesian Classifier
The Naive Bayes (NB) classifier [13] , [14] is developed based on the Bayes' theorem. It assumes that the attributes or features are conditionally independent for the given class label to compute the class-conditional probability. Therefore, the assumption of conditional independence is defined as follows:
where each attribute set , , . . . , consists of attributes. Thereafter, it uses to compute the conditional probability of each for given . In order to classify a test data, the classifier computes the posterior probability for each class and it is defined as follows:
Here, the posterior probabilities are computed by multiplying the prior probabilities with the class-conditional 2nd International Conference on Advances in Computer Science and Engineering (CSE 2013) probabilities. The prior probability of each class is calculated by the fraction of training points that belong to each class.
B. Decision Tree Classifier
C4.5 [5] is a decision tree generating algorithm and the extended version of ID3 algorithm. Both the algorithms are developed by Ross Quinlan. Moreover, the decision trees generated by C4.5 are often used for classification, thus it is also known as statistical classifier. To classify the data points, C4.5 uses the concept of entropy to build the decision trees from a set of training data. For this purpose, at every step, the highest information gain attribute is considered. Based on that attribute, decision is taken to split the training set into one or two subsets. The process will continue recursively until all nodes are exhausted. Thereafter, depending on user given parameters, C4.5 prunes the generated tree in order classifies the test data points.
C. k-Nearest Neighbor Classifier
k-Nearest Neighbor (k-NN) [7] classifier is one of the earliest, simple and popular classifier. The algorithm known as k-NN decision rule, can be stated as follow. Consider an unknown pattern vector x and a distance measure,
• At first out of N training patterns, k nearest neighbors, irrespective of the class labels, are chosen.
• Thereafter, the unknown vector x is assigned to the class φ , i =1, 2,...,c for which ∑ is maximum, where k i , denotes the neighboring pattern belonging to class . For k = 1 the algorithm is simply known as nearest neighbor rule. Various distance measures can be used including the simplest Euclidean and Mahalanobis. For large values of N, this simple classifier can show quite a good performance.
III. PROPOSED RFS INTEGRATED CLASSIFICATON SCHEME
Consider a training set £ , consisting of N independent data points, in which each ( , is described by an input attribute vector , ,…, and a class label . takes a value from the label space φ 1 ,φ 2 ,…,φ c . The main objective of a classification task is to use the information only from £ to construct a classifier which performs well on unseen data. For simplicity of the notations, let X be a N × d data matrix composed with the values of d input attributes for each training instance and be a column vector of size N, containing the outputs of each training instance in £ . Moreover, £ can also be expressed by concatenating X and vertically, that is £ . Also let F = {X 1 , X 2 ,...,X d } T be the attribute or feature set composed of d input attributes or features and C be the classifier.
Details of rotational feature selection method are mentioned in Algorithm 1, where to construct the training set for classifier, the feature set F is randomly split into S, subsets, known as F s . The subsets are disjoint in nature, to maximize the chance for high diversity. Then a submatrix X s is computed which corresponds to the attribute in F s and from this submatrix a new bootstrap sample ´ of size 75% of the samples are selected. Thereafter, PCA technique is applied to each subset to obtain a matrix D s and the diversity of the data is preserved by retaining all the principal components. Thus, S axis rotations take place to form an informative attributes for a base classifier. Subsequently, the matrix D s is arranged into a block diagonal matrix R. The training set for classifier C (which is Naive Bayesian or Decision Tree (C4.5) or k-NN classifier at a time) is constructed by rearranging the rows of R, so that they correspond to the original attributes in F. The rearranged rotation matrix is and training set for classifier C is [X , ].
In the testing phase, given a test sample I, let C j (I be the posterior probability produced by the classifier C on the hypothesis that I belongs to class φ . Then the confidence for a class is determined by the posterior probability. Formally, it can be defined as follows:
Thereafter, I is assigned to the class with the largest confidence. Note that while running the RFS algorithm to solve a classification task, parameter like S is needed to be specified in advance.
IV. EXPERIMENTAL RESULTS
The RFS scheme is integrated with Naive Bayesian, Decision Tree (C4.5) and k-NN classifiers and their effectiveness is demonstrated by comparing with conventional classifiers for 10 real-life data sets. Table I gives the information about data sets with different characteristics. The first column of that Table giving the name of different data sets, The second and third columns respectively gives the sample size and number of classes of each data set. The last column summarizes the information of total number of input attributes. During preprocessing of each dataset, missing value instances are deleted from data sets.
A. Data Sets
B. Predicted Output analysis
The Naive Bayesian, Decision Tree (C4.5) and k-NN classifiers as well as RFS integrated scheme are implemented by using the Matlab software of version 7.1. by rearranging the rows of R. 9: Train the classifier C using [X , ] as the training set. 10: Test the sample I using C and compute posterior probability to assign class label. 11: return Class label of I and Prediction Accuracy of Classifier. The value of S (S Number of feature sets) is not fixed for each data set, thus we adjusted it manually depending on the attribute numbers of the data sets. Here, each method executed 20 times and their prediction accuracy is summarized by computing mean, standard deviation and kappa index [12] . Finally, statistical test has been conducted to show the superiority of the results produced by integrated RFS classifiers. Note that the value of k for k-NN classifiers is set to 13 for all the data sets.
Algorithm 1
In Table II , the mean and Standard deviation of the predicted accuracy (expressed in %) for each data set are described, to quantitatively judge the performance of integrated RFS classifiers. The classification methods are used twice, first the classifier are used with the integration of RFS scheme and second, only the conventionals' are used. For each data set and classifier, the values following "±" are their respective standard deviations. As can be seen from the results, classifiers with RFS method produce consistent better results for most of the data sets, but one or two odd cases are also seen. For example, "Yeast" data set using all classifiers gives abnormally low accuracy rates for both integrated RFS and conventional classifiers. In order to see, statistical superiority of the integrated RFS classifiers a onetailed paired t-test [10] is performed with the significance level α = 0.05. The results for which a significant difference between conventional classifiers and integrated RFS classifiers are found and marked with a bullet or an open circle next to the values of standard deviation (SD) in Table  II . A bullet beside any SD result denotes that integrated RFS classifiers are significantly better than conventional classifiers and an open circle next to any SD result shows that conventional classifiers are better than the integrated RFS classifiers.
In Table III , "Win-Tie-Loss" information is given where the significant difference in performance between the integrated RFS classifiers and the corresponding conventional classifiers are denoted by "Win" values. The "Tie" indicates the number of data sets on which the difference between the performance of RFS integrated classifiers and its corresponding algorithm is not significant, [11] is also used to judge the performance of different classifiers. Each classified instance is mutually exclusively located in the confusion matrix. The diagonal cells in the matrix, gives information about the correctly classified instances where all the off diagonal cells represent miss classified instances. Here, confusion matrixes of all the data sets for all classifiers are computed. Among them, best four confusion matrices of Vehicle, Glass, Dermatology and Car data sets for RFS integrated Naive Bayesian classifier are shown in Figure 1 . Along with Confusion matrix [11] , Kappa index [12] is used here to justify the accuracy assessment of different classifiers. The higher value of kappa (close to one) indicates better accuracy. For most of the cases, it has been found from Table IV that the kappa values are better for RFS integrated classifiers than there corresponding conventional classifiers. 
V. CONCLUSIONS
This paper presents a novel performance enhancement technique for classifiers using rotational feature selection scheme. The performance of the classifiers like Naive Bayesian, Decision Tree (C4.5) and k-NN is boosted with the integration of RFS scheme. For this process, first the data set is divided into different subsets, thereafter principal component analysis separately run on each subset to generate an informative subsets, which are reassembled later by keeping all the principal components. As a result, the original data is transformed linearly into an informative set. Thereafter, such set is used for training and testing the classifiers. Finally, the classification is done by computing the posterior probability. The experimental results, demonstrate the effectiveness of the RFS integrated classifiers quantitatively by comparing it with conventional classification techniques for 10 real-life data sets. Statistical test like one-tailed paired t-test has been performed and that also suggests the superiority of the results produced by RFS integrated classifiers.
Our future research, will aim to improve the classifier performance further. In this regards, different feature selection algorithms such as ICA, sub PCA, ect. can be used. Moreover, RFS integrated classifiers can be applied for pixel classification of satellite imagery [15] [16] [17] [18] , microarray classification [19] , protein translational modification site prediction [20, 21] , human leukocyte antigen class II binding peptide prediction [22] ect. The authors are currently working towards achieving these goals.
