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G-structures entie`res et modules de Wach
Lionel DORAT
Abstract.
In this paper, we study the tannakian properties of the Fontaine-
Laffaille functor Vcris thanks to the theory of Wach’s modules. We
construct a point of the torsor linking cristalline representations and
weakly admissible filtered modules, preserving the lattices in the sens
of the Fontaine-Laffaille correspondance.
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Introduction
Dans tout ce travail, p est un nombre premier impair, K un corps de ca-
racte´ristique 0, complet pour une valuation discre`te, absolument non ramifie´
et de corps re´siduel k parfait de caracte´ristique p. Nous noterons W l’anneau
des vecteurs de Witt a` coefficients dans k, c’est donc l’anneau des entiers de K.
Tous trois sont munis d’une action de Frobenius, note´e σ. Fixons K une cloture
alge´brique de K, et posons ΓK = Gal(K,K). Nous noterons C le comple´te´ de
K et X : ΓK → Z∗p de´signera le caracte`re cyclotomique de ΓK (c’est-a`-dire que
g(z) = zX (g) pour tout g ∈ ΓK et pour toute racine de l’unite´ z ∈ K d’ordre
une puissance de p). Nous allons e´tudier les repre´sentations continues de ΓK
dans des Qp-espaces vectoriels de dimension finie.
Nous nous restreindrons aux repre´sentations cristallines, condition ve´rifie´e dans
bien des cas issus de la ge´ome´trie (par exemple, pour le module de Tate ou la
cohomologie e´tale a` coefficients dans Qp d’une varie´te´ abe´lienne ayant bonne
re´duction). L’avantage de ces repre´sentations est que J.-M. Fontaine et P. Col-
mez ont montre´ dans [Fon94b] et [CF00] qu’elles forment une cate´gorie tanna-
kienne, qui est ⊗-e´quivalente a` la cate´gorie tannakienne des Φ-modules filtre´s
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sur K faiblement admissibles (c’est a` dire ceux qui ont des re´seaux fortement
divisibles).
Le foncteur qui induit cette e´quivalence de cate´gories se de´crit de la manie`re
suivante : si V est une repre´sentation p-adique cristalline, le Φ-module filtre´
associe´ est Dcris,p(V ) = (V ⊗Qp Bcris)
ΓK (le quasi-inverse est donne´ par : pour
D un Φ-module filtre´ faiblement admissible, Vcris,p(D) = Fil
0(D⊗K Bcris)Φ).
De plus, l’application
Vcris,p(D)⊗Qp Bcris → D ⊗K Bcris
issue de la multiplication de Bcris est un isomorphisme (pre´servant l’action de
ΓK, la filtration, et le morphisme Φ). Cela peut se traduire de la fac¸on suivante :
en notant wV le foncteur oubli qui a` la Qp-repre´sentation cristalline V associe
le Qp-espace vectoriel sous-jacent a` V , et wD celui qui associe le K-espace
vectoriel sous-jacent a` Dcris,p(V ), alors les ⊗-isomorphismes du foncteur fibre
wV ⊗Qp K sur le foncteur fibre wD, Isom(wV ⊗Qp K, wD), forment un torseur
sous Aut⊗(wV )|K et sous Aut
⊗(wD), qui est non vide sur Bcris.
Du coˆte´ des Φ-modules filtre´s sur K, nous disposons de la notion de re´seaux
fortement divisibles (dont l’existence est une condition ne´cessaire et suffisante
pour que le module soit faiblement admissible), qui sont des Φ-modules filtre´s
sur W (cf. paragraphe 1.3). J.-M. Fontaine et G. Laffaille ont montre´ dans
[FL82] que, si la longueur de la filtration est strictement plus petite que p −
1, il existe une e´quivalence de cate´gories abe´liennes entre re´seaux fortement
divisibles d’un module filtre´ faiblement admissible, et les re´seaux stables de la
repre´sentation cristalline associe´e.
Plus pre´cise´ment, a` M un Φ-module filtre´ sur W ve´rifiant Fil1(M) = {0}
et Fil2−p(M) = M , ils associent le re´seau Vcris(M) = Fil
0(M ⊗W Acris)ϕ
0
,
et cette construction induit un foncteur exact, pleinement fide`le (dont nous
noterons Dcris un quasi-inverse). Deux proble`mes apparaissent : la condition
sur la filtration n’est pas stable par produit tensoriel, et l’application naturelle
Vcris(M)⊗Zp Acris →M ⊗W Acris
n’est pas un isomorphisme (le de´terminant est une puissance de t, non inversible
dans Acris). De plus, une question naturelle se pose : est-ce qu’il existe un
point f de Isom(wV ⊗Qp K, wD) qui envoie un re´seau galoisien sur celui qui
lui correpond d’apre`s la correspondance de Fontaine-Laffaille ? Re´pondre a` ces
questions revient a` e´tudier les proprie´te´s tannakiennes de Vcris.
L’ide´e va eˆtre d’introduire la the´orie des modules de Wach de L. Berger (voir
[Ber04]), qui a` un re´seau d’une Qp-repre´sentation cristalline associe un (ϕ,Γ)-
module dont un quotient redonne le Φ-module filtre´ sur W correspondant a`
la the´orie de Fontaine-Laffaille. Le proble`me se rame`ne alors a` : pouvons-nous
a` partir d’un Φ-module filtre´ sur W reconstruire le module de Wach corres-
pondant ? Pouvons-nous le faire de manie`re a` ce que cette construction soit
fonctorielle ?
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Le re´sultat technique principal de cet article est la construction a` partir des
ide´es de N. Wach d’un foncteur de la cate´gorie des modules de Fontaine-
Laffaille vers la cate´gorie des modules de Wach. Plus pre´cise´ment, notons
MF−hW la cate´gorie des Φ-modules filtre´sN libres surW tels que Fil
−h(N) = N ,
Fil1(N) = {0} (cf. paragraphe 1.3 pour plus de de´tails) et MFW < −h >
la cate´gorie engendre´e par MF−hW pour les ope´rations de sous-objets, objets
quotients, produit tensoriel et somme directe, Vcris le foncteur de Fontaine-
Laffaille, ΓΦM−hS la cate´gories des duaux des modules de Wach de hauteur
h (ce qui correspond a` des modules de Wach d’apre`s la de´finition de [Ber04])
et ΓΦM−S la re´union des ΓΦM
−h
S , N le foncteur “module de Wach”, VOE
le foncteur de Fontaine pour les (ϕ,Γ)-module sur OE , Vcris,p le foncteur de
Fontaine pour les Φ-modules filtre´s sur K admissibles, et j : S → OE qui induit
le foncteur extension des scalaires j∗ de la cate´gorie des modules de Wach vers
la cate´gorie des (ϕ,Γ)-modules sur OE .
The´ore`me 1. Soit h un entier compris entre 0 et p − 2, alors il existe un
foncteur F− exact, pre´servant le produit tensoriel, fide`le et pleinement fide`le
de MFW < −h > vers ΓΦM
−
S . Restreint a` MF
−h
W , ce foncteur est essentiel-
lement surjectif sur ΓΦM−hS . De plus, pour tout objet M de MF
−h
W , F
−(M)
est fonctoriellement isomorphe a` N(Vcris(M)). Dans le cas ge´ne´ral, F
−(M)
s’interpre`te encore comme le module de Wach du re´seau galoisien correspon-
dant au (ϕ, γ)-module sur OE engendre´ par F
−(M). En outre, VOE ◦j
∗◦F− est
isomorphe (comme foncteur) a` Vcris,p une fois p rendu inversible, et a` Vcris
une fois restreint a` la cate´gorie MF−hW .
Remarque 1. Ce the´ore`me est optimal, dans le sens ou` nous ne pouvons
espe´rer que F− soit essentiellement surjectif sans la restriction sur h.
Pour illuster, le the´ore`me nous dit essentiellement que le diagramme suivant
est commutatif (ou` bien suˆr il faut resteindre la cate´gorie des re´seaux des
repre´sentations cristallines a` ceux a` poids de Hodge-Tate dans [[0, h]]) :
Rep
cris,h
Zp
(ΓK)
Dcris //
DOE
 N **UU
UU
UU
UU
UU
UU
UU
UU
UU
MF−hW
F−

Vcris
oo
ΓΦMetOE
VOE
OO
ΓΦM−S
j∗
oo
modpi
OO
et, une fois p rendu inversible,
RepcrisQp (ΓK)
DE

N
++VV
VVV
VV
VVV
VVV
VVV
VVV
VVV
MFW < −h >⊗K
F−

Vcris,p
oo
ΓΦMetE
VE
OO
ΓΦM−
S[ 1
p
]
j∗
oo
modpi
OO
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ou` F− est fide`le, pleinement fide`le, pre´serve le produit tensoriel, et suivant
les cas, peut eˆtre essentiellement surjectif (et MFW < −h >⊗K repre´sente
juste la cate´gorie forme´e des objets de MFW < −h > ou` nous avons rendu p
inversible, c’est a` dire la cate´gorie engendre´e pour les ope´rations de produit
tensoriel, somme directe, sous-objet et objet quotient, par les modules filtre´s
sur K admissibles a` pente compris entre 0 et −h).
De ce the´ore`me, nous en de´duisons le corollaire voulu :
The´ore`me 2. Il existe un point du torseur Isom(wV ⊗Qp K, wD) a` coefficient
dans le corps Ênr qui pre´serve les re´seaux de Fontaine-Laffaille, c’est a` dire qui
identifie les re´seaux stables par Galois des repre´sentations cristallines a` poids
de Hodge-Tate dans [[0, p−22 ]] au W -module filtre´ correspondant par la the´orie
de Fontaine-Laffaille.
Pour obtenir un re´sultat sur K plutoˆt que sur Ênr, il faut modifier le proble`me.
Conside´ronsG un groupe alge´brique lisse sur Zp et une repre´sentation ρ : ΓK →
G(Zp). Supposons donne´e une immersion ferme´e α de G dans GLU , pour U
un Zp-module libre de rang fini, telle que la repre´sentation α ◦ ρ de ΓK (dans
GL(U⊗ZpQp)) soit cristalline a` poids de Hodge-Tate dans [[0, h]] avec h un entier
compris entre 0 et p−22 . Notons V = U⊗ZpQp. Par un the´ore`me de Chevalley, il
existe un Qp-espace vectoriel VG dans
⊕
i End(V )
⊗i (en faisant agir GLV natu-
rellement sur V ∗ et trivialement sur V , dans End(V ) = V ⊗V ∗) tel queG×ZpQp
soit le groupe alge´brique forme´ de l’ensemble des e´le´ments de GLV qui laissent
stable VG. Alors, par le foncteur de Fontaine-Laffaille, nous pouvons de´finir na-
turellement un groupe GD sur D = Dcris,p(V ) comme l’ensemble des e´le´ments
de GLD laissant stable Dcris,p(VG). Un corollaire de la proposition 6.3.3 de
[Fon79] nous donne l’existence d’un e´le´ment de Isom(wV ⊗Qp K, wD)(K), donc
en particulier d’un isomorphisme de K-modules
f : V ⊗Qp K → D
qui identifie G ×Zp K a` GD. Le comportement de f vis-a`-vis des re´seaux est
a` priori inconnu. Pour l’e´tudier, nous introduisons un G-torseur Isom de´fini
sur W , qui est heuristiquement le G-torseur obtenu a` partir de Isom(wV ⊗Qp
K, wD) (c’est a` dire une forme sur W du G ×W K torseur obtenu a` partir de
Isom(wV ⊗Qp K, wD)). Le re´sultat suivant se montre alors en montrant que
Isom est un G-torseur trivial sur W :
The´ore`me 3. Sous les hypothe`ses pre´ce´dentes, si M = Dcris(U), il existe un
sous-groupe alge´brique GM de GLM sur W , avec GM ×W K = GD, et il existe
f un isomorphisme de W -modules
f : U ⊗Zp W →M
qui identifie G a` GM .
De plus, si U ′ est un re´seau de U ⊗Zp Qp laisse´ stable par l’action de G, alors
f [ 1p ] envoie U
′ ⊗Zp W sur Dcris(U
′).
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Remarque 2. Ce the´ore`me nous donne en particulier que les re´seaux U et M
ont la meˆme position vis a` vis du groupe G.
Avec des hypothe`ses plus fortes sur α, nous pouvons affaiblir l’hypothe`se sur
h. Une application directe de ce re´sultat concerne la semi-simplifie´e d’une
repre´sentation cristalline a` poids de Hodge-Tate petits : le groupe alge´brique
H engendre´ par l’image de Galois sur Qp est alors connexe et re´ductif, donc
en appliquant les re´sultats cite´s dans [Tit79] (paragraphe 3.2 et 3.4.1), il existe
un groupe alge´brique lisse G de´fini sur Zp, tel que G(Zp) contienne l’image de
Galois, et dont la fibre ge´ne´rique est H . Le The´ore`me 3 s’applique alors.
1 Rappels
1.1 Rappels sur les (ϕ,Γ)-modules
1.1.1 De´finition de OE
Soit R l’ensemble des suites x = (x(n))n∈N forme´es d’e´le´ments de OK¯/pOK¯
ve´rifiant (x(n+1))p = x(n) pour tout n (cf. [Fon82], p. 535). C’est un anneau
parfait de caracte´ristique p, muni d’une valuation ; son corps re´siduel s’iden-
tifie a` k. Son corps des fractions FrR est un corps alge´briquement clos de
caracte´ristique p, et R est inte´gralement clos dans FrR.
Si A est une k-alge`bre, W (A) de´signe l’anneau des vecteurs de Witt a` coeffi-
cients dans A. Notons Zps = W (Fps), Z
nr
p = W (Fp), W = W (k), WK(A) =
K ⊗W W (A) = W (A)[
1
p ] et si a ∈ A, [a] = (a, 0, · · · , 0, · · · ) le repre´sentant de
Teichmu¨ller de a dansW (A). Le Frobenius x ∈ A 7→ xp ∈ A s’e´tend a`W (A) en
ϕ (encore appele´ l’endomorphisme de Frobenius) par fonctorialite´, ainsi qu’a`
WK(A) ; nous noterons σ le Frobenius surW et sur K (si λ ∈ W , σ(λ) := ϕ(λ)).
En particulier ceci s’applique a` W (R), W (FrR) et WK(FrR).
D’autre part, le groupe ΓK ope`re par fonctorialite´ sur R, FrR et W (Fr(R)),
et les anneaux W (R), W (FrR) et WK(R) s’identifient a` des sous-anneaux de
WK(FrR) stables par ϕ et ΓK.
Notons Zp(1) = lim←−
n∈N
µpn(K¯) le module de Tate du groupe multiplicatif et pour
tout i ∈ N, Zp(i) = Zp(1)⊗i et Zp(−i) son dual. Pour tout Zp-module T , et
pour tout i ∈ Z, posons T (i) = T ⊗Zp Zp(i).
Le module de Tate Zp(1) = Tp(Gm) s’identifie au sous Zp-module du groupe
multiplicatif des unite´s de R congrues a` 1 modulo l’ide´al maximal, forme´ des
x tels que x(0) = 1. Choisisons un ge´ne´rateur de ce module, c’est-a`-dire un
e´le´ment ε = (ε(n))n∈N ∈ R tel que ε(0) = 1 et ε(1) 6= 1, et conside´rons l’e´le´ment
pi = [ε] − 1 dans W (R). Alors l’adhe´rence S de la sous W -alge`bre de W (R)
engendre´e par pi s’identifie a` l’alge`bre W [[pi]] des se´ries formelles en pi a` coeffi-
cients dans W ; de plus S est stable par ϕ et ΓK, et nous avons les relations
suivantes :
ϕ(pi) = (1 + pi)p − 1
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g(pi) = (1 + pi)X (g) − 1
pour g ∈ ΓK.
Soit Kn le sous corps de K¯ engendre´ sur K par les racines pn-ie`mes de l’unite´,
et K∞ = ∪n∈NKn. Notons Γ = Gal(K∞/K) et HK le noyau de la projection de
ΓK sur Γ. Le groupe HK agit trivialement sur S. Si Γf est le sous-groupe de
torsion de Γ, posons S0 = S
Γf ainsi que Γ0 = Γ/Γf ; J.-M. Fontaine a montre´
(cf. [Fon90], p. 268-273) que S0 = W [[pi0]], ou` pi0 = −p +
∑
a∈Fp
[ε][a]. Notons
q = p+ pi0. S0 est munie d’une action naturelle de Γ0.
Notons OE le comple´te´ pour la topologie p-adique de S[
1
pi ]. C’est l’anneau
des entiers d’un corps complet pour une valuation discre`te, absolument non
ramifie´, note´ E . Comme pi est inversible dans W (FrR), l’inclusion de S dans
W (R) se prolonge en un plongement de S[ 1pi ] dans W (FrR), et OE s’identifie
a` l’adhe´rence de S[ 1pi ] dans W (FrR) pour la topologie p-adique, tandis que
E = OE [
1
p ] s’identfie a` un sous-corps de WK(FrR). Alors si E = OE/p, OE =
S/pS = k[[p˜i]], ou` p˜i est la re´duction modulo p de pi.
De plus, si Eˆnr de´signe l’adhe´rence dans WK(FrR) de l’extension maximale
non ramifie´e Enr de E contenue dans WK(FrR) et OEˆnr son anneau des entiers,
OEˆnr/p est une cloˆture se´parable E
sep de E, avec une identification des groupes
de Galois
HK = Gal(E
sep/E) = Gal(Enr/E).
1.1.2 (ϕ,Γ)-modules et repre´sentations galoisiennes
Nous ne conside´rerons des (ϕ,Γ)-modules que sur S ou OE (nous conside´rerons
aussi des (ϕ,Γ0)-modules de´finis sur S0). Soit A l’un des anneaux pre´ce´dent.
Un (ϕ,Γ)-module sur A est un A-module muni d’un endomorphisme ϕ, semi-
line´aire par rapport a` σ muni en plus d’une action continue de Γ, semi-line´aire
par rapport a` l’action de Γ surA, cette action commutant avec l’endomorphisme
ϕ. Nous les supposerons toujours e´tale, c’est a` dire de type fini sur A et tels que
l’application line´aire Φ : Mσ →M , de´duite de ϕ en posant Φ(λ ⊗ x) = λϕ(x)
pour λ ∈ A et x ∈ M est bijective. Les (ϕ,Γ)-modules e´tales (avec comme
morphismes les morphismes A-line´aires commutants a` ϕ et a` Γ) de´finissent une
⊗-cate´gorie abe´lienne note´e ΓΦMe´tA (cf. [Fon90] p.273).
Appelons repre´sentation Zp-adique de ΓK la donne´e d’un Zp-module de type
fini muni d’une action line´aire et continue de ΓK. Un morphisme sera une
application Zp-line´aire commutant a` l’action de ΓK. Notons RepZp(ΓK) la
cate´gorie des repre´sentations Zp-adique de ΓK. La cate´gorie RepQp(ΓK) est
de´fini de meˆme.
J.-M. Fontaine a montre´ dans [Fon90] (p. 274) qu’il existait une e´quivalence de
cate´gories entre ΓΦMe´tOE et RepZp(ΓK) induite par le foncteur DOE (T ) =
(ObEnr ⊗Zp T )
HK pour T une Zp-repre´sentation de ΓK, et son quasi invers
VOE (N ) = (ObEnr ⊗OE N )
ϕ=1. La multiplication dans ObEnr induit alors une
G-structures entie`res et modules de Wach 7
application naturelle et fonctorielle :
VOE (N )⊗Zp ObEnr
ψN
// N ⊗OE ObEnr
pour N un objet de la cate´gorie ΓΦMe´tOE .
1.2 Repre´sentations cristallines
1.2.1 Repre´sentations cristallines
Pour la de´finition de Acris et de t := log([ε]), nous renvoyons a` [Fon94a]
par exemple. Nous noterons Bcris = Acris[
1
t ]. Soit V un Qp-espace vectoriel
de dimension finie, et ρ : ΓK → GL(V ) une repre´sentation continue de ΓK.
De´finissons Dcris,p par
Dcris,p(V ) = (V ⊗Qp Bcris)
ΓK
Alors Dcris,p(V ) est un K-espace vectoriel, et dimKDcris,p(V ) ≤ dimQp V .
De´finition 3. La repre´sentation (ρ, V ) est cristalline si dimKDcris,p(V ) =
dimQp V .
Notons RepQp,cris(ΓK) la sous-cate´gorie pleine de RepQp(ΓK) forme´e par les
repre´sentations cristallines. De´finissonsMFK la cate´gorie des Φ-modules filtre´s
sur K : un objet D deMFK est un K-espace vectoriel de dimension finie muni
d’une filtration (Fili(D))i∈Z forme´e de sous-espaces vectoriels, fitration qui est
de´croissante, exhaustive se´pare´e, et muni d’une application σ-semi-line´aire bi-
jective Φ : D → D. Dcris,p(V ) est alors naturellement un Φ-module filtre´. Un
e´le´ment de l”image essentiel du foncteur Dcris,p(V ) restreint a` RepQp,cris(ΓK)
est appele´ admissible. Notons MFadK la sous-cate´gorie pleine de MFK forme´e
des modules admissibles.
RepQp(ΓK) et MF
ad
K sont deux cate´gories tannakiennes, le foncteur Dcris,p
induit une e´quivalence de ⊗-cate´gories entre ces deux cate´gories, et un quasi-
inverse est donne´ par le foncteur Vcris,p(D) = Fil
0(D ⊗K Bcris)
Φ=1 . L’ap-
plication naturelle (provenant de la multiplication dans Bcris)
Vcris,p(D)⊗Qp Bcris → D ⊗K Bcris (4)
est alors une bijection.
1.2.2 Poids de Hodge-Tate
Rappelons que pour ρ : ΓK → GLQp(V ) une repre´sentation continue sur un
Qp-espace vectoriel de dimension finie, l’action de ΓK peut s’e´tendre a` VC =
V ⊗Qp C via g(v ⊗ x) = ρ(g)(v)⊗ g(x). Notons alors pour i ∈ Z, VC{i} = {v ∈
VC|∀g ∈ ΓK, g(v) = X (g)iv}. VC{i} est un K-sous espace vectoriel de VC tel
que l’injection VC{i} → VC s’e´tend en une injection C-line´aire⊕
i∈Z
VC{i} ⊗K C→ VC
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Alors V est dit de Hodge-Tate si cette injection est une bijection. Les poids de
Hodge-Tate sont alors les i ∈ Z tels que dimK VC{i} 6= 0. Si V est cristalline,
alors elle est de Hodge-Tate, et ses poids de Hodge-Tate sont les oppose´es des
sauts de la filtration de Dcris,p(V ).
1.3 Rappels sur les Φ-modules
La cate´gorie qui va nous interesser est la cate´gorieMFW,tf dite des Φ-modules
filtre´s sur W , dont les objets sont les W -modules N de type fini, muni
– d’une filtration de´croissante exhaustive et se´pare´e forme´e de sous-modules
(Fili(N))i∈Z ;
– pour tout i ∈ Z, d’une application σ-semi-line´aire ϕi : Fili(N) → N telle
que ϕi|Fili+1(N) = pϕ
i+1 ;
– il existe i ∈ Z avec Fili(N) = {0} ;
– les Fili(N) sont des facteurs directs dans N ;
–
∑
i∈Z
ϕi(Fili(N)) = N .
Les morphismes de cette cate´gorie sont donne´s par les applicationsW -line´aires
compatibles aux filtrations et commutants aux ϕi. C’est une ⊗-cate´gorie qui
est abe´lienne, Zp-line´aire, qui posse`de des Hom internes (cf. [Win84]).
Soit X (respectivement Xs pour s ∈ N∗) le groupe additif des applications
pe´riodiques (respectivement ayant s pour pe´riode) de Z dans Z. Le Frobenius
σ agit sur X par ∀ξ ∈ X, ∀i ∈ Z, σ(ξ)(i) = ξ(i + 1), et laisse donc stable les
Xs.
Pour tout objet N de MFW,tf , si (Ni)i∈Z est un scindage de (Fil
i(N))i∈Z,
posons pour x ∈ N tel que x =
∑
i
xi avec xi ∈ Ni, fN(x) =
∑
i
ϕiN (xi). Soit
pour tout ξ ∈ X , le W -module N{ξ} := {x ∈ N |f jN(x) ∈ Nξ(j) pour tout
j ∈ Z}. Le module N est dit e´le´mentaire si N = ⊕ξ∈XN{ξ}.
Lemme 5. Si N est un module e´le´mentaire, dont le module sous-jacent est libre
sur W ou sur k, alors il existe une base (eiξ)ξ∈X, 1≤i≤rg(Nξ) telle que ϕ
ξ(0)(eiξ) =
eiσ(x).
J.-P. Wintenberger a montre´ dans [Win84] :
The´ore`me 6. Pour tout objet N de MFW,tf , il existe un et un seul scindage
de la filtration de N tel que
– il existe un (unique) uN ∈ AutW (N) tel que (N, (Ni), u
−1
N ◦ fN) soit
e´le´mentaire ;
– N/pN ait une suite de composition dont les quotients successifs sont des
modules e´le´mentaires.
Ce scindage ve´rifie les proprie´te´s de fonctorialite´ attendues.
Posons enfin MF
[a,b]
W,tf (resp. MF
[a,b]
W ) la sous-cate´gorie pleine de MFW,tf
forme´e des W -modules M (resp. modules libres) tels que Fila(M) = M et
Filb+1(M) = {0}. Notons MF−hW,tf = MF
[−h,0]
W,tf , MF
h
W,tf = MF
[0,h]
W,tf et
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MF±hW,tf = MF
[−h,h]
W,tf (de meˆme sans le symbole tf). Pour terminer, nous
de´signerons par MFW,tf < h > la cate´gorie engendre´e par MF
h
W dans la
cate´gorie MFW,tf pour les ope´rations de sous-objet, objet quotient, somme
directe et produit tensoriel.
Soit D un Φ-module filtre´ sur K admissible. Alors il posse`de des sous-re´seaux
fortement divisible, M , c’est-a`-dire un re´seau M ve´rifiant
∑
i∈Z
p−iΦ(Fili(D) ∩
M) = M . En posant Fili(M) = Fili(D) ∩M , ϕi = p−iΦ|Fili(M), M devient
un Φ-module filtre´ sur W . Re´ciproquement, si M est un objet de MFW,tf
libre sur W , en posant D := K ⊗W M , Fil
i(D) := K ⊗W Fil
i(M), et pour
xi ∈ Fil
i(M), Φ(xi) := p
iϕi(xi), l’objet D ainsi construit est un Φ-module
filtre´ sur K faiblement admissible (et donc en fait admissible) dont M est un
re´seau fortement divisible. Par contre, diffe´rents M peuvent donner le meˆme
D. Nous noterons DM ce Φ-module filtre´ sur K faiblement admissible construit
a` partir de M .
1.3.1 Le the´ore`me de Fontaine-Laffaille
De´finition 7. Pour tout objet M de MFW,tf tel que Fil
1(M) = {0}, soit
Vcris(M) la repre´sentation galoisienne de´finie par :
Vcris(M) = Fil
0(M ⊗W Acris)
ϕ0
Si M est libre comme W -module, Vcris(M) est un Zp-module libre (c’est un
sous-re´seau de Vcris,p(DM )).
The´ore`me 8 (The´ore`me de Fontaine-Laffaille). Si nous nous restreignons a` la
sous-cate´gorie pleine des M ve´rifiant Fil2−p(M) =M et Fil1(M) = {0}, alors
le foncteur Vcris ainsi de´fini est exact et pleinement fide`le. De plus si M est
libre sur W , Vcris(M) est un re´seau de la repre´sentation galoisienne associe´e
a` DM (c’est-a`-dire que rgZp(Vcris(M)) = rgW (M)).
Nous noterons Dcris un quasi-inverse a` Vcris.
2 Construction du foncteur
2.0.2 Rappels sur Γ0ΦM
h
S0
Notons Γ0ΦM
h
S0
(ΓΦMhS se de´finit de la meˆme fac¸on) la sous-cate´gorie pleine
de la cate´gorie des (ϕ,Γ0)-modules sur S0 (cf. paragraphe 1.1) forme´e des objets
N ve´rifiant :
– le S0-module sous-jacent est de type fini et sans p
′-torsion (i.e. pour tout
e´le´ment irre´ductible λ de S0 non associe´ a` p, N est sans λ-torsion),
– le S0-module N/Φ(N ⊗σ S0) est annule´ par q
h (ou` q = pi0 + p),
– le groupe Γ0 agit trivialement sur N/pi0N .
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Elle est abe´lienne si 0 ≤ h ≤ p − 2, et l’inclusion j : S0 → OE induit un
foncteur j∗ : Γ0ΦM
h
S0
→ ΓΦMe´tOE pleinement fide`le qui est une e´quivalence de
cate´gorie pour 0 ≤ h ≤ p − 2 sur son image essentielle (cf. [Fon90], p.301). Si
N est un objet de Γ0ΦMhS0 , alors j
∗(N ) a pour espace sous-jacent N ⊗S0 OE .
Nous ferons souvent l’abus de notation de n’e´crire que l’espace sous-jacent pour
de´signer j∗(N ).
Si 0 ≤ h ≤ p − 2 et N un objet de Γ0ΦM
h
S0
, N. Wach a montre´ qu’il est
possible de munir N = N/pi0N d’une structure de Φ-module filtre´ sur W en
posant
Filr N = {x ∈ N tels qu’il existe un rele`vement x̂ ∈ N de x avec ϕ(x̂) ∈ qrN}
et pour tout x ∈ Filr N , ϕr(x) e´gal a` l’image de ϕ(bx)qr dans N . Elle a alors
de´montre´ le the´ore`me suivant (cf. [Wac97], p.231) :
The´ore`me 9. Soit 0 ≤ h ≤ p−2. Pour tout objet N de Γ0ΦMhS0, le Φ-module
filtre´ i∗(N ) = N/pi0N est un objet de MF
h
W,tf ; le foncteur i
∗ ainsi de´fini est
exact et fide`le.
2.0.3 Foncteur entre MFhW et Γ0ΦM
h
S0
N. Wach a donne´ les ide´es pour construire un quasi-inverse a` i∗ : a` partir d’un
objet N de MFhW avec 0 ≤ h ≤ p − 2 et d’une base adapte´e a` la filtration,
elle a construit un objet N tel que i∗(N ) = N . Nous allons montrer qu’en se
fixant un scindage fonctoriel de la filtration, nous rendons cette construction
fonctorielle.
Proposition 10. Soit MF+W,tf la sous-cate´gorie pleine forme´e de la re´union
desMFhW,tf (meˆme de´finition pour Γ0ΦM
+
S0
). A tout scindage fonctoriel de la
filtration des objets de MF+W,tf nous pouvons associer un foncteur de MF
+
W,tf
vers ΦMe´tS0 (la cate´gorie des ϕ-modules sur S0 dont l’extension a` OE donne
un ϕ-module e´tale), qui soit fide`le, additif, exact, et qui pre´serve le produit
tensoriel.
De´monstration. Si N est un objet de MF+W,tf , et N = ⊕Ni le scindage de la
filtration, il suffit de construire sur N ⊗W S0 une structure de ϕ-module par :
l’application ϕi e´tant de´fini sur Fili(N), elle se restreint a` Ni, permettant de
poser ϕN e´gal a` q
iϕi sur Ni, c’est-a`-dire
∀x ∈ Ni, ϕN (x) = q
iϕi(x)
Nous prolongeons cette de´finition a` N ⊗W S0 tout entier en utilisant la semi-
line´arite´ de ϕN . Les proprie´te´s de fonctorialite´ de´coulent alors de celles du
scindage de la filtration. Au niveau des fle`ches, ce foncteur est construit de la
manie`re suivante : si f : N → N ′ est un morphisme de Φ-modules filtre´s, le
foncteur lui associe f ⊗ Id.
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Remarque 11. Nous pouvons e´tendre ce foncteur de la meˆme fac¸on en un
foncteur de la cate´gorie des Φ-modules filtre´s libres sur W vers ΦMe´tOE , qui
pre´serve sous-objet, objet quotient, somme directe, produit tensoriel et dual.
N. Wach a montre´ la proposition suivante (cf. le lemme 3.1.6 p.233 de [Wac97]) :
Proposition 12. Supposons 0 ≤ h ≤ p−2. Alors pour tout objet N de MFhW,
il existe une unique action de Γ0 sur N⊗W S0 triviale modulo pi0 et commutant
au ϕN construit comme dans la proposition 10. Le module N ⊗W S0 est alors
muni d’une structure de (ϕ,Γ0)-module sur S0 et devient un objet de Γ0ΦM
h
S0
..
C’est le point de de´part pour montrer le the´ore`me suivant :
The´ore`me 13. Supposons 0 ≤ h ≤ p − 2. Il existe un ⊗-foncteur F additif,
exact, fide`le et pleinement fide`le de MFW,tf < h > dans Γ0ΦM
+
S0
, qui com-
pose´ avec le foncteur oubli donne juste le foncteur extension des scalaires de
W a` S0. De plus, il induit une e´quivalence de cate´gories entre MF
h
W,tf et
Γ0ΦM
h
S0
, dont un quasi-inverse est i∗.
De´monstration. La premie`re e´tape consiste a` construire F sur MFhW. Soit N
un objet de MFhW (donc libre comme W -module). Conside´rons N ⊗W S0 :
comme 0 ≤ h ≤ p − 2, il existe une unique action de Γ0 sur N ⊗W S0 qui
commute a` ϕ et est triviale modulo pi0 (c’est le lemme 3.1.6 p.233 de [Wac97]).
Le (ϕ,Γ0) module ainsi de´fini, note´ F(N), est bien un objet de Γ0ΦM
h
S0
. Il
faut voir que nous de´finissons bien ainsi un foncteur. Comme la structure de ϕ-
module provient d’un scindage de la filtration qui pre´serve le produit tensoriel,
l’unicite´ de l’action de Γ0 nous donnera bien que F pre´serve le produit tensoriel
(tant que celui-ci reste dans MFhW). L’exactitude provient de la meˆme raison.
N. Wach a montre´ (lemme 3.1.1.2 de [Wac97]) qu’il existe un unique ge´ne´rateur
topologique g0 de Γ0 tel que
g0(q)−q
qpi0
= 1 modulo qS0. Il suffit donc d’e´tudier
l’action de g0. Choisissons une base adapte´e a` la graduation (ei)1≤ i≤ d (c’est-
a`-dire : si ri est le plus grand entier tel que ei ∈ Fil
ri(N), alors pour tout r,
(ei)ri=r est une base de Nr), et si (ai,j) est la matrice des applications ϕ
r dans
cette base, l’action de ϕ est donne´ par :
ϕ(ej) = q
rj
∑
1≤ i≤ d
ai,jei
Avant de montrer que F pre´serve les sous objets, nous allons e´tudier plus en
de´tail l’action de g0.
N. Wach construit l’action de g0 sur N ⊗W S0 par re´currence modulo pi
n
0 . Nous
avons besoin de voir cette action d’une autre fac¸on : soit G = (gi,j) la matrice
dans GLrg(N)(S0) de´finie par g0(ej) =
∑
i
gi,jei, et A = (ai,j) ∈ GLrg(N)(W )
donnant l’action de ϕj sur ej . Alors, en e´crivant ϕ◦g0(ej) =
∑
i,k
ϕ(gi,j)ak,iq
riek
et g0◦ϕ(ej) =
∑
i,k
g(ai,j)gk,ig(q)
rjek, la commutativite´ ϕ◦g0 = g0◦ϕ nous donne
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pour G l’e´quation AQϕ(G) = Gg0(A)g0(Q) avec Q la matrice correspondant a`
Q(ej) = q
rjej (et g0(A) = A puisque A est a` coefficients dans W ). Donc G est
un point fixe de l’application f : H 7→ AQϕ(H)g0(Q−1)g0(A−1) (et le lemme
3.1.6 p.233 de [Wac97] affirme juste l’unicite´ d’un tel point fixe a` coefficients
dans S0, qui soit congru a` Id modulo pi0). Notons I la matrice identite´ dans
GLrg(N) et Gn = f
(n)(I) (c’est-a`-dire la compose´e n fois de f applique´e a` I).
Alors, en utilisant que G− I ∈ pi0Mrg(N)(S0), nous allons montrer :
Lemme 14. La matrice G est la limite de la suite Gn.
De´monstration. Notons ϕ(n) la compose´e n fois de ϕ et introduisons alors
Bn = AQϕ(A)ϕ(Q) · · ·ϕ
(n−1)(A)ϕ(n−1)(Q) qui est une matrice a` coefficients
dans S0. Nous avons Gn = Bnϕ
(n)(I)g0(B
−1
n ), et comme G est un point fixe
de f , G = Bnϕ
(n)(G)g0(B
−1
n ), d’ou` l’e´galite´ Gn−G = Bnϕ
(n)(I −G)g0(B−1n ).
Notons G = I − pi0H avec H ∈ Mrg(N)(S0), alors nous avons Gn − G =
ϕ(n)(pi0)Bnϕ
(n)(H)g0(B
−1
n ). Or, comme A est inversible (dans GLrg(N)(W )),
les seuls de´nominateurs possibles sont les puissances de g0(q)
ri , et comme
0 ≤ ri ≤ p − 2, nous pouvons e´crire Gn − G =
ϕ(n)(pi0)
g0
(
qϕ(q)···ϕn−1(q)
)p−2G′n
avec G′n = Bnϕ
(n)(H)g0
(
ϕ(n−1)(qp−2Q−1)ϕ(n−1)(A−1) · · · qp−2Q−1A−1
)
qui
est une matrice a` coefficients dans S0.
Donc tout revient a` montrer que ϕ
(n)(pi0)
g0
(
qϕ(q)···ϕn−1(q)
)p−2 tend vers 0. Nous avons
g0(q) = vgq avec vg inversible dans S0, par conse´quent le fait que ϕ et g0
commutent nous donne l’e´galite´
ϕ(n)(pi0)
g0
(
qϕ(q) · · ·ϕn−1(q)
)p−2 = (vgϕ(vg) · · ·ϕ(n−1)(vg))2−p(qϕ(q) · · ·ϕn−1(q))p−2 ϕ(n)(pi0)
En utilisant que ϕ(pi0) = upi0q
p−1 pour u un certain inversible dans S0, nous
obtenons que ϕ(n)(pi0) = (qϕ(q) · · ·ϕn−1(q))p−1pi0uϕ(u) · · ·ϕ(n−1)(u). Donc,
ϕ(n)(pi0)
g0
(
qϕ(q) · · ·ϕn−1(q)
)p−2 = pi0 uϕ(u) · · ·ϕ(n−1)(u)(vgϕ(vg) · · ·ϕ(n−1)(vg))p−2 qϕ(q) · · ·ϕ(n−1)(q)
et, puisque qϕ(q) · · ·ϕ(n−1)(q) tend vers 0 dans S0 (q est dans l’ide´al maximal de
S0, ide´al qui est stable par ϕ), nous pouvons conclure que
ϕ(n)(pi0)
g0
(
qϕ(q)···ϕn−1(q)
)p−2
tend vers 0 dans S0, c’est a` dire que Gn tend vers G.
Montrons alors la proposition suivante (qui est le point technique cle´ de cet
article) :
Proposition 15. Soit Ni,j des objets de MF
h
W avec 0 ≤ h ≤ p − 2, L
un sous-objet (dans MF+W) de M :=
⊕
i
⊗jNi,j, alors l’action de Γ0 sur⊕
i
⊗j F(Ni,j) =M ⊗W S0 laisse stable L⊗W S0.
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De´monstration. Il suffit de le montrer pour l’action du ge´ne´rateur g0 de Γ0.
Fixons pour chaque Ni,j une base (e
(i,j)
k ) adapte´e a` la graduation. Notons G
(i,j)
la matrice de l’action de g0 sur cette base et C
(i,j) la matrice donnant l’action de
ϕ sur Ni,j⊗W S0 (avec les notations pre´ce´dentes, C = AQ). Alors, par le lemme
pre´ce´dent nous avons lim
n→+∞
G
(i,j)
n = G(i,j) avec C(i,j)ϕ(G
(i,j)
n )g0(C
(i,j))−1 =
G
(i,j)
n+1 et G
(i,j)
0 = I
(i,j).
Prenons (u[l])l une base de L, et notons (u[l]
(i,j)
k ) les coordonne´es de u[l] dans la
base (e
(i,j)
k ). Nous voulons montrer (par re´currence) que
⊕
i⊗jG
(i,j)
n+1g0(u
(i,j)
k )
est une combinaison line´aire (a` coefficients dans S0) des (u[l]
(i,j)
k ), pour u
e´le´ment quelconque de L ⊗W S (et (u
(i,j)
k ) ses coordonne´es). Remarquons que
par line´arite´, il suffit de le montrer pour u e´gal aux u[l].
Comme L est un sous-objet de M , nous avons L ⊗W S0 qui est stable par
ϕ. Or ϕ induit une bijection de L ⊗W S0[
1
q ]. Cela se traduit alors en disant⊕
i⊗jC
(i,j)ϕ(u[l′]
(i,j)
k ) est une combinaison line´aire (a` coefficients dans S0)
des (u[l]
(i,j)
k ), et qu’il existe N ∈ N tel que q
N
(
⊗j C(i,j)
)−1
(u[l′]
(i,j)
k ) est une
combinaison line´aire (a` coefficients dans S0) des ϕ(u[l]
(i,j)
k ).
Par conse´quent, g0(q)
Ng0
(
⊗j C(i,j)
)−1(
g0(u[l
′]
(i,j)
k )
)
s’e´crit comme une com-
binaison line´aire (a` coefficients dans S0) des
(
g0(ϕ(u[l]
(i,j)
k ))
)
, ceci pour tout
l′.
Puis,
⊕
i⊗jϕ(G
(i,j)
n )g0
(
ϕ(u[l′]
(i,j)
k )
)
= ϕ
(⊕
i⊗jG
(i,j)
n g0(u[l
′]
(i,j)
k )
)
est pour
tout l′ une combinaison line´aire (a` coefficients dans S0) des
(
ϕ(u[l]
(i,j)
k )
)
, cela
provient de notre hypothe`se de re´currence.
En reprenant que
⊕
i⊗jC
(i,j)ϕ(u[l′]
(i,j)
k ) est une combinaison line´aire (a` co-
efficients dans S0) des (u[l]
(i,j)
k ) pour tout l
′, et en mettant bout a` bout ces
affirmations, nous obtenons que
g0(q)
N
⊕
i
⊗jG
(i,j)
n+1g0(u[l
′]
(i,j)
k ) =
g0(q)
N
⊕
i
⊗C(i,j) ⊗ ϕ(G(i,j)n )g0
(
⊗ C(i,j)
)−1
(g0(u[l
′]
(i,j)
k ))
est pour tout l′ une combinaison line´aire (a` coefficients dans S0) des (u[l]
(i,j)
k ).
Par conse´quent, si g[n] de´signe l’application g0-line´aire construite a` partir de
la matrice
⊕
i⊗jG
(i,j)
n (l’hypothe`se de re´currence se traduisant par : L⊗W S0
est stable par g[n]), alors g[n+1](L ⊗W S0) ⊂
1
g0(q)N
L ⊗W S0 =
1
qN L ⊗W S0.
Conside´rons alors (fr)1≤r≤rgW (M) une base de M telle qu’il existe nr ∈ N ∪
{+∞} avec (pnrfr) base de L. Alors g[n+1](pnrfr) =
∑
s
αs
qN
pnsfs avec αs ∈ S0
(qui de´pend de r). Mais, par construction, g[n+1](M ⊗W S0) ⊂ M ⊗W S0,
alors g[n+1](pnrfr) =
∑
s p
nrβsfs avec βs ∈ S0 (qui de´pend aussi de r). D’ou`
pnrβs =
αs
qN p
ns , ce qui implique que qN divise αs dans S0, donc que g
[n+1](L⊗W
S0) ⊂ L⊗W S0, ce qui montre bien la re´currence.
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Pour initialiser la re´currence (n = 0) nous avons G
(i,j)
0 = I
(i,j) (ou` I est la
matrice identite´), donc
⊕
i⊗jG
(i,j)
0 g0(u
(i,j)
k ) = u
(i,j)
k pour tout u dans L. D’ou`
par re´currence la proprie´te´ est vraie pour tout n. En passant a` la limite, la
proprie´te´ est vrai pour
⊕
i⊗jG
(i,j). Donc l’action de g0 sur M ⊗W S0 laisse
stable L⊗W S0.
Cette proposition est le coeur du the´ore`me. Elle nous donne en particulier que
si N ′ est un sous-objet de N dans MFhW, alors l’action de g0 sur N ⊗W S0
laisse stable N ′ ⊗W S0. Elle est triviale modulo pi0 : si (ei) est une base de
N , telle qu’il existe (αi) ∈ N ∪ {+∞} avec (pαiei) base de N ′, alors il existe
des coefficients xi,j et yi,j dans S0 tels que g0(ei) = ei + pi
∑
j 6=i xi,jej et
g0(p
αiei) =
∑
j yi,jp
αjej. En identifiant les coordonne´es, nous avons yi,i = 1
et yi,jp
αj = pαixi,jpi si j 6= i, donc pi divise bien yi,j dans S0 pour j 6= i.
Donc l’action de g0 sur F(N) se restreint en une action triviale modulo pi0 sur
N ′ ⊗W S0 qui commute a` ϕ, donc par unicite´ cette action est celle de F(N ′).
La deuxie`me e´tape consiste alors a` de´finir F sur toutMFW,tf < h >. Le point
important est que pour tout objet M de MFW,tf < h >, il existe des objets
Ni,j dans MF
h
W et L un sous-objet de
⊕
i⊗jNi,j tels que M est isomorphe a`
un quotient M ′ de L. Conside´rons alors N un sous-objet de M , et supposons
que sur M ⊗W S0 nous ayons une structure de (ϕ,Γ0)-module qui le rende
isomorphe a` M ′⊗W S0 muni de la structure de (ϕ,Γ0)-module obtenu a` partir
de celle de L ⊗W S0 donne´e par la proposition 15. Il faut voir que N ′ ⊗W S0
(ou` N ′ est l’image de N dans M ′) est stable par Γ0. En notant pi : L → M ′
la projection naturelle, pi−1(N ′) est un sous-objet de L (car c’est le noyau du
morphisme L→ M ′/N ′, donc par la remarque 1.4.2 et la proposition 1.4.1 de
[Win84], c’est bien un sous-objet de L), donc la proposition 15 nous donne bien
que pi−1(N ′)⊗W S0 est stable par l’action de Γ0. Par conse´quent, N⊗W S0 sera
bien laisse´ stable par l’action de Γ0 de M ⊗W S0, donc sera un sous-(ϕ,Γ0)-
module de M ⊗W S0.
Puis, F se construit par ite´ration : notons MFn la sous-cate´gorie pleine de
MFW,tf , construite en disant qu’un objet de MFn+1 est soit le sous-objet ou
le quotient d’un objet deMFn, soit la somme directe de deux objets deMFn,
soit le produit tensoriel de deux objets de MFn, soit un objet de MFn, et
posons (pour initialiser la re´currence)MF0 =MF
h
W. Alors,MFW,tf < h > =⋃
MFn, et si F est construit surMFn, alors il s’e´tend naturellement a` la somme
directe ou le produit tensoriel de deux objets de MFn, et l’e´tude pre´ce´dente
montre qu’il s’e´tend au cas d’un sous-objet, et donc d’un objet quotient, d’un
objet de MFn. Nous pouvons donc donner naturellement une structure de
(ϕ,Γ0)-module a` tout M ⊗W S0, pour M un objet de MFW,tf < h >.
La troisie`me e´tape s’occupe des morphismes. Pour M et M ′ deux objets de
MFW,tf < h >, et f : M → M ′ un morphisme, nous posons F(f) = f ⊗ Id
(En particulier, le foncteur sera exact (car S0 est plat sur W ) et fide`le). C’est
un morphisme de (ϕ,Γ0) module : par construction, c’est un morphisme de
ϕ-modules. Puis, f ⊕ Id :M ⊕M ′ →M ′⊕M ′ est un morphisme de ϕ-modules
filtre´s, donc par la proposition 1.4.1 de [Win84], Ker(f ⊕ Id) = {x − y|x ∈
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M, y ∈ M ′, y = f(x)} est naturellement un Φ-module filtre´, sous-objet de
M ⊕M ′, donc par la proposition 15, Ker(f ⊕ Id) ⊗W S0 est laisse´ stable par
l’action naturelle de Γ0 sur (M ⊕ M ′) ⊗W S0 (obtenue a` partir de celle sur
M ⊗W S0 et M ′ ⊗W S0), donc f commute a` l’action de Γ0, car si x − y ∈
Ker(f ⊕ Id) ⊗W S0, dire que g(x) − g(y) ∈ Ker(f ⊕ Id) ⊗W S0, c’est dire que
f(g(y)) = g(x) = g(f(y)).
Montrons la pleine fide´lite´. Remarquons que si nous munissons M ⊗W S0 de la
structure de Φ-module filtre´ donne´e par Fili(M⊗W S0) = {x ∈M⊗WS0|ϕ(x) ∈
qiM⊗WS0}, et ϕi =
1
qiϕ, alors la restriction modulo pi0 est un morphisme de Φ-
module filtre´. Par conse´quent, si f :M⊗WS0 →M ′⊗W S0 est un morphisme de
(ϕ,Γ0)-module, alors la re´duction modulo pi0 induit f¯ :M →M ′ un morphisme
de ϕ-modules filtre´s. Donc f¯ ⊗ Id :M ⊗W S0 →M ′ ⊗W S0 est un morphisme
de (ϕ,Γ0)-module par le re´sultat pre´ce´dent, donc g = f − f¯ ⊗ Id aussi, et il
se re´duit modulo pi0 sur l’application nulle. Notons M′′ le noyau de g, c’est
un sous (ϕ,Γ0)-module de M ⊗W S0. Nous avons pi0M′′ =M′′ ∩ pi0M ⊗W S0
car M ′ ⊗W S0 est sans pi0-torsion. Donc M
′′/pi0M
′′ ⊂M , et par le lemme du
serpent, nous avons e´galite´, car :
0 //M′′ //
u1

M ⊗W S0
g
//
u2

M ⊗W S0 //
u3

0
0 // M // M
g¯
// M // 0
les lignes horizontales sont exactes, u1 est la re´duction modulo pi0 compose´e
avec l’inclusion M′′/pi0M′′ ⊂ M , u2 et u3 sont la re´duction modulo pi0, u2
est surjectif (u3 aussi), et l’application naturelle Ker(u2) = pi0M ⊗W S0 →
Ker(u3) = pi0M ⊗W S0 est surjective. Donc, nous avons M ⊗W S0 = M
′′ +
pi0M⊗W S0, l’ide´al engendre´ par pi0 est inclus dans le radical de Jacobson de S0,
M ⊗W S0 est de type fini sur S0, donc par le lemme de Nakayama, nous avons
M ⊗W S0 =M′′, donc f = f¯ ⊗ Id. Par conse´quent le foncteur est pleinement
fide`le.
La quatrie`me e´tape est l’e´tude du foncteur restreint a` MFhW,tf . Par construc-
tion, nous avons i∗ F(N) = N pour tout objet N de MFhW,tf . Montrons :
Lemme 16. Pour tout objet N de Γ0ΦMhS0, libre comme S0-module, si N =
i∗(N ), il existe un unique isomorphisme de (ϕ,Γ0)-module F(N)→ N (qui se
re´duit modulo pi0 sur l’e´galite´ N = i
∗(N )).
De´monstration. Pre´sentons ici une de´monstration de ce fait due a` N. Wach.
Pour cela, conside´rons une base (ei)1≤ i≤ d de N , adapte´e a` la graduation, et
(ai,j) la matrice des applications ϕ
r dans cette base (donc l’action de ϕ est
donne´e sur F(N) par ϕ(ej) = q
rj
∑
1≤ i≤ d
ai,jei). Il faut alors prouver l’existence
et l’unicite´ d’une base (fi) dans N ve´rifiant ϕ(fj) = qrj
∑
1≤ i≤ d
ai,jfi avec ei =
fi modulo pi0. Ce sera suffisant car en posant h(ei) = fi, nous aurons un
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morphisme de ϕ-module, qui fera commuter l’action de Γ0 par unicite´ de celle-
ci, et qui modulo pi0 redonnera l’identite´.
Par construction du Φ-module filtre´ N , la base (ei) se rele`ve en une famille (eˆi)
de N avec ϕ(eˆi) ∈ qriN . De plus, N est complet pour la topologie pi0-adique
(car S0 l’est), et modulo pi0, (ei) est une base, donc N e´tant sans torsion, (eˆi)
est une base de N (nous pourrions aussi invoquer le lemme de Nakayama).
Donc, il existe aˆi,j ∈ S0 tels que :
ϕ(eˆj) = q
rj
∑
1≤i≤d
aˆi,j eˆi
et aˆi,j = ai,j modulo pi0. Posons αi,j ∈ S0 l’unique e´le´ment tel que aˆi,j =
ai,j + pi0αi,j . Nous cherchons a` modifier la base (eˆi) pour obtenir la base (fi).
Cherchons fj sous la forme fj = eˆj + pi0cj , et posons bj =
∑
1≤i≤d
αi,j eˆi. Alors,
puisque ϕ(pi0) = uq
p−1pi0,
ϕ(eˆj + pi0cj) = ϕ(eˆj) + upi0q
p−1ϕ(cj), et en faisant apparaˆıtre
d∑
i=1
qrjai,jpi0ci,
nous obtenons
ϕ(eˆj + pi0cj) =
d∑
i=1
qrjai,j(eˆi + pi0ci) + pi0q
rjbj + upi0q
p−1ϕ(cj)−
d∑
i=1
qrjai,jpi0ci
autrement dit, nous cherchons les cj ∈ N tels que
bj + uq
p−1−rjϕ(cj)−
∑
1≤i≤d
ai,jci = 0
Nous re´solvons ce syste`me de manie`re unique par re´currence modulo pin0 . A
chaque e´tape, le syste`me se re´sout en faisant une re´currence modulo pk, en
utilisant que p − 1 − rj ≥ 1 (par hypothe`se), donc que qp−1−rj = 0 modulo
(p, pi0), et que la matrice (ai,j) est inversible modulo p.
Pour terminer la de´monstration du the´ore`me (c’est a` dire prouver le lemme
pre´ce´dent sans l’hypothe`se sur la liberte´ de N), nous aurons besoin de re´sultats
sur les modules de Wach, qui apparaitront plus loin dans l’article.
Pour la suite, nous aurons besoin de faire intervenir un foncteur le´ge`rement
diffe´rent. Si N est un objet de MF−hW , son dual N
∗ = HomZp(N,Zp) est un
objet de MFhW, donc F(N
∗) est bien de´fini.
De´finition 17. Le foncteur F− est de´fini sur MF
−h
W pour h ≤ p− 2 par :
F−(N) =
(
F(N∗)⊗S0 OE
)∗
= N ⊗W OE
pour tout objet N de MF−hW . Il donne bien un (ϕ,Γ)-module e´tale sur OE . Il
s’e´tend de meˆme a` MFW < −h >.
Le foncteur F consiste a` munir N⊗W S0 (pour N objet deMFW < h >) d’une
structure de (ϕ,Γ0)-module, et comme nous voulons un foncteur de´fini sur
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MF−hW , nous prenons le dual. Ceci pose ne´anmoins un proble`me de de´finition,
car le dual d’un ϕ-module sur S0 n’est pas un ϕ-module, c’est pourquoi nous
e´tendons d’abord les scalaires a` OE , puis nous prenons le dual.
Remarquons que F− peut eˆtre de´fini sur MF
−h
W,tf (puis sur MFW,tf < −h >)
en prenant pour un module de p-torsion le dual de Pontriaguine, et en passant
a` la limite projective pour le cas ge´ne´ral.
Remarque 18. Nous pouvons de´finir F˜ sur MF±hW pour h ≤
p−2
2 en po-
sant F˜(N) = F(N ⊗W W [h]) ⊗S0 OE [−h] avec OE [−h] = F(W [h])
∗ et W [h]
l’objet de MF−hW dont le W -module sous-jacent est W , avec Fil
i(W [−h]) ={
W si i ≤ −h
0 si i > −h
et ϕ−h(x) = σ(x). Alors, F˜(N∗ est canoniquement isomorphe
a` F˜(N)∗ (cela se voit a` l’aide de l’unicite´ de l’action de Γ0 agissant triviale-
ment modulo pi0, et commutant a` ϕ, d’apre`s le lemme 3.1.6 de [Wac97]), et F˜
s’e´tend alors en un foncteur sur MFW < ±h > qui a des proprie´te´s similaires
a` celles de F, et qui pre´serve le dual.
3 Lien entre le foncteur et les modules de Wach
3.1 Fonctorialite´ de gN
Rappelons le The´ore`me 1’ de N. Wach (cf. [Wac97]) :
The´ore`me 1’. Si N est un objet de Γ0ΦMhS0 avec 0 ≤ h ≤ p − 2, alors
HomMFW(i
∗(N ), Acris) est isomorphe (en tant que repre´sentation galoisienne)
a` HomΦMS0 (N ,ObEnr).
Enonce´ dans le cadre (et avec les notations) qui nous inte´resse, il devient :
The´ore`me 1’. Si N est un objet deMF−hW,tf avec 0 ≤ h ≤ p−2, alors il existe
un isomorphisme gN : VOE (F
−(N)) → Vcris(N) de repre´sentations galoi-
siennes. Si en plus N est libre, en passant au dual, cela donne un isomorphisme
de repre´sentations galoisiennes tg−1N : VOE
(
F(N∗)⊗S0 OE
)
→ Vcris(N)∗.
Nous allons ve´rifier que cet isomorphisme est fonctoriel :
The´ore`me 19. Pour tout objet N deMF−hW,tf avec 0 ≤ h ≤ p−2, l’application
gN construite par N. Wach ve´rifie les proprie´te´s de fonctorialite´ suivante :
1. pour tout morphisme f : N → N ′ entre deux objets N et N ′ de MF−hW,tf ,
nous avons Vcris(f) ◦ gN = gN ′ ◦VOE (F
−(f)) (cela s’applique en parti-
culier pour l’injection d’un sous-objet, ou pour la projection sur un objet
quotient).
2. pour tout objet N et N ′ de MF−hW,tf , gN⊕N ′ = gN ⊕ gN ′ ;
3. pour tout objet N et N ′ de MF−hW,tf , pour tout sous-objet L de N ⊗ N
′
tel que L soit un objet de MF−hW,tf , l’application gN ⊗ gN ′ restreinte a`
VOE (F
−(L)) est e´gale a` gL. En particulier, si N ⊗ N
′ est un objet de
MF−hW,tf , alors gN⊗N ′ = gN ⊗ gN ′ ;
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Remarque 20. Le point (3) montre en particulier que Vcris(N ⊗N ′) est e´gal
a` Vcris(N)⊗ZpVcris(N
′) de`s que N , N ′ et N ⊗N ′ sont des objets de MF−hW,tf
avec 0 ≤ h ≤ p− 2.
Rappelons la construction de gN : N. Wach construit l’isomorphisme modulo
pn pour tout n a` partir des morphismes d’anneaux (avec A+S =W (R)∩ObEnr) :
A+S /p
n → Wn(R)/pi0 et Acris/pn → Wn(R)/pi0. Notons N := F−(N). Nous
avons la bijection VA+
S
(N/pn) := (N ⊗S0 A
+
S /p
n)ϕ → (N ⊗S0 OEnr/pn)
ϕ (cf
[Fon90], p.296, ou` c’est exprime´ pour le foncteur contravariant). Or, N. Wach
a montre´ que pour N objet de MF−hW avec 0 ≤ h ≤ p− 2, le sche´ma suivant
N/pn ⊗W Acris/pn
kN // N/pn ⊗W Wn(R)/pi0 N/pn ⊗S0 A
+
S /p
njNoo
Vcris(N/p
n)
?
k
OO
VA+
S
(N/pn)
?
j
OO
induit un isomorphisme de repre´sentations galoisiennes de VA+
S
(N/pn) sur
Vcris(N/p
n), c’est-a`-dire que KN = kN ◦ k et JN = jN ◦ j sont toutes les deux
injectives, et ont meˆme image dans N/pn ⊗W Wn(R)/pi0.
Tout ceci passe a` la limite projective, et nous obtenons l’application gN bijec-
tive :
N ⊗W Acris
kN // N ⊗W W (R)/pi0 N ⊗S0 A
+
S
jN
oo
Vcris(N)
?
k
OO
KN
66nnnnnnnnnnnnn
VA+
S
(N )
?
j
OO
JN
ggPPPPPPPPPPPP
gN
oo
ou` VA+
S
(N ) = lim
←−n∈N
VA+
S
(N/pn) = (N ⊗S0 A
+
S )
ϕ=1 = VOE (N ⊗S0 OE).
De´monstration du the´ore`me 19. Pour la fonctorialite´ au niveau des fle`ches, il
suffit de remarquer que le diagramme suivant est commutatif (car VOE (F
−(f))
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est juste f ⊗ Id) :
VOE (F
−(N))
VOE (F
−(f))
//
 _

VOE (F
∗(N ′))
 _

N ⊗A+S
jL

f⊗Id
// N ′ ⊗A+S
jL′

N ⊗W (R)/pi0
f⊗Id
// N ′ ⊗W (R)/pi0
N ⊗Acris
kL
OO
f⊗Id
// N ′ ⊗Acris
kL′
OO
Vcris(N)
 ?
OO
Vcris(f)
// Vcris(N
′)
 ?
OO
Le fait que gN⊕N ′ = gN ⊕ gN ′ se montre de la meˆme fac¸on. Il reste donc a`
voir le cas du produit tensoriel : conside´rons N et N ′ deux objets de MF−hW,tf
avec h ≤ p− 2. Soit L un sous-objet de N ⊗N ′ qui est dans MF−hW,tf , posons
L = L⊗W S0. Le diagramme suivant est alors commutatif :
L⊗W Acris
kL

  // (N ⊗W Acris)⊗Acris (N
′ ⊗W Acris)
kN⊗kN′

L⊗W W (R)/pi0
  //
(
N ⊗W W (R)/pi0
)
⊗W (R)/pi0
(
N ′ ⊗W W (R)/pi0
)
L ⊗S0 A
+
S
jL
OO
  // (N ⊗S0 A
+
S )⊗A+
S
(N ′ ⊗S0 A
+
S )
jN⊗jN′
OO
Par conse´quent, l’application KN ⊗KN ′ restreinte a` Vcris(L) est e´gale a` KL,
et l’application JN ⊗ JN ′ restreinte a` VA+
S
(L) est e´gale a` JL.
Le point important est que L e´tant un objet de MF−hW,tf (par hypothe`se), ce
sont bien des bijections, et ce sont celles qui permettent de construire gL.
Donc gN ⊗ gN ′ envoie VA+
S
(L) sur Vcris(L) si L est un sous-objet de N ⊗N ′
qui soit dans MF−hW,tf , et plus exactement, l’application gN ⊗ gN ′ restreinte a`
VA+
S
(L) est e´gale a` gL.
Si N ⊗ N ′ est un objet de MF−hW,tf , le re´sultat pre´ce´dent avec L = N ⊗ N
′
nous donne gN⊗N ′ = gN ⊗ gN ′ .
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Remarque 21. Nous montrons de meˆme que pour (Ni,j)1≤j≤n, 1≤i≤nj objets
de MF−hW,tf avec 0 ≤ h ≤ p − 2, et pour L un sous-objet de
n⊕
j=1
⊗
nj
i=1Ni,j qui
soit dans MF−hW,tf , alors
⊕
⊗gF−(Ni,j) restreinte a` VOE (F
−(L)) est e´gale a`
gL.
Nous pouvons traduire ces re´sultats en disant :
The´ore`me 22. Soit 0 ≤ h ≤ p−2, et notons G le foncteur exact de la cate´gorie
MF−hW,tf vers la cate´gorie des repre´sentations continues de ΓK sur les Zp-
modules de rang fini, de´fini par : si N objet deMF−hW,tf , G(N) = VOE (F
−(N)).
Alors il existe g un isomorphisme de foncteurs entre G et Vcris. De plus, nous
pouvons supposer que :
– pour tous objet N et N ′ de MF−hW,tf , tel que N ⊗N
′ soit encore un objet de
MF−hW,tf , nous avons gN⊗N ′ = gN ⊗ gN ′ ;
– pour tout uplet d’objets (Ni,j)1≤j≤n, 1≤i≤nj de MF
−h
W,tf , pour tout sous-
objet L (dans MF−hW,tf ) de
n⊕
j=1
⊗
nj
i=1Ni,j, l’application
⊕
⊗gNi,j restreinte
a` VO bE (F
−(L)) est e´gale a` gL.
3.2 Lien entre Γ0ΦM
h
S0
et ΓΦMhS
Avant de parler de modules de Wach (qui sont des S-modules), il faut com-
prendre l’extension des scalaires S0 → S.
Lemme 23. S =
⊕
0≤i≤p−2
Si, ou` si x ∈ Si et g ∈ Γf est [α] (le rele`vement de
Teichmuller de α ∈ F∗p), alors g agit sur x par g(x) = [α]
ix.
De´monstration. L’application pi =
1
|Γf |
∑
g∈Γf
X (g)−ig est un projecteur dont
l’image est Si, et les pi ve´rifient
∑
0≤i≤p−2
pi = Id.
Lemme 24. S a une base normale sur S0, c’est a` dire qu’il existe e ∈ S tel que
(g(e))g∈Γf soit une base de S sur S0. De plus, p ne divise aucun pi(e).
De´monstration. En effet, il suffit de le montrer modulo p (et ensuite de relever
une base normale de k[[pi]] sur k[[pi0]], puisque S0 est complet pour la topologie
p-adique). Or, Fontaine a montre´ dans [Fon90], page 270, que le corps des
fractions de k[[pi]], k((pi)), est une extension galoisienne cyclique de degre´ p− 1
(donc mode´re´ment ramifie´e) de k((pi0)), dont le groupe de Galois est donne´ par
Γf . Donc, par un the´ore`me de E. Noether, il existe une base normale pour les
anneaux d’entiers correspondants. Enfin, si e est cette base (modulo p), alors
pi(e) =
∑
g
X (g)−i
|Γf |
g(e) est non nul (puisque chaque coordonne´e suivant la base
(g(e)) est non nulle (meˆme modulo p)), donc pi(e) sera bien non divisible par
p si e rele`ve e.
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En particulier, nous avons Si = pi(e)S0 (car pi(e)S0 ⊂ Si, puis e ∈ ⊕ipi(e)S0,
⊕ipi(e)S0 est donc un S0-module contenant e et stable par Γf , donc S =
⊕ipi(e)S0 ⊂ ⊕iSi = S). Puis, remarquons que pi ◦ pj = 0 pour i 6= j, donc
pourM un objet de ΓΦMhS, nous avons les pi(M) en somme directe dansM.
Enfin, pi(e)M
Γf ⊂ pi(M), et pi(e)M
Γf est isomorphe comme S0-module a`
MΓf car M est sans p′-torsion, et p ne divise pas pi(e). Donc, nous avons que
pour M un objet de ΓΦMhS, M
Γf ⊗S0 S = ⊕iM
Γf ⊗S0 S0pi(e) s’injecte dans
M.
Proposition 25. Soit M un objet de ΓΦMhS, alors M
Γf est un objet de
Γ0ΦM
h
S0
, et M = MΓf ⊗S0 S. De plus, M
Γf /pi0 = M/pi. Enfin, si M est
S-libre, alors MΓf est S0-libre.
De´monstration. Nous avons que p0(M) =MΓf . Or, comme l’action de Γf est
triviale modulo pi, nous avons que pour tout x ∈ M, x− p0(x) ∈ piM, donc si
N est le S-module engendre´ parMΓf (c’est a` dire que N =MΓf ⊗S0 S d’apre`s
la remarque pre´ce´dent la proposition), alors M = N + piM, donc comme M
est de type fini sur S, et que l’ide´al engendre´ par pi est dans le radical de S, le
lemme de Nakayama nous donne que M = N .
Puis, M est de type fini sur S, donc sur S0 (car S est un S0-module libre de
rang fini par le lemme 24), donc engendre´ sur S0 par exemple par la famille
finie (mi). Alors, p0(M) = M
Γf est engendre´ par la famille (p0(mi)) (car p0
est un morphisme de S0-modules), donc est de type fini. De plus, MΓf e´tant
inclus dans M, il est sans p′-torsion.
Ensuite, nous avons que piM∩MΓf = pi0MΓf : pour S, l’e´galite´ piS∩S0 = pi0S0
provient juste de ce que pi0 est un multiple de pi, donc pi0S0 ⊂ piS∩S0, et pour la
re´ciproque, que S0 =W [[pi0]]. Cela se traduit par la suite exacte de S0-modules
0 // pi0S0 // S // S/piS ⊕ S/S0 // 0
(la surjectivite´ vient juste de ce que S/pi =W , et queW ⊂ S0), et en tensorisant
par MΓf au dessus de S0, nous avons la suite exacte de S0-modules
0 // pi0MΓf //M //M/pi ⊕M/M
Γf // 0
ce qui traduit bien piM∩MΓf = pi0MΓf . Par conse´quent, MΓf /pi0 s’injecte
dans M/pi, et l’action de Γ0 provient de celle sur M/pi, qui est triviale par
de´finition. De plus, nous avons vu que pour tout x ∈ M, x − p0(x) ∈ piM,
donc comme p0(x) ∈ MΓf , l’application naturelle MΓf /pi0 → M/pi (dont
nous avons vu l’injectivite´) est surjective. Par conse´quent, si M est S-libre,
MΓf /pi0 est W -libre et MΓf est sans pi0-torsion, et donc S0 e´tant complet
pour la topologie pi0-adique, une W -base de MΓf /pi0 se rele`ve en une S0-base
de MΓf .
Enfin, ϕ commute a` Γ, donc laisse stable MΓf , donc induit un morphisme
Φ0 : M
Γf ⊗σ S0 → M
Γf . Pour e´tudier le conoyau, remarquons d’abord que
x ⊗ y ∈ S0 ⊗σ S0 7→ ϕ(x)y ∈ S0 et x ⊗ y ∈ S ⊗σ S 7→ ϕ(x)y ∈ S sont des
22 Lionel DORAT
isomorphismes (pre´servant l’action naturelle de Γf ), donc S0 ⊗σ(S0) S0[
1
q ] ≃
S0[
1
q ] et S⊗σ(S)S[
1
q ] ≃ S[
1
q ] (puisque S[
1
q ] est plat sur S et S0[
1
q ] est plat sur S0).
Par conse´quent, S0⊗σ(S0) S ≃ S⊗σ(S) S et S0⊗σ(S0) S[
1
q ] ≃ S⊗σ(S) S[
1
q ] ; plus
pre´sice´ment, si yi ∈ S⊗σ(S)S s’envoye dans S sur pi(e) (nous pouvons supposer
que y0 = 1 car p0(e) est inversible dans S0), alors S⊗σ(S)S = ⊕iS0⊗σ(S0)S0yi
et S ⊗σ(S) S[
1
q ] = ⊕iS0 ⊗σ(S0) S0[
1
q ]yi (c’est bien le meˆme yi, car S ⊗σ(S) S
s’injecte dans S ⊗σ(S) S[
1
q ], puisque S ⊗σ(S) S est sans q-torsion). Et l’action
naturelle de Γf sur S⊗σ(S)S[
1
q ] revient a` dire que g(yi) = X (g)
iyi pour g ∈ Γf .
PuisqueM =MΓf ⊗S0 S, nous avons queM⊗σ(S) S[
1
q ] =M
Γf ⊗σ(S0) S[
1
q ] =
⊕iMΓf ⊗σ(S0) S0[
1
q ]yi. Donc, M
Γf ⊗σ(S0) S0[
1
q ] s’injecte naturellement dans
M⊗σ(S) S[
1
q ], et (M⊗σ(S) S[
1
q ])
Γf =MΓf ⊗σ(S0) S0[
1
q ].
Ensuite, Φ :M⊗σS →M est injective, de conoyau tue´ par qh (par de´finition),
donc comme S[ 1q ] est plat sur S, Φ induit une bijection Φ : M⊗σ(S) S[
1
q ] →
M⊗S S[
1
q ]. Puis, S[
1
q ] = ⊕iS0[
1
q ]pi(e), donc M⊗S S[
1
q ] = M
Γf ⊗S0 S[
1
q ] =
⊕iMΓf⊗S0S0[
1
q ]pi(e), doncM
Γf⊗S0S0[
1
q ] s’injecte dansM⊗SS[
1
q ] etM
Γf⊗S0
S[ 1q ] = (M⊗S S[
1
q ])
Γf . Par conse´quent, le diagramme
M⊗σ(S) S[
1
q ]
Φ //M⊗S S[
1
q ]
MΓf ⊗σ(S0) S0[
1
q ]
Φ0 //
?
i
OO
MΓf ⊗S0 S0[
1
q ]
?
j
OO
est commutatif, avec Φ bijective, i et j injective, et Φ (qui commute a` l’action
de Γf ) qui identifie (M⊗σ(S) S[
1
q ])
Γf a` (M⊗S S[
1
q ])
Γf , donc Φ0 est bijective
(donc MΓf /Φ0(MΓf ⊗σ S0) est de q-torsion, donc tue´ par une puissance de q
car MΓf est de type fini sur S0).
Soit alors x ∈ MΓf . Par de´finition, il existe y ∈ M⊗σ(S)S = ⊕iM
Γf⊗σ(S0)S0yi
tel que Φ(y) = qhx. La commutativite´ du diagramme et la bijectivite´ de Φ0 nous
donne que y ∈MΓf⊗σ(S0)S0[
1
q ]. Donc nous avons y ∈
(
MΓf⊗σ(S0)S0[
1
q ]
)
∩
(
⊕i
MΓf ⊗σ(S0) S0yi
)
=
(
MΓf ⊗σ(S0) S0[
1
q ]
)
∩
(
MΓf ⊗σ(S0) S0
)
=MΓf ⊗σ(S0) S0.
En de´finitive, nous avons bien que MΓf /Φ0(MΓf ⊗σ S0) est tue´ par qh.
Finalement, nous avons bien que MΓf est un objet de Γ0ΦM
h
S0
.
Remarque 26. De la meˆme fac¸on que pour Si, nous montrons pour M un
objet de ΓΦMhS que pi(M) =M
Γf ⊗S0 Si = pi(e)M
Γf .
The´ore`me 27. L’extension des scalaires de S0 a` S induit une e´quivalence
de cate´gories entre Γ0ΦM
h
S0
et ΓΦMhS, pre´servant suites exactes et produit
tensoriel (si ce dernier est encore dans la cate´gorie). Un quasi-inverse est donne´
par les points fixes par Γf .
De´monstration. L’essentielle surjectivite´ se prouve en remarquant que si f :
M→ N est un morphisme de ΓΦMhS, alors comme il commute a` l’action de
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Γf , f induit bien un morphisme de (ϕ,Γ0)-modules entre MΓf et NΓf (qui
redonne f en e´tendant les scalaires de S0 a` S). Le reste est imme´diat a` partir
des re´sultats pre´ce´dents.
3.3 Modules de Wach
L. Berger a de´fini dans [Ber04] le module de Wach N(T ) d’un re´seau T d’une
Qp-repre´sentation cristalline V a` poids de Hodge-Tate ne´gatifs comme l’unique
S-sous-module deD+(T ) := (A+S⊗ZpT )
HK (avecA+S =W (R)∩ObEnr ) ve´rifiant :
– N(T ) est un S-module libre de rang la dimension de V ;
– l’action de Γ pre´serve N(T ) et est triviale sur N(T )/piN(T ) ;
– il existe un entier r ≥ 0 tel que pirD+(T ) ⊂ N(T ).
Il de´finit de meˆme le module de Wach N(V ) d’une repre´sentation cristalline
V a` poids de Hodge-Tate ne´gatifs. L’unicite´ donne en particulier que N va
pre´server somme directe et produit tensoriel, ce qui nous inte´ressera tout par-
ticulie`rement.
Rappelons le The´ore`me 1’ de [Wac97] :
The´ore`me 1’. Si N est un objet de MF−hW avec 0 ≤ h ≤ p − 2, alors
Vcris(N) est isomorphe (via l’application gN ) comme repre´sentation galoi-
sienne a` VOE (F
−(N)).
Alors, nous avons
Proposition 28. Si N est un objet de MF−hW avec 0 ≤ h ≤ p − 2, DOE (gN )
(qui identifie F−(N) = N ⊗W OE a` DOE (Vcris(N))) envoie N ⊗W S sur
N(Vcris(N)) (le module de Wach associe´ a` Vcris(N)).
De´monstration. En passant au dual, cela revient a` dire que F(N∗) ⊗S0 S est
isomorphe a` N(Vcris(N)
∗) par fonctorialite´ du module de Wach envers le
dual. Appelons T = Vcris(N)
∗ et r ≤ p − 2 l’entier tel que Filr(N∗) 6= {0},
Filr+1(N∗) = {0}. Remarquons que la structure de (ϕ,Γ0)-module de F(N∗)
induit une structure de (ϕ,Γ)-module sur N∗ ⊗W S, et que N∗ ⊗W
1
pirS
est le dual (au sens ge´ne´ralise´ des modules de Wach) d’un (ϕ,Γ)-module de
hauteur finie (puisque e´gale a` r) sur S, donc par le re´sultat de J.-M. Fon-
taine (cf [Fon90], p.296), les pe´riodes de N∗ ⊗W
1
pir S sont dans A
+
S . Par
conse´quent, VOE
(
(N∗ ⊗W
1
pirS) ⊗S OE
)
= VOE (F(N
∗) ⊗S0 OE) = T =
((N∗ ⊗W
1
pirS)⊗S A
+
S )
ϕ ⊂ N∗ ⊗W
1
pirA
+
S .
Puis, l’identification de N avec DOE (VOE (N )) pour N un (ϕ,Γ)-module sur
OE est induite par la multiplication dans ObEnr . Donc, comme T ⊂ N
∗ ⊗W
1
pirA
+
S , nous avons D
+(T ) ⊂ ((N∗ ⊗W
1
pirA
+
S ) ⊗ A
+
S )
HK qui est identifie´ a`
(N∗ ⊗W
1
pirA
+
S )
HK = N∗ ⊗W
1
pir S. Donc la dernie`re condition de la de´finition
d’un module de Wach, pirD+(T ) ⊂ N∗ ⊗W S, est ve´rifie´e.
Lemme 29. Sous les notations pre´ce´dentes, nous avons l’inclusion N(T ) ⊂
N∗ ⊗W S.
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Remarque 30. La de´monstration donne´e ci-dessous est exactement l’ide´e prin-
cipale de la de´monstration de l’unicite´ du module de Wach (cf. proposition
II.1.1 de [Ber04])
De´monstration. Notons N1 = N(T ) et N2 = N∗ ⊗W S. N1 ⊂ D+(T ) par
de´finition, donc nous avons l’inclusion pirN1 ⊂ N2. Soit x ∈ N1 et s l’entier
tel que pisx ∈ N2, mais pisx /∈ piN2. Choisisons x /∈ piN1 tel qu’en plus s
soit maximal, ce qui fait que pisN1 ⊂ N2. Comme pisx ∈ N2 et que Γ agit
trivialement sur N2/piN2, nous avons pour tout g ∈ Γ que (g − 1)(pisx) ∈
piN2, et nous pouvons e´crire (g − 1)(pisx) = g(pis)(g(x) − x) + (g(pis) − pis)x.
Comme Γ agit trivialement sur N1/piN1, et que pi
sN1 ⊂ N2, nous avons que
g(pis)(g(x) − x) ∈ piN2, et donc que (g(pis) − pis)x ∈ piN2, ce qui est une
contradiction si s ≥ 1, parce qu’alors g(pis)− pis = (X (g)s − 1)pis + · · · . Donc
nous avons bien N1 ⊂ N2, autrement dit N(T ) ⊂ N∗ ⊗W S.
L’e´tude du paragraphe pre´ce´dent nous donne que le S0-module N = N(T )Γf
est libre et N(T ) = N(T )Γf ⊗S0 S. Utilisons alors le fait que le foncteur F est
essentiellement surjectif (a` cause de l’hypothe`se sur h) pour dire que N est
isomorphe en tant que (ϕ,Γ0)-module a` F(N
∗), donc N(T ) est isomorphe au
(ϕ,Γ)-module N∗ ⊗W S. Notons i cet isomorphisme.
Remarquons que N(T )⊗SOE = DOE (T ) = N
∗⊗W OE , car une repre´sentation
cristalline est de hauteur finie. Par conse´quent, i induit un isomorphisme de
DOE (T ) qui envoye N(T ) sur N
∗ ⊗W S, et comme il pre´serve D+(T ), nous
obtenons bien N∗ ⊗W S ⊂ D+(T ), donc N∗ ⊗W S = N(T ) car il ve´rifie toutes
les conditions de la de´finition du module de Wach.
Nous pouvons alors en de´duire la proposition qui nous inte´resse :
Proposition 31. Soit Ni,j des objets deMF
h
W avec 0 ≤ h ≤ p−2, L un sous-
objet (dans MF+W) de M =
⊕
i
⊗jNi,j. Alors les isomorphismes de modules
de Wach
tDOE (gN∗i,j ) : N(Vcris(N
∗
i,j)
∗)→ Ni,j ⊗W S
identifient L⊗W S a` un module de Wach.
De´monstration. Les isomorphismes tDOE (gN∗i,j) induisent un isomorphisme
n⊕
i=1
⊗mij=1
tDOE (gN∗i,j) : N(
n⊕
i=1
⊗mij=1Vcris(N
∗
i,j)
∗)→M ⊗W S
(puisque le module de Wach pre´serve le produit tensoriel). Nous utiliserons cet
isomorphisme pour identifier ces deux espaces.
Notons (ei) une base de M telle que (p
αiei) soit une base de L, avec αi ∈
N ∪ {+∞}. Notons aussi n = rgW (M).
La proposition 15 affirme que L⊗W S est stable par l’action de Γ. Conside´rons
alors la sous-repre´sentation galoisienne T de UM :=
n⊕
i=1
⊗mij=1Vcris(N
∗
i,j)
∗
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de´finie par T = VOE (L ⊗W OE). Montrons que N(T ) = L ⊗W S, c’est-a`-dire
ve´rifions les conditions qui caracte´risent un module de Wach :
– L ⊗W S ⊂ T ⊗Zp ObEnr ∩ (UM ⊗Zp A
+
S )
HK = D+(T ) : l’inclusion provient
de ce que T ⊗Zp ObEnr = L ⊗W ObEnr et N(UM ) = M ⊗W S via l’iso-
morphisme (et donc M ⊗W S ⊂ D+(UM ) = (UM ⊗Zp A
+
S )
HK) ; l’e´galite´
se montre en conside´rant les coordonne´es suivant la base (ei), car si x ∈
T ⊗Zp ObEnr ∩ (UM ⊗Zp A
+
S )
HK , alors il existe (βi) ∈ (A
+
S )
n et (δi) ∈ OnbEnr
avec x =
∑
i βiei =
∑
i p
αiδiei, donc βi = p
αiδi pour tout i, donc βi ∈ pαiA
+
S
pour tout i, ce qui donne T ⊗ZpObEnr ∩ (UM ⊗ZpA
+
S )
HK ⊂ D+(T ) (l’inclusion
re´ciproque e´tant imme´diate) ;
– L⊗W S est un S-module libre de rang e´gal a` celui de T sur Zp (qui est celui
de L⊗W OE sur OE , donc celui de L sur W ) ;
– l’action de Γ laisse stable L ⊗W S (c’est la proposition 15) et est triviale
modulo pi : l’action de Γ surM⊗WS e´tant triviale modulo pi par construction,
pour γ ∈ Γ, pour i fixe´, il existe (xj) ∈ Sn−1 et (yj) ∈ Sn tels que γ(ei) =
ei + pi
∑
j 6=i xjej et γ(p
αiei) =
∑
j yjp
αjej ; donc yi = 1 et p
αjyj = pixjp
αi
pour j 6= i, donc pi divise yj dans S pour j 6= i.
– il existe r un entier positif tel que pirD+(UM ) ⊂M ⊗W S, donc ce r donne
pirD+(T ) ⊂M⊗W S∩L⊗WObEnr = L⊗W S. En effet, si x ∈M⊗W S∩L⊗W
ObEnr , alors il existe (βi) ∈ S
n et (δi) ∈ OnbEnr
avec x =
∑
i βiei =
∑
i p
αiδiei,
donc βi = p
αiδi pour tout i, donc βi ∈ pαiS pour tout i, ce qui donne
M ⊗W S ∩ L⊗W ObEnr ⊂ L⊗W S (l’inclusion re´ciproque e´tant imme´diate).
D’ou`, nous avons bien N(T ) = L⊗W S.
Ce qui nous inte´ressera tout particulie`rement, c’est le corollaire suivant :
Proposition 32. Soit Ni,j des objets de MF
−h
W avec 0 ≤ h ≤ p − 2, L un
sous-objet (dansMF−W) facteur direct (commeW -module) deM =
⊕
i
⊗jNi,j.
Alors les isomorphismes de modules de Wach
DOE (gNi,j ) : Ni,j ⊗W S → N(Vcris(Ni,j))
induisent un isomorphisme de module de Wach
L⊗W S → N(Vcris(L))
ou` Vcris(L):= Vcris,p(DL) ∩
n⊕
i=1
⊗mij=1Vcris(Ni,j).
De´monstration. Les isomorphismes DOE (gNi,j) induisent un isomorphisme
DOE (gM ) :=
n⊕
i=1
⊗mij=1DOE (gNi,j ) :M ⊗W S → N(Vcris(M))
Par dualite´, il suffit de voir que si L0 =M/L, alorsDOE (gM ) induit un isomor-
phisme deVcris(L
∗
0) sur L
∗
0⊗W S. Posons T = VOE (L
∗
0⊗WOE). La proposition
pre´ce´dente nous donne bien que N(T ) = L∗0 ⊗W S (via DOE (gM )).
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Puis, une proprie´te´ du module de Wach nous permet de conclure : N(T [ 1p ])/pi
s’identifie a` Dcris,p(T ⊗ZpQp) (par le the´ore`me III.4.4 de [Ber04]), et l’applica-
tion gM envoie N(T )/pi sur L
∗
0, donc nous avons bien que Dcris,p(T ⊗Zp Qp) =
L∗0 ⊗W K, donc que T = Vcris(L
∗
0).
Remarque 33. Si M ′ est le quotient du L conside´re´ dans la proposition 32 par
le sous-objet L′ (facteur direct comme W -module), alors DOE (gM ) : L⊗W S →
N(Vcris(L)) (qui induit aussi un isomorphisme L
′ ⊗W S → N(Vcris(L′)))
induit par passage au quotient un isomorphisme M ′ ⊗W S → N(Vcris(M ′)).
Corollaire 34. Soit 0 ≤ h ≤ p−2. SoitM etM ′ deux objets deMFW < h >,
et f : M → M ′ un morphisme ϕ-modules filtre´s. Alors VE(F(f) ⊗ IdE) =
Vcris,p(f).
De´monstration. Soient Ni,j et N
′
i,j des objets de MF
h
W, L un sous-objet de
⊕⊗Ni,j et L0 un sous-objet facteur direct de L, tel queM = L/L0, L′ un sous-
objet de ⊕⊗N ′i,j et L
′
0 un sous-objet facteur direct de L
′, tel queM ′ = L′/L′0.
Nous allons montrer que les isomorphismes ⊕⊗DOE (gNi,j ) et ⊕⊗DOE (gN ′i,j )
identifient f ⊗ Id a` DE(Vcris,p(f)).
Pour cela, il suffit d’utiliser la fide´lite´ et la pleine fide´lite´ de F combine´ au
the´ore`me 27 (pour pouvoir dire que la re´duction modulo pi est injective sur
les morphismes de (ϕ,Γ)-module entre M ⊗W S et M
′ ⊗W S), plus le fait que
DE(Vcris,p(f)) modulo pi redonne f (d’apre`s les re´sultats de Berger).
Corollaire 35. Soit M et M ′ deux objets de MFW < h >, et f : M →
M ′ un morphisme ϕ-modules filtre´s. Alors Vcris,p(f) envoye VOE (M ⊗W OE)
dans VOE (M
′ ⊗W OE). En particulier, Vcris devient un foncteur en posant
Vcris(f) = Vcris,p(f).
De´monstration. C’est une conse´quence imme´diate du corollaire pre´ce´dent, et de
ce que si T et T ′ sont deux Zp-repre´sentations cristallines, alors un morphisme
de (ϕ,Γ)-modules g : N(T ) → N(T ′) induit VOE (g) : T = VOE (N(T ) ⊗S
OE)→ T
′ = VOE (N(T
′)⊗S OE).
4 Fin de la de´monstration du the´ore`me 13
The´ore`me 36. Pour 0 ≤ h ≤ p− 2, le foncteur F de MFhW,tf vers Γ0ΦM
h
S0
a pour image essentielle Γ0ΦM
h
S0
.
Pour montrer ce re´sultat, nous allons utiliser le the´ore`me 28 qui nous dit que
pour N objet de MFhW, F(N) ⊗S0 S est le module de Wach de Vcris(N
∗)∗.
Commenc¸ons par montrer :
Proposition 37. Soit M un objet de Γ0ΦMhS0 (avec 0 ≤ h ≤ p − 2) de p-
torsion, et T ′ = VOE (M⊗S0 OE) la Zp-repre´sentation galoisienne correspon-
dant au (ϕ,Γ)-module sur OE obtenu a` partir deM. Alors il existe T ′′ ⊂ T deux
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Zp-repre´sentations galoisiennes cristallines (c’est a` dire que le module sous-
jacent est libre sur Zp, et en rendant p inversible nous avons une repre´sentation
cristalline) a` poids de Hodge-Tate dans [[−h, 0]] telles que T ′ s’identifie au quo-
tient de T par T ′′.
De´monstration. Le The´ore`me 1’ de [Wac97] (et la proposition 28) donne que
T ′ = HomZp
(
Vcris
(
HomW (i
∗(M), lim
−→
W/pn)
)
, lim
−→
Zp/p
n
)
. En notant X∗ le
dual de Pontriaguine d’un module de torsion X , cela s’e´crit plus simplement
en T ′ = Vcris
(
(M/pi0)∗
)∗
. Puis, puisque (M/pi0)∗ est un objet de la cate´gorie
MF−hW,tf , la proposition 1.6.3 de [Win84] nous donne qu’il existe M1 ∈MF
−h
W
et un e´pimorphisme M1 → (M/pi0)∗. Le foncteur Vcris e´tant exact, il existe
donc une Zp-repe´sentation cristalline T1 (T1 = Vcris(M1)) dont les poids de
Hodge-Tate sont dans [[0, h]] et un e´pimorphisme T1 → Vcris
(
(M/pi0)∗
)
.
Comme M est suppose´ de p-torsion, Vcris
(
(M/pi0)∗
)
est de p-torsion et
de type fini, donc il existe un entier n tel que pnVcris
(
(M/pi0)∗
)
=
{0}. Alors T1/pn se surjecte toujours sur Vcris
(
(M/pi0)∗
)
, et en passant
au dual de Pontriaguine, T ′ s’injecte dans HomZp
(
T1/p
n, lim
−→
Zp/p
n
)
=
HomZp(T1,Zp)/p
n (car T1 est un Zp-module libre). Si f est la projection cano-
nique HomZp
(
T1,Zp)→ HomZp
(
T1,Zp)/p
n, alors T = f−1(T ′) convient (et il
suffit de prendre T ′′ e´gal au noyau de la projection f |T ).
Proposition 38. Soit M un objet de Γ0ΦMhS0 (avec 0 ≤ h ≤ p − 2) de p-
torsion, T ′ = VOE (M⊗S0 OE) et T
′′ ⊂ T les repre´sentations donne´es par la
proposition ci-dessus. Alors M⊗S0 S s’identifie a` N(T )/N(T
′′).
De´monstration. NotonsM1 =M⊗S0 S etM2 = N(T )/N(T
′′) (tous les deux
vus dans le (ϕ,Γ)-moduleM⊗S0OE , car N(T )∩DOE (T ”) = N(T
′′) : en effet,
notons N = N(T )∩DOE (T ”) = N(T )∩T
′′⊗ZpOEˆnr qui est stable par l’action
de Γ, nous avons que N ∩ piN(T ) = piN puisque pi est inversible dans OEˆnr ,
donc N/pi s’injecte dans N(T )/pi, donc Γ agit bien trivialement sur N . Puis,
T ′′ ⊗Zp OEˆnr ∩ (T ⊗Zp A
+
S )
HK = D+(T ′′), car si (ei) est une base de T telle
que (pαiei) est une base de T
′′ (avec αi ∈ N ∪ {+∞}), alors un e´le´ment x de
l’intersection s’e´crit x =
∑
i xiei =
∑
i p
αiyiei avec xi ∈ A
+
S et yi ∈ OEˆnr ; donc
yi ∈ p−aiA
+
S ∩ OEˆnr = A
+
S si αi 6= +∞, et {0} sinon, donc x ∈ T
′′ ⊗Zp A
+
S
et est fixe´ par HK, donc T
′′ ⊗Zp OEˆnr ∩ (T ⊗Zp A
+
S )
HK ⊂ D+(T ′′) (l’inclusion
re´ciproque e´tant imme´diate). Donc nous avons N ⊂ D+(T ′′) puisque N(T ) ⊂
(T ⊗Zp A
+
S )
HK = D+(T ). Enfin, pihD+(T ) ⊂ N(T ), donc pihD+(T ′′) ⊂ N(T ),
et comme pihD+(T ′′) ⊂ T ′′ ⊗Zp OEˆnr , nous avons bien que pi
hD+(T ′′) ⊂ N .
Ces conditions caracte´risent le module de Wach de T ′′, doncN(T )∩DOE (T ”) =
N(T ′′)).
D’apre`s les re´sultats p.296 de [Fon90] (l’e´galite´ entre D∗S et j∗ ◦D
∗
E) (ou bien le
lemme III.5 de [Col99]), nous avons M1 ⊂ D+(T ′) et M2 ⊂ D+(T ′), puisque
tout deux sont des S-modules de type fini stables par ϕ et p-e´tales (puisque
de q-hauteur finie). Puis, l’action de Γ est triviale modulo pi dans les deux cas
(puisque c’est le cas par de´finition sur N(T ), et que l’action de Γ0 est triviale
modulo pi0 sur M).
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D’apre`s le The´ore`me III.3.1 de [Ber04], nous avons l’inclusion pihT ⊗Zp A
+
S ⊂
N(T )⊗S A
+
S . Par conse´quent, en projetant nous obtenons que pi
hT ′⊗Zp A
+
S ⊂
M2⊗S A
+
S . Par de´finition, nous avons que D
+(T ′) ⊂ D+(T ′)⊗S A
+
S ⊂ T
′⊗Zp
A+S , donc en prenant les points fixes sous l’action de HK, nous avons D
+(T ′) ⊂(
D+(T ′)⊗S A
+
S
)HK ⊂ (T ′ ⊗Zp A+S )HK = D+(T ′). Donc, en prenant les points
fixes sous HK dans l’inclusion pi
hT ′ ⊗Zp A
+
S ⊂ M2 ⊗S A
+
S , nous obtenons que
pihD+(T ′) ⊂
(
M2 ⊗S A
+
S
)HK
. Donc nous avons pihD+(T ′) ⊂M2 en vertu du
lemme :
Lemme 39. Soit N un S-module de type fini sans p′-torsion, alors
(
N ⊗S
A+S
)HK
= N .
De´monstration. C’est une conse´quence de la proposition 1.2.7 de [Fon90], qui
nous donne (sous les hypothe`ses du lemme) une filtration de´croissanteNi de N ,
telle queNi/Ni+1 est soit S/p-libre, soit S-libre. La proprie´te´ cherche´e est stable
par suite exacte, c’est a` dire ve´rifie que si 0→ N ′′ → N → N ′ → 0 est une suite
exacte de S-modules, et que
(
N ′′⊗SA
+
S
)HK
= N ′′,
(
N ′⊗SA
+
S
)HK
= N ′, alors(
N ⊗S A
+
S
)HK
= N . Donc il suffit de montrer le lemme pour N qui est S-libre
ou S/p-libre, ce qui provient de ce que (A+S )
HK = S et (A+S /p)
HK = S/p.
Puis 1pihM1 est le dual (de Pontriaguine) d’un (ϕ,Γ)-module sur S de hauteur
infe´rieure ou e´gale a` h, sans p′-torsion, donc T ′ = VOE (
1
pih
M⊗S0 OE) ve´rifie
T ′ = ( 1
pih
M⊗S0 A
+
S )
ϕ (cf [Fon90], p.296) puisque 0 ≤ h. Donc T ′ ⊗Zp A
+
S ⊂
1
pihM⊗S0A
+
S , et en prenant les points fixes sousHK (et par le lemme pre´ce´dent),
nous obtenons D+(T ′) ⊂ 1
pih
M1, donc pihD+(T ′) ⊂M1.
Ces conditions impliquent que la de´monstration du lemme 29 s’applique ici (car
h ≤ p−2, pour que nous ayons si 0 ≤ s ≤ h, X (g)s−1 inversible dans Zp (c’est
a` dire X (g)s − 1 6= 0 modulo p) pour un g ∈ Γ), et donc M1 =M2.
Remarque 40. L’unicite´ d’un tel module n’est plus vrai en ge´ne´ral : dans
S/pS, S/pS et pip−1S/pS sont deux S-modules de type fini, avec action de Γ
triviale modulo pi, et si T = VOE (OE/p) (c’est a` dire Fp avec l’action triviale),
alors D+(T ) = S/pS, donc la dernie`re condition est aussi ve´rifie´e.
Il ne reste donc plus qu’a` passer d’un module sur S a` un module sur S0, ce qui
est donne´ par le lemme suivant (qui est une conse´quence imme´diate de l’e´galite´
S =
⊕
0≤i≤p−2
Si) :
Lemme 41. Soit M un S0-module, alors
(
M⊗S0 S
)Γf =M.
Ces propositions et ces lemmes mis bout a` bout nous donnent le the´ore`me
dans le cas d’un objet de Γ0ΦM
h
S0
de p-torsion. C’est a` dire que si M est
un objet de Γ0ΦM
h
S0
(avec 0 ≤ h ≤ p − 2) de p-torsion, alors il existe M
un objet de MFhW,tf tel que M = F(M). Et plus pre´cise´ment, nous avons
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M = i∗(M) = M/pi. Donc, dans le cas ou` M n’est pas suppose´ de p-torsion,
nous avons que M/pn = F(i∗(M/pn)) pour tout n, donc en passant a` la
limite projective, nous obtenons bien que M = F(i∗(M)), ce qui donne bien
l’essentielle surjectivite´ de F, et donc termine la de´monstration du the´ore`me
36.
5 Le point du torseur
5.1 Conse´quence des the´ore`mes pre´ce´dents
Pour tout objet N de MF−hW avec 0 ≤ h ≤ p − 2, construisons fN comme la
compose´e :
Vcris(N)⊗Zp ObEnr
g−1
N // VO bE (F
−(N))⊗Zp ObEnr
ψF−(N)
// F−(N)⊗OE ObEnr
N ⊗W ObEnr
ou` ψ est l’isomorphisme de Fontaine (cf. paragaraphe 1.1.2), gN l’isomorphisme
de N. Wach (cf. paragraphe 3.1), et F− est le foncteur construit a` la fin de la
partie 2.
De la proposition 32 nous de´duisons (toujours a` 0 ≤ h ≤ p− 2 fixe´) :
Proposition 42. Pour tout uplet d’objets (Ni,j)1≤j≤n, 1≤i≤nj de MF
−h
W , pour
tout sous-Φ-module filtre´ L facteur direct (comme W -module) de
n⊕
j=1
⊗
nj
i=1Ni,j,
l’application
⊕
⊗fNi,j envoie Vcris(L)⊗Zp ObEnr bijectivement sur L⊗W ObEnr .
De´monstration. Rappelons que Vcris(L) = Vcris,p(DL)∩
n⊕
j=1
⊗
nj
i=1Vcris(Ni,j).
Comme corollaire de la proposition 32, l’inverse de la fonction ψ−1
DOE (Vcris(N))
◦(
DOE (gN )⊗Id
)
ve´rifie la proprie´te´ recherche´e, carDOE (gN ) envoie L⊗W S sur
N(Vcris(L)), donc L⊗WOE surDOE (Vcris(L)). Il suffit alors de remarquer que
fN = ψF−(N)◦
(
g−1N ⊗Id
)
=
(
DOE (g
−1
N )⊗Id
)
◦ψDOE (Vcris(N)) par commutativite´
du diagramme suivant :
Vcris(N)⊗Zp ObEnr
g−1
N
⊗Id
//
ψDOE (Vcris(N))

VOE (F
−(N))⊗Zp ObEnr
ψ
F−(N)

DOE (Vcris(N))⊗OE ObEnr
DOE (g
−1
N
)⊗Id
// F−(N)⊗OE ObEnr
car DOE et VOE sont des foncteurs quasi-inverses l’un de l’autre.
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En combinant ce re´sultat et celui de la remarque 21, nous obtenons
Proposition 43. Si L est un sous-objet dans MF−hW de
⊕
i
⊗jNi,j avec Ni,j
des objets de MF−hW avec 0 ≤ h ≤ p− 2, alors Vcris(L) ⊂
⊕
i
⊗jVcris(N)i,j .
Remarque 44. Cette proprie´te´ peut eˆtre montre´ directement, en utilisant les
proprie´te´s des pe´riodes des Lubin-Tate (qui donnent par produit les pe´riodes des
modules e´le´mentaires) et le fait qu’un Φ-module filtre´ simple est e´le´mentaire,
donc que (par Jordan-Ho¨lder) tout Φ-module filtre´ tue´ par p a une filtration
dont le gradue´ associe´ est somme directe de modules e´le´mentaires.
Combine´ avec le the´ore`me 3.1, et en introduisant F1 et F2 les foncteurs exacts
de la cate´gorie MF−hW vers la cate´gorie des ObEnr -modules libres de rang fini,
de´finis par : si M objet de MF−hW , F1(M) = Vcris(M) ⊗Zp ObEnr et F2(M) =
M ⊗W ObEnr , nous obtenons :
The´ore`me 45. Pour 0 ≤ h ≤ p−2 fixe´, il existe f un isomorphisme de foncteur
entre F1 et F2. De plus, vis a` vis du produit tensoriel, l’isomorphisme peut eˆtre
choisi de telle sorte que :
– pour tous objets M et N de MF−hW tels que M ⊗ N est encore un objet de
MF−hW , alors le diagramme suivant est commutatif :
Vcris(N ⊗M)⊗ObEnr

fN⊗M
// (N ⊗M)⊗ObEnr

(Vcris(M)⊗ObEnr)⊗ (Vcris(N)⊗ObEnr) fM⊗fN
// (N ⊗ObEnr)⊗ (M ⊗ObEnr)
– pour tout uplet d’objets (Ni,j)1≤j≤n, 1≤i≤nj de MF
−h
W , pour tout sous-objet
L de
n⊕
j=1
⊗
nj
i=1Ni,j dans MF
−h
W , l’application
⊕
⊗fNi,j restreinte a` Vcris(L)
est e´gale a` fL ;
– pour tout uplet d’objets (Ni,j)1≤j≤n, 1≤i≤nj de MF
−h
W , pour tout sous-Φ-
module filtre´ L facteur direct (comme W -module) de
n⊕
j=1
⊗
nj
i=1Ni,j, l’applica-
tion
⊕
⊗fNi,j envoie
(
Vcris,p(DL) ∩
n⊕
j=1
⊗
nj
i=1Vcris(Ni,j)
)
⊗Zp ObEnr bijecti-
vement sur L⊗W ObEnr .
Il faut juste regarder le comportement de f vis a` vis du dual pour pouvoir
de´duire du the´ore`me 45 le the´ore`me 2
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5.2 f et le dual
Pour la suite, nous aurons besoin de de´finir fN pour N ayant des poids a` la fois
positifs et ne´gatifs (par exemple si N = End(M) pour M un objet deMF−hW ).
Appelons W [−h] l’objet de MF−hW dont le W -module sous-jacent est W , avec
Fili(W [−h]) =
{
W si i ≤ −h
0 si i > −h
et ϕ−h(x) = σ(x). Rappelons que Zp(h) est la
repre´sentation galoisienne Zp(1)
⊗h pour h ≥ 0 (et Zp(h) = Zp(−h)
∗ si h ≤ 0),
et que ObEnr(h) = ObEnr ⊗Zp Zp(h). Nous pouvons alors de´finir :
De´finition 46. Supposons 0 ≤ h ≤ p−22 . Posons V˜cris(N) = Vcris(N ⊗
W [−h])⊗ZpZp(−h) pour N objet deMF
±h
W , et V˜cris(f) = Vcris,p(f) restreinte
a` V˜cris(N) pour f : N → N
′ fle`che de MF±hW . Pour tout objet N de MF
±h
W
nous pouvons de´finir f˜N de la fac¸on suivante : remarquons que V˜cris(N) ⊗
ObEnr =
(
Vcris(N ⊗ W [−h]) ⊗ Zp(−h)
)
⊗Zp ObEnr =
(
Vcris(N ⊗ W [−h]) ⊗
ObEnr
)
⊗O bEnr ObEnr(−h), et notons fh =
t
f
−1
O bEnr [−h]
, alors f˜N est l’isomorphisme
V˜cris(N)⊗ObEnr
fN⊗W [−h]⊗fh
//
(
(N ⊗W [−h])⊗ObEnr
)
⊗ObEnr [h]

N ⊗W ObEnr
Nous avons bien que V˜cris(N) ≃ Vcris(N) ⊗Zp Vcris(W [−h]) ⊗Zp Zp(−h) ≃
Vcris(N) de manie`re naturelle pour N un objet deMF
−h
W , car N ⊗W [−h] est
un objet deMF−2hW , et comme 2h ≤ p−2, nous pouvons appliquer la remarque
20.
Un quasi-inverse de V˜cris est donne´ par D˜cris(V ) = Dcris(V ⊗Zp(h))⊗WW [h].
Une fac¸on naturelle de voir V˜cris(N) dans N ⊗W Acris est de dire que
V˜cris(N) = Fil
0(N ⊗W t
−hAcris)
Φt−h
Avant de continuer de regarder les proprie´te´s de V˜cris, introduisons g˜N pour
N un objet deMF±hW si 0 ≤ h ≤
p−2
2 de la meˆme fac¸on que pre´ce´demment. De
la proposition 32 et de la remarque 33, nous de´duisons :
Corollaire 47. Pour tout uplet d’objets (Ni,j)1≤j≤n, 1≤i≤m de MF
±h
W avec
0 ≤ h ≤ p−22 , pour tout sous-objet L facteur direct (comme W -module) de
n⊕
j=1
⊗mi=1Ni,j et pour tout quotient M de L, les applications g˜Ni,j induisent
un isomorphisme de repre´sentations de ΓK, de VO bE (F
−(M ⊗ W [−mh])) ⊗
Zp(−mh) sur un re´seau de Vcris,p(DM ) (qui est l’image de Vcris,p(DL) ∩
n⊕
j=1
⊗
nj
i=1 V˜cris(Ni,j) par l’application projection).
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Puis, pour l’e´tude vis a` vis du dual, montrons d’abord le lemme suivant :
Lemme 48. Pour tout objet N de MF±hW avec 0 ≤ h ≤
p−2
2 , l’application
surjective naturelle
N ⊗N∗
pi // W
induit un isomorphisme
V˜cris(N
∗) ≃ V˜cris(N)
∗
dont le crochet de dualite´ correspond a` Vcris,p(pi).
De´monstration. Soient l ∈ N et l′ ∈ N tels que N⊗W [−l] et N∗⊗W [−l′] soient
des objets deMF−2hW . Puis,W de´signe l’objet trivial deMF
±h
W , et donc pi induit
une application F−(pi) : F−(N⊗W [−l]))⊗OE F
−(N∗⊗W [−l′])→ OE [−(l+l′)],
dont l’application line´aire sous-jacente est toujours celle obtenue par le crochet
de dualite´ (c’est juste pi ⊗ Id), donc induit un isomorphisme entre le dual de
F−(N ⊗W [−l]))⊗OE OEel et F
−(N∗ ⊗W [−l′])) ⊗OE OEel′ (ou` ϕ(er) = q
rer
et g(er) =
X (g)−rpi−r
g(pi−r) pour g ∈ Γ). Cet isomorphisme de OE -modules est en
fait un isomorphisme de (ϕ,Γ)-module, car F−(pi) est un morphisme de (ϕ,Γ)-
modules. Comme VOE pre´serve le dual, en notant V˜OE (N) = VOE (F
−(N ⊗
W [−l])) ⊗Zp Zp(−l) = VOE
(
F−(N ⊗ W [−l]) ⊗OE OEel
)
et V˜OE (N
∗) =
VOE (F
−(N ⊗ W [−l′])) ⊗Zp Zp(−l
′) = VOE
(
F−(N∗ ⊗ W [−l′]) ⊗OE OEel′
)
,
nous avons que l’application V˜OE (F
−(pi)) identifie le dual de V˜OE (N) (comme
repre´sentation de ΓK) a` V˜OE (N)
∗.
Or, V˜OE (N) est isomorphe a` V˜cris(N) (via g˜N) et V˜OE (N
∗) est isomorphe a`
V˜cris(N
∗) (via g˜N∗). Pour conclure, il suffit d’invoquer la commutativite´ du
diagramme suivant (d’apre`s le corollaire 34) :
V˜OE (N)⊗ V˜OE (N
∗)
eVOE (F
−(pi))

g˜N⊗g˜N∗
// V˜cris(N)⊗ V˜cris(N∗)
Vcris,p(pi)

VOE (F
−(W ))
g˜W
// V˜cris(W )
Nous en de´duisons alors :
Lemme 49. Sous les conditions du lemme 48, l’application f˜N est fonctorielle
vis a` vis du dual, c’est-a`-dire que le diagramme suivant commute :
V˜cris(N)
∗ ⊗Zp ObEnr

(t f˜N )
−1
// N∗ ⊗W ObEnr

V˜cris(N
∗)⊗Zp ObEnr
f˜N∗ // N∗ ⊗W ObEnr
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D’ou`, en rassemblant tout ceci, nous obtenons le the´ore`me suivant :
The´ore`me 50. Soit 0 ≤ h ≤ p−22 , et notons F˜1 le foncteur exact de la cate´gorie
MF±hW vers la cate´gorie des ObEnr -modules libres de rang fini, de´fini par : si N
objet deMF±hW , F˜1(N) = V˜cris(N)⊗ZpObEnr . Alors il existe f˜ un isomorphisme
de foncteurs entre F˜1 et F2, pre´servant le dual. Nous pouvons supposer de plus :
– pour tous objet N et N ′ de MF±hW , tel que N ⊗ N
′ soit encore un objet de
MF±hW , f˜N⊗N ′ = f˜N ⊗ f˜N ′ ;
– pour tout uplet d’objets (Ni,j)1≤j≤n, 1≤i≤nj de MF
±h
W , pour tout sous-Φ-
module filtre´ L facteur direct (comme W -module) de
n⊕
j=1
⊗
nj
i=1Ni,j, l’applica-
tion
⊕
⊗f˜Ni,j envoie (Vcris,p(DL) ∩
n⊕
j=1
⊗
nj
i=1 V˜cris(Ni,j)) ⊗Zp ObEnr bijecti-
vement sur L⊗W ObEnr .
6 Position des re´seaux
Pour tout ce paragraphe, nous supposerons donne´s ρ : ΓK → G(Zp) une
repre´sentation cristalline a` valeurs dans les point sur Zp d’un groupe alge´brique
lisse sur Zp, G, et U un Zp-module libre de rang n, avec α : G → GLU une
immersion ferme´e.
6.1 Description des groupes plats sur Zp
Notons UW = U ⊗Zp W . Identifions G avec son image dans GLU . Nous al-
lons donner une de´finition plus exploitable de GW = G ×Zp W dans un cas
particulier :
Prenons une base de U et supposons que l’immersion de G dans GLU induise
une immersion dans EndU (c’est-a`-dire G = Spec(Zp[Xi,j ]1≤i,j≤n/I)).
Notons Zp[Xi,j ]≤d les polynoˆmes de degre´ total infe´rieur ou e´gal a` d. Le groupe
GLU agit sur Zp[Xi,j ] par : pour toute Zp-alge`bre R, si f ∈ R[Xi,j], et s ∈
GLU (R), alors ηs(f) est le polynoˆme de´fini par ηs(f)(y) = f(s
−1y). Cette
action est line´aire et laisse stable Zp[Xi,j ]≤d.
Proposition 51. Soit G = Spec(Zp[Xi,j ]1≤i,j≤n/I) un groupe alge´brique plat
sur Zp, soient (f1, · · · , fr) des ge´ne´rateurs de l’ide´al I, et si d est le maximum
des degre´s totaux des fi, posons E = I ∩Zp[Xi,j ]≤d. Alors E est facteur direct,
et pour toute Zp-alge`bre R, si ER = E⊗Zp R, G(R) = {g ∈ GLU (R)|ηg(ER) =
ER}.
Remarque 52. Si α : G→ GLU n’induit pas une immersion ferme´e de G dans
EndU , il suffit de composer α avec une immersion ferme´e β : GLU → GLU ′
tel que β induise une immersion ferme´e de GLU dans EndU ′ . Par exemple,
U ′ = U ⊕ Zp avec β = Id⊕
1
det , ou bien U
′ = U ⊕ U∗ (ou` U∗ est le dual de U)
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avec β(g) = (g, tg−1). Par contre, le E donne´ par la proposition 51 de´pendra
du morphisme β conside´re´.
De´monstration. Commenc¸ons par le lemme suivant :
Lemme 53. Pour toute Zp-alge`bre R, le module I⊗Zp R s’injecte dans R[Xi,j].
De´monstration. Pour tout k, notons Ek = I∩Zp[Xi,j ]≤k. Le module Zp[Xi,j ]≤k
est un Zp-module libre de type fini, et Zp[Xi,j ]≤k/Ek est sans p-torsion car il
s’injecte dans Zp[Xi,j ]1≤i,j≤n/I qui est plat sur Zp (par hypothe`se). Donc le
module Ek est un Zp-module libre facteur direct dans Zp[Xi,j ]≤k. Donc Ek est
un facteur direct de Zp[Xi,j ], par conse´quent Ek ⊗Zp R s’injecte dans R[Xi,j ].
Or, I est la re´union des Ek, donc I ⊗Zp R s’injecte dans R[Xi,j ].
Au passage, nous avons de´montre´ une assertion de la proposition, a` savoir que
E := Ed est facteur direct.
Notons H le groupe alge´brique de´fini par H(R) = {g ∈ GLU (R)|ηg(ER) =
ER}. L’application naturelle H → GLU est une immersion ferme´e et H(R) =
{g ∈ GLU (R)|ηg(ER) ⊂ ER} car E est facteur direct. Nous voulons montrer
que H = G. Si s ∈ GLU (R) ve´rifie ηg(ER) = ER, alors pour tout i, η(s)(fi) ∈
ER ⊂ I ⊗Zp R, donc η(s)(fi)(Id) = 0 car Id ∈ G(R). Donc, par de´finition
de l’action, fi(s
−1) = 0 pour tout i, donc la famille (fi) e´tant une famille de
ge´ne´rateurs de l’ide´al I sur Zp, nous obtenons s
−1 ∈ G(R), or G est un groupe,
donc s ∈ G(R), ce qui montre l’inclusion H(R) ⊂ G(R). Donc il existe un
monomorphisme H → G.
Montrons que c’est une immersion ferme´e : le morphisme H → GLU est
une immersion ferme´e, et α est par hypothe`se une immersion ferme´e de G
dans GLU . Donc, en notant A[K] l’alge`bre affine d’un groupe K, les fle`ches
A[GLU ] → A[G] et A[GLU ] → A[H ] sont surjectives, et nous avons le dia-
gramme commutatif suivant :
A[G]

A[GLU ]oooo
zzzzuu
uu
uu
uu
u
A[H ]
par conse´quent, la fle`che A[G] → A[H ] est surjective, donc H → G est bien
une immersion ferme´e.
Nous allons maintenant montrer que G et H ont meˆme fibre ge´ne´rique. Pour
cela, donnons une description de G semblable a` celle de H :
Lemme 54. Pour toute Zp-alge`bre R, nous avons
G(R) = {g ∈ GLU (R)|ηg
(
(I ⊗Zp R) ∩R[Xi,j ]≤d
)
= (I ⊗Zp R) ∩R[Xi,j ]≤d}
De´monstration. Fixons R, et posonsM = (I⊗ZpR)∩R[Xi,j ]≤d. Si s ∈ GLU (R)
ve´rifie ηg(M) = M , alors pour tout i, η(s)(fi) ∈ M ⊂ I ⊗Zp R, donc
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η(s)(fi)(Id) = 0 car Id ∈ G(R). Donc, par de´finition de l’action, fi(s−1) = 0
pour tout i, donc la famille (fi) e´tant une famille de ge´ne´rateurs de l’ide´al I
sur Zp, nous obtenons s
−1 ∈ G(R), or G est un groupe, donc s ∈ G(R), ce qui
montre une inclusion.
L’inclusion re´ciproque sera un corollaire du lemme de Yoneda : d’abord, il suffit
de montrer que ηs(M) ⊂M , car η est une action de groupe. Puis, si s ∈ G(R)
et f ∈ M , notons P = η(s)(f). Pour toute R-alge`bre B, pour tout g ∈ G(B),
nous avons P (g) = f(s−1g) = 0 car s−1g ∈ G(B) et f ∈ I ⊗Zp R, donc P est
dans I ⊗Zp R (et de bon degre´, donc P ∈M) par la remarque suivante :
Soit G = Spec(A/I) un groupe alge´brique au dessus d’un anneau R, alors
si J = {f ∈ A| pour toute R-algebre B, ∀g ∈ G(B), f(g) = 0}, nous avons
I = J . En effet, si K = Spec(A/J), alors K(B) ⊂ G(B) car I ⊂ J , puis la
de´finition de J nous dit que pour tout ϕ : A/I → B, J est inclus dans Ker(ϕ),
d’ou` se factorise en ϕ : A/J → B, J , donc G(B) ⊂ K(B). Le lemme de Yoneda
donne alors G = K, donc I = J .
Lemme 55. Soit S/R une extension d’anneau, supposons que S est plat sur R.
Alors, ((I ⊗Zp R) ∩R[Xi,j]≤d)⊗R S = (I ⊗Zp S) ∩ S[Xi,j ]≤d.
De´monstration. En effet, notons M1 = I ⊗Zp R, M2 = R[Xi,j ]≤d et M3 =
R[Xi,j ], alors nous voulons voir que (M1∩M2)⊗RS = (M1⊗RS)∩ (M2⊗RS).
Or, nous avons la suite exacte courte de R-modules
0 // M1 ∩M2 // M3 //M3/M1 ⊕M3/M2
et nous avons suppose´ que S est plat sur R, donc en tensorisant par S au dessus
de R, nous obtenons que
0 // (M1 ∩M2)⊗ S // M3 ⊗ S // (M3/M1)⊗ S ⊕ (M3/M2)⊗ S
est une suite exacte, ce qui conclut car (M3/Mi)⊗RS =M3⊗RS/Mi⊗RS.
Puis, G et H ont meˆme fibre ge´ne´rique, par application directe des deux lemmes
pre´ce´dents.
Il ne reste plus qu’a` voir que si H → G est une immersion ferme´e telle que G et
H ont meˆme fibre ge´ne´rique, et G plat, alorsH = G. Nous voulons montrer que
la fle`che surjective A[G]→ A[H ] est aussi injective. G e´tant plat, l’application
naturelle iG : A[G] → A[G] ⊗Zp Qp est injective. H et G ayant meˆme fibre
ge´ne´rique, la fle`che f : A[G]→ A[H ] donne´e par l’immersion ferme´e induit une
bijection fp : A[G] ⊗Zp Qp → A[H ] ⊗Zp Qp. De plus le diagramme suivant est
commutatif :
A[G]
f
//
 _
iG

A[H ]
iH

A[G]⊗Zp Qp
  fp // // A[H ]⊗Zp Qp
donc f est bien injective, donc H = G.
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En fait, lors de l’identification de GLU avec GLn,Zp , nous avons identifie´ la
repre´sentation de GLU que sont les polynoˆmes homoge`nes de degre´ i (note´
Zip[Xi,j ]) avec Sym
i(EndU ) qui est un sous-objet de End
⊗i
U , ou bien, dit autre-
ment, Zp[Xi,j ]≤d a e´te´ identifie´ a` un sous-objet de ⊕0≤i≤d End
⊗i
U . L’action de
GLU sur Z
i
p[Xi,j ] est le produit tensoriel de l’action naturelle de GLU sur U
∗
par l’action triviale de GLU sur U dans End
⊗i
U = (U⊗ZpU
∗)⊗i ; par conse´quent
E est un sous-module de
⊕
0≤i≤d
(U∗ ⊕ · · · ⊕ U∗︸ ︷︷ ︸
n fois
)⊗i (ou` n = rg(U)).
Appliquons ceci non pas au plongement α, mais a` α∗ : G → GLU∗ , de´fini par
α∗(g) = tα(g)−1. Il existe alors E∗ =
⊕
0≤i≤k
(U ⊕ · · · ⊕ U︸ ︷︷ ︸
n fois
)⊗i ∩ I∗ un sous Zp-
module (libre facteur direct) tel que s ∈ α(G)(R) ⇔ s(E∗R) = E
∗
R (ou` I
∗ est
l’ide´al de´finissant α∗(G)).
Rassemblons tout ceci dans le lemme suivant :
Proposition 56. Soit G un groupe plat sur Zp, U un Zp-module libre de rang
n et α : G → GLU une repre´sentation qui induit une immersion ferme´e dans
EndU . Identifions G avec son image. Alors, il existe un entier k et un sous
Zp-module E (facteur direct) de
⊕
0≤i≤k
(U ⊕ · · · ⊕ U︸ ︷︷ ︸
n fois
)⊗i laisse´ stable par l’action
naturelle de G(Zp) (provenant de celle de GLU , note´e η) tels que G(R) = {g ∈
GL(R)|ηg(ER) = ER} pour toute Zp-alge`bre R.
Nous pouvons alors de´finir sur M = Dcris(U) (ou sur D˜cris(U) suivant les cas)
un groupe alge´brique sur W , GM , par : si η est l’action naturelle de GLM sur⊕
0≤i≤k
(M ⊕ · · · ⊕M︸ ︷︷ ︸
n fois
)⊗i, alors GM (R) = {g ∈ GLM (R)|ηg(ER) = ER} pour
toute W -alge`bre R. Il ne reste qu’a` bien choisir E en liaison avec E, ce qui
nous conduit au the´ore`me suivant :
The´ore`me 57. Supposons G lisse sur Zp. Si α : G→ GLU induit une immer-
sion ferme´e dans EndU et si la repre´sentation de ΓK induite sur U par α (et
par ρ : ΓK → G(Zp)) ve´rifie
– soit elle est a` poids de Hodge-Tate dans [[0, h]] avec 0 ≤ h ≤ p− 2
– soit elle est a` poids de Hodge-Tate dans [[−h, h]] avec 0 ≤ h ≤ p−22
alors, en prenant
E = Dcris,p(E ⊗Zp Qp) ∩
⊕
0≤i≤k
(Dcris(U)⊕ · · · ⊕Dcris(U)︸ ︷︷ ︸
n fois
)⊗i
dans le premier cas, ou
E = Dcris,p(E ⊗Zp Qp) ∩
⊕
0≤i≤k
(D˜cris(U)⊕ · · · ⊕ D˜cris(U)︸ ︷︷ ︸
n fois
)⊗i
dans le deuxie`me cas, il existe une bijection Ψ : U ⊗Zp W → M qui identifie
G×Zp W et GM .
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Remarque 58. Pour qu’une application Ψ bijective identifie G×ZpW et GM ,
il suffit de montrer que l’application naturelle induite par Ψ envoie E ⊗Zp W
bijectivement sur E.
6.2 Demonstration du the´ore`me 57
Soit h : UR = U ⊗Zp R ≃ MR = M ⊗W R un isomorphisme de R-modules,
alors h induit s(h) de
⊕
0≤i≤k
(UR ⊕ · · · ⊕ UR︸ ︷︷ ︸
n fois
)⊗i sur
⊕
0≤i≤k
(MR ⊕ · · · ⊕MR︸ ︷︷ ︸
n fois
)⊗i,
qui est aussi un isomorphisme.
Conside´rons alors
Isom(R) = {h : U ⊗Zp R ≃M ⊗W R|s(h)(ER) = ER}
pour R une W -alge`bre. C’est un sous-W -sche´ma de IsomW(U ⊗Zp W,M) (les
W -isomorphismes de U ⊗Zp W sur M).
Il est non vide, car fDcris(U) (ou f˜eDcris(U) suivant les conditions sur les poids
de Hodge-Tate) induit un e´le´ment de Isom(ObEnr). C’est une retraduction du
the´ore`me 45 (ou du the´ore`me 50)
Lemme 59. Le sche´ma Isom×WObEnr est un torseur trivial sous G×W ObEnr .
De´monstration. G agit naturellement et fide`lement a` gauche sur Isom : si
f ∈ Isom(R) et g ∈ G(R),
U ⊗Zp R
g
// U ⊗Zp R
f
// M ⊗W R
est bien un isomorphisme.
Puis, l’application naturelle⊕
0≤i≤k
(U ⊕ · · · ⊕ U︸ ︷︷ ︸
n fois
)⊗i ⊗Zp R ηg //
⊕
0≤i≤k
(U ⊕ · · · ⊕ U︸ ︷︷ ︸
n fois
)⊗i ⊗Zp R
s(f)
⊕
0≤i≤k
(M ⊕ · · · ⊕M︸ ︷︷ ︸
n fois
)⊗i ⊗W R
s’identifie naturellement a` s(f ◦ g).
Enfin, la de´finition de Isom, la proposition 56 et le fait que s(f ◦ g) = s(f) ◦ ηg
donnent bien s(f ◦ g)(ER) = ER, donc que f ◦ g ∈ Isom(R). Le groupe G agit
donc sur Isom par (g, f) 7→ f ◦ g−1.
La fide´lite´ provient de ce qu’un e´le´ment de Isom est un isomorphisme de mo-
dules.
Pour finir, il reste a` montrer que pour f, f ′ ∈ Isom(R), il existe g ∈ G(R) avec
f ′ = f ◦ g−1. Autrement dit, il faut voir que g = f ′−1 ◦ f est bien un e´le´ment
de G(R). Cela se montre de la meˆme fac¸on que pre´ce´dement. C’est la proprie´te´
56 qui est le point essentiel.
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Nous venons donc de montrer que Isom×WObEnr est un G ×W ObEnr -espace
homoge`ne ayant un point sur ObEnr , or G ×W ObEnr est un groupe lisse, donc
Isom×WObEnr est lisse, donc Isom aussi (car la fle`che Spec(ObEnr )→ Spec(W )
est fide`lement plate et quasi-compact, donc c’est une application directe du
corollaire 17.7.3 de EGA IV).
Isom est lisse, donc par le lemme de Hensel (cf. the´ore`me 18.5.11 b de EGA IV),
Isom(W ) se surjecte (par la re´duction modulo p) sur Isom(k). Si ce dernier est
non vide, nous aurons bien montre´ que Isom(W ) est non vide, ce qui prouvera
le the´ore`me.
Isom×WObEnr est lisse, donc, toujours par le lemme de Hensel, Isom(ObEnr )
se surjecte sur Isom(ObEnr/p), donc le k-sche´ma Isom× Spec(k) est non vide
(car ObEnr/p est une k-alge`bre), donc par le the´ore`me des ze´ros de Hilbert,
Isom× Spec(k)(k) est non vide (car k est alge´briquement clos).
Remarquons qu’en nous donnant un Zp-moduleN ⊂M qui engendreM comme
W -module (c’est a` dire N ⊗Zp W = M), et tel que le Zp-module N
′ = E ∩⊕
0≤i≤k
(N ⊕ · · · ⊕N︸ ︷︷ ︸
n fois
)⊗i engendre E comme W -module (par exemple, avec les
notations du paragraphe 1.3, N =MfM (et alors N ′ = E
fE ) ou N =M
u−1
N
fM
Zp
(et alors N ′ = E
u−1
E
fE
Zp
)), nous pouvons de´finir Isom sur Zp par
Isom(R) = {h : U ⊗Zp R ≃ N ⊗Zp R|s(h)(ER) = N
′
R}
pour R une Zp-alge`bre. Alors, par un the´ore`me de Lang (tout H-torseur de´fini
sur Fp est trivial si H est un groupe alge´brique sur Fp connexe) , en supposant
que G est a` fibre spe´ciale connexe, nous avons Isom(Fp) non vide, donc par
lissite´, Isom(Zp) est non vide, et donc sous cette hypothe`se, nous pouvons
supposer que Ψ(U) = N . De plus, Ψ identifie G a` une forme sur Zp de GM
(celle qui est de´finie a` l’aide de N ′).
Corollaire 60. Sous les hypothe`ses et notations pre´ce´dentes, si U ′ est un
re´seau de U ⊗Zp Qp laisse´ stable par l’action de G, alors Ψ[
1
p ] = Ψ ⊗W K
envoie U ′⊗Zp W sur Dcris(U
′) si les poids de Hodge-Tate sont positifs, ou sur
D˜cris(U
′) sinon.
De´monstration. Notons M = Dcris(U) (ou M = D˜cris(U) si les poids de
Hodge-Tate ne sont pas tous positifs). Tout d’abord, quitte a` multiplier par une
certaine puissance de p, nous pouvons supposer U ′ ⊂ U . Puis, Ψ ∈ Isom(W ) ⊂
Isom(ObEnr ) et fM ∈ Isom(ObEnr) (respectivement, f˜M ∈ Isom(ObEnr)), donc,
comme Isom est un G×Zp W -espace homoge`ne, il existe g ∈ G(ObEnr) tel que
Ψ = fM ◦ g (respectivement Ψ = f˜M ◦ g). Il suffit donc (puisque U ′ est stable
par G) de ve´rifier la proprie´te´ pour fM (ou f˜M ), or ceci provient juste de la
fonctorialite´ de fM (et de f˜M ) pour les sous-objets.
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6.3 Exemples
Remarquons que GLU se plonge naturellement par une immersion ferme´e β
dans GLU⊕U∗ ou` l’action sur U est l’action naturelle, et l’action sur le dual U
∗
est donne´e par la transpose´e de l’inverse. De plus, β provient d’une immersion
ferme´e de GLU dans EndU⊕U∗ , car l’image de β est un sous-groupe ferme´ de
SLU⊕U∗ . Donc, si la repre´sentation galoisienne U est a` poids de Hodge-Tate
dans [[0, h]] avec h ≤ p−22 , ou dans [[−h, h]] avec h ≤
p−2
4 , alors l’immersion
α′ = β ◦α ve´rifie en partie les hypothe`ses du the´ore`me 57. Soit alors E le sous-
module de´finissant G dans U ⊕ U∗ (de la manie`re de´crite dans le paragraphe
6.1). Nous de´finissons de meˆme sur D˜cris(U)⊕D˜cris(U)∗ un groupe GM a` l’aide
de
E = Dcris,p(E ⊗Zp Qp) ∩
⊕
0≤i≤k
(D˜cris(U)⊕ · · · ⊕ D˜cris(U)︸ ︷︷ ︸
n fois
)⊗i
The´ore`me 61. Si la repre´sentation de ΓK induite sur U par α (et par ρ) ve´rifie
– soit elle est a` poids de Hodge-Tate dans [[0, h]] avec 0 ≤ h ≤ p−22
– soit elle est a` poids de Hodge-Tate dans [[−h, h]] avec 0 ≤ h ≤ p−24
alors, avec les notations pre´ce´dentes, il existe un isomorphisme de W -module
Ψ : U ⊗Zp W → M qui induit une bijection Ψ ⊕
tΨ−1 : (U ⊕ U∗) ⊗Zp W →
M ⊕ M∗ identifiant G ×Zp W et GM . En particulier, le groupe GM (plonge´
dans GLM⊕M∗) laisse stable M et M
∗.
De´monstration. Conside´rons le sche´ma Isom(R) = {h : U ⊗Zp R ≃ M ⊗W
R|s(h)(ER) = ER} (ce n’est a` priori pas le meˆme que celui conside´re´ dans
la de´monstration du the´ore`me 57, qui conside`re des morphismes de´finis sur
U ⊗ U∗). C’est un G ×Zp W espace homoge`ne, qui a un point sur W (cela se
montre de la meˆme fac¸on que lors de la de´monstration du the´ore`me 57).
6.4 Donne´es initiales pour un Φ-module filtre´
Formulons ici comment les ide´es introduites pre´ce´demment se traduisent dans
le formalisme introduit par Rapoport et Zink (cf. [RZ96]). Soit G un groupe
alge´brique lisse sur Zp et ρ un morphisme de groupe de ΓK dans G(Zp),
µ : Gm → G un cocaracte`re de´fini sur W , et b ∈ G(W ). Alors, a` toute
repre´sentation β : G → GLU ou` U est un Zp-module libre de rang fini, nous
pouvons associer un objet I(U) de MF′W, de´fini par :
– le W -module sous-jacent est U ⊗Zp W =M ;
– Fili(M) =
⊕
j≥i
Mj ou` Mj est l’espace propre de poids j correspondant a` µ ;
– ϕi = p−ib ◦ (Id ⊗ σ) sur Fili(M), c’est-a`-dire si v =
∑
k
vk ⊗ xk ∈ Fil
i(M)
avec vk ∈ U et xk ∈W , ϕi(v) =
∑
k
σ(xk)β(b)(vi).
De´finition 62. Le triplet (µ, b, β) est dit admissible si I(U) est un objet de
MFW,tf .
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Si G est suppose´ lisse, si β induit une immersion ferme´e de G dans EndU ,
et I(U) est un objet de MF−hW avec 0 ≤ h ≤ p − 2, nous pouvons faire de
meˆme qu’au paragraphe 6.1 : G est de´fini par E un Zp-module bien choisi
de
⊕
0≤i≤k
(U ⊕ · · · ⊕ U︸ ︷︷ ︸
n fois
)⊗i (alors E ⊗Zp W sera un objet de MFW,tf ), et sur
Vcris(I(U)) nous construisons GVcris(I(U)) sur Zp par son foncteur des points
(si R est une Zp-alge`bre,GVcris(I(U))(R) est le sous-groupe de GLVcris(I(U))(R)
forme´e des e´le´ments qui laissent stable
(
Vcris,p(E ⊗Zp K) ∩
⊕
0≤i≤k
(Vcris(M)⊕ · · · ⊕Vcris(M)︸ ︷︷ ︸
n fois
)⊗i
)
⊗Zp R
The´ore`me 63. Sous les conditions pre´ce´dentes, avec
– soit M est un objet de MF−hW avec 0 ≤ h ≤ p− 2 et β induit une immersion
ferme´e de G dans EndU ,
– soit M est un objet de MF−hW avec 0 ≤ h ≤
p−2
2 ,
– soit M est un objet de MF±hW avec 0 ≤ h ≤
p−2
2 et β induit une immersion
ferme´e de G dans EndU ,
– soit M est un objet de MF±hW avec 0 ≤ h ≤
p−2
4 ,
alors il existe une bijection Ψ : M → Vcris(I(U)) ⊗Zp W qui identifie G ×Zp
W et GVcris(I(U)) ×Zp W . De plus, la repre´sentation galoisienne associe´e a`
Vcris(I(U)) est a` valeurs dans GVcris(I(U))(Zp).
De´monstration. L’existence de la bijection se montre de la meˆme fac¸on que
pour le the´ore`me 57 : nous introduisons un G-espace homoge`ne Isom de´fini sur
Zp, nous montrons qu’il est lisse sur Zp, Isom(k) est non vide par le the´ore`me
des ze´ros de Hilbert, et le lemme de Hensel conclut. La de´finition meˆme de
GVcris(I(U)) implique que la repre´sentation galoisienne associe´e a` Vcris(I(U))
est a` valeurs dans GVcris(I(U))(Zp).
Remarque 64. Le the´ore`me de Lang a` propos des torseurs de´finis sur les
corps finis implique que si la fibre spe´ciale de G est connexe, alors le torseur
Isom est trivial sur Fp. Autrement dit, il a un point sur Fp, que nous pouvons
relever a` Zp par le lemme de Hensel. Par conse´quent, si la fibre spe´ciale de G
est connexe, l’isomorphisme Ψ est de´fini sur Zp, c’est a` dire qu’il induit une
bijection Ψ : U → Vcris(I(U)).
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