Abstract Image denoising is the process of removing the noise that perturbs image analysis methods. In some applications like segmentation or registration, denoising is intended to smooth homogeneous areas while preserving the contours. In many applications like video analysis, visual servoing or image-guided surgical interventions, real-time denoising is required. This paper presents a method for real-time denoising of ultrasound images: a modified version of the NL-means method is presented that incorporates an ultrasound dedicated noise model, as well as a GPU implementation of the algorithm. Results demonstrate that the proposed method is very efficient in terms of denoising quality and is real-time.
Introduction
Image denoising is a key component of image processing workflows. Denoising aims at reducing the noise in homogeneous areas while preserving the image contours. Denoising is important for postprocessing methods like segmentation, classification, object recognition, pattern analysis, registration, etc. In this context the denoising of ultrasound images is particularly challenging due to the particular texture of the ultrasound images. The noise, often referred to as ''speckle'', is a multiplicative signal-dependent noise. Ultrasound is a medical imaging modality suited for many applications, since the image acquisition is real-time. Therefore, ultrasound can be used for surgical guidance and robotic-assisted interventions. For surgical applications, ultrasound offers a light, real-time, inexpensive, non-ionizing capability to image the surgical field and update the preoperative planning. To fully benefit from this real-time capability, image processing methods also need to be realtime, which is also crucial for surgical applications. In this paper, a Bayesian version of the NL-means methods [3] is presented that allows to incorporate an ultrasound dedicated noise model. This denoising method was implemented using GPU technology and leads to a real-time denoising method. The paper is organized as follows: Sect. 2 presents an overview of denoising methods, Sect. 3 presents the modified NL-means method, Sect. 4 describes the GPU implementation of the algorithm, and Sect. 5 presents results in terms of denoising quality and computation time.
Related work
In this paper, an efficient denoising method, dedicated to ultrasound images, is implemented using GPU capabilities. In this section, we briefly introduce related methods concerning image denoising, and GPU computation.
Image denoising
Many filters have been proposed for general image denoising. Ultrasound images are corrupted by speckle, a specific noise which is associated with coherent imaging systems. Many studies have been conducted to develop specific methods dedicated to ultrasound images. Denoising is a broad area and it would be out of the paper's scope to give an exhaustive survey. We refer the reader to [5, 6, 9, 21] for survey. Here, a short selection of denoising techniques is presented.
Adaptive filters
Adaptive filters are based on the assumption that speckle is essentially a multiplicative noise. The most common adaptive filters are Lee's filter [19] , Frost's filter [10] , and Kuan's filter [17] . The principle adopted by Lee and Kuan is very similar. Both seek to minimize the mean square error (MSE) between the true value of a pixel and its estimated value. The only difference between the two methods is that Lee utilizes a linear approximation for speckle while Kuan uses a nonlinear approximation. The Frost filter is also an MSE filter, but assumes that the image is stationary. The median filter is a spatial filter that replaces the central pixel in a window with the median of all the pixel values in that window. Loupas et al. [20] introduced a new approach to the adaptive median filter, called adaptive weighted median filter (AWM). In this case, different weights are assigned for each pixel from the local content of the image. The filters mentioned above are easy to implement and present a good compromise between complexity and denoising quality.
Partial differential equations filters
Some methods adapted the thermodynamic equation of heat to filter ultrasound images. Perona and Malik proposed an anisotropic filter with border detection [23] . Alvarez et al. [1] also developed a filter based on the thermodynamic equation of heat which is called curvature motion. Total variation minimization scheme (TV) was introduced by Rudin et al. [24] . The denoising problem is considered as a minimization problem with constraints, where the constraints are determined by statistical noise. In the original method, the removed noise is treated as an error. In practice, some structures and textures can be present in this error. Several groups have tried to avoid this effect [22, 25] . Unlike the aforementioned adaptive filters, these methods are iterative and keep the location and accuracy of contours while smoothing the rest of the image.
GPGPU
Modern graphic cards have high computing and programming capabilities for a reasonable monetary cost. The last generation of NVIDIA graphics card processors (GPU) have up to 240 processing units that can work in parallel with wide band memory. CUDA tools from NVIDIA allow to program graphics cards to solve intensive computation problems with a high-level language. These facts push scientists to adopt the general purpose programming on graphic processor unit (GPGPU) in aim to attempt realtime level on intensive computation problems. This is the case for image and signal processing problems. GPUCV is a port of well-known OpenCV run-time libraries in GPU devices to accelerate filters execution and image processing basics tools.
Non-local means filters computation has good characteristics to be ported on GPU: every pixel computation needs a regular analysis of same type of zones over the image input. ImageDenoise SDK CUDA [15] implements a real-time generic non-local means filter for 2D images which exploits CUDA 2D caches capabilities in textures memories into a GPU. Huhle et al. [12] implements a nonlocal means filter for deep data matrix of 3D points using CUDA. Recently, GPU has been used for medical image registration [18] and segmentation [4] .
Bayesian NL-means
In this section, the original NL-means method [3] is briefly recalled, and the adaptation of the NL-means [7] to a dedicated ultrasound noise model [20] .
NL-means
Here, the basic principles of the NL-means technique are presented. This method is based on a non-local paradigm, i.e., the restored intensity of a pixel is a weighted average of all pixels in the image (classically, a neighborhood around the considered pixel), weighted by the distance between the patches:
where w(x i , x j ) is the weight assigned to value u(x j ) for restoring the pixel x i . More precisely, the weight evaluates the similarity between the intensities of the local neighborhoods (patches) N i and N j centered on pixels x i and x j , such that wðx i ; x j Þ 2 ½0; 1 and P
dim wðx i ; x j Þ ¼ 1 (see Fig. 1 ). The size of the local neighborhood N i and N j is (2d ? 1) dim . The traditional definition of the NL-means filter considers that the intensity of each pixel can be linked to pixel intensities of the whole image. For practical and computational reasons, the number of pixels taken into account in the weighted average is restricted to a neighborhood, that is, a ''search volume'' D i of size (2M ? 1) dim , centered at the current pixel x i .
For each pixel x j in D i , the Gaussian-weighted Euclidean distance k:k 2 2;a is computed between the two image patches uðN j Þ and uðN i Þ as explained in [3] . This distance is the traditional L 2 -norm convolved with a Gaussian kernel of standard deviation a. The weights w(x i , x j ) are then computed as follows:
where Z i is a normalization constant ensuring that P
dim wðx i ; x j Þ ¼ 1 and h acts as a filtering parameter controlling the decay of the exponential function.
Bayesian NL-means
The initial formulation of the NL-means filter relies on a L 2 -norm between two patches, which relies on the assumption of an additive white Gaussian noise model. Unfortunately, the noise of ultrasound images cannot be considered as an additive white Gaussian noise. Here, a Bayesian formulation of the NL-means filter is used to incorporate an ultrasound dedicated noise model. We refer the reader to [7] for more details about this method.
The distribution of noise in ultrasound images has been largely studied in the literature so far and many models have been proposed, up to the utmost complexity. Among them, the Loupas noise model [20] has been successfully used in many studies. It reads as
where v(x) is the original image, u(x) is the observed image, and gðxÞvN ð0; r 2 Þ is a zero-mean Gaussian noise. This model is more flexible and less restrictive than the usual RF model and is able to capture reliably image statistics since the factor c depends on ultrasound devices and additional processing related to image formation. Contrary to additive white Gaussian noise model, the noise component in (3) is image-dependent. In [20] , based on the experimental estimation of the mean versus the standard deviation in Log-compressed images, Loupas et al. have shown that c = 0.5 model fits better to data than the multiplicative model or the Rayleigh model. Since, this model has been used successfully in many studies [2, 11, 16, 29] . Clearly, this model is relevant since it is confirmed that the speckle is higher in regions of high intensities versus regions of low intensities [16, 26] .
In [14] , a Bayesian formulation of the NL-means filter was proposed. Equivalent to the conditional mean estimator, it has been shown that an empirical estimator b vðB i k Þ of a block B i k can be defined as (see reference [7] )
where pðuðB i k ÞjvðB j ÞÞ denotes the probability density function (pdf) of uðB i k Þ given the noise-free and unknown patches vðB j Þ.
Considering the Bayesian formulation and the Loupas noise model, a new formulation of the NL-means is proposed [7] . 
Finally, this amounts to substituting the traditional L 2 -norm by the Pearson distance. We refer the reader to [7] for extensive details about this approach.
GPU implementation
Due to the high complexity of the NL-Means algorithm and the recent use of GPUs for massively parallel computation, we decided to use the GPU GeForce GTX 280 hardware version 1.3 to run our NL-Means filter adapted to ultrasound images. The large computational burden is mainly due to the computation of distances between each patch, which is used to later calculate the weight of a pixel. Since these distances are independent of each other, the algorithm is intrinsically parallel and particularly suited for such implementation. To develop the software, the NVIDIA CUDA was used. CUDA is a general-purpose parallel computing architecture that uses a high-level language compatible with C/C??. Through CUDA, we can define functions, called kernels, that, when called, are executed N times in parallel by N different CUDA threads. These threads can be grouped into blocks. As the filtered images are 2D images, we chose 2D blocks for our implementation. The size of the blocks is an important parameter to computational time. Empirically, the fastest results were achieved partitioning each block into a 16 9 16 set of threads.
CUDA architecture has fast local memory called shared memory. This memory is faster than the GPU global memory, but is limited. For the GTX 280 there are 16,384 bytes/block which are simultaneously used by shared memory and registers. Because of this limitation, we should select the most important data to copy into shared memory.
First, an image patch and its neighborhood are copied into shared memory. Second, the search areas of each pixel are also copied into memory. This measure increases the performance, reducing runtime because of the reduction of global memory access. In ultrasound images, the area of interest containing image information is smaller than the size of the entire image. Thus, in order to further reduce the computational time, only points belonging to a given input mask were denoised, as illustrated in Fig. 2 .
The program is composed of eight kernels, four main kernels for NL-Means computation and another four auxiliary kernels to compute the mean and variance of the image. Also, a function implemented in C?? is used to compute the smoothing parameter (h). Even though the program has eight kernels, only three of them will be executed to filter an image. Two input parameters, determined by the user, specify how the kernels are called. There are two different implementations of the NL-means filter, a generic one [3] and a filter specifically adapted for ultrasound images [7] . Another input parameter which determines which kernels will be executed is the neighborhood size N i . Because of limitations on shared memory size only two options were implemented: a neighborhood of 3 9 3 pixels or a neighborhood of 5 9 5 pixels.
The pseudocode in Algorithm 1 shows the main instructions that are executed when the programs runs. First of all, a preprocessing computation is performed. Two images are created: a map of local means and a map of local variances. These images will be used to select the relevant pixels on the input image. Once the preprocessing is done, the main kernel that implements the NL-means filter, will be executed. As mentioned earlier, an area of the image will be copied into shared memory. It is very important to synchronize after the copy to ensure that all threads are completed before proceeding to the next step which is computing the new value for each pixel using the NL-means algorithm.
Experiments
In this section, results are presented, both in terms of denoising quality and computation time. 
Denoising quality

Qualitative evaluation
The denoising methods were first tested on real intraoperative ultrasound images acquired during a neurosurgical procedure. The value of parameter h was computed using an analysis of variance described in [8] . In this context, ultrasound images are acquired to be registered toward preoperative MR images to update the surgical planning. Results are presented in Fig. 3 and show that the C?? implementation and FUID lead to comparable results, exhibiting the desired properties of the NL-mens technique: homogeneous areas are smoothed and edges are preserved. The CUDA SDK implementation is visually less satisfactory. In a previously published paper [7] , it has been shown objectively that the adapted NL-means performs better than the classical NL-means to denoise ultrasound images.
Quantitative validation
In order to evaluate the denoising filters with a relevant simulation of speckle noise, the validation framework proposed in [27, 28] was chosen for objective comparisons. This framework is based on Field II simulation [13] . Field II enables to generate realistic ultrasound images out of a echogenicity map. As a result, the input geometry of the images is perfectly known and can be used for quantitative validation. The image test Cyst is composed of three constant classes C r presented in Fig. 4 . The result of the Field II simulation is converted to an 8-bit image of size 420 9 315 pixels. The geometry of the image is known, but not the true value of the image without speckle. Therefore, the authors introduced the ultrasound despeckling assessment index (Q) defined as 
Let us denote l C r as the mean and r 2 C r as the variance of class C r after denoising. To avoid the sensitivity to image resolution, Q is normalized by Q id . The new indexQ ¼ Q=Q id is high if the applied filter is able to produce an image with well-separated classes and small variances for each class. For these experiments we compared the FUID filter, the C?? implementation of NL-means filter, and the CUDA implementation of NL-means presented in the CUDA SDK (project named imageDenoising).
According to [27, 28] , in this evaluation framework, the denoising quality is better when theQ is high. FUID and C?? implementation present similarQ. This result was expected and validates the FUID which is based on C?? implementation.
In this experiment, the objects to be removed are composed of several pixels; thus the patch size is increased to evaluate the restoration performance of each object. The threshold (l 1 ) was also modified in order to evaluate its influence. The parameters used for the test are given in Table 1 .
The denoised images and the quantitative results are given in Fig. 4 . Compared with the NLMmeans CUDA SDK implementation, the proposed adaptations for ultrasound images improved theQ of the denoised image.
Computation time
Initial NL-means
For the experiments, five ultrasound images were used. The size of the images ranged from 360 9 288 to 1,080 9 864 pixels. We compared the computational time of FUID, C?? implementation of NL-means and CUDA SDK implementation of NL-means. Both FUID and imageDenoising were run using a 240-core NVIDIA GTX 280 GPU. The C?? implementation was performed on single core of a DualCore Intel Pentium CPU. The set of parameters of the three filters were the same. For a direct comparison with the NL-means implemented by imageDenoising, we used a classical version of FUID and C?? implementation (not adapted to ultrasound images).
The filter parameters included a neighborhood of 5 9 5 pixels and a search area of 11 9 11 pixels. The smoothing parameter was automatically computed for both the FUID and C?? implementation. The results are given below (see Fig. 5 and Tables 2, 3 ).
Bayesian NL-means adapted to ultrasound images
We also compared the FUID with C?? implementation of NL-means both adapted for ultrasound images. Results are presented Fig. 6 . We observe that FUID leads to the lowest computational time in both versions. Concerning the speedup of FUID, we observe in Fig. 7 a minimum speedup of 104.5 and a maximum speedup of 154.6 comparing with the C?? implementation.
Discussion and conclusion
In this paper, a modified version of the NL-means algorithm, adapted to a dedicated ultrasound noise model, was presented. The proposed algorithm was implemented using GPU technology and was compared with the C?? implementation, as well as to the NL-means approach implemented in the CUDA SDK. Results demonstrated that the proposed filter is very efficient in terms of denoising quality compared with state-of-the-art approaches. In terms of computation time, the proposed method is real-time: for medium sized images, denoising was performed in less than 20 ms, which is compatible with the vast majority of image processing workflows. In addition, our CUDA implementation was faster than the CUDA SDK implementation, with decrease varying between 34% to 66% depending on the image size.
Further work will investigate the use of the NL-means framework for additional image processing tasks. The patch-based framework is very general and can be declined for image super-resolution, image classification, and registration. These NL-means based algorithms will also be particularly suited for GPU implementation. The threshold does not apply to the NL-means CUDA implementation since the adaptive dictionary technique described in [8] was not used Results indicate that the speedup of CUDA implementations is approximately 100 compared with the C?? implementation. In addition, our implementation is faster compared with the CUDA SDK one, with speedup factors ranging from 34% to 66% depending on the image size 
