Abstract-Recent work introduced a unified framework for steerable and directional wavelets in two and three dimensions that ensures many desirable properties, such as a multi-scale structure, fast transforms, and a flexible angular localization. We show that, for an appropriate choice for the radial window function, these wavelets also have closed form expressions for, among other things, the spatial representation, the filter taps for the fast transform, and the frame representation of the Laplace operator. The numerical practicality and benefits of our work are demonstrated using signal estimation from non-uniform, pointwise samples, as required for example in ray tracing, and for reconstructing a signal over a lower-dimensional sub-manifold, with applications for instance in medical imaging.
I. INTRODUCTION
Steerable wavelets have a long history, going back to work by Freeman and Adelson [1] and Perona [2] . Recently, a systematic framework for their construction in two and more dimensions has been introduced by Unser and co-workers [3] , [4] , [5] , [6] , subsuming also later directional wavelets such as curvelets [7] , [8] and related constructions [9] , [10] . The work by Unser et al. builds on isotropic multi-resolution analyses [11] , [12] , [13] , [14] that are defined through a radial windowĥ(|ξ|) (see inset figure). Steerability and directionality are introduced through an angular localization windowγ(θ ξ ). The wavelets are then defined asψ(ξ) = γ(θ ξ )ĥ(|ξ|) and since their construction relies on polar (and spherical) coordinates, we will refer to them as polar wavelets, or short polarlets.
Under suitable admissibility conditions for the window functions (cf. Sec. II) polarlets generate a Parseval tight frame, have a multi-resolution structure, and fast transforms. The present letter extends the useful properties of polar wavelets even further. We show that, with the Portilla-Simoncelli radial window [11] , the spatial representation of the wavelets and the filter taps for the fast transforms have closed form expressions. Furthermore, also calculations like the Galerkin projection of the Laplace operator, which is required, for example, for the solution of Poisson problems, can be performed analytically. Although the closed form expressions are complicated, compared to the numerical quadrature which would be required otherwise, they enable theoretical insights and more easily provide the accuracy that is required. In the three dimensional Christian Lessig is with the Institute of Simulation and Graphics at Ottovon-Guericke-Universität Magdeburg, Germany. Fig. 1 . Directional wavelet in two dimensions in the frequency (left) and spatial (right) domains. For the radial windowĥ(|ξ|) we use those proposed by Portilla and Simoncelli [11] and the angular one is a modification of the orthonormal wavelets for S 1 by Walter and Cai [15] . The wavelets have closed form expressions in both the space and frequency domains.
setting, we also provide more concrete and practical admissibility conditions for the angular localization window and a proof that, in our opinion, is simpler than existing ones in the literature [4] , [6] .
To demonstrate the relevance of our work we provide two proof-of-concept applications that are facilitated by our results: the estimation of an image signal from pointwise samples, as used in ray tracing-based image generation, and the reconstruction of a signal on a sub-manifold, which is of importance for example in medical imaging.
II. POLAR WAVELETS A. Construction in Two Dimensions
Polar wavlets in two dimensions are defined by [5] 
and they generate the spatial wavelet functions
where ψ(x) is the inverse Fourier transform of Eq. 1, k ∈ Z 2 is a translation, and R jt an equal angle rotation matrix by 2π/M j , with M j being the number of different orientations at each k ∈ Z 2 . Unser and Chenouard [5] showed that the functions in Eq. 2 form a Parseval tight frame when the radial windowĥ(|ξ|) satisfies the Caldèron admissibility condition
and the matrix U , formed by all Fourier series coefficients β t j,n = R T jt β j,n = e int(2π/Mj ) β j,n , fulfills U H U = D with the diagonal matrix D having tr(D) = 1 (as usual, in practice one uses also scaling functions; the following discussion applies with obvious modifications also to these). Unser and Chenouard [5] admissibility condition in Eq. 3, the result can also be obtained using a direct computation, see the supplementary material.
Remark 1. Intuition for the condition U
H U = D can be obtained through the special case U H U = Id/(2N +1) which, up to a rescaling, is satisfied when the β t j,n generate a tight frame for the space generated by the Fourier series up to band N . In our examples we use as angular localization window hence a variation of the orthonormal wavelets for S 1 by Walter and Cai [15] , which are simple yet general. Our modification symmetrizes the scaling functions by a rotation by π, so that one obtains real-valued ψ jkt (x), see Fig. 1 for an example.
Spatial representation: The compute the inverse Fourier transform of Eq. 1 it is convenient to work with the JacobiAnger formula,
which expresses the complex exponential in polar coordinates.
With it, and by evaluating the integral in the inverse Fourier transform in polar coordinates, one obtains
The angular localization window is hence invariant under the inverse Fourier transform, up to the factor of i n = e inπ/2 which implements a rotation by π/2, see again Fig. 1 . Eq. 5c appeared before in [5] . However, to obtain an explicit expression for the inverse Fourier transform we also have to evaluate the Hankel transform that is given by the radial integral in Eq. 5c. To our knowledge, it has not been observed that for the Portilla-Simoncelli window,
it has a closed form expression, where 1F2 is the modified hypergeometric function, see Fig. 2 for plots. While, without doubt, quite complicated, Eq. 7 can be evaluated to arbitrary precision and it can be analyzed using the extensive results on hypergeometric functions that are available. Next to the Portilla-Simoncelli window in Eq. 6 we also considered the other radial functions listed in [3] . To the best of our knowledge, however, none of them has a closed form solutions for the Hankel transform.
Fast transform: The filter taps for the fast transform are
Using Parseval's theorem and computing the inner product in the Fourier domain, with the translation term expanded using the Jacobi-Anger formula, one obtains for β j,k,t that
with the radial term given by
B n (|k|) can be evaluated in closed form, see the supplementary material for the expression and a detailed derivation as well as those for α j,k . Other results: Closed form solutions can also be obtained for other common calculations. As an example we consider the Galerkin projection of the Laplace operator ∆. As shown in the supplementary material, for isotropic wavelets it is v sr = ∆ψ s , ψ r (10)
with the radial integral again having a closed form solution. Analogous expressions can be derived for non-isotropic ψ j,k,t (x).
B. Construction in Three Dimensions
In three dimensions, polar wavelets are given by [4] , [6] 
where the y lm (ξ), withξ = ξ/|ξ|, are spherical harmonics [17] . When the window coefficients κ lm only depend on l, i.e. κ lm =κ l as in [16] , [18] , then one obtains isotropic wavelets, see Fig. 3 , top. Anisotropic curvelet-and ridgeletlike window functions are obtained using κ lm = β mκl , where the β m are for example again the windows used in the last section. With such κ lm one obtains analogues of the functions discussed by Kutyniok and Petersen [19, Sec. 4.3] that are able to extract curvature information, see Fig. 3 , bottom. Unser, Chenouard and Ward [6] , [4] used again the higher-order Riesz transform to obtain admissibility conditions so that Eq. 11 generates a tight frame. In the supplementary material we provide a direct argument that shows that again Eq. 3 has to be satisfied and that the angular windows have to fulfill
where the u jt are the vectors formed by the κ tj lm . To our knowledge, Eq. 12 did not appear before in the literature.
Spatial representation: Previous work [6, Theorem 2.5 and Theorem 4.2] established some properties of threedimensional polarlets in the spatial domain. However, to our knowledge currently no explicit description of ψ(x) exists. We show in the following that it can be obtained using a computation similar to Eq. 5.
In three dimensions, the role of the Jacobi-Anger formula is taken by the Rayleigh formula
where j l (|ξ| |x|) is the spherical Bessel function of degree l. By evaluating the integral of the inverse Fourier transform of Eq. 11 in spherical coordinates one obtains With the orthonormality of the spherical harmonics, we have
Analogous to the two-dimensional setting the angular window is invariant under the Fourier transform up to a factor of i l . It again implements a rotation by π/2, which now, however, has a somewhat different interpretation. For instance, when one has an isotropic window around the x-axis in frequency space, as in Fig. 3 , top left, then this yields a disk-like window in the y-z plane in the spatial domain, cf. Fig. 3 , top right.
With Eq. 14c we have to evaluate the radial integral to obtain a closed form expression for ψ(x). Analogous to the situation in two dimensions, for the Portilla-Simoncelli window in Eq. 6 the integral can be computed in closed form. The expression is similar to those in Eq. 7, see the supplementary material.
As in Sec. II-A, also in three dimension the filter taps for the fast transform and other expressions like the Galerkin projection of the Laplace equation can be computed in closed form using analogous derivations.
III. PROOF-OF-CONCEPT APPLICATIONS A. Signal estimation from point-wise samples
Many applications require the reconstruction of signals from point-wise samples [20] . When the data is high dimensional and/or the number of samples is very large, then the samples are often unstructured and sparse, i.e. they have a non-uniform density reflecting some of the signal's properties. Just two examples are range scanner data, where the samples lie on a surface M ⊂ R 3 with a distribution induced by the geometry of M, and samples in ray tracing-based image generation, which are often generated adaptively [21] , see Fig. 5 .
In the following, we will consider the latter example and reconstruct the sparse wavelet representation of a test image from from adaptive, pointwise ray tracing samples. We work with the wavelets from Sec. II-A and use isotropic functions on coarse scales and curvelet-like ones on finer levels, as is natural for our cartoon-like test image, cf. Fig. 4 . Following the ray tracing literature [22] , we will employ (quasi) random samples X = {x i } on the image plane to avoid the structured aliasing that results from uniform ones. Adaptive set of quasi random samples with a higher sampling density around the object boundary. Right: Reconstruction of data on an arbitrary submanifold, as required for example for medical data visualization applications. The full data set is shown in the background. Such applications benefit from the closed form expressions for the frame functions in the spatial domain that enable us to evaluate them at arbitrary locations, in this case the vertices of the mesh describing the visualization sub-manifold.
The given pointwise samples f (x i ) can be interpreted as expansion coefficients for a reproducing kernel representation of the image signal f (x) [20] ,
where thek i (x) are dual or reconstruction kernels that are specific to the sample set X and the function space in which f (x) lies (approximately), see [23] for a detailed discussion of the approach. With Eq. 15, computing the wavelet representation of f (x) amounts to solving a linear system that realizes the change of basis from the reproducing kernel frame to the wavelets,
where f ψ is the vector of wavelet basis function coefficients and f X those formed by the pointwise samples f (x i ). The interpolation matrix K has entries K si = ψ s (x i ). Since the x i are (quasi) random, an efficient numerical implementation of Eq. 16 is facilitated by the closed form representation of the wavelets in Eq. 5 and Eq. 7. After reconstrucing the wavelet coefficients using Eq. 16, one would typically apply a form of non-linear approximation to obtain a sparse representation of f (x) for storage or transmission. However, this is inefficient because one immediately discards most of the wavelet coefficients that one just computed. We can avoid this by using information about the location and orientation of object boundaries, which in our application is readily available through the image generation process [21] , and known approximation results [24] , [9] , which establish that only coefficients in the vicinity of high frequency features and aligned with the discontinuity will be significant. We hence use only the corresponding basis functions and only reconstruct coefficients that are potentially non-negligible. In other words, we work in a sparse function space that is adapted to the signal, see Fig. 4 . Fig. 5 shows the signal estimated from a sparse set of samples. The test image was a (slightly regularized) indicator function of the ball B 1 r=2. 5 . For the experiments we used a dense set of isotropic scaling functions and isotropic wavelets on level 0, and curvelet-like, directional ones on levels j = 1, 2, as shown in Fig. 1 . For these levels there would have been 30, 666 basis functions in a dense representation while with our a priori sparse structure in Fig. 4 there are 1, 332 basis functions. For the reconstruction we used 4, 096 adaptive samples with 3072 being quasi uniformly distributed and 1024 concentrated around the object boundary of the ball, see Fig. 4 . Although some jitter can be seen in the reconstruction, the signal is overall well recovered and L ∞ = 0.016. Since we use far fewer samples (4, 096) than there are basis functions in the dense representation (30, 666) the classical approach of reconstructing all coefficients and then applying nonlinear approximation would not have been possible.
B. Signal reconstruction over sub-manifolds
Applications such as curved planar reformation [25] in medical imaging require the reconstruction of a signal over an arbitrary sub-manifold in R 3 . While this can be implemented by performing a fast transform and then interpolating from the grid points closest to the sub-manifold, with the closed form spatial representations it is more efficient and straight forward to to directly reconstruct the signal on the sub-manifold. We demonstrate this in Fig. 5 where we visualize a bone-like dataset, consisting of nested cylinders, on a triangulated submanifold. For this, we directly evaluate the basis representation of the dataset on the mesh vertices using Eq. 14.
IV. CONCLUSION
In this letter we demonstrated that steerable and directional wavelets in two and three dimensions, described by Eq. 1 and Eq. 11, respectively, have closed form expressions in the spatial domain and that also other calculations involving these, such as the filter taps for the fast transform or the Galerkin projection of the Laplace operator, can be computed analytically. We presented two applications that are facilitated by our closed form expressions: the estimation of a signal from pointwise samples and signal reconstruction over an arbitrary sub-manifold. While our reconstruction procedure is very simple, e.g. compared to [4] , the millions of samples that one typically uses on the image plane in ray tracing also require a very efficient method. Our application also demonstrates a principle that we believe will be of considerable importance for high dimensional data in the future: the reconstruction of a sparse signal representation from a sparse set of samples.
Our closed form expressions for the radial window in the spatial domain are rather complicated. In future work we would like to find windows with simpler expressions and potentially also with faster decay in space, for example following the approach proposed in [26] .
A reference implementation for the work discussed in this letter is available in the supplementary material.
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