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Abstract 
In this paper, we prove the co-RNP-completeness (RNP = Random NP) of the following 
decision problem: “Given a 2-dimensional cellular automaton &, is & reversible when re- 
stricted to finite configurations extending a given row?” In order to prove this result, we 
introduce a polynomial reduction from problems concerning finite tilings into problems 
concerning cellular automata. Then we add to tile sets and cellular automata probability 
functions and we prove that these problems are not only co-NP-complete, but co-RNP- 
complete too. 
1. Introduction 
Cellular automata (CA for short) have been intensively studied as model for parallel 
phenomena: a cellular automaton makes a large amount of very simple cells work 
together synchronously. Each cell is very rudimentary (modeled by a finite state 
automaton) but the whole system is capable of very complex evolutions. CA compute 
functions on the set of all configurations, thus as soon as the notion of CA has been 
formalized, people began to study their evolutions in terms of surjectivity or bijectiv- 
ity: a CA is bijectiue (or injective, surjective) when the function it computes is so. In 
1962-63, Moore and Myhill proved the so-called “Garden of Eden” theorem which 
states that surjectiuity is equivalent to injectiuity on finite configurations [17,18]. In 
1972, Richardson proved that if a CA realizes a bijective function, then there exists 
another CA called its inverse that realizes the inverse function [19]. These CA are 
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called reversible. With these two theorems, one obtains that the properties of reversi- 
bility, bijectivity, and injectivity are equivalent while the surjectivity is a weaker 
property. The same year, Amoroso and Patt proved that the reversibility (or the 
surjectivity) of l-dimensional CA is decidable [l]. 
Recently, Jarkko Kari proved that the reversibility of 2-dimensional CA fails to be 
decidable [14,15] as well as their surjectivity (for which a more straightforward proof 
can be found in [7] and an improved version in [lo]). An easy consequence of this 
result is that the inverse of a reversible 2D CA cannot be found by an algorithm: its 
size can be greater than any computable function of the size of the reversible CA. The 
proof of Kari’s theorem consists in transforming the tiling problem of the plane which 
has been proved undecidable in 1966 by Berger [3,20] into the reversibility problem 
on an adequate family of CA. Physicists have been very interested in this work since 
they use CA for modeling complex natural systems with local interactions (see [22] for 
a review of the domain). 
Thus, since the beginning of studies on CA, people attached a high importance on 
problems related to reversibility. Furthermore, Kari’s work also revived the idea of 
using invertible CA for public key cryptography. This idea had been presented by 
Stephen Wolfram in the 80’s using l-dimensional CA. But it was not a success ince 
the problem of inversion is too easy for 1D CA: the reversibility problem can be solved 
in polynomial time in the size of the transition table (see also [21]). For 2D CA, we 
prove that even if we use bounded CA (i.e. CA working on finite or periodic 
configurations) the problem of inversion is very difficult. We have proved in [6,8,9] 
that the problem of inversion when the CA are restricted to finite or periodic bounded 
configurations is co-NP-complete. But NP-completeness is not considered as a good 
characterization of intractability, hence is not a good argument for the security of 
a crypto-system: KNAPSACK is NP-complete, but crypto-systems based on this problem 
are not secure since most instances of the problem are very easy to solve even if the 
worst case is difficult. In this paper, we prove that a randomized version of the 
inversion problem is co-NP-complete in average (also called co-Random-NP-com- 
plete or co-RNP-complete). Our result also holds for k-dimensional CA where k 2 2. 
The class RNP has been introduced by Levin in [ 161. The idea is to add a probabil- 
ity function to the instances of the problem. Levin introduced what could be the 
notion of polynomial reduction between these probabilistic problems. There are two 
different kinds of reductions leading to a weak version and a strong version of 
RNP-completeness: average polynomial reductions and strict polynomial reductions. 
Our problem is co-RNP-complete in the strong model: we present a strict polynomial 
reduction from Levin’s tiling problem into ours. Very few RNP-complete problems 
are known, even in the weak model: first, average case reductions are very difficult to 
construct; the distribution over instances has to be “natural” (and it is often hard to 
convince people that a property is “natural” since we work with countable sets); large 
classes of problems with natural probabilities (such as graph problems) are incomplete 
under classical complexity hypothesis. Thus, this notion is not well-known but if all 
“difficult” NP-complete problems are not RNP-complete, RNP-complete problems 
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are considered (at least by cited authors) as difficult among NP-complete ones (see 
also [ 131). 
In the following, we first present briefly usual definitions of CA and tilings and the 
problematic of RNP-completeness. We introduce farther the problem FINITE-TILING 
proved RNP-complete by Levin. Afterwards we present our problem, called CA- 
FINITE-INJECTIVE, dealing with finite configurations of 2D CA, and we give in full details 
the reduction of FINITE-TILING into CA-FINITE-INJECTIVE. 
2. Definitions and basic properties 
2.1. Cellular automata 
Cellular automata are formally defined as quadruplets (n, S, N,f). The integer n is 
the dimension of the space the CA will work on. S = {si , s2, . . . , sk} is a finite set called 
the set of states. The neighborhood N is a u-tuple of distinct vectors of Z”. For us, 
N = (xi, . . . . x,): the xts are the relative positions of the neighbor cells with respect to 
the cell, the new state of which is being computed. The states of these neighbors are 
used to compute the new state of the center cell. The local function of the cellular 
automaton f: S” I+S gives the local transition rule. 
A configuration is an application from Z” to S. The set of configurations is S’” on 
which the globalfunction G of the cellular automaton is defined via f: 
VCES”“, t/i~Z”, G(c)(i) =f(c(i + x1), . . ..c(i + x,)). 
Remark that cellular automata are characterized by S, N and f, but, even if two 
cellular automata are syntactically different, they may compute the same global 
function G. In the following, we mainly consider 2-dimensional CA (n = 2). 
A state 4 for which f(q, q, .,., q) = q may be distinguished in S and called the 
quiescent state. Ajinite configuration is an almost everywhere quiescent configuration. 
If there exist two integers i and j such that all the non-quiescent cells of the 
configuration are located inside a rectangle of size i x j, then, we say that the size of the 
finite configuration is smaller than (or equal to) i x j. 
In order to prove complexity results, it is very important to define precisely how 
instances are encoded, in order to determine their size. The size of the coding of a CA 
is exactly the sum of the size of its local transition function and of the size of its 
neighborhood. The local transition function is only a v-dimensional table, hence its 
size is O(s”log s). The size of the neighborhood is the size of the coding of the 
coordinates of each neighbor cell. We assume in the following that this last size is 
lower than the size of the transition table, more precisely, that for any neighbor x, 
1 x 1 ,< Cs” where 1 x 1 denotes the length of the coding of x and C is a constant. Hence we 
shall assume in the following that the size necessary to code a cellular automaton is 
O(s’logs) where s is its number of states and z: the number of elements of its 
neighborhood. 
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This hypothesis is natural because if it were not the case, the neighbors of a cell 
would be very far from it hence a single iteration of the CA would be intractable! If we 
refuse this hypothesis, the problems we present farther remain co-NP-hard (resp. 
co-RNP-hard) and may not be in co-NP (resp. in co-RNP). 
2.2. Tilings 
A tile is a square the sides of which are colored. Colors belong to a finite set C called 
the color set. A set of tiles r is a subset of C4. All tiles have the same (unit) size. A tiling 
of the plane associates a tile to all cells of the plane h2. The tiling is valid if and only if 
all pairs of adjacent sides have the same color. Notice that it is not allowed to turn 
tiles. The following well-known theorem is due to Berger [3] in 1966 and a simplified 
proof was given in 1971 by Robinson [ZO]. 
Theorem 1. Given a tile set, it is undecidable whether this tile set can be used to tile the 
plane. 
We can also define Jinite tilings. We assume that the set of colors contains a special 
“blank” color and that the set of tiles contains a “blank” tile, i.e. a tile whose sides are 
blank. If a tiling contains at least one nonblank tile, then it is called nontrivial. A finite 
tiling is an almost everywhere bZunk tiling of the plane. If there exist two integers i and 
j such that all the nonblank tiles of the tiling are located inside a rectangle of size i xj, 
then, we say that the size of the finite tiling is lower than i x j. Notice that inside the 
i x j rectangle, there can be blank and nonblank tiles. 
Another undecidability result can be proved simply by using a construction pres- 
ented by Robinson in [20] which reduces the undecidability of the halting problem for 
Turing Machines into it: 
Theorem 2. Given a tile set with a blank tile, it is undecidable whether this tile set can be 
used to form a valid finite nontrivial tiling of the plane. 
3. Random NP-complete problems 
We present below the complexity class “random NP” (RNP for short) introduced 
by Leonid Levin in 1986 [16]. We also present the notion of reduction from a RNP 
problem into another which allowed Levin to present he first known RNP-complete 
problem in the same paper. These notions have been discussed in more details and 
some problems have been proved RNP-complete by Yuri Gurevich et al. in 
[4,5,11,12]. We do not present average polynomial-time reductions between RNP 
problems since this notion is weaker than the notion of (strict) polynomial-time 
reductions that we use. 
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3.1. Motivations 
After Cook and Levin’s presentation of NP-completeness theory in 1971, many 
problems have been proved NP-complete. In order to cope with these problems, 
people use to look for algorithms that are not polynomial in the worst case, but which 
are polynomial for most instances. This led to the notion of average-case polynomial 
algorithms (AP); to define this notion, a probability function p is defined on the set of 
instances (see Definition 4). Very soon, it seemed that, if for some NP-complete 
problems it was possible to find such average polynomial-time algorithms (hence that 
these problems belong to AP), it was a very difficult task for others. 
Levin proved in 1985 that there exists a RNP problem complete w.r.t. a new notion 
of reduction between randomized problems (see Definition 3). If this problem were in 
AP, then RNP would be included in AP: it would imply that problems solved in 
nondeterministic exponential time (NEXP) can be solved in deterministic exponential 
(DEXP) time, what is very unlikely [12]. Furthermore, there exists a subclass of 
problems in RNP (called flat problems) that cannot be complete unless NEXP and 
DEXP are equal [2]. This class of problems includes most probabilistic graphs 
problems and many others, such as a probabilistic version of SAT. A problem is flat if 
p(x) d 2-“” (E > 0) for all instances x of sufficiently large size Iz. 
4. Definitions 
Let us recall that a decision problem is a pair D = (I, Q) where I is a set of instances 
and Q is a question concerning elements of I. More precisely, I is a subset of C* (C is 
any finite alphabet) and the answer to Q is “yes” or “no”. We are only interested in 
answering Q on elements of I. 
Definition 1. A randomized decision problem is a pair (D,p) where D is a decision 
problem and p a probability function on the instances of D. 
In the following, we assume that I* is a positive probability function: if ,U were 
negative on an instance, it would not correspond to a reasonable notion of a computa- 
tion. We also assume that inputs are ordered (for instance they can be ordered by 
length and then lexicographically). For instance, /J can be the standard probability 
function on the set A = {1,2,..., a}* (i.e. for a word x of length n, p(x) = 
6/d. (n + 1)2 .a”). Thus CxsA p(x) = 1. We shall denote by p* the distribution (some- 
times called cumulative distribution) associated to the probability p: ,u*(x) = 
cy<xp(Y). 
We define below the notions of reduction from a randomized decision problem 
D1 defined on Ai with the probability pi to another randomized decision problem 
D2 defined on A2 with the probability p2. Consider f being a function from AI to A2. 
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dominates transforms 
Fig. 1. The reduction scheme 
Definition 2. Assume that A1 = A2 and that there exists a function p such that 
VXEA,, k(X). P(lXl) > PI(X). 
l If p is polynomial, then we say that pZ P-dominates pl. 
l f is said to transform pl into p2 iff p2(y) = C/CXj=Y pl(x). 
Definition 3. Assume that f reduces the decision problem D, into the decision 
problem D2, and that there exists a probability function p which is f-transformed into 
,u~. If f is P-time computable, and if p P-dominates pl, then f is said to P-time reduce 
(Dl,pI) into (D2,p2). (See Fig. 1.) 
It is elementary to prove that this notion of reduction is closed under composition. It 
is the key point that permits to define the notions of completeness with respect o this 
type of reduction. The fundamental idea of Levin in [16] is that a reduction between 
randomized problems hould not diminish too much the probability of a given instance. 
Definition 4. A randomized decision problem is polynomial in average iff the problem 
on the instance x is solved in time T(jxl) such that 
converges. 
Remark that if T is a polynomial function, then k corresponds to its degree. The 
notion of average polynomiality is clearly discussed in [12]. If f P-time reduces 
(DI, ,ul) into (D2, p2), if (D2, ,u2) is polynomial in average, then (DI, pl) is polynomial in 
average too: the difference between the degrees of the polynomial average costs is 
bounded by the degree of the domination polynomial. 
Lemma 1 (Gurevich [ll]). Assume that f reduces the decision problem D1 into the 
decision problem D2, and that f is P-time computable. If pz P-dominates the image of the 
f-transformation of pl, then f P-times reduces (Dl, pLI) to (Dz, p2). 
This Lemma is illustrated by Fig. 2. Its converse is not true. 
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transforms dominates 
Fig. 2. A simplified reduction scheme 
Definition 5. A randomized decision problem (D,p) is in RNP (for randomized NP) if 
D is in NP and the probability distribution p* is P-time computable. Thus (0,~) is 
RNP-complete if it is a maximal element of RNP w.r.t. P-time reductions. 
4.1. Method 
Assume now that there exists a RNP-complete problem, which will be proved in the 
next section. A sufficient procedure to prove that a given problem is RNP-complete 
with respect to P-time reductions, consists in the following: 
Prove that your problem is in NP and that its probability distribution is P-time 
computable. 
Take a RNP-complete problem with a probability function pl. 
Consider this problem only as a NP-complete problem and reduce it polynomially 
to your problem: your problem is proved NP-complete. Call the reduction 
function f: 
Prove that the image of p1 by fis P-dominated by the probability function of your 
problem (see Lemma 1). 
4.2. A few RNP-Complete problems 
The notion of RNP-completeness seems very interesting because if a RNP-complete 
problem is polynomial in average, then so are all the problems in RNP. We have 
explained at the beginning of the paper why it is very unlikely. We present below the 
first problem that has been proved RNP-complete; we shall use it further in our 
reductions. 
Consider any reasonable P-time computable encoding of NDTM (Kleene’s enumer- 
ation is suitable). If CI is a NDTM, we denote by Ja( the size of its encoding. 
NDTM-TIME 
Instance: A nondeterministic Turing machine y, a word o over the alphabet {0, l}, an 
integer n coded in unary, n > IwI and n > 1 yl. 
Question: Is there a computation of y beginning on w and halting after at most 
n steps? 
Probability: We take a probability function proportional to l/n4. 2’“’ .2”‘. 
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The previous probability function corresponds to the following natural experiment: 
‘choose an integer II according to the standard probability function p(n) = 
(6/7r2)(l/n2). Then choose independently two integers m and k lower than n - your 
probability function is now proportional to l/n4. Choose two words of length m and 
k representing, respectively, the encodings of y and w”. This experiment defines 
a function proportional to l/n4. 2’“‘. 21yI. 
Theorem 3 (Levin [16] and Gurevich [3]). NDTM-TIME is RNP-complete with respect 
to P-time reductions. 
This theorem proves that there exists at least a complete problem for RNP with 
respect o P-time reductions. Note that we could have imposed that n be greater than 
a fixed polynomial of the sizes 1 WI and ( y I. We shall use this remark in the proof of 
Theorem 5. The following problem, FINITE-TILING, has been proved RNP-complete by 
Levin who implicitly reduced NDTM-TIME to it. We explain below the main ideas of 
the proof. 
FINITE-TILING 
Instance: A finite set C of colors (I C 1 = c) with a blank color, a collection r E C4 of tiles 
including a blank tile; a row R of nonblank matching tiles, with blank sides above 
and on the sides of the row; an integer n coded in unary, n > ITI, n > I RI. 
Question: Is there an extension of the row R forming a finite nontrivial tiling of the 
plane of size at most 1 RI x n? 
Probability: Consider any reasonable P-time computable encoding of tile sets. We 
take a probability function corresponding to the following experiment: “choose n; 
choose a number of tiles lower than n, choose n tiles according to your favorite 
probability function; choose a length for the row lower than n, choose each tile one 
after another such that the current one matches the already chosen ones”. 
Theorem 4 (Levin [16]). FINITE-TILING is RNP-complete with respect o P-time reduc- 
tions. 
Proof. The idea is to use the same kind of tile set as for the proof of Theorem 2. For 
each possible transition of the NDTM, we use two tiles in order to mimic the evolution 
of the head on the tape (in a space-time diagram). The reduction is clearly polynomial. 
To prove that FINITE-TILING is RNP-complete, we shall use a restricted version 
NDTM-TIME. In this version, the machine is fixed as a universal NDTM. Such a universal 
machine (called rU) can simulate any computation of a NDTM given as input. Further- 
more, the simulation time is polynomially bounded by the computation time of the 
simulated machine. This restriction of NDTM-TIME will be called NDTM-TIME-UNIV. The 
previous reduction assigns to each input of NDTM-TIME-UNIV the same tile set. Only the 
rows are different. They represent he input word w. The key point of our proof is that 
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the number of possible choices for the kth letter of o correspond exactly to the number 
of possible choices for the kth tile of the row! 
Hence, if images in the reduction are denoted by primed letters, you get that, 
1 p(n’) 
n3 21~ ’ n’4. 217’1. 2lR’I 
since 17’1 is a constant and 1 R’I = 101. FINITE-TILING is RNP-complete with respect to 
P-time reductions. 0 
5. Our complexity result for 2D cellular automata 
A transformation between tilings and 2-dimensional cellular automata was first 
presented by Jarkko Kari in [14] (a more complete proof can be found in [15-J). The 
main idea of the transformation is to introduce a special set of tiles which has an 
ad hoc property called jinite planejlling property. We introduce another set of tiles, 
simpler than Kari’s, which satisfies a slightly more restrictive property. We shall refer 
to this tile set as 6. With the help of 6, for each tile set z, we construct a cellular 
automaton ZZZ~ in order to reduce FINITE-TILING to CA-FINITE-INJECTIVE. A similar 
construction has been done in [9] but our construction here is adapted in order to 
deal with probabilities. 
CA-FINITE-INJECTIVE 
Instance: A two-dimensional cellular automaton &; a row R of potentially non- 
quiescent cells (see below) with quiescent sides above and on the sides of the row; an 
integer n coded in unary, IZ > I&‘(, n > I RI. 
Question: Is & injective restricted to all finite configurations extending the row R and 
smaller than I R I x n? 
Probability: Consider any reasonable P-time computable encoding of cellular 
automata. We take a probability function corresponding to the following experi- 
ment: “choose n; choose a cellular automaton of size lower than n according 
to your favorite probability function; choose a length for the row lower than 
n, choose each cell one after another such that the current one is potentially 
nonquiescent. 
Being “potentially nonquiescent” corresponds to the matching property for rows of 
tiles. More precisely, consider a cell x and assume that some of its neighbors are fixed 
cells, and some are not; x is potentially nonquiescent if and only if there exists a possible 
completion of its neighborhood such that the state of one of x’s neighbors is nor 
transformed into itself by the cellular automaton. In other terms, the state of a neigh- 
bor cell of x may change when the cellular automaton is applied (depending on the 
states of other neighbors). 
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Another version of this problem that can appear more natural in some contexts is 
the following: 
CA-FRAME-INJECI’IVE 
Instance: A two-dimensional cellular automaton d; a (n x r)-rectangle frame R of 
potentially nonquiescent cells the outside border of which is colored quiescent 
n>JdJ,n>r. 
Question: Is d injective restricted to all finite configurations containing the square 
R and quiescent outside? 
Probability: Consider any reasonable P-time computable encoding of cellular auto- 
mata. We take a probability function corresponding to the following experiment: 
“choose n; choose a cellular automaton of size lower than n according to your 
favorite probability function; chose a length I for the rectangle frame lower than 
n, chose each cell one after another such that the current one is potentially 
nonquiescent. 
Theorem 5. CA-FINITE-INJECTIVE and CA-FRAME-INJECTIVE are co-RNP-complete. 
5.1. The reduction 
We present below our reduction in order to prove Theorem 5. We transform any 
tile set z into a cellular automaton s&, any row of T-tiles into a row of &-cells, and we 
add 2 to the integer n. We give the full proof for CA-FINITE-INJECTIVE, CA-FRAME-INJECTIVE 
uses the same reduction and the further needed arguments are given in Lemma 5. 
Before presenting the reduction, we introduce an auxiliary tile set (called 6) and its 
properties. This tile set does not depend on z. The sides contain a color (“blank”, 
“border”, “odd”, “ even”, or “the-end”), and possibly an arrow. With this set of tiles, 
a tiling is considered as valid if and only if all pairs of adjacent sides have the same 
color, and for each arrow of the plane, its head points out on the tail of an arrow in the 
adjacent cell. Tiles of 6 can be found in Fig. 3. 
In the rest of the section, we present a few lemmas without their proofs which are 
not difficult but rather long and tedious. Then, we use these lemmas to prove our 
theorem. 
Definition 6. A basic rectungle of size p x q (see Fig. 4) is a finite valid tiling of the 
plane of size p x q with no side labeled “blank” inside the rectangle. 
Lemma 2. Using the tile set 6, for every integers p and q, both greater than 3, there 
exists a basic rectangle of size p x 2q. Each valid finite tiling of the plane consists of 
a jinite number of juxtaposed basic rectangles. 
Lemma 3. Consider a basic rectangle. The path defined by the arrows of the cells forms 
a loop which visits one time each tile of the inside of the rectangle. 
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Fig. 3. Tiles of 6. 
blank border 
odd even 
_....._ _-_ 
the-end 
. . . . . . 
Fig. 4. A basic rectangle. 
An easy corollary of Lemma 2 can be written as follows. 
Lemma 4. Consider a finite tiling (valid or not). If the tiling is valid on each 
cell of a path, then this path forms a loop and visits every inside tile of a basic 
rectangle. 
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Fig. 5. The neighborhood of al. 
We now explain our reduction. Consider a finite set C of colors with a blank color, 
and a collection ZE C4 of tiles including a blank tile. We construct a cellular automa- 
ton d, = (2, S, N,f,) defined as follows: 
The state set S is included in 6 x r x (0, l}. 
S contains all triplets (d, t, CI) of 6 x r x (0, l} under the following restriction: 
_ if d is the blank tile of 6, then t is the blank tile of r. 
_ if a side of d is “blank”, then a = 0. 
The neighborhood N is the von Neumann neighborhood iterated twice, i.e. the 
radius 2 ball for 11 . 11  (see Fig. 5). 
The local rulef,, applied on a cell the state of which is (d, t, a), may change only the 
bit component LX. At each cell both the tilings 6 and r are checked. If there is a tiling 
error in the neighborhood, or if the tile d contains no arrow, then the state of the cell 
is not altered. Otherwise, there is no tiling error around the concerned cell and the 
cell contains an arrow; the bit component is then changed by performing an 
“exclusive or” operation with the bit attached to the cell pointed by the direction of 
the b-component. 
The quiescent state of ~2~ is (blank, blank, 0). 
Now, before proving our main theorem, we just have to explain how we transform 
the row of tiles into a row of cells. We keep the row of tiles as is, and add a blank tile at 
each side; we superimpose on this row a bottom row of a basic rectangle of same 
length, the bit component 0, and thus obtain a row of cells. It is very important to see 
that there are no other possible construction of a row for d,: the r component must 
be a correct row of r-tiles because if there is a tiling error, then according to the local 
function, neighbor cells could not change and the cell would not be potentially 
nonquiescent. For the same reason, b-tiles form a matching row with blank tiles above 
and on the sides, hence it is the bottom row of a basic rectangle. As cells of this bottom 
row contain blank tiles, by the restriction on the set of states, the bit component must 
be 0. These remarks prove the following very important Lemma. 
Lemma 5. If there are k choices for the ith tile of a row of T, then there are 
exactly k choices for the (i + 1)th cell of the corresponding row of SC&. This last row is 
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2 cells longer than the row oft. There is only one possible choice for the two ending 
cells. 
If the frame squares Of CA-FRAME-INJECTIVE are considered, then the above property is 
true for the bottom row, and for all other cells, there is only one possible choice per cell. 
One could remark that only instances of FINITE-TILING with sufficiently great n are 
mapped onto CA-FINITE-INJECTIVE because of the size of _ZZ~ is greater than the size of z. 
But we remarked in the case of NDTM-TIME that we can start with greater n in the first 
problem provided that the increase of n is bounded by a polynomial - which is 
obviously the case here. 
Proof of Theorem 5. It is clear that CA-FINITE-INJECTIVE is in co-NP and that its 
probability distribution is P-time computable. Let us prove first that it is co-NP- 
complete with the help of the above reduction. 
Assume that SZZZ’~ is not injective restricted to all finite configurations extending the 
row R and smaller than 1 R 1 x n. Then, there exist two different finite configurations 
c and c’ having the same image by ~2~. Remark that only the bits can be different in 
c and c’ since ~2~ does not affect the tiles components: c and c’ are different in at 
least one cell. On this cell, there is an arrow and the tilings are correct, otherwise the 
images of c and c’ could not be the same. Thus c and c’ differ in the cell pointed 
by the arrow because an “exclusive or” is performed by JZ&. By Lemma 4, the 
constructed path forms a loop and there exists a basic rectangle of 6 on which 
the tiling of r is correct. By Lemma 3, the borders of the rectangle are blank in the 
r-component of the state, hence we can construct a finite tiling with r. The tiling is not 
trivial because z is not blank on the cells of R. The size of the tiling is at most 
(/RI +2)x@ + 2). 
Conversely, assume that there exists a finite nontrivial tiling of the plane by 
z extending R and of size lower than I RI x n. We put this tiling inside a 
(I R I + 2) x (n + 2) basic rectangle tiled by 6. We define two configurations c and c’ of 
size (1 RI + 2) x (n + 2): c is obtained by turning the bit component to 0 everywhere. 
For c’, we keep the two tilings, and turn the bit component to 1 on the cells whose 
&component has an arrow, to 0 elsewhere. As both tilings are correct, S& performs an 
“exclusive or” on the loop of the rectangle and both c and c’ have the same image 
(which is in fact c). Hence JX?‘~ restricted to finite configurations of size lower than 
(1 RI + 2) x (n + 2) is not injective. 
Concerning probabilities, we use once more the trick of fixing the tile set r (see the 
proof of Theorem 4). This tile set is in fact obtained by the transformation of the 
universal NDTM yu. Hence ~9, is a fixed cellular automaton. The key point of the 
domination relation is Lemma 5: to each choice of tiles in the first row corresponds the 
same choice in the row of cells. Hence the row probability distributions are the same, 
and considering that the other parts of probabilities are polynomially bounded, the 
probability distribution of FINITE-TILING is dominated by the probability distribution 
Of CA-FINITE-INJECTIVE. 0 
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6. Conclusion 
We have proved in this paper that a problem of inversion of 2D CA is difficult in 
average. One can ask whether this problem is natural in cellular automata’s theory. 
The problem of knowing whether a cellular automaton is injective on finite configura- 
tions of bounded length, or on periodic configurations of bounded period, is con- 
sidered as important by many people including physicists. The problem here is that we 
work with a row of tiles (or of cells) which is not very natural neither for tilings nor for 
cellular automata. But concerning tilings, people usually think that related problems 
are really difficult among NP problems. We think that it is also the case for inversion 
of 2D cellular automata. Furthermore, we think that RNP-complete problems can be 
considered as “generic” among NP-complete ones. NDTM-TIME, which represent he 
halting of a nondeterministic Turing machine, or the bounded post correspondence 
problem [12] are RNP-complete too, and all these problems seem inherently more 
difficult than SAT or KNAPSACK. 
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