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Fluorescent dyes are applied as contrast agents in a great number of imaging techniques. These
techniques can be found in clinical medicine allowing for example the fast determination of the
type and concentration of cells within a patient’s blood sample via the fluorescence-based flow
cytometry (Bruhn et al., 2011). Fluorescent contrast agents are also routinely applied to monitor
retina and choroid vessels in patients suffering from diabetic retinopathy or age-related macular
degeneration (Grehn, 2008) to name just another technique in every day clinical diagnostics. But
the relevance of fluorescence imaging is even bigger in preclinical research, where this technique is
used to investigate the physiology and pathophysiology of cells ranging from fluorescent labelling
of cellular and extracellular structures to monitoring the dynamics of gene expression (Sanderson
et al., 2014).
1.1.1 Physical Principles of Fluorescence
A major advantage of fluorescent imaging in comparison to other imaging techniques, such as
computed tomography or scintigraphy, is the use of non-ionising electromagnetic waves within
the visible (400 − 750 nm, Cox (2019)) and near-infrared (650 − 900 nm, Ntziachristos et al.
(2005)) wavelength spectrum. High energy radiation, such as X-rays, can potentially harm the
organism under investigation by damaging macro-molecules within the cell, such as the genetic
make-up (DNA, deoxyribonucleic acid) (Kauffmann et al., 2011). But high energy radiation is
also a potential harm to the operator executing the research. This is why an experimental set
up without ionising radiation is both safer and simpler as cell damage from ionisation can be
neglected and radiation protection is not necessary (Graves et al., 2004).
Electromagnetic radiation, such as visible and near-infrared light, can physically be described
either as a wave or as a particle. Its wave nature is characterized by electric and magnetic fields
oscillating perpendicular to each other and the direction of propagation. It travels at the speed
of light (c ≈ 3 × 108 m/s) and is further characterized by its wavelength (λ) and oscillation
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frequency (f) via the relationship: c = λ f . But it was found in the early twentieth century
that light also exhibits properties which can be better explained considering it as a particle, the
photon. This definition includes a quantized amount of photon energy (E, where E = h f and h
corresponds to Planck’s constant) that can only be dissipated completely during an interaction
with matter, such as a molecule (Cox, 2019).
These interactions can be explained by the molecular orbital theory, which states that the
electrons of any given molecule can also only contain discrete (or quantized) levels of energy.
Each of these energy levels can be occupied by two electrons with differing spins, which is
another quantized property of elementary particles similar to angular momentum in classical
physics. The two spin states of an electron are either up or down in quantum mechanics (Vogel,
1999). A promotion of an electron to a certain higher energy state via light interaction is thus
only possible, if this energy state is not already occupied and the photon’s energy is exactly
equal to the energetic difference of the two concerned electronic states. If these conditions are
met, the photon is absorbed and the molecule is promoted to a higher electronic (also called an
excited) state. The lowest energetic state is called the ground state. But a molecule can also
absorb energy in other ways, such as vibration, this is related to the resonance frequencies of
molecular bonds. Common resonance frequencies of carbon-hydrogen-bonds correspond to mid-
infrared frequencies of electromagnetic waves, which can thus be used to promote a molecule to
a vibrational exited state. As the photons of this radiation contain less energy than the ones of
visible light, the energetic differences between ground and excited state are smaller compared
to absorption processes involving visible light. The amount of energy which can be dissipated
by a molecule is again quantized. Excited states are usually energetically non-favourable states
and are therefore instable. They tend to quickly relax back to their intial stable ground state.
This is basically a reversed excitation process, in which different kinds of quantized energy are
dissipated by the molecule again (Cox, 2019).
The absorption and emission of light by a molecule is generally called photoluminescence.
More specifically, this process is called phosphorescence, if excited states of a given molecule last
for up to two seconds before relaxing back into the ground state. In the case of fluorescence,
the time interval in which the molecule remains in the excited state after the absorption of
light is many orders of magnitude smaller (typically 10−6 s) (Abramowitz & Davidson, 2019).
But a process which occurs even faster is the non-radiative decay. It corresponds to the loss of
vibrational energy and can be thought of as heat, which is dissipated to the surroundings of a
fluorescent molecule. After a molecule is promoted to an excited state, it only takes picoseconds
(= 10−12 s) for the vibrational excited state to decay. The emission of the fluorescent light
always occurs after the molecule has already dissipated a fraction of the absorped energy as
vibrational energy, this is why the emitted photon is always of lesser energy and therefore longer
wavelength than the one that has been absorbed. This difference between the absorbed and
emitted photons is called the Stokes shift. The probability with which a photon is absorbed
and emitted at a given wavelength by a certain fluorescent molecule can be visualized with
absorption and emission spectra presented in figure 1.1 (a). The fact that the absorption and
emission spectra are not single lines, but a broad spectrum of wavelengths, is due to the above















































Figure 1.1: Physical principles of fluorescence. (a) Typical absorption and emission spectra
of a fluorescent dye. (b) Jablonski diagram including examples for energy level changes due to
absorption and emission of photons. Adapted from Cox (2019) (graphics program: Inkscape
0.91, opensource vector graphics editor, http://www.inkscape.org).
be absorbed, while non-radiative decay may occur not only before, but also after the photon
emission. Figure 1.1 (b) shows a simplified diagram of the energy levels of a molecule including
examples of electronic energy level changes due to absorption and emission of photons. This
so called Jablonski diagram summarises the above described physical principles of fluorescence
(Cox, 2019).
1.1.2 Fluorescent Proteins
Osamu Shimomura and Frank Johnson were the first to isolate a protein from the Aequorea
victoria jellyfish in 1961 that would emit green fluorescence after applying ultra-violet light,
the green fluorescent protein (GFP) (Piston et al., 2019a). The technological progress of the
following years then allowed to succesfully sequence the DNA of this protein in the early 1990s
(Prasher et al., 1991). This allowed the incorporation of the GFP-DNA into host cells (known as
transfection, Plattner & Hentschel (2006)), which in turn allowed the creation of fusion proteins
made of fluorescent and host cell proteins. The GFP could thus be used as a reporter gene,
which could monitor the expression of the gene it was fused to. Also the migration of the fusion
proteins within the host cell could be traced yielding information on fundamental cell physiology
(Chalfie et al. (1994), Piston et al. (2019b)).
The discovery of the GFP thus was the starting point of an new area of biological imaging as
fluorescent proteins could now not only be used as a circulating contrast agent in morphological
imaging, such as angiography, but functional imaging on the microscopic level was now possible
allowing new ways to monitor cell physiology (Piston et al., 2019b). To honour the relevance of
this discovery, Osamu Shimomura, Martin Chalfie and Roger Y. Tsien were awareded the Nobel
Prize in Chemistry 2008 “for the discovery and development of the green fluorescent protein,
GFP” (NobelPrize.org, 2019).
From this point onwards began an ever ongoing development of fluorescent proteins (also












































































































Figure 1.2: Basic designs of fluorescence microscopes. (a) Wide-field diascopic fluorescence
microscopy. The sample is placed between light source and detector. (b) Wide-field episcopic
fluorescence microscopy. Light source and detector are placed on the same side with respect to
the sample using a dichroic mirror. (c) Laser scanning confocal fluorescence microscopy. A and
B correspond to two exemplary planes of a sample, only plane A is in foucus. Adapted from
Sanderson et al. (2014) (graphics program: Inkscape 0.91, opensource vector graphics editor,
http://www.inkscape.org).
optimized properties for fluorescence imaging, such as the brightness level (Piston et al., 2019a).
Specific fusion proteins were developed combining fluorescent dyes with specific antibodies to
monitor corresponding antigenes (Graves et al., 2004). Fluorescent dyes were also combined with
proteins binding hydroxyapatite to study osteoblastic activity (Zaheer et al., 2001) to name just
one other example.
1.1.3 Fluorescence Microscopy
Many different kinds of microscopes have been developed over the years to exploit the phe-
nomenon of fluorescence and visualize labelled proteins to monitor their behaviour within cells.
The very first fluorescence microscopes were based on a brightfield technique, which transmits
light through the sample before it is collected by an objective to be observed by the eye and/or
a detector, such as a camera (Abramowitz et al. (2019), Spring & Davidson (2019)).
But fluorescence is subject to a limited efficiency of converting an exciting photon into an
emitted one, which is called the quantum yield (Cox, 2019). Also the emitted photons may be
re-absorbed by the tissue sample on their way to being detected. This is why the fluorescence is
very faint and has a much smaller intensity than the excitation light. Optical filters are therefore
used to single out the fluorescent signal. These devices allow only the transmission of light of
a certain wavelength spectrum, while other wavelengths contained within the light signal are
absorbed. An optical filter applied to the light source can thus narrow the wavelength spectrum
to the excitation wavelength of a given fluorescent dye to be imaged. And excitation photons
not having interacted with the sample could be removed with a second optical filter located in
front of the detector, which only transmits a wavelength spectrum fitted to the emission of the
fluorescent dye. A basic design of such a diascopic microscope is shown in figure 1.2 (a). But
as optical filters cannot select a single wavelength, the excitation light consists of a spectrum of
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wavelengths that can possibly also include the emission spectrum of the fluorescent dye under
consideration. This complicates the separation of the excitation and emitted light and is the
main reason for the desire to develop fluorescent proteins with a large Stokes shift (Sanderson
et al. (2014), Abramowitz et al. (2019)).
Another optical design was developed to improve the separation of the excitation and emitted
light using a mirror, which reflects the former and transmitts the latter signal. This device is
called a dichroic mirror and is placed between sample and detector at an angle of 45◦ to the
sample/detector-axis. Excitation light entering the set up from the side can thus be reflected
onto the sample to cause fluorescent emission. The excitation light is then partially reflected
towards the detector superimposing the comparatively weak emitted light signal travelling in the
same direction. While the emitted light is transmitted, light of all other wavelengths, including
the excitation light, is reflected by the dichroic mirror. But similar to the above discussed filters,
dichroic mirrors are not able to completely reflect or transmit light signals of a given wavelength.
This is why the excitation light will also be partially transmitted and reach the detector. But
the intensity difference between excitation and emitted light is dramatically reduced with this
set up allowing for an improved separation of both signals. A basic design of such an episcopic
microscope is shown in figure 1.2 (b) (Sanderson et al. (2014), Abramowitz et al. (2019)).
The standard wide-field fluorescence microscope applies light fitted to the exciation wave-
length of a specific fluorescent dye to the entire sample. The advantage of this set up is that the
whole sample can be examined simultaneously. But this technique is limited due to a thin plane
of sharpest focus. Thus, labelled cell structures being out of focus will also be detected, which
leads to a reduction of the microscope’s resolution. This is especially problematic for thick sam-
ples with multiple layers of cells. This problem can be solved by using a laser scanning confocal
fluorescence microscope (figure 1.2 (c)), which is able to remove fluorescent signals outside of the
focal plane. Single points of a sample are scanned by the application of a laser at the excitation
wavelength. Only the emitted light originating from the plane of focus is able to pass a pinhole
aperture, which is placed in front of the detector. The final image is then created by combining
the entire set of point measurements. A limitation of this method is the imaging speed, which
is not only due to the compilation time of the single measurements. But it has also to do with
the time that the laser is applied to a single point of the sample. While the application of a
high-intensity laser would ideally enable the emission of a larger number of photons from the
fluorescent dyes within a short amount of time, care must be taken not to destroy the fluorescent
property of the fluorophore (known as photobleaching) let alone the sample by the application
of too high energies (Sanderson et al. (2014), Cox (2019)).
The above discussed microscopes are three commonly used techniques to image fluorescent
signals. A wide variety of other techniques have been developed in the past decades enabling
deep insights into cell physiology even being able to reveal the presence of single molecules
(Sanderson et al. (2014), Spring & Davidson (2019)).
1.1.4 Macroscopic Fluorescence Imaging
Fluorescence microscopy is especially suited to examine thin tissue preparations consisting of



































Figure 1.3: Basic design of fluorescence reflectance imaging. The excitation light is used
to stimulate the fluorescent dye within the small animal, but it is also partly reflected and needs
to be filtered in order to detect the resulting fluorescence. Adapted from Graves et al. (2004)
(graphics program: Inkscape 0.91, opensource vector graphics editor, http://www.inkscape.
org).
possible, but these are limited to examining processes occuring at a small animal’s body surface,
such as skin studies. Tissue located deeper than 500 µm below the surface cannot sensibly be
resolved with fluorescence microscopy anymore. In order to image molecular processes in vivo
within small animals therefore requires a different approach. X-ray and radioisotope imaging
are only two of many common imaging techniques which have been successfully adjusted to
preclinical small animal research. But it is the usage of non-ionising radiation in combination
with the abundance of fluorescent dyes that makes the application of fluorescence so interesting
in molecular imaging of small animals (Graves et al., 2004).
Fluorescence reflectance imaging (FRI) is the most established technique in macroscopic
fluorescence imaging. Similar to its microscopic equivalent, this technique either uses a light
source with a broad spectrum, such as a tungsten lamp, in combination with an optical filter or
it uses a laser. Both light sources are fitted to the excitation spectrum of a specific fluorescent
dye with which a small animal is illuminated from above. After a fraction of these photons
have reached and interacted with the fluorophores within the small animal’s tissue, photons are
re-emitted in a random direction (isotropically) partly travelling in the direction of the detector,
which is also installed above the small animal (figure 1.3). The detected fluorescent signal is thus
seemingly reflected. The detector is usually a camera containing a charge-coupled device (CCD)
combined with a wide aperture objective to enable the detection of low intensity light signals.
The resulting image is a two-dimensional planar representation of a three-dimensional subject.
Information on how deep a fluorescent dye is located within a small animal is therefore only
indirectly retrievable. Fluorescent signals are also affected by attenuation through absorption
and scattering processes occuring within the tissue located between the fluorescent dye and the
body surface (Wilson & Jacques, 1990). This limits the exploration of tissue located deeper
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within a small animal. It is also more difficult to obtain quantitative information, such as the
absolute level of dye concentration, which is responsible for the measured signal (Graves et al.,
2004).
A new technique has been developed in order to overcome these limitations and obtain quan-
titative information with macroscopic fluorescence imaging. It is called fluorescence molecular
tomography (FMT) and reconstructs three-dimensional images from a set of two-dimensional
planar images taken from different angles. It is therefore similar to computed tomography using
X-rays. But the reconstruction algorithms are more complicated as the paths of the photons
transmitted through the animal can not be considered to be straight lines, this is in contrast to
higher energy X-rays. Efforts to improve the data aquisition and analysis are aimed to further
enhance the reliability of these devices (Graves et al. (2004), Ntziachristos et al. (2005)).
1.2 Light Propagation in Biological Tissue
The attenuation of a light signal by biological tissue can be reduced to the most fundamental
interaction of light with matter. The most common approach to describe this interaction in
fields of applied physics, such as biophysics or medical physics, is the transport theory. It
considers the interaction of each single photon of a light source with matter, such as a biological
tissue. Maxwell’s equations are an alternative focusing on the wave properties of light, but it
was found that observations especially relevant to medical applications were better explained
with the transport theory (Cheong et al., 1990).
For the purpose of the project presented within the main part of this work and to describe
the basic principles of the transport theory, the light signal (in units of photon counts) will be
used as the physical parameter being attenuated by tissue. It is defined as the total number of
photons being measured within a defined area of a camera’s CCD-sensor (in units of pixel or
mm2) and exposure time (in units of seconds). It is a definition of the light intensity adapted to
the specific circumstances of this project using an FRI-device. The radiance is the more exact
defintion of the light intensity, which is therefore used within the differential equation describing
the transport theory (Cheong et al., 1990).
There are two underlying physical processes involved. On the one hand, the light signal is
reduced by absorption. The energy of the photon is converted into another form, such as heat,
during this kind of interaction with matter (Vogel, 1999). The absorption is represented by
the absorption coefficient (µa) within the transport theory. This parameter describes the rate
at which the light signal loses energy due to absorption with the distance travelled in tissue.
The absorption in biological tissues is due to a variety of substances. Haemoglobin dominates
the absorption for wavelengths below 600nm while water domintes it for wavelengths above
1300nm. The absorption spectrum is at a minimum in between these wavelengths, called the
therapeutic window (Wilson & Jacques, 1990).
A simple solution of the transport theory can be derived, if the entire attenuation of the
light signal is only due to absorption. The solution reduces to the Lambert-Beer Law in this
case yielding an exponential decay of the light signal (Φ) with the depth of tissue penetration
(z):
Φ(z) = Φ0 e
−µa z, (1.1)
7
where Φ0 corresponds to the unattenuated light signal (Cheong et al., 1990).
In contrast to absorption, the photon energy is not converted into another form by light
signal attenuation through elastic scattering from matter. The photon is simply deflected from
its previous path by a certain angle (Vogel, 1999). This results in a number of photons not being
able to be measured anymore depending on the specific angle of deflection and the size of the
detector. This part of the light signal’s attenuation is represented by the scattering coefficient
(µs) within the transport theory. It is defined analogous to the absorption coefficient. While the
“scattering in tissues is due to discontinuities in refractive index on the microscopic level, such as
[...] collagen fibrils within the extracellular matrix” (Wilson & Jacques, 1990). Conglomerations
of hydroxyapatite crystals are the major source of scattering in bone tissue (Firbank et al.,
1993).
A further parameter that describes the scattering properties of tissue is the anisotropy coeffi-
cient (g). It is the average cosine of the scattering angle and is applicable in tissue samples with
multiple scattering events. These can be averaged to yield information on the general direction
of the scattering pattern ranging from backwards (g = −1) via isotropic (g = 0) to forward
scattering (g = +1). As an example, a value of g = 0.5 corresponds to forward scattering with
an average deflection angle of θ = arccos(0.5) = 60◦. A scattering event with g = 0 neither
prefers backward nor forward scattering - the process is isotropic. Most biological tissues are
highly forward scattering (0.8 ≤ g ≤ 0.95). This is why photons can travel deep into biological
tissue and still be detectable. Even though they are scattered frequently, each photon is only
deviated from its inital path by a small angle. The relatively low absorption in the therapeutic
window further supports this effect (Cheong et al. (1990), Wilson & Jacques (1990) and Jacques
(2013)).
The reduced scattering coefficient (µ′s) combines both of the above described scattering pa-
rameters. It is defined by a similarity principle and can thus be thought of as the scattering
coefficient that would be observed, if the highly anisotropically scattering biological tissue (char-
acterized by g and µs) was replaced by an isotropically scattering medium (g
′ = 0) keeping the
measured light attenuation due to scattering constant (Cheong et al., 1990):
µ′s(1− g
′) = µs(1− g)
µ′s(1− 0) = µs(1− g)
µ′s = µs(1− g).
(1.2)
The number of scattering events in this hypothetical medium is reduced in comparison to the
biological tissue, just as the name of the parameter already implies. But the chances of a
photon beeing detected after an isotropic scattering event is much smaller, which leads to a
similar attenuation of the light signal compared to the one caused by the real biological tissue
over all.
Jacques (2013) presents a simple expression for the reduced scattering coefficient, which
allows sufficient predictions of light signal attenuation covering a large spectrum that includes
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where a corresponds to a scaling factor and b to the scattering power. A more complex equation,
which considers the size of scattering structures compared to the wavelength of the interacting
light signal (Mie Scattering : scattering structure ≥ signal wavelength. Rayleigh Scattering :
scattering structure < signal wavelength.), was found to yield comparable result.
The visible and near-infrared light spectrum is used within FRI. It has been shown that
scattering dominates absorption in the majority of biological tissue within this spectrum (Wilson
& Jacques, 1990). This is why the Lambert-Beer Law (equation 1.1) is not applicable. Solutions
to the transport equation may lead to analytical expressions for the light signal attenuation in
biological tissue. But these solutions are very complex and usually not suited for experimental
research in biophysics due to the degree of measurement uncertainties. But approximations
simplyfing these mathematical expressions are often sufficient for the purpose of predicting the
light signal attenuation within biological tissue.
The diffusion approximation is a very widely used solution to the differential equation of the
transport theory. But in order for this solution to be a sound approximation, several conditions
need to be satisfied. First of all, scattering needs to dominate absorption. This has been proven
by many previous projects and is especially true at the absorption minimum of the therapeutic
window. Secondly, the scattering events need to be isotropic. Even though this is not the
case within biological tissue, this condition is mathematically satisfied due to the definition
of the reduced scattering coefficient introduced above. Thirdly, this approximation sufficiently
predicts the attenuation of light signals only at a certain distance away from light sources and
tissue boundaries. This results in the condition that the mean free path, which is the distance
that a photon travels on average in between interactions with matter, needs to be smaller than
the thickness of the tissue sample. The diffusion approximation then leads to a solution to
the transport theory in which the light signal decays exponentially with z (based on Wilson &
Jacques (1990)):
Φ(z) ∝ e−µ z, (1.4)
where µ is the total attenuation coefficient due to absorption and scattering.
The light signal transmitted through a tissue sample is also altered at the interfaces between
the surrounding medium (e.g. air) and the tissue sample itself. Mismatched boundaries between
surroundings and tissue due to differing refractive indeces thus already lead to an attenuation of
the light signal, which is not dependent on absorption or scattering events within the sample. On
the one hand, specular reflection occurs at the air-tissue interface, which leads to an attenuation
of the light signal before it has even entered the sample. On the other hand, internal reflection
occurs at the tissue-air interface, leading to a loss of photons that have already passed through
the sample (Wilson & Jacques, 1990).
Several attempts have been made in the past to examine the optical properties of different
tissues and develop approaches to correct for the effect of attenuation on a light signal, this is
summarized for example by Jacques (2013). A common technique involves the use of integrating
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spheres. These spheres are hollow and their inside walls are coated with a highly scattering paint.
A light source can be installed via small apertures in the walls of the spheres. The applied light
is then uniformly scattered from the walls, this creates diffuse light (Kersten, 1983). A detector,
which can also be installed in the walls, is then able to measure the light signal. Knowing
the inside area of the spheres then enables to determine the total power of the light source.
Usually two such spheres are used within experimental studies to measure optical properties
of biological tissue. The sample is placed in the aperture that connects both spheres. A light
source is installed only in the first sphere. Detectors, on the other hand, are installed in both.
The fraction of light which remains within the first sphere can be detected in this way. It
corresponds to the light signal reflected from the tissue sample. The light which is detected
within the second sphere must have passed through the tissue sample, it corresponds to the
transmitted light signal. The reflection and transmission measurements obtained with this set
up are then converted into the desired optical tissue properties via a look up table that relates
the measured data to the absorption and scattering coefficients. This look up table is usually
generated by solving the transport equation numerically, i.e. using a computer algorithm, such
as the Monte Carlo Method. Firbank et al. (1993) and Ugryumova et al. (2004)) have used this
technique.
An alternative technique to determine optical tissue properties applies optical fibres. These
can be used as a light source as well as a detection device to measure the attenuated light
signal. For example, this technique can be applied to evaluate tissue properties during surgery
(Bevilacqua et al., 1999).
1.3 Correction Techniques
The limitations in studying molecular processes with FRI were discussed above. Apart from
using FMT to overcome these limitations, correction techniques may be applied to data obtained
with FRI in order to retrieve quantitative information, such as the concentration of a fluorescent
dye accumulating in a given location within a small animal.
1.3.1 Uni-Modal Technique: Ratiometry
A great variety of different techniques to correct the measured light signal for attenuating effects
was developed by exploiting additional information that can be retrieved from fluorescence
imaging alone. These techniques are often based on a rule of proportion examining ratios between
the total attenuated light signal and an additional parameter, for example the reflected excitation
signal. This is the basic idea of ratiometry. One of these approaches uses two attenuated
light signals each having a different wavelength. Information on tissue attenuation and the
unattenuated light signals can be derived in this way (Bradley & Thorniley, 2006). In order to
apply this technique to FRI, cells could be labelled with two fluorescent dyes emitting light of
different wavelengths.
A simple example to clarify this approach is presented in the following. It assumes an
experimental set up using a tissue sample with one tissue layer, which attenuates the light
signal via absorption only. This leads to a set of two equations applying the Lambert-Beer Law
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(equation 1.1):
Φ1(z) = Φ0 e
−µa(λ1) z = Φ0 e
−µ1 z
Φ2(z) = Φ0 e
−µa(λ2) z = Φ0 e
−µ2 z,
(1.5)
where the subscripts of the attenuated light signals (Φ) and the emission wavelengths (λ) refer
to the first (1) and second (2) fluorescent dye. In a further simplification, the unattenuated light
signal (Φ0) is considered to be equal for both fluorescent dyes. This set of equations can then
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Assuming prior knowledge of the wavelength-dependent attenuation coefficcient (µ1/µ2 6= 1)
therefore allows the calculation of the unattenuated light signal emitted by the fluorescent dyes.
This example shows that an already simplified experimental set up leads to an elaborate
expression to correct light signals for tissue attenuation. And this expression gets even more
complicated trying to deduce the concentration of the fluorescent dyes having accumulated
in a specific sample region. As the emitted light does not only depend on the fluorophore
concentration, but on the excitation light as well, the attenuation of the excitation light passing
through the sample to reach the fluorescent dye needs to be considered as well. Furthermore,
the quantum yield needs to be taken into account to determine the fluorophore concentration.
1.3.2 Multi-Modal Technique
1.3.2.1 Introduction to Micro-Computed Tomography
Micro-computed tomography (µCT) is an imaging technique which has become a standard in
preclinical research. It was derived from computed tomography (CT), which was limited in
resolution. But the usage of a micro-focus X-ray tube in combination with microscope optics
then allowed the generation of high-resolution three-dimensional images of small animals (Baird
& Taylor, 2017).
The basic principles of CT and µCT are the same. High-energy ionising radiation is produced
via an X-ray tube. The applied voltage accelerates electrons creating a typical Bremsstrahlung
upon interaction with a tungsten target (Vogel, 1999). This radiation consists of a broad spec-
trum of wavelengths. Photons with the highest energy are created, whenever the entire energy
of a single accelrated electron is converted into a photon. This is why the X-ray energy is
characterized by the voltage that is applied to the X-ray tube, which is usually set between




















Figure 1.4: Basic design of micro-computed tomography (µCT). X-rays are produced
with the X-ray tube and passed through the small animal sampling the attenuation of the
different tissues. A two-dimensional image is recorded by an array of detectors. Different
approaches exist concerning the angle of rotation of the X-ray tube, it is usually between 180◦
and 360◦. The rotation of the array of detectors is synchronised with the X-ray tube. Stationary
detectors are possible, if the array covers the entire area towards which the rotating X-ray tube
points. Adapted from Prokop et al. (2003) (graphics program: Inkscape 0.91, opensource vector
graphics editor, http://www.inkscape.org).
research. The X-ray beam is then shaped to a fan by a collimator before it passes through the
subject under investigation. The attenuation of this signal dependes on the optical properties
of the tissue, such as the atomic number or density, and the photon energies. While the low-
energy X-rays are mostly absorbed, high-energy X-rays are mostly scattered. This results in a
shift of the energy spectrum of the X-ray beam towards higher energies while passing through
a subject. This is called beam hardening. As bone and soft tissue can be better differentiated
with low-energy X-rays, filters are installed between the X-ray tube and the subject to remove
the high-energy end of the X-ray spectrum. The attenuated X-ray beam is finally detected via
a CCD-array as a two-dimensional planar image. Rotating the X-ray tube around the subject
results in a vast collection of these two-dimensional images recorded from different angles (figure
1.4). Reconstruction algorithms are then applied to this data to generate a three-dimensional
image which consists of units of small volumes (also known as volumetric pixels or voxels) each
being assigned a specific attenuation parameter corresponding to the imaged tissue. A difference
to CT is that the subject is rotated in some µCT-devices rather than the X-ray tube and array
of detectors. But while this allows a simpler set up, it can only be sensibly applied for imaging
ex vivo-samples (Prokop et al. (2003), Bouxsein et al. (2010), Boerckel et al. (2014), du Plessis
et al. (2017)).
µCT-devices with a voxel size of 10 µm are especially interesting in the study of bone
morphology in small animals, because it allows to resolve murine trabecular bone with width
of approximately 30 to 50 µm. This non-destructive imaging technique has therefore become
the gold standard in this field replacing histologic methods. Three-dimensional calculations are
used to estimate the mean trabecular or cortical thickness with a sphere-fitting method. As the
name of this method alread implies, virtual spheres are fitted in the volume occupied by bone
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tissue within a selected region of the three-dimensional image (region of interest = ROI). The
diameters of these spheres are then averaged to yield the mean thickness. It is also possible
to determine the mineral density of bone tissue with µCT. The tissue mineral density (TMD)
of a sepecific ROI is determined by averaging the attenuation data of voxels corresponding
to bone tissue. The bone mineral density (BMD) also includes voxels corrponding to spaces
in between trabecular structures containg bone marrow. These values can be expressed as a
physical density (in units of mg hydroxyapatite/cm3 = mg HA/cm3) by calibration with a
hydroxyapatite sample of known densities (Bouxsein et al., 2010).
1.3.2.2 Correction Technique with Micro-Computed Tomography
An alternative to using a uni-modal technique to correct for tissue attenuation can be obtained
from multi-modal imaging, which combines FRI- and µCT-measurements. Using the simplified
model presented in chapter 1.3.1 again, which assumes a sample with a single tissue layer and
absorption being the only relevant form of attenuation, the Lambert-Beer Law (equation 1.1)
can simply be solved for the unattenuated light signal (Φ0) to yield:
Φ(z) = Φ0 e
−µa z
Φ0 = Φ(z) e
+µa z.
(1.8)
Φ0 could thus be estimated, if optical tissue properties (µa) were known and the attenuated
light signal (Φ) and the tissue thickness (z) were determined with FRI and µCT respectively. A
wavelength-dependence of the attenuation coefficient is not needed as only one fluorescent dye
is used.
1.4 Aim of the Project
Fluorescence reflactance imaging is an established technique in preclinical research collecting
mainly qualitative information, such as the location of pathologic events within small animal
models. The acquisition of quantitative data is limited due to distorting attenuation effects. In
order to gain a better understanding of the influence of biological tissue on light signals, studies
have already been performed to characterise the attenuation coefficients of many different tissue
types to be eventually able to correct the fluorescence for these distorting effects.
However, the experimental set up within these studies substantially differs from that of
typical bio-molecular studies using FRI. As relevant differences were already found between the
optical tissue properties of studies with a similar experimental set up (Cheong et al., 1990), it
was the aim of this project to derive an attenuation coeffcient more representative for studies
on mice as carried out on today’s molecular imaging devices.
This project specifically aimed to study the light signal attenuation in cortical bone tissue to
enable the acquisition of quantitative data, such as the size of a tumor lesion within bone tissue.
For this purpose, it had to be shown that differences in the light signal due to varying attenuation
could be resolved with standard FRI-equipment used to perform bio-molecular research. This
would allow the derivation of an attenuation coefficient specific to this set up.
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Since there are quite a number of different impacting factors (e.g. reflection at interfaces,
scattering at trabeculae, impact of the geometry of the specific experimental set up), exact
correction of attenuation effects is difficult to achieve, but partial correction would already be
very welcome to improve the interpretation of quantitative FRI.
The variations in the light signal attenuation due to bone tissue were analysed as a function
of cortical thickness (d) and across a spectrum of signal wavelengths (λ) typically used for
fluorescent labelling. Being able to resolve the thickness- and the wavelength-dependence of






Comparable to the projects of Firbank et al. (1993) or Ugryumova et al. (2004), ex vivo-
preparations were used as bone samples. This enabled a better control over the cortical thickness
compared to in vivo-measurements. Also complications due to multiple layers of tissues (inves-
tigated e.g. by Schmitt et al. (1990)) could thus be excluded. All experiments were carried out
in accordance with the guidelines for Animal Care of Kiel University, this project was not an
animal experiment in terms of the Tierschutzgesetz der Bundesrepublik Deutschland (TierSchG:
§7 (2)). The bone samples were prepared from diaphyses of femora and tibiae of eight mice that
were sacrificed prior to the realisation of this project.
All samples were chosen from mice with a physiological bone structure and mineralisation.
After removing the soft tissue, small sections were cut from the diaphysis perpendicular to the
main axis of the bone. This usually yielded one or two sections per bone. These cylindrical
sections were then cut along a plane including the main axis of the bone. This resulted in
bone samples with typical dimensions of approximately 3mm length and 1mm width (figure
2.1). Some samples were ground to further enlarge the range of the bone sample thickness.
Abrasive paper was very carefully applied to these samples, but it turned out that samples with
a geometry similar to the one shown in figure 2.2(a) were destroyed by the grinding process
and were henceforth left unchanged. It was only possible to grind samples with a flat geometry
(shown in figure 2.2(b)). Two samples could thus be added to the initial set of nine samples
(sample 01 and 04, cf. table 3.1). As it was the aim of this project to study the optical properties
of cortical bone tissue, it was ensured that non of the finally selected samples included trabecular
bone, which would have distorted the measurement of the sample thickness. The samples were
stored in phosphate buffered saline (PBS) at −20◦ C in between measurements.
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Figure 2.1: Example of a three-dimensional reconstruction obtained by scanning bone
sample 11 with micro-computed tomography (cf. table 3.1) (graphics program accompanied by
SCANCO VivaCT 40).
Figure 2.2: Examples of reconstructed two-dimensional axial images obtained by
micro-computed tomography (µCT). Two exemplary bone samples with different geome-
tries are presented: (a) sample 06; (b) sample 03 (cf. table 3.1). Bone properties were determined
within the outlined contour of the 150 central µCT-slices of each bone sample (graphics program
accompanied by SCANCO VivaCT 40).
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2.2 Measurement of Tissue Properties with Micro-Computed
Tomography
The cortical thickness (d) and the tissue mineral density (ρTMD) were determined with µCT
(VivaCT 40, SCANCO Medical AG, Brüttisellen, Switzerland). Each of the eleven bone samples
were individually scanned. For this purpose a single bone sample was wrapped in a thin cloth
and inserted into a small plastic tube with an approximate diameter of 15 mm. This plastic
tube could be tightly fastened within the µCT via a sample holder. This procedure prevented
movements of the sample during the scan. The scans were then consecutively executed with
a voltage of 70 kV p across the X-ray tube and a voxel size of 17.5µm. The reconstruction of
the scans then yielded a three-dimensional image of each bone sample. An example of these
images can be seen in figure 2.1. More importantly, sets of two-dimensional axial images were
reconstructed as well. Examples of these images are shown in figure 2.2.
Post processing of the reconstructed images was required before the desired cortical thickness
and tissue mineral density could be derived from the µCT scans. Signal noise was reduced within
the reconstruted images via a Gaussian filter first. The parameters of this filter had to be chosen
carefully, as a set up ensuring maximum noise reduction would have resulted in a loss of contrast
yielding blurred images without being able to differentiate bone from soft tissue anymore. The
parameters set for the analysis of the entire µCT-data of this project were the following: Size of
the Gaussian kernel = 2. Standard deviation (σ) = 0.8. The attenuation value above which a
voxel would be counted as bone tissue was set in the next step. This parameter is known as the
threshold and was set to 22% of the maximum attenuation value for the analysis of the entire
µCT-data of this project. A computer algorithm was then able to separate bone from other
tissue applying this threshold, which is called segmentation (Bouxsein et al., 2010). In the next
step, contours were drawn to label the voxels containg the regions of bone cortex to be further
analysed. The contouring was performed with another computer algorithm first. The result was
then examined and adjusted manually wherever necessary within each single two-dimensional
image. Only the 150 central µCT-slices of each bone sample (covering a distance of 2.6mm)
were used to calculate the desired sample properties. The focus was thus set on the part of the
bone sample through which the light signals would pass on their way from the light source to
the detector within the following attenuation measurements. This is also why only the central
part of each bone sample’s cross section was included in the contouring (shown in figure 2.2).
The signal attenuation caused by a single voxel is equal to an averaged value of each tissue
type’s attenuation contained within the specific voxel. This is why voxels representing an abrupt
change in attenuation, for example at an interface between bone and air, distort the calculation
of quantitative information, such as the tissue mineral density. This is a common artefact in
CT-imaging and is called the partial volume effect (Prokop et al. (2003), Bushberg et al. (2012)).
Another computer algorithm was therefore applied to the regions of interest of the reconstructed
images removing a layer of one voxel from the outermost surface of the bone tissue, this procedure
is called peeling. On the one hand, it ensures an accurate calculation of the tissue mineral density
by excluding voxels representing non-mineralised tissue and air. On the other hand, there is
a trade-off due to a possible distortion of the cortical thickness calculation. As this is done
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with a sphere-fitting method (Bouxsein et al., 2010), the resulting cortical thickness will be up
to two voxel edge lengths thinner than without the peeling. But the contained bone tissue
fraction within the surface voxels was assumed to be low due to chosing a low segmentation
threshold. This is why the underestimation of the cortical thickness when applying the peeling
was small compared to the overestimation of this parameter when not applying the peeling. A
small underestimation of the cortical thickness was thus accepted to accurately calculate the
tissue mineral density.
2.3 Attenuation Measurements
Ten different light emitting diodes (LEDs, Roithner Lasertechnik GmbH, Vienna, Austria) were
chosen as light sources to simulate fluorescent signals. This had the advantage of ensuring
constant unattenuated light signals and well defined wavelength spectra and signal sizes. The
wavelength spectra of the LEDs were chosen to correspond to absorption and emission spectra of
commonly used fluorescent dyes with peak wavelengths (λ) ranging from λ = 470nm to 820nm
(table 2.1). The LEDs were powered by a simple electric circuit (figure 2.3). An opto-mechanical
device was then used to couple the emitted light into a glass fibre cable (components by THOR-
LABS, Newton, USA with custom made modifications by the workshop of the Technical Faculty
of Kiel University). This device was placed into a box impenetrable to light (figure 2.4 (a)).
The glass fibre cable was then directed out of this box and into the FRI-device (NightOWL
II, Berthold Technologies GmbH & Co.KG, Bad Wildbad, Germany). It was passed through a
special port in a side wall of the measuring chamber ensuring that no stray light would enter
the FRI-device during measurements. The end of the glass fibre cable was finally connected
to the measuring bench (components also by THORLABS, Newton, USA with custom made
modifications by the workshop of the Technical Faculty of Kiel University) installed beneath the
FRI-device’s CCD-camera (figure 2.4 (b)). Bone samples could thus be placed directly into the
light path (figure 2.3). As the light signal was supplied by external LEDs, the excitation light
supplied by the FRI-device was not needed.
Neutral density filters attenuate an incoming light signal without altering its wavelength
spectrum. Chosing a combination of these filters (THORLABS, Newton, USA) along with a
specific electric current applied to each LED and a specific exposure time (t) of the CCD-camera
ensured that the light signal attenuated by the thinnest bone sample would not saturate the
CCD-camera. As a further condition, the signal attenuated by the thickest sample still had to be
detectable. Measurements of light signals without any attenuating bone samples (Φ0,λ) would
have led to the saturation of the CCD-camera, if these settings had been used. Therefore, the
unattenuated signals were measured with an exposure time reduced by two orders of magnitude
(t = 100ms instead of t = 10 s).
2.3.1 Light Signal Measurements with Varying Exposure Time
It was analysed in preliminary measurements whether an unattenuated light signal (Φλ(t))
measured at t = 100ms could be extrapolated to calculate Φλ(t = 10 s). This would allow the

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.3: Illustration of experimental set up: 1. - electric circuit with power source,
resistor (R = 1 kΩ), voltmeter and light emitting diode; 2. - opto-mechanical coupling device
with neutral density filter; 3. - glass fibre cable; 4. - measuring bench; 5. - bone sample; 6. -
fluorescence reflectance imaging-device with charge-coupled device-camera (graphics program:








Figure 2.4: Photographs of experimental set up. The opto-mechanical coupling device can
be seen in photograph (a). It is placed inside a box (1.) impenetrable to light (lid removed)
and consists of an electrically powered light emitting diode (2., Roithner Lasertechnik GmbH,
Vienna, Austria), a neutral density filter (3., THORLABS, Newton, USA) and one end of a glass
fibre cable (4., THORLABS, Newton, USA). The experimental set up within the interior of the
fluorescence reflectance imaging-device (NightOWL II, Berthold Technologies GmbH & Co.KG,
Bad Wildbad, Germany) can be seen in photograph (b). The other end of the glass fibre cable
(4.) is connected to the measuring bench (5., components by THORLABS, Newton, USA with
custom made modifications by the workshop of the Technical Faculty of Kiel University), which
is placed directly below the charge-coupled device-camera (6.) of the fluorescence reflectance
imaging-device (graphics program: Inkscape 0.91, opensource vector graphics editor, http:
//www.inkscape.org).
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Table 2.2: Set up of the electrical circuit and the opto-mechanical equipment for the
extrapolation and attenuation measurements. The optical density refers to the attenua-
tion of the light signal caused by the neutral density filters used.




























































illuminating a bone sample (Φ0,λ = Φλ(t = 10 s)) within the main attenuation measurements.
For this purpose, the behaviour of Φλ(t) was examined for each wavelength spectrum with
varying exposure times ranging from t = 100ms to t = 10 s.
Ten sets of measurements were performed, one set for each signal wavelength spectrum.
A combination of the electric current powering a specific LED and neutral density filters was
chosen for each set to ensure that a signal could be differentiated from background noise for
t = 100ms as well as to prevent saturation of the CCD-camera for t = 10 s. The specific set
up is presented in table 2.2. Within each set of measurements Φλ(t) was then consecutively
measured using five different values of t = {100ms; 500ms; 1 s; 5 s; 10 s}. This procedure was
repeated another two times to complete one set of measurements.
The raw data of the preliminary measurements thus consisted of light signal measurements
performed three times for every combination of λ and t. In order to allow the extrapolation of
an unattenuated light signal within the main measurements, it had to be shown that a change
in t would lead to a proportional change in Φλ(t). The data was therefore analysed with a linear
regression model, one for each λ:
Φλ(t) = αλt+ βλ , (2.1)
where αλ and βλ correspond to the slope and the intercept-term of the linear regression model
respectively.
2.3.2 Main Experimental Study
Themain experimental study was divided into ten subsets of measurements with equal measuring
procedures, one subset for each signal wavelength spectrum. The unattenuated light signal (Φ0,λ)
was determined within these subsets first by taking a measurement without an attenuating bone
sample placed on top of the measuring bench. The electrical current powering the specific LED as
well as the optical filters were not changed for the entire subset of measurements (table 2.2). This
ensured a constant sample illumination. The bone samples were then consecutively placed on
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Figure 2.5: Examples of photographs combined with signal images as overlays: (a)
with bone sample; (b) without bone sample (graphics program: indiGO, Berthold Technologies).
top of the measuring bench inside the imaging device. Photographs and signal images were then
taken. The measuring chamber was illuminated with white light to take the photographs. The
signal images recorded only the light originating from the LEDs, these were presented as overlays
on the corresponding photographs by the analysis software accompanied with the NightOWL
(indiGO, Berthold Technologies GmbH & Co.KG, Bad Wildbad, Germany). Examples of these
combined images are shown in figure 2.5. A single measurement was only accepted if the part
of the bone sample previously analysed with the µCT was well centred on the measuring bench
directly above the end of the glass fibre. Otherwise the measurement was rejected. The decision
was based on the photographic image. A cross hair on the top surface of the measuring bench,
which can also been seen in figure 2.5, improved the accuracy and precision of this decision.
Once one measurement was accepted for each of the 11 bone samples, Φ0,λ was determined
again. The constant illumination was thus reassured. This procedure was repeated four times
to complete one subset of measurements. The total number of measurements acquired within
the main experimental study (n) thus added up to 440.
2.3.3 Modified Set Up Study
Measured optical data may also depend on the experimental set up (Cheong et al., 1990). In
order to not only be able to compare the results of the main experimental study with literature
values, a second study was performed to test the sensitivity of findings to potential changes
in the experimental set up as well, the modified set up study. It was conducted by a different
operator. Additionally, the CCD-camera of the FRI-device had to be exhanged due to technical
issues introducing a major change that was - to this degree - not initially planed. It resulted
in a different geometrical set up with an additional distance between the measuring bench and
the CCD-camera of approximately 5 cm (relative change in comparison to the set up of the
main experimental study ≈ 50%) in order to focus the CCD-camera on the top surface of the
measuring bench (cf. figure 2.3). Consequently, the unattenuated light signal (Φ0,λ) had to
be adjusted to meet the already outlined conditions to not only prevent the CCD-camera from
saturation but also be able to detect the light signals attenuated by the thickest bone sample.
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Compared to the main experimental study fewer LEDs (including 7 of the original 10 peak
signal wavelengths (cf. table 2.1, in nm): 470, 505, 590, 680, 750, 780, 820) and fewer bone
samples (including 6 of the original 11 bone samples with sample numbers (cf. table 3.1): 01,
02, 04, 06, 08, 10) were used for this modified set up study. Also, the attenuated light signal
was only measured once for every combination of bone sample and LED used. Therefore, the
total number of measurements acquired with this study (n) added up to 42.
2.4 Modelling the Attenuation
The signal images were analysed with the indiGO software (Berthold Technologies GmbH &
Co.KG, Bad Wildbad, Germany). A peak search function was performed first. It singled out
the signal area to be further analysed. The lower threshold required to include a pixel in the
signal area was set to 40 photon counts. This ensured a reduction of background noise. The
raw data included the integral of the photon count of a single pixel over the signal area and
the exposure time. Reference to this variable is made whenever mentioning the light signal (in
photon counts) in the following.
The completion of all ten subsets of measurements of the main experimental study yielded
the raw data with four measurements of the attenuated light signal for every combination of
bone sample and signal wavelength. This became the basis of the statistical analysis from which
the desired optical properties of the bone samples were determined. A similar procedure applies
to the modified set up study.
2.4.1 Univariate Regression Analyses
The above described subsets governing the measuring procedure were kept for an initial analysis
of the data to examine the light signal’s behaviour when only varying the bone sample. All
data points having been measured with the same signal wavelength thus remained in one of the
ten subsets. Each of these subsets was then analysed separately with a simple linear univariate






= c− µd d, (2.2)
where Φλ(d) corresponds to the light signal of a specific λ-subset having been attenuated by a
bone sample with cortical thickness d. Φ0,λ is the extrapolated, unattenuated light signal. The
ratio Φλ(d)/Φ0,λ normalises the dependent variable in equation 2.2. The regression model thus
describes the fraction of the light signal passing through the bone sample and is independent
of the strength of the unattenuated light signal (Φ0,λ), which is different for every λ. This
procedure allowed the inclusion of the data of all wavelengths to be compared within a single
multivariate regression model, which is presented below. An exponential decay of the light signal
with increasing bone sample thickness was expected on the basis of the theoretical background
presented in chapter 1.2. The logarithm was applied to the regression model to simplify the cal-
culations of the optical properties of bone tissue, such as µd, which is the attenuation coefficient
of this univariate regression model. The parameter c is a constant, its meaning will be further
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analysed in the following multivariate regression model.
The data was then rearranged into different subsets in a second step to examine the light sig-
nal’s behaviour when only varying the signal wavelength. All data points having been measured
with the same bone sample were assigned to one of eleven new subsets. Each of these subsets
was then analysed separately with another simple linear univariate regression model focusing on






= c− µλ λ, (2.3)
where Φd(λ) corresponds to the attenuated light signal of a specific bone sample-subset using
an LED with peak wavelength λ. The attenuation coefficient µλ and the constant c are chosen
in analogy to the univariate regression model presented in equation 2.2.
2.4.2 Multivariate Regression Analyses
The multivariate regression model used in this project is based upon the diffusion approximation
of the radiative transport theory (chapter 1.2). It is an exponential expression, which relates
the attenuated light signal (Φ) to d and λ. The experimental set up satisfies all conditions
required for the application of this approximation. First of all, the use of the reduced scattering
coefficient (µ′s) introduces the mathematical equivalent of isotropic scattering of an actually
highly anisotropically scattering occuring in biological tissue (Cheong et al., 1990). Secondly,
the dominance of scattering over absorption within biological tissue was confirmed by many
previous projects, some of which are summarized by Cheong et al. (1990). And finally, even the
thinnest bone sample used (d = 126µm) was thicker than the average distance which photons
need to travel within biological tissue in between scattering events (known as the mean free
path, mfp ≪ 100µm), these events can therefore be approximated as being distant from sample
boundaries. By definition, the reduced scattering coefficient does not only contain information
on the number of scattering events within tissue but on the average scattering angle as well
(chapter 1.2). It can only be utilized, if multiple scattering events occur during a photon’s path
through the bone sample. This was also ensured by choosing bone samples with mfp ≪ d
(Jacques (2013), Wilson & Jacques (1990)).
As was already stated above, it has been shown that scattering dominates absorption within
the wavelength spectrum commonly used for FRI (Cheong et al., 1990). But an even smaller
influence of the absorption on the total attenuation of the light signal was expected within the
current project as the ex vivo-preparations were lacking blood and therefore also haemoglobin,
which is one of the strongest sources of absorption in biological tissue (Jacques, 2013). And as the
equipment was not designed to determine the absorption and scattering coefficients separately,
as it can be done with the equipment used by Firbank et al. (1993) or Ugryumova et al. (2004),
a differentiation between absorption and scattering processes causing the total attenuation is
not possible. The absorption is therefore neglected by approximating the total attenuation
coefficient (µ) as
µ ≈ µ′s for µ
′
s ≫ µa. (2.4)
Finally, an exponential expression on the basis of the diffusion approximation to the radiative
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transport theory (cf. equation 1.4, Wilson & Jacques (1990)) with further modifications to
adapt to the special needs of the FRI-set up was used to create a non-linear regression model
to fit the data obtained with this project:
Φ(d, λ) = Φ0,λK(λ) e
−µ(λ) d, (2.5)
where


































The specific expression for the reduced scattering coefficient (µ′s, equation 2.6) was adapted from
Jacques (2013) using a scaling factor (a), the scattering power (b) and a reference wavelength
of 505nm, which corresponds to the peak wavelength of one LED used within this project
(cf. table 2.1). The ratio Φ(d, λ)/Φ0,λ normalises the dependent variable in equation 2.8 again
allowing the inclusion of the data of all wavelengths to be compared within one regression model.
The logarithm was applied to the regression model to simplify the calculations of the optical
properties of bone tissue, such as µ.
The variableK (in reference to Wilson & Jacques (1990)) was introduced to account for other
influences reducing the light signal being wavelength-dependent but bone thickness-independent,
such as reflection at interfaces, whereK0 and ∆K refer to the intercept-term and slope of a linear
function with respect to λ respectively (equation 2.7). For the major part, K accounts for the
attenuation of the light signal due to specular reflection, which occurs at the air-bone interface,
and internal reflection, which occurs at the bone-air interface (Wilson & Jacques, 1990). This is
particularly important in the presence of mismatched boundaries, where the refractive index of
the surrounding medium is much different to the one of the tissue sample itself (cf. chapter 1.2).
This was the case in the current project with air as the surrounding medium. Via dispersion
(Vogel, 1999), K thus depends on λ. But this parameter is also influenced by other factors, such
as the surface roughness or the angle of illumination of the sample (Wilson & Jacques, 1990).
Most of these factors can not easily be controlled with an experimental set up but will rather
tend to always randomly influence the attenuation especially in future in vivo-measurements.
2.4.3 Comparison of the Reduced Scattering Coefficients
A data set combining both studies of this project was used to test whether there exists a
statistically significant difference between the two reduced scattering coefficients derived from
each study separately. The variable Ω was introduced into the multivariate regression model
for this purpose. It is a dichotomous variable, which specifies the operator having taken the
measurents. Ω = 1 thus refers to data of the main experimental study, Ω = 2 refers to data
of the modified set up study. Theoretically, the initial model presented in equation 2.8 could
25
have been used here as a basis. But to keep the following expression as simple as possible, the
only variables used were the ones showing a statistically significant effect on the light signal






= ln (K0)− a d+ cΩ Ω+ cd,Ω dΩ, (2.9)
where cΩ and cd,Ω are the coefficients of the variables Ω and dΩ respectively. This model can
be rewritten as follows to clarify the relationship between Ω and the attenuation coefficient of
this regression model (µ∗):
Φ(d,Ω)
Φ0,λ
= eln(K0)−a d+cΩ Ω+cd,Ω dΩ
Φ(d,Ω) = Φ0,λK0 e
−a d+cΩ Ω+cd,Ω dΩ
Φ(d,Ω) = Φ0,λK0 e
−(a−cd,Ω Ω) d+cΩ Ω
Φ(d,Ω) = Φ0,λK0 e
−µ∗ d+cΩ Ω,
(2.10)
where µ∗ is defined as the coefficient of d within the exponential expression of this combined
regression model:
µ∗ = a− cd,Ω Ω. (2.11)
cd,Ω thus influences µ
∗. A test for the statistical significance of dΩ therefore allows to evaluate
the influence of the experimental set up on the attenuation coefficients of the two studies of this
project.
2.5 Statistical Analyses
All analyses were carried out with JMP 5.0.1 software (SAS Institute, Cary, North Carolina,
USA). Standard error refers to the standard error of the mean. Associations were modelled by




3.1 Cortical Thickness and Tissue Mineral Density
The µCT-measurements of the eleven bone samples yielded d as well as ρTMD. The results are
summarized in table 3.1 and range from 126µm to 239µm and from 909mg hydroxyapatite per
cm3 (mgHA/cm3) to 1103mgHA/cm3 respectively. It was found that the inter-bone variability
of the tissue mineral density is small. It shows a mean value of 998mgHA/cm3 and an 95% con-
fidence interval of ± 42mgHA/cm3 around the mean. The tissue mineral density was therefore
considered constant within the physiologically structured and mineralised bone samples used
and neglected as an independent variable within the regression models.
3.2 Light Signal and Exposure Time
The measurements examining the behaviour of Φλ(t) with varying exposure time were analysed
with the linear regression model introduced in equation 2.1. A statistically significant influence
of the intercept-term (βλ) could not be shown for eight of the ten measurement subsets (table
3.2). Only the subsets using the signal wavelength λ = 590nm and λ = 750nm yielded a p-value
for βλ above the 5%-significance level. But the 95%-confidence intervals (CI95) of these two
intercept-terms were very close to zero (CI95 for βλ at λ = 590nm : −31710 photon counts ≤
CI95 ≤ −2085 photon counts, CI95 for βλ at λ = 750nm : −32967 photon counts ≤ CI95 ≤
−4479 photon counts). In comparison with the number of photons having been measured within
one second (which is equal to the slope, αλ) both of the concerned intercept-terms are negligibly
small, this is visualised by figure 3.1. Therefore, Φλ(t) was considered to be proportional to t
for the exposure times used within this project (100ms ≤ t ≤ 10 s). It was therefore possible
to extrapolate Φλ(t = 100ms) to determine Φλ(t = 10 s) = Φ0,λ, the unattenuated light signal
illuminating the bone samples within the main attenuation measurements.
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Table 3.1: Summary of bone sample properties determined with micro-computed
tomography (µCT). The cortical thickness (d) and the tissue mineral density (ρTMD) of
the 11 bone samples were determined with µCT. Samples 01 and 04 were ground during the
preparation process (corresponding sample numbers and properties are written in bold face).
Sample Number d in µm (Standard Deviation) ρTMD in mgHA/cm
3
01 126 (25) 1004
02 138 (19) 1003
03 143 (22) 926
04 161 (34) 1049
05 166 (25) 921
06 184 (23) 1070
07 188 (23) 992
08 189 (33) 1019
09 202 (18) 980
10 209 (33) 909
11 239 (23) 1103
Table 3.2: Summary of preliminary light signal measurements with varying exposure
time using linear regression to model the light signal (Φλ(t)) for each signal wavelength (λ).
The coefficients of the linear regression model, αλ and βλ, correspond to the slope and the





αλ ± Std.Error in
photon counts per sec.
(p-value)
Estimate of
βλ ± Std.Error in
photon counts
(p-value)
470 0.96 73825 ± 3904 (< 0.001) −3004 ± 19618 (0.881)
505 0.98 67879 ± 2444 (< 0.001) 4184 ± 12283 (0.739)
570 1.00 103148 ± 1738 (< 0.001) −17357 ± 8735 (0.068)
590 1.00 110240 ± 1504 (< 0.001) −16898 ± 7557 (0.044)
650 0.94 99414 ± 7247 (< 0.001) −3664 ± 36418 (0.921)
680 0.98 96542 ± 3966 (< 0.001) −540± 19929 (0.979)
710 1.00 124409 ± 1505 (< 0.001) −9578 ± 7562 (0.228)
750 1.00 137534 ± 1446 (< 0.001) −18723 ± 7267 (0.023)
780 1.00 106926 ± 1679 (< 0.001) 2897 ± 8437 (0.737)
820 0.99 122567 ± 3415 (< 0.001) −19542 ± 17161 (0.275)
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(a) λ = 590 nm  ) λ = 750 nm































Figure 3.1: Scatter plots and superimposed linear regression model of data subsets
of preliminary light signal measurements with varying exposure time and constant
signal wavelength. The light signal signal (Φλ) is plotted against the exposure time (t) at the
following signal wavelengths (λ): (a) 590nm; (b) 750nm. The corresponding linear regression
model is superimposed on each scatter plot together with confidence curves to the 5%-significance
level (graphs produced with JMP 5.0.1, modified with Inkscape 0.91, opensource vector graphics
editor, http://www.inkscape.org).
3.3 The Attenuation Coefficient
3.3.1 Univariate Regression Analyses
The attenuation data arranged in subsets of equal signal wavelength is presented in figure 3.2
and 3.3. On first sight, the scatter-plots show a moderate spread with a clear decline of the light
signal with increasing cortical thickness in most of the subsets. These results were verified with
univariate regression analyses based on the model introduced in equation 2.2 and summarized
in table 3.3. An exponential decay of the light signal with increasing cortical thickness could
be shown in nine of the ten subsets. This correlation was not strong enough only for the
λ = 470nm-subset yielding the lowest coefficient of determination of all subsets and a p-value
above the 5%-significance level. These findings imply a relevant influence of the cortical thickness
on the multivariate regression model, while the spread of the scatter-plots in combination with
the moderate coefficients of determination might relate to the existence of other influences not
being accounted for with this univariate regression model. The attenuation data which was
rearranged in subsets of equal cortical thickness is presented in figure 3.4 and 3.5. The scatter-
plots show a wide spread of the data points. A correlation between the light signal and the
signal wavelength could visually not be detected in at least half of the presented subsets ((e)
d = 166µm, (g) d = 188µm, (h) d = 189µm, (i) d = 202µm and (j) d = 209µm). The
distributions of the data points within the other subsets are not significantly clearer. These
results are supported by the superimposed univariate regression model introduced in equation
2.3. The summary of the regression analyses are presented in table 3.4. No relevant correlation
was found between the light signal and the signal wavelength in any of the subsets yielding a
maximum coefficient of determination of 0.06. The estimated values of the attenuation coefficient
of each subset (µλ) were found to be positive for two subsets and negative for the rest. This
variability is in line with the p-values, which are all well above the 5%-significance level. These
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(a) λ = 470 nm
(b) λ = 505 nm
(c) λ = 570 nm (d) λ = 590 nm

























































d (in µm) d (in µm)
d (in µm) d (in µm)
Figure 3.2: Scatter plots and superimposed univariate regression model of data sub-
sets of the main experimental study with varying cortical thickness and constant sig-
nal wavelength. The natural logarithm of the normalised, attenuated light signal (ln(Φ/Φ0,λ))
is plotted against the cortical thickness (d) at the following signal wavelengths (λ): (a) 470nm;
(b) 505nm; (c) 570nm; (d) 590nm; (e) 650nm; (f) 680nm. The corresponding linear univariate
regression model is superimposed on each scatter plot together with confidence curves to the
5%-significance level (graphs produced with JMP 5.0.1, modified with Inkscape 0.91, opensource
vector graphics editor, http://www.inkscape.org).
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(g)  = 710 nm (h)  = 750 nm





































d (in µm) d (in µm)
d (in µm) d (in µm)
Figure 3.3: Scatter plots and superimposed univariate regression model of data sub-
sets of the main experimental study with varying cortical thickness and constant sig-
nal wavelength. The natural logarithm of the normalised, attenuated light signal (ln(Φ/Φ0,λ))
is plotted against the cortical thickness (d) at the following signal wavelengths (λ): (g) 710nm;
(h) 750nm; (i) 780nm; (j) 820nm. The corresponding linear univariate regression model is
superimposed on each scatter plot together with confidence curves to the 5%-significance level
(graphs produced with JMP 5.0.1, modified with Inkscape 0.91, opensource vector graphics ed-
itor, http://www.inkscape.org).
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Table 3.3: Summary of linear univariate regression analyses of data subsets of the
main experimental study with varying cortical thickness (d) and constant signal wavelength











470 0.05 1.76 1.15 0.1351
505 0.15 2.55 0.93 0.0090
570 0.35 3.09 0.65 < 0.0001
590 0.35 4.32 0.91 < 0.0001
650 0.26 3.01 0.78 0.0004
680 0.25 2.84 0.75 0.0005
710 0.40 2.64 0.50 < 0.0001
750 0.37 2.35 0.48 < 0.0001
780 0.43 2.81 0.50 < 0.0001
820 0.35 3.36 0.71 < 0.0001
findings already imply that the influence of the signal wavelength on the attenuation of the light
signal cannot be resolved with the experimental set up of this project. Further analyses of this
result were performed with the multivariate regression model.
3.3.2 Multivariate Regression Analyses
The results of the non-linear regression model presented in equation 2.8 which was applied
to the entire data set of the main experimental as well as to the modified set up study are
summarized in table 3.5. A statistically significant exponential decrease of the light signal with
increasing sample thickness could be shown in both studies as the 95%-confidence intervals
(CI95) of the corresponding reduced scattering coefficient’s scaling factors (a) were both located
within the set of positive real numbers not including the zero (confidence interval of a within
the main experimental study: 1.79mm−1 ≤ CI95 ≤ 3.60mm
−1, confidence interval of a within
the modified set up study: 2.11mm−1 ≤ CI95 ≤ 9.81mm
−1). But a wavelength-dependence of
the reduced scattering coefficient could not be found as the scattering power (b) introduced in
equation 2.6 could not be shown to have a statistically significant influence on the regression
model (confidence interval of b within the main experimental study: −1.36 ≤ CI95 ≤ 0.81,
confidence interval of b within the the modified set up study: −2.03 ≤ CI95 ≤ 2.05). These two
findings are in line with the univariate regression analyses presented in chapter 3.3.1.
Exclusion of variables showing no statistically significant effect within the main experimental






= ln (K0)− a d. (3.1)
This model is superimposed on the entire data set of the main experimental study in figure
3.6 (a). The reduced scattering coefficient is equal to the variable a in this case (µ′s = a =
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() d = 126 µm () d = 138 µm
(c) d = 143 µm (d) d = 161 µm





























































Figure 3.4: Scatter plots and superimposed univariate regression model of data
subsets of the main experimental study with varying signal wavelength and con-
stant cortical thickness. The natural logarithm of the normalised, attenuated light sig-
nal (ln(Φ/Φ0,λ)) is plotted against the signal wavelength (λ) using the following bone sam-
ples with cortical thickness d: (a) sample 01 (d = 126µm); (b) sample 02 (d = 138µm);
(c) sample 03 (d = 143µm); (d) sample 04 (d = 161µm); (e) sample 05 (d = 166µm); (f)
sample 06 (d = 184µm). The corresponding linear univariate regression model is superim-
posed on each scatter plot together with confidence curves to the 5%-significance level (graphs
produced with JMP 5.0.1, modified with Inkscape 0.91, opensource vector graphics editor,
http://www.inkscape.org).
33
(g) d = 188 µm (h) d = 189 µm
(i) d = 202 µm (j) d = 209 µm



















































Figure 3.5: Scatter plots and superimposed univariate regression model of data
subsets of the main experimental study with varying signal wavelength and con-
stant cortical thickness. The natural logarithm of the normalised, attenuated light signal
(ln(Φ/Φ0,λ)) is plotted against the signal wavelength (λ) using the following bone samples with
cortical thickness d: (g) sample 07 (d = 188µm); (h) sample 08 (d = 189µm); (i) sample 09
(d = 202µm); (j) sample 10 (d = 209µm); (k) sample 11 (d = 239µm). The corresponding
linear univariate regression model is superimposed on each scatter plot together with confidence
curves to the 5%-significance level (graphs produced with JMP 5.0.1, modified with Inkscape
0.91, opensource vector graphics editor, http://www.inkscape.org).
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Table 3.4: Summary of linear univariate regression analyses of data subsets of the
main experimental study with varying signal wavelength (λ) and constant cortical thickness












01 0.05 −2.66 1.93 0.1760
02 0.06 −2.84 1.86 0.1359
03 0.06 −2.93 1.87 0.1243
04 0.02 −2.17 2.37 0.3653
05 < 0.01 0.21 2.26 0.9251
06 0.04 −2.33 1.90 0.2271
07 < 0.01 0.11 2.34 0.9619
08 < 0.01 −0.39 2.82 0.8910
09 < 0.01 −0.42 2.29 0.8546
10 < 0.01 −1.31 3.34 0.6975
11 0.02 −2.62 2.89 0.3695
2.87 ± 0.28mm−1). The accuracy of the model was unchanged by this exclusion as the root
mean square error was not substantially altered by this process. The wavelength-independent
regression model including only a and K0 as independent variables was also applied to the
data of the modified set up study. The reduced scattering coefficient is equal to the variable a
(µ′smod = a = 5.94± 1.48mm
−1) again, this model is superimposed on the entire data set of the
modified set up study in figure 3.6 (b).
3.3.3 Comparison of the Reduced Scattering Coefficients
The absolute value of the reduced scattering coefficient of the main experimental study (µ′s =
2.87 ± 0.28mm−1) was found to be approximately two times smaller than its corresponding
value of the modified set up study (µ′smod = 5.94 ± 1.48mm
−1).
The regression model presented in equation 2.9 was then applied to a combination of the
entire data sets of both studies of this project. It was shown that the product dΩ has a statis-
tically significant effect on this model (table 3.6). The operator therefore also has a statistically
significant effect on the attenuation coefficient of this model (µ∗, cf. equation 2.11). The dif-
ference between the reduced scattering coefficients of the two multivariate regressions (µ′s and
µ′smod) modelling each of the studies separately is therefore statistically significant.
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Table 3.5: Summary of multivariate regression analyses of the main experimental and
modified set up study. The behaviour of the natural logarithm of the normalised, attenuated
light signal (ln(Φ/Φ0,λ)) is modelled with respect to the sample thickness (d) and the wavelength
(λ). Two regression models were calculated for each study: a complete model (equation 2.8)
and another one including only the statistically significant (to the 5%-level) estimates of the
main experimental study (equation 3.1). a - scaling factor; b - scattering power; K0 and ∆K -
intercept and slope of the thickness-independent term (K(λ)) of the regression model; n - number
of measurements included within each regression model; Std.E. - standard error; RMSE - root
mean square error. The estimates high-lighted in boldface are statistically significant to the
5%-level.
Main Experimental Study Modified Set Up Study
Regression Model Equation 2.8 Equation 3.1 Equation 2.8 Equation 3.1
a (Std.E.) in mm−1 2.70 (0.46) 2.87 (0.28) 5.96 (1.97) 5.94 (1.48)
b (Std.E.) −0.27 (0.55) 0.01 (1.04)
K0 (Std.E.) 0.014 (0.005) 0.018 (0.001) 9× 10
−5 (35× 10−5) 3× 10−4 (10−4)
∆K (Std.E.) 0.003 (0.004) 2× 10−4 (3× 10−4)
RMSE 0.187 0.188 0.241 0.281
n 440 440 42 42
Table 3.6: Summary of multivariate regression analysis including the combined data
of the main experimental and the modified set up study. The behaviour of the natural
logarithm of the normalised, attenuated light signal (ln(Φ/Φ0,λ)) is modelled with respect to
the sample thickness (d) and the operator (Ω). a - scaling factor; cΩ - coefficient of Ω; cd,Ω
- coefficient of dΩ; K0 - constant corresponding to the thickness-independent term (K(λ)).
Coefficient of determination: 0.98.
Estimate Standard Error of the Estimate p-value
cΩ −4.54 0.03 0.0000
cd,Ω in mm
−1 −3.07 1.08 0.0046
a in mm−1 3.14 0.28 < 0.0001
























Figure 3.6: Scatter plots and superimposed multivariate regression model of the
main experimental (a) and the modified set up study (b). The natural logarithm of the
normalised, attenuated light signal (ln(Φ/Φ0,λ)) is plotted against the cortical thickness (d) using
the complete data set of the respective study measured with the entire wavelength spectrum
of the project (470nm ≤ λ ≤ 820nm). The corresponding regression model only includes
the statistically significant coefficients and is superimposed on each scatter plot together with
confidence curves to the 5%-significance level. The slope of this regression model is equal to
the coefficient a, which is in turn equal to the reduced scattering coefficient in this case: (a)
µ′s = a = 2.87±0.28mm
−1; (b) µ′smod = a = 5.94±1.48mm
−1 (graphs produced with JMP 5.0.1,




4.1 The Attenuation Coefficient
4.1.1 Dependence on Cortical Thickness
The project showed that it is possible to resolve changes in the attenuated light signal (Φ) due
to differences in the sample thickness (d). This was already implied by the univariate regression
analyses of the data subsets and later confirmed in multivariate regression analyses showing a
statistically significant influence of the attenuation coefficient (µ) within the main experimental
and modified set up studies (cf. tables 3.3 and 3.5). The difference in the reduced scatter-
ing coefficients of the two studies (µ′s and µ
′
smod) shows the susceptibility of the attenuation
measurements to changes in the experimental set up. Apart from minor changes, such as the
operator, the inevitable change of the CCD-camera in between the two studies is regarded as
the principal reason for the difference in the measured optical properties of bone tissue. This
change resulted in an increased distance between the measuring bench and the CCD-camera
itself. The other specifications of the camera stayed the same (e.g. focal length, aperture and
sensor size). The maximum angle at which photons could be scattered away from their incom-
ing straight path and still be detected by the camera was now smaller. A certain number of
photons, which would have been detected within the main experimental study, were therefore
lost within the modified set up study increasing the attenuation of the light signal and thus the
reduced scattering coefficient as well. In summary, the effective area in which photons could
be detected by the camera was reduced in accordance with the inverse square law (Bushberg
et al., 2012). This behaviour is visualized in figure 4.1. A further difference between the two
studies is the number of measurements taken (n). In comparison to the modified set up study,
approximately ten times more measurements were taken within the main experimental study.
While the larger sample size explains the smaller standard error of the estimates, it does not
explain the statistically significant difference of the reduced scattering coefficients of the two
studies.








Figure 4.1: Decrease of the effective area of photon detection within the modified set
up study. In order to detect the same number of photons after increasing the distance from
the source S to the detector A from R1 to R2 (assuming a constant light signal at the source)
requires an increase of the area by a factor of (R2/R1)
2: A2 = (R2/R1)
2 A1 (inverse square law,
Bushberg et al. (2012)). The effective area of photon detection is therefore reduced within the
modified set up study as the sensor size remains unchanged, while the distance from the source
to the detector is increased (graphics program: Inkscape 0.91, opensource vector graphics editor,
http://www.inkscape.org).
to values presented in the literature. Firbank et al. (1993) (µ′s = 2.63 ± 0.44mm
−1 at 650nm)
and Soleimanzad et al. (2017) (µ′s = 2.29 ± 0.12mm
−1 at 705nm) found reduced scattering
coefficients of porcine and murine skull, respectively. These are very similar to the results of the
main experimental study. On the other hand, Pitzschke et al. (2015) (µ′s = 1.27±0.13 (2 standard
deviations) mm−1 at 671nm) and Bevilacqua et al. (1999) (µ′s = 0.9 ± 0.1mm
−1 at 674nm)
determined reduced scattering coefficients of human skull. These are smaller than the results
of the main experimental study by a factor of two and three, respectively. The above described
differences in µ′s are further consequences of significant differences not only in the theoretical
modelling but also in the experimental set up including the usage of tissue of different species
and age as well as different processing and storing methods. This has already been discussed in
reviews on modelling approaches and experimental data of optical properties of tissue by Cheong
et al. (1990) and Jacques (2013). The former review stresses the importance of “both theoretical
and experimental techniques” for the “reliability of optical properties” (Cheong et al., 1990).
A very common technique in determining optical properties of biological tissue is the mea-
surement of the diffuse transmittance through and reflectance from tissue samples within in-
tegrating spheres (e.g. Firbank et al. (1993) and Ugryumova et al. (2004), cf. chapter 1.2).
This is a highly specialized technique to measure optical properties ex vivo. It ensures that
photons which have sampled the tissue are not lost from detection. This is a main difference to
the current experimental set up, where photons having sampled the tissue can get lost between
measuring bench and CCD-camera. But as an FRI-device was deliberately chosen in order to





Figure 4.2: Bone cortical thickness (d) versus photon path length (d′). The photon
path length inside the bone tissue is not identical to the cortical thickness for bone samples
showing a skewed semi-circle cross section: d = d′ cos (γ). The arrow represents the orientation
of the light beam (graphics program: Inkscape 0.91, opensource vector graphics editor, http:
//www.inkscape.org).
within bio-molecular experiments, the partial loss of light signal needs to be accepted as one
component of the attenuation within FRI-devices.
The geometry of the bone samples is a further specific difference of the current experimental
set up compared to previous projects. The majority of the samples used within this project were
not flat but rather had semi-circle cross sections (figure 2.2(a)) due to the preparation process
described in chapter 2.1 and the desire to keep the geometry as close to later in vivo-applications
as possible. The fact that the ideal semi-circle cross section was often skewed caused an effective
increase in the cortical thickness (figure 4.2). This led to an underestimation of the photon path
length inside the bone tissue and ultimately to an overestimated and therefore larger attenuation
coefficient within the regression analyses. Additionally, differences in the scattering coefficient
of up to 40% were already found due to directional anisotropy of hydroxyapatite crystals and
collagen in bone samples (Ugryumova et al., 2004). Therefore the different geometries of the
samples in this project also resulted in different orientations of the hydroxyapatite crystals and
the collagen of the bone samples to the general direction of the light beam, which led to a further
alteration of the attenuation coefficient.
4.1.2 Dependence on Signal Wavelength
Even though the reduced scattering coefficient was found to be of the same order of magnitude
as in previous projects, the variable b governing its wavelength-dependence could not be shown
to have a statistically significant effect on the multivariate regression analyses of the current
project (table 3.5). This behaviour was already implied by the univariate regression analyses
of the data subsets (table 3.4). A decrease of the reduced scattering coefficient with increasing
signal wavelength was found in previous projects. Though this decrease was usually small (Wil-
son & Jacques, 1990) and the uncertainties large (e.g. Firbank et al. (1993), Ugryumova et al.
(2004), Pitzschke et al. (2015), Bevilacqua et al. (1999), Soleimanzad et al. (2017)). Potential
influences preventing a stronger dependence were considered for example the sample prepara-
40
tion and autofluorescence (Bevilacqua et al. (1999), Soleimanzad et al. (2017)). Within the
current project, the wavelength-dependence could most likely not be resolved due to the specific
experimental set up. As it is primarily designed for bio-molecular imaging and not attenua-
tion measurements, it results in larger uncertainties due to the limitations already discussed
above. These uncertainties disguise the small variations due to a wavelength-dependence of the
reduced scattering coefficient. A statistically significant difference between reduced scattering
coefficients at different wavelengths might be achieved using a larger wavelength spectrum. But
this would not be practical due to the lack of corresponding fluorescent dyes to be used in later
bio-molecular imaging.
The most pronounced relative changes in attenuation with wavelength were found in the lit-
erature within the absorption spectrum (Wilson & Jacques, 1990). This is due to the influence of
blood and its major light signal attenuating component haemoglobin. Soleimanzad et al. (2017)
showed a drastic drop of the absorption coefficient in murine skull with increasing signal wave-
length (µa = 1.67 ± 0.28mm
−1 at 455nm and µa = 0.47 ± 0.07mm
−1 at 705nm). Important
for the detection of this drop in absorption was the presence of blood within the bone sample.
This was ensured by Soleimanzad et al. (2017) by taking measurements within one hour after
dissection. Additionally, previous studies in which haemoglobin has been removed during the
preparation process of the bone samples (either actively through chemicals or passively through
storage in PBS) have shown that the absorption coefficient is up to two orders of magnitude
smaller than the reduced scattering coefficient (e.g. Firbank et al. (1993), Ugryumova et al.
(2004), Bevilacqua et al. (1999), Soleimanzad et al. (2017)). Within the current project scatter-
ing and absorption could not be differentiated (cf. chapter 2.4). As haemoglobin was removed
from the bone tissue samples during the preparation and storage in PBS, it can be assumed
that the absorption is up to two orders of magnitude smaller than the scattering within the
current project as well. The standard errors of the scattering coefficients of both studies are at
least one tenth of their estimates. The absorption coefficient can therefore be considered to be
smaller than the reduced scattering coefficient’s uncertainty. The wavelength-dependence of the
absorption is therefore hidden by the reduced scattering.
As wavelength-dependent changes of the attenuated light signal could not be resolved, a
correction for attenuation processes in molecular imaging applying a wavelength spectrum of
commonly used fluorescent dyes is not possible with the current set up using standard FRI-
equipment alone (cf. chapter 1.3.1). So unless an improvement of the presented set up leads to
the resolution of the wavelength-dependence of the attenuation, applying different fluorescent
dyes to correct for attenuation by using a uni-modal optical approach like ratiometry is not
possible. Other correction techniques can nevertheless be used with the current results, an
additional imaging method is needed though to determine the tissue thickness, this can be done
with µCT (cf. chapter 1.3.2.2).
4.2 Thickness Independent Attenuation
Similar to the behaviour of the reduced scattering coefficient discussed in the previous chapter,
it was neither possible to resolve a wavelength-dependence of the term K, which was introduced
to account for bone thickness-independent attenuation effects. Even though the majority of
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the attenuation due to this term was expected to be caused by the refraction at interfaces, the
influence of other factors, such as the surface roughness, could not be anticipated due to their
random behaviour. An underlying wavelength-dependence was thus distorted by these random
influences to K.
The wavelength-independent regression model including only the statistically significant vari-
ables a and K0 (equation 3.1) showed that K0 dominates the exponential term even for the
thickest bone samples. An approximate reduction of 45% of the initially unattenuated light
signal was found to be due to scattering processes using the thickest bone sample included in
both studies (e−µ
′
s d ≈ 0.55 for µ′s = 2.87mm
−1 and d = 209µm), while thickness-independent
processes like specular reflection reduced this signal by approximately 98% (K0 ≈ 0.02) within
the main experimental study. This was found to be even more pronounced within the modified
set up study yielding 71% and 99.97% reductions, respectively (cf. table 3.5). In analogy to
the scattering coefficients found in the two studies of the current project, the difference in K0
can be explained by the the increased spatial separation again, which led to a smaller effective
area of detection of the CCD-camera. Thus, a certain number of photons being deviated from
their incoming straight path by these surface effects, that would have been detected within the
main experimental study, were lost within the modified set up study.
A potential improvement is offered by refractive index matching (e.g. applied by Ugryumova
et al. (2004)). It is a method which reduces the reflection at interfaces by immersing the
tissue samples in a saline solution when executing attenuation measurements. The difference in
refractive indices of the two bordering media is thus reduced minimising the deviation of photons
due to refraction. It is assumed that this will not only decrease the light signal attenuation due
to K in comparison with absorption and scattering, but it will also reduce the susceptibility
of changes made to the experimental set up as a larger number of photons should be detected
even with a smaller effective sensor size due to a smaller angular distribution of photons. This
method ultimately leads to a set up closer to in vivo-measurements as the bone surface borders
with a medium having a closer physical resemblance to soft tissue.
4.3 Tissue Mineral Density and Attenuation
Even though variations in ρTMD led to resolvable changes in light attenuation in previous studies,
including Ugryumova et al. (2004), this variable was excluded from the regression analyses of
the current project. This was not due to a general lack of resolving variations in attenuation
due to changes in ρTMD with FRI-devices. But as d was the only bone sample property which
was controlled within this project and all samples were chosen from mice with a physiological
bone structure and mineralisation, the variability of ρTMD turned out to be very small. This
variable was therefore considered constant and its variations due to natural, random differences
between the samples. To determine the influence of ρTMD on the light signal attenuation in FRI
further studies are needed using bone samples with a large range of ρTMD.
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4.4 Conclusion
It was shown with this project that optical properties of cortical bone tissue leading to the
attenuation of light signals can be resolved using an FRI-device commonly used for bio-molecular
research. This allows to quantify the attenuation of light signals by bone tissue. But the
correction of attenuated light signals is limited with this set up. It thus requires the use of
another imaging modality, such as µCT. Ratiometric approaches might be applicable in the
future, if the current experimental set up is improved allowing the resolution of the wavelength-
dependence of the attenuation.
It was also shown that the specific set up influences the measured optical properties of bone
tissue. Standard values of these properties thus need to be handled with care. And it is highly
recommended to use optical properties determined with a similar experimental set up to gain




Fluorescence reflectance imaging is a powerful technique to study microscopic processes on a
microscopic scale in bio-molecular research. This enables for example in vivo-monitoring of
metabolic and oncologic processes in bone tissue of small animals. However, the detection of
light signals originating from biological structures labelled with fluorescent dyes is subject to
attenuation processes occuring in the surrounding tissue. This introduces an unwanted bias,
which has already been quantified in many previous studies in order to correct the measured
light signal for attenuation. It was thus found that the attenuation does not only depend on the
tissue type under examination but on the specific set up of the experiment as well.
It was therefore the aim of this project to quantify light signal attenuation in bone tissue
as a function of cortical thickness (d) and signal wavelength (λ) to assess the feasibility to
correct for attenuation effects in molecular imaging of small animals employing a commonly
used experimental set up including fluorescence reflectance imaging.
Bone samples were prepared from diaphyses of murine femora and tibiae. Micro-computed
tomography was then used to determine the cortical thickness and the tissue mineral density of
these samples, which were then used to attenuate well defined light signals produced by light
emitting diodes. These were chosen to match the absorption and emission spectra of commonly
used fluorescent dyes (470nm ≤ λ ≤ 820nm). Fluorescence reflectance imaging was used to
measure the attenuated signals.
An exponential decay of the light signal with increasing cortical thickness (for 126µm ≤ d ≤
239µm) was observed. The attenuation was quantified with the reduced scattering coefficient
(µ′s = 2.87 ± 0.28mm
−1). This parameter was derived from a multivariate regression model
that was based on the diffusion approximation to the transport theory. But it was not possible
to resolve the wavelength-dependence of the reduced scattering coefficient within the chosen
wavelength spectrum. A second study with a modified set up yielded qualitatively similar data
with a reduced scattering coefficient which showed a significant difference compared to the
corresponding coefficient of the main experimental study: µ′smod = 5.94 ± 1.48mm
−1. It was
thus also confirmed with the current project that the acquired data is substantially affected by
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the specifics of the experimental set up.
The results of this project show that a correction for attenuation effects using optical data
from fluorescence reflectance imaging is feasible when combined with another imaging modality,
such as micro-computed tomography. Using only fluorescence reflectance imaging in a uni-
modal approach, such as ratiometry, to correct attenuated light signals is not feasible with the
current experimental set up due to the limited wavelength-dependence of the derived optical
bone tissue properties. This project also clarified the importance of the specific experimental
set up. It is therefore strongly suggested to perform calibration measurements prior to future
bio-molecular studies trying to correct for tissue attenuation in order to obtain quantitative
results from fluorescent reflectance imaging, such as the fluorescent dye concentration. Both
experimental set ups should be as similar to each other as possible to obtain reliable data.
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1.1 Physical principles of fluorescence. (a) Typical absorption and emission
spectra of a fluorescent dye. (b) Jablonski diagram including examples for en-
ergy level changes due to absorption and emission of photons. Adapted from
Cox (2019) (graphics program: Inkscape 0.91, opensource vector graphics editor,
http://www.inkscape.org). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Basic designs of fluorescence microscopes. (a) Wide-field diascopic fluo-
rescence microscopy. The sample is placed between light source and detector.
(b) Wide-field episcopic fluorescence microscopy. Light source and detector are
placed on the same side with respect to the sample using a dichroic mirror. (c)
Laser scanning confocal fluorescence microscopy. A and B correspond to two ex-
emplary planes of a sample, only plane A is in foucus. Adapted from Sanderson
et al. (2014) (graphics program: Inkscape 0.91, opensource vector graphics editor,
http://www.inkscape.org). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Basic design of fluorescence reflectance imaging. The excitation light is
used to stimulate the fluorescent dye within the small animal, but it is also partly
reflected and needs to be filtered in order to detect the resulting fluorescence.
Adapted from Graves et al. (2004) (graphics program: Inkscape 0.91, opensource
vector graphics editor, http://www.inkscape.org). . . . . . . . . . . . . . . . . 6
1.4 Basic design of micro-computed tomography (µCT). X-rays are produced
with the X-ray tube and passed through the small animal sampling the attenu-
ation of the different tissues. A two-dimensional image is recorded by an array
of detectors. Different approaches exist concerning the angle of rotation of the
X-ray tube, it is usually between 180◦ and 360◦. The rotation of the array of
detectors is synchronised with the X-ray tube. Stationary detectors are possible,
if the array covers the entire area towards which the rotating X-ray tube points.
Adapted from Prokop et al. (2003) (graphics program: Inkscape 0.91, opensource
vector graphics editor, http://www.inkscape.org). . . . . . . . . . . . . . . . . 12
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2.1 Example of a three-dimensional reconstruction obtained by scanning bone
sample 11 with micro-computed tomography (cf. table 3.1) (graphics program
accompanied by SCANCO VivaCT 40). . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Examples of reconstructed two-dimensional axial images obtained by
micro-computed tomography (µCT). Two exemplary bone samples with
different geometries are presented: (a) sample 06; (b) sample 03 (cf. table 3.1).
Bone properties were determined within the outlined contour of the 150 central
µCT-slices of each bone sample (graphics program accompanied by SCANCO
VivaCT 40). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Illustration of experimental set up: 1. - electric circuit with power source,
resistor (R = 1 kΩ), voltmeter and light emitting diode; 2. - opto-mechanical
coupling device with neutral density filter; 3. - glass fibre cable; 4. - measur-
ing bench; 5. - bone sample; 6. - fluorescence reflectance imaging-device with
charge-coupled device-camera (graphics program: Inkscape 0.91, opensource vec-
tor graphics editor, http://www.inkscape.org). . . . . . . . . . . . . . . . . . . 20
2.4 Photographs of experimental set up. The opto-mechanical coupling de-
vice can be seen in photograph (a). It is placed inside a box (1.) impenetra-
ble to light (lid removed) and consists of an electrically powered light emit-
ting diode (2., Roithner Lasertechnik GmbH, Vienna, Austria), a neutral den-
sity filter (3., THORLABS, Newton, USA) and one end of a glass fibre cable
(4., THORLABS, Newton, USA). The experimental set up within the interior of
the fluorescence reflectance imaging-device (NightOWL II, Berthold Technologies
GmbH & Co.KG, Bad Wildbad, Germany) can be seen in photograph (b). The
other end of the glass fibre cable (4.) is connected to the measuring bench (5.,
components by THORLABS, Newton, USA with custom made modifications by
the workshop of the Technical Faculty of Kiel University), which is placed di-
rectly below the charge-coupled device-camera (6.) of the fluorescence reflectance
imaging-device (graphics program: Inkscape 0.91, opensource vector graphics ed-
itor, http://www.inkscape.org). . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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3.1 Scatter plots and superimposed linear regression model of data sub-
sets of preliminary light signal measurements with varying exposure
time and constant signal wavelength. The light signal signal (Φλ) is plot-
ted against the exposure time (t) at the following signal wavelengths (λ): (a)
590nm; (b) 750nm. The corresponding linear regression model is superimposed
on each scatter plot together with confidence curves to the 5%-significance level
(graphs produced with JMP 5.0.1, modified with Inkscape 0.91, opensource vector
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3.2 Scatter plots and superimposed univariate regression model of data
subsets of the main experimental study with varying cortical thickness
and constant signal wavelength. The natural logarithm of the normalised,
attenuated light signal (ln(Φ/Φ0,λ)) is plotted against the cortical thickness (d)
at the following signal wavelengths (λ): (a) 470nm; (b) 505nm; (c) 570nm; (d)
590nm; (e) 650nm; (f) 680nm. The corresponding linear univariate regression
model is superimposed on each scatter plot together with confidence curves to the
5%-significance level (graphs produced with JMP 5.0.1, modified with Inkscape
0.91, opensource vector graphics editor, http://www.inkscape.org). . . . . . . . 30
3.3 Scatter plots and superimposed univariate regression model of data
subsets of the main experimental study with varying cortical thickness
and constant signal wavelength. The natural logarithm of the normalised,
attenuated light signal (ln(Φ/Φ0,λ)) is plotted against the cortical thickness (d)
at the following signal wavelengths (λ): (g) 710nm; (h) 750nm; (i) 780nm; (j)
820nm. The corresponding linear univariate regression model is superimposed
on each scatter plot together with confidence curves to the 5%-significance level
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3.4 Scatter plots and superimposed univariate regression model of data
subsets of the main experimental study with varying signal wavelength
and constant cortical thickness. The natural logarithm of the normalised,
attenuated light signal (ln(Φ/Φ0,λ)) is plotted against the signal wavelength (λ)
using the following bone samples with cortical thickness d: (a) sample 01 (d =
126µm); (b) sample 02 (d = 138µm); (c) sample 03 (d = 143µm); (d) sample
04 (d = 161µm); (e) sample 05 (d = 166µm); (f) sample 06 (d = 184µm). The
corresponding linear univariate regression model is superimposed on each scatter
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3.5 Scatter plots and superimposed univariate regression model of data
subsets of the main experimental study with varying signal wavelength
and constant cortical thickness. The natural logarithm of the normalised,
attenuated light signal (ln(Φ/Φ0,λ)) is plotted against the signal wavelength (λ)
using the following bone samples with cortical thickness d: (g) sample 07 (d =
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3.6 Scatter plots and superimposed multivariate regression model of the
main experimental (a) and the modified set up study (b). The natural
logarithm of the normalised, attenuated light signal (ln(Φ/Φ0,λ)) is plotted against
the cortical thickness (d) using the complete data set of the respective study mea-
sured with the entire wavelength spectrum of the project (470nm ≤ λ ≤ 820nm).
The corresponding regression model only includes the statistically significant co-
efficients and is superimposed on each scatter plot together with confidence curves
to the 5%-significance level. The slope of this regression model is equal to the co-
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duced with JMP 5.0.1, modified with Inkscape 0.91, opensource vector graphics
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4.1 Decrease of the effective area of photon detection within the modified
set up study. In order to detect the same number of photons after increasing
the distance from the source S to the detector A from R1 to R2 (assuming a
constant light signal at the source) requires an increase of the area by a factor of
(R2/R1)
2: A2 = (R2/R1)
2 A1 (inverse square law, Bushberg et al. (2012)). The
effective area of photon detection is therefore reduced within the modified set up
study as the sensor size remains unchanged, while the distance from the source
to the detector is increased (graphics program: Inkscape 0.91, opensource vector
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4.2 Bone cortical thickness (d) versus photon path length (d′). The photon
path length inside the bone tissue is not identical to the cortical thickness for
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