In this note we provide a full conjugacy and subdifferential calculus for convex convex-composite functions in finite-dimensional space. Our approach, based on infimal convolution and cone-convexity, is straightforward and yields the desired results under a verifiable Slater-type condition, with relaxed monotonicity and without lower semicontinuity assumptions on the functions in play. The versatility of our findings is illustrated by a series of applications in optimization and matrix analysis, including conic programming, matrix-fractional, variational Gram, and spectral functions.
Introduction
Convex-composite optimization is a class of nonsmooth nonconvex optimization problems that captures the majority of all optimization models studied in modern optimization practice and theory. The class encompasses a wide range of problems including nonlinear programming (NLP), nonconvex minimax problems, nonconvex system identification, inverse problems and nonlinear filtering as well as most nonconvex problems in large-scale data analysis and machine learning, e.g. [25, 27, 28] . Given two Euclidean spaces E 1 and E 2 , convex-composite problems take the form min x∈E1 Φ(x) := f (x) + g(F (x)), (1) where F : E 1 → E 2 is continuous, usually smooth, while f : E 1 → R ∪ {+∞} and g : E 2 → R ∪ {+∞} are closed, proper, convex functions. The function g encodes the modelling framework such as an NLP or an inverse problem and the function f is a regularizer used to induce further properties on the solution such as sparsity, smoothness, or a domain restriction. The function F is the functional data associated with a specific instance of the problem. In many treatments the function f is often subsumed into the function g. This adds simplicity and is useful when establishing a number of theoretical results.
The study of the convex-composite class began in the 1970's [42, 43] with major contributions occurring in the 1980's [8, 9, 35, 45, 46, 50, 51] and 1990's [12, 17, 23, 48] . Recently there has been a resurgence of interest in the foundations of this problem class due to its importance for many problems in modern optimization, machine learning, and large scale data analysis [11, 15, 19, 21, 22, 24, 25, 27, 28, 40] .
In this note we study the case where Φ is convex. Although the convex-composite setting was proposed as a structure approach to nonconvex problems, understanding the convex case is important. This is illustrated in this paper by the applications in different areas of convex analysis and optimization which underline the relevance of our study.
So, when is Φ convex? We answer this with a simple result based on [10, Lemma 5.1]. The statement and proof are elementary, and so we give this result now since it motivates much of our subsequent investigation. Theorem 1. Let the assumptions in (1) hold. Let α ∈ R be such that lev g (α) := {y ∈ E 2 | g(y) ≤ α } = ∅ and define the horizon cone of g by hzn g := {w ∈ E 2 | ∀t ≥ 0 : y + tw ∈ lev g (α) (y ∈ lev g (α)) } .
If F is convex with respect to −hzn g, i.e.
then Φ is a convex function.
Proof. First recall that hzn g is the polar cone of cone(dom g * ), by [44, Theorem 14.2] where g * is the convex conjugate of g, cf.
(2) below. Hence, F is convex with respect to −hzn g if and only if
or equivalently, z, F ((1 − λ)x 1 + λx 2 ) −g * (z) ≤ z, (1 − λ)F (x 1 ) + λF (x 2 ) −g * (z) (z ∈ dom g * ).
Since g = g * * this proves the result.
This result illustrates the key features of our study: (i) the convexity of F with respect to a cone K and (ii) the convexity of g and its monotonicity with respect to K. This structure is present in the most familiar result concerning the convexity of composition which states that if E 2 = R and g is nondecreasing and convex on its domain and F is convex, then Φ is convex. In this case, clearly, K = R + . In particular, since g is nondecreasing, hzn g ⊂ R − . These two ideas, cone convexity and monotonicity, are certainly not new and are fundamental in convex analysis. We now describe some of the most pertinent references for this study: Borwein [3] pursued an ambitious program of extending most of convex analysis to cone convex functions including conjugacy, subdifferential analysis, and duality, laying out much of the groundwork. Kusraev and Kutateladze [37] take this idea to an even more general setting by considering convex operators with values in arbitrary ordered vectors spaces. Combari, Laghdir, and Thibault [20] specifically study the convexity of Φ in the function space setting from the perspective of cone convexity, establishing conjugate and subdifferential formulas for Φ under Fenchel-Rockafellar and Attouch-Brézis-type qualification conditions. Pennanen [41] studies the convexity of Φ by developing a deep theory of generalized differentiation for graph-convex mappings, which yields some results on convex convex-composite functions as a by-product. from a more general perspective of graph-convex mappings; these are called convex correspondences in [37] . More recently, based on an approach by Burachik et al. [7] , Boţ, Grad, and Wanka [5, 6] provided a powerful characterization of the situation when the conjugate and subdifferential formulae established in [20] , and in our study below, hold.
Our approach to convex convex-composite functions differs from the above studies: With the exception of Pennanen [41] , all the above references are set in infinite dimension. We work in finite-dimensional space which enables us to exploit the full strength of the relative topology of convex sets. This is particularly important with respect to our main convex-analytical workhorse, which is infimal convolution, see Section 2.1 for details. In contrast, the approach in the papers [20] and [5, 6] , which are most closely related to our study, is via a pertubation function. Our approach via infimal convolution is much more straightforward, hence more accessible. In addition, at least in the finite-dimensional setting, it yields more refined results with relaxed monotonicity and without lower semicontinuity of the functions in play. Our analysis is also facilitated in that we study the simple format g • F first, and then extend it to the additive composite setting f + g • F . Thus, a main contribution of the paper is a simplified derivation of the central convex-analytical results for convex convex-composite functions, resulting in refined statements about conjugacy and subdifferentiation, under verifiable, point-based Slater-type conditions, see, in particular, Theorem 12 and Corollary 14 for the simple g • F setting, and Corollary 16 for the additive composite setting. Moreover, inspired by Theorem 1, we emphasize and study the case where F is convex w.r.t. to the negative horizon cone of g, see Lemma 19 and Corollary 20. Given the significance of this case for the applications, see Section 5, this was certainly lacking in the above mentioned references on the topic. Another major contribution of our study is to illustrate the versatility and unifying character of the calculus of convex convex-composite setting by a series of applications of very different flavors. These go beyond what was considered before, and include connections to conic programming in Section 5.1, and to matrix analysis and modern matrix optimization, see Sections 5.3-5.5. More concretely, Section 5.3 contains a new extension of the matrix-fractional function [13, 14, 16 ] to the complex domain. Section 5.4 provides new, short proves for the conjugate and subdifferential variational Gram functions [14, 34] , and Section 5.5 gives a new proof of Lewis' well-known result on spectral functions [38, 39] for the convex case.
Notation: Throughout E denotes a Euclidean space, i.e. a finite-dimensional, real vector space with inner product denoted by ·, · . For A, B ⊂ E their Minkowski sum is given by
In case A = {x} we simply write x+B := {x}+B. We write R := R∪{±∞} for the extended real line. For a complex number z = a + bi (a, b ∈ R) and its complex conjugatez := a − bi, Re z := z+z 2 is its real part. Given a linear map L : E 1 → E 2 , we write L * for its adjoint in the sense of linear algebra which is used accordingly for matrices. We denote the space of real and complex n × m matrices by R n×m and C n×m , respectively. The n × n identity matrix is denoted by I n . The space of Hermitian n × n matrices is denoted by H n and the positive semidefinite and positive definite matrices in H n are given by H n + and H n ++ , respectively. We set S n := H n ∩ R n×n , S n + := H n + ∩ R n×n and S n ++ := H n ++ ∩ R n×n . The trace of A ∈ C n×n is denoted by tr A.
Preliminaries
In what follows E denotes a Euclidean space, i.e. a finite-dimensional, real vector space with inner product denoted by ·, · . Given S ⊂ E, its convex hull conv S is the smallest convex set containing S. Given a convex set C ⊂ E, its affine hull is the smallest affine set that contains C or, equivalently, aff C = span C +x for anȳ x ∈ C. The relative interior of C is the interior in the topology relative to its affine hull, i.e. ri C :
The horizon (or recession) cone of (the convex set) C is the closed, convex cone given by
We call a function f :
is nonempty and f does not take the value −∞. We call f lower semicontinuous (lsc) or closed if epi f is closed. This is equivalent to saying that f equals its closure or lower semicontinuous hull cl f : E → R given by
We employ the following abbreviations:
When the underlying space is clear, we simply write Γ and Γ 0 , respectively. A central operation that maps Γ 0 (one-to-one) to itself is Fenchel conjugation: For a function f :
The biconjugate of f is f * * := (f * ) * . It is well known, see e.g. [44, Theorem 12.2] , that for f ∈ Γ we have cl f = f * * ∈ Γ 0 . The subdifferential of f atx ∈ dom f is the set
Subdifferential and conjugacy operator satisfy the Fenchel-Young inequality
where
For f ∈ Γ(E), and its horizon cone is given by
where lev f (α) is any nonempty level set of f .
Infimal convolution
The most elementary, yet most central convexity-preserving functional operation is addition. It is paired in duality, in the sense of Fenchel conjugacy with infimal convolution, where for two functions f, g : E → R ∪ {+∞} their infimal convolution is defined by
If the infimum is attained for all x ∈ dom f g = dom f + dom g, we slightly abuse notation and write (f g)(x) = min y∈E {f (y) + g(x − y)}.
The following classical result, see e.g. [44, Theorem 16.4] , clarifies the conjugacy relation between addition and infimal convolution of convex functions.
Theorem 2 (Conjugacy and infimal convolution). Let f, g ∈ Γ(E). Then (cl f + cl g) * = cl (f * g * ).
If
then the closures are superfluous and the infimum is attained for all y ∈ dom (f * g * ), i.e.
The second, most central convexity-preserving operation is (pre)-composition with a linear (affine) map: Given a closed, proper, convex function g : E 2 → R∪{+∞} and a linear map F : E 1 → E 2 , it is readily seen that the conjugate (g • F ) * = cl (F * g * ) is the lower semicontinuous hull of the function
In order to ensure that the closure operation can be omitted, the relative interior condition F −1 (ri (dom g)) = ∅ can be used, see [44, Theorem 16.3] . This result is, in essence, equivalent to Theorem 2. Combining the two, one arrives at the strong duality theorem of Fenchel-Rockafellar duality for problems of the form
Under the qualification condition
it can be established that inf x∈E1 f (x) + g(F (x)) = max y∈E2 f * (F * (y)) + g * (−y).
Evidently, we are interested in the case of problem (5) where F is not necessarily linear, but the composition g • F is still convex, which is exactly the convex convexcomposite setting.
K-convexity
Given a cone K ⊂ E the relation
induces an ordering on E which is a partial ordering if K is convex and pointed, see [48, Proposition 3.38] for more details. One can attach to E a largest element +∞ • with respect to that ordering which satisfies
We will set E • := E ∪ {+∞ • }. For a function F : E 1 → E • 2 its domain, graph and range are defined respectively as
We call F proper if dom F = ∅. The following concept is central to our study.
Definition 3 (K-convexity). Let K ⊂ E 2 be a cone and F :
We point out that, in the setting of Definition 3, a K-convex function F has a convex domain as dom F = L(K-epi F ) where L :
Clearly, we can recover the traditional notion of a convex function g : E → R∪{+∞} by using K = R + in Definition 3. Thus the following lemma is a generalization of the relative interior formula for the epigraph of an ordinary convex function, see e.g. [44, Lemma 7.3] .
Lemma 4 (Relative interior of K-epigraph). Let K ⊂ E 2 be a convex cone, and let F :
In particular, if dom F = E 1 , then ri (K-epi F ) = (ri K)-epi F .
It follows from [44, Theorem 6.7, Corollary 6.6.2] that
. Hence, by [44, Theorem 6.8], we find that
We now turn our attention to the composite setting: For F :
In particular, given v ∈ E 2 and the linear form v, · :
This scalarization of F is quite central to our study, a fact that is already foreshadowed in the next two auxiliary results.
and v ∈ E 2 . Then the following hold:
and therefore
as K is closed and convex, see [44, Theorem 14.1] .
For the next result we recall that the indicator function of a set S ⊂ E is given by
Its conjugate is the support function of S σ S (y) = δ * S (y) = sup x∈S x, y .
Proof. a) Observe that
where the last identity uses the well-known fact that σ K = δ * K = δ K • for a closed, convex cone, see [48, Example 11.4 
The next result gives a sufficient condition for convexity of a composite function in the sense of (6).
. Then the following hold:
Proof. a) Clear. b) Let v, w ∈ dom F and λ ∈ [0, 1]. Then
Here the first inequality is due to the fact that (λv+(1−λ)w, λF (v)+(1−λ)F (w)) ∈ K-epi F (as F is K-convex) and assumption (7) .
We point out that the property (7) used to establish convexity of the composite function g • F , and which we borrowed from [41] , is clearly weaker than saying that g be K-increasing, i.e.
cf. Remark 17 below. The stronger condition (8) has some interesting consequences.
We now investigate under which conditions we can also get closedness of the composite function. To this end, we first make an elementary observation.
Lemma 9. Let K ⊂ E be a cone and let g : E → R be K-increasing in the sense of (8) .
where the last equality follows from (8) .
The next result is a key observation which will be used multiple times in our study, but is also interesting in its own right.
Then ψ * (x, u) = g(u + F (x)).
Proof. We have
Here the second identity comes from Lemma 6 a), the fourth uses the fact that v, F * * = v, F (v ∈ −K • ) by assumption. The last before last identity employs Theorem 2 and the fact that (g δ −K ) * * = cl (g δ −K ). The last equality follows from Lemma 9 and using that g * * = g.
We close out this section with sufficient conditions for closedness (and convexity) of the composite functions from (6).
Under the assumptions of Lemma 10 the composite function g • F is closed and convex. In particular, if, in addition, rge F ∩ dom g = ∅, then g • F ∈ Γ 0 (E 1 ).
Proof. By Lemma 10 we have g • F = ψ * (·, 0), which is closed and convex. The properness is exactly the additional assumption.
We point out that Corollary 11 generalizes the well-established scalar case as in e.g.
[31, Proposition 2.1.7, Chapter B].
Convex analysis of convex convex-composite functions
We commence with the main result of this section. Throughout, we use the standing assumption that the function F : (7) is satisfied. Then the following hold:
.
the function η in a) is closed, proper and convex and the infimum is a minimum (possibly +∞). c) Under the assumptions of b) we have
Hence we find that
Here the second equality uses assumption (7) , and the inequality is due to the fact that conjugation is order reversing. The last identity is then due to Theorem 2 as the functions in play are proper and convex by assumption. Moreover, we have
where the second identity uses (11) and the third and fourth rely on Lemma 6. This shows the first desired statement.
To show that equality holds under the additional assumptions observe that with the function ψ in (9), we have η = inf v ψ(·, v). Hence η is convex and, by Lemma 10, it holds that
As g • F is closed, proper, convex by Corollary 11, η is convex and proper, and hence
which is the desired equality. b) This follows from Theorem 2 while observing that
Here the second equivalence relies on Lemma 4.
c) The first statement follows from a) and b) and Theorem 2. The expression of dom (g • F ) * is an immediate consequence of that.
We would like to point out that the technique of proof based on infimal convolution is an extension of the approach employed by Hiriart-Urruty in [30] . However, our setting is much more general, and our point-based, Slater-type qualification condition (10) differs substantially from the Fenchel-Rockafellar-type condition used in [30] . We now continue with a whole sequence of rather immediate consequences of Theorem 12. The first one is a subdifferential formula. To this end we first establish an auxiliary result. Lemma 13. Let K ⊂ E 2 be a closed, convex cone. Then the following:
In particular, letting y = F (x) − k (k ∈ K) and by (8) , this implies
Here the first identity is due to (4) , and the second is due to Theorem 12 c) in combination with Lemma 6. Now insert z :=x to obtain
Corollary 14 (Subdifferential of composite functions). For g :
Equality holds under the assumptions of Theorem 12 b).
and
Inserting
Combining with (15) now gives
To see the reverse inclusion under the additional assumptions letȳ ∈ ∂(g • F )(x), i.e., by (4), we have
Now letv ∈ argmin v∈−K • g * (v) + v, F * (ȳ) . Then from (16) we infer
where the first identity is due to the choice ofv and the second is (4) with Lemma 13 b). This yieldsȳ ∈ ∂ v, F (x).
Remark 15. Given F : E 1 → E 2 K-convex and v ∈ −K • , the convex function v, F enjoys a rich (sub)differential calculus under additional assumptions on the continuity or differentiability of F . For instance, if F is locally Lipschitz, then so is v, F with ∂ v, F (x) =∂F (x) * v, where∂F (x) is Clarke's generalized Jacobian of F atx, see [18, 48] . In particular, if F is differentiable, then v, F is continuously differentiable with
The next result shows that our setting g • F in fact covers the seemingly more general setting from (1) with an additional additive term. Once more, the proof relies essentially on infimal convolution.
Corollary 16 (Conjugate of additive composite functions). Under the assumptions of Theorem 12 let (7) hold. In addition, let f ∈ Γ and consider the qualification condition
Then the following hold:
a) If (17) holds then
Equality holds under (17) .
Proof. a) Defineg :
Moreover, defineF :
). Then domF = dom f ∩ dom F . SettingK := R + × K, we find thatF isK-convex,g •F = f + g • F ∈ Γ 0 (E 1 ) andg •F satisfies (7) withK (since g • F satisfies it with K). Moreover, as domg = R × dom g, we realize that condition (10) forg,F andK amounts to (17) . Therefore, we obtain
Here the second identity is due to Theorem 12, the third one uses (18) , while the fifth relies once more on Theorem 2, realizing that dom v, F = dom F and (17) implies that ri (dom f ) ∩ ri (dom F ) = ∅.
b) The first statement (without qualification condition) follows from Corollary 14 and the subdifferential sum rule [44, Theorem 23.8] .
In order to prove the converse inclusion under (17) , letȳ ∈ ∂(f + g • F )(x). Hence by (4) and (19) we have
Hence there existsv ∈ −K • such that
Therefore, we have
On the one hand, (21) and the Fenchel-Young inequality (3) applied to g imply
On the other hand, we deduce from (21) and the definition of the conjugate that
and hence,v ∈ ∂g(F (x)), by (4) . Altogether, we deduce that
and hence, the conclusion follows. Here, the first equality follows from the subdifferential sum rule, see e.g. [44, Theorem 23.8] because ri (dom f ) ∩ ri (dom F ) = ∅ by (17), and the last identity follows from Corollary 14. This establishes the desired inclusion and thus concludes the proof.
Of course, using Fermat's rule, i.e. argmin Φ = (∂Φ) −1 (0), and the fact that inf Φ = − inf Φ * (0) for any convex function Φ, Corollary 16 can be exploited to derive (necessary and sufficient) optimality conditions and a duality framework for the convex-composite optimization problem (1). We will do this explicitly in Section 5.1 for conic programming. We point out that the qualification condition (17) is used in [41, Proposition 8.1 (ii)] to establish optimality conditions for the convex-composite problem (1).
The same expressions for the conjugate and subdifferential as in [6, 20] are based on investigating properties of a suitable perturbation function and hence, they require different notions of lower semicontinuity of F even for the finite-dimensional setting. Our arguments, on the other hand, are in essence a synthesis of the infimal convolution approach to convex-composite functions inspired by [30] and the refined K-convexity study in [41] . This allows us to eliminate the assumptions on lower semicontinuity of f , g and F and to relax the K-increasing property (8) of g to the weaker condition (7) . 
is closed. The subdifferential formula from Corollary 16 b) then follows. We point out that, although [6, Theorem 3.3] is a deep result, condition (22) is, in general, not verifiable.
In turn, the study by Combari et al. [20] , like ours, provides verifiable conditions for the conjugate and subdifferential formulae. Therefore we would briefly like to discuss the differences in assumptions, in particular the qualification conditions, when compared in the finite-dimensional setting: In [20] , the authors assume, as we do, the properness and K-convexity of all functions in play. However, they also need the assumption that F is lower semicontinuous in a generalized sense, see [20, Definition 3.1], and they also assume g to be K-increasing (8), whereas we only require the weaker assumption (7) . We note that under (8) our Slater-type qualification condition (17) becomes
The (Attouch-Brézis-type) qualification condition comparable to ours, used in [20] reads
is a subspace (24) which, using the fact that dom g = dom g −K and K +F (dom F ∩dom f ) is convex, yields 0 ∈ ri (K + F (dom f ∩ dom F ) − dom g) or, equivalently,
This condition differs from (23) in general. When f and F are finite-valued and rge F is convex then (24) becomes ri (dom g) ∩ ri (rge F ) = ∅, which is stronger than our condition, which then reads ri (dom g) ∩ rge F = ∅.
The following example, and also Example 34, illustrates that (7) is, indeed, weaker than (8) , and that our qualification condition (17) differs from, and is often weaker than (24) .
. This means that g satisfies (7) but not (8) by taking u 1 < 0 and v 1 ≥ 0. Furthermore, we note that R + (dom g − rge F ) = R + × R is not a subspace, so (24) is violated, but (17) is satisfied as
The next corollary follows simply from the fact that condition (7) is trivially satisfied if g is K-increasing and that (10) then simplifies to
in this case.
Corollary 18. Let K ⊂ E 2 be a closed, convex cone, F : E 1 → E • 2 K-convex g ∈ Γ and K-increasing such that (25) holds (which is true in particular when g is finite-valued or F is surjective and dom F = E 2 ). Then
Proof. Since the fact that g is K-increasing implies (7) the assertion follows from Theorem 12 and Corollary 14, respectively.
The next result shows that any closed, proper, convex function g is monotone with respect to−hzn g.
Proof. Put K := −hzn g. Then [44, Theorem 14.2] yields
Now let x, y ∈ E such that x K y, i.e. y = x + b for some b ∈ K. Since g = g * * we hence find
where the inequality relies on the fact that b, z ≥ 0.
The observation from Lemma 19 that any closed, proper, convex function is increasing with respect to its own negative horizon cone brings us back full circle to the starting point of our study in Theorem 1. The latter theorem is now merely an immediate consequence of Lemma 19 and Proposition 7, and we observe that F can even be extended-valued. We pursue this setting where g is closed, proper, convex and F is convex with respect to the negative horizon cone of g in the next result.
Corollary 20. Let g ∈ Γ 0 (E 2 ) and let F :
Proof. This follows from combining Corollary 18 (with K = −hzn g) and Lemma 19 while observing that dom g * ⊂ cone(dom g * ) = (hzn g) • , cf. [44, Theorem 14.2] .
The next corollary covers the setting considered in [30] where F is a componentwise convex function, and whose technique of proof served as a source of inspiration for our study.
Proof. Apply Corollary 18 with K = R m + and observe that ∂g
Finally, as another immediate consequence of our study, we get the well-known result for the case when F is linear.
Corollary 22 (The linear case). Let g ∈ Γ(E 2 ) and F : E 1 → E 2 linear such that rge F ∩ ri (dom g) = ∅. Then
Proof. We notice that F is {0}-convex. Hence we can apply Corollary 18 with K = {0}. Condition (25) then reads rge F ∩ri (dom g) = ∅, which is our assumption.
Hence we obtain
where the second identity uses Lemma 6. Moreover, ∂ v, F (x) = F * (v) for all v ∈ E 2 , which proves the subdifferential formula.
Applications
In this section we present an eclectic series of applications of our study in Section 3 and 4 to illustrate the versatility of our findings and to establish connections to different areas of convex analysis, optimization and matrix analysis.
Conic programming
We consider the general conic program [49] min (26) can be written in the additive composite form
This fits the additive composite setting of Corollary 16 with g = δ −K which is K-increasing. Moreover, the qualification condition (10) for the conjugate calculus reads rge F ∩ ri (−K) = ∅, (28) which is simply a generalized version of Slater's condition. The Fenchel (or Fenchel-Rockafellar) dual problem associated with (26) via (27) is
We obtain the following duality result.
Theorem 23. (Strong duality and dual attainment for conic programming) Let f : E 1 → R be convex, K ⊂ E 2 a closed, convex cone, and let F :
Proof. Observe that, by Corollary 16, we have
Moreover, by Theorem 12 we have Optimality conditions are also easily derived. Here observe that for a convex set C ⊂ E, the normal cone of C atx ∈ C is
Theorem 24. Let f : E 1 → R be convex, K ⊂ E 2 a closed, convex cone, and let F : E 1 → E 2 be K-convex. Then the condition
is sufficient forx to be a minimizer of (26) . Under (28) it is also necessary.
Proof. From Corollary 16 b) with g = δ −K , (29) it follows that 0 ∈ ∂(f + g • F )(x), sox is a minimizer of f +g •F . Under (28) , again by Corollary 16 b), ∂(f +g •F )(x) equals the set on the right-hand side of (29) , which concludes the proof.
The differentiable case merits its own statement.
Corollary 25. Let f : E 1 → R be differentiable and convex, K ⊂ E 2 a closed, convex cone, and let F : E 1 → E 2 be differentiable and K-convex. Then the condition
Proof. This follows immediately from (24) and Remark 15.
The pointwise maximum of convex functions
In what follows we denote the unit simplex in R m by ∆ m , i.e.
The following result provides the conjugate formula for the pointwise maximum of finitely many convex functions. It therefore slightly generalizes (at least in the finite dimensional case) the results established for the case of two functions in [29] and alternatively proven in [4] . The well-known subdifferential formula is also derived.
and g : R m → R by g(v) = max i=1,...,m v i . Then f = g • F (with the conventions made in Section 2) and we observe that F is R m + -convex and g is R m + -increasing with dom g = R m . Hence, Corollary 18 is applicable with the qualification condition (10) trivially satisfied. Thus, for all x ∈ E, we obtain
where the second equality follows from [1, Example 4.10] . Moreover
Here the second identity uses the well-established fact that ∂g(y) = conv {e i | y i = g(y) } for all y ∈ R m .
Kiefer-Gaffke-Krafte inequality and the matrix-fractional function
Recall that C n×m and H n are the linear spaces of complex n × m and Hermitian n × n matrices, respectively. Consider the Euclidean space
equipped with the inner product ·, · : ((X, U ), (Y, V )) ∈ G × G → Re tr (Y * X) + Re tr (V U ).
Define the mapping F :
where X * is the adjoint of X and V † is the Moore-Penrose pseudoinverse of V , cf. [33] . Kiefer [36] has shown that F is H n + -convex on the set
Gaffke and Krafte [32] extend this result by showing that F is convex on the set cl Q = (X, V ) ∈ C n×m × H n + | rge X ⊂ rge V again with respect to the cone H n + , and (34) holds for a convex combination k i=1 λ i (X i , V i ) of points in cl Q if and only if there is a matrix C ∈ C n×m such that X i = V i C for i = 1, . . . , k.
The H n + -convexity of the mapping F from (33) is closely tied to the matrixfractional function [13, 14, 16] 
where G : R n×m × S n and Q := (X, V ) ∈ G V ∈ S n + , rge X ⊂ rge V . In [16, Section 5.2] , it is shown that γ is the support function of the set
and so γ is a closed, proper, convex (even sublinear) function with domain Q. However, Theorem 5 can be used to establish a new and stronger result concerning the convexity of γ.
Proposition 27. Let G be given by (31) , F : G → (H n ) • by (33) and definẽ γ :
Thenγ is a support function, in particular closed, proper, and convex.
Proof. Let E 1 := G and E 2 := H n equipped with the inner products based on (32) and set g := 1 2 I, · ∈ Γ(E 2 ). Thenγ = g • F . Since 1 2 I ∈ H n ++ = −(H n ++ ) • , Theorem 5 tells us thatγ is convex. Obviouslyγ is also proper and positively homogeneous, i.e.γ(α(X, V )) = αγ(X, V ) for any α ≥ 0. We now show that it is closed: To this end, let {((X k , V k ), µ k )} ⊂ epiγ and (( X, V ),μ) ∈ G × R be such that ((X k , V k ), µ k ) → (( X, V ),μ). We need to show that (( X, V ),μ) ∈ epiγ. Let V k have reduced singular-value decomposition V k = U k D k U * k for each k ∈ N so that U k ∈ C n×r k with r k := rank V k ≤ n, U * k U k = I r k and D k = diag (σ k1 , . . . , σ kr k ) with σ kj ∈ R ++ for j = 1, . . . , r k and all k ∈ N. Setr := rank V . With no loss in generality, there is a r ∈ {r,r + 1, . . . , n} and U ∈ C n×r such that r k = r for all k ∈ N with U * U = I r and U k → U . Then D k = U * k V k U k → U * V U =: D = diag (σ 1 , . . . , σ r ) for some σ j ∈ R + , j = 1, . . . , r satisfying σ kj → σ j , j = 1, . . . , r.
Denote the columns of C * k by c kj , j = 1, . . . , r, k ∈ N, and those of C * byc j , j = 1, . . . , r. Then
Consequently,
Hence, by passing to a subsequence if necessary, we can assume that there exists η j ∈ R + such that σ −1 kj c kj 2 2 → η j for j = 1, . . . , r. Observe that if, for some j 0 ∈ {1, . . . , r}, σ kj → 0, then it must be the case that c kj0 → 0 since η j0 ∈ R + .
That is,γ is closed. Here σ † j = σ −1 j if σ j > 0 and 0 otherwise. All in all, we have shown thatγ is closed, proper convex and positively homogeneous. The claim therefore follows from Hörmander's Theorem, see e.g. [44, Corollary 13.2.1].
Variational Gram functions
We equip S n with the inner product X, Y = tr (XY ). Given a set M ⊂ S n + , the associated variational Gram function (VGF) [14, 34] is given by
Since σ M = σ conv M there is no loss in generality to assume that M is closed and convex. For the remainder of this paragraph we let
Then Ω M = σ M • F fits the composite scheme studied in Sections 3-4. It is obvious that rge F = S n + . The following lemma clarifies the K-convexity properties of F . Lemma 28. Let F be given by (38) . Then S n + is the smallest closed, convex cone in S n with respect to which F is convex.
Proof. Let K be the smallest closed convex cone in S n such that F is K-convex. On the one hand, it is easily verified that F is S n + -convex, hence K ⊂ S n + . On the other hand, by [41, Lemma 6.1],
Now fixing V ∈ S n for all X ∈ R n×m the mapping ∇ 2 V, F (X) : R n×m ×R n×m → R is given by
Clearly, this symmetric bilinear form is positive semidefinite if and only if V ∈ S n + , which proves that K F = S n + . Finally, by taking the polar and using the fact that (S n
We now verify the remaining conditions necessary to apply our convex-composite framework from Section 4 to g := σ M and F given by (38) .
Corollary 29. Let M ⊂ S n + be nonempty, closed and convex, and let F be given by (38) . Then the following hold: 
b) This follows from a) and Corollary 19. [48, Exercise 6.22] , we find that
Hence, by [ 
As rge F = S n + , condition (39) is equivalent to
We claim that All in all, we have established the desired equivalence.
We now combine our analysis in Section 3 and 4 with the matrix-fractional function γ from (36) to find a very short proof of the conjugate function Ω * M in case M is bounded (hence compact). Here we note that for K := S n + and
Corollary 29 c) shows that our framework does not apply when M is unbounded as the crucial condition (10) 
Proof. K := S n + . Recall that (cone M ) • = hzn σ M , see [44, Theorem 14.2] . Then F given by (38) is K-convex by Lemma 28, and g is K-increasing by Corollary 29 b). By Corollary 29 c) we find that condition (25) for σ M • F and K is satisfied if (and only if) M is bounded. Hence we compute that
Here the first identity is due to Corollary 18, the second is due to Lemma 6, the third uses (40), the fourth follows from [13, Theorem 2] and the last identity is simply the definition of γ in (36) . As M is compact this proves also the finite-valuedness and thus concludes the proof.
A formula for the subdifferential of the VGF Ω M is easily established as well.
Corollary 31. Let M ⊂ S n + be nonempty, convex and compact. Then
Proof. First observe that F ′ (X) * V = V X for all X ∈ R n×m and that ∂σ M (U ) = argmax M U, · for all U ∈ S n . Therefore, Corollary 18 (which is applicable for the same reasons as in Proposition 30) and Remark 15 5.5 Spectral function of symmetric matrices Consider the function λ : S n → R n , λ(X) := (λ 1 (X), . . . , λ n (X)), (X ∈ S n )
where λ 1 (X) ≥ . . . ≥ λ n (X) are the eigenvalues of X. In order to apply our framework from above, we equip S n with the inner product ·, · : S n × S n → R, X, Y = tr (XY ) and R n with the standard inner product. The following results are, even without any convexity assumptions, originally due to Lewis [38, 39] and were recently confirmed by a simplified proof due to Drusvyatskiy and Paquette [26] , however under an additional lower semicontinuity assumption. Our technique of proof, based on the convex-composite framework with g ∈ Γ(R n ) and F := λ, differs substantially from the latter references, but shares some similarity with [41, Section 9] and we make use of some of the auxiliary results established there. Note that the latter reference does not establish the conjugate formula below.
Proposition 32. Let g ∈ Γ(R n ) be permutation invariant (i.e., its value does not change by reordering of the argument vector) and let λ : S n → R n be given by (41) . Then the following hold: a) g • λ is convex and (g • λ) * = g * • λ. b) For all X ∈ λ −1 (dom g) we have that ∂(g • λ)(X) contains v∈∂g(λ(X)) conv {U * diag(v)U | U * XU = diag(λ(X)), U * U = I n } .
Proof. a) Consider the closed, convex cone
whose polar cone is
By [44, Theorem 6.5] we have
We first note that dom λ = S n and hence, λ(ri (dom λ)) = rge λ = −K • . Next, by [41, Corollary 9.3], λ is K-convex and for any
In particular, λ is Kconvex, and v, λ * = δ Ωv . Moreover, observe that since g is permutation invariant, so is g * , and hence, by [41, Lemma 9.5], both g and g * satisfy (7) with F = λ and K from (42) , which shows in particular that g • λ is convex, see Proposition 7. Now set G := {v ∈ R n | v 1 = . . . = v n } and consider two cases: Here the second identity uses that dom g = G and that λ(Y ) ∈ G if and only if Y is a multiple of I n . The third is due to the fact that X, αI n = αtr (X) = α m i=1 λ i (X). The fourth one uses again that dom g = G. This proves the conjugate formula in this case. dom g = G: Here we want to apply Theorem 12 to g, F = λ and K given in (42) . We already established above that (7) holds. We now verify the qualification condition (10) which in the current setting reads ∅ = ri (dom g − K) ∩ (−K • ) = (ri (dom g) − ri K) ∩ (−K • ).
Fix v ∈ ri (dom g). Denote by S n the set of all permutations σ : {1, . . . , n} → {1, . . . , n} and the action of such a permutation on v by σ(v) = (v σ(1) , . . . , v σ(n) ).
Since g is unchanged under the reordering of its argument vector, σ(v) ∈ dom g for all σ ∈ S n and hence by [44, Theorem 6.1],v = 1 n! σ∈Sn σ(v) ∈ ri (dom g). By assumption, dom g = G, hence there existsv ∈ dom g be such that at least two its components are distinct. Let σ * ∈ S n be such that σ * (v) is a nondecreasing reordering ofv. By replacing v by 1 2v + 1 2 σ * (v) ∈ ri (dom g) (by [44, Theorem 6.1]), we can assume that v 1 ≥ . . . ≥ v k > v k+1 ≥ . . . ≥ v n for some 1 ≤ k < n. Now, pick 0 < α < 1 − k n (v k − v k+1 ) and define b ∈ R n component-wise by
n−k , if k < i ≤ n (i = 1, . . . , n).
Then we have
hence b ∈ ri K, see (44) . Moreover, we have ∂ v, λ (X) = conv {U * diag(v)U | U * XU = diag(λ(X)), U * U = I n } , and hence, the conclusion follows. If dom g = G then the qualification condition (10) holds and hence, the equality follows.
Remark 33. Using the same notation as in the proof of the Proposition 32, we have the following comments: a) It is necessary if b = (b 1 , . . . , b n ) ∈ ri K then b n < 0 < b 1 , and hence, we can deduce that the qualification condition (10) is equivalent to the fact that dom g = G. b) The equality in Proposition 32 b) is shown in [41, Proposition 9.6 ] under the assumption that dom g ∩ int (−K • ) = ∅. This condition clearly implies dom g = G as int (−K • ) = {v ∈ R n | v 1 > v 2 > . . . > v n }. However, it can be easily seen that this subdifferential equality can, in fact, be established without imposing any qualification condition, using von Neumann's inequality [47] X, Y ≤ λ(X), λ(Y ) (X, Y ∈ S n ).
To this end, observe that
where the second equality comes from the Fenchel-Young inequality (3) applied to g and von Neumann's inequality.
We close this section with an example that shows that Proposition 32 cannot be derived from the results by Combari et al. [20] as their assumptions are not met.
Example 34. In Proposition 32, set g = δ {0} ∈ Γ(R n ) which is permutation invariant and satisfies (7) but is not increasing w.r.t. K given in (42) . Moreover,
is not a subspace.
Final remarks
In this note we developed a full conjugacy and subdifferential calculus for the important subclass of convex-composite functions that are fully convex. Working in the finite-dimensional setting, we took advantage of the relative topology of convex sets, which promoted infimal convolution as our main tool. Combined with the concept of K-convexity this enabled us to prove the central convex-analytic results for convex convex-composite functions under weak assumptions (no lower semicontinuity and weak monotonicity properties) on the functions in play, using a verifiable, point-based Slater-type qualification condition. A myriad of applications underlined the versatility of our findings and the unifying strength of the convexcomposite setting even in the fully convex case. In particular, we were able to prove a new extension for the matrix-fractional function to the complex domain, and obtain new and simple proofs for the conjugate and subdifferential of variational Gram functions, as well as an alternative proof of Lewis' result on spectral maps in the convex setting.
