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1. INTRODUCTION 
This paper is concerned mainly with the problem of estimating the 
distance between consecutive zeros of a nontrivial solution of a second order 
differential equation. That is, we want to estimate the least distance h > 0 
for which the given equation has a nontrivial solution vanishing at a given 
point a and again at a + h. 
A familiar example is the equation 
r”(t) + y(t) = 0 (1.1) 
with a = 0. Obviously the least value of h > 0 for which this equation has 
a nontrivial solution vanishing at 0 and again at h is z-. 
Obtaining lower bounds on h for second order differential equations has a 
long history. Picard [I], considering the nonlinear equation 
r”(t) + w r(t), Y’(9) = 0, U-2) 
showed that if F satisfies a uniform Lipschitz condition 
IF(t,~~,~~‘)--F(t,yz,yz’)l <KKyy,-~y,l +LIy,‘-~2’1 (1.3) 
then 
; Kh2 +Lh > 1, (1.4) 
and later [2] improved this to 
;Kh2 +;Lh > 1. (1.5) 
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Further improvements were obtained by Lettenmeyer [3], who showed that 
(1.6) 
holds in the nonlinear case, and Opial [4], who obtained the best possible 
inequality of this type for the linear case, namely, 
fKh2 +;Lh >, 1. 
In Opial’s result L = sup aGtSa+h I dt)l and K = supaGtGa+h I ?(t)l. The 
estimate (1.7) is not exact for constant coefficients if L # 0. In a recent work, 
Coles and Sherman [5] for the nonlinear case relaxed the Lipschitz condition 
to 
I %Y, Yl’) - F(4Y2 a Yzl I G i4Ol Yl - Yz I + ml Yl’ - Y2’ I 
and obtained improved results by reducing the problem to the estimation of h 
for the solutions of certain second order linear equations. 
The work of Coles and Sherman, however, does not allow one to obtain a 
bound unless he can solve the related linear equation, or at least establish 
that it does not have a zero in the region under consideration. Thus the 
problem of obtaining a lower bound for the distance between zeros remains 
important even for the linear case. Our primary investigation centers around 
obtaining an estimate of the minimum distance between a zero of a solution 
and the next, or the previous, zero of its derivative. This enables us to 
obtain an estimate which is superior to that given by (1.7) and one which is 
sharp for the case of constant coefficients. Upper bounds are also investigated 
and some comparison results are provided for the nonlinear case, with 
restrictions different from that of [5]. 
2. A COMPARISON LEMMA 
We consider the differential equation 
r”(t) + my’(t) + P(9YW = 0 (2.1) 
and try to obtain estimates for the least value of h > 0 for which this equation 
has a nontrivial solution vanishing at a given point a and again at a + h. 
Obviously there is no harm assuming y(t) > 0 between a and h, in view of 
the linearity of (2.1), in which case the following lemma enables us to obtain 
both upper and lower bounds on h. 
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LEMMA. Suppose f(t) and g(t) are piecewise continuous functions on [a, b] 
and u(t), v(t) are nonnegative functions satisfying 
24” +gu’ + fu 2 0 
on (a, b) with 
VA +gv’ +fv < 0 
4GJv’(t,) = u’(toMtcJ (2.2) 
for some t,, E [a, b]. Let I be a maximal interval containing t,, which does not 
contain a zero of u or v  in its interior. Dejke d(t) and w(t) on the closure of I by 
u’(t) d(t) = 5 - tan-l - 
u(t) 
w(t) = ” - tan-l - v’(t) 
2 v(t) 
at interior points and by continuity at endpoints. Then 
w(t) > O(t) for t > t, 
and 
w(t) < O(t) for t ,< t, . 
PROOF: From (2.2) 
-!Tt,> = 4to> 
and 
u”(t) u’(t) 2 ___ 
0’(t) = _ u(t) 0 u(t) 
1+(Z) 
or 
g(t) 
< 
g +f(t) + ($$z 
1+ (g 
cl(t) < cos2 d(t) + g(t) sin d(t) cos O(t) + f(t) sin2 d(t), 
and similarly 
w’(t) > cos2 w(t) + g(t) sin w(t) cos w(t) + f(t) sin2 w(t). 
Hence 
where 
lo@> - 4w G &>(e(t> - 4)) 
v(t) = g(t) 
sin 28 - sin 2~ 
+ (f(t) - 1) 
sin2 d(t) - sin2 w(t) 
2(8 - w) w> - 4) 
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is clearly bounded. It follows that 
and hence 
is monotone decreasing. This means that for t < t, 
so 
and similarly 
e(t) - w(t) 3 0 for t < t, , 
e(t) - w(t) < 0 for t 2 t, . 
An immediate consequence is the following separation theorem. 
THEOREM 2.1. rf f(t), g(t) are piecewise continuous functions on [a, b] and 
u(t), w(t) are nonnegative functions satisfying 
24” +gzd +fu 3 0 
d +gw’ +fw < 0 
on (a, b) with 
u(4Mto) = u’(tM4J 
for some point t, E [a, b], then v(t) has a zero between t, and any zero of u(t). 
3. THE LINEAR CASE 
Using the lemma, an estimate of the difference between consecutive zeros 
of solutions of Eq. (2.1) can be given. For the linear case the lower bounds 
are better than those of Lettenmeyer, Opial, and Coles and Sherman 
(Theorem 7), as will be shown below, and, in particular, are exact for the 
case of constant coefficients. To aid in the statement of the theorem we 
define the following auxiliary functions; 
/ 
(K - !?+2 (5 - ctn-ii (K - y,““, , if K - y  > 0 
-l/2 
a(L, K) = 
tanh-12 (7 - K)1/2, if K-y<O,L>O,K>O 
! 2 Z’ if K-y=0 and L > 0 + 00 otherwise 
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L2 -lP 2 L2 112 -- /q&K) tanh-1 - K if =< ( 4 K 1 -Z ( -;?; 1 , K-$f<O,L<O,K>O 
2 -- 
L’ 
and L < 0 
L + 00 otherwise 
THEOREM 3.1. Suppose there exists a solution y(t) of Eq. (2.1) with 
with y(u) = y(b) = 0 and y(t) # O.for a < t < b. Let 
Then 
4 = Inf,~t~bP(t), K2 = SOP,<,<&), 
4 = Inf,,t,bq(t), =2 = SuPa<t&(t). 
4% , Kl) + B(L2, Kl> 3 b - a b B(Ll , K2) + G2, K2). (3.2) 
PROOF. The lower bound will be established here. The upper bound 
follows in an analogous way. 
Let z(t) be a solution of 
X” + L,z’ + Kgz = 0, z(a) = 0, z’(a) > 0. 
Then z(t) is also a solution of 
(3.3) 
Z” + q(t)z’ +p(+ G 0 (3.4) 
on the interval [a, tJ where tl is the first zero of z’(t) to the right of a. Using 
(3.4) and (2.1) in the lemma, it follows that tl is smaller than the first zero 
of y’(t) to the right of a. 
Let r(t) be a solution of 
Y” + L,r’ + K,r = 0, r(b) = 0, r’(b) < 0. (3.5) 
Then r(t) is a solution of 
r”(t) + q(t)r’ + p(t)y < 0 (3.6) 
on the interval (t2 , b) where t2 is the first zero of r’(t) to the left of b. Using 
(3.6) and (2.1) in the lemma it follows that t, is larger than the first zero of 
y’(t) to the left of b. Since y(u) = y(b) = 0 there is at least one zero of y’(t) 
in the interval (a, b). Clearly t, < t2 . 
Since (3.3) and (3.5) have constant coefficients they may be solved explicitly 
and tl and t, computed. This gives the above estimate. 
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To show that for the linear case the lower inequality on b - a is better 
than previous ones, we observe that the best estimate thus far [S, Theorem 71 
is equal to OI(L, K) + /3--L, K) M rh ere L = max(j L, /, / L, 1). Comparing 
solutions of 
y” + Ly’ $- Ky -_ 0 y(a) := 0 
u1 + L,u’ - Ku = 0 u(a) = 0 
and 
z” -Lx’ + Kz = 0 z(b) = 0 
vu +L,v’ + Kv = 0 v(b) = 0 
in the lemma, it is easily seen that (y.(L, K) < LY(& , K) and p(-L, K) < 
/3(L, , K). (In comparing this result with that of [S, Theorem 71, it should be 
noted that the problem here is posed differently.) 
As an application of the theorem, we obtain a well known result about the 
zeros of Bessel functions. Bessel’s equation is 
In this case we have 
w = ; , p(x) = 1 - f ) 
so that 
g(x) - 4p(x) - * - 4<0 for large x. 
Let a, b be two consecutive zeros, b > a. Then 
Kl = 1 - f < p(x) < 1 ~ ; = K2 .
so, 
LY(L, , KJ = (1 - $ - --&-“’ tan-l 26 (1 - $ - -&-)1’2 
fl(L2 , Kl) = T - (1 - ~,,iz tan-1 2a (1 - 2f-&&)l” 
@(L, , K,) = n - (1 - *)-li2 tan-1 2b (I - f-&&)1’2 
&(L2, K2) zzz 1 tan-l 2a 1 1 - g - - 
112 
4a” 
. 
ON THEDISTANCEBETWEEN ZEROS 29 
Hence Theorem 3.1 yields 
( 
y2 1 -l/Z 112 
1-2-T ) tan-l 2b 1 - f - -!- i 4b2 1 
+7- I-- 
( 
“2 + $ 
a2 1 
-l/Z 
tan’ 2a ( 1 
v2 + $ 112 
- -- 
a2 j 
( 
“2 + $ -l/2 l/2 
<b-a<-rr- l-- 
b2 1 
tan-l 2b 1 - “‘bz’ 
( 1 
+ (1 - f  - &j-1’2 tan-1 2a (1 - $ - &-)lj2’ 
Clearly, b - a --em as a-co. 
4. SOME NONLINEAR CONSIDERATIONS 
In [5] the nonlinear equation 
Y” +F(Y,Y’, t) = 0 (4.1) 
is considered where F(y, y’, 2) satisfies a Lipschitz condition. We proceed 
in the same vein here. If one restricts himself to the problem of estimating 
the distance between a zero of a solution of (4.1) and the next (or previous) 
zero of a derivative, only a linear upper bound of F(y, y’, t) is required. 
WithF(0, 0, t) = 0, this is just a one sided Lipschitz condition with respect 
to the origin. The proofs are different, depending entirely on comparison 
theorems and not on successive approximations. 
THEOREM 4.1. ZfF(y, y’, t) < p(t)y + q(t)y’, y  3 0, y’ >, 0, and a solution 
y(t) of (4.1) has y(a) = y’(b) = 0, a < b, then 6 3 t, where t, is the jirst zero 
of z’(t) to the right of a, where z(t) is a solution of 
zv + q(t)z’ +p(t)z < 0, z(a) = 0. (4.2) 
PROOF. A solution of (4.1) satisfies 
Ye(r) + dtb +P(tlY 9 0. (4.3) 
Using (4.2) and (4.3) in th e 1 emma, the theorem follows immediately. 
THEOREM 4.2. Zf F(y, y’, t) >, r(t)y’ + s(t)y, y  >, 0, y’ < 0, and a solution 
of (4.1) has y’(a) = y(b) = 0, a < b, then a < tz where t, is the first zero of 
z’(t) to the left of b where z(t) is a solution of 
Z” + r(t)z’ + s(t)z ,( 0. 
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The proof is similar to that of Theorem 4.1. 
If F(0, 0, t) = 0 and F(y, y’, t) satisfies a Lipschitz condition, then it 
satisfies each of the one sided inequalities of the theorems above. In this 
case these results are minor improvements of similar theorems in [5] at 
least as far as estimating the distance between zeros is concerned. 
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