Multiple sequence alignment (MSA) is a useful tool in bioinformatics. Although many MSA algorithms have been developed, there is still room for improvement in accuracy and speed. We have developed an MSA program PRIME, whose crucial feature is the use of a group-to-group sequence alignment algorithm with a piecewise linear gap cost. We have shown that PRIME is one of the most accurate MSA programs currently available. However, PRIME is slower than other leading MSA programs. To improve computational performance, we newly incorporate anchoring and grouping heuristics into PRIME. An anchoring method is to locate well-conserved regions in a given MSA as anchor points to reduce the region of DP matrix to be examined, while a grouping method detects conserved subfamily alignments specified by phylogenetic tree in a given MSA to reduce the number of iterative refinement steps. The results of BAliBASE 3.0 and PREFAB 4 benchmark tests indicated that these heuristics contributed to reduction in the computational time of PRIME by more than 60% while the average alignment accuracy measures decreased by at most 2%. Additionally, we evaluated the effectiveness of iterative refinement algorithm based on maximal expected accuracy (MEA). Our experiments revealed that when many sequences are aligned, the MEA-based algorithm significantly improves alignment accuracy compared with the standard version of PRIME at the expense of a considerable increase in computation time.
Introduction
Multiple sequence alignment (MSA) provides a useful information for elucidating the relationships among function, evolution, sequence, and structure of biological macromolecules such as genes and proteins 1)-5) . Theoretically, we can calculate the optimal alignment of many sequences by n-dimensional dynamic †1 Waseda University †2 Computational Biology Research Center (CBRC), National Institute of Advanced Industrial Science and Technology (AIST) †3 Kyoto University programming (DP). However, a DP method is practically applicable only when a small number of sequences are aligned. In fact, even when a sum-of-pairs (SP) score with the simplest gap cost is used as an objective function, constructing optimal MSA is an NP-hard problem 6) . Hence, many heuristic methods have been developed. Almost all practical methods currently available adopt either a progressive 7)- 9) or an iterative refinement 10)-14) heuristic strategy. To speed up iterative refinement, several programs, such as MAFFT 12) and MUSCLE 15) , adopt an additional heuristic approach, i.e. given a pair of groups of sequences (MSAs), these methods first find candidate segment (consecutive columns) pairs that could contribute to the optimal alignment between the groups, determine the optimal combination of segment pairs from the candidate pairs, and then align the groups into a single MSA based on restricted DP space flanked by the selected segment pairs used as anchor points. Instead of finding segment pairs from separate groups, another approach extracts anchor points that specify well-conserved regions on the given MSA to be refined by the iterative refinement steps 11), 15) . Although some papers discussed methods for extracting well-conserved regions from an MSA, these methods were mainly concerned with analysis or correction of the MSA 16), 17) . In addition, the effects of anchoring on the quality of the resultant MSA have not been explicitly discussed until now. Acceleration of computation by yet another heuristics that reduces the number of iterative refinement steps by grouping of closely related members in an MSA have been tried only by Prrn 11) without any quantitative evaluation of their effects.
In order to improve alignment accuracy, especially when some of the sequences to be aligned have long insertions or deletions, recent programs incorporate consistency information among pairwise sequence alignments 8),13),18), 19) . Other programs employ additional information such as pairwise structure alignment, sequence-structure alignment, or secondary structure prediction 20) -22) . Moreover, some recent studies adopt probabilistic alignment algorithms based on maximal expected accuracy (MEA) in place of the standard Needleman-Wunsch type DP algorithms 18) . MEA-based algorithms have also been successfully applied to some bioinformatics applications related to sequence alignment 23), 24) . Previously, we have devised an MSA algorithm using a piecewise linear gap cost 14) , and developed a program named PRIME. Although PRIME can construct accurate MSAs comparable to the most accurate programs currently available, its computational speed is somewhat slower than those of most MSA programs. Compared with similar iterative refinement algorithms, PRIME employs a relatively computationally intensive group-to-group sequence alignment algorithm. Therefore, some heuristic methods for reducing the computation of PRIME without a large amount of accuracy loss are highly desirable.
In this work, we newly incorporate anchoring and grouping methods into PRIME. An anchoring method is to locate well-conserved regions in a given MSA that act as anchor points to reduce the region of DP matrix to be examined, while a grouping method detects conserved subfamily alignments in a given MSA to reduce the number of iterative refinement steps. The results of BAliBASE 3.0 and PREFAB 4 benchmark tests indicated that the computational speed of PRIME was reduced by more than 60% while average alignment accuracy measures decreased by at most 2%. Additionally, we evaluated the effectiveness of iterative refinement algorithm based on MEA. Our experiments indicated that the MEA-based algorithm significantly improves alignment accuracy compared with the standard version of PRIME, although considerably longer computation time is required especially when many sequences are aligned.
Algorithms

PRIME Overview
For a given set of sequences, PRIME constructs an MSA based on a doubly nested randomized iterative strategy similar to our previous MSA program Prrn 11) . The crucial feature of PRIME is a group-to-group sequence alignment algorithm with a piecewise linear gap cost 25) , which is the key to a progressive or an iterative refinement method. In this subsection, we briefly describe the algorithms of PRIME.
2.1.1 Doubly Nested Randomized Iterative Strategy PRIME uses a weighted sum-of-pairs (WSP) score as the objective function of MSA, M , to be optimized. WSP is defined as i<j w i,j · S i,j , where w i,j is the weight for the pair of i-th and j-th sequences in M and S i,j is the score of pairwise alignment induced from i-th and j-th rows of M . In order to optimize WSP score, PRIME employs a doubly nested randomized iterative strategy 11) , involving refinement of MSA, phylogenetic tree, and pair weights until these triples are mutually consistent. After preparation of an initial MSA M with a simple progressive method using a group-to-group sequence alignment algorithm, this strategy refines M as follows: ( 1 ) calculate a distance matrix from M ( 2 ) construct a phylogenetic tree from the distance matrix ( 3 ) calculate pair weights from the phylogenetic tree ( 4 ) (Optional) apply anchoring method to M ( 5 ) (Optional) apply grouping method to M (and M bf r ) and the phylogenetic tree ( 6 ) iteratively refine M using the phylogenetic tree and the pair weights ( a ) M bf r ← M ( b ) compile a branch list ( c ) randomly choose a branch b from the branch list ( d ) divide M into two groups based on b ( e ) align these two groups into a single MSA M af t using a group-to-group sequence alignment algorithm ( f ) if WSP score of M af t is greater than that of M , then M ← M af t ( g ) repeat steps 6c to 6f until no better WSP score of M is obtained after examining all divisions of M based on all branches in the branch list ( 7 ) repeat steps 1 to 6 until WSP of M is equal to that of M bf r Note that the above procedure contains anchoring and grouping methods, which are introduced in this study. A branch list includes all branches of the phylogenetic tree, except those in the excluded branch list obtained at step 5.
Group-to-group Sequence Alignment Algorithm with Piecewise Linear Gap Cost
The core algorithm of PRIME is the group-to-group sequence alignment algorithm with a piecewise linear gap cost 14) , which aligns two groups of sequences (MSAs) into a single MSA based on a two-dimensional DP. The piecewise linear gap cost is one of the concave functions, consisting of L linear functions 25) . Since the inclination of this gap cost, which corresponds to the gap extension penalty, becomes small as gap length increases, this gap cost could alleviate over-penalizing long insertions or deletions. The group-to-group sequence alignment algorithm employs essentially the same recurrent relations as the pairwise sequence alignment algorithm 26) . The major difference between group-to-group sequence alignment algorithm and pairwise one is exact calculation of gap opening and extension penalties 14) ,27), 28) . In order to calculate gap opening penalty, a gap state plays a crucial role. The gap state denotes the number of consecutive nulls (blank characters indicating absence of the corresponding residues in the sequence) up to the current position. By comparing gap states, we can easily detect opening of a gap and hence calculate the gap opening penalty. For calculation of a gap extension penalty, dynamic gap information is required in addition to the gap states. A dynamic gap is a gap inserted during the DP process, and dynamic gap information is held by a list of the positions and lengths of dynamic gaps. By combining the dynamic gap information and gap states, we can calculate gap extension penalty efficiently. For the detailed description of the algorithm, see the previous paper 14) .
Anchoring and Grouping Methods
In order to reduce the computation, we have newly introduced two heuristics: anchoring and grouping methods. An anchoring method is to locate a run of consecutive conserved columns in a given MSA that acts as an anchor point. Fixing such anchor points can significantly reduce the amount of DP matrix to be examined, i.e. the computation at step 6e of the doubly nested randomized iterative strategy. A grouping method detects conserved subfamily alignments in a given MSA. A subfamily is specified by an internal node of a phylogenetic tree, and a subfamily alignment is one induced from an alignment consisting of all sequences included in the subtree that descend from the internal node. Fixing the subfamily alignments can reduce the number of iterative refinement steps. We employ two types of anchoring and grouping methods: one is based on conservation, and the other on comparison. The conservation-based anchoring and grouping methods are applied when we first execute steps 4 and 5 of the doubly nested randomized iterative strategy, while the comparison-based anchoring and grouping methods are applied to the second or later execution of these steps.
Conservation-based Methods
Conservation-based anchoring and grouping methods calculates sum-of-pairs (SP) score for columns or subfamily alignments in an MSA, respectively. Given an MSA, the conservation-based anchoring method detects a run of consecutive conserved columns based on the following algorithm:
( 1 ) calculate SP score for i-th column, SP i ( 2 ) smooth SP score:
Because we would like to detect consecutive well-conserved columns only, we omit those columns that contain any nulls by setting SP i and SP i of such columns to zero at steps 1 and 2. The procedure of step 2 includes a parameter r, which is set to 1 in this study. At step 3, we regard a stretch of columns as conserved if the Z-score of SP i exceeds the threshold, 1.8, by default.
In the grouping method, conserved subfamily alignments induced from a given MSA are judged by their SP scores as follows. Given an MSA and a phylogenetic tree T , the procedure is executed in a bottom-up manner similarly to that used in a progressive alignment method: ( 1 ) label 'unknown' for all internal nodes of T and 'conserved' for all leaves of T ( 2 ) for each 'unknown'-labeled internal node p of T ( a ) if either child nodes of p is labeled 'non-conserved', then label p 'nonconserved' ( b ) else if both child nodes of p are labeled 'conserved'; then label p 'conserved' if SP S/P is more than a threshold, or 'non-conserved' otherwise ( 3 ) compile excluded branch list SP S is the SP score of the subfamily alignment specified by p, and P is defined as P = l · n(n + 1)/2 where l is the alignment length, and n is the number of sequences included in the subfamily alignment. Note that l varies depending on p, because subfamily alignment can contain columns comprising nulls only, which must be ignored. The threshold in this study is set to 2.4. The excluded branch list consists of branches specified by the child nodes of the 'conserved'-labeled internal ones.
Comparison-based Methods
Comparison-based methods detect unchanged columns or subfamily alignments between two MSAs before and after step 6 of the doubly nested randomized strategy. In these methods, unchanged columns or subfamily alignments during the iterative refinement are considered to be conserved. Therefore, the comparisonbased methods are parameter-free unlike the conservation-based counterparts. Both comparison-based methods first convert MSAs into index matrices whose element represents the number of non-null residues on the row up to the relevant column (Fig. 1) . To describe these methods explicitly, we introduce several symbols. Let A and B be index matrices which are constructed from the two MSAs to be compared. 
In practice, we can use slightly less stringent conditions for the inequality: if (with O(1) computation) where s and t are the child nodes of p, since subfamily alignments specified by s and t have already been found to be identical. The excluded branch list consists of branches specified by the child nodes of the 'identical'-labeled internal ones. Fig. 1 shows an example of the grouping method.
Group-to-group Sequence Alignment Algorithm Based on Maximal Expected Accuracy
In order to evaluate the effectiveness of a group-to-group sequence alignment algorithm based on MEA, we incorporate this algorithm into PRIME. The basic idea of MEA is to maximize the expected number of 'correctly' aligned residue pairs 29) . We adopt an approach similar to that used in ProbCons 18) . Using a simple three-state (match, insertion, and deletion) pair hidden Markov model, we first compute a posterior probability matrix for a pair of sequences from m A and m B . Each element of the matrix is a posterior probability where i-th residue of a sequence in m A is matched with j-th residue of a sequence in m B .
Posterior probabilities are calculated using the standard forward and backward algorithms 30) . Then, a simple DP algorithm is employed to align the groups: 
Results
Benchmarks
We examined several variants of PRIME and other MSA programs shown in Table 1 . The variants of PRIME differ from one another in the group-to-group sequence alignment algorithms, the use of the anchoring and the grouping methods, and methods in construction of the initial MSAs. pcw and af n mean the group-to-group sequence alignment algorithms with the piecewise linear and the affine gap costs, respectively. ag refers to the use of the anchoring and grouping methods; the PRIME variants with ag apply the steps 4 and 5 of the doubly nested randomized iterative strategy, while those without ag do not involve these steps. mea denotes the group-to-group sequence alignment algorithm based on MEA. Note that PRIME pcw,mea and PRIME af n,mea first calculate an initial MSA by the MEA-based algorithm, and then iteratively refine the MSA by the group-to-group sequence alignment with the piecewise linear gap cost and the affine gap cost, respectively. In the case of PRIME mea,mea , both initial MSA calculation and iterative refinement are done by the MEA-based algorithm.
For evaluation, two benchmark tests were executed: BAliBASE version 3.0 32)-34) and PREFAB version 4 10) . BAliBASE consists of alignments constructed by human expertise, categorized into five references according to the nature of sequences to be aligned. Reference 1 is further divided into two sub- 
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Program
Version Note PRIME pcw BLOSUM62, g(x) = max{−(x + 9), −(0.5x + 21.5)} PRIME pcw,ag PRIME pcw with anchoring and grouping methods PRIME af n BLOSUM62, g(x) = −(x + 9) PRIME af n,ag PRIME af n with anchoring and grouping methods PRIME pcw,mea MEA-based initial MSA, refined with PRIME pcw PRIME af n,mea MEA-based initial MSA, refined with PRIME pcw PRIME mea,mea MEA-based initial MSA, refined with MEA-based Prrn 11) 3.4 -b2 -mblosum62 -u1 -v9 MAFFT 13) 6.240 --maxiterate 1000 --localpair (L-INS-i) ProbCons 18) 1.12 default T-Coffee 8) 5.05 default MUSCLE 10) 3.6 default DIALIGN-T 31) 0.2.2 default
2 -do global -do progressive blosum80 trunc.mat ClustalW 9)
1.83 default references based on sequence identities. The contents of each reference are as follows. Reference 1 alignment consists of phylogenetically equidistant sequences of similar length. The average sequence identities of reference 1.1 are less than 20%, while those of reference 1.2, 20-40%. Alignments in reference 2 include a few distantly related sequences, in addition to closely related ones. In reference 3, each alignment comprises equidistant subfamilies. Sequences in alignments of references 4 and 5 contain long N/C terminal extensions, or long internal insertions, respectively. Except for reference 4, each reference consists of two test sets: full-length and trimmed sets. In this study, we used only the full-length sets. PREFAB is composed of automatically generated alignments in contrast to BAliBASE. PREFAB contains three data sets: main, weighting, and long gap sets. The main set corresponds to the previous PREFAB version 3, which is not categorized. The weighting set involves alignments each of which consists of subfamilies with unbalanced numbers of members. Each alignment of the long gap set, a subset of the main set, contains one or more gaps whose lengths are more than 10. Note that each reference alignment of PREFAB is provided as a pairwise alignment of a pair of PDB sequences of known structures.
To evaluate alignment accuracy based on BAliBASE, we use sum-of-pairs and column scores 35) . The sum-of-pairs score is defined as the proportion of correctly aligned residue pairs, while the column score represents the proportion of correctly aligned columns. For alignment evaluation of PREFAB, the quality score is used, which measures only two PDB sequences within each alignment. The quality score is the ratio of correctly aligned residue pairs of the reference pairwise alignment. The definition of these scores implies that quality, sum-of-pairs, and column scores have the same value if the reference alignment is pairwise.
Results of BAliBASE Benchmark Test
The average sum-of-pairs and column scores of BAliBASE are shown in Table 2 and Table 3 , respectively. The last columns of both tables represent the rank sums of the Friedman test. The program with the smallest rank sum means that the program consistently constructs the most accurate MSAs even if it does not achieve the largest average score. The Friedman test based on sum-of-pairs score indicates that the tested programs are classified into four groups according to the significance (P -value < 5.0 × 10 −2 ) in their performances. The most accurate group consists of PRIME pcw , PRIME pcw,mea , PRIME af n,mea , PRIME mea,mea , MAFFT, and ProbCons. The second most accurate one consists of PRIME pcw,ag , PRIME af n , PRIME af n,ag , Prrn, and T-Coffee. MUSCLE is classified into the third group. The accuracies of DIALIGN-T, POA, and ClustalW are comparable to each other and are significantly lower than that of MUSCLE. The tendency of the Friedman test based on column score is slightly different; PRIME pcw,ag and PRIME af n , in addition to MAFFT and ProbCons, are classified into the most accurate group, and the accuracy of PRIME af n,ag is comparable to that of Prrn, T-Coffee and MUSCLE. The Wilcoxon signed rank test based on sum-of-pairs score indicated that the accuracy difference between PRIME pcw and PRIME pcw,mea is significant (P -value: 1.3 × 10 −6 ), while the difference is insignificant in terms of column score (P -value: 0.10). The same tendency is also reproduced in comparison between PRIME af n and PRIME af n,mea . The Wilcoxon signed rank test indicated that the accuracy difference between PRIME pcw,mea and PRIME mea,mea is statistically insignificant (respective Pvalues: 0.63 and 0.89), while PRIME mea,mea is significantly more accurate than PRIME af n,mea in terms of both sum-of-pairs and column scores (respective Pvalues: 1.5 × 10 −2 and 3.6 × 10 −3 ). 
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Results of PREFAB Benchmark Test
The average quality scores of the three sets of PREFAB are shown in Table 4 . Compared with those of BAliBASE, the results of the Friedman test of the main set are somewhat different. The most accurate group consists of PRIME pcw,mea , PRIME af n,mea , PRIME mea,mea , and MAFFT. In the second accurate group, PRIME pcw , PRIME af n , Prrn, and ProbCons are included. PRIME pcw,ag and PRIME af n,ag are classified into the third group. The fourth one is comprised of T-Coffee and MUSCLE. The fifth one consists of ClustalW only. DIALIGN-T and POA are included in the rest one. The Wilcoxon signed rank test of the main set showed that PRIME pcw,mea is significantly more accurate than that of PRIME pcw (P -value: 3.7 × 10 −6 ). Similarly, the accuracies of PRIME af n,mea are statistically better than those of PRIME af n (P -value: 1.3 × 10 −6 ).
In the case of the weighting set, all programs except DIALIGN-T and POA are comparable to each other. The Friedman test of the long gap set divides the tested programs into four groups. The most accurate group is composed of PRIME pcw , PRIME af n , PRIME pcw,mea , PRIME af n,mea , PRIME mea,mea , Prrn, MAFFT, and ProbCons. The second most accurate group includes PRIME pcw,ag , PRIME af n,ag , and T-Coffee. The third one consists only of MUSCLE. The rest of programs, DIALIGN-T, POA, and ClustalW showed comparable performances to each other, consisting of the fourth group.
Computation Time
The computation time of each program for executing the benchmarks is compiled in Table 5 . The computer we used is Pentium3 933 MHz with 1 GB memory, running on RedHat Linux 7.3. As expected, the computation of PRIME pcw,ag and PRIME af n,ag are reduced more than 60%, compared with that of PRIME pcw and PRIME af n . Note that variants of PRIME with MEA-based algorithm are rather slow, partly because we do not currently use lookup table and interpolation techniques for calculating posterior probabilities; implementing these techniques would improve the speed to some extent.
Discussion
Compared with other leading MSA programs, PRIME adopts a computationally intensive group-to-group sequence alignment algorithm. Therefore, some heuristics for reducing the computation with a minimal loss in accuracy is highly desired. Accordingly, we newly introduced anchoring and grouping methods into PRIME. As a result of BAliBASE and PREFAB benchmark tests, PRIME pcw,ag and PRIME af n,ag are proven to be much faster than PRIME pcw and PRIME af n , while average alignment accuracy measures decrease by at most 2%. However, the choice of appropriate parameters is a difficult problem, because there is a tradeoff between speed and accuracy. In this study, we selected the parameters of the anchoring and grouping methods based on the observation that the average Although the entire span of anchor points is currently fixed, it is possible to fix only an internal region of these points, or each region is used only for dividing the DP matrix into pieces. This choice could also provide another tradeoff.
In this study, we also evaluated the effectiveness of the MEA-based algorithm. The alignment accuracy of MEA-based algorithm is robust; although the average sum-of-pairs and column scores of PRIME mea,mea is relatively smaller than those of the score-based variants like PRIME pcw , the rank sum of PRIME mea,mea often exceeds those of the other variants. However, the computation with PRIME mea,mea is expensive especially when many sequences are aligned, because the computational complexity of calculating substitution cost is proportional to the product of the numbers of sequences in the groups. In addition, the accuracies of PRIME pcw,mea is comparable to those of PRIME mea,mea . PRIME pcw and PRIME pcw,mea differ from each other only by the way of construction of initial MSAs; the former relies on a score-based algorithm, while the latter uses an MEA-based algorithm. In fact, we have observed that pairwise alignments constructed by an MEA-based algorithm are generally more accurate than those obtained by the corresponding score-based algorithm (data not shown). MEAbased initial MSA probably contributes to improvement in accuracy even after similarly performed iterative refinement. Therefore, when not so many sequences are aligned, PRIME pcw,mea may replace PRIME pcw to construct the most accurate MSA.
