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INTRODUCTION
The Nevada Seismic Array (NVAR) was installed by Southern Methodist University (SMU) in December 1998, near the village of Mina, NV. The array is composed of 10 short period seismic elements with an aperture of 4 km. Collocated with the central four seismic elements (NV01 to NV04) is an infrasound array (NVIAR), initially installed and operated under a University supported research program. NVIAR began operations at the same time as the seismic array. After the installation signals from an army munitions disposal facility were recorded. Figure 1 shows the approximate location of the array and detonation site (dubbed "New Bomb"), located approximately 36 km from NVIAR, and a typical seismo-acoustic observation at NVIAR. The recorded signals are represented by a suite of several explosions up to 4,000 lbs. TNT equivalent, spaced at an irregular interval ranging from 30 seconds to more than a minute apart. This pattern of multiple shots eases the detection problem considerably at greater ranges. Cooperation with the officials in charge of detonation is excellent. They have released yield, videotapes and exact GPS location of the disposal pits. Detonations take place continuously throughout the year, though there are periods of breaks particularly in winter, due to difficult weather conditions.
Because of the existence of the seismic array in the vicinity we were able to determine very accurate origin times of the detonations within a fraction of a second from calibrated seismic travel time. The seismic travel time was calibrated against GPS synchronized video recordings of the detonations. This allows us to calculate very accurate infrasound travel time. This research primarily used this source, extremely well calibrated, to address the issue of infrasound scaling relationships. We then extended the study to other sources including infrasound signals from single fired explosions detonated at the Utah Test and Training Range. This source provided the upper limit of yield in the scaling relationship (up to 60 tons TNT equivalent).
Figure 1. Location of NVAR and the Ammunition Disposal Site (New Bomb)
Shown in medallions, in Figure 1 , are a typical observation of seismic and infrasound observations at NVAR and the plan layout for the disposal pits. Also shown are the locations of FNIAR and DNIAR, where the bulk of our data was recorded.
BACKGROUND
The yield estimation problem is more complicated in infrasound than seismic because the atmospheric effects are more difficult to quantify. Though there have been several relationships developed, the uncertainty in the yield estimates vary from at least a factor of two to more than one order of magnitude.
The yield of an explosion has been historically estimated from the dominant period of the observed signal or from (often wind corrected) pressure amplitude. Two source scaling relationships are in use for near source observations, and they were developed mostly for blast mitigation. The American National Standards Institute (ANSI) [1] relationship uses a cube root decay of the pressure pulse with distance for close in observations, while at greater distances (beyond 10 km) the inferred exponent is 1.1. Exactly where the transitions from near field to far field for different source sizes occur is explained rather loosely in terms of wavelength or wavefront geometry.
In addition atmospheric effects (e.g., wind, temperature) have an effect on acoustic amplitudes and periods, however, the distances/pressures at which the temporal variability of the propagation medium begins enhancing/destroying acoustic signals is not well established. It is also unknown if these effects can be corrected for consistently, especially when atmospheric data are limited. Figure 2 shows the amplitudes of near source N-waves from one of the HUMBLE REDWOOD explosions [2] at Kirtland AFB near Albuquerque, NM. Though all the stations were located at 1 km from the source there is a factor of two variations in the zero to peak amplitudes of the N-waves. Also it is interesting to note that the variations in period are much smaller
The second near field source scaling relationship is the Blast Operational Overpressure Model (BOOM) [3] , which introduces an empirical parameter to correct for the potential bias introduced by weather. The Beta parameter takes into account the source/receiver distance, the effective sound speed at the surface and a relationship between the maximum change in the effective sound speed and the altitude at which the maximum effective sound speed is observed. The applicability of BOOM and ANSI relationships is usually reduced to less than 50 km, and the observed infrasound would be tropospheric. Approved for public release; distribution is unlimited.
The problem is more complicated at low yields for long range propagation. Low yield explosions leads to higher frequency signals which are affected by finer scale atmospheric homogeneities. To correct for this would require atmospheric models with better vertical sampling than the current G2S models [4] . In addition we have observed that the characteristics of stratospheric arrivals can change on the order of less than 5 minutes much shorter than the six hour long average of the G2S models.
For long range propagation several scaling relationships were obtained from large chemical or nuclear explosions [5, 6, 7 (1964 In an attempt to correct for the effects of the wind on the amplitude Whitaker [7] uses wind corrected amplitude. The correction is based on the stratospheric wind value at 50 km in the direction of propagation and is used to calculate a pressure value in a zero wind atmosphere. Such corrections are documented to be very large in extreme propagation conditions. In the Russian formula a different value of q is used for downwind or crosswind propagation in an attempt to correct for the wind bias. It should be noted that the Whitaker [7] formula was developed at a time when there were no detailed atmospheric models (such as G2S), though some rocket soundings were available. The altitude of 50 km was chosen based on the assumption that the signals were refracted at that altitude. This formula should be revisited for use with the current, more detailed models, and should use the altitude of the expected refracted signals (which is unlikely to be exactly 50 km).
The AFTAC empirical formula makes use of the dominant period of the main acoustic signal (stratospheric) and the overall regression is about a factor of two. However, when the above formulas were tried for a dataset of Soviet nuclear explosions [8] the variations in the measured amplitudes were more than one order of magnitude for the same yield. It was also found that the cube root of yield scales with the observed periods (similar to the AFTAC formula), but for the Russian dataset it shows considerable scatter. This scatter and the smaller cube root exponent would lead to high uncertainty in any yield estimate based on measured period. However, there could be additional sources of errors in the methodology employed by Stevens et al. [8] (e.g., yield of explosions might not have been very well constrained, or all types of arrivals are taken into account).
To summarize this background paragraph we emphasize that no extensive work was carried out on low yield explosions at regional distances. The literature discussed above refers to either near source (shock waves to acoustic tropospheric arrivals) or large (nuclear mostly) explosions.
METHODS, ASSUMPTIONS, AND PROCEDURES

Yield Calibration
The first step in yield studies is to determine how accurate our constraint on actual yields is. Several types of materials are usually disposed during normal operations in Hawthorne which complicates the determination of the actual yield of the detonation. The actual weight of the disposed material is carefully recorded in the archives of the ammunition depot, but same weights can actually have different yields depending on the explosivity of the chemical cocktail.
Therefore we calibrated a weight/seismic amplitude relationship using the NVAR array. The only assumption that we make is that the mechanisms of energy partition in infrasound and seismic energy does not change with the seismic cocktail. A pilot study was carried out on a limited dataset to study the similarity of the seismic signals and the possibility of using the seismic observations as a measure of yield. For the regular shot pattern shown in figure 1 the first infrasound signal is observed during the arrival of the third seismic signal. In most cases the infrasound signals couples locally into Rayleigh waves and contaminate the seismic signals.
Therefore for yield information we can use only the seismic signals from the first two detonations. We have a selected a limited dataset of events and examined the maximum correlation coefficients of the first two signals from a set of detonations occurring during a few months. For shots fired in the same pit the median correlation coefficients were very high, above 0.95 ( Figure 3 ). For detonations fired in adjacent pits the median correlation coefficient dropped to 0.71, while for shots fired in the next nearest pit the correlation coefficients dropped to 0.35, similar to the noise correlation values for the window length of interest (20 second window at 40 samples per second).
We have requested several detonation logs during the past field experiments. The selection of the logs was done based on the observations of seismic amplitudes at NV08 in the desire to have observations at all weights. Shown in figure 4 are the seismic RMS (root mean square) amplitude and weight relationships for the detonation logs available to us. The seismic measurements were taken for a 20 second long time window. We have selected channel 8 because is the only channel located within hard rocks, and it is not expected to exhibit amplitude variations. The smallest weights in the figure are 868 lbs, while the largest are a little below 4,000 lbs, but there are only few points between 868 lbs. and approximately 1,800 lbs. Explosions in this range are usually misfires and there is no weight information available. The error in the calibration relationship shown in figure 4 is about 10%. 
Near Source Observations
Several datasets and sources were used in this study and we will discuss them below. The backbone of this study is focused on data acquired at two arrays located at regional distances. However, because of the difficulty in pinpointing a dominant period we have decided to acquire a dataset of near source observations. In the end a dataset with observations at ranges of 20 to 177 km will also be discussed.
The near source observations were acquired at distances ranging from 1.2 km (the furthest pit) to 800 meters (the nearest pit), and the waveforms are relatively similar to those shown in figure 2 . The parameters measured were the peak amplitude, the period of the positive pulse from zero crossing and an integral over the pressure amplitudes for the period. Shown in figure 5 are the scaling relationships derived from these measurements, and the best fit. Out of the three of them the integral exhibits the lowest standard error of the estimate, while the peak amplitude is the poorest performer. As both the frequency and amplitude of the infrasonic arrivals are affected by transient propagation paths the first step is to sort the individual arrivals. Usually this is performed by examining the celerity (Figure 6 ), defined as source/receiver distance divided by the total travel time. At FNIAR 92% of the detonations have stratospheric arrivals (celerities below 300 m/s), while only 27% of the detonations have tropospheric arrivals (celerities usually higher than 330 m/s). DNIAR exhibits strong seasonal variations, with the absence of stratospheric arrivals in summer and multiple arrivals in winter. Roughly the celerity limits at this array are: tropospheric higher than 330 m/s, stratospheric 320-280 m/s and thermospheric below 280 m/s, but there are cases in which we are not able to discriminate between these arrivals (during periods of wind turnover and January/February when stratospheric storms could occur). We have focused our study on the stratospheric arrivals, which are by far the most numerous. We have used a variety of methods in our attempt to determine the dominant period as accurately as possible. After filtering the data (0.5 -5 Hz with a 2 nd order Butterworth filter) and correcting for the instrument response we have applied both an autoregressive technique and Fourier based methods to determine the dominant period. In the cases in which the signals had short duration resolution in the frequency domain was poor and we obtained good results using a low order AR technique (order 8). However, in the case of complex signals even high order AR techniques (order 48) did not provide a good representation of the spectrum. In general an AR techniques had comparable results with the Fourier based methods. To illustrate the difficulties of pinpointing the frequency of the arrivals we show in figure 7 the spectra of a signal observed at FNIAR. The spectra do not show a strong spectral peak but a suite of peaks of approximately equal energy level from 0.6 to 2.1 Hz. The extreme values would translate in more than order of magnitude in yield estimates. In general half of the observed signals have dominant peaks, while about half of them have spectra similar to that shown in figure 7.
Figure 7. Example of a PSD curve for a FNIAR arrival
The observed UTTR arrivals have in general prominent peaks and determining the dominant period does not pose significant problems for UTTR signals. UTTR signals are usually represented by at least one stratospheric arrival (celerity near 300 m/s), though in most cases we also observe a second stratospheric arrival.
We have also analyzed the behavior of the peak amplitudes at FNIAR and DNIAR. The most common method to use amplitude for yield determination is to correct the raw amplitudes for the effect of the stratospheric wind. In general the wind in the direction of propagation at a height of 50 km is used. That height is chosen because the stratospheric signals are expected to return from around that altitude. However, when this correction was developed there were no detailed atmospheric models (such as G2S), and there is no reason to believe that the stratospheric arrivals are turning exactly at a height of 50 km. Taking advantage of the detailed atmospheric profiles currently available we have attempted to develop empirical corrections to reduce the variance of the amplitude observations. First we have constructed effective sound speed profiles from G2S models, and then we calculated various wind parameters (the classic winds at 50 km, maximum stratospheric winds, winds at the maximum effective sound speed and a mean wind value for the entire surface maximum effective sound speed normalized by the altitude where that value occurs).
Amplitude Scaling with Distance
Apart from the datasets discussed above which gave us a large number of observations at fixed distances, we will also discuss a dataset of observations at several multiple ranges. They were collected in June 2009 during a week-long (Julian days 173 to 177) field experiment in which single channel digitizers were deployed in a northerly direction at distances ranging from 2.5 to 176 km from the source. Atmospheric data was collected in the path of the propagating signals for all days of the experiment. However, due to a malfunction there is no atmospheric data higher than 5 km for the first day of the experiment (day 173). During the four days in which higher altitude atmospheric data was collected we had a great variability in the meteorological data. Figure 8 shows the effective sound speed profiles built from the actual meteorological measurements and the corresponding rays. The figure shows there is an inversion layer between 8 and 12 km we believe to be due to the jet stream during Julian day 176, while during days 174 and 175 raytracing suggests the observed arrivals propagated in near surface ducts. No stratospheric arrivals were observed except for the last day (day 177) and those occurred at distances over 154 km. The atmospheric data collected for day 173 (not shown in figure 8 ) suggests the near surface atmospheric conditions are similar to day 174. Due to the proximity of the sensors to highways this dataset is relatively noisy and it was difficult to identify the actual arrivals at all stations. Figure 9 shows the observed amplitudes of the tropospheric arrivals (days 173 to 176) and the least square fit through the dataset. All the detonations were 3809 lbs. of mixed ordnance. What is interesting is that the amplitudes of all arrivals observed from the low altitude duct (days 173 to 175) decay in the same way, while the jet stream propagation (day 176) is affected by focusing and defocusing effects.
Figure 9. Amplitude Versus Range for 3809 lbs of Mixed Ordnance for the Days in Which Tropospheric Arrivals Were Observed
We have used several scaling relationships that were published in literature that we applied to our dataset. Some of them were summarized in a paper by Stevens et al 2002:
, Pierce and Posey [2] , Clauter and Blandford, 1998 [3] , LANL formula [4] , used by Russian scientists [5] Where P is the zero to peak pressure in Pascals, W is the yield in kt, R is the distance in km and  is the distance in degrees.
All formulas were developed from datasets of nuclear explosions and therefore we applied a correction for the chemical energy release. Considering that a chemical explosion releases half of the energy released by a similar yield nuclear explosion we have applied the following correction: [6] Where Pc is the pressure observed from a chemical explosion and Pn is the pressure observed from a nuclear explosion. A wind correction is also applied. The role of the formula is to correct observed pressure to zero wind conditions. The correction is: [7] where P cor is the corrected zero to peak pressure amplitude, P raw and V d is the maximum wind in the propagation direction.
We have also used the Blast Operational Overpressure Model (BOOM) of Douglas 1987 , to match our observations. The model is applied at distances of 5-50 km and is used to predict the amplitudes of the overpressure. The BOOM relationship is defined in term of a weather parameter B as follows: [8] where [9] The relationship is dependent on the parameter B (in degrees) which takes into account the atmospheric conditions at the time of the detonations. V (m/s) is the maximum difference in the sound speed and the surface sound speed and Z (km) is the altitude at which V is observed, C is the sound speed at the surface (in m/s), R is the distance to location of interest (km), S is the surface atmospheric pressure (mbar), W is TNT equivalent of explosive weight (in kg) and L is the maximum overpressure expressed in dB. The conversion factor from dB to Pascals is given by:
[10]
where PK is the pressure expressed in Pascals. Figure 10 shows the dominant periods obtained for all UTTR and NEW BOMB stratospheric observations at FNIAR, DNIAR and NVIAR. Superimposed on the figure is the 1963 AFTAC empirical relationship developed from large nuclear explosions. This line is not a best fit for the data, but it appears to scale the dataset up to yields of 2,000 lbs. The most likely cause for this departure at low yields is a sampling issue (few datapoints below 2,000 lbs.) though it could also have a physical basis. In theory the lower the yield the shorter the periods, and we may actually observe an approach of the periods towards the origin. A more important issue is the range of the period determinations. The most difficult problem was to pinpoint the periods accurately, in particular for the NEW BOMB shots because propagation effects complicate the spectral contents. In general UTTR observations have clear spectral peaks, probably because interference is somewhat limited due to larger propagation distances, but even in this case, there is still quite a large variation. Given the high 3.34 exponent inferred from the AFTAC relationship a small error in the period determination translates in a large variance in the yield determination. In an attempt to reduce the variance of the period estimates we reanalyzed the New Bomb dataset with two approaches. One was to apply a suite of narrow band filters and determining the frequency at which the maximum power is observed, while the second approach was to track the changes in the corner frequency. In seismology the corner frequency is determined by fitting the observed spectrum with a Mueller -Murphy source model. However, in infrasound there is no equivalent Mueller -Murphy source model and a similar development of an infrasound source is very difficult because of the time variant atmosphere. Therefore we have to rely on direct observation of the cutoff frequency. An interesting observation is that about half of the signals exhibit a strong spectral peak while the other half shows a broad spectrum. This observation is valid for both FNIAR and DNIAR. Shown in figure 11 are the results according to their spectra. This figure yields an important observation regarding the frequency content of our signals. While the signals have similar dominant periods when a clear peak is present (similar least square coefficients for both DNIAR and FNAIR), DNIAR exhibits higher corner frequencies than FNIAR. This is remarkable because DNIAR is located at a greater distance than FNIAR, but it could be explained by differences in the propagation paths. Stratospheric signals at DNIAR are observed only in winter in very favorable stratospheric wind conditions, while the stratospheric winds on the path to FNIAR are in general much weaker. Also it should be noted that FNIAR is located in the middle of the shadow zone, and ray tracing do not predict the occurrence of the observed signals at FNIAR, therefore a different mechanism may be involved.
RESULTS AND DISCUSSION
Figure 11. Dominant Period and Corner Frequency for New Bomb Observations at DNIAR and FNIAR
The most common method to use amplitude for yield determination is to correct the raw amplitudes for the effect of the stratospheric wind. In general it is used the wind in the direction of propagation at a height of 50 km. The reason for choosing that height is that the stratospheric signals are expected to return from around that altitude. However, when this correction was developed there were no detailed atmospheric models (such as G2S), and there is no reason to believe that the stratospheric arrivals are turning exactly at a height of 50 km. Taking advantage of the detailed atmospheric profiles currently available we have attempted to develop empirical corrections to reduce the variance of the amplitude observations. First we have constructed effective sound speed profiles from G2S models, and then we calculated various wind parameters. Shown in figure 12 is the amplitude scaled for yield plotted against two wind parameters. The first one is the wind at the maximum stratospheric effective sound speed, while the second one is an integral of the wind values up to maximum stratospheric effective sound speed normalized by the altitude where the maximum stratospheric wind is observed. Though the graph confirms our general knowledge of the wind patterns (stratospheric winds weakly favorable for FNIAR and most of the stratospheric observations at DNIAR are in favorable stratospheric wind conditions) there is more than one order of magnitude variance in the observed amplitudes (normalized for yield) for similar wind conditions.
Figure 12. Yield Normalized Pressure Amplitudes Against Wind Parameters
The results for the dataset with observations at multiple ranges (2.5 176 km) are shown in figure  13 . The best result is obtained by the Clauter and Blandford [6] formula, while Pierce and Posey [5] is completely off scale. Stevens et al [8] found that the Pierce and Posey formula, a theoretical derivation for the Lamb edge excitation fits relatively well with Lamb waves observed for very large nuclear explosions (yields larger than 1 Mt), but performed poorly for the rest of their dataset. The slope of the LANL formula is closer to the best-fit line as opposed to the formula used by Russian scientists, who consider the pressure to be proportional to the cube root of distance. The LANL formula was derived empirically on a dataset of stratospheric arrivals and makes use of wind corrected amplitudes, while our dataset is composed of only tropospheric arrivals.
However let's consider the general form of the ANSI relationship:
[11]
where A 0 is the amplitude, W is weight (or yield), R is the distance and C, p and m are proportionality constants. If we take the logarithm of the above relationship any of the empirical or theoretical formulas discussed in the Methods section (apart from BOOM) can be obtained for a particular set of constants, therefore attempting to use the LANL formula at least for illustration purposes is appropriate. The results for applying the BOOM model are shown in Figure 14 . In this case we also show the values for day 176 as the B parameter takes the atmospheric conditions into account. For day 176 we used jetstream values for V/Z, while for the other days we used the maximum sound speed in the first few km of the troposphere. The difference between the results and the observations suggests that our knowledge of the actual meteorological conditions near the surface are not as well constrained as BOOM requires. This may be because the balloon launches were at the Hawthorne airport, about 35 km away from New Bomb and about 500 m difference in altitude between New Bomb and the airport.
CONCLUSIONS
It was difficult to estimate the dominant frequency of the arrivals and this resulted in a large variance of the period estimates, which would translate to about one order of magnitude variance for the yield estimates (Figure 10) . A future direction of research would be devising methods to reduce the variance of the estimates. There are also notable differences between the signals observed at FNIAR and DNIAR which may point to a different propagation mechanism (perhaps scattering). The FNIAR arrivals are not predicted by classic raytracing methods and are usually lower amplitude and more complicated that those observed at DNIAR. Also there appears to be a lower frequency cut off than that observed at DNIAR. All those observations must be explained by the differences in the propagation paths, but the propagation path is poorly constrained at FNIAR. Currently the only way to predict these arrivals is to alter the effective sound speed profiles. Usually the effect of gravity waves is added to the effective sound speed profiles and this generates stratospheric inversions. There is definitely a need to better understand the propagation at this range to refine the yield estimates.
Also the frequency content of different types of arrivals is different, and therefore for monitoring purposes there should be a way to discriminate among the individual arrivals (among tropospheric, stratospheric and thermospheric). Currently there is no rigorous method apart from travel time, which is not always available. Amplitude variations of stratospheric arrivals at FNIAR and DNIAR are even more drastic, with more than one order of magnitude differences for similar wind conditions.
Tropospheric arrivals are more difficult to characterize because it requires knowledge of the atmosphere at a scale that is available only from radiosonde data. However, the amplitudes of the observed arrivals appear to attenuate with distance in the same way when the propagation mechanisms are similar (near surface propagation in our case). The slopes in Clauter and Blandford and Los Alamos formulas appear to match well the decay rate, but again there is more than one order of magnitude difference in the observed amplitude. This difference is usually reduced by applying wind corrections, but the existing methodology fails in this case. It appears therefore suitable to devise wind corrections that take into account more realistic models. 
