Many direct and indirect methods, processes, and sensors available on the market today are used to monitor the occupancy of selected Intelligent Building (IB) premises and the living activities of IB residents. By recognizing the occupancy of individual spaces in IB, IB can be optimally automated in conjunction with energy savings. This article proposes a novel method of indirect occupancy monitoring using CO 2 , temperature, and relative humidity measured by means of standard operating measurements using the KNX (Konnex (standard EN 50090, ISO/IEC 14543)) technology to monitor laboratory room occupancy in an intelligent building within the Internet of Things (IoT). The article further describes the design and creation of a Software (SW) tool for ensuring connectivity of the KNX technology and the IoT IBM Watson platform in real-time for storing and visualization of the values measured using a Message Queuing Telemetry Transport (MQTT) protocol and data storage into a CouchDB type database. As part of the proposed occupancy determination method, the prediction of the course of CO 2 concentration from the measured temperature and relative humidity values were performed using mathematical methods of Linear Regression, Neural Networks, and Random Tree (using IBM SPSS Modeler) with an accuracy higher than 90%. To increase the accuracy of the prediction, the application of suppression of additive noise from the CO 2 signal predicted by CO 2 using the Least mean squares (LMS) algorithm in adaptive filtering (AF) method was used within the newly designed method. In selected experiments, the prediction accuracy with LMS adaptive filtration was better than 95%.
Introduction
Until recently, automated smart wiring was the privilege of commercial buildings. However, more and more people want to take advantage of the smart installation options in their homes. There are already many companies on the market involved in smart installations. The prices of such systems with high level of reliability are becoming more affordable in relation to what the customer gains. One of the customer's motivations for monitoring and controlling the operational and technical conditions of the building can be tracking the events in the building. By measuring various physical quantities, of transmission, format, intensity of data processing, and transmission speed. Competition in this segment is relatively high [30] [31] [32] [33] . Several communication protocols, such as MQTT, Constrained Application Protocol (CoAP), and Extensible Messaging and Presence Protocol (XMPP), are available for IoT data transmission [34] . In this work, the MQTT protocol is used. Aazam et al. described the topic of CC in the work "Cloud of Things: Integrating the Internet of Things and CC and the issues involved" [35] . This is a growing trend in IT technologies, which is also used in IoT. The characteristic feature of CC is the provision of services, software, and hardware of servers that are accessible to the users via the Internet from anywhere in the world. The cloud technology provider will enable the user to use their computing power, data storage, and the software offered. For the users, these services are appealing because they may not have the knowledge of the intrinsic functionality of the hardware and software leased. It also offers high-level data security or a high-quality, user-friendly web interface. Depending on the use of services, CC can be divided into groups [36] : IaaS (Infrastructure as a Service), SaaS (Software as a Service), PaaS (Platform as a Service), and NaaS (Network as a Service). The basic idea behind CC is to move application logic to remote servers. The individual devices in SH with an Internet connection can be connected directly to the cloud. The data received are collected and processed here. Based on the data evaluated, there is a feedback interaction with the devices in SH. It is often necessary to connect a device that does not have an Internet connection to the system. This can be performed using a gateway that is connected to the Internet. This gateway does not have to mediate communication to only one device. Often, cloud services also offer their own applications for visualization of the data processed and their storage in the database. There is a huge amount of data that can be used for other complex calculations, such as machine learning. Leading providers of these cloud technologies include IBM, which, inter alia, offers IBM Watson IoT, and Amazon with its Amazon Web Services.
Similar to this study, the obtained results in [12, 18, 37, 38] showed that the accuracy of CO 2 prediction can possibly exceed 90%. Khazaei [39] employed a multilayer perceptron neural network for the purpose of indoor CO 2 concentration levels, where relative humidity and temperature were used as inputs. The most accurate model (based on the calculated mean-square-error (MSE)) was five steps ahead of the reference signal. On average, the difference between reference and prediction signals was less than 17 ppm. Wang [40] used a recurrent neural network (RNN) based dynamic backpropagation (BP) algorithm model with historical internal inputs. The models were developed to predict the temperature and humidity of a solar greenhouse. The obtained results demonstrate that the RNN-BP model provides reasonably good predictions. One of the benefits of the prediction of CO 2 concentration levels is low-cost indirect occupancy monitoring. Szczurek et al. proposed a method to provide occupancy determination in intermittently occupied space in real-time and with predefined temporal resolution [41] . Galda et al. discovered insignificant difference between a room with and without plants, while measuring values of CO 2 concentration, inner temperature, and relative humidity [42] . In our article, we used KNX technology for IB-IoT connectivity by means of the MQTT protocol within the IBM Watson IoT platform. The target of this article is to propose and verify a novel method for predicting CO 2 concentration (ppm) course from the temperature (T indoor (°C)) and relative humidity (rH indoor (%)) courses measured with operational accuracy to monitor occupancy in SH using conventional KNX operating sensors with the least investment cost. To achieve the goal, it is necessary to program the required KNX modules in the ETS 5 SW tool. Next, a software application is created to ensure connectivity between the KNX technology and the IoT IBM platform for real-time storage and visualization of the data measured. To predict the course of CO 2 concentration, it is necessary to verify and compare mathematical methods (linear regression (LR), random trees (RT), and multilayer perceptron's (MLP)), and to select the method with the best results achieved. To increase the accuracy of CO 2 prediction, it is necessary to implement the LMS AF in an application for suppressing the additive noise from the CO 2 signal predicted and to assess the advantages and disadvantages of using AF in the newly proposed method. The proposed method was verified using the measured data in springtime with day-long and week-long intervals (2-10 May 2019). The proposed method can save investment costs in the design of large office buildings. Recognition of occupancy of monitored premises in the building leads to the optimization of IB automation in connection with the reduction of operating costs of IB.
Materials and Methods

Building Automation-KNX Technology
KNX technology is a worldwide standard in the field of wiring of intelligent buildings and their automation. It is a decentralized solution. KNX technology provides the interconnection of KNX modules using the Twisted pair (TP) communication medium. The devices used in this work are an MTN6005-0001 sensor of CO 2 , temperature, and air humidity (technical parameters: current consumption from the bus, max. 10 mA; ambient temperature, −5 to 45°C; measuring range for CO 2 , 300-9999 ppm; measuring range for temperature: 0-40°C; and measuring range for humidity, linear 20-100%). A laboratory (EB312) on the premises of the building of the new FEI at VSB Technical University of Ostrava was used as the experimental location. This location often holds educational classes or it is visited by staff and researchers. Furthermore, in this laboratory, there are bus buttons MTN6172 and MTN6171 for controlling the lighting and switching off (disconnecting) the sockets. In the switchboard in the corridor, there is the switching actuator MTN 649204 and, for lighting control, the dimming actuator KNX/DALI gate MTN680191. Each device in the KNX installation has an identifiable individual address and, together with other devices, forms a function block using a group address. As a whole, these components have been parameterized into a functional unit in the ETS5 configuration software offered by KNX associations (Figure 1 ). As mentioned above, the measurement was performed in laboratory EB312, on the premises of the building of the new FEI at VŠB TU Ostrava. Therefore, the necessary structure of the building was created using the ETS 5 SW tool ( Figure 2 ). The topology in the KNX installation consists of the backbone, the main line, and five secondary lines ( Figure 3 ). The connection between the lines is provided by a bus coupler, which allows connection of up to 64 KNX modules. To ensure proper communication between the individual KNX modules by means of the KNX telegram, a group address, which uniquely determines the functionality of the individual operational and technical functions, is defined ( Figure 4 ) [43] . The topology in the KNX installation consists of the backbone, the main line, and five secondary lines ( Figure 3 ). KNX Association, in response to the expanding IoT trend, introduced its own solution-KNX Web Services. This solution removes obstacles to accessing KNX as part of the Internet of Things. It enables reliable integration of a large installation in which multiple suppliers and manufacturers are installed. KNX Web Services focus on the existing web services, such as oBIX, OPC UA, and BACnet-WS. Web services are standalone modular software components that can be described, published, and activated via the web [44, 45] . It is necessary to use a suitable interface between the KNX installation and the IP network. On the Internet side, control devices, such as mobile devices, web applications, etc., that communicate with the interface via web services can be connected. For the implementation, however, it is necessary to know the configuration of the KNX installation as it was created by the ETS program. This is conducted by means of an ETS software supplement called ETS Exporter App [46] . There are several applications on the market that are able to communicate with KNX installations. The ones that are known include KNX DashBoard, KNXWeb2 or LinKNX [47] , and Home In Hand [48] . In this work, the connection of the KNX technology and the IBM cloud technology is provided using SW that we developed, which enables communication between the IBM Watson IoT service and the KNX smart installation ( Figure 5 ). MQTT protocol is used as a communication protocol. Microsoft Visual Studio 2017 was chosen as the development environment. The .NET framework is used as the development framework and C# is used both from the KNX Association and from IBM. A personal computer (PC) with the Windows 10 operating system is used as a hardware solution for running the developed SW. The IBM Watson IoT platform web service is used to access the KNX installation within IoT. The function and the requirement of this software are to run continuously on the selected device and to maintain a connection for two-way communication, respectively. This software is implemented to serve as access for an independent application that monitors the presence of people in the room. Room EB312 located in the FEI building at VŠB TU Ostrava is monitored. Libraries for communication with the KNX bus, the IBM Watson IoT platform, the Cloudant database, and the JSON files were used as third-party libraries. The Falcon SDK library was used to establish connectivity with the KNX installations using the Manufacturer SDK version. The IBM Watson IoT-CSharp library was used to interact with the IBM Watson IoT platform. The individual KNX modules communicate with IoT IBM using a KNXnet/IP router. The data obtained from the KNX installation by the software implemented must be transferred for further processing in real-time. To do this, the IBM Watson IoT platform service controlled through the Web interface is used. This is a PaaS service. This service acts as a broker, an intermediary for real-time communication between the applications and the IoT devices using the MQTT protocol. The software implemented acts as both a publisher and a subscriber because it is a gateway to the KNX installation from the Internet and allows two-way communication.
Multiple publishers and subscribers can be logged into this service. Another SW application we developed is the Console Gateway software, which is implemented as a console application ( Figure 6 ). Its function is to maintain a continuous connection between the KNX installation and the IBM Watson IoT platform. During this connection, the application monitors the KNX bus and captures and sends the predetermined telegrams to the Watson IoT platform. The console application was created primarily for faster implementation and high reliability. The Console Gateway SW tool created was deployed on a laboratory PC that runs continuously as long as it is necessary to maintain a connection between the cloud service and the KNX installation. Upon start-up, it informs the user of the success or failure of the connection to the KNXnet/IP router and the Watson IoT cloud service. If both are OK, the user is prompted to start the data transfer. Then, the console writes data that are sent to the cloud. The official .Net framework Falcon library provided by the KNX association is used for communication with the KNXnet/IP router. This library allows establishing connections, sending commands to the KNX installation, monitoring communication on the KNX bus, and requesting information about KNX devices. The connection to the router is established in the tunneling mode. To establish a connection, it is necessary to configure the connection parameters, namely the IP address and the port number. When the program is closed, it is necessary to terminate the connection.
Predictive Analysis
Predictive models are based on variables that are most likely to influence the outcome. These variables are also known as predictors [49] . Predictive modeling has a wide range of applications such as weather forecasting, business, Bayesian spam filters, advertising and marketing, fraud detection, etc. The formulation of the statistical model requires the collection of data for relevant predictors. Ahmad et al. compared different methods of predictive modeling for solar thermal energy systems such as random forest, extra trees, and regression trees [50] . The predictive analysis performed in this article falls under the category of machine learning with a supervised learning strategy. In simple words, machine learning is the process of computers learning and recognizing patterns based on the data, which helps the computer program to make intelligent decisions. Supervised learning is one of the methods used in machine learning. Usually, in this method, a set of solved (labeled) examples are presented to the machine for training, which helps the machine to establish the pattern between the problem and the answer. Once the pattern is established, the machine can solve similar problems on its own [51] . Kachalsky et al. explained an application of supervised learning techniques in a computer card game that resulted in a high percentage of won games by the computer [52] . Unsupervised learning is based on similar principles such as clustering in data mining, which uses clustering to discover classes within the data. This method can find a pattern in unsolved (unlabeled) examples that may not have a semantic meaning. Nijhawan et al. used unsupervised learning for classification of land cover by taking advantage of relative positions of pixels in the image of the land [53] . Another class of machine learning techniques is semi-supervised learning, which uses labeled examples to learn class models and unlabeled examples to refine the boundaries between classes. Liu et al. demonstrated an example of the application of semi-supervised learning combined with multitask learning in landmine detection [54] . The fourth machine learning approach is active learning, which requires the active role of the user in the learning process by asking the user to label an unlabeled example. This improves the quality of analysis by taking advantage of human knowledge [51] .
In [37] , the authors used the radial basis functions (feedforward NN) for CO 2 prediction. They examined the performance of the developed models based on the number of neurons and interval lengths. The results indicate that the day-long interval lengths are the most suitable for training the radial basis function. This article compares the performance of three different statistical methods (linear regression (LR), random trees (RT), and multilayer perceptron (MLP)) for predictions of the CO 2 concentration level in an intelligent administrative building (New FEI Building) in VSB TU Ostrava ( Figure 7 ). As explained above, the authors developed a software tool that is capable of obtaining and recording the values of temperature, humidity, and CO 2 concentration through the KNX Platform. The obtained data were divided into various intervals that were processed using the IBM SPSS Modeler software tool. The process of CO 2 predictions can be broken into the following parts:
1. Data collection 2. Pre-processing of the collected data 3. Predictions using IBM SPSS
Evaluation and comparison of the obtained results
The data collection was performed by a personal computer that was running the developed KNX-IBM gateway software. As explained above, the developed software records and transmits any message that is traveling through the KNX bus (twisted pair). The developed software creates a new database entry for every KNX bus message that contains a predefined group address. Using the developed method, the data collection rate can vary from one to ten samples per minute (approximately 7000 samples per 24 h). The obtained data intervals were normalized (feature scaling or min-max normalization) using Microsoft Excel. In the third step of the implementation, the IBM SPSS Modeler software was used for the development of predictive models. Figure 8 shows an example of a data stream in IBM SPSS Modeler 18. The data are imported using an Excel node. The filter and type nodes select relevant data and assign correct data types (continuous, categorical, etc.). Additionally, the type node can assign which parameters are used as predictors (input) and which as predictions (target). In IBM SPSS Modeler, K-fold, V-fold, N-fold, and partitioning methods are commonly used as validation methods. For optimization purposes, it is recommended to use a partitioning method for large datasets [55] . The partitioning method randomly divides (the ratio of this division can be defined) the input datasets into three parts of training, testing, and validation. In this experiment, 40% of the input data were used for training of the models and 30% of the data for testing partition, which were mainly used for selecting the most suitable model and prevention of overfitting. The validation partition (30% of the input data) was used to determine how well the models truly perform. Using this partition, the developed models perform predictions using only predictors. The obtained results were compared with the reference signal. The partitioned data were fed directly to statistical predictive models (linear regression, random tree, and neural networks (MLP)). The resulting predictions can be exported to Excel files or analyzed using built-in functions such as plots and analysis nodes. 
Linear Regression (LR)
LR is one of the oldest and most commonly used algorithms in supervised machine learning [56] . Generally, it estimates the coefficients of the linear equation. These coefficients involve one or more independent variables that can best predict the value of the dependent variable [56] [57] [58] [59] [60] [61] . Equation (1) represents a simple mathematical representation of LR, where it evaluates the influence of the variable X on y (α and β are coefficients and ε is error variable). If the response y is influenced by more than one predictor variable, the regression function can be modeled with the function in Equation ( 2) (β 0 , β 1 , β 2 , and β k are regression coefficients). Equations (3)-(6) are matrix representations of y, X, β and ε, respectively [57, 58] 
Few available methods can be used to create a variety of regression models from the same sets of variables. These methods specify how independent variables are entered into the analysis. A few of the common methods are enter (regression), stepwise, backward elimination, and forward selection [58] [59] [60] [61] .
In entering configuration, all variables in a block are entered in a single step. However, in the stepwise method, at each step, the independent variable with the smallest probability is entered, given that it is not in the equation and the probability is sufficiently small. The variables already in the regression equation are removed if their probability becomes sufficiently large. The stepwise method terminates if there is no need for inclusion or removal of variables [62, 63] .
In the backward elimination, all the variables are entered in the equation, and then sequentially removed. The variable with the smallest partial correlation with the dependent variable is considered first for removal. The process repeats for the remaining variables until there are no variables in the equation that satisfy the removal conditions [64] . The forward selection is a stepwise variable selection procedure where variables are sequentially entered into the model. The variable with the largest positive or negative correlation with the dependent variable is considered first for entry to the equation. However, this variable should satisfy the entry conditions. The process repeats for remaining variables that are not in the equation. Once there are no variables that satisfy the entry condition, the process eliminates [65] . All variables must pass the tolerance criterion to be entered in the equation, regardless of the entry method specified. All selected independent variables are added to a single regression model. However, it is possible to specify different entry methods for different subsets of variables [66] .
Random Tree (RT)
Decision trees can be used as a predictive model to drive certain conclusions from the evaluation of data. Decision trees can be mainly divided into two types of classification and random trees. Classification trees determine which class the data belong to. Random trees are a type of decision tree that provides possibilities of a continuous variable at the output [67] . The RT is a modern and sophisticated method that is a tree-based classification (by majority voting) and regression tree methodology (by average). In general, it allows building an ensemble model that consists of multiple decision trees. This method is capable of providing supervised learning for categorical or continuous target variables. In general, it uses groups of classification or regression trees (C&R trees) and randomness to make predictions that are robust when applied to new observations. The C&R trees are binary; each field splits the results into two branches, and the categories are grouped into two groups based on the inner splitting conditions [68, 69] .
The RT uses recursive partitioning to split the training records into segments with similar output field values. The algorithm initially starts by finding the best split from the available input variables. These splits are evaluated from the resulting reduction in an impurity index by the split. The binary split defines two subgroups, where each is split into two other binary subgroups and the splitting process continuous for all splits until one of the stopping conditions is satisfied [70] [71] [72] [73] . The RT model offered by the IBM SPSS Modeler software tool uses bootstrap sampling with replacement to generate sample data [73] . The RT method is much less likely to overfit due to the use of bagging and field sampling. As the second feature in this method, at each split of the tree, only a sampling of the input fields is considered for the impurity measure. Therefore, it is often used as a robust method when dealing with large datasets and many fields are required.
Multilayer Perceptron (MLP) Neural Network (NN)
The neural network resembles the brain in some aspects: first, the knowledge is obtained by the learning process and, second, the interneuron connection strengths known as synaptic weights are used to store the knowledge [74] . In other words, the NN can be defined as a massively parallel distributed processor which can store experiential knowledge and make it available for use [75] . Neural networks are the preferred tool for many predictive applications because of their power, flexibility, and ease of use. Predictive NNs are particularly useful in applications where the underlying process is complex. Zarei et al. used NNs to study the effective parameters of a greenhouse on the freshwater production [76] . Moosavi et al. used an NN to predict CO 2 -foam injection in a Laboratory [77] . The multilayer perceptron (MLP) is a feedforward NN. It uses a supervised learning strategy to create predictive applications, in the sense that the model-predicted results can be compared against known values of the target variables. In addition to input and output layers, the MLP can contain multiple hidden layers, each of which may contain multiple neurons (Figure 9 ). The IBM SPSS Modeler Algorithm [78] guide provides the following mathematical expression for the NN (MLP). 
where j is the number of neurons in the layer and X is the input.
ith hidden layer: j i units, a i:1 , ..., a i:j i ; with
and
where a i−1:0 = 1, γ i is activation function for layer i and ω I:j 1 ,k is weight leading from layer i − 1, unit j to layer i, unit k.
Output layer: j I = R units, a I:1 , ..., a I:J I ; with
where a i−1:0 = 1.
Evaluation Methods
For evaluation of the obtained results, the following parameters were used: Mean Absolute Error (MAE): It measures the difference between two continuous variables, so that difference is always positive. It is given by the following mathematical expression [79] :
Mean Square Error (MSE): Tt measures the average of the error squares between two signals. It is given by the following mathematical expression [80] :
Linear Correlation (LC): It corresponds to a degree of dependence (correlation) between two variables. It may be calculated using the following mathematical expression [81] :
AF Theory for Smoothing the Predicted Signal
AFs are used in signal processing areas where it is not possible to pre-identify an unknown environment. AFs are also used in areas of time-varying environments where time-varying parameters are not known in advance or whose development cannot be predicted in the future. An AF is able to obtain the necessary information (estimates of individual quantities) about the environment during signal filtering. The AF should be able to respond to time changes in the environment with a certain speed and to also process signals generated by non-stationary processes [82] . AFs do not require preliminary identification of the signal source, but it is necessary to provide them with additional information in the form of a so-called test signal. The signal measured and the test signal is fed to the AF input. The test signal is closely related to the desired filter output that it somehow approximates [82] [83] [84] [85] [86] [87] .
In this study, an AF with the LMS algorithm, which is the most widespread in practice, was used. The wide range of applications of the LMS algorithm is attributed to its simplicity and robustness during the calculation of the signals processed [83] . In practice, the following types of LMS algorithms are used [85] : LMS algorithm, LMS algorithm with complex data values, Normalized LMS algorithm (NLMS), Variable Step Size algorithm (VSLMS), leaky LMS algorithm, linearly constrained LMS algorithm, and LMS algorithm with self-correction of individual parameters (SCAF, Self-Correcting Adaptive Filtering). In this study, an LMS algorithm was applied to suppress the additive noise from the filtered course. Figure 10 describes the Mth-order transversal AF. The filter input signal is denoted by x(n), the required signal is denoted by d(n), and the filter output signal is denoted by y(n). The output sequence of the individual values of the AF signal y(n) is calculated used Equation (15):
Algorithms Description
The values of the weighting filtration coefficients w 0 (n), w 1 (n), and w M−1 (n) of the AF with the LMS algorithm are adjusted gradually so that the calculated deviation value e(n) (Equation (16)) was as small as possible, in accordance with the concept of the minimum mean square error e(n) = d(n) − y(n).
The individual values of w 0 (n), w 1 (n), and w M−1 (n) of the weighting filtration coefficients of the AF of the given order M change over time. These values of the weighting filtration coefficients are gradually calculated according to Equation (17) or Equation (23) . The LMS algorithm adjusts the values of the weighting filtration coefficients of the AF by minimizing the error e(n) in terms of the smallest square deviation, hence the name of the least mean square (LMS) AF algorithm. If the input signal x(n) and the desired signal d(n) are stationary, then the LMS converges to the optimal value of the vector of the weighting filtration coefficients w 0 , which is the result of the Wiener-Hopf equation (Equation (24)) of the Wiener filter. A common LMS algorithm is a stochastic implementation of the steepest drop algorithm (Equation (17)) w(n + 1) = w(n) − µ e 2 (n), (17) where w(n) = [w 0 (n), w 1 (n), ...w M−1 (n)] T , µ is a parameter determining the degree of correction of algorithm coefficients, and is a gradient operator, defined as a column vector
Equation (19) describes the method of expressing the ith gradient member of vector
By substitution of Equation (16) into the last term on the right side of Equation (18) and provided that d(n) is independent of w i , Equation (20) can be described as
Substitution of y(n) from Equation (15) gives Equation (21)
Using Equations (18) and (21) gives e 2 (n) = −2e(n)x(n), (22) where x(n) = [x(n), x(n − 1), ..., x(n − M − 1)] T . Substitution of the result from Equation (22) to Equation (17) gives
The relation in Equation (23) is referred to as LMS recursion. A simple procedure for recursive adaptation of the weighting filtration coefficients after passing of each new input sample x(n) and its corresponding required sample d(n) are outlined. Equations (15) , (16) and (23) specify three steps necessary to complete the LMS algorithm recursion. Equation (15) is referred to as filtration. After calculating Equation (15), the results are output signals y(n) of the AF. Equation (16) is used to calculate the deviation estimate e(n). Equation (23) is used to calculate the values of the vector of weighting filtration coefficients w(n) by adaptive recursion [83] . The most advantageous feature of the LMS algorithm is its simplicity. The implementation of the LMS algorithm of the Mth order AF requires:
M multiplication for calculating the output signal y(n); • one multiplication for calculating 2µe(n); • M multiplication for calculating the product 2µe(n)x(n); and • 2M addition. Another important feature of the LMS algorithm is its stability and robustness for different signal processing conditions. The biggest disadvantage of the LMS algorithm is its slow convergence when the basic input process has a very high frequency spectrum [83] . The Wiener-Hopf equation (Equation (24)) is:
where p is a vector of correlation x(n) and d(n) with the dimension of M × 1.
where E [.] is the probability operator, R is the autocorrelation matrix of the input vector x(n) with the dimension of M × M.
Experiments and Results
By taking advantage of the developed software tool, the data (relative humidity, temperature, and CO 2 ) corresponding to the interval between 2 May 2019 and 10 May 2019 were collected. The analysis was performed for four individual day-long (00:00:00-24:00:00) intervals (3, 6, 7, and 9 May 2019) and the entire recorded interval. The predictive analysis was performed using the IBM SPSS Modeler software tool. Three statistical methods of LR, RT, and NN (MLP) were examined and evaluated. The day-long interval of 3 May was chosen for the purpose of visual inspection of the reference and prediction signals. This interval contains ordinary CO 2 waveform for this type of location. The obtained results were denormalized and evaluated using LC, MAE, and MSE.
LR Prediction
The LR predictions were performed using four settings of entering, stepwise, backward, and forward. The overall trend of results indicated that stepwise, backward, and forward methods produced very similar results. In some cases, enter method produced slightly less accurate results ( Table 1 ). The most accurate results in terms of LC (LC: 0.952, MAE: 22.413, and MSE: 5.603 × 10 2 ) was achieved in the day-long interval 6 May 2019, where all methods resulted in identical statistics. The enter method for a week-long interval of 2-10 May 2019 (LC: 0.459, MAE: 62.573, and MSE: 6.471 × 10 3 ) resulted in the least accurate predictions. Table 2 shows that the day-long interval 6 May represents the most accurate interval (LC: 0.952) where 3 and 9 May intervals performed slightly less accurate (LC: 0.929 and LC: 0.905). Due to its regularly repeated trend, the day interval of 3 May was chosen for the purpose of visual inspection of the reference and prediction signals. Figure 11 shows the prediction using the forward setting, where the overall observations of the signal point toward various inaccuracies and excessive noise in the early and late hours of the day. To filter the predicted course of CO 2 concentration by LR, an LMS AF was applied to suppress the additive noise from the CO 2 reference signal measured (ppm) (Figure 11 ), while maintaining the convergence and stability with the parameters set (filter order M = 48, step size parameter µ = 5.9 × 10 −3 ). The implemented adaptive LMS filtration significantly improved the course of the resulting predicted course of CO 2 concentration. The calculated correlation coefficient between the courses of reference CO 2 (ppm) and the LMS AF of CO 2 (ppm) (Figure 11 ) reached 98.66%, which is higher than the calculated value of the correlation coefficient of 93.60% between Reference CO 2 (ppm) and LR predicted CO 2 (ppm) in Figure 11 as well as in comparison with the results indicated in Tables 1 and 2 . 
RT Prediction
The RT method was implemented using 1-20 trees. The maximum number of nodes was set to 10,000 (by default). The maximum tree depth was set to 10 and minimum child nodes (Min Bucket) size to 5. The model stopped building once the accuracy could no longer improve. The analysis performed with the day-long interval of 3 May showed increasing the number of trees results in increased accuracy of the models. However, by increasing this number any further than eight trees, the result did not imply any significant improvements. Similar behaviors were observed for the other intervals. Table 3 shows that the models with 13, 16, and 18 trees represent exactly the same average results, which are similar to the models with 10 and 11 trees, which implies the ideal range of 13-18 trees. The most accurate results were obtained from day-long interval of 3 May 2019 (LC: 0.991, MAE: 7.476, and MSE: 1.427 × 10 3 ) and the least accurate result was obtained from the day-long interval of 2-10 May 2019 and one tree model (LC: 0.562, MAE: 13.862, and MSE: 6.675 × 10 4 ). Table 4 shows the average of each time interval. It can be easily observed that day-long intervals are significantly more accurate than the week-long interval. Figure 12 demonstrates mostly accurate predictions of CO 2 concentration levels. However, between 15:00 and 24:00, various noises and glitches can be observed. This indicates a slight overfitting. To filter the predicted course of CO 2 concentration by RT (using 18 trees), an LMS AF was applied to suppress the additive noise from the CO 2 Reference signal measured (ppm) (Figure 12) , while maintaining the convergence and stability with the parameters set (filter order M = 48, step size parameter µ = 5.9 × 10 −3 ). The implemented adaptive LMS filtration significantly improved the course of the resulting predicted course of CO 2 concentration. The calculated correlation coefficient between the courses of Reference CO 2 (ppm) and the LMS adaptive filtration of CO 2 (ppm) (Figure 12 ) reached 99.25%, which is higher than the calculated value of the correlation coefficient of 98.96% between Reference CO 2 (ppm) and RT (using 18 trees) Predicted CO 2 (ppm) in Figure 12 as well as in comparison with the results indicated in Tables 3 and 4 . 
NN (MLP) Prediction
The implementation of a NN (MLP) was performed using several different settings for the number of neurons in the hidden layers. For the purpose of comparisons, these models were tested using the identical data-intervals. The model trained with data day-long interval of 6 May 2019, with settings of 500 neurons in the first hidden layer and 20 neurons in the second hidden layer provided the highest overall accuracy (LC: 0.997, MAE: 4.597, and MSE: 3.641 × 10 1 ). Meanwhile, the week-long training data interval (2-10 May 2019) combined with 100 neurons in the first hidden layer and 50 neurons in the second hidden layer provided the least accuracy (LC: 0.947, MAE: 19.764, and MSE: 8.414 × 10 2 ). By investigating the overall trend of the results, it was observed that the models which had 500 neurons in the first layer and 20 neurons in the second layer generally performed better. These results can be observed in Table 5 , which demonstrates the overall trend of analysis results in terms of model settings. On the other hand, Table 6 shows that the day-long intervals hold better average accuracies. Additionally, the day-long interval of 6 May appears to be the most suitable training interval. Figure 13 shows the CO 2 reference and prediction signal using a neural network. The applied model used 500 neurons in the first and 20 neurons in the second hidden layer. The day-long interval of 3 May 2019 was used for training of this model. Although the signals demonstrate accurate overall prediction of CO 2 concentration levels, in the final hours (between 22:30 and 24:00) of the day, some noises can be observed due to minor overfitting. To filter the predicted course of CO 2 concentration by NN (using 500 neurons in Layer 1 and 20 neurons in Layer 2), an LMS AF was applied for additive noise canceling from the CO 2 reference signal measured (ppm) (Figure 13 ), while maintaining the convergence and stability with the parameters set (filter order M = 48, step size parameter µ = 5.9 × 10 −3 ). The implemented adaptive LMS filtration significantly improved the course of the resulting predicted course of CO 2 concentration. The calculated correlation coefficient between the courses of Reference CO 2 (ppm) and the LMS adaptive filtration of CO 2 (ppm) ( Figure 13 ) reached 99.29%, which is higher than the calculated value of the correlation coefficient of 98.96% between Reference CO 2 (ppm) and NN (using 500 neurons in Layer 1 and 20 neurons in Layer 2) Predicted CO 2 (ppm) in Figure 13 as well as in comparison with the results indicated in Tables 5 and 6 . 
Discussion
In the first part of the practical work, the development of a dedicated console application for KNX installation and IBM Watson IoT platform connectivity was described. When creating this program, the emphasis was placed on simplicity and reliability. Continuous running of the program was controlled by a web browser with an Internet connection, as the Watson IoT IBM platform provides a friendly web interface for visualizing the data received. After satisfactory verification of reliability, the development of a desktop version, which provides the user with a clear user interface, was commenced. Its core function, i.e., connectivity of the KNX and IoT IBM technologies, is the same as in the case of the console application. In the second part of the practical work, based on the data obtained from the KNX installation, a visualization application allowing the user both to display the values measured, namely their historical values depending on the database size and to visualize and process the data transmitted in real-time, was being developed. Emphasis was placed on information about the current occupancy of the room monitored. The user can monitor the measured values of the course of the CO 2 sensor concentration, from the development of which the occupancy of the space monitored can be derived. When designing the new method for predicting the course of CO 2 concentration based on temperature and humidity measurements, one of the motivations for CO 2 prediction was to save the initial investment resources for the acquisition of CO 2 sensors, which are significantly more expensive compared to temperature and humidity sensors. For prediction, IBM offers the SPSS modeler desktop application or the Watson Studio cloud service. Both options were used during the implementation. When working with the SPSS modeler, the prediction was conducted based on the input data in the form of a csv file. Using Watson Studio, which also offers many features that can be used to process data for CO 2 prediction, there was also a successful connection with the Cloudant database for the access to historical data and, at the same time, there was a connection of this service with the Watson IoT platform for real-time data transfer from the KNX installation.
By reviewing the obtained results from LR, it becomes apparent that changing the algorithms of the models does not have any major impact on the results. Furthermore, day-long intervals showed significantly better accuracy. By summing up the tabulated and graphical results, it was concluded that the predictions obtained from this method would be accurate enough for the detection of presence. The prediction results included some inaccurate predictions. Therefore, it is not suitable for accurate CO 2 concentration level predictions. The RT method showed significantly improved generalizations of CO 2 concentration levels. Unlike the previous method, model settings affected the result noticeably. The general trend of the prediction pointed toward better accuracy with an increase in the number of trees. Specifically, the region between 10 and 18 trees appeared to be optimal for accurate predictions. Except for 6 May 2019, the prediction results from day-long intervals showed better overall characteristics. Further investigations found that 6 May 2019 showed short occupancy day-long intervals. Despite the fact the prediction waveform contained few minor inaccuracies and small noisy sections, it was still considered as a suitable method for both occupancy monitoring and accurate CO 2 waveform predictions. The NN (MLP) showed the best numerical characteristics. The visual investigation verified the good generalization of the trained models. All models and methods showed noisy predictions at late hours of the day. Nevertheless, these noise levels were reduced in NN (MLP). Similar to previous methods, the day-long training intervals were more accurate. Overall, the NN (MLP) proved to be the most accurate method for both occupancy monitoring and accurate CO 2 waveform predictions.
The use of an LMS AF in an application for suppressing the additive noise in the CO 2 concentration course predicted significantly improved the resulting CO 2 concentration course compared to the reference course measured for all of the above-stated LR, RT, NN (MLP) prediction methods (Figures 11-13 ). The best results, in terms of prediction accuracy using the LMS AF, were obtained for the NN method, where the calculated correlation coefficient between the courses of CO 2 reference (ppm) and the LMS adaptive CO 2 filtration (ppm) ( Figure 13 ) reached 99.29% for the adaptive LMS filter order set (filter order M = 48, step size parameter µ = 5.9 × 10 −3 ) ( Table 6 ). It can be compared with the correlation coefficient values calculated, as shown in Tables 5 and 6 , or the with other methods in Tables 1-4. The disadvantage of the LMS AF is the initial peak (Figures 11-13 ) when the AF does not know the signal course processed. This is due to the vector of the weighting filtration coefficients w(n), which was set to zero for the initial conditions and the start-up of the predicted CO 2 course processing by the LMS AF (Equation (23)).
Conclusions
The article describes the implementation of a novel method for predicting CO 2 course from the temperature and relative humidity courses measured (within the operational accuracy) to monitor occupancy in IB using conventional KNX operating sensors. The article further describes the programming of the required KNX modules in the ETS 5 SW tool. The IoT-based automation of smart homes has been investigated in numerous studies [88] [89] [90] [91] [92] . However, this article develops a novel SW tool that ensures connectivity between the KNX technology and the IoT IBM platform for real-time storage and visualization of the data measured. Furthermore, the article describes a comparison of mathematical methods (linear regression (LR), random trees (RT), and multilayer perceptron (MLP)) in the framework of CO 2 prediction. To increase the accuracy of the CO 2 prediction, the authors then describe the implementation of the LMS AF in a novel application. It suppresses the additive noise in the predicted CO 2 waveform. There are similar works [39, 41, 93] focused on CO 2 modeling or indirect occupancy monitoring. The novelty of this article is within its comprehensiveness. It offers a complete solution: programming of KNX modules, development of pc based IoT gateway, predictive analysis, and filtration. The authors used the IBM SPSS Software tool for CO 2 concentration waveforms prediction using relative humidity (indoor) and temperature (indoor) values. These three important mathematical methods were investigated numerically and visually. LR showed the least accuracy with many offsets and noise output signal. NN (MLP) showed the most accurate results with minor noise and glitches. Based on the results achieved with a prediction accuracy of more than 98% for the selected experiments, it can be stated that the proposed objectives and procedures were met. In the next work, the authors will focus on the application of the proposed method in the optimization of operating costs in IB with subsequent energy savings within IB automatization. 
