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Abstract
We show that the Brauer map for the exterior tensor product of two G-algebras can be
expressed as a tensor product of their Brauer maps. As a consequence, we prove that the tensor
module of two connected modules for the group algebra is also connected and its defect group
is the direct product of their defect groups. We also show that this process is compatible with
the association de4ned by Barker (J. Algebra 168 (1994) 7287) when localizing to subgroups.
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0. Introduction
Let G be a 4nite group, p a prime dividing |G| and F be an algebraically closed
4eld of characteristic p. In his attempt to generalize Alperin conjecture, Barker [1]
de4ned the notion of defect groups of central components of FG-modules using the
G-algebra structure of the double endomorphism algebras (see Section 4). He also gave
an upper and lower bound for such defect groups by means of vertices of indecompos-
able summands of central components and the (Brauer) defect groups of the p-blocks
of G to which they belong (Lemma 4.3). In this paper we consider the tensor product
of central (or more general, connected) FG-modules. We shall show that such tensor
module is also connected and its defect group is the direct product of the defect groups
for the corresponding connected modules (Theorem 4.4). This answers a parallel ques-
tion to the one posed, and was answered aBrmatively, by KCulshammer [4] whether
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the vertex of the tensor module of two indecomposable modules is the direct product
of their vertices. We also prove (Proposition 5.2) that this process of taking the defect
groups of tensor modules is compatible with the association de4ned by Barker (see
Proposition 5.1) when localizing to subgroups of G. In order to reach that aim we
consider the (exterior) tensor product of Gi-algebras; i = 1; 2; where G1; G2 are two
4nite groups. We prove a formula (Proposition 2.5) for determining the kernel of the
Brauer map for such tensor algebra. It turns out (Proposition 2:6) that the Brauer map
in this case can be expressed as a tensor of the Brauer maps for the algebras which
are being tensored.
1. Preliminaries
In this section, we give the basic notions and 4x the notations which will be used
throughout the paper. If Y is an FG-module we write E(Y ) = Endk(Y ) and E(Y ) =
EndkG(Y ). Then Y can be regarded naturally as a left E(Y )-module and we write
I(Y ) = EndE(Y )(Y ); the double endomorphism algebra. If X is a direct FG-summand
of Y we write X |Y . It is known that each (indecomposable) direct FG-summand of
Y corresponds to an (primitive) idempotent of E(Y ). The direct FG-summand X of
Y is called proper (or central) component if the corresponding idempotent in E(Y )
is primitive central. Every central component of Y is a direct sum of a number of
indecomposable FG-summands of Y . Following [1], we say that an FG-module X
is connected provided that E(X ) has a unique block. This implies at once that each
indecomposable FG-module is connected. Also if X is a central component of Y then
clearly X is connected. If A is a G-algebra, we let ga; g ∈ G; a ∈ A denotes the
action of g on a. If H 6 G, we write AH for the H -4xed elements of A and for
H 6 K 6 G, we use for the trace and the restriction maps the standard notations tKH :
AH → AK ; rKH : AH → AK . The image of tKH is denoted by AKH which is clearly an ideal
of AK . One has the “Mackey formula” for G-algebras which is stated in the following
Lemma 1.1 (Green [3, 4f]). If K is a subgroup of G; and D; H are subgroups of K;
then for any a ∈ AH ; tKH (a)=
∑
w∈ t
D
Hw∩D(
wa); where  is an (H;D)-transversal of K.
If P is a p-subgroup of G, the P-relative Brauer map of the G-algebra A is denoted
by BrAP :A
P → A(P) = AP=Ip(A), where IP(A) =
∑
Q≺P A
P
Q. If e ∈ AG is a primitive
idempotent then P is a defect group of e (notation: def AG(e)) if e ∈ AGP and P is
minimal with this property. We shall use ⊗ to mean ⊗F unless otherwise stated. The
center of A will be denoted by Z(A). The connection between Brauer map and the
defect groups is given by the following
Lemma 1.2 (Barker [1, 3.1(1)]). If Q  def AG(e) then BrAQ(e) = 0.
One basic example of G-algebras is the F-algebra E(Y ) = Endk(Y ) where the
G-action on E(Y ) is given by g = gg−1 :y → g(g−1y) for all g ∈ G;  ∈ E(Y ).
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This structure of G-algebra is inherited by the double endomorphism algebra I(Y )
being a subalgebra of E(Y ). Another example is the group algebra FG regarded as a
G-algebra by conjugation.
2. The Brauer map of tensor algebras
In this section suppose that G1 and G2 are two 4nite groups and let Ai; i = 1; 2 be
a Gi-algebra. The tensor algebra A1⊗A2 can be regarded as a G1×G2-algebra by the
action
(g1 ; g2)(a1 ⊗ a2) = g1a1 ⊗ g2a2 ∀(g1; g2) ∈ G1 × G2; ai ∈ Ai:
We shall investigate the Brauer map for such tensor algebra. First we have the
following which gives the (H1 × H2)-4xed elements for A1 ⊗ A2.
Lemma 2.1. If Hi 6 Gi; i = 1; 2; then (A1 ⊗ A2)H1×H2 ∼= AH11 ⊗ AH22 .
It follows from Lemma 2.1 that the trace map of such tensor algebra can be expressed
as a tensor of two trace maps as the following lemma explains
Lemma 2.2. The following diagram is commutative:
(A1 ⊗ A2)H1×H2 ∼= AH11 ⊗ AH22
t
K1×K2
H1×H2

t
K1
H1
⊗tK2H2

(A1 ⊗ A2)K1×K2 ∼= AK11 ⊗ AK22 :
Consequently, we have
Lemma 2.3. (A1 ⊗ A2)K1×K2H1×H2 ∼= (A1)K1H1 ⊗ (A2)K2H2 .
Now we consider the Brauer map BrA1⊗A2P1×P2 . To determine the ideal IP1×P2 (A1 ⊗ A2),
we shall need some notation. Let H be the set of all proper subgroups of P1 × P2
and let S be the subset of H consisting of all subgroups of the form Q = Q1 × P2,
where Q1 is a proper subgroup of P1. Also let T be the subset of H consisting of all
subgroups of the form Q = P1 × Q2, where Q2 is a proper subgroup of P2. It is clear
that 1× P2 ∈ S and P1 × 1 ∈ T. The following lemma characterizes the set H.
Lemma 2.4. Let Q be any element of H. Then either
(a) There is a subgroup R of P1 × P2 with (i) Q ⊆ R; and (ii) R ∈ S ∪ T or
(b) Q(P1 × 1) = Q(1× P2) = P1 × P2.
Proof. Since P1 × 1 / P1 × P2, the set R= Q (P1 × 1) is a subgroup of P1 × P2. But
since R contains P1 × 1, it must have the form R = P1 × Q2, for some subgroup Q2
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of P2. Now if Q2 is a proper subgroup of P2, then R= P1 × Q2 ∈ T, and therefore R
satis4es conditions (i) and (ii). If Q2 = P2; then R= Q(P1 × 1) = P1 × P2 and so (b)
is satis4ed. Similarly we consider the subgroup R= Q(1× P2); this time we 4nd that
either R satis4es the conditions (i) and (ii), or Q(1× P2) = P1 × P2. So we conclude
that either Q satis4es the conditions (i) and (ii) or (b) holds.
Now we come to the main point of this section. The following gives a formula for
the kernel of the Brauer map BrA1⊗A2P1×P2 .
Proposition 2.5. IP1×P2 (A1 ⊗ A2) = IP1 (A1)⊗ AP22 + AP11 ⊗ IP2 (A2).
Proof. By de4nition, we have
IP1×P2 (A1 ⊗ A2) =
∑
Q∈H
(A1 ⊗ A2)P1×P2Q :(1)
If Q = Q1 × P2 ∈ S, then by Lemma 2.1 we have
(A1 ⊗ A2)P1×P2Q1×P2 = (A1)P1Q1 ⊗ (A2)P2P2 = (A1)P1Q1 ⊗ (A2)P2(2)
and if we sum over all proper subgroups Q1 of P1, we get
∑
Q∈S
(A1 ⊗ A2)P1×P2Q = IP1 (A1)⊗ (A2)P2 :(3)
In the same way, summing over the elements of T, we get
∑
Q∈T
(A1 ⊗ A2)P1×P2Q = (A1)P1 × IP2 (A2):(4)
It follows from (1), (3) and (4) that
IP1×P2 (A1 ⊗ A2) =
∑
Q∈H
(A1 ⊗ A2)P1×P2Q(5)
⊇
∑
Q∈S
(A1 ⊗ A2)P1×P2Q +
∑
Q∈T
(A1 ⊗ A2)P1×P2Q
= IP1 (A1)⊗ AP22 + AP11 ⊗ IP2 (A2):
Now in view of (5), to complete the proof it is enough to show that for every
Q ∈ H
(A1 ⊗ A2)P1×P2Q ⊆ IP1 (A1)⊗ AP22 + AP11 ⊗ IP2 (A2):(6)
By Lemma 2.4, if (a) is satis4ed then (A1 ⊗ A2)P1×P2Q ⊆ (A1 ⊗ A2)P1×P2R , and since
R ∈ S ∪ T, (6) follows from (3) or (4). Now assume that Lemma 2.4(b) holds.
Then, taking D;H; K in 1.1 to be P1 × 1; Q; P1 × P2, respectively, we only have one
(H;D)-coset in this case, namely (P1 × 1)Q= P1 × P2. Hence for any  ∈ (A1 ⊗ A2)Q
there holds
tP1×P2Q (a) = t
P1×1
U×1 (a);(7)
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where U is the subgroup of P1 de4ned by Q ∩ (P1 × 1) = U × 1. Suppose that
a=
∑
a1 ⊗ a2 , with the sum over some index set {}, and ai ∈ Ai; i=1; 2. Since a
is Q-stable, it is U×1-stable, so we may assume that each a1 ∈ AU1 . Therefore, by (7)
tP1×P2Q (a) = t
P1×1
U×1 (a) =
∑
tP1U (a1 )⊗ a2 :(8)
But since tP1×P2Q (a) ∈ (A1 ⊗ A2)P1×P2 , we may assume that all a2 ∈ AP22 .
Thus (8) proves that (A1⊗A2)P1×P2Q ⊆ (A1)P1U ⊗AP22 , and so if U is a proper subgroup
of P1, then (A1 ⊗ A2)P1×P2Q ⊆ (A1)P1U ⊗ AP22 ⊆ IP1 (A1) ⊗ AP22 , hence (6) holds for such
Q. In a similar way, we show that (6) holds for any Q which satis4es Lemma 2.4(b),
provided that the subgroup V of P2 de4ned by Q ∩ (1 × P2) = 1 × V is a proper
subgroup of P2. Therefore (6) holds for all Q satisfying Lemma 2.4(b), unless
Q ∩ (P1 × 1) = P1 × 1 and Q ∩ (1× P2) = 1× P2:(9)
But it is easy to see that the only such subgroup Q is P1×P2 itself, which contradicts
our assumption that Q is a proper subgroup of P1 × P2. This completes the proof of
(6) and hence the proof of the proposition.
Now since
[AP11 =IP1 (A1)]⊗ [AP22 =IP2 (A2)] ∼= (AP11 ⊗ AP22 )=[IP1 (A1)⊗ AP22 + AP11 ⊗ Ip2 (A2)]
it follows from Proposition 2.5 that
[AP11 =IP1 (A1)]⊗ [AP22 =IP2 (A2)] ∼= (A1 ⊗ A2)P1×P2=IP1×P2 (A1 ⊗ A2):
Hence we have a commutative diagram
AP11 ⊗ AP22 ∼−−−−−−−−−−→ (A1 ⊗ A2)P1×P2
Br
A1
P1
⊗BrA2P2

Br
A1⊗A2
P1×P2 ;
A(P1)⊗ A(P2) ∼−−−−−→ (A1 ⊗ A2)(P1 × P2);
which proves the following
Theorem 2.6. BrA1⊗A2P1×P2 = Br
A1
P1 ⊗ BrA2P2 .
Since F is algebraically closed, it follows that the tensor product A ⊗ B of two
local F-algebras A and B is again local (since J (A ⊗ B) = J (A) ⊗ B + A ⊗ J (B)
and A ⊗ B=J (A ⊗ B) ∼= F). This implies that, for a primitive idempotent e in an
arbitrary (4nite-dimensional) F-algebra A and a primitive idempotent f in an arbitrary
(4nite-dimensional) F-algebra B, e ⊗ f is a primitive idempotent in A ⊗ B. The next
theorem determines the defect group of tensor product of primitive idempotents in the
G1 × G2-algebra A1 ⊗ A2.
Theorem 2.7. Given a Gi-algebra Ai; i=1; 2 and primitive idempotents ei ∈ AGii with
defect group Pi, then the primitive idempotent e1 ⊗ e2 in AG11 ⊗ AG22 = (A1 ⊗ A2)G1×G2
has defect group P1 × P2.
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Proof. By hypothesis, since def AiGi(ei)=Pi; Pi is the minimal subgroup of Gi such that
ei ∈ (Ai)GiPi . Therefore, ei = tGiPi (&i) for some &i ∈ (Ai)Pi . Hence &1 ⊗ &2 ∈ (A1)P1 ⊗
(A2)P2 ∼= (A1⊗A2)P1×P2 , by Lemma 2.1. Therefore, we get e1⊗e2= tG1P1 (&1)⊗ tG2P2 (&2)=
tG1×G2P1×P2 (&1⊗ &2) ∈ (A1⊗A2)G1×G2P1×P2 . It follows that def A1⊗A2G1×G2 (e1⊗ e2)6 P1×P2. On the
other hand, if P1×P2  def A1⊗A2G1×G2 (e1⊗ e2) then, by Lemma 1:2, BrA1×A2P1×P2 (e1⊗ e2)=0.
Hence, from Proposition 2.5, we have BrA1P1 (e1)⊗BrA2P2 (e2) ∈ IP1 (A1)⊗A2+A1⊗IP2 (A2),
hence either BrA1P1 (e1) ∈ IP1 (A1) or BrA2P2 (e2) ∈ IP2 (A2) which both contradict the fact
that def AiGi(Ai) = Pi; i = 1; 2. Hence, def
A1⊗A2
G1×G2 (e1 ⊗ e2) = P1 × P2.
3. The tensor product of central components
Suppose that '1, '2 are two F-algebras then it is known that the '1⊗'2(='1⊗F'2)
is an F-algebra via the multiplication rule (a1 ⊗ a2)(b1 ⊗ b2) = a1b1 ⊗ a2b2 with
Z('1 ⊗ '2) = Z('1) ⊗ Z('2) (see [2, 4.2.4]). If Yi; i = 1; 2 is a 'i-module then
Y1 ⊗ Y2 is a '1 ⊗ '2-module by the action (a1 ⊗ a2)(y1 ⊗ y2) = a1y1 ⊗ a2y2 for all
ai ∈ 'i; yi ∈ Yi; i = 1; 2. Moreover, the map
1 ⊗ 2 → (y1 ⊗ y2 → 1(y1)⊗ 2(y2))
gives an isomorphism of F-algebras between E'1 (Y1)⊗ E'2 (Y2) and E'1⊗'2 (Y1 ⊗ Y2).
Now if we regard Yi; i = 1; 2 and Y1 ⊗ Y2 as E'1 (Yi)-, E'1⊗'2 (Y1 ⊗ Y2)-modules,
respectively, and write I(Yi)=EndE'i (Yi)(Yi) and I(Y1⊗Y2)=EndE'1⊗'2 (Y1⊗Y2)(Y1⊗Y2)
then we have the following
Lemma 3.1. Suppose that '1, '2, Y1 and Y2 as above. Then
(1) I(Y1 ⊗ Y2) ∼= I(Y1)⊗ I(Y2)
(2) Z(I(Y1 ⊗ Y2)) ∼= Z(I(Y1))⊗ Z(I(Y2)).
Now suppose that G1 and G2 are two 4nite groups then FG1 ⊗ FG2 ∼= F(G1 × G2)
and so if Yi is an FGi-module where i = 1; 2, then Y1 ⊗ Y2 is an F(G1 ×G2)-module.
The following proposition deals with the tensor product of connected modules.
Proposition 3.2. Suppose that Yi; i = 1; 2 is a connected FGi-module. Then Y1 ⊗ Y2
is a connected F(G1 × G2)-module.
Proof. The result follows because EG1⊗G2 (Y1 ⊗ Y2) ∼= EG1 (Y1) ⊗ EG2 (Y2) is a local
algebra since EGi(Yi); i = 1; 2 is a local algebra and F is an algebraically closed
4eld.
If H1 6 K1 6 G1; H2 6 K2 6 G2 and Yi; i = 1; 2 is a kGi-module. Since I(Yi) is
a Gi-algebra, it follows that I(Y1)⊗ I(Y2) is a G1×G2-algebra. The following lemma
is an immediate application of the results in Section 2.
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Lemma 3.3. (1) I(Y1 ⊗ Y2)H1×H2 ∼= I(Y1)H1 ⊗ I(Y2)H2 .
(2) The following diagram is commutative:
I(Y1 ⊗ Y2)H1×H2 ∼= I(Y1)H1 ⊗ I(Y2)H2
t
K1×K2
H1×H2

t
K1
H1
⊗tK2H2

I(Y1 ⊗ Y2)K1×K2 ∼= I(Y1)K1 ⊗ I(Y2)K2 :
(3) I(Y1 ⊗ Y2)K1×K2H1×H2 ∼= I(Y1)K1H1 ⊗ I(Y2)K2H2 .
(4) tK1×K2H1×H2
∼= tK1H1 ⊗ tK2H2 .
(5) We have Y1⊗Y2|H1×H2 ∼= Y1|H1⊗Y2|H2 and I(Y1⊗Y2|H1×H2 )H1×H2 ∼= I(Y1|H1 )H1⊗
I(Y2|H2 )H2 , where “|H ” denotes the restriction to H .
(6) If P1, P2 are p-subgroups of G1,G2, respectively then
IP1×P2 (I(Y1 ⊗ Y2)) ∼= IP1 (I(Y1))⊗ I(Y2) + I(Y1)⊗ IP2 (I(Y2)):
Hence BrG1×G2P1×P2 can be identi;ed with Br
G1
P1 ⊗ BrG2P2 .
4. Defect groups of connected modules
For the moment let G be a 4nite group and Y is an FG-module. Barker [1] noticed
that Z(I(Y )) = I(Y ) ∩ E(Y ) = Z(E(Y )), hence the blocks of E(Y ) coincide with the
blocks of I(Y ). On the other hand I(Y )G = Z(E(Y )) and so the blocks of E(Y ) are
the primitive idempotents of I(Y )G and as such they have defect groups according to
[3, Theorem 4i]. This gives the following generalization of the defect groups for the
blocks of the group algebra de4ned by Brauer.
De%nition 4.1 (Barker [1]). (1) If Y is a connected FG-module (hence 1Y is the
unique idempotent in I(Y )G = Z(E(Y ))), de4ne the defect groups of Y (denoted by
def I(Y )G (Y )) to be the defect groups of 1Y ∈ I(Y )G. If X = e(Y ) is a connected
component of Y , then e ∈ Z(E(Y )) = I(Y )G and def I(Y )G (X ) is the defect group of e.
Proposition 4.2. Suppose that A and B are two G-algebras with A ⊆ B. If e is a
primitive idempotent in both AG and BG then def BG (e)6 def
A
G (e).
Proof. Write H = def BG (e) and K = def
A
G (e). The latter equality together with the
assumption A ⊆ B imply that e ∈ AGK ⊆ BGK . Hence def BG (e)6 K = def AG (e).
If X is an indecomposable FG-module, then, being connected, it has a defect group.
The following lemma, gives an upper and lower bound for the def I(X )G (X ) in terms of
the vertices and the defect groups of the blocks of FG.
Lemma 4.3 (Barker [1, 4.1]). Suppose that X is an indecomposable FG-module which
belongs to the block FGe of FG then vertex(X )6G def
I(X )
G (X )6 def
FG
G (e).
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Now suppose that G1 and G2 are two 4nite groups. If Xi is a connected FGi-module;
i = 1; 2, then, by Proposition 3.2, X1 ⊗ X2 is a connected F(G1 × G2)-module. The
following relates the defect group of X1 ⊗ X2 with the defect groups of Xi.
Theorem 4.4. Suppose that Xi; i=1; 2 is a connected FGi-module with def
I(Xi)
Gi (Xi)=
Pi. Then X1⊗X2 is a connected F(G1×G2)-module, with def I(X1⊗X2)G1×G2 (X1⊗X2)=P1×P2.
Proof. By de4nition and from Lemma 3.1(1), we have def I(X1⊗X2)G1×G2 (X1 ⊗ X2) =
def I(X1⊗X2)G1×G2 (1X1⊗X2 ) = def
I(X1)⊗I(X2)
G1×G2 (1X1 ⊗ 1X2 ). But from Theorem 2.7, we have
def I(X1)⊗I(X2)G1×G2 (1X1 ⊗ 1X2 ) = def
I(X1)
G1 (1X1 )⊗ def
I(X2)
G2 (1X2 ). Now the result follows since
def I(Xi)Gi (Xi) = def
I(Xi)
Gi (1Xi) = Pi; i = 1; 2.
The following (parallel result to Theorem 4.4 for the vertices of indecomposable
modules) is due to KCulshammer.
Corollary 4.5 (KCulshammer [4, Proposition 1:2]). Suppose that Xi, is an indecom-
posable FGi-module; i=1; 2 with vertex(Xi)=Vi. Then X1⊗X2 is an indecomposable
F(G1 × G2)-module with vertex(X1 ⊗ X2) = V1 × V2.
Proof. As in the proof of Theorem 4.4, this follows from Theorem 2.7 since vertex(X1⊗
X2)=def
E(X1⊗X2)
G1×G2 (1X1⊗X2 )=def
I(X1)⊗I(X2)
G1×G2 (1X1⊗1X2 ) and since def
I(Xi)
Gi (1Xi)=vertex(Xi).
5. Localization of tensor module
Now we relate the previous results to the localization of modules. Suppose that M is
an FG-module and H 6 G. Let P be a p-subgroup of G such that NG(P)6 H 6 G.
If N is an FH -module, write N ↑G for the induced FG-module IndGH (N ). The starting
point is the following association of primitive idempotents in double endomorphism
algebras.
Proposition 5.1 (Barker [1, 5.1]). Let  ∈ I(M)G; - ∈ I(N )H be primitive idempo-
tents with defect group P. Then
(1) There is a unique idempotent assH () ∈ I(M |H )H such that BrI(M)P (assH ()) = 0
and P 6H def (assH ()).
(2) There is a unique idempotent assG(-) ∈ I(N ↑G)G such that BrI(N↑
G)G
P (assG(-)-)
= 0 and P 6G def (assG(-)).
It was shown in ([1, 5.2 and 5.7]) that the associations in Proposition 5.1 are com-
patible with the Brauer and Green correspondence. Now let Pi be a p-subgroup of
Gi; i = 1; 2 and suppose that Hi 6 Gi with NG(Pi)6 Hi. Then it is clear that
NG1×G2 (P1 × P2) = NG1 (P1)× NG2 (P2)6 H1 × H2:
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We shall consider the localizaion of the connected F(G1×G2)-modules to the subgroup
H1 × H2. We show that the associations given in Proposition 5.1 are compatible with
the tensor product of connected components. For that purpose suppose that Mi; Ni; i=
1; 2 are FGi-, FHi-modules, respectively and let i ∈ I(Mi)Gi and -i ∈ I(Ni)Hi be
idempotents. Then from Lemma 3.3(1) we have 1 ⊗ 2 ∈ I(M1)G1 ⊗ I(M2)G2 ∼=
I(M1 ⊗M2)G1×G2 and -1 ⊗ -2 ∈ I(N1)H1 ⊗ I(N2)H2 ∼= I(N1 ⊗ N2)H1×H2 .
Proposition 5.2. Suppose that Gi, Hi, Mi and Ni are as above and that i ∈ I(Mi)Gi ;
-i ∈ I(Ni)Hi . Then 1⊗ 2 and -1⊗ -2 are primitive in I(M1⊗M2)G1×G2 and I(N1⊗
N2)H1×H2 , respectively and
(1) assH1×H2 (1 ⊗ 2) = assH1 (1)⊗ assH2 (2).
(2) assG1×G2 (-1 ⊗ -2) = assG1 (-1)⊗ assG2 (-2).
Proof. By Lemma 3.3(1), we have
1 ⊗ 2 ∈ I(M1)G1 ⊗ I(M2)G2 ∼= I(M1 ⊗M2)G1×G2 :
So, by Proposition 5.1(1), there is a unique idempotent assH1×H2 (1 ⊗ 2) ∈ I(M1 ⊗
M2|H1×H2 )H1×H2 (∼= I(M1|H1 )H1 ⊗ I(M2|H2 )H2 , by Lemma 3.3(5)) such that
BrI(M1⊗M2)H1×H2 (1 ⊗ 2)assH1×H2 (1 ⊗ 2) = assH1×H2 (1 ⊗ 2). On the other hand we
have, for each i = 1; 2, there is a unique idempotent assHi(i) ∈ I(Mi)Hi such that
BrI(Mi)Hi (i)assHi(i) = assHi(i). From Theorem 2.6, we have Br
I(M1⊗M2)
H1×H2 (1 ⊗ 2) =
BrI(M1)H1 (1)⊗ Br
I(M2)
H2 (2), and so
BrI(M1⊗M2)H1×H2 (1 ⊗ 2)[assH1 (1)⊗ assH2 (2)]
=BrI(M1)H1 (1)assH1 (1)⊗ Br
I(M2)
H2 (2)assH2 (2)
=assH1 (1)⊗ assH2 (2):
It follows from the uniqueness of assH1×H2 (1 ⊗ 2) in Proposition 5.1 that
assH1×H2 (1 ⊗ 2) = assH1 (1)⊗ assH2 (2):
The second part is similar.
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